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KIVONAT
A dolgozat az m-értékü logika függvény-rendszereinek funkcionális teljességé­
ről ad áttekintést; az irodalomból ismert anyagot kiegészítve a szerző saját 
eredményeivel. A funkcionális teljesség alaptétele és néhány teljes rendszer 
megadása után az alapvető szerepet játszó egyes zárt függvény-osztályok, il­letve kváziteljes osztályok tárgyalása következik, majd példaként a funkcio­
nális teljesség a Boole függvények /m=2/ esetére. Végül néhány probléma fel­
vetésével és hozzáfűzött megjegyzésekkel zárul a dolgozat.
Mind a funkcionális teljesség, mind az m ^ 3 eset az utóbbi években 
a digitális rendszerek tervezésével, vizsgálatával foglalkozó folyóiratokban 
előtérbe került. Az előbbi az /integrált áramkör/ alkatrész-készlettel, az 
utóbbi pedig a részben-meghatározottság, a sejt-automaták, a.megbízhatóság 
és uj, kettőnél több állapotú elemek térhódításával kapcsolatban.
ABSTRACT
This paper sums up the functional completeness of the m-valued logic 
functional systems and adds author's own results on that subject. The discussion 
of some closed or precomplete function classes that play a fundamental role 
follows the principle of functional completeness and the discussion of some 
complete systems; then the functional completeness for the Boolean functions 
/m=2/ is given as an example. Finally this paper raises some problems and adds 
remarks to them.
The functional completeness as well as the m - 3 case has come into 
prominence in the last years in the journals that discuss design and research 
of digital systems. The first one is important to determine integrated circuit 
elements-sets and the second one is used in connection with incompletely 
determined /Boolean/ functions, cell-automata, reliability and the spreading 
of elements with more than two states.
РЕЗЮМЕ
Настоящая работа является обзором теории функциональной полноты т-знач- 
ных логик. Работа включает и некоторые результаты, полученные автором. После 
описания основной теоремы функциональной полноты и нескольких функционально пол­
ных систем излагается теория замкнутых и предполных классов, в частности, дается 
полное решение проблемы функциональной полноты для функций алгебры логики /т=2/. 
Наконец, в работе перечисляется несколько, пока еще нерешенных проблем.
В последние годы значительно возрос интерес, с одной стороны, к вопро­
сам функциональной полноты в связи с распространением интегральных элементов, а 
с другой - к случаю m = 3 в связи с возникновением вопросов частичной определен­
ности, ячеечных автоматов, теории надежности, а также с возникновением запомина­
ющих элементов, число устойчивых состояний которых больше двух.
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a./ Bevezetés
A digitális számitás- és méréstechnika, a digitális 
automaták, számológépek és ezek rendszereinek rohamos 
térhóditása következtében fellendültek a matematika 
véges diszkrét optimum-problémákkal foglalkozó ágai. 
így például a kombinatorikus analizis és gráfelmélet, 
a véges algebra egyes ágai (automaták és formális 
nyelvek elmélete), információ-elmélet vagy a matema­
tikai programozás csaknem egészében az elmúlt 25 év 
terméke. A 60-as évek végéig a szintézis és analizis 
területén szinte egyeduralkodó volt a bináris felfo­
gás, a Boole függvények elméletének alkalmazása - 
a technológia meghatározta körülmények következtében.
Azonban a különböző integráltsági fokú áramköri elemek 
megjelenése, a mágneses buborék-memória és aritmetika­
kutatások, az épitő-szekrény elv és a számológép- 
rendszerek elmélete szempontjából megnőtt a jelentősé­
ge olyan leírásnak, amelyben a természetes állapotok 
száma kettőnél nagyobb.
Az alap-elemek viszonylag nagy száma és nagyobb bonyo­
lultsági foka következtében nagyobb jelentősége lesz 
annak a kérdésnek, hogy valamely épitő-elem készletből 
milyen tipusu rendszerek építhetők fel, illetve hogyan 
célszerű meghatározni a rendszerhez felhasználandó 
(különféle előirt feltételeket teljesítő) szükséges és 
elégséges halmazt. (Azt a halmazt, amely minden alap­
elemből elegendő számút tartalmaz, de bármely elemét 
elhagyva, ez a tulajdonsága megszűnik.)
Ilyen és hasonló problémák vezethetnek (műszaki szempont­
ból) az m-értékü logika függvényei funkcionális teljessé­
gének vizsgálatához. Mielőtt a témakör tényleges tárgya­
lását elkezdenénk, a "rokon" témákról szólunk néhány szót, 
illetve megpróbáljuk pontosan körülhatárolni a vizsgálni 
kivánt témakört. Egyáltalán nem foglalkozunk a műszaki 
szempontból egyébként fontos minimalizációs technika 
problémakörével.
А Воole-függvényekkel kapcsolatos legfontosabb tudnivaló­
kat röviden összefoglaljuk, de ezek ismerete nélkül is 
megérthető a dolgozat, (lásd bővebben p ] , [4], [ i j ]  •
Az m-értékü logika függvényei olyan függvények, melyek 
változói és értékei egyaránt egy rögzített m-elemü halmaz 
elemei. (Boole függvények esetében m=2.)
A számos lehetséges megadási mód egyike az analitikus ki­
fejezéssel való ábrázolás; az optimális (pl. minimális 
számú műveleti jelet tartalmazó) ábrázolás problémája 
előtt vetődik fel az a kérdés, hogy adott függvény—rend­
szerből mely függvények állíthatók elő. Ezzel a probléma­
körrel foglalkozik a dolgozat. Célunk a téma jelenlegi 
állásának áttekintése, közben néhány megjegyzéssel, illet­
ve tétel formájában is kimondott saját eredménnyel való 
kiegészítése. A tételesen is megfogalmazott önálló ered­
ményeket a 2.1.a, 4.I3, 4.22.a, 4.22.b, 4.23, 4.24. téte­
lek, 1.2, 2.1, 4.1, 4.2, 4.4, 4.3, 4.6, 4.7. lemmák tar­
talmazzák. Részben vagy egészében uj bizonyítást adtunk 
a 2.2, 2.3 tételekre és a 2.2 lemmára. Végül a 4. rész 
egyes részei, igy a 4.7« pont teljes egészében uj a dol­
gozatban. A 2.2. lemmára viszont az eredeti bizonyításnak 
egy olyan módosítását adtuk, amely alkalmasnak látszik a 
2.3« tétel olyan általánosítására, amely egy teljes rend­
szer helyett m számút eredményez.
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Természetesen még e viszonylag nagy terjedelem ellenére 
sem törekedhettünk teljességre; az alapvető eredményeket 
szeretnénk bemutatni. (Egy következő dolgozatban szeret­
nénk további speciális fejezeteket és az azokhoz kapcsoló­
dó önálló eredményeinket feldolgozni.) Az utolsó részben 
vázoljuk ezeket az itt nem részletezett eredményeket.
A kutatások jelentős hányada a részletesen kidolgozott 
m=2 eset eredményeinek általánosítására vonatkozik. Meg­
jegyezzük, hogy bár témája alapján a dolgozat egyaránt 
tartozhatna a matematikai logikához, az algebrához és a 
kombinatorikus elmélethez, valójában e tárgyalásmódnak 
nem sok köze van a matematikai logikához. (A logika nyel­
vén való leirás található pl. [l], ^ 27 \ -ben.)
Az m-értékü logika függvényeinek a véges automaták elmé­
letével való kapcsolat áról (m=2 esetre) [ 3]» [67] -ben, 
illetve magyar nyelven [4j-ben tájékozódhat az olvasó,
[67] -ben megtalálható a témakörünk m=2 esetének teljes 
tárgyalása is; az általunk használt jelölésmód részben ezek­
kel megegyezik. Az általános eset kifejtésének alapját vi­
szont elsősorban а Гвз] dolgozat képezi.
Az m—értékű logika a már emlitett matematikai logikai és 
műszaki alkalmazáson kivül jó segédeszköznek bizonyul szá­
mos más tudományterületen, igy pl. a kvantum-fizikában £"6j| 
és a diszkrét összetevőjű sztőhasztikus folyamatok elméle­
tében.
A most következő két példa után. a Boole— (vagy igazság—) 
függvények rövid ismertetése os két, a későbbiekben fel­
használt kombinatorikus lemma következik.
Tekintsünk két rövid példát az alkalmazhatóságra.
1, Példa: Legyen adott egy к számú bemenettel és l számú 
kimenettel rendelkező rendszer (k+^ pólus); 
tegyük fel, hogy a pólusok mindegyike egy rögzí­
tett m-elemü M halmazból veszi értékeit. E 
diszkrét (kombinációs) rendszer (automata) tel­
jes le Írását adja az f-^ , ..., f^  függ­
vény-sorozat, ahol
(xj»X2> • • • »x )^ G M (i=l,2,...,■£)
x_j € M (J=l,2,. • • ,k) az i-edik kimenet értékét 
adja meg a bemenet-vektor függvényében.
Kézenfekvő példa erre két tizes alapú számrend­
szer-beli szám szorzása: A.B=C, ahol
A = a -1 ... an n—1
В = v, %%•rfi bm m-г
C = cm+n cm-i*n-l •
(itt a c —f i (8L-| ,... an ; b , • • •, b^) (i—1,2... m+ n) 
függvények nem függenek ténylegesen minden vál­
tozójuktól .)
2. Példa: Valamely mérési eredményt hisztogrammon ábrázo­
lunk, s e célból az E M  intervallumot n egyen­
lő részre osztjuk. Legyen ismert az egyes mért 
értékek mérési hibája is (pl. konfidencia-inter­
vallum) » így a véges méretű objektumok [o, n] 
intervallumon való elhelyezéséről kielégitő in­
formációt ad számunkra a? R= j| r^ j|J mátrix, 
ahol a mátrix-elemekét a következőképpen defi­
niáljuk:
/  1* ha a j. objektum az (i-1, i) nyilt 
I intervallumba esik
rij “ 1 0, ha a j, objektumnak nincs közös
I pontja az [i-1, ij zárt interval-
. lummal 
ь 2, egyébként.
Az R mátrix elemei 3-értékű függvények. 
b./ Igazság-függvények
Az igazság-függvények elméletének elemeiből csak a 
továbbiak szempontjából szükséges minimumot foglaljuk 
össze. Ismertnek tételezzük fel a reláció, ekvivalen­
cia-reláció, parciális és teljes rendezés, halmaz- 
-partició, háló és Boole-algebra fogalmakat (lásd pl. 
[7]. [13] , illetve magyar nyelven M  -ben.)
Definíció t
A.Z A-^H; 0-^ ,O29 • • • 1 5 Rq > R^> • • »CQ’
rendszert algebrai rend­
szernek nevezzük, ahol
H: nem üres halmaz (alaphalmaz)
0k: - > H leképezés ( / k természetes
szám, k=l,2,..^i)
Rk s a H halmazon értelmezett reláció 
(k=0,1,•• у j)
ck J H-beli rögzített elem (k=0,1,... ,n)
Megjegyzés: Az 0k operáció felfogható (^k+1) poziciós
relációként is.
6 -
Definíció: A* részrendszere A-nak, ha H*£H, 0^ . és R^ . csak 
H*-re korlátozódik és c ^ ^ H ’ minden lehetséges 
k-ra.
Példák: (a) Aze£=^L; 02,02^ algebrai rendszer háló, ha
az 0-p O2 bináris műveletek »
asszociatív, kommutativ, idempotens (xox=x) 
és elnyelési tulajdonsággal (xo^(xo^y)=x, 
хо2(хо^у)=х) rendelkeznek.
(b) A ^ - ^ B j  0^,02?0,1^ algebrai rendszer Boole
algebra, ha В legalább kételemű és 0,1 rendre
0^»02 egység-elemei, továbbá mindkét műveletre
érvényes a kommutativitás, asszociativitás,• «• elnyelési tulajdonság és létezik inverz-elem
(=kompl ement um: 7 1 XO-^O és Xt^^l).
Jól ismertek a következő összefüggések (x,y,z а В 
Boole algebra elemei):
(1 ) XOX = X
(2 ) (x o 1y ) o 2x = x , ( х о 2у ) о1х =х
(3) xo^o = 0 , XO-^l=l
(4 ) x  e g y é rte lm ű e n  m e g h a tá ro z o tt e lem .
(5 ) X = X
(6 ) хоху  = х о 2 У , x o 27  = XO
(7 ) x o ^ S o g y )  = xo-j^y, х о 2 ( х о 1у ) = х о 2 У
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Az f (xlfx2,... ,xn) függvényt igazság-függvénynek vagy 
Boole függvénynek nevezzük, ha változói és értéke egyaránt 
a {o,l} = B2 halmaz elemei fi {0,lj n -- > £otlj .
Két függvény ekvivalens (azonos), ha a változók bármely 
értéke mellett azonosak a függvény-értékek. Néhány fontos 
igazság-függvény (több Jelöléssel, illetve aritmetikai ki­
fejezéssel megadva)i
fo = °* fi = 1* f2 x^) " x=x1,f3(x)=5E = 1—x = x°, 
f ^ * x2) =x1. x2, f ^ (xx, X2) = хх v x2=x1-»-x2-x1x2
f6 (x1,x2)=x1 ©  x2 = х1+х2-2х1х2;
fу(х-[х2) = x ^  x2 = l-f6(xlfx2) = 1+2х1х2-х1-х2, 
fQ (XiX2) = Xl|x2 = x1.x2 = 1-Xlx2.
Itt a +, - és*aritmetikai Jelek,/egyben a konjunkció Jele 
is. (f,- a diszjunkció, f^ a kizáró vagy, f^i ekvivalencia, 
fgi Sheffer függvény.) Könnyen látható, hogy a bevezetett 
Jelöléssel
•c f 1, ha x=^
V 0 , ha x./ ы.
Az A. tétel 2. következménye alapján igaz az is, hogy 
f és f^ függvények segítségével bármely n-változós
igazság-függvény kifejelhető (f4 vagy f^ el is hagyható, 
mert pl. fc(x2 »X2 ) = f^íx-^jXg).
8Az is ellenőrizhető, hogy ha Fn Jelöli az n-változós 
igazság-függvények halmazát, akkor az < V ’
algebrai rendszer Boole-algebra, amelyben
f =
Most bebizonyítjuk a kifejtési tétel érvényességét, és 
két fontos következményét adjuk meg.
A. Tétel (kifejtési): Tetszőleges fíx-^,...^) igazság­
függvény egyértelműen irható fel a következő 
alakban:
/ C V - - A , W - - A ) = V (*)
ahol 1 -  к ^  n tetszőleges egész szám*
Bizonyítás: Tetszőleges (ßufcj j *krpk '
esetén a baloldal ^  -  j f a  X4* ,  Хи) . 
De a Jobboldal is ugyanaz, mert
ha <*4:=/%^  - - -yo^— ßii 
különben
tehát csak egyetlen diszjunkciós tag nem 
zérus, s ez éppen az, amelyben
c<„ =/5«, .. , ,
azaz
Aw,‘ * * • А * У  К  • - л ) 4 ^ ’ -»' V * 'v ^
1 Lo . L j^ ^  А
1.Következmény: Ha k=l, akkor (x)-ból adódik:
2.Következmény: Ha k=n, akkor (#) a kitüntetett diszjunktiv
normálformát adja:
{ (x0 . . . , K ) = V  xrv.
c./ Két kombinatorikus lemma
В./ Lemma: На V(*0 =7Г (j}U*
akkor U№) =  Z'(7)H)"'Vcy.
б-о
A lemma fontossága miatt két bizonyítást is bemutatunk, 
(mindkettő tipikus e témakörben); az első teljes induk-r
ciős, a második generátor-függvény alkalmazását mutatja 
be.
1. Bizonyítás: n-re vonatkozó indukcióval.
*1=0/1 jV(o)=U(c; y = »
Feltéve, ha n-re igaz az állitás, bizonylt­
juk, hogy n+l-re is igaz:
innen
u ^ = V ( ^ ) - £ ( 7  'J-u(0 =
= i Ct) -í~ ü)^)e'k W)=t “ o L. ^ 0
У(в-r-o 5-0
Tehát elegendő azt belátnunk, hogy
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Minthogy
/U\ /vM_ u l - у ! _/и) (ц-frO. / u W U - f )
U / l f '  v! ( u - v l f > l  ( v - f i [  W  ^
ezt az azonosságot alkalmazva a baloldal minden tagjára 
и = n+1, v=s+r, p=r szereposztással adódik:
X ' r l  =  - & V )  ( nT r )  H s =
= - n Á) % r t r) H f  =
= - ( " ? } {  И Г ' ~ - Н Г ' ' Г} =
=  ■ A
II. Bizonyítás; Egy aQ , a-p an ,...sorozat exponenciális
generátor-függvényét a következőképpen definiáljuk:
CNO
3 , x , = r ;  ,
A függvénysorok elméletéből ismeretes, hogy ha az 
sorozat korlátos, akkor a
I '< -U.=o
hatványsor egyenletesen konvergens az jx|< 1 tartományban, 
és igy
x^o x^ о *
Jelölje U(k) és V(k) sorozatok generátor-függvényét rend­
re g(x) és h(x);
, u , = ű vM
k=zc> U
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mindkét oldalát értékkel megszorozva és n-ге össze­
gezve (O-tól —ig) , a következőt kapjuk?
X
Ebből g(x)=e .h(x), s a szorzat deriválási szabálya alap­
ján:
Ez utóbbiból a bizonyítandó azonosság nyilvánvalóan adódik.
A
A következő lemmát a leszámlálásoknál fogjuk felhasználni.
C./ Lemmat Legyen а |н| = г elemű H véges halmaz tetsző­
leges h£ H eleméhez rendelt (nem negativ egész) súly 
w (h) . Legyenek A-^ , ... A g valamely tulajdonságok,
amelyekkel H elemei rendelkezhetnek. Jelölje 
W(Aj_ , A 9 ... Ai ) azon elemek súlyának összegét, amelyek 
rendelkeznek az argumentumbau szereplő tulajdonságokkal, 
és legyen
W ( f?)==<^1 ~ WfÁZj, Aí2r * V  ^p) ;
ahol az összegzés az összes p-ed osztályú kombinációra
terjesztendő ki.
Megállapodunk, nogy
Ш )  — y —  w(h).
né\\
Ha £(i) jelöli H azon elemeinek sulyösszegét, amelyek 
pontosan t számú tulajdonsággal rendelkeznek az
fAx A 0j halmazból, akkor 
J 5
m = r i W & f W + ü - í j ;  ( W )i-O
- 12
Bizonyítást Először belátjuk a következő egyenlőséget!
Ш = ± ( £ ) Е « >  ( f - v , - , * ) .
J=y>
Rögzítsük le p értéket. W~(p) - definíciója 
szerint - H azon elemeinek sulyösszege, amelyek 
mindegyike rendelkezik p számú tulajdonsággal 
(a megfelelő multiplicitással értve, vagyis, 
ha egy elem pontosan q számú tulajdonsággal 
rendelkezik, akkor az (§) súllyal számítandó).
Ezért a pontosan j számú tulajdonsággal rendel­
kező elemek súly-járuléka W(p)-bent E(j).(^). 
Minthogy a h elem azon tulajdonsága, hogy 
"pontosan j számú tulajdonsággal rendelkezik", 
ekvivalencia-reláció, s igy H egy partícióját 
indukálja, ezért a diszjunktSágból következően 
valóban W(p) az E(j).(^) értékek összege a le­
hetséges j=p,p+l,•*.,s értékre, vagyis
Most megadjuk az inverz relációt, vagyis E(t) 
értékét fejezzük ki a W(p) értékkel, (p=0,l...s). 
Azt állítjuk, hogy
Az állítást s-re vonatkozó indukcióval bizonylt­
juk.
s=l esetén mindkét lehetőségre igaz az állítás:
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Feltéve, hogy s-re igaz az állítás, bizonyltjuk, hogy 
s+1-ге is igaz:
i=t ■
=  Н ) я1+' -
mert a szögletes zárójelben lévő kifejezés zérus. Ugyanis
mint azt az B./ Lemma bizonyításánál láttuk, és igy
amely valóban az állitást eredményezi. JÍ
Abból a célból, hogy bizonyos, különféle tulajdonság —
- együttesekkel rendelkező elemek sulyösszegét könnyen 
származtathassuk, állitsuk elő az
E(o), E (1), ..., E (s)
sorozat közönséges (geometriai) generátor-függvényét, 
felhasználva a tételben bizonyított egyenlőséget.
e(x ) ^ £ E ( i ) X í  =  £ ( £  (Á) ( - )‘V W (j) )X1 -
i~o i -o K 7
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=Íl Щ у1£ н) 1í)x*->)
h °  ™  Ь/ 7 }^o
Az xel, -1, 2 helyettesítésekkel, pl. rendre a következő 
mennyiségek származtathatók (szemléletes jelentésük nyil- 
vánvaló.)•
e (1) =  2 1 Е Ф  — W c°) :
i~o
ellhet) _ , , s i  \
- 7 —  = I Z  E(zl> =  { (Щ о )+ - Ы -2 ) *  W(j)) )
Ф - e(-/) 
2 i-0
fi
-15 -
1. ALAPVETŐ FOGALMAK ÉS A TÖBBÉRTÉKÜ LOGIKA FÜGGVÉNYEINEK 
NÉHÁNY TULAJDONSÁGA
1.1. Fogalmak és néhány egyszerű eredmény
Mindenek előtt megadunk néhány jelölést és defi­
níciót, amelyeket a dolgozatban gyakran fogunk 
alkalmazni.
Jelölések:
/' "4
alaphalmaz: M= -j0,l,2,..., m-lj' , m^2
egy rögzített rendezés M-en: 
mQk m-j<— кпь
indexhalmaz: J^= £1,2,..., n£
nDescartes-szorzat (n-szeres): MxMx...xM=M
Az A  állítás tagadása: *] A
(eS7”) egyértelmű leképezés: (A <r~y В) A — ^ В 
(A és В halmazok)
jö állítás következménye Jt J3
^  és ^  ekvivalens állítások: <£=^
Univerzális ill. egzisztenciális kvantor: V t3  
gyakran használt speciális függvények 
(xjX-^x^ értékei M-beliek):
J 0(x) = m-l-x
J1 (x1 ,x2) = m(xx ,Xp) = min(Xl,x2) 
J 2(xl,x2) = M(x1 ,x2) = max(xlfx2) 
j (xl»x2) = x1+x2 (mod m) 
J^(xx ,x2) = x1.x2 (mod m)
m = 2 esetén "J 11 helyett ”z”-t írunk. 
A bizonyítások végét A jelöli.
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A továbbiakban reláció-jel feletti "dM betű jelentése: 
a relációban fellépő uj fogalmat úgy definiáljuk, hogy a 
reláció igaz legyen. (Például m(x^,x2) = min(x^,x2), 
azaz, tetszőleges x^, x^ valós számok közül a nem-nagyob­
bat mtx^,x2)--vel jelöljük.)
Definíciók:
(1) m-értékű logika függvény-eineк halmaza:
Y\—0
ahol
£  =  M”—> M j
A továbbiakban függvényen ^ é P  (Post-) függvényt 
értünk (m=2 esetén a megfelelő latin betűvel jelöl­
jük: f 6 G. Szokásos elnevezései: igazság-függvény, 
logikai függvény, kapcsoló függvény, illetve Boole- 
függvény.) Ha nem okozhat félreértést, a
tp = (x-^ ,x2,. . . ,x ) függvény argumentumát nem Ír­
juk ki.
(2) Rendezési relációk az
vektor-halmazon (parciális rendezések):
у , /j , t e m  ( Y j é  A  -
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(3) Az x± változóban növekvő a f  függvény, ha minden le-----  — —----------------  n—1
hetséges (x-^ jX^, • • • * • • *j ^ esetén
^  "уУсЧ^С\ i^+i) •••jXn) — • * V Xír-Í/11, Xíty '"Л*)
Hasonlóan definiálható az x^ változóban csökkenő, 
illetve a szigorúan növekvő (csökkenő) függvény*
(4-) Az x^ változóban degenerált a «P függvény, ha egy­
idejűleg növekvő és csökkenő is x^-ben.
(5) x^ változótól lényegesen ("ténylegesen) függ ^ ,
ha x^-ben nem-degenerált.
(6) Nem-degenerált a függvény, ha minden változójától 
lényegesen függ.
(7) A v Хь) és * • •)%) függvények azonosak
(^ekvivalensek) - az (4) definíciónak megfelelően -?
Minthogy |m | = m véges érték, tetszőleges ^ é  íh 
megadható értéktáblázattal is ( </> argumentumának minden 
lehetséges értékére megadjuk a függvény értékét: lásd 
1. táblázat.)
f , = t <£=й>(fsi 6 M” )
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1. táblázat
x1 ,x2 ,...,xn_1 ,xn <f> (x1 ,x2 ...,xn_1 ,xn )
0 0  ... 0 0 1 f (0, 0,..., 0, 0)1—1о«..оо (0, 0,..., 0, l)
0 0 ... 0 m-1 ^(0, 0,..., 0, m-1)
0 0 ... 1 0 'f(o, 0,..., 1, 0)
m-1 m-1... m-1 m-1 ^ (m-1 ,m-l,.. .m-1, m-1)
A (7) definícióból közvetlenül leolvasható az
1.1. Tétel: Az n-változós függvények száma:
Bizonyítás: Az M halmaz elemeiből képezett n hosszúságú 
sorozatok - m elem n-ed osztályú ismétléses variációi - 
száma m , s hasonlóan, a függvény-értékek in hosszúságú 
sorozatainak száma: | C | = ^ ,  A
Megjegyzések: 1./ Az n=l eset az algebrából jól ismert
M — M leképezéseket adja.
2./ Az m=2 eset a - szintén sok eredményt 
tartalmazó - igazság-függvényeк esete.
- 19 -
Tárgyalásmódban támaszkodunk arra a tényre, hogy az előbbi 
két megjegyzésben szereplő speciális esetek elmélete jelen­
tős mértékben kidolgozottabb, mint az m-értékü logika 
függvényeinek elmélete. Az általánositási lehetőségek ter­
mészetesen általában nem egyértelműek; hogy az egyes ese­
tekben melyiket választjuk, az attól függ, hogy a konkrét 
esetben melyik választás vezet pl. a szempontunkból elő­
nyös azonosság megtarthatóságához. Például, az igazság­
függvények negáció-fogalmának megfelelő általánositási 
lehetőségek közül tekintve a (X/> és S^ L^ i О 
függvényeket, az első esetben a művelet idempotens tulaj­
donságát emeljük ki (Boole algebrában ~\ ~] x — X )♦ a 
0  választásával viszont a " 1 M operáció ”rá- 
következés" jellegét tartjuk lényegesnek. Ugyanis a defi­
nícióból közvetlenül adódik a következő
1.1. LemmaI A 3c(x; és 33(X, \) függvényekre azonosan 
teljesül:
(i) J0(3o W )  =  x,
(ü) 3/ov) =  bs(xl;
ahol:
Még általánosabban, a negác.ió közvetlen általánosításának 
tekinthető minden f(x): M — > M leképezés, amelyre 
^  (x) ^  x.
Most megadjuk az n-változós nem-degenerált függvények 
U(n) számát és ennek egy érdekes következményét.
1.2. Tétel: Az n-változós nem-degenerált függvények száma;
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Bizonyítást Jelöléseink szerint a pontosan Z számú vál­
tozóban nem-degenerált n-változós függvények száma
W Ö  » 8 minthogy a R  halmaz t  szerinti 
ilyen felbontása elem-idegen osztályokat eredményez, nyil- 
vánv aló an fennál1:
W - * .  (Jelölés: U(0)=<).
Ebből állításunk a B. lemma alkalmazásával adódik,
U(l) -пек kifejezést választva. A
I.Megjegyzés: A pontosan к számú változóban nem-degenerált 
n-változós függvények száma: U*(l<) —  U[L).
Bizonyítás: A tétel bizonyításából leolvasható. Д
Minthogy jf^ l igen gyorsan nő n-nel, várható, hogy 
aszimptotikusam U(n) és [IZj egyenlő. Ezt mondja ki a
II. Következmény: Ufr) ~ ) azaz nagy n értékekre 
majdnem minden függvény nem-degenerált.
Bizonyítás:
m m  1 uo 'v 1 7ToKC/
< т ~ т 0 ^ 0 2 Ц Ы 1-*Г1> 0 о , и ^ о о  
c*° (тгг) A
Definiáljuk а 0 : leképezést a következő-
képpen (k^ 1 egész szám):
0(%j .- -yf i  у=  < p (V *  6 M") 9(Г,а), ■ ■
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Speciálisan, a J,<f.) , 'f.) ( 30i*Ä>
választás esetén könnyen ellenőrizethő, hogy а 
algebrai rendszer - ahol г I a IZ halmazon értelmezett, 
korábban definiált függvények - moduláris, disztributiv 
véges háló, azonban nem Вооle-algebra, mert egyértelmű 
inverz általában nem létezik. Ugyanis a
M ( x , ^ = o )
egyenlet-rendszer csak m=2 esetben rendelkezik egyértelmű 
megoldással, s ez esetben a < * £>;/^>
algebrai rendszer Boole algebra.
Ezzel a következő tétel bizonyítását vázoltuk:
1.5. Tétel: (i) A j Jf/ algebrai rendszer modu­
láris, disztributiv véges háló.
(ii) A<^Gn ; ZQ,zlfz2; 0,1)> algebrai rendszer
véges Boole algebra.
1.2. Szimmetrikus függvények. C18J •
Mivel a függvények változóikra vonatkozó szimmetria-tulaj 
donságainak ismerete előnyösen használható fel különféle 
vizsgálatoknál, célszerű e szimmetria-tulajdonságokkal is 
foglalkozni.
Definíció: A 'л v ^ i) és A ) л V Уи)
függvények permutációsán ekvivalensek:
t  (Jermutáció^V-A)-
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Nyilvánvaló, hogy az igy definiált " ” bináris reláció
ekvivalencia-reláció, és а ^(X) — X speciális esetben
átmegy a függvények azonosságának (7)-ben megadott defi­
níciójába. A műszaki realizáció szempontjából gyakran 
éppen a permutációs-ekvivalencia fogalom szerinti osztá­
lyozás a megfelelő (az igazság-függvények esetében is.) 
Ezért megvizsgáljuk azokat a függvényeket, amelyek bár­
mely (^(t) permutációra nézve önmagukkal ekvivalensek; 
megadjuk ezeknek egy jellemzését és egy erre épülő olyan 
algoritmust Írunk le, amely f7^  tetszőleges eleméről 
eldönti, hogy az szimmetrikus-e vagy sem. (Nem térünk ki 
a szimmetrikus függvény fogalmának különféle általánosí­
tásaira - parciálisán szimmetrikus, kevert-szimmetrikus,
stb. - ezeket lásd: [lej , [13J.)
Definíció: ^ (óf P* ) szimmetrikus függvény
Definició: Az ‘ '■*-’‘' ♦ O £  M  vektor súly—
-vektora az a = (a ,a-, , ...,a , ) vektor, ahol-------  — о 1 1 m-1 ’
4 ) <• é
"LT L
A szimmetrikus függvények két jellemzését adja a következő 
kéo tétel:
1.4. a.tétel: Legyen
ha i ,
harP2
egyébként
скаутах)
Állítás:
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^ -= *!/* Xv>) szimmetrikus (f> -re igaz
a következő két állítás:
(i)
(ü ) f é .
1.4.b. tétel:
H é  f(X^ ... j XviJ szimmetrikus ha сX. f ß 6 M
vektorok sulyvektora azonos, akkor к{ \< )  =--^(р)
Y\
Bizonyítás: Az (a) tétel állítása annak az ismert csoport­
elmélet! tételnek a következménye, amely szerint a
permutációpár generálja az n-edrendü szimmetri­
kus csoportot.
A (b) tétel állítása első részének bizonyításához tegyük 
fel, hogy f e fi szimmetrikus függvény. Legyen ec € M 1 
sulyvektora a. Az állítás abból következik, hogy 
változóinak permutálása az értéktáblázatban a függvény­
értékek változatlanul hagyásával az x változó-vektorok 
sorrendjét permutálja, s permutációval <*-ból bármely olyan 
(és csak olyan) £> vektor elérhető, amelynek sulyvektora a,
Megfordítva, minthogy tetszőleges permutáció csak azonos 
su.lyvektorral rendelkező ; vektorpárt vihet át egy­
másba, s az állítás szerint ezekre ^ ( < 2 teljesül, 
igy az értéktáblázatával megadott függvény 6" alkalmazásé­
val szemben invariáns, azaz íf szimmetrikus függvény. ^
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A következő tétel az n-változós szimmetrikus függvények 
számát adja meg, a = (n*m jelölést alkalmazva.Hl j 11 11
1.5. tétel: Az m-értékű logika n-változós szimmetrikus
a am ,nfüggvényeinek szama: n ~ a
Bizonyítás: Az 1.4.b. tétel értelmében a szimmetrikus
függvényt egyértelműen meghatározzuk azáltal, hogy értel­
mezési tartományának összes különböző sulyvektorához hoz­
zárendeljük az M halmaz egy-egy elemét. A lehetséges súly-
vektorok/// = ■! (a ,a.. , ... , a ■,')]■ halmazának elem-,n L o l m-l/J
számát a(in,n)-nel jelölve, A = ma (m »n)7 7 ° 7 m,n
n+m-h , / v) = a mert a(m,n)n ' m,n, 7Másrészt m = a(m,n) = (
meghatározása ekvivalens a következő urna-probléma megol­
dásával: ’’Adott m számozott urna, és n azonos szinü golyó; 
meghatározandó a lehetséges szétosztások száma". S ez a 
szám valóban az m elem n-edosztályu ismétléses kombiná­
cióinak száma. A
1.2.1. Szimmetrikus függvényok identifikálása
Az alábbiakban leírunk egy algoritmust, amely tetszőleges 
függvényről eldönti, hogy az szimmetrikus-e vagy 
sem. Az algoritmus megadásához szükségünk lesz a következő 
definíciókra.
Definíció: j-csoport = { s í |sSé M", U é M )
azaz, az érték-táblázat olyan sorainak halmaza, amelyekhez 
a "j" függvényérték tartozik.
Szimmetrikus függvényekre ez az azonos a vektorral rendel­
kező sorok halmazát jelenti.
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Definíció: Adott j-csoport elemeire az i-edik oszlop 
г-vektora (i=l,2,...,n):
ф J_ ( Л) пЦ) )
ahol
oszlopában.
"i"-ek száma a j-csoport elemeinek i-edik
Def inició: == a j~csoport azonos
vektorral rendelkező elemeinek száma (k=l,2,...).
Algoritmus (szimmetrikus függvények identifikálása):
0. / Az értéktáblázat sorait a j függvény-érték szerint
osztályozzuk. (j-csoportok képzése).
1. / Minden j-csoportban meghatározzuk az
r-vektorokat, i=l,2,...,n.
2. / Minden j£ M-re megvizsgáljuk, hogy i=2,3,...,n
értékekre teljesül-e az rfí) = egyenlőség.
Ha nem, akkor a vizsgált függvény nem szimmetrikus. 
Ha igen, akkor 3./ lépés következik.
3. / Ha minden és j-re teljesül az
egyenlőség, akkor a függvény szimmetrikus, egyéb­
ként nem.
• , ín'*) a'*) a i !h))  ii(0 =  r°
-  2 $  -
Példa: Vizsgáljuk meg, hogy szimmetrikus-e a 2, táblázat­
ban megadott ^(xltx2) függvény (n=2, m=3)?
0.) 0-csoport: (0, 4, 8)
1- csoport: (1, 3)
2- csoport: (2, 5» 6, 7)
í.) £;[o)= u,i,i), 4 ° > =  (i,i,D
r{1}= (1,1,0), (1,1,0)
r{2)= (1,1,2), r<2) = (1,1,2)
2. ) гх (;5) = r2(J) teljesül J = 0, 1, 2-re
3. ) A 2. táblázatból látható, hogy az egyenlősé­
gek teljesülnek.
Tehát a vizsgált függvény szimmetrikus.
2. táblázat
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Megjegyzés: Az 1.4-.b. tétel alapján a szimmetrikus
függvényt egyértelműen jellemzi az u.n. redu­
kált értéktábla, amely a különböző sulyvekto- 
rokhoz hozzárendelt függvényértékek táblázata. 
A redukció mértékére jellemző
redukciós faktor mindkét paraméterében monoton 
csökken és a megfelelő határértékek zérusok: 
lim rf=0 , lim rf=0 .со A) -VoO
* f a  h] f a
E tulajdonság következtében a szimmetrikus 
függvények realizálása igen egyszerűvé válik.
1,5. Szuperpozíció és további definiciók
A függvény-ekvivalencia fogalom átfogalmazására elsősorban 
a szuperpozició vizsgálata szempontjából volt szükség. 
Ugyanis felesleges bonyodalmat okozna, ha összetett függ­
vény változóinak sorrendjét akarnánk értelmezni - a kompo­
nens-függvényekben előirt sorrendek alapján. Az alábbiak­
ban a szuperpozicióval kapcsolatos néhány egyszerű fogal­
mat vezetünk be.
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Definíciós
Definíció:
Legyen Xv>) 6 Г* f Pk
s az és y^í^r-V^fc 5
nem feltétlenül diszjunkt halmazok (n,k^l). A
(Xt «•'j ) Xly Xi+4 ,., 9y Xh) ) - ♦ у
J=r: ^  fty * • V • * 7 Vk) i • *V*<0 (l)
összetett függvényt egyszerű szuperpozíciónak 
nevezzük. (A f  = esetben nem akarónk különb­
séget tenni és У között.) A " ' fo c f”
kifejezést igy olvassuk: " ^ kör i,^".
Tekint sük a nem feltétlenül diszjunkt
X ' { xt.*7^3 ) Y H ^ r - A k } ,  • • • )
argumentum-halmazok felett értelmezett
*f(*ir-» >
függvényrend szelt. Képezzük a
*vW/
összetett függvényt; azt mondjuk, hogy a f “' 
szuperpoziciót ^ függvényből az
x1s= ^ 1 ,,e,f xn ! = ^  n helyettesitéssel állítot­
tuk elő. (Itt megengedjük a ^  függvénye­
ket is minden i, j párra.)
- зо -
Megjegyzések: pe/ Nem f0g félreértést okozni, hogy az
összetett függvényt és a műveletet egy­
aránt szuperpozíciónak nevezzük.
2./ Bár a szuperpoziciót és az egyszerű 
szuperpoziciót egymástól függetlenül 
definiáltuk, látni fogjuk, hogy a "Ch" 
művelet "kommutativ" és asszociatív, 
ezért az előbbi az utóbbiból adódik: 
n
0 = 0. = 0,() ... 01 1 2 ni=l
3*/ Tulajdonképpen (3) a (2) függvényrend­
szer feletti szuperpoziciós formulát 
értelmezi, pontosabban a rekurzív de­
finíció:
a. / (2) elemei szuperpoziciós formulák
b. / ha ^ , ^ 2» formulák, akkor
(3) is az
c. / a./ és b./-vel minden formula elő­
állítható.
Azonban a szuperpoziciós vonatkozások szempontjából nincs 
jelentős szerepe a formuláknak, mert csak adott formula 
által reprezentált függvények ekvivalenciáját értelmező 
ekvivalencia-relációt definiálunk a formulák halmazán.
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Ismétlés nélküli szuperpozíció: (3)-ban a , ... (|?
belső függvények Y1 , . . . , Y^ argumentum-halmazai páronként 
diszjunktak, továbbá, nem tartalmazzák a ^ függvény 
egyetlen nem-helyettesitett változóját sem.
Definíciót A f(xlf ..., x ) függvény X argumentum-hal- 
mázának egy X ' — í X;(). ..у 
részhalmaza szeparálható ( ^ -re nézve), ha 
létezik ^  ismétlés
nélküli egyszerű szuperpoziciós reprezentáció.
Az {хЛ ) - ’ у  ] £ *V * y * h3 egу- és n-elemíi rész­
halmazok nyilvánvalóéin minden Ó^X<y *-- y f ü g g v é n y r e  
szeparálhatók. A szeparálhatóság vizsgálata az optimális 
technikai realizálhatóság szempontjából is jelentőséggel 
bir.
A szuperpozició bevezetésénél megjegyeztük, hogy ez a mű­
velet *'kommutativ1* és asszociatív; ennek pontos jelentését 
az alábbiakban fogjuk megadni. Az idézőjel azt jelzi, hogy 
nem a tipusu, hanem az operátorok közötti kom-
mutativitásról van szó. Legyen x egy argumentuma if -nek 
(de -nek nem) és x ’ egy argumentuma f'-nek (de <f "-nek 
nem); ekkor nyilvánvalóan fennáll a következő azonosság
(© és 0 . jelentése azonos): x. 1
Hasonlóan, ha x* és x* ’ argumentuma У -nek (de if * és 
<f>” -nek nem), a következő azonosság igaz:
3Ö£
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A x és xx azonosság rendre az egyszerű szuperpozíció 
asszociativitás illetve kommutatlvitás törvénye. А xx 
azonosság alapján valóban látható, hogy egyszerű szuper­
pozíciók egymásutánjaként adódik a (3) szuperpozíció:
)(... ( ( М № ) о }Г у ) о Л „ = A1 \
ahol 0 = 0^0^ ••• 0^ (Ha teljesül az (1 J
feltétel.)
Ez utóbbi összefüggés, valamint x és xx ismételt alkalma­
zásának eredménye a következő
1.6. Tétel? Az ismétlés nélküli szuperpozició asszociatív, 
azaz a . .//
'fJ t , • • v % ,- - V  tv; '' v
függvények ismétlés nélküli szuperpozíciójára fennáll:
A bizonyítás az előbbiek alapján minden nehézség nélkül 
rekonstruálható, ezért nem részletezzük.
Megkülönböztetett figyelmet érdemelnek az u.n. "jobb-záró- 
jeles standard formájú" vagy reguális szuperpozíciók, mert 
ez esetben nem lényeges, hogy a szuperpozició ismétlés- 
nélküli-e vagy sem. Algebrai szempontból egyik legfonto­
sabb kérdés а algebrai rendszer strukturális
vizsgálata, tehát pl. a részrendszerek
jellemzése. Minthogy azonban f7^ nem valamely rögzített 
{x0 * ' V  változó-halmazon értelmezett függvények hal­
maza, tetszőleges véges számú változótól függő
függvényeket tartalmaz.
- 33 -
H is z e n
fü g g vén y  к - a d iк  h a tv á n y á t  is  ta r ta lm a z z a  (b árm ely  к  ^  1 
egész s z á m ra ), am elye t a következőképpen  d e f in iá lu n k  
r e k u r z ió v a l:
(t J f j
T eh á t a ^  függvény  n^ " v á l to z ó é ,  s ig y  *ia /n >4-
A fu n k c io n á l is  te l je s s é g  v iz s g á la tá n á l  megadunk o ly an  k é t ­
v á lto z ó s  fü g g v é n y t, am elyb ő l s z u p e rp o z íc ió v a l g e n e rá lh a tó  
Г . E z é r t  h e ly e t t  ( П , Г *  ré s zh a lm a zo ka t c é ls z e rű  
v i z s g á l n i .
D e f in íc ió :  А jT* ]  fü g g v é n y -o s z tá ly t  Г(^Г) halm az le z á r á s á -  
nak n e v e zzü k , ha Г  S.]j7[J és b árm ely  ^  Р Д
e s e té n  ( V o ; f ) é [ P 'J  ; ah o l f  — f i x , , .  • 7 • *vXw).
D e f in íc ió :  А Г fü g g v é n y -o s z tá ly t  fu n k c io n á lis a n  z á r t nak 
n e v e zzü k , ha [ r ]  = r '  . А Г *&r' o s z tá ly t  fu n k c io n á lis a n
t e l je s n e k  n e vezzü k  a f~rl z á r t  o s z tá ly b a n , ha f r ’J - r . '
A d e f i n í c i ó  következm énye a le z á r á s i  o p e rá c ió  a lá b b i k é t  
tu la jd o n s á g a  (  Г ' ё Г ) !
a./
b./ ha
И ]  - H
r f e n * akkor [ r 1!] —  J*
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Definíció: A Г 1' függvény —rendszert; P  zárt osztály
Г" // __________________ __________________________  _  ________________________
teljes Г' -ben, és egyetlen Г^ЬГ" valódi rész-rendszer 
sem teljes Г  -ben.
r-ii/A 1 bázis-rendszer lehet véges halmaz vagy megszámlál­
ható szémosságu.
Definíció: P  kváziteljes rendszer P  -ben, ha Г* nem 
teljes Г* -ben, de bármely ^ ё Г ' ^ Г 1’ függvényre igaz, 
hogy teljes, azaz Г .
._.|
A definícióból következik, hogy a P -ben kváziteljes 
rendszer zárt rendszer.
Nevezzük а УбГ függvény |<(fj rendjének azon változóinak 
számát, melyektől ténylegesen függ. Legyen V' véges 
bázis а Г 1 zárt osztáJyban. Véges halmaz rendjén a 
maximális rendű elemének rendjét értve
а Г1 véges bázisú zárt osztály rendjének definíciója: 
Ц(Р)= minién1') , azaz Г1 véges bázisai közül a mini­
mális rendű rendje.
Példák: Tekintsünk most egy-egy példát az egyes fogalmakra. 
Az 1.1. lemmában indukcióval definiált egyváltozós
függvény a P  0 jf egy-elemü halmaz feletti k-szor
ismételt szuperpozícióval adódik, s igy ez (ebben a spe­
ciális esetben, ahol n=l) egyben példa a S^(í,0 
függvény k-adik hatványára is. А lezárása tehát :
[ft= f e W  / =  5  f t  (*. ö j  =  ft;L J k*4 J
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Ezért a r lí) függvényosztály zárt, továbbá teljes
-ben és P^ nyilvánvalóan bázisa is P(2;-nek, mert 
egy elemű. Ha m páros, [5?>Cxi2J nem teljes és nem is 
kvázitelj es Г # -ben, [{ js(X,2) j ]  azonban már kvázitelj es. 
Ugyanis nem teljes, mert a alakú függvényeket
nem állitja elő, másrészt bármely alakú függ­
vényt előállit, és ezért
r,(/j== {é-(x ,ге+0 о ^ 1х, *»-z£)}
bármely J ;( * t2 i+0  £ elemre.
A következő két példára később is fogunk hivatkozni, ezért 
sorszámozzuk.
I. Példa; Legyen ~Тм',о —  I P, V7 ( M'y • )
ahol ^  M ) c M 1
jelentÓ3 e: Ы
Nyilvánvaló, hogy az M*halmazt megtartó függvé­
nyek Tj^ q osztálya zárt.
II. Példái Legyen M = (Í4z m-1) az
M halmaznak egy (D-vel jelölt) partíciója 
(azaz, páronként elem-idegen, valódi részhal­
mazok egyesítéseként állitjuk elő M-et.)
A D partid óra nézve ekvivalenseknek mondjuk az 
ы és ß számokat: ex ^ fi (mod D) , ha <x: és /3 
azonos részhalmazba, pl. M ^ - b e  esik. n-esek 
ekvival enciáj a : &. ^  Д  (mod { <•€ J,«
Könnyen látható, hogy a D particiót megtartó flbeli
SgV V f f | * r ,  ^ ^ ( « W d) ) ^ ) ^ )  (лм&Ф))]’
halmaza zárt osztályt képez.
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1.4* Függvény-rendszerek homomorfizmusa, dualitás.
1.4.1. Homomorfizmus*
Legyen I s  Г és r ^ r  a természetes 
számokkal indexelt x, illetve у független vál­
tozók halmazán értelmezett függvények egy-egy 
halmaza. A r x- > r *  leképezést homomorf 
leképezésnek nevezzük, ha az x^ ч--> y^
(i = 1,2, ...) megfeleltetés esetén minden
Гл elemhez pontosan egy
elemet rendel hozzá, amely­
re teljesül az alábbi két feltétel:
(i) ■ - v x o  — ^  n  %.. . j X )  r
(ii) Legyen a ^ ^  megfelelője
у
»• ♦*n.vagy eí =»!*/., J=1.2
Ez esetben f  (f<(.. £ Г* a
függvénynek megfeleltetett függvény.
На а ГХ—>ГТУ homomorf izmussal egy­
idejűleg létezik egy f1* homomorfizmus
is, akkor r ^ r  izomorfizmusról
beszélünk.
t
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Megjegyzés; A homomorfizmus müvelettartó jellege jobban
kidomborodik a feltételek formális leírásánál.
X,*— [Xi/V-vV-.'j /
jelöléssel
(i) ><Ko(%r .v ^ ) é  r s
(ii) ( Г ü X * 9f j í * i o •••;%,)£rSylo (
= >  r S w 0 -‘ -A )^ fo (%
Példái Tekintsük az L= {<V, 2y . - v /-4  halmazt megtartó
függvények TL Q osztályát. Feleltessük meg minden
függvénynek azt a Y(4i, *-уУ*) 
függvényt, amelyre teljesül, hogy ^cért” esetén
=  *f(síO } 8 о-2 М Ч Ь П halmazon nem definiáljuk.
Nyilvánvaló, hogy У  £ A  ; ahol A  —  
az ^ -értékű logika függvényeinek halmaza, azaz
V L  =  (4>|f;
Megmutatjuk, hogy a Тцо— leképezés homomorf izmus. 
Az (i) feltétel nyilvánvalóan teljesül, ezért elegendő (ii) 
teljesülését bizonyítani.
Jelölje a f O V  • •,*«)/ Y*/ — J &  \<>-beli
függvények A  -beli megfelelőjét rendre %
A definícióból következően argumentumban L-re szorítkozva 
és ’^é3*t -re 8 minthogy TLj0 zárt, igy
^  é T l,í? (egyetlen) A  -beli megfelelője
Vo C f o - v f * ) ,  mer^ erre t8ljesül a
egyenlőség L—re szorítkozva*
A példában szereplő homomorfizmus igen fontos speciális
_ „nesete az L=M automorfizmus, amelyre tehát 
Ezzel foglalkozunk az itt következő, dualitásról szóló
részben.
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Dualitás. /
Legyen TOO é eg у m-különböző értéket felvevő
(1-változós) függvény, azaz az M halmazon értelmezett 
permutáció, inverzét jelölje TT^ (x) . Nyilvánvaló, hogy 
az m-edrendü szimmetrikus félcsoport és fj j 
az m-edrendü szimmetrikus csoport, ha
í^ 1 ==<^ T[xj IHfyé ío 1T{XJ felvesz m különböző értéket)
Definíció! A X„) é f7 függvénynek a permu­
tációra nézve duális függvénye ( 7Г-duál függvénye) 
a iß* függvényt
A definícióból adódikt ^  ф ф - ^  ■== f  azaz
^Т07Г ~ f  j bármely és permutáció esetén.
Példák: (a) = c konstans függvény T  -duál függvényét
(b) = x =c 3  (x,o) függvény -duálja:
- í * -
(c) j.íx(t),TP-duálja,
ha TT=53cx,0 :
ha TTe=JpíJr;: S s% ^-=JS(X, *«-!,) (ü t t e (x j= y ^
(d  ^l r‘,fXi/X2)=j1(x</x1).
Belátása: J* fa i * ) /  T0U2)j-
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А Г'сГ halmaz П"-duál halmazának definíciója:
r ' ^ j Y  i r = < ^  r'j.
P* önduális halmaz 7Г -re hézve, ha Г' ==P/3 ez természe 
tesen nem azonos a T  -re nézve önduális függvények
S , d í f l f é r t
halmazával.Ez utóbbival később részletesen fogunk foglal­
kozni. A következő példa azt is tanusitja, hogy adott 
W -re nézve több önduális halmaz is létezhet, s természe­
tesen ezek egyesítése is önduális (ugyanazon 7Г -re.)
Nyilvánvaló, hogy T
'Tt — -V-
Példák: (a) Az előző példában szereplő 0^ - 30W  permutá­
cióra nézve önduális a következő két halmaz: 
i' JГ1 ==
r-i </ . **H -
(b) Tetszőleges 7Г -re íTr=i;.
A ТГ-duál operációk egymásután! alkalmazására vonatkozik 
a következő:
1.2. Lemma: Legyen a Tdty és H2(xj permutációk szuperpozi
ciójat
Ifé P  T  -duáljat <fr^ ( (f  lri) T!
Szavaikban: Bármely P X  -duáljának
-duálja megegyezik ^ -nek a Tíj о|Гг 
szuperpozícióra vonatkozó duáljával.
Megjegyzés: o7£(y =  77^
ahol permutáció-szorzást jelöl.
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Bizonyítást
f =  w M О(щ, = njVTf' ° f °  (T' ' W /  *' V  T< °r^ =
=  W'o f a M o  (W / ..  ~?,L%!>j)oC*.Ml■ " jK W ) fr * ')3 124 -
Az átalakítások közben a szuperpozíció asszociativitását 
és a permutáció-szorzat inverz-képezési szabályát hasz­
náltuk fel. ^
Következmény! Tetszőleges Í* é P  esetén az г-szer iterált 
"TT -du ált ^  -el jelölve, = (f pontosan akkor igaz,
ha г többszöröse 7Г (csoportelméleti értelemben vett) 
rendjének.
A következmény állítása tulajdonképpen ismert csoportel­
méleti tény átfogalmazása. A továbbiakban legyen TT7*y 
tetszőleges, rögzített permutáció.
A következő lemma állításai is könnyen leolvashatók a 
7Г-duál függvény definíciójából, ezért bizonyítás nélkül 
közöljük.
1.3» Lemmat Legyen •••; Хи.) £ / és a T  -duálját
jelölje tf^fér Г). Igazak a következő állítások:
(1) Ha nem veszi fel a k^, k^y ••• k^ értékeket, akkor 
sem veszi fel a megfelelő K4(kf)
értékeket?
(2) На У (о*.)—(/jfe) ) akkor ^Cq^'j > ahol
ос ..y*uj ! £  -Ifin---fa)! j
(3) Ha ^ az Ag M* halmazon páronként különböző értéket
vesz fel, akkor ^  ugyanilyen tulajdonságú a megfe-
lelő - I é r " )  Г ~К)) , £*/, -
halmazon.
Most következő tétel a dualitás alaptételének tekinthető.
1.7. Tétel; Ha a
2^^20 * " - * V - *у X/e*^ .,,
függvények szuperpoziciója, akkor a . - -p X*)
ТГ -duál függvény a megfelelő
• • v *'0; v XzQj
7Г-duál függvényekből ugyanazon algoritmussal elő­
állítható szuperpozícióval adódik.
% (*?o ' * y*f Lr>j #‘
Bizonyítási Nyilvánvaló, hogy elegendő a tételt a szuper­
pozíció definíciójánál megadott (3) elemi (nem iterált) 
szuperpozició esetére bizonyítani; innen már az általános 
eset (az iteráció-számra vonatkozó indukcióval) adódik.
Legyen
ez esetben (az asszociativitás következtében helyenként 
a zárójeleket elhagyva)t
f % r . Ук) = т 1 X) о Усг,г . y Z j o  (Ulf,),- ■ V Щ Э) —
= г *ц  « %(%, - л )  о ( у т ц  "■ ■ V t  ■ » № /  • • ^ Т( х” ^ 1 г
=TTfy О Y0 (\ .. .J °ТГ&°(,о(Щ,)г.Д*4 г у
• •»у Уо (иц—/ ии)о[У*.-у KJJ
Következmények: 1./ На П Ь Г  funkcionálisan zárt osztály, 
akkor Г ^  is az.
2. / Ha P / rendszer zárt és P7'’ teljes I -ben, akkor
Г"г is teljes Г* -ben.
3. / На Г "^ Г',akkor p " rc /','7r reláciö is igaz.
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2. NÉHlNY FUNKCIONÁLISAN TELJES RENDSZER és A FUNKCIONÁLIS 
TELJESSÉG ALAPTÉTELE
Ebben a részben néhány - önmagában is érdekes - 
funkcionálisan teljes rendszert adunk meg; ezek 
jelentős szerephez jutnak az általános teljességi 
kritériumok tárgyalásánál. (Ha az ellenkezőjét 
nem hangsúlyozzuk, funkcionális teljességen min- 
digaT rendszerbeli funkcionális teljességet 
értjük.)
Mindenek előtt bebizonyítjuk, hogy érvényes a 
következő
2.1. Lemma: A kétváltozós függvények halmaza tel- 
jes, azaz [í]] — P.
Bizonyítás; A változók számára vonatkozó induk­
cióval bizonyltjuk, hogy bármely 
n-változós függvényre igaz: M  é[ í j].
Az állitás n=0,l,2-re igaz: n^2-re
Az indukciós feltevés szerint n-l-re igaz az ál­
lítás, azaz bármely i £ M  esetén 4  
Az indukciós lépés bizonyításához azt kell kimu­
tatni, hogy f (AiyXjy * • v X,hJ> szuperpozícióval elő­
állítható Пм -en. Ez azonban igaz, mert:
(i) Z2(XiyXt ) - - v *n) =  xLáMj =
*■^2 jy K^i-Zу -^2 ^ Xí^,).
Ez az előállithatóság íi) kommutativ és
asszociatív voltából következik: -í? (X|bJ =Í2.(^
= ^ O W ,  *) a;.
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(ii) ц ;(И|У) =áfaiha x="\/ 1 0) egyébként (i)
(Xiy fyij) (?■)
függvényekből ЧСХиХг;'~;Хм) Így állítható élőt
:=a X( у « • • у A *v|_f ) (3.)
Ez az egyenlőség triviálisan adódik: x.=j (j£M) esetén
mindkét °ldal a 'PCj/fo; ••'jX*') értéket veszi fel. 
Következmény:
На Г2с[р1 аккоЕ ÍPj-P, vagy másként fogalmazvai
(A bizonyítás alap-ötletét [lo]-ből vettük át*)
Megjegyezzük, hogy a lemma bizonyításában szereplő gondo­
latmenet ismétlésével, az indukció kezdőlépéseként n=0-t 
Írva, adódik a következő tétel bizonyítása (az (a) rész 
az irodalomban nem szerepel):
2.1. Tétel: А г Щ су,
rendszer funkcionálisan teljes.
(b) A
teljes rendszer.
A tételben az m számú konstans a konstans függvényeket je­
löli, az m számú уи^(х,у) függvény szerepe pedig az igazság­
függvények vizsgálatából ismert. ** jelenléti függvény’* sze­
repéhez hasonló. Továbbá, a (3) összefüggés az A. kifejtési 
tétel 1. következményének általánositása m^t 2 esetre.
(уи^(х,у) az X°* általánosításának is tekinthető.)
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А (Ъ) rész állitása az alábbi nyilvánvaló azonosság követ­
kezménye :
A;(Xi,V-v V  — (2 )
ÁA kifejtési tétel általánositása is megadható (3) alapján 
(továbbá, ennek következményeként a diszjunktiv normál­
formával való előállítás), azonban ezt nem fogjuk felhasz­
nálni, s ezért bonyolultsága miatt explicite nem adjuk meg.
2.2. Tételt А Г == JjítyOj teljes rend­
szer.
Bizonyítási А Г halmazon generáljuk I -et, s ezzel az 
előző tételre vezetjük vissza. Nyilvánvaló, hogy
M * l W iOj— j JA«-')) =/**>-<,
s ebből alkalmazásával adódnak a konstans-függ-
vények. ( ~ 5 (^X,V láttuk.)
Továbbá U>;(X) =  5,(3*^*/°^
mert M i Ú  = Ъ ъи г{0^ г , ,
és X Ц= ^  esetén
Ugyanis, ha X - ^£ fv)x  ^ akkor c<—/M
értékre =  /*>-4 ) és igy valóban:
J3L**-*, V - ° -
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Végül a 5, (XI iXj)= Хг) =  П^г) ° Н  Ч<, V  °(Ы *,), %,Ыг)) е10-
állításban szereplő ^ o W ^ 50W  függvényt kell generálni a 
Г halmazon (esetleg felhasználva a már előállított 
függvényeket.) Azonban értékadással könnyen ellenőrizhető, 
hogy azonosan igaz:
S2(í; * & > ) ) ""'О• Á
Következmények! 1 . /  A *i)Jj(X, ^ re
egyaránt teljes rendszerek, ha 
(m,k)=l, (azaz, ha m és к relativ 
prímek.)
2./ { 3}( U V * ) » 0 }  teljes rendszer 
(m-Sheffer függvény).
Az 1./ elemi számelméleti tény következménye, a 2./ pedig
abból következik, hogy У(*<, 'O 
jelöléssel
(indukcióval bizonyítható), és ezért j  ;
továbbá a tétel bizonyításában leirt módon
3,ty fr-/, w-f)
A következő teljes rendszer megadása előtt bebizonyítjuk 
az alábbi lemmát, aunelyet a tétel bizonyításához fogunk 
felhasználni. A lemmában és a következő tételben a +, -, . 
jelek a szokásos aritmetikai műveleti jelek.
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2.2. Lemmas Legyen 0 2 i < m - l  esetén f^X)= vf /^n(*"4' k1”-*'#)
és ,~L Lto-4-1 J >
ahol [X| az A szám egész részét jelöli: 
feltételt kielégítő egész szám. Igazak a következő állí­
tások:
a. / w w .(W = 5 0( ^ ^ ) h  =
b. / ha létezik pozitiv egész c, amelyre i  (№-0 j
akkor (j, ( * » ^  *)+*< -í)J ;
c. / ha nem létezik ilyen c, arra az esetre az uJit*)
függvények rekurzive előállíthatok j<i indexű UJJ [xj 
függvényekből.
Bizonyítás: Definiáljuk rekurziv módon a segédfügg­
vényt :
%(Х,У) = J A $ o « ) ) i V *  fi)
i-re vonatkozó indukcióval bizonyltjuk, hogy
fiCK,4)s= ,
Az állitás i=l-re a definíció szerint igaz, és az indukciós 
feltevés alapján i-re is igaz. Ezért
Ünfat 0  - ,y)+híKiy» =л^('а,
rr /*vuÁt(у ( I mert, ha -У~Х;
akkor nyilvánvaló, ha viszont y> m-l-x, akkor
min (y,i(m-l-x)) + min (y,m-l-x) = min (m-l+y-x, (i+1)(m-l-xj
alapján
(Xt4) = /rrŰM (ß, ilb-4X lM~/ -*))=í
- 47 -
yj f 0* ha x ^ 4**-7 ésSpeciálisan i=m-l-re kapjuk: x^ám-1 ,ha
Jl-(x,5> ;k { o i i± * - 0  (P
■ r , \ f/M—4 —У i a X^ ám~4definícióval ^ f С/Ы-4 ha
a. / Látható, hogy y=m-l speciális esetben ^(х; iw»-<) =^( х^
és igy valóban Ww,HM  —  Л ^ / Х ,  
és nyilvánvalóan ^  (*; -  о\,_/Г0(хД
b . / Jelöljük az ~-r-- hányadost c-vel;
c “ /M-/Í-Á 7 ahonnan i = (M-i)-
(Itt Ö<£i<cm-1 feltevés következtében O^C <  M-4 
racionális szám.) Ezért 1 =  [CJ - c
s egyenlőség csak c egész értékeire áll.
CCJ
s egyenlőség pontosan akkor teljesül, ha c egész szám 
(d(m-l)-l számú i értékre lesz c egész, ahol d(h) a h 
osztóinak száma.) Ez esetben a
^0ü & (* -* ; -ilí^i^+w-f))
függvényről belátjuk, hogy ^(i) = m-1 és x \  í esetén
O. Ugyanis
\&=и)щ^ А (*m ,Mfyi,, i) -J2(rzá, = <»AM
=  =VY)—Jj
és x^i-re ^  (xJ4=X,
mert különben
X<^  ^ esetén t^.^=X < * =  1
Х>Л esetén ^_^=rX>X =
48
adódik, в ez lehetetlen, mert monoton csökkenő, mint
az a definícióból közvetlenül látható.
с./ Ha c nem egész, a megfelelő i értékekre
minthogy i=l-re r=0 és LOM -et már előállítottuk, az 
állitást i-re vonatkozó indukcióval bizonyltjuk. Feltéve, 
hogy r <  i-re az cor(x) függvényt már előállítottuk, azt 
állitjuk, hogy
« ; W
Ugyanis 0r {r) =  M-4j és
esetén =  Г у mert egyenlőség esetén
l >  r  =  m ^ n ( w  -t, Ií*-<- С*”"* 1I O - * ' - * ) )
egyenlőségből—  minthogy itt m-l>r— i = x ellentmondás 
adódik.
Tehát valóban ^ ^ 1 ha
2.5. Tétel: A f < 4 = ^ - 2 , 30W, Ъг*<+м - $
rendszer teljes.
I. Bizonyítás; Azt fogjuk megmutatni, hogy generálható a 
2.1.b. tételben szereplő Г rendszer, amely teljes. 
Felhasználva 3
X )  h a X *Ä **-
LXfXrHH'bB. * i >x*-
azonosságot, kapjuk:
хг-^ С м -4
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s ebből a már ismert módon adódik? =  *2)
A konstansok származtatása:
Vß.J  =  т -Ы <^~г)=ж^
yjfeity— Cm~^ l *i~ % +^-д~*№ (^-</ Х1-М)=={*2.+ 1 I ha
I ha
ezért % (t{ )=2 ,  . . . )  % ( t , % ) = » 4 , ьеч)-м-4-1»-0-о .
Végül Lóit*) származtatását eredményezi a 2.2. lemma állí­
tása, mert a függvények rekurzív származtatása
% (V*) -vei igy fejezhető kis
(X, УП -<) &  W -* +<*w)= (X, KOO) ■ A
Megjegyzés: m>2 esetén { j 0M j  flfa/Áz)} rendszer nem teljes 
(bár m=2 esetben a megfelelő £xt rendszer teljes),
mert az /ЫНíj halmazt megtartja, azaz
[ { W P t f o , * * ) } ]  ^ T M>0< = r ,
hiszen nem állit elő egyetlen olyan függvényt sem,
amely pl. az x=0 helyen (^c) értéket vesz fel.
Lényegesen egyszerűbb és rövidebb bizonyítást adott a 2.3» 
tételre V.I. KLevacsev 1970-ben. £Чэ] • Ez adta az ötletet 
az alábbi bizonyításhoz, amely még ez utóbbinál is rövidebb.
II. Bizonyítás: KLevacsev bizonyításához hasonlóan a 2.2. 
tételben szereplő Г 2 teljes rendszert fogjuk generálni.
A 5c( % ( ^ X 2)) jelöléssel legyen
fz(w-z; x)J= ) fß , n -z) J *  irjx) j
fu j* ' — % (Ъ &д{*№>))
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A 3. táblázat szerinti eset-szétválasztással könnyen ellen­
őrizhető, hogy i=2,3»•••,m-l értékekre
f.' м . ha x* w -'
és ezért a 5-(fy0 függvény előállitása:
Í J  ^ = {  *0+ ' ^
Végül 5200,>У 
tásban.
ha
ha
mint az I. bizony!-
3 . t á b lá z a t
x = m-1 X1OJ1s 0 m-1
x = m-1 0 1 m-2
Következmények: 1./ £m-l, teljes rendszer,
ha ( , m-1) = 1 (relativ prim.)
2./ i*,3o(X),
ha (<X. m-1) = 1 .
teljes rendszer,
3 . /  [S-C>V*.)| VxCXOÄ) }
ha (<*, m-1) = 1
teljes rendszer,
4-./ £l, ^  J0(Xz))J teljes rendszer,
З./ {ёМ/Хг) / teljes rendszer,
ahol ha Х,-Хг
ha Xf Xz •
Természetesen az 1./ - 3»/ rendszerek duálisai is teljes 
rendszerek.
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A funkcionálisan teljes függvény-rendszerek Jellemzését
m=2 esetén E.Post adta meg 1921-ben plj . A tétel álta­
lunk (a későbbiekben) közölt fogalmazása Sz.V. Jablonsz- 
kij-tól származik [65] » és a bizonyítást ebben az egy­
szerű formában A.V. Kuznyecov közölte. Az m> 3 esetben 
ma sem ismeretes a funkcionálisan teljes rendszerek Post 
által megadotthoz hasonló Jellemzése, azaz, nem ismeretes 
a zárt osztályok olyan legkisebb rendszere, amelyre igaz 
lenne, hogy az adott függvényrendszer teljes, ha e zárt 
osztályok egyikének sem részhalmaza. (Az m = 3 esetre 
JablonszkiJ adta meg a 18 zárt rendszert, amely Jellemzi 
a funkcionálisan teljes 3“értékii függvényeket - kandidá­
tusi disszertációjában, 1953-ban} lásd [6D -
Bár gyakorlati konstrukcióra lehetőséget adó Jellemzés 
nem ismeretes, A.V.Kuznyecov megmutatta, hogy ilyen zárt 
osztályok rendszere minden m értékre létezik. A tétel 
pontos megfogalmazása előtt bebizonyítjuk, hogy igaz a 
következő
2.4. Tétel; Bármely funkcionálisan teljes rendszernek 
van olyan teljes rész-rendszere, amely véges.
Bizonyítás: Tekintsük az adott teljes rendszerben a 
53(З.С*1/Хг)/'O függvény előállítását - (a teljesség 
miatt Г bármely eleme szuperpozícióval generálható, 
igy e Sheffег-függvény is.) Minthogy azonban
1*ъ) 14)} teljes rendszer, a szuperpoziciós elő­
állításában szereplő függvények halmaza is teljes, s az 
véges halmaz. A
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Jelölje Ví az pJ változó-halmazon értelmezett
azon 4j (5^  •*:> £ г függvények halmazát, amelyekre tel-
j e sül:
(a) ha *;ty) ^  ^  ' akkor %[%р)j  • ■ • j ^ ^ )
ahol Щ) а index-halmazon értelmezett tetsző­
leges permutáció
(b> f W ( V - - , V =yv
Def inició: А У j * * )  £ ГХ» 
ha esetén
- ■*) Xv») J
megtartja az ^  halmazt,
*• •) »• * 7^ -))é. ^  *
Most már kimondhatjuk a funkcionális teljesség alaptételét:
2.5« Tétel (Kuznyecov): Megadható zárt osztályok olyan 
"Xij.*., *X$ rendszere, amelyekre i ^ j esetén ü  <^Xj 
és ][ c  rendszer akkor és csak akkor funkcionálisan
teljes, ha a (i=l,2,..., s) halmazok egyike sem
üres.
Bizonyítás: Jelölje a független változók
halmazain értelmezett kétváltozós függvények hal­
mazát, és legyen a összes olyan
valódi részhalmazának (véges) sorozata, amelyek teljesitik 
az alábbi két feltételt (i=l,2,•.. t -re):
(i) { %í w = x, Д  í \ V t)
(ü ) (\O ü ^ iX i)(\ 2^ üres halmaz.
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Az {fi(у  'Oii  sorozatot úgy konstruálhatjuk, hogy a
halmaz (i)-nek eleget tevő részhalmazai lezárását 
képezve, kiszűrjük az (ii) feltételt nem teljesitő részhal­
mazokat. (Triviálisan: £<2™™ ■ )
Legyen Xl<= г az Üti halmazt megtartó függvények halma­
za. X; nyilvánvalóan zárt osztály, de nem teljes, mert 
csak HU részhalmazba vezető függvényeket tartalmaz.
(Az V Il valódi részhalmaz nem lehet teljes az (ii) fel­
tétel miatt.) Elhagyva a ; , - .j ^  halmaz-sorozatból 
azokat az elemeket, amelyek valamely megmaradó osztályban 
benne vannak, a végül megmaradó rendszert (amelyre telje­
sül, hogy i%j esetén jelölje X*/ • • • Azt
állitjuk, hogy erre a rendszerre igaz a tétel állítása.
A feltétel szükségessége nyilvánvaló, mert X  ^  X* 
esetén - láttuk - [Х\Я- [XÍ [ ) és Xí nem tel<3es,
tehát pxi.tr:
Elégségesség. Legyen olyan rendszer, amelyre a
halmazok egyike sem üres, s jelölje X  lezárását 
y*t Г• Elegendő teljességét megmutatni. Legyen
VÍ-= és . Nyilvánvaló, hogy
y *  az {Я halmazt megtartó függvények osztálya, és Vt 
tartalmazza az összes 2-változós függvényt (s ezért teljes 
rendszer.) Ugyanis ellenkező esetben és ezért
s e *  ellentmond annak, hogy 
nem üres. ^
Megjegyzés * A X/j-'^Xy rendszerekre adott konstrukció mar 
a legkisebb érdekes esetre (m=4) sem gyakorlatilag kivitelez­
hető algoritmushoz vezet.
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5» TELJESSÉGI KRITÉRIUMOK
3.1. Teljesség Г -ban.
Ebben a részben bizonyítás nélkül megadunk két 
lemmát és egy ezekre épülő teljességi kritériumot. 
Minthogy ezek feltételezik az egyváltozós függ­
vények generálhatóságát, 17 gene rátör-rendsz erei­
vel külön kell foglalkoznunk (ez a leképezés-fél­
csoportok elméletéből ismert eredmények átfogalma­
zását jelenti.) - ha gyakorlatilag használható 
kritériumot akarunk kapni.
Definíciói Nevezzük a - у XM)é:F
függvényt A^-tulajdonságúnak, ha ténylegesen függ
egynél több változótól és felvesz / > 2  számú
értéket.
A következő lemma a bináris és a többértékü függ­
vények között is kapcsolatot teremt, és megszám- 
lálhatóan végtelen M alaphalmaz esetén is érvé­
nyes.
3.1. Alaplemma; Ha A^-tulajdonságu,
akkor megadhatók olyan M halmazok (i=l,2,...n), 
amelyekre |M^|^2 ééf&z x x ..* x Mn halmaz 
elemein legalább három különböző értéket vesz fel.
(A bizonyítás eset-szétválasztással történik: 
lásd [65].) I
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A bizonyításból az is leolvasható, hogy igaz az
-1-* nKövetkezméду: Ha tulajdonságú, akkor talál­
hatók olyan M . c M  halmazok (i=l ,2,... ,n) , amelyekre
es^az x М2 x •. • x M^ halmaz elemein £ számú 
értéket vesz fel,
2. Következmény: Ha fé Affl-tulajdonságu, akkor (mint
az 1. következményből adódik) találhatók olyan M-beli 
ocxf -y számok, hogy az X ( M ^  (-<:})
ЛDescartes-szorzat elemein y felvesz m különböző értéket. 
Ezért a f ; ^  =  5j(íj(t*;,4),Xi) 
jelöléssel a fi*, ■ • v* •• у
függvény m különböző értéket vesz fel maxíx.T^m-2 esetén.
___ ___ í L ^
Vezessük be a következő jelölést:
А х , л ) = Р с(х,л> 1 ha es*‘i w « - í  ( и м
1 tetszőleges, ha
3.2. Lemma: m=s3-ra teljes az olyan P-beli függvény-rendszer, 
amely tartalmazza az összes egyváltozós függvényt, a
függvényeket és egy olyan F
függvényt, amely ténylegesen függ n>*l számú változótól 
és m különböző értéket vesz fel.
Bizonyítás: A y^(z, jelöléssel, a
2.1. tételben és az előző, 2.1. lemma bizonyításában sze­
replő előállításhoz hasonlóan, bármely olyan 
függvény, amely az m-1 értéket nem veszi fel, megadható a 
következő szuperpozícióval:
^(Xf/Хг,) ••yz*»0o (^0/^O r 1 ahol
Д^(Х^Хг) —  F4 (i^41 tz) о C°°l L*/)j .
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Az Alaplemma 2. következménye alapján - minthogy az egy­
változós függvények adottak - feltehetjük, hogy az adott 
rC(ti) "yXw) függvény a max £x^ ][ ^ m-2 tartományon is fel­
veszi az összes, m különböző értéket. Ezért létezik m kü­
lönböző érték-n-es: ^ i=0,1,... , m-l-rej
amelyekre továbbá, a már előállított függ-
, ... .... 1 , , Q /v v x J *****1*0X0venyek kozott szerepelnek a ц(-Хц*г)
függvények ( j  = l , 2 , . . . , n ) .  Azonban, m in thogy
T ( a (/ • - p  x,j) r £,(. x(//s>) —  J, (Л/, x.; j
ez az e g y v á lto z ó s  / )  fü g g v é n n y e l e g y ü tt  a 2 . 2 .  t é ­
te lb e n  s z e re p lő  P 2 t e l j e s  re n d s z e r t  a d ja .
A most következő, teljességi kritériumot kimondó tétel 
bizonyítása egyrészt hosszabb az eddigieknél, másrészt 
az irodalomban szereplő bizonyítás az m=2 esetre vonatkozó 
funkcionális teljességi alaptételt használja fel (amely 
felépítésünkben később szerepel) , ezért csak; vázoljuk a 
bizonyítást, (lásd részletesen [65l -ben).
3.1. Tétel: Annak szükséges és elégséges feltétele, hogy 
eg у Г -beli függvény-rendszer—  amely tartalmazza az összes 
egyváltozós, egy értékét kihagyó függvényeket —  teljes 
legyen^az, hogy tartalmazzon egy n > l  számú változótól 
ténylegesen függő és m különböző értéket felvevő 
Т(хи ,.г/,х'и) £ Г  függvényt ( ш > 3 ) ,
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Bizonyítás: A szükségesség nyilvánvaló, mert egyrészt az 
egyváltozós függvényekből szuperpozícióval nem adódnak 
többváltozósak, másrészt az egy értéket kihagyó függvé­
nyekből nem generálhatók az m különböző értéket felvevő 
függvények*
Elégségesség.
(i) n-d-változós függvények előállítása. Az Alaplemma 
2. következménye alapján léteznek olyan 
számok/^t é ; amelyekre XÍXaj •*7X*) az X (М'чС**)
szorzat-halmazon felvesz m különböző értéket.
Tetszőleges tf(X) egyváltozós függvényre а tffy-nek
megfelelő fal értékeket ß f ö  — vei
Jelölve, definiáljuk az £$)*£($№ függvényeket. (Ezek 
kihagyják az oL: értékeket, s ezért adottak.) A 
egyváltozós függvény előállítása:
& Lént*)/*9' )&h •
(ii) Ezért - ismét az Alaplemma 2. következménye alapján 
olyan Г  is előállítható, amely n
változótól lényegesen függ és az m különböző értéket az 
(M halmazon felveszi. Ezt a megjegyzést ki­
használva, a bizonyítás m-re vonatkozó indukcióval tör­
ténik. A bizonyításban lényeges szerepet Játszik a
/ИМ
X —  4*4
függvény.
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(a) m=3. Képezve a (^jcjo Xlbi h y )  Mfüggvényt, ez 
a fo,lj; halmazon igazság-függvényt értelmez, s ezt
FYxi - К ) -nel jelölve, látható, hogy a 
£ 0/ l7 I Ьj(Xj о Tjiti)-"у Уи)J[ ^  Уз
halmaz megtartja а £о,1^ | halmazt, továbbá az m=3 
és m=2 értékű függvények között megfeleltetés létesít­
hető : 0 0
1 <r± 1
7 (negált)-«-» Soí i^ihO)
F h ^ x j  о t^cxi, • ■ ■) xm )
A megfeleltetés .baloldalán lévő függvények halmazát 
H-val jelölve (H2 = [o ,l, x, F (xi> * '' >xn$J) a
—>|JQ h°momorfizmus fennállása következtében 
—  minthogy H teljes rendszer m=2-re- (lásd később) —
I éö 3*(&,X2) függvények elemei Í W -  
-nak. Ezért a 3.2. lemma alapján m=3 esetre a teljes­
séget beláttuk.
(b) Indukciós feltevés: 3 £  t  m-1 esetén a tétel igaz.
Az (a) esethez hasonlóan járva el, az m értékű,
halmazt megtartó egyváltozós függvények hal­
mazát vei jelölve, legyen TCt •
Most is képezve a К  elemeinek megfelelő egyváltozós 
(m-1)-értékű függvények halmazát elemeinél az
M N f * -<} halmazra szorítkozunk), fennáll az m=3
esetnek megfelelő homomorfizmus és az indukciós fel­
tevés alapján o a  -ben előáll jfóW*) 7
és igy a 3*2. lemmából következik a teljesség m-re is.
Megjegyzés: Az m=2 eset teljességi tételét későbbre halasz- 
tottuk, és ezen kivül a bizonyítás teljessé tételéhez a
3.2. lemma felhasználhatóságához szükséges Alapiemma alkal­
mazhatósági feltételeinek (A-tulajdonság) teljesülését nem 
részleteztük. Ez azonban csak egyszerű eset-szétválasztást 
jelentene. (Ebből adódik Siupeski [з^] és Kuznyecov (füg-
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getlenül talált) eredménye:
Következmény: -[ P, rendszer teljes.
Az eredményt Malcev általánosította 1967-ben: [5 6 j ,
E következmény használhatóságát erősen korlátozza az a 
tény, hogy az egyváltozós függvények száma (mm) m növeke­
désével igen gyorsan nő. Ezen azonban segit a leképezés- 
fél-csoportok elméletéből ismert eredmény (8. Piccard), 
amely a leképezések (azaz:egyváltozós m-értékü függvények) 
generátör-rendszerére vonatkozik.
5.2. A rendszerben teljes rendszerek
5.2. Tétel: ma* 5-ra a P -beli egyváltozós függvények 
halmazát generálja a következő három függvény:
ÍÍ(X)= X—Y (лл*о4 W\) '
(4, ha x=o
b , ha
( ha 0< x ^  ^ -3
w-1, ha X -ЛУ1-2
Lvvj-Z; ha у №~~'\
Egy másik generátor-rendszert ad a következő tétel:
5,5. Tétel: m ^  5-га а Г -beli egyváltozós függvények 
halmazát generálja a következő m számú függvény:
№  = { I , ha K - 0   ^I ha
0 ha 
О I ha 
X |Ъа
У-о
Mindkét tétel bizonyítását visszavezetjük egy általános 
tételre, amely az egyváltozós függvények osztályára kimé 
ritő választ ad a teljesség tekintetében* Előbb azonban 
bebizonyítjuk a következő két lemmáti
5.5. Lemmat (a) te - - Д « , - ) "/9
tetszőleges Г -beli függvények, továbbá 
4 é l  pontosan r különböző értéket vesz 
fel (1 ^  г ^  m) akkor a függ­
vény legfeljebb r különböző értéket vesz 
fel, továbbá, ha ^(x^,...xn) értékeinek 
halmaza Z = ••• zrJ » akkor a
folVi)-•■;%) függvény értékeinek Zx halmazá­
ra ^  Z teljesül.
(b) Ha a % függvények m különböző értéket 
vesznek fel és argumentumaik halmazai pá­
ronként diszjunktak, akkor Z* = Z.
Bizonyítás:
(a) Az állitás mááodik részéből következik az 
első; az elsőt csak azért mondtuk ki, mert 
ilyen alakban használjuk fel a lemmát*
X VTegyük fel indirekte, hogy Z a  Z, azaz 
;* f 7*aLegyen
van olyan z 6 ZÄ érték, amelyré zXjáp Z*
*r
i *
Minthogy } így (jß) - - ) é: minden
£(*eV-V*i4) I ^ 3*] halmazra, igy léte- 
zik M i1) bogy
Ä  =  £  6*íi; -•; I V  ' ‘ '
^e akkor cP/л/ és ez ellent-
mondás. "
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(Ъ) Minthogy (a) alapján Z Я  Z, csak azt kell belátnunk, 
hogy Z S  Z36, azaz, tetszőleges z’é Z  esetén z1 ér Z*. 
Minthogy z’éZ, létezik olyan fii) vektor,
amelyre (pl) "  у $ tekintsük azon ^с<Г 'уо*}*4С^
и vektorokat, amelyekre fa ~ *fj(ocj4).-y 
(Ilyenek léteznek, mert a függvények min­
den értéket felvesznek.) Ekkor azonban a 
függvény az —  «i*,) * - у * « / ; - - helyen
a z* értéket veszi fel. Д
5*4-. Lemma: A 3,2 és 3*3 Tételben szereplő 2£/X)Jy
illetve .^rendszerek generálják az m különböző ér­
téket felvevő egyváltozós függvények halmazát.
Bizonyítást ytty és fcjxj előállíthat ósága a < ííp</|^  ..^rendszer- 
bői« - J
íf/f ( fa) о Vtí?*)0 - " О -z) OUbA-4 .
Г}(х; =  L j * ' )  oSw_ í* ‘)ow.
Végül, az m különböző értéket felvevő függvények
I r e n d s z e r b ő l  generálhatóságát indukcióval 
mutatjuk megí
m=3-ra az állítás könnyen ellenőrizhető, s feltéve, hogy 
m-re igaz, (az m különböző értéket felvevő m-értékü egy­
változós függvények halmazát Ij^-el Jelölve)!
f,l*HL  U ( V { „ l * ) o a h o lt»0 ' )
Ti- Cx)= c U * >  k i%,) 0
(itt cf;ft) m+1 értékű függvény).
ha
ha
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Az állítás abból következik, hogy I és Így
a fent definiált Г^^-ге j
mert könnyen láthatóan i^J-re
(тых;° /Г'О ob>iÁ*)°=4 *  
xtt a  7 ^ J
rövid Jelölést alkalmaztuk, ^
5.4. Tétel: A f ^ W/ V2ÍV/ V ^ J  függvény-rend szer akkor és 
csak akkor teljes az egyváltozós függvények osztályában, 
ha 1 generálja az m különböző értéket
felvevő függvények halmazát és (^XJ pontosan m-1 érté­
ket vesz fel.
Bizonyítás: Szükségesség: Ha nem generálja
az m különböző értéket felvevő függvények halmazát, akkor
sem, hiszen ha %(X) szerepel vala­
mely szuperpozícióban, akkor a 3*3* (a).Lemma szerint 
(azt sorozatosan alkalmazva) az eredő függvény legfeljebb 
m-1 értéket vehet fel, és igy nem adódhatnak a [ t ly ,  
által nem generált m-értékü függvények. Ha viszont f^(xj 
nem m-1 értéket vesz fel, két esetet kell megkülönböztet­
nünk.
1./ %(X) m különböző értéket vesz fel és [ ify /1
generálja az m különböző értéket felvevő függvények 
halmazát; ekkor a 3*3* (b). lemma szerint a 
{WftJ/ is ilyen, tehát r<c m számú értéket
felvevő függvényeket nem állít elő.
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2 -/ különböző értéket vesz fel; ekkor viszont
az m-1 különböző értéket felvevő függvények nem adód­
nak szuperpozícióval. (3._3.(a). lemma).
Elégségesség! Először előállítjuk az összes pontosan 
m-1 különböző értéket felvevő függvényeket, majd in­
dukcióval bizonyltjuk minden и-4 értéket fel­
vevő függvény előállíthatóságát.
Jelölje a értékhalmazából hiányzó elemet u,
a kétszer szereplőt v; ekkor ^00 a következő­
képpen állítható elő! ^(X) ) ahol Tj^
m különböző értéket felvesz és
T(x)d{XV
h a x ^ u
h a X^ “ '— 1Jelölje 1T~[X) azt az (m különböző értéket felvevő) 
függvényt, amelyre тгЧ(х)оТ(х) =X*
( Azaz a TT^ inverze). 'Tty szuperpoziciós előál- 
litasa:
Legyen ^(XJ olyan, m-1 különböző értéket felvevő 
függvény, amelyre a hiányzó elem w, a kétszer szerep­
lő: 8
s még X=^U/
előállítását kell megadni.
Azonban ez az előállíthatóság az 1.3« lemma 1. és 2. 
állitása alapján biztosítva van.
Végül, feltéve, hogy az összes, pontosan r+1 külön­
böző értéket felvevő függvényeket már előállítottuk, 
az г különböző értéket felvevő függvények generálá­
sához definiáljuk egy függvény tipusát.
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A tflXj függvény tipusa az (s-^ , ... s^ .) vektor, ha'faz elő­
forduló к különböző értéket rendre s^, s^, ••• s^. számú
helyen veszi fel. í / $i iz № j ^  st- =m ^ ^ *,=»4 '
1.3« Lemma alapján világos, hogy egy adott tipusu függvény­
ből T-duálként (tehát szuperpoziclóval) az összes ilyen 
tipusu függvény előáll. Viszont egy adott ( »s2** *•sr) 
tipushoz reprezentánst (r+1 különböző értéket felfevő) 
(si»s2,.. •sr-l,l) tipusu ^ (x) függvényből Р^(х')сл£(ХУ 
szuperpozícióval kaphatunk, ahol
fx, ha x ^ r+1 
*l ^  = í r ,  ha X = r+1
már előzőleg előállított függvény.
Következmény: A 3.2. és 3*3« tétel igaz, mert ífaW/ &ъОО^  
illetve függvény-rendszerek generálják az m
különböző értéket felvevő függvények halmazát. (3.4.Lemma)
Az egyváltozós függvények generálhatóságával kapcsolatos 
Martin egy eredményének általánositása, amely
az m-Sheffer függvények jellemzését adja. Ы .
3.5» Tétel: A $X/r-*yXv»)£ Г függvény akkor és csak akkor 
m-Sheffer függvény, ha generálja az egyváltozós függvények 
halmazát.
Bizonyítást Nyilvánvaló, hogy csak az elégségességet kell 
bizonyítani. Ha generálja az egyváltozós függvények hal­
mazát, akkor felvesz m számú különböző értéket, azonban az 
ilyen if1 é ÍJ függvények m számú értéket felvevő Г? —
beli függvényeket nem állitják elő, tehát ^  n>l számú vál­
tozótól.függ ténylegesen.
Ezért a teljességi kritérium alapján (3.1. tétel) valóban 
teljes.
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Zaharov [46]-ban a tétel következő élesítését bizonyította!
5.6. Tétel; А függvény m ^  Ц- esetén akkor és csak
akkor m-Sheffer függvény, ha generálja a legalább két ér­
téket kihagyó egyváltozós függvények fi" halmazát.
A 3ol. tétel előbbihez hasonló élesítése is szerepel
(m ^  4-re) p4-6]-ban, az Am feltétel további szigorításával,
egyidejűleg f i1 helyett -t véve.
Más irányú további szigorítással adódó szükséges és elég­
séges feltétel, valamint a most következő kváziteljes rend­
szerekkel kapcsolatos eredmények találhatók "* -ben.
6 6
4. szuperpozícióra nézve zárt f ü g g v é n y o s z t á l y o k. k v á z i-
TELJES OSZTÁLYOK
4.1. Zárt függvény-osztályok
Az eddigi vizsgálatokban lényeges szerepet játszott 
az a tény, hogy Г véges bázissal rendelkezik. 
(Ezért tudtunk véges teljes rendszereket megadni.) 
Ebben a részben néhány, teljes rendszerekkel kap­
csolatos eredményt általánosítunk véges bázissal 
rendelkező zárt osztályra, továbbá a kváziteljes 
osztályok vizsgálatával foglkozunk. Az m=2 esetre 
a zárt osztályok kimeritő tárgyalása található 
[67l-ben, amely esetben a zárt osztályok véges 
bázissal rendelkeznek:. ][22], [б7| . Jablonszkij [б^- 
ben azt a sejtést mondta ki, hogy m ^  3~*ra is min­
den Г -beli zárt osztály rendelkezik véges bázis­
sal - azonban ez hamisnak bizonyult.(^ [68^ j. A sej­
tés alapja: Jablonszkij m=3 esetre bizonyította, 
hogy igaz,
A végtelen bázissal rendelkező zárt rendszerek fi­
gyelembe -vétele lényegesen bonyolultabbá teszi a 
funkcionális teljesség problémájának vizsgálatát.
A továbbiakban а Г szerepét átvevő zárt osztályt 
általában A fogja jelölni.
4.1. Tétel! A A  zárt osztály akkor és csak akkor 
rendelkezik véges bázissal, ha bármely 
Д,сд,е..ед-с... A  -beli zárt osztályok sorozatára, 
amelyre . létezik olyan s, amelyre Á = 4 -
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Bizonyítás* Ha A véees bázisa {^ ,% j.-y fk}c.A  
van olyan legkisebb indexű As4 amelyre ^ёАй4 
(de , ha r-^s-^. Hasonlóan г ^  s-^re van olyan
legkisebb s2 , hogy tfz éASí * Ezt folytatva, van olyan 
legkisebb sk , hogy ifkéAsu» Nyilvánvaló, hogy a
А<цО.А$^ . " G A Su részsorozatra igaz, hogy sk=s je- 
löléssel , s ezért
=As I 81101111311 4 S = A .  Megfordítva j 4°
Jelölje a legfeljebb i számú változótól függő Д -beli 
függvények halmazának lezárását. Minthogy Д =  íJA° 
és a A.°C;Д2° ^ __sorozatban létezik olyan s,
hogy Д< =:Д ezért A egy véges generátor-rendszere a 
legfeljebb s számú változótól függő elemeinek halmaza. .
Az ehhez kapcsolódó következő tétel közvetlen általánosí­
tása a 2.4. tételnek, s bizonyítása is azonos, a Sheffer- 
függvény helyett Д  véges bázisrendszerét helyettesítve.
4.2. Tétel: На Д véges bázisú zárt osztály, akkor bármely 
A-ban teljes függvény-rendszerből kiválasztható teljes 
részrendszer, amely véges.
A kváziteljes osztályokra vonatkozó következő három tétel 
Kuznyecov eredménye.
4 .Ő. Tétel: Ha A  véges bázisú zárt osztály, akkor tetsző­
leges Д -beli Д о Ф Д  zárt osztály kibővithető Д  -ban 
kváziteljes osztállyá.
-  6 8
Bizonyítást На Ac nem kváziteljes osztály A -ban, jelöl­
je X X )  Д-ДР azon elemeinek sorozatát,
amelyekre [ Д о и {f/£JАрЛ • Nevezzük
ezt a sorozatot а Дс zárt osztályhoz tartozó U.~sorozatnak. 
Legyen Al =  [AoUff/JJ ■ Ha kváziteljes, akkor
igaz az állítás, ellenkező esetben jelölje Лг a Л^ 
U^-sorozatának első elemével bővített halmaza által gene- 
rált halmazt, ].
Ha a zárt osztályok
Ao с Д с  • •"
sorozata valamely véges s-re befejeződik, akkor Á s (=*Á°) 
kváziteljes A  -ban, ellenkező esetben azt állitjuk, hogy 
A  Ü  Л/ zárt osztály kváziteljes. Ugyanis [A'J
esetén a 4.1. tétel alapján véges az (1.) sorozat, ellenke­
ző esetben viszont Д  kváziteljes, mert Д  definíciója 
szerint A' U-sorozata üres. ^
Következmény: Bármely Г -beliHzárt osztály ( Г ' ^ Г ) kibővit- 
hető Г -ban kváziteljes osztállyá.
4.4. Tétel: На Д  véges bázisú zárt osztály, akkor а Д— 
-ban kváziteljes osztályok száma véges.
Bizonyítás; Az 4.1. tétel bizonyításánál láttuk, hogy léte­
zik olyan s, amelyre Д°=Д. ( a legfeljebb i számú vál­
tozótól függő Д -beli függvények halmazának lezárása.) 
Megmutatjuk, hogy minden egyes A -ban kváziteljes Д1 
osztálynak megfelel az . -v  ^ változó­
halmazon definiált függvények valamely Д* részhalmaza, 
amely generálja Д' -t. (A definícióból következően A' 
zárt osztály.) Ebből már következni fog, hogy а Д -ban 
kváziteljes osztályok száma nem lehet nagyobb a rész­
halmazok számánál, s az legfeljebb A azon részhalmazainak 
száma, amelyek X -en vannak definiálva, azaz legfeljebbo
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2 j tehát véges.
Az állítás bizonyításához az X halmazon definiált A!~. sbeli függvények halmazát A* -sei jelölve, nyilvánvaló, hogy 
; mert egyenlőség esetén Д' =A adódna. Más­
részt jelölje Д м azon Д  -beli függvények halmazát, ame­
lyek megőrzik a As halmazt. Minthogy As- nem tartalmazza 
az Xg-en definiált összes függvényt, a A M zárt osztály nem 
azonos A -val. Azonban a definícióból következően A!'z>A, 
másrészről A1 kvázi-teljessége alapján A'^A" . ezért
ti = д " . Á
Következmény; А Г -ban kváziteljes osztályok száma véges.
A funkcionális teljesség alaptétele itt a következőképpen 
fogalmazható;
4.5. Tétel; Annak a szükséges és elégséges feltétele, hogy 
a véges bázissal rendelkező A  zárt osztályban a A* ^ -A 
rész-rendszer teljes legyen, az, hogy A egyetlen kvázi­
teljes osztályának sem legyen A részhalmaza.
Bizonyítás; A szükségesség nyilvánvaló, mert a kváziteljes 
osztályok nem teljesek és zártak. Az elégségesség bizonyí­
tásához legyen Д' olyan rendszer, amely A egyetlen
kváziteljes osztályának sem részhalmaza. Nyilvánvaló, hogy 
j ha \_A~l =  Д  nem teljesülne, akkor a 4.4.
tétel alapján [дП kibővithető lenne A -ban kváziteljes 
osztállyá. Ez esetben Aí e kváziteljes osztály részhalmaza 
lenne, s ez ellentmond a feltevésnek.
A
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Következmény! Г -beli függvény-rendszer teljességének
szükséges és elégséges feltétele, hogy az V egyetlen 
kvázitelj es osztályéinak sem legyen részhalmaza.
Bizonyítás nélkül közöljük а Г -ban kváziteljes osztályok 
k(m) számára vonatkozó javitott becslést, amely íj -et 
tartalmazó teljes rendszerekre vonatkozó tétel alapjául 
adódik a 4.4. tétel alapján. Jelölje a f* -beli zárt
osztályok számát.
4.6. Tétel:
A zárt függvény-osztályok tárgyalása előtt megadunk egy 
lemmát, amely bizonyos értelemben a zárt intervallumban 
folytonos függvények azon tételének megfelelője, amely 
szerint, ha egy zárt intervallum folytonos függvény fel­
vesz különböző előjelű értékeket, akkor felveszi a 0 
értéket is. Előbb azonban a monoton függvények tárgyalásá­
hoz szükséges néhány definíciót adunk meg. A monoton függ­
vényekre vonatkozó^ [65^]-ben szereplő eredmények egy részé­
nek Martinjuk által megadott általánosított változatát 
tárgyaljuk £57]• A továbbiakban a tételek többségénél a 
bizonyítást illetően irodalomra hivatkozunk.
Definiciókt Legyen reláció az M halmazon értelmezett
parciális rendezés, azaz teljesítse az alábbi három axiómát 
(i, j ,ké M) :
i. reflexiv: (jfiéM)
ii. anti-szimmetrikus: f i С г^)^г:г i )
ü i • tranzitív: (l < r])/\ ( /<) U .
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Ha a -<r parciális rendezés olyan, hogy teljesül: 
iiii •
azaz M bármely két eleme összehasonlítható 
akkor <«-rendezés (teljes rendezés.)
Triviális az < r  ) ha ("tV*, j)é ЬГ) *)  j
azaz nem összehasonlíthatók a különböző elemek.
r^ rendezés komplementere j ) c *
Az 1.1. pontban az M alaphalmaz feletti n-dimenziés vek­
torok halmazán parciális rendezést definiáltunk arra az 
esetre, ha M elemein egy rögzített teljes rendezés van 
értelmezve. Ezt minden további nélkül kiterjeszthetjük ar­
ra az általánosabb esetre, ha az M halmazon egy <zr par­
ciális rendezést adunk meg. (A növekvő függvény is hason­
lóan definiálható.) Ha ( akkor legyen maxr(i,^)^J
mm, vi '
Jelölje az M halmazon értelmezett parciális rendezés
által indukált Mn algebrai struktúrát ffilr* Könnyen látha­
tó, hogy ha vektorok megfelelő komponensei
összehasonlíthatók, akkor a legkisebb felső és legnagyobb 
alsó korlátjuk is létezik és ezek rendre:
(toWrifi)4> ; ■ • *) У*"I~í>u) )  ,
( /n b f fa v , )  ! ■ - у
(Teljes rendezés esetén ezek mindig léteznek.) Ha ^ < r ^
W lr -ben és Ш *  ^  J?Ttr rész-struktúra (azaz ЩЬг
bármely két elemére akkor és csak akkor telje­
sül, ha teljesül Щ г-Ьеп is erre az elempárra), és
(v s * € № ? )  ,
akkor azt mondjuk, hogy rész-struktúrában
közvetlenül követi megelőzi n>*-ot). Jelölése íjtfkyy*
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4.1, Lemma: (a) Ha az JÍTÍ* = § )
halmaz-partició előállításban Щ*"
összehasonlítható elemek: (vagy: )»
akkor létezik ^*6 és ^ е Ш Р \ amelyekre teljesül:
(vagy: )•
(b) Ha létezik Ш *' , elempár,
amelyek megfelelő kompcnensei összehasonlíthatók, akkor
létezik {j j t ^  ) összehasonlítható elempár.
Megjegyzés: Bár a lemma csak abban a speciális esetben sze­
repel az irodalomban [65J, amikor teljes rendezés, a
bizonyítás lényegében ugyanaz. Ez esetben a (b) állítás 
feltétel nélkül állitja összehasonlítható elempár létezését.
.1/Bizonyítás: (a) Ha^t/cy^ nem teljesül, a 
feltételnek csak. véges sok vektor tehet eleget. Legyen 
ezek közül a legkisebb $f// , azaz olyan, hogy
teljesüljön. Ha f f l*1' , ez bizonyltja az állítást, el­
lenkező esetben—  /** helyett ^ e t választva, megismételjük*. » ,
a vizsgálatot. Véges számú lépésben vagy ^
Щ * ”J vaSУ f W ,  j^éíítr1 adódik.'Г ;
(b) Ha létezik a mondott tulajdonsága (ejf ^ ) vektorpár, 
de ezek nem összehasonlíthatók, akkor képezzük 
legnagyobb alsó és legkisebb felső korlátját. Legyenek 
ezek rendre és
.aNyilvánvaló definícióból, hogy
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négy lehetséges eset mindegyikéhez Megadunk egy 
(/Á1^ 1) összehasonlítható pár választást:
1. / : W f )  =  C**, * ' )
2. / ^ ^ í n í *  :
3. / v»é m rw , m V :  ir 'i /-") =  C ^
4. / ^ б № ( г " / т " :  i
4.2. Monoton függvények osztálya.
Definíció: A é^["J> az ^ parciális rendezésre nézve 
monoton, ha V" (.oC\ß<b W ir )  t (^ß)-
Az r relációra nézve monoton függvények halmazát M^-el 
jelöljük.
4.7. Tétel: Az Г]_ és r^ különböző parciális rendezések 
esetén Mr és akkor és csak akkor azonosak, ha /7
Bizonyítás (vázlatos):
: M r i '
KJ =  »I -bői
hasonló következtetéssel M r£ M  ^azaz K , — Mr,.
Szükségesség: ( * 7 ^ ^  ^  bizonyítás alapja az
alábbi eset-szétválasztás:
A. / r-^  és r2 egyike triviális parciális rendezés
B. / r1 és r2 egyike sem triviális, és létezik пь, m_^  <£ M,
amelyek r-^ -re és r2~re egyaránt összehasonlíthatók.
- 74 -
С./ г-^ és г2 egyike sem triviális és nem létezik а В,-sze­
rinti (пи, пи) számpár.
A részletes bizonyítást lásd | A
Követ ke zmény: Ha r nem triviális, altkor az osztály nem 
teljes.
4.8. Tétel: Az függvény-osztály funkcionálisan zárt. 
(Azaz: monoton függvények szuperpoziciója is monoton.)
Bizonyítást Legyenek 'f(xV-7)4/
monoton függvények г-re nézve, azaz oc<rß (<<, ^  £  fin 
esetén (*)<£г V ^
esetén
Ez esetben f j r t y C r f O K lJ y ,  ■ ■
valóban teljesül, mert fennáll:
{ %(УЮ), * - 7 ^ r(%f)r .-M° >)’
1» Megjegyzés: Nyilvánvaló, hogy a konstans függvények bár­
mely r esetén monoton függvények, továbbá az, hogy a 
triviális rendezésre minden függvény monoton. A f^(x)^X 
függvény is monoton.
2. Megjegyzés: A hasonlóan definiálható monoton csökkenő 
függvények halmaza nem képez zárt osztályt.
На г teljes rendezés, a monoton függvények generálását adja 
a következő
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4.9« Tétel; Ha r rendezés, akkor Mp zárt osztályban teljes a
[ V r - y " • - i j W M i . h & M , ítM,rendszer, ahol ^
m
haГ О j
ha X^' ( i t ^  Ai-^ ) ,
Könnyen létható, hogy Ih ' t1) ) SíM tí=!,b
monoton függvények. A tétel bizonyítását lásd Í65].
Definíció: Az г parciális rendezés minimális eleme A} 
ha (x*<r^ —7* Hasonló a maximális elem
definíciója.
Definíció: Kvázipermutáció-nak nevezzük az olyan parciális 
rendezést, amelynek pontosan egy minimális és egy maximális 
eleme van.
Martinjuk bizonyította a következő szép tételt:
4.10. Tétel: Az osztály akkor és csak akkor kvázitelJes, 
ha az г parciális rendezés kvázipermutáció.
Az jj?y7J -ben megadott bizonyítás igen bonyolult és hossza­
dalmas; lényegesen egyszerűbb (lásd [65]') abban a speciális 
esetben, ha r teljes rendezés. (A rendezés speciális kvázi­
permutáció, ugyanis permutáció.) у
1. Megjegyzés: Rendezés esetén egyszerűsíti a bizonyítást,
hogy M^ és egymás duál-halmazai.
2. Megjegyzés: A [J -beli monoton függvények száma még ren­
dezés és m=2 esetben sem ismert, aszimptotikus eredmények 
vannak csupán.
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4.3* TR- tipusu függvények osztálya
Jablonszkij [65]-ben az I, példában szereplő, adott rész­
halmazt megtartó zárt függvény-osztály általánosításaként 
vizsgálta az olyan zárt függvény-osztályokat, amelyek
az E halmazt s-korlátoltan megtartják a következő érte­
lemben.
Definíció:
TEoi- , |DI=S/
A definícióból következik, hogy a Tg-Ö$ osztályok funk­
cionálisan zártak, sőt - ezen túlmenően - érvényes az 
alábbi (lásd [65rj ) 2
4.11.Tétel:
(a)T^-P, 'ha (i) |Eo|=0,és S=of l,
(ü  ) lE>6^s
(b)!^ osztály kváziteljes 4=v> (i) (E0i - ° és
(ii)|E0|-£>o és
A (b) alatt megadott T-tipusu kváziteljes osztályok mind 
különbözők, a számuk m ^  3 esetén l+m(2m~’^ -l) és m=2 
esetén: 2.
A TEoS függvény-osztályok [57Ц -ben található általáno­
sítását fogjuk most tekinteni.
Legyen: M  =  E"ué -f ü.-,ü£g halmaz-part ició
, (o < jE l^ -£ /  i =l r M f e w )és
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Definíció! TÉsl-í%.:,\)\f(El>Rt r .y E O R j£ E u R M1]
, » •
aho1 Rí —£,Lu -- v£sl , £■£ R ). Í = V ; <,2, ..V5.
Megjegyzés: Ha fo'M, J=l, ... akkor speciális esetként
7 ^  átmegy Tjc5 -be. Az irodaimtól eltérően, itt is 
kifejezőbbnek tartom és Javasolom az "E halmazt s-R-korlá- 
toltan megtartó függvények osztálya** elnevezést ~Te$R -re. 
Nyilvánvaló, hogy a 1 osztályok zártak, továbbá s~ £ 
esetén
4.12. Tétel: Ha 0 < s < £  , akkor a TEí R osztály kváziteljes.
(Bizonyítást lásd [57j )• Az m=2 esetre vonatkozó teljességi 
tétel szempontjából érdekes speciális eset, ha |E0|— -^
Legyen ez esetben a
Jelölje az oC-tartó függvények halmazát. Nyilvánvaló,
h0S7 | A ^ ^ 4
A következő tételre elemi kombinatorikus bizonyítást is 
adunk.
4.15. Tétel: A pontosan к számú értéket megtartó
(fé E függvények száma:
/*югпП.(л-4)*и- *•
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I. Bizonyítási féleképpen választhatjuk ki az Mn hal­
maz elemeiből azt а к számú n-dimenziós 
vektort, amely helyeken az érték megőrző­
dik, tehát ezen értékek egyértelműen meg­
határozottak. További (m-к) számú helyen 
nem-megőrző a függvény, tehát e helyek
mindegyikén m-1 értéket vehet fel a függ­
ni—кvény, s ez (m-1) számú lehetőséget ered­
ményez .
Végül, minden más helyen - (mn-m) számú 
hely - nincs megkötés, igy ezekre az is­
métléses variációk száma:
t t r n- mn.
Nyilvánvaló, hogy az előirt tipusu függvé­
nyek száma a három érték szorzata:
s ez a tétel állítását adja. A
A C. lemma felhasználásával egy második bizonyítást is 
adunk az alábbiakban.
II.Bizonyítás; A C. lemma álapján is adódik eredményünk.
Esetünkben H = г = m™ J
azon tulajdonság, hogy {^J-tartó függvény
s=m.
Nyilvánvalóan
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Ezért
=  И ' " > М ( Ы Г t í i n  ( » - г * .
Itt felhasználtuk а В. lemmában kimutatott l^)í —
Iv/lPj \fj{\t-f)
ismert azonosságot.
Ebből elemi számolással a következő szemléletes aszimpto­
tikus egyenlőség adódik:
Következmény: Rögzitett k -re т-><х>
Fit)
VYl _  /
e-Ul ~  e-kl
4.4. U-tipusu függvények osztálya
lel.
esetén:
A 1.3. részben II. példában definiált, D partidét megtartó 
Up funkcionálisan zárt függvény-osztályról nyilvánvaló, 
hogy i  =0 és =m-l esetben Up = Г . A megmaradó
esetekben a D partícióban van legalább két­
elemű részhalmaz, legyen ennek két eleme:
Legyen x^éT olyan, hogy
^6*/ .--Дй) 'V' (/AU^  - ^
ezért ; tehát Up hem teljes, ha
4-.14-. Tétel; Az ff: ^  értékekre az összes Up osztály
kváziteljes.
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Bizonyítás (vázlatos): Nevezzük a D partició típusának az
(s0 »sl»e**»s«) soroza'to'fc> ahol 5»i — í M ^ [) • -•)£•
Elegendő minden-egyes tipus egyetlen reprezentánsára, pl.
h*; M I • - A H<4}U-- u[5*+V  ■ *h~<y - -j #•-*/ *-*) ■= 
=. M* vM*u - --tfMj?
partícióra bizonyítani, hogy UD*- osztály kváziteljes, 
mert ebből az azonos tipusu partícióhoz tartozó osztályok 
T^-duál-képzéssel adódnak, s ez a kváziteljességet is át­
örökíti. (A D* típusokra a bizonyítás jelölés-technikája 
egyszerűbb.)
Könnyen látható, hogy Г Щ о ^ . . . ^ - I ^ W  , \C W } C Z  U y  .
A Щ  -ben bizonyított lemma szerint tetszőleges
фбУр ée a konstans függvényekből előál­
lítható egy egyváltozós függvény.
Legyen pl. ß £ ) de f(<x)é M*
Látható, hogy J r  0 i ha Х* М Г
ha X é M ?
Mß.
^  , ha
es
ha
t i  *1,
függvények elemei, és ^ C J ?itx) ;
ahol a monoton függvényeknél megadott függvény.
Az ott ismertetett tétel alapján [ r 4 S W / - v ^ } > M r 
(ha г rendezés), s kváziteljes, ezért U^- kváziteljessé­
gének kimutatásához elegendő belátni, hogy van olyan eleme, 
amely nem monoton. Minthogy
ha
° I « ,  ha
У ^  
У LL^i 2 / . .  - ; * - / )
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is eleme, nyilvánvaló, hogy és У; közül az egyik
nem monoton. a
Könnyen látható, hogy az UD osztályok mind
különbözők, ezért számuk a D partíciók f(/w) számával 
azonos. Ismeretes ^65] » hogy
31101
4.5. A lineáris függvények Ljr^ osztálya.
Legyen TTJx; az a permutáció, amelynek inverze:
А ТГ -duál függvény definíciójából következik, hogy
•'•) ***) *= ^ ¥(eCij - - ’;<**) •
Számunkra fontos példa lineáris függvényekre a J
J ^
és 3!дх‘|ХО függvények^ ahol 3^fX(l Хг) =Srx,*í-m
Ezekre könnyen látható, hogy asszociatív műveletek, tehát 
értelmezhető a többváltozós megfelelő függvény. Ugyanis 
igaz a következő:
4.2. Lemma: ^CKtj — у>и) akkor és csak akkor asszociatív, 
ha a 'ftKj-'-jXb) függvény is az.
A lemma állitésát könnyű belátni a következő egyenlőség 
alapján:
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Definíció? A -■/*)£Г függvényt a , z f .
operációkra nézve lineáris függvénynek nevezzük, ha a 
következő alakban irható?
tf*, — •; W) —  1 у *' v  ^ 1 I
eihol c , cn , ... c konstansok, о 1 n
Jelölje a TRX) -re vonatkoztatva a lineáris függvények 
osztályát L - W   ^ s az egységpermutációra az index X- 
Ly a lineáris függvények osztálya.
A definícióból következik, hogy L^ (x) osztály az Lx osztály 
ТГ-duál ja.
A következő példa mutatja, hogy létezik olyan osztály,
amely nem azonos Lxosztállyal.
Példa? Legyen /Ьо-5) tthJ  C*< ("a W ) - j  Р/ ba
LX, ba x= V >=2,3,
Ifty)J=2XH(wwl5;).
Könnyen számolhatjuk, hogy bár és
—  X \ № w +}(/ihJ 5 )  £ LiríH) J
azonban (x) Lx, tehát létezik olyan lineáris függ­
vény, amelynek egy előre megadott permutációra vonatkozta­
tott "П’-duálja nem lineáris, =3j"(0|'Sj(2
Azonban belátható, hogy m=2,3 esetben ez nem léphet fel.
Megjegyzés? A példában szereplő JT és if egyaránt permu­
tációk? 1iJx;^ :(^ )(2)(S)(A) és
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ft* •_Tétel» -А-2 osztályok funkcionálisan zártak.
A dualitás miatt elegendő megmutatni - L osztály zártsá­
gát; ez viszont behelyettesítéssel adódik. Nyilvánvaló, 
hogy kváziteljesség vizsgálatánál is elegendő L -re szo­
rítkozni. X
A hosszadalmas bizonyítást elhagyva, kimondunk két fontos
tételt: az első az egész-együtthatós mod m polinomokra
vonatkozik, a második L kváziteljességéről szó}.
%
4.16. Tétel: A f1 -be]i egész-együtthatós (mod m) poli- 
nomok К rendszere m=p esetén teljes, m ^  p esetben pedig 
nem az, sőt, nem is kváziteljes. (p primszámot jelöl és 
T  egység-permutáció.)
Az érdekes bizonyításban szerepel annak megmutatása is, 
hogy К részhalmaza egy particiótartó osztálynak [65J.
A.17. Tétel: A lineáris függvények Lx osztálya akkor és 
csak akkor kvázi-teljes p -ban, ha m=p, ahol p primszám. 
(Mindkét tétel Jablonszkij és Kuznyecov közös eredménye.)
Végül megjegyezzük, hogy a definícióból láthatóan
(Ugyanis, ha ck‘h , ^ j - r e
legyen dk = m i n és ’
t t - f Ó  , V i ' V )
függvényekről közvetlenül látható, hogy lényégés válto­
zóikban diszjunktak.) 4
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4.6. önduális függvények osztálya.
Legyen 1Г(х) x, egyébként tetszőleges permutáció. Koráb­
ban a duál-halmazok vizsgálatánál definiáltuk az önduális 
függvényeket.
(A rCx^,..., x ) ЕГ függvényt: TO - re vo nat ко z oan
önduálisnak neveztük, ha v Хи) • -v Хи) ;
a z a z ’ ha X«) =  (fo(tr(y,)l
Példa: TT(t)= 3s(t,0 , f(X,У) =  Х2+Уг4-^ и-г)ХУ +* (-' W * 0 у
T ( t jo ( fTíx ,íy  — ‘fí'jg fV>|53(yi =  • * * —  ^ * + í w - ^ x a + x - M
ahonnan .j) =  < ^ (
Jelölje az önduális ( T  -önduális) függvények halmazát
' Néhány egyszerű, de jól használható tulajdonságot 
adunk meg az osztályra.
4.5. Lemma: Ha ^(x^,...x^) önduális H}(X) és ТГ2С^  
permutációkra vonatkozóan, akkor önduális a 
т ; = Щ 0 1 y #  permutációra is.
Bizonyítás: A feltételek szerint
^rb,J - ■ ■; *.) =  ftx ,, -  J M  =  - - 7 >4>,
ezért az 1.2. lemma alapján
Ч г(ь,-Г 7 ъ ) = $ * ) т* = Ч г^ ? .
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kegyen (х1#... xn) önduális függvény TT(x)—re vonatko­
zóan, és legyenek /* = (/V■ ■>/**)£ -р„)еМ*
Azt mondjuk, hogy u Д Ц )  (hí УIT.-ekvivalensek) . ha lé­
tezik olyan К szám, hogy ^  — V^Í/k) |
Világos, hogy ez az osztályozás ekvivalencia-reláció. 
Jelölje a vektort tartalmazó osztályt R^u.
На 1Г(х) rendje r, Akkor Ryu ={(fij"S$h)lfi=P(#;)j
Az önduális függvény definiciójából 
következik, hogy az R^u osztálybeli függvény-értéket egy 
tetszőleges R^u-beli ^u helyen felvett érték egyértelműen 
meghatározza:
f (U ,—; «0 =  У с к щ  - • v ¥Va >) = tt - •/«)) •
Továbbá, a if függvény értéke az egyes osztályokban egy­
mástól független. Ezért a Y(x)-re önduális (n-változós, 
azaz legfeljebb n változótól függő) függvények száma:
ahol r a T  permutáció rendje.
Könnyen látható, hogy igaz a következő:
4.18. Tétel: ТГСХ) ^  X esetén az osztályok funkció
nálisan zártak, de nem teljesek.
TT(x)^X esetén $X~V f esetén a zártság nyilván­
való (1*7. tétel))a bizonyításhoz csak azt kell belátni, 
hogy az osztály nem teljes. Ha x = 3 érték olyan, amely 
re 7T(5):VF ; akkora konstans függvényre
a ( ТГ -duál értéke а £ helyen:
tehát yVxy. A
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Nyilvánvaló az is, hogy tetszőleges к természetes szamra 
£ £ щ Továbbá , a i^-, 3 • 1 e mm a i sni et el t al kai máza­
sával adódik, hogy azaz
Martin vizsgált egy S-jr/x/ -hez hasonló függvény-oszt ál yt , 
amelyet Jablonszkij általánosított a következő módon adva
meg:
ahol i-^,...,in ,i egész . számok.
A definícióból következik a
4,19« Tétel: Az 5 ^  osztályok funkcionálisan zártak.
^  ÁMinthogy S-тпху egyváltozós elemei T W  hatványai, CL.r^S rV(X/
nem teljes. Az is látható, hogy és £jt(xj nem
azonos; ham=4, Y(K) ~ ( ° l b a .
^  ( 2 ,  Ьа х г г  ,
és Щх) nyilván nem 7Щ  hatványa, tehát £ S ^ ^ z ) -
A két osztály kapcsolatára vonatkozik a
4.20. Tétel: Az 5infty és fijrfrj osztályok egybeesnek, ha
lfW egyetlen ciklusból áll.
A bizonyítás alapja annak kimutatása, hogy egyvál­
tozós elemei is Wft) hatványai, ezért <p(\4,„ ~.t x^^ 
függvényre azaz Áfr) ^ S rp ,;.
A másik irányú tartalraazás indirekt módon bizonyítható.
l>5l A
Bizonyítás.nélkül közöljük Jablonszkij és Kuznyecov közös 
eredményét. [jE>5j •
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4Jgl. Tétel; 5iW akkor és csak akkor kvázitelj es, ha 
TTgO előállítható r hosszúságú ciklusok szorzataként, 
ahol r primszám.
Végül, az önduális függvények osztályai közül a kvázítél­
je sek száma: у-- í(f>-0!)^
** -tf/il f r*™
^ • 7 * Szemi-dualitás, szemi-önduális függvények osztálya.
A T  -duális függvény (és halmaz) fogalma általánosítható 
a következő értelemben:
Definíció; Legyen ' A 'fCtoß—jX*) €. IZ
függvény S '-szemi-duál függvénye
ha
Látható, hogy ez valóban általánosítás, mert ha G*(X) 
permutáció, a duál-függvenyék adódnak, ha viszont (TO^ J 
m-nél kevesebb különböző értéket vesz fel, szemi-
duál általában nem egyértelműen meghatározott függvény és 
nem is minden & / $ pár esetén létezik. (A következők­
ben megadott példák mutatják, hogy van olyan pár, amelyre 
létezik, és CT' nem permutáció.) Szükséges fel­
tételt ad - -re vonatkozóan - létezésére a követ­
kező:
4,4. Lemma: Legyen fröíj érték-készlete Ш'с M. На У £гГ 
nem tartja meg az M* halmazt, akkor nem létezik.
A lemma állítása definíciójából egyszerűen adódik.J
Az M* halmazt megtartó függvényekre igaz a
8 8
4.22.a. Tétel: Legyen 6~(X) érték-készlete M és legyen
<Р(М'г.уМ')~М"аМ'- A fy á f i /G W ^ g ja é M }  
h = |h J  jelöléssel . fi f № r - A ;
0"- szemi-duál, függvényeinek száma:
ÜitM
Bizonyítás: Legyen Ц — ;Л1){гНМ olyan vektor, amelyre
<oí.*)i ***) # Minthogy a 6 — &
egyenlőséget h^ számú 4éM érték elégiti ki, а ^  =  У 
definíciós egyenletében az adott (°сА) helyen ^
értéke h^ féleképpen választható. A ^ egyértelmű megha­
tározásához Mn minden elemére elő kell Írni az értékét; 
minthogy ezek egymástól függetlenek, a lehetséges előírások
száma ^ "JT L , (A б'(х) = bé M ^ M 1 megoldásokhoz ;nem létezik feu >1 *olyan y^p amely a definíciós egyenlőséget kielégítené.)
A konstruktiv bizonyításból kiolvasható egy szemi-
dual függvényt megadó algoritmus is. A 4.22*-tétel adott 
és  ^t  fh mellett létezésére vonatkozó
állitást tartalmazott. Egy másik lehetséges kérdés-felve­
tés: adott TpO és é^z ^  mellett í/7 létezését vizs­
gáljuk. Erre vonatkozóan érvényes a következő
4.22.b. Tétel: Legyen CT(x) érték-készlete M ^ M  és Vél?,* 
írjuk elő értékét az M / halmazra
szorítkozva úgy, hogy teljesüljön:
f  fáxdj * - -^ б7Хи)) ^  6"(У скл)-- у *”))*
Ekkor —  ¥  és az ilyen ^  ér fj, függvények száma:
iMxM'f.
A tétel bizonyítása triviális. Á
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Nem foglalkozunk azzal az esettel, ha f  adott és 
(T(X) létezése a kérdés. Megjegyezzük, hogy a 
egyenlőségből általában nem .következik tF* létezése, 
amelyre fennáll а У =  egyenlőség. (Ez az álta­
lánosított inverz létezésével kapcsolatos.)
Most is definiálható a Г'сГ halmaz -szemi-duál 
halmaza: <?P / == j továbbá P"
Qr- szemi-önduális halmaz, ha — Г#*
A (У^-szemi-önduális függvények halmaza: 
ugyanis O '-szemi-önduális a if éVf ha =»
Mielőtt megvizsgáljuk osztály néhány tulajdonsá­
gát, tekintsük a példákat, és néhány СП-sz-d eredményt.
Példák: (1) Legyen----  ^  <r(x;= ha
ha
ХфО
X-O.
Könnyen ellenőrizhető, hogy [Xi/ -szemi-ön-
4*m
duális.
(2) Legyen 6"(x) = a konstans függvény; pontosan azok a 
függvények d'-sz-ö (6" -szemi-önduálisak) ,amelyek 
-tartók.
(3) Tetszőleges -re: íj-— •(/*
Az 1.2. lemma általánositása is igaz:
(Si,6íé(7/ V’é/Z-4.5. Lemma: Legyen
Ha létezik f. és ^ akkor létezik
<31f es (Ti
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Bizonyítás; Minthogy f
és e io f r =  %0(Glr . , ezekbö1
<ЪоУ‘>СЬ/ -'у<П.')ъ= ( П о & о Ц ) —  e-cf^
másrészről
^10 %b( < ^ ; - - } 6í ) - = ( {fcl(ro .. .& )) о (Ъ, ■ ■ f o ) o(trr - , <Ü •
Az 1.3. Lemma általánosit'ása (bizonyítása is nehézség nél­
kül megadható):
4.6. Lemma; Legyen <У(х) érték-készlete M ^ M  és létezzen
" W - n n  , f é rM .
Igazak a következő állitásoki
(1) Ha f  az M halmazon nem veszi fel a k-^ , k^» . ..,k 
értékeket, akkor ^ sem veszi fel azokat az i^, i0,...
ir értékeket, amelyekre c /  -í,z, - - ^ >Г
(2) Ha <± 1 (h. é M/ vektor-párra ^£<*3 -= ,
akkor ^ az f ß* helyeken—  amelyekre $ é. jU)
—  olyan a, b értéket vesz fel, 
hogy <57^3 _  (5" ^  teljesül.
Zrí(3) Ha f az M valamely A részhalmazán páronként különbö­
ző értéket vesz fel, akkor ^  ugyanilyen tulajdonságú 
a megfelelő
{ far-’ )/*») ) 1
halmazon (sőt 6~o^ is ilyen).
r
- 91 -
Az 1 • 7 • tetei al tál ano s it аз я. szinten lehetséges (bizonyí­
tása azonban eltér az ott megadottól):
4.23. Tétel (a szemi-dualitás alaptétele): Ha ^ (Xfy — / Xfc)
а%  I ' " A h ); --• ; IJ^Vj ■-■? *r*r)j - * '
függvények szuperpozíciója, akkor a --у
6^-szemi-duál függvények a megfelelő ; Чи) ^
' '7 Vü^/^ÍX* 1; • -V ; * * * ; ^ ( V o  */**>)>--
függvényekből ugyanazon algoritmussal előállítható szu­
perpozícióval adódik.
Bizonyítás; Itt is elegendő az állitást elemi szuperpozi- 
ció esetére kimutatni.
Legyen
*- */^ ") 0 у *‘h)y "' ! ■) i.
Azt kell bizonyítani, hogy ha У ) %  — ^oj 
i / r e n d r e  megfelelő -Л
függvényeket jelölnekf azaz
6’М°'¥С*<,.--,Гн) =<P(a,, o ( m r -->GíV ) II.
m )  о t ( %  v®r%)) III.
^ ' v o f p V ' ' ' xw ^ ^ ' >‘ ^ it,'>0^,ríX|ír ; * IV. j.
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akkor bármely t(Xir -y \ ) —
függvény kielégíti a II. egyenlőséget. (A továbbiakban az 
áttekinthetőség kedvéért az argumentumokat elhagyjuk.)
A felhasznált összefüggések sorszámát jelezve, az átala­
kítások;
• • 7 X)) — СоУОЩ,.t) -7 '■=
i
(A szuperpozició asszociatív és kommutativ tulajdonságá­
nak felhasználását itt sem jelöltük meg.)
Következmények;
1. / Г'сГ és V  egyidejűleg zárt vagy nem zárt.
2. / Iy zárt osztályban Г*'pontosan akkor teljes, ha
is teljes °T" -ban;
3./ A r'cP'és reis/ • /acio egyszerre igaz vagy hamis
A (P-szemi-öndualitásra ( íT'-sz-ö ) vonatkozó eredmények;
A.?. Lemma; Ha fp*,,- -7 M  éíX ffj-íz-p és K -iz-o ^П),
akkori (J^ -sz-ö, ahol 0^ = 67обг •
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Bizonyítás; Az átalakításokban az alábbi (definíciós) 
egyenlőségeket használjuk fel:
Г = б ~<еб1 , —
6“of =  6}об; O if —  (^űfo(6i;.-7^ )  -=
=  (f о (<51, - -,<3Í)) о(<51, - -A*) =  f  — A )  •
4.24. Tétel: Ha értékkészlete M) , akkor
a (5*S osztály zárt, de nem teljes.
Bizonyítás: A zártsághoz azt kell bizonyítani, hogy cr*^  
elemeinek szuperpozíciója is 6*-sz-ö függvény. A 4.23«
tétel alapján a 'fo , t  ( i - i f i . - , * )  6 <t S  
függvényekre 0 }  .. .Vi,} esetén teljesül a
otfrio (nf \ egyenlőség, s minthogy
"Y.-fo Ínnen
adódik, azaz
f  e ^ $ .
Hogy a (5~S osztály nem teljes, az következik a 4.4. lemmá- 
ból. ^
A további (4.19-4.20-4.21) tételek általánosításával itt 
nem foglalkozunk.
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4,8. Példa a funkcionális teljesség alaptételére: m=2 eset.
A funk-cionális teljesség alaptételének (2.5» tétel) tárgya­
lásaikor megjegyeztük, hogy ina sem ismeretesek (gyakorlati­
lag is használhatóan) a tételben előirt függvényrendszerek 
m> 3 esetén. Az m=3 eset is eléggé bonyolult - lö kvázi­
tel jes osztályra épül - ezért illusztrálásként az m=?2 
esetet (igazság-függvéqyek) fogjuk tárgyad ni.
Az N, A^ , S, L betűk rendre a monoton, az -tartó 
(<* é-ío.ij), az önduális illetve a lineáris függvények osz­
tályát jelentik.
Jelölje K2 az = 1 és = 0 függvények halmazát.
4
4.25. Tétel: Az - F függvény-rendszer akkor és csak
akkor funkcionálisan teljes, ha a H-^ = F\N, = F \ A q,
H3 = F\ A^, H4 = F^S, Yí = F ^ L  halmazok egyike sem 
üres halmaz.
Bizonyitás; A szükségesség következik abból, hogy az N,
A^ , S, L függvényosztályok mindegyike zárt, és nem teljes.
Blégségesség;
I. Először előállítjuk a K2 halmazt. Legyen ^  £ ^ 3)
{hé-K ) ezekre: f2 (0,...0) = 1, f ^ (1,.. .1) =0,
1./ Ha f2(l,. . .1)=1, akkor az f2(x^,...x ) 0(x, , ...,x) =*
— f2 (x,... X) — 1»
A másik konstans függvény ebből;
f3 (x1 ,...xn) 0 (f2(xr .vx), .. v f2(x, ...,x)) 0.
✓
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2./ Ha f2(l...l)=0, akkor f2(x,...x)= X. Továbbá, f nem 
öndualis, »ezert létezik olyan ) * amelyre
-^ 4 ( ) - - ■) °й*-) - f^ ( °^ а j -..) ) •
Tekintsük a következő függvényt (ezt függvényeinkből 
felépíthetjük):
f (x) = f^ígp(x)» 62(x),...gk (x)), 
ahol
g (x) = f Xl ^  0<^ ~ °B v  ' [ * ,  ka ^  =  <
így f(o) = f^ (g-j_ (О) ,.. .gk(0) = f^CíX-p =
f^( ^   ^ * * * )^]ц  ^ = *^4 ^ 6i (°) »• • • 6]^ (°)) = ^(l)y
azaz f(x) = konstans.
Ezért, x birtokában mindkét konstanst elő tudjuk 
állitani.
II. Minthogy Hx nem —  üres, létezik f^x^,...^ p £ % »  
amelyre van olyan szomszédos vektorpár ;
(<*„ - 7 «Ы l ° l  ’ W )  ®  ^
(^1, - V *«-</ t  "V+o - - V r ) '  -
hogy
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A konstansokat már előállítottuk, ezért legyen
W) =  / / )"■) ^ e-41 yI°'cf )
Minthogy ez nem monoton, h(0)> h(l).
Ezért h(x) = X •
Eddig előállítottuk az összes egyváltozós függvényt. 
Tekintve, hogy az ^ Х-'З , X ^  rendszer - mint az jól ismert 
teljes rendszer, elegendő x.y függvényt előállítani. 
(Indukcióval bizonyítható, hogy minden G-beli függvény 
előállítható - egyértelműen - kitüntetett diszjunktiv 
normál alakban, s ez а rendszerből szuperpozíció­
val előáll.)
III. Legyen /5 (2<r'7 2rjóH5 ,
és jelölje V m =2 esetén x4y.
Minthogy fj- nem-lineáris, van két olyan változója, 
pl. ^  és ^z^hogy a kifejezésben ezek konjunk- 
ciója szerepelt
+ (  (г*.. -/2r) )
Minthogy ^'^0, létezik olyan (if*l' i^ir) 
vektor, amelyre
U(г, г*) d= á (г,,гг, ^ ,.. -,Гг) =2,2* -í-í* z, -í- -Í-C
Ebből a kivánt előállítás (minthogy a konstansokat 
már előállítottuk);
=  |2г+л)+С+&£ —  2, гг. i
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Következmény; Minden bázis-rendszer legfeljebb öt függ­
vényből áll.
Igaz azonban a következő
4.26. Tétel: A Boole függvények rendszerében minden bá­
zis legfeljebb négy függvényt tartalmaz.
Bizonyítás; Ha f 0-t nem őrző, azaz f (0 ,... ,0) =1, akkor 
ha f(l,...l) = 0  lenne, f 1-et sem őrző egyben, s igy 
készen vagyunk. Ha viszont f(0,...0) = 1 és f(l,...l)=l 
akkor f (1,... , 1) = f (0 , . .. 0) = 1^=0 = f (1, • •. , 1) j
"tehát f nem önduális.
A tétel pontos, mert f^-^  = 0, f2 - 1, = Х1Х2* =
rendszerről könnyen látható, hogy bázis.
Á
A 4.25» tetei alapján könnyen meghatározható az összes 
G—beli teljes rendszer.
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5. BEFEJEZŐ MEGJEGYZÉSEK, A TOVÁBBI VIZSGÁLATOK ÉS 
ÁLTALÁNOSÍTÁSOK LEHETŐSÉGEI
с*;. A számit ás technika rohamos fejlődése az utóbbi 
évtizedben (egyik oldalról az operációs rendszerek, 
forditó-programok, stb. kidolgozásával, másik oldalról 
az uj technológia - integrált áramkörök, mágneses 
buborék memória és aritmetika, stb. - megjelenésével) 
fellendítette az automata-elmélet és a formális nyelvek 
kutatását. A dolgozatban egy viszonylag szűk részterü­
let, a Post-függvények funkcionális teljességének prob­
lémakörét tekintettük át, az egyes speciális kérdések 
részletezése nélkül. Nem foglalkoztunk részletesen pl. 
a Sheffer-függyényék vizsgálatával, amelyek az utóbbi 
években előtérbe kerültek, a vele foglalkozó publiká­
ciók száma megnőtt. A Sheffer-függvények egy, a dolgo­
zatban szereplő jellemzésétől eltérő teljes leírás 
található f 37 ^  -b en^és ]T20]-ban m=3 esetre.
(Jablonszkij és Zaharova [46j eredményét tartal­
mazza a dolgozat), Malcev [5>6>] -ban egy további lényeges 
általános it ást ad meg jj55] emlitett eredményére, szi­
gorúan algebrai tárgyalásmódot követve. (A dolgozatok 
többsége inkább kombinatorikus jellegű.) Tárgyalásmód­
jában algebrai még: [з] , [36] , [42] , [51] , [15], [lé], 
[29] , [32].
/3- Nem foglalkoztunk azoknak az algebrai struktúrák­
nak a vizsgálatával sem, amelyek Г'{^Г)У’
alakúak, azaz Г egy P részhalmazát engedjük meg mű­
veletként (a H alaphalmazon: itt lehet H = F is.)
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Az általunk vizsgált speciális esetben H = Г' és mindig 
megadjuk a függvények egyenlőségét kifejező ekvivalencia- 
reláciot is* Az emlitett altalanosabb esetben már lényeges 
a fomulák vizsgálatának a szerepe Й> N.[27], [23, 
bői bői Egy érdekes speciális algebrával foglalkozik 
jj-Tj* smely ortogonális teljes rendszereket eredményez 
Ц -ben.
Logikai tárgyalásmód található [3. N .  N .  Ш  -ben.
V- Egy lehetséges általánositás (az m=2 esetben jól ismert) 
nem teljesen meghatározott Post-függvények (bizonyos 
változó-kombinációkra a függvény nincs értelmezve).
Ezek a függvények sok szempontból tárgyalhatók m+1- 
értékü Post-függvényekként! a határozatlansági helyen 
veszi fel a függvény az m+l-edik értéket. (Igen gyakori 
felhasználás az m=3 értékű Post függvény alkalmazása 
a nem teljesen meghatározott Boole függvények vizsgála-
tánál.) [35], üb] •
Ismeretes j43] , hogy ebben a függvény-rendszerben is véges 
a kváziteljes osztályok száma, továbbá, a teljességi alap­
tétel is változatlanul érvényes.
$. Egy másik irányú általánositás: pszeudo-Post függvény- 
nek nevezzük azokat a függvényeket, amelyek az Mn hal­
mazon vannak értelmezve, de értékeiket a valós számok 
R halmazából veszik. Ezekre is érvényes az egyértelműen
kifejthetőség, szuperpozició szempontjából azonban ezek 
érdektelenek. Az m=2 esetben lásd [ 5/.
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t. A hatály-logika függvényeihez Jutunk, ha az M halmazt 
a lin) M = I halmazzal helyettesítjük. Az ilyen függvé- 
nyék P halmaza határ-logika, ha P megszámlálható szá- 
mosságu halmaz és minden m^2 esetén tartalmaz homomorf 
képeket Г -ban* JablonszkiJ és Gavrilov munkáihoz kap- • 
csolódva Demetrovics a következő szép eredményt kapta: 
"Tetszőleges c* kardinális számra létezik olyan határ­
logika, amelyben a különböző kváziteljes osztályok 
száma lehet természetes szám, megszámlálható
számosság, vagy kontinuum.)" £44] .
Megjegyezzük, hogy P felfogható P olyan részhalma­
zaként, amely az M halmazt megtartja. Ez a megjegyzés 
érdekes lehet pl. a P halmaz olyan részhalmazainak 
vizsgálatánál, amelyek az M halmazt s-R-korlátóltan 
megtartják.
Könnyen belátható, hogy a lineárisan szeparálható 
Post-függvények osztálya zárt és tartalmazza a
monoton függvények osztályát, ahol rQ teljes
rendezés.
J- Számosság. Az egyes függvény-osztályok számossága
ismert, más osztályokra csak aszimptotikus eredmények 
vannak. Megkísérelhető (legalább aszimptotikusan ér­
vényes) olyan tételek megadása, amelyek/Г*] (Г'^Г)  
elem-számát adják.meg (pl. a kombinatorikából ismert 
szita-formulával). Speciálisan И  = r  egyenlőségre 
szeretnénk következtetni számossági megfontolásokból. 
Ezek az eredmények felhasználhatók lennének olyan 
teljességi kritériumok tárgyalásánál, amelyek a Je­
lenleginél gyengébbek és igy ezekre nézve a probléma 
teljes megoldása remélhető lenne.
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(Ilyen jellegű kritériumok szükségességét felveti [48] ,
amely a teljességi témakör rövid áttekintését is tartal­
mazza. )
\  Véleményünk szerint egy ilyen kritérium lehetne a
statisztikus teljességre vonatkozó kritérium, amelyet 
az alábbiakban vázolunk.
Legyen *»j Xs} zárt osztályok
egy rögzített függvény-rendszere 
és oí p ä 1 adott valós szám. A J(4drfx |
teljes} delllésekkei a ^  M '
valamely részhalmazát re nézve 
(statisztikusan) p-teljesnek nevezzük, ha
l*?'l
|зГ>'| - г -
(Tetszőlegesen nagy változószámra értelmezhető a 
fogalom J{  J- Uvb definícióval.)
Statisztikus teljességre vonatkozó tétel OQ. p) párok 
létezésére vonatkozik. Nyilvánvaló, hogy a p=l-re 
vonatkozó statisztikus teljesség is gyengébb követel­
mény, mint a teljesség, hiszen ez utóbbi a p C l H J C H  
speciális esetnek felel meg. A statisztikus teljesség­
re egy későbbi dolgozatban szeretnénk visszatérni, itt 
csak megjegyezzük, hogy adott n esetén a p-teljesség 
szükséges feltétele, hogy p racionális legyen és egy­
szerűsített alakjában a nevezője legfeljebb
Л- 2^2™ -?Tiahol = j j=l,^,.«.s. ^
Természetesen elsősorban m szerinti aszimptotikus ered­
mények várhatók.
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1% Erdős és Túrán a 18] sorozatban a szimmetrikus csoport 
statisztikus elméletének rendszeres kidolgozását adja, 
többek között vizsgálván az szimmetrikus csoport ele­
meinek rend szerinti aszimptotikus eloszlását. Az analóg 
eredményt Harris adta meg szimmetrikus félcsoportra 
[12] -ben. Post-függvényekre a pontos átfogalmazás nem 
lehetséges, mert Г nem véges halmaz. Mégis nagyon ér­
dekes lenne a (lényegesen nehezebbnek tűnő) n^-beli 
megfelelő eredmények származtatása, mert Г 2 teljes
rendszer (2.1. lemma), és P nem az.
1
Jelölje K(m,x) azon P^-beli ^ elemek számát, amelyek 
o(lf) rendjére 0 ^ )  Ц  A(*», *) teljesül;
meghatározandó a lim x))
határ-eloszlás x-függvényében.
(A(m,x) ismert függvény.)
További érdekes (de nehezebb) kérdés adódik, ha f -t 
Г  p eS7 Г  részhalmazával helyettesitjük; végül az
m2 2A(m,x-^) = m -1 és A(m,xQ) = mm megoldásaira a 
limjVvr"’ X,j))
jellemző a /I -ben teljes részrendszerekre.
4' A formális nyelvekkel és automatákkal való kapcsolat 
nyilvánvaló; a Post-függvények speciális, u.n. kombina­
torikus automaták (az állapotok száma: 1) lásd 
Egy másik kapcsolat úgy adódik, hogy a Post-függvényeket 
a leképezések általánosításaként tekintve -fa leképezések 
egyváltozós Post-függvények) olyan automatákat vizsgá­
lunk, amelyek automata-leképezése egy adott Post-függ- 
vény.
- ю з  -
Szintén a jelzett következő dolgozatban fogunk foglalkoz­
ni az itt csak felsorolt alábbi problémákkal:
7t- Sztochasztikus Post-függvénye к ([2] eredményeinek 
általánositása.)
Post-függvények optimális realizálása kétpólusú (ill. 
m-pólusu) gráfokkal ( és [4] egyes eredményeinek 
általánositása).
fK- Kongruencia-tartó függvények osztályának vizsgálata. 
(Az ezzel kapcsolatos jelenlegi eredményeink a 
lineáris függvényekhez kapcsolódnak.)
Formula-ábrázolások, interpolációs polinomok, mini­
malizálás .
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