In this work we consider the weakly coupled Schrödinger cubic system
Introduction
We are interested in the elliptic system of d equations 1) in R N , 1 ≤ N ≤ 3, with λ i , µ i > 0 for every i = 1, . . . , d and b ij = b ji > 0 for i = j. This system arises naturally when looking for standing wave solutions Ψ i (x, t) = e −iλit u i (x) of the cubic nonlinear Schrödinger system
The parameters µ i represent self-interactions within the same component, while b ij (i = j) express the strength and the type of interaction between different components i and j. When b ij > 0, this interaction is said of cooperative type, modeling phenomena appearing in nonlinear optics (see [15] and the physical references therein). On the other hand, a negative coefficient b ij denotes competition, a feature arising, for instance, when modeling the Bose-Einstein condensation (see for instance [18] ).
The assumption b ij = b ji , which translates the fact that the interactions between components are symmetric, implies that the system is of gradient type, and solutions of (1.1) correspond then to the critical points of the C 2 -action functional In this work we will denote the set of all minimizers of this problem by G, that is, G := {u : u = 0, I ′ d (u) = 0, I d (u) = c}. Under our assumptions, for all values of the parameters λ i , µ i and b ij , the existence of ground state solutions is not an issue. In fact, there exists a nonnegative radially decreasing ground state u ∈ N d , and it is quite classical to check that the set of minimizers of the problem
is exactly G, where N d is the Nehari manifold
For complete proofs of these facts, we refer for instance to [6, Proposition 10] (see also [12 An interesting and much more challenging question than the problem of the existence of ground states is whether the system (1.1) admits solutions u = (u 1 , . . . , u d ) such that u i ≡ 0 for every i. Such solutions will be called fully nontrivial solutions. On the other hand, solutions with at least one vanishing component will be said semitrivial. We will be particularly interested in the question of whether the ground states are fully nontrivial or not, and for that reason we introduce the set G * = {u : u is a ground state solutions of (1.1) with u i ≡ 0 ∀i}.
Up to now, this question had only been answered in some particular cases; our aim is to fully describe how, for the general system (1.1), the parameters λ i , µ i and b ij influence ground states to be either fully nontrivial or semitrivial.
Before stating our main results, let us describe accurately what was known before the present paper. In the 2-equation case
, after the pioneer works by Ambrosetti and Colorado [1, 2] , Lin and Wei [9] , Sirakov [15] and Maia, Montefusco and Pellacci [12] , this question was completely solved in a recent publication by Mandel ([13] ): in [13, Theorem 1] , it is proved that there existsb :=b(λ 2 /λ 1 ) > 0 such that for 0 < b 12 <b all ground states are semitrivial, while for b 12 >b all ground states are fully nontrivial.
Moreover, a precise characterization of the thresholdb is provided in terms of a minimization problem that involves the unique (up to translation) positive solution of the single equation case.
The case of three or more equations, as will come out from our results, is much richer and more complex to study. Up to now, only results when the parameters coincide (or are very close) appear in the literature. More precisely, in Liu and Wang [11, Corollary 2.3] , for
it is shown that G = G * , that is, all ground states are fully nontrivial. This estimate was slightly improved to a technical condition that includes the case b ij ≡ b > max{µ 1 . . . , µ d } by Liu, Liu and Chang (see Theorem 1.7 and Remarks 1.2-(b) and 1.8-(a) in [10] ). We also refer the reader to [4] for the particular case of d = 3, an to Theorem 1.6 and Remark 3 of [16] .
Recently, it was proven in [7, Theorem 1] that, when λ 1 = · · · = λ d , these questions may be reduced to a maximization problem in R d and to solving a linear system. This reduction allowed the construction of examples (see Section 6 in [7] ) which gave evidence, for the first time, of the increase in complexity when one passes from d = 2 to d ≥ 3 equations.
The general case, however, was never tackled, and this is our main contribution to this subject. We will state qualitatively what kind of combinations on the parameters give rise either to semitrivial or to fully nontrivial ground states. In particular, it will be evident from our analysis that the different families of parameters play distinct roles: while the choice of the µ i coefficients can be somehow arbitrary, only some combinations between different λ i , and also between different b ij allow fully nontrivial ground states to arise.
Let us now describe our main results, which we divided into two different groups: existence results on one hand and nonexistence results on the other. Even though it would have been possible to present fewer theorems with more elaborated statements, we wish to clearly highlight the different roles played by the λ i and the b ij parameters on the existence of fully nontrivial ground states, and for this reason we approach these two families separately. From now on, we fix µ 1 , . . . , µ d > 0. Our first class of results concerns the parameters λ i . Before stating the first theorem, let us introduce the notion of "α-admissibility":
There exists a constant Λ = Λ(λ 1 /λ 2 ) such that, if λ 2 Λ ≤ λ i for some i ≥ 3 and b > max{µ 1 , . . . , µ d }, then every ground state solution u of (1.1) is such that
The counter part of this nonexistence result is the following:
The proof of this last theorem uses a classification result which we consider to be of independent interest (see Theorem 2.1 ahead): it states that if two of the λ i coefficients are equal, then, in any ground state, the corresponding components are proportional. Observe that, although we do not exhibit the exact threshold constants, Theorems 1.2 and 1.3 are complementary, and in the qualitative sense optimal for large b ij . For small b ij we typically have semitrivial ground states, and we will come to this by the end of this introduction (see Theorem 1.7 ahead and the paragraph afterwards).
It is also possible to obtain a more refined α-admissibility condition in the following particular case:
Then there exists a constant B = B(λ i , µ i ) > 0, such that, for b > B, G = G * .
We observe that the last two results do not correspond to a "small" perturbation of the λ 1 = . . . = λ d case, as in [11, Remark 2.2] . On the other hand, Corollary 3 of [7] is similar in nature to our Theorem 1.4, but it is more restrictive on the admissibility condition.
The proofs of Theorems 1.3 and 1.4 use different arguments: while the one of Theorem 1.3 is based on a technical argument analogous to the one of [7, Corollary 3] , the proof of Theorem 1.4 relies on an induction argument similar to the one used in [14] .
Turning now to the results regarding the coefficients b ij , we have the following nonexistence result which states that if some of the b ij are too far apart from the others, then all ground states are necessarily semitrivial. 
As a counter part, we will prove the following complementary existence result:
Observe that the bound on the distance between the parameters b ij increases with the distance between the smallest b ij and the largest µ i is also increased. Once again, this result does not constitute a perturbation of the super-symmetric case b ij ≡ b.
In conclusion, let us point out that, in a sense, the known results for the 2-equation case extend to 3 or more equations in the following a priori non obvious way:
• In terms of the λ i coefficients, in order to get fully nontrivial ground states, the two lowest coefficients (say λ 1 and λ 2 , λ 1 ≤ λ 2 ) can be chosen arbitrarily, while the remaining (λ i , i ≥ 3) cannot lie too far apart from λ 2 , by a quantity depending on λ 1 /λ 2 . Heuristically, larger λ i make the action larger. Therefore the conclusion is that the components u 1 and u 2 of the ground states (which are the components associated to λ 1 and λ 2 ) can always "survive" (i.e. u 1 , u 2 ≡ 0) when these parameters increase, while the non-nullity of the remaining components u i , i ≥ 3, will depend on how large the respective λ i /λ 2 quotients are.
• In terms of the b ij coefficients: Theorem 1.5 states in particular that if for some i 0 all b ij , with i, j = i 0 , are sufficiently large compared with
Heuristically, since a larger b ij implies a lower action, as soon as (let's say) b 12 becomes much larger than the remaining b ij , the lowest action only takes in consideration the first two components, and all of the remaining components of the ground states become null. Hence, Theorem 1.6 is optimal in the sense that, as they increase, all the b ij coefficients must remain grouped in order for a fully nontrivial ground state to exist. This is in contrast with the λ i coefficients: the smaller one does not need to stay packed with the remaining ones in order for fully nontrivial ground states to exist.
Also, notice that our results show how much, in general, the elements of a certain class of parameters can be apart from each other depending on the remaining classes, and that there exists fully nontrivial ground states even in situations that do not correspond to a perturbation of the super-symmetrical case.
Finally, note that all the existence results stated in this paper ask for large values of the parameters b ij . This is reasonable in the sense that, for small values of these parameters with respect to µ 1 , . . . , µ d , the ground states of (1.1) are semitrivial. This was proved in the 2-equation case (see [12, 13] ), and known in the general case for b ij ≡ b sufficiently small (see [7, Proposition 6] ). We improve this result, by once again giving an explicit bound on the size of b ij ≡ b:
Recall that, generally speaking, when b ij are neither small nor large with respect to all µ i , then there are no positive solutions at all: see [ The rest of this paper is organized as follows: the proofs of the existence results -Theorems 1.3, 1.4 and 1.6 -are contained in the next section. The proofs of the nonexistence results -Theorems 1.2, 1.5 and 1.7 -are included in Section 3. In Section 4 we state a few open problems and we close the paper with an Appendix where we have shown a monotonicity result concerning the ground state's energy levels with respect to the parameters.
Existence of fully nontrivial ground states
In this section we prove the existence results. For convenience, we will begin with Theorem 1.4 and treat afterwards Theorems 1.3 and 1.6.
Proof of Theorem 1.4. We will proceed by mathematical induction on the number of equations. As mentioned in the introduction, it is well-known that the result holds true for d = 2 equations. Indeed, in this case, for all λ 1 , λ 2 > 0, the system (1.1) admits a fully nontrivial ground state for b large enough.
We now consider an admissible
and, given I {1, 2, . . . , d}, we denote by c(I) the ground state level of the system
Notice that if I ⊂ {1, . . . , d}, then (λ i : i ∈ I) ∈ A α(#I) . Hence, following the ideas in [14] , we assume, by induction hypothesis, that there exists a ground state level c(I) with #I = d − 1 and for all J with #J < d − 1, c(I) < c(J). Without loss of generality, we assume that
where c sem is achieved by the fully nontrivial ground state (u 1 , . . . ,
, we will prove our result by exhibiting
sem , which guarantees that the energy level of (U 1 , . . . , U d ) is inferior to the energy level of any solution of (1.1) with trivial components. For a fixed w ∈ H 1 (R N ), w = 0, and θ > 0, we choose t > 0 such that
A straightforward computation leads to
, where
and
if and only if
By taking the limit θ → 0 + we conclude that we only need to exhibit w such that
This is straightforward if there exists
Indeed, in this case, by multiplying the equation
by u i0 and integrating, we obtain, for b > max{µ i :
and we only need to choose w = u i0 . Hence, in the rest of the this proof, we may assume that
Without loss of generality, we may also assume that
We then choose w = u 1 and, since
3) the condition (2.1) is equivalent to
By (2.3),
where we have used the hypothesis (2.2).
Hence, for (2.1) to hold, it is sufficient that
By taking the limit b → +∞, this condition holds for large
Before we address Theorem 1.3, we need the following classification result, which we think to be of independent interest. It corresponds to a substantial improvement of [7, Theorem 1] , which holds in the weaker case
f (X) and define the set X in the following way:
, setting e i to be the i-th vector of the canonical basis of R k ,
Then, denoting by G d−k+1 the set of ground states for the system
with µ = f max , one has
Observe that, in the previous statement, the order of the λ i is not important, since one may switch equations in the system. Hence Theorem 2.1 states that, if k components have the same λ, then any ground state has those components proportional to each other.
Proof of Theorem 2.1. We proceed in two steps.
Step 1. Characterization of ground states. Take u = (u 1 , · · · , u d ) ∈ G, and let us show that u = (Xu, u k+1 , . . . , u d ), where (u, u k+1 , . . . , u d 
If u = 0, there is nothing left to prove. Otherwise, let X be the (nonempty) set of solutions to the maximization problem
Take X 0 ∈ X and W = (w 1 , . . . , w d ) = (X 0 u, u k+1 , . . . , u d ). Let us show that W is also a ground state solution. We have
Furthermore, since |∇u|
Take t > 0 such that tW ∈ N d . Then the above inequalities show that
and therefore
This implies that tW is a ground state. Since all the above inequalities are, in fact, equalities, t = 1 and actually W is a ground state. Moreover,
so that, if we write u(x) = (X(x)u(x), u k (x), . . . , u d (x)), with X i = |u i |/u, then X ∈ X for a.e. x ∈ R N . Observe that X ∈ C ∞ as u and u are both smooth and u = 0.
Let us now check that (u, u k+1 , . . . , u d ) ∈ G d−k+1 . Since X 0 is a solution to the maximization problem (2.4), there exists a Lagrange multiplier µ ∈ R such that
Multiplying by (X 0 ) i and summing in i, we obtain µ = f max . Hence, since W is a solution of (1.1), the pair (u, u k+1 , . . . , u d ) must be a solution of
Finally, let us see that actually X is constant. We know that the vector u = (Xu, u k+1 , . . . , u d ) is also a solution of (1.1). Inserting this expression onto system (1.1) and using the above equations, we see that
It is now a simple exercise to check that this implies that
Since u > 0, we conclude that X is constant. Therefore
The other inclusion comes from the fact that, given X 0 ∈ X , µ = f max and
is a ground state solution of (1.1).
Step 2. Expression of X . Take X = (x 1 , . . . , x k ) such that |X| = 1. Then
. Now one must split in several cases:
Since g is a strictly convex function on ∆ + k , its maximum is attained at some vertex, hence the maximizers are e i , for i's such that µ i = max{µ 1 , . . . , µ k }.
• If max i µ i < b, then g is a strictly concave function and hence the maximum is attained at a unique point Y = (y 1 , · · · , y k ) on the interior of ∆ k . This implies that, for some Lagrange multiplier η ∈ R,
Multiplying the i-th equation by y i and summing up, we obtain η = f max − b and therefore
Since g is constant on ∆ 
Our aim is to prove that
Since the proof is long, we divide it into several steps.
Step 1. It is enough to prove (2.5) in the case µ i = 0 for all i and b = 1. In fact, by considering the scaling U i = √ bu i and by the continuity of the levels c and c sem , one may consider the case b large as a perturbation of this case (a complete justification of this procedure is made in Proposition 11 of [7] ).
Step 2. Also, using the scaling
Hence, one may focus on the case λ 1 = 1, to simplify the notations.
Let us now start with the core of the proof. From Lemma A.1, one has the following properties:
and, using a suitable scaling,
c(1, λ 2 , . . . , λ 2 ).
We will now focus our attention on c(1, λ 2 , . . . , λ 2 ), proving that c (1, λ 2 , . . . , λ 2 ) < Kc sem (1, λ 2 , . . . , λ 2 ), (2.9)
for some constant K > 0.
Step 3. Now take a semitrivial u = (u 1 , . . . , u d ) that achieves c sem (1, λ 2 , . . . , λ 2 ). Since λ 1 = min{λ 1 , . . . , λ d }, using an argument similar to that in the proof of theorem 1.4, one has u 1 = 0. Since one may order the remaining components as one wishes, we shall suppose that u d = 0. Next, we want to apply Theorem 2.1. To that end, following the notations of that theorem, we determine explicitly f max and X . First of all, since µ i = 0, one has
On the other hand, since X is the set of solutions of the maximization problem
any element in X has unit norm. Since
where (u 1 , u) is a (nontrivial) ground-state of
Step 4. We will provide an estimate of the L 4 norm of u 1 in terms of the L 4 norm of u. To this end, consider
Since λ 2 ≥ 1, a simple computation yields
Furthermore, since (u 1 , u) is in particular a solution of (2.10), we obtain that
Combining this with (2.11), we get w 1
. Now it is easy to see that µ w 
Indeed, if the converse inequality was true, by choosing t such that tw = (tw 1 , tw 2 ) lies in the Nehari manifold associated to (2.10), one would get that t < 1, and the energy level associated to tw is strictly less than the one associated to (u 1 , u), which is absurd since the latter vector is a ground-state. Now, from (2.12), for any ε > 0,
one obtains the estimate
as wanted.
Step 5. We are now ready to prove (2.9). Consider
If one defines
then tv ∈ N (1, λ 2 , . . . , λ 2 ) (the Nehari manifold associated with the groundstate level c(1, λ 2 , . . . , λ 2 )) and
Step 6. Putting together all the relations between the various action levels, namely (2.6), (2.7), (2.8) and (2.13), one arrives to
Finally, we close this section with the proof of the existence result for the situation where the interaction coefficients b ij do not necessarily coincide.
Proof of Theorem 1.6. Once again, we will proceed by mathematical induction on the number of equations. Following the steps of the proof of Theorem 1.4, in order to prove this result we only need to exhibit w ∈ H 1 (R N ) such that
which is the analogous of condition (2.1) for the system at hand. Here, the vector (u 1 , · · · u d−1 ), assumed by induction hypothesis to be fully nontrivial, is a ground state achieving the level c sem = c({1, 2, . .
Without loss of generality, we may assume once again that for all
by u 1 and integrating by parts leads to
Hence, taking w = u 1 , condition (2.14) is equivalent to
Therefore,
Finally, for (2.14) to hold, it is sufficient that
and, in particular, the conditions stated in Theorem 1.6.
Nonexistence of nontrivial ground states
In this section we prove the main nonexistence results, namely Theorems 1.2, 1.5 and 1.7 of the Introduction.
Proof of Theorem 1.2. Along this proof, we will denote by u b = (u 1,b , . . . , u d,b ) a solution of the system (1.1), highlighting the dependence on b. First of all, without loss of generality, we can assume that λ 2 = 1 (otherwise, exactly as in Step 2 of the proof of Theorem 1.3, after a scaling we can pass from (λ 1 , λ 2 , . .
We divide the proof in three steps.
Step 1.
We claim that there exists C = C(λ 1 ) such that U i,b 2 λi ≤ C. Associated to system (3.1), we denote the corresponding action function by I λ, Thus the claim made above follows.
Step 2. Next, we prove that there exists C = C(λ 1 ) such that
Observe that, since N ≤ 3, we have the continuous embedding
. Let us perform a standard Brezis-Kato type argument to pass from
Since λ 1 ≤ λ i and µ i /b ≤ 1, we deduce that
Assuming, without loss of generality, that |U i,b | 2+2δ ≥ 1, then from the fact that
Thus we conclude the existence of κ = κ(λ 1 ) such that
Now we iterate, by letting δ(1) = 0, 2 + 2δ(k + 1) = 6 + 3δ(k).
With this choice of δ in the previous estimate, we obtain the iterative relation
which, together with δ(1) = 0, gives
which provides the uniform bound in L ∞ (Ω)
Step 3. Take i ≥ 3 such that λ d ≥ . . . λ i > Λ := dC, where C is the constant appearing in (3.2). Take j ∈ {i, . . . , d}. By multiplying the equation for u j,b by u j,b itself and recalling that µ j /b ≤ 1 and (3.2) holds, we obtain
Proof of Theorem 1.5. case, only very particular results are known, namely when b ij are small, or for some particular combinations of b ij small and large. For small b ij (weak cooperation) this was first shown in [9] (check Theorem 2) and also in [17, Corollary 1.3] (which also allows negative coefficients). Check also the papers [10, 13, 19] for other existence results in the weak cooperation setting.
For existence results with simultaneous weak and strong cooperation, in [17, Theorem 1.4& 1.5] it is proved for instance that there exists a positive solution in the following situation: divide the components in m groups: {1, . . . , d} = ∪ m h=1 I h with I h ∩ I k = ∅ for h = k, and ask that:
• λ i ≡ λ h for every i ∈ I h , h = 1, . . . , m;
• b ij ≡ b h "large", for every i, j ∈ I h with i = j, h = 1, . . . , m;
• b ij "small", for every i ∈ I h , j ∈ I k with h = k.
See also [5, Section 4] for other results with large and small b ij , of perturbative nature.
In some of these papers, it is shown that the solutions that are found minimize the action among the set of positive solutions. A complete description of the general picture is open.
