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Dynamical structure factor in the non-Abelian phase of the Kitaev honeycomb model
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Kitaev’s model of spins interacting on a honeycomb lattice describes a quantum spin-liquid, where
an emergent static Z2 gauge field is coupled to Majorana fermions. In the presence of an external
magnetic field and for a range of interaction strengths, the system behaves as a gapped, non-
Abelian quantum spin-liquid. In this phase, the vortex excitations of the emergent Z2 gauge field
have Majorana zero modes bound to them. Motivated by recent experimental progress in measuring
and characterizing real materials that could exhibit spin-liquid behavior, we analytically calculate
the dynamical spin structure factor in the non-Abelian phase of the Kitaev’s honeycomb model. In
particular, we treat the case of quenched disorder in the vortex configurations. Our calculations
reveal a peak in the low-energy dynamical structure factor that is a signature of the spin-liquid
behavior. We map the effective Hamiltonian to that of a chiral p-wave superconductor by using
the Jordan-Wigner transformation. Subsequently, we analytically calculate the wave functions of
the Majorana zero modes, the energy splitting for finite separation of the vortices and finally, the
dynamical structure factor in presence of quenched disorder.
I. INTRODUCTION
Quantum information processing using creation
and manipulation of topological excitations in low-
dimensional systems have been the focus of intense in-
vestigations lately. These topological excitations can be
used to encode logical information in the form of qubits.
These topological qubits have robust coherence prop-
erties since they are immune to noise arising from lo-
cal perturbations.1–4 One of the most promising candi-
dates for topological qubits is using Majorana zero modes
(MZM-s).5–8 Four MZM-s can be used to encode a qubit.9
The non-Abelian braiding statistics of the MZM-s, to-
gether with magic state distillation, can be used to per-
form all the single and two-qubit gates required for uni-
versal quantum computing.2,9–11 There are several pro-
posals to experimentally realize these MZM-s.12–14 One
of the most promising directions is to realize experi-
mentally Kitaev’s toy model of a 1D, spinless, p-wave
superconductor.5 Recently, remarkable progress has been
made in experimental realizations of this model.15–17 Al-
ternately, MZM-s were already proposed to exist in 2D
chiral p-wave superconductors.18,19
This work concerns the MZM-s that were predicted
to arise in Kitaev’s exactly solvable honeycomb model.2
The model describes spins interacting on a honeycomb
lattice, where the nature of the interaction depends on
the direction of the link on the lattice. Due to the in-
teraction, the spin degrees of freedom fractionalize into
Majorana fermions, interacting with an emergent static
Z2 gauge field.
20 Depending on the choice of the interac-
tion strength, the system is either in a gapped, Z2 toric
code phase with Abelian anyons or in a gapless phase.
Addition of an external magnetic field while being in the
gapless phase opens a gap in the spectrum.2,21 It is then
that vortex defects of the static Z2 gauge field trap MZM-
s, which have the desired non-Abelian exchange statistics
and can, in principle, be used for quantum information
processing. As will be shown below, the model in this
phase can be mapped to the chiral p-wave superconduc-
tor which then naturally gives rise to the MZM-s.21–23
Apart from hosting MZM-s that are generally interest-
ing for the purpose of quantum computing, the honey-
comb model describes a quantum spin liquid (QSL). The
latter is a phase of matter that is highly frustrated and
has no ordered ground state even at zero temperature. In
the last decade, there has been a lot of theoretical and ex-
perimental effort to characterize different materials with
interactions similar to that of Kitaev’s honeycomb model
and finding a QSL phase of matter.24–34 There is ex-
perimental evidence that certain materials, among them
for example α-RuCl3, are dominated by the interaction
of the Kitaev honeycomb model.25,35,36 These materials
show QSL behavior above certain temperatures. How-
ever, if cooled sufficiently, all these candidates tend to
magnetically order due to additional non-Kitaev inter-
actions. Recently, an NMR measurement of H3LiIr2O3
showed no sign of magnetic ordering at all37 while a large
set of low energy states was observed in the specific heat
and the NMR measurement results. This indicates spin
liquid behavior in H3LiIr2O3 that still lacks a good model
describing the findings. As a reaction to this experiment,
different proposals are under discussion to explain the
results.38–40 One promising approach is to consider dis-
order in the model’s interaction strengths, analyzing the
“bond-disordered Kitaev model”.40
In this work, we treat a different problem where we
analyze the non-Abelian phase of Kitaev’s honeycomb
model in the presence of quenched disorder of vortex
configurations. Since the gauge field and its vortices are
static quantities in Kitaev’s model, we expect this situ-
ation to be well-described by an average over quenched
disordered configuration of vortices. To characterize such
a system, the dynamical structure factor is indispensable,
which can potentially be measured with neutron scatter-
2ing. We provide analytic results of the low energy dynam-
ical spin structure factor. We find that in the presence
of vortices, the dynamical structure factor has an addi-
tional peak centered at the energy Efl (also called the
flux gap, which is the energy added by an excitation of
the Z2 gauge field due to the presence of two additional
vortices) with an unusual decay behavior proportional
to ln[ωˆ/(ω − Efl) ln(ωˆ/(ω − Efl))]2, where ω is the fre-
quency and ωˆ defines a scale that depends on the applied
magnetic field strength. This peak and the decay is a sig-
nature of the vortices present in the sample. Moreover,
we provide analytical results for the energy-splitting due
to hybridization of MZM-s and the wave functions, which
agree well with previous numerical findings.41–45
The paper is organized as follows. In Sec. II, we de-
scribe Kitaev’s honeycomb model in a magnetic field in
terms of Majorana fermions by using a Jordan-Wigner
transformation. Subsequently, we provide a continuum
description of the system. In Sec. III, we calculate the
wave functions of the MZM-s in the continuum model. In
Sec. IV, we present results for the splitting of the ground
state energy due to a finite overlap of the wave function of
two MZM-s. In Sec. V, we calculate the low energy con-
tribution to the dynamical structure factor in presence of
two vortices. Finally, in Sec. VI we consider a quenched
disordered distribution of vortices and calculate the dy-
namical structure factor. In Sec VII., we summarize our
findings.
II. DESCRIPTION OF THE MODEL
HAMILTONIAN
We consider spins on a honeycomb lattice, in the pres-
ence of an external magnetic field. The total system
Hamiltonian is given by H = H0 + HM . The lattice
consists of two sublattices as indicated by the black and
white sites in Fig. 1. Every site is labeled by the index
s = (i, j, b/w), where i, j label the position of a z-link [see
the labels of the links in Fig. 1 (a)] while b or w indicates
if the site sits on the black or the white sublattice. The
Hamiltonian H0 reads
H0 =− Jx
∑
x-links
σxs σ
x
s′ − Jy
∑
y-links
σysσ
y
s′
− Jz
∑
z-links
σzsσ
z
s′ , (1)
where the sum over x-links runs over contributions where
s and s′ are connected by a link with label x in Fig. 1 (a)
(and equivalent for y and z). At this point, the arrows in
the figure are irrelevant, but they will be important fur-
ther below. In the absence of a magnetic field, the system
can either be in a phase with a gapped spectrum or in a
phase with gapless spectrum, depending on the choice of
couplings. Following Ref. [2], we analyze the system at
its isotropic point Jx = Jy = Jz = J that corresponds to
the gapless phase. Applying an additional magnetic field
FIG. 1. (a) A plaquette of the honeycomb lattice. The letters
x,y and z label the type of the link between sites and indicate
if the corresponding coupling in the Hamiltonian H0 is of a
xx, yy or zz-type. The direction of the links represents an
ordering of the operators in the Hamiltonian. They do not
have a meaning for the spin Hamiltonian in Eq. (1), but are
important for the Majorana hopping Hamiltonian in Eq. (6).
The three labels s, s′ and s′′ represent an example configura-
tion that contributes to the magnetic perturbation HK . The
dashed line indicates how the three neighboring sites partly
encircle a plaquette as mentioned in the main text. (b) The
plot shows the next to nearest neighbor links (nnn-links) x⊥,
y⊥ and z⊥ for a site on the black and one on the white sub-
lattice. These links are perpendicular to the original links
and point in opposite directions for the white and the black
sub-lattices. The nnn-links describe the hopping in HM of
Eq. (6). (c) The honeycomb lattice with the choice of the
unit-cell (gray) and the basis vectors n1 and n2. Each unit-
cell contains a white and black dot connected with a vertical
z-link. The lattice constant between sites is a.
to the system breaks the time-reversal invariance. This
perturbation opens a gap in the spectrum and then, the
Z2 vortex excitations trap MZM-s. The additional con-
tribution to the Hamiltonian due to the magnetic field is
given by
HM =−K
∑
〈s,s′,s′′〉
σxs′σ
y
sσ
z
s′′ , (2)
with K ≪ J . The sum over 〈s, s′, s′′〉 denotes a sum over
three neighboring sites for which we have to satisfy the
3FIG. 2. The dashed line shows the Jordan-Wigner string
(JWS) used in Eq. (3). It runs in zig-zag along a horizon-
tal line from the left to the right. It jumps from the right end
of the system back to the left where it runs again from left to
right on the horizontal line above, until it reaches the site s.
following rules when assigning s, s′, s′′ to the sites. To
understand these rules, note that the three neighboring
sites partly encircle a plaquette as shown in Fig. 1(a).
The label s′ and thus the σx operator always belongs
to the site that has an x-link pointing away from this
partly encircled plaquette. The same applies for the σy
operator with a y-link and the σz operator with a z-link.
An example configuration is shown in Fig. 1(a). Next, we
show how the Hamiltonian of the system can be mapped
onto that of non-interacting fermions. To this end, we
use the Jordan-Wigner transform41
σ+s =
( ∏
s′∈JWS
σzs′
)
c†s, (3)
σzs = 2c
†
scs − 1, (4)
where the product symbol denotes a product over all sites
along the Jordan-Wigner string (JWS) from its begin-
ning to s, along the path shown in Fig. 2. Moreover, we
introduce the Majorana operators
As = i(c
†
s − cs), Bs = (c†s + cs), if s = (i, j, w),
As = (c
†
s + cs), Bs = i(c
†
s − cs), if s = (i, j, b). (5)
The original spin Hamiltonian maps to a Hamiltonian
that is quadratic in the Majorana operators with only
nearest neighbor interactions. In addition, the magnetic
perturbation provides a coupling between next-to-nearest
neighbors. The Hamiltonians are given by
H0 =− iJ
[ ∑
x-links
AsAs′ +
∑
y-links
AsAs′ ,
+
∑
z-links
αlAsAs′
]
,
HM =K
[ ∑
x⊥-link
αlAsAs′ +
∑
y
⊥
-link
αl′AsAs′
+
∑
z⊥-link
AsAs′
]
, (6)
where the terms inH0 are identical to the terms in Eq. (1)
with the important difference that the direction of the ar-
rows in Fig. 1 (b) are now relevant as it defines the order-
ing of the product of Majorana operators. In particular,
the operator As′ has to be to the right of As if there is an
arrow starting at the site s′ and terminating at s. The
terms in HM comprise the next to nearest neighbor links
labeled by x⊥, y⊥ and z⊥ (perpendicular to the original
links) as shown in Fig. 1 (b). Note that all hopping terms
are among the A-Majoranas while the B-Majoranas only
appear in form of the αˆl = iBsBs′ ; here s = (i, j, w) de-
notes a site on the white, s′ = (i, j, b) on the black sub-
lattice, and l = (i, j) labels the z-link at position (i, j)
between the sites s and s′. Every term in Eq. (6) that has
a vertical component along a z-link is multiplied by the
αˆl of the corresponding link. Since αˆ
2
l = 1, all αˆl-s have
eigenvalues αl = ±1. Furthermore, all αˆl-s commute
with the Hamiltonian and, thus, they are conserved. De-
noting the plaquette by the index of the vertical link to
the left of the plaquette, we find that for each plaquette,
there is a conserved quantity Wˆl = αˆl=(i,j)αˆl′=(i+1,j+1)
with eigenvalues Wl = ±1. If Wl = −1, the plaquette
carries a vortex, which is an excitation of the Z2 gauge
field. Since the Wl-s are conserved, it follows that the Z2
gauge field has no dynamics.2,45 The position and num-
ber of vortices are the physical properties that define the
sector of the Hamiltonian when choosing the configura-
tion of the Z2 gauge field
46. All choices that do not
change these properties are gauge equivalent.2,19 It turns
out that each vortex hosts a localized MZM. In the fol-
lowing, we quantify the spatial distribution of these zero
modes and their physical implications.
First, we embed the system into real space by choos-
ing a unit-cell as shown in Fig. 1 (c) with vectors n1 =
a(
√
3/2, 3/2)T and n2 = a(−
√
3/2, 3/2)T and the lattice
constant a. The position of the black site in each unit
cells is given by the vector rl = in1 + jn2. The ground
state of the system is vortex free.2 The simplest choice
of gauge for the vortex free sector is to choose αl = 1
for all l. Since this choice is translation invariant, we
analyze the resulting Hamiltonian in Fourier space. The
Hamiltonian is given by
H =
∑
q
(
Aqw
Aqb
)(
ǫq −κ∗q
−κq −ǫq
)(
A−qw
A−qb
)
, (7)
with
Aqw/b =
1
N
∑
i,j
eiq·rlAs=(i,j,w/b), (8)
where N = L2/3a2 is the total number of unit-cells and
L the length of the system. The matrix elements read
ǫq/K =sin[q · (n1 − n2)]− sin(2q · n1)− sin(2q · n2),
κq =
i
2
[Jxe
−iq·n1 + Jye
−iq·n2 − Jz]eiq·(n1+n2)/3. (9)
The off-diagonal elements κq in the Hamiltonian origi-
nate from H0 while the diagonal elements are due to the
4magnetic field. The function κq vanishes at the Dirac
points ±qD = (2π/3
√
3, 0)/a. Close to these points the
spectrum is linear. Expanding κq around ±qD leads to
κq ≈ (3/4)[(qx − qDx)± i(qy − qDy)].
The magnetic contribution to the Hamiltonian gives
rise to a gap in the spectrum of size Eg = 4|ǫqD | = 2
√
3K.
As we are interested in the low energy properties of the
system, we linearize the Hamiltonian in the vicinity of
the Dirac points and apply a continuum approximation.
For this purpose we introduce the new complex field op-
erators Aw/b(r). The new fermions satisfy the relation
(valid in the limit a→ 0)
As/
√
3a =eiqD·rAw/b(r) + e
−iqD·rA†w/b(r),
(10)
where the factor
√
3a is the square root of the area of the
unit cell. The vector r without the subscript l indicates
that it describes a point in the continuum instead of the
lattice sites rl. In this picture, the annihilation operator
Aw/b(r) corresponds to the contribution of the Dirac cone
at qD while the creation operator A
†
w/b(r) corresponds
to the opposite Dirac cone at −qD. The new operators
Aw/bD(r) obey the canonical fermionic relations
{Ab/w(r), A†b/w(r′)} = δ(2)(r − r′),
{A†b/w(r), A†b/w(r′)} = {Ab/w(r), Ab/w(r′)} = 0. (11)
In the following, we make use of a 4D Bogoliubov-de
Gennes representation and introduce the spinor A(r) =
[Aw(r), Ab(r), A
†
b(r), A
†
w(r)]
T . The first two entries con-
tain the hole (annihilation) operators and the last two
entries the particle (creation) operators47. Note that the
operator A(r) obeys the symmetry
[σxτxA(r)]
T = A†(r); (12)
here σx swaps the b/w degrees of freedom while the ma-
trix τx acts on the particle-hole degrees of freedom. In
the continuum limit, the Hamiltonian reads
H =
∫
d2rA†(r)H(r)A(r), (13)
with the Bogoliubov-de Gennes Hamiltonian
H =[Egσz/4 + ivσy∂x + ivσx∂y]τ0; (14)
here, we have introduced the velocity
v = 3Ja/4
of the Majorana modes. The Hamiltonian in Eq. (14) is
block diagonal in the particle-hole degrees of freedom48,
which is expressed by the identity operator τ0. This prop-
erty originates from the fact that we ignored fast oscil-
lating terms proportional to e±i2qD·r.
FIG. 3. A configuration with a vortex in the middle of
the shaded plaquette marked with the cross. We choose the
following gauge to describe a vortex: all αl on the dashed
line are set to −1 while all other αl are kept to be 1. In
a continuum model, the dashed line will manifest itself as a
branch cut. The wave function of bound Majorana modes
changes sign across the branch cut.
III. CALCULATION OF THE ZERO-MODE
WAVE FUNCTION
The aim of this section is to derive an analytical ex-
pression for the wave function of the bound zero modes of
a sufficiently isolated vortex. The vortex is described by
setting all αl = 1 except for the αl on the z-bonds along a
horizontal line that starts at the vortex position and ends
at infinity as shown in Fig. 3. This can be expressed as
a Hamiltonian H1 = H + V describing a system with a
single vortex. The potential term V adds a vortex to H
at the origin. As the system obeys translation invari-
ance, the resulting zero mode is general and can later be
shifted to any position in the sample. In the continuum
approximation, the potential V changes H only along a
horizontal line and can be implemented by changing the
boundary conditions of the solution along this line: in
particular, we require the wave function to change sign
when crossing the line. Further below, we show that this
line manifests itself as a branch cut.
For the calculation of the zero mode, we need to solve
the equation
H1χ = 0. (15)
The Hamiltonain H1 is block diagonal in the space of the
two Dirac cones and can be solved separately for each
block. Thus, the problem reduces to solving the 2 × 2
equation (
ǫ ∂x + i∂y
−∂x + i∂y −ǫ
)(
χ1
χ2
)
= 0, (16)
where we have introduced ǫ = Eg/3Ja, which will turn
out to be the inverse decay length of the zero mode. Due
to the radial symmetry, it is simpler to solve this problem
in polar coordinates. Transforming Eq. (16) yields(
ǫ eiϕ[∂r − i∂ϕ/r)]
e−iϕ[∂r + i∂ϕ/r] −ǫ
)(
χ1
χ2
)
= 0, (17)
5where ϕ ∈ [0, 2π[ is the angle with respect to the posi-
tive x-axis. This choice implements a branch cut on the
positive x-axis so that the ansatz
χ1 = g(r)e
−i(n−1/2)ϕ,
χ2 = g(r)e
−i(n+1/2)ϕ (18)
with n ∈ Z satisfies the boundary conditions and changes
sign when crossing the branch cut. Inserting the ansatz
into Eq. (17) leads to the two equations
n = 0,
(ǫ + ∂r +
1
2r
)g(r) = 0. (19)
The first equation tells us, that the zero mode is radial
symmetric. From the second equation, we find the ex-
plicit radial wave function
g(r) ∝ e
−ǫr
r1/2
. (20)
Note that our result is qualitatively different from the
wave function that would describe the MZM in a chi-
ral p-wave superconductor18,19 even though after Jordan-
Wigner transform, both Hamiltonians are the same mod-
ulo irrelevant constants. The wave function in the case
of a p-wave superconductor with the same Hamiltonian
has only an exponential decay without the power-law de-
pendence. The difference is due to the fact that in the
superconducting case, one searches for a solution which is
periodic in ϕ and thus, half-integer n-s. This leads to an
edge mode around the defect which is not at zero energy.
The zero-mode then arises by introducing a half-a-flux
quantum magnetic vortex in the defect, which then give
rise to a zero-energy mode. In the case of the honeycomb
model, the vortex defect of the Z2 gauge field is sufficient
to give rise to the zero energy mode by itself. The key
point here is that the charge degree of freedom of elec-
trons couples to electromagnetic fields. This gives rise to
qualitatively different physics compared to that arising
from interacting spins, even though the Hamiltonians in
the two cases appear to be similar.
The lower block of Eq. (15), corresponding to the op-
posite Dirac cone, has the same solution for the wave
function. To satisfy the symmetry, Eq. (12), of the
spinorA(r) the full zero mode has to combine both Dirac
points. Additionally, we require the absolute value of the
black and white components of the wave function to be
continuous when passing through the vortex along the
line of the branch cut. Using these criteria leads to the
normalized spinor χ(r) for a zero mode bound to a vortex
at the origin, reading
χ(r) =


ei(ϕ/2+π/4)
e−i(ϕ/2−π/4)
ei(ϕ/2−π/4)
e−i(ϕ/2+π/4)

 g(r), (21)
where g(r) = (ǫ/4πr)1/2e−ǫr. The wave function decays
exponentially due to the decay length ǫ−1 introduced by
the magnetic field in addition to an algebraic decay ∝
r−1/2. The latter corresponds to the conventional decay
of a radial symmetric wave.
From Eq. (10), we can read off the transformation be-
havior of the wave function when we shift the Hamilto-
nian by a vectorRk, representing the position of a vortex
not at the origin. The hole components are multiplied by
a phase factor e−iqD·Rk , while the particle components
need to be multiplied by eiqD·Rk . This leads to the gen-
eral MZM wave function bound to a vortex at position
Rk given by
χk(r) =


ei(ϕk/2−qD·Rk+π/4)
e−i(ϕk/2+qD·Rk−π/4)
ei(ϕk/2+qD·Rk−π/4)
e−i(ϕk/2−qD·Rk+π/4)

 g(|r −Rk|), (22)
where ϕk ∈ [0, 2π[ is the angle defined with respect to an
axis parallel to the x-axis that runs through the vortex
core at Rk. From this we find the zero mode operator
γk =
∫
d2re−ǫ|r−Rk|(ǫ/4π|r −Rk|)1/2
× [fwAw(r) + f∗wA†w(r) + fbAb(r) + f∗bA†b(r)],
(23)
with fw = e
i(ϕk/2−qD·Rk+π/4) and fb =
e−i(ϕk/2+qD·Rk−π/4). Note that γk is manifestly
Hermitian and therefore, represents a MZM. In Fig. 4
we compare the numerical exact wave function, obtained
by numerically diagonalizing Eq. (6), to our analytic
expression. The agreement is rather good even for
moderate distances from the vortex core.
IV. COMPUTATION OF THE ENERGY
SPLITTING IN THE PRESENCE OF TWO
VORTICES
Above, we calculated the wave function of the zero
mode bound to a single vortex in the Kitaev honeycomb
model. If there are two vortices, each of these carries a
zero mode. Provided that the vortices are separated suffi-
ciently, this leads to a two-fold degenerate ground state.
However, if the vortices approach each other, the zero
modes hybridize to give rise to a conventional fermionic
mode and, as a result, the ground state is no longer de-
generate. The aim of this section is to calculate the en-
ergy difference ∆ between the ground state and the first
excited state that arises due the hybridization between
two MZM-s.
We split the HamiltonianH2 = H0+V1+V2, describing
the system and the two vortices, into the Hamiltonian
H0 for a system without vortices and the two potential
terms V1 and V2, which each add a vortex. We project
the eigenvalue equation H2Ψ = EΨ into the low energy
6FIG. 4. The plot shows the analytic result for the wave func-
tion of the zero mode (dots) on top of the numerical exact
wave function (little crosses) obtained by numerical diagonal-
ization of Eq. (6). The wave functions are evaluated along
the branch cut on the white sublattice (with K = 0.03J , for
a vortex at the origin). The dots and crosses represent the
wave function on lattice sites while the lines connecting the
dots are a guide to the eye. The plot shows that the analytic
results are valid even for relatively small distances from the
vortex core.
sub-space of the two zero modes. To second order, the
energy splitting is given by
∆ = 2|〈χ2|H2|χ1〉|, (24)
where χ1/2 are the MZM wave functions for a vortex at
position R1/2 as given by Eq. (22). Our main task is to
determine the matrix element 〈χ2|H2|χ1〉. For the eval-
uation of the latter we can use the fact that we are deal-
ing with zero modes with the properties (H0 + V1)χ1 =
(H0 + V2)χ2 = 0 and conclude
〈χ2|H2|χ1〉 = 〈χ2|V1|χ1〉 = 〈χ2|V2|χ1〉. (25)
In Sec. III, we implemented the potential that adds a
vortex by changing the boundary condition of the un-
perturbed system for the wave function. However, here
it is more convenient to have an explicit expression for
the vortex potentials V1 and V2. The potentials needs
to switch the sign for all hopping interactions along the
branch cut of the corresponding vortex. For the calcula-
tion of the energy splitting, we introduce the geometry as
shown in Fig. 5. We choose the branch cut of the vortex
further right on the x-axis to point to positive infinity.
Thus the angle around the vortex ϕ1 with respect to an
axis that runs through the vortex parallel to the x-axis
is defined as ϕ1 ∈ [0, 2π[. For the vortex further left on
the x-axis, we choose the branch cut to point in the op-
posite direction so that the angle ϕ2 with respect to an
axis that runs through this vortex parallel to the x-axis
is defined as ϕ2 ∈ [−π, π[. This choice keeps the two
potentials locally separated and avoids that V1 and V2
have terms in common. A simple way to find the explicit
form of the potentials V1 and V2 is to consider twice the
FIG. 5. The sketch shows the geometry we choose for the
calculation of the energy splitting due to hybridization of two
MZM-s. The gray plaquettes with a cross mark the position
of a vortex. The angle ϕ1 of the vortex further right on the
x-axis is defined with respect to an axis that runs through
the vortex parallel to the x-axis such that ϕ1 ∈ [0, 2pi[. This
adds a branch cut for the wave function pointing along the
x-axis to positive infinity. The vortex further left on the x-
axis is described by the angle ϕ2 with respect to an axis that
runs through this vortex parallel to the x-axis. This time
ϕ2 ∈ [−pi, pi[, so that the branch cut points along the x-axis
to negative infinity. We can choose to evaluate the matrix
element 〈χ2|H2|χ1〉 on one of the branch cuts. In the main
text, we choose to evaluate it on branch cut 1, indicated by
the red color.
negative z-interaction terms along the branch cut of the
second quantized Hamiltonian. By applying the contin-
uum approximation and using the Bogoliubov-de Gennes
representation to
V1 =− 2iJ
∑
b1
As=(i,j,w)As′=(i,j,b)
=
∫
d2rA†(r)V1(r)A(r), (26)
we can read of the potential V1. Here we defined b1 as the
set of z-links on the branch cut that belongs to the vortex
with branch cut 1. The potential assumes the form
V1(r) =− 4ivΘ[x− (R1)x]δ[y − (R1)y]
×
(
iσy 0
0 −iσy
)
, (27)
where we ignored the fast oscillating terms ∝ e±2iqD·r.
Here, (R1)x is the x-component and (R1)y the y-
component of the vortex position R1. In this continuum
approximation, the potential has finite weight only on
the branch cut, which is ensured by the Θ-function in
x-direction and the δ-distribution in y-direction. The δ-
distribution is multiplied by a factor of 3a, which is the
width of the unit-cell in y-direction. By acting with the
potential on the wave function of the MZM, it adds a mi-
nus sign to the black components of the wave function,
while leaving the white components untouched. This im-
plements the desired sign change of the wave function
7across the branch cut, as the white components sit above
while the black components sit below the branch cut.
Proceeding similarly, we can obtain the potential V2.
However, for the following calculation we choose to eval-
uate the matrix element 〈χ2|V1|χ1〉, which contributes
only on the branch cut 1 (see Fig. 5). This leads to the
ambiguity that both, the choice ϕ1 = 0 and ϕ1 = 2π, rep-
resent the wave function on the branch cut. However, if
we consider the real lattice, we need to take into account
again that sites on the black sub-lattice always sit below
the branch cut while sites on the white sub-lattice always
sit above the branch cut. To implement this fact in the
continuum model, we have to set ϕ1 = 0 for the spinor
components of the white sub-lattice and ϕ1 = 2π for the
spinor components of the black sub-lattice. Evaluating
the matrix element, we find
〈χ2|V1|χ1〉 = − 16iv cos(qD ·R)
×
∫ ∞
(R1)x
dx cos(
ϕ2
2
)g(|r −R1|)g(|r −R2|),
(28)
where R = R1 −R2. This term has a direction depen-
dence by the factor cos(qD ·R) that implements the prop-
erties of the honeycomb lattice in the continuum model.
Beyond that, we expect the splitting to be isotropic be-
cause we treat the isotropic Kitaev model. Therefore, the
result of the integral needs to be independent of the an-
gle ϕ2. We checked analytically that the integral, except
of the factor cos(qD ·R), indeed does not depend on the
angle ϕ2, as long as the distance |R| between the vortices
is fixed. Thus, we can choose ϕ2 = 0 for simplicity and
define x˜ = x−R/2 to find
〈χ2|V1|χ1〉 =− 4iv cos(qD ·R) ǫ
π
e−ǫR
∫ ∞
0
dx
ǫe−2ǫx˜√
x˜(x˜+R)
=− 4iv cos(qD ·R)
√
ǫ
2πR
e−ǫR, (29)
where we assumed large distances between the vortices
with ǫR ≫ 1 and replaced x˜ + R ≈ R, valid in regions
where the integrand has relevant contributions. With
this, the energy splitting reads
∆ = 8v| cos(qD ·R)|
√
ǫ
2πR
e−ǫR. (30)
The splitting has the same decay properties as the Ma-
jorana wave functions. The only angular dependency
comes in by the sixfold symmetric factor | cos(qD ·R)|.
Note that there are no vortex positions on the lattice
where the prefactor is exactly zero. However, for large
distances between the vortices almost any vector R can
be approximated and the splitting oscillates depending
on the direction of of the vortex separation.
V. CALCULATION OF THE DYNAMICAL
SPIN-SPIN STRUCTURE FACTOR
In Sec. III and Sec. IV, we have calculated the MZM
wave functions and the splitting of the ground state en-
ergy due to finite overlap of two such MZM-s. In this sec-
tion, we treat the case of a large number (N) of MZM-s
and analytically calculate the dynamical structure factor
Sq(ω) for energies below the gap using the energy split-
ting and MZM wave functions obtained above. We con-
sider the case where the temperature T is below the gap
Eg with kBT ≪ Eg but still large compared to the scale
of the average hybridization splitting of two Majorana
modes with kBT ≫ v
√
ǫ/λe−ǫλ [see Eq. (30)], where λ
is the typical distance between vortices. In this limit
the system is in an equal mix of the almost-degenerate
ground states. This low energy eigenspace is spanned by
the 2N states |k〉, satisfying H |k〉 = Ek|k〉 with energies
Ek. Here, k ∈ {0, . . . , 2N/2 − 1} is a number, where each
bit represents the occupation of an eigenmode in the low
energy space. The structure factor is then given by
Sabq (ω) =
1
N
∑
s,s′
eiq·(rs−rs′)
∫
dteiωtSabss′ (t), (31)
where a, b ∈ {x, y, z} and Sabss′(t) reads
Sabss′(t) =
1
2N/2
∑
k
〈k|σas (t)σbs′ (0)|k〉
=
1
2N/2
∑
k
〈k|eiHtσas e−iHtσbs′ |k〉
=
1
2N/2
∑
k
〈k|σas e−iHtσbs′ |k〉eiEkt. (32)
Here σas (t) are the Pauli matrices in the Heisenberg pic-
ture. The spin-spin correlation in the Kitaev honeycomb
model is ultra short ranged and only nearest neighbor
and on-site correlators that correlate spins from the same
type, i.e. σaσa, add finite contributions.
2,49,50 Therefore,
we have Saass′ 6= 0 only if s = s′ or if s and s′ represent
nearest neighbors. As we are working with the isotropic
model (Jx = Jy = Jz), the structure factor is the same for
all three types of interactions and directions. Therefore,
we only calculate the zz-structure factor and suppress the
interaction labels from now on. For the zz-structure fac-
tor, only sites separated by a z-link and on-site terms con-
tribute to Eq. (32). Thus, we can replace rs−rs′ = ±aey
for the z-link contribution and rs−rs′ = 0 for the on-site
contribution resulting in
Sq(ω) =
1
N
∑
s
∫
dteiωt
[
Sss(t)
+ eiaqySs=(i,j,w)s′=(i,j,b)(t)
+ e−iaqySs′=(i,j,b)s=(i,j,w)(t)
]
, (33)
where qy is the y-component of the momentum vector q.
Applying the Jordan-Wigner transformation leads to the
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Sss(t) =
i
2N/2
∑
k
〈k|Ase−iH+tAs|k〉eiEkt, (34)
if s = s′ and
Sss′(t) =− 1
2N/2
∑
k
〈k|Ase−iH+tAs′ |k〉eiEkt,, (35)
if s 6= s′. In these expressions, the operators As are the
Majorana operators introduced in Sec. II. The Hamilto-
nian H+ that appears in the time evolution of the trans-
formed matrix elements is the Hamiltonian H with two
additional vortices in the plaquettes directly adjacent to
the link between sites i and j.50 It satisfies the equa-
tion H+|l+〉 = El+ |l+〉 with eigenmodes |l+〉 and energy
El+ . The label l represents a bit string like the label k,
with l ∈ {0, . . . , 2N/2 − 1}, where each bit represents the
occupation of a mode. The energy of the mode hosted
by the two extra vortices in H+ is close to the energy
of the gap, because the vortices are separated only by
one plaquette and thus the energy splitting is maximal.
Therefore, the extra vortices are not relevant for the low
energy structure factor, except for an energy shift that
is caused by the raise in excitations of the gauge field
from N to N +2 vortices. This energy shift is called the
flux gap Efl = E0+ − E0, which is the difference in the
ground state energies of the Hamiltonian H and H+ (at
the isotropic point Efl ≈ 0.26J , see Ref. 2).
It is useful to write down the Lehman representation
of the dynamical structure factor reading (for s 6= s′,
otherwise it is multiplied by −i)
Sss′(ω) =
∫
dteiωtSss′ (t)
=− 1
2N/2
∑
k,l+
〈k|As|l+〉〈l+|As′ |k〉
× δ[Ek − El+ + (ω − Efl)]. (36)
We assume a dilute gas of vortices with a low vortex den-
sity satisfying λǫ≫ 1. This implies that for the creation
of a fermionic eigenmode it is a good approximation to
take only two MZM-s localized close to each other into
account. The operators that create single eigenmodes
are given by the superposition of two MZM-s γj,A and
γj,B bound to vortices at position Rj,A and Rj,B with
z†j = (γj,A ± iγj,B)/2. The pairing of the zero modes
γj,A and γj,B has to be done in a way that the sum of
the distance between all chosen pairs of vortices in the
sample is minimized. The choice of the plus or minus
sign has to be taken so that the operator zj annihilates
the ground state |0〉, which depends in general on the
sign of the energy splitting in Eq. (30) without the ab-
solute value. Note that the final structure factor will
not depend on these signs. The subgap states are thus
given by |k〉 = ∏j(z†j )kj |0〉, where kj is the jth bit of
k. As the creation and annihilation operators z†j and zj
are localized objects, they do not differ significantly for
H and H+, especially as H+ differs only locally from H ,
too. Therefore we can assume that the eigenstates of H+
are created by the same operators as the one for H with
|l+〉 =
∏
j(z
†
j )
lj |0+〉, where lj is the jth bit of l.
Only matrix elements between states |k〉 and |l+〉 that
differ in the occupation of a single bound mode have a
finite contribution to Eq. (36). This stems from the fact
that the Majorana operators As change the fermion par-
ity by one. In other words, only matrix elements la-
beled by l and k that differ by a single bit contribute.
Labeling the position of this bit by j, one of the sums
over k and l+ in Eq. (36) can be reduce to a sum over
j ∈ 1, . . . , N/2. The other sum results in a simple mul-
tiplication by the prefactor 2N/2−1, because there are
2N/2−1 different states that differ by the same single bit
of k and l. All these states add the same contribution to
Eq. (36). This leads to
Sss′(ω) =− 1
2
N/2∑
j=1
[Sss′,jδ(ω − Efl − Ej)
+ Ss′s,jδ(ω − Efl + Ej)], (37)
where Ej is the energy of mode zj and Sss′,j is a single
mode term that we introduce as
Sss′,j =〈0|Asz†j |0+〉〈0+|zjAs′ |0〉. (38)
For the calculation of this term, it is convenient to apply
the continuum approximation, so that we can use the Ma-
jorana operators from Eq. (23) to express the fermionic
modes zj . By additionally expressing the Majorana op-
erators As with Eq. (10) by the Dirac fermions Aw/b(r),
we can proceed with the calculation by using the canon-
ical commutation relations between the Dirac fermions.
If we first take only the on-site contributions Sss,j into
account, we find in the continuum approximation
Sss,j(r) =2ζ
∑
f∈{A,B}
g2j,f{1 + sin[qD · (r −Rj,f ) + ϕj,f ]},
(39)
where the continuous vector r points to the position of
the unit cell containing the site s. In the continuum ap-
proximation, the label ss is kept only for the purpose of
indicating that Sss,j(r) represents the on-site contribu-
tion. The function gj,f = g(|r − Rj,f |) is the decaying
prefactor of the spinor given in Eq. (22) and ζ is the over-
lap between the vacua of the different flux sectors with
approximately ζ = |〈0+|0〉|2 ≈ 0.8 at the isotropic point
of the Kitaev honeycomb model.50 The angles ϕj,A and
ϕj,B are the angles corresponding to the vortices, which
are defined with respect to an axis that runs through the
vortex parallel to the x-axis as shown in Fig. 5. The
on-site contribution consists of terms that depend only
on the wave function of a single MZM. In contrast, the
nearest neighbor contribution to the dynamical structure
9factor Ss=(i,j,w)s′=(i,j,b),j is complex with imaginary and
real part
Im[Sss′,j(r)] =
∑
f∈{A,B}
4ζg2j,f
{
cos(ϕj,f )
+ sin[2qD · (r −Rj,f )]
}
,
Re[Sss′,j(r)] =8ζgj,Agj,B
{
sin[qD · (Rj,A −Rj,B)]
× sin[ϕj,A + ϕj,B
2
]
+ cos[qD · (2r −Rj,A −Rj,B)]
× sin[ϕj,A − ϕj,B
2
]
}
. (40)
As for the on-site contribution, the label ss′ is kept only
to indicate that it is an off-site contribution, while the
vector r describes the position of the unit cell containing
the sites s and s′. The real part of the structure fac-
tor is diagonal in the wave functions and contains only
single MZM terms. The imaginary part is off-diagonal
and proportional to the overlap between the wave func-
tions of the two MZM-s that from the complex fermionic
eigenmode. Inserting these results into Eq. (33) and us-
ing that S∗ss′,j = Ss′s,j , the dynamical structure factor
reads
Sq(ω) =
1
N
N/2∑
j=1
∫
d2r
[
Sss,j(r) + cos(aqy)Re[Sss′,j(r)]
]
×
[
δ(ω − Efl − Ej) + δ(ω − Efl + Ek)
]
+ sin(aqy)Im[Sss′,j(r)]
×
[
δ(ω − Efl − Ej)− δ(ω − Efl + Ek)
]
. (41)
The formulas given by Eq. (39) and Eq. (40), together
with Eq. (41), provide, up to spatial integration, an ana-
lytic expression for the sub-gap dynamical structure fac-
tor Sq(ω). In frequency space, it consists of isolated δ-
peaks distributed around the flux gap energy ω = Efl,
because this is the energy that needs to be excited to
switch the flux sectors from N vortices to N + 2 vor-
tices. The exact position of these peaks in frequency
space depends on the distribution of vortices and their
distances to each other. In real systems however, the
vortices will be distributed randomly. Therefore, we con-
sider a quenched disorder average of the structure factor
over the positions of the vortices in the next section.
VI. STRUCTURE FACTOR IN THE PRESENCE
OF QUENCHED DISORDER
We consider N vortices which we divide into N/2 pairs
(Rj,A,Rj,B), where Rj,A and Rj,B point to the vortex
positions. The reason for this notation is explained be-
low. We assume the positions of the vortices in the sam-
ple to be distributed randomly and thus apply a quenched
disorder average over these positions. We treat these as
random variables without dynamics caused by the Hamil-
tonian of the system. The average structure factor reads
S¯q(ω) =
1
N
∫
d2R1,Ad
2R1,B · · · d2RN/2,Ad2RN/2,B
× P (R1,A,R1,B · · ·RN/2,A,RN/2,B)Sq(ω),
(42)
where P (R1,A · · ·RN/2,B) is the probability that a given
vortex configuration is realized. Such a quenched dis-
order average smears out the δ-peaks and introduces a
natural broadening that we quantify in the following.
As the fermionic eigenmodes in the sub gap region
depend on the distance between the vortices, we need to
pair up the correct vortex bound states depending on
the configuration R1,A,R1,B · · ·RN/2,A,RN/2,B. With
the vortex density so low that at most two vortices are
close to each other, we can approximately minimize
the sum of the distances between all chosen pairs by
pairing up a vortex at position Rj,A with its closest
neighbor at Rj,B to form the eigenmodes zj . This
implies that the distribution P (R1,A · · ·RN/2,B)
factorizes with P (R1,A · · ·RN/2,B) =
P2(R1,A,R1,B) · · ·P2(RN/2,A,RN/2,B), where P2 is
a two-body probability distribution. It is defined by
P2(RA,RB) =
1
π2λ4N
e−|RA−RB |
2/λ2 = P2(R), (43)
and returns the probability of having a vortex at an ar-
bitrary position RA with its closest neighbor at distance
R = |RA −RB | from the point RA. It is normalized to∫
d2RAd
2RBP2(RA,RB) = 1. The typical vortex spac-
ing can be expressed by λ = a
√
L2/πN and is thus large
for small vortex densities. We assume the latter to be so
small that ǫλ≫ 1, which assures that our assumption to
take only two vortices close to each other into account is
consistent. We checked numerically that Eq. (43) corre-
sponds indeed to the correct distribution of finding the
closest point to another point in a 2D sample of randomly
but uniformly distributed points.
Each term in Eq. (41) depends only on two vortex posi-
tions. Thus, we need to perform only two 2D non-trivial
integrals. After averaging, each eigenmode labeled by j
in Eq. (41) adds the same value to the final result, so that
solving only one of the N/2 two-body integrals explicitly
is sufficient. Therefore, we use j = 1 for all expressions
in the following. As the average distance between the
vortices proportional to λ is large compared to the lat-
tice constant, we are interested in the structure factor at
small q. Due to the ultra short ranged correlators, there
is only little structure in q-space50 and therefore we re-
strict our calculations on q = 0 for simplicity. Evaluated
at q = 0, the structure factor can be measured in electron
spin resonance. Its leading contribution is given by the
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on-site term Sss,j because Im(Sss′,j) is not relevant at
q = 0 due the sin(aqy) prefactor and Re(Sss′,j) is always
sub dominant. The latter stems from the fact that the
factor gj,Agj,B is always exponentially smaller than one
of the diagonal terms g2j,A or g
2
j,B. It remains to solve the
integral
S¯q=0(ω) =
ζN
2N
∫
d2rd2RBd
2RAP2(Rj,A,Rj,B)Sss,j
×
[
δ(ω − Efl − Ek) + δ(ω − Efl + Ek)
]
.
(44)
As r appears only in differences with the vortex posi-
tions Rj,A/B , the final result will be independent of the
correlators position and thus we set r = 0 for each in-
tegral. It is useful to introduce the relative vortex dis-
tance R = Rj,A − Rj,B and a center of mass coordi-
nate S = (Rj,A +Rj,B)/2. The δ-distributions as well
as the probability density P2(R) are independent of the
center of mass coordinate. Therefore, it is best to per-
form the center of mass integral first. The second term
in the on-site contribution of Eq. (39) proportional to
sin[2qd ·(Rj,A/B)+ϕj,A/B ] = sin[2qd ·(S±R/2)+ϕj,A/B]
oscillates fast on the scale 1/ǫ for the center of mass in-
tegral while g2j,A/B changes only slowly. Therefore, the
oscillating term averages out and only the isotropic51 first
term in Eq. (39) remains. Note that if Rj,A/B ∝ ey there
are no oscillations that can average out the contribution.
However, this is only relevant for a single direction in a
2D system and thus the contribution to the final result
is still small. Inserting the wave functions, the remaining
integral in relative and center of mass coordinates reads
S¯q=0(ω) =(ζNǫ/4π)
∫
d2rd2S d2R P2(R)
×
(
e−ǫ|S+R/2|
|S +R/2| +
e−ǫ|S−R/2|
|S −R/2|
)
×
[
δ(ω − Efl − Ek) + δ(ω − Efl + Ek)
]
=(ζN/2)
∫
d2rd2RP2(R)e
−ǫR
×
[
δ(ω − Efl − Ek) + δ(ω − Efl + Ek)
]
.
(45)
In the second step, we performed the center of mass inte-
gral dS2 which is independent of the δ-distributions and
the probability density P2(R). In the remaining integral,
the δ-distributions contribute for vortex separations R
that satisfy ω − Efl ±∆(R) = 0. From this, we find the
angle integral dϕR from d
2R = RdRdϕR in the contin-
uum limit to result in the factor
I(R,ω) =
{
2√
[∆P (R)]2−(ω−Efl)2
, |ω − Efl| < |∆P (R)|,
0, otherwise,
(46)
where the radial symmetric ∆P (R) = ∆(R)/| cos(qD ·R)|
is the energy splitting between vortices without the di-
rection depended oscillations, see Appendix A. The re-
maining integral
S¯q=0(ω) =
ζN
2N
∫
d2r
∫ RC
0
dRRP2(R)I(R,ω)e
−ǫR,
(47)
can be solved numerically and leads to a peak in the
dynamical structure factor at ω = Efl, see Fig. 6. This
peak is the signature of the zero modes inducing the 2N/2-
fold degenerate ground state.
To provide analytical results describing the peak, we
note that the factor I(R,ω) introduces a cutoff at
RC(ω) =
ln{ωˆ/[ω − Efl] ln[ωˆ/(ω − Efl)]}
2ǫ
, (48)
which is the approximate solution of the equation (ω −
Efl)
2 = ∆P (R)
2 valid for ω ≪ ωˆ with
ωˆ = 8vǫ/π1/2. (49)
The height of the peak can easily be found by evaluating
Eq. (47) at ω − Efl = 0. We find
S¯q=0,peak =
vζΓ(5/4)
2(πλ)3/2J2ǫ1/2
≈ 0.08 vζ
J2λ3/2ǫ1/2
, (50)
with Γ(x) being the Gamma function. To find an ana-
lytic expression for the shoulder of the peak and its decay
behavior we use that for the decay the integrand is domi-
nated at R = RC . We expand the factor under the square
root in I(R,ω) around RC up to first order and replace
the remaining R variables by the dominating RC . Here,
we find
S¯q=0,tail(ω) =
vζ ln[ωˆ/(ω − Efl) ln(ωˆ/(ω − Efl))]2
21/2π3/2J2ǫ3λ4
,
≈0.13vζ ln[ωˆ/(ω − Efl) ln(ωˆ/(ω − Efl))]
2
J2ǫ3λ4
.
(51)
The results show that the shoulder of the peak has an
unusual decay proportional to ln[ωˆ/(ω − Efl) ln(ωˆ/(ω −
Efl))]
2. This interesting feature and the position of the
peak centered around Efl are signatures for the presence
of MZM-s in the system. We compare the analytic results
to the numerical results in Fig. 6.
The decay of the structure factor depends on the five
important parameters J, ǫ, λ, v and ζ. The material pa-
rameter v depends on the lattice spacing and the energy
per bond and is therefore constant for a given material.
The parameter ǫ can be tuned by the magnetic field while
λ contains the information about the density of vortices
present. The parameter ζ depends on the choice of Jx, Jy
and Jz. Our results are obtained for the isotropic point
Jx = Jy = Jz = J and therefore, we have a constant
ζ ≈ 0.8.
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FIG. 6. The upper panel shows the numerical results of
Eq. (47) for the dynamical sub-gap structure factor normal-
ized to the value at ω − Efl = 0. The result is a narrow
peak located around the flux gap Efl. The lower panel shows
a close up of the rectangle in the upper panel. The dashed
line represents our analytic result S¯q=0,tail(ω), while the solid
line depicts the numerical result. We find an unconventional
decay proportional to ln[ωˆ/(ω −Efl) ln(ωˆ/(ω − Efl))]
2.
VII. CONCLUSION
In the present work, we have analyzed the properties
of the non-Abelian phase of Kitaev’s honeycomb model
in the presence of an external magnetic field. First, we
derived the continuum Hamiltonian describing the sys-
tem. Using this Hamiltonian, we analytically computed
the wave functions of the MZM-s attached to vortex de-
fects. These wave functions decay proportional to the
inverse square root of the distance to the vortex posi-
tion additionally to an exponential decay. The inverse
decay length ǫ is determined by the ratio of the strength
of the magnetic field and the spin-spin interaction. Fur-
thermore, we obtained an analytic expression for the en-
ergy splitting that arises when two vortices approach each
other which results in hybridization of the zero modes.
We find that the energy splitting also decays as a function
of distance between the vortices with a power law depen-
dence, in addition to the exponential decay. On top of
this decay, we found an oscillating prefactor | cos(qD ·R)|
of the splitting that depends not only on the distance
between the vortices but also on the direction. Using
these results, we calculated a quenched disorder average
of the low energy dynamical structure factor in presence
of vortices. This quantity is relevant for experiments at-
tempting to realize this model and has an unique signa-
ture of the presence of bound MZM-s. It adds a peak
to the structure factor at the position of the flux gap
Efl which is a direct result of the approximate ground
state degeneracy due the MZM-s. Moreover, this peak
shows an unconventional decay behavior proportional to
ln[ωˆ/(ω−Efl) ln(ωˆ/(ω−Efl))]2 that could be used to char-
acterize the Kitaev interactions in a material. As the ex-
istence of the additional peak at Efl only depends on the
ground state degeneracy, it will be stable against pertur-
bations to the Kitaev Hamiltonian as long as the system
hosts MZM-s. However, it remains for future work to
show if the characteristic decay of the peak we derived in
this work persists in the presence of small perturbations
to the Kitaev Hamiltonian.
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Appendix A: Derivation of Angle Integral
In this appendix, we derive the expression I(R,ω) of
Eq. (46). We want to solve the angle integral
I(R,ω) =
∫
dϕR δ(ω − Efl − Ek), (A1)
where we only considered one of the δ-distributions. This
is possible, because one of the δ-distributions only con-
tributes for positive ω−Efl while the other has the same
contribution for negative ω − Efl. The angle ϕR is the
angle between qD and R. We have to evaluate the δ-
distribution for the argument
ω − Efl −∆P (R)| cos[|qD|R cos(ϕR)]|. (A2)
For large |qD|R, the cos-factor oscillates 4|qD|R/π times
between 1 and −1 for ϕR ∈ [0, 2π[. We substitute zm =
∆P (R)| cos[|qD|R cos(ϕR)] on every monotonous part m
of the cos-factor and find
I(R,ω) =
∑
m
∫ 1
−1
dzm
δ(ω − Efl − zm)
|qD|R
√
∆2P (R)− z2m| sin(ϕR)|
.
(A3)
The factor | sin(ϕR)| is almost constant on a each part
m and for different m all values are visited uniformly.
Therefore, we can approximately replace sin(ϕR) by the
average 2/π and obtain
I(R,ω) =
∑
m
∫
dzm
πδ(ω − Efl − zm)
2|qD|R
√
∆2P (R)− z2m
=
2√
∆2P (R)− (ω − Efl)2
, (A4)
In this step, we used the fact that every of the 4|qD|R/π
terms in the sum has the same contribution. Note that
in this derivation, we ignored that there is a divergence
if sin(ϕR) = 0, so that ω = ωd = cos(|qD|R). This
divergence leads to a peak in Eq. (A4) at ωd. However,
we find that the area under the peak is ∝ 1/√|qD|R,
which vanishes for large |qD|R.
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