Introduction
Computer network security is gaining worldwide attention as attacks to computer network systems become more widespread and sophisticated. An Intrusion Detection System (IDS) is an important component of the defense-indepth security mechanisms in computer network systems and it has been widely studied in recent years. In general, there are two main intrusion detection techniques depending on the modeling methods used: misuse detection and anomaly detection. Misuse detection identifies evidence of malicious behavior by matching it against predefined descriptions of attacks, or signatures. Examples of misuse detection techniques are IDIOT [1] , STAT [2] and Snort [3] . Although misuse detection is effective for detecting known attacks, it generally cannot detect new attacks that were not previously defined. Anomaly detection, on the other hand, defines normal behavior and attempts to identify any unacceptable deviation as possibly the result of an attack. Examples of anomaly detection techniques are IDES [4] and EMERALD [5] . Clearly anomaly detection is able to detect new attacks. However, it may also cause a significant number of false alarms because the normal behavior varies widely and obtaining complete descriptions of normal behavior is often difficult.
IDSs can also be categorized as network-based IDSs and host-based IDSs according to the target environment for detection. Network-based IDSs monitor network behavior usually by examining the content as well as the format of network traffic. Host-based IDSs, on the other hand, monitor the host system behavior by examining the information of the system, such as CPU time, system calls and command sequences. Anomaly detection has been an active research area for two decades since it was originally proposed by Denning [6] . Many methods have been developed for network-based anomaly detection, such as machine learning, data mining, neural networks, statistical methodology. Lee et al. [7, 8] used Data Mining (DM) techniques to extract features from network data and to build misuse detection models. The detection models generalized rules that classify the data with the values of the extracted features. Liu et al. [9] proposed a new Genetic Clustering (GC) based anomaly detection algorithm. The method can establish clusters and detect network intrusions by labeling normal and abnormal groups. Eskin et al. [10] proposed a geometric framework for unsupervised anomaly detection and three algorithms, Cluster, K-Nearest Neighbor (K-NN) and Support Vector Machine (SVM), were used for classification. Shyu et al. [11] proposed a Principal Component Classifier (PCC) for network intrusion detection. They measured the Mahalanobis distance of each observation from the center of the data for anomaly detection. The Mahalanobis distance is computed based on the sum of squares of the standardized principal component scores. Heywood et al. [12] used a hierarchical neural network approach based on Self Organizing Maps (SOM) and potential function clustering for network intrusion detection. Sarasamma et al. [13] proposed a multilevel Hierarchical Kohonenen Net (HKN) for anomaly network intrusion detection. Each level of the hierarchical map is modeled as a simple winnertake-all Kohonenen net.
An IDS is one component of an effective security model. Attack alarms from IDSs are usually reported to autoresponse systems or security staff for automatic or manual appropriate response actions according to the specific attacks. Identifying attacks in real-time is therefore crucial for taking appropriate response actions as soon as possible before substantial damage is done. However, nearly all the current anomaly detection methods can only detect network behavior as normal or abnormal but cannot identify the type of attack. Relying on current anomaly detection systems, therefore, is not adequate for real-time effective intrusion prevention.
On the other hand, most current intrusion detection methods lack the capacity of real-time processing large amounts of typically high dimensional audit data produced during daily operation in a computer system or networks. In experiments carried out by MIT Lincoln Lab for the 1998 DARPA evaluation [14] , for example, network traffic over 7 weeks contains four gigabytes of compressed binary tcpdump data which were processed into about five million connection records. Processing a large amount of audit data in real-time for intrusion detection is therefore essential for a practical IDS so that actions for response can be taken as soon as possible.
In our previous work [15] , we used Principal Component Analysis (PCA) [16] to profile normal program and user behaviors for host-based anomaly intrusion detection. In this paper, we extend our previous work to the network environment and propose a real-time network-based intrusion identification model based on PCA. The novelty of our work lies in the following two aspects. First, the model can not only detect but also identify intrusions by profiling normal network behavior as well as various attack behaviors. Second, the model can achieve real-time intrusion identification based on dimensionality reduction and on a simple classifier. In the proposed method, each network connection is transformed into an input data vector. PCA is employed to reduce the high dimensional data vectors and identification is thus handled in a low dimensional space with high efficiency and low usage of system resources. The distance between a vector and its reconstruction onto those reduced subspaces representing different types of attacks and normal activities is used for identification. The low computational expense of the distance allows a real-time performance of intrusion identification. The model is tested with network data from MIT Lincoln labs for the 1998 DARPA Intrusion Detection Evaluation Program and testing results show that the method is promising in terms of identification accuracy and computational efficiency for real-time identification.
The remainder of this paper is organized as follows. Section 2 describes the proposed intrusion identification model. The details of the experiments and the testing results are given in Section 3. Concluding remarks follow in Section 4.
The Intrusion Identification Model Based on
Principal Component Analysis
Principal Component Analysis
Principal Component Analysis (PCA, also called Karhunen-Loeve transform) is one of the most widely used dimensionality reduction techniques for data analysis and compression. It is based on transforming a large number of variables into a smaller number of uncorrelated variables by finding a few orthogonal linear combinations of the original variables with the largest variance. The first principal component of the transformation is the linear combination of the original variables with the largest variance; the second principal component is the linear combination of the original variables with the second largest variance and orthogonal to the first principal component, and so on. In many data sets, the first several principal components contribute most of the variance in the original data set, so that the rest can be disregarded with minimal loss of the variance for dimension reduction of the data [16, 17] . The transformation works as follows.
Given a set of observations x 1 , x 2 , . . . , x n , where each observation is represented by a vector of length m, the data set is represented by a matrix X n×m
The average observation is defined as
The deviation from the average is defined as
The sample covariance matrix of the data set is defined as
To apply PCA, the eigenvalues and corresponding eigenvectors of the sample covariance matrix C are usually computed by the Singular Value Decomposition (SVD) [18] . Suppose (λ 1 , u 1 ), (λ 2 , u 2 ), · · · , (λ m , u m ) are m eigenvalue-eigenvector pairs of the sample covariance matrix C . We choose the k eigenvectors having the largest eigenvalues. Often there will be just a few large eigenvalues, and this implies that k is the inherent dimensionality of the subspace governing the "signal" while the remaining (m − k) dimensions generally contain noise [17] . The dimensionality of the subspace k can be determined by [16] 
where α is the ratio of variation in the subspace to the total variation in the original space. We form a m × k matrix U whose columns consist of the k eigenvectors. The representation of the data by principal components consists of projecting the data onto the k-dimensional subspace according to the following rules [17] 
The proposed intrusion identification model
There are three steps for identifying the individual type of attacks:
1. Profiling normal behavior based on normal data and behavior of each type of attack based on associated type of attack data.
Suppose there are p types of behaviors including 1 for normal and (p − 1) for attacks.
Given n vectors x 1 , x 2 , · · · , x n representing the observations of one type of data as an example, the average vector μ and each mean-adjusted vector can be computed by (2) and (3). m eigenvalue-eigenvector pairs (λ 1 , u 1 ), (λ 2 , u 2 ), · · · , (λ m , u m ) of the sample covariance matrix C of the data set are then calculated.
The number of principal eigenvectors
, used to represent the distribution of the original data, is determined by (5) . Any data vector in the training set of individual type of data can be approximately represented by a linear combination of k eigenvectors so that the dimensionality of the data is reduced, hopefully without sacrificing valuable information.
The subspace spanned by the eigenvectors is then regarded as the eigenspace of each type of data.
2. Determining if the test network connection is normal or anomalous.
Given a new data vector t that represents a test network connection, we project it onto the k-dimensional subspace representing the normal behavior according to the rules defined by (6) . The distance between the test data vector and its reconstruction onto the subspace is the distance between the mean-adjusted input data vector Φ = t − μ and
If the test data vector is normal, that is, if the test data vector is very similar to the training vectors corresponding to normal behavior, the test data vector and its reconstruction will be very similar and the distance between them will be very small [16] . On this property our intrusion identification model is based. As PCA seeks a projection that best represents the data in a least-square sense, we use the squared Euclidean distance in the experiments to measure the distance between these two vectors:
ε is characterized as the identification index. If ε is below a predefined threshold θ a determined by normal training data, the vector is then identified as normal. Otherwise it is identified as anomalous.
3. Identifying the test network connection as an individual type of known attack or as a new attack.
If the test data vector is anomalous, it is then projected onto subspaces representing various types of attacks. Similarly, for the test vector to be identified, calculates the Euclidean distance between the new vector and its reconstruction onto each subspace formed by individual type of attack and finds the minimum ε i . If ε i is below the predefined threshold θ i for a certain individual type of attack, the vector is then identified as this type of attack. Otherwise it is identified as a new attack.
If the new test data is identified as an individual type of attack, it is added to the original set of this type of attack. Otherwise if it is identified as a new attack, it will be reported to the technical staff for further investigation and it may create a new individual type of attack for further identification based on the proposed model. The intrusion identification steps of the model are described in Fig. 1 .
Experiments and testing

Data set
We used network data in the experiments to validate the proposed model. The network data is distributed by The data contains traffic in a simulated military network that consists of hundreds of hosts. The data includes 7 weeks of training set and 2 weeks of test set that were not from the same probability distribution as the training set. Since the probability distribution is not the same, in our experiments, we only use the training set and sample one part of the data for training and another different part of the data for testing. The raw training set of the data contains about 4 gigabytes of compressed binary tcpdump data of network traffic and it was pre-processed into about 5 million connection records by Lee et al. [7, 8] as part of the UCI KDD archive [19] . A connection is a sequence of TCP packets starting and ending at some well defined times, between which data flows from a source IP address to a target IP address under some well defined protocol [19] . In the 10% subset data, each network connection is labeled as either normal, or as an exactly one specific kind of attack.
The network connection data contain 41 features. These features were extracted by Lee et al. from the raw data divided into three groups: basic features of individual TCP connections, traffic features and content features within a connection suggested by domain knowledge. Among these 41 features, 34 are numeric and 7 are symbolic. Only the 34 numeric features were used in the experiments. Each connection in the data set is thus transformed into a 34-dimensional vector as data input for detection and identification. There are 494,021 connection records in the training set in which 97,277 are normal and 396,744 are attacks. There are 22 types of attacks in total in the subset and these attacks fall into one of 4 categories:
• DoS: denial-of-service (e.g., teardrop).
• R2L: unauthorized access from a remote machine (e.g., password guessing).
• U2R: unauthorized access to local superuser (root) privileges by a local unprivileged user (e.g., buffer overflow attacks).
• PROBE: surveillance and other probing (e.g., port scanning).
We group the network data into individual type of attack connections and normal connections for data preparation.
Experiments and Testing Results
Testing results for detecting intrusions
In the experiments for detecting intrusions, no attempt is made to distinguish between different types of attacks. In the real computer network environments, collection of large amounts of precisely normal data is often difficult for an practical IDS. In the experiments, a smaller data set, 7,000 normal network connections, are thus randomly selected for training the normal model and a very large data set, randomly selected 10,000 normal network connections and all the 396,744 attack connections are used for detection.
In the experiments, we use Receiver Operating Characteristic (ROC) curves to evaluate the intrusion detection performance of our model. The ROC curve is the plot of Detection Rates (DR), calculated as the percentage of intrusions detected, against False Positive Rates (FPR), calculated as the percentage of normal connections falsely classified as intrusions. There is a tradeoff between the DR and FPR and the ROC curve is obtained by setting different threshold θ a on the identification index defined by (8) . To evaluate the impact of the ratio α defined in (5) on the performance of the intrusion detection model, we use different number of major components in the experiments and the testing results of overall data are shown in Fig. 2 . In the experiments, only 1 major component can account for 90.079% of the total variation and 2 major components can account for that of 99.953%. From the ROC curve shown in Fig.2 , it is observed that the testing results are related to the ratio α. The testing results are the best when the ratio is about 99.9% and this suggests that we use the ratio α as 99.9% in the experiments.
To evaluate the detection performance of our model, we summarize the detection rates and false positive rates of the four attack categories as well as the overall in Table 1 in comparison with other five methods reported in [9] [10] [11] and briefly described in Section 1. We also investigate the 
Figure 2. ROC curves for different ratio α used in the experiments
detection performance of our model on different categories of attack data. Fig. 3 shows the ROC curves of the detection performance of our model on four categories of attack data as well as overall data. From Table 1 and the ROC curves shown in Fig. 2-3 , it is observed that our model is able to detect most attacks with low false positive rates. In more details, our model can detect very high percentage of DOS and U2R attacks with a small number of R2L and PROBE attacks missed.
In the experiments, we used randomly selected normal data of the training set for establishing normal behavior and used nearly all the other data in the same set for detection. The GC method [9] also used the training set both for training and detection but only with a very small part of the data. In the Cluster, K-NN and SVM methods [10] , many attack data are filtered so that the resulting data set consisted of 1 . ROC curves for four categories of attack data and overall data to 1.5% attack and 98.5 to 99% normal instances for unsupervised anomaly detection. The PCC method [11] used the same data set as ours both for training and detection but also with a smaller data size. From Table 1 , it can be seen that our model is better than the other first four methods in terms of detection rates and false positive rates. The DM method [7] , HKN method [13] and SOM method [12] used both the normal data and attack data of the training set for defining attack signatures or for building detection models and used the test set for detection. The DM method achieved a 80.2% detection rate and HKN method achieved 93.46% detection rate at 3.99% false positive rate while SOM method obtained 89% detection rate at 4.6% false positive rate. The detection performance of the PCC method is almost the same as our PCA model. The PCC method measured the Mahalanobis distance of each observation from the center of the data for anomaly detection. Any observation that has distance larger than a threshold is considered as an anomaly. The Mahalanobis distance is then computed based on the sum of squares of the standardized principal component scores. The PCC method used both principal components and minor components of the sample in the detection stage. Our PCA method directly reduce the high dimensional data into low dimensional space and use the distance between each observation and its reconstruction on the reduced subspace for anomaly detection. Only principal components are required to form the subspace and the detection scheme is straightforward and easy to handle. The PCC method used 5 principal components and 6-7 minor components in the experiments while our PCA method only used 2 principal components and achieved better detection results. The PCC method assumes that the sum of squares of several standardized principal component follows a chi-square distribution. Our model avoids any data distributional assumption and can be more practical for application. Our method is computationally efficient for intrusion detection once the model is built. During the detection stage, the squared Euclidean distance between a test vector and its reconstruction onto the subspace is used for detection. Calculations for each test network connection take O(mk), where m is the dimension of each vector representing each network connection and k is the number of principal components used in the model. Experimental results show that after the high dimensional data is reduced, the original data can be represented by the linear combination of only a very small number of principle components without sacrificing valuable information. In the experiments, for example, the use of only 2 principle components out of 34 dimensions can represent the original data with less than 0.1% loss of the total variation. Therefore, the original data can be largely reduced for intrusion detection and k is very small. Because the subspace is low dimensional and the classifier is simple, little computational effort is required for the detection. Moreover, system resources could be largely saved for low dimensional data which are conveniently stored and transmitted.
In the experiments, our method is evaluated on 10,000 normal network connections and all the attack connections. Thus over 400,000 network connections are included. We measure the CPU times for detection on a computer with 2.4GHz Pentium CPU and 512 DDR MB memory and the testing results are shown in Table 2 . It can be observed that detection is very efficient. For example, less than 1 second is required for detecting about 15,000 network connections. It shows that our model is suitable for real-time anomaly detection on network data. On the contrary, many anomaly detection methods were evaluated only on a small data size and may not applicable in the real environments with massive data streams.
Testing results for identifying individual type of attacks
In the experiments, we profile the behavior of each type of attack for intrusion identification. If a test network connection is detected as an intrusion, it will be identified as an individual type of known attack or as a new attack according to the behaviors of individual type of attacks. In the experiments for identifying intrusions, randomly selected 7,000 normal network connections are also used for building normal network behavior and all the attack data are used either for profiling attack behaviors or for identification. In the data set, the number of network connections for each type of attack are quite different. Warezmaster, 25 buffer overflow attack in the data set for modeling associated behavior of each type of attack. All the other network connections of these types of attacks are used for identification and all the data of other 9 types of attacks, not used for building the attack behavior, are used for identification as new attacks.
There is also a tradeoff between the Identification Rates (IR) for known attacks and for new attacks. If the threshold θ i for one type of attack is set large, the identification rate for this type of attack will be high but the identification rate
Concluding remarks
In this paper, we proposed a novel method based on Principal Component Analysis (PCA) for intrusion identification. Intrusions are detected based on normal behavior for anomaly detection while an individual type of attack or a new attack is identified based on the behavior of each type of attack for intrusion identification. The proposed model, therefore, can not only detect new attacks, but also identify individual types of attacks. It thus enables intrusions to be prevented as soon as possible by appropriate response actions according to the types of intrusions identified.
As the volume of related information is increasing nowadays, processing large amounts of audit data for real-time intrusion detection and identification is crucial for quick response against attacks. In the proposed model, each network connection is transformed into a data vector by its features extracted and PCA is employed to reduce the high dimensional data vectors. The identification index of a network connection is represented as a single number as the Euclidean distance between the data vector and its reconstruction on the reduced subspace. The behavior of each type of attack and normal activities are then easily profiled and intrusion identification is easily implemented without any additional classifier. It is thus an effective model to process a high quantity of audit data in real-time with low overhead and it is suitable for real-time intrusion identification.
In many cases for practical computing environments, a large part of audit data is normal and easily collected while a small part of audit data is abnormal and difficult to collect. Building the behavior of individual type of attacks is difficult in this case. However, it is effective to detect abnormal behavior based on our model during its running in practical systems. The security staff can investigate and identify which type of attack the abnormal behavior belongs to and then manually add the identified attack into the database of associated type of attacks. In this way, the longer IDS runs, the more complete the attack database is. The IDS is trained with individual attack database as well as with the normal database periodically to obtain the complete behavior so that the model becomes more and more effective for intrusion identification.
Extensive experiments are conducted to test our model and to compare with the results of other methods reported in the recent literature. Testing results show that our model is promising in terms of detection accuracy and computational efficiency for real-time intrusion detection. It achieves a detection rate as high as 98.8% at a false positive rate of 0.4% for anomaly detection for overall data. The model is also effective to identify most individual known attacks as well as new attacks. For the future work, we are developing a online self-adaptive intrusion identification model for updating each individual attack database dynamically and automatically and thus improving the identification rates.
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