Abstract: Human epithelial type-2 (HEp-2) cell is currently the most recommended substrate in indirect immunofluorescence (IIF) tests to diagnose various connective tissue disorders. The IIF test identifies the presence of antinuclear antibody (ANA) in patient serum. However, the proper detection of HEp-2 cells from the IIF images is an important prerequisite for the recognition of staining patterns of ANAs. The characteristics of HEp-2 cell images, due to fluorescence intensity, make the segmentation process more challenging. Recently, rough-fuzzy clustering algorithms have been shown to provide significant results for image segmentation by handling different uncertainties present in the images. But, the neighborhood information is completely ignored in these algorithms. However, the spatial information is useful when the image is distorted by different imaging artifacts. In this regard, the paper presents a segmentation algorithm by incorporating the neighborhood information into rough-fuzzy clustering algorithm. In the current study, the class label of a pixel is influenced by its neighboring pixels, depending on their local spatial constraint and local gray level constraint. The performance of the proposed method is evaluated on several HEp-2 cell IIF images and compared with that of existing algorithms, both qualitatively and quantitatively.
Introduction
Connective tissue disorder (CTD) refers to a group of diseases, which affect the protein-rich tissues that connect the structures of the body together. These structural tissues give strength to the joints, tendons, ligaments, and blood vessels of the body. In most of the CTDs, there is immune dysregulation resulting in generation of autoantibodies or autoreactive cells. It is called autoimmune disorders in which antibodies or cells produced by the body's normally protective immune system attack the body's own tissues. These diseases include polymyositis and dermatomyositis, rheumatoid arthritis, scleroderma, Sjögren syndrome, systemic lupus erythematosus, and mixed CTD.
The CTDs are well characterized by the presence of antinuclear autoantibodies (ANA) in the blood of patients. The ANA test is widely used to determine whether the immune system is developing antibodies or not. Indirect immunofluorescence (IIF) based ANA test (IIF-ANA) has been the gold standard in the diagnosis of these disorders due to its high capability to discriminate the samples belonging to positive, intermediate, and negative classes. In ANA tests, the most used substrate is the human epithelial type-2 (HEp-2) cells. The substrate bonds with serum antibodies, forming a molecular complex that are observable at the fluorescence microscope, revealing the antigen-antibody reaction. HEp-2 cells allow the recognition of more than 30 different nuclear and cytoplasmic patterns, which are given by upwards of 100 different autoantibodies. However, the correct interpretation of the IIF-ANA results is important and must always be correlated with the patient's symptoms and signs. The patterns observable in the fluorescence image are the main information used for the diagnosis. The task of the physician is to determine whether there are some symptoms of disease in the patient's serum or not. This decision is made according to visual patterns of all the cells in the image. Therefore, the final goal is the recognition of the staining pattern of the cells in the specimen IIF image, since each pattern can be related to a specific pathology.
Prior to classification of HEp-2 cells, the appropriate detection of region of interest is important. Textural information, which is crucial to identify the type of staining pattern, will be lost if the HEp-2 cells are undersegmented. On the other hand, if surrounding background region is incorporated with the HEp-2 cells, then extra information from the added background region will misguide the classification procedure. In both cases, proper diagnosis is not possible. Therefore, accurate segmentation of HEp-2 cells from IIF images is an important prerequisite in IIF image analysis. In recent days, different image processing and pattern recognition techniques have gained interest towards the segmentation of IIF images (Roy and Maji (2016) , Banerjee and Maji (2016) , Banerjee and Maji (2015) ).
Image segmentation partitions an image space into a number of homogeneous and distinct regions with respect to image properties. The most simple approach in image segmentation is thresholding (Otsu (1979) ; Maji et al. (2008) ). Although thresholding based approaches are easy to implement and suitable for images having homogeneous regions with high contrast in nearby regions, they do not account for local information of an image, which makes these thresholding based methods sensitive to imaging artifacts. To address this issue, local intensity information is included into the thresholding framework (Li et al. (1995) ). There are other popular techniques, apart from thresholding, for image segmentation. Manousakes et al. (1998) and Mangin et al. (1995) proposed region-growing method that uses the connectedness property of the pixels within the regions. Deformable model based image segmentation (McInerney and Terzopoulos (2000) ) is another popular technique. Transform domain based methods such as wavelet transform (Bello (1994) ; Maji and Roy (2015a,b) ) are widely used in image segmentation.
However, image acquisition device may introduce different artifacts into the images due to its resolution limitations. In segmentation of images, uncertainty, caused by different imaging artifacts, is one of the important issues that requires to handle properly. In this regard, fuzzy c-means (FCM) based methods have become popular to model the ambiguity in image segmentation as reported in (Li et al. (1993) ; Xiao et al. (2008) ). However, the fuzzy memberships of data points do not always indicate their belongingness, and more specifically, the FCM may provide inaccurate results in a noisy environment. In general, an image is considered as a set of non-overlapping and homogeneous regions. Hence, a pixel should be connected to its neighboring pixels within the same region. But, this constraint may not hold always due to noise and other imaging artifacts, thereby, yielding poor segmentation results. In this regard, the dependency on neighboring pixels gives better results in real life data, where noise and other artifacts are unavoidable. Several research works (Pham and Prince (1999) ; Ahmed et al. (2002); Cai et al. (2007) ; Wang and Bu (2010) ; Yang et al. (2009) ; Krinidis and Chatzis (2010) ) have been carried out to make the FCM framework robust and effective for image segmentation by inclusion of spatial constraint. Ahmed et al. (2002) modified the standard FCM, called FCM_S, by introducing spatial information, thereby allowing the labelling of a pixel to be influenced by the labels of its immediate neighborhood. It has been seen that the different ways of incorporation of spatial information into the FCM provide significant improvement of segmentation (Pham and Prince (1999) Krinidis and Chatzis (2010) ). Chen and Zhang (2004a) extended FCM_S into the kernel space KFCM_S, by the kernel function substitution in order to disclose nonEuclidean structures inherent in data. Krinidis and Chatzis (2010) proposed fuzzy local information c-means (FLICM) by introducing a fuzzy factor into the classical FCM, which is independent of using any parameter that balances between the noise and details of the image.
In recent years, the theory of rough sets has gained popularity in handling uncertainties associated with incomplete class definitions. The rough-fuzzy clustering, presented in (Maji and Pal (2007) ; Maji and Paul (2013) ), judiciously integrates the merits of fuzzy set and rough set theory. The rough-fuzzy clustering based segmentation methods (Maji and Roy (2015a,b) ; Maji and Pal (2007) ) have shown their effectiveness in image segmentation by capturing different uncertainties that cannot be handled by traditional clustering algorithms, such as hard c-means (HCM), FCM and so on. However, the existing robust rough-fuzzy c-means (rRFCM) (Maji and Paul (2013) ) does not consider any local information of data point and thereby, performs well for the data sets where spatial information of data points is irrelevant. Therefore, the rRFCM works well for the images which are free from any imaging artifacts. But, noise and other artifacts are unavoidable in real life images.
In this regard, a new rough-fuzzy segmentation (RouFS) algorithm is introduced here for image segmentation. It judiciously incorporates local information of a pixel into existing rRFCM framework. The spatial information of neighboring pixel is added to the center pixel according to its distance from the center pixel. The immediate neighboring pixels have more impacts on the pixel of interest. Hence, for the non-boundary pixels, the effect of neighboring pixels of nearby other regions on center pixel becomes negligible. However, the spatial distance, used to measure the damping extent of the neighbors, may not be sufficient in some cases. Therefore, more local context information is exploited in order to estimate the relationship of pixels in neighbors. So, local coefficient of variation is included with the spatial distance to determine the influence of a neighboring pixel on the center pixel (Gong et al. (2013) ). The proposed algorithm takes into consideration of spatial distribution of pixels and their gray level difference simultaneously to assign the label of a pixel, thereby, improving image segmentation quality. The preliminary version of this work is reported in (Roy and Maji (2016) ), in which local gray level constraint is not considered. Finally, the proposed method is evaluated on a number of HEp-2 cell images and compared with existing algorithms by presenting both quantitative and qualitative results.
Rough-Fuzzy Segmentation Algorithm
In this section, a new c-means algorithm is proposed for segmentation of HEp-2 cell images. The proposed segmentation method addresses the shortcoming of existing robust rough-fuzzy c-means (rRFCM) for the application of image segmentation. Maji and Roy (2015b) have shown that the existing rRFCM is very effective in handling the vagueness and incompleteness in image class definition by using the concept of core and boundary regions of rough sets and the uncertainty caused by overlapping segments using the merits of possibilistic and probabilistic memberships of fuzzy sets. But, this clustering algorithm does not consider any spatial information. In a noise free image, a pixel, lying within a region, is very much consistent with its surrounding pixels. But, if the images are corrupted by noise and other imaging artifacts introduced by image acquisition devices, the feature of the pixel of interest solely does not work well always. In this regard, the proposed segmentation method judiciously incorporates the neighborhood information of a pixel with the merits of the rRFCM. So, the class label of a pixel is affected by the labels of its immediate neighbors. In addition, the damping extent of the neighboring pixels with local coefficient of variation depends on the homogeneity of the region in which the neighbor pixels located. In this way, the proposed algorithm reduces the effects of noise significantly, in turn, improves the segmentation performance, by adaptively controlling the local spatial relationship in neighbors.
Let X = {x 1 , · · · , x j , · · · , x n } be the set of n pixels, where x j ∈ ℜ m and V = {v 1 , · · · , v i , · · · , v c } be the set of c cluster prototypes, where v i ∈ ℜ m . The proposed clustering algorithm represents each cluster β i by a triplet < A(β i ), B(β i ), v i >, where A(β i ) and B(β i ) are the possibilistic lower approximation or core region and the probabilistic boundary region, respectively. The boundary region B(β i ) = {A(β i ) \ A(β i )}, where A(β i ) denotes upper approximation of β i . The proposed segmentation algorithm clusters n pixels into c clusters by optimizing the following objective function:
where
and
Here,
are the probabilistic and possibilistic fuzzifiers, respectively. The term µ ij ∈ [0, 1] represents the fuzzy memberships subject to 0 < n j=1 µ ij < n, ∀i, c i=1 µ ij = 1, ∀j and ν ij denotes the possibilistic membership function subject to max i ν ij > 0, ∀j, and 0 < n j=1 ν ij ≤ n, ∀i. The scaling parameter η i represents the size of the cluster β i , which is given by
The parameter ω determines the relative importance of lower approximation and boundary region, while the set N j represents the neighboring pixels around the center pixel x j . The local window may be of any shape. In the current study, square shaped window is used. The term d jr represents the weight of rth pixel x r in local window around x j .
According to the notion of rough sets (Pawlak (1991) ), if a pixel x j belongs to the lower approximation of a cluster β i , then it cannot belong to the lower approximation of any other cluster β k , ∀k = i as well as any boundary region B(β i ), ∀i. So, the pixels in the lower approximation should not contribute to any other clusters and vice versa. On the other hand, if a pixel x j belongs to the boundary region of cluster B(β i ), then it possibly is included in the cluster β i and potentially presents in boundary regions of other clusters and the membership of x j ∈ B(β i ) is dependant on the positions of all cluster centroids. Therefore, the pixel x j in the boundary region has different effects to different cluster centroids. The proposed clustering algorithm, based on the membership values, partitions the pixels into possibilistic lower approximation and fuzzy boundary regions of the clusters.
The possibilistic and probabilistic membership functions, namely, ν ij and µ ij , of a pixel x j in cluster β i can be derived by solving (2) and (3) with respect to ν ij and µ ij , respectively. For each object x j , belonging to boundary region of more than one cluster, the memberships µ ij 's, i = 1, . . . , c are not independent of each other. So, each J B i , the objective function for boundary region of cluster β i , cannot be optimized with respect to µ ij separately for individual cluster. Hence, the objective function for boundary region can be written as combining (1) and (3) as follows:
However, optimization of J B of (4) with respect to µ ij , subject to the constraint, c i=1 µ ij = 1, ∀j, leads to the following Lagrangian function:
where λ is the Lagrange multiplier. The partial derivative of J B with respect to µ ij leads to
Setting ∂J B /∂µ ij equals to zero, we obtaiń
Substituting µ ij of (5) in the constraint of
Combining (5) and (6), we obtain
In order to determine the possibilistic membership ν ij of the object x j to the cluster β i , the partial derivative of J L i of (2) with respect to ν ij is computed and set to zero, which is given by
The cluster centroid of the proposed algorithm depends on both boundary region and lower approximation based on the parameter ω. Solving (1), (2), and (3) with respect to v i , the cluster prototype v i is derived as follows:
The proposed algorithm relies on the neighborhood information to achieve its noise resistance property, as shown in (2) and (3), which, in turn, depends on the value of weight d jr . The factor d jr depends on the local spatial as well as local gray level constraints. Therefore, the weight factor d jr of a neighbor pixel x r falling into a local window around the center pixel x j , is defined as 
where dist(x j , x r ) is the spatial Euclidean distance between the pixels x j and x r . In this way, the spatial component ensures that the influence of the neighboring pixels changes flexibly according to their distance from the center pixel and thus, more local information can be incorporated ensuring the correctness of the proposed method. The gray level constraint d g jr is calculated based on local coefficient of variation (Gong et al. (2013) ). The local coefficient of variation CV r of rth pixel x r is as follows:
where var(x r ) and x r are the variance and mean of intensities within a local window of the image around x r , respectively. Let CV be the mean of local coefficient of variations within the local window. Then, the weight d g jr is defined as follows:
The damping extent of the neighboring pixels with local coefficient of variation is obtained to exploit more local context information. The CV r exhibits low value in homogeneous regions and yields high value in the area corrupted by noise. The weight of a pixel with noisy neighbor pixels is smaller than the pixels without the noisy pixels in its neighbor. Therefore, more number of noisy pixels around a non-noisy pixel, smaller are their weight values. The weight value for gray level constraint d g jr is set one in the work reported in (Roy and Maji (2016) ).
The proposed algorithm partitions the pixels into lower approximation and boundary region of clusters based on two threshold values δ 1 and δ 2 . Similar to the robust rough-fuzzy c-means (Maji and Paul (2013) ), in the proposed algorithm, the value of δ 1 is computed as the mean difference of two highest possibilistic membership values of all the pixels in the image, whereas δ 2 is computed as the mean of highest possibilistic membership values of the pixels that do not present in the lower bounds of any cluster. The proposed method starts by initializing c number of centroids corresponding to c clusters. It may be done randomly or by any initial centroid selection algorithm. The values of fuzzifiersḿ 1 andḿ 2 are set and the threshold values δ 1 and δ 2 are computed. The possibilistic memberships ν ij are calculated using (8) for all the pixels and then these values are sorted for each pixel x j . Let ν ij and ν kj be the highest and second highest memberships of x j . The difference between two highest possibilistic membership values of x j is computed and then checked with threshold value δ 1 . If the difference is greater than δ 1 , then x j ∈ A(β i ). In addition, according to the theory of rough sets, x j ∈ A(β i ). Otherwise, x j ∈ B(β i ) and x j ∈ B(β k ) if ν ij > δ 2 . Furthermore, x j is not the part of any lower approximation. Next, the probabilistic membership values µ ij for all the pixels belonging to the fuzzy boundary regions are computed using (7). Then, the new centroids for c clusters are computed using (9). This process will continue until no more new assignment can be made.
Experimental Results and Discussions
The performance of the proposed rough-fuzzy segmentation (RouFS) algorithm is extensively analyzed and compared with that of existing state-of-art clustering and segmentation algorithms. The clustering methods compared are hard c-means (HCM), fuzzy c-means (FCM) (Bezdek (1981) ), kernel fuzzy c-means (KFCM) (Chen and Zhang (2004b) ), rough-fuzzy c-means (RFCM) (Maji and Pal (2007) ), robust rough-fuzzy c-means (rRFCM) (Maji and Paul (2013) ), finite Gaussian mixture (FGM) model (Liang et al. (1994) ), and rough-probabilistic clustering (RPrC) (Banerjee and Maji (2016) ), whereas the segmentation algorithms compared are fuzzy c-means using spatial information (FCM_S) (Ahmed et al. (2002) ), spatially constrained fuzzy c-means with mean (FCM_S1) and median (FCM_S2) filtering (Chen and Zhang (2004b) ), kernelized versions of FCM_S (KFCM_S), FCM_S1 (KFCM_S1), and FCM_S2 (KFCM_S2) (Chen and Zhang (2004b) ), fuzzy local information c-means (FLICM) (Krinidis and Chatzis (2010) ), kernelized version of FLICM with modified fuzzy factor (KWFLICM) (Gong et al. (2013) ), and RPrC algorithm with hidden Markov random field (RPrCM) (Banerjee and Maji (2016) ). 
p-value
Wilcoxon 2.114E-6 2.114E-6 2.628E-6 1.895E-6 1.895E-6 4.989E-6 4.489E-6 8.128E-1 7.900E-2 Paired-t 6.266E-6 1.594E-5 2.061E-5 1.571E-6 4.163E-6 5.237E-3 2.077E-4 5.855E-1 2.890E-2
Data Set and Initial Parameters
In order to analyze the robustness of the proposed algorithm, twenty eight HEp-2 cell images obtained from "MIVIA HEp-2 Images Dataset" (Foggia et al. (2013) ) are analyzed. The images in this data set have a resolution of 1388 × 1038, with a color depth of 24 bits. However, it is sufficient to convey all the image details using a single channel (Foggia et al. (2013) ). Three segmentation validity indices, namely, Dice coefficient, sensitivity, and specificity, are used in the current study. The values of fuzzifiersḿ 1 =ḿ 2 = 2.00. The value of ω is experimentally set to 0.80 for the proposed algorithm, while the results of RFCM and rRFCM clustering are reported for ω values of 0.80 and 0.95. In this regard, it should be noted that it is always better to obtain optimum value of ω for any rough-fuzzy clustering algorithm using a cluster validity index Paul (2013, 2014) ). The parameter value that determine the effect of neighboring term for FCM_S algorithm is set to 0.7 as suggested in (Ahmed et al. (2002) ) and that for FCM_S1, FCM_S2, KFCM_S, KFCM_S1, KFCM_S2 is set to 0.8 as reported in (Chen and Zhang (2004b) ). The ω value for RPrCM is set to 0.95 (Banerjee and Maji (2016) ). The Otsu thresholding method (Otsu (1979) ) is used for initial segmentation of the images for all the algorithms. The value of the radius for local window is considered as 1. 
p-value
Wilcoxon 9.999E-1 9.999E-1 9.999E-1 9.999E-1 9.999E-1 9.999E-1 9.999E-1 5.547E-2 8.863E-1 Paired-t 9.997E-1 9.994E-1 9.993E-1 9.997E-1 9.996E-1 9.905E-1 9.985E-1 1.268E-1 9.160E-1
Results
The segmentation results of the proposed RouFS algorithm are compared with that of existing clustering algorithms, namely, HCM, FCM, KFCM, RFCM, rRFCM, FGM, and RPrC in Tables 1-3 on individual HEp-2 cell image and that of existing segmentation methods, namely, FCM_S, FCM_S1, FCM_S2, KFCM_S, KFCM_S1, KFCM_S2, FLICM, KWFLICM, and RPrCM, in Tables 4-6 , with respect to all three segmentation indices. In Tables 1-3 , RFCM and rRFCM are reported for two different ω values. These are 0.80, which is considered for the proposed algorithm, and 0.95 for which results are reported in (Roy and Maji (2016) ). The results are reported for twenty two HEp-2 cell images in (Roy and Maji (2016) ), whereas all twenty eight HEp-2 cell images of "MIVIA HEp-2 Images Dataset" (Foggia et al. (2013) ) are considered in this study. The performance of the proposed algorithm and other methods is demonstrated with the help of means and standard deviations in Tables 1-6 and the results are analyzed using Wilcoxon signed-rank test (one-tailed) and paired-t test (one tailed) to establish the acceptability of the proposed algorithm compared to other methods in the application of HEp-2 cell segmentation. The highest mean metric values, the lowest standard deviation and the statistical significant p-values, considering the level of significance as 0.05, are marked as bold, whereas lower p-values, but not significant, are made italic. Figs. 1-3 . With the help of histogram analysis, the accurateness and compactness of the proposed segmentation algorithm is well reflected by observing the closeness between the histogram obtained from reference and that from the segmented output. In addition, Fig. 3 shows the segmentation results in which entire image is not shown, instead a zoomed portion from the results of each method is presented for more readability. White, black, blue, and yellow colors represent true positive, true negative, false negative, and false positive, respectively, in the segmented images.
Importance of Spatial Constraints
From the results reported in Tables 1 and 2 , it is seen that the performance of the existing rRFCM algorithm immensely improves at ω = 0.80 over that at ω = 0.95, whereas mean specificity value of rRFCM algorithm is higher at ω = 0.95 than at ω = 0.80 as shown in 
p-value
Wilcoxon 2.114E-6 2.114E-6 2.114E-6 2.628E-6 2.628E-6 3.629E-6 1.895E-6 1.274E-1 2.938E-2 Paired-t 1.888E-5 1.850E-5 1.901E-5 2.061E-5 1.956E-5 2.934E-5 1.222E-5 1.061E-1 1.930E-2 Table 3 . This indicates that rRFCM gives better results at ω = 0.80 at the cost of increase in false positive counts. In case of RFCM, its performance slightly improves at ω = 0.95 with respect to Dice coefficient and sensitivity as reported in Tables 1 and 2 . However, the existing rRFCM algorithm does not consider any spatial information of the pixel of interest. In effect, segmentation performance is degraded as compared to the proposed method as shown in the analysis. From the results reported in Tables 1 and 2 , it can be seen that both the mean Dice coefficient and mean sensitivity of the proposed algorithm are higher than that of rRFCM executed either at ω = 0.80 or ω = 0.95. Therefore, the proposed algorithm yields significant p-values of 4.599E-02 and 2.548E-03 for Dice coefficient and that of 4.989E-06 and 4.489E-06 for sensitivity at ω values of 0.80 and 0.95, respectively, obtained by Wilcoxon signed-rank test with respect to rRFCM. It also achieves significant p-value of 9.388E-03 through paired-t test with respect to rRFCM for Dice coefficient at ω = 0.95 and also obtains 5.237E-03 and 2.077E-04 for sensitivity at ω = 0.80 and ω = 0.95, respectively, while it attains lower, but not significant, p-value for Dice coefficient at ω = 0.80. These facts show that the proposed RouFS algorithm gives better and more consistent results than the rRFCM. The improvement of the proposed algorithm over the existing rRFCM is also presented in Fig. 3 . 
Wilcoxon 9.999E-1 9.999E-1 9.999E-1 9.999E-1 9.999E-1 9.999E-1 9.999E-1 8.772E-1 9.798E-1 Paired-t 9.994E-1 9.994E-1 9.994E-1 9.993E-1 9.993E-1 9.993E-1 9.996E-1 8.074E-1 9.809E-1
Performance of Different Clustering and Segmentation Algorithms
Finally, the performance of the proposed method is compared with that of different clustering algorithms, namely, HCM, FCM (Bezdek (1981) ), KFCM (Chen and Zhang (2004b) ), RFCM (Maji and Pal (2007) ), FGM (Liang et al. (1994) ), and RPrC (Banerjee and Maji (2016) ) and that of different segmentation algorithms, namely, FCM_S (Ahmed et al. (2002) ), FCM_S1 (Chen and Zhang (2004b) ), FCM_S2 (Chen and Zhang (2004b) ) KFCM_S (Chen and Zhang (2004b) ), KFCM_S1 (Chen and Zhang (2004b) ), KFCM_S2 (Chen and Zhang (2004b) ), FLICM (Krinidis and Chatzis (2010) ), KWFLICM (Gong et al. (2013) ), and RPrCM (Banerjee and Maji (2016) ). Quantitative results are reported for each of these methods, whereas qualitative results are presented only for segmentation algorithms.
From Tables 1 and 4 , it is seen that the proposed method achieves highest mean value of Dice coefficient compared to other clustering and segmentation algorithms. Also, it attains highest and second highest mean sensitivity value compared to other segmentation and clustering methods, respectively, as presented in Tables 2 and 5 . It also yields lowest standard deviations for Dice coefficient and sensitivity, with respect to all the clustering and segmentation algorithms, indicating the consistency of the proposed algorithm for entire image data set. Therefore, statistically significant p-values through both Wilcoxon and paired-t tests, as shown in segmentation methods for both Dice coefficient and sensitivity, except KWFLICM and RPrCM in Dice coefficient and KWFLICM in sensitivity, where the proposed method attains lower, but not significant p-values. However, the proposed algorithm aims to include more pixels of interest from the initial segmentation using neighborhood information. This sometimes leads to inclusion of some pixels from the background as the segmented HEp-2 cell regions, thereby, increasing false positive counts. Hence, the proposed algorithm produces the lower values in specificity as reported in Tables 3 and 6 , which indicate the fact that the proposed algorithm suffers from the problem of oversegmentation in few cases. Therefore, it yields high p-values obtained by both Wilcoxon signed-rank and paired-t tests for specificity with respect to all the clustering and segmentation algorithms, except FGM algorithm.
In histogram analysis for two HEp-2 cell images, reported in Figs. 1 and 2 , it is seen that the reference histogram and the histograms produced by most of the algorithms are very close for background. But, in case of HEp-2 cell segmentation, the closeness of histogram of the proposed algorithm to the reference histogram, as compared to other methods, is very high and therefore, indicates good segmentation performance. In addition, Figs. 1 and 2 also present the final segmentations obtained by different algorithms from the initial segmentations. As shown in Figs. 1 and 2 , the initial segmentations, obtained by Otsu (Otsu (1979) ), considerably under estimate the region of interest. From these figures, it is also seen that several segmentation algorithms such as FCM_S, KFCM_S, and FLICM fail to identify most of the pixels of HEp-2 cells that are not included in initial segmentation, whereas KWFLICM, RPrCM, and the proposed algorithm are effective to include most of the HEp-2 cell fragments. However, KWFLICM yields considerable amount of oversegmentation as seen in Fig. 2 . By observing the bottom portions of the HEp-2 cell segmented images presented in Figs. 1 and 2 , it can be seen that the proposed method is more efficient in identifying the entire HEp-2 cell regions than RPrCM. This fact can be clearly seen in the segmented results shown in Fig. 3 . Here, two more HEp-2 cell images are analyzed. In these figures, entire HEp-2 cell images are not considered, rather a zoomed portion of the images is presented to observe the accurateness of the algorithms. From the segmented results presented in Fig. 3 , it is seen that the proposed method outperforms all the methods, studied in this work. In these figures, all the compared methods under estimate the region of interest of HEp-2 cell images to some extent. The under estimation of HEp-2 cells, as produced by other segmentation algorithms, may yield loss of interest points or other textural properties that are important for classification of staining patterns. This loss of information is minimized in the proposed algorithm. Therefore, it can be concluded that the proposed segmentation method generates the segmented images more reliable than do other standard clustering and segmentation methods.
Conclusion
This paper introduces a new rough-fuzzy clustering algorithm, termed as RouFS, for segmentation of images. It judiciously includes the merits of local spatial constraint of each pixel with robust rough-fuzzy clustering framework. Therefore, it reduces the effects of noise and other imaging artifacts present in real life images in which the incorporation of local information depends on the spatial distance from the pixel of interest and local coefficient of variation. The local spatial constraint ensures that higher the distance between the center pixel and the neighboring pixel, lower the impact of that neighboring pixel on the pixel of interest, whereas local gray level constraint suppresses the effects of noisy neighbor by assigning more damping extent. In this way, the proposed method minimizes the effects of various imaging artifacts as well as preserves the image details at the same time. Moreover, the integrated use of rough sets and fuzzy sets, in the proposed algorithm, deals with different types of uncertainties. The incompleteness and vagueness in cluster definition is handled by rough sets, while the ambiguity caused by overlapping partitions is captured by fuzzy sets. Finally, the effectiveness of the proposed method is presented on HEp-2 cell image segmentation with some benchmark data, along with a comparison with other clustering and segmentation algorithms.
