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Photons and electrons transmit information to form complex systems and networks. Phonons on
the other hand, the quanta of mechanical motion, are often considered only as carriers of thermal
energy. Nonetheless, their flow can also be molded in fabricated nanoscale circuits. We design
and experimentally demonstrate wires for phonons that transmit information with little loss or
scattering across a chip. By patterning the surface of a silicon chip, we completely eliminate all
but one channel of phonon conduction. We observe the emergence of low-loss standing waves in
millimeter long phononic wires that we address and cool optically. Coherent transport and strong
optical coupling to a phononic wire enables new phononic technologies to manipulate information
and energy on a chip.
Engineered structures guide waves of light, sound, and
electrons – transmitting information and energy across
distances from microns to kilometers. The most promi-
nent examples are the optical waveguides that form
the physical basis of the internet, integrated photonic
technologies [1], nonlinear optics [2], and the emerg-
ing quantum internet [3–5]. The mechanical analog of
these electromagnetic structures are phononic wires or
waveguides that would coherently transport mechani-
cal energy and information in highly confined waves.
Currently established approaches for guiding mechanical
waves over many wavelengths use surface or bulk acous-
tic waves that are unconfined in the direction transverse
to propagation [6–9]. Attempting to confine these waves
leads to large scattering and diffractive losses and pre-
vents the development of complex phononic circuitry and
confinement-enhanced interactions. Additionally, highly
confined mechanical waveguides are difficult to excite
electromagnetically by direct capacitive or piezoelectric
coupling due to the vanishing capacitance of small trans-
ducers. These challenges have prevented the emergence
of phonon networks such as those recently proposed to
distribute quantum information on a chip [10–12].
We report the first demonstration of a single-mode
phononic wire. Coupling the wire to a localized op-
tomechanical transducer allows us to excite and detect
phonons, and to observe their low-loss, coherent trans-
port across a chip. We strongly couple the phononic wire
to the light field by detuned laser driving of the optome-
chanical transducer, resulting in sympathetic cooling of
the wire to a temperature below that of the surrounding
cryogenic environment.
Phonon conduction in a quantum wire can occur
through four independent channels [13]. These chan-
nels correspond to two flexural excitations, a dilatational,
and a torsional wave. All channels persist in the long-
wavelength limit down to zero frequency. The existence
of multiple polarizations complicates phonon transport
over long distances since small amounts of disorder lead
to interchannel scattering and a rapid loss of coherence.
This scattering makes the response of the system sen-
sitive to details reminiscent of quantum chaos in meso-
scopic samples [14, 15]. Moreover, interchannel scatter-
ing is enhanced by going to highly confining structures as
needed to push higher-order phonon conduction channels
into cut-off.
We overcome these challenges by nanoscale pattern-
ing of phononic materials. Phononic crystals use peri-
odicity to significantly modify the mode spectrum for
mechanical waves [16, 17]. The most dramatic effect
is the elimination of phonons of all polarizations for a
given range of frequencies by formation of a full phononic
bandgap [18, 19]. We induce a line defect on a phononic
crystal possessing a full bandgap to generate a structure
where only a single propagating mode of group velocity
vg ≈ 6800 m/s is allowed within a large range of frequen-
cies (Fig. 1A). The waveguide is fabricated in a suspended
film of silicon with thickness 220 nm using a combination
of e-beam lithography, and dry and wet etching [20].
To characterize the properties of a long waveguide, we
terminate one end with a reflective boundary, and place
a cavity-optomechanical transducer that supports local-
ized optical and mechanical modes at the opposite end.
As shown in Fig. 1C the waveguide of length L, which
supports traveling waves of group velocity vg, can be ana-
lyzed by considering standing-wave modes of an extended
cavity. Each extended mode of the wire is coupled to the
localized mechanical resonance of the transducer at a rate
fk. In the frequency domain, we describe the interaction
between the extended modes and the localized mechani-
cal mode as
Hˆwg,int/~ =
∑
k
(fk cˆ
†
k bˆ+ h.c.), (1)
where we take fk to be real. Operators cˆk and bˆ an-
nihilate phonons in mode k of the wire and the lo-
calized mode, respectively. Under the effect of a red-
detuned laser drive, the optomechanical transducer ef-
fectively couples the mechanical resonance to the optical
field leading to a total Hamiltonian
Hˆ/~ = ∆aˆ†aˆ + ωmbˆ†bˆ +G(aˆ†bˆ + h.c.) + Hˆwg,int/~, (2)
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FIG. 1. System Concept and Experiment Overview (A) Band diagram for the single-mode phonon waveguide. The
solid black (dotted-red) lines show the z-symmetric (antisymmetric) bands respectively. (B) Simulated displacement field for
a longitudinal edge-mode in the bandgap. (C) Concept of the readout mechanism, showing an optical mode aˆ, coupled to a
localized mechanical resonance bˆ. The localized mechanical mode can be used to readout a terminated single-mode waveguide.
On the bottom is shown an equivalent picture, in which we treat each waveguide mode as a standing-wave coupled at a rate
fk. (D) Experimental realization of the device, showing the cryostat setup (along the direction of propagation, the 2 mm
on-chip waveguides can be resolved with the unaided eye), a laser confocal image, and two scanning electron micrographs.(E)
Simplified diagram of the optical setup. A laser is used to probe an optomechanical cavity in reflection. EOM: Electro-optic
modulator, VOA: Variable optical attenuator, EDFA: Erbium-doped fiber amplifier, VNA: Vector network analyzer, RSA:
Realtime spectrum analyzer, FPC: Fiber polarization controller.
where G = g0
√
nc is the laser-enhanced optomechanical
coupling rate for nc pump photons, aˆ is the cavity photon
annihilation operator, and ∆ ≡ ωc−ωL≈ ωm is the laser-
cavity detuning.
A simplified diagram of the experimental setup used
to perform low-temperature (T = 11 K) coherent and
thermal spectroscopy is shown in Fig. 1E. In coherent
spectroscopy, in addition to the strong pump described
above, we generate a weak probe tone that is swept across
the cavity resonance. The probe experiences a large
phase shift at pump-probe detunings near the mechanical
resonances of the structure. This is a generalization of
electromagnetically induced transparency (EIT) for op-
tomechanical systems [21–24]. Separately, the incoherent
spectrum of the thermal phonons scattered into a side-
band of the optical pump field are measured by analyzing
the power spectral density of the detected light field. An
optomechanical transducer uncoupled from a phononic
wire would have a thermal spectrum that is a Lorentzian
line centered at the mechanical frequency arising from
losses into a nearly Markovian thermal bath. In contrast,
the phononic wire acts as a strongly non-Markovian bath
and modifies this detected spectrum leading to the emer-
gence of multiple peaks as shown in Fig. 2A.
Thermal spectroscopy allows us to experimentally
probe the band structure of phononic wires. We fab-
ricate an array of transducer-coupled 3-millimeter-long
phononic wires and measure them in the cryostat. Since
each localized mechanical mode of the transducer probes
the waveguide spectrum over a narrow range of at most
a few megahertz, we fabricate multiple optomechanically
coupled phononic wires and probe them independently.
The results of thermal spectroscopy performed on the
two separate transducer modes with frequencies sepa-
rated by roughly 200 MHz are presented by the red and
blue solid lines in Fig. 2. During fabrication, we sweep
the phononic wire lattice constant across devices over an
8% range, effectively sweeping the single-mode region of
the wires over the frequencies of the two localized readout
modes (Fig. 2B). For each device, we record the normal-
ized thermal spectrum as shown in Fig. 2A. The regime
of single-mode operation becomes immediately apparent
through the emergence of regularly-spaced peaks on top
of the broad thermal noise pedestal of the transducer sig-
nal (Fig. 2A,iii). The thermal spectra corresponding to
multi-band propagation are qualitatively different – they
do not have a well-defined free spectral range (FSR) due
to mixing between different phonon propagation chan-
nels (Fig. 2A, i and ii). In the single-mode case, by
measuring the peak separations, we find a mode spac-
ing ∆ωk/2pi = 1.1±0.2 MHz, agreeing with the expected
FSR of vg/2L = 1.14 MHz. This corresponds to a round-
3trip time of approximately 900 ns.
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FIG. 2. Probing the Single Mode Regime via
Structural Tuning (A) Experimentally measured ther-
mal power spectra of the waveguide-cavity device as
the lattice constant is changed across five different de-
vices, increasing from bottom to top. The left (right)
sides show the spectra from localized readout mode 1
(2) respectively. ωm,1/2pi ≈ 4.4 GHz and ωm,2/2pi ≈
4.6 GHz. The labeled lattice constant sweep values are
a = 450 nm(i), 457 nm(ii), 464 nm(iii), 472 nm(iv), 486 nm(v).
The highlight corresponds to both localized modes in the sin-
gle mode regime. (B) Band diagram of the waveguide for each
lattice constant. The red and blue horizontal lines denote the
frequencies of the two transducer modes.
We turn our attention to a device (where L = 2 mm)
operating in the single-mode regime that is well repre-
sented by the model shown in Fig. 1C and in equation (2).
Using coherent spectroscopy, we measure the frequency-
dependent phase shift of the reflected probe, shown in
Fig. 3. The force generated by the pump-probe in-
teraction in the optomechanical transducer excites the
phononic wire and leads to a significant modification of
the probe response. The full probe response in the weak
coupling regime (g0  κ) is captured by the sideband
reflection coefficient
r(ω) = 1− κe
i(∆− ω) + κ2 +
g20nc
i(ωm−ω)+ γi2 +
∑
k
f2
k
i(ωk−ω)+
γk,i
2
,
derived from equation (2) (see SM). The system param-
eters in this expression are estimated by minimizing the
difference between the measured and theoretical phase re-
sponse. The same values of the parameters are used in a
fit that takes into account measurements at five different
powers ranging from P = 43 µW to P = 254 µW. The
results of the estimation procedure (see SM) are shown in
the solid lines of Fig.3A,B. We find good agreement be-
tween the data and the model for the obtained estimates
of the waveguide mode coupling rates fk, and intrinsic
losses γk,i. In addition, the estimated parameters are
consistent with simulations and previous measurements
of intrinsic mechanical losses [20]. The mean values for
the estimated parameters on the measured device are
fk/2pi = 310±67 kHz, γk,i/2pi = 22±2 kHz. Due to dis-
order, the spacing between pairs of consecutive extended
modes (∆ωk) varies from mode to mode. Nonetheless,
the mean value of this spacing, ∆ωk/2pi = 1.6±0.2 MHz,
agrees well with an expected FSR (vg/2L = 1.7 MHz)
for the 2-mm-long phononic wire. Using the relation
fk =
√
ωFSRγe/2pi (see SM) we find that the extrinsic
mechanical loss rate, coupling the localized resonator to
the waveguide, is γe/2pi = 386 kHz consistent with sim-
ulations of phonon loading in the fabricated design (see
SM) and exceeding the intrinsic damping of transducer
mode γi.
Once the intrinsic parameters are determined, we es-
timate the waveguide readout strength by diagonalizing
the matrix describing the dynamics of the coupled system
under laser drive. The waveguide mode damping rates
γk > γk,i are the imaginary components of the eigenfre-
quencies and depend on nc. We define waveguide mode
cooperativity for mode k at intracavity photon number
nc as Ck,wg|nc ≡ γk,S|ncγk|nc=0 where γk,S|nc ≡ γk|nc − γk|nc=0
is the optically induced sympathetic cooling rate of the
extended modes of the phononic wire, analogous to ex-
periments in atomic physics [25]. A cooperativity larger
than 1 represents coupling of an extended mode to the
optical readout channel that is stronger than its damp-
ing. Ck,wg is plotted in Fig. 3D for several k. We
reach the large cooperativity regime, Cwg > 1 for sev-
eral of the extended modes that are close in frequency to
the transducer mode frequency. The peak cooperativity
achieved is Ck,wg ≈ 6.3 for an extended mode detuned
by δk/2pi ≈ 630 kHz from the localized transducer res-
onance. In contrast to a typical optomechanical system
where the cooling rate given by γOM increases linearly
with input laser power, the extended mode cooperativity
may display nonmonotonic behavior. The sympathetic
cooling rate in the weak coupling limit fk  γOM  κ is
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FIG. 3. Coherent Linear Spectroscopy Results (A) Phase response of a weak coherent probe tone as a function of
detuning from the pump beam. Several coupled waveguide resonances are seen. The central dip broadens with laser power,
due to sideband cooling of the localized mechanical mode. The black line is a fit to a theoretical model, described in the main
text. (B) A zoom in of data from (A), showing three waveguide modes (highlighted) and the localized mode near resonance.
The localized mode is strongly mixed with the waveguide mode highlighted in purple. (C) Model parameters estimated from
dataset in (A), showing the waveguide-coupling rates fk (top) and the intrinsic loss rates γk,i (bottom) vs. waveguide mode
frequency. The solid lines correspond to lines in (D). The gray dashed line shows the approximate frequency of the localized
mechanical resonance. (D) Waveguide cooperativities inferred from model parameters. Colored solid lines in (D) correspond
to the modes depicted in (C).
approximately
γk,S ≈ |fk|
2γOM
δ2k + γ
2
OM
. (3)
At low optical power (γOM  δk), increasing the pump
intensity causes an increase in the damping of the ex-
tended mode since the transducer mechanical response
covers a broader bandwidth. At higher optical powers
(δk  γOM), we are only reducing the total quality fac-
tor of the transducer resonance, diminishing the readout
rate in a manner analogous to a reduced Purcell enhance-
ment.
The calibrated noise power spectra for the same de-
vice are shown in Fig. 4A. Using the same values for
system parameters obtained from the fitting procedure
described above, we estimate the thermal noise injected
into the system by fitting to a model that includes noise
inputs. The black lines in Fig. 4A are fits to theory, us-
ing the noise temperatures as the only free parameters
(see SM). The mode occupancy for both the localized
and the extended modes are calculated from the mea-
sured noise powers and shown in Fig. 4B. We observe
optical cooling of the extended modes of the phononic
wire. The minimum waveguide mode phonon occupancy
achieved is nphon = 42 ± 4, a factor of two below the
intrinsic bath occupancy of ni = 87 ± 11. This intrinsic
bath occupancy, denoted by the gray band in Fig. 4B and
measured at low power across many devices [26] in the
same experimental run, is smaller than the occupancy of
detuned extended modes. For the extended mode nearly
resonant with the transducer, the factor of two cooling
achieved is three times less than what would be expected
naively from Cwg ≈ 6. This is due to the presence of
optical absorption induced heating of the waveguide (see
SM).
In addition to optical absorption, two other nonide-
alities of the phononic waveguide are the persence of
loss and fabrication disorder. A simple estimate for
the phonon loss rate per unit length is given by αm =
γk,i/vg ≈ 0.88 dB/cm, values comparable to silicon pho-
tonic wires [27, 28]. This loss is likely thermally activated
by nonlinear phonon processes and αm would be orders of
magnitude smaller at lower temperatures (10 mK) [29].
For large classical signals at 10 K, we estimate a propa-
gation distance of L3dB,c ≈ 3 cm. At the ≈ 10 K tem-
perature, the injection of thermal phonons from the bath
leads to a more rapid decoherence of quantum signals of
roughly αm,th = (ni + 1)γk,i/vg and a phonon being in-
jected into the phononic wire after L3dB,q ≈ 0.5 mm of
propagation. This decoherence would also be far smaller
at 10 mK temperatures.
To faithfully transmit information along a wire, we
must also consider the effect of disorder. Using a dis-
ordered tight-binding model of the waveguide we simu-
late both the single and multi-band case and find that
most of the features of the thermal and coherent spectra
and resulting waveguide parameters can be reproduced
theoretically for levels of disorder consistent with experi-
ment. The measured disorder in the waveguide, i.e., the
distribution of ∆ωk, allows us to estimate the dephasing
of an itinerant excitation propagating in the phononic
wire caused by random and static frequency-dependent
phase shifts (see SM). This dephasing limits transmission
to L3dB,δ ≈ 6 mm.
Our demonstration of single-channel conduction of
highly confined phonons is an important step in the
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FIG. 4. Thermal Spectroscopy and Signatures of Mul-
timode Cooling (A) Experimental results showing the total
thermal noise detected on reflection at the labeled intracavity
photon numbers. The spectra are normalized by the system
gain. Data points are shown in blue. The black line is a
fit to theory with waveguide parameters fixed from coherent
spectroscopy.(B) Extracted bath occupancies from the model
showing cooling near resonance. The blue, red, yellow, pur-
ple and green correspond to intracavity photon numbers 1099,
850, 635, 393 and 188,respectively. The gray band shows one
standard deviation uncertainty in the intrinsic phonon bath
occupancy. Error bars denote 10 percent error in the sys-
tem gain estimate. (Inset) Plot of the total waveguide mode
power spectral density inferred from model parameters, for
nc = 1099. Each mode is integrated to yield the occupancies
plotted in (B).
development of phononic systems. Moreover, we have
demonstrated an efficient interface between photonic and
phononic degrees of freedom, and shown that optome-
chanical systems can be used as on-chip resources for
cooling and control of phononic circuits. The techniques
of quantum optomechanics provide us with a powerful
toolbox for manipulating propagating phonons on the
surface of a chip. In turn, the phononic guided wave
structures can enhance optomechanical experiments by
connecting elements spaced by millimeters, for exam-
ple in mechanically mediated microwave-to-optical con-
verters [30–32] and phonon routers [33]. Finally, the
demonstrated mechanical waves have three to five or-
ders of magnitude higher confinement than surface and
bulk acoustic waves in the same frequency range, opening
the way to the study of phonon-coupled emitters [34–36],
two-level systems [37], and other phonon nonlinearities.
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7Supplemental Materials: A single-mode phononic wire
MATERIALS AND METHODS
DEFINITIONS
Here we provide a table of parameters referred to in the text:
TABLE I. Definition of Parameters.
Parameter Description Approximate Values
g0/2pi single photon OM coupling rate 700kHz - 1MHz
κi/2pi intrinsic cavity loss rate 700MHz
κe/2pi extrinsic cavity loss rate 300MHz
γi/2pi intrinsic mechanical loss rate 20 kHz - 100 kHz
nc intracavity photon number 100 - 1000
ωm/2pi mechanical frequency 4-5 GHz
ωc/2pi optical cavity frequency 194 THz
ωL/2pi laser frequency 194 THz
∆/2pi laser-cavity detuning 4-5GHz
fk/2pi waveguide mode coupling rate 300 kHz
γk,i/2pi intrinsic waveguide mode loss rate 20 kHz
ωk/2pi waveguide mode frequency 4-5 GHz
δk/2pi relative waveguide mode frequency (ωk − ωm) 0 - 10 MHz
γk,S/2pi waveguide sympathetic cooling rate 0-250 kHz
γk/2pi waveguide total linewidth 20-300 kHz
Cwg waveguide cooperativity 0-6
γe/2pi waveguide coupling rate 300kHz
ωFSR/2pi waveguide free spectral range 1.5MHz
vg group velocity 7000 m/s
αm phonon loss per unit length 1 dB/cm
DEVICES
Photonic Coupler Design
In order to generate efficient optical driving and readout of our devices we numerically optimize an adiabatic coupler
which is fabricated from thin film silicon. The coupler is designed with a Gaussian mode input of beam waist ≈ 2.5µm,
in order to couple to a lensed fiber. The simulated and measured coupler performance on devices tested at room
temperature is shown in Fig. S1. We attribute most of our reduction in efficiency to splice losses within the cryostat,
as well as fiber degradation with time over multiple cooling cycles. Our structure is specified by 6 width and 6 length
parameters given in Table II
Device Geometry and Fabrication
The waveguide transducer is designed by numerically optimizing a one dimensional optomechanical crystal. We
aim to minimize a cost function of the form:
C ∝ gigjQoptical (S1)
where the difference between the mechanical frequencies is bounded to |ωm,i − ωm,j | ≈ 300 MHz.
The behavior of the cost function vs trial number from a genetic algorithm is shown in Fig. S2
The phonon waveguide geometry is shown in Fig.S3 and the nominal parameters are given in Table III.
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FIG. S1. Characterization of the on-chip optical coupler.
TABLE II. Optical Coupler Parameters
Parameter Dimension (µm)
w1 0.249
w2 0.251
w3 0.292
w4 0.425
w5 0.966
w6 0.400
l1 2.66
l2 2.66
l3 1.91
l4 1
l5 0.5
l6 1
TABLE III. Nominal Phononic Wire Geometry Parameters
Parameter Description Value
a lattice constant 450 nm
w waveguide width 0.3× a
l1 cross length 0.9× a
l2 cross width 0.25× a
Our devices are fabricated using a 220 nm silicon on 3 µm oxide wafer (SOITEC) with resistivity of approximately
15 Ω · cm. All devices described in this work are on the same 5×10 mm chip which is diced along one edge for optical
access. The fabrication details for the cavity transducer used here are described in [S20].
We varied device waveguide lengths, coupling parameters, and lattice constants. The overall optical scaling of the
transducers was also varied; devices chosen for the experiment had optical modes in the bandwidth of our EDFA
(1529 - 1564 nm). The devices in the lattice constant sweep of Figure 2 have L = 3 mm, with a hole offset of
δy = 30 nm, coupling was design to be approximately 288 kHz. The offset applies uniformly to all air-holes in the
direction orthogonal to both the propagation direction and the normal vector of the chip surface, as described in
previous work [S20]. The devices shown in Figs.3 and 4 are of L = 2 mm and δy = 40 nm. The phonon coupler design
process will be elaborated in future work.
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PHONON WAVEGUIDES PROBED THROUGH A CAVITY
In this section we provide the theory and definitions of how waveguide properties can be characterized by studying
the thermal and excitation spectrum of a resonator that is coupled to a terminated waveguide. This is important
for phononic systems in particular. In most optical and electromagnetic experiments, excitation of guided waves is
technically simple and localized resonant modes are probed through waveguides. With optomechanical crystals we
have somewhat the opposite situation on the mechanical side of the problem. The localized phonon mode is more
simply probed by the optical field and so we are left in a situation where we need to probe a phonon waveguide
through the phonon cavity.
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FIG. S4. Characterizing a terminated waveguide as a series of extended standing-wave modes.
Setting up the problem
The Hamiltonian (here we take ~ = 1) of the waveguide, and the interaction of the waveguide with our system can
be expressed as
HˆWG =
∑
kn
ω(kn)cˆ
†
kn
cˆkn (S2)
Hˆsys-WG =−i
√
vgγe
L
∑
kn
[
cˆkn bˆ
† − h.c.
]
(S3)
Hˆsys =ωmbˆ
†bˆ (S4)
note that energy of the modes ωkn can be expressed over the small bandwidth around the mechanical frequency that
we’re interested in as ωkn = ωm + vgkn. So we can rotate out the mechanical frequency from these equations and we
get
HˆWG =
∑
kn
vgkncˆ
†
kn
cˆkn (S5)
Hˆsys-WG =−i
√
vgγe
L
∑
kn
[
cˆkn bˆ
† − h.c.
]
(S6)
Hˆsys =0 (S7)
The continuum limit
In the case of an infinite waveguide where we can take the limit L→∞, we are converting sums to integrals. Then
vg
∑
kn
kncˆ
†
kn
cˆkn = vg
∑
kn
kncˆ
†
kn
cˆkn(∆k)
−1∆k
→ vg
∫
dk kcˆ†(k)cˆ(k).
and ∑
kn
[
cˆkn bˆ
† − h.c.
]
=
∑
kn
[√
∆kcˆ(kn)bˆ
† − h.c.
]
(∆k)−1∆k
=
1√
∆k
∑
kn
[
cˆ(kn)bˆ
† − h.c.
]
∆k
→
√
L
2pi
∫
dk
[
cˆ†(k)]bˆ − h.c.
]
.
with ∆k = 2pi/L and cˆ(kn) = cˆkn/
√
∆k =
√
L
2pi cˆkn . With these substitutions we use can the continuum equations:
HˆWG = vg
∫
dk kcˆ†(k)cˆ(k) (S8)
Hˆsys-WG =− i
√
vgγe
2pi
∫
dk
[
cˆ†(k)]bˆ − h.c.
]
. (S9)
Hˆsys = 0 (S10)
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These equations lead to damping of the mechanical mode bˆ at rate γe.
Coupling to extended modes in a waveguide
The interaction in equation (S6) has the relevant interaction rate
f =
√
vgγe
L
,
It’s important to note that L here may not be the actual length of the waveguide. The way that L came into the
equations of the continuum limit was via ∆k = 2pi/L, or equivalently, ωFSR = ωn+1−ωn = vg∆k = 2pivg/L. We need
this to the case for the γe defined in these equations to represent the actual loss rate of the cavity into the infinite
waveguide. Nonetheless, this relation allows us to define
f =
√
ωFSRγe
2pi
.
This equation behaves roughly how we expect it. For example, given a certain waveguide and coupling geometry, as
we increase the length, ωFSR reduces with the length of the waveguide, as does the overlap of the extended modes
with the main mechanical mode – in both cases we expect the coupling to change as f ∝ L− 12 .
The operators cˆk now represent the extended modes of a terminated waveguide of finite length. This leads to a
coupling Hamiltonian of the form:
HˆWG =
∑
k(ωk − ωm)cˆ†k cˆk (S11)
Hˆsys-WG =− i
∑
k fk
[
cˆk bˆ
† − h.c.
]
(S12)
We’ve given f the index k for now. In an experiment we’d expect all of parameters fk to be roughly equal.
Thermal Spectroscopy: Derivation of output spectrum
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FIG. S5. Conceptual overview of coherent and thermal spectroscopy.
To get a feeling for the different parameters and possibly an understand the important regimes of this type of
coupling, we can look at the expected spectra. There are two main types of measurement we can do. The first is to
measure the thermal spectrum out by looking at the photons scattered via interaction with mode bˆ (this scattering
happens into the optical mode at a rate γOM). The second is coherent spectroscopy, where we excite the system
coherent with the tone through mode bˆ and then measure the phase and amplitude of the modified sideband. First,
to set the frame we’re in, assume that our Hamiltonian is given by:
H =δbˆ†bˆ +
∑
k
fk(cˆk bˆ
† + h.c.) +
∑
k
(∆k + δ)cˆ
†
k cˆk
12
where δ is the detuning of the drive with the mechanical mode and ∆k = ωk−ωm. From here we can get an equation
that looks like
∂t

b
c1
...
cn
 = Mˇ

b
c1
...
cn
+

√
γOMbin +
√
γibin,i√
γi,1cin,1
...√
γi,ncin,n

where
Mˇ =

−iδ − γOM2 − γi2 −if1 −if2 · · · −ifn
−if1 −i(∆1 + δ)− γ1,i2 0 · · ·
...
−if2 0 . . . 0 0
...
... 0
. . . 0
−ifn 0 . . . 0 −i(∆n + δ)− γn,i2

We can express this as a matrix equation in the Fourier domain:
−iωs = Mˇs− Kˇvin
The coupling matrix is given by
Kˇ =

√
γOM
√
γi 0 · · · 0
0 0
√
γ1,i 0 0
0 0 0
. . . 0
0 0 · · · 0 √γi,n

and the input vector is vin =
(
bin bin,i cin,1 · · · cin,n
)T
. This allows us to write the input-output relation as
vout =vin + Kˇ
T s.
To get the output spectrum, we solve these equations, substituting
s =(Mˇ + 1ˇiω)−1Kˇvin
to obtain
vout =
[
1ˇ + KˇT (Mˇ + 1ˇiω)−1Kˇ
]
vin = Gˇ(ω)vin.
Now how does this relate to the measured spectra, i.e.
Sout(ω) =
∫
dω exp(iωτ)〈b†out(τ)bout(0)〉
For that we use
Sout(ω) =
∫
dω′〈b†out(ω)bout(ω′)〉
=
∫
dω′[G∗11(−ω)G11(ω′)〈b†in(ω)bin(ω′)〉
+G∗12(−ω)G12(ω′)〈b†in,i(ω)bin,i(ω′)〉
+G∗13(−ω)G13(ω′)〈c†in,1(ω)cin,1(ω′)〉
...
+G∗1(n+2)(−ω)G1(n+2)(ω′)〈c†in,n(ω)cin,n(ω′)〉].
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Now, using the autocorrelation relations 〈b†in,i(ω)bin,i(ω′)〉 = 〈c†in,k(ω)cin,k(ω′)〉 = n¯δ(ω + ω′) for the intrinsic noise
channels and 〈b†in(ω)bin(ω′)〉 = 0
for the optical coupling to the mechanical mode, we obtain:
Sout(ω) = n¯
n+2∑
j=2
|G1j(ω)|2,
i.e. the incoherent sum of the coupling through the different noise channels.
Coherent Spectroscopy: Derivation of cavity reflection coefficient
Starting from the Heisenberg-Langevin equations describing this system in the laser frame, with the laser red-
detuned from the cavity by roughly a mechanical frequency:
−iωa(ω) = −i∆a− κ
2
a− iGb−√κeain(ω) (S13)
−iωb(ω) = −iωmb− γi
2
b− iGa− i
∑
k
fkck (S14)
−iωck(ω) = −iωkck − γk,i
2
ck − ifkb (S15)
and applying the optical input-output boundary condition: aout(ω) =
√
κea(ω) + ain(ω)
we get after some algebra:
r(ω) =
aout(ω)
ain(ω)
= 1− κe
i(∆− ω) + κ2 + G
2
i(ωm−ω)+ γi2 +
∑
k
f2
k
i(ωk−ω)+
γk,i
2
(S16)
Importantly, this quantity allows determination of the waveguide coupling parameters fkwithout a-priori knowl-
edge of the temperature. (Since the measurement is coherent, the thermal noise contributions do not enter. The
measurement bandwidth in an ideal setup can be reduced arbitrarily close to zero). We can think of this formula as
describing the traditional optomechanical EIT effect, with additional coupling terms to the waveguide modes. These
modes, which do not couple directly to the optics, can still be resolved in an EIT scan due to their coupling to the
localized phononic cavity mode rotating at ωm
DEDUCING THE MODEL FROM COHERENT SPECTROSCOPY DATA
In order to determine the model parameters, it is first necessary to use equation (S16) to predict S21(ω), the
measured RF scattering parameter. We start by describing the output of an ideal intensity modulator:
αout =
1
2
(
1 i
i 1
)(
1 0
0 eiφ(t)
)(
1 i
i 1
)
αin (S17)
where αout = (αout,1, αout,2)
T , αin = (αin,1, αin,2)
T , and φ(t) = φDC + β cos(ωt). In an ideal setup with the electro-
optic-intensity-modulator operating at the midpoint, we take φDC = pi/2 The modulation strength β ∝ vdrive(t), the
voltage amplitude generated by the VNA. In the rotating frame of the laser, we have αin = (αL, 0)
T and for small β
we get for the output amplitude:
αref(t) =
αL
2
[
(1− i)r(0) + β
2
r(−ω)eiωt + β
2
r(ω)e−iωt
]
(S18)
where we have used the reflection coefficient of Eq.(S16) to determine the reflected amplitude αref(t). Here we are
working in the case where the pump detuning is ∆ ≈ ωm. Upon detection, the VNA sees the following (AC coupled)
signal:
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|αref(t)|2 = exp (−iωt)α
2
L
4
[β
2
(1 + i)r∗(0)r(ω) +
β
2
(1− i)r(0)r∗(−ω)
]
+ c.c. (S19)
The expression in brackets is proportional to the RF scattering parameter. We divide this by the far-detuned ∆ κ
response to obtain an expression for the normalized scattering parameter, which does not depend on the modulation
strength or the frequency response of circuit elements not related to the optomechanical system response (e.g. cable
losses). This normalization yields, noting that r(ω) ≈ 1 for ∆ κ:
S21(ω) =
1
2
[(1 + i)r∗(0)r(ω) + (1− i)r(0)r∗(−ω)] (S20)
Having obtained an expression for the scattering parameter, we fit the phase response by minimizing the following
cost function over the system waveguide parameters xwg and localized optomechanical parameters xlocal.
f(xwg, xlocal) =
∑
i
∑
j
[
∠S21(xwg, xlocal, nci, ωj)− ∠S21,data(nci, ωj)
]2
(S21)
where nci denotes the i
th intracavity photon number. The ∠ symbol denotes the unwrapped phase of the scattering
parameter. We used five datasets corresponding to the curves shown in the main text. A summary of the parameters
is given in table IV:
TABLE IV. Summary of Fit Results
Parameter Value
γi/2pi 122 kHz
g0/2pi 690 kHz
κ/2pi 1 GHz
κe/2pi 200 MHz
ωc/2pi 192.2 THz
ωm/2pi 4.393 GHz
∆/2pi 4.217 GHz
fk/2pi 310 kHz
γk,i/2pi 22 kHz
∆ωk/2pi 1.6 MHz
Once the intrinsic parameters have been determined, we construct the dynamical matrix from the Heisenberg-
Langevin Equations as done in the previous section. We get a matrix for the complete system, working in the rotating
frame of the localized mode, which looks like:
Mˇtotal =

i∆ + κ2 iG 0 · · · 0
iG γi2 if1 · · · ifk
0 if1 iδ1 +
γ1i
2 · · · 0
...
...
...
. . .
...
0 ifk 0 · · · iδk + γki2
 (S22)
where we note that our choice of frame implies ∆ → ∆ − ωm, and we define δk = ωk − ωm. The only laser
power dependent quantity here is G. We diagonalize (S22) to give the modified frequencies and damping rates of
the coupled system. For the Nwg eigenvalues {λ1...λk}, we can compute these total rates as: ωk,total = =[λk] and
γk = 2<[λk]. We note that γi 6= 0 when G = 0, since the total damping rate γk 6= γk,i. Physically, we expect this
to be true for waveguide modes that are near resonance, that is, those for δk  γOM. This is also the basis for the
excess heating described later and shown in Fig.S9 b. In analogy to the standard optomechanical broadening in an
uncoupled system, γ = γi + γOM where γOM denotes the system measurement rate. We define γk = γk,i + γk,S where
γk,S is the sympathetic cooling rate arising from coupling with the localized mode.
DEDUCING THE THERMAL OCCUPATIONS FROM THE COHERENT SPECTROSCOPY MODEL
AND CALIBRATED THERMAL SPECTRUM DATA
We perform optomechanical thermometry on a non-waveguide-coupled device to determine our system gain, relating
the optical photon flux exiting the cavity to the RF power we detect on our electronic detector. As described in the
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main text, this system gain is used to normalize the thermal data measured from our waveguide-coupled device.
By using the best-fit theoretical model to fit this renormalized spectrum, we can determine the individual mode
occupancies. We note that we only have direct experimental access to the sum of the noise from all modes, so such
an approach is necessary to perform waveguide thermometry.
A simplified diagram of our detection chain is shown in Fig.S6. The idea is to use two lasers, one strong tone, and
one weak probe. If the two tones are allowed to reflect off of the system (detuned from the cavity resonance), then we
can measure the resulting beat signal on a high speed photodiode. Crucially, the RF power inferred from this beat
signal can be compared to the flux of photons emitted by the probe laser alone, giving us a direct way to calibrate
the system gain, without detailed knowledge of each individual element in the path, (such as, for example, the losses
in the RF coaxial cable connecting the detector to the real-time-spectrum-analyzer).
Let the lasers be described by αL(t) = αLe
−iωLt and αp(t) = αpe−iωpt. Upon reflection from the device, the
amplitude of the field incident on the high speed detector is:
α(t) =
√
η3s η
2
f η
2
cGEDFAA(αL(t) + αp(t)) (S23)
where ηs, ηf, ηc denote the switch, fiber, and circulator efficiencies respectively. GEDFA denotes the Erbium-doped-
fiber-amplifier (EDFA) gain, and A the attenuation setting.
The time varying part of the detected voltage is given by:
vdet(t) = R~ωp|α(t)|2 = R~ωpη3s η2f η2cGEDFAA|αL||αp| cos(∆pt) (S24)
where we have defined R as the detector responsivity (which contains RF losses), ∆p = ωL − ωp, and the laser
frequencies are set such that δ ≈ ωm
The voltage spectral density at the input to the spectrum analyzer is given by:
Svv(ω) =
∫
〈vdet(t)vdet(0)〉eiωtdt =
(
δ(ω −∆p) + δ(ω + ∆p)
)(
piR~ωpη3s η2f η2cGEDFAA|αL||αp|
)2
(S25)
which yields the total integrated RF power:
PRF =
1
Zo
∫ ∞
−∞
Svv(ω)dω =
2
Zo
[
piR~ωpη3s η2f η2cGEDFAA|αL||αp|
]2
(S26)
where Zo is the spectrum analyzer input impedance, typically taken as 50 Ω though its value is not necessary for
our calibration procedure. The calibration is obtained by comparing this to the reflected power of the probe signal
alone. This is possible because the main laser tone can be switched off. The probe signal power is:
Pprobe = ~ωpη4s η2f η2c |αp|2 (S27)
We now arrive at the expression for the system gain:
GR =
PRF
Pprobe
=
2~ωp
Zo
[
piRηsηfηcGEDFAA|αL|
]2
(S28)
In any given measurement run, since one has access to PRF and Pprobe directly, independent measurements of the
parameters on the right side of this equation are not necessary. We define a normalized gain to account for fluctuations
in A, the attenuation, which is set by the user to avoid saturating the high speed detector. This normalized gain
allows us to compute GR across different measurement runs since in our setup the reflected power and the product
GEDFAA can be readily measured.
GR,norm =
GR
(GEDFAA)2
(S29)
A plot of the normalized gain is shown in Fig.S7.
Once GR has been determined, one can calculate the photon flux in the mechanical sideband, and the resulting
phonon occupancy. To illustrate this in the simplest case, we consider ∆ = ωm where we have Hint = G(aˆ
†bˆ + aˆbˆ†).
Then we can write a classical equation for the optics in the steady-state:
a˙ = 0 = −κ
2
a− iGb (S30)
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FIG. S6. Two-tone calibration routine for optomechanical thermometry. The green-arrow denotes the off-resonant calibration
tones that are sent into the system. The orange-arrow denotes a traditional measurement scenario, in which a pump with
detuning ∆ = ωm is used to readout mechanical motion. During calibration, the main laser tone can be switched off, and the
probe tone power can be measured directly on a power meter, at the point marked PM. Measuring the integrated power of the
beat-tone of the two lasers and dividing by probe-only optical power gives us a measure of the system gain. VOA: Variable
Optical Attenuator, EDFA: Erbium Doped Fiber Amplifier, RSA: Realtime Spectrum Analyzer
This, in addition to the input-output boundary condition aout =
√
κea+ ain gives us:
|αm|2 = |aout|2 = κe
κ
4G2
κ
nphon =
κe
κ
γOMnphon (S31)
We see that this expression for the sideband photon flux (see the box in Fig. S6 for the ∆ = ωm case) is proportional
to the measurement rate γOM. The RF power generated by this signal upon detection is:
PRF = ~ωc|αm|2GRηcηfη3s (S32)
For an example of PRF see the red shaded region of Fig.S8c. Combining (S31) and (S32) we get an equation for
the phonon occupancy:
nphon =
1
GR
(PRF
~ωc
)( κ
κeγOMηcηfη3s
)
(S33)
In order to determine the thermal output spectra from our model we start with the input-output equation derived
earlier:
vout = [1ˇ + Kˇout(Mˇ + 1ˇiω)
−1Kˇin]vin = Gˇ(ω)vin. (S34)
where we have defined the matrices Kˇin and Kˇout as:
Kˇin =

√
κe 0 0 0 0
0
√
γi 0 · · · 0
0 0
√
γ1,i 0
...
0
... 0
. . . 0
0 0 · · · 0 √γk,i
 (S35)
and
Kˇout =

√
κe 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
 (S36)
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FIG. S7. Normalized gain. The black data points are gains measured from running a calibration routine in our setup with a
two-tone laser drive. The red line is a third-order polynomial fit which we use to infer the system gain on other devices. We
note that the normalized system gain is independent of device, since the measurements are taken at large detuning from the
cavity. The reflected power refers to the laser power measured at the point PM in Fig.S6
Kˇout includes coupling to the optical channel only, since our experiment measures an optical output signal. From
here, we can calculate the spectral density of the photon flux emitted from the system, aout, as:
Saoutaout(ω) =
∫ ∞
−∞
〈a†out(ω)aout(ω′)〉dω′ =
Nwg+1∑
i=1
ni|Gˇ(ω)1,i+1|2 (S37)
where the ni are unknown bath occupancies that are determined by a fit to the total noise output. We define ni
for i = 1 to denote the localized mode input bath occupancy. In order to determine the ni we first normalize the
experimental data,Svv(ω), using the gain factor calculated in the previous section. This gives us:
S˜aoutaout(ω) =
Svv(ω)
GRηcηfη3s ~ωc
(S38)
We now collect the relevant part of the model output from (S34) in a matrix, with each column corresponding to
the model evaluated over a range of frequencies described in the vector ω:
Hˇ(ω) =

...
... 1
|Gˇ1,2(ω)|2 · · · |Gˇ1,Nwg+2(ω)|2
...
...
... 1
 (S39)
The last column is added to incorporate a constant noise floor. Defining N as the vector of unknown bath occu-
pancies, (n1...nNWG+1 , c)
T and S(ω) = S˜aoutaout(ω)as the experimentally measured power spectrum, we try solving for
N
HˇN = S (S40)
The solution is a standard least-squares problem, and is given by:
N = (HˇT Hˇ)−1HˇTS (S41)
Finally we need to determine the occupancies of the Nwg + 1 mechanical modes. To do so we define the matrix
(implicit in Eq.(S34)):
Gint(ω) = (Mˇ + 1ˇiω)
−1Kˇin (S42)
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FIG. S8. Results of calibrated noise thermometry. (a) Mechanical thermal occupancies using the gain calibration technique
described in the text. At low powers, the optomechanical back-action cooling is negligible, and the occupancies approach
equilibrium with the intrinsic thermal bath. The symbols denote different devices, all on the same chip and measured on
different days. The inset shows the inferred occupancy of the localized mode in a waveguide coupled device, as described in
the main text. (b) Power spectral density of the two-tone beat note with ∆ ωm, from which an RF power can be calculated
through integration. The beat-note was recording during a measurement of the point highlighted in red in part (a). (c) Power
spectral density of the thermally driven mechanical mode where ∆ ≈ ωm. The area in red denotes the background subtracted
area and is proportional to the phonon occupancy. The calibration procedure fixes this proportionality constant.
From here we can compute the spectra for the localized mode using:
Sbb(ω) =
Nwg+1∑
i=1
neff,i|Gint,2,i+1(ω)|2 (S43)
and similarly for the waveguide modes using:
Sckck(ω) =
Nwg+1∑
i=1
neff,i|Gint,2+k,i+1(ω)|2 (S44)
where the waveguide index k runs from 1 to Nwg.
From these spectra, the mode occupancies are obtained via:
nb =
1
2pi
∫
Sbb(ω)dω (S45)
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Estimation of Heating Rates
We start with detailed balance in an optomechanical system:
n˙b = 0 = −(γOM + γi)nb + γini + γpnp (S46)
where nb denotes the phonon occupancy of the mechanical mode,ni denotes the occupancy of the thermal bath at
zero optical power and np denotes the occupation of the photon-induced-heating bath. We make the assumption that
the rate γp  γi. This assumption is experimentally verified as we observe no additional broadening in mechanical
line-width, after taking the back-action induced line-width into account. The first term on the right side of Eq. (S46)
represents the rate at which phonons leave the system. The second and third terms represent the rate at which noise
enters the system, which we denote as:
Γnoise,b = γini + γpnp (S47)
where, at zero optical power:
Γnoise,b|nc=0 = γini (S48)
Using these relations, we can define a heating rate:
Γheating,b = Γnoise,b − Γnoise,b|nc=0 = Γnoise,b − γini (S49)
For each waveguide mode cˆk we have a similar relation:
Γheating,k = Γnoise,k − γk,ini (S50)
In the limit of low laser power where γOM ≈ 0 and np ≈ 0, we can estimate the intrinsic occupation from Eq.
(S46) (ni ≈ nb). Since we have independent measurements of γi and γk,i, and best-fit estimates of the noise rates as
described in the previous section (setting Γnoise ≈ γineff), we can directly determine the heating rates in Eqs.(S49) -
(S50). The results are shown in Fig. S9
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FIG. S9. Heating rates estimated from thermomechanical noise spectra. (a) Heating rates plotted for non-waveguide coupled
devices (black data points, different shapes represent different trials) and a waveguide coupled device (colored data points). The
solid blue line shows the localized mode heating rate. The solid red line is a linear fit, giving Γheating ∝ n0.45cav .(b) Waveguide mode
heating rates normalized by the localized mode heating rate, plotted verses waveguide detuning from the localized mechanical
mode. A resonant heating effect is observed, which we attribute to line-width broadening of resonant waveguide modes at zero
power. Error bars derived from one standard deviation uncertainty in the intrinsic thermal occupancy.
20
DISORDERED WAVEGUIDES
Another way of modeling the waveguide is to spatially discretize it into small pieces, with each piece considered
as an optical cavity. The effect of disorder could be described by introducing randomness to the on-site frequency,
while keeping photon hopping rate between nearest neighbor sites as a constant J . Therefore the Hamiltonian for
this randomized tight-binding model is:
H =
∑
j
ωja
†
jaj + J
∑
j
(a†jaj−1 + h.c.) (S51)
where the on-site frequency ωj is a Gaussian random variable with mean value Ω and variation δω.
The model parameters Ω and J could be calculated using the dispersion relation of the waveguide. Assuming the
lattice constant of the discretization is a and the waveguide has no disorder, i.e., δω = 0, then the dispersion relation
of this tight binding model is
E = Ω + 2J cos(ka) (S52)
where k is the wavevector. Without loss of generality, we only consider the band structure near ka = pi/2. Therefore
the hopping term J and the group velocity vg are related by vg = 2Ja and Ω could be approximately taken as the
central frequency of the bandgap.
The variation δω of the on-site frequency comes from imperfection of fabrication. A rough estimate of its values
can be obtained by considering the distribution of mechanical frequencies obtained from fabricating many nominally
identical mechanical resonators with localized modes and considering the statistics of the distribution of the localized
mode frequencies. The disorder in these frequencies is measured to be about 8 MHz. We chose δω/2pi = 10 MHz to be
the on-site frequency disorder and simulated the tight-binding model with disorder. The results of these simulations
and a comparison to experimental data are shown in Fig.S10 a-d. Notably we find that the standard deviation in
∆ω is about 200 kHz, nearly a factor of 50 smaller than the 10 MHz on-site frequency disorder in the tight binding
model. In effect the extended modes sense disorder averaged over many unit cells and so we expect the fluctuations
to diminish by roughly
√
a/L, i.e., a factor of 50 for a 2 to 3 millimeter long waveguide.
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FIG. S10. Tight-binding Model Diagonalization Results. (a) For a disorder parameter δω/2pi = 10 MHz we obtain simulated
thermal spectra for the multi-band (red) and single band (blue) case. The spectra are normalized so they range from 0 to 1.
The x-axis units are multiples of the mechanical linewidth. (b) Histogram showing the distribution of coupling rates obtained
after diagonalizing the tight-binding model. The blue bars show the single-mode case with standard deviation σ = 40 kHz. (c)
Histogram showing the corresponding frequency difference distribution. The blue bars show the single-mode case with standard
deviation σ = 126 kHz. (d) Histograms extracted from the linear spectroscopy model fit to the experimental data. The upper
(lower) distributions have standard deviations σ = 231 kHz (σ = 67 kHz)
Dephasing due to Frequency Disorder
We start with a wavefunction describing the initial state of the waveguide expanded in an orthonormal basis:
ϕ(x, t = 0) =
1√
L
∑
k
cke
−ikp0x
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where the coefficients ck satisfy
∑
k |ck|2 = 1 and we define a wave number p0 = 2ωFSRvg .
For t > 0 in the undisordered case we have:
ϕ(x, t) =
∑
k
cke
−ikp0xe−ikωkt
In the case of frequency disorder:
ϕd(x, t) =
∑
k
cke
−ikp0xe−i(kωk+δωk)t
where δωk is a zero mean normal random variable with variance σ
2.
We define pulse fidelity as the quantity:
F (t) = 〈 1
L
∫ L
0
dxϕ∗d(x, t)ϕ(x, t)〉
This gives:
F (t) = 〈
∑
kk′
c∗k′ck
1
L
∫ L
0
dxei(k
′−k)p0xei[(k
′−k)ωk+δωk′ ]t〉
= 〈
∑
kk′
c∗k′ckδkk′ e
i[(k
′−k)ωk+δωk′ ]t〉
= 〈
∑
k
|ck|2eiδωkt〉 = 〈eiδωkt〉 = e− t
2σ2
2
To calculate L3dB,δ we set F (t) = 1/2.
