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Abstract
We present a numerical method for the computation of surface gravity waves in the presence
of variable bathymetry. The evolution is described by an alternative form of the usual Hamil-
tonian system where the substrate boundary value problem for the potential gives its place to
an inﬁnite system of second order partial diﬀerential equations on horizontal ﬁelds with appro-
priate boundary conditions and a linear algebraic constraint. We employ the ﬁnite diﬀerence
method to solve this time-independent problem and the classic Runge-Kutta method for the
time-integration of the evolution equations. Special care is taken for the consistent wave gen-
eration and absorption at the lateral boundaries of a reasonably sized computational domain.
Simulations of non-linear waves in the presence of undulated bottoms (Bragg reﬂection) are
presented and validated against experimental measurements.
Keywords: Hamiltonian water waves, vertical basis functions, variable bathymetry, numerical wave
generation and absorption, Bragg scattering
1 Introduction
Propagation of water waves has been a topic of study for many years. In the presence over
variable bathymetry computation of water waves is a highly demanding task mainly motivated
by the advancement of human intervention in near-shore regions where the accurate descrip-
tion of the complex wave dynamics is of great importance. Even under the assumption of an
an incompressible homogeneous inviscid ﬂuid the equations of motion form a non-linear free
boundary problem which is very diﬃcult to solve since the evolving surface boundary is part of
the solution. Moreover, complex wave-bottom interactions introduce non-linear eﬀects which
play a signiﬁcant role in many engineering applications and geophysical phenomena.
Two variational formulations for this problem are available and have been used in theoret-
ical and numerical studies. Luke [18] provided an unconstrained variational principle which is
equivalent with the water wave equations and Zakharov [22] revealed their Hamiltonian struc-
ture by putting them in the form of two evolution equations on surface variables which are
coupled with a boundary value problem (bvp) for the potential which encodes the kinematics
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of the ﬂow below the free surface. Craig and Sulem [10] rewritten Zakharov’s equations by
introducing an appropriate Dirichlet to Neumann (DtN) operator elegantly expressing the ﬂuid
velocity on the free surface in terms of surface quantities. In the same work the DtN operator
in the ﬂat bottom periodic case is expanded in a functional Volterra-Taylor series in terms of
the free surface elevation. Although this approach is appealing, as it reduces the dimension of
computation, it have been proven eﬃcient only for mildly non-linear waves over ﬂat bottom.
In the case of uneven bottom, studied herewith, some methods of computation of the DtN
operator have also been developed as e.g., boundary integral methods [14], [8], ﬁnite element
methods [12], ﬁnite diﬀerence methods [7] and methods based on Taylor series expansions [20],
[17], [15], [1], however computational eﬃciency and numerical stability issues abound.
In another line of work, Athanassoulis and Belibassakis [2], [3], [6] based on Luke’s principle
and an exact representation of the wave potential as a rapidly convergent series in terms of
prescribed vertical basis functions and unknown horizontal ﬁelds (called modal amplitudes),
proposed a dimensionally reduced reformulation of the problem in the case of uneven bottom
without any assumption on physical parameters or lateral periodicity. Adopting this method
it is shown in [5](see also [4]) that the usual Hamiltonian equations, in the case of lateral
excitation, admit of a reformulation where the DtN operator is determined by the solution of
a coupled mode system of inﬁnite horizontal second order partial diﬀerential equations (pdes)
coupled with a linear non-homogeneous algebraic constraint and appropriate lateral boundary
conditions.
In the present paper we propose a method for the solution of the aforementioned formu-
lation in the case of a two dimensional wave-tank. For the solution of the substrate problem
a ﬁnite diﬀerence method is employed and the non-linear evolution equations are marched in
time using the classic Runge-Kutta method. Long-time simulations in a ﬁnite computational
domain are achieved by the use a Sponge-Layer technique. We illustrate the performance of
our numerical model by presenting simulations of water waves in the presence of undulating
bottom topography, in cases of appreciable non-linearity, for which experimental measurements
and computations by other methods exist.
2 Governing equations
In a coordinate system Ox1x2z (with z pointing upwards and (x1, x2) = x ∈ R2 ), we consider
the motion of an homogeneous inviscid ﬂuid with a free surface in the presence of an imperme-
able variable bottom surface z = −h(x) (see Fig. 1). Under the assumption of irrotationality
and incompressibility the classical equations of motion are written in terms of the free surface
elevation η(x, t) (measured from {z = 0}) and the velocity potential Φ(x, z, t) as follows [21]:
ΔΦ = 0, in Dηh, (1)
N h·∇Φ = 0, on z = −h, (2)
∂x1Φ = Va on Sa, (3)
∂tη =N η·∇Φ, on z = η, (4)
∂tΦ+
1
2
(∇Φ)2 + gη = 0, on z = η. (5)
where Dηh = {(x, z) ∈ R3 : z ∈ (−h(x), η(x))} is the unknown ﬂuid domain, g is the acceleration
of gravity, ∇ = (∂x1 , ∂x2 , z)T = (∇x, z)T and N η = (−∇xη, 1), N h = (−∇xh,−1) are the
normal outward vectors on the free surface and bottom surface correspondingly. In order to
take into account incident non-linear waves, we have introduced the plane vertical surface (the
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Figure 1: Conﬁguration of the ﬂuid domain Dηh.
excitation boundary) deﬁned by Sa = {(x1, x2, z) : x1 = a, z ∈ [−ha, ηa]}, where ηa is a known
time-dependent surface elevation and ha is the ﬁxed depth at x1 = a which is assumed to be
constant. Eq. (3) states that the ﬂuid velocity at Sa equals Va which is given. The unilaterally
bounded horizontal extent of the ﬂuid domain is X = {(x1, x2) : x1 ≥ a, x2 ∈ R} and the
ﬂuid is assumed to be at rest at inﬁnity. In order to abbreviate the notation of quantity F at
some point, curve or surface parametrized by some relation Γ, we will write [F ]Γ. Zakharov
[22] adressing the free boundary problem (1), (2), (4), (5) in the inﬁnite depth case, employed
Hamilton’s principle by satisfying (1) a priori and showed that the free surface conditions (4),
(5) can be written as a Hamiltonian system of two evolution equations on η and the trace
ψ = [Φ]z=η (6)
which are both deﬁned on the known two dimensional domainX. Craig and Sulem [10] rewritten
these equations in the case of ﬁnite depth in terms of an appropriate Dirichlet to Neumann
operator (DtN) G[η, h]ψ. Adapting this notion, the so called Zakharov/Craig-Sulem(ZCS)
formulation is written
∂tη = G[η, h]ψ, x ∈ X, (7)
∂tψ = −gη − 1
2
(∇xψ)2 + (G[η, h]ψ +∇η · ∇ψ)
2
2(1 + (∇xη)2) −
Psurf
ρ
, x ∈ X. (8)
where G[η, h]ψ is deﬁned by
G[η, h]ψ =N η · [∇Φ]z=η, (9)
with Φ satisfying the substrate boundary value problem composed by (1), (2), (3), (6) and
appropriate vanishing-at-inﬁnity conditions. A distinctive feature of this formulation is that the
satisfaction of the kinematics below the free surface is required for the closure of the evolution
equations at every time t.
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3 New form of Hamilton’s equations
Luke [18] pointed out that the full water wave equations (1), (2), (4), (5) in a laterally un-
bounded domain are the Euler-Lagrange equations of an unconstrained functional expressed in
terms of (η,Φ). The extension of this functional in the lateral excitation case, studied herewith,
takes the form
S[η,Φ] =
∫ t1
t0
∫
X
∫ η
−h
[
∂tΦ+
1
2
(∇Φ)2 + gz]dz dx dt+ ∫ t1
t0
∫
R
∫ ηa
−ha
Va
[
Φ
]
x1=a
dz dx2 dt. (10)
and Luke’s variational principle states that the ﬁelds (η,Φ) satisfy (1)-(5) if and only if the
ﬁrst variation of S vanishes.
Athanassoulis and Belibassakis [2] exploited this equivalence in conjunction with an exact
series representation of the the wave potential Φ given by
Φ(x, z, t) = ϕ−2(x, t)Z−2(z; η, h) + ϕ−1(x, t)Z−1(z; η, h) +
∞∑
n=0
ϕn(x, t)Zn(z; η, h), (11)
The exact expressions of {Zn}∞n=−2 can be found in [6]. Apart from the vertical coordinate
z and the functions η and h, Zn also depend on the positive arbitrary parameters h0 and μ0
which are a priori chosen. The unknown sequence of horizontal functions {ϕn}∞n=−2 is deﬁned
by ϕ−2 = h0[(∂z − μ0)Φ]z=η, ϕ−1 = h0[∂zΦ]z=−h and
ϕn = ||Zn||−2L2
∫ η
−h
(
Φ− Z−2ϕ−2 − Z−1ϕ−1
)
dz, n ≥ 0. (12)
The advantage of this approach is that (11) is rapidly convergent up to the vertical boundaries
even for steep geometries. The terms in (11) are called free-surface mode (n = −2), sloping-
bottom mode (n = −1), propagating mode (n = 0) and evanescent modes (n > 0 ). Using the
expression (11) in Luke’s functional (10) and following the Kantorovich method, a reformulation
of the problem is derived in terms of η and {ϕn}∞n=−2. For more details we refer to [6], [4].
Further elaborating this approach it is shown in [5] (see also [4]) that the free surface conditions
Eqs. (7), (8) can be put in the following convenient form
∂tη = −∇xη · ∇xψ +
(
(∇xη)2 + 1
)(
h−10 Fa[η, h] + μ0ψ
)
, x ∈ X, (13)
∂tψ = −gη − 1
2
(∇xψ)2 + 1
2
(
(∇xη)2 + 1
)(
h−10 Fa[η, h] + μ0ψ
)2
, x ∈ X, (14)
where Fa[η, h]ψ is the free surface mode ϕ−2 obtained by solving the time independent system
of second order horizontal pdes
∞∑
n=−2
Amn∇2xϕn + (B1mn∂x1 + B2mn∂x2)ϕn +Cmnϕn = 0, m ≥ −2, x ∈ X. (15)
together with, the linear algebraic constraint
ψ =
∑∞
n=−2 ϕn[Zn]z=η =
∑∞
n=−2 ϕn, x ∈ X, (16)
the (excitation) boundary conditions
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∑∞
n=−2[Amn]x1=a [∂x1ϕn]x1=a +
1
2
[B1mn]x1=a [ϕn]x1=a = gm, m ≥ −2, x2 ∈ R, (17)
and vanishing at inﬁnity conditions on ϕn. In (15) the variable coeﬃcients are deﬁned by
Amn =
∫ η
−h
ZnZmdz, B
i
mn =
∫ η
−h
∂xiZnZmdz + ∂xih
[
ZnZm
]
z=−h, (18)
Cmn =
∫ η
−h
ΔZnZmdz −N h ·
[∇ZnZm]z=−h, (19)
and the lateral excitation data needed in (17) are obtained by gm =
∫ ηa
−ha Va[Zm]x1=adz. The
evolution equations (13), (14) are supplemented by the time-dependent boundary conditions
[η]x=a = ηa and [ψ]x=a = ψa and the quiescent initial conditions η(x, 0) = ψ(x, 0) = 0, x ∈ X.
Exact wave generation can be achieved by specifying the appropriate data ηa, ψa and gm at
x = a. For periodic non-linear waves, these data can be obtained by using any available solver,
e.g., [19], [3]. In this formulation the usual DtN operator G[η, h]ψ is expressed in terms of
Fa[η, h]ψ by
G[η, h]ψ = −∇xη · ∇xψ +
(
(∇xη)2 + 1
)(
h−10 Fa[η, h] + μ0ψ
)
. (20)
4 Numerical Implementation
We treat here the case of one horizontal dimension for simplicity. In order to obtain an approx-
imation of Fa[η, h]ψ (the free surface mode) and thus of the DtN operator, we ﬁrst truncate
(15) and (16) at a desired order 1 ≤ M ≤ ∞, where M is the number of evanescent modes
used. The corresponding approximate free surface mode, denoted by F (M)a [η, h]ψ, is then used
in the evolution equations (7), (8). The truncated one-dimensional substrate problem reads
M∑
n=−2
Amn∂
2
xϕn + Bmn∂xϕn +Cmnϕn = 0, m = −2, ...,M, x ∈ X, (21)
M∑
n=−2
[Amn]x=a [∂xϕn]x=a +
1
2
[Bmn]x=a [ϕn]x=a = gm, m = −2, ...,M, (22)
M∑
n=−2
ϕn = ψ, x ∈ X. (23)
Independently of the numerical method chosen for the solution of the substrate system
(21)-(23), the coeﬃcients A, B, C are eﬃciently evaluated at every time t as they are explicitly
expressed in terms of the parameters h0, μ0, the free surface elevation η, the bottom surface
h and the local wave-number functions kn(η, h). The latter are computed as solutions to
local transcendental equations by some iterative method, e.g., Newton-Raphson. Note that
for m,n ≥ 0 and m = n, Amn = 0 and that the ﬁnal analytic expressions of the rest of the
coeﬃcients are omitted due to lack of space.
4.1 Solution of the substrate problem using ﬁnite diﬀerences
For computational purposes the domain X in (21)-(23) is considered ﬁnite, say X = [a, b] and
we assume that η, ψ and lateral data gm for ϕm, m = −2, ...,M are known on x = a. The
Water waves over variable bathymetry Papoutsellis
178
truncation of the unbounded domain forces the choice of a boundary condition for ϕn at x = b.
A natural choice would be a vertical impermeable wall condition given by [∂xΦ]x=b = 0. This
condition in the present context takes the form
M∑
n=−2
[Amn]x=b [∂xϕn]x=b +
1
2
[Bmn]x=b [ϕn]x=b = 0, m = −2, ...,M, (24)
where we have additionally assumed that the bottom is ﬂat near x = b. Other conditions apply
as well under certain circumstances (see Section 4.2). The substrate problem Eqs. (21)-(24) is
discretised using the ﬁnite diﬀerence method on a uniform grid of NX points at fourth order
of accuracy. For example, from the system (21) at the nodes i = 3, ..., NX − 2 we obtain the
following algebraic equations
M∑
n=−2
(
− 1
12δ2
Aimn +
1
12δ
Bimn
)
ϕi−2n +
( 4
3δ2
Aimn −
2
3δ
Bimn
)
ϕi−1n +
(
− 5
2δ2
Aimn +C
i
mn
)
ϕin
+
( 4
3δ2
Aimn +
2
3δ
Bimn
)
ϕi+1n +
( 1
12δ2
Aimn −
1
12δ
Bimn
)
ϕi+2n = 0, (25)
where the superscript denotes local value of the corresponding quantity at the indicated node.
In order to avoid the use of ﬁctitious points and at the same time keep fourth order of accuracy
near the boundaries of the computational domain (i = 2, NX − 1), we use an asymmetric ﬁve
point approximation for the ﬁrst and second derivatives in (21) for i = 2, NX − 1. Similarly,
for the boundary conditions (22) and (24), we use one-sided ﬁnite diﬀerences. For example, the
discretised version of Eq. (22) reads
M∑
n=−2
(
− 25
12δ
A1mn +
1
2
B1mn
)
ϕ1n +
1
δ
A1mn
(
4ϕ2n − 3ϕ3n +
4
3
ϕ4n −
1
4
ϕ5n
)
= gm. (26)
The ﬁnal discrete problem forms a linear algebraic system with (M + 3)NX unknowns and
(M + 4)NX equations. This overdetermined system is written as Qy = b, where y =
{{ϕim}NXi=1}Mm=−2 = {yj}(M+3)NXj=1 is the vector of unknown values. In block notation Q reads
Q =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
D−2,−2 D−2,−1 D−2,0 · · · D−2,M
D−1,−2 D−1,−1 D−1,0 · · · D−1,M
D0,−2 D0,−1 D0,0 · · · D0,M
...
...
...
. . .
...
DM,−2 DM,−1 DM,0 · · · DM,M
INX INX INX INX INX
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
(27)
where Dm,n ∈ RNX×NX is an almost penta-diagonal matrix (except for entries corresponding
to i = 1, 2, NX − 1, NX) and INX denotes the unit matrix. The square sub-matrix, corresponds
to the homogeneous system (15) and the non-homogeneous excitation conditions (17) while the
sub-matrix corresponding to last line comes from the non-homogeneous constraint (16). The
components bj of the vector b are non-zero only for the excitation boundary (see Eqs. (26))
and for the non-homogeneous constraint Eq. (16). This system can be easily solved for y by
means of a least-square solver. Hence, the values {ϕim}NXi=1 for m = −2, ...,M are expressed in
terms of the instantaneous η, ψ and boundary data gm, thus an approximation of F (M)a [η, h]ψ
and the corresponding DtN operator is obtained at every node i = 1, ..., NX .
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4.2 Artiﬁcial damping using Sponge Layers
A common feature of wave computations in ﬁnite domains is that reﬂections are expected to
occur at the boundaries in a ﬁnite time during the simulation. Among the methods proposed
to cope with this burden in water waves (see e.g., [14],[16], [9] and the references therein),
we choose to work with a standard Sponge Layer technique [23]. Putting U = (η, ψ)T, the
right hand sides of (13), (14), denoted by N(U, t), are modiﬁed by the introduction of two
terms proportional to prescribed smooth increasing functions ca(x) and cb(x) supported in
small regions before the boundaries x = a and x = b, called Sponge Layers:
∂tU = N(U, t)− ca(Uimp − U)− cbU := N˜(U, t) (28)
The second term in (28) assures that any waves approaching x = b are absorbed, while the
ﬁrst term absorbs waves, reﬂecting back to x = a, towards Uimp = (ηimp, ψimp)
T which are the
wave quantities we wish to impose in this region. Note that no modiﬁcation takes place on the
substrate system. Concerning the vertical wall conditions of ϕn at x = b, Eqs. (22), we have
observed that since no disturbance reaches x = b, (up to some level of accuracy), it does not
play a signiﬁcant role and could be replaced for example by homogeneous Dirichlet conditions.
4.3 Time stepping scheme
Discretizing the system (28) in space we obtain a system of ordinary diﬀerential equations. For
the time integration we apply the fourth order Runge-Kutta method which is a classical explicit
method. Introducing δt = T/N , where T is the period of the incident wave, the grid tn = nδt
for n = 0, ..., N − 1 and Un ≡ U(x, tn), the time-stepping is implemented in four stages by the
following algorithm
for k = 1 → 4 do
U¯k = Un +
∑k−1
j=1 πkjU
n,j ≡ (η¯k, ψ¯k)T
Evaluate A(η¯k, h), B(η¯k, h), C(η¯k, h)
ﬁnd Fa[η¯k, h]ψ¯k
Kn,k = N˜(tn + τkδt, U¯
k)
end
Un+1 = Un + δt
∑4
j=1 βjK
n,j
πkj β
τ
=
0 0 0 0 1/6
1/2 0 0 0 1/3
0 1/2 0 0 1/3
0 0 1/2 0 1/6
0 1/2 1/2 1
5 Simulation of Bragg reﬂection due to rippled patch
We consider incident periodic waves propagating over a sinusoidal patch of wave-number kb =
2π
lb
. The variable bottom surface is z = −h(x) and the bathymetry is given by
h(x) =
{
h0 + d sin(kbx), x ∈ [−L/2, L/2 ]
h0, elsewhere
(29)
The amplitude, the wave-number and the frequency of incident the waves are denoted by A,
k and ω correspondingly. Experiments with this conﬁguration have been conducted in [11]. It
is known that near the linear Bragg condition (2k/kb = 1) when incident waves and bottom
slopes are signiﬁcant, non-linear eﬀects arise. In order to compare our computations with
experimental measurements we consider a patch of 10 ripples for two bottom slopes d/h0 = 0.1
and d/h0 = 0.14 of steepness kbd = 0.31 and incident waves of steepness kA = 0.05 with periods
T = 1.20 sec and T = 1.28 sec. The spatial and temporal discretization is δ = 0.03 m and
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Figure 2: Estimation of the local Bragg reﬂection coeﬃcient for two bottom amplitudes d/h0
of steepness kbd = 0.31 and incident wave of steepness kA = 0.05. The ripple patch is located
at −5 < x < 5.
δt = T/80 sec. Simulations were performed by usingM = 4 evanescent modes (7 modes totally)
for the solution of the substrate system until a steady state was reached in the wave-tank. The
spatial variation of the reﬂection coeﬃcient R(x) is estimated by time-harmonic analysis on the
local free surface elevation time-series following the method of [13]. Results in the case where
the condition 2k/kb = 1 is satisﬁed are shown in Fig. 2. Experimental measurements (DH84)
and computations with the High Order Spectral of [17] (LY98), are also plotted, both digitized
from [17]. For the case d/h0 = 0.1 experimental and numerical results are almost identical.
For the case d/h0 = 0.14, our computations show excellent agreement with the measurements
of DH84 over the rippled patch and a slight diﬀerence with the computations of LY98. On
the upwave side our computations are indistinguishable from the ones of LY98 but both diﬀer
from the measurements of DH84 which show a signiﬁcant decrease on the reﬂection coeﬃcient.
This is attributed in unwanted interference eﬀects present in the tank (see [11]). The results
are overall satisfactory illustrating the accuracy of the method and the eﬃciency of the Sponge
Layers.
Finally let it be noted that as the wave potential is deﬁned by the series (11), all related
ﬁelds (velocity, pressure etc.) are easily computed. A snapshot of the horizontal velocity ﬁeld
and the free surface elevation for the case d/h0 = 0.16 is provided in Fig. 3.
6 Conclusions
A numerical scheme for the computation of non-linear free surface waves in the presence of
variable bathymetry was presented for the case of a two dimensional wave-tank. In the present
method the substrate bvp for the DtN operator is replaced by a bvp involving a coupled system
of 2nd order pdes with a linear algebraic constraint for an inﬁnite sequence of horizontal ﬁelds.
The latter is truncated at a ﬁnite order and solved at 4th order of accuracy using the ﬁnite
diﬀerence method. The evolution equations are marched in time with the classic Runge-Kutta
method. The capability of the method in describing non-linear wave-bottom interactions is
demonstrated in the case of Bragg scattering due to a rippled patch. A few equations (5-7) in
the substrate problem suﬃce for the accurate reproduction of the experiments conducted in [11].
Further numerical investigations and the extension of the present method in three dimensional
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Figure 3: (top) Snapshot of the horizontal velocity ∂xΦ. The vertical black lines represent
the edges of the Sponge Layers. (bottom) Nondimensionalised free surface elevation η/h0 for
the case d/h0 = 0.16 (black line). The blue dashe line corresponds to the same incident wave
travelling over ﬂat bottom.
domains are currently under development.
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