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Abstract
We consider a general class of random band matrices H = (hij) whose entries are centered random
variables, independent up to a symmetry constraint. We assume the variances sij = E|hij |2 form a
band matrix with typical band width W  N . Define the generalized resolvent of H as G(H,Z) :=
(H −Z)−1, where Z is a deterministic diagonal matrix with entries Zii ∈ C+ for all i. Then we establish
a precise high-probability bound on certain averages of polynomials in the resolvent entries. In particular,
compared with the best estimate so far in [5], our result improves the bound by a factor of W/N . This
fluctuation averaging result is used in [3] to obtain a sharp bound for the local law of the generalized
resolvent G, which is further used in [4] to prove the delocalization conjecture and bulk universality for
random band matrices with W  N3/4.
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1 Introduction
This is the third part of a three part series of papers. Consider a general type of random band matrices H
with typical band width W  N . The main purpose of this paper is to prove a precise high-probability
bound on certain average of polynomials of the resolvent entries, which is used in part II [3] to establish the
local law for the generalized resolvent of H. In Section 1.1, we will define our model and state the averaging
fluctuations bound. In Section 1.2, we will describe briefly the main new ideas used in our proof. To simplify
the presentation, in the rest of the introduction, we shall use the notation X ≺ Y for two random variables
X and Y , if for any fixed τ > 0, |X| 6 Nτ |Y | with high probability for large enough N . We will also write
X = O≺(Y ).
1.1 Generalized resolvent and averaging fluctuations
{sec_model0}
Let H = (Hij) be an N × N real symmetric or complex Hermitian random matrix with centered matrix
entries that are independent up to the symmetry constraint. We assume that that variances E|Hij |2 = sij
satisfy
sij 6
Cs
W
· 1|i−j|N6W , 1 6 i, j 6 N, (1.1) {bandcw1}
for some W  1 and some constant Cs > 0, where |i− j|N denotes the periodic distance for i, j ∈ ZN . (The
most interesting case will be the one with W  N . The case W ∼ N has been discussed in detail in [2].)
Then H is a random band matrix with band width of order W . Moreover, up to a rescaling, we assume that
1− ζ 6
N∑
j=1
sij 6 1 + ζ, 1 6 i 6 N, (1.2) {bandcw2}
for some ζ ∈ [0, 1). We denote by S := (sij) the matrix of variances. We define the generalized resolvent (or
generalized Green’s function) of H as
G(H,Z) = (H − Z)−1, Zij = δijzi, zi ∈ C+ := {z ∈ C : Im z > 0}.
In particular, when zi = z for all i and ζ = 0, H is a generalized Wigner matrix and G is the normal Green
function. In this case, it was established in [8, 11] that
max
i,j
|Gij(H, z)−msc(z)δij | ≺ 1√
W Im z
, for Im z W−1+δ, (1.3) {locallaw}
where δ > 0 is some (small) constant and msc is the Stieltjes transform of the semicircle law:
msc(z) :=
−z +√z2 − 4
2
, z ∈ C+. (1.4) {msc}
An estimate of the form (1.3) is called an entrywise local law for G. We remark that the local law (1.3)
implies a lower bound of order W for the localization length of all eigenvectors, but is not strong enough to
give the complete delocalization of eigenvectors, which is one of the main topics in Part I of this series [4].
A key input for the proof of the delocalization conjecture and bulk universality of random band matrices
in [4] is a local law for the generalized resolvent G(H,Z) in the bulk of the spectrum. The generalization
from the doubly stochastic condition of S to the one in (1.2) only brings some technical difficulty, which
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may be dealt with using the current method in [1] to get a local law for the regular resolvent G(H, z) as in
(1.3). On the other hand, more essential difficulty appears if the spectral parameters zi are allowed to take
different values, in particular when some of the zi’s have very small imaginary parts (in fact, most of the zi’s
are taken to be real in [4]). To the best of our knowledge, the local law for this type of generalized resolvent
has only been studied in the preceding paper [2], where it was assumed that W > cN for some constant
c > 0.
Our proof of the local law for the generalized resolvent G(H,Z) will be based on estimates of the following
T matrix:
T = (Tij), Tij :=
∑
k
sik|Gkj |2, i, j ∈ ZN . (1.5) {def: T}
Let Mi’s be the asymptotic limits of Gii’s as N → ∞, which will be characterized as the solutions to the
deterministic equations (2.5). Let M be the diagonal matrix with entries Mij := δijMi. We define for any
matrix A the max norm:
‖A‖max := max
i,j
|Aij |.
Then with a standard self-consistent equation estimate as in [8,11], one can show that ‖G−M‖2max ≺ ‖T‖max
(see Lemma 2.6). Suppose we have some initial (rough) estimates on the G entries: for some constant δ > 0
and deterministic parameters Φ, Φ˜,
‖G−M‖max ≺ Φ, maxj N
−1 ∑
16i6N
|Gij |2 ≺ Φ˜2, W−1/2 6 Φ˜,Φ 6 N−δ. (1.6) {initial}
Then it is easy to obtain the trivial bound ‖T‖max ≺ min
{
Φ2, NW Φ˜
2
}
. We will prove a more precise bound
for ‖T‖max using the following self-consistent (or more precisely, self-bounded) equations:
Tij =
∑
k
[(
1− S|M |2)−1 S]
ik
(|Gkj |2 − |Mk|2Tkj) , |M |2 := MM∗.
With ‖M‖max = O(1) and (1.6), we have ‖G‖max ≺ 1. Then we can bound the T variables as
Tij ≺ ‖(1− S|M |2)−1S‖max
(
1 +N
∣∣∣∑
k 6=j
bk
(|Gkj |2 − |Mk|2Tkj) ∣∣∣), (1.7) {T0}
where b = (bk)
N
k=1 is a sequence of coefficients with ‖b‖∞ 6 N−1, and the second term in the bracket will
be considered as an error. The estimate on ‖(1 − S|M |2)−1S‖max for certain choices of Z is established in
Part II of this series [3], and the main purpose of this paper is to bound the error term. More precisly, in this
paper, we will estimate the average on the right-hand side of (1.7) under (1.6) with some simple properties
of M that are proved in part II [3].
Each term
(|Gkj |2 − |Mk|2Tkj) in the sum can be bounded naively by Φ2 under (1.6). First with a
fluctuations averaging mechanism, the average over these terms yields an improvement of order Φ, see
Lemma 2.10 and Lemma 2.11 of [3]. This mechanism was first exploited in [10] and subsequently used in
many other works on random matrix theory, e.g. [8,9,12,13]. Such estimates are used to obtain the optimal
error bounds in the local semicircle law, which is a basic ingredient in establishing the delocalization of
eigenvectors and universality of local statistics for Wigner matrices. The fluctuations averaging mechanism
was explored further in [5], which improved the estimate O≺(Φ3) to∣∣∣∑
k 6=j
bk
(|Gkj |2 − |Mk|2Tkj) ∣∣∣ ≺ Φ4 + Φ2W−1/2 +N−1, 1 6 j 6 N, (1.8) {best_before}
which is the best estimate so far. (Note that the setting in [5] is different from ours, but we believe their
method can be applied without much change to give the estimate (1.8).) Using this estimate and the T -
equation, the authors proved a certain weak delocalization for random band matrices with W  N4/5 in [7].
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In this paper, we will prove an even stronger fluctuations averaging result, that is,∣∣∣∑
k 6=j
bk
(|Gkj |2 − |Mk|2Tkj) ∣∣∣ ≺ Φ2Φ˜2 + Φ2N−1/2 +N−1, 1 6 j 6 N. (1.9) {main_estimate}
Since one can always choose Φ˜ 6 Φ in (1.6), it is obvious that the estimate (1.9) is always stronger than
(1.8). In fact, in the proof of the local law in Part II [3], we gain a factor of W/N from Φ2 to Φ˜2. This is
because the induction argument used there gives some initial estimates as in (1.6) with Φ2 = NW Φ˜
2. For the
details, we refer the reader to the introduction of [3], in particular, see equations (1.27)-(1.28) in that paper.
We believe that (1.9) is the optimal high probability bound. In particular, the gaining of the W/N factor
from Φ2 to Φ˜2 allows us to reduce the condition W  N4/5 in [7] to the condition W  N3/4 in [3, 4].
With (1.7) and (1.9), we prove a sharp bound for the local law of G(H,Z) in the case W  N3/4 in part
II [3]. This is one of the main inputs for the proof of the complete delocalization of eigenvectors and bulk
universality of random band matrices in part I [4].
1.2 The basic ideas
{sec_idea}
All the results and discussions in this paper apply to both real and complex band matrices. For simplicity
of notations, we consider only the real symmetric case. Here we shall focus on explaining how to get the
improvement from Φ4 in (1.8) to Φ2Φ˜2 in (1.9). Our starting point is the same as the one in [5], that is, we
try to bound the high moments of the left-hand side of (1.9):
E
∣∣∣∑
k 6=j
bk
(|Gkj |2 − |Mk|2Tkj) ∣∣∣p ≺ (Φ2Φ˜2 + Φ2N−1/2 +N−1)p , p ∈ 2N.
Then a standard application of the Markov’s inequality turns the high moments estimates into a high
probability bound. Keeping track of all the correlations among a large product of resolvent entries with
different indices is rather involved. As in [5], we will develop a graphical representation to do this effectively,
where the indices are the vertices on the graph and the G entries are represented by the edges between
vertices. Also as in [5], estimating the high moments requires an unwrapping of the hierarchical correlation
structure among several resolvent entries, which will be performed using resolvent expansions in Lemma 5.3
and Lemma 6.1, such as
Gij = G
(k)
ij +
GikGkj
Gkk
, k /∈ {i, j}, or Gij = −Gii
∑
α
HiαG
(i)
αj , i 6= j. (1.10) {resol_examp}
Here for any a ∈ ZN , G(a) denotes the generalized resolvent of the (N − 1)× (N − 1) minor of H obtained
by removing the a-th row and column. The resolvent expansions are represented by graph expansions, i.e.
expanding a graph into a linear combination of several new graphs. For example, applying the first expansion
in (1.10) to the Gij edge in a graph gives two new graphs, where one of them has the Gij edge replaced
by two edges Gik and Gkj . For the second expansion in (1.10), we will create a new vertex α in the graph,
which is in the W -neighborhood of j.
We rename j to the star index ? on the left-hand side of (1.9). Then we rewrite the sum as∑
k 6=?
bk
(|Gk?|2 − |Mk|2Tk?) = ∑
k 6=?
bk
(
Ek|Gk?|2 − |Mk|2Tk?
)
+
∑
k 6=?
bkQk|Gk?|2, Qk := 1− Ek, (1.11) {divide}
where Ek denotes the partial expectation with respect to the k-th row and column of H, i.e., Ek(·) :=
E(·|H [k]), with H [k] denoting the (N − 1) × (N − 1) minor of H obtained by removing the k-th row and
column of H. In the rest of this section, we mainly discuss how to prove the following moment estimate:
E
∣∣∣∑
k 6=j
bkQk|Gk?|2
∣∣∣p ≺ (Φ2Φ˜2 + Φ2N−1/2 +N−1)p , (1.12) {intro_high}
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for fixed large p ∈ 2N. The moments of the first average on the right-hand side of (1.11) are in fact rela-
tively easier to bound. We remark that all the graphs used in this paper are rooted graphs, with the root
representing the ? index.
In the high moments calculation, terms like∑
k
ckGkl1Gkl2 , or
∑
k
ckGkl1Gkl2 , (1.13) {termsimple0}
will appear in the expressions. Instead of bounding (1.13) with Φ2, one can use Cauchy-Schwarz inequality
and (1.6) to bound it using
N−1
∑
k
|Gkl1Gkl2 | ≺ Φ˜2, (1.14) {termsimple}
which is the very origin of the Φ˜2 factor in (1.12). However, it is very hard to guarantee that one can get
enough number of Φ˜ factors (i.e. 2p of them in (1.12)). We now discuss the main difficulties and our new
ideas to resolve them. In particular, the graphical tool plays an essential role in our approach.
1.2.1 The nested property
{sec_nested}
In order to apply the bound Φ˜2 to the expressions as in (1.14), the order of the summation is important.
For example, using (1.14), we can bound the following sum as
1
N3
∑
k1,k2,k3
∣∣Gk1?Gk1k2Gk1k3G2k2?Gk2k3 ∣∣ = 1N ∑
k2
|Gk2?|2
1
N
∑
k1
|Gk1?Gk1k2 |
1
N
∑
k3
|Gk1k3Gk2k3 |
≺ Φ˜
2
N
∑
k2
|Gk2?|2
1
N
∑
k1
|Gk1?Gk1k2 | ≺
Φ˜4
N
∑
k2
|Gk2?|2 ≺ Φ˜6.
(1.15) {good_nest}
However, in some cases, we may not be able to find such a summation order to get enough number of Φ˜
factors. For example, the following sum is also an average of the product of 6 resolvent entries, but we can
only get
1
N3
∑
k1,k2,k3
|Gk1?Gk1k2Gk1k3Gk2?Gk2k3Gk3?| =
1
N
∑
k3
|Gk3?|
∑
k2,k3
|Gk2?Gk2k3 |
∑
k1
|Gk1?Gk1k2Gk1k3 |
≺ Φ˜
2Φ
N
∑
k3
|Gk3?|
∑
k2,k3
|Gk2?Gk2k3 | ≺
Φ˜4Φ
N
∑
k3
|Gk3?| ≺ Φ˜5Φ,
(1.16) {bad_nest}
using (1.14) and (1.6) (we get the same bound if we first sum over k2 or k3). In this case, we have one
fewer Φ˜ factor than the bound in (1.15). This example shows that in general, we are not guaranteed to get
enough number of Φ˜ factors in the high moment estimate if the indices of some expression do not satisfy
the following well-nested property. Given an average of certain product of resolvent entries over free indices
k1, . . . , kp, we shall say that these indices are well-nested if there exists a partial order ? ≺ ki1 ≺ · · · ≺ kip
such that for each 1 6 l 6 p, there exist at least two resolvent entries that have pairs of indices (kil , kαl)
and (kil , kβl) with kαl , kβl ≺ kil . Note that if the indices are well-nested, then one can sum according to the
order kip → · · · . . .→ ki1 to get a Φ˜2p factor. In our proof, we always start with expressions with well-nested
indices. However, after several resolvent expansions, it will be written as a linear combination of much more
complicated averages of monomials of resolvent entries. It is often very hard to check that the indices in the
new expressions are also well-nested. This is one of the main difficulties in our proof.
To resolve the above difficulty, we try to explore some property that guarantees well-nested summation
indices and, at the same time, is robust under the resolvent expansions. In terms of the graphical language,
the well-nested property of indices is translated into a structural property of the graphs, which we shall
call the ordered nested property. Suppose we want to estimate the p-th moment in (1.12), then after some
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(necessary) resolvent expansions, we will have graphs containing vertices {k1, . . . , kp, ?}. Roughly speaking,
a graph G has ordered nested property if its vertices {k1, . . . , kp, ?} can be partially ordered in a way
? ≺ ki1 ≺ ki2 ≺ · · · ≺ kip (1.17) {order}
such that each of the vertex kil , 1 6 l 6 p, has at least two edges connecting to the preceding atoms (here we
say a precedes b if a ≺ b). For example, the left graph in Fig. 1 corresponding to (1.15) has ordered nested
property, while the right graph in Fig. 1 corresponding to (1.16) does not.
 
  
 
 
k1 k3
STAR
 
 
 
  
 
k2
 
  
 
 
k1 k3
STAR
 
 
 
  
 
k2
Figure 1: The left graph represents (1.15) and satisfies the ordered nested property with the order ? ≺ k2 ≺
k1 ≺ k3. The right graph represents (1.16) and does not satisfy the ordered nested property. {fig1pdf}
Suppose the graph satisfies the ordered nested property with (1.17), then one can sum over the vertices
according to the order
∑
ki1
∑
ki2
· · ·∑kip . If the graph contains 2p + s edges, then 2p of them will be
used in the above sum to give a Φ˜2p factor while the rest of the s edges will be bounded by Φs. However,
the ordered nested property is hard to track under graph expansions, especially because the order of the
vertices will change completely after each expansion. Fortunately, we find that the ordered nested property is
implied by a stronger but more trackable structural property of graphs, which we shall call the independently
path-connected (IPC) nested property. A graph G is said to satisfy the IPC nested property (or has the IPC
nested structure) if for each vertex, there are at least 2 separated paths connecting it to ?, and the edges
used in these 2p paths are all distinct. One can show with pigeonhole principle that a graph with IPC nested
structure always satisfies the ordered nested property. For example, the graphs in Fig. 1 do not satisfy the
IPC nested property. On the other hand, the graphs in Fig. 2 have IPC nested structures and one can see
that the vertices can be ordered as ? ≺ k2 ≺ k1.
  
 
k1 k2
STAR
  
 
k1 k2
STAR
Figure 2: The left graph represents |Gk1?|2|Gk2?|2. We apply the first resolvent expansion in (1.10) to Gk1?
and draw one of the new graphs on the right, where the Gk1? edge is replaced by two edges Gk1k2Gk2?, which
constitute a path from k1 to ?. Here we omitted some details in the graphs, such as the G
−1
k2k2
factor. {fig2pdf}
In the proof, we always start with graphs with IPC nested structures. The main reason we introduce this
stronger concept is that compared with the ordered nested property, it is much easier to check that the IPC
nested property is preserved under resolvent expansions. Here the IPC nested property is preserved in the
sense that if the original graph has IPC nested structure, then all the new graphs appeared in the resolvent
expansions also have IPC nested structures. This in fact follows from a simple observation that, in resolvent
expansions, we always replace an edge between vertices, say, α and β with a path between the same two
vertices α and β. In particular, the path connectivity from any vertex to the ? vertex is unchanged. Hence
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we are almost guaranteed to have the IPC nested property, and hence the ordered nested property, at each
step of our proof. However, we need to be very careful during the proof since the graph operations other
than resolvent expansions may break the IPC nested structure, and this brings a lot of technical difficulties
to our proof as we will see in Section 1.2.3.
1.2.2 Two-level structures
{sec_2level}
In estimating the p-th moment in (1.12), the initial graph will contain p free indices, say {k1, . . . , kp}.
However, in some resolvent expansions, we will add new vertices to the new graphs, such as the new vertex
α in the second expansion in (1.10). Moreover, these indices lie within the W -neighborhoods around the free
indices. Thus in general, we shall bound averages of products of the form
p∏
i=1
(
G
α
(i)
1 β
(i)
1
· · ·G
α
(i)
mi
β
(i)
mi
)
, max
16l6mi
∣∣∣α(i)l − ki∣∣∣ = O(W ), 1 6 i 6 p,
up to the choice of the charges of the resolvent entries. (Here the charge of a resolvent entry indicates
whether it is a G factor or a G factor.) Unfortunately, the introduction of new indices breaks the connected
paths from the free vertices to the ? vertex. Hence we lose the IPC nested property of the free vertices
{k1, . . . , kp}, which, as we discussed above, helps us to get enough number of Φ˜ factors.
To handle this problem, we introduce the random variables (Ψkl)16k,l6N , see Definition 3.4. They are
roughly defined as the local L2-averages of the G entries with indices within W -neighborhoods of (k, l):
|Ψkl|2 :=
∑
max{|k′−k|N ,|l′−l|N}≺W
1
W 2
(|Gk′l′ |2 + |Gl′k′ |2) .
It is easy to see that under (1.6),
|Ψkl| ≺ Φ, 1
N
∑
k
|Ψkl|2 ≺ Φ˜2. (1.18) {Psi1}
The importance of the Ψ variables is that they provide local uniform bounds on the off-diagonal G entries,
i.e., for any free vertices ki, kj ,
max
max{|α−ki|N ,|β−kj |N}≺W,α 6=β
|Gαβ | ≺ Ψkikj . (1.19) {molecule1}
This follows from a standard large deviation estimate, see the proof for (3.12). It then motivates us to
organize the graphs according to certain subclasses of vertices. More specifically, we shall call the indices
atoms, where the ? index is called the ? atom and the free indices {k1, . . . , kp} are called free atoms. We
then group each free atom ki and the atoms within its W -neighborhood into a subclass called molecule (see
the definition in (5.12)), denoted by [ki]. (More precisely, an atom α belongs to the molecule [ki] only if α
can only take values subject to the condition |α − ki| = O(W ). Note that even if an atom β is not in the
molecule [ki], some of its values can still lie in the W -neighborhood of ki.) Here we are using the words
“atom” and “molecule” in a figurative way. We now have a two-level structures for a particular graph, that
is, the structure on the atomic level and the one on the molecular level (i.e. on the graph where each each
molecule is regarded as one vertex). We have the following simple observations:
• although the graphs can keep expanding with new atoms added in, the graphs on the molecular level
are always simple with the ? atom and p molecules [ki], i = 1, . . . , p;
• by (1.19), for all the edges with one end in molecule [ki] and one end in molecule [kj ], they can be
bounded by the same Ψkikj variable;
• the path connectivity from any molecule to the ? vertex on the molecular level is preserved under
resolvent expansions (since in each expansion, we replace some edge between atoms, say, α and β, with
a path between two atoms in the same molecules as α and β).
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These facts together with (1.18) make the molecular graphs and the Ψ variables particularly suitable for
defining the IPC nested property. That is, for a general graph, we say it satisfies the IPC nested property
if the molecular graph with vertices [ki], i = 1, . . . , p, has this property. For this reason, we shall say that
the IPC nested structure is an inter-molecule structure. For example, the molecular graph in Fig. 3 satisfies
the IPC nested property. Now following the arguments in Section 1.2.1, as long as we keep the IPC nested
structure of the molecular graphs, we can bound the inter-molecule edges by Ψ variables, sum over the free
indices according to the nested order, and apply the second bound in (1.18) to get the desired factor Φ˜2p in
the p-th moment estimate.
  
 
 
k1
 
STAR
k2
  
 
 
k1 α
STAR
k2
β β αk2
β
  
 
 
[k1]
STAR
[k2]
Figure 3: Given a graph with two free atoms k1, k2 and an atom β in the W -neighborhood of k2, we preform
the second resolvent expansion in (1.10) to the edge Gk2? and get the middle graph, where we create a new
atom α in the W -neighborhood of k2. We group k2, α and β into a single molecule [k2] := {k2, α, β}, i.e. the
part inside the pentagon. The middle graph has a two-level structure, where we draw the molecular graph
with molecules [k1] and [k2] on the top, and the structure inside the molecule [k2] (i.e. the inner-molecule
structure) on the bottom. Again we have omitted some details in the graphs, such as the Gii and Hiα factors. {fig3pdf}
Given the above definition, it is easy to check that the IPC nested property on the molecular graphs
are preserved under resolvent expansions. Moreover, the above view of point of “two-level structure” will
also facilitate our following proof. In fact, besides the Φ˜ factors from the IPC nested structure, we still
need to extract enough number of Φ factors. Roughly speaking, we will adapt the idea in [5], which has
led to the two extra Φ factors in (1.8). The approach in [5] allows one to divide the graph into smaller
subgraphs and bound each part separately, which is possible because only the total number of off-diagonal
edges (i.e. the Φ factors) in the graph matters. But this approach cannot be applied to our proof, because
we need to maintain the IPC nested structure of the graph as a whole. As a result, some manipulations of
the graphs in [5] that can destroy the IPC nested structure are not allowed. Instead, we shall organize our
proof according to the two-level structure: the inter-molecule structure, and the inner-molecule structures,
i.e. the subgraphs inside the molecules. In the proof, the inter-molecule structure are only allowed to be
changed through resolvent expansions, since we need to keep the IPC nested property. We will show that
the inter-molecule structures of the graphs provide a Φ˜2Φ factor in (1.9). On the other hand, the rest of the
Φ factor will come from graph operations that may change the inner-molecule structures, but still preserve
the IPC nested structures. This will be discussed in detail in next section.
1.2.3 The role of Qk’s
{sec_colors}
In this subsection, we discuss the basics ideas to obtain the Φ2 factor. So far in the discussion, we have
ignored the Qk’s in (1.12). In fact, to bound the left-hand side of (1.12), we need to estimate averages of
the following form
E
∑
k
ckG(k), k := (k1, . . . , kp), ck = O(N−p), G(k) :=
p∏
i=1
Qki (Gki) , (1.20) {color_aver}
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where Gki denotes the part of the expression obtained from the resolvent expansions of |Gki?|2. We will use
colors to represent the Qk’s in the graphs, i.e. we associate to all the components in the group Gki a color
called “Qki”. To avoid ambiguity in the graphical expressions, we require that each edge of the graph has a
unique color, in the sense that every edge belongs to at most one Qk group. In Fig. 4, we give an example
of a colorful graph.
  
 
k1 k2
STAR
Qk
2
Qk
1
  
 
k1
k2
STAR
Figure 4: We color the graphs in Fig. 2 with colors Qk1 (red) and Qk2 (green). The left graph now represents
Qk1(|Gk1?|2)Qk2(|Gk2?|2), and the right graph represents Qk1
(
Gk1k2Gk2?G
−1
k2k2
G
(k2)
k1?
)
Qk2
(|Gk2?|2), where
we did not draw the G−1k2k2 factor. {fig4pdf}
The idea of using averaging over Qk(·) terms to obtain an extra Φ factor is central in [10] and subsequently
used in the fluctuation averaging results in many other works, e.g. [8, 9, 12, 13]. These papers studied the
specific quantity
∑
k bkQk(G
−1
kk ), but we can apply the same idea to
∑
k 6=? bkQk|Gk?|2. Roughly speaking,
we can write the expectation of the product as
E [ΓiQki (Gki)] = E
[(
Γi − Γ(ki)i
)
Qki (Gki)
]
,
where Γi is the expression outside Qki , Γ
(ki)
i is any expression that is independent of the ki-th row and
column of H, and we have used EkiQki(·) = 0 for the equality. It turns out that if Γi does not contain the
ki atom, then it is weakly correlated with the ki-th row and column of H and we can chose Γ
(ki)
i such that
the typical size of (Γi − Γ(ki)i ) is smaller than Γi by a factor Φ . (If Γi contains the ki atom, then it already
contains enough off-diagonal edges, i.e. Φ factors, as we need.) We can perform the above operations to
all the free indices in (1.20), and obtain an extra factor Φp besides the Φ˜2p obtained from the IPC nested
structure. As an example, for k1 6= k2, we can use the first resolvent expansion in (1.10) to write
E
(
Qk1 |Gk1?|2
) (
Qk2 |Gk2?|2
)
= EQk1
[(
G
(k2)
k1?
+
Gk1k2Gk2?
Gk2k2
)(
G
(k2)
k1?
+
Gk1k2Gk2?
Gk2k2
)](
Qk2 |Gk2?|2
)
. (1.21) {fluc example}
Thus we see that for Γ2 = Qk1 |Gk1?|2, we can choose Γ(k2)2 = Qk1 |G(k2)k1? |2 such that (Γ2 − Γ
(k2)
2 ) contains at
least one more off-diagonal edge of order Φ (see the right graph of Fig. 4). In the actual proof, instead of
using the free indices, we use the concept of free molecules, but the main ideas are unchanged.
The origin of the second Φ factor is more subtle, and was first identified in [5]. Roughly speaking, it
comes from averages of the following form in (1.20):∑
α
bαGαβ1Gαβ2 , bα = O(W
−1)1 (|α− ki| ≺W ) , (1.22) {charged_intro}
where β1,2 are atoms outside the molecule [ki]. The key observaton is that Gαβ1Gαβ2 satisfies the self-
consistent equation (see (7.5))
Gαβ1Gαβ2 =
∑
l
(1−M2S)−1αγ [Qγ (Gγβ1Gγβ2) + Eγ ] , (1.23) {charged_intro1}
where Eγ denotes the error term for each γ, and it is smaller than the main term by a factor Φ. For the
main terms, we get an average of the form∑
γ
c′γQγ (Gγβ1Gγβ2) , c
′
γ = O(W
−1)1 (|γ − ki| ≺W ) , (1.24) {charged_intro2}
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which leads to an extra Φ factor by the arguments in the previous paragraph. The above argument in fact
works due to the following reasons:
(1) the entries (1 −M2S)−1αγ is negligible for |α − γ| > (logN)2W (see (2.11)), so we can include γ into
the molecule [ki] such that the IPC nested structure of the graphs is unchanged after replacing (1.22)
with (1.24);
(2) replacing (1.22) with the El parts also preserves the IPC nested structure;
(3) each free molecule [ki] contains at least one atom α that is connected with two edges of the form (1.22).
Here (1) and (2) ensure the IPC nested structure of the new graphs, and (3) shows that we can get enough
Φ factors from the free molecules. However, we still have the following technical issues in the real proof,
which make the above argument to be the trickiest part of our proof.
(i) We always start with a colorful graph. However, for the above arguments to work, the two edges
Gαβ1Gαβ2 need to be colorless. Thus we first need to remove all the colors (i.e. the Qk’s) from the
graphs, i.e. write a colorful graph into a linear combination of colorless graphs.
(ii) The atom α connected with the two edges Gαβ1Gαβ2 may be also connected with other edges. Thus
we need to perform some operations to get a new graph which contains a (possibly different) atom α′
in the same molecule that is connected with only two edges Gα′β1Gα′β2 , and we shall call such an atom
a simple charged atom.
(iii) The simple charged atoms in different molecule may share edges. Hence we have to handle them one
by one, not as a whole. Moreover, each time we apply the previous arguments, we need to repeat the
processes in (i) and (ii) again.
It is worth mentioning that the operations in (i) and (ii), although can be very complicated, are easy to
check to preserve the IPC nested structures of the graphs.
Finally, we remark that the above method can not be applied to terms of the form Gαβ1Gαβ2 , since the
(1−M2S)−1 in (1.23) is well-behaved due to the nonzero imaginary parts of Mk while (1− |M |2S)−1 in the
case of Gαβ1Gαβ2 is not.
1.2.4 Summary of the proof
Following the above discussions, our main proof consists of the following four steps.
Step 0: Develop a whole new graphical tool which is substantially different from the previous ones used in
e.g. [5, 8]. This is the content of Section 5.1 and Section 6.1.
Step 1: Starting with the graphs in the high moment calculation, we do graph expansions, identify the IPC
nested structures and obtain the first Φ factor. This is the content of Sections 5.2-5.3 and Section 6.2.
This step, although contains the main new ideas of this paper as discussed in Sections 1.2.1 and 1.2.2,
is actually the relatively easier step of our proof.
Step 2: Removing the colors as discussed in above item (i). This is the content of Section 6.3.
Step 3: Create simple charged atoms as discussed in above item (ii). This is the content of Section 6.4.
Step 4: Deal with simple charged atoms using (1.23). This is the content of Section 7.
Besides the use of our result in [3, 4], we expect that our ideas can be used in may other band types
of random matrices to get some sharper estimates. Also we remark that in [5], the authors studied the
averaging fluctuations for more general polynomials of the resolvent entries, which they called the monomials
for admissible graphs. We expect that our proof can be also applied to these general cases. However, so far
we have not seen any explicit use of them, thus we will not make this generalization.
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The rest of this paper is organized as follows. In Section 2, we introduce our model and present the main
result Theorem 2.7, whose proof is mainly based on two averaging fluctuation lemmas—Lemma 2.12 (for the
first term on the right-hand side of (1.11)) and Lemma 2.13 (for the second term on the right-hand side of
(1.11)). In Section 3, we introduce the notations and collect some tools that will be used to prove these two
lemmas. Then in Section 4, we reduce Lemma 2.12 to another averaging fluctuation lemma, i.e. Lemma 4.3,
which have a similar form as Lemma 2.13. The Sections 5-7 consist of the above Steps 0-4 of the main proof.
Conventions. The fundamental large parameter is N and we assume that W depends on N . All quantities
that are not explicitly constant may depend on N , and we usually omit N from our notation. We use C to
denote a generic large positive constant, which may depend on fixed parameters and whose value may change
from one line to the next. Similarly, we use c, ε or δ to denote a generic small positive constant. If a constant
depend on a quantity a, we use Ca or ca to indicate this dependence. Also, in the lemmas and theorems of
this paper, we often use notations τ,D when we want to state that the conclusions hold for any fixed small
constant τ > 0 and large constant D > 0. For two quantities AN and BN > 0 depending on N , we use the
notations AN = O(BN ) and AN ∼ BN to mean |AN | 6 CBN and C−1BN 6 |AN | 6 CBN , respectively, for
some constant C > 0. We use AN = o(BN ) to mean |AN | 6 cNBN for some positive sequence cN ↘ 0 as
N →∞.
For any matrix A, we use the notations
‖A‖ := ‖A‖l2→l2 , ‖A‖max := max
i,j
|Aij |, ‖A‖min := min
i,j
|Aij |.
In particular, for a vector v, we shall also use the notation ‖v‖∞ ≡ ‖v‖max. The matrices considered in this
paper have indices belonging to ZN = Z/NZ. For any i ∈ Z, we define its canonical representative as
[i]N := (i+NZ) ∩ (−N/2, N/2]. (1.25) {cani}
Moreover, for simplicity, throughout this paper we will always abbreviate
|i− j| ≡ |[i− j]N |, i, j ∈ ZN . (1.26) {simplei}
Acknowledgements. The second author would like to thank Benedek Valko´ and L. Fu for fruitful discussions
and valuable suggestions.
2 Main results
{sec_main}
2.1 The model
{sec_model}
All the results in this paper apply to both real symmetric and complex Hermitian random band matrices.
For the definiteness of notation, we only consider the real symmetric case.
{jyyuan}
Definition 2.1 (Band matrix HN with bandwidth WN ). Let H ≡ HN be an N ×N real symmetric random
matrix whose entries (Hij : 1 6 i 6 j 6 N) are independent random variables satisfying
EHij = 0, E|Hij |2 = sij , i, j ∈ ZN , (2.1) {bandcw0}
where the variances sij satisfy (1.1) and (1.2). Then we say that H is a random band matrix with (typical)
bandwidth W ≡WN . Moreover, we define the N ×N symmetric matrix S ≡ Sζ := (sij)Ni,j=1.
We shall always assume
N c 6W 6 N (2.2) {WN}
for some constant c > 0. Moreover, all the statements in this paper only hold for sufficiently large N and
we will not repeat it everywhere. We assume that the random variables Hij have arbitrarily high moments,
in the sense that for any fixed p ∈ N, there is a constant µp > 0 such that
(E|Hij |p)1/p 6 µps1/2ij , i, j ∈ ZN , (2.3) {high_moment}
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uniformly in N . Our result in this paper will depend on the parameters Cs and µp, but we will not track
the dependence on these parameters in the proof.
Remark 2.2. One important type of band matrices satisfying the above assumptions is the periodic random
band matrices studied in e.g. [5, 7, 8], where the variances are given by
sij =
1
ZN,W
f
(
[i− j]N
W
)
, i, j ∈ ZN ,
for some profile function f . Here f : R → R is a bounded, symmetric and positive function with compact
support, and ZN,W is a normalization constant of order W such that
∑
j sij = 1 for all i. This kind of
random band matrices can be used to model a periodic quantum system with random quantum transition
amplitudes effective up to distance of order W , and it is the main object we want to study. However, for
the use in [3, 4], we consider the slightly more general model in Definition 2.1 in this paper, where we allow
a (small) nonzero ζ in (1.2).
Given H, we can define its resolvent (Green’s function) as
G(H, z) = (H − z)−1, z ∈ C+.
However, in [3, 4], we will need certain estimates on a more general type of resolvent.
Definition 2.3 (Generalized resolvent). Let z = (zi)
N
i=1 ∈ CN+ . Then we define the generalized resolvent (or
generalized Green’s function) G(H, z) as
G(H, z) := (H − Z)−1, Z = diag(z). (2.4) {defGzetag}
We shall call zi, i = 1, . . . , N , the spectral parameters.
The key point of this generalization is the freedom to choose different zi. In particular, in [3, 4], the
following choice of z is used:
zi = z · 116i6W + z˜ · 1i>W
for some z, z˜ ∈ C+ with Im z˜ < Im z.
For zi’s with fixed imaginary parts, one can show that (Gii(H, z))
N
i=1 satisfies asymptotically the following
system of self-consistent equations for (Mi)
N
i=1 ≡ (Mi(S, z))Ni=1:
M−1i = −zi −
N∑
j=1
sijMj , 1 6 i 6 N. (2.5) {falvww}
If ζ is small and the zi’s are close to some z ∈ C+, then the above equations are perturbations of the
self-consistent equation for msc defined in (1.4):
m−1sc (z) = −z −msc(z).
In particular, the following Lemma 2.4 shows that the solution (Mi)
N
i=1 exists and is unique as long as ζ and
maxi |zi − z| are small enough. It is proved in Lemma 1.3 of [3].
{UE}
Lemma 2.4. Suppose z ∈ C+ satisfies |Re z| 6 2 − κ for some constant κ > 0. Then there exist constants
c0, C0 > 0 such that the following statements hold.
• (Existence) If
ζ + max
i
|zi − z| 6 c0, (2.6) {heiz}
there exists (Mi(S, z))
N
i=1 that solves (2.5) and satisfies
max
i
|Mi(S, z)−msc(z)| 6 C0
(
ζ + max
i
|zi − z|
)
. (2.7) {bony}
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• (Uniqueness) The solution (Mi(S,g, z))Ni=1 is unique under (2.6) and the condition
max
i
|Mi(S, z)−msc(z)| 6 c0. (2.8) {heiz2}
for parameters satisfying (2.6),
In the following, we always assume that (2.6) holds for sufficiently small c0 > 0. In particular, for z ∈ C+
with |Re z| 6 2− κ, we have Immsc(z) > c for some constant c > 0 depending on κ. Then we let c be small
enough such that
ImMi(S,g, z) > c/2, 1 6 i 6 N. (2.9) {Im_lowbound}
Let M ≡ M(S, z) denotes the diagonal matrix with entries Mij := Miδij , 1 6 i, j 6 N . With (2.9), we can
get the following lemma, whose proof is given in [3, Lemma 2.6].
{inversebound}
Lemma 2.5. Suppose z ∈ C+ satisfies |Re z| 6 2− κ for some constant κ > 0. Suppose (2.6) and (2.7) hold
for some small enough c > 0. Then there exists constants c1, C1 > 0 such that∥∥(1−M2S)−1∥∥
l∞→l∞ < C1, (2.10) {gbzz2}
and ∣∣∣[(1−M2S)−1]
ij
− δij
∣∣∣ 6 {C1W−1, if |i− j| 6 (logN)2W
N−c1 logN , if |i− j| > (logN)2W . (2.11) {tianYz}
2.2 The main results
Throughout the rest of this paper, we will abbreviate G ≡ G(H, z). Recall the T variables defined in (1.5).
They are key quantities for the proof of the local law of G due to the following lemma, which is proved
in [3, Lemma 2.1]. Roughly speaking, it states that the size of ‖G−M‖2max are controlled by ‖T‖max with
high probability for large N .
{bneng}
Lemma 2.6 (Estimate with self-consistent equations). Suppose the assumptions of Lemma 2.5 hold. Suppose
there exists a probability set Ω such that
1Ω‖G−M‖max 6 N−δ, 1Ω‖T‖max 6 Φ2 6 N−2δ, (2.12) {cllo}
for some fixed δ > 0 and some deterministic parameter Φ > W−1/2. Then for any fixed (small) τ > 0 and
(large) D > 0,
P (1Ω‖G−M‖max > NτΦ) 6 N−D. (2.13) {34}
The main purpose of this paper is to prove (1.9). We now state our main results in the following Theorem
2.7. We introduce the notation
|||G|||2(H, z) := max
j
∑
16i6N
|Gij(H, z)|2. (2.14) {tri}
{YEniu}
Theorem 2.7 (Averaging fluctuations). Fix any z ∈ C+ satisfying |Re z| 6 2 − κ for some constant κ > 0.
Suppose (2.6) holds for some sufficiently small c0 > 0 (in particular, (2.7), (2.10) and (2.11) hold). Assume
that
min
i
(Im zi) > N−C2 (2.15) {xiazhou}
for some constant C2 > 0. Let Φ and Φ˜ be deterministic parameters satisfying
W−1 6 Φ˜2 6 Φ2 6 Φ˜ 6 N−δ (2.16) {GM1.5}
for some constant δ > 0. If for any constants τ ′ > 0 and D′ > 0,
P
(
‖G−M‖max > Nτ ′Φ
)
+ P
(
|||G|||2 > N1+τ ′Φ˜2
)
6 N−D′ , (2.17) {GM1}
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then for any fixed (small) τ > 0, (large) D > 0 and any deterministic sequence b = (bk)
N
k=1 with ‖b‖∞ =
O(N−1), we have
P
(
max
j
∣∣∣∣∣∑
k
bk
(|Gkj |2 − |Mk|2Tkj)
∣∣∣∣∣ > Nτ (Φ2Φ˜2 + Φ2N−1/2 +N−1)
)
6 N−D. (2.18) {GM2}
Remark 2.8. The above statements should be understood as follows. For any small constant τ > 0 and large
constant D > 0, (2.18) holds if (2.17) holds for some constants τ ′, D′ that depend on τ and D. In general,
we need to take τ ′ < τ to be sufficiently small and D′ > D to be sufficiently large. Compared with Lemma
2.6, we lose a much larger portion of the probability set. Hence Lemma 2.7 can only be applied for finitely
many times, while Lemma 2.6 can be applied for O(NC) times for any fixed C > 0.
Remark 2.9. By the definition in (2.14), it is natural to have Φ˜ 6 Φ. On the other hand, the condition
Φ2 6 Φ˜ is due to the second bound in (3.12). Roughly speaking, for any k /∈ {i, j}, the resolvent entry Gij
can be written as a main term that is independent of the k-th row and column of H plus an error term
of order O(Φ2). We would like to make the error to be negligible compared to Φ˜. In fact, without this
restriction, (2.18) still holds if we replace Φ˜ with Φ˜ + Φ2. But we choose to keep it to simplify our notations.
The following notations have been used in the introduction.
{Ek}
Definition 2.10 (Pk and Qk). We define Ek as the partial expectation with respect to the k-th row and column
of H, i.e.,
Ek(·) := E(·|H [k]),
where H [k] denotes the (N − 1)× (N − 1) minor of H obtained by removing the k-th row and column of H
(see Definition 3.1 for the general definition). For simplicity, we shall also use the notations
Pk := Ek, Qk := 1− Ek.
Remark 2.11. In our proof, we shall follow the convention that Pk(A)B ≡ [Pk(A)]B and PkAB ≡ Pk(AB),
and similarly for Qk.
Proof of Theorem 2.7. We can use (2.17) to control the diagonal term by
∣∣|Gjj |2 − |Mj |2Tjj∣∣ = O(1) with
probability 1 − O(N−D), which gives the N−1 term in (2.18). Thus it remains to control the off-diagonal
terms. Fix any j ∈ ZN , and call it ? as in the introduction. We can write the off-diagonal terms as in (1.11).
Then for the two terms on the right-hand side, we have the following lemmas. Note that by considering the
real and imaginary parts separately, it suffices to assume that bk’s are real. {Ppart}
Lemma 2.12. Suppose the assumptions of Theorem 2.7 hold, and bk are real deterministic coefficients satis-
fying maxk |bk| = O(N−1). Then for any fixed (large) p ∈ 2N and (small) τ > 0, we have
E
∣∣∣∣∣∣
∑
k 6=?
bk
(
Ek|Gk?|2 − |Mk|2Tk?
)∣∣∣∣∣∣
p
6
[
Nτ
(
Φ2Φ˜2 + Φ2N−1/2 +N−1
)]p
, (2.19) {eqn-Ppart}
for large enough N .
{Qpart}
Lemma 2.13. Suppose the assumptions of Theorem 2.7 hold, and bk are real deterministic coefficients satis-
fying maxk |bk| = O(N−1). Then for any fixed (large) p ∈ 2N and (small) τ > 0, we have
E
∣∣∣∣∣∣
∑
k 6=?
bkQk|Gk?|2
∣∣∣∣∣∣
p
6
[
Nτ
(
Φ2Φ˜2 + Φ2N−1/2 +N−1
)]p
, (2.20) {eqn-Qpart}
for large enough N .
With Lemma 2.12 and Lemma 2.13, using Markov’s inequality, we can prove (2.18).
14
3 Basic tools
{sec_tool}
To finish the proof of Theorem 2.7, it remains to prove the Lemma 2.12 and Lemma 2.13. In this section,
we collect some tools and definitions that will be used in the proof.
{minors}
Definition 3.1 (Minors). For any N ×N matrix A and T ⊂ {1, . . . , N}, we define the minor of the first kind
A[T] as the (N − |T|)× (N − |T|) matrix with
(A[T])ij := Aij , i, j /∈ T.
For any N ×N invertible matrix B, we define the minor of the second kind B(T) as the (N −|T|)× (N −|T|)
matrix with
(B(T))ij =
(
(B−1)[T]
)−1
ij
, i, j /∈ T,
whenever (B−1)[T] is invertible. Note that we keep the names of indices when defining the minors. By
definition, for any sets U,T ⊂ {1, . . . , N}, we have
(A[T])[U] = A[T∪U], (B(T))(U) = B(T∪U). (3.1) {ABTU}
For convenience, we shall also adopt the convention that for i ∈ T or j ∈ T,
(A[T])ij = 0, (B
(T))ij = 0.
For T = {a} or T = {a, b}, we shall abbreviate ({a}) ≡ (a) and ({a, b}) ≡ (ab).
Remark 3.2. In previous works, e.g. [6,11], we have used the notation (·) for both the minor of the first kind
and the minor of the second kind. Here we try to distinguish between (·) and [·] in order to be more rigorous.
In the proof, we will use the shorthand notation
(T)∑
i
=
[T]∑
i
:=
∑
i:i/∈T
.
The following identities are easy consequences of the Schur complement formula. The reader can refer to,
for example, Lemma 4.2 of [11] and Lemma 6.10 of [6] for the proof.
{resolvent_id}
Lemma 3.3 (Resolvent identities). For any N ×N invertible matrix B and 1 6 i, j, k 6 N , we have
Bij = B
(k)
ij +
BikBkj
Bkk
, (3.2) {Gij Gijk}
1
Bii
=
1
B
(k)
ii
− BikBki
BiiBkkB
(k)
ii
, (3.3) {Gij Gijk2}
and
1
Bii
= (B−1)ii −
(i)∑
k,l
(B−1)ikB
(i)
kl (B
−1)li. (3.4) {sq root formula2}
Moreover, for i 6= j we have
Bij = −Bii
(i)∑
k
(B−1)ikB
(i)
kj = −Bjj
(j)∑
k
B
(j)
ik (B
−1)kj . (3.5) {sq root formula}
The above equalities are understood to hold whenever the expressions in them make sense.
Next we introduce an important random control parameter for our proof.
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{lzzay}
Definition 3.4 (Definition of Ψkl). For any small constant τ > 0, we define random variables Ψkl > Φ˜ > 0 as
|Ψkl|2 ≡ |Ψkl(τ)|2 := Φ˜2Nτ +
∗∑
k′,l′
Nτ
W 2
(|Gk′l′ |2 + |Gl′k′ |2) , 1 6 k, l 6 N.
where
∑∗
k′,l′ denotes the summation over k
′, l′ subject to the condition that
max{|k − k′|, |l − l′|} 6 NτW.
Similarly for any T ⊂ {1, . . . , N}, we can define Ψ(T) by replacing the G entries with G(T) entries in the
above definition. For simplicity, we will often omit the τ when writing the Ψ variables.
Note that |Ψkl| is a local L2-average of the G entries with indices within a W -neighborhood of (k, l).
Moreover, the term Φ˜2Nτ is introduced such that Φ˜ 6 Ψkl holds trivially. Without this term, our following
proofs still hold if we replace the Ψkl terms with Ψkl + Φ˜, but we choose to keep it to make our notations
shorter. The importance of the Ψ variables is that they provide local uniform bounds on the G entries, see
(3.12) below, as discussed in the introduction.
Since the Nτ factor and the N−D bound for small probability event appear very often in our proof, we
introduce the following notations. {Otau}
Definition 3.5. For any non-negative A, we denote
Oτ (A) := O(N
O(τ)A).
In particular, in the case with Ψ, we denote
Oτ
(
f
({Ψ}Nk,l=1)) := O (NO(τ)f ({Ψ(τ)}Nk,l=1)) ,
where f is a non-negative function. We shall say an event ΩN holds with high probability (or w.h.p.), if for
any fixed D > 0 we have
P(ΩN ) > 1−N−D
for large enough N .
We will use the following lemma tacitly in the proof. It can be proved easily using the definition of high
probability events. {lem_partial}
Lemma 3.6 (Lemma B.1 of [8]). Given a nonnegative random variable X and a deterministic control pa-
rameter ϕ such that X 6 ϕ with high probability. Suppose ϕ > N−C and X 6 NC almost surely for some
constant C > 0. Then we have for any fixed n ∈ N and constant τ > 0,
EXn = O(ϕn), and max
i
EiX = Oτ (ϕ) w.h.p. (3.6) {partial_P}
Note that by (2.15), we have the deterministic bound
‖G‖ 6 1
mini(Im zi)
6 NC2 . (3.7) {xiangmmz}
This provides a deterministic bound on X required by Lemma 3.6 when X is a polynomial of G entries.
The following lemma gives a large deviation bound that will be used in the proof of Lemma 3.8. {large_deviation}
Lemma 3.7 (Theorem B.1 of [7]). Let (Xi) be an independent families of random variables and (bi) be
deterministic complex numbers, where i = 1, . . . , N . Suppose the entries Xi satisfy
EXi = 0, E|Xi|2 = 1, (E|Xi|p)1/p 6 µp,
for all p with some constants µp. Then for any fixed τ > 0, we have∣∣∣∑
i
biXi
∣∣∣ 6 Nτ(∑
i
|bi|2
)1/2
, w.h.p. (3.8)
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We now collect some simple properties of the Ψ variables in the next lemma.
{xiyan}
Lemma 3.8. As in (2.17), we assume that for some probability set Ω and small constant τ > 0, we have
‖G−M‖max = Oτ (Φ), max
j
1
N
∑
16i6N
|Gij |2 = Oτ (Φ˜2), in Ω, (3.9) {GM1FG}
with Φ and Φ˜ satisfying (2.16). Suppose (2.6) holds for sufficiently small constant c0 > 0. Then the following
statements hold.
• We have
Φ˜ 6 ‖Ψ‖min 6 ‖Ψ‖max = Oτ (Φ), in Ω. (3.10) {chsz1}
• For any subset K ∈ J1, NK with |K| = O(1) and i, j /∈ K, if
max{|i− i′|, |j − j′|} 6 (logN)CW (3.11) {qren}
for some constant C > 0, then for any fixed D > 0 we have that
1(i 6= j)
∣∣∣G(K)ij ∣∣∣ = Oτ (Ψ(i)i′j′) , G(K)ij −Gij = Oτ (Φ2) = Oτ (Φ˜) (3.12) {chsz2}
hold with probability larger than P(Ω)−N−D in Ω.
• For any i, k, l ∈ ZN ,
1ΩΨ
(i)
kl 6 2Ψkl +Oτ (Φ˜). (3.13) {chsz2.5}
• For any τ˜ > τ + (logN)−1/2, if (3.11) holds for some C > 0, then
Ψij(τ) 6 Ψi′j′(τ˜ ), in Ω. (3.14) {chsz3}
• We have
Ψkl = Ψlk,
1
N
∑
k
|Ψkl|2 = Oτ (Φ˜2), in Ω. (3.15) {chsz4}
From (3.12), one can see that the Ψ variables serve as local uniform bounds on the G (and G(K)) entries.
Moreover, (3.15) shows that the average of |Ψkl|2 over k or l gives the improved factor Φ˜2, which is one of
the key components of the proof of Lemma 2.12 and Lemma 2.13.
Proof of Lemma 3.8. Using Definition 3.4 and (3.9), one can easily prove (3.10), (3.14) and (3.15). The
second estimate of (3.12) can by proved using mathematical induction (in the indices of K) with (3.2) and
(3.9). Moreover, (3.13) follows from Definition 3.4 and the second estimate of (3.12). It remains to prove
the first bound in (3.12).
We first consider the case K = ∅. Since {Hik} entries are independent of the G(i) entries, then with (3.5)
and the large deviations estimates in Lemma 3.7, we have that for any fixed τ > 0 and D > 0,
P
|Gij | 6 Nτ |Gii|
 (i)∑
k
sik|G(i)kj |2
1/2
 > 1−N−D, i 6= j. (3.16) {miny}
Since Gii = O(1) in Ω, we obtain that
P
1Ω|Gij | = Oτ
 (i)∑
k
sik|G(i)kj |2
1/2
 > 1−N−D, i 6= j. (3.17) {miny2}
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Then with (3.2) and (3.9), we obtain that for i 6= j,
(i)∑
k
sik|G(i)kj |2 6 2
∑
k
sik|Gkj |2 + 2
(i)∑
k
sik
|GkiGij |2
|Gii|2 6 2
∑
k
sik|Gkj |2 +Oτ (Φ4) in Ω.
Plugging this bound into (3.17), we obtain that
P
1Ω|Gij | = Oτ (∑
k
sik|Gkj |2
)1/2
+Oτ (Φ
2)
 > 1−N−D, i 6= j. (3.18) {minywer}
With the same method, we can also prove that
P
1Ω|Gij | = Oτ (∑
l
sjl|Gil|2
)1/2
+Oτ (Φ
2)
 > 1−N−D, i 6= j. (3.19) {miny3}
Now applying this bound (3.19) to G
(i)
kj ’s in (3.17), we obtain that
P
1Ω|Gij | = Oτ
 (i)∑
k,l
siksjl|G(i)kl |2
1/2 +Oτ (Φ2 + 1
W 1/2
) > 1−N−D, i 6= j, (3.20) {minywerwss}
where the O(W−1/2) term comes from the diagonal term with j = k in (3.17). Then by the Definition 3.4,
(3.10), (3.11) and the fact Φ2 +W−1/2 . Φ˜ in (2.16), we obtain that (i)∑
k,l
siksjl|G(i)kl |2
1/2 = Oτ (Ψ(i)i′j′), Φ2 + 1W 1/2 6 Ψ(i)i′j′ .
Together with (3.20), we have proved the first estimate of (3.12) in the case K = ∅. For general K, it can be
proved easily with mathematical induction, (3.2), (3.9) andthe fact Φ2 +W−1/2 . Φ˜.
4 Proof of Lemma 2.12
{sec_Ppart}
In this section, we prove Lemma 2.12. To save the index, we replace j with ? in the following proof. We
first prove the following lemma on diagonal resolvent entries.
{qinggan}
Lemma 4.1. We define the Z variables as
Zi := Qi
 (i)∑
k,l
HikHilG
(i)
kl
−Hii.
Under the assumptions of Theorem 2.7 and (2.17), for any fixed τ,D > 0 and all i ∈ ZN , we have that
Gii = Mi +M
2
i Zi +Oτ
(
Φ2
)
and Zi = Oτ (Φ) (4.1) {cming}
hold with probability larger than 1−N−D.
Proof. Note that by (3.4), we have Zi = −Qi(G−1ii ). Then by Lemma 3.6 and (3.7), we have
Zi = Oτ (Φ), w.h.p. (4.2) {Zi}
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Now applying (3.4) and (3.2), we get that
1
Gii
= −zi + gi −
∑
j
sijGjj −Zi +Oτ (Φ2), i ∈ ZN
with high probability for any τ > 0. With the definition of Mi in (2.5), we then get
G−1ii −M−1i = −
∑
j
sij (Gjj −Mj)−Zi +Oτ (Φ2), w .h.p.
By (2.17), we have G−1ii −M−1i = (Mi)−2(Mi −Gii) +Oτ (Φ2). Then we obtain that
Gii = Mi +M
2
i
∑
j
sij(Gjj −Mj) + Zi
+Oτ (Φ2) , w .h.p.,
which implies
Gii −Mi =
∑
j
[
(1−M2S)−1]
ij
M2j Zj +Oτ
(‖(1−M2S)−1‖l∞→l∞Φ2) , w.h.p.
By (2.10) and (2.11), we see that with some fixed coefficients
cj = O(W
−1)) · 1 (|i− j| 6 (logN)2W ) ,
we can write
Gii −Mi = M2i Zi +
∑
j
cjZj +Oτ
(
Φ2
)
, w .h.p.
For the second term on the right-hand side, we can apply the fluctuation averaging results in [8, Theorem
4.6] to get ∑
j
cjZj = Oτ (Φ2), w.h.p.
This completes the proof of Lemma 4.1.
Now we start proving the Lemma 2.12. Our goal for the rest of this section is to reduce it to the form in
Lemma 4.3, whose proof is postponed until Section 5.3. Fix a k 6= ?. Recall (3.5), we can write Gk? as
Gk? = −Gkk
(k)∑
l
HklG
(k)
l? . (4.3) {noV1}
With the assumption (2.17) and (4.1), we know that for any fixed τ > 0, with high probability,
Gkk ∼ 1, Gkl − δklMkk = Oτ (Φ). (4.4) {taiji}
Then using (3.12), (3.13) and (4.3), we get that for any fixed τ > 0, with high probability,
(k)∑
l
HklG
(k)
l? = Oτ (Ψk?). (4.5) {taiji22}
On the other hand, we have the trivial bound (3.7) on the “bad event” with small probability. Then plugging
(4.1), (4.4) and (4.5) into (4.3), since k 6= ?, we have that for any τ > 0, with high probability,
Ek|Gk?|2 = |Mk|2
(k)∑
l
skl|G(k)l? |2 + 2|Mk|2 Re
MkEk
Zk (k)∑
l,l′
HklHkl′G
(k)
l? G
(k)
l′?
+Oτ (Φ2Ψ2k?(τ)). (4.6) {YYa}
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Next we apply (3.2) to G
(k)
l? in the first term on the right-hand sider of (4.6), i.e.,
G
(k)
l? = Gl? −
GlkGk?
Gkk
. (4.7) {Gkstar}
Since |l − k|+ |l′ − k| = O(W ) in (4.6), using (3.12) we get that
|Gl?|+ |Gl′?|+ |Gk?| = Oτ (Ψk?), w.h.p. (4.8) {xiangta}
Then with (4.4) and (2.17), we obtain that with high probability,
Ek|Gk?|2 = |Mk|2
∑
l
skl|Gl?|2 − 2 Re
Mk (k)∑
l
sklGl?GlkGk?

+ 2|Mk|2 Re
MkEk
Zk (k)∑
l,l′
HklHkl′G
(k)
l? G
(k)
l′?
+Oτ (Φ2Ψ2k?).
(4.9) {haozy mn}
Here for the term in the second line, using the definition of Zk we have that
EkZk
(k)∑
l,l′
HklHkl′G
(k)
l? G
(k)
l′? = Ek
(k)∑
l1,l2,l3,l4
Hkl1Hkl2G
(k)
l1?
G
(k)
l2?
(Hkl3Hkl4 − δl3l4skl3)G(k)l3l4
− EkHkk
(k)∑
l1,l2
Hkl1Hkl2G
(k)
l1?
G
(k)
l2?
.
(4.10) {4z18}
Recall that for any α ∈ ZN , Hkα is independent of G(k) and EHkα = 0. Then we see that the second line of
(4.10) vanishes. For the first line, it is easy to calculate
EkHkl1Hkl2 (Hkl3Hkl4 − δl3l4skl3) ,
which is non-zero only when each l index appears at least twice and all of the indices are in the neighborhood
of k of scale O(W ). Together with (4.8), we obtain that w.h.p.,
(4.10) = Oτ (W
−1Ψ2k?) + 2
(k)∑
l 6=l′
sklskl′G
(k)
ll′ G
(k)
l? G
(k)
l′? . (4.11)
Again using (3.2), we can write each G(k) entry as a combination of the G entry with an error term as in
(4.7). Together with the bounds in (4.8), we obtain that w.h.p.,
(4.10) = Oτ (Φ
2Ψ2k?) + 2
(k)∑
l 6=l′
sklskl′Gll′Gl?Gl′? (4.12)
Plugging it into (4.9) and then using (3.15), we obtain that w.h.p.,∑
k 6=?
bk
(
Ek|Gk?|2 − |Mk|2Tk?
)
=− 2
∑
k 6=?
bk Re
Mk (k)∑
l
sklGl?GlkGk?
+ 2∑
k 6=?
bk|Mk|2 Re
Mk (k)∑
l 6=l′
sklskl′Gll′Gl?Gl′?
+Oτ (Φ˜2Φ2).
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By considering the real and imaginary parts respectively, we may assume that the coefficients bk are real
without loss of generality. The contribution of the terms with l or l′ equal to ? can be easily bounded by
Oτ (W
−1Φ2) with high probability. Then we can write
∑
k 6=?
bk
(
Ek|Gk?|2 − |Mk|2Tk?
)
= Re
 (?)∑
k,l:k 6=l
cklGl?GlkGk?
+Oτ (Φ˜2Φ2) (4.13)
for some deterministic coefficients ckl satisfying
ckl = O(N
−1W−1)1|k−l|=O((logN)2W ).
(We use O((logN)2W ) instead of O(W ) due to the Lemma 4.2 below.) Therefore, to prove Lemma 2.12, it
suffices to prove that∣∣∣∣∣∣
(?)∑
k,l:k 6=l
cklPl (Gl?Glk)Gk?
∣∣∣∣∣∣+
∣∣∣∣∣∣
(?)∑
k,l:k 6=l
cklQl (Gl?Glk)Gk?
∣∣∣∣∣∣ = Oτ (Φ˜2Φ2 + Φ2N−1/2 +N−1). (4.14) {gush1}
In fact, the Pl term can be written as a sum of Ql terms as in the following lemma. {478}
Lemma 4.2. Under the assumptions of Lemma 2.12, for distinct i, k, k′ ∈ ZN , we have w.h.p.,
Pi (GikGik′) =
∑
j
dijQj (GjkGjk′) +Oτ (ΨikΨik′Φ) +Oτ (W
−1Ψkk′), (4.15) {saziy}
for some deterministic coefficients
dij = O(W
−1)1|i−j|6(logN)2W .
Proof. As in (4.3), since i, k and k′ are all different, we can write
EiGikGik′ =EiG2ii
∑
l,l′
HilHil′G
(i)
lk G
(i)
l′k′ = M
2
i
∑
l
silG
(i)
lk G
(i)
lk′ +Oτ (ΨikΨik′Φ)
with high probability, where we also used (4.4) and (4.5) in the second step. Furthermore, with (3.2) and
(3.12)-(3.14), we have
EiGikGik′ = M2i
∑
l
silGlkGlk′ +Oτ (ΨikΨik′Φ).
Hence, for all i 6= k, k′,
GikGik′ = M
2
i
∑
l
silGlkGlk′ +Qi (GikGik′) +Oτ (ΨikΨik′Φ), w.h.p.
For i = k, we can write w.h.p.,
GkkGkk′ =M
2
k
∑
l
sklGlkGlk′ +
(
GkkGkk′ −M2k
∑
l
sklGlkGlk′
)
= M2k
∑
l
sklGlkGlk′ +Oτ (Ψkk′),
and we have a similar expression the i = k′ case. Therefore, we get a vector equation for (GikGik′ : i ∈ ZN ),
which gives that
GikGik′ =
∑
j 6=k,k′
[
(1−M2S)−1]
ij
[Qj (GjkGjk′) +Oτ (ΨjkΨjk′Φ)]
+O
(|(1−M2S)−1|ikΨkk′)+O (|(1−M2S)−1|ik′Ψkk′) .
Together with (2.11) and (3.14), this concludes the proof of (4.15).
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Now for the Pl term in (4.14), using Lemma 4.2, we get for some deterministic coefficients satisfying that
c˜ij = O(N
−1W−1)1|i−j|6(logN)2W ,
(?)∑
k,l:k 6=l
cklPl (Gl?Glk)Gk? =
(?)∑
k,l:k 6=l
c˜klQl (Gl?Glk)Gk? +
(?)∑
k,l:k 6=l
cklOτ
(
Ψl?Φ
2Ψk? +W
−1Ψ2k?
)
=
(?)∑
k,l:k 6=l
c˜klQl (Gl?Glk)Gk? +Oτ (Φ˜
2Φ2),
where we used (3.15) and Φ˜2 > W−1 in the second step. Therefore, it only remains to prove (4.14) for the
Ql case. Furthermore, with the expansion like (4.7), we know for distinct k, l and ?,
Ql (Gl?Glk)Gk? = Ql
(
Gl?GlkGk?
)−Ql(Gl?GlkGklGl?
Gll
)
+Ql (Gl?Glk)
GklGl?
Gll
. (4.16) {jsjahyzv}
With (3.10) and (3.12), we get the following bounds
Gl?Glk = Oτ
(
Ψ
(l)
l? Φ
)
,
GklGl?
Gll
= Oτ
(
Ψ
(l)
l? Φ
)
, w.h.p.
Noticing that these bounds are independent of the l-th row and column of H and using |Ql(·)| 6 | · |+ |El(·)|,
we obtain
Ql (Gl?Glk)Gk? = Ql
(
Gl?GlkGk?
)
+Oτ
(
(Ψ
(l)
l? )
2Φ2
)
= Ql
(
Gl?GlkGk?
)
+Oτ
(
(Ψl?)
2Φ2
)
,
w.h.p. for any fixed τ > 0, where we used (3.13) in the last step. The last term then gives Oτ (Φ˜
2Φ2) when
summing over c˜kl by (3.15). Hence to prove Lemma 2.12, it suffices to prove the following lemma. Here we
replace l with k and k with α to fit into our later notations.
{Q1}
Lemma 4.3. Suppose the assumptions of Lemma 2.12 hold, and ckα are deterministic coefficients satisfying
ckα = O(N
−1W−1)1|k−α|=O(logN)2W .
Then for any fixed (large) p ∈ 2N and (small) τ > 0, we have
E
∣∣∣∣∣∣
(?)∑
k 6=α
ckαQk
(
Gk?GkαGα?
)∣∣∣∣∣∣
p
= Oτ
((
Φ2Φ˜2 + Φ2N−1/2 +N−1
)p)
. (4.17) {gush20}
5 Graphical tools - Part I
{sec_graph1}
Now to finish the proof of Theorem 2.7, it suffices to prove the Lemma 2.13 and Lemma 4.3. To help the
reader to follow the main idea of the proof, we will start with the following easier lemma. Note that compared
with (2.20), (5.1) has one less Φ factor on the right-hand side.
{Q2}
Lemma 5.1. Suppose ck are real deterministic coefficients such that maxk |ck| = O(N−1). Then for any fixed
p ∈ 2N and τ > 0, we have
E
∣∣∣∣∣∣
(?)∑
k
ckQk
(
Gk?Gk?
)∣∣∣∣∣∣
p
= Oτ
((
Φ˜2Φ + Φ2N−1/2 +N−1
)p)
. (5.1) {gush2}
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In the proofs of Lemma 2.13, Lemma 4.3 and Lemma 5.1, we will use the graphical tools, which will be
introduced starting from this section. For example, the left-hand side of (5.1) can be written as
E
(?)∑
k1,··· ,kp
(
p∏
i=1
ckiQki
(
Gki?Gki?
))
. (5.2) {Qsimz}
Then we will expand this expression with resolvent expansions in Lemma 3.3, and the graphical tool will
help us to bound the long expressions as discussed in the introduction.
In the rest of this paper, we suppose that the assumptions of Theorem 2.7 hold. In particular, we always
assume (2.15)-(2.17), and we will not repeat them everywhere.
5.1 Definition of Graph - Part 1
{subsec: graph}
In this subsection, we introduce some basic components of the graph needed to prove Lemma 5.1 and Lemma
4.3.
Definition 5.2. We consider graphs that contains the following elements.
• The star atom ⊗ : In each graph, there exists at most one star atom, which represents the ? index.
• Regular atoms ◦ : Any vertex of the graph that is not the star atom is called a regular atom (or simply
atom).
• Labelled solid edges: A solid edge that connects atoms α and β represents a Gαβ factor. Each solid
edge has the following labels (see the example in (5.3)):
– a direction, which indicates whether it is Gαβ or Gβα;
– a charge, which indicates whether it is a G factor or a G∗(≡ G) factor;
– an independent set L for the G(L) entry.
We sometimes ignore the direction, charge and independent set, and denote the edge by Edge(α, β).
In the definition, we have called a vertex an atom to illustrate various concepts in a more figurative way.
The following (5.3) gives a simple example of the graphs:
  
 
 
k1 k2
STAR
(i) (j)
*
*
= G
(i)
k1?
Gk1?Gk2?G
(j)
k2?
. (5.3) {fig1}
To get some simple bounds on these graphs, one can ignore the labels (i.e., direction, charge and independent
set) on these edges in many cases. For example, using (3.12)-(3.13) we can bound the graph in (5.3) as
Oτ
(
(Ψ2k1? + δk1?)(Ψ
2
k2? + δk1?)
)
, w.h.p. (5.4) {fig2}
Dashed edges: In a graph, we use a dashed line connecting atoms α and β to represent the factor δαβ . For
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example, we have
  
 
 
k1 k2
STAR
(i) (j)
*
*
=
{
0, k1 6= k2
G
(i)
k1?
Gk1?Gk1?G
(j)
k1?
, k1 = k2
. (5.5) {fig3}
On the other hand, we use a dashed line with a cross (×) to represent the (1− δαβ) factor. The dashed lines
and ×-dashed lines are useful in organizing the summation of indices representing the regular atoms. For
example, we can represent ∑
k1,k2
G
(i)
k1?
Gk1?Gk2?G
(j)
k2?
by the graphs
   
 
 
k1 k2
STAR
(i) (j)
*
*   
 
 
k1 k2
STAR
(i) (j)
*
*Σk1,k2 Σk1,k2+
X
(5.6) {fig4}
For simplicity, in the proof (not in the graph) we will also use the following notations
k −−− l, k −×− l
to mean that there is a dashed line connecting atoms k and l and there is a ×-dashed line connecting atoms
k and l, respectively.
Weights ∆: A weight at the atom k represents a factor of the form
G
(K)
kk , or
(
G
(K)
kk
)−1
.
It is drawn as a solid ∆ in the graph. We will introduce other types of weights later in Section 6.1. We
remark that a weight is represented by a bubble diagram in the usual graphical language. Each weight has
the following labels:
• a flavor, which indicates whether it is a G factor or a G−1 factor, and we will use the notations f1 (i.e.
flavor 1) for G factors and f2 (i.e. flavor 2) for G
−1 factors in the graph;
• a charge, which indicates whether it is a G factor or a G∗(≡ G) factor;
• an independent set K for the G(K) or (G(K))−1 entry.
The following graph gives a simple example with weights on the k1 and k2 atoms:
  
 
 
k1 k2
STAR
(i) (j)
*
*
*(j) (j)f1 f2
= G
(i)
k1?
Gk1?Gk2?G
(j)
k2?
G
(j)
k1k1
(
G
(j)
k2k2
)−1
. (5.7) {fig5}
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Again in many cases, to get a bound on the graph, one can simply ignore all the labels on the edges and
weights. For instance, for the graph in (5.7), using (3.12) and Gkk ∼ 1 w.h.p., we can immediately bound it
with the same bound as in (5.4). This is one of the advantages of using this graphical language.
Colors (Pi and Qi groups): To represent the Qk’s in (4.17) and (5.2) on the graph, we introduce the concept
of “colors”. There are 2N kinds of colors {Pi : i ∈ ZN} ∪ {Qi : i ∈ ZN}. (Note that Pi and Qi are related
through Qi = 1 − Pi, but we treat them as different colors.) For a graph, we can color some edges and
weights with Pi or Qi. This means that for the edges and weights with the same color, we will group them
together as a product and apply Pi or Qi on them. Moreover, we require that each edge or weight can have
at most one color, and we will regard the colors as another type of labels of the edges and weights. As an
example, the following graph has two colors Qk1 and Qk2 :
  
 
 
k1 k2
STAR
(i) (j)
*
*
*(j) (j)f1 f2
Qk2 Qk1
= Qk2
(
G
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. (5.8) {fig6}
{lem_exp1}
Lemma 5.3. We express the resolvent expansions (3.2) and (3.3) with graphical notations.
• We have Gij = G(k)ij + GikGkjGkk , i.e.,
 
  
 
= 
i
j
(k) +
k
f2
= +
i
j
i
j
f1
(k)f1
i k
f2
ii
(5.9) {Gp1}
• We have (Gii)−1 = (G(k)ii )−1 − GikGkiGiiGkkG(k)ii , i.e.,
   = -
f2
(k)f2
i k
f2f2
(k)
f2ii
(5.10) {Gp2}
Here note that the equality in each graph means the equality of the values of the graphs, not the equality in
the graphical sense.
Remark 5.4. The resolvent expansions preserve colors in the sense that after an resolvent expansion, each
new component has the same color as its ancestor (i.e. the component from which it is expanded).
Remark 5.5. In (5.9) we have “+” sign, while in (5.10) we have “−” sign. The ± signs are very hard to
track, and actually they will not affect our proof. In the proof, we will try to be precise with the signs when
we draw some specific graphs. However, when we write or draw a general linear combination of graphs, we
will always use the + sign.
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A high probability bound ‖ · ‖ on a graph. Let G be a graph containing only solid edges, atoms, weights and
colors (i.e., Pi and Qi groups). Assume that, ignoring the colors and labels, G consists of some weights and
m solid edges
Edge(αi, βi), 1 6 i 6 m.
Then we define ‖G‖ as
‖G‖ =
m∏
i=1
(Ψαiβi + δαiβi) . (5.11) {def F1}
{lem F1}
Lemma 5.6. Let G be a graph containing only solid edges, atoms, weights of flavors f1 and f2, and colors.
Then we have
G = Oτ (‖G‖) w .h.p.,
where the left-hand side represents the value of the graph G.
Proof. By definition and (3.12)-(3.13), the statement is trivial if the graph is colorless. For a colored graph,
without loss of generality, we can assume that all the weights and edges have the same color, say Pj (since
Qj = 1− Pj). Suppose G = Ej(G0). By our assumption and (3.12)-(3.13), we have
G0 = Oτ
(∏
i
(
Ψ
(j)
αiβi
+ Φ˜ + δαiβi
))
, w.h.p.
Since the right-hand side is independent of the j-th row and column of H, we have
G = EjG0 = Oτ
(∏
i
(
Ψ
(j)
αiβi
+ Φ˜ + δαiβi
))
, w.h.p.,
where we also used the bound (3.7) on the “bad” event. Finally with (3.13) and (3.10), one can easily show
that G = Oτ (‖G‖). This completes the proof.
Molecules: We partition the set of all the regular atoms into the union of disjoint sets Mj , j = 1 . . . , p. We
shall call each Mj a molecule (even though the atoms in Mj may not be edge-connected). More precisely,
the molecules are subsets of atoms that satisfy
? /∈ ∪pj=1Mj , {?} ∪
(∪pj=1Mj) = {all atoms}, and Mi ∩Mj = ∅ for 1 6 i 6= j 6 p. (5.12) {yurenguodu}
Polymer: Let G be a graph with p moleculesM1,M2, · · · ,Mp such that (5.12) holds. We use the notations
(1) :Mi −−−Mj and (2) :Mi −−− ?
to mean that (1) there is a dashed line connecting an atom in Mi to an atom in Mj , and (2) there is a
dashed line connecting an atom in Mi to the ? atom. Then we define two polymers of G, Pol1(G) and
Pol2(G). A molecule Mi belongs to Pol1(G) if and only if there exists Mi1 , . . . ,Min such that
Mi −−−Mi1 −−−Mi2 −−− · · · − − −Min −−− ?.
Simply speaking, Pol1(G) consists of all the molecules that are connected to the star atom through a path
of dashed lines. A molecule Mi belongs to Pol2(G) if and only if Mi /∈ Pol1(G) and there exists another
Mj /∈ Pol1(G) such that
Mi −−−Mj .
In other words, Pol2(G) consists of all the molecules that are not in Pol1(G) and have at least one dashed
line-connected neighborhood. For example, in Fig. 5, we have
Pol1 = {M4,M5}, Pol2 = {M3,M6,M7,M8}.
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STAR
 
 
M4 M5 M6 M7 M8M3M2M1
Figure 5: We use the pentagons to represent the molecules, and we only show the dashed lines between
molecules. The pentagons does not really appear in the graph, and they are only drawn to help to understand
the structures. {polyexample}
Free molecules: We call a molecule Mi free if and only if
Mi /∈ Pol1 ∪ Pol2. (5.13) {ijfre}
Degree: Let A denote any set of atoms in the graph. We define
deg(A) := # of solid edges which connect atoms in A and Ac, (5.14) {degree}
i.e., the total number of solid edges which have one ending atom in A and the other one in Ac. In particular,
for any atom l, deg(l) denotes the number of solid edges attached to l, and for any molecule Mi, deg(Mi)
denotes the number of solid edges that connect the atoms in Mi to the atoms in other molecules.
Path: Let G be a graph with molecules Mi, 1 6 i 6 p, such that (5.12) holds. For some i, 1 6 i 6 p, we say
that there is a path from molecule Mi to ? (the star atom) if and only if after merging all the atoms in the
same molecule into one “big” atom, there is a solid edge path connecting Mi to ?. In other words, the path
is defined on the new graph where each molecule is viewed as a vertex.
For example, letM1 = {k1} andM2 = {k2, k3} in the following graph (5.15). Although there is no edge
between atoms k2 and k3, there are still 2 separated paths connectingM1 to ?, i.e., through Edge(k1, ?), and
through Edge(k1, k2) and Edge(k3, ?). Similarly, it is easy to see that there are 3 separated paths connecting
M2 to ?.
  
 
 
k1 k3
STAR
(i) (j)
*
*
*(j) (j)f1 f2
Qk2 Qk1
k2
(5.15) {pathexample}
{def_nest}
Definition 5.7 (IPC Nested property). For a graph G with molecules Mi, 1 6 i 6 p, that satisfy (5.12), we
say it satisfies independently path-connected (IPC) nested property if
• for each molecule, there are at least 2 separated (solid edge) paths connecting it to ?;
• the edges used in these 2p paths are all distinct.
If a graph G has the IPC nested property, we will say it has an IPC nested structure.
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For example, the graph in (5.15) does not have an IPC nested structure, but the following one has.
  
 
 
k1 k3
STAR
(i) (j)
*
*
*(j) (j)f1 f2
Qk2 Qk1
k2
* (5.16)
The IPC nested property implies the ordered nested property as discussed in the introduction.
{zuomeng}
Lemma 5.8 (Ordered nested property). Let G be a graph consists of a ? atom and p molecules that satisfy
(5.12) and the IPC nested property. Then G satisfies the ordered nested property defined as following: for
any fixed t ∈ N, 1 6 t 6 p, there exists pi = (pi1, pi2, · · · , pit) ∈ St, the permutation group, such that
Ordered nested property : ∀s 6 t, there exist at least 2 solid edges connecting atoms in Mpis
to atoms in {?} ∪ (∪s′<sMpis′ ) ∪ (∪t′>tMt′). (5.17) {suz}
Remark 5.9. Given the first t molecules and pi ∈ St, we can partially order them according to Mpi1 ≺
Mpi2 ≺ · · · ≺ Mpit . For the ? atom and the other molecules Mt′ , t < t′ 6 p, we define the partial order
? ≺Mt′ ≺Mpi1 such that they are upper bounds of the subset {M1, · · · ,Mt}. Then roughly speaking, the
ordered nested property means that there exists a pi ∈ St such that each of the molecule Ms, 1 6 s 6 t, has
at least 2 solid edges connecting to the preceding molecules. Note that Ms, 1 6 s 6 t, may or may not have
solid edges connecting to molecules after it.
Proof of Lemma 5.8. A simple application of the pigeonhole principle shows that a graph with IPC nested
property can always be rearranged to have the ordered nested property. Here we skip the details and leave
it to the readers.
The Fig. 6 gives an example of the ordered nested property with t = 5 and pi = (2, 4, 3, 5, 1) ∈ S5.
Note that the choice of pi is not unique for the ordered nested property. For example, we can also choose
pi = (1, 4, 2, 3, 5). Given a graph with a large number of indices, it is usually not easy to check whether the
  
 
 
STAR
 
 
M2
......
M4
M3
M5
M1
M6 M7
M8
Figure 6: The pentagons represent the moleculesM1, · · · ,M5, the red circle represents the part (∪t′>tMt′),
and we only draw the solid edges used in the ordered nested property. {nestexample}
ordered nested property holds or not. However, the above Lemma 5.8 shows that it follows from the IPC
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nested property, which is often much easier to check. Moreover, the following lemma shows that the IPC
nested property is preserved under the expansions in (5.9) and (5.10). As a result, we will have the ordered
nested property almost for free during the whole proof.
{Lumm}
Lemma 5.10. Let G be a graph with p molecules Mi, 1 6 i 6 p, that satisfy (5.12), and suppose G has an
IPC nested structure. If we expand an edge or a weight in G using (5.9) or (5.10) and denote the resulting
two graphs as
G = G1 + G2,
then both G1 and G2 have IPC nested structures.
Proof. It follows trivially from the definition of the IPC nested property and the graph expansions in (5.9)
and (5.10).
A dashed-line partition: Given a set of atoms {k1, k2, · · · , kn}. Let ED be a collection of some dashed edges
and ×-dashed edges between these atoms. We say ED is a dashed-line partition of the atoms {k1, k2, · · · , kn}
if and only if it has the following properties:
• completeness: for any i 6= j, there is either a dashed line in ED or a ×-dashed line in ED between atoms
ki and kj ;
• self-consistency: if ki and kj are connected by a dashed edge in ED, and kj and kl are connected by a
dashed edge in ED, then ki and kl must be also connected by a dashed edge in ED.
For example, in the case n = 3, we show the five possible dashed-line partitions in (5.18). The partitions
with two dashed lines and one ×-dashed line are not self-consistent.
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(5.18) {G2sa}
Off-diagonal edges: Let ED be a dashed-line partition of a graph G. If a solid edge connects atoms that are
not equal under ED, then we shall call it an off-diagonal edge.
Fully expanded (fully independent): Consider a subset of atoms {k1, k2, · · · , kn} in graph G. Let ED be
a dashed-line partition of G. Then the restriction of ED to {k1, k2, · · · , kn} is a dashed-partition of these
atoms.
• We say a solid edge Edge(α, β) is fully expanded (fully independent) with respect to ({ki}ni=1, ED) if
its independent set union the end atoms {α, β} contains the set {k1, k2, · · · , kn} after identification by
ED.
• We say a weight on atom α is fully expanded (fully independent) with respect to ({ki}ni=1, ED) if its
independent set union the atom {α} contains the set {k1, k2, · · · , kn} after identification by ED.
As defined above, if a solid edge G
(L)
αβ is fully expanded (fully independent) with respect to ({ki}ni=1, ED),
then L contains all the atoms which are non-equivalent to α or β under ED. Similar property holds for
weights.
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5.2 Proof of Lemma 5.1
{sec_simple}
In this subsection, we prove Lemma 5.1 using the graphical tools introduced in last subsection. It suffices to
prove the following bound for (5.2):
E
(?)∑
k1,··· ,kp
(
p∏
i=1
ckiQki
(
Gki?Gki?
))
= Oτ
(
Φ˜2Φ + Φ2N−1/2
)p
. (5.19) {sfayz}
Let G be the graph that represents
G =
p∏
i=1
Qki
(
Gki?Gki?
)
. (5.20) {Gform}
For example, in the case p = 3, we have
   
 
 
k1 k3
STAR
*
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k2
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Qk1
(5.21) {G0-s}
Then G can be written as the sum of ED · G, where ED ranges over all possible dashed-line partitions of the
atoms k1, k2, · · · , kp. Since there are only Cp different partitions, where Cp > 0 is a constant depending only
on p, we only need to prove that for any fixed ED,
E
(?)∑
k1,··· ,kp
(
p∏
i=1
cki
)
(ED · G) = Oτ
(
Φ˜2Φ + Φ2N−1/2
)p
. (5.22) {yikezz}
Now we expand the edges in G using the expansions (5.9) and (5.10) with respect to the ({ki}pi=1, ED) as
following.
Expansions with respect to ({ki}pi=1, ED): For a graph, if all its solid edges or weights are already fully
expanded with respect to ({ki}pi=1, ED), then we stop. Otherwise, we can find a non-fully expanded solid
edge Edge(α, β) or a non-fully expanded weight on atom α. Then there exists ki, 1 6 i 6 p, such that
ki is not equal to any ending atom α, β of the solid edge (or the atom α of the weight) and is not equal
to any atom in the independent set of the solid edge (or of the weight), either. Then we expand this edge
Edge(α, β) (or the weight on atom α) using (5.9) (or (5.10)) with ki playing the role of the atom k. For
instance, for the solid edge representing Gk1? in the graph, the independent set is ∅. Hence we only need to
find a ki atom such that there is a ×-dashed line in ED that connects ki and k1. If there is no such ki, then
we leave it unchanged. Otherwise, we expand Gk1? with (5.9) as
Gk1? = G
(ki)
k1?
+Gk1ki (Gkiki)
−1
Gki?.
After an expansion, every old graph is either unchanged or can be written as a linear combination of
two new graphs. Then for each new graph, if there exists a non-fully expanded solid edge or weight, we
again expand it with respect to some ki using the identities in (5.9) and (5.10). We keep performing the
same process to the newly appeared graphs at each step, and call this process the expansions with respect
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to ({ki}pi=1, ED). The following is an example with p = 2 and two steps of expansions:
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(5.23) {Expan1}
Here in the first step, we expand Gk1? with respect to k2 using (5.9), and in the second step we expand
(Gk2k2)
−1 with respect to k1 using (5.10). (For simplicity, we did not draw the expansion of the first graph
in the second step.) Note that in the second row of (5.23), the leftmost red solid edge in the 2nd row is fully
expanded, and the red weight in the middle graph is full expanded.
During the process of expansions with respect to ({ki}pi=1, ED), it is easy to see that all the labels except
the independent sets (i.e., the charges, directions, colors and flavors) are preserved. Furthermore, in every
step of the expansion, each new graph satisfies one of the following conditions:
• either everything in the new graph is the same as the old graph except that the size of the independent
set of some edge/weight is increased by one,
• or some edge/weight in the old graph is replaced by some other edges and weights in the new graph,
and the total number of solid edges are increased at least by one.
It is easy to check that in the latter case, the newly appeared solid edges are all off-diagonal under ED. Hence
each new solid edge provides a factor Oτ (Φ), and graphs with sufficiently many off-diagonal edges will be
small enough to be considered as error terms.
Now we perform the expansions of the graphs ED · G in (5.22) with respect to ({ki}pi=1, ED). With the
above observation, it is easy to show that for any fixed (large) M ∈ N, there exists constant KM,p ∈ N such
that after KM,p steps of expansions the following holds:
ED · G =
∑
γ
ED · Gγ +
∑
γ′
ED · Gerrorγ′ , (5.24) {Ejuzy}
where (1) Gγ are fully expanded with respect to ({ki}pi=1, ED), (2) each graph Gerrorγ′ contains at least M
off-diagonal edges, and (3) the total number of terms on the right-hand side of (5.24) is bounded by CM,p
for some constant CM,p > 0. Note that the expansion in (5.24) is not unique, since it depends on the choices
of the solid edges or the weights at each step. But any expansion with the above properties will work for
our proof.
Since M can be arbitrary large, to prove (5.22) it suffices to show that for any fixed ED and γ,
E
(?)∑
k1,··· ,kp
(
p∏
i=1
cki
)
(ED · Gγ) = Oτ
(
Φ˜2Φ + Φ2N−1/2
)p
. (5.25) {yikezz2}
For the graph ED · Gγ , we choose the molecules as
Mi = {ki}, 1 6 i 6 p.
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Recall the definition of polymer, we see that Pol1(ED · Gγ) = ∅. Without loss of generality, we assume that
Pol2 (ED · Gγ) = {Mt+1,Mt+2, · · · ,Mp}, (5.26) {deftxxah}
for some t 6 p. Recall that Gγ comes from G, which has the form (5.20). Then by the definition of our
expansion process, one can easily show that Gγ has the following form:
Gγ =
p∏
i=1
Qki (Gγ,i) , (5.27) {g0gam}
where Gγ,i denotes the part of the graph coming from the expansions of Gki?Gki? inside the Qki in (5.20).
(Note that Gγ,i is a colorless graph.) Now we pick some fixed i 6= j such that ki 6= kj , i.e., there is a ×-dashed
line in ED that connects ki and kj . Since all the edges and weights in Gγ,i are fully expanded, if the atom
kj is not visited in Gγ,i (i.e., if kj is not an ending atom of some edge in Gγ,i), then kj must be in the
independent set of every edge and weight in Gγ,i. In other words,
atom kj is not visited in Gγ,i =⇒ Gγ,i is independent of the kj-th row and column of H.
Now for any free molecule Mj , 1 6 j 6 t, we have kj 6= ki for all 1 6 i 6 p, i 6= j. Then we can extend
above statement to get
atom kj is not visited in
∏
i 6=j
Gγ,i
=⇒
∏
i 6=j
Gγ,i is independent of the kj-th row and column of H
=⇒
∏
i 6=j
Qki(Gγ,i) is independent of the kj-th row and column of H
=⇒ EGγ = EPkjGγ = E
∏
i6=j
Qi(Gγ,i)
 · Pkj (QkjGγ,j)
 = 0,
where we used PkjQkj = 0 in the last step. Therefore we only need to consider the case where
for any j : 1 6 j 6 t, atom kj is visited in
∏
i 6=j
Gγ,i. (5.28) {gaszj}
Now we count the number of off-diagonal edges. Recall that there are 2p off-diagonal edges in G initially
(see (5.20)), and the newly appeared solid edges during the expansion are off-diagonal. Therefore, all the
solid edges in
∏p
i=1 Gγ,i are off-diagonal, and each of them provides a factor Oτ (Φ). Note that if the free
molecule Mj is visited
∏
i 6=j Gγ,i, then we must have used (5.9) or (5.10) in a step of expansion and kept
the graph with at least one more off-diagonal edge. Thus (5.28) implies that we must have at least t more
solid edges. This gives that
# of off-diagonal edges in
p∏
i=1
Gγ,i > 2p+ t = 3p−#{i :Mi ∈ Pol2}. (5.29) {2p+t}
Applying Lemma 5.6 to (5.27), we obtain that
ED · Gγ = ED ·Oτ
(
p∏
i=1
‖Gγ,i‖
)
. (5.30) {jhuzhahga}
Since Gγ,i is the part of the graph coming from the expansion of Gki?Gki?, it is easy to observe that there
are two separated paths in Gγ,i connectingMi to ?: one is the descendent of Gki? and one is the descendent
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of Gki?. Thus
∏p
i=1 Gγ,i has an IPC nested structure, which, by Lemma 5.8, implies that it has the ordered
nested property, i.e., there exists pi ∈ St such that (5.17) holds. Without loss of generality, we assume that
pi = (1, 2, 3, . . . , t). Then (5.17) shows that for 1 6 s 6 t, there exist
βs, β˜s ∈ {?} ∪ (∪s′<sMs′) ∪ (∪t′>tMt′) (5.31) {ljsadfl}
such that there are two off-diagonal edges connecting ks to βs and β˜s, respectively.
We now estimate the product
∏p
i=1 ‖Gγ,i‖. There are at least 2p+ t solid edges by (5.29), and the above
ordered nested property has used 2t of them. Each of the other 2p − t solid edges is bounded by Oτ (Φ).
Thus we obtain that
p∏
i=1
‖Gγ,i‖ = Oτ
Φ2p−t · ∏
16s6t
ΨksβsΨksβ˜s
 .
Plugging it into (5.30), we obtain that
E
(?)∑
k1,··· ,kp
(
p∏
i=1
cki
)
(ED · Gγ) = E
(?)∑
kt+1,··· ,kp
(
p∏
i=t+1
cki
)∑
k1
ck1
∑
k2
ck2 · · ·
∑
kt
ckt (ED · Gγ)
=
(?)∑
kt+1,··· ,kp
(
p∏
i=t+1
cki
)
ED
∑
k1
ck1
∑
k2
ck2 · · ·
∑
kt
cktOτ
Φ2p−t · ∏
16s6t
ΨksβsΨksβ˜s

= Φ2p−t
(?)∑
kt+1,··· ,kp
(
p∏
i=t+1
cki
)
EDOτ
∑
k1
ck1
∑
k2
ck2 · · ·
∑
kt
ckt
∏
16s6t
ΨksβsΨksβ˜s
 .
(5.32) {jyzuyakj}
Due to (5.31), we are able to sum over the k’s according to the order kt, kt−1, . . . , k1, i.e.,∑
k1
ck1
∑
k2
ck2 · · ·
∑
kt
ckt
∏
16s6t
ΨksβsΨksβ˜s (5.33) {zadsf}
=
∑
k1
ck1Ψk1β1Ψk1β˜1
∑
k2
ck2Ψk2β2Ψk2β˜2 · · · · · ·
∑
kt
cktΨktβtΨktβ˜t .
By (3.15) and Cauchy-Schwarz inequality, each
∑
ks
cksΨksβtΨksβ˜s gives a factor Oτ (Φ˜
2). Therefore we get
from (5.32) that
E
(?)∑
k1,··· ,kp
(
p∏
i=1
cki
)
(ED · Gγ) =
(?)∑
kt+1,··· ,kp
(
p∏
i=t+1
cki
)
ED ·Oτ
(
Φ2p−tΦ˜2t
)
. (5.34) {asdfytj}
By the definition of Pol2, we know that for any t′ > t, there exists another t′′ > t such that kt′ = kt′′ . Thus
we have
(?)∑
kt+1,··· ,kp
(
p∏
i=t+1
cki
)
ED = O
(
N−(p−t)/2
)
. (5.35) {sumb}
Combining with (5.34), we obtain (5.22), where the two terms on the right-hand side of (5.22) represent the
cases t = p and t = 0, respectively.
5.3 Proof of Lemma 4.3
{sec_simple2}
The proof of Lemma 4.3 is very similar to the one for Lemma 5.1 in the previous subsection. As in (5.19),
we need to prove that
(?)∑
k1,k2,··· ,kp,α1,α2···αp
(
p∏
i
(ckiαi)
#i
)
E
p∏
i=1
Qki
(
Gki?GkiαiGαi?
)#i
= Oτ
(
Φ˜2Φ2 + Φ2N−1/2
)p
,
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where
A#i :=
{
A, i ∈ 2Z+ 1
A, i ∈ 2Z .
Let G be the graph which represents
G =
p∏
i=1
Qki
(
Gki?GkiαiGαi?
)#i
.
The following is an example of the graph with p = 3.
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α3 (5.36) {G011-s}
Let ED be a dashed-line partition of atoms ki and αi, 1 6 i 6 p. Since in (4.17) we sum over k 6= α, there
is always an ×-dashed line between ki and αi in ED. Now as in (5.22), we only need to prove that for any
fixed ED,
(?)∑
k1,k2,··· ,kp,α1,α2,··· ,αp
(
p∏
i
(ckiαi)
#i
)
E (ED · G) = Oτ
(
Φ˜2Φ2 + Φ2N−1/2
)p
. (5.37) {yikezz11}
As in previous subsection, we expand all the edges and weights with respect to ({ki}pi=1, ED). Note that
during the expansions, we only add k atoms into the independent set or make more visits to the k atoms. In
particular, this process will not create weights at the α atoms. Moreover, for each atom αi, we always have
deg(αi) = 2 (recall (5.14)).
As in (5.24), we can write
ED · G =
∑
γ
ED · Gγ +
∑
γ
ED · Gerrorγ , (5.38) {Ejuzy2}
where in each Gγ , all edges and weights are fully expanded with respect to ({ki}pi=1, ED), and in each Gerrorγ ,
the total number of the off-diagonal edges is larger than some constant M > 0. Since M can be arbitrary
large, to prove (5.37), we only need to show that for any fixed ED and γ,
(∗)∑
k1,k2,··· ,kp,α1,α2···αp
(
p∏
i
(cki,αi)
#i
)
E (ED · Gγ) = Oτ
(
Φ˜2Φ2 + Φ2N−1/2
)p
. (5.39) {yikezz2EE}
We choose the molecules as
Mi = {ki, αi}, 1 6 i 6 p.
Recall the definition of polymers, we again have Pol1 = ∅. Without loss of generality, we assume that
Pol2(ED · Gγ) = {Mt+1,Mt+2, · · · ,Mp} (5.40) {deftxxahEE}
for some t 6 p. Now we repeat the argument from (5.26) to (5.32) to get that
(∗)∑
k1,··· ,kp,α1,··· ,αp
(
p∏
i
(ckiαi)
#i
)
E (ED · Gγ)
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=E
(?)∑
kt+1,··· ,kp, αt+1,··· ,αp
(
p∏
i=t+1
(ckiαi)
#i
) ∑
k1,α1
(ck1α1)
#1
∑
k2,α2
(ck2α2)
#2 · · ·
∑
kt,αt
(cktαt)
#t (ED · Gγ)
=
(?)∑
kt+1,··· ,kp, αt+1,··· ,αp
(
p∏
i=t+1
(ckiαi)
#i
)
ED
∑
k1α1
(ck1α1)
#1
∑
k2,α2
(ck2α2)
#2 · · ·
∑
kt,αt
(cktαt)
#t
× Oτ
Φ3p−t · ∏
16s6t
(Ψksβs + Ψαsβs)
(
Ψksβ˜s + Ψαsβ˜s
) ,
where βs and β˜s, 1 6 s 6 t, satisfy (5.31). Compared with (5.32), the main difference is that the factor
Ψksβs is replaced with Ψksβs + Ψαsβs , because Lemma 5.8 only tells that there are 2 solid edges connected
to the atoms in Ms, which include both ks and αs. On the other hand, we know cksαs 6= 0 only if
|ks − αs| = O(W (logN)2). Then with (3.14), we can bound Ψαsβs(τ) with Ψksβs(τ˜) = Oτ (Ψαsβs(τ)) for
some slightly larger τ˜ . Thus we obtain that
(∗)∑
k1,··· ,kp,α1,··· ,αp
(
p∏
i
(ckiαi)
#i
)
E (ED · Gγ) =
(?)∑
kt+1,··· ,kp, αt+1···αp
(
p∏
i=t+1
(ckiαi)
#i
)
ED (5.41)
×
∑
k1,α1
(ck1α1)
#1
∑
k2,α2
(ck2α2)
#2 · · ·
∑
kt,αt
(cktαt)
#tOτ
Φ3p−t · ∏
16s6t
ΨksβsΨksβ˜s

For the above expression, due to (5.31) we are able to sum over the k’s and α’s according to the order (kt, αt),
(kt−1, αt−1), · · · , (k1, α1). Similar as in (5.33), using the assumptions on ckα, each sum
∑
ks,αs
, 1 6 s 6 t,
provides a factor Oτ (Φ˜
2). Therefore we obtain that
(∗)∑
k1,··· ,kp,α1,··· ,αp
(
p∏
i
(ckiαi)
#i
)
E (ED · Gγ) =
(?)∑
kt+1,··· ,kp, αt+1,··· ,αp
(
p∏
i=t+1
(ckiαi)
#i
)
ED ·Oτ
(
Φ3p−tΦ˜2t
)
.
(5.42) {asdfytjEE}
By the definition of Pol2, we know that for any t′ > t, there exists another t′′ > t such that there exists a
dash line between the atoms in Mt′ and atoms in Mt′′ , i.e.,
(kt′ − kt′′)(αt′ − kt′′)(kt′ − αt′′)(αt′ − αt′′) = 0.
Under this restriction, we have that
(?)∑
kt+1,··· ,kp,αt+1,··· ,αp
(
p∏
i=t+1
(cki,αi)
#i
)
ED = Oτ (N−(p−t)/2).
Combining with (5.42), we obtain (5.37), where the two terms on the right-hand side of (5.37) represent the
cases t = p and t = 0, respectively.
6 Graphical tools - Pat II
{sec_graph2}
In this section, we start our proof of Lemma 2.13, and we will finish the proof in Section 7. The proof
of Lemma 2.13 is more involved than the one for Lemma 2.12. We need to introduce some new types of
components to our graphical tools.
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6.1 Definition of Graph - Part 2
{def_II}
Dotted edges: The dotted edge connecting atoms α and β represents an Hαβ factor. Since we only consider
the real symmetric case, there is no need to label its direction and charge. (On the other hand, in the
complex Hermitian case, we indicate either the direction or the charge of the dotted edge. This is one of the
main differences from the real case.)
For example, we have
  
 
k1
STAR
(i)
*
Qk2
 α1
α2
= Qk2
(
G
(i)
α1?Gα2?Hk1α1Hk1α2
)
. (6.1) {Dotlines}
Weight and light weight: We now introduce some new types (flavors) of weights in addition to the ones
introduced in Section 5.1:
f3 : Yk := Pk(G−1kk ) := −zk − gk −
∑
α
skαG
(k)
αα, f4 :
1
Yk ,
One important property is that the f3 and f4 types of weights on atom k are independent of the k-th row
and column of H. By (2.17), it is easy to see that for the four types of weights we have
Gkk −Mk = Oτ (Φ), G−1kk −M−1k = Oτ (Φ), Yk −M−1k = Oτ (Φ),
1
Yk −Mk = Oτ (Φ), w.h.p.
Correspondingly, we define the following types of light weights,
f1 : Gkk −Mk, f2 : G−1kk −M−1k f3 : Yk −M−1k f4 :
1
Yk −Mk,
and they are drawn as hollow ∆ in the graph. Furthermore, we define two more types of light weights:
f5 : Hkk, f6 : W
−1/2,
where notice that Hkk = Oτ (W
−1/2) by (2.3). For example, with the above definitions, we have
  
 k1
STAR
* f3
f2
= Gk1?Gk1?Yk(G−1kk −M−1k ). (6.2) {wLW}
One can see that a regular weight provides a factor of order O(1), while a light weight provides a factor of
order Oτ (Φ) as the off-diagonal edges.
Now with the new graphical components introduced above, we can give more graphical representations
of some other resolvent expansions. {lemmai}
Lemma 6.1. • For i 6= j, we have Gij = −Gii
∑
αHiαG
(i)
αj , i.e.,
 
 
= 
f1
i
j
i
j
α
Σα (i) (6.3) {Gp3}
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• We have
(Gii)
−1
= Yi −Zi, Zi := −Hii +Qi
∑
α,β
HiαHiβG
(i)
αβ
 = −Hii +∑
α,β
HiαHiβG
(i)
αβ −
∑
α
siαG
(i)
αα,
i.e.,
 
 
  
 
=
f2
i α (i)
Qi
Σα,β+   f3
i
 
  f5
i
βi
=
α (i)Σα,β+   f3
i
 
  f5
i
βi
Σα siα
α
i
(i)
f1
+( ( ( ( ( ( (6.4) {Gp4}
Here we used the convention that we assign the value 1 to an atom i with no solid edge or weight
attached to it.
• We have Gii =
∑∞
m=1(Yi)−m(Zi)m−1, i.e.,
 
 
  
 
=
f1
i α (i)
Qi
Σα,β β
i
f4x m f5x(m-1-m')
x m'
Σm,m' cm,m' cm,m′ := (−1)m−1−m′
(
m− 1
m′
)
, m > 1, 0 6 m′ 6 m−1. (6.5) {Gp5}
Here we omitted some details in the graph, i.e., for fixed m > 1 and 0 6 m′ 6 m − 1, the graph
should contain m′ copies of part inside the big circle. The graph (6.5) was obtained by expanding the
(m− 1)-th power of Zi using the binomial theorem.
• For i 6= j, we have
Yi = Y(k)i −
∑
α
siαG
(i)
αk(G
(i)
kk)
−1G(i)kα,
1
Yi =
1
Y(k)i
+
1
Yi
1
Y(k)i
∑
α
siαG
(i)
αk(G
(i)
kk)
−1G(i)kα
i.e.,
 
 = +f4 (k)f4
ii
 =
f3
(k)f3
k
f2
(i)
ii
(i)
(i)
i
αΣα
 k
f2
(i)
(i)
(i)α
i
f4
(k)
f4
siα
Σαsiα
(
( (
(
(6.6) {Gp6}
Remark 6.2. Note that the resolvent expansions in Lemma 5.3 are used to unravel the weak correlation
between the edges (or the weights) and the atom, say k, that they are not attached to. More precisely, each
resolvent expansion in Lemma 5.3 expresses an edge (or a weight) into the sum of a term that is independent
of the atom k and an error term that is of higher order. (Here given a dashed-line partition ED of the atoms,
we say that an edge or a weight is independent of an atom k if the independent set of the edge or the weight
contains an atom that is equivalent to k under ED.) On the other hand, the resolvent expansions in Lemma
6.1 will be used to unravel the dependence of the edges (or the weights) on the atom, say i, that they are
attached to. In fact, the dependence is mainly through the H dotted edges attached to i. For an illustration
of this principle, the reader can refer to e.g. the proof of Lemma 6.5 below.
Now we extend the Lemma 5.6 and Lemma 5.10 to the graphs with the new components.
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{lem F122}
Lemma 6.3. Let G be a graph containing solid edges, atoms, weights, and colors, but no dotted edges. Then
we have
G = Oτ (‖G‖) w.h.p.,
where
‖G‖ := ‖G0‖ · Φwl , wl := the total number of light weights in G,
and G0 is the graph obtained by removing the light weights in G and ‖G0‖ is defined in (5.11).
Proof. The proof is almost the same as the one for Lemma 5.6, except that each light weight provides an
extra Oτ (Φ) factor. We leave the details to the reader.
{Lumm22}
Lemma 6.4. Let G be a graph with p molecules Mi, 1 6 i 6 p, that satisfy (5.12). Fix any constant D > 0.
Let i? be an atom in molecule Mi0 . Then for an edge or a weight attached to atom i?, we can expand it
using (6.3)-(6.6) and write G as a linear combination of new graphs Gγ :
G =
∑
γ
Gγ +O
(
N−D
)
, w.h.p.,
where the number of edges and weights in each graph is of order O(1). We define the molecules in Gγ as
Mj(Gγ) =
{
Mj(G), if j 6= i0
Mj(G) ∪ {new atoms}, if j = i0
, (6.7) {new_atom}
i.e., we include all the new atoms appearing from the expansions (6.3)-(6.6) into the molecule containing i?,
while leave all other molecules unchanged. Then under this setting, each new graph Gγ has an IPC nested
structure.
Proof. First, notice that by (4.2), we only need to keep a constant number of terms in (6.5). Then the
lemma follows trivially from the definition of the IPC nested structure and the graphs in Lemma 6.1. In
fact, with the terms used in the introduction, it is easy to see that under (6.7), the graphs in (6.3)-(6.6) only
change the inner-molecule structures and does not affect the IPC nested property, which is an inter-molecule
structural property by definition.
6.2 Proof of Lemma 2.13: step 1
{sec_step1}
Clearly, Lemma 2.13 is a stronger version of Lemma 5.1. In fact, the step 1 of the proof is just repeating
our proof of Lemma 5.1 until (5.29).
Step 1: Expansion with respect to ({ki}pi=1, ED). As in the proof of Lemma 5.1, we only need to prove that
E
(?)∑
k1,··· ,kp
(
p∏
i=1
bki
)
(ED · Gγ) = Oτ
(
Φ˜2Φ2 + Φ2N−1/2 +N−1
)p
, Gγ =
p∏
i=1
Qki (Gγ,i) , (6.8) {yikezz33}
where as in (5.27), Gγ,i denotes the part of the graph coming from the expansion of Gki?Gki?. It is easy to
see that the following conditions hold.
Conditions on ED, Gγ and polymers:
(i) ED is any dashed-line partition of the ? atom and ki atoms, where ki −×− ? (i.e., ×-dashed line) for
1 6 i 6 p.
(ii) In each Gγ,i, there are only solid edges and f1, f2 types of weights. All edges and weights are fully
expanded with respect to ({ki}pi=1, ED).
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(iii) We choose the molecules as Mi = {ki}. So far, we have Pol1 = ∅ and we assume for simplicity that
Pol2(ED · Gγ) = {Mt+1,Mt+2, · · · ,Mp}.
(iv) For each 1 6 i 6 p, the graph Gγ,i contains two separated (solid edge) paths connecting Mi to the ?
atom. {wangyjjh}
(v) For 1 6 i 6 t, we have deg(ki) > 4 and deg(ki) ∈ 2Z (recall that deg(l) denotes the number of solid
edges attached to it). This is due to the condition (5.28) and the fact that each expansion in (5.9) and
(5.10) increases deg(ki) by zero or two. {wangyjjh22}
(vi) If deg(ki) = 4, the charges of the 4 solid edges must be (3 positive+1 negative) or (1 positive+3
negative). (This follows immediately from the expansion process and the graphs in (5.9) and (5.10).
We did not emphasize this condition before, since it is not used in the previous proof.)
(vii) Without loss of generality, we can assume that for any i 6= j such that ki = kj , the atom kj is not
visited in Gγ,i. In fact, one can visit ki instead of kj in Gγ,i.
Basic strategy of the proof: As in the proof of Lemma 5.1, we can get that
LHS of (6.8) = Oτ
(
Φ2p−tΦ˜2tN−(p−t)/2
)
= Oτ
((
N−1/2Φ2
)p−t
· ΦtΦ˜2t
)
. (6.9) {alkdjfyzjhs}
Thus to get (6.8), we still need to extract t more Φ factors. Note there are exactly t free molecules by our
assumption, and we will show that each of them indeed provides an extra factor Φ. We now explain briefly
the basic strategy for our proof. Assume there are ti molecules in Poli, i = 1, 2, and t free molecules such
that t+ t1 + t2 = p, i.e.,
|Pol1| = t1, |Pol2| = t2, t+ t1 + t2 = p.
(Note that t1 = 0 in step 1, but Pol1 can be non-empty in later proof.)
• For each molecule Mi in Pol1, we can obtain a factor O(N−1) from bki .
• For the molecules in Pol2, due to the existence of dashed lines between different molecules, we obtain
a factor O(N−1/2) for each of them when summing over bki under ED as in (5.35). On the other hand,
each Gγ,i is expanded from two off-diagonal edges Gki?Gki?, and in the proof it is easy to see that Gγ,i
always contains two off-diagonal edges, which gives a factor Oτ (Φ
2). Hence, each moleculeMi in Pol2
provides an O(Φ2N−1/2) factor.
• For each free moleculeMi /∈ Pol1 ∪Pol2, due to the IPC nested property, we obtain a factor Φ˜2 when
summing over
∑
ki
bki as in (5.33). Furthermore, because of the condition (v) above, the existence of
each free molecule increases the total number of off-diagonal edges in Gγ at least by 1. Each such edge
provides a factor Oτ (Φ). To finish the proof, we still need to extract one more Φ factor from each
free molecule. By condition (v) again, we have that if deg(ki) > 4, then deg(ki) > 6. Hence each free
molecule with deg(ki) > 4 increases the total number of off-diagonal edges at least by 2, which already
provides the factor Oτ (Φ
2).
• Now we consider the free molecules Mi with deg(ki) = 4. Recalling condition (vi) above, we assume
without loss of generality that there are 3 positive solid edges and 1 negative solid edge connected with
the atom ki and they look like
Gkiβ1Gkiβ2Gkiβ3G
∗
kiβ4 ,
where βj , 1 6 j 6 4, equal to other k atoms or the ? atom. If we only consider this term, then it is
proved in [5] that when summing over
∑
ki
bki ,∑
ki
bki
(
Gkiβ1Gkiβ2Gkiβ3G
∗
kiβ4
)
= Oτ (Φ
5), w.h.p., (6.10) {adsolyai}
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i.e., each charged (non-neutral) atom provides an extra factor Oτ (Φ). However, this is not an optimal
bound for our proof, because two of the solid edges in Gkiβ1Gkiβ2Gkiβ3G
∗
kiβ4
have to be used in the
ordered nested property. In other words, two of them should provide Φ˜ factors (from the ordered
nested property) instead of Φ factors.
• Now the main goal of our proof is to obtain an extra factor Φ as in (6.10) while keeping the IPC nested
structure.
6.3 Proof of Lemma 2.13: step 2
{40+}
Step 2: Removing the colors Qki . So far, we have Gγ =
∏p
i=1Qki (Gγ,i). Our goal of this step is to write
ED · Gγ as a linear combination of some colorless graphs. We first study the single pieces QkiGγ,i. Due to
the condition (ii) below (6.8), we know that in Gγ,i, the edges and weights that are not attached to atom ki
must be independent of the atom ki under ED. Thus we can rewrite
Gγ,i = Ginγ,iGoutγ,i , with PkiGoutγ,i = Goutγ,i , (6.11) {aljjayz}
where Ginγ,i consists of the solid edges and weights in Gγ,i which connect to atom ki, and Goutγ,i consists of the
rest of Gγ,i. Moreover by (5.9) and (5.10), there are only f2 weights in Ginγ,i. In Ginγ,i, if the number of f2
weights is m and deg(ki) = 2s, then locally it should look like the graph in (6.12) (with i replaced by ki).
Since
Qki (Gγ,i) = Goutγ,i (Ginγ,i − PkiGinγ,i),
it suffices to write Pki(Gγ,i) as a linear combination of some colorless (local) graphs. This is the content of
the following lemma.
{lemEk}
Lemma 6.5. Let G0 be a colorless graph as following:
 
 
 
f2  x m
l1 ...
i
l2 l2s-2 l2s-1 l2s
(6.12) {EKgr}
where we did not draw the labels for the edges and weights, and moreover, the labels for these m weights can
be different. We also assume that
i−×− lj , 1 6 j 6 2s,
i.e., there is a ×-dashed line between atom i and each atom lj, 1 6 j 6 2s, and we did not draw them in the
above graph. Then using Lemma 6.1 to perform the expansions with respect to atom i and applying Pi, we
get that for any fixed D > 0,
EiG0 =
∑
κ
Fκ +O(N−D), w.h.p., with Fκ =
∑
~α
Cκ(~α) · Gκ(~α), (6.13) {Gzah}
where the total number of κ’s is of order O(1), ~α = (α1, α2 · · · , αs′), s′ ≡ s′(κ), is a vector of some
newly added atoms, Cκ(~α) are complex-valued coefficients, and Gκ(~α) are graphs which satisfy the following
conditions.
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(i) Each graph Gκ(~α) looks like
  
 
 
 
 
 
 
 
...
(i)
 
 
... ...
(i)
(i)
...(i)
α1 αs'
}
(i)
f3,4 x m'
i
2s
l1,1
l1, r(1) ls',1
ls', r(s')
(6.14) {EKgr2r}
where we have some new atoms αk, 1 6 k 6 s′(κ). We emphasize again that the pentagon does not
really appear in graph, and it is only used to help us to understand the structure.
(ii) There are no dotted lines in the graph. There are no solid edges connected with the atom i. There may
be solid edges between αk atoms.
(iii) For each 1 6 j 6 2s, the solid edge Edge(i, lj) in (6.12) was replaced with Edge(αtj , lj) in (6.14) for
some 1 6 tj 6 s′. (Here j 6= j′ does not necessarily imply tj 6= tj′ .) Furthermore, the Edge(αtj , lj)
keeps all the labels of Edge(i, lj)(direction and charge) except that the index i was added to the inde-
pendent set of Edge(αtj , lj).
(iv) Except the edges Edge(αtj , lj), 1 6 j 6 2s, there are no other solid edges and weights attached to lj.
(v) In (6.14), we have the following ×-dashed lines
(1) : i−×− lj , 1 6 j 6 2s; (2) : i−×− αk, 1 6 k 6 s′; (3) : αk −×− αk′ , 1 6 k 6= k′ 6 s′.
(vi) Atom i only has f3 and f4 types of weights attached to it, while each atom αk only has f1 type of
weights and f6 type of light weights (i.e. W
−1/2 factors) attached to it. Moreover, the atom i is in the
independent set of all the weights on atom αk’s.
(vii) For each atom αk,
deg(αk) 6= 2 =⇒ there exists at least one extra f6 type light weight attached to it.
(viii) We have
|Cκ(~α)| = O
(
W−s
′(κ)
)
1
(
max
j
|αk − i| = O(W )
)
. (6.15) {swlkj}
Proof. We start by expanding the edges and weights in G0 using (6.3), (6.5) and the first identity in (6.4).
With these expansions, we can write (6.12) as a sum of the following types of graphs
G˜κ˜ :=
 
...
...
Qi
 
(i)
l1
γ1
 
(i)
l2
 
(i)
 
(i)
i β
β'
(i) xn copies
f3, f4 x m'
f5 x n'
γ2 γ2s-1 γ2s
l2s-1 l2s
(6.16) {Gpin22}
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For some fixed m′, n′ and n, in the above graph we have
• m′ f3 type and/or f4 type of weights, which are independent of the atom i (i.e. the i-th row and
column of H);
• n′ f5 type of light weights (i.e., Hii), which are independent of the rest of the graph;
• n copies of Qi
(
HiβHiβ′G
(i)
ββ′
)
, i.e.,
n∏
j=1
Qi
(
HiβjHiβ′jG
(i)
βjβ′j
)
=
n∏
j=1
(
HiβjHiβ′jG
(i)
βjβ′j
− δβjβ′jsiβjG
(i)
βjβj
)
;
• 2s dotted lines which connect the atom i with new atoms γ1, γ2, · · · , γ2s;
• 2s solid edges (which comes from the 2s solid edges in (6.12)) connecting atoms γj with atoms lj , and
these edges are now independent of the atom i.
With (6.16), we can now write (6.12) as
∑
κ˜
(i)∑
γ1,γ2,··· ,γ2s
(i)∑
β1,β2,··· ,βn
(i)∑
β′1,β
′
2,··· ,β′n
cκ˜G˜ κ˜,
where cκ˜ denotes constant coefficients which depend only on m
′, n′ and n. It is easy to see that if either n or
n′ in G˜ κ˜ is very large, then
∑(i)
γ
∑(i)
β
∑(i)
β′ cκ˜G˜ κ˜ will be small enough to be treated as error terms. Thus we
can focus on the graphs G˜ κ˜ whose n and n′ are bounded by some large constant. Moreover, from (6.3)-(6.5),
it is easy to see that m′ is bounded by m+ n+ n′ + 1.
Now we can calculate EiG˜ κ˜, which is quite straightforward due to the following observations. (They are
already contained in the previous discussions, but we repeat them here to make the proof clearer.)
• The solid edges and f3, f4 types of weight are in dependent of the i-th row and column of H.
• The f5 light weights are independent of all the other parts, and EiHn′ii = O(W−n
′/2).
• The dotted edges can be written as
Ei
 2s∏
j=1
Hiγj
 n∏
j=1
(
HiβjHiβ′j − siβjδβjβ′j
) . (6.17) {sjkyrtr}
Recall that Hia is independent of Hib if a 6= b. Thus in order for (6.17) to be nonzero, we need to pair the
γ and β atoms. It can be accomplished in graph as follows. We write
G˜ κ˜ =
∑
E
E · G˜ κ˜,
where E denotes the dashed-line partitions of ({γj}2sj=1, {βj}nj=1, {β′j}nj=1). For EiE · G˜ κ˜ 6= 0 to be nonzero,
we must have that
each γ, β or β′ atom is connected with another γ, β or β′ atom through a dashed line. (6.18) {kadfl}
Furthermore, from (6.17), we also see that EiE · G˜ κ˜ 6= 0 implies that for any fixed j,
each βj (β
′
j) atom must be connected with an atom that is not β
′
j (βj) through a dashed line. (6.19) {kadfl2}
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Now for any graph E · G˜ κ˜ satisfying the above two conditions, we merge the γ, β and β′ atoms that are
connected through dashed lines, and call the new graph G˜Eκ˜ . Then we rename the merged γ, β or β′ atoms
in G˜Eκ˜ as α1, α2, · · · , αs′ , which are all different from each other. Note that the solid edges between β and
β′ atoms can become solid edges between the new α atoms or become some f1 weights on the new α atoms.
Therefore EiG˜Eκ˜ can be written as a sum of the following types of graphs:
G κ˜, κ :=
  
 
 
 
 
 
 
i
l1
 
...
(i)
 
 
l2
(i)
(i)
(i)
l2s-2
α1 αs'
...
X
l2s-1
l2s
f1
f3 , f4x  m'
(i)
(6.20) {Gpin23}
In sum, we have shown that for G˜ κ˜ in (6.16),
EiG˜ κ˜ =
∑
E
EiG˜Eκ˜ =
∑
κ
∑
~α
C κ˜, κ(~α)G κ˜, κ, (6.21) {rubicz-1}
where C κ˜, κ(~α) comes from (6.17) and satisfies
C κ˜, κ(~α) = O
s′(κ)∏
j=1
(
W−1/2
)#dot(αk)1(max
k
|αk − i| = O(W )
)
. (6.22) {rubicz0}
Here #dot(αk) denotes the total number of dotted lines connected with the αk atom in G˜Eκ˜. Moreover, the
EiHn
′
ii term may make the coefficients even smaller, but we will not use this in the following proof.
So far, we have obtained the form in (6.13). It is easy to see that the conditions (i)-(vi) below (6.13)
hold. It remains to verify the conditions (vii) and (viii). Clearly by (6.18), we have that in G˜Eκ˜,
#dot(αk) > 2, 1 6 j 6 s′. (6.23) {rubicz}
In G˜ κ˜, each γ, β and β′ atom connects with 1 dotted line and 1 solid line. Therefore, we must have
#dot(αk) > deg(αk), 1 6 j 6 s′, in G˜Eκ˜. (6.24) {sdf;ju}
On the other hand, we know that deg(αk) can be strictly smaller than #dot(αk). This only happens when
the ending atoms of a solid edge are both equal to αk and this solid edge then becomes an f1 weight on atom
αk. Moreover, we know that this solid edge can only be Edge(βk, β
′
k) in G˜ κ˜ for some 1 6 k 6 n. (Note that
there can be a dashed line between the βk and β
′
k atoms, although by (6.19) each of them must be connected
with another atom through a dashed line.) Then by (6.18) and (6.19), we see that
deg(αk) < 2 =⇒ #dot(αk) > 2.
Together with (6.24), we get
deg(αk) 6= 2 =⇒ #dot(αk) > 3.
Now together with (6.22) and (6.23), one can see that the conditions (vii) and (viii) hold. This completes
the proof of Lemma 6.5.
43
Now we return to Step 2. We apply Lemma 6.5 to QkiGinγ,i = (1− Pki)Ginγ,i for 1 6 i 6 p, where the atom
ki plays the role of atom i in Lemma 6.5. Then we can write
Qki (Gγ,i) = Goutγ,i ·
∑
κ
∑
~αi
Cκ~αi,kiGin,κγ,i (~αi, ki), ~αi = (α1i , α2i , · · · ), (6.25) {jhyaz}
where for each fixed κ, Gin,κγ,i and Cκ~α,ki satisfy the conditions in Lemma 6.5. Now the right-hand side of
(6.25) is a linear combination of colorless graphs. Then taking product, we obtain that
ED
p∏
i=1
Qki (Gγ,i) = ED
∑
κ1,...,κp
∑
~α1,··· ,~αp
p∏
i=1
(
Cκi~αi,ki
) p∏
i=1
(
Goutγ,i · Gin,κiγ,i
)
. (6.26) {prod_Gk}
Now we simplify the notations as
κ = {κ1, κ2 · · · , κp}, α := {~α1, ~α2, · · · , ~αp}, ~k := {k1, k2, · · · , kp}, Gγ,κ :=
p∏
i=1
(
Goutγ,i · Gin,κiγ,i
)
.
Then we can write (6.26) as
ED
p∏
i=1
Qki (Gγ,i) = ED
∑
κ
∑
α
Cγ,κ
α,~k
· Gγ,κ(α,~k),
where
Cγ,κ
α,~k
= O
((
W−1
)# of α atoms )
1
(
max
i,j
|αji − ki| = O(W )
)
.
Now let Eγ,κ be a dashed-line partition of the atoms in Gγ,κ such that
(i) the restriction of Eγ,κ to the dashed-line partition of {ki} is equal to ED;
(ii) in Eγ,κ, we have ki−×−αji and αji−×−αj
′
i , which are consistent with the dashed lines in Gin,κγ,i (~αi, ki).
We shall also say that Eγ,κ is a dashed-line extension of ED that is consistent with
∏p
i=1 Gin,κγ,i (~αi, ki). Then
to prove (6.8), we only need to prove that for any fixed γ, κ and Eγ,κ,
EF0 = Oτ
(
Φ˜2Φ2 + Φ2N−1/2 +N−1
)p
, (6.27) {yikezz44}
where
F0 :=
(?)∑
~k
∑
α
C˜γ,κ
α,~k
· Eγ,κ · Gγ,κ(α,~k), (6.28) {yikezz44F}
with
C˜γ,κ
α,~k
= Cγ,κ
α,~k
·
p∏
i=1
bki = O
((
W−1
)# of α atoms )
1
(
max
i,j
|αji − ki| = O(W )
)
N−p.
We shall call a linear combination of graphs a forest. The above F0 is a forest, but with some special
structures. We now single out some important structures that will be useful for our proof, and call the forest
with the desired structures a standard forest. Then the rest of the proof is devoted to showing that for a
standard forest, its expectation is always bounded by the right-hand side of (6.27).
{def: SF}
Definition 6.6 (Standard Forest). We call F a standard forest if F can be written as
F =
(?)∑
~k
∑
α
Cα,~k · E · G(α,~k), (6.29) {fagao}
where Cα,~k, E and graphs G(α,~k) satisfy the following properties.
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(i) G(α,~k) has a ? atom and p molecules: M1, M2, · · · ,Mp. For each 1 6 i 6 p,
Mi = {ki, α1i , α2i , α3i · · · }.
(ii) G(α,~k) has no colors, dotted edges or f5 type of light weights.
(iii) G(α,~k) has IPC nested structure.
(iv) E is a dashed-line partition of all atoms (including ?).
(v) If Mi is a free molecule, i.e., Mi /∈ Pol1 ∪ Pol2, then (recall (5.14))
deg(Mi) ∈ 2N, deg(Mi) > 4.
(vi) We have
Cα,~k = O
((
W−1
)# of α atoms )
1
(
max
i,j
|αji − ki| 6 (logN)O(1)W
)
N−p. (6.30) {Calphak}
{tianqi}
(vii) If Mi is a simple free molecule (which is defined right below), then the charges of the solid edges
connected with Mi must be
3 positive + 1 negative, or 1 positive + 3 negative, (6.31) {3113}
and we must have
deg(αji ) ∈ {0, 2}, deg(ki) ∈ {0, 2, 4}. (6.32) {3114}
Simple free molecules: In a colorless graph G(α,~k),Mi is called a simple free molecule if it is a free molecule
and
(i) deg(Mi) = 4;
(ii) there is NO dashed line inside Mi;
(iii) there is NO off-diagonal solid edge inside Mi;
(iv) there is NO light weight inside Mi.
Here we say a solid (or dashed) edge is inside Mi, if the ending atoms of this edge are both in Mi. {panglei}
Lemma 6.7. The forest F0 in (6.28), which is derived from (6.25), is a standard forest in the sense of
Definition 6.6.
Proof. One can easily check that the conditions (i)-(vi) in Definition 6.6 hold for F0 in (6.27) using the
conditions below (6.8) and Lemma 6.5. For condition (vii), from the condition (vi) above (6.9) and Lemma
6.5, we know that (6.31) holds for each molecule in F0 whose degree is equal to 4. Hence the simple free
molecules in F0 satisfy (6.31). For (6.32), if Mi is a simple free molecule in F0 and with no α atoms, then
we have deg(ki) = 4 by definition. On the other hand, if there are some α atoms in this Mi, then by the
conditions (ii) and (vii) in Lemma 6.5, we have deg(αji ) = 2 and deg(ki) = 0 or 2. Here the deg(ki) = 0 case
comes from the PkiGinγ,i part as in Lemma 6.5, and the deg(ki) = 2 case comes from the product of a term
from PkiGinγ,i with a term from other Gγ,j with j 6= i. Hence the simple free molecules in F0 satisfy (6.32).
Therefore each forest F0 in (6.28) derived from (6.25) is a standard forest.
We have the following high probability bound on the standard forests.
{kaofu22}
Lemma 6.8. Suppose the assumptions of Lemma 2.13 hold. Let F be a standard forest of the form (6.29).
Assume there are ti molecules in Poli, i = 1, 2, and tf free molecules such that tf + t1 + t2 = p. We assume
that there are t (0 6 t 6 tf ) simple free molecules. Then
F = Oτ
(
N−t1 ·
(
N−1/2Φ2
)t2 · Φ2tf−tΦ˜2tf) , w.h.p. (6.33) {asdl;po;235}
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Note that compared with (6.27), there is no E acting on F , and the above bound holds even without
conditions (6.31) and (6.32). On the other hand, it has t fewer Φ factors than the right-hand side of (6.27).
Proof of Lemma 6.8. The proof is similar to the one for Lemma 5.1. Applying Lemma 6.3, we get that
F =
(?)∑
~k
∑
α
Cα,~k · E ·Oτ
(
‖G(α,~k)‖
)
, w.h.p.
We now count the number of off-diagonal solid edges. By the definition of polymers, one can see that in the
following cases the solid edges must connect unequal atoms:
(i) one ending atom is in free molecule;
(ii) one ending atom is in Pol2 and the other one is not.
In the following graph, we draw the solid edges that belong to these two cases.
  
 
  
 
 
  
{ free molecules
 
Pol1
STAR
Pol2
: molecule
(6.34) {asdfrgha}
It is easy to see that the total number of solid edges of the above types (i), (ii) is (recall (5.14))
1
2
(
deg(Pol2) +
∑
s free
deg(Ms) + deg
(
{?} ∪ Pol1
))
. (6.35) {above_types}
Because of the IPC nested structure, we know deg(Pol2) > 2t2, since there are 2t2 separate paths starting
from molecules in Pol2. Similarly, we have deg ({?} ∪ Pol1) > 2(tf + t2), since there are 2(tf + t2) separate
paths from free molecules and Pol2 to the ? atom and Pol1. Thus we have that
(6.35) > 2t2 + 3tf +
1
2
∑
s free
(deg(Ms)− 4) .
Furthermore by (6.30) and (3.12)-(3.13), we can bound each solid edge in (6.34) by Ψkikj if it connects atoms
in Mi and Mj , or Ψki? if it connects atoms in Mi and the ? atom.
Without loss of generality, we assume that the free molecules are M1,M2, · · · ,Mtf . Then Lemma
5.8 shows that there exists a pi ∈ Stf such that (5.17) holds. Without loss of generality, we assume pi =
(1, 2, 3 · · · , tf ). Then with a similar argument as in (5.31), (5.32) and (5.34), we have
F =
∑
kp,~αp
· · ·
∑
ktf+1,~αtf+1
∣∣∣C˜α,~k∣∣∣ E ·Oτ (Φ2t2+tf+ 12∑s:free(deg(Ms)−4) · Φ˜2tf)
for some coefficients satisfying
C˜α,~k = O
((
W−1
)# of α atoms in Mtf+1, · · · ,Mp)1( max
tf+16i6p
max
j
|αji − ki| 6 (logN)O(1)W
)
N−t1−t2 .
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Furthermore, by considering the internal structure of free molecules, it is easy to improve the above bound
to
F =
∑
kp,~αp
· · ·
∑
ktf+1,~αtf+1
∣∣∣C˜α,~k∣∣∣ E ·Oτ (Φ2t2+tf+ 12 ∑s:free(deg(Ms)−4) · Φ˜2tfΦd1) ,
where d1 is the number of free molecules that satisfy at least one of the following conditions:
(i) there exists one light weight inside the free molecule;
(ii) there exists one off-diagonal solid edge inside the free molecule;
(iii) there exists one dashed line inside the free molecule.
(Note that in the last case, the sum of Cα,~k over the atoms in the free molecule gives a factor W
−1, which
is trivially bounded by Φ.) On the other hand, by (6.30) and the definition of polymers, one can see that∑
kp,~αp
· · ·
∑
ktf+1,~αtf+1
∣∣∣C˜~k,α∣∣∣ E = Oτ (N−t1N− 12 t2) .
With the above two bounds, we can easily obtain (6.33) by the definition of simple free molecules.
By Lemma 6.7, F0 in (6.28) is a colorless standard forest. Now to prove (6.27), it suffices to prove the
following lemma.
{kaofu}
Lemma 6.9. Suppose the assumptions in Lemma 2.13 hold. Let F be a colorless standard forest of the form
(6.29). Then we have
EF = Oτ
(
Φ˜2Φ2 + Φ2N−1/2 +N−1
)p
. (6.36) {likjuhh}
Clearly Lemma 6.8 already gives the bound (6.36) in the case where there is no simple free molecule.
Hence we assume that there exists at least one simple free molecule in F in the following proof.
6.4 Proof of Lemma 2.13: step 3
{step3}
Step 3: Regular simple free molecules. We now pick a simple free molecule, sayMi, in the colorless standard
forest. Due to (6.32), there are only 3 possible cases:
  
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
α
Type BType A
ki ki
X
  
 
 
 
 
 
 
 
 
 
α
Type C
ki XX
X β
(6.37) {fresim}
where we did not draw the weights and the α atoms with zero degree. We shall call the Type C as regular
simple free molecules. The purpose of this step is to prove the following lemma.
{sjiyyz}
Lemma 6.10. Suppose the assumptions in Lemma 2.13 hold. Let F be a colorless standard forest of the form
(6.29). For any constant D > 0, we have
EF =
∑
κ
EFκ +O(N−D),
where Fκ are colorless standard forests containing only regular simple free molecules (i.e., in Fκ, we have
deg(ki) = 0 if Mi is a simple free molecule). Moreover, the total number of Fκ is of order O(1).
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Proof. Recall in (6.29), F is built with graphs G(α,~k). Suppose for some fixed i0, Mi0 is a type A or B
simple free molecule in F . By the definition of simple free molecules, atom ki0 is not equal to any other
atoms in graph G(α,~k). For a solid edge, weight or light weight in G(α,~k), which is not connected with
the atom ki0 directly, we use (5.9), (5.10) and (6.6) (where ki0 plays the role of k) to write it as a sum of
two parts: one part is independent of the ki0-th row and column of H; the other part has two solid edges
connected to the atom ki0 and may have a new atom, call it a β atom. Corresponding to these two parts,
we can write G as a sum of two parts, say G = G(1)0 + F1. Then for the graph G(1)0 , we again expand one of
its solid edges or (light) weights that is not connected with the atom ki0 using the resolvent expansions, and
write it as a sum of two parts, say G(1)0 = G(2)0 + F2. Continuing this process until for some G(m)0 , m ∈ N,
ki0 is added into the independent set of all edges, weights and light weights which are not connected with
the atom ki0 directly. Then we rename G0 ≡ G(m)0 and write
G(α,~k) = G0(α,~k) +
∑
κ
∑
β
Cκ(β)Gκ(α, β, ~k), (6.38) {zouasdl}
where
Cκ(β) = O(W−1)# β atoms1
(
max
i,j
|βji − ki| 6 (logN)O(1)W
)
, (6.39) {coeffs}
and Gκ denotes all the other graphs which have two more solid edges connected to ki0 . Here the new β
atoms can only come from the expansions in (6.6), and the Cκ(β) comes from the s coefficients in (6.6). If
the expansion happened for a weight on atom ki, then the new atom β
j
i satisfies β
j
i − ki = O(W ). Similarly,
if the expansion happened for a weight on atom α?i ∈Mi, then the new atom βji satisfies βji − α?i = O(W ),
which implies βji − ki 6 (logN)O(1)(W ). We then include these new βji atoms into the molecule Mi of Gκ.
So far we have explained how to get (6.38). Now we consider the dashed-line partitions Eκ of the atoms
in Gκ, and we shall use Eκ  E to mean that Eκ is an extension of the dashed-line partition E of the atoms
in F . Then we have
E · G(α,~k) = E · G0(α,~k) +
∑
κ
∑
β
∑
EκE
Cκ(β)Eκ · Gκ(α, β, ~k).
Corresponding to the standard forest F in (6.29), we define the forests
F0 :=
(?)∑
~k
∑
α
Cα,~k · E · G0(α,~k), Fκ,Eκ :=
(?)∑
~k
∑
α
∑
β
Cα,~kC
κ(β)Eκ · Gκ(α, β, ~k), (6.40) {forest_regular}
with molecules chosen as
Mi = {ki, α1i , α2i , α3i , · · · , β1i , β2i , β3i , · · · }, 1 6 i 6 p.
As we assumed above,Mi0 is a simple free molecule in F . Clearly, F0 is still a standard forest and theMi0
is a simple free molecule in F0. On the other hand, we claim that:
(i) Fκ,Eκ is a standard forest;
(ii) Mi0 in Fκ,Eκ is not a simple free molecule any more;
(iii) the molecules which are not simple free molecules in F are still not simple free molecules in Fκ,Eκ .
Now we prove these statements.
Proof of (ii): Since we obtained Gκ(α, β, ~k) by expanding the solid edges, weights and light weights in
G(α,~k) with respect to atom ki0 using (5.9), (5.10) and (6.6). Then each of these solid edges, weights or
light weights becomes either (1) the same component with ki0 added to the independent set, or (2) two solid
edges connected with atom ki0 plus some weights. Therefore, for any 1 6 j 6 p, deg(Mj) does not decrease
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from F to Fκ,Eκ . Moreover by the definition, there must exist some component in F that turns into case (2)
in Fκ,Eκ , which gives that deg(Mi0) > 6. Hence Mi0 is not simple free any more in Fκ,Eκ , and the above
statement (ii) holds.
Proof of (iii): If Mj is not a free molecule in F , then Mj is still not a free molecule in Fκ,Eκ since Eκ is
an extension of E . Now assume Mj is a non-simple free molecule in F . Then we have the following cases,
which can be proved easily with the expansions in (5.9), (5.10) and (6.6).
• If deg(Mj) > 6 in F , then deg(Mj) > 6 in Fκ,Eκ since deg(Mj) does not decrease from F to Fκ,Eκ .
• If there is a dashed line inside Mj in F , then Mj still contains this dashed line in Fκ,Eκ .
• If there is an off-diagonal solid edge inside Mj in F , then either Mj still contains this off-diagonal
solid edge in Fκ,Eκ , or deg(Mj) increases by at least 2 such that deg(Mj) > 6.
• If Mj contains a light weight in F , then either Mj still has this light weight in Fκ,Eκ , or deg(Mj)
increases by at least 2 such that deg(Mj) > 6 in Fκ,Eκ .
Therefore the statement (iii) holds.
Proof of (i): We verify the conditions (i)-(vi) of Definition 6.6 one by one.
• (i), (ii), (iv) are trivial. (vi) is due to (6.39).
• (iii) is due to Lemma 5.10 and Lemma 6.4.
• For any Mj , deg(Mj) increases by 0 or 2 from F to Fκ,Eκ . Hence the condition (v) holds.
• For condition (vii), we assume that Mj is a simple free molecule in Fκ,Eκ . Then we know that it is
also a simple free molecule in F (by the statement (iii) we just proved). By the expansion rules and
the fact that deg(Mj) does not change, it is easy to see that for each atom in Mj , the solid edges
(with labels) connected with it do not change from F to Fκ,Eκ except that the atom ki may be added
into the independent sets of the edges. Therefore (6.31) and (6.32) hold for Fκ,Eκ .
Therefore the statement (i) holds.
By the above statements (i)-(iii), we know that the number of simple free molecules in Fκ,Eκ is strictly
smaller than that of F . Now we consider the F0 term. In fact, assuming Mi0 is a type A or B simple free
molecule, we will show that for any fixed D > 0,
Eki0F0 =
∑
κ
Fκ +O(N−D), (6.41) {jiaqian}
where Fκ are standard colorless forests, and the total number of type A and type B simple free molecules in
Fκ is strictly smaller than that of F . Then with mathematical induction, we can finish the proof of Lemma
6.10 by relabelling the standard colorless forests.
In G0, all the edges and weights are independent of the ki0 -th row and column of H, except for the ones
connected with atom ki0 directly. Then we can write
G0 = Gin0 · Gout0 , Eki0G0 = Gout0 · Eki0Gin0 ,
where Gin0 consists of the edges and weights connected with atom ki0 directly. Now applying Lemma 6.5, we
can write Eki0Gin0 as a linear combination of graphs with new atoms αjnew as in (6.13):
Eki0G0 =
∑
κ
∑
~αnew
Cκ(~αnew) ·
(Ginκ (~αnew) · Gout0 )+O(N−D),
where Cκ(~αnew) satisfies
Cκ(~αnew) = O(W
−1)# new α atoms1
(
max
j
|αjnew − ki0 | 6 (logN)O(1)W
)
.
49
We include these new atoms into the molecule Mi0 such that from Ginκ to Ginκ (~αnew), only the internal
structure of Mi0 changes. Thus we have
Eki0F0 =
∑
κ
(?)∑
~k
∑
α
∑
~αnew
(
Cα,~k · Cκ(~αnew)
)
· E · (Ginκ (~αnew) · Gout0 )+O(N−D). (6.42) {jiaqian23}
Again, let Eκ denote the dashed-line partition extensions of E . Now we define the forests
F˜κ,Eκ =
(?)∑
~k
∑
α
∑
~αnew
(
Cα,~k · Cκ(~αnew)
)
· Eκ ·
(Ginκ (~αnew) · Gout0 ) .
Then we have that
Eki0F0 =
∑
κ
∑
EκE
F˜κ,Eκ +O(N−D),
where F˜κ,Eκ are standard forests. Since deg(ki0) = 0 in F˜κ,Eκ , Mi is not a type A or type B simple free
molecule in F˜κ,Eκ . Moreover, for all the other molecules, their types did not change from F0 to F˜κ,Eκ .
Therefore in F˜κ,Eκ , the total number of type A and type B simple free molecules is strictly smaller than that
of F0. This completes the proof of (6.41) by relabelling the standard colorless forests.
7 Charged atoms
{charged}
With Lemma 6.10, it remains to prove Lemma 6.9 under the assumption that there are only type C simple
free molecules in F . Then in each simple free molecule of F , there are exactly 2 atoms connected with solid
edges, as shown in (6.37). Then the condition (6.31) in Definition 6.6 implies that one of the atom must be
connected with two solid edges of the same charge. Here we define the charged atoms to be the atoms whose
total charge with respect to the solid edges is not neutral. In this section, we focus on the charged α atoms
in simple free molecules.
{Def_charge}
Definition 7.1 (Simple charged atoms). We call a degree 2 charged atom in a simple free molecule a simple
charged atom.
Our basic strategy of proving Lemma 6.9 is to extract an extra Φ factor from each simple charged atom
by taking partial expectations.
{yuizhy}
Lemma 7.2. Suppose the assumptions in Lemma 2.13 hold. Let F be a colorless standard forest of the form
(6.29) and has m simple free molecules for some m > 1. Moreover, we assume that they are all type C simple
free molecules in the sense of (6.37). Then for any constant D > 0, we have
EF =
∑
κ
EFκ +O(N−D),
where Fκ are colorless standard forests containing at most m− 1 simple free molecules. Moreover, the total
number of Fκ is of order O(1).
Clearly, together with Lemma 6.8 and Lemma 6.10, the above Lemma 7.2 implies Lemma 6.9 by induction
and hence completes the proof of Lemma 2.13.
Definition of Qα operation: Let αji be a simple charged atom in a simple free molecule Mi. For a standard
forest F of the form (6.29), we define an operator Qαji , which “paints” the edges connected with atom α
j
i
using the color Qαji
:
Qαji (F) :=
(?)∑
~k
∑
α
Cα,~k · E · Qαji
(
G(α,~k)
)
.
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The operation of Qα can be described graphically as
  
 
 
 
 
 
 
 
 
α
ki
β
f3
  
 
 
 
 
 
 
 
 
α
ki
β
f3
Qα
(7.1) {f,ku}
Be careful that Qα is different from Qα acting on the graph: Qα only paints the edges connected with atom
α, while Qα acting on the graph paints the whole graph with Qα color.
The proof of Lemma 7.2 consists of the following two parts, i.e. the step 4A and step 4B of the proof of
Lemma 2.13.
Step 4A: Painting the simple charged atoms. In this step, we apply (1.23) to the two edges connected with
a simple charged atom. In other words, we paint these two edges with some Q-color. Rigorously speaking,
we shall prove the following lemma. {yuizhy765}
Lemma 7.3. Under the assumptions of Lemma 7.2, for any fixed D > 0, we can write
F =
∑
κ
Fκ +
∑
κ˜
Qα? (Fκ˜) +O(N−D), (7.2) {lametn}
where Fκ and Fκ˜ are colorless standard forests, and α? is some simple charged atom in Fκ˜. Furthermore,
in each Fκ there are at most m − 1 simple free molecules, and in each Fκ˜ there are at most m simple free
molecules. Here the total number of Fκ and Fκ˜ is of order O(1).
Step 4B: Annihilation of Q-colored simple free molecules. As discussed in the introduction, taking expec-
tation over the Q-colored graphs in step 4A will make the graphs smaller by a Φ factor (by decreasing the
number of simple free molecules). This is the main purpose of this step, and we state it in terms of the
following lemma. {yuiz3i87}
Lemma 7.4. Under the assumptions of Lemma 7.2, if α? is a simple charged atom in F , then
EQα?(F) =
∑
κ
EFκ
where Fκ are colorless standard forests containing at most m− 1 simple free molecules. Moreover, the total
number of Fκ is of order O(1).
Clearly, Lemma 7.3 and Lemma 7.4 together prove Lemma 7.2.
7.1 Proof of Lemma 7.3
We assume that α? is a simple charged atom in molecule Mi0 of F . By definition,
F =
(?)∑
~k
∑
α
Cα,~k · E · G(α,~k), (7.3) {nyuan}
and there are two same charged solid edges connected with α? in G(α,~k). Up to the choice of directions and
charges, we assume that these two solid edges are
G(I˙)α?γ1G
(I¨)
α?γ2 , (7.4) {zjxiang}
where I˙ and I¨ are independent sets of these two solid edges, and γ1, γ2 are atoms outside Mi0 . In the
following proof, we only focus on this case, but the proof also works for all the other choices of directions
and charges. We can rewrite (7.4) with the following lemma.
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{qingqz}
Lemma 7.5. Fix k, k′ and independent sets I˙ , I¨. Let i /∈ {k, k′} ∪ I˙ ∪ I¨, and J be a set of atoms such that
{k, k′} ∪ I˙ ∪ I¨ ⊂ J, i /∈ J.
Define the notations
G˙ := G(I˙), G¨ := G(I¨), Λ˙i := G˙i −Mi, Λ¨i := G¨i −Mi.
Then under the assumptions of Lemma 2.13, for any fixed D > 0, we can write
G˙ikG¨ik′ = Qi
(
G˙ikG¨ik′
)
+
∑
j /∈{i}∪J
cjQj
(
G˙jkG¨jk′
)
+
∑
κ
∑
~α
Cκ~α · Gκ(~α, i, k, k′) +O(N−D), (7.5) {shangwmnzi}
and
Qi
(
G˙ikG¨ik′
)
= G˙ikG¨ik′ +
∑
j
c˜jG˙jkG¨jk′ +
∑
κ
∑
~α
C˜κ~α · G˜κ(~α, i, k, k′) +O(N−D), (7.6) {shangwmnws}
where ~α denotes the new atoms,
cj , c˜j = O(W
−1)1|i−j|6(logN)2W , Cκ~α, C˜
κ
~α = O
((
W−1
)# of α atoms)
1
(
max
l
|i− αl| 6 (logN)2W
)
,
and Gκ, G˜κ are colorless graphs look like
  
 
 
 
 
 
 
i
k
 
...
 
 
k'
α1 αs
J
  
 
 
 
 
 
 
i
k
 
...
 
 
k'
α1 αsOr
Light weight
  
 
 
 
 
 
 
i
k
 
...
 
 
k'
α1 αsOr
Interal solid edgeExtra dashed line
(7.7) {kjlksj8iu}
More precisely, Gκ, G˜κ are colorless graphs with atoms i, α1, α2, · · · , and k, k′. For simplicity, we shall call
M := {i, α1, α2, · · · } a molecule (which is consistent with our previous definition). Then in Gκ and G˜κ, there
are two solid edges connecting atoms k and k′ to the atoms in M, and there are no dotted lines. Moreover,
at least one of the following three cases holds for each graph.
• There exists at least one dashed line connecting an atom in M to an atom in J . Here by convention,
we assume that the atoms in J are included in the graphs Gκ or G˜κ.
• There exists at least one light weight on the atoms in M.
• There exists at least one off-diagonal solid edge between atoms in M.
Finally, the total number of Gκ or G˜κ graphs is of order O(1).
Before we prove Lemma 7.5, we first use it to finish the proof of Lemma 7.3.
Proof of Lemma 7.3. Recall the discussion near (7.4). We now apply Lemma 7.5 to (7.4). In the application
of Lemma 7.5, we let α? play the role of atom i in (7.5), α˜? play the role of atom j, γ1 and γ2 play the role
of k and k′, J be the set of all atoms in G(α,~k) of (7.3), and we label the new atoms by ~βi0 . Then we obtain
that
G(I˙)α?γ1G
(I¨)
α?γ2 = Qα?
(
G˙α?γ1G¨α?γ2
)
+
∑
α˜? /∈{α?}∪J
cα˜?Qα˜?
(
G˙α˜?γ1G¨α˜?γ2
)
+
∑
κ
∑
~βi0
Cκ~βi0
Gκ
(
~βi0 , α?, γ1, γ2
)
+O(N−D),
(7.8) {zjxiang23}
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with
cα˜? = O(W
−1)1
(|α˜? − α?| 6 (logN)2W ) , Cκ~βi0 = O ((W−1)# of β atoms)1
(
max
l
|α? − βli0 | 6 (logN)2W
)
.
Now we plug (7.8) into the graph G(α,~k), and we include these new β’s atoms into the moleculeMi0 (which
contains ki0 and α?). Since |α? − ki0 | 6 (logN)O(1)W , we have
cα˜? = O(W
−1)1
(
|α˜? − ki0 | 6 (logN)O(1)W
)
, Cκ~βi0
= O
((
W−1
)# of β atoms)
1
(
max
l
|βli0 − ki0 | 6 (logN)O(1)W
)
.
Now with these coefficients and (7.8), we can write F as (recall F is a colorless standard forest of the form
(6.29))
F = Qα?F +Qα˜?F˜ +
∑
κ
∑
EκE
Fκ,Eκ +O(N−D), (7.9) {xjlajzh}
where F˜ and Fκ,Eκ are colorless forests defined as follows:
F˜ :=
(?)∑
~k
∑
α
∑
α˜?
(
Cα,~k · cα˜?
)
· E˜ · G˜(α, α˜?,~k), G˜(α, α˜?,~k) := G(α,
~k)
G˙α?γ1G¨α?γ2
G˙α˜?γ1G¨α˜?γ2 ,
where E˜ is the unique dashed-line partition extension of E in which α˜? is not equal to any other atoms in
G˜(α, α˜?,~k);
Fκ,Eκ :=
(?)∑
~k
∑
α
∑
~βi0
(
Cα,~k · Cκ~βi0
)
· Eκ · Gκ(α, ~βi0 ,~k), Gκ(α, ~βi0 ,~k) :=
G(α,~k)
G˙α?γ1G¨α?γ2
Gκ(~βi0 , α?, γ1, γ2),
where Eκ is a dashed-line partition extension of E . Here we recall that G is the graph in (7.3) and Gκ is the
graph in (7.8).
For the above F˜ and Fκ,Eκ , it is easy to prove that they are standard colorless forest. Furthermore,
compared with F , there is no new simple free molecules in F˜ and Fκ,Eκ , andMi is not simple free any more
in Fκ,Eκ . Hence Fκ,Eκ has at most m− 1 simple free molecules, and F˜ has at most m simple free molecules.
Now with (7.9), we can finish the proof of Lemma 7.3. Note that we need to switch the names of α? and α˜?
in the second term of (7.9), and also relabel the standard forests.
It remains to prove Lemma 7.5.
Proof of Lemma 7.5. With (6.3), we can write
GikGik′ = M
2
i
(i)∑
s,s′
HisHis′G
(i)
skG
(i)
s′k′ +
(
2ΛiMi + Λ
2
i
) Gik
Gii
Gik′
Gii
, Λi := Gii −Mi.
Similarly for i /∈ {k, k′} ∪ I˙ ∪ I¨, together with (5.9), we get that
EiG˙ikG¨ik′ = M2i
∑
j
sijG˙
(i)
jk G¨
(i)
jk′ + Ei
((
Λ˙iMi + Λ¨iMi + Λ¨iΛ˙i
) G˙ik
G˙ii
G¨ik′
G¨ii
)
= M2i
∑
j
sijG˙jkG¨jk′ −M2i
∑
j
sij
(
G˙jk
G¨jiG¨ik′
G¨ii
+
G˙jiG˙ik
G˙ii
G¨jk′ − G˙jiG˙ik
G˙ii
G¨jiG¨ik′
G¨ii
)
+ Ei
((
Λ˙iMi + Λ¨iMi + Λ¨iΛ˙i
) G˙ik
G˙ii
G¨ik′
G¨ii
)
.
(7.10) {hangkong}
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For fixed k, k′, I˙ and I¨, we define the “error” part as
Bi : = −M2i
∑
j
sij
(
G˙jk
G¨jiG¨ik′
G¨ii
+
G˙jiG˙ik
G˙ii
G¨jk′ − G˙jiG˙ik
G˙ii
G¨jiG¨ik′
G¨ii
)
+ Ei
((
Λ˙iMi + Λ¨iMi + Λ¨iΛ˙i
) G˙ik
G˙ii
G¨ik′
G¨ii
)
, if i /∈ {k, k′} ∪ I˙ ∪ I¨ ,
(7.11) {sdfuyys}
and
Bi := EiG˙ikG¨ik′ −M2i
∑
j
sijG˙jkG¨jk′ , if i ∈ {k, k′} ∪ I˙ ∪ I¨ .
With the above definitiond and (7.10), we have for any 1 6 i 6 N ,
G˙ikG¨ik′ = M
2
i
∑
j
sijG˙jkG¨jk′ +Qi
(
G˙ikG¨ik′
)
+ Bi. (7.12) {yyxj}
It implies (with {k, k′} ∪ I˙ ∪ I¨ ⊂ J)
G˙ikG¨ik′ =
∑
j
[
(1−M2S)−1]
ij
(
Qj
(
G˙jkG¨jk′
)
+ Bj
)
=
∑
j /∈J
[
(1−M2S)−1]
ij
(
Qj
(
G˙jkG¨jk′
)
+ Bj
)
+
∑
j∈J
[
(1−M2S)−1]
ij
∑
j′
(
1−M2S)
jj′
(
G˙j′kG¨j′k′
)
.
Then using (2.11), we obtain that for any fixed D > 0,
G˙ikG¨ik′ −Qi
(
G˙ikG¨ik′
)
=
∑
j /∈J
cjQj
(
G˙jkG¨jk′
)
+ Bi +
∑
j /∈J
cjBj
+
∑
j∈J
cjG˙jkG¨jk′ +
∑
j∈J
∑
j′
djj′
(
G˙j′kG¨j′k′
)
+O(N−D),
(7.13) {suyys}
for some coefficients satisfying
cj = O(W
−1)1|i−j|6(logN)2W , djj′ = O(W−2)1|i−j|+|i−j′|6(logN)2W .
Furthermore, by the definition of Bj , we have
∑
j /∈J
cjBj =
∑
j /∈J
∑
l
c′jsjl
(
G˙lk
G¨ljG¨jk′
G¨jj
+
G˙ljG˙jk
G˙jj
G¨lk′ − G˙ljG˙jk
G˙jj
G¨ljG¨jk′
G¨jj
)
+
∑
j /∈J
cjEj
((
Λ˙jMj + Λ¨jMj + Λ¨jΛ˙j
) G˙jk
G˙jj
G¨jk′
G¨jj
)
,
for some coefficients
c′j = O(W
−1)1|i−j|6(logN)2W . (7.14) {cj12}
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Therefore, up to the error term O(N−D), G˙ikG¨ik′ −Qi
(
G˙ikG¨ik′
)
is equal to (see the explanation below)
 
 
 
 
 
 
+
...
Σj cj
k k'
ji
Qj
Σj cj
k k'
ji
J + Σj djj'
k k'
j'i
J
j
+
+ Σj c1,j
+
k k'
ji
f2
...+ + Σj c2,j
k k'
ji
f2x 2
k k'
i
Mi ...+ +
f2x 2f1
k k'
i
f2x 2f1x 2
Pi
(7.15) {tiank}
where c1,j and c2,j are some coefficients that also satisfy (7.14). Here we have only drawn the dashed lines
and ignored the ×-dashed lines. Moreover, the k and k′ can be the same atom, but we did not draw this
case. The first graph in the first row represents the first term on the right-hand side of (7.13). The second
and third graphs in the first row represent the two terms in the second line of (7.13). The second row of
(7.15) represents the the first row of (7.11) and the third row of (7.15) represents the the second row of
(7.11). The graphs of
∑
j /∈J cjBj have the same structures as the ones in the second and third rows of (7.15),
and we have used “· · · ” to represent them in the fourth row.
Now the first term in (7.15) gives the second term on the right-hand side of (7.5). All the other graphs
in the first and second rows of (7.15) can be included into the third term on the right-hand side of (7.5) by
relabelling j and j′ as α atoms. Moreover it is easy to check that these Gκ satisfy the conditions below (7.7).
Therefore to finish the proof of (7.5), it remains to write the third line of (7.15) into the form of the third
term on the right-hand side of (7.5).
Following the idea of Lemma 6.5, we can write the graph with Pi color into a sum of colorless graphs.
More precisely, using
G˙ik
G˙ii
G¨ik′
G¨ii
=
∑
α1,α2
Hiα1Hiα2G˙
(i)
α1k
G¨
(i)
α2k′
and
G˙ii −Mi =
(
Y˙i
)−1
−Mi +
∞∑
m=1
(Yi)−m−1(Zi)m,
and taking partial expectation Ei, we can write the graphs in the third row of (7.15) as∑
κ
∑
~α
Cκ~α · Gκ(~α, i, k, k′) +O(N−D), (7.16) {3rdrow}
where
Cκ~α = O
((
W−1
)# of α atoms)
1
(
max
l
|i− αl| 6 (logN)2W
)
,
and Gκ(~α, i, k, k′) are colorless graphs which look like the graphs in (7.7). In fact, it is easy to check that Gκ
either has a light weight (i.e. f4 light weight on the atom i or f6 weight on some α atom) or there exists a
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solid line between α atoms. Clearly (7.16) can be written into the form of the third term on the right-hand
side of (7.5) and satisfies the conditions below (7.7). This completes the proof of (7.5) in Lemma 7.5.
For (7.6) in Lemma 7.5, with (7.12) one can see that it remains to write Bi into the form of the third
term on the right-hand side of (7.6), which have been done above. Thus we finish the proof of (7.6).
7.2 Proof of Lemma 7.4
We consider
Qα? (F) =
(?)∑
~k
∑
α
Cα,~k · E · Qα?
(
G(α,~k)
)
,
where α? is a simple charged atom in a simple free moleculeMi0 . In particular, atom α? is not equal to any
other atoms in the graph G(α,~k), and there are only two edges painted with the Qα? color in Qα?(F). As
we did in the proof of Lemma 6.10, we expand all colorless solid edges, weights and light weights in G(α,~k)
with respect to atom the α? as follows.
• We use (5.9) and (5.10) to expand the solid edges, f1,2 weights and f1,2 light weights which are not
connected with atom α?. We use (6.6) to expand the f3,4 weights and f3,4 light weights which are not
attached to atom α?.
• Since Mi0 is a simple free molecule, the weights on atom α? must be normal weights (i.e. not light
weights). For these weights, we write them as
Gi0i0 = Mi0 + (Gi0i0 −Mi0), (Gi0i0)−1 = M−1i0 +
(
(Gi0i0)
−1 −M−1i0
)
,
i.e. we expand f1,2 weights into an order 1 constant plus f1,2 light weights. For f3,4 weights, we keep
them unchanged, since they are already independent of the α?-th row and column of H.
Then as in the proof of Lemma 6.10, we can expand the edges and weights, which are not connected with
the atom α? directly, step by step:
G = G(1)0 + F1 = G(2)0 + F1 + F2 = · · · ,
until we obtain that
G(α,~k) = G0(α,~k) +
∑
κ
∑
β
Cκ(β)Gκ(α, β, ~k), (7.17) {zouasdl22}
where
Cκ(β) = O(W−1)# β atoms1
(
max
i,j
|βji − ki| 6 (logN)O(1)W
)
.
Note that (7.17) corresponds to (6.38) in the proof of Lemma 6.10. Here in G0, expect for the two solid edges
connected to α?, all the other edges and weights are independent of the α?-th row and column of H. Thus
we immediately get that
Eα?Qα?
(
G0(α,~k)
)
= 0. (7.18) {mpzx}
As explained in the proof of Lemma 6.10, the new β atoms in Gκ come from the expansions in (6.6), and the
coefficients Cκ(β) come from the s coefficients in (6.6). If the expansion happened for a weight on atom ki,
then the new atom βji satisfies β
j
i − ki = O(W ). Similarly, if the expansion happened for a weight on atom
α in molecule Mi, then the new atom βji satisfies βji − α = O(W ), which implies |βji − ki| 6 (logN)O(1)W .
We then include these new βji into the molecule Mi of Gκ.
We define
Fκ,Eκ :=
(?)∑
~k
∑
α
∑
β
(
Cα,~k · Cκ(β)
)
· Eκ · Gκ(α, β, ~k).
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Note that it has the same structure as the forest Fκ,Eκ in (6.40) in the proof of Lemma 6.10. Suppose in
G(α,~k), the two solid edges connected with α? are Gα?β?Gα?γ? . Then we define
GQκ (α, β, ~k) :=
Gκ(α, β, ~k)
Gα?β?Gα?γ?
Qα? (Gα?β?Gα?γ?) ,
and the forest
FQκ,Eκ :=
(?)∑
~k
∑
α
∑
β
(
Cα,~k · Cκ(β)
)
· Eκ · GQκ (α, β, ~k).
With (7.18), we obtain that
EQα?(F) =
∑
κ
∑
EκE
EFQκ,Eκ .
Note that FQκ,Eκ has the same structure as the forest Fκ,Eκ defined above except that F
Q
κ,Eκ has two Q-colored
edges.
For the colorless forest Fκ,Eκ , the statements (i)-(iii) in the proof of Lemma 6.10 also hold here. Therefore
we have that the number of simple free molecules in Fκ,Eκ is strictly smaller than that of F . Finally, we
apply (7.6) to the Q-colored solid edges Qα? (Gα?β?Gα?γ?) with α? playing the role of atom i in (7.6), and
we add the new j and α atoms in (7.6) into the moleculeMi0 (which contains α?). Then for each FQκ,Eκ , we
can write
FQκ,Eκ =
∑
κ′
Fκ,Eκ,κ′ ,
where Fκ,Eκ,κ′ are colorless standard forests by replacing Qα? (Gα?β?Gα?γ?) with the terms on the right-hand
side of (7.6). Moreover, it is easy to verify that each Fκ,Eκ,κ′ contains at most the same number of simple
free molecules as Fκ,Eκ . Hence each Fκ,Eκ,κ′ contains at most m− 1 simple free molecules. This completes
the proof of Lemma 7.4 by relabelling the standard forests.
References
[1] Oskari H. Ajanki, La´szlo´ Erdo˝s, and Torben Kru¨ger, Universality for general Wigner-type matrices, Probability Theory
and Related Fields 169 (2017), 667–727.
[2] P. Bourgade, L. Erdo˝s, H.-T. Yau, and J. Yin, Universality for a class of random band matrices, Advances in Theoretical
and Mathematical Physics 21 (2017), no. 3, 739 –800.
[3] P. Bourgade, F. Yang, H.-T. Yau, and J. Yin, Random band matrices in the delocalized phase, II: Generalized resolvent
estimates, in preparation (2018).
[4] P. Bourgade, H.-T. Yau, and J. Yin, Random band matrices in the delocalized phase, I: Quantum unique ergodicity and
universality, in preparation (2018).
[5] L. Erdo˝s, A. Knowles, and H.-T. Yau, Averaging fluctuations in resolvents of random band matrices, Ann. Henri Poincare´
14 (2013), 1837–1926.
[6] L. Erdo˝s, A. Knowles, H.-T. Yau, and J. Yin, Spectral statistics of Erdo˝s-Re´nyi graphs II: Eigenvalue spacing and the
extreme eigenvalues, Comm. Math. Phys. 314 (2012), 587–640.
[7] , Delocalization and diffusion profile for random band matrices, Commun. Math. Phys. 323 (2013), 367–416.
[8] , The local semicircle law for a general class of random matrices, Electron. J. Probab. 18 (2013), 1–58.
[9] , Spectral statistics of Erdo˝s-Re´nyi graphs I: Local semicircle law, Ann. Probab. 41 (2013), no. 3B, 2279–2375.
[10] L. Erdo˝s, H.-T. Yau, and J. Yin, Universality for generalized Wigner matrices with Bernoulli distribution, J. Combinatorics
1 (2011), no. 2, 15–85.
[11] La´szlo´ Erdo˝s, Horng-Tzer Yau, and Jun Yin, Bulk universality for generalized Wigner matrices, Probability Theory and
Related Fields 154 (2012), no. 1, 341–407.
[12] , Rigidity of eigenvalues of generalized Wigner matrices, Advances in Mathematics 229 (2012), 1435 –1515.
[13] Natesh S. Pillai and Jun Yin, Universality of covariance matrices, Ann. Appl. Probab. 24 (2014), 935–1001.
57
