Combination methods have been investigated as a possible means to improve performance in multi-variable (multi-criterion or multi-objective) 
Introduction
Many problems in a variety of applications domains such as information retrieval, social / welfare / preference assignments, internet/intranet search, pattern recognition, multisensor surveillance, drug design and discovery, and biomedical informatics can be formulated as multi-variable (multi-criterion or multi-objective) classification, prediction, learning, or optimization problems. To help obtain the maximum possible (or practical) accuracy in calculated solution(s) for these problems, many groups have considered the design and integrated use of multiple, (hopefully) complementary scoring schemes (algorithms or methods) under various names such as multiple classifier systems (Ho, 2002; Ho, Hull, & Srihari, 1992 , 1994 Melnik, Vardi, & Zhang 2004; Xu, Krzyzak, & Suen, 1992; Kittler & Alkoot, 2003) , social choice functions (Arrow, 1963; Young, 1975; Young & Levenglick, 1978) , multiple evidences, Web page scoring systems or meta searches (Aslam, Pavlu, & Savell, 2003; Fagin, Kumar, & Sivakumar, 2003; Diligenti, Gori, & Maggini, 2004) , multiple statistical analysis (Chuang, Liu, Brown, et al., 2004; Chuang, Liu, Chen, Kao, & Hsu, 2004; Kuriakose et al., 2004) , cooperative multi-sensor surveillance systems (Collins, Lipton, Fujiyoshi, & Kanade, 2001; Hu, Tan, Wang, & Maybank, 2004) , multi-criterion ranking (Patil & Taillie, 2004) , hybrid systems (Duerr, Haettich, Tropf, & Winkler, 1980; Perrone & Cooper, 1992) , and multiple scoring functions and molecular similarity measurements (Ginn, Willett, & Bradshaw, 2000; Shoichet, 2004; Yang, Chen, Shen, Kristal, & Hsu, 2005) . For convenience and without loss of generality, we use the term multiple scoring systems (MSS) to denote all these aforementioned schemes, algorithms, or methods. We further note the need for the word "hopefully" above -there are limited practical means of predicting which combinations will be fruitful -the problem we address in the remainder of this report.
The main purpose in constructing multiple scoring systems is to combine those MSS's in order to improve the efficiency and effectiveness or increase the sensitivity and specificity of the results. This purpose has been met; it has been demonstrated that combining MSS's can improve the optimization results. Combination of multiple scoring systems has been studied under different names such as classification ensemble (Ho, 2002; Ho et al., 1992 Ho et al., , 1994 Kittler & Alkoot, 2003; Tumer & Ghosh, 1999; Xu et al., 1992) , evidence combination (Belkin, Kantor, Fox, & Shaw, 1995; Chuang, Liu, Brown, et al., 2004; Chuang, Liu, Chen, et al., 2004) , data / information fusion (Dasarathy, 2000; Hsu & Palumbo, 2004; Hsu et al., 2002; Hsu & Taksa, 2005; Ibraev, Ng, & Kantor, 2001; Kantor, 1998; Kuriakose et al., 2004; Lee, 1997; Ng & Kantor, 1998 , 2000 , rank aggregation (Dwork, Kumar, Naor, & Sivakumar, 2001; Fagin et al., 2003) , consensus scoring (Ginn et al., 2000; Shoichet, 2004; Yang et al., 2005) , and cooperative surveillance (Collins et Omics approaches are approaches that attempt to take snapshots of an organism at a specific level, for example, simultaneously measuring all the metabolites in a tissue and reconstructing pathways. The -omics levels studies range from the four major areas (e.g., genomics -the omics field of DNA analysis; transcriptomics -the omics field of RNA analysis; proteomics-the omics field of protein analysis; metabolomics -the omics field of metabolite analysis) to very specific subareas, such as glycomics (omics approaches to glycated proteins). Omics approaches represent a shift for two reasons:
(1) the amount of data inherent either prevents or forces modifications in traditional data analysis approaches (e.g., t-tests being replaced by t-tests with false discovery rate calculations); and (2) these omics level approaches lead to data-driven and/or hypothesis-generating analyses, not (at least generally) to the testing of specific hypotheses. Most importantly, by offering greatly improved ability to consider systems as a whole and identify unexpected pieces of information, these approaches have opened new areas of investigation and are, perhaps too optimistically, expected to offer fundamentally new insights into biological mechanisms and fundamentally new approaches to issues such as diagnostics and medical classification.
In silico simulations are also becoming a major focus of some biological studies. There are at least two broad areas of simulation studies that are already playing major roles in biological investigations:
• in silico ligand-receptor (or drug-target) binding studies, and;
• in silico simulations of physiological systems.
In each of these cases, the great advantage lies not in the qualitative change empowered by technological advances, but in the quantitative savings of time and money. For example, obtaining and testing a small chemical library for binding or inhibition can readily cost between $1 and $100 and up (per compound), considering assay costs and obtaining (or synthesizing) the compounds. In contrast, once basic algorithms and binding site models are in place, in silico screening is limited only by computational costs, which are dropping exponentially. Similarly, in silico models of physiological systems can be somewhat costly to develop, but they are capable of identifying potential targets for intervention and to determine that other targets cannot work, saving tens or hundreds of millions of dollars in failed trials.
Fully utilizing the potential power of these omics and in silico based approaches, however, is heavily dependent on the quantity and quality of the computer resources available. The increases in hardware capacity, readily available software tools, database technology, and imaging and scanning techniques, have given the biomedical research community large scale and diversified data sets and the ability to begin to utilize these sets. The problem of how to manipulate, analyze, and interpret information from these biomedical data is a challenging and daunting task. Gradually biologists are discovering tools such as clustering, projection analyses, neural nets, genetic algorithms, genetic programs, and other machine learning and data mining techniques built in other fields, and these tools have found their way to the biomedical informatics domain.
A major issue here lies in the choice of appropriate tools; there is, for example, no clear "informatics pipeline" for omics level studies. One can readily pick up many of software tools, but their applicability for a given problem can be difficult to determine a priori. For example, clustering is often powerful for microarray experiments, but we have shown it is very limiting within some metabolomics experiments (Shi, et al., 2002a (Shi, et al., , 2002b . Similarly, principal components analyses and its supervised cousin, Soft Independent Modeling of Class Analogy (SIMCA) seem to work very well within defined cohorts, but they breakdown in complex multi-cohort studies (Shi et al., 2002a (Shi et al., , 2002b , a problem apparently solvable using discriminant-based projection analyses (Paolucci, VigneauCallahan, Shi, Matson, & Kristal, 2004) . Thus, the choice of an analysis method must often be determined empirically, in a slow, laborious step-wise manner. For the purpose of this article, we will break these biological studies into two broad areas, one of description (i.e., how do we best understand the data in front of us) and one of prediction (i.e., how can we use this information to make predictions about, for example, which ligand will bind or which person will become ill -questions which in many ways are mathematically equivalent).
The report focuses on mathematical issues related to the latter of these two broad issues, i.e., "can we use CFA to improve prediction accuracy?" The goal is a complex zero-sum game -we ideally want to further save time by reducing both false positives and false negatives, while simultaneously increasing accuracy on continuous measurements (e.g. binding strengths). In practice, it is almost certain that some trade-offs will have to be made. To be useful we must, at a minimum, identify an approach which enables some a priori decisions to be made about whether such fusion approaches are likely to succeed. Otherwise we have done nothing but to add a layer of complexity between where we are and where we need to be, without removing the time-consuming, laborious, and inherently limited stages of empirical validation. The system we choose to focus on is in virtual screening (VS), the use of in silico approaches to identify potentially optimal binding ligands. VS is an area in which consensus scoring has been used in drug design and discovery and molecular similarity measurement for years, and in which data fusion approaches have recently been a major focus of efforts. (see Shoichet, 2004; Yang et al., 2005; and their references) .
In this chapter, we present a method called combinatorial fusion analysis (CFA) which uses the Cayley network Cay(S n , T n ) on the symmetric group S n with generating set T n (Biggs & White, 1979; Grammatikakis, Hsu, & Kraetzl, 2001; Heydemann, 1997; Marden, 1995) . We study the fusion and combination process in the set R n , called score space, where R is the set of real numbers, and in the set S n , called rank space. In the next section, we define rank and score functions and describe the concept of a rank/score graph defined by Hsu, Shapiro and Taksa (Hsu et al., 2002; Hsu & Taksa, 2005) . The combination of two scoring systems (each with rank and score functions) is discussed and analyzed in the context of a Cayley network. The next section also entails the property of combined scoring system, performance evaluation and diversity issues, and various kinds of fusion algorithms on rank functions. The section "Data Mining Using Combinatorial Fusion" deals with mining and searching databases and the Web, and includes examples from application domains in biomedical informatics, in particular in virtual screening of chemical libraries and protein structure prediction. Then, in section "Conclusion and Discussion", we summarize our results with some discussion and future work.
Combinatorial Fusion

Multiple Scoring Systems
Successfully turning raw data into useful information and then into valuable knowledge requires the application of scientific methods to the study of the storage, retrieval, extraction, transmission, diffusion, fusion/combination, manipulation, and interpretation at each stage of the process. Most scientific problems are multi-faceted and can be quantified in a variety of ways. Among many methodologies and approaches to solve complex scientific problems and deal with large datasets, we only mention three: (a) classification, (b) clustering, and (c) similarity measurement. Hybrid methods combining (a), (b), and (c) have been used.
Large data sets collected from multi-sensor devices or multi-sources or generated by experiments, surveys, recognition and judging systems are stored in a data grid G(n, m, q) with n objects in D = {d 1 , d 2 , …, d n }, m features/attributes/indicators/cues in G = {a 1 , a 2 , …, a m } and, possibly, q temporal traces in T = {t 1 , t 2 , …, t q }. We call this threedimensional grid the data space (see Figure 1 ).
Since both m and q can be very big and the size of the datasets may limit the utility of single informatics approaches, it is difficult to use/design a single method/system because of the following reasons: 
3.
Different methods/systems may be good for the same problem with different data sets generated from different information sources/experiments. When different data sets generated from different information sources or experiments, different methods/systems should be used according to the style of the source and the nature of the experiment.
4.
Different methods/systems may be good for the same problem with the same data sets generated or collected from different devices/sources. Even when the data sets are the same in the same experiments, different methods/systems should be adopted according to a variety of multi-sensor/multi-sources.
Due to the complexity of the problem involved, items (3) and (4) indicate that each single system/method, when applied to the problem, can be improved in performance to some extent, but it is difficult to become perfect. Item (1) indicates that performance of a single system / method may be optimal for some features/attributes/indicators/cues, but may downgrade its performance for other features/attributes/indicators/cues. 
Recently, it has been demonstrated that combination of multiple systems/methods improves the performance of accuracy, precision, and true positive rate in several domains such as pattern recognition (Brown et al, 2005; Duerr et al., 1980; Freund, Iyer, Schapire, & Singer, 2003; Garcia-Pedrajas et al., 2005; Ho, 2002; Ho et al., 1992 Ho et al., , 1994 Jin & Branke, 2005; Kittler & Alkoot, 2003; Perrone & Cooper, 1992; Triesch & von der Malsburg, 2001; Tumer & Ghosh, 1999; Xu et al., 1992) , microarray gene expression analysis (Chuang, Liu, Brown, et al., 2004; Chuang, Liu, Chen, et al., 2004; Kuriakose et al., 2004) , information retrieval (Aslam et al., 2003; Belkin et al., 1995; Diligenti et al., 2004; Dwork et al., 2001; Fagin et al., 2003; Hsu et al., 2002; Hsu & Taksa, 2005; Kantor, 1998; Lee, 1997; Ng & Kantor, 1998 , 2000 , virtual screening and drug discovery (Shoichet, 2004; Yang et al., 2005 ; and references in both), and protein structure prediction (C.-Y. Lin et al., 2005; K.-L. Lin et al., 2005a K.-L. Lin et al., , 2005b Each system/method offers the ability to study different classes of outcomes, e.g., class assignment in a classification problem or similarity score assignment in the similarity measurement problem. In this chapter, we view the outcome of each system/method as a scoring system A which assigns (a) an object as a class among all objects in D, (b) a score to each object in D, and (c) a rank number to each object in D. These three outcomes were described as the abstract, score, and rank level respectively by Xu et al. (1992) . We now construct the system grid H(n, p, q) with n objects in
A p }, and possibly, q temporal traces in T = {t 1 , t 2 , …, t q }. We call this three dimensional grid the system space for the multiple scoring systems (see Figure 2 ).
In the next section, we will define score function, rank function and the rank/score function for each scoring system A. In the section following the next, rank and score combination are defined and studied. Section "Method of Combinatorial Fusion" deals with performance evaluation criteria and diversity between and among different scoring systems.
Score Function, Rank Function and the Rank/Score Graph
Let D = {d 1 , d 2 , ..., d n } be a set of n objects and N = {1, 2, 3, …, n} be the set of all positive integers less than or equal to n. Let R be the set of real numbers. We now state the following three functions that were previously defined and studied by Hsu, Shapiro and Taksa (2002) and Hsu and Taksa (2005) .
Definition 1 (c) Rank/Score Function: Given r and s as rank and score function on the set D of objects respectively, the rank/score function f is defined to be f : N → R such that
. In other words, the score function s = r f o is the composite function of the rank/score function and the rank function.
(d) Rank/Score Graph: The graph representation of a rank/score function.
We note that in several application domains, one has to normalize the score function values before any combination can be performed. Hence it is quite natural to define the two functions s and f in the way that each of them has [0, 1] = {x | x in R, 0 ≤ x ≤ 1} instead of R as their function range. Other intervals of real numbers can be also used depending on the situation and environment. We also note that since the rank function r' defined by Hsu, Shapiro and Taksa (see Hsu et al., 2002; Hsu & Taksa, 2005) is the inverse of r defined above, the rank/score function f would be such that f = s°r' instead of f = s°r' -1 .
At this point, we would like to comment on some perspectives regarding rank vs. score function. Although these two functions both deal with the set of objects under study (in the case of PR, IR, VS and PSP, these would be classes, documents, chemical compounds, and classes or folding patterns, respectively), their emphases are different. The Score function deals more with the detailed data level while Rank function is more relevant for or related to the decision level. In theory, the Score function depends more on the variate data in the parametric domain while the Rank function depicts more on the ordinal data in the non-parametric fashion. The comparison can go on for a long time as score vs. rank, data level vs. decision level, variate data vs. ordinal data, and parametric vs. non-parametric. Historically and from the discipline perspective, scores are used in sciences, engineering, finance, and business, while ranks are used in social choices, ordinal data analysis and decision science. However, in biomedical informatics, since the data collected is large (and of multiple dimension) and the information we are seeking from biological and physiological systems is complex (and multi-variable), the information we find (or strive to find) from the relation between score and rank function would become valuable in biological, physiological, and pharmaceutical study.
The concept of a rank/score graph which depicts the graph representation of a rank/score function has at least three characteristics and advantages:
Remark 1 (a) Efficiency: When a score function s A is assigned resulting from scoring system A by either lab work or field study (conducted in vivo or in vitro), treating s A as an array and sorting the array of scores into descending order would give rise to the rank function r A . The rank/score function can be obtained accordingly. If there are n objects, this transformation takes O(n log n) steps. 
Rank and Score Combination
As mentioned earlier, the combinations (or fusions) of multiple classifiers, multiple evidences, or multiple scoring functions in the PR, IR, VS, and PSP domain has gained tremendous momentum in the past decade. In this section, we deal with combinations of two functions with respect to both score and rank combinations. The following definitions were used by Hsu, Shapiro, and Taksa (2002) and Hsu and Taksa (2005 We note the difference between converting from s E to r E and that from s F to r F . Since the scoring systems E and F are rank and score combination of A and B respectively, the transformation from s E to r E is by sorting into ascending order while that from s F to r F is by sorting into descending order. The fusion architecture given by Hsu, Shapiro and Taksa ( Figure 5 in Hsu & Taksa, 2005) depicts the framework for the fusion method we use. Figure 5 (a) and (b) show the rank and score function of the rank and score combination E and F (both related to the scoring systems A and B in Figure 3 ) respectively. The reader might have noticed that in the combination (rank or score), a simple average combination was used. Combination using weighted proportion on A and B is studied in Hsu and Palumbo (2004) .
Recall that the main purpose of doing fusion/combination is whether or not the fused scoring system can outperform each individual scoring system in isolation. The concept of "performance" has to be defined for a given study (or, arguably, a given class of studies), so that it is meaningful to say "outperform". Recall also that our fusion framework is for application domains such as PR, IR, VS and PSP. In PR, each classifier 
.5 2.5 6.5 8.5 2 3.5 7 3.5 6 9 r E (d i ) 6 2 4 9 1 3 8 7 5 10 (a) Score and rank function of E produces a ranking of a set of possible classes. When given an image, each of the classifiers including the combined gives rise to a rank function and the class that was ranked at the top is predicted by the classifier as the identity of the image. So the performance (or accuracy) of the classifier A, written P(A), is the percentage of times that this classification gives a correct prediction. From the perspective of biology and medicine, P(A) may be defined as the reduction of false negatives (e.g., in cancer diagnostic) or the reduction of false positives (e.g., in screens of related compounds where follow-up is expensive).
In IR, a query Q is given. Then each of the ranking algorithms calculates similarity between the query and the documents in the database of n documents D = {d 1 , d 2 . . ., d n }. A score function s A for algorithm A is assigned and a rank function r A is obtained. The performance of the algorithm for the query, written P q (A), is defined as the precision of A at q with respect to the query Q. More specifically, the following is defined and widely used in the information retrieval community.
Definition 3
(a) Let Rel(Q) be the set of all documents that are judged to be relevant with respect to the query Q. Let |Rel(Q)| = q for some q, 0 ≤ q ≤ n. On the other hand, let
(b) Precision of A at q. The performance of the scoring system A with respect to the query Q is defined to be
In VS, molecular compound libraries are searched for the discovery of novel lead compounds for drug development and/or therapeutical treatments. Let L be the total number of active ligands and T the total number of compounds in the database. Let L h be the number of active ligands among the T h highest ranking compounds (i.e., the hit list). Then the goodness-of-hit (GH) score for a scoring system A is defined as (see Yang et al., 2005) :
The GH score ranges from 0.0 to 1.0, where 1.0 represents a perfect hit list. The GH score as defined in Yang et al. (2005) contains a coefficient to penalize excessive hit list size. We will come back to this topic in section "Virtual Screening and Drug Discovery".
In the protein structure prediction problem (PSP), one wishes to extract structural information from the sequence databases as an alternative to determine the 3-D structure of a protein using the X-ray diffraction or NMR (resource and labor intensive, expensive, and, in practice, often difficult or impossible, particularly when one deals with variably modified proteins). Given a protein sequence, the objective is to predict its secondary structure (class) or its 3-D structures (folding patterns). The standard performance evaluation for the prediction of the n i protein sequences T i = {t 1 , t 2 , ..., t n i } for the ith class or ith folding pattern is the percentage accuracy rate Q i = Q(T i ) = (p i / n i ) × 100, where n i is the number of testing proteins in the ith class or ith folding pattern and p i is the number of proteins within the n i protein sequences correctly predicted. The overall prediction accuracy rate Q is defined as
, where q i = n i / N, N is the total number of proteins tested (i.e., N = ∑ = k i i n 1 ) and k is the number of classes or folding patterns. Now we come back to the fundamental issue of when the combined scoring system E or F outperforms its individual scoring system A and B. The following two central questions regarding combination and fusion were asked by Hsu, Shapiro, and Taksa (2002) Four important issues are central to CFA: (1) What is the best fusion algorithm / method to use? (2) Does the performance of E or F depend very much (or how much) on the relationship between A and B? (3) Given a limited number of primary scoring systems, can we optimize the specifics of the fusion? and (4) Can we answer any or all of the previous three issues without resorting to empirical validation? The general issue of combination algorithm / method will be discussed in the next section. In this section, we simply use the average combination regardless of rank or score combination.
Arguably, issues (1) and (2) may be considered primary issues, and issues (3) and (4) secondary or derivative. We propose that issue (2) is as, if not more, important as issue (1). It has been observed and reported extensively and intensively that the combined scoring system E or F performs better than each individual scoring system A and B when A and B are "different", "diverse", or "orthogonal". In particular, Vogt and Cottrell (1999) studied the problem of predicting the performance of a linearly combined system and stated that the linear combination should only be used when the individual systems involved have high performance, a large overlap of relevant documents, and a small overlap of non-relevant documents. Ng and Kantor (2000) identified two predictive variables for the effectiveness of the combination: (a) the output dissimilarity of A and B, and (b) the ratio of the performance of A and B. Then Hsu, Shapiro and Taksa (2002) and Hsu and Taksa (2005) suggested using the difference between the two rank/score functions f A and f B as the diversity measurement to predict the effectiveness of the combination. This diversity measurement has been used in microarray gene expression analysis (Chuang, Liu, Brown, et al., 2004; Chuang, Liu, Chen, et al., 2004) and in virtual screening . We will discuss in more details the use of graphs for rank/ score functions f A and f B in the diversity measurement between A and B in section "Virtual Screening and Drug Discovery".
Method of Combinatorial Fusion
As defined in section "Score Function, Rank Function and the Rank/Score Graph", a rank function r A of a scoring system A is an one-one function from the set D = {d (b) In the group S n , the set of n -1 adjacent transpositions such as b= (23) in S 6 is denoted as T n . In other words, T n consists of all cycles of length 2 which are adjacent transpositions and T n = {(1 2), (2 3), …, (n -1 n)} is a subset of S n . With this in mind, we can define a Cayley network based on S n and T n :
Cayley network Cay (S n , T n ): The Cayley network Cay(S n , T n ) is a graph G(V, E) with the node set V = S n and arc set E = {(α,
The concept of a Cayley network extends the group structure in S n to the graph structure in Cay(S n , T n ). By doing so, a distance measure between any two permutations (and hence any two rank functions) is well defined in the context of applications that will prove to be very useful in biomedical informatics. In fact, it has been mentioned by Hsu, Shapiro and Taksa (2002) and Hsu and Taksa (2005) that the graph distance in Cay(S n , T n ) is the same as Kendall's tau distance in the rank correlation analysis (RCA) (see e.g., Kendall &Gibbons, 1990; Marden, 1995) . This striking coincidence supports the importance and usefulness of using Cayley networks as a framework for fusion and combination. Moreover, we point out that the combinatorial fusion we proposed and the rank correlation studied by many researchers in the past bear similarity but have differences. They are very similar because they all study ranks although one treats ranks as a function and the other treats them as ordinal data or the order of the values of a random variable. On the other hand, they are quite different. The CFA (combinatorial fusion analysis) views the set S n as a rank space aiming to produce a dynamic process and reasonable algorithms to reach a better combined rank function (or in general, combined scoring system). The RCA (rank correlation analysis) views the set S n as a population space aiming to calculate the static correlation and significant P-value to reach a hypothesis testing result.
Suppose we are given the following p rank functions A j obtained from the data set D = {d 1 , d 2 , …, d n }, A j , j = 1, 2, …, p: a 1j , a 2j , a 3j , …, a nj ) t ,
where V t is the transpose of the vector V. Let M r be the matrix, called rank matrix, with dimension n × p such that M r (i, j) = M(i, j) = the rank assigned to the object d i by scoring system A j . Now, we describe the rank version of the combinatorial fusion problem.
Definition 5
Combinatorial Fusion Problem (rank version): Given p nodes A j , j = 1, 2, …, p in the Cayley network Cay(S n , T n ) with respect to n objects D = {d 1 , d 2 , …, d n }, find a node A * in S n which "performs" as good as or better than the best of A j 's in the sense of performance as defined as accuracy, precision or goodness-of-hit in IR, VS and PSP described previously.
There are several ways to find the candidates for the node A * when given the p nodes A j , j = 1, 2, …, p in S n . We briefly describe, in Definition 6, the following six types of methods / algorithms to fuse the given p nodes and generate the candidate node. All of these approaches aim to construct a score function which, when sorted, would lead to a rank function. (c) Probability Method: Two examples are the Bayes rule that uses the information from the given p nodes A j , j = 1, 2, …, p to predict the node A * , and the Markov Chain method that calculates a stochastic transition matrix. . The significance of an observed value of W is then tested in the (n!) p possible sets of rank functions.
(e) Combinatorial Algorithm: For each of the n objects and its set of p elements {M(i, j) | j = 1, 2, …, p} = C as the candidate set for s * (d i ), one combinatorial algorithm considers the power set 2 C and explores all the possible combinatorial combinations. Another algorithm treats the n objects as n vectors d i = (a i1 , a i2 , …, a ip ) where a ij = M(i, j), i = 1, 2, …, n and 1 ≤ a ij ≤ n. It then places these n vectors in the context of a partially ordered set (Poset) L consisting of all the n p vectors (a i1 , a i2 , …, a ip ), i = 1, 2, …, n and a ij in N. The scores s * (d i ), i = 1, 2, …, n is then calculated based on the relative position of the vector d i in the Poset L.
(f) Evolutional Approaches: Genetic algorithms and other machine learning techniques such as neural networks and support vector machines can be used on the p rank functions to process a (large) number of iterations in order to produce a rank function that is closest to the node A * .
The voting schemes in Definition 6 (a) have been used in social choice functions (Arrow, 1963; Young & Levenglick, 1978) . Linear combination and average linear combination in 6(b), due to their simplicity, have been widely used in many application domains (Kendall & Gibbons, 1990; Kuriakose et al., 2004; Hsu & Palumbo, 2004; Hsu et al., 2002; Hsu & Taksa, 2005; Vogt & Cottrell, 1999) . In fact, the concept of Borda count, used by JeanCharles de Borda of the L'Academie Royale des Sciences in 1770, is equivalent to the average linear combination. Dwork et al. (2001) used Markov chain method to aggregate the rank functions for the Web. As described in Definition 6(d), the significance of S depends on the distribution of S in the (n!) p possible set of rank functions. Due to the manner that S is defined, it may be shown that the average linear combination gives a "best" estimate in the sense of Spearman's rho distance (see Kendall & Gibbons, 1990, Chapter 6) . Combinatorial algorithms stated in Definition 6(e) have been used in Mixed Group Ranks and in Rank and Combine method by researchers (Chuang, Liu, Brown, et al., 2004; Chuang, Liu, Chen, et al., 2004; Melnik et al., 2004) . Although genetic algorithms such as GemDOCK and GOLD were used to study the docking of ligands into a protein, the authors in Yang et al. (2005) use linear combination and the rank/score graph as a diversity measurement. We will discuss the application in more details in next section.
Definition 6 lists six different groups of methods/algorithms/approaches for performing combination. Here we return to the second issue raised by Remark 2. That is: What are the predictive variables / parameters / criteria for effective combination? In accordance with Remark 2, we focus on two functions A and B (i.e. p = 2) at this moment although the methods / algorithms / approaches in Definition 6, are able to deal with the multiple functions (p ≥ 2). We summarize, in Definition 7, the two variables for the prediction of effective combination among two scoring systems A and B (Chuang, Liu, Brown, et al., 2004; Chuang, Liu, Chen, et al., 2004; Hsu et al., 2002; Hsu & Taksa, 2005; Ng & Kantor, 2000; Vogt & Cottrell, 1999; Yang et al., 2005) .
Definition 7
(a) The performance ratio, P l / P h , measures the relative performance of A and B where P l and P h are the lower performance and higher performance among {P(A), P(B)} respectively.
(b) The bi-diversity between A and B, d 2 (A, B) , measures the "difference / dissimilarity / diversity" between the two scoring systems A and B.
We note that in order to properly use diversity d 2 (A, B) as a predictive parameter for effective combination of functions A and B, d 2 (A, B) might be defined to reflect different combination algorithms and different domain applications. However, for the diversity measurement to be effective, it has to be universal at least among a variety of data sets in applications domain. Diversity measurement between two scoring systems A and B, d 2 (A, B) have been defined and used (see Chuang, Liu, Brown, et al., 2004; Chuang, Liu, Chen, et al., 2004; Ng & Kantor, 2000; Yang et al., 2005) . We summarize in Definition 8.
Definition 8
Diversity Measure: The bi-diversity (or 2-diversity) measure d 2 (A, B) between two scoring systems A and B can be defined as one of the following: 
, the distance between rank/score functions f A and f B .
We note that diversity measure for multiple classifier systems in pattern recognition and classification has been studied extensively (Kuncheva, 2005) .
Definition 9
In the data space G(n, m, q), m = 2, defined in Figure 1 , given a temporal step t i in T = {t 1 , t 2 , …, t q } and the two scoring systems A and B, we define:
, where j is in N = {1, 2, …, n}, as the function value of the diversity score function d x (A, B) for t i ; (e) the diversity rank/score graph (or diversity graph) is the graph representation of the diversity rank/score function f (A,B) (j) from {1, 2, …, q} to R.
We note the difference between the rank/score function and the diversity rank/score function. In the definition of rank/score function f A : N → [0, 1] (see Definition 1(c)), the set N is different from the set D which is in turn the set of objects (classes, documents, ligands, and classes or folding patterns). The set N is used as the index set for the rank function values. The rank/score function f A so defined describes the scoring (or ranking) behavior of the scoring system A and is independent of the objects under consideration. The diversity rank/score function (see Definition 9(d)) f (A,B) (j) is defined from Q = {1, 2, . . ., q} to R (or [0, 1]). The set Q is different from the set T = {t 1 , t 2 , …, t q } which is the set of temporal steps under study. The set Q is used as the index set for the diversity rank function values. The diversity rank/score function f (A,B) so defined describes the diversity trend of the pair of scoring systems A and B and is independent of the specific temporal step t i for some i under study.
Data Mining Using Combinatorial Fusion
In this section, we present three examples of data mining using combinatorial fusion as defined in the previous section. These three examples are from applications in information retrieval (IR) (Hsu et al, 2002; Hsu & Taksa, 2005; Ng & Kantor, 1998 , 2000 , consensus scoring in virtual screening (VS) , and protein structure prediction (PSP) (C.-Y. Lin et al., 2005; K.-L. Lin et al., 2005a K.-L. Lin et al., , 2005b . But before we concentrate on special cases, we will further discuss the relation between rank and score functions as defined in the previous section.
Rank/Score Transfer
Let M r (i, j) be the rank matrix defined before, where M ij in M r (i, j) is the rank assigned to the object d i by scoring system A j . Let M s (i, j) be the n × p score matrix defined similarly with respect to the p score functions so that M ij (without ambiguity) in M s (i, j) is the score value assigned to the object d i by scoring system A j . The algorithms and approaches described in Definition 6 can be applied to the rank matrix M r . However, some of these algorithms have been also applied to the score matrix M s . Up to this point in this chapter, we have emphasized rank combination algorithms and considered ranks of objects as the basic data of a given situation / experiment / work, regardless of the manner in which they were obtained. However, in many situations, the ranking takes place according to the score values of a variable or variate. It is, therefore, of considerable interest to study the relationship between M r (i, j) and M s (i, j). As we mentioned before, M r (i, j) can be derived from M s (i, j) by sorting each column, A j , into descending order and assigning higher value with higher rank (i.e., smaller number). One of the interesting questions is that: Is there any difference between the information represented by M s (i, j) and that by M r (i, j)? In 1954, A. Stuart showed the following (see Kendall & Gibbons, 1990 , Chapters 9, 10):
Remark 3 (Correlation between Scores and Ranks)
With n = 25, the correlation between scores and ranks for a scoring system (ranker/scorer) A is as high as 0.94 under the assumption of normal distribution and 0.96 for the uniform distribution among the score values. These values increase when the sample size (i.e., the number n) increases and reach the limits of 0.98 and 1, for normal and uniform distribution, respectively.
In light of this close relationship between ranks M r (i, j) and scores M s (i, j), we might expect that operating on M r (i, j) and on M s (i, j) would draw the same conclusion. This appears to be so in a number of special cases. But in general, it has to be approached with certain amount of caution and care. It is clear, for example, that a few points with comparatively high residuals (i.e. poor correlations) would not have major effects on the overall correlation and correlation structure of the dataset, but these outliers may well be the key target of the investigation. We list the special features of transforming from M s (i, j) to M r (i, j).
Remark 4 (Rank/Score Transfer)
When transforming from a score function s A to a rank function r A on n objects, we have:
(a) the dimension of sample space is reduced from R n for the score space to N n (and then N! because of permutation) for the rank space, and (b) the score function values have been standardized to the scale while the mean is fixed for every rank function.
Remark 4(a) states that dimension reduction is obtained by a rank/score transform process that gives rise to the concept of a rank/score function, and the rank/score graph has at least three advantages: efficiency, neutrality, and visualization (see Remark 1). Remark 4(b) states that in M r (i, j), the mean of each column (a rank function on the n objects) is fixed to be (n + 1)/2. The same phenomenon is also true for some score data under certain cases of specific functions and study objectives. However, we note that when non-parametric and ordinal rank data is used, emphasis is not on the mean of the data. Rather it is on the discrete order and position each of the rank data is placed.
We recall that fully ranked data on n objects are considered as rank functions on the symmetric group of n elements S n . Since S n does not have a natural linear ordering, graphical methods such as histograms and bar graphs may not be appropriate for displaying ranked data in S n . However, a natural partial ordering on S n is induced in the Cayley network Cay(S n , T n ). Moreover, since a polytope is the convex hull of a finite set of points in R n-1 , the n! nodes in Cay(S n , T n ) constitute a permutation polytope when regarded as vectors in R n (see Marden, 1995; McCullagh, 1992; Thompson, 1992) . In fact, the n! nodes of Cay(S n , T n ) lie on the surface of a sphere in R n-1 . The six nodes and twenty four nodes of Cay(S 3 , T 3 ) and Cay(S 4 , T 4 ) are exhibited in Figure 6 (a) and 6(b), respectively.
Information Retrieval
We now turn to the application of these data mining techniques to the information retrieval domain. We use as an example the study by Kantor (1998, 2000) (We call this the NK-study). Their exploratory analysis considered data from TREC competition with 26 systems and 50 queries for each system on a large but fixed database consisting of about 1000 documents. The results from these 26 systems are then fused in a paired manner. As such, there are [(26 × 25) / 2] × 50 = 16, 250 cases of data fusion in the training data set. In 3,623 of these cases, the performance measures, as P 100 , of the combined system is better than the best of the two original systems. We refer to these as positive cases. There are 9,171 negative cases where the performance of the combined system is worse than the best of the two original systems. In order to understand these two outcomes, two predictive variables are used. The first is the ratio of P 100 , r = P l / P h (see Definition 7(a)). The second variable is the normalized dissimilarity z = d(r A , r B ) (see Definition 8(b)). We summarize the results of the NK-study as follows. See Figure 7 for an illustration.
Remark 5 (NK-study)
The results of the NK-study shows that (a) the positive cases tend to lie above the diagonal line r + z = 1, and (b) the negative cases are more likely to scatter around the line r + z = 1.
Remark 5 gives the general trend as to where the positive cases and negative cases should fall. There are very few negative cases with small r and small z and comparatively very few cases with high r and high z. Since the negative cases all spread around the line r + z = 1, z approaches 0 as r approaches 1 and vice versa. This means that for the negative cases, when the performances P 100 of the two IR systems are about the same, their rank functions are similar to each other. For the positive cases, it was found that there are very few cases with small r and z and comparatively few cases with large r and z. But as Remark 5(a) indicated, the positive cases are more likely to lie above the diagonal r + z = 1. This indicates that systems with dissimilar (i.e., diverse) rank functions but comparable performance are more likely to lead to effective fusion.
Virtual Screening and Drug Discovery
We now turn to the application of the data mining technique to biomedical informatics. In particular, we discuss in more details the study by Yang et al. (2005) (we call this paper the YCSKH-study). The study explores criteria for a recently developed virtual screening technique called "Consensus Scoring" (CS). It also provides a CS procedure for improving the enrichment factor in CS using combinatorial fusion analysis (CFA) techniques and explores diversity measures on scoring characteristics between individual scoring functions.
In structure-based virtual screening, a docking algorithm and a scoring function are involved (see Shoichet, 2004 , and its references). The primary purpose for a docking program is to find out the most favorable combination of orientation and conformation (Pose). It also requires a comparison of the best pose (or top few poses) of a given ligand with those of the other ligands in chemical data base such that a final ranking or ordering can be obtained. In essence, VS uses computer-based methods to discover new ligands on the basis of biological structure. Although it was once popular in the 1970s and 1980s, it has since struggled to meet its initial promise. Drug discovery remains dominated by empirical screening in the past three decades. Recent successes in predicting new ligands and their receptor-bound structure have re-invigorated interest in VS, which is now widely used in drug discovery.
Although VS of molecular compound libraries has emerged as a powerful and inexpensive method for the discovery of novel lead compounds, its major weakness -the inability to consistently identify true positive (leads) -is likely due to a lack of understanding of the chemistry involved in ligand binding and the subsequently imprecise scoring algorithms. It has been demonstrated that consensus scoring (CS), which combines multiple scoring functions, improves enrichment of true positions. Results of VS using CS have largely focused on empirical study. The YCSKH-study is one attempt to provide theoretical analysis using combinatorial fusion .
The YCSKH-study developed a novel CS system that was tested for five scoring systems (A, B, C, D, and E) with two evolutionary docking algorithms (GemDOCK and GOLD) on four targets: thymidine kinase (TK), human dihydrofolate reductase (DHFR), and estrogen receptors (ER) of antagonists and agonists (ERA). Their scoring systems consist of both rank-based and score-based CS systems (RCS and SCS). They used the GH (goodness-of-hit) score to evaluate the performance of each individual and combined systems. That is, P(A) = GH score of the system A. Two predicative variables are used: (a) the performance ratio PR(A, B) = P l /P h and (b) the diversity measure d 2 (f A , f B ) as defined in Definitions 7 and 8 (see Yang et al., 2005) .
where P(A) and P(B) are the performances of the two scoring systems A and B to be combined. 
Remark 6 (YCSKH-study)
The YCSKH-study shows that numbers of positive and negative cases split into roughly half and (a) most of the positive cases are located above the line x + y = 1 while none of the few cases below the line have both x ≤ 0.30 and y ≤ 0.30., and (b) most of the negative cases tend to be located below the line x + y = 1 while only one of the few cases above the line have both x ≥ 0.50 and y ≥ 0.50. The exceptional case has g(d 2 (f A , f B )) ≈ 0.60 and g(PR (A, B) )≈ 0.95 but both P l and P h are very small.
Remark 6 reconfirms that combining two scoring systems (rank function or score function) improves performance only if (a) each of the individual scoring systems has relatively high performance and (b) the scoring characteristics of each of the individual scoring systems are quite different. This suggests that the two systems to be combined have to be fairly diverse so that they can complement each other, and the performance of each system has to be good, although we cannot yet quantitate/constrain the quality of "good" outside of our specific study.
Protein Structure Prediction
Following their previous work establishing a hierarchical learning architecture (HLA), two indirect coding features, and a gate function to differentiate proteins according to their classes and folding patterns, C.-Y. Lin et al. (2005) and K.-L. Lin et al. (2005a Lin et al. ( , 2005b have used combinatorial fusion to improve their prediction accuracy on the secondary 
class structure and/or 3-D folding patterns. Using 8 and 11 features respectively (i.e., scoring systems) and neural networks as a multi-class classifier to build HLA, they adopted the radical basis function network (RBFN) model to predict folding pattern for 384 proteins. In other words, in the system space M(n, p, q) defined in Figure 2 , the number of scoring systems p = 8 or 11 and the number of temporal steps q = 384.
The work by C.-Y. Lin et al. (2005) using 8 features has an overall prediction rate of 69.6% for the 27 folding categories, which improves previous results by Ding and Dubchak (2001) of 56% and by Huang et al. (2003) of 65.5%. The work by K.-L. Lin et al. (2005a Lin et al. ( , 2005b , using CFA to facilitate feature selection using 11 features, achieves a prediction accuracy of 70.9% for 27 folding patterns.
Both works utilize the concept of diversity rank/score graph (Definition 9(e)) to select features to combine. In C.-Y. Lin et al. (2005) , the scoring systems (features in this case) E, F, G, H are selected from the eight features {A, B, C, D, E, F, G, H}. Then the diversity rank/score functions for the six pairs of the four scoring systems E, F, G, H, are calculated (see Figure 9 ), where the diversity rank/score graph for the pair (E, H) is found to have the highest overall value across the q = 384 protein sequences tested. Hence E and H are considered to have the highest diversity among the six pairs of scoring systems. The best result was obtained by combining these two scoring systems E and H.
The work by K.-L. Lin et al. (2005a Lin et al. ( , 2005b uses 11 features and has selected H, I, K out of 11 features {A, B, C, D, E, F, G, H, I, J, K} because of their higher individual performance. The diversity rank/score function is then calculated for any pair among H, I, K (see Figure  10 ). From the graphs of these three functions, they conclude that the pair H, I has the highest diversity across the q = 384 protein sequences tested. This pair of scoring systems H and I are then used to perform combination to achieve the desired result.
Conclusion and Discussion
In this chapter, we have described a method, called Combinatorial Fusion Analysis (CFA), for combining multiple scoring systems (MSS) each of which is obtained from a set of homogeneous or heterogeneous features/attributes/indicators/cues. The method (CFA) is based on information obtained from multi-variable (multi-criterion/multiobjective) classification, prediction, learning or optimization problems, or collected from multi-sensor / multi-source environments or experiments. We distinguished between the data space (see Figure 1 ) which consists of using features/attributes/ indicators/cues to describe objects (e.g., pattern classes / documents / molecules / folding patterns), and the system space (see Figure 2 ), which consists of using different scoring systems (statistical methods, learning systems, combinatorial techniques, or computational algorithms) to assign a score and a rank to each of the objects under study. In the extreme case when each scoring system is a feature / attribute / indicator / cue, the system space coincides with the data space.
We use the concepts of score functions, rank functions and rank/score functions as defined by Hsu, Shapiro and Taksa (2002) and Hsu and Taksa (2005) to represent a scoring system. Rank / score transfer and correlation between scores and ranks are described and examined. We also described various performance measurements with respect to different application domains. Various combination/fusion methods/algorithms of combining multiple scoring systems have been explored. Theoretical analysis that gives insights into system selection and methods of combination/fusion has been provided. In particular, we observe that combining multiple scoring systems improves the performance only if (a) each of the individual scoring systems has relatively high performance, and (b) the individual scoring systems are distinctive (different, diverse or orthogonal). We have initiated study on these two issues (a) and (b) for the special case of two scoring systems A and B. Two predictive parameters are used. The first parameter is the , f B ) , the distance between rank/score functions f A and f B . Diversity measures have been studied extensively in pattern recognition and classification (Kuncheva, 2005; Brown et al., 2005) . Diversity measure defined in the form of rank function was used in information retrieval (Ng & Kantor, 1998 , 2000 . The work of Hsu and Taksa (2005) and Yang et al. (2005) used rank/ score functions to measure diversity between two scoring systems in their study of comparing rank vs. score combination and consensus scoring criteria for improving enrichment in virtual screening and drug discovery. For the protein structure prediction problem, the rank/score functions of A and B, f A and f B , are used for each protein sequence p i , where
, j in N = {1, 2, …, n}, is the diversity score function for p i (C.-Y. Lin et al., 2005 ; K.-L. Lin et al., 2005a Lin et al., , 2005b , is a function from P to R. Consequently, sorting s (A,B) (x) into descending order leads to a diversity rank function r (A,B) (x) from P to Q = {1, 2, …, q}. Hence the diversity rank/score function (or diversity function) f (A,B) (j) defined as , where j is in Q, is a function from Q to R. The diversity function and its graph play important roles in system selection and method combination in the PSP problem. We note that the diversity function so defined for PSP problem can be applied to other classification or prediction problems as well. We illustrate the method of combinatorial fusion using examples from three different domains IR, VS, and PSP. In all three applications, multiple scoring systems are used. The issue of bi-diversity was discussed. The diversity rank/score function was calculated in the protein structure prediction problem.
In summary, we have discussed the method of combinatorial fusion analysis developed and used recently in pattern recognition (PR), information retrieval (IR), virtual screening (VS), and protein structure prediction (PSP). Our current work has generated several issues and topics worthy of further investigation. Among them, we list four:
1.
We have so far emphasized more on bi-diversity (i.e., 2-diversity). How about tridiversity (i.e., 3-diversity)? How about higher level diversity measurement? Can this be (or is this best) treated as a single optimization or a sequential series of bidiversity problems?
2. Our diversity score function ) , ( B A d i t for the feature pair or scoring systems A and B with respect to temporal step t i is defined using the variation of the rank/ score functions between A and B (i.e., d(f A , f B ) ). In general, the variation of the score functions d(s A , s 
