There are two broad classes of hyperspectral detection algorithms.
INTRODUCTION
The detection of materials and objects using remotely sensed spectral information has many military and civilian applications. Hyperspectral imaging sensors measure the radiance for every pixel at a large number of narrow spectral bands. The obtained measurements are known as the radiance spectrum of the pixel. In the reflective part of the electromagnetic spectrum (0.4μm-2.5μm), the spectral information characterizing a material is the reflectance spectrum, defined as the ratio between reflected and incident radiation as a function of wavelength.
The most widely used detection algorithms use the covariance matrix of the background data; however, there are algorithms that use a subspace model formed by the endmembers of a linear mixing model or the eigenvectors of the covariance matrix. 3 Finding the endmembers in a data cube is a non-trivial task whose complexity exceeds that of the detection problem. On the other hand, due to the high dimensionality of hyperspectral imaging data, the estimated covariance matrix may be inaccurate or numerically unstable. A practical approach to improve the quality of the estimated covariance matrix is to use covariance shrinkage or the dominant mode rejection approximation. The invertibility of the estimated matrix can be assured by using regularization. These techniques lead to the development of robust matched filter detectors which can be used in practical applications without concerts about numerical instabilities. These issues are the topic of this paper, which is organized as follows. Section 2 discusses two approaches to covariance matrix regularization: matched filter optimization and shrinkage. In Section 3 we present an approach to covariance matrix estimation and inversion using domonant mode rejection and diagonal loading. Section 4 presents an interpretation of dominant mode rejection as covariance matrix augmentation. In Section 5 we discuss the relationship between the subspaces generated by eigenvectors and endmembers. Finally, Section 6 explores the relationship between covariance and subspace based detectors.
The Matched Filter Approach
The spectral measurements obtained by a p-band hyperspectral imaging sensor can be arranged in vector form as
where T denotes matrix transpose. Let v be a p × 1 random vector from a normal distribution with mean μ and covariance matrix Σ representing the background clutter. Finally, let s 0 be a p × 1 vector representing the spectral signature of the target of interest. To simplify notation, we assume that μ is removed from all spectra, that is, we deal with zero mean clutter and a "clutter-centered" target signature.
The Optimum Matched Filter The optimum linear matched filter 4 is a linear operator
which can be determined by minimizing the output clutter power Var(y 2 ) = h T Σh subject to a unity gain constraint in the direction of the target spectral signature
The solution to (3) is given by
which is the formula for the widely used matched filter.
In the array processing area, where the data and filter vectors are complex, the matched filter (4) is known as the standard Capon beamformer (SCB). 5 In practice, the clutter covariance matrix Σ and the target signature s 0 have to be estimated from the available data. It turns out that the matched filter (4) is sensitive to signature errors and the quality of the clutter covariance matrix. Therefore, the development of matched filters that are robust to signature and clutter covariance errors is highly desirable. This problem has been traditionally dealt with using a diagonal loading approach or an eigenspace-based approach. However, in both case the selection of diagonal loading or the subspace dimension is ad-hoc. 5 Quadratically Constrained Matched Filter The robustness of matched filter to covariance matrix and signature mismatch can be improved by constraining the size of h T h. This is done by solving the following optimization problem
The solution is the well-known diagonally loaded matched filter
The load level δ h can be computed from h by solving a nonlinear equation. However, it is not clear what is the meaning and how to choose the parameter h . This issue is addressed next using the robust Capon beamformer approach.
The Robust Matched Filter In this section, we shall use the theory of robust Capon beamformer (RCB) ? to develop a robust matched filter that takes measurement errors and the spectral variability of hyperspectral target signatures into consideration. The robust matched filter (RMF) addresses robustness to target signature errors by introducing an uncertainty region constraint into the optimization process. To this end, assume that the only knowledge we have about the signature s is that it belongs to an uncertainty ellipsoid
where the vector s 0 and the positive definite matrix C are given. In most hyperspectral target detection applications, it is difficult to get sufficient data to reliably estimate the full matrix C. Therefore, we usually set C = εI, so that (7) becomes
where ε is a positive number. These ideas are illustrated in Figure 1 (a). It has been shown in ? that the RMF can be obtained as the solution to the following optimization problem
It turns out that the solution of (9) occurs on the boundary of the constraint set; therefore, we can reformulate (9) as a quadratic optimization problem with a quadratic equality constraint
This problem can be efficiently solved using the method of Lagrange multipliers. 6 The solution involves an estimated target signatureŝ
which is subsequently used to determine the RMF by
The Lagrange multiplier ζ ≥ 0 can be obtained by solving the nonlinear equation
where λ k ands k are obtained from the eigen-decomposition
and the orthogonal transformations
The solution of (13) can be easily done using some nonlinear optimization algorithm, for example, Newton's method.
Finally, we note that the RMF (12) can be expressed in diagonal loading form as follows
where ζ −1 is a loading factor ? computed from (13).
Figure 1(b) illustrates the validity of the optimization approach leading to the RMF. We note that the RMF is obtained as a standard MF for a modified target signature. As expected the "assumed" target signature specifies the center of the uncertainty region, whereas the modified signature "touches" the boundary of the uncertainty region.
Covariance Shrinkage
In practice the covariance matrix Σ has to be estimated from a set of observations x k , k = 1, 2, . . . , N. The most widely used estimate is the sample covariance matrix defined by the well-known formulâ The sample covariance matrix has appealing properties: it is asymptotically unbiased and maximum likelihood under normality. Since Σ has p(p + 1)/2 free parameters which have to be estimated from p × N measurements, we can get good estimates only when N p. However, when N is of the order of p,Σ is a poor estimate of Σ.
To mitigate the problem that Σ − Σ 2 , where
ij is the Frobenious norm, is large when p is relatively large, it is suggested that we use a shrunk estimator
where F is a constrained version of σ. The basic idea is to reduce the variance of the estimator by increasing its bias. The sample covariance has many free parameters and very little structure; as a result, it is asymptotically unbiased but it has a lot of estimation error. The matrix F has a few free parameters and a lot of structure. As a result of stringent and misspecified structural assumptions, F has significant bias but insignificant variance. This technique is called shrinkage because the sample covariance matrix is "shrunk" toward the structured estimator. The number δ is referred to as the shrinkage constant. A shrinkage estimator has three components: an estimator with no structure, an estimator with a lot of structure, and a shrinkage constant. The typical choice for F in (18) is the identity matrix. When δ 1 we havẽ Σ(δ) =Σ + δI, which is identical to diagonal loading. The shrinkage approach to covariance matrix estimation, including estimation of δ, is thoroughly discussed by Ledoit and Wolf. 7 
ESTIMATION AND INVERSION OF COVARIANCE MATRIX USING DOMINANT MODES
The basic idea is to estimate only the large eigenvalues and corresponding eigenvectors of the covariance matrix Σ of the background. 8 The advantage is that we can obtain better estimates of Σ with fewer spectra. The spectral decomposition of the covariance matrix can be broken into two parts: one for the d largest eigenvalues and one for the (p − d) smaller eigenvalues
or in compact matrix form as
where Λ is the diagonal matrix of p eigenvalues of Σ sorted in decreasing order and Q is a matrix whose columns are the corresponding eigenvectors. The elements of the other matrices can be easily determined by comparing (20) to (19).
Since some of the smaller eigenvalues may be zero, Σ may be less than full rank. The small eigenvalues and their eigenvectors are difficult to estimate and hard to compute accurately when Σ is ill conditioned. If we replace the last p − d eigenvalues by a constant α, we obtain the approximatioñ
From the orthogonality relation QQ T = I, we have
Substituting (23) into (22) 
To express the inverse ofΣ explicitly, we first rewrite (24) as
where
Using (25) and the matrix inversion lemma
we obtain the expressionΣ
One way to determine α is by requiring that trΣ = trΣ, where tr denotes the trace of a matrix. This yields
which is the average of the smaller p − d eigenvalues of Σ.
Repeating the same process for the matrixΣ + δI, we can easily show that
This procedure introduces diagonal loading to the dominant modes.
DOMINANT MODE INTERPRETATION AS COVARIANCE MATRIX AUGMENTATION
Consider a data set with covariance matrix Σ, which is singular with rank d < p. Since the eigenvalues λ d+1 = · · · = λ p = 0, the spectral decomposition of Σ is given by
One possible approach to make Σ non-singular, is to find an augmented matrixΣ in such a way that it retains its major characteristics 1.Σ is symmetric, 2.Σ has full rank p, These criteria are all upheld by the matrixΣ defined bỹ
where α and δ are parameters satisfying δ ≥ 0, α < λ d and α + δ > 0, and γ is a normalizing constant given by
A justification for this approach is provided by the optimum least squares approximation interpretation of principal component analysis (PCA). The method of PCA provides the best d-dimensional approximation to a p-dimensional set of data by projecting the data onto the first d principal components. The p × p covariance matrix Σ of the projected data is singular with rank d < p. The matrix (33) can be used to define an inverse PCA transform to "reverse" this process, that is, to obtain the "nearest" p-dimensional non-singular approximation to an d-dimensional singular set of data.
Dominant Mode Robust Matched Filter
If we use the DMR approximation, the matched filter coefficients for a target with spectral signature s 0 , can be evaluated using the formulas
EIGENVECTORS AND ENDMEMBERS
The spectral linear mixing model assumes that the spectrum of any pixel can be expressed as
where s i is an endmember spectrum, a i ≥ 0 its abundance, and w is normally distributed noise with mean zero and covariance matrix σ 
that is, the columns of Q d and S span the same space. Therefore, at least in theory, either S or Q d can be used for the implementation of low-rank detectors.
Under the assumptions of the linear mixing model, the maximum likelihood estimate of the background subspace is spanned by the M -dominant eigenvectors of the estimated correlation matrix of the data. 9 In practice, the covariance matrix of the noise in hyperspectral data differs from σ 2 I; therefore, this result is an approximation. For non-zero mean data there is a difference between the linear subspace defined by a covariance matrix and the affine subspace defined by the correlation matrix. 3 Although the two approaches are theoretically different, for detection applications we de-mean the data and we work with the covariance matrix of the background. Demeaning does not make the two approaches equivalent but it appears to be sufficient for practical applications.
COVARIANCE OR SUBSPACE BASED DETECTORS
If we assume that λ i α, for all 1 ≤ i ≤ d, we obtain the Principal Component Inversion (PCI) approximation of the inverse covariance matrixΣ
This case, which is also known as zero-variance discrimination in the statistics literature, provides the link between the matched filter and subspace detection algorithms, like the OSP. 10 Since endmembers and dominant eigenvectors of the covariance matrix span the same subspace, there is a strong relationship between covariance-based and subspace-based detection algorithms. The link between the two classes of algorithms is provided by (30). Although there is a difference between covariance matrix and correlation matrix eigenspaces, we should keep in mind that the derivation of optimum detection and classification algorithms under a normal distribution model involves the use of covariance matrices. In Figure 2 we show an example of detection statistics for the OSP detector with M = 5 eigenvectors, the matched filter with d = 5 dominant modes, and the CEM detector (this is basically a matched filter using the correlation matrix) with d = 5 dominant modes. We note a strong similarity between the three detection statistics. Similar results have been obtained for other cases. Based on these findings and the underlying theoretical arguments we prefer the use of covariance-based detectors in practical hyperspectral imaging applications.
SUMMARY
In this paper we discussed the use of regularization and dominant mode rejection techniques in the implementation of hyperspectral detection algorithms. We then used the dominant mode rejection inversion of the covariance matrix to obtain a link between covariance and subspace detection algorithms. Experimental investigations showed that we can emulate the behavior of subspace algorithms by changing the number of dominant modes in a matched filter detector. Further work to fully understand the effects of regularization, covariance shrinkage, and dominant mode rejection on detection and classification algorithms is in progress.
