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Kriterien fiir die asymptotische Approximation 
durch Dirichletsche Reihen 
LOTHAR HOWHEN 
Es bezeichne (I,,) im weiteren stets eine Folge verschiedener reeller 
Zahlen 3.,, (n = 0, 1. 2 ,...) mit 0 = &, < i.,,(n = I, 2 ,... ). 
In Analogie zu den Approximationseigenschaften, die sich fur ganze 
Funktionen nach dem Satz von Carleman ergeben, sagen wit-, daB die 
Folge (i.,,) die asymptotische Approximationseigenschaft (A) besitzt, falls es 
zu jeder auf (0, ‘XI) stetigen Funktion ./; fur die lim,, , ,f‘(s) existiert, und 
zu jeder auf (0, z) positiven. stetigen Funktion h mit lim, j I h(s) :e 0 eine 
fur alle s > 0 absolut konvergente Dirichletsche Reihe g(s) = C,:To LZ,,P “n 
gibt mit 
1 f’(.c) - ,y(.s)l < I?(.(.) (s > 0). 
Nach [3, S. 171 gilt 
Ein cntsprechender Satz wurde ferner in [4] fur ganze Dirichletsche 
Reihen hergeleitet. 
Urn alle Folgen (i.,) mit der Eigenschaft (A) zu bestimmen, betrachten 
wir eine nach Mikusinski benannte Identitatseigenschaft und sagen: 
Eine Folge (i.,,) hat die Eigenschaft (M), wenn fur jedes q > 0 aus 
fur eine normierte Belegungsfunktion SI stets c(( t) = 0 (0 < t < y) folgt. Dabei 
heiflt s( normiert, wenn s( in jedem t > 0 linksseitig stetig ist mit r(O) = 0. 
In [S] wurde folgender Satz bewiesen, den wir in der nach [Z, S. lo] 
umgeformten Gestalt iibernehmen. 
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Im Falle i,, = II wurde fcrner in [I ] ein funktioncntheoretischer Bewe~s 
fiir Sate 2 gegeben. 
Die Eigcnschaft (M) ist offcnsichtlich starker ~11s die Eordcrung, dalJ 
s,; (’ “I rb(t)=0 (n=O, 1.2 . . . . ), 1,; it/r(r)1 ‘C / fiir normicrtes Y slcts 
X( I) = 0 (I 30) implizicrt. wohei IcVtcres nach dcm Sat/ van Miint/ I(,. 
S. 3361 mit 1,: , ( I ‘L,,) = 7 iiqui\flalcnt ist. 
Es stcllt sich daher die Frage nach ApproximationsciFcnschaftcn. die LLI 
(M ) riquivalcnt sind. Urn in diescr Arbeit cinen Zusammenhang Lwischen 
(A) und (M ) /II untcrsuchen.. bildcn wir /II jcder Folgc (i,,) die Klassc (; 
aller \erallEemcinertcr I’olynome P( ~1 = 2,‘ ,j t/, C’ ” und betrachten 
folgende iveitere Approximationsci~c~i~~i~tft: 
Wir sagcn. da0 die F-olge (i,,) die Eigenschaft (B) bcsi[rt. wenn LLI jedct 
auf [O. ~11. q > 0 stetigcn Funktion 1’ tnil f(q) = 0 und IU jedem i: > 0 ein 
P t G cxisticrt mit 
f’(x) I’( \)I < :: ( \ E IO. ‘/ 1 1 Ll nd , I’ ~ ,, < i:. 
wobci 1 PBIC, = x,’ ,, !+I, 1 (J “” ist. 
Wir bewcisen 
existiert, Leigt man mit den Uberlegungen aus [S, S. 521 leicht, da13 es 
Folgen (E.,,) mit C,:-, (I,,j,,,) = x. j.,, 4 x gibt. fiir die (M) und somit nach 
Satz 3 such (A) und (B) nicht gelten. 
Als Folgerung aus Sat/ 3 erhalt tnan aulJerdctn durch Satz I cinen neuen 
Reweis van Satz 2 und durch Sat7 2 einen neucn Beweis van Satz 1. 
Be1t~~i.s x Sut: 3. Wir Leigcn die folgenden drci Schritte: 
(a) (A) impliLiert (M). 
(b) (M) impliziert (R). 
(c) (B) implizicrt (A). 
t?r~~~i.v 24 (a). 1st (A) fiir (i,,) vorausgesetzt, dann folgt fiir einc 
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Teilfolge /.,, + cc (ni + x). Denn im Falle 0 < E.,, <k mit konstantem k gilt 
fur jede auf (0, CC) absolut konvergente Reihe g(s) = 2;; U,>C “, such 
C,’ lo,,] < CC, so dab sich dann fur s -+ +0 unbeschrankte Funktionen ./ 
nicht beliebig gut durch das beschrankte g(.r) approximieren lassen. Es sei 
fur ein q > 0 mit K-c ‘CC und mit normiertem x. Zum Beweis von (M) 
zeigen wir zunachst indirekt, da13 es ein t/~ (0. q) gibt mit 
r(t)=0 (0 < t < rl). (2) 
Aus (1 ) folgt wegen E.,,, -+ CC sehr leicht, dab s( in I = 0 stetig ist. F,alls ein 
dg (0, q) mit (2) nicht existiert, konnen wir daher zu jedem /Jo (O., y) ein 
abgeschlossenes Interval1 [a, h] c (0, /I) mit 
j.hdx(l(t)fO (3) 
bestimmen, wobei u und h noch wegen der hnksseitigen Stetigkeit von r als 
Stetigkeitspunkte von CY gewahlt werden konnen. 
Wir bilden nun nach (3) sukzessiv zu jedem m = 1, 2.... Intervalle 
[a,,,, h,,,] c (0, y) und Intervalle [c,,, , d,,,] c (0, q) sowie stetige Funk.tionen 
H' m auf [0, m) mit H’,(I)=~ auljerhalb von Cc,,,, (/,,,,,I und bestimmen 
schlief3lich noch Zahlen s,,, > 0 in folgender Weise: 
Fur m= 1 sei O<c, <u, <h, <d, <q: ~,,(t)=0 auf [O, CG) sowie .Y, >O 
beliebig. 
Sind [a,, h,], [c,, n,], )L’, sowie .x, > 0 fur i= 1, 2 ,.... t?r - 1 (m = 2, 3 ,...) 
schon bestimmt, dann wahlen wir zunachst [a,,,, h,,,] mit h,, < l/m. 
0 < u,,, < b,,, < (‘,,, I und h,,, < G, I nach (3) mit 12; &(f) # 0. Es sei dann 
k,,, eine Zahl mit 
(4) 
Wir bilden nun [cm, cl,] mit 0 CC,,, < u,,, < h,,, cd,,, CC,,, 1 und d,,, -c: x,, , 
und wahlen die auf [0, fmo) stetige Funktion )v,,, mit u.,(t) = k,,, auf 
[u,,, /I,,,], ,z’,,,(t) = 0 auberhalb von Cc,,,. [I,,,] und ~‘,,,(1) linear auf [L. ,,,, a,,,] 
und Ih,,,, &,I. 
Da a,,,, h,m Stetigkeitspunkte von c( sind, konnen c,,, und d,,, hierbei so 
nah an u,, bzw. h, gelegt werden, dal3 nach (4) gilt 
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Ware 0 < c c q, dann folgt aus a(t) = 0 (0 < t < c) nach (1) bei Mul- 
tiplikation mit eCin 
^ I 
C’ “,a l/x( t + (.)I < Kc, fc/ ’ hi (n=O, 1, 2....) 
-0 
Nach der obigen Beweisfiihrung existiert dann wieder ein dg (0, q -- c) mit 
r(t) = 0 (c < t < c + d< q), was ein Widerspruch zur Definition van L’ ist. 
Damit ist (a) bewiesen. 
BCH.P~.Y -14 (b). Es geltc (M) fur die Folge (jL,)), und wir beweisen (B) 
funktionalanalytisch. 
Zu jedem y>O bezcichne IV,, die Mcnge aller geordnetcn Tupel 
it‘= (,f; P). wobei ,f’eine auf [0, q] stctige Funktion mit f(q) = 0 und PE G 
mit P(y) = 0 sei. 
Ferner bilden wir als llntermenge von W,, die Klasse L:<, aller I(‘=-= (P, P) 
mit PEG und P(q)=O. 
Mit der Norm 
btll = max V(t) + l!Pll,, 
I + [ 0.y 1 
ist W,, ein linearer normicrter Raum mit den1 linear-en Unterraum c’,,. Zum 
Beweis von (B) geniigt es f:,, = W, zu zeigen, wobei o’(, die abgeschlossene 
Hiille van C;,, beziiglich IV,, bei obiger Norm ist. 
Es sei nun F ein beschranktes lineares Funktional auf Cz/, mit 
F( P, P) = 0 fur allc (P, P) E C!,. Dann ist F( 11’) = 0 fur alle ~1’ = (,f: P) E W, 
zu beweisen 16; S. 1 141. 
Setzt man it‘= (,f: P) = (,f; P,,) + (,I;,, P) mit,/;, als Nullfunktion auf [0, y] 
und P,,E G als Nullpolynom. so folgt aus der Linearitat von F fur alle 
It‘= (,fi P) E II’,, 
F(w) = F( f; P,,) + F( f;,. P). (10) 
Durch F( f; P,,) wird ebenfalls tin beschranktes lineares Funktional auf der 
Klasse der auf [O. y] stctigen Funktionen ./; f(q) =0 mit der Norm 
ll.fll = maxrt co,yl I/(t)1 gebildet, fur das nach bekanntem Darstellunssatz 
16, S. 1391 (bet Beachtung des Satzes von Hahn Banach) die Darstellung 
gilt 
Die Funktion x in (I 1) kann als normiert angenommcn werden, da such 
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r(q) wegen j’(q) =0 ohne Veranderung der Werte von F(,f; P,,) in (1 I )
durch cc(q - 0) ersetzt werden kann. Somit folgt aus (10)
F(w)=I’Y ,‘(t)dc4f)+ Ft./;,,  P)
0
(‘I’S WC,) (12)
Speziell fur ,f’( f) = P(f) = 0 “,l - c “L,r (n = 0, 1, 2,...) ergibt sich wegen
F(P, P)=O aus (12)
mit IF(.fi,,  P)l d IIFII  IlPll,, = 2 IlFll CJ “‘jd.
Daher ist f;< c “I~ t/x(t) = CC (c ‘/‘*I) (II --t x ), und wir erhalten a(t) = 0
(O<t<q) aus (M). Somit folgt aus (12)
SO daf!, F( f; P) und F( P, P) nach ( 13) fur alle (,f, P) E W,, dieselben Werte
haben. Wegen F(P, P) = 0 folgt daraus F(H,) = 0 fur alle 11‘~ W,,, womit (b)
bewiesen ist.
Brr~~is XI (c). Es gclte (B) fur die Folge (E.,,), und es sei ,f’stetig und h
positiv und stetig auf (0, x) mit IT(S) --) k > 0 (s + x,). Zum Beweis von (A)
x) und h als
wahlen q,,, > 0
bestimmt wird
darf ohne Beschrankung der Allgemeinheit j’(s) + 0 (,T +
monoton wachsend auf (0, ;o) angenommen werden. Wir
mit Y,!, + , < q,,, (m = I, 2 ,... ) und y,,, --f 0 (m + ‘r; ). wobei q,
mit
/ f’(.s)l <Ml/, )!4 (.s2q,).
Es darf ferner angenommen werden. daB
Jl(9I?, i I f < Mq,,, Ii’2 (m = I, 2,...).
(14)
(15)
Wir bilden sukzessiv Polynome P,,, E G (m = I, 2,...) nach (B) in folgender
Weise:
Es sei P,(s) = 0 fur alle .s. Sind nun die Polynome P,(s) (/= 1, 2 ,.._, ITI  - I )
(1~ = 2, 3,...) bereits bestimmt, so setzen wir
J,,, I = f’(q,,, I ) - “‘I ’ P,(L/,,, , 1.
i-l
(16)
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Dann ist ,f’(.~) -C;‘=, ’ P/(s) ~ d,,, , =0 fur s = qm , Wir k&men daher 
nach (R) ein Polynom Q,,, E G so wahlen, da13 gilt 
,,, I 
.f(.s)- 1 P,(s)-(I,,, , -Q,J.s) <y (,s E cqw Ym 11) (17) 
/ I 
und 
II Q,,, II q,,, < 4 (I,,, )/4. (18) 
Mit 
,,i 
P,,,(x) = Q,,,(.c) + 4, , 1 T,u(s)= c P,(s) (19) 
/= I 
erhalten wir daher aus ( 14) und (17) 
l.f‘(.c) - T,,,(.s)I < Ny,,,)/4 0~ [q,,,, q,,, -,l:tn= 1, &...I, (20) 
wobci lu,,, > q,,s ]] im Falle 112 = 1 durch [q,, ;c) zu ersetzen ist. Da 
(I,,,= /‘(cl,,,)- T,,,(q),,) nach (16) und (19) so folgt aus (20) 
IMU < N4,,,)/4 (In = 1, 2,...). (21) 
Aus (18) (19) und (21) ergibt sich 
II pm II ,,,f, < tr4y,,,) + Mq,,, I )I (nz = 2, 3,... ). (22) 
Wir setzen 
Die Reihe in (23 ) konvergiert nach ( I.5 I und (22) fur alle .S E (0. x ) wegen 
IP,,,(.~)l < llP,,,~l,,~~, , fur .~aq,,~ ,. 1st nun .YE [q ,,,, q,,, ,] (m=2, 3 ,...) oder 
.SE [q,. Y_ ) im Falle no= I. so erhalten wir nach (15). (20) (22) und (23) 
1 ’ 
y-+4 Nq,,,) 1 144,)+My, 111 
I 1t1 + I
3 
<4+; WY,,, 1 
’ 
2 w4, ,)<N4,,,)Gh(.r). 
/=,,r + I 
woraus die gewiinschte asymptotische Approximationseigenschaft folgt. 
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Es mu0 noch gezeigt werden. da13 S(J) aus (23) eine fiir .Y > 0 absolut 
konvergente Dirichletsche Reihe darstellt. 1st P,,,(s) = C:yC, u(,yJ c \A,.. so 
folgt aus ( 15 ) und (22) 
mit einer Konstanten li und somit 
Durch Umordnung und Zusammenfassung der a!,“” e ‘G aus allen P,(s) 
folgt daher nach (23), daI3 sich g(s) in eine fiir s > 0 absolut konvergente 
Dirichletsche Reihe umformen la&, womit Satz 3 in allen Teilen bewiesen 
ist. 
LlTERATlX 
I. A BtKKHoL( . A proof of Mikuslfiski theorem on bounded moments. Bull. Acd P’olon. 16 
(1968). 651 651. 
3. K. H~Km:s(.H. Fin~chlicl~unpasat~c fiir vcraligemclnertc Abel-MatrlxLerfdhren. Witl. iLlo/h. 
Scrn. G‘irwrn 122 ( 1976). I - 59. 
3. I.. I%oIX(‘Ht’\. iiber die asymptotlschc Approximation durch analytlsche Funktionen mit 
Anwendunpcn in der Thcorie der lntegraltransformationen und Limitierungsverfahren. 
Mi//. Afu/h Sem. Gw.v.\cw 74 ( 1967). I 60. 
3. L. Hoist-tn 1. Asymptollsche Approximation stetiger Punktloncn durch ganx 
Dirichlet Relhen. J. AP[JUJ.Y. T/rc~>r\. 3 (1970). 293 299. 
5. J. <i. MIKLSI~KI AW <‘. RYLL-NAKDIFWSKI. A theorem on bounded moments. .S/udrc~ 
MUlh. 13 (1953). 51 55. 
6. W. RYIIIY. “Real and Complex Analjsls.” McGraw Hill, Nca York. 1966. 
