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Resumo
O sistema de 2 part́ıculas confinadas em um poço de potencial infinito em uma di-
mensão é um sistema dinâmico muito simples. Contudo, ele apresenta uma dinâmica rica
conforme a razão das massas entre as part́ıculas. O sistema equivale a um bilhar triângulo
retângulo com uma única part́ıcula movendo-se a velocidade constante em seu interior e
refletindo-se especularmente nas paredes. As sucessivas colisões geradoras de novos valo-
res de momentos lineares das part́ıculas correspondem às reflexões e rotações por um certo
ângulo em uma circunferência unitária no plano complexo-z. Este ângulo θ é função da
razão das massas entre as part́ıculas. Se θ/π for racional, o sistema não é ergódico. Por
outro lado, em prinćıpio, o oposto deveria ser verdadeiro para θ/π irracional, para o qual
a dinâmica geraria um comportamento ergódico no espaço de velocidades. No entanto,
na literatura há vários resultados numéricos que indicam um comportamento não ergó-
dico. No presente trabalho, pela primeira vez, se estudou detalhadamente a dinâmica de
trajetórias de colisões do sistema. A partir disso, conseguimos identificar explicitamente
os mecanismos responsáveis pela lentidão na geração de novos momentos em termos de
muitas colisões no sistema. De fato, mostramos que a geração de momentos diferentes
é muito mais lenta do que pensávamos, de maneira que os resultados numéricos são in-
conclusivos. Formalmente, nossos resultados não são definitivos para se provar ou não a
existência de ergodicidade neste sistema particular. De qualquer forma, esperamos indicar
a metodologia correta necessária para se alcançar este intuito no futuro.
Palavras-chave: Duas part́ıculas, Ergodicidade, Bilhar.
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Abstract
Two point particles confined in an infinite square well in one-dimensional is a very
simple dynamical system. Nevertheless, it presents a rich dynamics depending on the ratio
between the particles masses. This system is equivalent to a rectangular triangle billiard
in which an unique particle moves freely in the inner region, bouncing specularly from
the triangle boundaries. The successive collisions generating new values for the linear
momenta of the particles can be viewed as rotations (by angle θ) and reflections along
the unitary circle in the z-complex plane. This θ angle is function of the particles masses
ratio. If θ/π is a rational number, the system cannot be ergodic. On the other hand, in
principle the opposite should hold true for such ratio being irrational, with the dynamics
generating an ergodic behavior in the velocities space. Many numerical results in the
literature point to a non-ergodic behavior instead. In the present work, for the first time
the detailed dynamics of the system collisional trajectories is studied. From them, we are
able to identify the specific mechanisms responsible for the observed very slow generation
of new momenta in terms of the many collisions taking place in the system. In fact, we
show that the generation of distinct momenta is much slower than previously thought, so
the existing numerical results are inconclusive. Formally, our results are not definitive to
prove or not the existence of ergodicity in this particular system. Nevertheless, we hope
it points to the correct methodology necessary to do so in the future.
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Ergodicidade é uma propriedade dinâmica de sistemas f́ısicos correspondendo ao acesso
em todo o Espaço de Fase energeticamente dispońıvel em um peŕıodo de tempo infinito.
Esta ideia surgiu com Ludwig Boltzmann (1844-1906) em sua busca na redução da Ter-
modinâmica aos fundamentos da Mecânica Clássica [1].
Mesmo para sistemas conservativos, a Mecânica Clássica, que é uma teoria reverśıvel
no tempo (1), determinista (2) e usualmente aplicável a sistemas simples e com poucas
part́ıculas, se contrapõe à Termodinâmica, que se ocupa geralmente com sistemas f́ısicos
com muitas part́ıculas (da ordem de 1023) e irreverśıveis.
O desafio imediato para a proposta de Boltzmann era em determinar todas as equações
de movimento e condições iniciais de posição e velocidade para cada uma das part́ıculas do
sistema termodinâmico. Rudolf Clausius (1822-1888) e James C. Maxwell (1831-1879) já
haviam contornado este problema através da Teoria Cinética dos Gases, introduzindo uma
abordagem estat́ıstica aliada as propriedades cinéticas das part́ıculas do gás em equiĺıbrio
térmico [1]. Isto possibilitou a determinação das grandezas macroscópicas, como pressão
e temperatura, em termos de valores médios de grandezas microscópicas das part́ıculas,
como velocidade e energia cinética. Assim, embora estivesse impĺıcito que cada part́ıcula
do gás se move de acordo com a Mecânica Clássica, a descrição do comportamento do gás
é puramente estat́ıstica e não mecânica. Restava ainda a questão de como explicar me-
canicamente a irreverssibilidade macroscópica diante da reversibilidade microscóspica das
part́ıculas constituintes do sistema. Em vista disso, Boltzmann aprimorou a abordagem
estat́ıstica da Teoria Cinética dos Gases de sistemas em equiĺıbrio térmico, aliando as leis
1As leis de movimento não mudam com a troca de t por −t.
2Conhecida a lei de movimento e as condições iniciais do sistema, pode-se determinar a dinâmica do
sistema f́ısico em qualquer instante do passado ou do futuro.
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da Mecânica Clássica a uma abordagem estat́ıstica, através de ensembles ou conjuntos
estat́ısticos. Os ensembles estat́ısticos de Boltzmann baseiam-se no espaço formado por
todos os estados posśıveis acesśıveis pelo sistema (Espaço de Fase), ao invés do espaço
constitúıdo por todas as part́ıculas individuais do gás na Teoria Cinética. Então, como
o sistema está em equiĺıbrio térmico, Boltzmann considerou fisicamente razoável se supor
que a média temporal de uma determinada grandeza f́ısica pudesse ser substitúıda pela
média espacial do ensemble estat́ıstico desta mesma grandeza f́ısica, coincidindo com a
grandeza macroscópica correspondente; por conseguinte, a trajetória do sistema passa por
todos os pontos do Espaço de Fase acesśıveis. Esta é a Hipótese Ergódica de Boltzmann
[1]. O ensemble estat́ıstico, denominado por Willard Gibbs (1839-1903) de ensemble mi-
crocanônico, possibilitou resolver o problema da irreverssibilidade macroscópica versus
reversibilidade microscópica pela interpretação estat́ıstica da entropia [2].
Percebemos com isto que a Mecânica Estat́ıstica Clássica ocupa-se de sistemas com um
número muito grande de part́ıculas, de maneira que a abordagem estat́ıstica é fundamental
na relação entre o grande número de graus de liberdade microscópicos com uma quan-
tidade reduzid́ıssima de grandezas macroscópicas (pressão, temperatura, volume, etc.).
Além disso, a descrição estat́ıstica via ensemble estat́ısticos não remete necessariamente
a existência de algum fator aleatório subjacente, mas à desconsideração de detalhes irre-
levantes para a descrição do sistema [3].
No final do século XIX, porém, Jules H. Poincaré (1854-1912) mostrou que o pro-
blema da Mecânica Celeste de 3 corpos interagindo gravitacionalmente entre si é insolúvel
analiticamente [4], ou seja, ao contrário do seu análogo de 2 corpos, é imposśıvel se obter
analiticamente as trajetórias de cada um dos 3 corpos conhecendo-se a lei de movimento
e as condições iniciais. Isto exemplifica que mesmo um sistema f́ısico com poucos graus
de liberdade pode ter sua solução anaĺıtica impossibilitada. Este problema, que já vi-
nha sendo estudado, entre outros, por Jouseph-Louis Lagrange (1736-1813) e Pierre S.
Laplace (1749-1827), foi abordado por Poincaré, que aplicou seu estudo qualitativo de
propriedades topológicas de soluções de equações diferenciais [5], inaugurando a Teoria
do Caos [6]. Outros exemplos de sistemas igualmente simples, que não tem solução ana-
ĺıtica geral, são o pêndulo duplo [7] e o sistema de Lorenz [8]. Sistemas f́ısicos como estes
são denominados de sistemas caóticos e caracterizam-se por apresentarem soluções das
equações de movimento completamente diferentes para condições iniciais muito próximas
(sensibilidade às condições iniciais). Vale citar que, apenas a partir de 1963, o estudo
de sistemas caóticos avançou substancialmente pelo emprego da computação cient́ıfica na
análise das soluções de modelos não-lineares de previsão climática pelo meteorologista
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Edward N. Lorenz (1917-2008). Isto permitiu estender a Teoria do Caos de Sistemas
Dinâmicos além do domı́nio f́ısico e matemático, como Economia [9], Mercado Financeiro
[10], Criptografia, Ecologia [11], Biologia e Medicina [12], Dinâmica Populacional [13],
Qúımica [14], Engenharia [15], etc.
A irregularidade dinâmica para sistemas f́ısicos simples sugere a aplicação de, ao me-
nos, alguns conceitos mecânico-estat́ısticos, como a validade da Hipótese Ergódica. George
D. Birkhoff (1884-1944) provou o Teorema Ergódico (equivalência de médias temporais
e médias sobre ensembles) [16] em 1931 a partir da ideia de medida invariante (Teoria
da Medida) sob a evolução dinâmica do sistema f́ısico [17] e John von Neumann (1903-
1957) provou a Hipótese Quase-Ergódica (equivalência, em média, de médias temporais e
médias sobre ensembles)[18] em 1932, aproximando formalmente a Mecânica Estat́ıstica
Clássica da Teoria dos Sistemas Dinâmicos. Os resultados de Birkhoff e von Neumann
é bastante representativo, porque o enunciado de Boltzmann requer que a trajetória do
sistema acesse todos os pontos do Espaço de Fase, condição esta raramente satisfeita para
a maioria dos casos analisados. Birkhoff e von Neumann, por outro lado, propuseram
condições menos restritivas que a de Boltzmann para que um sistema exiba ergodicidade,
não precisando passar nem por todos os pontos (conjuntos de medida nula) e nem pelos
mesmos pontos (acesso às vizinhanças desses pontos) do Espaço de Fase.
Outro sistema dinâmico simples que pode exibir comportamento irregular é o bilhar,
que consiste em uma região geométrica qualquer delimitada contendo uma part́ıcula se
movendo em seu interior. Para citar alguns exemplos, o bilhar é usado em investigações
teóricas de propriedades dinâmicas, como ergodicidade, caos [19] e limite clássico-quântico
[20], assim como realizações experimentais para investigar essas questões via aprisiona-
mento atômico [21], além de servir na compreensão de fenômenos de transporte, como
a retificação de condutância térmica em materiais [22], e também como a geometria de
bilhares semicondutores influenciam em sua magnetoresistência [23].
Inspirado no problema de um gás com N part́ıculas, Yakov G. Sinai (1935-) propôs
uma variante da Hipótese Ergódica de Boltzmann, afirmando que um sistema de N≥ 2
part́ıculas sobre um toro é ergódico (Hipótese de Boltzmann-Sinai) [24]. Mas, apenas em
1970, Sinai provou para o caso particular de 2 part́ıculas que o sistema é caótico e ergódico
através de um bilhar [19]. Mesmo assim, o resultado de Sinai é relevante porque mostrou
que irregularidade dinâmica emerge mesmo para sistemas com poucas part́ıculas.
Uma versão do problema geral de Sinai é o de um gás de N part́ıculas quaisquer, confi-
nadas em uma região finita unidimensional, colidindo elasticamente entre si. Para um gás
de Boltzmann nessas condições [25], a função distribuição das velocidades é maxwelliana
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e, das posições, é constante para mais de 2 part́ıculas, resultado condizente com compor-
tamento ergódico. Entretanto, isto não foi observado para 2 part́ıculas por causa de uma
persistência de colisões gerando as mesmas velocidades. Esta perda de ergodicidade foi
melhor analisada por Manabu Hasegawa, que identificou aspectos na dinâmica do sistema
causadores da quebra de ergodicidade [26]. Este caso particular tem se mostrado desa-
fiador com respeito à ergodicidade. A literatura tem abordado também este problema
alternativamente com a sua versão equivalente a um bilhar triângulo retângulo.
Giulio Casati e colaboradores observaram numericamente tanto uma aparente unifor-
midade na distribuição de pontos no espaço de velocidades e nas Seções de Poincaré [27],
quanto a proximidade dos valores das funções correlação espacial e temporal [28] para o
bilhar com um dos seus ângulos agudos múltiplo irracional de π (bilhar irracional), in-
dicando que o sistema é ergódico e possivelmente mixing ou mesclado, uma propriedade
mais forte que a ergodicidade. Ao contrário do que se esperava, por causa dos resultados
obtidos por Sinai, foi descartada a possibilidade de o sistema ser caótico [27], pois tanto
as trajetórias próximas em relação às posições iniciais, quanto aquelas em relação às velo-
cidades iniciais, apresentaram divergência linear. Argumentos anaĺıticos suportando, mas
não provando, essas conclusões foram dadas por Arthur Hobson em [29].
Este problema, e sua generalização poligonal, tem ocupado também muitos matemáti-
cos há décadas, contribuindo para o desenvolvimento da Teoria Ergódica. Alguns resulta-
dos interessantes provados são: a identificação de apenas 4 poĺıgonos racionais integráveis
(retângulo, triângulo equilátero, triângulo retângulo isósceles e triângulo retângulo com
um ângulo igual a π
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rad) [30, 31], bilhares poligonais são tipicamente ergódicos, assim
como o bilhar triângulo retângulo [32], e a existência de trajetórias periódicas em qualquer
bilhar triângulo retângulo [33–35]. Vale destacar que essa ergodicidade está associada ao
preenchimento do bilhar, identificado como Espaço de Fase, por um conjunto de traje-
tórias da part́ıcula (fluxo) e não por uma única trajetória, como é feito usualmente em
F́ısica. Seguimos aqui a praxe em F́ısica.
Apesar das evidências numéricas apontando para a ergodicidade no bilhar triângulo
retângulo, J. Wang, G. Casati e T. Prosen revisitaram recentemente esse problema [36].
Eles observaram numericamente o fenômeno de localização exponencial de órbitas em
certas porções do Espaço de Fase para bilhares triângulo retângulo associados a irracio-
nais t́ıpicos. Conjecturaram ainda que a ergodicidade ocorreria apenas quando o número
irracional for de Liouville (3), devido a precisão exponencial de seus aproximantes racio-
3Um número irracional de Liouville é todo número irracional que é muito bem aproximado por um








nais [37] e, por conseguinte, evitando o fenômeno de localização exponencial de órbitas.
Além disso, como há muito menos irracionais de Liouville que os demais irracionais, isto
justificaria a raridade de se observar numericamente a ergodicidade nesses sistemas.
Desta forma, dada a importância teórica e as aparentes contradições apresentadas na
literatura, nesta dissertação discutimos o comportamento do sistema constitúıdo por 2
part́ıculas pontuais de massas quaisquer e interagindo apenas por colisões elásticas entre
si e com as paredes que as confinam numa região limitada unidimensional. Tal sistema é
equivalente a um bilhar triângulo retângulo.
Mais especificamente, estudamos os mecanismos dinâmicos responsáveis pela geração
de novas velocidades para as part́ıculas à medida que evoluem no tempo, sofrendo as-
sim sucessivas colisões. Para este fim, realizamos simulações numéricas e desenvolvemos
uma classificação anaĺıtica das diferentes trajetórias das part́ıculas, além de investigar as
propriedades destas trajetórias. Nossos resultados aqui, apesar de aprofundar o entendi-
mento do problema, ainda não são suficientes para finalmente provar se o sistema é ou não
ergódico. Entretanto, esperamos que nossa análise contribua para se resolver futuramente
esse dissenso. Do ponto de vista fundamental, isto é importante porque, se o sistema for
ergódico para parâmetros apropriados, isto significaria que sistemas tão simples, com duas
part́ıculas em uma região unidimensional, já poderiam apresentar caracteŕısticas relevan-
tes que permitam descrições mecânico-estat́ısticas corretas, mostrando assim o grande
alcance da Mecânica Estat́ıstica.
A dissertação está dividida na seguinte forma: no Caṕıtulo 2 abordamos de forma
construtiva os conceitos básicos de Mecânica Anaĺıtica, como equação de movimento,
transformações canônicas e integrabilidade. Em seguida, definimos sistemas dinâmicos,
discutindo os métodos de análise (discretização de um sistema dinâmico cont́ınuo) e a
diferença entre movimento regular e caótico. Na seção seguinte, distinguimos ergodicidade
e mesclagem e tratamos de alguns exemplos simples, mas importantes conceitualmente
(oscilador harmônico, mapa de rotação, etc.). Finalmente, apresentamos as definições
existentes a respeito de bilhares e suas caracteŕısticas dinâmicas. No Caṕıtulo 3 discutimos
sobre o bilhar triângulo retângulo e a sua relação com o sistema de 2 part́ıculas colidindo
elasticamente em uma região finita unidimensional. Apresentamos também resultados
numéricos importantes sobre os tipos básicos de trajetórias ou configurações de movimento
das part́ıculas (paralela ou antiparalela), o Espaço de Estado (velocidades normalizadas),
o Espaço de Fase e Seções de Poincaré. No Caṕıtulo 4 detalhamos analiticamente como
é a geração de velocidades e como isto contribui para a sua lentidão ou a sua frustração
(quebra da ergodicidade).
Capı́tulo 2
Aspectos Gerais sobre Dinâmica em
Mecânica Clássica
2.1 Um Panorama sobre os Formalismos Anaĺıticos
da Mecânica Clássica
A Mecânica Clássica fundamenta-se no paradigma determinista, o qual estabelece,
para um sistema qualquer, a determinação completa de sua trajetória no tempo, uma vez
determinadas todas as forças, posições e velocidades dos seus constituintes em um ins-
tante inicial. Isto é expresso pela 2a Lei de Newton, uma equação diferencial relacionando
a variação temporal da quantidade de movimento linear (momento linear) com a força
resultante sobre o sistema. Para o caso particular de uma única part́ıcula de massa cons-
tante m, movendo-se no espaço euclidiano tridimensional e sujeita a uma força resultante
F(r(t), ṙ(t), t), temos
mr̈(t) = F(r(t), ṙ(t), t), (2.1)
em que r(t), ṙ(t) e r̈(t) são a posição, a velocidade e a aceleração no instante t. A trajetória
da part́ıcula r(t) é determinada resolvendo-se a Eq. (2.1) a partir de r(0), ṙ(0) conhecidos.
No entanto, o formalismo newtoniano apresenta dificuldades de aplicação em sistemas
f́ısicos não triviais. Nem sempre é posśıvel determinar todas as forças atuantes para a
resolução do problema, como as forças de v́ınculo que restrigem o movimento dos cons-
tituintes do sistema, ou as forças atuantes em um sistema microscópico. Em vista disso,
Lagrange desenvolveu um formalismo equivalente ao newtoniano, mas independente do
conceito de força. A descrição do sistema no formalismo de Lagrange baseia-se na dife-
15
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rença entre a energia cinética e a potencial, denominada de lagrangiana, uma quantidade
escalar que depende das coordenadas e velocidades generalizadas dos constituintes do sis-
tema. O termo “generalizado” deve-se a não restrição dessas coordenadas àquelas de um
sistema de coordenadas ortogonais. Isto permite a invariância da lagrangiana em rela-
ção às transformações de coordenadas. Além de se ocupar de propriedades associadas
ao corpo, opondo-se às propriedades atuantes em um corpo, como no formalismo newto-
niano, formalismos fundamentados em energia possibilitaram a extensão da abordagem
mecânica a casos que carecem de definição satisfatória de força, como em Ótica, Mecânica
Quântica e Teoria de Campos.
O formalismo de Lagrange da mecânica, a Mecânica Lagrangiana, parte do Prinćıpio
de Hamilton de Mı́nima Ação [38]:
“De todos os caminhos posśıveis nos quais um sistema dinâmico pode se mover de
um ponto ao outro em um determinado intervalo de tempo, o caminho real seguido será
aquele que minimiza a integral de tempo da lagrangiana (ação)”.
Considere um sistema com n part́ıculas no espaço tridimendional. As coordena-
das cartesianas em função de coordenadas ou posições generalizadas é dada por xjk =
xjk(qi, t), com j = 1, .., n, k = 1, 2, 3 e i = 1, ..., f ; aqui, f = 3n − m é o número
de coordenadas generalizadas independentes (graus de liberdade) e m é o número de
equações de v́ınculo descrevendo as restrições sobre algumas das 3n coordenadas e, por
conseguinte, restringindo o movimento do sistema. Assim sendo, para a lagrangiana
L(q1(t), ..., qf (t), q̇1(t), ..., q̇f (t), t) ≡ L(q, q̇, t), com as posições qi e velocidades generaliza-




L(q, q̇, t)dt. (2.2)







− ∂L(q, q̇, t)
∂q
= 0, (2.3)
em que qi = qi(xjk, t). Os posśıveis movimentos do sistema são representados no Espaço de
Configuração Cf , que é o conjunto de todas as f coordenadas generalizadas qi. Cada um
desses pontos representa uma famı́lia de curvas ou condições iniciais do sistema. O Espaço
de Configuração é mais interessante quando há v́ınculos, porque assim estará exibido em
C
f apenas os posśıveis movimentos do sistema. A equação de Lagrange fornece a lei de
movimento para o sistema, como acontece para a 2a Lei de Newton. Ela é uma equação
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diferencial de segunda ordem em qi. Para um sistema de f graus de liberdade, portanto,
será necessário resolver f equações de Euler-Lagrange com as m equações de v́ınculo,
assim solucionando o problema conforme o paradigma determinista.
A lagrangiana anteriormente definida é bastante geral. No entanto, muitos problemas
simples, mas úteis para se compreender aspectos f́ısicos mais relevantes de sistemas mais
complicados, são mais restritivos quanto às coordenadas qi = qi(xjk, t). Normalmente,
essas coordenadas independem do tempo, significando a ausência de movimento relativo
entre o sistema de coordenadas referente a xjk e qi. Isto implica na dependência apenas
das velocidades generalizadas q̇i pela energia cinética. Outra restrição comum é a depen-
dência exclusiva das coordenadas qi pela energia potencial, ou seja, restringem-se às forças
conservativas. Exemplos disso são a part́ıcula livre, o oscilador harmônico simples e o mo-












Calculando-se a variação da lagrangiana com a velocidade generalizada para a i−ésima
coordenada, obtemos o momento linear,
∂Li(qi, q̇i)
∂q̇i
= miq̇i ≡ pi, (2.5)
denominado de momento canônico generalizado associado à posição generalizada qi.
Note que a lagrangiana da Eq. (2.4) independe do tempo, evidenciando que é uma






























piq̇i = −H(q, p), (2.6)
fornecendo uma outra quantidade conservada. Lembrando das restrições feitas às energias
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obtemos, enfim, a hamiltoniana
H(q, p) = K(q̇) + U(q), (2.7)
equivalendo à conservação da energia total do sistema. Se diferenciarmos a hamiltoniana
H(q, p) e a Eq. (2.7) e igualarmos os mesmos termos em dqi e dpi, obtemos as equações




, ṗ = −∂H(q, p)
∂q
, (2.8)
as equações básicas do formalismo hamiltoniano da Mecânica.
O formalismo hamiltoniano tem a vantagem adicional ao lagrangiano por se basear
em 2 equações diferenciais de primeira ordem. O momento canônico generalizado é inde-
pendente da posição generalizada. Assim, o conjunto de todos os pontos ou fases (q, p)
constituem um espaço vetorial 2f -dimensional denominado de Espaço de Fase P2f e a
hamiltoniana, assim como a lagrangiana, é um funcional (uma transformação que associa
vetores a escalares). Por causa da presença do momento generalizado, o Espaço de Fase
permite estudar explicitamente as trajetórias dinâmicas do sistema, o que não acontece
para o Espaço de Configuração Cf .
Uma propriedade importante do Espaço de Fase P2f é a conservação do volume de
seus pontos no decorrer do tempo. Para se verificar isto, interpretemos o conjunto de
pontos (q, p) como um fluido de volume V delimitada por uma superf́ıcie S [40] (Fig.
2.1). O movimento desse fluido é descrito por um campo vetorial v. Então, a variação


















, a aplicação das Equações de Hamilton, conduz à∇·v = 0;






Figura 2.1: Ilustração do Teorema de Liouville: um fluxo no Espaço de Fase em um
volume V delimitada por uma superf́ıcie S.
2.2 Integrabilidade
Em prinćıpio, para um sistema com f graus de liberdade, há 2f equações de Ha-
milton para se resolver. Mas, para um sistema autônomo, a hamiltoniana independe do
tempo, equivalendo-se à energia total do sistema, H(q, p) = E. Isto define uma superf́ıcie
1-dimensional no Espaço de Fase. Então, restam a resolução das outras 2f − 1 equações
de movimento. Havendo outras quantidades conservadas, reduz-se gradativamente o nú-
mero de equações diferenciais a serem resolvidas e aumenta-se a dimensão da superf́ıcie
limitadora das trajetórias. O caso mais simples ocorre quando há f quantidades conser-
vadas (constantes de movimento ou integrais isoladas) Ci(q, p), pois assim a trajetória do
sistema, limitada agora por uma superf́ıcie f -dimensional em P2f , fica completamente de-
terminada. Além disso, se essas constantes de movimento forem tais que ∇Ci(q, p) sejam
linearmente independentes e seu Parênteses de Poisson [Ci(q, p), Cj(q, p)] = 0, em que














o sistema é dito um sistema integrável de Liouville.
Sistemas integráveis permitem uma mudança de coordenadas que trivializa o ha-
miltoniano, expressando-o apenas em termos das constantes de movimento, resolvendo-
se imediatamente o problema. Para que isto seja posśıvel, a transformação de coor-
denadas deve preservar as equações de movimento de Hamilton. Tais transformações
denominam-se transformações canônicas. Assim sendo, para qualquer (q, p) ∈ P2f e(
Q(q, p), P (q, p)
)
≡ (Q,P ) ∈ P2f , impomos a independência da langrangiana em relação
à posição Q, implicando que o momento P é uma constante de movimento, conforme as
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sendo K(P ) a nova hamiltoniana. Resolvendo-se as Eqs. (2.9a) e (2.9b), obtemos




e Ii constante. Consequentemente, K(P ) = ωP , coincidindo com a
H(q, p), pois o sistema é autônomo.
Pelo teorema de Liouville, a área da superf́ıcie definida pelos dois conjuntos de variá-








Como o sistema é integrável, pares diferentes de (qi, pi) são independentes entre si. Charles-
Eugène Delaunay (1816-1872), um astrônomo francês [41], percebeu que sistemas separá-
veis apresentam uma periodicidade intŕınseca, seja por causa da hamiltoniana H(q, p) ser
quadrática em pi, limitando os valores de qi em um intervalo finito (libração), seja por pi
ser função periódica de qi (rotação) [39]. Ambos os casos mostram que o plano definido
pelos valores de (qi, pi) é limitado. Então, o mesmo vale para (Qi, Pi); por isso, assuma-
mos que Qi é periódica com peŕıodo 2π. Então, sendo Pi = Ii constante e assumindo que
pi = pi(q), de modo que pi =
∫






Como Qi é periódica, a definimos como uma variável de ângulo φ. Portanto, as variáveis
de ação e ângulo nos dão a transformação canônica entre (q, p) e (Q,P ) ≡ (φ, I). A
solução re-escrita fica
Ii = ci, φi = φi0 + ωit, (2.11)
com ci uma constante, φi ∈ [0, 2π]. Esta solução é interessante porque Ii e φi representam,
para cada i, o raio e a trajetória sobre uma circunferência S1, respectivamente. Conside-
rando todas as variáveis ângulo, temos o produto cartesiano de f circunferências S1, que
define topologicamente um toro f -dimensional, Tf = S1 × ...× S1. A Fig. 2.2 ilustra um











Figura 2.2: Relação entre variáveis de ação-ângulo e o toro invariante T2: como as va-
riáveis ângulo são periódicas, no gráfico φ1 − φ2, a parte da trajetória que está fora do
intervalo [0, 2π] (segmento pontilhado), é reposicionado nesse intervalo. Isto corresponde
à trajetória periódica no toro.
As trajetórias de um sistema integrável confinam-se topologicamente em um toro. A
variável ação Ii localiza o toro onde se encontra o sistema, enquanto as variáveis ângulo
determinam as respectivas coordenadas. Para cada condição inicial, a trajetória restringe-
se ao movimento periódico de frequência ωi em um desses toros e, por isso, são qualificados
como toros invariantes.
Para o caso de dimensão maior que 1, duas situações podem acontecer: a primeira é o
toro Tf densamente preenchido quando as frequências ωi são racionalmente independentes.
Isto ocorre porque, após um tempo longo o suficiente, a trajetória retorna arbitrariamente
próxima do ponto de partida no toro. Isto caracteriza o movimento quase-periódico. A se-
gunda situação refere-se à formação de toros ressonantes, ocorrendo quando as frequências
ωi são racionalmente dependentes.
Sistemas integráveis servem de referência para se entender sistemas f́ısicos mais com-
plicados não-integráveis, por exemplo, via teoria pertubativa. Isto significa que, para
certas condições, um sistema não-integrável possa ser tratado como um sistema integrável
acrescentado de algum parâmetro de valor relativamente pequeno com relação a magnitude
das grandezas básicas do sistema. Analisa-se, então, o comportamento dos toros invari-
antes em função desse parâmetro pertubativo. O Teorema KAM responde parcialmente
essa questão afirmando que, diante de uma pertubação despreźıvel, toros ressonantes são
destrúıdos, enquanto que as órbitas quase-periódicas, cuja razão de frequências ωi é mal
aproximada por números racionais, persistem no toro [42, 43].
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2.3 Sistemas Dinâmicos
Sistema dinâmico é um sistema de equações que determinam o estado do sistema no
tempo. Essa dependência temporal pode ser:











Discreta: o sistema dinâmico é um sistema de N equações de diferença finita ou
mapas
xn+1 = f(xn), com xn = (x
(1)
n , ..., x
(N)
n ), n = 0, 1, 2, ... (2.13)
As Eqs. (2.12) e (2.13) são equações matriciais com termos dependentes entre si ou
acoplados. Este acoplamento decorre da definição das derivadas e termos não-lineares
como novas variáveis, obtendo-se um sistema de equações, diferenciais ou de diferença
finita, de primeria ordem. Note também que essas equações independem do tempo e, caso
a equação original tenha uma dependência expĺıcita no tempo, considera-a como variável
extra, para se ter um sistema dinâmico autônomo. Quando essas equações são lineares,
usa-se os recursos dispońıveis pela Álgebra Linear na investigação das soluções. Mas,
se forem não-lineares, utiliza-se, por exemplo, a linearização de soluções. A linearização
consiste na aproximação linear das soluções por expansão em série de potências em relação




= 0 e f(x
(∗)
n ) = x
(∗)
n
[6]. Esta abordagem, remontando ao trabalho de Poincaré no fim do século XIX, é uma
abordagem anaĺıtica simples que nos fornece informações importantes da solução, sem se
conhecer a solução exata que, por muitas vezes, sequer é viável.
As soluções das Eqs. (2.12) e (2.13) são transformações x : R → RN e x : N → RN
denominadas de trajetória ou órbita associada ao campo vetorial F, f : RN → RN do
sistema em um determinado espaço, como o Espaço de Fase na mecânica hamiltoniana, que
nos dá uma visão geral das propiedades dinâmicas do sistema. É praxe, então, se investigar
o quanto duas trajetórias muito próximas se separam no tempo. Isto informar-nos-á sobre
a previsibilidade do sistema para tempo suficientemente longo. Para um sistema linear,
no sentido usual da Álgebra Linear, a previsibilidade assintótica é garantida. Porém, não
necessariamente para um sistema não-linear. Neste caso, as trajetórias podem divergir
não-linearmente, por exemplo, uma divergência polinomial ou exponencial. Para uma
divergência exponencial, a previsibilidade assintótica é inviável. Quando isto acontece,
o sistema exibe uma dinâmica caótica. Não se deve confundir imprevisibilidade com
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aleatoriedade, pois esta não advém de um sistema determińıstico de equações como aquela,
ou seja, sistemas dinâmicos caóticos mantêm ainda a relação de causa-efeito.
Esta divergência entre trajetórias vizinhas é quantificada pelo expoente de Lyapunov:
tomando 2 condições iniciais x(0) e y(0) tal que |x(0)−y(0)| = r(0), com r(0) arbitraria-
mente pequeno, se elas divergirem exponencialmente quando aplicadas à Eq. (2.12) após












ou seja, Λ > 0 para divergência exponencial de trajetórias; a isto que entendemos como
sensibilidade às condições iniciais. Para Λ < 0, temos uma convergência das trajetórias,
correspondendo à dinâmica periódica ou quase-periódica. O caso Λ = 0 é indecid́ıvel.
Na maioria dos sistemas dinâmicos, o cálculo dos expoentes de Lyapunov é realizado
numericamente e, por ser a tempo finito, determina-se o seu valor médio a partir de
uma grande quantidade de condições iniciais, valor este que se aproxima muito bem do
assintótico. Tem-se qualitativamente o mesmo para sistemas dinâmicos discretos [6].
Sistemas dinâmicos discretos são mais simples que os cont́ınuos, bastando se especifi-
car a condição inicial x0 e aplicar recursivamente a regra dada pela Eq. (2.13). Em vista
disso, Poincaré desenvolveu um método de discretização de sistemas dinâmicos cont́ınuos,
denominado de Seção de Poincaré (SP) ou Mapa de Retorno [6], transformando um sis-
tema dinâmico cont́ınuo N-dimensional em um sistema discreto (N-1)-dimensional. Ele é
constrúıdo da seguinte maneira: dada uma trajetória x(t) e um plano SP transversalmente
posicionado a x(t), ela o intersecionará de acordo com uma condição arbitrariamente es-





Figura 2.3: Ilustração da Seção de Poincaré (SP): a intersecção da trajetória x(t) origina
uma sequência de pontos Xk no plano transversal à trajetória.
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, sendo P uma transformação
invert́ıvel que associa cada Xk ao seu subsequente. Ao longo do tempo, no plano SP ha-
verá um conjunto de pontos representante da dinâmica do sistema. A escolha da condição
deve ser o mais conveniente para o objetivo da análise da dinâmica. Outra possibilidade
de condição é a intersecção da trajetória sempre que se passar por um ponto de equiĺıbrio;
assim, pode-se entender como são as trajetórias vizinhas a esse ponto. No entanto, as
Seções de Poincaré apresentam duas dificuldades que restringem a sua aplicabilidade em
situações gerais. Uma delas se refere à impossibilidade de se conhecer explicitamente a
transformação invert́ıvel P, tanto anaĺıtica, quanto numérica. O que se faz na maioria dos
casos é a geração numérica da representação gráfica da Seção de Poincaré para um estudo
qualitativo, mas sem ser posśıvel explicitar P. A outra dificuldade está na visualização
da Seção de Poincaré. Em prinćıpio, podeŕıamos gerar matematicamente uma Seção de
Poincaré em qualquer dimensão, mas a sua visualização máxima é no espaço tridimen-
sional. Um exemplo de mapa de Poincaré é o Mapa de Hénon [44], uma discretização
bidimensional do sistema de Lorenz, um sistema de equações diferenciais tridimensional
[6]. Exemplos de uso de Seções de Poincaré tridimensionais são encontrados em fenô-
menos de transporte de fluidos [45] e em controle experimental de caos em máquinas de
plasma [46]. É posśıvel também discretizar um sistema dinâmico N-dimensional de ma-
neira que a Seção de Poincaré seja, no máximo, tridimensional. Para que isto aconteça
basta existir N−3 constantes de movimento. Um exemplo disso é o sistema hamiltoniano
de duas part́ıculas quaisquer interagentres entre si; o sistema dinâmico tem dimensão 4
pois, como há 2 graus de liberdade, o Espaço de Fase é quadridimensional. No entanto, a
energia total é uma constante de movimento, permitindo expressar um dos momentos em
função da energia, do momento da outra part́ıcula e da energia potencial, reduzindo-se
o espaço dispońıvel a um subespaço tridimensional do Espaço de Fase. Resta-nos definir
uma das variáveis que seja conveniente, como a fixação da posição da part́ıcula associada
a velocidade escolhida anteriormente, para obtermos uma Seção de Poincaré, nesse caso,
bidimensional.
A Seção de Poincaré não é a única forma de discretização de sistemas dinâmicos
cont́ınuos. Há outras técnicas:
Mapa T ou Mapa Estroboscópico [43]: é definido pela discretização tempo-





, com M uma transformação invert́ıvel. Esta discretização é usada, por
exemplo, na Equação de Duffing, que descreve um sistema massa-mola com constante
elástica dependente da posição e sujeita a uma força externa periódica [6];
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Mapeamento de colisões: para um sistema de part́ıculas confinadas colidindo elas-
ticamente entre si, este mapeamento consiste no registro da posição e momento de uma
part́ıcula previamente escolhida quando ela colidir com a parede ou com outra part́ıcula.
O conjunto de pontos de posição e momento constituirá o seu Espaço de Fase. Em parti-
cular, para o nosso caso de 2 part́ıculas confinadas em um intervalo finito unidimensional,
escolhemos a part́ıcula 1 para registrar os pontos (x1, p1) em suas colisões com a parede
e com a part́ıcula 2. Este mapeamento está diretamente associado ao algoritmo usado
nos experimentos numéricos do nosso sistema f́ısico e, por isso, é um dos métodos princi-
pais usados na dissertação. A descrição do algoritmo e os resultados numéricos estão no
Caṕıtulo 3.
2.4 Ergodicidade
O conceito de ergodicidade surgiu no desenvolvimento da Mecânica Estat́ıstica por
Boltzmann, Maxwell e Gibbs na tentativa de embasar mecanicamente a Termodinâmica,
explicando-se a emergência de propriedades macroscópicas irreversśıveis a partir de propri-
edades microscópicas reverśıveis dos constituintes do sistema termodinâmico. O sucesso
dessa proposta é facilitado se o sistema termodinâmico for fechado e estiver em um estado
de equiĺıbrio termodinâmico, no qual não há quaisquer variações macroscópicas percep-
t́ıveis de suas propriedades. Para um sistema hamiltoniano, a trajetória no Espaço de
Fase é dada pelas fases (q, p). Para se medir uma grandeza macroscóspica G qualquer,
realiza-se repetidamente várias medidas no decorrer do tempo por um peŕıodo de tempo T
e, por fim, considera-se o seu valor médio < G > (1). Quanto maior o número de medidas
realizadas, maior será o peŕıodo de tempo, aproximando-se o valor médio do valor real da
grandeza G,















é o valor da grandeza G no instante t. Então, < G > independe
do tempo. Agora, considerando que todos os valores posśıveis de G formem um conjunto
estat́ıstico (ensemble) no Espaço de Fase com uma densidade ̺(q, p), o valor médio 〈G〉






1Não usamos a notação tradicional de média temporal, G, porque a usamos para denotar conjugação
complexa.
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Como supôs Boltzmann, estando o sistema termodinâmico em equiĺıbrio, as 2 médias
da grandeza G devem coincidir, porque a média temporal assintótica considera todos os
valores de medidas posśıveis. Esta é a Hipótese Ergódica de Boltzmann, um artif́ıcio
eficiente para se medir qualquer grandeza f́ısica, sem a submissão ao limite do tempo.
Uma maneira intuitiva que ilustra a Hipótese Ergódica é a seguinte: suponha que se
deseja saber quantas caras são obtidas lançando-se uma moeda 1000 vezes. Assumindo-
se verdadeira a Hipótese Ergódica, o resultado será aproximadamente o mesmo se, ao
invés, lançarmos 1000 moedas idênticas de uma só vez. Consegue-se a igualdade entre os
resultados à medida que se aumenta o número de lançamentos e de moedas.
Como consequência da Hipótese Ergódica, o tempo ∆t que o sistema permanece em










Na perspectiva de Boltzmann, se a trajetória do sistema passar um número igual de
vezes em cada ponto do Espaço de Fase energeticamente dispońıvel, dado pela densidade
̺(q, p), temos < G > = 〈G〉. Note a validade da Hipótese Ergódica mesmo se a trajetória
passar uma vez só em cada ponto do Espaço de Fase acesśıvel. Um exemplo disto é o
Oscilador Harmônico Simples Unidimensional: sendo a energia total E a única constante
de movimento, isto define uma superf́ıcie de energia unidimensional em um Espaço de Fase
bidimensional; então, em cada peŕıodo de oscilação, a trajetória passa uma vez em todos os
pontos da superf́ıcie de energia [47–50] (veja os detalhes no Apêndice A). Assim, temos
um sistema integrável e ergódico. Outros sistemas unidimensionais semelhantes, como a
Part́ıcula em uma Caixa Unidimensional, são ditos sistemas trivialmente ergódicos.
No entanto, a Hipótese Ergódica não se verifica, em geral, para sistemas f́ısicos mul-
tidimensionais [48], pois a trajetória não passará por todos os pontos do Espaço de Fase
acesśıvel, seja por causa da unicidade das soluções das equações de Hamilton, seja porque
o mapeamento de um intervalo de tempo unidimensional em um elemento de superf́ıcie
N-dimensional não é uńıvoca. O Oscilador Harmônico Simples Bidimensional (Apêndice
A) é um caso clássico na literatura de um sistema que não é ergódico quando a relação
entre as frequências de cada grau de liberdade for racional, e ergódico quando essa relação
for irracional [51]. Para esses casos, usa-se uma versão mais fraca da Hipótese Ergódica, a
Hipótese Quase-Ergódica, a qual estabelece que basta a trajetória passar suficientemente
próxima de qualquer ponto do Espaço de Fase para que < G > = 〈G〉.
G. Birkhoff e J. von Neumann nos anos 1930 apresentaram dois teoremas que provam
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as hipóteses ergódica e quase-ergódica [16, 18], partindo-se da ideia de medida invariante
em relação a uma dinâmica dada por um fluxo ϕtx, que é uma famı́lia de trajetórias x
em um instante de tempo t [52, 53]. Para enunciarmos esses teoremas, antes precisamos
definir alguns conceitos preliminares. Medida é uma abstração matemática a respeito do
tamanho de um conjunto. Em particular, a medida de Lebesgue generaliza a noção de
comprimento, área, volume, densidade e probabilidade. Assim, a medida de Lebesgue µ
de um intervalo [a, b] ⊂ R é simplesmente o seu comprimento, µ([a, b]) = b − a. Outra
noção importante é o de conjunto de medida nula: um conjunto C tem medida nula
quando µ(C) = 0. Então, no intervalo [a, b] ⊂ R, o conjunto de números racionais tem
medida nula, pois é um conjunto de “tamanho” despreźıvel quando comparado com o
conjunto de números irracionais nesse intervalo, que é igual ao seu comprimento. Outra
interpretação muito usada para a medida é a probabiĺıstica: para um conjunto qualquer
C, se definirmos µ(C) = 1, temos uma medida de probabilidade; então, para um conjunto
B ⊂ C, a medida µ(B) é a probabilidade de ocorrência do evento relativo a B.
Considere x ∈ P e o fluxo ϕt : P → P correspondendo à solução de um sistema
dinâmico tal que ϕtx ≡ x(t); então, uma medida é invariante em relação a uma dinâmica




= µ(A) (2), para qualquer t ∈ R e x(t) ∈ A ⊂ P.
Assumindo, por conveniência, que µ(P) = 1, podemos definir medida ergódica:
Medida ergódica é uma medida invariante em relação a uma dinâmica ϕt tal que
µ(A) = 0 ou µ(A) = 1, contanto que ϕt(A) = A, para todo ∅ 6= A ⊂ P.
A medida invariante corresponde à descrição mecânico-estat́ıstica ao estado de equi-
ĺıbrio macroscópico e à preservação do volume do Espaço de Fase, condição assumida
inicialmente para o elo micro-macro. Agora, a medida nula corresponde a eventos de
probabilidade despreźıvel e, portanto, a eventos at́ıpicos do sistema. Assim, um sistema
dinâmico exibe ergodicidade se a única medida é a total µ(A) = 1; isto é, um sistema é
ergódico se o Espaço de Fase for indecompońıvel em relação ao fluxo ϕt e a medida µ.
É esta a ideia de o Espaço de Fase não ter mais de um conjunto de medida invariante
não-trivial que se deduz a Hipótese Ergódica:
Teorema Ergódico Pontual de Birkhoff: Seja µ um medida invariante para o
fluxo ϕt e x ∈ P. Se f : P→ R for integrável, então:
(a) Para quase toda medida µ, existe uma < f > integrável tal que







2Na literatura matemática usa-se, ao invés, ϕ−t(A) na definição de medida invariante para informar
que ϕt(A) é invert́ıvel.
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(b) Para quase toda medida µ, < f > é uma constante em relação à dinâmica,
< f(ϕtx) > = < f(x) >;
(c) As médias temporal e espacial são,
∫
P




O Teorema Pontual de Birkhoff conduz à igualdade entre as médias temporal e espa-
cial na perspectiva de Boltzmann, exceto para subconjuntos do Espaço de Fase de medida
nula (“quase para toda medida µ”). De fato, a condição da medida ser invariante garante
a determinação da média temporal de qualquer quantidade f́ısica f(x) (a), a sua indepen-
dência em relação à (b) e a preservação do volume total do Espaço de Fase (c); logo, se
< f(x) > for uma função constante em relação à medida, segue-se a igualdade entre a
média temporal e espacial







dµ(x) = µ(P). Portanto, o fluxo ϕt e a medida µ são ergódicos. Então,
comparando com a Eq. (2.15), identificamos a medida com a densidade e elemento de
volume do Espaço de Fase, dµ(x) ≡ ̺(q, p)dqdp.
O Teorema de von Neumann prova a Hipótese Quase-Ergódica:
Teorema Ergódico Médio de von Neumann: Seja f : P → R uma função quadrado
integrável |f |2, µ uma medida invariante para o fluxo ϕt e x ∈ P. Então, existe uma














Os teoremas acima valem igualmente para sistemas discretos, bastando-se substituir a
média temporal cont́ınua pela discreta,







Ao contrário do Teorema de Birkhoff, o enunciado de von Neumann não impõe a
existência da média temporal para quase todos os pontos do Espaço de Fase, mas à sua
existência assintoticamente. Isto significa que, para um sistema ser ergódico, basta que
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exista a igualdade média temporal-média espacial para trajetórias passando arbitraria-
mente próximas de qualquer ponto do Espaço de Fase. Como consequência de condições
menos restritivas, inclui-se como sistemas ergódicos aqueles com mais de 1 grau de liber-
dade.
Os resultados rigorosos desses teoremas oferecem, em prinćıpio, uma forma de se
investigar ergodicidade em um sistema sem recorrer diretamente às médias temporal e es-
pacial, bastando reconhecer a medida invariante apropriada. Aliás, essa abordagem deixa
clara que a caracterização de ergodicidade só faz sentido especificando-se uma dinâmica
e uma medida invariante. Do ponto de vista f́ısico, isto significa que um sistema é
ergódico em relação a uma superf́ıcie definida por uma constante de movimento, podendo
ser não-ergódico em uma outra superf́ıcie de energia do Espaço de Fase [54].
Há outras propriedades dinâmicas mais fortes que a ergodicidade [43, 47], como o
mixing (3), mistura ou mesclagem, caracterizado qualitativamente pela uniformização de
pontos no Espaço de Fase e por não apresentar divergência exponencial de trajetórias
próximas, como ocorre para sistemas usualmente caóticos; portanto, mesclagem é uma
propriedade mais fraca que caos. Deve-se destacar que um sistema dinâmico pode apre-
sentar mais de uma propriedade dinâmica. Em nosso caso espećıfico, um sistema caótico
é também mesclado e ergódico, mas não reciprocamente [43].
Apelamos para a ideia de medida como generalização de volume e a um exemplo
intuitivo para se definir mesclagem [55]: considere um copo de vidro contendo um volume
µ(A) de água na qual acrescentamos um volume µ(B) de tinta preta; então, a concentração
de tinta no copo pode ser estimado por µ(B)/µ(C), em que µ(C) = µ(A)+µ(B) é o volume
total ocupado pela água e a tinta no copo. Para se ter uma mistura homogênea de água e
tinta, devemos agitá-la por um tempo n. Definindo ϕnB como a região ocupada pela tinta
após ser agitada por um tempo n e R uma região qualquer da mistura, a concentração
µ(B)/µ(C) é homogênea desde que ela seja tanto em relação ao volume total, quanto ao









Para um volume total unitário, µ(C) = 1, temos a definição formal de mesclagem
lim
n→∞
µ(ϕnB ∩R) = µ(B)µ(R). (2.18)
3Na literatura [54] há uma subclassificação de mixing em mixing fraco, assemelhando-se mais a ergo-
dicidade, e mixing forte. Em vista de nossos propósitos, não fazemos aqui esta distinção.
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Esta definição mostra que as medidas dos conjuntos B e R tendem a ser independentes com
o passar do tempo, condizendo com a intuição de mistura homogênea perfeita. Partindo-








µ(ϕkB ∩R) = µ(B)µ(R). (2.19)
A principal diferença da ergodicidade com a mesclagem é a independência entre as medi-
das dos conjuntos ser um resultado médio. Essas definições conduzem à interpretação em
termos de imprevisibilidade dinâmica, segundo a proposta de Joseph Berkovitz [54] para
caracterizar precisamente a hierarquia de aleatoriedade ou ergodicidade de sistemas dinâ-
micos [43, 47]. Uma das noções subjacentes a essa imprevisibilidade refere-se à correlação
probabiĺıstica C(B,A) entre dois conjuntos mensuráveis A e B quaisquer, definidas por
C(B,A) = µ(A ∩ B)− µ(A)µ(B), (2.20)
sendo C(B,A) = 0 para A e B descorrelacionados. Então, comparando as Eqs. (2.20) e
(2.19), conclúımos que sistemas ergódicos são aqueles onde os estados dinâmicos mantém-
se correlacionados por todo o tempo, pois a descorrelação é uma quantidade média, de
modo a não haver efetivamente um decaimento de correlação; portanto, em sistemas er-
gódicos a relação causa-efeito é permanente e a imprevisibilidade é nula; isso explica
porque um sistema integrável pode ser ergódico, como acontece para sistemas hamiltoni-
anos unidimensionais. Na comparação das Eqs. (2.20) e (2.18), vemos que em sistemas
mesclados ocorre efetivamente um decaimento de correlação entre dois estados dinâmicos
no decorrer do tempo, de modo que a relação causa-efeito se exauri e a imprevisibilidade
ocorre assintoticamente no tempo. Em sistemas caóticos, o decaimento de correlação entre
estados dinâmicos tende a ocorrer para um tempo finito e, por conseguinte, um determi-
nado estado dinâmico tende a ser independente a algum outro estado em um instante de
tempo anterior. A situação extrema acontece para sistemas de Bernoulli, no qual estados
adjacentes são independentes entre si em qualquer instante [54].
O decaimento de correlação reflete-se na condição de equiĺıbrio de um sistema. Para
um sistema fora de equiĺıbrio, se ele for ergódico, jamais ele alcançará um estado de equi-
ĺıbrio, por causa da manutenção da correlação de seus estados dinâmicos. O oscilador
harmônico simples é exemplo disso [57]: a evolução de qualquer distribuição de probabi-
lidade a ele associado e que não seja constante, não convergirá para nenhum estado de
equiĺıbrio. Logo, ergodicidade é insuficiente para um sistema fora do equiĺıbrio convergir
ao equiĺıbrio. Porém, devido ao decaimento de correlação, a mesclagem é suficiente para
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o sistema inicialmente fora de equiĺıbrio convergir a um estado de equiĺıbrio. Em [58],
estima-se o tempo de relaxação da distribuição de probabilidade.
2.5 Bilhares
Bilhar é um sistema dinâmico consistindo de uma região geométrica plana contendo
uma part́ıcula em movimento livre, intercalado por reflexões especulares quando ela atinge
a fronteira geométrica. Essa definição abrange diversos casos comumente encontrados na
literatura, como os bilhares de Bunimovich, de Sinai, poligonais, etc. Porém, há diversos
sistemas dinâmicos considerados como um bilhar que não satisfazem a definição anterior.
Para citar alguns, temos:
bilhares externos ou duais [59]: a part́ıcula é externa à região geométrica;
bilhares generalizados [60]: bilhares com regiões geométricas multidimensionais ou com
lei de reflexão generalizada (reflexão não especular da part́ıcula na fronteira geométrica);
bilhares não-euclidianos [61]: a região geométrica é não-euclidiana;
regiões geométricas confinantes de mais de 1 part́ıcula [62–66].
É comum também se referir à part́ıcula como “bilhar” e à região geométrica, como
“mesa de bilhar”; assim, diz-se “bilhar na elipse”, “bilhar no poĺıgono”, etc. De qualquer
forma, todas essas noções compartilham a caracteŕıstica de haver uma part́ıcula intera-
gindo com algum objeto geométrico e, como é um campo de pesquisa em desenvolvimento,
não há ainda uma definição geral satisfatória conciliando aspectos teóricos e aplicados.
O uso de bilhares apareceu como um sistema protótipo eficiente na investigação de
propriedades dinâmicas tanto para sistemas f́ısicos com grande número de part́ıculas (bi-
lhar de Sinai para gases), quanto para aqueles com uma dinâmica não trivial (bilhares
convexos de Birkhoff para o problema de 3 corpos), pois permitem a exploração detalhada
do sistema original, em vista de sua representação simples, e a manutenção das caracte-
ŕısticas responsáveis pela regularidade (integrabilidade) ou irregularidade (ergodicidade e
caos) dinâmica do sistema original. Atualmente se usa dessas vantagens na investigação
f́ısica mesoscópica (descrição f́ısica em uma escala intermediária entre o tamanho atômico
e o micrométrico). A Fig. 2.4 mostra algumas formas geométricas de bilhares.
Em bilhares integráveis, as trajetórias não se dispersam nas sucessivas colisões com
as fronteiras geométricas. A isto chama-se mecanismo focalizador. Bilhares com esse
mecanismo são, por exemplo, os eĺıpticos e os retangulares. Mas, muitos bilhares apresen-









Figura 2.4: Exemplos de algumas formas geométricas de bilhares: (a) Estádio; (b) Sinai;
(c) circular; (d) eĺıptico; (e) retangular; (f) triângulo retângulo; (g) convexo qualquer; (h)
côncavo qualquer.
movendo-se sobre uma superf́ıcie de curvatura constante negativa, ou o bilhar de Artin
(1924), também uma part́ıcula movendo-se em uma superf́ıcie de curvatura negativa com
uma cúspide. No entanto, o bilhar de Sinai (1970) é o mais representativo fisicamente
por mostrar a validade da Hipótese Ergódica para um sistema com poucas part́ıculas.
Ele consiste de uma part́ıcula em um quadrado do qual retirou-se uma região circular
central. Então, a part́ıcula colide com as paredes do quadrado e com a superf́ıcie externa
do ćırculo. A ergodicidade e o caos emergem em decorrência do efeito dispersivo sobre a
trajetória da part́ıcula em cada colisão com o ćırculo, combinado com a ausência desse
efeito nas colisões com as paredes do quadrado. Este bilhar surgiu reduzindo-se o sistema
para 2 part́ıculas colidindo entre si em um toro T2, situação esta representada em seguida
em uma “mesa quadrada”, onde se fixou a posição de uma das part́ıculas [67]. Na década
de 1970, Leonid A. Bunimovich descobriu outro mecanismo gerador de comportamento
caótico, a desfocalização, observado em um bilhar com a forma de um estádio, o bilhar de
Bunimovich. Ele é obtido pela separação do bilhar circular em duas metades, ligadas por
dois segmentos de reta. Nesses sistemas, coexistem os efeitos de dispersão e focalização de
trajetórias, e a desfocalização é o resultado do predomı́nio da dispersão sobre a focalização
[68]. Nesses casos com ergodicidade e caos, as trajetórias preenchem todo o bilhar, o que
não acontece no caso de bilhares integráveis.
Há ainda os bilhares poligonais, que apresentam um comportamento dinâmico inter-
mediário entre o regular e o caótico, o pseudocaos. São caracterizados por apresentarem
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expoente de Lyapunov nulo, divergência polinomial de trajetórias vizinhas [69] e ergodi-
cidade nos bilhares poligonais t́ıpicos [70, 71]. Isto implica a ausência de ergodicidade em
bilhares poligonais racionais (bilhares cujos ângulos internos são comensuráveis com π),
pois há apenas um número finito de direções posśıveis que a part́ıcula pode se mover no
bilhar. Os bilhares poligonais racionais são bastante estudados na literatura e servem,
por exemplo, como recurso de aproximação para se entender a dinâmica em bilhares po-
ligonais irracionais, pois a maioria não é integrável. Tratemos brevemente dos poĺıgonos
racionais.
Considere um poĺıgono racional com ângulos internos θi =
mi
ni
π, com mi e ni inteiros
positivos coprimos (i = 1, ..., p) e N = mmc(n1, ..., np); o conjunto de direções finitas
posśıveis formam um grupo finito, denominado Grupo Diedral D2N (Apêndice B). Isso
significa que cada direção da part́ıcula corresponde a uma posição na circunferência uni-
tária, e cada reflexão da part́ıcula com um dos lados do bilhar corresponde a ação do
grupo sobre essa direção. As direções posśıveis dividem o ćırculo unitário em 2N super-
f́ıcies invariantes de ângulos πN , as quais formam a superf́ıcie S através do método de
desdobramento de poĺıgonos (4)[72]. Essa superf́ıcie é caracterizada pelo genus topológico
[31, 73]







Para g(S) = 1, a superf́ıcie é um toro T2; isto ocorre apenas para os ângulos internos
com mi = 1, e os únicos bilhares poligonais sob essa condição são o retângulo, o triângulo
equilátero, o triângulo retângulo isósceles e o triângulo retângulo com ângulo agudo π
6
.
E para g(S) > 1, a superf́ıcie assemelha-se a vários toros “grudados”, sendo o genus
correspondendo ao número de “buracos” dessa superf́ıcie. Esta “fusão” de toros geram
pontos de sela responsáveis pela instabilidade na trajetória da part́ıcula.
Como mencionado anteriormente, bilhares poligonais racionais não são ergódicos. Isso
significa que o Espaço de Fase é decompońıvel em relação ao fluxo ϕt e medida µ. Essa
decomposição é segundo fluxos ϕtθ associados a cada direção θ ∈ [0, πN ], os quais são
unicamente ergódicos (5) e, por conseguinte, ergódico. Quando a direção θ é racional,
temos um conjunto de medida nula; então, a ergodicidade do fluxo ϕtθ é garantida para
as direções θ irracionais [31, 32, 70, 71]. À primeira vista, parece haver uma contradição
entre o fato de bilhares poligonais racionais serem não ergódicos, com fluxos ergódicos; no
entanto, pela definição de fluxo, ϕtθ é a famı́lia de trajetórias correspondendo a todas as
4Desdobramento de poĺıgonos consiste em refletir o poĺıgono, e não a trajetória da part́ıcula, em
relação ao lado de incidência da part́ıcula. Logo, a direção inicial da trajetória da part́ıcula é mantida.
5Isto significa que o fluxo possui uma única medida invariante, o que garante a convergência uniforme
das médias temporais no Teorema Ergódico Pontual de Birkhoff [56, 74].
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posições posśıveis para um instante t e direção θ fixos, ou seja, para cada t e direção θ, os
subespaços correspondentes são plenamente acessados por todas as trajetórias posśıveis,
e isto não contradiz o fato de os bilhares poligonais racionais serem não-ergódicos, pois
uma única trajetória é incapaz de acessar todo o Espaço de Fase.
Capı́tulo 3
O Sistema de Interesse e Resultados
Numéricos Preliminares
3.1 Sistema de 2 Part́ıculas em um Intervalo Finito
O sistema mecânico de 2 part́ıculas interagindo por colisões elásticas confinadas em
um intervalo finito unidimensional, Fig. 3.1(a), é um sistema simples que exibe uma
dinâmica regular ou irregular de acordo com a razão das massas γ = m2
m1
das part́ıculas.
Vamos nos referir a estas part́ıculas como part́ıcula 1 (direita) e part́ıcula 2 (esquerda).
Este sistema equivale ao bilhar triângulo retângulo [29], Fig. 3.1(b). Verifiquemos esta
equivalência em duas partes:
Espaço de Configuração: o Espaço de Configuração C2 do sistema corresponde à
região em forma de triângulo retângulo isósceles, Fig. 3.2(a), pois:
• a posição de cada part́ıcula qi ∈ [0, L], com L o comprimento do intervalo e i = 1, 2;
• as part́ıculas são impenetráveis, 0 ≤ q1 ≤ q2 ≤ L;
• as part́ıculas colidem entre si em q1 = q2;
• as colisões das part́ıculas 1 e 2 com as paredes ocorrem em (0, q2) e (q1, L), respec-
tivamente.
Definindo L = 1 e qi =
xi√
mi
, transformamos o Espaço de Configuração C2 em Ĉ2 (Fig.
3.2(b)), em que 0 ≤ xi ≤
√
mi, com x1 ≤ √γx2, de modo que Ĉ2 seja um triângulo













Figura 3.1: (a) Sistema de 2 part́ıculas confinadas em um intervalo [0, 1]. (b) Bilhar
triângulo retângulo com ângulo agudo ζ e tg ξ = w2
w1



















Figura 3.2: (a) Espaço de Configuração segundo as posições qi. (b) Espaço de Configura-
ção segundo as posições xi.
Espaço de Momentos ou Velocidades: o hamiltoniano do sistema é [75]






+ V0[δ(q1) + δ(q1 − q2) + δ(q2 − 1)], (3.1)







= E. As deltas de Dirac são usadas para descrever as colisões entre as duas











= E, V (q1, q2) =
{
0, para q1 > 0, q2 < 1, q1 6= q2
∞, para q1 ≤ 0, q2 ≥ 1, q1 = q2
. (3.2)
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Usando a transformação canônica xi = qi
√
mi e Pi =
pi√
2miE
, o novo hamiltoniano é











em que P 21 + P
2
2 = 1 e V0 = V0E . Assim, K(x1, x2, P1, P2) é o hamiltoniano de uma part́ı-
cula de momento (ou velocidade) e massa unitárias movendo-se em um bilhar triângulo
retângulo de lados x1 = 0 e x2 =
√
γx1 e x2 =
√
m2, (Fig. 3.1). Isto equivale a
w21 + w
2
2 = 1, V(x) =
{
0, x ∈ B
∞, x /∈ B
, (3.4)
para K(x1, x2, P1, P2) e B a fronteira do bilhar triângulo retângulo. Como são adimensi-
onais, wi = Pi e referir-nos-emos aos wi como velocidades normalizadas. Tais velocidades
correspondem a direção ξ da part́ıcula no bilhar, Fig. 3.1(b), tal que tg ξ = w2
w1
.
Observamos, então, que as transformações canônicas transformam o espaço dos mo-
mentos ou velocidades, uma elipse, em um espaço de velocidades normalizadas, uma
circunferência S1. Este resultado permite, como vimos no caso do Oscilador Harmônico
Simples (Apêndice A), considerar as velocidades das part́ıculas como um número com-
plexo, facilitando a interpretação das colisões das part́ıculas, como veremos abaixo.
Em nosso sistema de 2 part́ıculas, a conservação da energia total nada mais é que a
conservação da energia cinética total; além disso, em cada colisão entre as part́ıculas, o
momento total é conservado também. Essas duas quantidades conservadas nos fornecem
as velocidades das part́ıculas depois da colisão, vid, em função das velocidades antes, via




















Da conservação da energia, definimos vi =
√
2m−1i Ewi; substituindo-o na equação ma-
tricial acima, obtemos uma equação matricial das velocidades pós-colisão (w1d, w2d) como














com cos θ = 1−γ
1+γ
; ou seja, o estado depois da colisão entre as part́ıculas é obtido a partir
de um estado (w1a, w2a), Fig. 3.3(a), refletido em relação ao eixo w1, Fig. 3.3(b), seguido
por uma rotação anti-horária por um ângulo θ, Fig. 3.3(c). A Eq. (3.6) pode ser re-





























Figura 3.3: Interpretação ilustrativa da Eq. (3.6): a partir de um estado inicial (w1a, w2a)
(a), o estado após a colisão corresponde a uma reflexão desse estado em relação ao eixo
w1 (b) seguida por uma rotação por um ângulo θ (c).














Como o plano real e o conjunto dos números complexos são espaços vetoriais isomorfos
[77], a Eq. (3.7) equivale a
zd = e
ıθza, (3.8)
em que za = w1a + ıw2a, e
ıθ = cos θ + ı senθ, zd = w1d + ıw2d e a barra sobre o número
complexo denota a conjugação complexa. Adotamos a notação complexa por ser mais
simples e versátil que a matricial.
Como em nosso sistema as part́ıculas estão confinadas no intervalo [0, 1], as part́ıculas
colidem com as paredes. A sua descrição complexa é:
zd = −za = −w1a + ıw2a, (3.9)
a 1 colide com a parede;
zd = za = w1a − ıw2a, (3.10)
a 2 colide com a parede;
zd = −za = −w1a − ıw2a, (3.11)
1 e 2 colidem com as paredes.
Denominamos de estado [26] tanto o par de velocidades, normalizadas ou não, quanto
o número complexo representante das velocidades normalizadas.


















Figura 3.4: Uma part́ıcula incide na hipotenusa de um bilhar triângulo retângulo em
um ângulo φ em relação ao versor normal n com uma velocidade unitária u e é refletida
especularmente com velocidade unitária v em um ângulo Φ. Isto equivale à colisão elástica
entre 2 part́ıculas em um intervalo finito.
A relação entre γ e θ, cos θ = 1−γ
1+γ
, pode ser simplificada expressando-se γ em função










γ = tg 2
θ
2
, com θ ∈ (0, π). (3.12)
Mas, como a razão das massas no bilhar é γ = tg 2ζ, identificamos ζ = θ
2
. Obtemos,
enfim, o último elo entre o sistema de 2 part́ıculas em um intervalo finito e o bilhar tri-
ângulo retângulo. Deste resultado, a Eq. (3.5) conduz à reflexão especular pela part́ıcula
na hipotenusa do bilhar. De fato, sendo
cos θ =
1− tg 2ζ
1 + tg 2ζ
























a Eq. (3.5) equivale a Qv = 2Pv−v (ver Fig. 3.4), que é a equação matricial de reflexão
em torno da reta y = mx, em que P é a matriz da projeção ortogonal sobre a reta r de
equação y = mx [78]. Isso implica que o ângulo do vetor Qv em relação à reta r é igual
ao ângulo do vetor v da velocidade refletida; mas Qv é apenas o vetor u da velocidade
incidente da part́ıcula na hipotenusa do bilhar. Portanto, os ângulos Φ = φ, e a reflexão
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é especular.
A reflexão nos catetos do triângulo retângulo, que é especular também, é um caso
particular da reflexão na hipotenusa.
Como apontado por G. Manfredi e colaboradores [75], a generalização para sistemas
com N part́ıculas confinadas em um intervalo unidimensional pode ser representado por
uma única part́ıcula em um N-simplex, que é a generalização N-dimensional de triângulo
(1). Assim, por exemplo, para um sistema com 3 part́ıculas no intervalo [0, 1], o bilhar
equivalente é um tetraedro de arestas
√
mi. Por isso, entendemos que a ideia original
subjacente aos bilhares reside como um artif́ıcio simplificador na descrição de sistemas
f́ısicos com várias part́ıculas: as N part́ıculas interagentes são substitúıdas por uma região
N-dimensional contendo uma única part́ıcula, de modo que a geometria dessa região,
o bilhar, reflita o tipo de interação entre as part́ıculas da representação original. Esta
definição vai além da definição alternativa de bilhar, anteriormente mencionada, como um
sistema confinador de part́ıculas.
No caso, por exemplo, de 2 part́ıculas interagentes via potencial de Yukawa sujeitas a
um campo magnético fraco em uma região circular [66], acreditamos que exista um bilhar
no sentido acima definido, mas, como a interação não é trivial, a geometria desse suposto
bilhar deve ser também bastante complicada. Por outro lado, de um ponto de vista
experimental, se justifica a definição de bilhar como um sistema confinador de part́ıculas,
pois nem é posśıvel se construir e nem se visualizar um bilhar de dimensão qualquer.
Talvez fosse interessante distinguir as duas concepções de bilhar, como bilhar matemático
ou abstrato para o sentido de uma única part́ıcula confinada em uma região N-dimensional,
deixando o termo bilhar para sistemas confinadores ou, ainda, manter o termo bilhar na
concepção abstrata e denominar os sistemas confinadores de part́ıculas como bilhar f́ısico.
Nas próximas seções apresentaremos vários resultados numéricos preliminares para
exemplificar as caracteŕısticas conhecidas desse sistema. Assim, para 2 part́ıculas pon-
tuais com massas quaisquer no intervalo [0, 1], e seguindo a dinâmica já exposta para
as mesmas, primeiro faremos algumas considerações e introduziremos algumas definições
importantes para a análise. Posteriormente, discutiremos resultados obtidos de simu-
lações numéricas. Os detalhes dos estudos anaĺıticos da dinâmica das part́ıculas serão
apresentados no Caṕıtulo 4.
10-simplex é um ponto; 1-simplex é um segmento de reta; 2-simplex é um triângulo; 3-simplex é um
tetraedro.
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3.2 Considerações Preliminares
Em um sistema de 2 part́ıculas de massas arbitrárias em um intervalo finito [0, L]
(poço de potencial infinito) ocorrem colisões part́ıcula-part́ıcula (p-p) e part́ıcula-parede
(p-w). No primeiro caso, a mudança de velocidades é dada pela Eq. (3.5). Já para o
segundo, a part́ıcula simplesmente troca o sinal de sua velocidade. A exata sequência de
colisões p-p e p-w ao longo da dinâmica vai depender dos valores da razão das massas
e das posições e velocidades iniciais das part́ıculas. Entre duas colisões quaisquer, as
part́ıculas movem-se com velocidade constante. Para simular esse sistema, arbitramos os
valores das massas m1 e m2, da posição inicial de colisão xc(1) e das velocidades iniciais
v1(1) e v2(1) das part́ıculas. Em particular, os valores dessas velocidades são escolhidos
como se as part́ıculas tivessem sáıdo de uma colisão: se assumirmos que as part́ıculas
movem-se em sentidos opostos, os valores das velocidades iniciais podem ser quaisquer,
contanto que v1(1) < 0 e v2(1) > 0; mas, se assumirmos que as part́ıculas deslocam-se no
mesmo sentido, as velocidades iniciais devem ser escolhidas de modo que v1(1) < v2(1).
Isto garante que, se as part́ıculas deslocam-se para a direita, a part́ıcula 1 é mais lenta
que a 2; e, se elas deslocam-se para a esquerda, a 2 é mais lenta que a 1.
Em seguida, determinamos o tempo que cada part́ıcula demora para chegar à parede
(extremidade do intervalo finito [0, L]) a partir da posição de colisão inicial. Isto permite
saber qual part́ıcula chega antes à parede. Consideremos separadamente as duas situações
mencionadas anteriormente:
• as part́ıculas deslocam-se em sentidos opostos: há duas possibilidades:
– as part́ıculas chegam às paredes simultaneamente: os sinais das velocidades das
part́ıculas são trocadas nas colisões p-w e seguir-se-á uma colisão p-p;
– as part́ıculas não chegam às paredes simultaneamente: neste caso, uma das
part́ıculas chega à parede e é por ela refletida. Então, há duas outras possibi-
lidades:
∗ a part́ıcula na parede alcança a outra part́ıcula antes que esta chegue a
sua parede, ocorrendo, assim, uma colisão p-p;
∗ a part́ıcula na parede não consegue alcançar a outra part́ıcula; esta part́ı-
cula é refletida na parede e, só então ocorre uma colisão p-p.
• as part́ıculas deslocam-se no mesmo sentido: a part́ıcula mais rápida é refle-
tida na parede, colisão p-w, e é seguida por uma colisão p-p.
3.2. Considerações Preliminares 42
Repete-se, então, a lógica inicial.
Como já conhecemos a lógica empregada nas simulações, apresentamos os resultados
numéricos para as seguintes condições iniciais arbitrariamente escolhidas: v1(1) = −4, 50
e v2(1) = 4, 07 e xc(1) = 0, 6673 para 1 milhão de iterações e L = 1. Esta escolha
ilustra os casos representativos da dinâmica do problema. Outras condições iniciais que
poderiam ser escolhidas dariam qualitativamente os mesmos resultados (como verificamos
várias vezes nos experimentos numéricos mas, por uma questão de espaço não foram aqui
inclúıdos).
O primeiro resultado numérico que obtemos foi o Espaço de Estado (Fig. 3.5) para
alguns valores de θ e, por conseguinte, para algumas razões de massas γ, conforme a Eq.
(3.12). Isto fora feito registrando-se, em cada iteração, um estado associado a colisão p-p





ou seja, os estados posśıveis são gerados por rotações sucessivas de z0 e z0, de maneira a
distribuir os estados zk e Zk segundo o ângulo θ reduzido ao primeiro quadrante. Assim,
as Eqs. (3.13a)-(3.13b) mostram que os estados gerados constituem um grupo diedral
(Apêndice B). Os estados zk e Zk apresentam-se aos pares na Fig. 3.5 porque, na
Eq. (3.13a), z0 é refletido antes da rotação pelo ângulo θ, enquanto na Eq. (3.13b) a
rotação por θ é direta, gerando-se uma defasagem na posição angular. Exceto o Espaço
de Estado da Fig. 3.5(h), todos são efetivamente rotações por um ângulo reduzido ao
primeiro quadrante tal que θ
π
é racional e, portanto, temos um número finito de estados.




, é Nes = 4n. Portanto, como
as rotações são racionais, para as razões de massas correspondentes, o sistema não é





(2) e, como mostramos no Apêndice A, rotações irracionais são ergódicas. Mas, neste
caso, geraram-se apenas 128 estados em 1 milhão de iterações, mostrando que o sistema
aparentemente deixa de ser ergódico (quebra de ergodicidade). Este número baixo de
estados se contrapõe ao caso da Fig. 3.5(i), em que a part́ıcula 1 tem massa muito maior
que a 2, pois geram-se 360 estados, apesar de ser não ergódico. Isto ilustra que a simples
observação do número de pontos no Espaço de Estado é insuficiente para se inferir se o
sistema é ou não ergódico para casos semelhantes ao da Fig. 3.5(h).
2O Apêndice E apresenta a prova da irracionalidade de θ
π
para alguns valores particulares de γ.
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Figura 3.5: Espaços de Estado para: (a) γ = 1, θ = π
2






(60o), Nes = 12; (c) γ = 3, θ =
2π
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, θ = 5π
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(75o), Nes = 48; (h) γ =
1
2
, θ = 1, 2309594... (70, 528779...o),





, θ = π
90
(2o), Nes = 360. Exceto o gráfico (h), todos são
comprovadamente não ergódicos.
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Um outro recurso para se ter uma evidência qualitativa da presença de ergodicidade
é através do Espaço de Fase. A Fig. 3.6 mostra os Espaços de Fases para quatro valores
das razões das massas relativas à part́ıcula 1: sempre que a part́ıcula 1 colidir com a
parede em x1 = 0 ou com a part́ıcula 2, registra-se a posição x1 e o momento p1. Este
é o mapeamento de colisões mencionada na seção 2.3. Foram realizadas 2 milhões de
iterações (3), em que cada iteração corresponde a uma colisão p-p ou p-w de qualquer
uma das part́ıculas. Observe nos Espaços de Fases correspondentes aos θ
π
racionais que
os pontos (x1, p1) se acumulam em linhas bem definidas, enquanto para o caso da Fig.
3.6(c), os pontos (x1, p1) aparentam se difundir pelo Espaço de Fase. Como é melhor
Figura 3.6: Espaço de Fase para: (a) γ = 1; (b) γ = 1
3
; (c) γ = 1
2






casos não ergódicos apresentam um acúmulo de pontos em linhas bem definidas.
viśıvel nas Figs. 3.6(a)-(b), note que o número de momentos distintos para cada part́ıcula
é a metade do número de estados posśıveis, ou seja, se fizéssemos também o Espaço de
Fase para a part́ıcula 2, verificaŕıamos a equação Nes = 4n. Isto vale também para a
Fig. 3.6(d), que corresponde ao caso da Fig. 3.5(i), mas a sua aparência distinta dos
3Realizamos também para os casos presumivelmente ergódicos 10 milhões ou mais de iterações e não
observamos diferença qualitativa no aspecto nos Espaços de Fases. A Fig. 3.13 ratifica a lenta geração
de novas velocidades. Esta lentidão é tratada analiticamente no Caṕıtulo 4.
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Figura 3.7: Seções de Poincaré para: (a) γ = 1; (b) γ = 1
3
; (c) γ = 1
2






Não há diferença qualitativa alguma com os Espaços de Fases da Fig. 3.6.
demais se deve ao valor de γ ≪ 1. Isto significa que a massa da 1 é muito maior que a
da 2 e isto repercute na transferência de momento entre as part́ıculas. Analisemos mais
detalhadamente este caso. Em vista de nossa condição inicial, a 1 aproxima-se da parede
em 0 e, em cada colisão p-p, o momento |p1| aumenta por uma quantidade muito pequena
até que seja refletida pela parede; dáı, à medida que a 1 se aproxima da parede em L = 1,
as sucessivas colisões p-p reduzem o momento |p1| também por pequenas quantidades.
Essas pequenas variações de |p1| em cada colisão acumulam-se também em linhas muito
bem definidas não aparentes na escala da Fig. 3.6(d), pois já sabemos que este caso não
é ergódico. Os valores altos de |p1| ocorrem por todo o intervalo finito, correspondendo
às situações semelhantes à condição inicial. No entanto, intuitivamente falando, em vista
das sucessivas colisões de uma part́ıcula muito massiva com outra pouco massiva, a 1
aumenta o momento |p1| quando se afasta de L = 1 e diminui |p1| quando se aproxima da
parede em 0, de forma que, por ter menos energia cinética que a 2, a variação dos valores
de |p1| são maiores. Por isso, nas proximidades de L = 1, há linhas de momentos mais
ńıtidas.
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Confeccionamos também as Seções de Poincaré para as razões das massas da Fig. 3.6:
sempre que a part́ıcula 2 atingir a extremidade x2 = 1, registramos o ponto (x1, p1). As
Seções de Poincaré obtidas, Fig. 3.7, são qualitativamente semelhantes aos Espaços de
Fases e nenhuma informação adicional é obtida. A diferença está no número de pontos,
que é menor nas Seções de Poincaré. Isto já era esperado porque a construção do Espaço
de Fase também é uma discretização do sistema dinâmico.
3.3 Colisões Consecutivas
As colisões entre as part́ıculas ocorrem em duas configurações de movimento distintos:
antiparalelo (AP), se v1 > 0 e v2 < 0; e paralelo (P), se v1 < 0 e v2 < 0, ou v1 > 0 e
v2 > 0. No intuito de quantificar o número de colisões AP e P nas simulações numéricas,
definimos uma função cumulativa S : Z→ Z que é igual a:
• -1, se a primeira colisão p-p for AP;
• 1, se a primeira colisão p-p for P.
Além disso, nas colisões p-p seguintes, se a I-ésima colisão p-p for:
• AP, subtrai-se 1 unidade do valor da função da colisão imediatamente anterior;
• P, adiciona-se 1 unidade ao valor da função da colisão imediatamente anterior.
Considerando S(0) = 0, a função S : Z→ Z pode ser expressa formalmente como
S(I) =
{
S(I − 1)− 1, (AP)
S(I − 1) + 1, (P)
. (3.14)
Aplicando esta função nas simulações numéricas para 4 razões das massas (γ = 1, γ = 3,
γ = 2 e γ = 150), observamos que a maioria das colisões são AP, independentemente
dos valores de γ, pois a função cumulativa S(I) é negativa (Fig. 3.8). Além disso, nos
gráficos das Figs. 3.8(a)-(d) notamos que |S(I)| < I, significando que entre as colisões
AP, há colisões P intercaladas; de fato, as Figs. 3.8(e)-(f), que são ampliações dos gráficos
das Figs. 3.8(a)-(d), mostram alguns trechos com segmentos de reta crescentes entre
segmentos de reta decrescentes.
Esses resultados ainda são insuficientes para se entender o porquê da prevalência de
colisões AP sobre as colisões P. Identificamos, então, que as colisões AP originam-se de
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Figura 3.8: Função cumulativa S(I) para: (a) γ = 1; (b) γ = 3; (c) γ = 2; (d) γ = 150. As
colisões AP predominam nesses 4 casos. Os gráficos (e)-(h) são as ampliações de (a)-(d),
respectivamente, mostrando que localmente há uma alternância de colisões AP e P.
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duas configurações de movimento distintos. A seguir, definimos essas colisões AP, assim
como a colisão P, conforme a configuração de movimento pós-colisão (a partir daqui, estará
impĺıcito que essas definições se referem à última colisão p-p):
• Colisão Antiparalela Completa: saindo as part́ıculas antiparalelamente, ambas
colidem com as paredes, não necessariamente ao mesmo tempo, e colidem antipara-
lelamente entre si;
• Colisão Antiparalela Incompleta: saindo as part́ıculas paralelamente, uma delas
colide com a parede, e depois colidem antiparalelamente entre si;
• Colisão Paralela: saindo as part́ıculas antiparalelamente, uma delas colide com a
parede, e depois colidem paralelamente entre si.
































Figura 3.9: Tipos de configurações de colisões p-p após uma colisão p-p.
Realizamos também simulações numéricas para se determinar o número de colisões
AP completa, AP incompleta e P para as 4 razões das massas usadas anteriormente para
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a função da Eq. (3.14). Para isto, definimos uma função contadora Nc : N→ N tal que:
• Nc(0) = 0, para as 3 colisões;
• se a I−ésima colisão p-p for AP completa, Nc(I) = Nc(I−1)+1; e Nc(I) = Nc(I−1)
para as outras duas colisões;
• se a I−ésima colisão p-p for AP incompleta, Nc(I) = Nc(I − 1) + 1; e Nc(I) =
Nc(I − 1) para as outras duas colisões;
• se a I−ésima colisão p-p for P, Nc(I) = Nc(I − 1) + 1; e Nc(I) = Nc(I − 1) para as
outras duas colisões.
Assim sendo, o comportamento de Nc(I) para as razões das massas já citadas estão exi-
bidas na Fig. 3.10. Note que, à medida que a razão das massas aumenta, o número de
colisões AP completas diminui e as colisões AP incompletas e P aumentam. Isto acontece
porque o aumento do valor de γ e, consequentemente, o aumento da diferença entre os va-
lores das massas, repercute na troca de velocidades nas colisões p-p da seguinte maneira:
supondo que as part́ıculas colidam AP, provavelmente nesta colisão as part́ıculas sairão
com a configuração P de movimento, pois a part́ıcula menos massiva não tem, em geral,
energia suficiente para mudar o sentido do movimento da part́ıcula mais massiva. Esta in-
versão acontecerá após várias colisões AP incompletas. Neste caso, a menos massiva ficará
gradativamente mais rápida que a mais massiva. Após esta inversão, a colisão seguinte
será P e, em cada colisão p-p, provavelmente as part́ıculas sairão com uma configuração
de movimento AP, de modo que a part́ıcula menos massiva reduz a sua velocidade e a
mais massiva aumenta a sua velocidade em cada colisão p-p. Esta sequência de colisões
P permanecerá até que a part́ıcula mais massiva colida com a parede antes que a menos
massiva a alcance. Quando isto acontecer, dar-se-á o ińıcio a uma nova sequência de
colisões AP incompletas. Portanto, temos aqui um favorecimento às colisões consecutivas
AP incompletas e P em detrimento de colisões AP completas. Além disso, neste caso
percebemos que a sequência de colisões AP incompletas origina uma sequência de colisões
P, explicando a proximidade dos valores de Nc(I), como pode ser visto nos gráficos da
Fig. 3.10(e)-(h), representados nas cores verde e vermelho, respectivamente.
A Fig. 3.11 ilustra o número de colisõesNc(I) para mais alguns exemplos das razões de
massas nas quais predominam colisões AP completas e o crescimento do número de colisões
AP incompletas e P conforme se aumenta a diferença entre as massas das part́ıculas.
Especificamente, o número de colisões AP completas para γ = 3, 5 é próxima do número
de colisões para as duas outras colisões, Figs. 3.11(b)-(c). Isto não quer dizer que essa
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Figura 3.10: Número de colisões AP e P Nc(I) para: (a) γ = 1; (b) γ = 3; (c) γ = 2; (d)
γ = 150. Linha preta: colisões AP completas; linha verde: colisões AP incompletas; linha
vermelha: colisões P. Os gráficos (e)-(h) são as ampliações de (a)-(d), respectivamente.
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Figura 3.11: Número de colisões AP e P Nc(I) para: (a) γ = 2, 5; (b) γ = 3, 5; (c)
γ = 3, 5 ampliada; (d) γ = 4; (e) γ =
√
2+1√


















Linha preta: colisões AP completas; linha verde: colisões AP incompletas; linha vermelha:
colisões P.
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razão das massas seja um caso especial, pois, mudando-se as condições iniciais, não se
verifica mais esse resultado; assim, é posśıvel se observar esse resultado para uma razão
das massas diferente.
É claro que esta análise vale também para razões das massas inversas, como podemos
ver nos gráficos da Fig. 3.12. Aparentemente, esses gráficos são iguais aos da Fig. 3.10,
mas a comparação das duas versões ampliadas, Figs. 3.10(e)-(h) e Figs. 3.12(e)-(h),
mostram que são realmente diferentes. A semelhança qualitativa entre esses resultados
indicam que podemos restringir a nossa análise ou para valores de γ > 1 ou γ < 1.
Constataremos isso em seções posteriores.
Obtemos numericamente o número de estados distintos em função do número de
iterações (Fig. 3.13). Para os casos em que θ
π
é racional, verificamos alternativamente
a relação Nes = 4n. Para os casos em que
θ
π
é irracional (a prova da irracionalidade
encontra-se no Apêndice E), temos 436 estados para γ = 2 e 460 estados para γ = 150
em 1 milhão de iterações, mostrando a lenta geração de novos estados. No primeiro caso,
de acordo com a Fig. 3.10(c), predominam colisões AP completas. Tais colisões “atrasam”
a geração de novos estados. Para se ver isto, usamos a Eq. (3.13a) em duas colisões AP
completas consecutivas:
• saindo as part́ıculas de uma mesma posição em direção às respectivas extremidades
do intervalo [0, 1] com um estado z0, se ambas colidem com as paredes, temos z1 =
−z0;
• as part́ıculas colidem entre si, dando
z2 = −eıθz0,
que é a primeira colisão AP completa;
• repetindo os dois passos anteriores, temos
z3 = −z2 e z4 = eıθz3 = z0,
a segunda colisão AP completa.
Logo, em colisões AP completas consecutivas, geram-se apenas dois estados diferentes.
Então, se no sistema ocorrerem uma sequência longa dessas colisões, não gerar-se-á ne-
nhum estado novo além desses dois, como ocorre para razões das massas em torno de
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Figura 3.12: Número de colisões AP e P Nc(I) para: (a) γ = 1; (b) γ =
1
3





. Linha preta: colisões AP completas; linha verde: colisões AP incompletas; linha
vermelha: colisões P. Os gráficos (e)-(h) são as ampliações de (a)-(d), respectivamente.
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Figura 3.13: Número de Estados em função do número de iterações para: (a) γ = 1; (b)
γ = 3; (c) γ = 2 (436 estados); (d) γ = 150 (460 estados). Os gráficos (e)-(h) são as
ampliações de (a)-(d), respectivamente.
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γ = 1. Isto indica, a prinćıpio, que bastaria se afastar da razão das massas γ = 1 para re-
duzir o número de colisões AP completas e, assim, gerar mais estados novos. No entanto,
isto não é corroborada pela Fig. 3.13(d), o nosso segundo caso, γ = 150, que deveria
gerar um grande número de estados. Pelo contrário, o resultado numérico evidencia que
a diminuição de colisões AP completas e o aumento de colisões AP incompletas e P, não
influencia significativamente na geração de novos estados. Situações como essas serão
melhor investigadas nas seções posteriores.
Em qualquer caso, não se gera quantidade suficiente de estados em um número finito
de colisões que nos permita inferir se o sistema é ou não ergódico. Portanto, temos duas
possibilidades: na primeira, a ergodicidade frustra-se (quebra de ergodicidade), apesar
das razões das massas corresponderem a rotações irracionais, uma condição necessária
para que o sistema seja ergódico; na segunda possibilidade, o sistema é ergódico de fato,
pois assintoticamente a ergodicidade devido a rotações irracionais é satisfeita (Apêndice
A). Embora não resolvemos esse impasse, o nosso estudo esclarece mais detalhadamente
a lenta geração de estados, independentemente se o sistema é ou não ergódico. Mesmo
assim, a literatura [26, 36] apresenta resultados que sustentam a não ergodicidade do
sistema.
A quebra de ergodicidade, como explicação pela lenta geração de estados, foi proposta
por M. Hasegawa [26], o qual identificou ser devida às colisões AP completas (zona de
barreira, como Hasegawa o denomina). Esta é uma explicação geral válida para qualquer
valor de γ, mas sem a distinção dinâmica que observamos em nossos resultados numéricos.
Notamos até aqui a existência de 3 tipos de colisão p-p em nosso sistema. Cada
uma delas iteram por um certo número de colisões e a isto denominamos de colisões
consecutivas. Para distinguir esses 3 tipos de colisão, definimos as seguintes siglas:
• CCP: Colisões Consecutivas Paralelas;.
• CCAPI: Colisões Consecutivas Antiparalelas Incompletas;
• CCAPC: Colisões Consecutivas Antiparalelas Completas.
No Caṕıtulo 4 a seguir, analisaremos como são os estados gerados e as posições de
colisão para cada uma dessas colisões consecutivas, a fim de se elaborar uma interpre-
tação anaĺıtica dos resultados numéricos. Estudamos essas colisões consecutivas porque
as CCP e CCAPI geram estados novos e as CCAPC funcionam como uma transição de
um conjunto de CCP e CCAPI para outro. Os detalhes dos cálculos do próximo caṕıtulo
encontram-se no Apêndice C.
Capı́tulo 4
Estudo Anaĺıtico das Classes de Trajetórias
nos Processos de Colisão
Neste caṕıtulo apresentamos uma classificação de colisões consecutivas que represen-
tam classes de trajetórias dinâmicas no Espaço de Fase. O nosso sistema transita entre
essas trajetórias que podem levar ou não à geração de velocidades novas. Começamos
pela exposição individual de cada uma dessas colisões consecutivas posśıveis para, poste-
riormente, provar a dependência entre elas. Veremos também que, conforme a razão das
massas, certos tipos de colisões consecutivas prevalecem sobre as outras. Isso concorda
com os resultados numéricos que apresentamos no Caṕıtulo 3.
4.1 Colisões Consecutivas Paralelas (CCP)
Colisões Consecutivas Paralelas (CCP) é uma sequência de colisões p-p nas quais as
part́ıculas possuem velocidades de mesmo sinal. Para que as CCP ocorram, após cada
colisão p-p, as part́ıculas devem sair com uma configuração de movimento antiparalela (a
velocidade da 1 deve ser negativa e da 2, positiva), de modo que a part́ıcula mais rápida
reflita na parede e desloca-se para se chocar paralelamente com a outra part́ıcula, que não
colidiu com sua parede.
As CCP podem ocorrer de duas maneiras diferentes:
1. imediatamente antes de cada colisão p-p, as velocidades das part́ıculas são positivas.
Intuitivamente, para que ocorram as CCP, é necessário que γ > 1. Denominemos
de caso γ > 1;
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2. imediatamente antes de cada colisão p-p, as velocidades das part́ıculas são negativas
e, intuitivamente, para que ocorram as CCP, é necessário que γ < 1. Denominemos
de caso γ < 1.
Vejamos cada uma dessas situações nas próximas subseções.
4.1.1 Caso γ > 1
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Figura 4.1: Colisões Consecutivas Paralelas: o estado inicial corresponde a 2 part́ıculas
com velocidades positivas que colidem paralelamente e saem antiparalelamente após cada
colisão. Isso acontece até que a 1 fique mais lenta que 2, na N−ésima colisão.
Nas sucessivas colisões, ocorre colisão p-p alternada com colisão da part́ıcula 1 com a
parede em x1 = 0. Assim, os estados gerados, com k > 0, são dados respectivamente por,
z2k−1 = (−1)k+1eıkθz0, (4.1a)
z2k = (−1)ke−ıkθz0. (4.1b)
Para que isto seja verdade, a velocidade da part́ıcula 1 deve ser negativa após cada colisão
p-p, que é garantida se a razão entre as velocidades iniciais normalizadas obedecer
α
β
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além da part́ıcula 1 ser mais rápida que a 2, que é garantida se a razão das velocidades













Para entender o conteúdo desses resultados, considere k = 1 nas Eqs. (4.1). Isto







em que −w(1)1 > 0 e w(1)2 > 0. Usando as representações trigonométricas dessas velocida-
des, obtemos a relação dada por (4.2), com k = 1,
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β






Note que o intervalo de validade de θ corresponde ao intervalo γ ∈ (1,∞), ou seja, para
todo γ > 1. É preciso também que a part́ıcula 1 continue mais rápida que a 2 para que
ela possa alcançar a part́ıcula 2 depois da 1 colidir com a parede, cuja condição é dada













garantindo a ocorrência da próxima colisão paralela. Veja que a intersecção dos intervalos
de θ de (4.4) e (4.5) é este último. Isto mostra que para a 1 sair com velocidade negativa
e ser mais rápida que a 2, θ > 2π
3
, o que dá γ > 3. Então, para que as part́ıculas,
partindo com velocidades positivas, colidam entre si, a 1 colida com a parede e possa
colidir novamente com a 2, esta deve ter mais que o triplo da massa da 1. Todas essas
condições descritas para k = 1 devem ser satisfeitas se ocorrerem colisões subsequentes.
Além disso, para se ter cada vez mais CCP, deve-se aumentar o valor de γ, de acordo com







implicando que γ > 9, 472..., que é mais que o triplo em relação ao caso anterior. Isto
indica que podemos usar o intervalo de validade de θ geral para estimar o número máximo
de CCP posśıveis em termos de θ,
N <
2π − θ
2(π − θ) , (4.6)
em que N = km+1, com km é o último inteiro dos valores de k, para incluir a configuração
inicial das part́ıculas, que já é uma colisão paralela; então, o ı́ndice k das Eqs. (4.1) é tal
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que k ∈ [1, N − 1].
Enfim, a escolha da razão γ ou de θ determina a relação mı́nima entre as velocidades
iniciais das part́ıculas para que se realize as CCP, conforme as condições (4.4) e (4.5), e o
número máximo de CCP dado por (4.6).
Exemplo 1: Considere o sistema de 2 part́ıculas colidindo elasticamente entre si e
confinadas no intervalo finito [0, 1], com γ = 4.
Pela Eq. (3.12), temos θ = 2, 2142... rad; por (4.6), estimamos o número de CCP, N <
2, 19..., ou seja, N = 2. Como N = km + 1, temos km = 1; considerando k = km nas







É claro pelos intervalos de validade das inequações (4.4) e (4.5) que, se a segunda inequação
for satisfeita, a primeira também. Então, já sabemos que as CCP ocorrerá contanto que













α β  
Figura 4.2: CCP para 2 part́ıculas com γ = 4 e estado inicial z0 = α + ıβ. As part́ıculas




2 . A 1 colide com a parede,





2 , em que a 1 fica mais lenta que a 2.
Mesmo para θ
π
irracional, como é o caso de γ = 4 (Apêndice E), N é finita, pois a
1 perde gradativamente energia cinética para a 2 nas CCP até que a primeira fique mais
lenta que a segunda. Então, posteriormente, deverá ocorrer novas CCP que gerem mais
estados. Veremos isto no gráfico da Fig. 4.9
Podemos também estimar onde deve ocorrer a primeira CCP (k = 1) no intervalo
[0, L], a fim de garantir, senão N colisões, a maioria das CCP. Usando as equações horárias
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. Escolhendo os valores de γ e das velocidades iniciais de acordo com
a (4.3), observamos que a posição de colisão inicial deve estar bem próxima da parede
em 0, x
(1)
0 ≈ 0. Ou seja, mesmo para valores de velocidades iniciais e de razão das
massas apropriadas das part́ıculas, somente em condições restritivas para a posição inicial
da primeira colisão p-p, poderemos entrar em uma sequência de colisões P que gere o
máximo de estados permitidos. Isto repercutirá negativamente na proliferação de estados
para θ
π
irracional. O exemplo a seguir ilustra um caso simples.





para γ = 3, 1.
Neste caso, θ = 2, 10853... rad e k = N − 1 = 1. Aplicando estes valores em (4.3), temos
α
β
> 47, 1408... Escolhendo α
β
= 48, pela (4.8), a posição de colisão x
(1)





< 4, 4× 10−4.
4.1.2 Caso γ < 1
Este caso é análogo ao da subseção anterior. Ainda assim, é importante destacar as
diferenças dos resultados entre eles. O estado inicial agora é z0 = −α− ıβ. As part́ıculas
colidem paralelamente entre si, de maneira que a 2 tenha velocidade positiva e seja mais





ou seja, não há alternância de sinais dos estados. A imposição das condições −w(k)1 > 0,
w
(k)
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análoga à condição (4.3) do caso γ > 1 das CCP.
Esses intervalos concordam com θ ∈ (0, π). Além disso, mostram também que essas
CCP ocorrerão apenas se γ < 1, de acordo com a (4.10) e, mais restritamente, se γ < 1
3
,






em que N = km + 1; logo, também k ∈ [1, N − 1].
Procedendo-se da mesma maneira como explicado na subseção 4.1.1, a posição de


























































a qual indica que a posição inicial de colisão deve estar próxima da parede em L, x
(1)
0 ≈ L
(o exemplo 10 do Apêndice C ilustra este caso).
Obs.: Identificamos que é posśıvel ocorrer colisões consecutivas paralelas em sentidos
opostos, ou seja, se as part́ıculas colidem paralelamente com velocidades positivas (negati-
vas), a próxima colisão consecutiva paralela é com velocidades negativas (positivas) (veja
o Apêndice D). Provamos que não é posśıvel se ter três colisões paralelas consecutivas
alternadas, sendo a terceira necessariamente uma colisão AP incompleta. Este é um caso
particular na discussão de Quebra de Ergodicidade para CCAPI ou CCP.
4.2 Colisões Consecutivas Antiparalelas Incompletas
(CCAPI)
Colisões Consecutivas Antiparalelas Incompletas (CCAPI) é uma sequência de colisões
p-p nas quais a part́ıcula 1 tem velocidade positiva e a 2, negativa. Para que haja CCAPI,
após cada colisão p-p, as part́ıculas devem sair com uma configuração de movimento
paralela (as velocidades das part́ıculas devem ter o mesmo sinal), de modo que a part́ıcula
mais rápida se reflita na parede e se desloque para se chocar antiparalelamente com a
outra part́ıcula.
Uma sucessão de colisões AP incompletas, ou CCAPI, pode se iniciar imediatamente
da última colisão p-p de uma sucessão de N CCP. Isto pode ser dar quando, após a última
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colisão das CCP, as part́ıculas ainda tiverem velocidades no mesmo sentido e não poderem
mais repetir uma colisão paralela. Note que nas CCP, em cada colisão p-p, a part́ıcula
de menor massa perde energia cinética para a de maior massa. Assim, após a N−ésima
colisão das CCP, uma das part́ıculas colidirá com a parede, mudando sua velocidade e,
então, irá encontrar a outra part́ıcula vindo ao seu encontro, dando ińıcio a primeira
colisão das novas CCAPI.
Assim como nas CCP, as CCAPI ocorrem também em duas maneiras diferentes:
1. imediatamente depois de cada colisão p-p, as velocidades das part́ıculas são negati-
vas. Intuitivamente, para que ocorra as CCAPI, é necessário que γ > 1. Denomi-
nemos de caso γ > 1;
2. imediatamente depois de cada colisão p-p, as velocidades das part́ıculas são posi-
tivas; intuitivamente, então, é necessário que γ < 1 para que ocorram as CCAPI.
Denominemos de caso γ < 1.
Detalhemos essas situações nas próximas subseções.
4.2.1 Caso γ > 1
Considere a situação representada na Fig. 4.3. Procedendo-se da mesma maneira que

















Figura 4.3: Colisões Consecutivas Antiparalelas Incompletas: o estado inicial corresponde
a 2 part́ıculas, a 1 com velocidade positiva e a 2 com velocidade negativa. Elas começam
a colidir antiparalelamente até a velocidade da 2 se tornar positiva.
z2k−1 = (−1)k+1eıkθz0, z2k = (−1)ke−ıkθz0,
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como no caso paralelo, mas agora z0 = α − ıβ, com α > 0 e β > 0. Pela imposição de
serem negativas as velocidades após a colisão e da 1 ser mais rápida que a 2, obtemos




















2k − 1 π, π
)
, (4.15)
a fim da 1 ser mais rápida que a 2. Perceba que, exceto a relação de desigualdade, se




2(π − θ) , (4.16)
pois a (4.16) desconsidera a colisão associada ao estado inicial z0. Além disso, é importante
enfatizar que para k ∈ [1, N − 1], ambas as part́ıculas saem com velocidades negativas
w
(k)
1 < 0 e w
(k)
2 < 0, de modo que −v(k)1 > −v(k)2 . Mas, para k = N , temos w(N)1 > 0 ou
w
(N)
1 < 0 e w
(N)




2 , mas ainda −v(N)1 > −v(N)2 ,
mostrando que a N -ésima colisão não é AP incompleta.
As posições de CCAPI podem ser determinadas precisamente porque, enquanto as
part́ıculas sáırem paralelamente a cada colisão p-p, a colisão AP incompleta estará garan-
tida. Isto não acontece nas CCP, pois a colisão P subsequente depende se a part́ıcula mais
rápida consegue, após ser refletida na parede, alcançar a part́ıcula mais lenta. Partindo-se
das equações horárias das posições e das velocidades pós-colisão em função das velocida-








|w1| sen θ2 − |w2| cos θ2
|w1| sen θ2 + |w2| cos θ2
x0.
Para sucessivas colisões, conseguimos uma relação de recorrência de x
(k)

















+ β cos (2k+1)θ
2
x0, (4.17)
mostrando que as posições de colisão x
(k)
0 são determinadas pelas velocidades iniciais, por
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θ e pela posição inicial. Constataremos na seção 4.3 que a Eq. (4.17) vale também para
as CCP.
Em suma, sendo z0 e x0 o estado e a posição iniciais das part́ıculas, as CCAPI geram
mais N − 1 estados z2k−1, z2k e posições de colisão x(k)0 , com k ∈ [1, N − 1]. Abaixo
aplicamos essas ideias para um caso particular.
Exemplo 3: Seja N = 4; então, geram-se mais 3 estados e posições de colisão. A
Tabela 4.1 sumariza os estados e as posições de colisão posśıveis:
k Estado Ímpar Estado Par Posição de Colisão
z0 x0
1 z1 z2 x
(1)
0
2 z3 z4 x
(2)
0





Tabela 4.1: Estados e posições geradas em CCAPI para N = 4.
4.2.2 Caso γ < 1
O procedimento para se determinar os estados para o caso γ < 1 de CCAPI é análogo
também ao do caso γ < 1 de CCP, dando
z2k−1 = e
ıkθz0, z2k = e
−ıkθz0,
em que z0 = α− ıβ. Impondo que as velocidades após a colisão sejam positivas e que a 2
seja mais rápida que a 1, obtemos
α
β

























As posições posśıveis de colisão também são obtidas analogamente ao procedimento
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obtemos a posição x
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Esta equação aparenta ser mais complicada que a Eq. (4.17) devido a assimetria do inter-
valo finito [0, L]. Para se entender isto, basta lembrar a Eq. (4.17) foi obtida considerando
o deslocamento das part́ıculas para a extremidade 0 do intervalo, enquanto a obtenção
da Eq. (4.21) se considerou o deslocamento das part́ıculas para a extremidade L. Se o
intervalo fosse simétrico, digamos [−L,L], a Eq. (4.17) teria a mesma forma que a Eq.
(4.21), e a transição de uma equação para outra seria trivial. Apesar de serem diferentes,
podemos obter a Eq. (4.17) da (4.21). De fato, suponha a situação ilustrada na Fig.
4.4(a), em que v1 > 0 e v2 > 0 são as velocidades das part́ıculas após uma colisão AP
incompleta particular e γ < 1. Trocando-se v1 por −v2, v2 por −v1 (regra de troca de
velocidades) e γ por γ−1, essa situação é descrita equivalentemente pela Fig. 4.4(b). Em
vista disso, para obtermos a Eq. (4.17) da Eq. (4.21), devemos fazer as trocas:
1. α por β e β por α. Para vermos isto, considere a Fig. 4.5(a) com velocidades α e β;
aplicando a regra de troca de velocidades, temos que α é trocada por −(−β) = β
e β é trocada por −(α) = −α, resultando na situação da Fig. 4.5(b), ou seja,
efetivamente, é uma permuta de α e β;
2. x0 por L−x0 e x(k)0 por L−x(k)0 , pois as extremidades do intervalo estão permutadas
para as part́ıculas (Figs. 4.5(a)-(b));
3. θ por π − θ, que equivale a troca de γ por γ−1 (1).
Os estados posśıveis gerados segundo a Fig. 4.5(a) são equivalentes aos da Fig. 4.5(b).
Para se demonstrar isto, se z0 = α−ıβ for o estado inicial que gera o estado da Fig. 4.5(a),
pela troca de velocidades do item 1, obtemos o estado inicial da Fig. 4.5(b), z0 = β − ıα.
1A troca de θ por π − θ equivale a definição de uma nova variável θ′ = π − θ associada à γ′ = γ−1. A
relação θ′ = π−θ é obtida da seguinte maneira: cos θ = 1−γ1+γ =
γ−1−1
γ−1+1 = − cos θ′, ou seja, cos θ+cos θ′ = 0.
Para que θ ∈ (0, π) e θ′ ∈ (0, π), a solução procurada deve ser θ = π − θ′.










Figura 4.4: CCAPI com γ < 1 é equivalente às CCAPI com γ−1 > 1, contanto que se
troque v1 por −v2, v2 por −v1.
A relação expĺıcita entre esses estados é z0 = −ız0. Esta regra aplicada ao estado pós-
colisão, Fig. 4.5(d), gerado por z0 = β − ıα, conduz ao estado pós-colisão, Fig. 4.5(c),
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Figura 4.5: (a) Situação inicial nas CCAPI para γ < 1. (b) Situação inicial nas CCAPI
para γ−1 > 1. (c) Situação pós-colisão de (a). (d) Situação pós-colisão de (b). Transita-se
de (a) para (b) e de (c) para (d) fazendo-se as trocas mencionadas nos itens 1, 2 e 3 da
página 56.
4.3. Relação entre CCP e CCAPI 67
Considerando z0 = −ız0 e a relação θ = π − θ′ nas Eqs. (4.9), conseguimos
z2k−1 = ız2k, z2k = ız2k−1,
em que z2k−1 e z2k são os estados posśıveis da Fig. 4.5(a) e z2k e z2k−1, os estados
posśıveis da Fig. 4.5(b). Perceba que nesta generalização, os estados posśıveis possuem
uma defasagem em seus ı́ndices. Por exemplo, se a Fig. 4.5(d) corresponder a um estado
z1 = −w2− ıw1, para se obter o estado w1+ ıw2 = z1 da Fig. 4.5(c), antes devemos refletir
a part́ıcula na parede, dando z2 = w2 − ıw1, para termos, enfim, z1 = ız2.
Como conseguimos relacionar as posições de colisão e os estados posśıveis nas duas
situações das Figs. 4.4 e 4.5, é suficiente estudar apenas uma delas. Daqui em diante,
arbitramos pelo caso associado a γ > 1 (ocasionalmente, quando for necessário, mencio-
naremos o caso γ < 1).
4.3 Relação entre CCP e CCAPI
Nas seções anteriores, analisamos as CCP e as CCAPI e identificamos que os valores
de γ que asseguram a ocorrência de mais de uma colisão p-p paralela e antiparalela
incompleta são aqueles tais que γ ∈ (0, 3−1)∪(3,∞). Além disso, mostramos também que
esses dois intervalos são equivalentes entre si, no sentido de que os estados e as posições
geradas em um intervalo podem ser representados equivalentemente no outro, mostrando
que basta se considerar apenas um deles para se investigar a geração de estados. No
intervalo faltante [3−1, 3] de razões das massas, predomina-se CCAPC, como mostram
os gráficos das Figs. 3.10-3.12. Nesta seção, vamos mostrar que CCAPI geram CCP,
mas CCP não geram CCAPI, de modo que os estados de CCP complementam os estados
de CCAPI. Isto quer dizer que basta estender o intervalo de valores dos ı́ndices k das
equações dos estados z2k−1 e z2k válidas para as CCAPI às mesmas equações válidas para
as CCP (adiante explicitaremos esta extensão). Isto define um conjunto finito de estados
para essas duas colisões consecutivas pois, já individualmente, são finitos também.
Vamos mostrar agora que CCP não geram CCAPI usando-se um mesmo conjunto
de equações geradoras de estados. Suponha que as part́ıculas iniciem CCP próximo da





estado inicial z0 = α + ıβ. Neste caso, a part́ıcula 1 perde energia cinética para a 2 em
cada colisão até que a part́ıcula 1 fique mais lenta que a part́ıcula 2 (estado z2N−1 na Fig.
4.6(a)). Em cada uma dessas colisões, a posições de colisão se aproximam da extremidade



















































CCAPI com estado inicial z0 = α




Em seguida, a part́ıcula 2 colidirá com a parede, gerando o estado z2N e dando ińıcio
as CCAPI. Então, definimos α′ = w(N)1 e β




4.6(b). Agora, em cada colisão AP incompleta, a part́ıcula 1 ganhará energia cinética e
a 2 perderá energia cinética até se inverter o sentido da velocidade da 2, gerando uma
configuração de movimento paralela. Em cada colisão AP incompleta, as posições de
colisão se aproximam da extremidade 0 do intervalo.
Em vista disso, para o último estado gerado por colisão paralela (k = N), z2k−1 =
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(−1)k+1eıkθz0, temos, w(2k−1)1 > 0 e w(2k−1)2 > 0, com v(2k−1)1 < v(2k−1)2 . Dessa forma, o
estado z2k será
z2k = z2k−1 = (−1)k+1e−ıkθz0,
ao invés de
z2k = −z2k−1 = (−1)ke−ıkθz0.
Isto significa que há uma mudança da regra na geração de estados quando se transita de
CCP para CCAPI (veja a Fig. 4.9 para um caso particular).
Agora mostremos que as CCAPI geram CCP através do mesmo conjunto de equações
geradoras de estados. Isso corresponde a situação representada pela Fig. 4.6(b) se ocorrer
antes daquela da Fig. 4.6(a). Sendo z′0 = α
′ − ıβ′, e admitindo que z′2k−1 seja o estado da
última colisão antiparalela incompleta (k = N), temos W
(k)
1 < 0 e W
(k)
2 > 0, ao invés de
W
(k)




z′2k = −z′2k−1 = (−1)ke−ıkθz′0,
ou seja, a regra de geração de estados se mantém na transição de CCAPI para CCP. Por
conseguinte, definimos z′2k = z0, e as equações geradoras de estados CCAPI geram também
estados das CCP da Fig. 4.6(a). Portanto, as sequências de CCAPI e CCP formam um
ciclo de colisões consecutivas com estado inicial z′0. Como os estados de CCAPI e CCP são
complementares, denotemos os estados das CCP da mesma maneira que os estados das
CCAPI, e definimos k ∈ [1, N − 1] para CCAPI e k ∈ [N, 2N − 1] para CCP. O intervalo
de valores de k para CCP deveria ser, à primeira vista, k ∈ [N, 2N − 2], mantendo-se
o mesmo comprimento que o intervalo [1, N − 1]. Isso seria verdade se pensarmos nas
CCP e CCAPI com ı́ndices k independentes, na qual a primeira colisão das CCP não é
considerado nos valores de k. A junção de CCAPI com CCP incorpora a primeira colisão
CCP, unindo os seus ı́ndices k. Assim, o último estado e a última posição de colisão são
z2N−2 e x
(N−1)
0 nas CCAPI e z2(2N−1) = z4N−2 e x
(2N−1)
0 nas CCP.
Os exemplos a seguir ilustram essa análise para os casos N = 2 e N = 4.
Exemplo 4: Análise do ciclo de CCAPI-CCP para N = 2, Fig. 4.7.
Suponha inicialmente as CCAPI separadas das CCP. Entre parênteses nos referimos às
CCP. Como N = 2, as part́ıculas com estado z0 (z
′
0) colidem entre si em x0 (x0) gerando o
estado z1 (z
′




0 ), gerando o estado z3
(z′3) cessando as CCAPI (CCP). Agora, no ciclo de CCAPI-CCP, a etapa inicial das CCP,
dada pelo estado z′0 e posição x0, corresponde a etapa dada pelo estado z4 e posição x
(2)
0 , e
assim por diante. Portanto, podemos trocar a representação das CCP individualmente por
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uma representação que seja uma continuidade nas colisões consecutivas. Na Fig. 4.7 fica
evidente que a etapa inicial das CCP é incorporada na indexação das colisões consecutivas




0 e o último estado
das CCAPI é z2 = z2N−2. O estado z3 transita as CCAPI para as CCP; z4 é o primeiro
estado e x
(2)
















































Figura 4.7: Representação do ciclo CCAPI-CCP para N = 2: redefinindo os valores de k
nas CCP, integra-se as CCP às CCAPI, formando um ciclo de colisões consecutivas.
Exemplo 5: Aproveitando o exemplo 3, constrúımos uma tabela que sumariza os
estados posśıveis para o ciclo CCAPI-CCP para N = 4. Consequentemente, as Eqs.
(4.1),
z2k−1 = (−1)k+1eıkθz0, z2k = (−1)ke−ıkθz0,
são válidas para as CCAPI e CCP. A Fig. 4.8 mostra uma regularidade nas representações
das CCAPI, Figs. 4.8(a)-(f), e das CCP, Figs. 4.8(g)-(l). Como z0 = α − ıβ, o estado
inicial se encontra no 4o quadrante. A colisão p-p gera o estado z1 no 3
o quadrante; a
colisão p-w da 1 o reflete em relação ao eixo w2, gerando z2, e assim por diante. Esse
processo aproxima os estados ao eixo w1. Cessando as CCAPI, iniciam-se as CCP. A
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k Estado Ímpar Estado Par Posição de Colisão
z0 x0
1 z1 z2 x
(1)
0
2 z3 z4 x
(2)
0





4 z7 z8 x
(4)
0
5 z9 z10 x
(5)
0
6 z11 z12 x
(6)
0





Tabela 4.2: Estados e posições geradas no ciclo CCAPI-CCP para N = 4.
transição para as CCP podem ocorrer de 2 maneiras distintas, embora representemos
apenas a primeira delas, por ser a mais simples:
1. Transição 1: após a colisão p-p, a 1, com velocidade negativa, continua mais rápida
que a 2, com velocidade positiva. O estado de transição para as CCP encontra-se
no 2o quadrante, o qual será refletido em relação ao eixo w2; o estado resultante é o
primeiro estado das CCP. Daqui em diante, o procedimento é o mesmo ao descrito
nas CCAPI. Nesse processo, os estados se aproximam do eixo w2;
2. Transição 2: a 2, com velocidade positiva, sai mais rápida que a 1, a qual pode ter
velocidade negativa ou positiva: se sua velocidade for negativa, o estado de transição
está no 2o quadrante. Se ambas as part́ıculas colidirem com as paredes, esse estado
será deslocado de π rad, localizando-se no 4o quadrante, favorecendo o ińıcio de
novas CCAPI antes das CCP. Agora, se apenas a 2 colidir com a parede e ocorrer
uma colisão p-p, independentemente se a velocidade da 1 for negativa ou positiva,
favorece-se novamente o ińıcio de CCAPI antes de CCP, pois o estado resultante
estará no 4o quadrante.
A Fig. 4.9 representa os gráficos das velocidades normalizadas das part́ıculas em
função do número de colisões para o caso γ = 150, para a qual N = 10. A linha preta
refere-se à part́ıcula 1 e a vermelha, à part́ıcula 2. A partir das condições iniciais de
posição e velocidades citadas no ińıcio do caṕıtulo, cada uma das part́ıculas colide com as
paredes e colidem entre si, saindo após a colisão com velocidades negativas (veja o primeiro
ponto do gráfico da Fig. 4.9(b)), iniciando-se as CCAPI. Observe que as velocidades da
1 se alternam em valores negativos e positivos por causa da reflexão da 1 com a parede
em 0, enquanto a velocidade da 2 permanece constante, como se pode ver pelos pequenos
patamares no gráfico. A velocidade da 2 diminui gradativamente até se tornar positiva,





































































































































Figura 4.8: Representação no Espaço de Estado das: (a)-(f) CCAPI; (g)-(l) CCP. As
figuras (f) e (l) são as representações simultâneas dos estados dos itens anteriores.
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Figura 4.9: Velocidades normalizadas para o caso γ = 150 da part́ıcula 1 (linha preta) e
da part́ıcula 2 (linha vermelha). O gráfico (b) é a ampliação do gráfico (a).
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momento este onde a 2 inverte o sentido do seu movimento, que é a transição de CCAPI
para CCP, sem nenhuma “descontinuidade” ou “salto” nas curvas subjacentes. Daqui em
diante, a velocidade da 1 diminui e da 2 aumenta gradativamente até que a 2 colida
com a parede, cessando as CCP. Neste momento, a velocidade da 2 “salta” de um valor
positivo para um negativo repentinamente. Esta é a manifestação da descontinuidade
na regra de geração de estados que mencionamos. Esse gráfico mostra também que as
CCAPI e CCP formam um conjunto finito de estados e cada um deles é diferente entre si.
Isto é esperado, pois os estados correspondem a rotações sucessivas, que são bijeções no
intervalo [0, 2π). Após ter se completado um ciclo de CCAPI-CCP, com a reflexão da 2
na parede, inicia-se um novo ciclo de CCAPI-CCP. Agora temos que distinguir o caso no
qual θ
π
é racional daquele que é irracional. No caso de θ
π
racional, sabemos que geram-se
um número finito de estados. No entanto, é posśıvel que não se gere todos os estados
posśıveis no primeiro ou em algum ciclo qualquer de CCAPI-CCP, pois as configurações
de movimento das part́ıculas que propiciam a geração de novos estados também depende
das suas velocidades e das posições de colisão, restringindo, de alguma forma, nas rotações
posśıveis dentro de um desses ciclos. Então, é prudente considerar o conjunto de estados
gerados em cada ciclo de CCAPI-CCP como subconjunto de um conjunto finito de todos
os estados posśıveis. A varredura por todas as rotações posśıveis é realizada nas transições
de um CCP para um CCAPI. Agora, no caso θ
π
irracional, podemos considerar que os
conjuntos de estados posśıveis sejam subconjuntos de um conjunto infinito de estados, uma
vez que correspondem a rotações irracionais na circunferência unitária. A questão que
surge aqui é se o sistema gera, ou não, infinitos subconjuntos de maneira a corresponder
ao conjunto de todos os estados posśıveis. Esta é outra perspectiva do problema sobre
a ergodicidade para este sistema. Veremos adiante que a transição entre subconjuntos
distintos de estados de cada ciclo de CCAPI-CCP é extremamente dif́ıcil.
Tratemos agora das posições de colisão. Como visto, os estados gerados pelas CCP
são obtidas estendendo-se o ı́ndice k de N a 2N − 1 nas equações geradoras de estados.
Ora, como a equação das posições de colisão nas CCAPI, Eq. (4.17), foi obtida da Eq.
(4.1) e esta vale para CCP, então basta usar esta mesma extensão do ı́ndice k na Eq.
(4.17) para se obter as posições x
(k)
0 de colisão para CCP.
Obtemos numericamente as posições de colisão para o caso discutido da Fig. 4.9:
tomando-se arbitrariamente como referência a extremidade 0 do intervalo [0, 1], a Fig.
4.10(a) mostra que, à medida que as part́ıculas colidem entre si, as posições de coli-
são se aproximam e se afastam em relação à parede em 0 em várias sequências locais
(em uma sequência de aproximação-afastamento individual de posições de colisão). Es-
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Figura 4.10: Posições de colisão para γ = 150: (a) o conjunto de sequências de colisões
se aproxima das extremidades do intervalo [0, 1], embora (b) as posições de colisão se
afastam e se aproximam em cada sequência de colisões p-p.
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Figura 4.11: Versão ampliada do gráfico da Fig. 4.10(b) para a primeira sequência de
colisões. Os destaques representados por quadrados são os valores obtidos pela Eq. (4.17)
e os pontos ćırculos, as posições obtidas numericamente.
tes afastamentos e aproximações são reproduzidas globalmente (ou seja, em um conjunto
de sequências de aproximação-afastamento de posições de colisão). A Fig. 4.10(b) mos-
tra uma visualização ampliada de algumas dessas sequências. Escolhemos a primeira
sequência, Fig. 4.11, para a discussão. O primeiro ponto corresponde à posição inicial
xc(1) = 0, 6653, onde as part́ıculas partem com velocidades v1(1) = −4, 50 e v2(1) = 4, 07,
são refletidas nas paredes e colidem antiparalelamente entre si em xc(2) ≈ 0, 3849. Após
esta colisão, ambas as part́ıculas saem com velocidades negativas. A 1 é refletida na parede
e colidirá com a 2 em xc(3) ≈ 0, 2001 = x0, iniciando-se as CCAPI, cuja última posição
de colisão é x
(8)
0 = 0, 06598584559.... A x
(9)
0 ≈ 0, 0675 é a primeira posição de colisão das
CCP e geram-se mais 6 posições de colisão, sendo x
(16)
0 ≈ 0, 3304 o último. Porém, pela
Eq. (4.16), há N = 10 CCAPI e, assim, o último estado é o de ı́ndice N−1 = 9 e a última




0 . Não há nenhum conflito entre as previsões
teóricas e numéricas porque a estimativa de N refere-se ao número máximo posśıvel de
colisões consecutivas, ou seja, o número de colisões consecutivas pode ser inferior ao da
estimativa. Implicitamente, a estimativa de N nos informa quantos estados cabem, no
máximo, em um dos quadrantes do Espaço de Estado (veja as Figs. 4.8(f) e (l)). Então,
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para a situação da Fig. 4.8(a), à medida que escolhamos estados iniciais mais próximos do
eixo w1, menos estados caberão nos quadrantes, reduzindo-se o número de CCAPI. Para
as CCP, o número de colisões consecutivas depende, além da escolha do estado inicial,
também das posições de colisão p-p, pois a 2, mais lenta, pode estar perto o bastante
da parede, impedindo que seja alcançada paralelamente pela 1, ocorrendo, ao invés, uma
colisão antiparalela completa.
4.4 Colisões Consecutivas Antiparalelas Completas
(CCAPC)
Imaginemos que nosso sistema apresente Colisões Consecutivas Antiparalelas Comple-
tas (CCAPC), ou seja, entre duas colisões p-p subsequentes, ambas as part́ıculas colidem
com as paredes. Aqui, supondo as part́ıculas partindo de uma certa posição x0 com
velocidades v
(a)
1 < 0 e v
(a)
2 > 0 temos duas possibilidades:
• P1: as part́ıculas chegam às paredes simultaneamente.





2 > 0, e impondo que as part́ıculas alcancem as paredes simultaneamente, a posição























i são velocidades normalizadas. Assim, as part́ıculas são refletidas pelas paredes
e colidem em x0 novamente. Impondo às equações de colisões p-p que as velocidades após



























2 ) e (−v(a)1 ,−v(a)2 ). Este é um exemplo trivial de CCAPC com apenas dois
estados posśıveis, z0 e −z0. Note que a Eq. (4.23) é simplesmente a velocidade do centro
de massa nula do sistema. Esta situação na qual se limita o número de estados posśıveis,
denominamos de degenerescência de estados. Na representação no bilhar triângulo retân-
gulo, esta condição corresponde, conforme a Eq. (4.23), à sáıda da part́ıcula na direção ξ
tal que tg ξ =
√
γ−1 (flecha vermelha na Fig. 4.12) do ponto A (correspondendo à posição





























Figura 4.12: Representação no bilhar triângulo retângulo quando as colisões p-w das
part́ıculas ocorrerem simultaneamente.
x0) ao ponto B (correspondendo às posições de colisões p-w simultâneas). Portanto, por
construção geométrica, a part́ıcula parte ortogonalmente em relação à hipotenusa ao vér-
tice de ângulo reto do bilhar. Neste vértice, a part́ıcula é refletida por π rad, retornando
ao ponto A (a partir das paredes, ambas as part́ıculas colidem na mesma posição de colisão
x0), gerando uma trajetória periódica trivial.
• P2: as part́ıculas não chegam simultaneamente às paredes.
Considere que as part́ıculas partam em sentidos opostos de uma mesma posição y0, em
que y0 6= x0 (veremos adiante que há apenas duas posições de colisão quando o centro
de massa imediatamente antes de uma colisão p-p estiver em repouso), e colidam com as
paredes não mais simultaneamente. Logo, as CCAPC não são mais permanentes, como
visto no caso anterior, dando lugar a uma colisão P em algum instante na dinâmica do
sistema. Determinemos, então, as velocidades posśıveis e as posições de colisão.
Com respeito às velocidades, vimos na discussão da Fig. 3.10(c), página 43, que a
cada 2 colisões AP completas, gera-se novamente o estado inicial, ou seja, as mesmas
velocidades iniciais. Os estados posśıveis imediatamente antes e depois de uma colisão
p-p são (−v(a)1 ,−v(a)2 ), (v(d)1 , v(d)2 ), (−v(d)1 ,−v(d)2 ) e (v(a)1 , v(a)2 ). Como as part́ıculas não
chegam simultaneamente nas paredes, geram-se mais 2 estados imediatamente depois de
uma colisão p-w, totalizando 6 estados. A Tabela 4.3 sumariza as etapas de colisões p-p
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Situação Estado





L2 Colisão p-w da 1 ou colisão p-w da 2 (−v(a)1 , v(a)2 ) ou (v(a)1 ,−v(a)2 )
L3 Colisão p-w da 2 ou colisão p-w da 1 (−v(a)1 ,−v(a)2 )





L5 Colisão p-w da 1 ou colisão p-w da 2 (−v(d)1 , v(d)2 ) ou (v(d)1 ,−v(d)2 )
L6 Colisão p-w da 2 ou colisão p-w da 1 (−v(d)1 ,−v(d)2 )





Tabela 4.3: Estados gerados nas CCAPC. O sistema gerará apenas esses estados se o
centro de massa estiver em repouso imediatamente antes e depois após cada colisão p-p.
As posições posśıveis nas CCAPC são obtidas iterativamente através das equações
horárias das posições das part́ıculas, com a imposição de ambas colidirem com as paredes
nas colisões p-p subsequentes, ou seja, a partir de uma posição inicial y0, determinamos a
posição de colisão y1; considerando esta posição como uma nova posição inicial, obtemos
a posição y2, e assim por diante. Como resultado da iteração deste procedimento, obser-
vamos que as posições de ı́ndices par e ı́mpar subsequentes são dependentes nas colisões
AP completas, e são dadas por

















1 − v(a)2 )
, (4.25)
ou, em velocidades normalizadas,
y2k = 2kF(θ, w(a)1 , w(a)2 ) + y0, y2k+1 = 2X0 − y2k, (4.26)
com




























− w(a)2 cos θ2
,
contanto que 0 < y2k < 1 e 0 < y2k+1 < 1. Perceba que a função F(γ, v(a)1 , v(a)2 ) (2) está
associada à razão entre a velocidade do centro de massa e a velocidade relativa iniciais.
Além disso, como a velocidade relativa inicial é de afastamento, v
(a)
1 − v(a)2 < 0; então,
pela Eq. (4.25), a função F(γ, v(a)1 , v(a)2 ) tem o mesmo sinal da velocidade do centro de
2Note que F(γ, v(a)1 , v
(a)
2 ) é constante nas equações para as posições y2k e y2k+1. Optamos pela
representação funcional simplesmente para deixar evidente os parâmetros importantes do sistema.
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massa.
As posições de colisão nas CCAPC se alternam conforme o ı́ndice das Eqs. (4.24)
(ou as Eqs. (4.26)), de maneira que, em algum instante, as part́ıculas colidem mais
perto de uma parede e, no instante seguinte, a colisão p-p ocorre mais perto da outra
parede. Contudo, como as Eqs. (4.24) são funções lineares do inteiro 2k, as posições
de colisão apenas pares, ou apenas ı́mpares, seguem um padrão linear. Ademais, para
F(γ, v(a)1 , v(a)2 ) > 0 (F(γ, v(a)1 , v(a)2 ) < 0), os pontos gerados por y2k pertencem a uma reta
crescente (decrescente) e os da y2k+1, a uma reta decrescente (crescente).
Se o centro de massa estiver em repouso imediatamente antes da colisão p-p (3), então,
pela Eq. (4.25), F(γ, v(a)1 , v(a)2 ) = 0, reduzindo as Eqs. (4.24) para
y2k = y0, y2k+1 = 2x0 − y0, (4.27)
ou seja, há apenas duas posições de colisão AP completa posśıveis. Isto acontecerá en-
quanto 0 < y2k+1. Ainda, se y0 = x0, então a posição de colisão será única, yk = x0, para
todo k inteiro, recuperando a primeira possibilidade. A representação no bilhar triângulo
retângulo do resultado dado pelas Eqs. (4.27), Fig. 4.13, revelam também uma trajetó-
ria periódica: começando no ponto A (as part́ıculas partem em direções opostas até as
paredes), a part́ıcula é refletida em B (colisão p-w da 1), depois em C (colisão p-w da 2)
e chega em D (colisão p-p), onde é refletida por um ângulo de π rad; então a part́ıcula
retorna ao ponto A pelo mesmo caminho, completando um peŕıodo da trajetória. Este é
outro exemplo de como conseguir a degenerescência de estados, independente da razão das
massas, e uma sequência infinita de CCAPC. Note que recuperamos a Fig. 4.12 da Fig.
4.13 com a identificação A≡D e B≡C. Outra condição que leva a trajetórias periódicas é
aquela onde a part́ıcula no bilhar triângulo retângulo parte ortogonalmente em relação a
um dos catetos, correspondendo no sistema de 2 part́ıculas a uma delas estar inicialmente
em repouso [33, 35]. Não abordaremos este caso aqui.

















que é a condição sobre y0 para que y2k e y2k+1 sejam posições de colisão AP completas.
Consequentemente, para iniciar as CCAPC, é necessário que a posição de colisão inicial
3Essa ressalva se justifica porque a não simultaneidade das colisões p-w desloca o centro de massa das
part́ıculas imediatamente depois de colidirem com as paredes, conforme as situações dadas por L2 e L5
da Tabela 4.3.




























Figura 4.13: Representação no bilhar triângulo retângulo quando as colisões p-w das
part́ıculas não ocorrerem simultaneamente.




































ou seja, a razão das massas das part́ıculas determinam as posições iniciais que con-
duzem as CCAPC. Por exemplo, para γ = 1, temos 0 < y0 < 1, isto é, as CCAPC
ocorrem em qualquer posição do intervalo [0, 1] confinador das part́ıculas quando
elas têm massas iguais. No entanto, isto não acontece para γ 6= 1: para γ > 1,
à medida que se aumenta γ, a posição mı́nima de (4.30) aproxima-se de 1. Como
y0 ∈ [0, 1], o intervalo de valores de y0 que favorece a realização de CCAPC fica cada
vez menor neste limite. Para γ < 1, a situação é semelhante, pois a redução de γ
para valores cada vez próximos de 0, leva a extremidade superior se aproximar de 0,
em que y0 ∈ [0, 1]. Portanto, o aumento da diferença entre as massas das part́ıculas
leva a uma restrição maior sobre a posição inicial y0 para a realização de CCAPC;
2. η 6= 0, v(a)1 + γv(a)2 6= 0; logo, as extremidades do intervalo para que ocorra as
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′v(a)2 = 0, em que γ







Se η > 0, então γ′ < γ e, pelo item 1 acima, a extremidade superior de (4.31)
situa-se à esquerda da extremidade superior de (4.30); se η < 0, então γ′ > γ e,
por conseguinte, a extremidade inferior de (4.31) situa-se à direita da extremidade
inferior de (4.30).
As restrições 0 < y2k < 1 e 0 < y2k+1 < 1 às Eqs. (4.24) fornecem a condição sobre a
posição inicial y0 para que ocorram CCAPC,
















− 2kF(γ, v(a)1 , v(a)2 ).
Isolando o inteiro 2k, podemos estimar o número de CCAPC para:
• F(γ, v(a)1 , v(a)2 ) > 0
− y0
F(γ, v(a)1 , v(a)2 )
< 2k <
1− y0
F(γ, v(a)1 , v(a)2 )
, (4.32)
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Estimamos o número de colisões AP completas como sendo o inteiro par 2k = 2km mais







F(γ, v(a)1 , v(a)2 )
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para v
(a)
2 > |v(a)1 | e γ < 1.
Usando as Eqs. (4.24) e (4.35), a posição y2km é a última posição de colisão AP
completa par, pois y2km / 1 (



















< 1 e y2km+1 ' 0. Isto mostra que y2km não é a última posição de
colisão AP completa par, pois 0 < y2km+2 < 1; y2km+1 é a última posição de colisão AP
completa ı́mpar, pois y2km+3 < 0. Logo, y2km+2 é a última posição de colisão das CCAPC.
• F(γ, v(a)1 , v(a)2 ) < 0
1− y0
F(γ, v(a)1 , v(a)2 )
< 2k < − y0
F(γ, v(a)1 , v(a)2 )
, (4.37)
1































F(γ, v(a)1 , v(a)2 )
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F(γ, v(a)1 , v(a)2 )
⌋
, (4.40)

















para |v(a)1 | > v(a)2 e γ > 1.
Ocorrendo o resultado dado pela Eq. (4.40), temos y2km ' 0 como a última posição









a última posição de colisão AP completa,
que é um resultado similar àquele obtido da Eq. (4.35). Para a Eq. (4.41), também temos
um resultado similar ao da Eq. (4.36), em que a última posição de colisão AP completa é









− 1. A posição y2km+1 / 1 é a última posição de colisão AP
completa ı́mpar.
Portanto, o inteiro 2k = 2km dada pelas Eqs. (4.35), (4.36), (4.40) e (4.41) corres-
ponde a última colisão AP completa par na qual y2k e y2k+1 sejam posições de colisão AP
4a / b denota que a < b e a ≈ b.
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completa. Serão as últimas posições de colisão AP completa quando F(γ, v(a)1 , v(a)2 ) > 0, a
1 for mais rápida que a 2 e γ > 1, ou quando F(γ, v(a)1 , v(a)2 ) < 0, a 2 for mais rápida que
a 1 e γ < 1; caso contrário, y2k+2 será a última posição de colisão AP completa quando
F(γ, v(a)1 , v(a)2 ) > 0, a 1 for mais lenta que a 2 e γ < 1, quando F(γ, v(a)1 , v(a)2 ) < 0, a 2 for
mais lenta que a 1 e γ > 1.
A colisão subsequente à última colisão AP completa pode ser, a prinćıpio, P ou AP
incompleta. Essa colisão não pode ser AP incompleta após as CCAPC. Para vermos isto,
derivemos antes a condição para que ocorra colisão AP incompleta. Considere γ > 1,
(v1a, v2a) = (−v(a)1 ,−v(a)2 ) e (v1d, v2d) = (v(d)1 , v(d)2 ), conforme as linhas L3 e L4 da Tabela
4.3. Embora esteja impĺıcito nesta tabela que v
(d)
1 < 0 e v
(d)
2 > 0, desconsideramos, por
ora, esta condição para o propósito aqui. Pela Eq. (3.5), obtemos facilmente que v
(d)
1 < 0;
então, para que a próxima colisão p-p seja AP incompleta, a velocidade v
(d)













2 ≈ 0. Isto significa que a imposição da condição v(a)1 +γv(a)2 ≈ 0 exclui
a possibilidade da colisão ser AP incompleta, pois, como já sabemos, geram-se apenas dois
estados pós-colisão p-p, com configurações de movimento sempre antiparalelas. Assim, a
colisão subsequente só pode ser P.
As Eqs. (4.35), (4.36), (4.40) e (4.41) mostram também que F(γ, v(a)1 , v(a)2 ) aproximando-
se de zero, aumenta-se o valor do inteiro 2k. Como F(γ, v(a)1 , v(a)2 ) é proporcional à velo-
cidade do centro de massa, isto significa que o número de colisões AP completas cresce
com a diminuição da velocidade do centro de massa e, para o caso do centro de massa
em repouso, há apenas colisões AP completas (como já verificamos nas possibilidades P1
e P2). Além disso, as Eqs. (4.34) e (4.39) são regras gerais para se prever o número
posśıvel de CCAPC, bastando conhecer as velocidades iniciais e a posição inicial em cada
nova sequência de colisões AP completas.
Apresentamos, a seguir, dois exemplos particulares para F(γ, v(a)1 , v(a)2 ) > 0 junta-
mente com resultados numéricos para ilustrar a nossa análise até aqui. Não apresentamos
exemplos para F(γ, v(a)1 , v(a)2 ) < 0 por apresentar resultados semelhantes.





2 = 1, 0001 e a posição de colisão inicial y0 = 0, 6653.
O valor da posição inicial arbitrada condiz com o intervalo dado por (4.29), 0, 599968 <
y0 < 1, 599968, ou seja, 0, 599968 < y0 < 1, pois y0 ∈ [0, 1]. Então, essas condições iniciais
conduzem às CCAPC. A velocidade do centro de massa é positiva, então F(γ, v(a)1 , v(a)2 ) >
0. Substituindo os valores acima, encontramos F(γ, v(a)1 , v(a)2 ) = 3, 199936 × 10−5 e, por
isso, deve haver um número grande de CCAPC. Então, pelas Eqs. (4.32)-(4.33), temos
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−2041, 66 < 2k < 29208, 96 e −20791, 04 < 2k < 10459, 58. Logo, pela Eq. (4.34),
2k = 10458. Então, pelas Eqs. (4.24), as posições de colisão são: y10458 = 0, 999949307,
y10459 = 0, 600018694 e y10460 = 1, 000013306; assim, y10458 é a última posição de colisão
par em CCAPC, pois y10460 > 1. A última posição de colisão das CCAPC é em y10459,
conforme mostra o gráfico da Fig. 4.15(b)-(c).
Os resultados numéricos das Figs. 4.14-4.15 corroboram os resultados do exemplo 6.
As Figs. 4.14(a)-(c) mostram que até I−1 = 10459, as posições de colisão seguem as Eqs.
(4.24) com y0 = 0, 6653. Nas colisões posteriores, observamos que há vários segmentos de
retas seguindo as Eqs. (4.24), mas com valores diferentes de y0, indicando a presença de
várias CCAPC mais curtas que a inicial, intercaladas por colisões P e AP incompletas.
A Fig. 4.15 mostra também que as CCAPC não desaparecem após as primeiras colisões
P e AP incompletas. Como as CCAPC são propiciadas por valores muito pequenos de
velocidade do centro de massa, então as colisões P e AP incompletas elevam a velocidade
do centro de massa nas CCAPC que venham a surgir, como mostra a Fig 4.16. Além
disso, como a 1 é mais rápida que a 2 e γ > 1, vale a Eq. (4.35), a qual nos diz que
o número de CCAPC dependende apenas de 1 − y0; no entanto, como y0 deve respeitar












até L = 1. Enfim, para que ocorra mais uma vez CCAPC longa, o centro de
massa das part́ıculas deve ser tão pequeno quanto a da condição inicial e partir de uma
posicão y0 mais próxima posśıvel da extremidade inferior de (4.29). O próximo exemplo
ilustra o que acontece quando consideramos a 1 mais massiva e mais lenta que a 2. Não
detalharemos os resultados que forem semelhantes a do exemplo 6.
Exemplo 7: Sejam a razão das massas γ = 1
4





2 = 4, 0004.
A condição (4.29) fornece o seguinte intervalo de validade da posição inicial: −0, 600032 <
y0 < 0, 399968. Evidentemente, como y0 ∈ [0, 1], temos 0 < y0 < 0, 399968. Arbitramos,
então, o valor y0 = 0, 1973. A velocidade do centro de massa das condições iniciais é
positiva, então as posições de colisão pares é uma função linear crescente e as ı́mpares, um
função linear decrescente, como mostra a Fig. 4.17(a). As Figs. 4.17(b)-(c) mostram pleno
acordo entre os resultados numéricos e os teóricos até que cesse as CCAPC. Ao contrário
da Fig. 4.14(a), na Fig. 4.17(a) a intersecção das retas subjacentes das posições de colisão
pares e ı́mpares não é evidente, pois o ponto de intersecção é bem próximo de y0 = 0, 1973.










metade do valor da extremidade superior da condição (4.29)), e substituindo os valores
das velocidades iniciais, obtemos y2k0 = 0, 199998. Pela Eq. (4.24), podemos estimar
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Figura 4.14: Posição de colisão em função do número de colisões I − 1 (é I − 1, ao
invés de I, porque numericamente a posição y0 corresponde a I): (a) Enquanto ocorrer
CCAPC, as posições de colisão pares e ı́mpares mudam linearmente até I−1 = 10459. (b)
Conformidade dos resultados numéricos com os teóricos (em vermelho). (c) Ampliação da
região onde se viola pela primeira vez as Eqs. (4.24) e mostrar o acordo entre os valores
numéricos e teóricos. Em particular, a posição em I − 1 = 10460 numérica e teórica
não coincidem realmente, como exibido no gráfico interno, pois y10460 = 1, 000013306,
enquanto o valor numérico correspondente é xc = 0, 999977824.
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Figura 4.15: Número de colisões Nc := Nc(I − 1) AP completas (linha preta), P (linha
vermelha) e AP incompletas (linha verde): (a) e (b) CCAPC exclusivas até I−1 = 10459.
(c) Em I − 1 = 10460 ocorre a primeira colisão P.
2k0. No caso do exemplo 6, a posição de intersecção é y2k0 = 0, 799984. Evidentemente,
se tivéssemos escolhido, digamos, y0 = 0, 20, não observaŕıamos nenhuma intersecção na
Fig. 4.17(a)-(b). Além da velocidade do centro de massa ser positiva, a part́ıcula 1 é
mais lenta que a 2 e γ < 1. Então, o número de CCAPC é dada pela Eq. (4.36), dando
2k = ⌊6333, 88⌋, ou seja, 2k = 6332, com F(γ, v(a)1 , v(a)2 ) = 3, 19974402 × 10−5. Com
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Figura 4.16: (a) Velocidade do centro de massa das part́ıculas imediatamente depois de
uma colisão p-p. (b) Número de colisões AP completas. Observe para alguns valores de
I − 1 que ocorre uma colisão AP completa, a velocidade do centro de massa é maior que
a das velocidades iniciais, V
(a)
cm = 8× 10−5.
isto, determinamos teoricamente as últimas posições das CCAPC: y6332 = 0, 399907791,
y6333 = 6, 0211183× 10−5, y6334 = 0, 399971786 e y6335 = −3, 783697× 10−6, ou seja, y2k+2
é a última posição de colisão AP completa e y2k+3 < 0. Os gráficos da Fig. 4.18 mostram
a exclusividade de colisões AP completas até a colisão I − 1 = 6334 e, em I − 1 = 6335,
ocorre a primeira colisão P. Portanto, temos plena concordância entre a previsão teórica
e os resultados numéricos.
Os resultados gerais para as CCAPC mostraram que, se a velocidade do centro de
massa fosse nula, ao menos imediatamente antes das colisões p-p, gerar-se-ia um número
finito de estados (possibilidades P1 e P2) e a CCAPC é uma sequência de colisões infinita
e periódica. Para se gerar mais estados, como vimos nas seções anteriores, deve ocorrer
colisões P e AP incompletas. Isto é conseguido se a velocidade inicial do centro de massa
das part́ıculas imediatamente depois de uma colisão p-p for não nula, pois o número de
CCAPC torna-se finito, gerando-se, em algum momento, uma colisão P, a qual pode ser
seguida ou não por uma colisão AP incompleta. No entanto, mesmo com a presença
de colisões P e AP incompletas, há muitas sequências de CCAPC entre essas colisões,
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Figura 4.17: Posição de colisão em função do número de colisões I−1: (a) Enquanto ocor-
rer CCAPC, as posições de colisão pares e ı́mpares mudam linearmente até I − 1 = 6334.
(b) Conformidade dos resultados numéricos com os teóricos (em vermelho). (c) Amplia-
ção da região onde se viola pela primeira vez as Eqs. (4.24) e mostrar o acordo entre os
valores numéricos e teóricos. Em particular, a posição em I−1 = 6335 numérica e teórica
não coincidem realmente, como exibido no gráfico interno, pois y6335 = −3, 783697×10−6,
enquanto o valor numérico correspondente é xc = 6, 305826× 10−6.
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Figura 4.18: Número de colisões Nc(I−1) AP completas (linha preta), P (linha vermelha)
e AP incompletas (linha verde): (a) e (b) CCAPC exclusivas até I − 1 = 6334. (c) Em
I − 1 = 6335 ocorre a primeira colisão P.
mantendo lenta a proliferação de novos estados. Esta é a quebra de ergodicidade por
CCAPC. Ademais, se a razão das massas for superior a 3 (ou inferior a 1
3
), não apenas
temos colisões P e AP incompletas, como também CCP e CCAPI intercaladas nas várias
sequências de CCAPC. Afastando-se a razão das massas da unidade, o número de colisões
nas CCP e nas CCAPI aumentam e, nas CCAPC, diminuem, mas não as eliminam. É
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esta a situação que veremos na próxima seção.
4.5 Quebra de Ergodicidade para CCAPI e CCP
Como vimos na seção 4.3, CCAPI geram CCP. Os estados posśıveis em um ciclo de
CCAPI-CCP são distintos entre si e são dados por
z2k−1 = (−1)k+1eıkθz0, z2k = (−1)ke−ıkθz0, (4.42)
em que z0 = α − ıβ e γ ∈ (3,∞) (o caso γ ∈ (0, 1/3) é análogo), k ∈ [1, N − 1] para
N CCAPI e k ∈ [N, 2N − 1] para N CCP. A Fig. (4.19) ilustra esta situação junta-
mente com as respectivas posições de colisão. Se ocorrer todas a N colisões consecutivas,
completa-se o ciclo de CCAPI-CCP. Para que se possa gerar infinitos estados, além de θ
π
ser irracional, o sistema deve iniciar outro ciclo de CCAPI-CCP, completá-la, gerar ou-
tro ciclo, e assim por diante. Dessa forma, haveria a possibilidade do sistema apresentar
ergodicidade. Mostraremos na próxima subseção que não é posśıvel o sistema gerar um
número infinito de ciclos de CCAPI-CCP para se gerar infinitos estados. Nas subseções
seguintes, mostramos o que acontece quando as CCP é interrompida em sua sequência de
colisões por uma colisão AP completa e, caso um ciclo de CCAPI-CCP seja completado,
quais são as possibilidades de colisões p-p e a sua relação com a geração de novos estados.
4.5.1 A impossibilidade de haver infinitos ciclos de CCAPI-CCP
Considere um ciclo de CCAPI-CCP, como descrito anteriormente, o qual denominamos
de C1. Verifiquemos que não é posśıvel ocorrer indefinidamente ciclos CCAPI-CCP.
Para a ocorrência de CCAPI, a única condição sobre a posição de colisão x0 é que
esteja no intervalo [0, L], pois fisicamente a part́ıcula 2 avança para a extremidade em
0 a cada colisão com a 1, até se completar as N colisões AP incompletas posśıveis, ou
seja, x0 > x
(1)
0 > ... > x
(N−1)
0 . Como a próxima colisão é paralela, a primeira posição
















0 , pois a 2 aproxima-se da extremidade em L. Para se garantir a
ocorrência de N CCP, a sua primeira posição de colisão deve estar mais próxima posśıvel
da extremidade em 0 de [0, L]. Assim sendo, a última posição de colisão das CCP está
adiante da posição inicial do ciclo C1, x
(2N−1)
0 > x0. Provamos isto por redução ao
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Figura 4.19: Colisões Consecutivas. As part́ıculas partem de uma posição x0 com um
estado z0 = α − ıβ, iniciando-se com colisão AP incompleta até k = N − 1. A partir de
k = N , ocorrem colisões P até k = 2N − 1.
absurdo, ou seja, assumimos que x
(2N−1)










+ β cos (4N−1)θ
2
x0, (4.43)
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e as velocidades do centro de massa Wcm e relativa wr normalizadas para w
(N)


























identificamos uma contradição. De fato, sendo x
(2N−1)
0 ≤ x0, pela Eq. (4.43), obtemos
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encontramos dois casos posśıveis: N par e N ı́mpar. Para N par, w
(N)
2 > 0 implica que(
α senNθ + β cosNθ
)
< 0; então, a fim de satisfazer a Eq. (4.45), cos
[




Mas, pelas Eqs. 4.46, cos
[
(2N − 1) θ
2
]
< 0, contradição! A prova para o caso N ı́mpar é
análoga.
Sabemos agora que a última posição de colisão do ciclo C1 é posterior a posição inicial
x0. Temos, então, duas possibilidades: a primeira é x
(2N−1)
0 > L (violação da condição de
posição), ou seja, a última colisão CCP não acontece e, portanto, não temos N colisões
P. Esta última colisão, ao invés, será AP completa. O mesmo vale se qualquer uma das
outras posições de colisão CCP superar L. Isto pode acontecer porque, além de estar
mais perto de L, a part́ıcula 2 fica mais rápida que a 1 em cada colisão p-p, de maneira
a aumentar as chances de a 2 colidir com a parede em L antes que a 1 a alcance. Esses
casos serão tratados posteriormente. A segunda possibilidade é x
(2N−1)
0 < L. Neste caso,
temos um novo ciclo C2 em uma nova posição de colisão inicial x′0 = x
(2N−1)
0 > x0. Isto
significa que a 2 estará cada vez mais perto da extremidade L do intervalo em cada colisão
p-p com a 1, e lembrando que a 2 fica mais rápida em cada uma das CCP, propicia-se
à 2 em chegar até a parede antes que a 1 colida com ela. Ou seja, em cada ciclo que
acontecer, a situação assemelha-se à primeira possibilidade, de forma que, em algum ciclo
Cq, a posição de colisão vai superar L e uma colisão AP completa acontecerá. Isto tudo
vai limitar o número de estados gerados, comprometendo a ergodicidade do sistema.
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4.5.2 CCP interrompidas por uma colisão AP completa
Na seção anterior vimos que em cada colisão P, a 2 aproxima-se da parede em L.
Isto favorece a situação de a 2 colidir com a parede antes da colisão p-p entre 1 e 2, ou
seja, a CCP é interrompida por uma colisão AP completa. Vejamos o que acontece com
o conjunto de estados neste caso.
Em prinćıpio, a ocorrência de todas as colisões de um ciclo de CCAPI-CCP geraria o
seguinte conjunto de estados
E = {z0, z2l−1, z2l}1≤l≤N−1 ∪ {z2l−1, z2l}N≤l≤2N−1.
Considere agora o seguinte ciclo C de CCAPI-CCP: geram-se todos os estados posśıveis de
CCAPI mas, na r-ésima colisão p-p, viola-se a condição de posição de CCP (acompanhe
o fluxograma da Fig. 4.20). Logo, z2r−1 é o último estado gerado neste ciclo e o conjunto
de estados é
E1 = {z0, z2l−1, z2l}1≤l≤N−1 ∪ {z2N−1, z2N , ..., z2r−1}.
Ambas as part́ıculas colidem cada uma com as paredes, gerando-se o estado z2r = −z2r−1,
ao invés do estado z2r; segue-se, enfim, uma segunda colisão AP completa, originando o
estado z2r+1 = e
ıθ
z2r = −z2r−2. O estado z2r+1 corresponde às velocidades negativas das
part́ıculas, de maneira que a 1 seja mais rápida que a 2. Assim, a 1 colide com a parede
em 0, dando z2r+2 = −z2r+1 = −z2r−3.
Temos agora as condições para um novo ciclo C’ de CCAPI-CCP. Sendo z′0 = z2r+2 o
novo estado inicial, os estados deste ciclo são, por (4.42),
z′2l′−1 = −z2r−2l′−2, z′2l′ = −z2r−2l′−3. (4.47)
Perceba que os ı́ndices das Eqs. (4.47) retrocedem à medida que se aumenta l′, indicando
que os estados gerados são os negativos dos estados anteriores das CCP. Mais detalhada-
mente, os estados das CCAPI são os negativos dos estados gerados pelas CCP do ciclo
C e das CCP, os negativos dos estados gerados pelas CCAPI do ciclo C. Assim sendo,
2r − 2l′ − 2 ≥ 0, dando l′ ≤ r − 1.
Nas CCP do ciclo C’, duas coisas podem acontecer:
1. viola-se a condição de posição; consequentemente, interrompe-se as CCP com uma
colisão AP completa. Então, sendo z2r′−1 o último estado de CCP, o conjunto de
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estados é
E2 = {z′0, z′2l′−1, z′2l′}1≤l′≤N−1 ∪ {z′2N−1, z′2N , ..., z′2r′−1},
no qual inclúımos, neste conjunto, os estados gerados na transição do ciclo C para
C’, de maneira que z′2r′ = −z′2l′−1 = z2r−2r′−2 é um dos estados do conjunto E1, pois
r′ ≤ r−1, com a part́ıcula 1 mais rápida que a 2. Note que quanto mais próximo r′
estiver de N−1, após a segunda colisão AP completa, retorna-se cada vez mais para
o ińıcio da lista de estados do conjunto E1 (atinge-se o ińıcio no caso 2a abaixo).
Então, o sistema gera novamente os estados anteriores, quebrando a ergodicidade.
Este processo cessará quando não houver mais interrupção de CCP (caso 2b abaixo,
por exemplo.)
2. as CCP progridem até se gerar o estado −z0 = −α + ıβ. No item anterior, a 1 é
mais rápida que a 2, mesmo a 1 perdendo energia cinética para a 2 em cada colisão
p-p. Aqui, por ser o último estado das CCP, −z0 corresponde à situação na qual a
1 é mais lenta que a 2. Então, há duas outras possibilidades:
(a) caso particular do item 1: ambas as part́ıculas colidem com as paredes, ocor-
rendo, portanto, uma colisão AP completa e gerando-se o estado z0, e retorna-se
ao ponto inicial do processo descrito anteriormente;
(b) a 2 colide com a parede,
Z0 = −z0,
e colide com a 1,
Z1 = e
ıθZ0 = −eıθz0,
gerando um estado diferente daqueles dos conjuntos E1 e E2. Neste caso, as
part́ıculas sairão com velocidades negativas, a 1 colidirá com a parede,
Z2 = −Z1 = e−ıθz0 ≡ Z ′0,
que é o novo estado inicial para o novo ciclo de CCAPI-CCP. Os estados pos-
śıveis são
Z ′2k−1 = (−1)k+1eı(k+1)θz0, Z ′2k = (−1)ke−ı(k+1)θz0. (4.48)
Mas, definindo k′ = −k − 1, as Eqs. (4.48) ficam
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que são as Eqs. (4.42) se k ≤ 0. Isto significa que o conjunto de estados
posśıveis da Eq. (4.48) é o conjunto dos negativos dos estados que gerariam
z0 em uma reversão temporal na dinâmica. Então os estados da Eq. (4.48)
são diferentes daquele do conjunto inicial E, e caso ocorra alguma colisão AP
completa, geram-se estados que culminarão novamente na condição inicial z0.
Assim, de qualquer forma, recáımos no ciclo de CCAPI-CCP inicial. Perceba que a
interrupção das CCP por colisões AP completas é maior que àquela para se gerar todos
os estados posśıveis de um ciclo. Isto tem a ver com a condição muito restritiva sobre
a posição de colisão inicial para ocorrer as N CCP (a posição inicial deve estar muito
próxima da extremidade em 0 do intervalo). O sistema visita recorrentemente os mesmos
estados, na busca de uma posição inicial de colisão que permita sair do ciclo de CCAPI-
CCP para gerar um outro ciclo que não conduza o sistema novamente para o ciclo original
de colisões consecutivas. Na Fig. 4.20, destacamos por linhas descont́ınuas como aquelas
que levam diretamente para o ciclo de CCAPI-CCP inicial e por linha cont́ınua, a transição
para um novo ciclo de estados, apesar da alta possibilidade de conduzir o sistema para o
estado inicial.
Exemplo 8: Suponha o caso particular no qual são posśıveis 4 CCAPI e 4 CCP. As
CCP são interrompidas na 3a colisão p-p.
O conjunto de estados posśıveis são
E = {z0, z1, z2, z3, z4, z5, z6, z7}.
Como a interrupção acontece na 3a colisão p-p, z5 é o último estado gerado na colisão
P. Os estados posśıveis gerados em seguida são −z5, −z4, −z3, −z2, −z1 e −z0. Caso
ocorresse outra colisão AP completa após a 5a colisão p-p, o último estado dessas CCP é
−z2, de maneira que o estado seguinte será z2.
4.5.3 Ocorrência, ou de colisão AP incompleta, ou de P ou de
AP completa após CCP
Vamos supor agora que o ciclo de CCAPI-CCP não seja interrompido por uma colisão
AP completa, gerando todos os estados posśıveis. Desse modo, o estado gerado após a
última colisão P é z4N−3. Este estado refere-se à situação na qual a part́ıcula 1 é mais
lenta que a 2. Além disso, a velocidade da 1 pode ser positiva, como ilustrada na Fig.
4.19, ou negativa. De qualquer forma, esse estado é expresso, conforme as Eqs. (4.42),















Figura 4.20: Fluxograma para CCP interrompidas por uma colisão AP completa. Para um
cicloC de colisões consecutivas, a interrupção por uma colisão AP completa dessas colisões
ocorrem nas CCP. Gera-se, então, um novo ciclo C’ dos negativos dos estados de C.
Interrompendo C’ por uma colisão AP completa, retorna-se em algum estado do ciclo C,
e repete-se o processo. Completando-se o ciclo C’, ocorrendo colisão P ou AP incompleta,
gera-se um novo ciclo C” de estados diferentes. No entanto, se ocorrer alguma colisão
AP completa, gera-se um estado que conduz ao estado inicial de C. A linha cont́ınua
representa a transição que favorece, em prinćıpio, geração de novos estados, enquanto a




Há três possibilidades de colisão posterior:
Colisão AP incompleta após CCP
A colisão AP incompleta acontecerá se a velocidade da 1 for positiva. Segue as etapas
até se ter uma configuração que inicie um ciclo de CCAPI-CCP:
1. a 2 colide com a parede: z4N−3 = e−ı(2N−1)θz0;
2. colisão p-p: eı(2N−1)θ(z4N−3) = eı2Nθz0;
3. colisão p-w de 1: −(eı2Nθz0) = −e−ı2Nθz0 ≡ Z0, o estado inicial para o novo ciclo de
CCAPI-CCP.
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Portanto, pelas Eqs. (4.42), os estados posśıveis neste novo ciclo de CCAPI-CCP são:
Z2k−1 = (−1)keı(k+2N)θz0, Z2k = (−1)k+1e−ı(k+2N)θz0,
os quais, expressos em termos de z2k−1 e z2k, ficam
Z2k−1 = e
ı(2Nθ+π)z2k−1, Z2k = e
−ı(2Nθ+π)z2k. (4.49)
As Eqs. (4.49) mostram que se θ
π
for racional, os estados Z2k−1 e Z2k são simplesmente
algum estado já gerado por algum ciclo de CCAPI-CCP ou são estados que serão repetidos
em algum ciclo de CCAPI-CCP posterior (lembre-se que os ciclos de CCAPI-CCP são
finitos e pode ser necessário um número finito de ciclos de CCAPI-CCP para gerar todos
os estados posśıveis). Para θ
π
irracional, os estados são naturalmente distintos de z2k−1 e
z2k.
Colisão P após CCP
Esta situação acontecerá se a velocidade da 1 for negativa. Como as etapas para se
chegar em uma configuração de um novo ciclo de CCAPI-CCP, os resultados formais são
os mesmos do caso imediatamente acima.
Colisão AP completa após CCP
A colisão AP completa só pode acontecer se as part́ıculas sáırem em sentidos opostos
após a colisão p-p. As etapas até se ter uma configuração de um novo ciclo de CCAPI-CCP
são:
1. ambas as part́ıculas colidem nas paredes: −z4N−3 = −eı(2N−1)θz0;
2. colisão p-p: eıθ(−z4N−3) = −e−ı2(N−1)θz0;
3. colisão p-w de 1: −(−e−ı2(N−1)θz0) = eı2(N−1)θz0 ≡ Z0, o estado inicial para o novo
ciclo de CCAPI-CCP.
Logo, procedendo como na colisão AP incompleta após CCP, obtemos:
Z2k−1 = e
−ı[2(N−1)θ+π]z2k, Z2k = e
ı[2(N−1)θ+π]z2k−1. (4.50)
Os comentários a respeito de θ
π
para as Eqs. (4.49) aplicam-se para as Eqs. (4.50).
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Portanto, essas colisões simplesmente funcionam como uma transição entre ciclos de
CCAPI-CCP para outro ciclo distinto em geral, ou seja, como números racionais formam
um conjunto de medida nula, a maioria dos casos serão para θ
π
irracional e, por isso, a
maioria dos ciclos serão diferentes entre si.
Capı́tulo 5
Conclusão
A intenção desse trabalho foi entender a lenta geração de velocidades ou a quebra de
ergodicidade, uma vez que o sistema possui as condições necessárias, mas insuficientes,
para tal quando o parâmetro θ
π
associado à razão das massas for irracional. O sistema de 2
part́ıculas em uma caixa unidimensional, e seu equivalente bilhar triângulo retângulo, tem
sido investigado há 40 anos [29] e tem se mostrado desafiador quanto a total compreensão
de suas propriedades dinâmicas, apesar de sua simplicidade.
Vimos que colisões entre 2 part́ıculas em uma caixa unidimensional ocorre em 3 con-
figurações de movimento distintos (paralelo, antiparalelo completo e incompleto). Iden-
tificamos que CCP e CCAPI ocorrem para razões de massas γ ∈ (0, 1
3
) e γ ∈ (3,∞),
coexistindo com colisões AP completas para razões de massas, como γ = 4. Mas, segu-
ramente, no intervalo γ ∈ [1
3
, 3], predominam CCAPC. A ideia dessas caracterizações é
identificar, através de suas propriedades, os mecanismos geradores de novos estados. Por
exemplo, já se sabe na literatura [26] que colisões AP completas, de acordo com nossa
abordagem e nomenclatura, são responsáveis pela lenta geração de estados ou quebra de
ergodicidade. Além disso, a maioria dos resultados numéricos [26–28] remetiam às razões
de massas em torno da unidade. Então, consideramos a investigar detalhadamente, por
meio de experimentos numéricos e descrição anaĺıtica, a geração de estados quando a
massa de uma das part́ıculas é muito maior que a da outra.
Notamos na abordagem anaĺıtica que são posśıveis muitos estados nesse caso, pois
são, efetivamente, rotações no espaço de velocidades normalizadas. Para nossa surpresa,
não observamos numericamente diferença significativa no número de estados em relação
aos casos onde as massas das part́ıculas são da mesma ordem de grandeza. Então, con-
seguimos mostrar que, quando as CCP são interrompidas por uma colisão AP completa,
se gera um novo ciclo de colisões consecutivas e, portanto, um novo conjunto de esta-
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dos. Este conjunto de estados são os negativos daqueles do ciclo de CCAPI-CCP que
foi interrompido primeiro, porque colisões AP completas são rotações de π rad, como já
mencionamos. Por ser um ciclo de CCAPI-CCP, há uma grande chance dessas CCP serem
interrompidas por outra colisão AP completa. O estado gerado é algum do ciclo inicial e
o sistema gera novamente os mesmos estados anteriores ou até se gerar todos os estados
posśıveis do ciclo, ou ainda ser interrompido novamente por uma colisão AP completa.
Essas interrupções são mais prováveis do que se completar todos os estados posśıveis do
ciclo, porque, para isto as posições de colisão iniciais das CCP devem estar muito pró-
ximas da extremidade em 0 do intervalo [0, L], mas, como provamos, isto não acontece.
O sistema gera muitas vezes os mesmos estados até se gerar um condição que aproxime
alguma posição de colisão inicial em 0. Por isso, na Fig. 4.20 distinguimos as transições
entre os tipos de colisão por linhas cont́ınuas (baixa probabilidade de ocorrência) e linhas
descont́ınuas (alta probalibilidade de ocorrência). Esta situação é agravada à medida que
se afasta a razão das massas das part́ıculas da unidade pois, com isso, aumenta-se também
o número máximo N de estados posśıveis nos ciclos, elevando-se ainda mais a probabili-
dade de interrupções por colisões AP completas. Ainda que se complete o ciclo, gerando
um novo e, por conseguinte mais estados novos, se está na mesma condição de alta pro-
babilidade de ocorrência de uma colisão AP completa, recaindo novamente no ciclo de
CCAPI-CCP inicial. A outra posśıvel sáıda encontrada foi investigar o que aconteceria,
uma vez completado o ciclo de CCAPI-CCP, se ocorresse uma colisão P, AP incompleta
ou AP completa. Como vimos, essas colisões simplesmente funcionam como uma tran-
sição de um ciclo de colisões consecutivas para outro igualmente sujeito as propriedades
de se gerar os mesmos estados. A diferença com os ciclos interrompidos por colisões AP
completas está na independência imediata do ciclo anterior, ou seja, não necessariamente
acontecerá alguma colisão que retorne a um ciclo inicial (pelo menos para θ
π
irracional).
Então, independentemente da razão das massas, as colisões AP completas sempre estão
presentes e contribuem diretamente para a quebra da ergodicidade. Essa permanência
por um tempo muito grande nos ciclos seria uma questão a se aprofundar. Um estudo
numérico nesta direção foi realizada por J. Wang e colaboradores [36], que encontraram
evidências de ausência de ergodicidade para γ ≈ 2, 14, cujo θ
π
é a razão áurea (o número
mais irracional do ponto de vista de convergência por racionais).
Com este trabalho, ainda que não provamos se é ou ergódico, esclarecemos os meca-
nismos que frustram a geração de novas velocidades para qualquer razão das massas e
desenvolvemos interpretações e ferramentas que possam ser utilizadas para tal demons-
tração rigorosa. Isto é importante porque, se o sistema não for ergódico de fato, será um
exemplo simples, com condições necessárias bem estabelecidas, onde a dinâmica tem forte
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influência no comportamento do sistema.
O estudo desse sistema permitiu vislumbrar algumas perspectivas de desenvolvimento
do trabalho:
• Investigar se há outras condições que levam à periodicidade de trajetórias no bilhar
triângulo retângulo (como a presença de 3, 4, etc. posições de colisão da part́ıcula
no bilhar);
• Investigar a existência de uma lei estat́ıstica clara que identifique as razões das
massas para as quais predominam cada uma das três colisões consecutivas;
• Avançar o estudo para resolver o dissenso quanto à ergodicidade para este sistema.
Apêndice A
Ergodicidade em Sistemas Simples











Figura A.1: (a) Espaço de Fase do Oscilador Harmônico Simples com uma superf́ıcie de
energia SE. (b) Espaço de Fase normalizado do Oscilador Harmônico Simples com uma
superf́ıcie de energia ŜE.







sendo m a massa e ω a frequência angular. A Eq. (A.1) mostra que a superf́ıcie de energia
SE é uma elipse. Para mostrar que a média temporal é igual a média espacial, utilizaremos
a representação complexa do Espaço de Fase. Definindo p̂ = p√
2mE
e q̂ = ωq√
2m−1E
, temos
p̂2+ q̂2 = 1, de modo que a superf́ıcie de energia nesse Espaço de Fase normalizado é uma
circunferência unitária; logo, pelo isomorfismo do plano real e o conjunto dos números
complexos, representamos o par (p̂, q̂), como o número complexo z = p̂ + ıq̂. Como
a frequência independe do tempo, os momentos e as posições variam harmonicamente,
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z = z0e








em um peŕıodo de tempo T e usamos a Eq. (A.2) para substituir a integração em dt pela
integração dz sobre a superf́ıcie de energia ŜE,






















f(z)dµ(z) = 〈f〉, (A.3)
em que ωT = 2π, dµ(z) = dz
z
. Logo, as médias temporal e espacial são iguais, provando
a ergodicidade do OHS.
A.2 O Mapa de Rotações
Rotações sobre uma circunferência de raio unitário S1 podem ser representadas via
números complexos: seja z0 = e
ıα uma posição em S1; a rotação de z0 por um ângulo θ





mostrando que em uma rotação, efetivamente se adiciona ângulos. Então, definimos o
Mapa de Rotação por um ângulo real θ a partir de uma posição angular inicial x por
φ : x → φ(x) = x + θ, mod 2π. Para n rotações, temos φn : x → φ(x) = x + nθ,
mod 2π. Para θ racional, as rotações na circunferência unitária são periódicas, implicando
na não ergodicidade neste caso, pois a trajetória do sistema gasta tempos diferentes de
permanência em regiões diferentes. Assumamos daqui em diante que θ é irracional.
Considere a média temporal de uma função f(x) para uma trajetória iniciando-se em
x,
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invertendo os somatórios e resolvendo a soma em k, obtemos










Como θ é irracional, os pontos sobre a circunferência é densa e equidistribúıda; logo, o
somatório da Eq. (A.4) se anula (Teorema de Equidistribuição de Weyl ou Critério de
Weyl [79]), dando
< f > = a0. (A.5)











f(x)dx = a0, (A.6)
o que mostra a ergodicidade de rotações.
A.3 Oscilador Harmônico Simples Bidimensional
A prova da ergodicidade do Oscilador Harmônico Simples Bidimensional é a genera-




Seja o conjunto G 6= ∅ e uma lei de composição interna (x, y) 7−→ x ⋆ y em G. G é
um grupo em relação a essa lei, se, e somente se:
1. (∀a, b, c ∈ G)
(
a ⋆ (b ⋆ c) = (a ⋆ b) ⋆ c
)
(associatividade);
2. (∀a ∈ G)(∃e ∈ G)
(
a ⋆ e = e ⋆ a = a
)
(existência de elemento neutro);
3. (∀a ∈ G)(∃a′ ∈ G)
(
a ⋆ a′ = a′ ⋆ a = e
)
(existência de elemento simétrico).
Como consequência [80], os elementos neutro e simétrico são únicos; dado um elemento
qualquer do grupo, o simétrico do simétrico é o próprio elemento; o simétrico de a ⋆ b é
b ⋆ a.
Um grupo (G, ⋆) é abeliano ou comutativo se, e somente se, (x, y) 7−→ x ⋆ y é comu-
tativa, ou seja, (∀a, b ∈ G)
(




Grupo Diedral é um grupo de n simetrias (invariância) de rotação e n de reflexão de
poĺıgonos n−regulares em torno da origem. Portanto, este grupo possui 2n elementos e o
denotemos por D2n.
Dessa forma, as rotações são ângulos múltiplos racionais de π. Então, considere ro-
tações anti-horárias em torno da origem por ângulos (k − 1)2π
n
, com inteiro k ∈ [1, n),
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a n−ésima rotação coincidindo com a rotação k = 1, a (n + 1)−ésima rotação coinci-
dindo com a k = 2, etc. O conjunto dessas rotações, Rn = {e, a, ..., an−1}, com an = e,
juntamente com a composição de duas rotações quaisquer (o śımbolo ⋆ é omitido e a com-
posição de rotações é representada por justaposição) possuem as propriedades definidoras
de grupo, denominado de grupo de rotações módulo n [80]. Assim, para dois elementos
de rotação quaisquer ar, as ∈ Rn, temos aras = ar+s, (r + s) mod n é um elemento de
rotação de Rn; para s = n− r, obtemos o elemento neutro do grupo, aran−r = an = e, ou
seja, an−r é o elemento simétrico de ar.
A reflexão b do Grupo Diedral é aquela em relação à abscissa, de modo que b2 = e;
apliquemos em cada rotação de Rn a reflexão b, obtendo-se explicitamente D2n,
D2n = {e, a, ..., an−1, b, ba, ..., ban−1}. (B.1)
Os elementos do Grupo Diedral possuem as seguintes propriedades operacionais:
• ab = ban−1;
• arb = ban−r.
B.3 Grupo Multiplicativo Ćıclico
Grupo Multiplicativo Ćıclico G é o grupo fechado em relação à multiplicação que
possui um elemento a ∈ G tal que G = {am|m ∈ Z}. Este elemento é dito um gerador de
G.
Os Grupos Multiplicativos Ćıclicos podem ser:
• finitos, quando existe um inteiro não-nulo p tal que ap = e. Se este inteiro for o
menor posśıvel, p é dito peŕıodo ou ordem do grupo;
• infinitos, quando não for finito; logo, o peŕıodo p = 0.
O Grupo Diedral é um grupo multiplicativo ćıclico, com dois geradores, um corres-
pondendo ao gerador de rotações, a, e o outro, à reflexão, b.
Apêndice C
Cálculos Referentes às Colisões Consecutivas
C.1 Colisões Consecutivas Paralelas
Nesta seção, calculamos os estados posśıveis gerados e determinamos a condição sobre
a posição de colisão inicial para a realização das CCP.
C.1.1 Caso γ > 1
Condições sobre as velocidades para a ocorrência de CCP









1 . As velocidades normalizadas correspondentes são obtidas de wi = vi/
√
2Em−1i , de
modo que α = w
(0)
1 e β = w
(0)
2 . Suponha que ocorra consecutivamente as duas situações:
(i) as part́ıculas colidem paralelamente com velocidades positivas, conforme
z = eıθz0,
sendo θ ∈ (0, π) e z0 = α + ıβ o estado inicial (ou velocidades iniciais);
(ii) a part́ıcula 1 colide com a parede, conforme
z′ = −z.
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z2 = −z1 = −e−ıθz0,
z3 = e
ıθz2 = −eı2θz0,









z2k−1 = (−1)k+1[α cos kθ + β senkθ + ı(α senkθ − β cos kθ)] = w(k)1 + ıw(k)2 ,
z2k = (−1)k[α cos kθ + β senkθ − ı(α senkθ − β cos kθ)] = −w(k)1 + ıw(k)2 , (C.1)
em que k > 0.
São necessárias duas condições para que ocorram as CCP: a velocidade da part́ıcula 1
deve ser negativa e da 2, positiva após cada colisão p-p, w
(k)
1 < 0 e w
(k)
2 > 0; a 1 deve ser




1 < 0 e w
(k)
2 > 0. Pela Eq. (C.1), expressemos −w(k)1 > 0 e w(k)2 > 0 em
termos de α, β, cos kθ e senkθ para formar o sistema de inequações,
{
(−1)k(α cos kθ + β senkθ) > 0
(−1)k+1(α senkθ − β cos kθ) > 0
. (C.2)
Multiplicando a primeira equação por α
β
e adicionando com a segunda, obtemos uma
inequação trigonométrica [81], (−1)k cos kθ > 0. Temos duas possibilidades:
• k ı́mpar: cos kθ < 0, cuja solução geral é
π
2
+ 2πm < kθ < π + 2πm,
para todo inteiro m ≥ 0. Desejamos que esta solução corresponda a um intervalo
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(a, π), com a > 0 um número real, tal que θ ∈ (a, π) ⊂ (0, π). A justificativa para
isto é a concordância com o limθ→π γ = ∞ (γ é dada pela Eq. (3.12)), para todo k
ı́mpar. Esta condição é satisfeita apenas se k = 2m + 1; assim, sendo 2m = k − 1,
a solução da inequação trigonométrica em termos de k é 2k−1
2







. Então, senkθ > 0 e, pela primeira inequação de (C.2), α
β
> − tgkθ.
• k par: cos kθ > 0, cuja solução é
3π
2
+ 2πm < kθ < 2π + 2πm,
para todo inteiro m ≥ 0. De maneira análoga ao caso de k ı́mpar, mas com k =






. Por conseguinte, senkθ < 0 e, da primeira
inequação de (C.2), obtemos também α
β
> − tgkθ.
Portanto, para todo inteiro k > 0, a condição 1 é garantida, desde que
α
β























• Para k ı́mpar:
w
(k)
1 = α cos kθ + β senkθ, w
(k)
2 = α senkθ − β cos kθ,
cuja substituição em (C.3) resulta em
− α sen (2k + 1)θ
2
> −β cos (2k + 1)θ
2
. (C.4)
Mas cos kθ < 0 e senkθ > 0, de modo que − cos (2k+1)θ
2
> 0. Em vista disso, da
















Para se determinar o intervalo de validade desta relação, note que β
α
> 0, dando a
inequação tg (2k+1)θ
2




+ mπ, ou seja,
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2mπ
2k+1
< θ < 2m+1
2k+1
π. Para que o intervalo fique limitado superiormente por π, definimos




















A partir do intervalo (C.5), estimamos o número máximo de CCP posśıveis,
2km
2km + 1
π < θ ⇒ km <
θ
2(π − θ) ,
em que km = k é o máximo inteiro que satisfaz (C.5). Mas, nesta estimativa se exclui
a condição inicial que também é uma colisão paralela; então, o número máximo total de
CCP é N = km + 1, ou seja.
N <
2π − θ
2(π − θ) .
A seguir, apresentamos exemplos para mostrar alguns valores de N se conhecermos θ ou
γ.







2(π − θ) = 1, 25,
ou seja, N = 1 colisão.
Exemplo 2: Seja θ = 1, 91063... rad (γ = 2). Então,
N <
2π − θ
2(π − θ) = 1, 776074,
ou seja, também N = 1 colisão.
Exemplo 3: Seja θ = 2, 21429... rad (γ = 4). Então,
N <
2π − θ
2(π − θ) = 2, 194,
ou seja, são posśıveis 2 colisões (N = 2).
Exemplo 4: Seja θ = 2, 52903... rad (γ = 10). Então,
N <
2π − θ
2(π − θ) = 3, 064,
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ou seja, são posśıveis 3 colisões (N = 3).
Exemplo 5: Seja θ = 2, 97865... rad (γ = 150). Então,
N <
2π − θ
2(π − θ) = 10, 140,
ou seja, são posśıveis 10 colisões (N = 10).
Condição sobre a posição de colisão para a ocorrência de CCP
Suponha que as part́ıculas confinadas em [0, L] se movam com velocidades iniciais tais




1 ; assim, elas colidirão em uma posição inicial x0, da qual partem em
sentido opostos, com velocidades v1 < 0 e v2 > 0. As equações horárias das posições são
{
x1 = x0 + v1t1
x2 = x0 + v2t2
.




. Para que a colisão p-p seguinte seja P, é preciso primeiramente que t1 < t2.
Assim, a part́ıcula 1 chega antes na parede que a 2, a qual se encontra na nova posição
inicial x2(t1). Então, as novas equações horárias das posições são
{
x′1 = −v1t′1




Para que se realize uma colisão P, o tempo t′1 para a 1 chegar em L deve ser menor que
o tempo t′2 para a 2, t
′
1 = − Lv1 <
L−x2(t1)
v2







Como estamos tratando de colisões consecutivas, precisamos ter a relação acima para um
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|w1| sen θ2 − |w2| cos θ2
|w1| sen θ2 + |w2| cos θ2
.






|w(k)1 | sen θ2 − |w
(k)
2 | cos θ2
|w(k)1 | sen θ2 + |w
(k)
2 | cos θ2
,
e substituindo













− β cos (2k−1)θ
2
,






































































, precisamos da relação entre as









2 , cuja relação será mais intuitiva fisicamente. Supondo que as velocidades




1 e que a posição de colisão inicial seja
x0 = x
(0)
0 , as velocidades das part́ıculas imediatamente após a colisão p-p serão, de acordo












1 + (γ − 1)v(0)2
1 + γ
.





γ − 3 v
(0)
2 .
Esta relação mostra que as part́ıculas sairão em sentidos opostos, com a 1 mais rápida
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que a 2, somente se γ > 3, como hav́ıamos conclúıdo através da (4.5). O exemplo abaixo
ilustra que a ocorrência de CCP se dá apenas se a posição de colisão inicial estiver muito
próxima da extremidade em 0 de [0, L].














< 2, 94× 10−4.
C.1.2 Caso γ < 1
Condições sobre as velocidades para a ocorrência de CCP
Seja o estado inicial z0 = −α − ıβ, com 0 < α = w(0)1 e 0 < β = w(0)2 . Como antes,
suponha que ocorra consecutivamente as duas situações:
(i) as part́ıculas colidem paralelamente com velocidades negativas, conforme
z = eıθz0,
em que θ ∈ (0, π);















z6 = z5 = e
−ı3θz0, etc.,







z2k−1 = −α cos kθ − β senkθ + ı(−α senkθ + β cos kθ) = w(k)1 + ıw(k)2 ,
z2k = −α cos kθ − β senkθ + ı(α senkθ − β cos kθ) = w(k)1 − ıw(k)2 ,
em que w
(k)
1 < 0 e w
(k)
2 > 0.
Para que ocorram as CCP, são necessárias duas condições: a velocidade da 1 deve ser
negativa e da 2, positiva imediatamente após cada colisão p-p, w
(k)
1 < 0 e w
(k)
2 > 0; a 2
deve ser mais rápida que 1 após cada colisão p-p, −v(k)1 < v(k)2 . Vejamos separadamente
cada uma dessas condições:
Condição 1: w
(k)
1 < 0 e w
(k)
2 > 0. Procedendo-se de maneira análoga ao caso γ > 1,
formamos um sistema de duas inequações a duas variáveis com as velocidades −w(k)1 > 0
e w
(k)
2 > 0, obtendo-se a inequação cos kθ > 0. Como o nosso caso se refere a γ ∈ (0, 1),
então θ ∈ (0, π
2
). Dessa forma, a solução geral apropriada para cos kθ > 0 é




















⊂ (0, π). Além disso,
para valores crescentes de k, π
2k
aproxima-se de 0, ou seja, θ → 0. Isto é desejável, pois
γ → 0, o que significa que γ−1 → ∞ quando se aumenta a diferença entre as massas das
part́ıculas, como também ocorre para o caso γ > 1. Consequentemente, senkθ > 0. Como
w
(k)
2 = −α senkθ + β cos kθ > 0, segue-se que a condição 1 é garantida para todo inteiro












































Como cos kθ > 0, senkθ > 0, cos θ
2
> 0 e sen θ
2
> 0, temos sen (2k+1)θ
2










> 0, então tg (2k+1)θ
2
> 0; assim sendo,
cos (2k+1)θ
2
























, ou seja, γ < 1
3
para que ocorram CCP.
Este intervalo de valores válidos para θ permite estimar o número de CCP de maneira
análoga ao feito para o caso γ > 1, dando km <
π−θ
2θ
. Para incluir a colisão P inicial,










ou seja, N = 1 colisão.





ou seja, N = 2 colisões.





ou seja, N = 3 colisões.
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Condição sobre a posição de colisão para a ocorrência de CCP
O procedimento aqui também é análogo ao caso γ > 1. Sendo as velocidades v1 < 0 e
v2 > 0 e a posição de colisão x0, determinamos, através das equações horárias das posições,
o tempo necessário para cada part́ıcula chegar até as paredes e impomos que a 2 chegue





= t1. Por meio das novas equações horárias
de posição, {
x′1 = x1(t2) + v1t
′
1
x′2 = L− v2t′2
,
determinamos o tempo necessário para cada uma das part́ıculas chegar em 0. Estabele-



















|w1| sen θ2 + |w2| cos θ2
.






2|w(k)1 | sen θ2
|w(k)1 | sen θ2 + |w
(k)
2 | cos θ2
,


































































para um caso simples. Supondo que as part́ıculas se movam com velocidades negativas,














2(−v(0)1 ) + (γ − 1)(−v(0)2 )
1 + γ
.
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Esta relação mostra que as part́ıculas sairão em sentidos opostos, com a 2 mais rápida
que a 1, somente se γ < 1
3
, como já constatamos acima. O exemplo abaixo ilustra que a
realização das CCP se dá somente se a posição de colisão inicial estiver muito próxima da
extremidade em L de [0, L].













C.2 Colisões Consecutivas Antiparalelas Incompletas
A determinação das condições para a ocorrência de CCAPI é semelhante ao realizado
para as CCP. Veremos que os resultados para os dois tipos de colisões consecutivas são
parecidos. Em vista disso, omitimos os detalhes que julgarmos desnecessários.
C.2.1 Caso γ > 1
Considere 0 < α = w
(0)
1 e 0 < β = w
(0)
2 as velocidades iniciais normalizadas das
part́ıculas e que o estado inicial, imediatamente antes da colisão p-p, seja z0 = α − ıβ.
Imediatamente após a colisão p-p, as part́ıculas saem com velocidades negativas. Então, a
part́ıcula 1 é refletida na parede e colidirá novamente com a 2. Este processo repetir-se-á
até que a velocidade da 2 se torne positiva, independentemente se a velocidade da 1 é
positiva ou negativa após esta última colisão AP incompleta. Esta sequência de colisões
está sumarizado em um roteiro similar ao das CCP:
(i) as part́ıculas colidem antiparalelamente, conforme
z = eıθz0,
em que θ ∈ (0, π), a part́ıcula 1 possui velocidade positiva e a 2, velocidade negativa,
imediatamente antes da colisão p-p;
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(ii) a part́ıcula 1 colide com a parede, conforme
z′ = −z.
Como resultado, os estados gerados pelas sucessivas colisões AP incompletas são
z2k−1 = (−1)k+1eıkθz0 = w(k)1 + ıw(k)2 ,




1 = (−1)k+1(α cos kθ − β senkθ) < 0,
w
(k)
2 = (−1)k+1(α senkθ + β cos kθ) < 0.
Duas condições são necessárias para se realizar as CCAPI:
Condição 1: w
(k)
1 < 0 e w
(k)
2 < 0. Sendo −w(k)1 > 0 e −w(k)2 > 0, o sistema de inequações
correspondente é {
(−1)k(α cos kθ − β senkθ) > 0
(−1)k(α senkθ + β cos kθ) > 0
. (C.6)
Multiplicando a primeira inequação por α
β
e adicionando com a segunda inequação, obte-
mos (−1)k cos kθ > 0. Há duas possibilidades:





; logo, senkθ > 0. A primeira inequação de (C.6) nos fornece α
β
> tgkθ;
mas este resultado é inútil, pois a condição α
β
> 0 já foi estabelecida nas condições
iniciais e tgkθ < 0, ou seja, tgkθ não restringe α
β
com nenhum valor positivo. Então,




, ou seja, α
β
está condicionada a um valor positivo máximo.






, com senkθ < 0. E,
















garante a validade da condição 1.
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Condição 2: −v(k)1 > −v(k)2 , em que v(k)i < 0. Como −v(k)1 > −v(k)2 ⇒ v(k)1 < v(k)2 , esta












• Para k ı́mpar:
w
(k)
1 = α cos kθ − β senkθ, w(k)2 = α senkθ + β cos kθ,
cuja substituição em (C.7) resulta em






Como − cos kθ > 0, senkθ > 0 e θ
2







• Para k par: procedendo-se de maneira análoga ao caso k ı́mpar acima, obtemos








Para se determinar o intervalo de validade desta relação, precisamos saber antes o
sinal de tg (2k−1)θ
2
. Para que θ seja compat́ıvel com valores de γ ∈ (3,∞), devemos ter
tg (2k−1)θ
2
> 0. De fato, se não fosse, teŕıamos tg (2k−1)θ
2




+ πm ≤ (2k − 1)θ
2
≤ π + πm ⇒ (2m+ 1)π
2k − 1 ≤ θ ≤
2(m+ 1)π
2k − 1 , (C.8)
para todo inteiro m ≥ 0. Ora, assim como feito para as CCP, este intervalo deve ser
limitado por π (pois corresponde ao limite γ → ∞), bastando encontrar um inteiro m ≥ 0
em função do inteiro k > 0. Para isto, impomos que 2(m+1)π
2k−1 = π; resolvendo para m em
função de k, encontramos m = 2k−3
2
, ou seja, m não é inteiro para todo k > 0. Então,
não existe nenhum m inteiro que torne a solução da inequação tg (2k−1)θ
2
≤ 0 limitada
superiormente por π. Isto mostra que, na verdade, tg (2k−1)θ
2
> 0.









+ πm ⇒ 2πm
2k − 1 < θ <
(2m+ 1)π
2k − 1 . (C.9)
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Definindo o inteiro m como m = k − 1, obtemos
θ ∈
(2(k − 1)π
2k − 1 , π
)
, (C.10)








2k − 1 , π
)
.
Partindo do intervalo (C.10), estimamos o número máximo de CCAPI,
2(km − 1)
2km − 1
π < θ ⇒ km <
2π − θ
2(π − θ) ,
ou seja, o número máximo posśıvel de CCAPI é
N <
2π − θ
2(π − θ) ,
em que N = km + 1, a fim de incluir a colisão AP incompleta do estado inicial.
C.2.2 Caso γ < 1
As condições sobre as velocidades normalizadas são as mesmas para o caso γ > 1. O
roteiro da sequência de colisões AP incompletas é:
(i) as part́ıculas colidem antiparalelamente, conforme
z = eıθz0,
em que θ ∈ (0, π), a part́ıcula 1 possui velocidade positiva e a 2, velocidade negativa,
imediatamente antes da colisão p-p;
(ii) a part́ıcula 1 colide com a parede, conforme
z′ = z.
Como resultado, os estados gerados pelas sucessivas colisões AP incompletas são
z2k−1 = e
ıkθz0,






1 = α cos kθ − β senkθ > 0,
w
(k)
2 = α senkθ + β cos kθ > 0.
As duas condições para que ocorram as CCAPI são:
Condição 1: w
(k)
1 > 0 e w
(k)
2 > 0. Partindo destas duas inequações, obtemos que








consequentemente, senkθ > 0. Como w
(k)
1 = α cos kθ − β senkθ > 0, segue-se que a
condição 1 é garantida para todo inteiro k > 0, contanto que
α
β


































Como cos kθ > 0, senkθ > 0 e θ
2







. Temos aqui uma situação semelhante ao discutido para o caso γ > 1
das CCAPI: não se pode ter tg (2k−1)θ
2
≤ 0, pois, se assim fosse, a solução geral seria dada
por (C.8). Esta permite ser limitada superiormente por π
2
. De fato, sendo m ≥ 0 e k > 0




leva à m = 2k−5
4




Como a solução geral de tg (2k−1)θ
2
> 0 é dada por (C.9), para que θ fique limitada
superiormente por π
2
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Como θ < π
2km−1 , conforme o intervalo (C.11), segue-se que km <
π+θ
2θ
, ou seja, o





com N = km + 1.
C.2.3 Posições de colisão para CCAPI
Seguiremos o mesmo procedimento apresentado na determinação da condição sobre
a posição de colisão para a ocorrência de CCP. No entanto, ao invés de uma estimativa,
obteremos analiticamente as posśıveis posições de colisão exatas para as CCAPI.
Caso γ > 1:
Suponha que as part́ıculas colidam em x0 com velocidades v
(0)
1 > 0 e −v(0)2 < 0 de
tal maneira que, imediatamente após a colisão p-p, as velocidades sejam v1 < 0 e v2 < 0,
|v1| > |v2| (veja o roteiro da seção C.2.1.). As equações horárias são
x1 = x0 + v1t1, x2 = x0 + v2t2,













As novas equações horárias são
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Pela igualdade x′1 = x
′















e mudando para velocidades normalizadas,
x′0 =
|w1| sen θ2 − |w2| cos θ2
|w1| sen θ2 + |w2| cos θ2
x0.




|w(k)1 |sen θ2 − |w
(k)
2 | cos θ2
|w(k)1 |sen θ2 + |w
(k)





|w(k)1 | = (−1)k(α cos kθ − β senkθ) > 0, |w(k)2 | = (−1)k(α senkθ + β cos kθ) > 0,
e x
(k−1)
0 , é a posição de colisão da k − 1 colisão AP incompleta.

























+ β cos (2k+1)θ
2
x0.
Caso γ < 1:
Suponha que as part́ıculas colidam em x0 com velocidades v
(0)
1 > 0 e −v(0)2 < 0 de
tal maneira que, imediatamente após a colisão p-p, as velocidades sejam v1 > 0 e v2 > 0,
|v1| < |v2| (veja o roteiro da seção C.2.2.). Procedendo-se analogamente ao caso anterior,
a posição de colisão após a primeira colisão AP incompleta é
x′0 =
2Lv1 + (v2 − v1)x0
v1 + v2
,
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+ β cos (2k+1)θ
2
.





















































































+ β cos (2k+1)θ
2
.
C.3 Colisões Consecutivas Antiparalelas Completas
Determinamos analiticamente as posições e as velocidades das part́ıculas nas CCAPC
em duas situações: na primeira, impomos que as part́ıculas sempre colidam ao mesmo
tempo nas paredes; e na segunda, uma das part́ıculas colide com a parede antes que a
outra. Em seguida, explicitamos as condições de validade das equações que preveem o
número de CCAPC (Eqs. (4.35), (4.36), (4.40) e (4.41)).
C.3.1 As part́ıculas chegam às paredes simultaneamente
Suponha as part́ıculas 1 e 2 partindo de uma mesma posição inicial x0 com velocidades
v
(a)
1 < 0 e v
(a)
2 > 0 em direção às extremidades 0 e 1 do intervalo [0, 1], nas quais são
refletidas. Então, as part́ıculas colidem entre si com velocidades −v(a)1 > 0 e −v(a)2 < 0.
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Pelas funções horárias das posições das part́ıculas partindo de x0,
x1 = x0 + v
(a)
1 t1, x2 = x0 + v
(a)
2 t2,












A imposição da chegada simultânea até as paredes, t1 = t2, fornece a posição inicial x0









Substituindo a Eq. (C.13) em (C.14), expressamos a posição inicial em termos da razão








em que γ = tg 2 θ
2
, isto é, as massas das part́ıculas determinam o valor de x0 para que
ambas as part́ıculas sejam refletidas simultaneamente nas paredes.
C.3.2 As part́ıculas não chegam às paredes simultaneamente





2 > 0, movendo-se para as extremidades do intervalo [0, 1]. As duas part́ıculas colidem
nas paredes, mas não necessariamente ao mesmo tempo. Então, imediatamente antes da
colisão entre as part́ıculas, as velocidades são −v(a)1 > 0 e −v(a)2 < 0. As velocidades após
a colisão são dadas pelas Eqs. (C.12), mas aqui assumimos que v
(d)
1 6= v(a)1 e v(d)2 6= v(a)2 .
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As funções horárias das posições das part́ıculas partindo de y0 são
x1 = y0 + v
(a)
1 t1, x2 = y0 + v
(a)
2 t2,












Conforme a nossa suposição, as part́ıculas não chegam ao mesmo tempo nas paredes,
t1 < t2 ou t1 > t2. As duas possibilidades resultam na mesma equação para y1. Por isso,
explicitemos os cálculos apenas para t1 < t2: neste caso, a 1 chega em 0 antes que a 2
chegue na extremidade L = 1. Então, a posição de 2 quando a 1 chegar em 0 é
x2(t1) = y0 + v
(a)










Como a 1 parte de 0 e a 2 parte de x2(t1) ainda em direção a parede em L = 1, escrevemos
as novas funções horárias das posições,
x′1 = −v(a)1 t′1, x′2 = x2(t1) + v(a)2 t′2.
Aqui há duas possibilidades: a 1 colide com a 2 antes que a 2 chegue em L = 1; a 2 chega
em L = 1 antes que a 1 a alcance. Tomemos a segunda possibilidade para que se tenha
















Agora, ambas as part́ıculas foram refletidas nas paredes, cujas posições são,
x′′1 = x
′
1(t2)− v(a)1 t′′1, x′′2 = 1− v(a)2 t′′2.
Para x′′1 = x
′′
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Por racioćınio análogo, a Eq. (C.15) é obtida para t1 > t2.





que a próxima colisão p-p seja AP completa, v
(d)
1 < 0 e v
(d)
2 > 0. Em seguida, ambas
colidem nas paredes, de modo que, imediatamente antes da nova colisão p-p, as velocidades
sejam −v(d)1 > 0 e −v(d)2 < 0, que é a situação semelhante à inicial. Por conseguinte, o
procedimento para se determinar a posição de colisão y2 é o mesmo usado para se encontrar









− y1. Como v(d)1 − v(d)2 = v(a)1 − v(a)2 e substituindo y1 em



















2(−v(d)1 ) + (γ − 1)(−v(d)2 )
1 + γ
. (C.17b)









cuperando as velocidades que iniciaram as colisões AP completas, mas em uma posição
y2 6= y0. Logo, enquanto ocorrer colisões AP completas, as velocidades posśıveis são ±v(a)1 ,
±v(a)2 , ±v(d)1 e ±v(d)2 . Dessa forma, aplicando iterativamente a regra representada pela Eq.








− y0, y4 =
4(v
(d)












− y0, y6 =
6(v
(d)












− y0, y8 =
8(v
(d)













+ y0, k = 0, 1, 2, 3, ... (C.18)
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1 − v(a)2 )
+ y0, k = 0, 1, 2, 3, ... (C.19)

























1 − v(a)2 )
− y0, k = 0, 1, 2, 3, .... (C.21)
Se definirmos








1 − v(a)2 )
,
as Eqs. (C.19) e (C.21) são melhor denotadas por








− 2kF(γ, v(a)1 , v(a)2 )− y0. (C.22b)








F(γ, v(a)1 , v(a)2 )
,
1
















F(γ, v(a)1 , v(a)2 )
,
1


















2 e da razão das massas. No entanto, uma investigação detalhada delas
nos possibilita determinar o número exato de CCAPC e saber, de antemão, a expressão
anaĺıtica para 2km.
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O caso F(γ, v(a)1 , v(a)2 ) > 0







Por outro lado, como na Eq. (C.23) se compara dois valores, tomando-se o menor deles,
há duas desigualdades,
1− y0
F(γ, v(a)1 , v(a)2 )
≶
1











cada uma se referindo a uma das respostas posśıveis. Dessas desigualdades, obtemos
v
(a)
2 ≶ |v(a)1 |.
⊲ Para v
(a)






; comparando com (C.25), conclúımos que γ > 1.










F(γ, v(a)1 , v(a)2 )
. (C.26)
Substituindo (C.26) nas Eqs. (C.22), obtemos









A posição y2km é a última posição de colisão par das CCAPC. Para se mostrar isto,
considere a posição y2km+2 escrito em termos de y2km ,








1 − v(a)2 )
,









1 − v(a)2 )
.
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2 < |v(a)1 |, obtemos v(a)1 + γv(a)2 ≤ 0; mas isto contradiz o fato de ser positiva a
velocidade do centro de massa. Portanto, y2km+2 > 1. Assim, y2km é a última posição par
das CCAPC.
A posição y2km+1 é a última posição de colisão das CCAPC. Para se ver isto, devemos
mostrar que 0 < y2km+1 < 1. Mostremos primeiro que 0 < y2km+1.
A relação v
(a)





















− 1. Portanto, da (C.27b),
0 < y2km+1.


















− 1 / 1 ≤ y2km+1, (C.28)
ou
























− y2km , da










, contradizendo a condição (4.28); logo, a (C.28) é falsa.








− 1, a qual implica v(a)2 < 0, mostrando a falsidade
de (C.29). Podemos concluir que y2km+1 é a última colisão das CCAPC.
⊲ v
(a)






< 1, mas a sua comparação com (C.25) resulta em duas desi-





2 ≈ 0. Sendo positiva a velocidade do centro de massa e v(a)2 > |v(a)1 |, a
velocidade v
(a)




2 ' 0; isto só é posśıvel se
γ < 1.







































y2km+1 ' 0. (C.31b)
A posição y2km não é a última posição de colisão par das CCAPC. Considerando a








+ 2F(γ, v(a)1 , v(a)2 ). (C.32)
Como y2k é uma função crescente, 0 < y2km+2, pois 0 < y2km < y2km+2. Além disso,
devemos ter y2km+2 < 1. Vamos supor, ao invés, que y2km+2 ≥ 1 para todo γ < 1 na






3−γ ; ora, esta desigualdade não vale para
todo γ < 1. Por exemplo, se γ = 1
4







, que é uma contradição.
Portanto, y2km+2 < 1.
A posição y2km+1 é a última posição de colisão ı́mpar das CCAPC. Para se ver isto,










− y2km+2; em seguida, aplicamos a condição (C.32), resultando em









1 − v(a)2 )
≥ 0, (C.33)
ou








1 − v(a)2 )
. (C.34)






≥ 0, pois v(a)1 < 0
e v
(a)

















, contradizendo a condição (C.31a), pois y2km < y2km+2. Portanto,
y2km+3 < 0 e, assim, y2km+1 é a última colisão ı́mpar das CCAPC.
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O caso F(γ, v(a)1 , v(a)2 ) < 0
Para este caso, é desnecessário repetir a análise feita para F(γ, v(a)1 , v(a)2 ) > 0, pois
basta usarmos a relação de equivalência explicada nas páginas 56-58. Então, mostremos
isto. Considere a função F(γ′, v′(a)1 , v′(a)2 ) > 0. Definindo v′(a)1 = −v(a)2 , v′(a)2 = −v(a)1 e
γ′ = γ−1, F(γ′, v′(a)1 , v′(a)2 ) fica








1 − v(a)2 )
,
ou seja, F(γ′, v′(a)1 , v′(a)2 ) = −F(γ, v(a)1 , v(a)2 ). Logo, F(γ, v(a)1 , v(a)2 ) < 0.
Fazendo a substituição v
′(a)
1 = −v(a)2 , v′(a)2 = −v(a)1 , γ′ = γ−1, F(γ′, v′(a)1 , v′(a)2 ) =








2 < |v′(a)1 |, γ′ > 1,














F(γ, v(a)1 , v(a)2 )
⌋
, |v(a)1 | < v(a)2 , γ < 1.

























































− 1, y2km+1 / 1.
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Portanto, as Eqs. (4.40) e (4.41), suas condições de validade e as posições y2km e y2km+1
são obtidas das Eqs. (4.35) e (4.36), de suas condições de validade e das posições y2km e
y2km+1 pela troca adequada das velocidades, da posição inicial e da razão das massas.
Apêndice D
Colisões Consecutivas Paralelas em sentidos
opostos
Uma outra possibilidade de colisões consecutivas entre as part́ıculas é a paralela em
sentidos opostos: para a primeira colisão paralela com velocidades positivas (negativas),
a segunda colisão paralela será com velocidades negativas (positivas). Mostraremos que
não é posśıvel se ter três colisões paralelas consecutivas alternadas, sendo a terceira neces-
sariamente uma colisão AP incompleta. Para isto, usamos excepcionalmente velocidades
não normalizadas e a versão matricial das equações por apresentar maior simplicidade
que a abordagem via velocidades normalizadas. Mostramos, para ambas as situações, a
impossibilidade de ocorrer três colisões paralelas consecutivas em sentidos opostos. Isto
se deve à irreversibilidade do sentido do movimento da part́ıcula de massa relativamente
maior e mais rápida quando colide com uma part́ıcula com massa relativamente menor e
mais lenta. Para que se cumprisse a Etapa 4, a razão das massas γ deveria mudar durante
o processo, o que é imposśıvel em nosso sistema.
D.1 Primeira colisão paralela a velocidades positivas
Sejam v1 e v2 velocidades das part́ıculas tais que 0 < v2 < v1. Considere também a
Fig. D.1 e as respectivas etapas. Assim:
Etapa 0: v
(0)
1 = −v1 e v(0)2 = v2.
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Etapa 4Etapa 3Etapa 2Etapa 1Etapa 0  
Figura D.1: Etapas de uma sequência de colisões p-p em sentidos opostos. A flecha
esquerda representa a velocidade da part́ıcula 1 e a flecha direita, a velocidade da 2. A
Etapa 4 é posśıvel apenas se v
(4)
2 < 0.




























































1 < 0, devemos ter






γ − 1 .
Isto significa que v
(2)
1 < 0 é satisfeita também para γ ≫ 1. Além disso, considerando
valores grandes para γ, garante-se que v
(1)
2 > 0.
Como v1 > v2, após a colisão se tem |v(2)1 | < |v(2)2 |, ou seja, −v(2)1 < v(2)2 ; assim,
segue-se de






γ − 3 ,
condição esta que a 1 seja mais lenta que a 2 após a colisão, com γ > 3 (e não apenas
γ > 1).
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em que |v(3)1 | < |v(3)2 |.




























1− 6γ + γ2 4γ(1− γ)






Após a colisão, a part́ıcula 1 fica mais rápida e continua no mesmo sentido, ou seja,
v
(4)





2 > 0, temos
4(1− γ)v1
v2
> −(6γ − γ2 − 1),
em que 4(1− γ) < 0, pois constatamos que γ > 1. Logo,
4(γ − 1)v1
v2
< 6γ − γ2 − 1 ⇒ v1
v2
<
6γ − γ2 − 1
4(γ − 1) .
Mas 1 < v1
v2
; assim 1 < 6γ−γ
2−1
4(γ−1) , cuja solução é −1 < γ < 3. Isto contradiz o resultado
γ > 3. Portanto, v
(4)
2 < 0.
D.2 Primeira colisão paralela a velocidades negativas
Sejam v1 e v2 velocidades das part́ıculas tais que 0 < v1 < v2. Considere também a
Fig. D.2 e as respectivas etapas. Assim:
Etapa 0: v
(0)
1 = −v1 e v(0)2 = v2.
D.2. Primeira colisão paralela a velocidades negativas 138
Etapa 0 Etapa 1 Etapa 2 Etapa 3 Etapa 4 
Figura D.2: Etapas de uma sequência de colisões p-p em sentidos opostos. A flecha
esquerda representa a velocidade da part́ıcula 1 e a flecha direita, a velocidade da 2. A
Etapa 4 é posśıvel apenas v
(4)
1 > 0.
































































2 > 0, devemos ter
−2v1 − (γ − 1)v2 > 0,






em que γ < 1, ou ainda, γ ≪ 1. Note também que |v(2)1 | > |v(2)2 |, ou seja, −v(2)1 > v(2)2 ;
assim,







em que γ < 1
3
, condição esta que garante à part́ıcula 2 ser mais lenta que a 1 após a
colisão.
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1− 6γ + γ2 4γ(1− γ)






Como imediatamente antes a part́ıcula 2 é mais lenta que a 1, com v
(3)
2 > 0, imediatamente
depois a part́ıcula 2 fica mais rápida e com v
(4)
2 > 0.
Agora, supondo que v
(4)
1 < 0, temos
4γ(1− γ)v2
v1
> 6γ − γ2 − 1,




6γ − γ2 − 1
4γ(1− γ) .
Mas 1 < v2
v1
, então 1 < 6γ−γ
2−1
4γ(1−γ) , cuja solução é γ < −1 ou γ > 3, contradizendo a condição
0 < γ < 1
3




Prova da irracionalidade de θπ para alguns
valores de γ
Fornecemos uma prova da irracionalidade de θ
π
correspondente aos valores de γ = 2,
γ = 4 e γ = 150 por meio dos polinômios de Chebyshev de primeiro tipo [82]. Esta prova
se baseia na demonstração da irracionalidade de θ
π
para γ = 1
2
apresentada por Michael
Hardy em [83]. É claro que esta prova pode ser aplicada para outras razões de massas
eventualmente encontradas nesta dissertação.
E.1 Polinômios de Chebyshev de primeiro tipo
O polinômio de Chebyshev Tn(x) de primeiro tipo é um polinômio em x ∈ [−1, 1] de
grau n, com um n ≥ 0 inteiro, dado por [82]
Tn(x) = cosnθ, quando x = cos θ. (E.1)




(−2)k (n+ k − 1)!
(n− k)(2k)!(1− x)
k, (E.2)
a qual possui importância central para a nossa demonstração da irracionalidade de θ
π
.
Desejamos mostrar para certos valores de γ que θ
π
é irracional através da prova por
Redução ao Absurdo, ou seja, assumimos inicialmente que θ
π
é racional, a fim de se obter
alguma contradição na demonstração.
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seja racional. Então, existe inteiros m ≥ 0 e n > 0, primos entre si,
tais que θ = mπ
n
. Desse modo, cosnθ = (−1)m e, pela Eq. (E.1),
Tn(x) = (−1)m. (E.3)
Agora, considere razões de massas γ racionais; então cos θ = 1−γ
1+γ
é racional. Sendo
x = cos θ, podemos escrever
1− x = r
s
, (E.4)










Multiplicando ambos os lados por sn, explicitando os termos k = 0 e k = n e distribuindo









+ (−1)n2n−1rn = (−1)msn, (E.6)
em que ck = (−1)k (n+k−1)!(n−k)!(2k)! . Lembrando que m e n são coprimos:















No entanto, precisamos apenas da Eq. (E.8) pois, sendo m par, a racionalidade presumida
para θ = mπ
n
vale também para um ângulo θ′ = θ
m
, no qual teŕıamos m′ = 1 e n ı́mpares.
Podemos aplicar agora os valores particulares de γ citados anteriormente na Eq. (E.8).
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E.2.1 γ = 2
Para γ = 2, cos θ = −1
3
e, consequentemente, 1− x = 4
3










ou seja, uma potência de 2 é um múltiplo de 3, contrariando a unicidade da decomposição
em fatores primos. Portanto, θ
π
é irracional.
E.2.2 γ = 4
Para γ = 4, cos θ = −3
5
e, consequentemente, 1− x = 8
5










ou seja, uma potência de 2 é um múltiplo de 5, contrariando a unicidade da decomposição
em fatores primos. Portanto, θ
π
é irracional.
E.2.3 γ = 150
Para γ = 150, cos θ = −149
151
e, consequentemente, 1−x = 300
151
. Logo, r = 300 e s = 151









ou seja, 2n−2300n é múltiplo do número primo 151, contrariando a unicidade da decom-
posição em fatores primos. Portanto, θ
π
também é irracional.
As demonstrações da irracionalidade de θ
π
para as razões de massas γ = 2, γ = 4 e
γ = 150 implicam também na irracionalidade de um θ
π
associado a cada uma das razões
de massas γ = 1
2
, γ = 1
4
e γ = 1
150
. Para se ver isto, considere cos θ = 1−γ
1+γ




Definindo γ′ = γ−1, expressemos cos θ em termos de γ′. Isto nos dá cos θ′ = − cos θ; para
que θ ∈ (0, π) e θ′ ∈ (0, π), a solução da equação trigonométrica deve ser θ′ = π − θ.










[1] C. C. Laranjeiras e J. R. N. Chiappin. A heuŕıstica de Boltzmann e a emergência do
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Expositions (University of Toronto Press, 1952).
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