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Notations
Groups
C(n) cyclic group of order n
Qx = x−1Qx, conjugate of Q
ab = b−1ab, conjugate of a
a∗ ba∗ = ba, inner automorphism generated by a
CG(P ) centralizer of P in G
[G : H] index of the subgroup H in G
A oB =⊕b∈B Aeb oB, restricted wreath product of A and B
ZQ group ring of Q with integer coefficients
Set theory
N = {0, 1, . . .}, the set of natural numbers
H \G set difference of H and G
|S| cardinality of S
1 identity mapping or unit element
BrT set of branches of the tree T
<ωα tree of all functions n→ α for n ∈ ω
l(σ) height of σ in a tree
Monoids
bm the action of m on b
M/B factor of M by B, see Definition 3.1.1
F oG semi-direct product of the semigroups F and G
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Abelian groups
Aˆ p-adic completion of A
A torsion-completion of A
Jp = Zˆ, ring of p-adic integers
mA subgroup of elements divisible by m
A[n] subgroup of elements bounded by n
mA[n] = (mA)[n], subgroup of elements of mA bounded by n
G(X) direct sum of copies of G, one copy for each x ∈ X
Hom(A,B) set of homomorphisms from A to B
Small(A,B) set of small homomorphisms from A to B
B ⊆∗ A B is a pure subgroup of A
Homomorphisms
AutG automorphism group of G
InnG inner automorphism group of G
Emb(G1, G2) set of embeddings of G1 into G2
EmbG = Emb(G,G), monoid of self-embeddings of G
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Chapter 1
Introduction
In this thesis, we consider outer embeddings of locally finite p-groups. Here,
in this chapter, we summarize known and also the newly developed results.
We also formulate a conjecture for future research.
We begin with a short discussion of outer homomorphisms before we give
a brief outline of this thesis.
1.1 Outer homomorphisms
It is well known that a non-trivial cyclic group of odd order cannot occur
as the automorphism group of a group. It is also known that a group has a
trivial automorphism group exactly when it contains at most two elements.
Part of the reason for both facts is the existence of inner automorphisms.
Recall that every group G can be mapped to its automorphism group
AutG by
(1.1) ∗ : G→ AutG, (h)g∗ = g−1hg.
The kernel of ∗ is the centre, Z(G), of G, the image of ∗ is the inner auto-
morphism group, InnG, of G and the cokernel of ∗ is the outer automorphism
group, OutG := AutG/ InnG, of G.
Thus the idea behind the outer automorphism group is to get rid of the
unavoidable automorphisms. So, it is a natural question whether every group
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appears as an outer automorphism group. Indeed, an affirmative answer was
given in [19]. In fact, even more is known: every group appears as outer
automorphism group of a metabelian group (see [11, 10, 9]) and a simple
group (see [3]).
In generalization of the above, one can examine representation of monoids
as endomorphism monoids of groups. Again, because of the existence of inner
automorphisms, it seems convenient to use outer endomorphisms, which we
define below. If we want to construct a system of groups with prescribed
homomorphisms between them, then a convenient choice will be the outer
homomorphisms.
If G1 and G2 are two groups, we define a congruence ∼ on Hom(G1, G2),
the set of homomorphisms between G1 and G2 by
(1.2) a ∼ b ⇐⇒ ∃g ∈ G2 : a = b · g∗ (a, b ∈ Hom(G1, G2))
and then define the set of outer homomorphisms between G1 and G2 as
(1.3) OutHom(G1, G2) := Hom(G1, G2)/ ∼ .
Note that ∼ is compatible with composition of homomorphisms, so compo-
sition of outer homomorphisms make sense. In particular, if G1 = G2 = G
then OutEndG := OutHom(G,G) = EndG/ ∼ is a monoid, which we call
the outer endomorphism monoid of G.
In this thesis, however, we shall restrict to the automorphisms and the em-
beddings (injective endomorphisms) of G: we denote by EmbG the monoid
of embeddings of G and define OutEmbG := EmbG/ ∼ to be the outer
embedding monoid of G. This is clearly a submonoid of OutEndG.
1.2 Abstract
In this thesis, we consider outer automorphisms and embeddings of locally
finite p-groups.
Recall that a group is locally finite if every finitely generated subgroup
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is finite. A group is complete if both its centre and its outer automorphism
group are trivial. In other words, G is complete if it is canonically (i.e. via ∗
from (1.1)) isomorphic to its automorphism group.
In Chapter 2, we show (Theorem 2.1.1) that there is a complete locally
finite p-group of cardinality ℵ1 provided the continuum hypothesis 2ℵ0 = ℵ1
holds. This is a refinement of Thomas’ construction (see [25]), which works
under a stronger set theoretic assumption, namely, the diamond principle
♦ω1 . Note that ♦ω1 follows from Go¨del’s constructibility axiom. Our con-
struction is also more elementary as it avoids the theory of universal locally
finite p-groups.
In Chapter 3, we characterize those monoidsM which appear as outer en-
domorphism monoid of a locally finite p-group with trivial centre. Moreover,
for every such M , there is a fully rigid system (GX : X ⊆ κ) of locally finite
p-groups with OutEmbGX ∼= M and |GX | = κ for all X ⊆ κ. By fully rigid-
ity we mean that, for every X, Y ⊆ κ, if X * Y then GX is not embeddable
into GY , but if X ⊆ Y then the embeddings of GX into GY are precisely the
compositions of the natural inclusion GX ⊆ GY and a self-embedding of GY .
Informally, this means that the embeddings are just the unavoidable ones.
There are some technical restrictions on the cardinal κ, the most impor-
tant ones are κ > 2ℵ0 , κ > |M | and cf κ > ω. We conjecture that the result
above is also true for every κ for which κ ≥ |M | and κ ≥ ℵ1.
We also characterize the monoids which appear as outer endomorphism
monoid of a group as those in which every left or right invertible element is
invertible.
Our conjecture is that, for every monoid M and cardinal κ ≥ |M | ·
ℵ1, there is a locally finite p-group G of cardinality κ such that the outer
endomorphism monoid of G is isomorphic to M . Probably there is also a
fully rigid system of such groups as described above.
1.3 Locally finite p-groups
In this section, we give an overview of the known results about outer endo-
morphisms of locally finite p-groups. Note that the notion of outer homo-
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morphism and outer embedding have firstly been introduced in this thesis,
so all the former results we mention are about outer automorphisms.
In 1966 Gaschu¨tz showed that every finite p-group with at least 3 elements
has a non-trivial outer automorphism (see [8]). This theorem was success-
fully generalized to some classes of infinite p-groups. Zaleskii showed that
every infinite nilpotent p-group has a non-trivial outer automorphism (see
[26]). Furthermore, in [20] Menegazzo and Stonehewer proved that the outer
automorphism group of any nilpotent p-group, except some obvious ones,
contains large p-subgroups. Puglisi showed that hypercentral p-groups of
height ω have at least continuum many outer automorphisms. (Hypercentral
groups are generalizations of nilpotent groups. Height is a generalization of
the nilpotency class.)
All the groups mentioned above belong to some special classes of lo-
cally finite p-groups. Concerning locally finite p-groups in general, Puglisi
showed that every countably infinite locally finite p-group has 2ℵ0 outer au-
tomorphisms (see [22]), and thus generalized Gaschu¨tz’ theorem to countable
groups. However, Thomas showed that there exists a complete locally finite
p-group of cardinality ℵ1, at least under the set theoretical assumption ♦ω1 .
In Chapter 2 we will present this argument in a modified form establishing
the same result under a weaker and more known hypothesis, the continuum
hypothesis 2ℵ0 = ℵ1.
So, very little is known about outer homomorphisms of locally finite p-
groups of uncountable cardinality but at most continuum. However, the case
is totally different for larger groups.
Using a totally different construction, Dugas and Go¨bel [4] proved that
there are complete locally finite p-groups of every cardinality (λℵ0)+, without
any set theoretical assumption. Furthermore, they proved that every count-
able locally finite p-group appears as an outer automorphism group of such
a group.
Their method was refined in [1] by Go¨bel and myself showing that, for
every group H of cardinality at most λ, there is a locally finite p-group G of
cardinality (λℵ0)+ such that OutG ∼= H. This will be further improved in
Chapter 3 to show that every monoid M , with obvious restrictions, can ap-
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pear as an outer endomorphism monoid of a locally finite p-group. Moreover,
there is a fully rigid system of such groups.
With regard to the results above, a natural conjecture is that for every
monoid M and every cardinal κ ≥ |M | · ℵ1 there is a locally finite p-group G
with outer endomorphism monoid M , which we have already stated.
1.4 Other classes of groups
In this section we look at outer automorphisms in group classes other than
locally finite p-groups.
Recall that torsion locally hypercentral groups decompose into their p-
components, which are locally finite. Thus the investigation of these groups
reduces to that of locally finite p-groups, which was the subject of the previ-
ous section.
However, in the torsion-free case, Zaleskii (see [27]) gave an example of an
infinite torsion-free nilpotent group without non-trivial outer automorphisms.
We have already mentioned before that every group is an outer automor-
phism group of a metabelian group as shown by Go¨bel and Paras [9, 10, 11].
All the groups mentioned so far were either groups near to abelian or
nilpotent groups or locally finite p-groups, all of which have many normal
subgroups. On the other hand, simple groups, i.e. groups with no non-trivial
proper normal subgroup, can also have arbitrary outer automorphism groups
as recently shown in [3] by Droste, Giraudet and Go¨bel. Their method,
actually, is a curiosity: They construct a circle C (a combinatorial structure
related to orderings) such that AutC is simple and OutAutC is a prescribed
group.
There were some previous constructions of complete simple groups. Hickin
(see [13]) showed the existence of 2ℵ1 non-isomorphic complete universal lo-
cally finite, and hence simple, groups of cardinality ℵ1. Assuming the gener-
alized continuum hypothesis, Thomas generalized this result to all successor
cardinals, i.e. that there exists 2λ
+
non-isomorphic complete universal locally
finite groups of cardinality λ+.
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In fact, the construction of Hickin is a predecessor of the similar result
on locally finite p-groups by Thomas (see [25]) already mentioned earlier.
1.5 Methods of construction
Here we sketch the the methods used in the following chapters to construct
a locally finite p-group of cardinality ℵ1 assuming the continuum hypoth-
esis (Chapter 2) and “large” locally finite p-groups with prescribed outer
embedding monoid (Chapter 3).
When constructing a group G with outer automorphism group (or em-
bedding monoid) H, we have to achieve two tasks: First, H should act on
G by outer automorphisms (embeddings). Second, G must not have other
outer automorphisms.
The first task is easy. However, set theory has a strong impact on the
second task. Let us illustrate this using the aforementioned result by Puglisi
that every countably infinite locally finite p-group has uncountably many
outer automorphisms. For suppose that for an infinite group H we have
found a locally finite p-group G such that OutG ∼= H. Note that G must
be infinite. Let us enlarge the model of set theory we are working in, e.g. by
forcing, such that both G and H become countable in the larger model. By
the Puglisi result, the outer automorphism group of G will be uncountable
in the larger model, and hence it will be larger than H.
This shows that outer automorphisms other than those in H may exist
but simply lie outside the model of set theory we are working in.
Set theory
The complete locally finite p-group of cardinality ℵ1 in Chapter 2 is a union
of a smooth increasing sequence (Eα : α < ω1) of countable groups. Smooth
means that, for limit ordinals α, the group Eα is just the union of all the
previous groups: Eα =
⋃
β<αEβ. Mere set theory tells us that, for any
automorphism φ of E, there are many α < ω1 such that Eαφ = Eα. So,
all we have to do is to construct the chain (Eα : α < ω1) such that no
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automorphism of Eα extends to an outer automorphism of E. In the original
construction by Thomas, Eα+1 was so chosen that a specific automorphism
fα of Eα did not extend to an outer automorphism of E. This required to
choose the fα’s in such a way that every automorphism of E induces fα on
Eα for some α < ω1. The diamond principle ♦ω1 is such an assumption,
which states that this kind of functions exist.
Our improvement is that we can choose Eα+1 to kill an automorphism of
Eβ for any β ≤ α and not just for β = α. Now, Eβ has 2ℵ0 automorphisms
but we can kill only ℵ1 of them, therefore we need the continuum hypothesis.
Now let us turn to the construction of large locally finite p-groups in
Chapter 3. As in the ℵ1 case, these groups are also unions of smooth chains
of groups such that many subgroups of the chain are mapped to itself by every
embedding for set-theoretical reasons. The building blocks of the groups are
abelian p-groups with few homomorphisms among them. These groups are
constructed using the classical Black Box, a combinatorial and set theoretical
tool invented by Shelah.
The idea of the Black Box is that unwanted homomorphisms can be recog-
nized by looking at their restrictions on countable subgroups. So we consider
the family of all homomorphisms from countable subgroups and make sure
that the “bad” ones among them do not extend. The size of the family is the
same as the group we construct, so the homomorphisms can be killed one by
one.
Structure of the constructed groups
Of course, set theory cannot do all the work for us, we also have to know the
structure of the constructed groups.
As mentioned above, the complete locally finite p-group of cardinality ℵ1
is a union of a smooth chain (Eα : α < ω1) of groups. All the Eα’s are isomor-
phic to a particular countable group G. So, in fact, we just construct some
self-embeddings of G. The main property of G we use is that, for every finite
subgroup H, the extensions H oC(pn) and C(pn) oH of H are also subgroups
of G. Informally this means that finite subgroups are “nicely” embedded
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in G, which is used to extend homomorphisms from finite subgroups to the
whole group. The self-embeddings above are just these extensions.
Originally, in [25], G was the unique countable universal locally finite p-
group. Here “universal” is similar to what is “algebraically closed” in field
theory, both of which are special cases of what logicians call “existentially
closed”. Maier (see [18]) and Leinen (see [16, 17]) studied countable universal
locally finite p-groups extensively, and obtained similar results as Hall did for
universal locally finite groups, see [12] or [15, Chapter 6]. In particular, Maier
and Leinen showed that up to isomorphism there exists a unique countable
universal locally finite p-group, determined its automorphism group modulo
locally finite automorphisms etc. Moreover, Leinen gave an explicit con-
struction of the group. However, since we only need the property mentioned
above, we are able to substitute the universal locally finite p-group with an
iterated wreath product. This will make the construction more elementary.
The large locally finite p-groups we shall construct in Chapter 3 are,
roughly speaking, iterated wreath products of abelian p-groups, which we
shall call building blocks as earlier. These abelian p-groups form a rigid
system in the sense that the only homomorphisms between them are only
the unavoidable ones. Because of the wreath product construction, the large
abelian subgroups are only the direct sums of conjugates of a building block,
which enables us to control the embeddings together with some centralizer
arguments.
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Chapter 2
Complete groups under CH
In this chapter we consider a class C of locally finite p-groups satisfying
certain closure properties and show that C contains a complete group of
cardinality ℵ1 (see Theorem 2.1.1). Recall that a group is complete if its
centre is trivial and all of its automorphisms are inner. The construction is
done in several steps. The main arguments will be discussed in Section 2.2,
while the used tools will be proven later.
2.1 Background and main results
Thomas proved in [25] that under the diamond principle there are existen-
tially closed complete groups of cardinality ℵ1 in several group classes, among
which we are only interested in the class of locally finite p-groups. We mod-
ify his proof to obtain the same result for locally finite p-groups under CH,
the continuum hypothesis 2ℵ0 = ℵ1, which is a weaker assumption. We do
not need the definition of existentially closed groups. We will only use that
the class of locally finite p-groups we are dealing with contains a countable
member, is closed under union of chains and if H is any finite subgroup of a
group from the class then H o C(pn) and C(pn) oH are also.
Next we state the main theorem of this chapter and briefly discuss an
immediate consequence. The rest of this chapter is devoted to the proof of
the main theorem.
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For the sake of completeness (of this chapter and not the groups) and
convenience of the reader, the arguments of Thomas are included. However,
they are presented differently.
In what follows, (CH) at the beginning of a statement indicates that the
proof we give uses the continuum hypothesis.
Theorem 2.1.1. (CH) Let p be a prime number and C a class of locally
finite p-groups which is closed under isomorphic copies and
(a) C is closed under unions of chains;
(b) C contains a countable group;
(c) if E ∈ C and H ⊆ E is a finite subgroup then H = He1 ⊆ H oC(pn) ⊆ E
and H ⊆ C(pn) oH ⊆ E for every natural number n.
Then there is a complete group G ∈ C of cardinality ℵ1.
For example, the class of locally finite p-groups with property (c) also
satisfies the other conditions. A countable member of the class is
⋃
n∈NHn
where H0 := 1 and Hn+1 := C(p
n) o (H oC(pn)) for all n. Hence the following
corollary is immediate:
Corollary 2.1.2. (CH) There is a complete locally finite p-group of cardi-
nality ℵ1.
The main improvement of Thomas’ proof is that we make automor-
phisms to extend uniquely from certain countable subgroups (see Propo-
sition 2.2.6 (C)).
Throughout this chapter let C denote a class of groups as in the assump-
tion of Theorem 2.1.1.
2.2 The construction
In this section we construct a group G satisfying the conclusion of Theo-
rem 2.1.1. The group G will be a union of a smooth chain of countable
groups Gα from C. The completeness of G then follows from the next propo-
sition.
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Proposition 2.2.1. Let (Gα : α < ω1) be a strictly increasing smooth chain
of countable groups with the following properties. Set G = Gω1 :=
⋃
α<ω1
Gα.
(1) If φ ∈ AutGβ and Gαφ = Gα for some α < β ≤ ω1 then Gγφ = Gγ for
all α ≤ γ < β.
(2) If φ ∈ AutGα and α ≤ β ≤ ω1 then φ has at most one extension to an
automorphism of Gβ.
(3) If φ ∈ AutGα is not inner and α < ω1 then φ does not extend to an
automorphism of Gβ for some α < β < ω1.
Then OutG = 1.
Proof. Let φ ∈ AutG. We prove that φ is an inner automorphism. Recall
that, for any smooth increasing sequence (Gα : α < ω1) of countable sets, and
any bijection φ of
⋃
α<ω1
Gα, there are many α’s such that Gαφ = Gα, see
[5, Section 4.12]. Applying this to the present context, φ leaves Gα invariant
for some α < ω1. Moreover, it leaves all Gβ invariant for α < β < ω1 by (1).
So φ must be inner on Gα by (3). Since it extends uniquely by (2), it must
be inner on G.
The next proposition shows how the first two conditions of the previous
proposition will be guaranteed by combinatorial tools. We therefore intro-
duce the notation
(2.1) S(x,H) := { |〈x, y〉| : y ∈ H },
where x is an element and H a subset of a group.
Recall that a system (Ai : i ∈ I) of subsets of the set N of natural numbers
is almost disjoint if Ai ∩ Aj is finite for every i 6= j ∈ I.
Proposition 2.2.2. Let (Aα : α < ω1) be a collection of almost disjoint
infinite subsets of N and (Gα : α < ω1) a smooth chain of countable groups.
Moreover, let G :=
⋃
α<ω1
Gα and suppose that
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(i) for every α < ω1
|S(x,Gα)| = ℵ0 for all x ∈ G \Gα;(2.2)
|S(x,Gα) \ Aα| <∞ for all x ∈ Gα+1 \Gα;(2.3)
(ii) if φ ∈ AutGα+1 with φ  Gα = 1 then φ = 1.
Then conditions (1) and (2) of Proposition 2.2.1 are satisfied.
Proof. Let the assumptions be as above, and let α < ω1 and x ∈ G \Gα be
fixed. Then there is a γ ≥ α such that x ∈ Gγ+1 \ Gγ. We claim that, for
α ≤ δ < ω1, the set S(x,Gα) \Aδ is finite if and only if δ = γ. The “if” part
is just (2.3) since S(x,Gα) ⊆ S(x,Gγ). If δ 6= γ then
S(x,Gα) ∩ Aδ = ((S(x,Gα) ∩ Aδ) \ Aγ) ∪ (S(x,Gα) ∩ Aδ ∩ Aγ)
⊆ (S(x,Gγ) \ Aγ) ∪ (Aδ ∩ Aγ)
is finite and hence S(x,Gα) \ Aδ is infinite.
First we show (1). Let φ ∈ AutGβ such that Gαφ = Gα for some α <
β ≤ ω1. If x ∈ Gγ+1\Gγ for some γ ≥ α, then S(xφ,Gα)\Aγ = S(x,Gα)\Aγ
is infinite, hence xφ ∈ Gγ+1 ⊆ Gγ by our claim. Thus we have proved that
Gγ+1\Gγ is mapped to itself by φ for all α ≤ γ < β. It follows that Gγφ = Gγ
for all α < γ < β and hence (1) is proved.
Now we prove (2) indirectly: Suppose that φ1 and φ2 are different au-
tomorphisms of Gβ which coincide on Gα for some α < β ≤ ω1. Then
φ := φ1(φ2)
−1 is identical on Gα but not on Gβ. Since the chain (Gγ : γ < β)
is smooth, there is a largest γ ≤ β such that φ is the identity on Gγ. Ob-
viously, γ < β. By (1), which we have already proved, φ  Gγ+1 6= 1 is an
automorphism of Gγ+1 which is identical on Gγ contradicting (ii).
Adequate and admissible sets We move to consider a different element
of the proof. Later this will be glued with the propositions above.
The construction of the chain (Gα : α < ω1) will be done recursively.
Now we attack the problem of constructing Gα+1 when we have already
constructed Gα.
18
The construction will be formulated in Proposition 2.2.6. Now we give
some definitions to simplify the language.
Definition 2.2.3. Let P < Q be finite p-groups and I a finite set of natural
numbers. Then I is adequate for P and Q if for every G ∈ C and every
normal subgroup 1 6= N C G with P < Q ≤ G there is an x ∈ CN(P ) such
that
(i) Q ∩Qx = P ;
(ii) |〈a, b〉| ∈ I for all a ∈ Q \ P and b ∈ Qx \ P .
The existence of adequate sets will be proved in Lemma 2.3.1.
Definition 2.2.4. An infinite subset A of N will be called admissible if it is
a disjoint union
(2.4) A :=
⋃
P<Q
IP<Q
where the union runs through all pairs (P,Q) of isomorphism classes of finite
p-groups with P < Q, and IP<Q is adequate for P and Q.
The next lemma states the existence of an almost disjoint family of ad-
missible sets. The proof will be given in Section 2.3.
Lemma 2.2.5. There is an almost disjoint family (Aβ : β < 2
ℵ0) of admis-
sible subsets of N.
Enlarging groups Now we are ready to formulate the main step of the
construction: constructing Gα+1 from Gα.
Proposition 2.2.6. Let G ∈ C be a countable group and A an admissible
set. Then there is a group G1 ) G such that G1 is isomorphic to G and for
all x ∈ G1 \G:
(A) {y ∈ G | |〈x, y〉| = n} is a finite set for all natural numbers n;
(B) S(x,G) \ A is finite;
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(C) if φ ∈ AutG1 and φ  G = 1 then φ = 1.
Moreover, if f ∈ AutG is not an inner automorphism then G1 can be chosen
so that f does not extend to an automorphism of G1.
In the proof, we will use the following lemma, which characterizes outer
automorphisms of G. The proof will be included in Section 2.4.
Lemma 2.2.7. ([25] Theorem 2) Let E be a group of the class C and P
a finite subgroup of E. Then every automorphism of E which leaves every
finite subgroup containing P invariant is inner.
Next we present an easy observation about normal subgroups.
Lemma 2.2.8. If G ∈ C then every non-trivial normal subgroup of G is
infinite.
Proof. If H is a finite subgroup of G then, by condition (c) of Theorem 2.1.1,
the extension H oC(p) of H is also contained in G. Since H is not normal in
H o C(p), it cannot be normal in G either.
We can now prove the proposition.
Proof of Proposition 2.2.6. We suppose that A is given in the form of (2.4).
Since G1 should be isomorphic to G, constructing G1 actually means
constructing a self-embedding of G. For suppose we have a ϑ : G → G
self-embedding of G, such that G is an extension of Gϑ satisfying all the
requirements of the proposition replacing G1 by G, the group G by Gϑ and
the automorphism f , if given, by the automorphism g of Gϑ determined by
ϑg = fϑ. Then we can choose G1 to be a group isomorphic to G via a
map ρ : G ∼= G1 such that ϑρ is an inclusion. Then G1 will satisfy all the
requirements of the proposition.
First we choose a decreasing sequence {Nn}n∈ω of infinite normal sub-
groups of G such that
⋂
n∈ωNn = 1. To do so, recall from [15] that G, as
every group, has a chief series, i.e. a system (Mi, Ki)i∈I of normal subgroups
where I is an ordered set such that the following holds. For all i, j ∈ I we
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have Ki ⊆ Mj if i < j. Moreover, for all i ∈ I Mi ⊆ Ki but no normal sub-
group lies strictly between Mi and Ki. Lastly, G \ {1} =
⋃
i∈I Ki \Mi. Also
recall that the chief factors Ki/Mi of any locally finite p-group are cyclic of
order p (see [15, Corollary 1.B.8]) and that all non-trivial normal subgroups
of G are infinite (Lemma 2.2.8).Thus all the Mi’s are infinite (i ∈ I).
Now one can choose the Nn’s among the Mi’s recursively: enumerate the
non-trivial elements of G, say G \ {1} = {an : n ∈ ω} and choose Nn to be
an Mi such that an /∈ Nn and, if n > 0, then Nn−1 ⊇ Nn. For example, if
Nn−1 =Mi and j is the unique element of I such that an ∈ Kj \Mj then one
can set Nn := Mmin{i,j}. This ensures that
⋂
n∈ωNn is trivial since it does
not contain any of the an’s.
The embedding ϑ will be constructed with the help of two increasing
chains of finite subgroups Hn and En = H
xn
n where 〈Hn, xn〉 ≤ Hn+1, xn ∈
CNn(En) and En+1 ∩Hn+1 = En.
We construct the En’s, Hn’s and xn’s recursively. Let us fix an enumera-
tion of the elements of G, say, G = {gn | n = 1, 2, . . .}. Let E0 = H0 := 1 (or
any other finite subgroup) and x0 := 1. Suppose En−1, Hn−1 and xn−1 are de-
fined. Let Hn be such that it contains En−1, Hn−1, xn−1 and gn. Such a finite
Hn exists because G is locally finite. Moreover, if f is given, let us choose
Hn such that it is not invariant under f . This is possible by Lemma 2.2.7.
Since IEn−1<Hn is adequate for En−1 and Hn, we can choose xn ∈ CNn(En−1)
such that En := H
xn
n and Hn satisfy (i) and (ii) of Definition 2.2.3 with
I := IEn−1<Hn , P := En−1, Q := Hn, x := xn and Q
x = En.
Since gn ∈ Hn, the union of Hn’s is the whole group G. Define the self-
embedding ϑ of G by letting it be conjugation by x0x1x2 . . . xk on Hn for any
k ≥ n. Note that x0, . . . , xn−1 are elements of Hn so Hx0...xnn = Hxnn = En
and En is centralized by xi for i > n. This shows that ϑ is well defined and
Hnϑ = En.
We are going to check (A) and (B) replacing G1 by G and G by Gϑ.
Therefore let x ∈ G \ Gϑ. There is a smallest natural number n such that
x ∈ Hn. For k ≥ n we have x ∈ Hk \ Ek−1, so by the construction S(x,Ek \
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Ek−1) ⊆ IEk−1<Hk . This shows that in the union
(2.5) S(x,Gϑ) = S(x,En−1) ∪
.⋃
k≥n
S(x,Ek \ Ek−1)
the big union is disjoint and is contained in A. Hence (A) is immediate. We
also get S(x,Gϑ) \ A ⊆ S(x,En−1) is finite, so (B) holds also.
Finally, we prove that if φ ∈ AutG and (Gϑ)φ = Gϑ then Enφ = En for
all but finitely many n. Moreover, if φ is identical on Gϑ then φ = 1. This
will prove property (C).
It will also follow that, if f is given, the automorphism g of Gϑ determined
by ϑg = fϑ does not extend to an automorphism of G. The reason is that,
for all natural number n, Hnf 6= Hn by construction, and so Eng = Hnϑg =
Hnfϑ 6= Hnϑ = En.
Now let φ ∈ AutG be given with (Gϑ)φ = Gϑ. Choose an arbitrary
x ∈ G\Gϑ. Then x, xφ ∈ Hm form large enough. The sets IEn−1<Hn (n ∈ N)
are pairwise disjoint. So there is an N such that, for all natural numbers
n > N , the set IEn−1<Hn is disjoint from S(x,Em−1) and S(xφ,Em−1). Since
S(x,Ek \ Ek−1), S(xφ,Ek \ Ek−1) ⊆ IEk−1<Hk for all k ≥ m, it follows that
the sets S(x,EN)∪ S(xφ,EN) and IEn−1<Hn are pairwise disjoint for n > N .
Let y ∈ Gϑ. If y ∈ EN then |〈xφ, yφ〉| = |〈x, y〉| ∈ S(x,EN) and hence
yφ ∈ EN . If y ∈ En \ En−1 for some n > N then |〈xφ, yφ〉| = |〈x, y〉| ∈
IEn−1<Hn and hence yφ ∈ En \ En−1. Thus we have proved that ENφ ⊆ EN
and (En \ En−1)φ ⊆ En \ En−1 for all n > N . It follows that Enφ = En for
all n ≥ N .
To finish the proof, we consider φ ∈ AutG with φ  Gϑ = 1. We have to
prove that φ = 1.
To do so, note first that every normal subgroup is invariant under φ. In
fact, even every conjugacy class is invariant under φ, since φ is the identity
on Gϑ and every conjugacy class intersects Gϑ. To see the last claim, note
that if x ∈ G then x ∈ Hn for some n > 0 and hence xxn ∈ En ⊆ Gϑ. This
shows that the conjugacy class of x intersects Gϑ.
Now we prove that φ = 1. Therefore let x ∈ G be arbitrary. We show
that xφ = x. There is an N such that such that x ∈ HN . Let n ≥ N be an
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arbitrary natural number. Then x ∈ Hn and so xxn ∈ En ⊆ Gϑ. Since φ is
identical on Gϑ by hypothesis, we have
(2.6) xxn = (xxn)φ = (xφ)xnφ.
Expressing x−1 · xφ using this equation, we get
(2.7) x−1 · xφ = x−1 · xxn·(xnφ)−1 ∈ Nn.
Here we used that φ preserves normal subgroups and so, in particular, xnφ ∈
Nn since xn ∈ N .
So we have proved that x−1 · xφ ∈ ⋂n≥N Nn = 1. In other words, xφ = x
and this finishes the proof.
Proof of the main theorem Now we have done all preliminary work to
prove the main theorem of this chapter.
Proof of Theorem 2.1.1. First, we choose a sequence of almost disjoint ad-
missible sets (Aα : α < ω1), which exists by Lemma 2.2.5.
Moreover, we fix a bijection χ : ω1 × ω1 → ω1 such that (α, β)χ ≥ α for
all α, β < ω1.
We shall construct a sequence (Gα : α < ω1) of countable groups from
the given class C recursively.
Let G0 be any countable member of C. If α is a limit ordinal put Gα :=⋃
β<αGβ. Since C is closed under unions of chains, Gα ∈ C. Since the union
of countable many countable groups is countable, Gα must be countable.
Let us construct Gα+1 when the groups {Gβ : β ≤ α} are already given.
Let (f(α,β) : β < γα) be a fixed enumeration of the non-inner automorphisms
of Gα for some γα ≤ 2ℵ0 = ℵ1. We apply Proposition 2.2.6 with G := Gα,
A := Aα. If fαχ−1 exists and has an extension to an outer automorphism of
Gα, we also let f to be such an extension. We set Gα+1 := G
1
α. Note that
Gα+1 is isomorphic to Gα and hence is contained in C.
We claim that G :=
⋃
α<ω1
Gα is a complete group of cardinality ℵ1 from
the class C. It is obvious that G has cardinality ℵ1. Since C is closed under
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union of chains, G ∈ C. Since the elements of C are locally finite and satisfy
condition (c) of Theorem 2.1.1, all of them have trivial centre. (If x is a
non-zero element of E ∈ C then x does not centralize 〈x〉 oC(p) ⊆ E.) So we
only have to prove that all automorphisms of G are inner.
As a first step, we show that the so constructed chain (Gα : α < ω1)
satisfies the conditions of Proposition 2.2.2. Condition (ii) is satisfied by the
construction and Proposition 2.2.6 (C). Condition (2.3) follows from (B).
Let x ∈ G\Gα for some α < ω1. Then x ∈ Gβ+1\Gβ for some α ≤ β < ω1.
By (A) and since Gα ⊆ Gβ is infinite, S(x,Gα) must be an infinite set.
Thus (2.2) is also satisfied.
So we can apply Proposition 2.2.2 to obtain that (1) and (2) of Proposi-
tion 2.2.1 hold. We are going to show that (3) also holds and thus OutG = 1
by the proposition, which will finish the proof.
Let φ be a non-inner automorphism of Gα for some α < ω1. Then φ =
f(α,β) for some β < ω1. Let γ := χ(α, β). Suppose that φ extends to an
automorphism of Gγ. Then there is an extension f such that f does not
extend to an automorphism of Gγ+1, because Gγ+1 was so constructed. We
claim that φ does not extend to an automorphism of Gγ+1. Otherwise let ψ
be such an extension. Since Gαψ = Gα, we must have Gγψ = Gγ by (1).
By (2), the extension of φ to Gγ is unique and hence f = ψ  Gγ. Hence ψ
is an extension of f , a contradiction.
Although the main theorem is proved, we still owe the proofs of two
lemmas used. This will be done in the remaining two sections.
2.3 The choice of almost disjoint sets Aβ
We are going to prove Lemma 2.2.5, i.e. that an almost disjoint family of
admissible sets of cardinality 2ℵ0 exists. The proof is a combination of com-
binatorial and group theoretic techniques. First we formulate and prove the
group theoretic part as a separate lemma and then present the combinatorial
methods.
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Lemma 2.3.1. Let P < Q be finite p-groups and n a natural number. Then
there is a group H > Q and x ∈ CH(P ) such that:
(1) Q ∩Qx = P ;
(2) if a ∈ Q \ P and b ∈ Qx \ P then |〈a, b〉| > n;
(3) if G ∈ C, 1 6= N C G and Q < E then the natural inclusion of Q into E
extends to an embedding of H into E such that the image of x lies in N .
In particular, the following set is adequate for P and Q:
(2.8) IP<Q := { |〈a, b〉| : a ∈ Q \ P, b ∈ Qx \ P }.
Proof. It clearly follows from the rest of the lemma that IP<Q is adequate
for P and Q. So we only have to prove the other parts of the lemma.
We will choose H := C(pN) o Q for N large enough such that pN > |Q|,
n. Then this group satisfies the requirements of the lemma.
We are going to make computations in the wreath product C(pN) o Q =⊕
a∈QC(p
N)ea o Q, so this is a good point to introduce our notation. We
let g denote a generator of the cyclic group C(pN)e1. The group Q acts on
B :=
⊕
a∈QC(p
N)ea by conjugation, i.e. by permuting the coordinates by
the right regular representation. Therefore B is a ZQ-module, where ZQ is
the group ring of Q over the integers. If y ∈ B and r ∈ ZQ then the action
of r on y is denoted by yr. We denote the sum of elements of P in ZQ again
by P as an abuse of language.
Now we choose the x for the lemma:
(2.9) x := gP .
If q ∈ Q then
(2.10) qx = x1−qq = xP (1−q)q.
So qx ∈ Q if and only if q ∈ P , and in this case qx = q. Hence x centralizes
P and Q ∩Qx = P .
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We turn to prove (2). Choose a, b as in (2). We claim that |〈a, b〉| ≥
pN > n. First of all, we can suppose that G := 〈a, b〉 normalizes P ∩ G.
To see this, note that NQ∩G(P ∩ G)  P ∩ G and NQx∩G(P ∩ G)  P ∩ G
since Q ∩G and Qx ∩G are finite p-groups and hence nilpotent. So we can
select a′ ∈ NQ∩G(P ∩G) \ (P ∩G) and b′ ∈ NQx∩G(P ∩G) \ (P ∩G). Then
G′ := 〈a′, b′〉 ⊆ G normalizes P ∩G and P ∩G′ = (P ∩G) ∩G′.
Second, we can choose a non-trivial word ai1cj1 . . . ailcjl in P , with ik,
jk > 0 for all 1 ≤ k ≤ l, such that no proper subword of it is in P . (Here
again b = cx.) Therefore we consider words of a and c which are in P and do
not contain a subword consisting of only a’s or c’s which is also in P . Such a
word exists, for example (ac)k where k is the order of ac. So there is a word
w among these with minimal length. We claim that there is a word among
the ones with minimal length which starts with a and ends with c. For if w
starts with c then we can write it as w = cix where x is a word starting with
a. Since c normalizes P , we have xci ∈ P and this word now starts with a
and ends with c. Note that it cannot happen that xci = ycj for a word y
and cj ∈ P because then y would be a smaller word contained in P . We can
similarly handle the case when w ends with a.
So we may suppose that w starts with a and ends with c and thus has
the form w = ai1cj1 . . . ailcjl . No proper subword of w is in P by the minimal
length of w.
We claim that the element
y := ai1bj1 . . . ailbjl ∈ G
has order at least pN , which will finish the proof. First we compute y:
y = ai1cj1 . . . ailcjlx(1−c)
∑l
k=1(cjk−1+···+1)
∏
t>k a
itcjt
= w · gP
∑l
k=1(1−cjk)
∏
t>k a
itcjt︸ ︷︷ ︸
z
.(2.11)
where w = ai1cj1 . . . ailcjl ∈ P . Here z ∈⊕q∈QC(pN) coincides with gP = x
on the coordinates belonging to P . Hence zk coincides with xk on P using
that w ∈ P . Thus z must have order at least pN .
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Finally, let us prove (3). Since N is infinite by Lemma 2.2.8, there exists
an y ∈ N \Q. By (c) of Theorem 2.1.1, the wreath product C(pN) o 〈y,Q〉 =⊕
q∈〈y,Q〉C(P
N)eq o 〈y,Q〉 is contained in G. We define an embedding of
H = C(pN) oQ =⊕q∈QC(pN)eqoQ into this group by letting it be identical
on Q and for all q ∈ Q mapping geq into ge−1q + geyq = [geq, yq](∈ N). This
embedding is well-defined and
⊕
q∈Q c(p
N)eq is mapped into N . Especially,
x is mapped into N by (2.9).
Having constructed many adequate sets in the previous proof, we are able
to build from these an almost disjoint family of admissible sets in the next
proof.
Proof of Lemma 2.2.5. Recall that an admissible set is a disjoint union of
adequate sets. So, it is natural to first construct a lot of adequate sets and
then the admissible ones.
Let (Pn, Qn) (n ∈ ω) be an enumeration of all the pairs (P,Q) of isomor-
phism classes of finite p-groups with P < Q. There are countably infinite
many such pairs.
For every m ∈ ω and any function f : {0, 1, . . . ,m − 1} → {0, 1} we
will select a set IfPm<Qm adequate for Pm and Qm, such that these sets are
pairwise disjoint for all f and m. Altogether, we have to choose countably
many sets, so we enumerate them in a sequence of type ω and then select
the sets recursively. Hence, when we select IfPm<Qm , we have to make sure
that this is adequate for Pm and Qm and is disjoint from the finitely many
previously selected finite sets. We can ensure the disjointness by choosing
all the elements of IfPm<Qm greater than some n ∈ ω. Apply Lemma 2.3.1
to P := Pm, Q := Qm and n. Then we can set I
f
Pm<Qm
:= IP<Q using the
notations of the lemma.
For every function g : ω → {0, 1} put
(2.12) Ag :=
⋃
n∈ω
IgnPn<Qn .
Then Ag is clearly admissible. Moreover, the Ag’s form an almost disjoint
family of size 2ℵ0 when g runs through all functions ω → {0, 1}. For if g1 6= g2
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then let k be the smallest natural number such that kg1 6= kg2. Then
(2.13) Ag1 ∩ Ag2 =
⋃
n≤k
Ig1nPn<Qn
is finite. This finishes the proof.
2.4 Characterization of outer automorphisms
In this section we prove Lemma 2.2.7. Our arguments are based on the
structure of some special automorphisms of wreath products. We collect the
necessary facts together in the following lemma, which is partly extracted
from [25]. But we give a modified proof, which avoids the deep characteriza-
tion of automorphisms of wreath products established by Houghton [14].
Lemma 2.4.1. Let B and C be any groups and B oC =⊕c∈C BecoC their
restricted wreath product. Let φ be an automorphism of B o C. Then
(i) If φ leaves every subgroup containing Be1 invariant, then it also leaves
invariant every subgroup of Bec for every 1 6= c ∈ C.
(ii) If φ is identical on Bec for some c ∈ C and Be1φ = Be1, then it is
inner on Be1.
(iii) If φ leaves every subgroup of B o C invariant and both B and C are
non-trivial, then φ is the identity.
Proof. First we prove (i). Note that the conjugates of Be1 are the groups
Bec for c ∈ C. Since Be1 is invariant, these groups are permuted by φ. Let
H ⊆ Bec be a subgroup for some 1 6= c ∈ C. Then Hφ ⊆ Bed for some
d 6= 1. By hypothesis, Be1 ⊕ Hφ = (Be1 ⊕ H)φ = Be1 ⊕ H. This implies
Hφ = H.
Next we prove (ii). Let x ∈ Be1. Then xc ∈ Bec and hence xc = (xc)φ =
(xφ)cφ. Thus xφ = xc(cφ)
−1
for all x ∈ Be1. Since conjugation by every
element of B o C induces an inner automorphism on Be1, provided Be1 is
invariant, φ is inner on Be1.
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Finally, we prove (iii). By hypothesis, φ maps every element to some of
its powers. So for all b ∈ B \ {1} and c ∈ C \ {1}
(be1c)φ = (be1c)
n(2.14)
(be1)φ = b
ke1 6= 1(2.15)
cφ = cm(2.16)
for some non-zero integers n, m and k. Since (be1c)φ = (be1)φ · cφ we get
(2.17) bke1c
m = (be1c)
n = b(e1 + ec + . . .+ ecn−1)c
n.
Let 0 = i1 < . . . < il ≤ n− 1 be the integers i between 0 and n− 1 for which
ci = 1. Then the e1-coordinate of the right-hand side of (2.17), which is b
l,
equals the e1-coordinate, b
k, of the left-hand side, i.e. bl = bk. The integers i
between 0 and n−1 for which ci = c are i1+1 < . . . < il−1+1 and also il+1
if il < n − 1. Hence the ec’th coordinate of the right-hand side of (2.17),
which must be 1, is bl−1 = 1 if il = n− 1 and bl = 1 if il < n− 1. But since
bl = bk 6= 1, this implies that il = n− 1 and bl−1 = 1, and hence bl = bk = b,
cn−1 = 1 and cm = cn = c. So we have proved that (be1)φ = be1 and cφ = c
for all non-trivial b ∈ B and c ∈ C. Since these elements generate B o C, we
must have φ = 1.
Knowing enough about the automorphisms of wreath products, we can
easily prove Lemma 2.2.7 now.
Proof of Lemma 2.2.7. Let E ∈ C, P a finite subgroup and φ an automor-
phism of E. Assume that φ leaves every finite subgroup containing P invari-
ant. We will prove that φ is conjugation by an element of P .
Suppose the contrary for contradiction. Since P is finite, there is a finite
subset of E such that φ differs already on this set from all the conjugations
by an element of P . Since E is locally finite, there is a finite subgroup A
containing P and this finite set. We shall show that φ is conjugation by an
element of P on A, which leads to a contradiction.
Apply Lemma 2.4.1 to (C(p) o A) o C(p) and φ. Then φ leaves invariant
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every subgroup of (C(p) o A)ec (c 6= 1) by (i), hence is identical on these
groups by (iii). Hence φ is inner on (C(p) o A)e1 = C(p) o A by (ii).
Now consider φ on C(p) oA. It is inner on A, and the conjugation is by an
element of P since 〈g, P 〉 is invariant where g is a generator of C(p)e1.
Now the proof of the main theorem of this chapter is complete.
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Chapter 3
Outer embeddings of large
locally finite p-groups
In this chapter we are going to construct a fully rigid system of locally fi-
nite p-groups. With the help of this construction, we characterize the outer
embedding monoids of locally finite p-groups with trivial centre.
In Section 3.1 we state the main results and we prove them step by step
in the following sections. In particular, Section 3.2 consist of an abstract
monoid construction, which enables us to characterize the monoids which
appear as an outer embedding monoid of some group as those in which every
left or right invertible element is invertible. In Section 3.3 we construct a
fully rigid system of abelian p-groups, from which we build our locally finite
p-groups in Section 3.4.
3.1 Preliminaries and the main theorem
Let Emb(A,B) denote the set of embeddings of the group A into the group
B.
Recall that the outer automorphism group OutG of a group G is the
factor of the automorphism group AutG by the normal subgroup InnG of
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inner automorphisms. It is a factor by the congruence ∼:
(3.1) a ∼ b :⇐⇒ ∃g∗ ∈ InnG : a = bg∗.
As we mentioned in the introduction, this formula also gives a congruence on
the monoid EmbG of self-embeddings of G. We call the factor OutEmbG :=
EmbG/ ∼ the outer embedding monoid of G.
A question arises naturally: Which monoids can appear as an outer em-
bedding monoid of a group? Obviously, in such monoids every left or right
invertible element has to be invertible. In fact, we will show in Corollary 3.1.4
that every monoid with this property appears as an outer embedding monoid
of some group.
We now introduce a factor of a monoid by a subgroup, which will be
useful in formulating our results:
Definition 3.1.1. Let M be a monoid and B a subgroup of M . Assume that
M acts on B by group homomorphisms such that
(3.2) b ·m = m · bm,
where bm is the action of m on b and · is the monoid operation.
Then ∼ is a congruence of M defined by
(3.3) m1 ∼ m2 :⇐⇒ ∃b ∈ Bm1b = m2.
We define the factor M/B by
(3.4) M/B :=M/ ∼ .
For example, if M is a group then B is automatically a normal subgroup
and M must act on it by conjugation due to (3.2). Then M/B is the usual
factor of M by B.
For another example, let G be a centreless group. For g ∈ G let g∗ denote
the conjugation by g. In other words, for every h ∈ G, let hg∗ = g−1hg. Set
M = EmbG, the monoid of self-embeddings of G. A natural action of M
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on B := InnG is given by (g∗)m := ((g)m)∗. Then M/B = OutEmbG, the
group of outer embeddings of G as defined above.
After these preliminaries, we formulate the main results of this chapter.
Theorem 3.1.2. Let λ and κ be cardinals such that λ = λℵ0 < κ and
ℵ0 < cf κ ≤ 2λ. Moreover, let M be a monoid of cardinality less than κ in
which right cancellation holds. Assume that B is a subgroup of M and M is
acting on B such that for all b ∈ B and m ∈M
(3.5) b ·m = m · bm,
where bm denotes the action of m on b.
Then there is a system PX (X ⊆ κ) of locally finite p-groups of cardinality
κ such that, for some wreath product Pκ o B, the subgroups GX := PX · B
(X ⊆ κ) satisfy:
(1) PX ⊆ PY if and only if X ⊆ Y ;
(2) Emb(GX , GY ) =
M · InnGY if X ⊆ Y ,∅ if X * Y ;
(3) M ∩ InnGκ = B.
In particular, OutEmbGX ∼= M/B for all X ⊆ κ.
There are two immediate consequences:
Corollary 3.1.3. For every monoid H, there is a locally finite p-group with
trivial centre and outer embedding monoid H, if and only if there is a monoid
M with right cancellation, a locally finite p-subgroup B of M and an action
ofM on B such that b·m = m·bm, for all b ∈ B and m ∈M , and H ∼= M/B.
Note that if G is a group with trivial centre then we can write OutEmbG
as EmbG/ InnG where the action of EmbG on InnG ∼= G is the natural
one. Hence the condition of the corollary is necessary. It is also sufficient by
the theorem above.
For arbitrary groups we can give a satisfactory characterization of outer
embedding monoids:
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Corollary 3.1.4. A monoid H appears as an outer embedding monoid of
some group if and only if every left or right invertible element of H is in-
vertible.
The last corollary will be proved in the next section. The remaining
sections are devoted to the proof of the main theorem.
3.2 Construction of monoids
Theorem 3.1.2 and the next proposition imply Corollary 3.1.4. Our aim in
this section is to prove this representation proposition.
Proposition 3.2.1. Let H be a monoid in which every left or right invertible
element is invertible.
Then there is a monoid M with right cancellation, and a subgroup B of
M and an action of M on B such that
b ·m = m · bm for all b ∈ B and m ∈M(3.6)
M/B ∼= H.(3.7)
Moreover, M can be chosen to have cardinality |M | ≤ |H| · ℵ0 =: λ.
Proof. Let G be the group of invertible elements of H. Note that, by hy-
pothesis, H \ G, the set difference of H and G, is a semigroup on which G
acts by conjugation. Let F be the free semigroup generated by H \ G and
set
(3.8) N := F oG
where the action of G on F is permuting the generators by conjugation. Note
that there is a natural epimorphism ϕ : N → H which is the identity on G
and H \G.
Let us define a surjective map by
(3.9)
pi : S := λ×H ×N → H,
(α, h, x) 7→ h · (xϕ).
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Now M will be a part of the monoid of injective mappings from S to itself
preserving kerpi, soM will have right cancellation. These mappings induce a
self-embedding of the setH into itself via pi. We identify N with a submonoid
of the monoid of self-embeddings of S via identifying n ∈ N with nR, which is
defined by (α, h, x)nR := (α, h, xn). Then nR induces onH the multiplication
by nϕ on the right.
Let B denote the group of all bijections of S leaving every kerpi-class
invariant. Let M be generated by B and N . Then every element of M
induces a self-embedding of H which is right multiplication by an element of
H. This gives a homomorphism M → H, which is ϕ on N . We will show
that this gives the desired M/B ∼= H isomorphism.
The homomorphism is clearly surjective and B is mapped to the identity.
So we only have to check that for h1, h2 ∈ H \G there is a τ ∈ B with
(3.10) hR1 · hR2 · τ = (h1h2)R.
This already determines τ on some subset of S and we have to show that
this partial map extends to a bijection leaving the kerpi-classes invariant.
Since the partial map is injective, what we have to check is that, for every
h ∈ H, in the class hpi−1 the complement of the domain respectively the
image of the partial map have the same cardinality. But all these cardinalities
are λ since they obviously cannot be larger and, for instance, λ× {h} × {1}
is contained in both of the complements.
Now we prove (3.6). For this purpose, we define the action ofM on B. Let
m ∈ M and b ∈ B. Since m is injective, it induces an isomorphism between
its domain S and its image Sm. The condition mbm = bm is equivalent to
the fact that bm equals m−1bm on Sm. Hence we define bm to be m−1bm on
Sm (this is an isomorphism of Sm) and to be the identity on S \ Sm.
It is an easy exercise to check that this definition satisfies all the require-
ments:
First, bm is clearly an isomorphism of S preserving every ker pi-class.
Moreover, bm is so defined that mbm = bm holds.
Now we check that the action of m is a group homomorphism, i.e. for
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b1, b2 ∈ B we have (b1b2)m = bm1 bm2 . This holds indeed, because both
maps are identical outside Sm and restricting to Sm the equation becomes
m−1b1b2m = (m−1b1m)(m−1b2m).
Last, we have to check that the representation of M on B is a homomor-
phism of monoids. This means that, for b ∈ B and m1, m2 ∈ M , we have
bm1m2 = (bm1)m2 and b1 = b. The latter is clear from the definition.
For the former, note that Sm1m2 ⊆ Sm2. Thus outside Sm2 both bm1m2
and (bm1)m2 are identical. They are also identical on Sm2 \ Sm1m2 = (S \
Sm1)m2, the map b
m1m2 by definition, and the map (bm1)m2 because bm1
is identical on S \ Sm1. Finally, let us check that that the maps bm1m2
and (bm1)m2 coincide on Sm1m2 as well. The former is (m1m2)
−1b(m1m2)
restricted to Sm1m2, while the latter is m
−1
2 (m
−1
1 bm1)m2. These maps are
obviously the same.
So far we have proved the existence of a monoidM with right cancellation
and a subgroup B on which M acts satisfying (3.6) such that M/B ∼= H.
Only the last sentence of the proposition has not been proved yet, which
states that M can be chosen so that |M | ≤ λ. We are going to prove that
there exists a submonoid M0 of M of cardinality at most λ and a subgroup
B0 of both B and M0 such that B0 is closed under the action of M0 and
M0/B0 ∼= H. This will finish the proof of the proposition.
Such an M0 and B0 are easy to find: for every h1, h2 ∈ H \ G choose
a τ(h1, h2) ∈ B such that hR1 hR2 τ(h1, h2) = (h1h2)R. We have proved above
that such τ(h1, h2) exists. Let B0 be the subgroup of B generated by all the
τ(h1, h2)’s and closed under the action of N . LetM0 be the submonoid ofM
generated by N and B0. Thus B0 is closed under the action of M0. Recall
that |H| ≤ λ by assumption and thus |B0| ≤ λ and |M0| ≤ λ. One can show
M0/B0 ∼= H in the same way as we have shown M/H ∼= B above.
3.3 A fully rigid system of abelian p-groups
In this section we construct a fully rigid system of abelian p-groups, from
which we will build the groups for Theorem 3.1.2 in the next section. The
main statement is Corollary 3.3.3.
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Preliminaries
We begin with recalling some notions from the theory of abelian p-groups
and introducing some convenient notation.
Pure subgroups and torsion-completion A subgroup B of an abelian
group A is a pure subgroup, in notation B ⊆∗ A, if, for every integer n, one
has B ∩ nA = nB. For example, direct summands are pure subgroups.
Recall that a group is Σ-cyclic if it is a direct sum of cyclic groups. A basic
subgroup of an abelian p-group A is a pure Σ-cyclic subgroup B such that
A/B is divisible. Abelian p-groups have many basic subgroups; for instance,
every subgroup F with the property F ∩pnA = 0 for some n is contained in a
basic subgroup of A. See [6, Chapter VI.] for the theory of basic subgroups.
We will usually not use the definition of pure subgroups directly. Instead
we will use Lemma 3.3.1 to find pure subgroups.
Recall, for example from [7, Section 68], the following notions: An abelian
group A is separable if
⋂∞
n=1 nA = 0. The torsion-completion A of a separable
abelian p-group A is the torsion part of the p-adic completion Aˆ. Note that
A is always pure in Aˆ and Aˆ/A is divisible.
Also recall that homomorphisms from a pure dense subgroup to a torsion-
complete group extend uniquely to the whole group.
There is a nice criterion for a subgroup of a torsion-completion to be pure:
Lemma 3.3.1. Let B be a separable abelian p-group and B its torsion com-
pletion. Let C be a group such that B ⊆ C ⊆ B.
Then C is pure in B if and only if the factor group C/B is divisible.
Proof. We know that B is a pure subgroup of B. So, by [6, Lemma 26.1], C
is pure in B if and only if C/B is pure in B/B. Since B/B is divisible, its
pure subgroups are exactly the divisible ones, which finishes the proof.
Unavoidable homomorphisms As we have already mentioned, in this
section we want to construct a fully rigid system of abelian p-groups, i.e. a
system of groups such that among its members the only homomorphisms are
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the “unavoidable” ones. Now we introduce convenient notations for these
homomorphisms.
If A is any abelian group then there are obvious homomorphisms from
A to
⊕
i∈I Aei, namely, the embeddings ei. Of course, we can take linear
combinations of the ei’s: we can consider
∑
i∈I jiei for any j =
∑
i∈I jiei ∈⊕
i∈I Zei. It will be convenient to write j for this homomorphism and refer
to it as multiplication by j.
Moreover, if A is an abelian p-group, then
⊕
i∈I Zei is pure in the p-
adically complete group Hom(A,
⊕
i∈I Aei) (see [6, Theorem 46.1]) and hence,
by completion, we have multiplication by any j =
∑
i∈I jiei ∈ (
∑
i∈I Jpei) .̂
The explicit formula is
(3.11)
(∑
i∈I
jiei
)
a :=
∑
i∈I
jiaei (a ∈ A).
If
⊕
i∈I Aei ⊆ B and D ⊆ B then we also use j to denote the homomorphism
from A to B/D sending x ∈ A to jx+D.
A homomorphism φ : A → B between abelian p-groups is small if, for
every natural number k, there is an n such that pnA[pk]φ = 0. We denote by
Small(A,B) the group of small homomorphisms between A and B.
There are plenty of small homomorphisms between abelian p-groups, for
instance, the basic subgroup is always the image of a small endomorphism,
see [24] or [6, Theorem 36.1].
The fully rigid system
The theorem and corollary below are the main results of this section. These
form an extended version of Theorem 2.4 in [4].
Theorem 3.3.2. Let D be a separable abelian p-group of cardinality at most
λ = λℵ0. Then there are an abelian p-group A containing D as a pure
subgroup and a system of subgroups AX (X ⊆ λ) of A containing D such
that
(i) AX/D is unbounded and separable for all X ⊆ λ;
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(ii) |AX | = λ for all X ⊆ λ;
(iii) AX ⊆ AY iff X ⊆ Y , for all X, Y ⊆ λ;
(iv) for any cardinal τ :
Hom
(
AX , (AY /D)
(τ)
)
= Small
(
AX , (AY /D)
(τ)
)⊕
Ĵ
(τ)
p , if X ⊆ Y
0, if X * Y .
The proof of this theorem will be done in several steps using the Black
Box principle. The arguments will take up the most of this section. Despite
the great effort we invest in proving the theorem, we will not use it directly in
later sections. We will use the theorem only through the following corollary,
which we prove immediately.
Corollary 3.3.3. Let D, λ and AX (X ⊆ λ) be as in Theorem 3.3.2. Then
for any subgroup A•X of finite index in AX
(3.12) every homomorphism from A•X to a Σ-cyclic group is small,
and for any Σ-cyclic group C with D(τ) ⊆ C ⊆∗ D(τ) and C ∩D(τ) = D(τ):
(3.13) Hom(A•X , A
(τ)
Y + C) = Small(A
•
X , A
(τ)
Y + C)⊕
Ĵ
(τ)
p , if X ⊆ Y
0, if X * Y .
Proof. First, it is enough to prove the corollary for A•X = AX because every
finite index subgroup of an abelian p-group contains a direct summand of
finite index. Let us prove this statement as an exercise on basic subgroups.
Therefore let G be an abelian p-group and E a finite index subgroup of
G. Let B be a basic subgroup of G, then G/(B + E) is a finite divisible
group and hence must be zero. Thus G = B + E, so B has a finite direct
summand F such that G = F + E. Then F is a pure subgroup of G and
hence F ∩ pnG = pnF = 0 where pn = |F |. So F ∩ E is contained in a basic
subgroup of E, and therefore it is also contained in a finite direct summand
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of E, i.e. E = H ⊕ L where F ∩ E ⊆ H is finite. It is easy to check that
G = (F +H)⊕ L and so L ⊆ E is a direct summand of G of finite index.
Second, every homomorphism from AX to a Σ-cyclic group (in particular
to C) is small: It is enough to check this for countable Σ-cyclic groups since
any non-small homomorphism to a Σ-cyclic group S can be composed with a
projection onto a countable direct summand of S such that the composition
is non-small. Countable Σ-cyclic groups can be embedded into AX/D, so the
statement is just an easy application of the theorem.
Third, by the theorem, it is enough to show that every homomorphism φ
from AX to
⊕
α<τ AY+C is small if φ composed by the factor map
⊕
α<τ AY+
C → (⊕α<τ AY + C)/C ∼=⊕α<τ AY /D is small.
Finally, let φ : AX →
⊕
α<τ AY + C be a homomorphism, which is small
when projected onto (
⊕
α<τ AY + C)/C. This means that for every k there
is an n such that
(3.14) pnAX [p
k]φ ⊆ C.
Now we are going to show that φ is small, and this will finish the proof.
To this end, we define φ˜, a modification of φ, which will map all of AX
to C. Let us choose a basic subgroup B = ⊕Ci of AX where the Ci’s are
cyclic subgroups. We choose φ˜ on these Ci’s as any homomorphism to C
which coincides with φ on Cφ−1 ∩ Ci. This is possible because C is pure in⊕
α<τ AY + C. So φ˜ is defined on B, and extends uniquely to an AX → C
homomorphism. Now we check that the image of φ˜ is contained in C.
Let k be a positive integer and choose n as in (3.14). Then φ˜ and φ agree
on pnAX [p
k] because they agree on its dense subgroup pnB[pk] by construc-
tion. Since AX [p
k] ⊆ B + pnAX [pk], the function φ˜ maps AX [pk] to C. This
holds for all k, so AX φ˜ ⊆ C.
Since any homomorphism from AX to a Σ-cyclic group is small, φ˜ is small.
Hence for any k there is an m ≥ n (n is from (3.14)) such that
pmAX [p
k]φ = pmAX [p
k]φ˜ = 0.
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Thus φ is small.
Reduction to τ = ω
Now we start proving Theorem 3.3.2. In this subsection we reduce the claim
in (iv) to τ = ω and leave the proof of the reduced theorem to the rest of
this section.
In other words, we prove that if a system AX (X ⊆ λ) satisfies (iv) only
for τ = ω than it satisfies it for all cardinals τ .
Recall that (iv) for τ = ω means that
(3.15)
Hom
(
AX , (AY /D)
(ω)
)
= Small
(
AX , (AY /D)
(ω)
)⊕
Ĵ
(ω)
p , if X ⊆ Y
0, if X * Y .
Since AY /D is a direct summand of (AY /D)
(ω), it is clear from (3.15) that
for any homomorphism θ : AX → AY there is a unique j ∈ Jp such that θ− j
is small. Moreover, if X * Y then j = 0. We shall make extensive use of
this observation.
Let τ be any cardinal and φ : AX → (AY /D)(τ) a homomorphism. We
have to prove that there is a unique j ∈ (J (τ)p )̂ such that φ− j is small and
that j = 0 if X * Y .
For H ⊆ τ let piH : (AY /D)(τ) → (AY /D)(H) denote the canonical projec-
tion. For α ∈ τ let piα := pi{α} : (AY /D)(τ) → AY /D denote the projection
onto the α’th summand. Then there is a unique jα ∈ Jp such that φpiα − jα
is small.
Obviously, j :=
∑
α∈τ jαeα is the only possible choice for j ∈ (J (τ)p ) ,̂ for
which φ − j can be small. It is also clear that j = 0 if X ⊆ Y . So it is left
to prove that j ∈ (J (τ)p )̂ and φ− j is small.
Next we show that j is an element of (J
(τ)
p ) ,̂ in other words, that, for
every n, all but finitely many of the jα’s are divisible by p
n. Otherwise
there would be a countably infinite set H ⊆ τ such that pn - jα for α ∈ H.
Applying (3.15) to φpiH we would get a j
′ ∈ (J (H)P )̂ such that φpiH − j′ is
small. Clearly j′ =
∑
α∈H jαeα contradicting that none of the jα’s is divisible
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by pn.
So far, letting ψ := φ−j, we know that, for any α ∈ τ , the homomorphism
ψpiα = φpiα− jpiα = φpiα− jα is small. We are going to show that ψ is small.
If ψ is not small then there is a countable H ⊆ τ such that ψpiH is not
small. Applying (3.15), we obtain a k :=
∑
α∈H kαeα ∈ (J (H)p )̂ such that
ψpiH−k is small. Since ψpiα is small for any α ∈ H, this implies that kα = 0.
Hence k = 0 and ψpiH = ψpiH − k is small, a contradiction.
The Black Box
The heart of the construction is a version of the Black Box very similar to
(2.3) in [4]. Also ideas from [2] are used.
Before stating the Black Box, we introduce the necessary terminology and
notation.
Recall that a tree is a partially ordered set (P,<) such that, for every
p ∈ P , the set of all elements of P smaller than p is well-ordered. The order
type of this set is called the height of p. A subtree of P is a subset Q ⊆ P
such that whenever p ∈ P , q ∈ Q and p ≤ q, we have p ∈ Q. Note that a
subtree is a tree with the induced ordering, and every element has the same
height in the tree and the subtree. The elements of a tree are also called
nodes.
For example, for any ordinal α, the set of all functions σ : n → α for all
n ∈ ω ordered by inclusion form a tree, which we denote by <ωα. The set
of all strictly monotone increasing functions σ : n → λ for all n ∈ ω form a
subtree of <ωλ, which will play a crucial role in the Black Box. We denote it
by T .
For σ : n → λ, we denote by l(σ) the height of σ, which is clearly n and
coincides with the domain of σ.
A branch of a tree is a maximal linearly ordered subset of the tree. For
example, the branches of <ωα are in bijection with all the functions f : ω → α,
where f corresponds to the branch {f  n : n ∈ ω}. Similarly, the branches of
T are in bijection with all the strictly monotone increasing functions f : ω →
λ.
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For any tree T0, let BrT0 denote the set of branches of T0.
As we claimed before, we are mainly interested in the tree T , which we
now treat as a set of generators of the group Z :=
⊕
σ∈T C(p
l(σ)+1)aσ with
fixed generators aσ for the summands. This group is not our whole universe,
as we will work in the torsion-completion D ⊕ Z where D is a fixed separable
abelian p-group. Since Z is canonically contained in
∏
σ∈T C(p
l(σ)+1)aσ, every
x ∈ D ⊕ Z = D ⊕ Z has coordinates in the product. Let xσ denote the σ’th
coordinate of x. We define the support [x] := {σ | xσ 6= 0} of x as the set
of nodes where it is not zero. This does not depend on the component of x
in D, which has no significance for us. If x =
∑
i∈ω xiei ∈ Z(ω) ⊆
∏
i∈ω Z
then let the support of x be [x] :=
⋃
i∈ω[xi], the union of the supports of the
components of x. The support [S] of a subset S of D ⊕ Z or Z(ω) is simply
the union of the supports of its elements. Let the norm of S be
(3.16) ‖S‖ := min{α ≤ λ | [S] ⊆ <ωα}.
By the norm of a single node σ we mean the norm of the one-element set
{σ}, i.e. ‖σ‖ := ‖{σ}‖.
Set
V := D ⊕
⊕
σ∈T
C(pl(σ)+1)aσ,(3.17)
W :=
⊕
α<ω
V eα.(3.18)
Our last notion involves most of the previously defined concepts:
Definition 3.3.4. A trap is a 6-tuple (f,D′, S, P, ϕ, γ) where
• f : <ωω → T is an embedding of trees;
• D′ is a countable subgroup of D;
• S is a countable subtree of T ;
• P := D′ ⊕⊕σ∈S C(pl(σ)+1)aσ;
• ϕ : P → (P/D′)(ω) is a homomorphism;
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• γ ≤ λ is an ordinal;
• Im f ⊆ S;
• ‖τ‖ = ‖S‖ for all branches τ ∈ Br(Im f).
We are ready to formulate the Black Box.
Lemma 3.3.5 (Black Box). Let D be a separable abelian p-group of cardi-
nality at most λ = λℵ0. Then there is a sequence (fα, D′α, Sα, Pα, ϕα, γα)(α<λ∗)
of traps such that |λ∗| = λ and
(i) β < α⇒ ‖Sβ‖ ≤ ‖Sα‖;
(ii) β 6= α⇒ Br(Im fβ) ∩ Br(Im fα) = ∅;
(iii) β + 2ℵ0 ≤ α⇒ Br(Im fα) ∩ Br([Sβ]) = ∅;
(iv) if S ⊆ V and I ⊆ D are countable sets, φ : V → W is a homomorphism
and γ < λ, then there is an α < λ∗ such that
S ⊆ Pα, I ⊆ D′α, γα = γ and φ  Pα = ϕα.
Proof. The proof is basically the same as the one of (A.7) in [2] and hence
omitted. The Black Box is very robust under changing its setting.
Construction of abelian p-groups
In this subsection we prove Theorem 3.3.2 by constructing suitable groups.
We use the sequence (fα, D
′
α, Sα, Pα, ϕα, γα)(α<λ∗) of traps produced by
Lemma 3.3.5 to construct the group A. We also introduce some notation:
Let
(3.19) vk(τ) :=
∑
n≥k
pn−kaτn (τ ∈ Br(T ), k ∈ ω).
We call a sequence x˜ = (xk : k ∈ ω) ⊆ V a V -chain if xk − pxk+1 ∈ V for all
k ∈ ω. This means that in V /V the sequence is a p-divisibility chain. For
example, (vk(τ) : k ∈ ω) is a V -chain for any τ ∈ Br(T ).
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For a V -chain x˜, a branch τ ∈ BrT and a subgroup B ⊆ V set
(3.20) B(τ, x˜) := 〈B, vk(τ) + xk | k ∈ ω〉.
We recursively choose elements gkβ and define pure subgroups A
α of V for
β, α < λ∗ such that
(i) Aα := 〈D ⊕ Z, gkβ | β < α〉.
(ii) gkβ = v
k(τβ) + x
k
β for some τβ ∈ Br(Im fβ) and some V -chain x˜β =
(xkβ) ⊆ Pβ with o(x0) = p and ‖xkβ‖ < ‖Sβ‖(= ‖τβ‖) for all k ∈ ω. Note
that vk(τβ) ∈ Pβ and so gkβ ∈ Pβ.
(iii) If gkβϕβ /∈ (Aβ+1/D)(ω) for some β < α and k ∈ ω then also gkβϕβ /∈
(Aα/D)(ω).
(iv) Moreover, whenever possible, we choose gkβ’s in such a way that, for
some k ∈ ω,
gkβϕβ /∈ (Aβ+1/D)(ω) = (Aβ(τβ, x˜β)/D)(ω).
Note, we shall see later that such gkβ’s (satisfying (i) and (iii)) exist.
Finally we put
A :=
⋃
α<λ∗
Aα = 〈D ⊕ Z, gkβ | β < λ∗, k < ω〉(3.21)
and
AX := 〈D ⊕ Z, gkα | γα ∈ X ∪ {λ}〉 (X ⊆ λ).(3.22)
Properties of A We are going to prove some properties of A.
Lemma 3.3.6. AX is a pure subgroup of V for every X ⊆ λ. In particular,
A = Aλ is a pure subgroup of V .
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Proof. Since V ⊆ AX ⊆ V , the purity of AX is equivalent to the divisibility
of AX/V by Lemma 3.3.1. But AX/V is divisible since it is generated by
divisibility chains: (gkβ + V )k∈ω for all β < λ
∗ with γβ ∈ X ∪ {λ}.
The following lemma describes how the elements of A look like.
Lemma 3.3.7 (Recognition Lemma). Let h ∈ A \ V . Then
(a) There is a unique α < λ∗ such that h ∈ Aα+1 \ Aα.
(b) With α from (a), there exist unique ordinals α = α(0) > . . . > α(n) with
‖Sα(i)‖ = ‖Sα‖ for i ≤ n and there is an ordinal µ < ‖Sα‖ such that
(3.23) [h]µ = F ∪
n⋃
i=0
[τα(i)]µ
where the union is disjoint and F is a finite set and
[x]µ := {σ ∈ [x] : ‖σ‖ > µ}
for all x ∈ V or x ⊆ T .
In particular, ‖h‖ ≥ ‖Sα‖.
(c) If τ is a branch of T with ‖τ‖ ≥ ‖Sα‖ then there is an l ∈ ω and z ∈ Z
such that
(3.24) hσ = zv
l(τ)σ
for all but finitely many elements σ of τ . Moreover, if τ /∈ Br(Im fα+1)
then z can be chosen as zero, which means that [h] ∩ τ is finite in this
case.
Remark. Since D ⊆ V and the norm and support do not depend on the
component in D, we have same results on h ∈ (A/D) \ (V/D) (with the only
change that we say h ∈ (Aα+1/D)\ (Aα/D) in (a)). It is also easily seen that
the lemma generalizes to every h ∈ (A/D)(ω). In this case we have z ∈ Z(ω)
in (c).
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Proof. Condition (a) follows from the fact that the groups Aα (α < λ∗) form
a continuous increasing chain whose union is A and which starts at A0 = V .
To see (b) and (c), let h ∈ Aα+1. Then it can be written, by (i) of the
construction and since the gkβ’s form a V -chain, as
(3.25) h = f +
m∑
i=0
zig
k
α(i)
for some f ∈ V , α ≥ α(0) > . . . > α(m), k,m ∈ ω and zi ∈ Z. We can
assume that none of the summands are zero except maybe f . Since h /∈ Aα,
we must have α = α(0). By Lemma 3.3.5 (i) we have, for some n ≤ m,
(3.26) ‖Sα‖ = ‖Sα(0)‖ = . . . = ‖Sα(n)‖ > ‖Sα(n+1)‖ ≥ . . . ≥ ‖Sα(m)‖.
We rewrite (3.25) in the form
(3.27) h = f +
n∑
i=1
ziv
k(τα(i)) +
n∑
i=1
zix
k
α(i) +
m∑
i=n+1
zig
k
α(i)︸ ︷︷ ︸
y
.
To show (b), we claim that, if µ < ‖Sα‖ is large enough, then ‖y‖ < µ and
the sets [f ]µ, [ziv
k(τα(i))]µ = [v
k(τα(i))]µ = [τα(i)]µ are pairwise disjoint. Then
(3.23) will hold with F := [f ]µ (which is finite since [f ] is finite).
To prove the claim, our first observation is that ‖y‖ < ‖Sα‖ because
each summand of y in (3.27) has norm less than ‖Sα‖. Since zivk(τα(i)) 6= 0
for any i ≤ n by assumption, we have [zivk(τα(i))] = [vk(τα(i))] and hence
[ziv
k(τα(i))]µ = [v
k(τα(i))]µ. Note that τ \ [vk(τα(i))] = {τ  0, . . . , τ  k}, and
hence [τ ]µ = [v
k(τα(i))]µ whenever µ > (k)τ .
For i 6= j ≤ n we know that τα(i) ∩ τα(j) is finite from condition (ii)
of Lemma 3.3.5, and thus, for ‖τα(i) ∩ τα(j)‖ < µ, the sets [vk(τα(i))]µ and
[vk(τα(j))]µ are disjoint. Moreover, since [f ] is finite and ‖Sα‖ is a limit
ordinal, every element of [f ]µ has norm greater than ‖Sα‖, for µ large enough.
In this case, [f ]µ will be disjoint from the sets [v
k(τα(i))]µ for i ≤ n.
Summarizing the above, we can find a common µ ≤ ‖Sα‖ satisfying all
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the requirements above.
Finally, let us prove (c). In fact, it is enough to assume that ‖τ‖ > µ
where µ is as above. If τ differs from τα(0), . . . , τα(n) then τ intersects [h]µ in
a finite set because it intersects every set on the right-hand side of (3.23) in
a finite set. Since ‖τ‖ > µ, it follows that τ ∩ [h] is finite and hence (3.24) is
satisfied with z = 0 and l arbitrary.
On the other hand, if τ = τα(i) for some i ≤ n then (3.24) holds for
‖σ‖ > µ with z := zi and l := k.
Corollary 3.3.8. A contains no element from the torsion-completion of D
but the elements of D, i.e. A∩D = D. Moreover, AX/D is a pure subgroup
of Z with basic subgroup Z for every X ⊆ λ.
Proof. If h ∈ A \ V then [h] 6= ∅ by Lemma 3.3.7 (b). In particular, h /∈ D
because elements of D have empty support. Thus
A ∩D = V ∩D = (D + Z) ∩D = D + (Z ∩D)︸ ︷︷ ︸
0
= D.
It remains to show that AX/D is a pure subgroup of Z with basic sub-
group Z. Consider the canonical projection pi : D ⊕ Z = D ⊕ Z → Z. Its
kernel is D. Hence pi restricted to AX has kernel kerpi  AX = AX ∩D = D.
So pi induces an isomorphism AX/D ∼= AXpi ⊆ Z. Now Z ⊆ AX and hence
Z = Zpi ⊆ AXpi.
So far we know that Z ⊆ AXpi ⊆ Z. We will prove that AXpi/Z is
divisible, which implies immediately that Z is a basic subgroup of AXpi and,
by Lemma 3.3.1, AXpi is pure in Z. The proof is just an easy calculation:
AXpi/Z = AXpi/Zpi ∼= AX/(ker(pi  AX) + Z) = AX/(D + Z).
The last group is divisible, again by Lemma 3.3.1, since AX is pure in D ⊕ Z.
Our final lemma provides us many small homomorphisms.
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Lemma 3.3.9. With A from (3.21), A/D is a thin group, which means
that every homomorphism from a torsion-complete p-group to it is small.
Furthermore, (A/D)(ω) is thin.
Proof. The argument is essentially the same as the proof of (8.2) in [2].
Nevertheless, it is presented here.
Since direct sums of thin groups are thin (see [23, Theorem 2]), (A/D)(ω)
is a thin group if A/D is thin. So we have to prove the latter only.
Let X be a torsion-complete group and ψ : X → A/D a homomorphism.
Suppose, for contradiction, that ψ is not small, i.e. there is a natural number
k, a strictly increasing sequence of natural numbers (ni)i∈ω and elements
ei ∈ pniX[pk] such that hi := eiψ 6= 0.
Without loss of generality, we may assume (by passing to subsequences)
that
(3.28) ‖hi‖ ≤ ‖hi+1‖ for i ∈ ω
and that there are nodes σi ∈ [hi] such that:
(A) ‖σi‖ ≤ ‖σi+1‖ for i ∈ ω;
(B) sup ‖σi‖ = sup ‖hi‖;
(C) pl(σi) | hj if i < j;
(D) if infinitely many σi lie on the same branch then all of the σi’s do.
For any sequence (εi) ⊆ {0, 1}ω, the sum z :=
∑
εiei is convergent and
(3.29) h =
∑
εihi = zψ ∈ A/D.
Note that σi /∈ [hj] for i < j by (C), so the σi’th coordinate of h is the
same as that of
∑
j≤i εjhj, which we write as ziaσi for some zi ∈ Z. So we can
choose the εi’s recursively such that hσi differs from any preassigned value.
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This way we can achieve that
(3.30) hσi 6=
0 if i is even,zi−1pl(σi)−l(σi−1)aσi if i is odd.
This implies with the help of (B) and (3.29) that sup ‖σi‖ = ‖h‖. By
Lemma 3.3.7 (b), we have, for some α(0) > . . . > α(n) and µ < ‖h‖,
(3.31) [h]µ = F ∪
n⋃
i=0
[τα(i)]µ
where the union is disjoint and F is a finite set. Recall that
[x]µ := {σ ∈ [x] : ‖σ‖ > µ}.
Thus the finitely many branches τα(0), . . . , τα(n) cover almost all of the σi’s,
and hence infinitely many of them lie on the same branch. By (D), then all
the σi’s lie on the same branch τ . So, by Lemma 3.3.7 (c), for all but finitely
many of the σi’s we have hσi = (zv
k(τ))σi contradicting (3.30) for almost all
odd i.
Existence of the gkα’s Next we show that the g
k
α’s needed for the con-
struction exist. Recall that the gkα’s are defined recursively. The next lemma
shows that the construction carries over at every step.
Lemma 3.3.10. Suppose that for some α < λ∗, there are gkβ (β < α) satis-
fying condition (iii) of the construction.
Then there is a branch τ ∈ Br(Im fα) such that, for any V -chain x˜ =
(xk : k < ω) ⊆ V with o(x0) = p and ‖xk‖ < ‖Sα‖ for all k, we have
(3.32) gkβϕβ /∈ (Aα(τ, x˜)/D)(ω)
for all β < α and k ∈ ω with gkβϕβ /∈ (Aα/D)(ω).
Proof. First we show that, for a fixed β < α, there is at most one branch τ
for which (3.32) fails for some x˜.
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Suppose for contradiction that there are two branches τ1 and τ2 of Im fα,
and sequences x˜1 and x˜2 such that
(3.33) gkβϕβ ∈ (Aα(τi, x˜i)/D)(ω) (i = 1, 2).
Then there are zi ∈ Z(ω) (i = 1, 2) and l ∈ ω with
(3.34) gkβϕβ − zi(vl(τi) + xli) ∈ (Aα/D)(ω) (i = 1, 2).
Subtracting the equations gives
(3.35) c := z1v
l(τ1)− z2vl(τ2) + (z1xl1 − z2xl2) ∈ (Aα/D)(ω).
The support of both the second summand and the expression in brackets
intersect the branch τ1 in a finite set. The former because τ1 ∩ τ2 is finite,
the branches being distinct, the latter because it has norm less than ‖Sα‖.
Thus [c] ∩ τ1 is infinite unless pl divides z1. But Lemma 3.3.7 (b) prevents
the former. The latter is also impossible since then (3.34) would reduce to
gkβϕβ ∈ (Aα/D)(ω) in case i = 1. Therefore we have a contradiction in both
cases and thus there can only be at most one branch τ failing (3.32).
Second, we show that, if gkβϕβ ∈ (Aα(τ, x˜)/D)(ω) for some β < α, k ∈ ω
and a sequence x˜, then τ ∈ Br(Sβ). This implies that τ ∈ Br(Sβ)∩Br(Im fα)
and hence β + 2ℵ0 > α by Lemma 3.3.5 (iii).
As before, gkβϕβ ∈ (Aα(τ, x˜)/D)(ω) means that, for some l ∈ ω and z ∈
Z(ω),
(3.36) gkβϕβ − z(vl(τ) + xl) ∈ (Aα/D)(ω).
The support of this element must intersect τ in a finite set by Lemma 3.3.7 (a).
Now [zvl(τ)] intersects τ in an infinite set but [zxl] in a finite set. So [gkβϕβ]∩τ
must be infinite. Since [gkβϕβ] ⊆ Sβ, we obtain that the subtree Sβ con-
tains infinitely many elements of τ and hence must contain all of τ . Thus
τ ∈ Br(Sβ).
Now we estimate the number of the branches τ in Br(Im fα) which do not
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satisfy (3.32) for some β < α and k ∈ ω. For every β < α there is at most
one τ , so the number of τ ’s is less than or equal to the number of β’s. Let
β0 be the smallest among the β’s. Then α < β0 + 2
ℵ0 . Since all the β’s lie
between β0 and α the number of β’s is less than continuum.
All in all, there are less than continuum many branches τ ∈ Br(Im fα)
which fail the lemma. Since Br(Im fα) consists of continuum many elements,
it must have an element satisfying the lemma.
The homomorphisms Now we turn to the proof of equation (iv) of The-
orem 3.3.2 for τ = ω, namely that, for every X, Y ⊆ λ,
(3.37)
Hom
(
AX , (AY /D)
(ω)
)
= Ĵ
(ω)
p ⊕
0 if X * Y ,Small (AX , (AY /D)(ω)) if X ⊆ Y .
The key for the proof is the following:
Proposition 3.3.11. Let φ : AX → (A/D)(ω) be a homomorphism (X ⊆ λ).
Then there exists j ∈ (J (ω)p )̂ such that φ− j is small.
Now we can easily deduce (3.37) from the proposition.
Proof of (3.37). Observe that since AY ⊆ A we have (AY /D)(ω) ⊆ (A/D)(ω).
Hence, for any φ : AX → (AY /D)(ω) (viewed as a map to (A/D)(ω)), there is
a j ∈ J (ω)p such that φ− j is small by the proposition. Now we show that if
X * Y then j = 0 and hence φ is small. We have to be careful because we
do not even know that the image of φ− j is contained in (AY /D)(ω).
Suppose for contradiction that X * Y and j 6= 0. So there are γ ∈ X \Y
and a largest l ∈ ω such that pl divides j. By Lemma 3.3.5, there is an
α < λ∗ such that γ = γα. Since φ is small, we can choose an n such
that pnAX [p
l+1](φ − j) = 0. Hence pngn+lα φ = pngn+lα j /∈ (AY /D)(ω), a
contradiction.
Finally, the sum on the right-hand side of (3.37) is direct because if
0 6= j ∈ J (ω)p then j is not a small homomorphism. In fact, the kernel of j is
AX [p
k] where k is the largest natural number such that pk divides j. Since
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AX is unbounded, we have p
nAX [p
k+1] * AX [pk] = ker j, for every n ∈ ω,
showing that j is not small.
It remains to prove Proposition 3.3.11, which we prepare now. In the
proof, we shall consider the (unique) extension of φ to a homomorphism
D ⊕ Z → Z(ω), which we also denote by φ. This extension exists because φ
is automatically continuous in the p-adic topology.
We gain control over φ by the following lemma. This is the only place in
the proof where we use the special choice of gkα’s.
Lemma 3.3.12. For every V -chain {xk : k ∈ ω} ⊆ D ⊕ Z, there are j ∈
Z(ω) and l ∈ N such that xφ− jxl ∈ (A/D)(ω) where x = x0.
Recall that for j =
∑
jkek ∈ Z(ω) and x ∈ A we use the notation jx :=∑
jkxek ∈ (A/D)(ω).
Proof. By (iv) of Lemma 3.3.5, there is an α < λ∗ such that
• γα = λ (so gkα ∈ AX for all k ∈ ω),
• ‖xk‖, ‖xkφ‖ < ‖Sα‖ for all k ∈ ω,
• [xk] ∪ [xkφ] ⊆ Sα for all k ∈ ω,
• φ  Pα = ϕα.
Recall from Lemma 3.3.10 that there is a branch τ ∈ Br(Im fα) such that,
for any V -chain y˜ = (yl : l ∈ ω) ⊆ Pα,
(3.38) gkβϕβ /∈ (Aα(τ, y˜)/D)(ω)
whenever gkβϕβ /∈ (Aα/D)(ω) for some β < α and k ∈ ω, i.e. whenever
gkβϕβ /∈ (Aβ+1/D)(ω) by (iii) of the construction.
However, gkαϕα = g
k
αφ ∈ (A/D)(ω) and hence gkαφα ∈ (Aα+1/D)(ω), for all
k ∈ ω. By (iv) of the construction, we must have, for all k ∈ ω and V -chain
y˜ with o(y0) = p
(3.39) (vk(τ) + yk)ϕα ∈ (Aα(τ, y˜)/D)(ω).
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Let o(x) = pk+1. We apply (3.39) to the V -chains (yk = 0 | k ∈ ω) and
the one defined by y0 = pkx, y1 = pk−1x, . . . , yk = x = x0 and yk+l = xl for
all l ∈ ω:
vk(τ)ϕα ∈
(〈Aα, vl(τ) | l ∈ ω〉/D)(ω) ,(3.40)
(vk(τ) + x)ϕα ∈
(〈Aα, vk+l(τ) + xl | l ∈ ω〉/D)(ω) .(3.41)
Note that 〈Aα, vk+l(τ)+xl | l ∈ ω〉 = 〈Aα, v0+pkx, . . . , vk−1(τ)+px, vk+l(τ)+
xl | l ∈ ω〉 because V ⊆ Aα. Now we deduce from the above that, for some
l ∈ ω and j, m ∈ Z(ω),
vk(τ)ϕα − jvk+l(τ) ∈ (Aα/D)(ω)(3.42)
(vk(τ) + x)ϕα −m(vk+l(τ) + xl) ∈ (Aα/D)(ω).(3.43)
Subtracting (3.42) from (3.43) and using that xϕα = xϕ we obtain:
b := (xϕ−mxl)− (m− j)vk+l(τ) ∈ (Aα/D)(ω).(3.44)
The first expression in brackets has norm less than ‖Sα‖ by the choice of α.
Moreover, due to Lemma 3.3.7 (c), [b] ∩ τ is finite, which is only possible
for (m − j)vk+l(τ) = 0. So (3.44) reduces to xϕ − mxl ∈ (Aα/D)(ω) as
required.
Finally, we prove our proposition.
Proof of Proposition 3.3.11. Let φ : AX → (A/D)(ω) be a homomorphism.
Recall that φ extends to a homomorphism D ⊕ Z → Z(ω), which we also
denote by φ.
It follows from Lemma 3.3.12 that φ maps D + A into (A/D)(ω). For if
x ∈ D then we can choose a V -chain (xk : k ∈ ω) from D with x = x0, since
D is pure in V . By the preceding lemma, there are k ∈ ω and j ∈ Z(ω) such
that xφ − jxk ∈ (A/D)(ω). But since xk ∈ D, automatically jxk = 0, so
xφ ∈ (A/D)(ω). One can similarly show that xφ ∈ (A/D)(ω) if x ∈ A.
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Hence φ induces a homomorphism φ˜ : V /(D + A) ∼= Z/(A/D) =: Q →
W/(A/D)(ω). The next step is determining this induced homomorphism. (It
is interesting that we look at φ where it was originally not defined.)
Again by Lemma 3.3.12, each x ∈ Q is mapped by φ˜ to some jxk for
some j ∈ Z(ω). Here xk ∈ Q and pkxk = x. Note that we must have
o(x)jxk = o(x)xφ˜ = 0 where o(x) is the order of x. This implies that pk
divides j, say j = mpk, so in fact xφ˜ = mpkxk = mx.
So we have proved that for every x ∈ Q there is a j ∈ (J (ω)p )̂ such
that xφ˜ = jx. In particular, φ˜ maps Q to Q(ω). Now a usual argument on
completeness, which we present in the next two paragraphs, shows that we
can find a j ∈ (J (ω)p )̂ such that xφ˜ = jx for all x ∈ Q.
For a fixed x ∈ Q the j’s for which xφ˜ = jx form a coset of o(x)(J (ω)p ) .̂
Any two of these cosets are either disjoint or one is contained in the other.
In fact, we will prove that there are no disjoint ones among them, so the
cosets form a chain. By completeness, their intersection is non-empty, which
is what we claimed.
So let us prove that, for any x, y ∈ Q, there is a j ∈ (J (ω)p )̂ such that
xφ˜ = jx and yφ˜ = jy. By the fundamental theorem of abelian groups, the
group 〈x, y〉 is a direct sum of two cyclic groups: 〈x, y〉 = 〈a〉⊕ 〈b〉 where the
summands may be trivial. Let pk = o(a) ≥ o(b) = pl. There are j, m and
t ∈ (J (ω)p )̂ such that
(3.45) aφ˜ = ja bφ˜ = mb (a+ b)φ˜ = t(a+ b).
Since (a + b)φ˜ = aφ˜ + bφ˜ we thus get ja +mb = ta + tb. But a and b are
independent, so we must have that pk divides j − t and pl divides m − t.
So pl divides j − m and hence bφ˜ = mb = jb. Thus φ˜ coincides with j on
〈a, b〉 = 〈x, y〉 as claimed.
So φ˜ = j for some j ∈ J (ω)p . Returning to the homomorphism φ, this
means that ψ := φ − j maps the whole V to (A/D)(ω). By Lemma 3.3.9,
(A/D)(ω) is a thin group. Hence ψ must be small by the definition of thin
groups, which completes the proof.
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3.4 Construction of locally finite p-groups
Now we construct the groups PX and GX for X ⊆ κ to prove Theorem 3.1.2.
We fix a continuous cofinal sequence (βα : α < cf κ) in κ such that β0 = 0
and set βcf κ := κ. We will construct a smooth chain of groups (G
α
X∩βα)α≤cf κ
for every X ⊆ κ and set GX = Gcf κX . For α < cf κ the group GαX will
have cardinality less than κ. It will be convenient to use G := Gκ for the
group containing all of the groups we are working with. For each α the
collection of groups (GαX)X⊆βα will satisfy a similar but significantly weaker
condition than required by the theorem: First, we need monoids MαX with
right cancellation generated by M and GαX . The monoid M
α
X is designed to
be the submonoid M · InnGαX of EmbG. We require that MαX acts on every
GαX by monomorphisms. G
α
X acts by inner automorphisms. These actions
should be compatible with each other for all α and X.
To simplify notation we put Gα := Gαβα and M
α :=Mαβα . We require
(i) GγX ∩Gα = GαX∩βα for all X ⊆ βγ and α < γ;
(ii) GαX ⊆ GβY iff X ⊆ Y and α ≤ β;
(iii) MαX ⊆MβY iff X ⊆ Y and α ≤ β;
(iv) if g ∈ GαX , m ∈M and gm ∈ B then g ∈ B for all α and X;
(v) Emb(GαX , G
α
Y ) ∩M · InnGα =
M · InnGαY if X ⊆ Y ,∅ if X * Y .
So far this is easy to establish by a recursive definition, which is our next
task.
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Initial step
For α = 0 we set
A :=
⊕
n<ω
Zpn ,(3.46)
P :=
⊕
x∈M
A(λ)ex,(3.47)
G0 := P oB.(3.48)
Here B acts on P by the right regular representation of the coordinates ex.
Let M act on G0 by moving the coordinates in
⊕
x∈M A
(λ)ex by the right
regular representation and mapping b ∈ B to bm by m. ClearlyM ∩InnG0 =
B.
The monoids MαX’s
Semidirect products of semigroups Recall that if N and T are semi-
groups and N is acting on T then their semidirect product N n T is a semi-
group with underlying set N × T and multiplication given by the rule
(3.49) (n1, t1) · (n2, t2) = (n1 · n2, tn21 t2) (n1, n2 ∈ N, t1, t2 ∈ T )
where tn is the action of n on t.
Definition of MαX Once G
α
X is given with the action of M on it, we define
MαX as a factor of a semi-direct product by a congruence ∼:
(mb, g) ∼ (m, bg) (b ∈ B, m ∈M, b ∈ B)(3.50)
MαX :=M nGαX
/ ∼(3.51)
with the given action of M on GαX . Requirement (iii) then follows from (ii).
Note that right cancellation holds in MαX because of (iv). In details: let
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(m1, g1), (m2, g2) and (m, g) be elements of M
α
X and suppose
(3.52) (m1, g1)(m, g) = (m2, g2)(m, g).
This means that
(3.53) (m1m, g
m
1 g) = (m2m, g
m
2 g)
so that for some b ∈ B
(3.54) m1mb = m2m, bg
m
2 g = g
m
1 g.
The right equation gives us b = (g1g
−1
2 )
m ∈ B, so by (iv) we have
(3.55) c := g1g
−1
2 ∈ B.
Thus b = cm. Substituting this into the left equation of (3.54) and apply-
ing (3.5):
(3.56) m2m = m1mc
m = m1cm.
Since right cancellation holds in M , we get m2 = m1c. From (3.55) we also
get g1 = cg2. Hence (m1, g1) = (m2, g2).
Limit step
If α is a limit ordinal, we simply put
(3.57) GαX :=
⋃
γ<α
GγX∩βγ (X ⊆ α).
This satisfies all the requirements: the key is that (i) takes care that nothing
can go wrong with (i), (v) and (ii), while (iv) is automatically inherited from
the smaller groups.
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Successor step
Once for some α the GαX ’s are given we define the G
α+1
X ’s. Therefore we
choose a separable abelian p-group Aα of cardinality λ and consider
(3.58) S :=
⊕
v∈Mα
(Aα ⊕ A(βα+1))ev.
We define the action of Mα on S by
(3.59)
(∑
v∈Mα
avev
)g
:=
∑
v∈Mα
avevg (g ∈Mα).
For all X ⊆ βα+1 and Y ⊆ βα we choose subgroups FαX and TαY of S such
that
TαY ⊆
⊕
v∈Gα
Aαev (Y ⊆ βα),(3.60)
FαX := T
α
X∩βα ⊕
⊕
v∈GαX∩βα
A(X)ev (X ⊆ βα+1).(3.61)
These subgroups will be invariant underM and conjugation by GαX such that
FαX ⊆ FαY , respectively TαX ⊆ TαY if and only if X ⊆ Y . Set
(3.62) Gα+1X := F
α
X oGαX∩βα .
Then the above requirements for the Gα+1X ’s are clearly satisfied.
Note that this definition implies that for all x ∈ G \ Gα the centralizer
CGα(x) is finite: For all such x there is a β ≥ α with x ∈ Gβ+1 \ Gβ.
By (3.62), Gβ+1 = F β o Gβ, so we can write x = fg for some 1 6= f ∈ F β
and g ∈ Gβ. If b ∈ Gα ⊆ Gβ stabilizes x then it also stabilizes f and g.
Hence CGα(x) ⊆ CGβ(f) and the latter group is also finite.
The existence of PX’s Also note that the above construction automati-
cally ensures the existence of PX ’s required by the theorem. In fact, we can
define PαX ’s for each α and X ⊆ βα such that GαX = PαX o B and PαX ⊆ PαY
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iff X ⊆ Y . The definition is
PαX :=
〈
P, F γX∩βγ+1
∣∣∣γ < α〉 .
One can prove by an easy induction on α that PαX is a locally finite p-
group. The relevant equations for the induction are
P 0∅ = P,(3.63)
Pα+1X = F
α
X∩βα o P
α
X∩βα ,(3.64)
Pα =
⋃
γ<α
P γX∩βγ .(3.65)
The choice of TαX’s It remains to show that Emb(GX , GY ) ⊆M · InnGY .
This requires some care when choosing the Aα’s and TαX ’s, which we now
describe.
Apply Corollary 3.3.3 to D := A(λ). Then especially we get a collection
(Aα : α < κ) of abelian p-groups of cardinality λ such that for all β, γ and
any subgroup Aβ• of finite index in Aβ and any Σ-cyclic group C and cardinal
τ as in (3.13)
(3.66) Hom
(
Aβ•,
⊕
α<τ
Aγ + C
)
= Small
(
Aβ•,
⊕
α<τ
Aγ + C
)
⊕ δβ,γ
⊕̂
α<τ
Jp
because λ has 2λ(≥ κ) pairwise non-comparable subsets.
For X ⊆ βα, we choose a Σ-cyclic group CαX which will prevent unwanted
embeddings of GαX , and set
(3.67) TαX :=
⊕
v∈Gα
Aαev + C
α
X .
This will ensure that every homomorphism from Aα to F γX is small if α 6= γ,
and is, up to a small homomorphism, multiplication by an element from
(J
(Gα)
p )̂ if α = γ.
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The choice of CαX’s It does not matter how C
α
X is chosen for cf α 6= ω.
(One can set CαX := D
(Gα).) So let cf α = ω. From now on, we fix α and
construct the CαX ’s.
To this end, first we choose a countable subgroup Y of Gα∅ separatingM
α,
which means that if m1, m2 ∈ Mα and m1 6= m2 then there is a y ∈ Y such
that ym1 6= ym2. This is the point where it is important that the cofinality
of α is countable and CαX is Σ-cyclic.
The separating group Y Choose a cofinal sequence (αn : n < ω) of
ordinals in α.
Lemma 3.4.1. There is a countable group Y ≤ Gα∅ such that the following
holds.
(i) If Y • ≤ Y , [Y : Y •] <∞ and h1 6= h2 ∈ Mα then the action of h1 and
h2 differs on Y
• (i.e. there is an y ∈ Y • with yh1 6= yh2).
(ii) For all n there are infinitely many x ∈ Y such that if h1, h2 ∈Mαn and
xh1 = xh2 then h1 = h2.
Proof. Let Hn be a countably infinite subgroup of A
αn and set
(3.68) Y := 〈Hnen1 | n < ω 〉.
Obviously, if Y • ≤ Y , [Y : Y •] < ∞ is a subgroup of finite index then
Y • ∩Hnen1 6= 1 for all n. Hence (i) follows.
Let b ∈ Hn \ {1}. Then ben1 satisfies (ii) for n. This construction also
provides infinitely many such elements b.
Construction of CαX Now we are ready to construct the C
α
X ’s. Let F
be a set of countable subgroups K of Gα of cardinality |Gα| with Y 6 K,
where Y comes from Lemma 3.4.1, such that
⋃F = Gα. We identify D(Gα)
with
⊕
K∈F , x∈K〈aK,x〉 where each order o(aK,x) is a power of p and for every
K and n there are at most finitely many elements x such that o(aK,x) ≤ pn.
This can be done such that o(aK,x) is independent of K for x ∈ Y . Thus
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the direct sum contains every C(pn) as a direct summand |Gα| many times,
which ensures that it is isomorphic to D(G
α).
We choose integers zK,x such that o(zK,xaK,x) = p and define the subgroup
C of
⊕
v∈Gα Dev and the C
α
X ’s by
(3.69)
mK,n :=
∑
x∈K
pn|zK,x
p−nzK,xaK,xex,
C :=
〈⊕
v∈Gα
Dev, mK,nφ
∣∣∣∣ K ∈ F , φ ∈Mα, n ∈ N
〉
,
CαX := 〈Dev,mK,nφ | K ⊆ GαX , v ∈ GαX , φ ∈MαX〉 ≤ C (X ⊆ α).
For every w =
∑
zK,x,vaK,xev ∈ C, we define the support of w as
(3.70) suppw := {(K, x, v) | x ∈ K ∈ F , v ∈ Gα, zK,x,vaK,x 6= 0}.
Properties of CαX. We prove some lemmas about C
α
X needed later.
The following lemma shows that C and hence the CαX ’s are Σ-cyclic.
Lemma 3.4.2. The group C constructed above is Σ-cyclic.
In the proof we use, without proof, the following characterization of Σ-
cyclic groups due to Kulikov, see [6, p. 87, Theorem 17.1.].
Lemma 3.4.3. [6] An abelian p-group C is Σ-cyclic if and only if it is the
union of an ascending chain of subgroups {Cn}n<ω such that for every natural
number n the heights of the elements of Cn in C are bounded.
Proof of Lemma 3.4.2. Set
Cn := 〈 aK,xev,mK,nφ | o(aK,x) ≤ pn, φ ∈Mαn , v ∈ Gα, x ∈ K,K ∈ F 〉.
Obviously, {Cn}n<ω is an ascending chain of subgroups of C and C =⋃
n<ω Cn. We shall prove that this chain satisfies Lemma 3.4.3.
Therefore fix a natural number n. Choose x ∈ Y to satisfy Lemma 3.4.1(ii)
and o(aK,x) =: k > n for all K ∈ F . Recall that o(aK,x) does not depend on
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K for x ∈ Y . Let
w =
m∑
i=1
simKi,nφi + f, f ∈
⊕
〈aK,y〉ev, si ∈ Z
be any non-zero element of Cn. If some aK,yev has non-zero coefficient in w,
then the height of w is less than the exponent of aK,y. If m = 0 then we can
clearly find such an aK,y with order at most p
n. If m > 0 then K = K1 and
y = x are a good choice. Anyway, the height of w is less than k.
Lemma 3.4.4. Let w ∈ CαX , K ∈ F . Suppose φ : K → GαX is a group ho-
momorphism and for some v ∈ GαX
(3.71) {aK,xev(xφ) | x ∈ K}
.⊆ suppw.
Then K ⊆ GαX and φ is the restriction of some m ∈MαX .
We apply a well-known theorem of B. H. Neumann in the proof.
Lemma 3.4.5. [21] Let G be a group, and let G1, . . . , Gr be subgroups of G.
If G is a set union of a finite number of cosets of the Gi irredundantly then
G1 ∩ · · · ∩Gr is of finite index in G.
Proof of Lemma 3.4.4. Write w in the form
(3.72) w =
m∑
i=1
simKi,nimi + f
where f is in
⊕〈aK,x〉ev and (Ki,mi) ∈ F ×MαX are distinct.
Since supp f is finite, replacing w by w − f , we may assume that f = 0.
We can write w in the following form using the definition of mKi,ni :
(3.73) w =
m∑
i=1
si
∑
x∈Ki
pni |zKi,x
p−nizKi,xaKi,xexmi .
For the support of w the following holds by (3.71) and (3.73):
(3.74) {aK,xev(xφ) | x ∈ K}
.⊆ suppw ⊆ {aKi,xexmi | x ∈ Ki, 1 ≤ i ≤ n}.
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We define subgroups Gi of K by
Gi := {x ∈ K | xφ = xmi}.
We note that
Li := {x ∈ K | v(xφ) = xmi}
is either empty or a left coset of Gi. With this notation (3.74) can be ex-
pressed as
K
.
=
⋃
{Li | Li 6= ∅, K = Ki}.
From now on we consider only those indices i for which K = Ki. We are
going to prove that for some i we have K = Gi and hence K = Ki ⊆ GαX
and φ is the restriction of mi. This will follow from Lemma 3.4.5 applied
to the covering of K above (one may add finitely many cosets of the trivial
group to really obtain a covering), once we show that at most one Gi can
have finite index in K.
Suppose for contradiction that for some i 6= j both of Gi and Gj have
finite index. Then Ki = K = Kj and also mi = mj, by Lemma 3.4.1 (i),
since mi and mj coincide on the finite index subgroup Y ∩Gi∩Gj of Y . This
contradicts the choice of the (Ki,mi)’s.
Determining Emb(GX , GY )
Now we are able to finish the proof of Theorem 3.1.2. So far, the groups PX
(X ⊆ κ) are constructed such that (1) holds. We know that these groups are
locally finite p-groups of cardinality κ.
Let X, Y ⊆ κ and φ ∈ Emb(GX , GY ). We want to show that φ ∈M cf κ =
M · InnG. Together with (v) at the beginning of this section, this will prove
(2) and (3) of Theorem 3.1.2, which finishes the proof of the theorem.
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To simplify notation we introduce
GαX := G
α
X∩βα ,
CαX := C
α
X∩βα , (X ⊆ κ)
FαX := F
α
X∩βα+1 .
Note that this extends our previous notations from (3.57), (3.62), (3.69) and
(3.61).
GX has two cf κ-filtrations: G
α
X (α < cf κ) and G
α
Y φ
−1 (α < cf κ). They
coincide on a cub, compare with [5, Section 4.12]:
(3.75) C := {α < cf κ | GαX = GαY φ−1}.
Its intersection with the following stationary set is cofinal:
(3.76) E := {α < cf κ : cf(α) = ω}.
Let α ∈ E ∩ C and L := FαXφ. Then L ∩ Gα = 1, so for all y ∈ L \ {0}
there is a γ ≥ α such that y ∈ Gγ+1 \Gγ.
We claim that this γ ≥ α is the same for all y, i.e. L ⊆ Gγ+1 \ Gγ.
Suppose for contradiction that y ∈ Gµ+1 \Gµ ∩ L and z ∈ Gν+1 \Gν ∩ L for
some µ > ν ≥ α. Then zGαXφ ⊆ CGµ(y), since L is commutative, which is
impossible since |zGαXφ| = λ.
Next we show that L• := L ∩ F γX has finite index in L.
Any non-trivial element of L can be written as fa where f ∈ F γ \ {0}
and a ∈ Gγ. Then for all b ∈ GαXφ the conjugate (fa)b belongs to L hence
fa and (fa)b commutes. This means
(3.77) f = f b · fa−b · f−ba−1 and [ab, a] = 1.
Note that f is a non-zero element of F γX , which is contained in the p-adic
completion of
⊕
v∈Gα A
αev ⊕
⊕
v∈GαX∩βα
A(X)ev by (3.60) and (3.61). Hence
there is a coordinate of f not divisible by pn for some n. However, there can be
only finitely many coordinates which are not divisible by pn, say ev1 , . . . , evk .
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Thus there are only finitely many b, namely, v−1i v1 for 1 ≤ i ≤ k, such that
the v1’th coordinate of f
b is not divisible by pn. Now by (3.77), the v1’th
coordinate of f b, fa
−b
or f−ba
−1
is not divisible by pn. For all but finitely
many b this can only be fa
−b
. Hence a−b can take only finitely many values
when b runs through GαXφ, i.e. [G
α
Xφ : CGαXφ(a)] <∞.
Thus for λ many elements b of GαXφ we have a
b = a. Then, on the one
hand, f b · f−1 = (fa)b · (fa)−1 ∈ L•. Since CGy(f) is finite, f b · f−1 6= 0 for
some b, hence L• 6= 1. On the other hand, (3.77) says that f ·f−a−1 commutes
with these b’s and hence has infinite centralizer in Gγ. So f · f−a−1 = 0, i.e.
[f, a] = 1.
Now let 0 6= x ∈ L•. Then xfa ∈ L. As we have seen in the previous
paragraph, a commutes with both f and xf . Thus a commutes with x. This
means that Lpi ≤ CGy(x) where pi : Gγ+1 = F γ o Gγ → Gγ is the canonical
projection. Hence Lpi is finite, so L• = ker pi has finite index in L.
So Aα•e1 := Aαe1∩L• has finite index in Aαe1. Thus, by Corollary 3.3.3,
the homomorphism φ : Aα•e1 → F γY ⊆ F γ can be expressed as
(3.78) (xe1)φ =
∑
v∈GγY
jvxev + xσ (x ∈ Aα•)
where σ : Aα → F γY is a small homomorphism and (jv)v∈GγY ⊆ (J
(GγY )
p )̂ is a
collection such that for all n all but finitely many of the jv’s are divisible by
pn. Of course, all the jv’s are zero if γ 6= α.
Choose n large enough such that pnAα[p]σ = 0 and pnAαe1 ⊆ L•.
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For K ∈ F , K ⊆ GαX consider
0 6= (pnmK,n)φ =
 ∑
x∈K
pn|zK,x
(zK,xaK,xe1)
x
φ = ∑
x∈K
pn|zK,x
((zK,xaK,xe1)φ)
xφ
=
∑
x∈K
pn|zK,x
∑
v∈GαY
jvzK,xaK,xev
xφ
=
∑
x∈K
pn|zK,x
∑
v∈GαY
jvzK,xaK,xev(xφ) ∈ FαY ∩
⊕
v∈GαY
Dev = C
α
Y .
HereD is to be considered as a subgroup of Aα and
⊕
v∈GαY Dev as a subgroup
of
⊕
v∈GαY A
αev ⊆ FαY in the same way as in (3.61).
There must be a v ∈ GαY such that p - jv (otherwise (pnmK,n)φ = 0), so
γ = α. For such an element v we have
{aK,xev(xφ) | x ∈ K}
.⊆ supp (pnmK,n)φ.
Then by Lemma 3.4.4 we have φ  K = m for some m ∈Mα.
For different K’s we get the same m ∈ M because m is uniquely deter-
mined by φ  Y , see Lemma 3.4.1 (i). Thus φ = m follows from
⋃F = Gα.
So far we have established for all α ∈ E ∩ C that φ acts as an mα ∈Mα
on GαX .
If α < β are both in E ∩ C then mβ has to map GαX into GαY . But if
mβ /∈Mα this cannot happen since then mβ = m · g · f for some m ∈M and
g ∈ Gγ and f ∈ F γβγ \ {1} for some γ ≥ α and so f would be centralized by
the infinite subgroup (GαXm)
g of Gγ.
Since GαX separates M
α, we must have mβ = mα. Hence all of the mα’s
coincide with some m ∈M cf κ when α ∈ E ∩ C. Thus φ = m as required.
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