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ABSTRACT
We propose a simple method for synchronization of arbi-
trary graphic objects, based on their time relations. This
method relies on segmentation and mappings that are rela-
tions between segmentations. The paper gives a formal de-
scription of segmentations and mappings and presents ”In-
terlude”, a framework that implements the proposed method
under the form of an augmented music score viewer, open-
ing a new space to music notation.
1. INTRODUCTION
Music notation has a long history and evolved through ages.
From the ancient neumes to the contemporary music no-
tation, western culture is rich of the many ways explored
to represent the music. From symbolic or prescriptive no-
tations to pure graphic representation [6], the music score
has always been in constant interaction with the creative
and artistic process. However, although the music repre-
sentations have exploded with the advent of computer mu-
sic [7, 16, 11], the music score, intended to the performer,
didn’t evolved in proportion to the new music forms. In par-
ticular, there is a significant gap between interactive music
and the static way it is generally notated.
Music notation by computer has always been and re-
mains a complex task [2]. Outside the closed commercial
world, the most advanced systems, i.e. those trying to go be-
yond classical western music notation, propose engraving-
based solutions [10, 14]. Although it doesn’t aim at produc-
ing music scores, the ENP approach [13] is the most opened
to score extensions due notably to the Lisp language sup-
port. But none of the current approaches are suited to dy-
namic music notation.
Considering that time is a constant and common prop-
erty of all musical objects, we propose to give a status of mu-
sic score to any graphic object having required time proper-
ties and we name augmented music score, the graphic space
that provides representation, composition and manipulation
of heterogeneous music objects, both in the graphic and time
domains. The definition of these time and graphic properties
defines a whole class of music scores.
Actually, we aim to consider arbitrary graphic objects
(music scores, images, text, signal representation...) as pos-
sible scores candidates, and to give them a time position and
dimension, to transform them into music score elements,
which also implies to make the time relations graphically
visible. This concern - to organize the graphic space consis-
tently to the time space - which is at the basis of the clas-
sic western music notation, has been stirred through the last
century of music notation history [4], but also with compos-
ing languages due to the very different nature of algorithmic
composition. However, this concern is back in recent re-
search [5], and notably to synchronize various media [1].
Synchronization of heterogeneous medias in the graphic
domain raises issues related to non-linearity, non-continuity,
non-bijectivity. We propose to approach the problem using
segmentation and the description of relations between seg-
ments - we will next use the term mappings to refer to these
relations.
The paper presents the segmentation and mapping for-
malism. Next, it introduces ”Interlude”, a framework that
implements augmented music scores, making use of the seg-
mentation and mapping formalism. Some examples of ap-
plications are finally given.
2. SEGMENTATION AND MAPPINGS
2.1. Definitions
We will first introduce the notions of graphic and time seg-
ments. Next we will generalize these concrete definitions in
an abstract and generic segment definition.
2.1.1. Time Segment
A time segment is an interval i = [t0, t1[ such as t0 6 t1. An
interval i = [t0, t1[ is said to be empty when t0 = t1. We will
use the notation  for the empty time segment.
Intersection between time segments is the largest inter-
val defined as:
∀i, ∀ j, i∩ j := i′ | ∀t ∈ i′ t ∈ i ∧ t ∈ j
2.1.2. Graphic Segment
A graphic segment is defined as a set of two intervals {gx,gy}
where gx is an interval on the x-axis and gy, on the y-axis.
A graphic segment g= {gx,gy} is said to be empty when
gx = or gy =
Intersection ∩ between graphic segments is defined as:
∀g = {gx,gy}, ∀h = {hx,hy}, g∩h = {gx∩hx, gy∩hy}
2.1.3. Segment Generalization
We extend the definitions above to a general definition of a
n-dimensional segment. A n-dimensional segment is a set
of n intervals sn = {i1, ..., in} where i j is an interval on the
dimension j.
A n-dimensional segment sn is said to be empty when
∃i ∈ sn | i =
Intersection between segments is defined as the set of
their intervals intersection:
sn1∩ sn2 := {i j} | i j = i
j
1∩ i
j
2 ∧ 0 6 j < n (1)
2.2. Resource Segmentation
A segment-able resource R is a n-dimensional resource de-
fined by a n-dimensional segment Sn. The segmentation of
a resource R is the set of segments Seg(R) = {sn1, ...sni } such
as:
∀i, j ∈ Seg(R) i∩ j = the segments are disjoints
∀i ∈ Seg(R) i∩Sn = i segments are included in R
2.3. Mapping
A mapping is a relation between segmentations.
For a mapping M ⊆ Seg(R1)× Seg(R2) we define two
functions:
M+(i) = {i′ ∈ Seg(R2) | (i, i′) ∈M} (2)
that gives the set of segments from R2 associated to the seg-
ment i from R1.
and the reverse function:
M−(i′) = {i ∈ Seg(R1) | (i, i′) ∈M} (3)
that gives the set of segments from R1 associated to the seg-
ment i′ from R2.
2.4. Mappings composition
Mappings composition is quite straightforward.
For a mapping M1 ⊆ Seg(R1)×Seg(R2)
and a mapping M2 ⊆ Seg(R2)×Seg(R3), then :
M1 ◦M2 ⊆ Seg(R1)×Seg(R3)
3. AUGMENTED MUSIC SCORE
Augmented music scores have been developed in the frame-
work of the Interlude project1, which objective is to inves-
tigate gestural interaction with music content, both in the
audio and symbolic domains.
An augmented score is a graphic space that provides
representation, composition and manipulation of heteroge-
neous music objects, both in the graphic and time domains.
It supports arbitrary resources like music scores, images,
text, vectorial graphics and signals representations (not de-
tailed in this paper). It focuses on the graphic synchroniza-
tion of its components, according to their time relations.
3.1. The Interlude Library
Augmented score capabilities are provided under the form
of a C++ platform independent library. It supports the Guido
[12] and the MusicXML formats [9] as music notation input.
It makes use to the Guido Engine [8, 15] for the score layout
and relies on the Qt framework [3] for the rendering of the
other resource types and to ensure platform independence.
All of the library features are available as C++ API as well
using OSC [17] messages.
3.2. Augmented Score Segmentations and Mappings
All the resources that are part of an augmented score have
a graphic dimension and a temporal dimension in common.
Thus, they are segment-able in the graphic and time spaces.
Unless specified otherwise, time is referring to music time
(i.e. metronomic time).
In addition, each resource type is segment-able in its
specific space: audio frames linear space for an audio sig-
nal, two dimensional space organized in lines/columns for
text, etc.
type segmentations and mappings required
text graphic↔ text↔ time
score graphic↔ wrapped time↔ time
image graphic↔ pixel↔ time
vectorial graphic graphic↔ vectorial↔ time
signal graphic↔ frame↔ time
Table 1. Segmentations and mappings for each component
type
Table 1 lists the segmentations and mappings used by
the different component types. Mappings are indicated by
arrows (↔). Note that the arrows link segments of different
types (the segment qualifier is omitted). Segmentations and
mappings in italic are automatically computed by the sys-
tem, those in bold must be given externally. This typology
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could be extended to any kind of resource, provided that
a mapping exists to go from the graphic space to the time
space.
Note that for music scores, an intermediate time seg-
mentation, the wrapped time, is necessary to catch repeated
sections and jumps (to sign, to coda, etc.).
Composing these mappings is at the basis of the mech-
anisms to address and synchronize the components both in
the graphic and time spaces.
3.3. Time to graphic conversion and synchronization
Let’s consider two score components A and B with their cor-
responding graphic and time segmentations:
Seg(Ag), Seg(At), Seg(Bg), Seg(Bt).
In addition, B has an intermediate segmentation Seg(Bl) ex-
pressed in the resource local space units (e.g. frames for an
audio signal). The mappings
MA ⊆ Seg(Ag)×Seg(At) and MB ⊆ Seg(Bt)×Seg(Bl)
give the correspondence between graphic and time space for
A and between time and local space for B.
When synchronizing objects and to decide on what po-
sition should be used as base position, the Interlude library
introduces a master/slave relation between components: a
slave is constrained to its master graphic space.
3.3.1. Graphic alignment of time positions
Let’s consider that B is A slave and that we want to graphi-
cally align B to A at a time t. Let s= [s0,s1[ be the A segment
containing the time t. Then the corresponding graphic seg-
ment is:
M−A (s) = {g ∈ Seg(Ag) | (g,s) ∈MA}
For each M−A (s) segment, B graphic position can be com-
puted by simple linear interpolation i.e.:
(xB,yB) = (gx0 +(gx1−gx0).δ , gy0)
where gx0 and gx1 are the graphic segment first and last x
coordinates and δ = (t− s0)/(s1− s0).
yB is arbitrary fixed to gy0 but it is actually controlled by
a synchronization mode (over, above, below).
3.3.2. Segments graphic alignment
The basic principle of segments alignment consists for each
of the master graphic segment, to retrieve the corresponding
slave segment expressed in the slave local coordinates and to
render this slave segment in the space of the master graphic
segment. Provided that Seg(At) = Seg(Bt), the operation
may be viewed as the mapping composition
MA ◦MB ⊆ Seg(Ag)×Seg(Bl)
Figure 1 gives an example of a bitmap aligned to different
score locations.
Figure 1. The same car bitmap synchronized to different
time positions. The car has a quarter note duration, it is
stretched to the corresponding score graphic segments.
3.4. The Interlude viewer
The Interlude viewer is build on top of the Interlude library.
It has no user interface since it has been primarily designed
to be controlled via OSC messages i.e. using external appli-
cations like Max/MSP or Pure Data.
3.4.1. Messages general format
An Interlude OSC message is made of an OSC address, fol-
lowed by a message string, followed by 0 to n parameters.
The message string could be viewed as the method name of
the object identified by the OSC address. The OSC address
is a string or a regular expression matching several objects.
The OSC address space includes predefined static nodes:
/ITL corresponds to the Interlude viewer application
/ITL/scene corresponds to the rendering scene, actu-
ally the augmented score address.
The next section presents an example of OSC messages
setting up a score including synchronized components. Note
that the messages list corresponds strictly to the file format
of a score. Note also that this example is static while real-
time interaction is always possible, for example to move ob-
jects in time by sending clock or date messages.
3.4.2. Nested synchronization example
This example uses 3 components; the first one is master of
the second, which is master of the third one. Lines begin-
ning with a ’#’ are comments interleaved with the messages.
# creates a score using an image
/ITL/scene/score set img "score.jpg"
# sets the score graphic to time mapping
/ITL/scene/score mapf "score.map"
# creates a text using a text file
/ITL/scene/text set txtf "comment.txt"
# changes the text scale
/ITL/scene/text scale 3.0
# and the text color
/ITL/scene/text color 0 0 240 255
# put the text in front
/ITL/scene/text z 0.5
# and sets the text to time mapping
/ITL/scene/text mapf "comment.map"
# creates a ball as vectorial graphic
/ITL/scene/ball set ellipse 0.2 0.2
# puts it in front
/ITL/scene/ball z 0.4
# changes the ball color
/ITL/scene/ball color 250 50 0 255
# sets all the objects date
/ITL/scene/* date 4 1
# sets the text slave of the score
/ITL/scene/sync text score
# sets the ball slave of the text
/ITL/scene/sync ball text
Note the use of a wildcard in the OSC address to set all
the objects date with a single message. The corresponding
result is given by figure 2.
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Figure 2. A score with nested synchronization.
4. CONCLUSION
The proposed method for synchronizing arbitrary objects in
the graphic space according to their time relations combines
the advantages of simplicity and flexibility: a great variety
of behaviors may be obtained depending on the defined seg-
mentations and mappings. There are many potential appli-
cation domains, including pedagogic applications, games,
but also new music forms like interactive music.
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