The notion of type of a differential 2-form in four variables is introduced and for 2-forms of type < 4, local normal models are given. If the type of a 2-form Ω is 4, then the equivalence under diffeomorphisms of Ω is reduced to the equivalence of a symplectic linear frame functorially attached to Ω. As the equivalence problem for linear parallelisms is known, the present work solves generically the equivalence problem under diffeomorphisms of germs of 2-forms in 4 variables.
ω Ω ∧ Ω = dΩ.
The assignment Ω → ω Ω has a functorial character; i.e., for every φ ∈ Diff M we have φ * ω Ω = ω φ * Ω .
Proof. In fact, we have ω Ω = 2 i X Ω, where X is the vector field defined by the equation i X (Ω ∧ Ω) = dΩ.
The 1-form ω Ω is the opposite to the 'curvature covariant vector' introduced in [6] .
Let M be a manifold of dimension 4. Following [3, VI, 1.3] or [7, Appendix 4, 3.5] , we define the class of a differential form ω at a point x ∈ M as the codimension of the subspace of the tangent vectors X ∈ T x M such that i X ω = 0, i X (dω) = 0. Let G be the set of germs of differential 2-forms of rank 4 at a point x 0 ∈ M defined as follows: Ω belongs to G if and only if the germ of differential 1-form ω Ω determined by the equation (1) is not singular at x 0 , i.e., (ω Ω ) x0 = 0, and of constant class on a neighbourhood of x 0 . A germ Ω ∈ G is said to be of type t ∈ {1, 2, 3, 4} if ω Ω is of class t. The germs of type 0 are the closed 2-forms of rank 4.
Summary of contents
The main goal of this article is to give a procedure to decide when two germs of 2-forms in four variables are equivalent under diffeomorphisms.
In section 2 the models of germs of 2-forms of types 1 and 2 are given. In fact, in Theorems 2.1 and 2.3 it is proved that there exists a unique model for each of these two types. This result is analogous to the Darboux' Theorem, which applies to germs of 2-forms of type 0.
In section 3, a model for germs of 2-forms of type 3 is given. Furthermore, a finer classification of germs of 2-forms of type 3 is given, in terms of the class of a 1-form ϕ Ω associated to the original 2-form Ω.
In section 4, the notion of functions on 2-forms invariant under diffeomorphisms, is introduced.
In section 5, generic germs of 2-forms of type 4 are studied.
The conditions for a general germ of 2-form Ω to have an ω Ω in normal form, i.e., ω Ω = (1 + x 1 )dx 2 + x 3 dx 4 , are given. Finally, a linear frame attached to a germ or 2-form of type 4 is given and a result is proved (Theorem 5.4), stating that the equivalence of germs of 2-forms under diffeomorphims is reduced to the equivalence under diffeomorphisms of the corresponding linear frames. As the equivalence problem for linear parallelisms is solved, this result thus fulfills our goal in the generic case. 4 i=1 centred at the origin such that,
Proof. Let Z be the vector field determined by i Z Ω = ω Ω = ω. Hence i Z ω = 0 and then, i Z dΩ = 0 as follows from the formula (1). Moreover, by virtue of the hypothesis, there exists a smooth function such that ω = df . Hence L Z Ω = 0. As Z is not singular at the origin, there exists a smooth function g such that Z(g) = 1. Furthermore, we can assume that f and g vanish at the origin. Let Y be the vector field defined by i Y Ω = dg. We claim that Y, Z are linearly independent. In fact, from the very definition of f and Y we obtain df (Z) = dg(Y ) = 0, and also,
Hence (df ∧ dg)(Z, Y ) = 1. Next, we prove that exp(−f ) is an integrating factor forΩ = Ω + df ∧ dg. As d(exp(−f )Ω) is a form of degree three in four variables, it suffices to state i Y d(exp(−f )Ω) = 0 and i Z d(exp(−f )Ω) = 0. We start with the latter equation:
As for the former equation, taking account of the equation (3) and the identity
Hence it suffices to proveΩ + i Y dΩ = 0. To do this, we first remark that the equation (1) can be rewritten as dΩ = i Z Ω ∧ Ω; hence
According to Darboux's theorem, there exist functions x 1 , x 2 , vanishing at the origin, such that exp(−f )Ω = dx 1 ∧ dx 2 . Setting x 3 = f and x 4 = −g, we obtain (2). As Ω is of rank 4 we have Ω ∧ Ω = 0, and the system (
centred at the origin and a smooth function u = u(x 1 , x 2 , x 3 ), vanishing at the origin, such that
Proof. Let Z be the vector field determined by 
In order to prove that L Z i Z Ω vanishes, we proceed as follows: 
In fact, on one hand we have
We thus conclude that ρ is an integrating factor forΩ if and only if Zρ = 0 and Y ρ+ρ(1+y 1 ) = 0. 
Since ω Ω (0) = 0, we deduce that λ = r y 3 (0, 0, 0) = 0. Expanding r up to the first order, we obtain
. Making the change of variables
we can assume r 0 ≡ 0 (hence r = ux 3 ), and substituting u/λ for u and λx 3 for x 3 , we can also assume u(0, 0, 0) = 1. The condition (4) on the statement of the lemma follows from the fact that ω Ω is of rank 2. This completes the proof.
Theorem 2.3. For every Ω ∈ G of type 2, there exists a coordinate system centred at the origin (
Proof. We start with the reduced equation for Ω given in Lemma 2.2; namely,
We look for a system of coordinates (y i )
We set
Comparing the corresponding coefficients of dx i ∧ dx j , 1 ≤ i < j ≤ 4, in (5) and in (7), and taking (8) into account, we obtain
From (8) 
and the equations (11), (13), (14) hold. Hence the system (9)-(14) reduces to the following:
, and c = (y 1 ) x 3 , the previous system can be rewritten as The integrability condition of this system is (26)
Taking the derivative with respect to x 3 in the equation (24) we obtain
Similarly, from the equation (25) we obtain
Subtracting these two equations, we have
Comparing this equation to (26), we obtain
Taking the derivative with respect to x 3 in (23) and substituting the left hand side of this equation into (27), we obtain
where
Similarly, the equation (23) can be written as (29)
X(C) = exp(r)c.
To sum up, the unknown function C = C(x 1 , x 2 , x 3 ) should verify the two linear equations (28) and (29) whose coefficients depend only on the function u. The integrability condition of the system (24)-(25), which ensures the existence of the function y 2 , is thus reduced to the existence of C. Moreover, the equations (28) and (29) admit a common solution if and only if, (exp(r)c) x 3 = Y (C) = ρX(C) = ρc, or equivalently, r x 3 c + c x 3 = ρc. This equation is readily seen to be an identity by simply substituting the expressions for c, c x 3 , and ρ in terms of r. Then
3 Forms of type 3
Generic normal form
Theorem 3.1.
If Ω ∈ G is of type 3, then there exists a coordinate system
centred at the origin and a smooth function f such that,
Proof. As Ω is of type 3, there exists a system of coordinates centred at the origin (t i )
In this case, Ω ′ = exp(−t 1 )Ω is of type 2 as ω Ω ′ = ω Ω − dt 1 , and we can apply Theorem 2.3.
A finer classification
For every 2-form Ω of type 3 or 4 on a manifold M of dimension 4, there exists a unique 1-form ϕ Ω such that,
The assignment Ω → ϕ Ω is functorial, i.e., φ * (ϕ Ω ) = ϕ φ * Ω , ∀φ ∈ Diff M ; cf. Lemma 1.1. If Ω ∈ G is of type 1 or 2, then ϕ Ω = 0.
A 2-form Ω ∈ G of type 3 is said to be of type 3.k, for k = 0, . . . , 4, if ϕ Ω is of constant class equal to k on a neighbourhood of the origin.
If a 2-form Ω of type 3 is given by the formula (30), then
and as a computation shows, we have Proposition 3.2. A 2-form Ω ∈ G is of type 3.k, 0 ≤ k ≤ 2, if and only if there exist a smooth function F k and a coordinate system (y i )
∈ G is of type 3.3 if and only if,
and it is of type 3.4 if and only if 
Invariant functions
Let M be an arbitrary C ∞ -manifold and letφ : ∧ 2 T * M → ∧ 2 T * M be the natural lift of a diffeomorphism φ ∈ Diff M ; i.e.,φ(w) = (φ −1 ) * w for every
* Ω. For every r ≥ 0, let
be the r-jet prolongation ofφ. A subset S ⊆ J r (∧ 2 T * M ) is said to be natural if J rφ (S) ⊆ S for every φ ∈ Diff M . Let S ⊆ J r (∧ 2 T * M ) be a natural embedded submanifold. A smooth function I : S → R is said to be invariant under diffeomorphisms or even Diff M -invariant (cf. [5] ) if
If we set I(Ω) = I • j r Ω, for a given 2-form Ω on M , then the invariance condition (36) reads (37)
thus leading us to the naive definition of an invariant, as being a function depending on the coefficients of Ω and its partial derivatives up to a certain order, which remains unchanged under arbitrary changes of coordinates.
Proposition 4.1. Let M be a smooth manifold of dimension 4 and let I be the function defined by,
, Ω is of type 4, according to §1) at x, and
Proof. Let (x 1 , . . . , x 4 ) be a system of coordinates centred at x ∈ M such that,
If we set F ij = −F ji for i ≥ j, and
is the inverse matrix of (F ij )
where, det(F ij ) Below, we use the standard notation about derivatives after a comma, namely
where (x 1 , . . . , x 4 ) is a coordinate system centred at the origin. By writing the equation (1) 
, where ω Ω is given as in (38), we conclude that the former equation is equivalent to the following system: (39)
Moreover, differentiating (1) we obtain (dx
∧ Ω = 0. Hence F 34 = −F 12 and we can use it to eliminate F 34 and its derivatives in (39), thus obtaining the equivalent system, (40)
By performing the first prolongation of the system (40) a unique first-order constraint is obtained, namely,
Proposition 5.1. The general solution to the system (40) is given by the following formulas:
and
are arbitrary smooth functions and G 24 is given by,
Proof. From e 1 , e 2 , e 3 we obtain (41), (42), (43). Replacing (41) into (43), the functions F 14 , F 23 , and F 24 are written in terms of F 12 and F 13 ; the explicit expression for F 24 is
Replacing the expressions (41), (42) and (43) into e 1 , e 2 , and e 3 , these equations are seen to hold identically. Furthermore, replacing the aforementioned expressions into e 4 , after simplification, it follows:
and taking derivatives with respect to x 1 it follows: (x 3 − X 4 )G 23 + X 3 G 24 = 0, and finally the expression for G 24 in the statement is deduced.
5.2
The linear frame attached to Ω Proposition 5.2. Let Ω be a 2-form Ω of rank 4 on a manifold M of dimension 4, and let Z Ω , T Ω be the vector fields defined by i ZΩ Ω = ω Ω , i TΩ Ω = ϕ Ω , then the following equations hold:
, and the following equations hold:
Proof. The formula (i) follows from the very definition of ω Ω in (1); differentiating this latter equation we obtain (ii). From (1) and the definition of Z Ω we deduce i ZΩ dΩ = i ZΩ (ω Ω ∧ Ω) = 0, which is the formula (iii); hence L ZΩ Ω = di ZΩ Ω = dω Ω , which is (iv), and then
thus proving (v). Taking (v) into account and differentiating (31) we obtain (vi). Moreover, we have
By virtue of (iv),
and (vii) follows. Moreover, from (vii) we obtain
and (viii) follows from the very definitions of I(Ω) and Z Ω . From (ii) and (viii),
Hence (ix) follows. Assume dΩ = 0, and let f be the function defined by, (1) and (ii), and contracting with Z Ω we obtain (2f + Z Ω (I(Ω))) dΩ = 0. Contracting (v) and (1) with T Ω , we obtain ϕ Ω ∧ i TΩ dΩ = 0, Ω(Z Ω , T Ω )Ω − ω Ω ∧ ϕ Ω = i TΩ dΩ , respectively. Multiplying exteriorly the latter equation by ϕ Ω , we can conclude that Ω(Z Ω , T Ω ) vanishes by virtue of the assumption and taking the definition of ϕ Ω into account. As for the item (x), we have
Therefore, L TΩ Ω = di TΩ Ω+i TΩ dΩ = dϕ Ω +ϕ Ω ∧ω Ω , thus proving (xi). Moreover, (xii) is deduced as follows:
[by (ix)]
From (xii) and (vi) we obtain
thus proving (xiii). Finally, from (ix) we deduce i ZΩ i TΩ dω Ω = 0, which is equivalent to (xiv) as we assume ω Ω (T Ω ) = 0.
with c = a− b, and
. Letting a = x 3 , b = 0 in the formulas above, one has I(Ω) = 0. Similarly, letting a = (1 + x 1 )x 3 , b = 0, one obtains I(Ω) = 0. This shows that the invariant I does not distinguish the types 1 and 2. Moreover, letting u = c x 1 , v = c x 2 , the condition I(Ω) = 0 is equivalent to saying that
arbitrary smooth function on R 3 .
Theorem 5.4. Let Z Ω , T Ω be the vector fields attached to a 2-form Ω of type 4 on M according to Proposition 5.2, and let U Ω and V Ω be the vector fields defined as follows: 
′ Ω ) be the linear frame defined by the following formulas: 
Proof. From the very definitions of the 1-forms ω Ω and φ Ω -in (1) and (31), respectively-it follows that (Z Ω ) x depends on j (x). In particular, the components of Υ x are of class C Ω . Hence, in order to prove that the open subset Υ −1 ∧ 4 T M \{0} is dense it will suffice to prove that this subset is not empty. In fact, if Ω = i<j F ij dx i ∧ dx j , where (49)
As the assignment Ω → (Z Ω , T Ω , U Ω , V Ω ) is Diff M -equivariant, we can confine ourselves to study the rank of the system (
and furthermore we obtain
and from (xii) we deduce
] Ω, and again from (xiv) we obtain
Consequently, 
