Introduction
Optimization has played a signi cant role in training neural networks 23] . This has resulted in a number of e cient algorithms 22, 3, 5, 29, 31] and practical applications in medical diagnosis and prognosis 34, 35, 27] . Other applications of neural networks abound 12, 30, 18, 13] . In this brief work we focus on a number of problems of machine learning and pose them as optimization problems. Hopefully this will point to further applications of optimization to the burgeoning eld of machine learning.
Misclassi cation Minimization
A fundamental problem of machine learning is to construct (train) a classi er to distinguish between two or more disjoint point sets in an ndimensional real space. A key factor in determining the classi er is the measure of error used in constructing the classi er. We shall propose two error measures: one will merely count the number of misclassi ed points, while the other will measure the average distance of misclassied points from a separating plane. We will show that the rst leads to an LPEC (linear program with equilibrium constraints) 24, 20] For the sake of simplicity we shall limit ourselves to discriminating between two sets, although optimization models apply readily to multicategory discrimination 6, 7] . Let 
where is a positive real number that approaches +1 for more accurate representation of the step function. With this approximation, the unconstrained discontinuous minimization problem is reduced to an unconstrained continuous optimization problem, that is however nonconvex. By letting grow judiciously, e ective computational schemes for tackling the NP-complete problem can be utilized. An important application of the misclassi cation error (3), is its use in constructing the more complex nonlinear neural network classi er of Section 3 below.
Minimization of Average Distance of Misclassi cations from Separating Plane
As early as 1964 8, 21] , the distance of misclassi ed points from a separating plane was utilized to generate a linear programming problem for obtaining a separating plane (1) that approximately satis ed (2) by minimizing some measure of distance of misclassi ed points from the plane (1) . Unfortunately, all these attempts 22, 16, 15] 
The key property of (6) However, any two disjoint point sets in R p can be discriminated between by some polyhedral partition that corresponds to a neural network with one hidden layer with a su cient number of hidden units 19, 25] . We describe now precisely when a speci c partition of R p by h separating planes xw i = i ; i = 1; : : :; h;
corresponds to a neural network with h hidden units. The h separating planes (7) divide R p into at most t polyhedral regions, where 14]
We shall assume that F(A) and F(B) are contained in the interiors of two mutually exclusive subsets of these regions. Each of these polyhedral regions can be mapped uniquely into a vertex of the unit cube in R h ; fzjz 2 R h ; 0 5 z 5 eg (9) by using the map: s(xw i ? i ); i = 1; : : :; h (10) where s is the step function de ned earlier, and x is a point in R p belonging to some polyhedral region. If the r polyhedral regions of R p constructed by the h planes (7) are such that vertices of the cube (9) corresponding to points in A, are linearly separable in R h from the vertices of (9) separates f(0; 1)g from f(0; 0); (1; 1)g, and the separation is complete between A and B. These planes correspond to a neural network that gives a zero minimum to (13) , which of course is not always the case. However, MSMT frequently gives better solutions than those generated by BP and is much faster than BP.
Conclusion
Various problems associated with neural network training have been cast as mathematical programs. E ective methods for solving these problems have been brie y described. For more details, the reader is referred to 3, 4, 23] .
