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We address the problem of the minus sign sampling for two electron systems using the path integral
approach. We show that this problem can be reexpressed as one of computing free energy differences
and sampling the tails of statistical distributions. Using Metadynamics, a realistic problem like that
of two electrons confined in a quantum dot can be solved. We believe that this is a strategy that
can possibly be extended to more complex systems.
INTRODUCTION
The numerical simulation of many-body fermion sys-
tems is one of the frontiers of contemporary chemistry
and physics. Over the years the quantum chemistry com-
munity has developed sophisticated methods to evaluate
the ground state properties of atoms and molecules [1].
Unfortunately these methods scale poorly with the sys-
tem size. For this reason a variety of methods have been
proposed that transform the calculation of the ground
state properties into one of statistical sampling [2–6].
These approaches have in principle a more benign scaling
and lead to exact results within statistical uncertainty.
A severe difficulty is posed by the fact that for fermions
the statistical distribution that needs to be sampled is not
positive definite. This is at the heart of the fermionic
negative sign problem [7]. In order to circumvent this
problem several approaches have been suggested, but so
far only relatively small size systems have been studied.
Similarly challenging is the study of Fermi systems at
finite temperature [8], a problem to which less attention
has been devoted.
Here we limit ourselves to study two-electron systems
in order to illustrate the sampling problem and indicate
a possible line of attack for more complex systems. Our
approach is based on Feynman’s path integral representa-
tion of quantum statistical mechanics [9]. Neglecting ex-
change this leads to the well known isomorphism in which
each quantum particle is mapped into a closed necklace
of P beads (see Fig. 1a) linked by harmonic forces and
interacting via suitably scaled-down potentials. This iso-
morphism has been successfully used to solve problems
where exchange can be neglected [10–13].
However, exchange effects complicates this picture. In
fact, due to the indistinguishablility of particles, pro-
cesses in which two necklaces merge into a single one need
to be considered (see Fig. 1b) [14]. For bosons these pro-
cesses are added with a plus sign, while for fermions they
are to be added with a negative sign. In this latter case
the distribution that needs to be sampled is no longer
positive definite.
In this paper we show that the problem of sampling
a system of two fermions is related to a calculation of
FIG. 1. Schematic visualization of two particles in the path
integral-description. Each particle consists of a set of a neck-
lace of beads connected by harmonic interactions. To describe
indistinguishable particles one needs to include contributions
from connected necklaces, using positive sign for bosons and
negative signs from fermions.
the free energy difference between two classical systems,
one in which the particles are distinguishable and one in
which, due to exchange, the two polymers have merged
into a single one (Fig. 1b).
This calculation is rather delicate since there are large
statistical errors and a careful sampling of the tails of the
distributions is needed for an accurate result. To this ef-
fect we use Metadynamics [15–17], an enhanced sampling
method developed in our group. After having established
the strategy we apply it to the case of two non-interacting
fermions in a harmonic well, a problem that can be ana-
lytically solved and that clearly illustrates the nature of
the sampling problem. We then switch our attention to
the realistic case of two electrons in a quantum dot, a
system that can be realized in the laboratory [18]. Our
results are in good agreement with exact calculations.
METHOD
We start by considering two distinguishable particles.
The path integral representation of their partition func-
tion is
Zoo =
∫
dR1dR2 e
−βVoo(R1,R2) (1)
where β is the inverse temperature, R1 = (r
1
1 , ..., r
P
1 ) is
the set of coordinates representing the P beads of particle
21 and R2 is defined analogously. The effective potential
Voo describes two necklaces (as displayed in Fig. 1a) with
a rescaled interaction potential V (r1, r2)/P ,
Voo =
P∑
i=1
(
2∑
n=1
mP
2h¯2β2
(r i+1n − r
i
n)
2 +
1
P
V (r i1, r
i
2)
)
,
where the bead index i is cyclic, rP+1n ≡ r
1
n . In order to
describe indistinguishable particles, also configurations
of the connected polymer-type (Fig. 1b), with effective
potential
VO =
2P∑
j=1
mP
2h¯2β2
(r j+1 − r j)2 +
1
P
P∑
i=1
V (r i1 , r
i
2), (2)
need to be taken into account. Here and in the following
the subscripts oo and O are meant to remind one of the
different topologies of the necklaces. In the first term of
Eq. (2) we have arranged the necklace bead coordinates
r
i
1 and r
i
2 to form a single vector r
j of dimension 2P .
The partition function for indistinguishable particles
can be written
ZI =
1
2
∫
dR1dR2
(
e−βVoo ± e−βVO
)
(3)
where I = B,F labels the boson (plus sign) or the
fermion state (minus sign). In the latter case, the inte-
grand is not positive definite, making sampling difficult.
Instead we write Eq. (3) as
ZI =
1
2
∫
dR1dR2 e
−βVoo WI (4)
WI = 1± e
−β(VO−Voo). (5)
The thermal average of an operator Oˆ local in coordinate
representation can be written
〈Oˆ〉 =
〈OWI 〉oo
〈WI〉oo
(6)
where 〈...〉oo denotes an average over a system of dis-
tinguishable particles. This means that also bosons and
fermions can be described through a simulation of distin-
guishable particles, if one takes the quantum symmetry
into account with the weight WI(s) = 1 ± e
−βs, where
s ≡ VO − Voo is the difference in spring energy between
the two ring polymer topologies. This procedure is analo-
gous to other approaches where one drives the simulation
with a positive definite distribution and corrects it with
the sign function [19]. Here the sign function is replaced
by WI(s). The average of WI(s) can be rewritten as
〈WI〉oo =
∫
ds poo(s)WI(s), where poo(s) is the probabil-
ity distribution of the variable s in the distinguishable
particle ensemble.
When quantum exchange effects become important,
the overlap between the ensemble distributions of dis-
tinguishable and indistinguishable particles can be very
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FIG. 2. Non-biased simulation of the indistinguishable par-
ticles in a harmonic well: (a) pair distribution function for
bosons (blue) and fermions (red). Our results are denoted
by cicles, the analytical results are the continuous lines. The
squares are the result of a simulation in which exchange is
ignored. (b) Logarithm of the poo(s) distribution. (c) Plot of
the integrand in 〈WI〉oo =
∫
poo(s)WI(s)ds (the height of the
peaks is irrelevant and has been rescaled for visualization pur-
poses). The simulation has been conducted in the quantum
regime (βh¯ω = 3).
small. In particular for fermions the statistical distri-
bution that needs to be sampled has large contributions
coming from configurations that are rarely sampled. This
becomes evident if one attempts at simulating a system
as simple as that of two non-interacting quantum parti-
cles in a harmonic well.
In the following we shall use path integral molecular
dynamics (PIMD) to sample these distributions, how-
ever what we describe below is also fully compatible with
Monte Carlo sampling. Using Eq. (6) we calculate the
pair distribution function (Fig. 2). One can contrast the
boson case, where only small deviations at short distances
can be seen, with that of the fermions, where one fails
to reproduce the exchange hole. The reason for this be-
haviour can be understood if we contrast poo(s)WB(s)
with poo(s)WF (s). In the first case most of the contri-
butions come from the s = 0 region, while for fermions
〈WF 〉 results from a delicate cancellation between posi-
tive and negative contributions, most of which come from
the poorly sampled s < 0 region. Thus the fermionic sign
problem can be expressed as a problem of sampling the
tail of a probability distribution.
A way of enhancing the fluctuations of a given vari-
able in a controlled manner is offered by Metadynamics
[15, 16]. To make connection with Metadynamics liter-
ature we shall use s defined above as collective variable.
Following the Metadynamics prescription we add to the
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FIG. 3. Results of a Metadynamics simulation for two parti-
cles in a harmonic potential at βh¯ω = 3. For a definition of
the symbols, see Fig. 2.
Hamiltonian a time-dependent term of type
V (s, t) =
∑
t′<t
w(t′) exp
(
−
[s− s(t′)]2
2σ2G
)
where the height of the Gaussian of width σG is given by
the well-tempered prescription
w(t) = w(0) exp
(
−
1
γ − 1
βV (s, t)
)
and the Gaussians are added at a specified time interval
τG. This procedure has been proven to be rigorous [20]
and leads asymptotically to sampling the distribution
pV (s) = p(s)
1/γ
where p(s) is the distribution in the unbiased run, while
pV (s) is the one sampled in the Metadynamics run. A
simple reweighting procedure allows to calculate equilib-
rium expectation values of any operator from the Meta-
dynamics run [21].
The results obtained using Metadynamics are shown
in Fig. 3. Compared to the results in Fig. 2, the proba-
bility distribution poo(s) is now sampled efficiently down
to large negative values of s. As a consequence the neg-
ative domain of the integrand of Eq. 3 for the fermionic
system is well resolved and the cancellation between pos-
itive and negative regions can be brought under control.
The pair distributions are now in fact close to the the-
oretical curves; the improvement is especially clear for
the Fermi particles, where the strong repulsion at short
distances that comes from the Pauli exclusion principle
is accurately represented.
The results shown in Fig. 2–3 were obtained for a sys-
tem in the quantum regime (βh¯ω = 3) and the number of
beads in the isomorphism was P = 10. The equations of
motion were integrated using a time step of 0.023/ω and
a colored-noise thermostat [22] purposely designed for
path integral simulations was employed. The simulations
were run for 2 × 107 time steps. In the Metadynamics
runs, Gaussians of initial height w(0) = 0.5kBT , width
σG = 4kBT and γ = 4 were deposited every τG = 2000
steps.
The calculation of energies, in particular quantum ki-
netic energies, poses some well known problems that we
solve by applying the virial theorem [23], obtaining the
energy estimator
〈E〉 =
1
〈WI〉oo
〈
1
P
∑
i
V (r i1, r
i
2) +
nd
2β
(
2± e−β∆V
)
+
1
2P
∑
i,n
[(1± e−β∆V )r in − r¯n − e
−β∆V
r¯] ·
∂V
∂r in
〉
oo
(7)
where nd is the number of dimensions, r¯n the centroid of
particle n and r¯ the center of mass of the two particles.
Alternatively, at low temperatures, once the energy for
the boson system is known, the energy of the fermion
variant can also be calculated as
EF ≈ EB + FF − FB (8)
with
FF − FB = −
1
β
ln
ZF
ZB
= −
1
β
ln
1− ZOZoo
1− ZOZoo
, (9)
since in the zero-temperature limit free energies are very
close to energies. The ratio ZO/Zoo can be best estimated
by using the Bennett method [24]
ZO
Zoo
=
〈f(βs+ C)〉oo
〈f(−βs− C)〉O
eC (10)
where f(x) = (1 + ex)−1 and C is a shift constant that
is varied to increase the overlap between the sampling
distributions pO(s) and poo(s). This observation will be
made use of in the following.
RESULTS
So far we have considered a free particle toy model.
We now study the more realistic system of two inter-
acting electrons in a quantum dot, that has recently re-
ceived attention because of its possible applications in
semiconductors and electronic devices [18, 25, 26]. The
electrons are under the influence of a two-dimensional
harmonic potential U(x, y) and a rescaled Coulomb in-
teraction VC(r)
U(x, y) =
1
2
m⋆
(
ω2xx
2 + ω2yy
2
)
(11)
VC(r) =
γCe
2
4πǫrǫ0r
(12)
4wherem⋆ is the effective mass of the electrons, ωx and ωy
regulate the confinement along x and y, ǫr is the relative
dielectric constant and γC is a parameter that takes into
account finite size effects on the vanishing z direction
of the dot. Following Ref. [18], we set m⋆/me = 0.07,
ǫr = 12.5 and γC = 0.9, that are appropriate parameters
for a real life quantum dot. The physics of these dots
is determined by the anisotropy of the confinement, η =
ωy/ωx and the Wigner parameter RW =
VC(l0)
h¯ω0
that is
the ratio between the typical interaction energy and the
single particle levels splitting in a averaged confinement
ω0 =
√
(ω2x + ω
2
y)/2. The parameter l0 =
√
h¯/m⋆ω0 is
the characteristic length of the dot.
Neglecting spin-orbit coupling, the spin and orbital
part of the wavefunction can be decoupled. In this case
two electrons in a quantum dot can be either in a sin-
glet or a triplet state. In the singlet state the spin part
is antisymmetric and therefore the orbital part nedds to
be symmetric to ensure the antisymmetry of the global
wavefunction. In the triplet state the converse is true,
namely the spin part is symmetric while the orbital part
is antisymmetric.
Using the scheme described above, we calculated the
energies of these two states as a function of temperature
(see Fig. 4) for realistic values of RW and η [18]. The
triplet state energy at low temperature is also calculated
using Eq. (8). This second estimation leads to smaller
statistical errors.
The parameter settings used in these calculations were
a timestep of 1 fs, β/P = 0.067 meV−1, σG = 10kBT ,
w(0) = 0.5kBT , γ = 6, τG = 10
4 steps and the same ther-
mostat as in the free particle system was implemented.
In total 5× 108 MD steps were made and samples where
acquired in intervals of 5 steps. In the biased simulation
this was preceded by another 5 × 108 steps building up
bias.
It is also interesting to study the charge denstity and its
variation as a function of the ellipticity parameter η con-
trasting the singlet and the triplet case. In the spherical
case (η = 1) the charge density has a spherical symme-
try in both the singlet and the triplet case, however the
spread is higher in the triplet. We also plot the quantity
ρT −
1
2ρS that in a single particle mean field approxima-
tion gives information on the first excited state for low
temperatures. As η is increased the 2D-rotational sym-
metry is broken and in the triplet the two electrons tend
to be localized at different possitions. This is also re-
flected in ρT −
1
2ρS , that has a nodal plane in the middle.
CONCLUSIONS
The purpose of this work was to show how the
fermionic sign problem can be thought of as a sampling
issue that can be solved by enhancing the distribution
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FIG. 4. Total energy as function of temperature for two elec-
trons in a quantum dot with h¯ω0 = 5.1 meV, RW = 1.34 and
η = 1.38. Dashed lines are the energies obtained from exact
diagonalization of the Hamiltonian. When not otherwise in-
dicated, the error bars are smaller than the size of the dots.
The computation was done from 108 samples with 15 beads
at T = 11.6 K and otherwise such that β/P was constant.
−30−15 0 15 30
x (nm)
−40
−30
−20
−10
0
10
20
30
40
y
(n
m
)
Singlet
−30−15 0 15 30
x (nm)
Triplet
−30−15 0 15 30
x (nm)
Difference
0.0
0.4
0.8
1.2
1.6
2.0
2.4
2.8
10−4 nm−2
Ellipticity η = 1.0
−30−15 0 15 30
x (nm)
−40
−30
−20
−10
0
10
20
30
40
y
(n
m
)
Singlet
−30−15 0 15 30
x (nm)
Triplet
−30−15 0 15 30
x (nm)
Difference
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
10−4 nm−2
Ellipticity η = 1.38
FIG. 5. Electron density of singlet and triplet states for a
two-particle quantum dot with RW = 1.34 for different ellip-
ticities η of the confining potential (reported in the figure).
The third column shows the contribution to the triplet density
given by the first excited single-particle state, computed as the
difference between the triplet and singlet densities, ρT −
1
2
ρS.
These results where computed from 108 samples at T = 11.6
K with P = 15 beads.
tails. We have solved a two-body problem but exten-
sion to larger systems appear possible and would require
separating even and odd permutations.
We are very well aware of the limitation of what has
been achieved here. It would thus be presumptuous on
our side to state that the minus sign problem has been
solved. However we have indicated a new way of at-
tacking this long-standing problem. How far this can be
carried remains to be seen.
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