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A GENERALIZED INVERSE EIGENVALUE PROBLEM AND
m-FUNCTIONS
KIRAN KUMAR BEHERA
Abstract. In this manuscript, a generalized inverse eigenvalue problem is considered
that involves a linear pencil (zJ[0,n]−H[0,n]) of matrices arising in the theory of rational
interpolation and biorthogonal rational functions. In addition to the reconstruction of the
Hermitian matrix H[0,n] with the entries b
′
js, characterizations of the rational functions
that are components of the prescribed eigenvectors are given. A condition concerning
the positive-definiteness of J[0,n] and which is often an assumption in the direct problem
is also isolated. Further, the reconstruction of H[0,n] is viewed through the inverse of the
pencil (zJ[0,n] −H[0,n]) which involves the concept of m-functions.
1. Introduction
A generalized inverse eigenvalue problem (GIEP) concerns the reconstruction of ma-
trices from a given set of spectral data. The spectral data may be completely or only
partially specified in terms of eigenvalues and eigenvectors. Precisely, a GIEP for a pair
(H,J ) of square matrices involves the generalized eigenvalue equation HΦ = zJΦ. With
the prescribed spectral data, the solution to the problem consists in the reconstruction of
the matrices H and/or J [10, 14].
In general, it is often necessary both from the point of view of practical applications and
of mathematical interest that the matrices involved have a specified structure [6]. This
introduces a structural constraint on the solution in addition to the spectral constraint.
Thus, one may require that both the matrices H and J or one of them to be, for instance,
banded or Hermitian or Hamiltonian [11, 15] and so on.
In the present manuscript, we consider, as an inverse problem, the generalized eigen-
value equation arising from the continued fraction
1
u0(z)−
vL0 (z)v
R
0 (z)
u1(z)−
vL1 (z)v
R
2 (z)
u2(z)−
. . .
, (1.1)
where uj(z), v
L
j (z) and v
R
j (z) are non-vanishing polynomials of degree one [2]. If we
terminate the above continued fraction at un(z), then it is a rational function denoted by
Sn+1(z) = Qn+1(z)/Pn+1(z) where, the polynomials Qn(z) of degree ≤ n − 1 and Pn(z)
of degree ≤ n satisfy the three term recurrence relation [13]
Xn+1(z) = un(z)Xn(z)− v
L
n−1(z)v
R
n−1(z)Xn−1(z), n = 0, 1, 2, · · · , (1.2)
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with the initial conditions
Q−1(z) = −1, Q0(z) = 0, P−1(z) = 0 and P0(z) = 1. (1.3)
The linear pencil that is associated with Sn+1(z) and (1.2) is (zJ[0,n] −H[0,n]) where the
matrices H[0,n] and J[0,n] are tridiagonal.
In the present manuscript, we consider the matrices
H[0,n] =

a0 b0 0 · · · 0 0
b¯0 a1 b1 · · · 0 0
0 b¯1 a2 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · an−1 bn−1
0 0 0 · · · b¯n−1 an
 ,
J[0,n] =

c0 d0 0 · · · 0 0
d0 c1 d1 · · · 0 0
0 d1 c2 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · cn−1 dn−1
0 0 0 · · · dn−1 cn
 , dj 6= 0, 0 ≤ j ≤ n− 1,
and the following generalized inverse eigenvalue problem.
GIEP 1. Given: the symmetric matrix J[0,n], the hermitian matrix H[0,k], real numbers
λ and µ, and vectors pR[k,n] = (p
R
k , p
R
k+1, · · · , p
R
n )
T and sR[k,n] = (s
R
k , s
R
k+1, · · · , s
R
n )
T , where
1 ≤ k ≤ n− 1. To find:
(i) hermitian matrix H[0,n] with eigenvalues λ and µ such that H[0,k] is the leading prin-
cipal sub-matrix of H[0,n],
(ii) vectors pR[0,k−1] = (p
R
0 , p
R
1 , · · · , p
R
k−1)
T and sR[0,k−1] = (s
R
0 , s
R
1 , · · · , s
R
k−1)
T such that
pR[0,n] =
(
pR[0,k−1]
pR[k,n]
)
and sR[0,n] =
(
sR[0,k−1]
sR[k,n]
)
,
are the right eigenvectors of the matrix pencil (zJ[0,n]−H[0,n]), corresponding to the
eigenvalues λ and µ respectively.
The pencil zJ[0,n] −H[0,n], which is a linear pencil of tridiagonal matrices arises in the
theory of biorthogonal rational functions and rational interpolation [4, 16]. A particular
case, in which the b′s appearing in H[0,n] are purely imaginary and the c
′s appearing
in J[0,n] are unity, has its origins in the continued fraction representation of Nevanlinna
functions, which in turn are obtained via the Cayley transformation of the continued
fraction representation of a Carathe´odory function [13] (see also [7]). As further specific
illustrations, the rational functions arising as components of eigenvectors in such cases
have been related to a class of hypergeometric polynomials orthogonal on the unit circle [8]
as well as pseudo-Jacobi polynomials (or Routh-Romanovski polynomials) [7].
In the direct problem, the components of the right eigenvector of the linear pencil
(zJ[0,n] − H[0,n]) are rational functions with poles at z = bj/dj while that of the left
eigenvector have poles at z = b¯j/dj. In addition to poles, the entries of the matrices J[0,n]
and H[0,n] also completely specify the numerators of such rational functions appearing as
polynomial solutions of a three term recurrence relation.
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It is also known that the zeros of these numerator polynomials are the eigenvalues of
the linear pencil under consideration [8, Theorem 1.1]. These numerator polynomials are
precisely normalized Pj(z), the denominator of the convergents Sj(z) of the continued
fraction (1.1). Further, it can be verified with the recurrence relation (1.2) and the initial
conditions (1.3) that the following expressions
Pn+1(z) = det (zJ[0,n] −H[0,n]), Qn+1(z) = det (zJ[1,n] −H[1,n]),
hold which lead to the formula
Sn+1(z) =
Qn+1(z)
Pn+1(z)
=
〈
(zJ[0,n] −H[0,n])
−1e0, e0
〉
,
with the standard inner product
〈x, y〉 =
∞∑
j=0
xiy¯j, x = (x0, x1, · · · ) ∈ ℓ
2, y = (y0, y1, · · · ) ∈ ℓ
2.
on the space ℓ2 of complex square summable sequences.
A fundamental object related to a pair (H,J ) of matrices is the function
m(z) =
〈
(zJ −H)−1e0, e0
〉
, z ∈ ρ(H,J )
called them-function or the Weyl function of the linear pencil (zJ −H) [4] (see also [1,3]).
Here σ(H,J ) and ρ(H,J ) := C\σ(H,J ) are, respectively, the spectrum and the resolvent
set of the pencil (zJ −H). We can denote similarly the m-function
m(z, j + 1) =
Qj+1(z)
Pj+1(z)
=
〈
(zJ[0,j] −H[0,j])
−1e0, e0
〉
, z ∈ ρ(H[0,j],J[0,j]), (1.4)
of the finite pencil (zJ[0,j] −H[0,j]).
Thus, a way to interpret the reconstruction of the matrixH[0,n] is to determine its entries
in terms of rational functions with arbitrary poles. These rational functions enter into
the problem as components of a prescribed eigenvector, while the structural constraint of
the pencil being tridiagonal characterizes these poles.
Our primary goal in this manuscript is to find a representation of the entries b′js of
the matrix H[0,n] in terms of given spectral points and corresponding eigenvectors. We
find characterizations of both the given poles and the entries b′js which appear in special
matrix pencils as mentioned earlier. A condition concerning the positive-definiteness of
J[0,n] and which is often an assumption in the direct problem is also isolated. Further, we
have a view at the entries b′js through the m-functions (1.4) which, as is obvious, involve
a point in the resolvent set and not in the spectrum of the pair (H[0,n],J[0,n]).
The manuscript is organized as follows. Section 2 includes preliminary results that
illustrate the key role played by the entry bk in the inverse approach to the linear pencil
(zJ[0,n]−H[0,n]). The matrix H[0,n] is reconstructed in Section 3 thereby solving GIEP 1.
In Section 4 we have a further look at the problem through m-functions that involves
computing the inverse of the matrix (zJ[0,n] −H[0,n]).
2. Preliminary results
In this section, we derive some results that will help in solving the GIEP. Though the
entries are yet to be determined, we use them as symbols in the computation, with the
final result depending only on bk and given components of the eigenvector. In a way, these
results exhibit the role played by the specific entry bk in the solution.
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First of all, it can be seen that if H[0,n] were completely specified, the leading minors
Pm(z) of (zJ[0,n] −H[0,n]) satisfy the three term recurrence relation
Xm+1(z) = (zcm − am)Xm(z)− (zdm−1 − bm−1)(zdm−1 − b¯m−1)Xm−1(z), (2.1)
for 0 ≤ m ≤ n, where we define P−1(z) := 0 and P0(z) := 1. If κm is the leading coefficient
of Pm(z), then from (2.1), we have κm+1 = cmκm − d
2
m−1κm−1, with κ0 = 1 and κ1 = c0.
Hence, if
κm
κm−1
6=
d2m−1
cm
, m ≥ 1,
then Pm+1(z) is a polynomial of degree m + 1. Further, (zJ[0,n] − H[0,n])p
R
[0,n] = 0 yields
the following relations
(zdm−1 − b¯m−1)p
R
m−1(z) + (zcm − am)p
R
m(z) + (zdm − bm)p
R
m+1(z) = 0, (2.2)
for m = 0, 1, · · · , n, where pRn+1(z) = 0 and we define p
R
−1(z) := 0. The former equality
occurs if z ∈ σ(H[0,n],J[0,n]). Moreover, with p
R
0 (z) a non-vanishing function to be speci-
fied, the components of the eigenvector pR[0,n] can be obtained from (2.2), for instance by
induction, in the form of the rational functions
pRm(z) =
Pm(z)∏m−1
j=0 (bj − zdj)
pR0 (z), m = 1, 2, · · · , k, k + 1, · · · , n− 1, (2.3)
and pRn (z) obtained from (zcn − an)p
R
n (z) = (b¯n−1 − zdn−1)p
R
n−1(z). However, because of
the prescribed data, we will assume that the components of the vector pR[k,n] are given in
the form
pRm(z) =
Tm(z)
η
(z)
m
∏m−1
j=0 (αj − z)
, η(z)m ∈ R \ {0}, m = k, k + 1, · · · , n, (2.4)
where Tm(z) is a polynomial of degree m with leading coefficient ςm. But, we note that
once H[0,n] is determined, a component of the right eigenvector of (zJ[0,n] − H[0,n]) must
be of the form (2.3). In particular, if we look at pRk (z), this would imply that the set
{α0, α1, · · · , αk−1} is necessarily a permutation of the set {b0/d0, b1/d1, · · · , bk−1/dk−1}
which is known. The inverse problem thus consists of αj , j = k, · · · , n−1, being arbitrary,
on which the determination of bj , j = k, · · · , n− 1, depends.
Lemma 2.1. Given (λ, pR[0,n]) an eigen-pair for (H[0,n],J[0,n]), let λ /∈ σ(H[0,k],J[0,k]), then
the components of pR[0,k−1](z) are given by
pRm(z) =
(bk − zdk)
∏k−1
j=m(bj − zdj)Pm(z)
Pk+1(z)
pRk+1(z), m = 1, 2, · · · , k − 1,
at z = λ and pR0 (λ) assumed to be a non-vanishing function of λ.
Proof. Since λ /∈ σ(H[0,k],J[0,k]), det(λJ[0,k]−H[0,k]) 6= 0, which implies that Pk+1(λ) 6= 0.
If we use the form of pRk+1(λ) as suggested by (2.3) with bk unknown at the moment, we
will have that pRk+1(λ) 6= 0 and
pR0 (λ) =
∏k
j=0(bj − λdj)p
R
k+1(λ)
Pk+1(λ)
=
(bk − λdk)p
R
k+1(λ)
Pk+1(λ)
k−1∏
j=0
(bj − λdj)P0(λ).
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Then, pR1 (λ) can be obtained using (2.2) form = 0 as (λc0−a0)p
R
0 (λ)+(λd0−b0)p
R
1 (λ) = 0
giving
pR1 (λ) =
(bk − λdk)p
R
k+1(λ)
Pk+1(λ)
k−1∏
j=1
(bj − λdj)P1(λ).
The rest of the proof can be completed by induction using (2.2) and (2.3). 
We note that Pk+1(λ) is known since (2.1) involves ak and bk−1. Thus, Lemma 2.1
shows that once bk is computed, the vector p
R
[0,k−1] can be uniquely obtained in terms of
pRk+1(λ), which is now known in the form given by (2.4). This would determine p
R
[0,k−1] at
z = λ completely.
To proceed further, we will make use of rational functions of the form
pLm(z) =
Pm(z)∏m−1
j=0 (b¯j − zdj)
pL0 (z), m = 1, 2 · · · , k − 1, k, · · · , n− 1, (2.5)
and pLn(z) obtained from the equation (zcn − an)p
L
n(z) = (bn−1 − zdn−1)p
L
n−1(z). These
arise as components of the left eigenvector pL[0,n] of (zJ[0,n] −H[0,n]) corresponding to the
eigenvalue z = λ and owing to the underlying hermitian character of the problem, satisfy
pLj (λ) = p
R
j (λ), 0 ≤ j ≤ n. Again, we reiterate that p
L
j (z) is specified in the form (2.5)
only for j = 0, 1, · · · , k − 1, while pLm(z) is obtained in the form suggested by (2.4) for
m = k, k + 1, · · · , n.
Similarly, we define the rational functions sLm(µ) and s
R
m(µ) corresponding to the eigen-
value µ. Lemma 2.1 with λ replaced by µ and the assumption µ /∈ σ(H[0,k],J[0,k]) gives
the corresponding expressions for sRj (z) at z = µ for j = 0, 1, · · · , k − 1.
For ease of notations, we use pRj := p
R
j (z) and similarly for others. Let us also denote
by J[k+1,n] and H[k+1,n], as is clear from the notations, the trailing matrices obtained by
removing the first k + 1 rows and columns from J[0,n] and H[0,n] respectively.
Lemma 2.2. Suppose λ, µ /∈ σ(H[0,i],J[0,i]) for i = k−1, k. Then, the following identities
(λ− µ)pL[k+1,n]J[k+1,n]s
R
[k+1] = (bk − λdk)p
L
k s
R
k+1 − (b¯k − µdk)p
L
k+1s
R
k , (2.6)
(λ− µ)sL[0,k]J[0,k]p
R
[0,k] = (b¯k − µdk)s
L
k+1p
R
k − (bk − λdk)s
L
k p
R
k+1, (2.7)
hold.
Proof. The relations (2.2) for m = k + 1 · · · , n can be written as
z

ck+1 dk+1 0 · · · 0
dk+1 ck+2 dk+2 · · · 0
0 dk+2 ck+3 · · · 0
...
...
...
. . .
...
0 0 0 · · · cn


pRk+1
pRk+2
pRk+3
...
pRn

=

ak+1 bk+1 0 · · · 0
b¯k+1 ak+2 dk+2 · · · 0
0 b¯k+2 ak+3 · · · 0
...
...
...
. . .
...
0 0 0 · · · an


pRk+1
pRk+2
pRk+3
...
pRn
 + (b¯k − zdk)

pRk
0
0
...
0
 ,
or in the compact form
H[k+1,n]p
R
[k+1,n] = zJ[k+1,n]p
R
[k+1,n] − (b¯k − zdk)p
R
k ~e1, (2.8)
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where ~e1 = (1, 0, · · · , 0) ∈ R
n−k. Post-multiplying (2.8) at z = λ by sL[k+1,n], we obtain
H[k+1,n]p
R
[k+1,n]s
L
[k+1,n] = λJ[k+1,n]p
R
[k+1,n]s
L
[k+1,n] − (b¯k − λdk)p
R
k ~e1s
L
[k+1,n], (2.9)
while pre-multiplying the conjugate transpose of (2.8) at z = µ by pR[k+1,n], we obtain
pR[k+1,n]s
L
[k+1,n]H[k+1,n] = µp
R
[k+1,n]s
L
[k+1,n]J
(k+1)
n+1 − (bk − µdk)s
L
k p
R
[k+1,n]~e
T
1 . (2.10)
We proceed with the well-known technique of subtracting traces of the respective sides
of (2.9) and (2.10). The left hand side upon subtraction is zero owing to the fact that
Tr(A.B) = Tr(B.A) for any well-defined matrix product. Consequently, we have
(λ− µ)Tr[pR[k+1,n]s
L
[k+1,n]J[k+1,n]] = (b¯k − λdk)p
R
kTr[~e1s
L
[k+1,n]]− (bk − µdk)s
L
kTr[p
R
[k+1,n]~e
T
1 ].
The left hand side above is equal to the matrix product (λ−µ)sL[k+1,n]J[k+1,n]p
R
[k+1,n], while
the right hand side can be simplified to (b¯k − λdk)s
L
k+1p
R
k − (bk − µdk)s
L
k p
R
k+1 which gives
(2.6). A similar computation starting from
H[0,k]p
R
[0,k] = zJ[0,k]p
R
[0,k] − (bk − zdk)p
R
k+1~ek+1, ~ek+1 = (0, 0 · · · , 1) ∈ R
k+1,
leads to (2.7). 
The assumptions in Lemma 2.2 are necessary for the right hand sides of (2.6) and
(2.7) to be non-vanishing. Later, we will use (2.7) to make an observation regarding the
positive-definiteness of J[0,k]. Before that we solve the stated inverse problem GIEP 1.
3. Solution to the GIEP
The given data in GIEP 1 suggest that we write the equation (λJ[0,n]−H[0,n])p
R
[0,n] = 0
in the form (
λJ[0,k] −H[0,k] Oλ
O∗λ λJ[k+1,n] −H[k+1,n]
)(
pR[0,k]
pR[k+1,n]
)
=
(
0
0
)
, (3.1)
where
Oλ =

0 0 · · · 0
0 0 · · · 0
...
...
. . .
...
λdk − bk 0 · · · 0
 . (3.2)
Pre-multiplying (3.1) by sL[0,n] gives the relation
sL[0,k]H[0,k]p
R
[0,k] + s
L
[k+1,n]H[k+1,n]p
R
[k+1,n] − s
L
[0,k]Oλp
R
[k+1,n] − s
L
[k+1,n]O
∗
λp
R
[0,k]
= λ(sL[0,k]J[0,k]p
R
[0,k] + s
L
[k+1,n]J[k+1,n]p
R
[k+1,n]). (3.3)
Similarly, from sL[0,n](µJ[0,n] −H[0,n]) = 0, we obtain
sL[0,k]H[0,k]p
R
[0,k] + s
L
[k+1,n]H[k+1,n]p
R
[k+1,n] − s
L
[0,k]Oµp
R
[k+1,n] − s
L
[k+1,n]O
∗
µp
R
[0,k]
= µ(sL[0,k]J[0,k]p
R
[0,k] + s
L
[k+1,n]J[k+1,n]p
R
[k+1,n]),
which used with (3.3) to eliminate H[0,n] and H[k+1,n] gives
sL[0,k][Oµ −Oλ]p
R
[k+1,n] + s
L
[k+1,n][O
∗
µ −O
∗
λ]p
R
[0,k]
= (λ− µ)(sL[0,k]J[0,k]p
R
[0,k] + s
L
[k+1,n]J[k+1,n]p
R
[k+1,n]).
The left hand side can be further simplified to finally obtain
sL[0,k]J[0,k]p
R
[0,k] + s
L
[k+1,n]J[k+1,n]p
R
[k+1,n] + dk(s
L
k+1p
R
k + s
L
k p
R
k+1) = 0,
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which, as µ→ λ, implies
dk
∣∣∣∣ pLk −pRkpLk+1 pLk+1
∣∣∣∣ = − [(pL[0,k])∗J[0,k]pR[0,k] + (pL[k+1,n])∗J[k+1,n]pR[k+1,n]] . (3.4)
The next lemma provides a crucial characterization of the pole αk, that is, it should not
be a real number if the entry bk is to be determined uniquely.
Lemma 3.1. Suppose αk /∈ R. Then
∆k = p
L
k+1p
R
k
∣∣∣∣ sLk sRksLk+1 sRk+1
∣∣∣∣− sLk+1sRk ∣∣∣∣ pLk pRkpLk+1 pRk+1
∣∣∣∣ 6= 0, (3.5)
if λ, µ /∈ σ(H[0,i],J[0,i]) for i = k − 1, k.
Proof. Using the forms as suggested by (2.4), we first note that∣∣∣∣ pLk pRkpLk+1 pRk+1
∣∣∣∣ = − Tk(λ)Tk+1(λ)ηλkηλk+1∏kt=0 |αt − λ|22iImαk 6= 0,
by given assumptions and where Imαk is the imaginary part of αk. Then,
∆k =
Tk(λ)Tk(µ)Tk+1(λ)Tk(µ)
ηλkη
µ
kη
λ
k+1η
µ
k+1
∏k−1
t=0 |αt − λ|
2|αt − µ|2
×
[
1
|αk − λ|2(αk − µ)
−
1
|αk − µ|2(αk − λ)
]
2iImαk,
which simplifies further to give
∆k =
Tk(λ)Tk(µ)Tk+1(λ)Tk(µ)
ηλkη
µ
kη
λ
k+1η
µ
k+1
∏k
j=0 |αj − λ|
2|αj − µ|2
2i(λ− µ)Imαk.
Since αk /∈ R, we have that ∆k is not zero. 
Now, with ∆k a non-zero purely imaginary number or equivalently, i∆k a non-vanishing
real number, we proceed to show that bk can be determined uniquely.
Theorem 3.2. Suppose that the given spectral point points λ, µ /∈ σ(H[0,i],J[0,i]) for i =
k − 1, k. If αk /∈ R, then
bk = (λ+ µ)dk +
dk
∆k
[
µsLk+1s
R
k
∣∣∣∣ pLk pRkpLk+1 pRk+1
∣∣∣∣− λpLk+1pRk ∣∣∣∣ sLk sRksLk+1 sRk+1
∣∣∣∣] , (3.6)
where ∆k is given by (3.5).
Proof. We have from (2.2)
(λdm−1 − b¯m−1)p
R
m−1 + (λcm − am)p
R
m + (λdm − bm)p
R
m+1 = 0,
(λdn−1 − b¯n−1)p
R
n−1 + (λcn − an)p
R
n = 0, (3.7)
and the corresponding equations for the components of pL[0,k]
(λdm−1 − bm−1)p
L
m−1 + (λcm − am)p
L
m + (λdm − b¯m)p
L
m+1 = 0,
(λdn−1 − bn−1)p
L
n−1 + (λcn − an)p
L
n = 0. (3.8)
Eliminating pRm and p
L
m between the first equations of (3.7) and (3.8) we obtain
(pLm−1p
R
mbm−1 − p
L
mp
R
m+1bm) + (p
L
m+1p
R
mb¯m − p
L
mp
R
m−1b¯m−1)
= λdm−1(p
L
m−1p
R
m − p
L
mp
R
m−1) + λdm(p
L
m+1p
R
m − p
L
mp
R
m+1),
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which on summing respective sides from m = k + 1 to m = n− 1, gives
(pLk p
R
k+1bk − p
L
n−1p
R
n bn−1) + (p
L
np
R
n−1b¯n−1 − p
L
k+1p
R
k b¯k)
= λdk(p
L
k p
R
k+1 − p
L
k+1p
R
k ) + λdn−1(p
L
np
R
n−1 − p
L
n−1p
R
n ). (3.9)
From the last two relations of (3.7) and (3.8), we get
pLn−1p
R
n bn−1 − p
L
np
R
n−1b¯n−1 = λdn−1(p
L
n−1p
R
n − p
L
np
R
n−1), (3.10)
which when added to (3.9) yields
pLk p
R
k+1bk − p
L
k+1p
R
k b¯k = λdk(p
L
k p
R
k+1 − p
L
k+1p
R
k ). (3.11)
A computation similar to the relations (3.7), (3.8) and (3.9) for the eigenpair (µ, sR[o,n])
gives
sLk s
R
k+1bk − s
L
k+1s
R
k b¯k = µdk(s
L
k s
R
k+1 − s
L
k+1s
R
k ). (3.12)
We solve the system of equations (3.11) and (3.12) for bk and b¯k. First, the determinant
of the system is
∆k = p
L
k+1p
R
k s
L
k s
R
k+1 − p
L
k p
R
k+1s
L
k+1s
R
k =
∣∣∣∣ sLk pLk+1 sRk pRk+1pLk sLk+1 pRk sRk+1
∣∣∣∣
= pLk+1p
R
k
∣∣∣∣ sLk sRksLk+1 sRk+1
∣∣∣∣− sLk+1sRk ∣∣∣∣ pLk pRkpLk+1 pRk+1
∣∣∣∣ ,
which by Lemma 3.1 is non-zero. It is now a matter of computation to obtain
∆kbk = λdkp
L
k+1p
R
k s
L
k+1s
R
k + µdks
L
k s
R
k+1p
L
k+1p
R
k
−λdkp
L
k p
R
k+1s
L
k+1s
R
k − µdks
L
k+1s
R
k p
L
k+1p
R
k ,
which can be further simplified to obtain
∆kbk = (λ+ µ)dk∆k + dk[λp
L
k+1p
R
k (s
L
k+1s
R
k − s
L
k s
R
k+1)− µs
L
k+1s
R
k (p
L
k+1p
R
k − p
L
k p
R
k+1)],
leading to (3.6) and specifying the entry bk uniquely. 
A similar computation for b¯k gives
b¯k = (λ+ µ)dk +
dk
∆k
[
µsLk s
R
k+1
∣∣∣∣ pLk pRkpLk+1 pRk+1
∣∣∣∣− λpLk pRk+1 ∣∣∣∣ sLk sRksLk+1 sRk+1
∣∣∣∣] .
Theorem 3.2 finds the unique expression for bk. Summing (3.9) from m = j to m = n− 1
for each j = k + 1, · · · , n − 1 yields an expression similar to (3.6) for each bj , j =
k+1, · · · , n−2. The entry bn−1 is found from the system of equations consisting of (3.10)
and the equivalent equation in µ. The assumptions are αj /∈ R and λ, µ /∈ σ(H[0,j],J[0,j]),
j = k+1, · · · , n− 1. Thus, with bj , j = k, k+1, · · · , n− 1 determined, the a
′
js are found
using (2.2) as
ai =
 λci +
(λdi−1−b¯i−1)pRi−1(λ)+(λdi−bi)p
R
i+1(λ)
pRi (λ)
, i = k + 1, k + 2 · · ·n− 1;
λcn +
(λdn−1−b¯n−1)pRn−1(λ)
pRn (λ)
, i = n.
(3.13)
This completes the reconstruction of the matrix H[0,n].
Remark 3.3. Since λ and µ are zeros of Pn+1(z), the assumptions for the determination
of the matrix H[0,n] requires that Pj(z), j = k − 1, k, · · · , n, do not vanish at λ and µ.
However, we emphasize that the determination of each entry bj requires that Pj−1(z) and
Pj(z) do not share a common zero at λ and µ. This condition is often implicit, both in
the direct and inverse problems, in the form of the requirement that the zeros of Pj−1(z)
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and Pj(z) or equivalently, the eigenvalues of the corresponding pencil matrices satisfy a
separation property known as interlacing.
Corollary 3.4. For j = k, k + 1, · · · , n− 1, bj is purely imaginary and equals ihj if
∣∣∣∣ pLj pRjpLj+1 pRj+1
∣∣∣∣2 = i 2µhj∆jλ(λ− µ)dj
∣∣∣∣ pLj −pRjpLj+1 pRj+1
∣∣∣∣∣∣∣∣ sLj −sRjsLj+1 sRj+1
∣∣∣∣ ,
∣∣∣∣ sLj sRjsLj+1 sRj+1
∣∣∣∣2 = i 2λhj∆jµ(λ− µ)dj
∣∣∣∣ sLj −sRjsLj+1 sRj+1
∣∣∣∣∣∣∣∣ pLj −pRjpLj+1 pRj+1
∣∣∣∣ .
(3.14)
Proof. First, let us find the real and imaginary parts of bj . Since αj /∈ R, we write
bj = xj + iyj to obtain from (3.11) and (3.12) the system of equations
xj + i
pLj p
R
j+1 + p
L
j+1p
R
j
pLj p
R
j+1 − p
L
j+1p
R
j
yj = λdj; xj + i
sLj s
R
j+1 + s
L
j+1s
R
j
sLj s
R
j+1 − s
L
j+1s
R
j
yj = µdj,
which can be solved to yield
xj =
dj
2∆j
[
µ
∣∣∣∣ pLj −pRjpLj+1 pRj+1
∣∣∣∣ ∣∣∣∣ sLj sRjsLj+1 sRj+1
∣∣∣∣− λ ∣∣∣∣ sLj −sRjsLj+1 sRj+1
∣∣∣∣ ∣∣∣∣ pLj pRjpLj+1 pRj+1
∣∣∣∣] ,
yj =
(λ− µ)dj
2i∆j
∣∣∣∣ pLj pRjpLj+1 pRj+1
∣∣∣∣ ∣∣∣∣ sLj sRjsLj+1 sRj+1
∣∣∣∣ .
The above (which can be noted to be in the form xj = AjXj − BjYj and yj = CjXjYj)
solved further for xj = 0 and yj = hj, gives the required relations (3.14). 
If αj /∈ R, the proof of Lemma 3.1 implies that yj 6= 0 and hence bj /∈ R, j = k, · · · , n−1.
However, if we assume xj = 0, that is if λ, µ satisfy
λ
µ
=
∣∣∣∣ pLj −pRjpLj+1 pRj+1
∣∣∣∣ ∣∣∣∣ sLj sRjsLj+1 sRj+1
∣∣∣∣∣∣∣∣ sLj −sRjsLj+1 sRj+1
∣∣∣∣ ∣∣∣∣ pLj pRjpLj+1 pRj+1
∣∣∣∣ , j = k, k + 1, · · · , n− 1, (3.15)
then bj = iyj = iǫjdj, ǫj 6= 0, that is bj is a scalar multiple of idj.
Remark 3.5. The emphasis on bj being purely imaginary arises from a particular form
of the pencil (zJ[0,n] − H[0,n]), where in fact bj = idj and cj = 1, j = 0, 1, · · · , n. As
mentioned in Section 1, such pencils appear in analytic function theory and a case has
been made to call such pencils as Wall pencils.
Further, as an inverse approach to these pencils, the relation (3.15) shows that the
expression on the right hand side of (3.15) must be a constant and equal to the ratio of
the given spectral points for bj to be at least purely imaginary. Hence, if we begin with
bj = idj, j = 0, · · · , k − 1 and cj = 1, j = 0, · · · , k, appropriate conditions can be added
to Corollary 3.4 so that bj is equal to dj, j = k, · · · , n− 1 and we obtain a Wall pencil.
The matrix J[0,n] in Wall pencils is positive-definite, while no such assumption has been
made in the present manuscript. However, since the matrix H[0,n] has been reconstructed,
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let us have a look in this direction. Suppose the assumptions of Theorem 3.2 hold. We
put λ− µ = h in (2.7) to get
sL[0,k]J[0,k]p
R
[0,k] =
(b¯k − µdk)s
L
k+1p
R
k − (bk − λdk)s
L
k p
R
k+1
h
, (3.16)
so that as λ → µ or h → 0, we have the left hand side as (sR[0,k])
∗J[0,k]s
R
[0,k]. If µ 6= αj,
j = 0, 1, · · · , k, sRk+1 is finite at µ so that by Lemma 2.1, s
R
[0,k] is a vector with finite
component. By L’Hopital’s rule, (3.16) yields
(sR[0,k])
∗J[0,k]s
R
[0,k] = (b¯k − µdk)s
R
k+1(s
R
k )
′ − (bk − µdk)s
L
k (s
R
k+1)
′ + dks
L
k s
R
k+1, (3.17)
so that if J[0,k] is a positive-definite matrix, the right hand side above is a positive quantity.
The essence of this observation is the following. For ∆k 6= 0 to hold, it is necessary that
αk /∈ R. Since µ ∈ R, µ 6= αk follows trivially. Recalling the set {α0, α1, · · · , αk−1} is just
a permutation of {b0/d0, b1/d1, · · · , bk−1/dk−1}, it follows that µ 6= bj/dj, j = 0, · · · , k−1.
Hence, for (3.17) to hold as an identity with finite quantities on both sides, no zero of
Pn+1(z) = det (zJ[0,n] −H[0,n]) should coincide with bj/dj, j = 0, 1, · · · , k − 1.
4. A view with m-functions
In this section, we have a look at the reconstruction of the matrix H[0,n] through the
concept of m-functions. For the general theory of m-functions arising in the context of
orthogonal polynomials, we refer to [12] and for that in the context of linear pencil, we
refer to [4]. But because of the problem under consideration, we will have use only of the
representation (1.4) for a point outside the spectrum of the pencil.
In the present case, in addition to pRm(z) as defined in (2.3), we will use the rational
functions
qR0 (z) = 0, q
R
m(z) =
Qm(z)∏m−1
j=0 (zdj − bj)
, m = 1, · · · , n,
where Qm(z) satisfy (2.1) with initial conditions (1.3). A key role will be played by the
following relation
Pm+1(z)Qm(z)− Pm(z)Qm+1(z) =
m−1∏
j=0
(zdj − bj)(zdj − b¯j), (4.1)
called the Liouville-Ostrogradsky formula and which follows by induction from the re-
currence relation (2.1) along with the initial conditions (1.3). Using (4.1), the matrix
representation of the bounded operator (ωJ − H)−1, ω ∈ ρ(H,J ) has been found in
terms of p
R(L)
m (z) and q
R(L)
m (z) [4, Theorem 2.3]. The inverse of banded matrices has been
studied, for instance, in [9], but we follow [4] to obtain a finite version, that is the inverse
of the pencil zJ[0,n] −H[0,n].
Lemma 4.1. Let us denote mj := m(ω, j)− m(ω, n + 1). Then the inverse R[0,n](ω) of
(ωJ[0,n] −H[0,n])
−1, ω ∈ ρ(H[0,n],J[0,n]) is given by
R[0,n](ω) =

pL0m0p
R
0 p
L
1m0p
R
0 p
L
2m0p
R
0 · · · p
L
n−1m0p
R
0 p
L
nm0p
R
0
pL0m0p
R
1 p
L
1m1p
R
1 p
L
2m1p
R
1 · · · p
L
n−1m1p
R
1 p
L
nm1p
R
1
pL0m0p
R
2 p
L
1m1p
R
2 p
L
2m2p
R
2 · · · p
L
n−1m2p
R
2 p
L
nm2p
R
2
...
...
...
. . .
...
...
pL0m0p
R
n−1 p
L
1m1p
R
n−1 p
L
2m2p
R
n−1 · · · p
L
n−1mn−1p
R
n−1 p
L
nmn−1p
R
n−1
pL0m0p
R
n p
L
1m1p
R
n p
L
2m2p
R
n · · · p
L
n−1mn−1p
R
n p
L
nmnp
R
n
 .
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Proof. Consider the 1× (n+ 1) vector pL[0,j]) :=
(
pL0 p
L
1 · · · p
L
j 0 · · · 0
)
and simi-
larly the vector qL[0,j]. Using (2.2) for the left eigenvector we obtain
pL[0,j](ωJ(0,n) −H(0,n)) = −(ωdj − b¯j)p
L
j+1~e
T
j + (ωdj − bj)p
L
j ~e
T
j+1,
qL[0,j](ωJ(0,n) −H(0,n)) = ~e
T
0 − (ωdj − b¯j)q
L
j+1~e
T
j + (ωdj − bj)q
L
j ~e
T
j+1,
which in view of (4.1) leads to
[qRj p
L
[0,j] − p
R
j q
L
[0,j]](ωJ[0,n] −H[0,n]) = ~e
T
j − p
R
j ~e
T
0 . (4.2)
The vectors pL[0,n] and q
L
[0,n] with the above computation yield
[qRn+1p
L
[0,n] − p
R
n+1q
L
(0,n)](ωJ[0,n] −H[0,n]) = −p
R
n+1~e
T
0 ,
which in terms of m-functions can also be written as
[qL[0,n] −m(ω, n+ 1)p
L
[0,n]](ωJ[0,n] −H[0,n]) = ~e
T
0 . (4.3)
Eliminating ~eT0 between (4.2) and (4.3), we obtain
pRj [q
L
[0,n] −m(ω, n+ 1)p
L
[0,n] − q
L
[0,j] +m(ω, j)p
L
[0,j]](ωJ[0,n] −H[0,n]) = ~e
T
j ,
which upon further simplification gives the matrix R[0,n](ω). 
In compact form, the (i, j)th entry of R[0,n](ω) is given by p
L
j mmin (i,j)p
R
i . Next, for
ω ∈ ρ(H[0,n],J[0,n]), let us factorize
R[0,n](ω) = (ωJ[0,n] −H[0,n])
−1 = L[0,n](ω)D[0,n](ω)U[0,n](ω). (4.4)
Then, owing to the Hermitian nature of the eigenvalue equation involved, we choose
U[0,n](ω) = L
∗
[0,n](ω), where L[0,n](ω) =

pR0 0 0 · · · 0 0
pR1 p
R
1 0 · · · 0 0
...
...
. . .
. . .
...
...
pRn−1 p
R
n−1 p
R
n−1 · · · p
R
n−1 0
pRn p
R
n p
R
n · · · p
R
n p
R
n
 ,
and D[0,n](ω) is the diagonal matrix diag(d0(ω), d1(ω), · · · , dn(ω)) where
d0(ω) = m0, dj(ω) = (mj −mj−1) = m(ω, j)−m(ω, j − 1) j = 1, 2, · · · , n.
As a matter of verification, with m−1 := 0, we have in the right hand side of (4.4)
ith row× jth column = pRi
min (i,j)∑
k=0
(mk −mk−1)p
L
j = p
L
j mmin (i,j)p
R
i .
With this decomposition we can easily invert R[0,n](ω) again, so that [R[0,n](ω)]
−1 =
(ωJ[0,n]−H[0,n]) will be a matrix in which the entries are given in terms of them-functions.
We illustrate this for the trailing submatrix [Ψ[k+1,n](ω)]
−1.
Lemma 4.2. Suppose m(ω, k+1) 6= m(ω, n+1) and m(ω, i) 6= m(ω, i−1), i = k+2, · · · , n.
The entries of the inverse of the trailing sub-matrix Ψ[k+1,n](ω) are given by
[Ψ[k+1,n](ω)]
−1
i,j =

1
pLi [m(ω,i)−m(ω,i−1)]p
R
i
+ 1
pLj [m(ω,j+1)−m(ω,j)]p
R
j
, i=j;
−1
pLi [m(ω,j)−m(ω,i)]p
R
j
, i < j,
0, |i− j| > 1,
(4.5)
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for i, j = k + 2, k + 3, · · · , n− 1, while
[Ψ[k+1,n](ω)]
−1
i,j =
{
1
pLi [m(ω,i)−m(ω,n+1)]p
R
i
+ 1
pLj [m(ω,j+1)−m(ω,j)]p
R
j
, i=j=k+1;
1
pLi [m(ω,i)−m(ω,i−1)]p
R
i
, i=j=n.
(4.6)
Proof. We start with the decomposition R[k+1,n](ω) = L[k+1,n](ω)D[k+1,n](ω)U[k+1,n](ω)
where
U[k+1,n](ω) = L
∗
[k+1,n](ω) with L[k+1,n](ω) =

pRk+1 0 0 · · · 0 0
pRk+2 p
R
k+2 0 · · · 0 0
...
...
. . .
. . .
...
...
pRn−1 p
R
n−1 p
R
n−1 · · · p
R
n−1 0
pRn p
R
n p
R
n · · · p
R
n p
R
n

and D[k+1,n]=diag{dk+1, dk+2, · · · , dn} given by
dk+1(ω) = mk+1 = m(ω, k + 1)−m(ω, n+ 1),
dj(ω) = (mj −mj−1) = m(ω, j)−m(ω, j − 1), j = k + 2, k + 3, · · · , n.
It can be easily verified that
[L[k+1,n](ω)]
−1 =

1/pRk+1 0 0 · · · 0 0
−1/pRk+1 1/p
R
k+2 0 · · · 0 0
...
...
. . .
. . .
...
...
0 0 0 · · · 1/pRn−1 0
0 0 0 · · · −1/pRn−1 1/p
R
n
 ,
and [U[k+1,n](ω)]
−1 = [L∗[k+1,n](ω)]
−1. Then,
[R[k+1,n](ω)]
−1 = [U[k+1,n](ω)]
−1[D[k+1,n](ω)]
−1[L[k+1,n](ω)]
−1,
gives the required entries (4.5) and (4.6). 
We are now ready to view the entries of H[0,n] in terms of m-functions. Let us denote
m
j
i (ω) =
1
pLi [m(ω, j)−m(ω, i)]p
R
i
and m̂ji (ω) =
1
pLi [m(ω, j)−m(ω, i)]p
R
j
Theorem 4.3. Suppose the m-functions m(ω, j) of the pencil (ωJ[0,j]−H[0,j]) are known
and satisfy the assumptions of Lemma 4.2 for j = k + 1, k + 2, · · · , n, n + 1. If ω ∈
ρ(H0,k,J[0,k]), then the matrix H[0,n] can be reconstructed with the entries given by
bj = ωdj + m̂
j
j+1(ω), j = k + 1, k + 2, · · · , n− 1, (4.7)
and
aj =

ωcj −m
j+1
j (ω) +m
n+1
j (ω) +
|ωdk−bk|
2
m
j
j−1(ω)
j = k + 1;
ωcj +m
j−1
j (ω)−m
j+1
j (ω), j = k + 2, · · · , n− 1,
ωcj +m
j−1
j (ω), j = n.
(4.8)
Proof. We use the following representation of the inverse obtained through the concept
of Schur’s complement [5](
A B
C D
)−1
=
(
I −A−1B
0 I
)(
A−1 0
0 [D − CA−1B]−1
)(
I 0
−CA−1 I
)
, (4.9)
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where I is the identity matrix of appropriate order. Since Ψ[k+1,n](ω) is the trailing
submatrix of the inverse of the pencil, we also have(
wJ[0,k] −H[0,k] Oω
O∗ω wJ[k+1,n] −H[k+1,n]
)−1
=
(
Ψ[0,k](ω) ∗
∗ Ψ[k+1,n](ω)
)
. (4.10)
Since ω ∈ ρ(H[0,k],J[0,k]), we can substitute A = ωJ[0,k] − H[0,k], B = Oω given by (3.2)
and D = ωJ[k+1,n] −H[k+1,n]. Then comparing the respective blocks of (4.9) and (4.10),
we get
(ωJ[k+1,n] −H[k+1,n]) = [Ψ[k+1,n](ω)]
−1 +O∗ω(ωJ[0,k] −H[0,k])
−1Oω. (4.11)
We use Lemma 4.1 to obtain the inverse R[0,k] of ωJ[0,k] −H[0,k] so that
O∗ω[ωJ[0,k] −H[0,k]]
−1Oω = p
L
k [m(ω, k)−m(ω, k + 1)]p
R
k |ωdk − bk|
2~e0~e
T
0 ,
where ~e0 ∈ R
k+1. The entries of [Ψ[k+1,n]]
−1 obtained from (4.5) and (4.6) and used in
(4.11) yields the required expressions (4.8) and (4.7). 
It may be observed that the rational functions q
R(L)
j (ω) are only intermediary since the
final expressions for the entries depend on the m-functions defined by (1.4). As opposed
to (3.13), the a′js in the present case, except for ak+1, are determined independent of
b′js while for ak+1, in addition to bk, we need prior information on m(ω, n + 1). Finally,
the results of the present section can themselves be seen as a sort of inverse problem of
reconstructing the matrix H[0,n] from the knowledge of m-functions, components of an
eigenvector and a point in the resolvent set of the linear pencil.
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