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a b s t r a c t
In this paper we develop a fast collocation method for second boundary integral equa-
tions by the trigonometric polynomials. We propose a convenient way to compress the
dense matrix representation of a compact integral operator with a smooth kernel under
the Fourier basis and the corresponding collocation functionals. The compression leads to
a sparse matrix with only O(n log2 n) number of nonzero entries, where 2n + 1 denotes
the order of the matrix. Thus we develop a fast Fourier-collocationmethod. We prove that
the fast Fourier-collocationmethod gives the optimal convergence order up to a logarithmic
factor. Moreover, we design a fast scheme for solving the corresponding truncated linear
system. We establish that this algorithm preserves the quasi-optimal convergence of the
approximate solution with requiring a number of O(n log3 n)multiplications.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
We let D be a bounded open simply connected region in R2 and ∂D be its boundary. Consider the interior Dirichlet
problem: Find u ∈ C2(D) ∩ C(D¯){
1U(A) = 0, A ∈ D,
U(P) = f (P), P ∈ ∂D (1.1)
with f ∈ C(∂D) a given function. If the solution U of Eq. (1.1) is expressed as a double-layer potential in the form
U(A) := − 1
2pi
∫
∂D
ρ(Q )
∂
∂nQ
log |A− Q |dsQ , A ∈ D,
then using the second condition in (1.1) yields
ρ(P)+ 1
pi
∫
∂D
ρ(Q )
∂
∂nQ
log |P − Q |dsQ = −2f (P), P ∈ ∂D. (1.2)
We suppose that the boundary ∂D has a parametrization γ defined by γ (x) = (γ1(x), γ2(x)), x ∈ I := [0, 2pi ]. We let Ck(I)
be the set of all functions v on I such that v(k) ∈ X for k ∈ N0 := N∪{0}. Clearly, C0(I) := C(I). Nowwe let u(x) := ρ(γ (x)),
g(x) := −2f (γ (x)), for x ∈ I and the function b(x, y) be given by
b(x, y) :=

1
pi
γ ′1(y)[γ2(x)− γ2(y)] − γ ′2(y)[γ1(x)− γ1(y)]
[γ1(x)− γ1(y)]2 + [γ2(x)− γ2(y)]2 , x 6= y,
1
2pi
γ ′1(x)γ
′′
2 (x)− γ ′′1 (x)γ ′2(x)
[γ ′1(x)]2 + [γ ′2(x)]2
, otherwise.
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Following [1,2] we obtain that if the γ (x) ∈ Cm+2(I),m ∈ N := {1, 2, 3, . . .}, then b(x, y) is m times continuously
differentiable and 2pi-periodic with two variables x, y over I2. Thus, Eq. (1.2) is expressed as
u(x)+
∫
I
b(x, y)u(y)dy = g(x), x ∈ I. (1.3)
Clearly, if the function g(x) ∈ C (m)(I), then the solution u(x) ∈ C (m)(I).
Following [1], the above integral equation is the second kind boundary integral equation with a smooth kernel. There are
many references on the approximation scheme for solving boundary integral equations using trigonometric polynomials.
In [1], a Fourier–Galerkin method (The Galerkin method using Fourier basis) for solving the boundary integral equations
is presented. A fully discrete Fourier–Galerkin method for solving boundary integral equation is proposed in [3–10,14].
In comparison with the Galerkin method, the collocation method receives much attention among the numerical methods
due to relatively little computational complexity. In [1,11], they developed a fully discrete Fourier-collocation method (the
collocation method using Fourier basis) for solving boundary integral equations.
However, using the Fourier-collocation method or the Fourier–Galerkin method yields a linear system with a dense
coefficient matrix. When the order of the linear system is large, the computational cost for setting up the dense matrix and
then solving the corresponding linear system is huge. Therefore, fast algorithms become crucial. In [12] they propose a fast
Fourier–Galerkinmethod in L2 space for solving a class of singular boundary integral equations. The orthogonality of Fourier
basis leads to thematrix truncation technique. For Fourier-collocationmethods, the considered space is the continuous space
C and this provides a challenging technique obstacle for compressing the coefficient matrix of the corresponding discrete
linear system.
The main purpose of this paper is to develop a fast collocation method for solving second kind boundary integral
equations by the trigonometric polynomials. We organize this paper in five parts. In Section 2 we review the Fourier-
collocationmethod for second kind boundary integral equations. A truncation strategy for the coefficient matrix is proposed
in Section 3. This truncation strategy leads to a fast Fourier-collocation method for solving second boundary integral
equations. We prove that the truncation matrix has only O(n log2 n) number of nonzero entries, where 2n + 1 denotes
the order of the linear system. In Section 4 we analyze the stability of the fast Fourier-collocationmethod, which ensures the
unique solution of this method. Moreover, we establish that the optimal convergence order of this truncated method is the
same as that of the Fourier-collocationmethod. Section 5 is devoted to the fast algorithm for the linear system resulting from
the truncated Fourier-collocationmethod. We prove that the total number of multiplications required for solving this linear
system is O(n log3 n) and that this algorithm will not ruin the approximation order. We use a numerical example to show
the efficiency of our method.
2. The Fourier-collocation method for second kind boundary integral equations
We describe in this section the Fourier-collocationmethod for solving second kind boundary integral equations. For this
purpose, we express the above Eq. (1.3) in operator form. For this purpose, we let X := C(I) be the set of all 2pi-periodic and
continuous functions. In this paper, we assume thatB : X → X is a compact integral operator defined by
(Bw)(x) =
∫
I
b(x, y)w(y)dy, x ∈ I,
with a smooth kernel b, then Eq. (1.3) is written as:
(I+B)u = g (2.1)
where I : X → X is the identity operator, g ∈ X is a given function and u ∈ X is to be determined.
Now we consider the Fourier-collocation method for solving second kind boundary integral equations (2.1). For this
purpose we introduce several index sets: Z+n := {1, 2, . . . , n} and Zn := Z+n ∪ {0}. For each n ∈ N, we define a finite
dimensional subspace Xn of X by Xn := span{ek(x) : |k| ∈ Zn}, where ek(x) is the Fourier basis defined by ek(x) := 1√2pi eikx
with i being the imaginary unit such that i2 := −1. We let X∗ be the dual space of X . For l ∈ X∗ and v ∈ X , we use 〈l, v〉 to
denote the value of the linear functional l evaluated at the function v and use ‖l‖ and ‖v‖∞ for their respective norms. For
any s ∈ I , we use δs to denote the linear functional in X∗ defined by 〈δs, v〉 := v(s). For n ∈ N and k ∈ Z2n, we let sk = 2pi ik2n+1
and define 2n+ 1 number of linear functionals in X∗ given by:
Lj := 2pi2n+ 1
∑
k∈Z2n
e−j(sk)δsk , |j| ∈ Zn. (2.2)
Moreover, the collocation functionals and the Fourier basis satisfy the bi-orthogonality: for |k|, |j| ∈ Zn,
〈Lj, el〉 = δj,l. (2.3)
The Fourier-collocationmethod for solving Eq. (2.1) is to seek un ∈ Xn in the form
un(x) :=
∑
|l|∈Zn
alel(x), x ∈ I,
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that satisfies the equation
〈Lj, (I+B)un〉 = 〈Lj, g〉, |j| ∈ Zn. (2.4)
We let Pn be the interpolation projection operator from X to Xn such that for v ∈ C(I),
〈Lj,Pnv〉 = 〈Lj, v〉, |j| ∈ Zn.
Eq. (2.4) is rewritten as:
(PnI+ PnB)un = Png. (2.5)
ChoosingBn := PnB|Xn and gn := Png Eq. (2.5) is reformed as:
(I+Bn)un = gn. (2.6)
The following stability and convergence results regarding the Fourier-collocationmethod can be found in [2].
Theorem 2.1. Suppose that γ (x) ∈ Cm(I),m ∈ N and Eq. (2.1) has the unique solution u. Then there exist a positive integer n0
and a positive constant ρ such that for n ≥ n0 Eq. (2.6) has a unique solution un ∈ Xn. Moreover, the operator (I + Bn)−1 is
uniformly bounded, that is, for any v ∈ Xn,
‖(I+Bn)v‖∞ ≥ ρ‖v‖∞, (2.7)
and there exists a positive constant c such that for all n ∈ N,
‖u− un‖∞ ≤ c‖u− Pnu‖∞.
Following [1] we have that for v ∈ Ck(I), k ≥ 1, there exists a positive constant c such that
‖v − Pnv‖∞ ≤ c‖v(k)‖∞n−k log n. (2.8)
Thus if u ∈ Cm(I),m ≥ 1, then there exists a positive constant c such that
‖u− un‖∞ ≤ c‖u(m)‖∞n−m log n. (2.9)
To conclude this section, we write a matrix form of the approximate equation (2.6). For |j|, |l| ∈ Zn, we define
bj,l :=
〈
Lj,
∫
I
b(x, y)el(y)dy
〉
, (2.10)
and introduce 2× 2 matrices
Bj,l :=
[
b−j,l b−j,−l
bj,l bj,−l
]
.
Throughout this paper, we write v := [vk, v−k : k ∈ Zn] to denote the vector v := [v0, v1, v−1, . . . , vn, v−n]. We also write
v− := [v−k, vk : k ∈ Zn] = [v0, v−1, v1, . . . , v−n, vn]. Then with this notations we define the following matrices
B1 := [Bj,l : j, l ∈ Z+n ], B′ := b0,0, B′′ := [b0,l, b0,−l : l ∈ Z+n ], B′′′ := [b−l,0, bl,0 : l ∈ Z+n ]T .
We let
Bn :=
[
B′ B′′
B′′′ B1
]
.
For |j| ∈ Zn, we let
g˜j := 〈Lj, g〉, g− := [˜g−j, g˜j : j ∈ Zn]T .
Associated with un we introduce the vector u := [al, a−l : l ∈ Zn]T . Using these matrix and vector notations, we have the
following matrix form of Eq. (2.6)
(In + Bn)u = g−, (2.11)
where In is an identity matrix of order 2n+ 1. In general, the Fourier-collocationmatrix In + Bn is a dense matrix. When n is
large, it requires a huge computational effort to set up the matrix and to solve the corresponding linear system, therefore,
fast algorithms become crucial.
3. The matrix truncation strategy
In this section, we introduce a truncation strategy for the Fourier-collocation matrix of operator I +Bn : Xn → Xn. The
matrix In is a sparse matrix, which does not require to be compressed and the matrix Bn which is usually dense requires a
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truncation. Like in [12], we use the Γ -type strategy to compress the matrix Bn. Specifically, for j, l ≥ 1, we define a block
truncation matrix from Bn by setting
B˜j,l :=
{
Bj,l, jl ≤ n log n,
02×2, otherwise,
and B˜1 := [˜Bj,l : j, l ∈ Z+n ] (3.1)
and letting
B˜n :=
[
B′ B′′
B′′′ B˜1
]
.
Replacing the dense matrix Bn in Eq. (2.11) by the sparse matrix B˜n, we obtain the truncated linear system
(In + B˜n)˜u = g−, (3.2)
where u˜ := [˜al, a˜−l : l ∈ Zn]T . We call this numerical method the truncated Fourier-collocation method. We next show
that the coefficient matrix of the truncated linear system is sparse. For this purpose, we useN (G) to denote the number of
nonzero entries in matrix G.
Theorem 3.1. There exists a positive constant c such that for all n ∈ N
N (˜Bn) ≤ cn log2 n.
Proof. This conclusion is the same as Theorem 3.1 in [12]. 
The next table also shows the difference in the number of the nonzero entry between the dense matrix Bn and the sparse
matrix B˜n. For this purpose, we use ‘‘C.R’’ to denote the compression rate by C.R := N (˜Bn)N (Bn) .
n C.R n C.R n C.R n C.R
128 2.99e−1 512 1.21e−1 2048 4.43e−2 16384 8.82e−3
256 1.93e−1 1024 7.38e−2 8192 2.62e−2 32768 5.04e−3
To conclude this section, we present four technical results for the stability analysis in the next section.
Lemma 3.2. If the function v ∈ Ck(I), then we conclude that for |l| ∈ N,∣∣∣∣∫
I
v(x)el(x)dx
∣∣∣∣ ≤ √2pi‖v(k)‖∞|l|−k.
Proof. Using k times of part integration produces that∫
I
v(x)el(x)dx =
(
− i
l
)k ∫
I
v(k)(x)el(x)dx,
which yields the desired conclusion. 
We next analyze the decay of the coefficient 〈Lj, v〉 for any v ∈ Ck(I).
Lemma 3.3. Suppose that v ∈ Ck(I) and |j| ∈ Z+n , then there exists a positive constant c such that
|〈Lj, v〉| ≤ c‖v(k)‖∞|j|−k. (3.3)
Proof. Since |j| ∈ Z+n , we can express 〈Lj, v〉 in another form:
〈Lj, v〉 :=
∫
I
v(x)ej(x)dx+ 〈Lj, v〉 −
∫
I
v(x)ej(x)dx.
By the triangle inequality we conclude that∣∣〈Lj, v〉∣∣ ≤ ∣∣∣∣∫
I
v(x)ej(x)dx
∣∣∣∣+ ∣∣∣∣〈Lj, v〉 − ∫
I
v(x)ej(x)dx
∣∣∣∣ . (3.4)
Employing Lemma 3.2 to the first term for the right-hand side of Eq. (3.4) produces that∣∣∣∣∫
I
v(x)ej(x)dx
∣∣∣∣ ≤ √2pi‖v(k)‖∞|j|−k. (3.5)
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On the other hand, in [7,8] there exists a positive constant β independent of n such that∣∣∣∣〈Lj, v〉 − ∫
I
v(x)ej(x)dx
∣∣∣∣ ≤ β‖v(k)‖∞n−k. (3.6)
By the fact that |j| ≤ n substituting (3.5) and (3.6) into the right-hand side of (3.4) completes the proof. 
We denote by Ck,k(I2) the set of all functions φ(x, y) such that (Dk1x D
k2
y φ)(x, y) is 2pi-periodic and continuous on I2 for
all k1, k2 satisfying 0 ≤ k1, k2 ≤ k and denote by
‖φ‖∞ := max
x,y∈I
|φ(x, y)|.
Lemma 3.4. We suppose that the kernel function b ∈ Cm,m(I2), m ∈ N. Then for |j|, |l| ∈ Z+n , there exists a positive constant c
such that
|bj,l| ≤ c‖b(m,m)‖∞|jl|−m. (3.7)
Proof. Since b(·, y) ∈ Cm(I) for y ∈ I , using the expression (2.10) and choosing v := b(·, y) in Eq. (3.3) produce that
|bj,l| ≤ c
∥∥∥∥∫
I
b(m,0)(x, y)el(y)dy
∥∥∥∥∞ |j|−m. (3.8)
Letting v := b(m,0)(x, ·) for x ∈ I in Lemma 3.2 we conclude that∣∣∣∣∫
I
b(m,0)(x, y)el(y)dy
∣∣∣∣ ≤ √2pi‖b(m,m)‖∞|l|−m.
Substituting the above equation into the right-hand side of (3.8) yields the estimate (3.7). 
We denote by B˜n the linear operator with its matrix representation B˜n under the basis {ek : |k| ∈ Zn} and the collocation
functionals {Lk : |k| ∈ Zn}. In the next lemma we estimate the difference of the operators Bn and B˜n applying to Pnw. For
this we denote by dxe the smallest integer not less than x and set
Ij :=
{⌈
n
j
⌉
,
⌈
n
j
⌉
+ 1, . . . , n
}
,
for j ∈ Z+n .
Lemma 3.5. Suppose the condition b ∈ Cm,m(I2), m ≥ 1 holds, then there exists a positive constant c such that for anyw ∈ Cν(I)
and ν := 0 or ν := m,
‖(Bn − B˜n)Pnw‖∞ ≤ c‖b(m,m)‖∞‖w(ν)‖∞min
{
log−m n, n−m
}
. (3.9)
Proof. Forw ∈ X we express its projection onto Xn as
(Pnw)(x) :=
∑
|j|∈Zn
wjej(x), x ∈ I, (3.10)
with wj := 〈Lj, w〉 for |j| ∈ Zn. The coefficient vectors in (3.10) are denoted by w := [w−j, wj, j ∈ Zn]. By the definition of
operatorBn and operator B˜n,
‖(Bn − B˜n)Pnw‖∞ ≤ 1√
2pi
‖(Bn − B˜n)w‖∞. (3.11)
We use h := [hj, h−j : j ∈ Zn] to denote the vector (Bn − B˜n)w. Clearly, for j = 0,−1, 1 we have
hj = 0,
and for |j| = 2, 3, . . . , n,
hj :=
∑
l∈Ij
(
bj,lwl + bj,−lw−l
)
.
Lemmas 3.2 and 3.3 ensure that there exists a positive constant c such that for |l| = 2, 3, . . . , n,∣∣bj,lwl + bj,−lw−l∣∣ ≤ c|j|−m|l|−(m+ν)‖b(m,m)‖∞‖w(ν)‖∞.
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Summing the both sides of the above equation over k ∈ Ij produces:
‖w‖∞ ≤ c‖b(m,m)‖∞‖w(ν)‖∞min
{
log−m n, n−ν
}
,
which and Eq. (3.11) yield the desired conclusion (3.9). 
Lemma 3.5 is an important result for the development of the stability analysis and the convergence analysis of the
truncated Fourier-collocationmethod.
4. Analysis of the truncation algorithm
In this sectionwe analyze the stability of the truncated algorithm and the convergence order of the approximate solution.
First we concern the stability of the operator I+ B˜n.
Theorem 4.1. If b ∈ Cm,m(I2), m ≥ 1, then there exists a positive integer n0 such that for all n ≥ n0 and for allw ∈ Xn,
‖(I+ B˜n)w‖∞ ≥ ρ2 ‖w‖∞, (4.1)
where ρ > 0 is the constant that appears in Theorem 2.1.
Proof. By Lemma 3.5 with the fact that log−m n → 0 as n → ∞, we conclude that there exists a positive integer n0 such
that for all n ≥ n0 and for allw ∈ Xn,
‖(Bn − B˜n)w‖∞ ≤ ρ2 ‖w‖∞. (4.2)
It follows from (2.7) and (4.2) that
‖(I+ B˜n)w‖∞ ≥ ‖(I+Bn)w‖∞ − ‖(Bn − B˜n)w‖∞ ≥ ρ2 ‖w‖∞,
proving the stability estimate (4.1). 
Theorem 4.1 ensures that for n ≥ n0 the equation
(I+ B˜n)˜un = gn, (4.3)
has a unique solution
u˜n(x) :=
∑
|l|∈Zn
a˜lel(x), x ∈ I. (4.4)
In other words, the truncated linear system (3.2) which is equivalent to (4.3) has a unique solution u˜ for n ≥ n0.
Now we turn to considering convergence order of the solution u˜n of Eq. (4.3). We will show that the truncation strategy
will not ruin the convergence order of the conventional Fourier-collocationmethod.
Theorem 4.2. Suppose that b ∈ Cm,m(I2), m ≥ 1. If the function g ∈ Cm(I), then there exist a positive constant c and a positive
integer n0 such that for all n ≥ n0,
‖u− u˜n‖∞ ≤ c‖u(m)‖∞n−m log n.
Proof. By our general hypothesis, then u ∈ Cm(I). Applying the triangle inequality, we obtain that
‖u− u˜n‖∞ ≤ ‖u− Pnu‖∞ + ‖Pnu− u˜n‖∞. (4.5)
We first study the second term on the right-hand side of (4.5). By Theorem4.1, there exist a positive constant c and a positive
integer n0 such that for all n ≥ n0,
‖Pnu− u˜n‖∞ ≤ c‖(I+ B˜n)(Pnu− u˜n)‖∞. (4.6)
On the other hand, we observe that
Pn(I+B)u = gn. (4.7)
Substituting (4.3) into the right-hand side of (4.7) yields
Pn(I+B)u = (I+ B˜n)˜un. (4.8)
A direct computation using (4.8) confirms that there holds the equality
(I+ B˜n)(Pnu− u˜n) = Pn(I+B)(Pnu− u)+ (B˜n −Bn)Pnu. (4.9)
Consequently, we have that
‖(I+ B˜n)(Pnu− u˜n)‖∞ ≤ c‖Pnu− u‖∞ + c‖(B˜n −Bn)Pnu‖∞. (4.10)
H. Cai / Journal of Computational and Applied Mathematics 234 (2010) 165–173 171
Substituting (4.10) into the right-hand side of (4.6) and then substituting the resulting inequality into (4.5), we obtain the
inequality
‖u− u˜n‖∞ ≤ c‖Pnu− u‖∞ + c‖(B˜n −Bn)Pnu‖∞. (4.11)
Since u ∈ Cm(I), replacing v := u and k := m in Eq. (2.8) can produce
‖u− Pnu‖∞ ≤ c‖u(m)‖∞n−m log n.
Using Lemma 3.5, the second term of (4.11) is also bounded by the same quantity. This proves the desired estimate of this
theorem. 
Theorem 4.2 confirms that the truncated Fourier-collocationmethod gives the optimal order of convergence.
5. A fast solver for the truncated linear system
In this section we develop a fast solver for the truncated linear system taking the advantage of the structure of the
truncated matrix B˜n. This algorithm is proposed in [13].
To present the fast algorithm,we assume that n := 2p+q, where both p and q are positive integers with p fixed. The integer
p here will be used to denote the initial level of approximation. We write B˜n in a block form
B˜n :=

B0,0 B0,1 · · · B0,q
B1,0 B1,1 · · · B1,q
...
...
...
Bq,0 Bq,1 · · · Bq,q
 , (5.1)
where B0,0 has order (2p+1 + 1) × (2p+1 + 1), B0,k has order (2p+1 + 1) × 2p+k, Bk,0 has order 2p+k × (2p+1 + 1) for
k = 1, 2, . . . , q, and Bj,l has order 2p+j × 2p+l for j, l = 1, 2, . . . , q. For each k = 0, 1, 2, . . . , q, we define a submatrix Gm,k
of Bn by replacing the subscript q in the right-hand side matrix of (5.1) with k. We split Gp,k into two matrices
Cp,k :=

B0,0 B0,1 · · · B0,k
0 0 · · · 0
...
...
...
0 0 · · · 0
 and Dm,k :=

0 0 · · · 0
B1,0 B1,1 · · · B1,k
...
...
...
Bk,0 Bk,1 · · · Bk,k
 .
Thus we give the multilevel augmentation algorithm as follows:
Algorithm 5.1. Let p > 0 be a fixed positive integer.
Step 1: Find u∗2p from an equation of the initial step
(I2p + Cp,0)u∗2p = g−2p . (5.2)
Step 2: For k = 1, 2, . . . , q, suppose that u∗
2p+k−1 has been obtained and we do the following:
• Augment the matrices Cp,k−1 and Dp,k−1 to form Cp,k and Dp,k, respectively.
• Augment the vector u∗
2p+k−1 by setting v2p+k =
[
u∗
2p+k−1
0
]
.
• Solve u∗
2p+k from the equation
(I2p+k + Cp,k)u∗2p+k = g−2p+k − Dp,kv2p+k . (5.3)
We suppose that the output of Algorithm 5.1 is the vector u∗n := [a∗k , a∗−k : k ∈ Zn]T and then define
u∗n(x) :=
∑
|l|∈Zn
a∗l el(x), x ∈ I.
The next theoremconcerns the computational complexity for obtaining the approximate solution u∗n and the convergence
order of the new approximate solution.
Theorem 5.2. Suppose that b ∈ Cm,m(I2), m ≥ 1, then there exist a positive integer p0 and a positive constant c such that for
all p ≥ p0 and all q ∈ N,
‖u− u∗n‖∞ ≤ c‖u(m)‖∞n−m log n,
where n := 2p+q. The total number of multiplications required for obtaining u∗2p+q is O(n log3 n).
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Table 1
Errors in Un with a = 1, b = 2.
N(n) δ1 δ2 δ3 δ4 C.T.
65 2.10e−9 1.18e−9 2.63e−9 1.26e−8 <0.01
129 3.19e−14 3.06e−14 3.55e−13 1.03e−12 0.016
257 2.22e−15 6.66e−15 8.22e−15 1.11e−15 0.047
513 2.22e−15 6.88e−15 8.22e−15 1.99e−15 0.094
1025 2.22e−15 6.66e−15 7.77e−15 1.99e−15 0.281
Table 2
Errors in Un with a = 1.5, b = 3.5.
N(n) δ1 δ2 δ3 δ4 C.T.
65 9.34e−7 8.79e−7 7.23e−7 3.33e−7 0.031
129 1.05e−10 1.58e−10 5.79e−11 3.15e−10 0.031
257 3.12e−15 9.93e−15 1.75e−14 3.56e−15 0.047
513 3.78e−15 1.24e−15 2.29e−14 2.67e−15 0.094
1025 1.99e−15 1.99e−15 1.99e−15 1.99e−15 0.266
Proof. The proof of this theorem is the same as Theorems 5.2 and 5.3 in [12]. 
Theorem 5.2 establishes that this algorithm does not ruin the optimal order of the convergence with the linear compu-
tational cost up to a logarithmic factor.
Finally, we present two numerical examples to illustrate the efficiency and accuracy of the proposed methods. All com-
puter programs are run on a personal computer with a 1.70 GHz Celeron CPU and 1 G memory. The symbol ‘‘C.T.’’ denotes
the computing time measured in seconds, used in solving the truncated linear system by Algorithm 5.1.
Example. Consider solving the interior Dirichlet problem (1.1) with the domain D bounded by the curve
γ (x) := (a cos x, b sin x), x ∈ I.
We choose the boundary function f so that the exact solution is given by U(x, y) := ex sin y, (x, y) ∈ D. The associated
boundary integral equation is given by (2.1) with the kernel function
b(x, y) := ab
pi
1
a2 + b2 − (a2 − b2) cos(x+ y) , x, y ∈ I,
and the right-hand side function
g(x) := −2ecosx sin(2 sin x), x ∈ I.
An approximate solution u˜n of the boundary integral equation is obtained by Algorithm 5.1 with the initial level p = 5. The
corresponding approximate solution Un of the Dirichlet problem is given by
Un(x, y) := 12pi
∫
I
u˜n(z)
b cos z(x− a cos z)+ a sin z(y− b sin z)
(x− a cos z)2 + (y− b sin z)2 dz, (x, y) ∈ D.
Choosing a = 1 and b = 2 in Table 1 and a = 1.5 and b = 3.5 in Table 2, we present the errors of the approximate
solution Un at the points Pk := γk(cos pi4 , sin pi4 ), k = 1, 2, 3, 4, with γ1 = 0.2, γ2 = 0.4, γ3 = 0.6, γ4 = 0.8, where
δk := |U(Pk)− Un(Pk)|, k = 1, 2, 3, 4.
To conclude this paper, we have shown that the Fourier-collocationmethod requires more than O(n2) number of computa-
tional costs while the truncated method needs O(n log3 n) number. So the truncated collocation method is more efficient
than the conventional method.
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