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ABSTRACT 
 
Recent technological advancements and the global economic challenges have meant that, 
individuals and businesses are constantly seeking new ways to exploit Information Systems 
(IS) and in manners that not only enhance user experiences and/or improve business 
processes and productivity, EXWDOVRSURWHFW WKH LQGLYLGXDO¶VSULYDF\DQGEXVLQHVVDVVHWV IRU
competitive advantage. Therefore, Information Systems need to be designed and developed to 
meet these challenges and/or other objectives. This thesis will delve primarily into the history 
of IS as a basis for establishing where the problem(s) lie or emanate from. It will focus on 
critically analysing existing Information Systems, and investigating the conflicting issues of 
usability and security, from an Information Systems Design and Development perspective by 
analysing various approaches. An in-depth review of literature and critical analysis of 
requirements necessary for the design and development of a usable and secure Information 
System will be carried out and will form the intellectual framework for this research. The 
premise therefore, is to look for a balanced approach or appropriate trade-off framework for  
designing usable-secure systems. The research will conclude with a discussion on how an 
envisaged conceptual framework or model can be developed based on certain influential 
factors, and how the framework can be experimentally evaluated, and to suggest areas for 
further improvement or future research.  
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System 
Development 
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(ISDM) 
Information system development methodology (ISDM) defines a 
process to be used in the development and deployment of 
information and other systems. ISDM defines a controlled project 
management process which moves from early identification of a 
business problem or opportunity through to its delivery into 
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Method Process or Scheme, procedure or technique or way of doing 
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Analysing Usability and Security issues in Design and Development of Information Systems 
 
XXII 
 
Model A preliminary work or construction that serves as a plan from 
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system, theory, or phenomenon that accounts for its known or 
inferred properties and may be used for further study of its 
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Operability Being such that use or operation is possible; Possible to put into 
practice; practicable; Operation control/ effort for operation 
Pragmatic 
approach 
Practical, realistic approach to performing a task 
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Prototyping Prototyping is the process of building a model of a system. 
Psychological 
aspects 
The psychological dimension of the making and messages of a 
system can provide opportunities for release of emotions, 
perception, expression, cognition, motivation and definition of 
self. 
Reductions 
approach 
Downsizing, minimalist approach 
Reliability The ability of a system or component to perform its required 
functions under stated conditions for a specified period of time 
Requirement The characteristics or features of a desired system, what the 
intended system must do and related to identified business needs  
Research Scholarly or scientific investigation or enquiry. A detailed study of 
a subject in order to discover (new) information or reach a (new) 
understanding. 
Rich Picture Part of the Soft systems methodology, Rich Pictures provide a 
mechanism for learning about complex or ill-defined problems by 
drawing detailed ("rich") representations of them. 
Risk The possibility of suffering harm, loss or danger; an element of 
uncertainty.  
Root definition A Root Definition is a structured description of a system. It is a 
clear statement of activities which take place (or might take place) 
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in the organisation being studied.  
Safeguard Protection against the unknown, a device designed to defend or 
prevent accidents; measures to ensure safety 
Satisfaction Contentment with the system, fit for purpose and happy with use 
of  the system 
Security Freedom from risk, danger or safety; Safety measures, protection 
or defence approach, or precautions or control mechanisms against 
any danger to the system 
Security Blueprint Operations security planning guidance or documentation of 
security objectives; overall security plan to ensure the proper 
operations of the system 
Security Model A scheme for specifying and enforcing security policies; founded 
on a formal model of access rights. 
Security Posture Aspects of business approach to security; level of assurance that 
adequate technical security controls have been implemented to 
meet the information protection needs. 
Security Profile Authentication protocol that is used as part of a certification 
process. Giving access to an account or area depending on the 
users profile  
Soft Aspects Aspects which involve psychological, social, and cultural 
elements; Flexible, elastic/ fluid aspects 
Stakeholder A person, group, organization, member or system, with an interest 
in a project, and who affects or can be affected by an 
organization's actions 
System Analyst Person responsible for the analysis, design, development and 
modification of an information 
Test A means of trial, the means by which the quality, genuineness, 
presence of anything is determined. Security Testing ± testing of 
system features for functionality 
Threat Agents Method used in breaching the security of a system, facility, 
operation by exploiting a vulnerability 
Threats An expression of an intention to do harm, inflict pain, injury, 
punishment or impending danger to a system 
Time-Box Time management technique, a time box allots a fixed period of 
time for an activity; Constraints of time/ Set time periods/dates 
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Understandability Recognising logical concept; the quality of comprehensible 
language or thought; ability to grasp meaning and understand or 
follow a process or instructions 
Usability The extent to which a product can be used by specified users to 
achieve specified goals with effectiveness, efficiency and 
satisfaction in a specified context of use; Usability means making 
products and systems easier to use, and matching them more 
closely to user needs and requirements. 
User Anybody who uses a system 
Validation Testing for compliance; confirming by examination and provision 
of objective evidence that the specifications conforms to standards 
or user needs etc; to establish soundness and/or make the system 
legally valid. 
V-model A software development process with a V-shaped graphical 
representation of the systems development lifecycle, describing the 
activities to be performed and the results that has to be produced 
during the product development.  
Vulnerability A flaw or weakness in the system security procedures, design, 
implementation or internal controls that could be exploited and 
lead to a security breach or violatLRQ RI WKH V\VWHP¶V VHFXULW\
policy 
Vulnerability Weakness/ susceptibility in a system 
Waterfall Model A sequential design process often used in software development 
processes, in which progress is seen as flowing steadily 
downwards through the phases. 
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Chapter 1 Introduction to the Thesis  
 
1.0 Introduction 
This chapter provide the background and basis for the research. It sets out the research 
questions, aims and objectives, including the methodology and rationale, and indicates how 
the report will be structured.   
1.1 Background DQG5DLVRQG¶rWUH 
Increasingly nowadays, users and businesses, including Government authorities have tended 
to demand more from designers, developers and vendors of information systems; with 
regards to access, ease of use and better protection of their vital information and the systems 
infrastructures. Therefore, the need to conform to these increasingly stringent usability and 
security demands in Information Systems (IS), together with quality standards in 
communication means that, the more traditional strategies for developing and dealing with 
these systems (i.e. storing, accessing, manipulation and transmission of information 
processes) are no longer acceptable; due partly to advancement, proliferation and ubiquitous 
nature of the technologies. Also, (surprisingly) it is down due to the user techno-savvy 
attitudes, the systems¶ needs, and the very dynamic environments in which they operate. All 
these issues have compounded the problems of the technologies. Users are frequently put-off 
operating technologies that either have difficult (not-user-friendly) interfaces or have many 
layers of security protocols. Therefore, what is probably needed is an adaptive technology, 
that is based on users experience and providing adaptive and/or contextual solutions to users 
problems. For example, the security and usability of information systems have always posed 
conflicting challenges that need addressing right from the systems design and development; 
even more especially in this age of digitalisation, convenience, information superhighway 
and ubiquitous computing. The complex and demanding nature of information systems, 
coupled with the insatiable nature of users and computer power, all these have made the tasks 
more daunting than ever before. It is well known fact that, as in all systems, with increase 
usability, security is reduced or compromised and vice versa. Hence, the question arises; how 
do we solve the issues of trade-off or balancing security and usability in IS? And how do we 
make this conflicting but necessary marriage of technologies, that of convenience rather than 
inconvenience?  
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Historically, IS and business operate within a broader economic and social context. Many 
analysts have suggested that information systems (IS) are social systems or at least systems 
with social implications, with an extensive use of technology (Benson and Standing, 2002). 
However, most IS have been designed and developed as separate entities with very little user 
consideration and/or involvement in the approaches; and more especially in relation to the 
combine issues of usability and security requirements. Most often, in systems design and 
development, these issues are tackled in isolation and/or in varied proportions/ratios; either 
because of the organisation / business requirements or environmental demands that serves a 
particular purpose or has a different objectives. It is very rare to see a good balance of 
usability and security in IS designs, because the issues (usability and security) have very 
diverse and conflicting interests at any point in time; therefore always a trade-off between 
them. The trade-off has arisen because of the fact that, whenever very stringent security 
protocol are in place within any systems, users for one reason or the other find it very 
difficult to use the system and in some circumstances may circumvent the security or 
abandon it altogether. Likewise, if the system is made very user friendly, and easy, there is a 
high chance that the security protocols are weak or non-existence and therefore very 
vulnerable to attack by unauthorised persons. So therefore, we must look for better ways of 
aligning security and usability seamlessly. That is, adequately protecting the system but still 
making it usable or user friendly - that is usable-security (Dewitt and Kuljis, 2006, Sasse, 
2011).  
According to Sasse, (2011, pp 6), to achieve this goal, systems developers and security 
community must look at systems security from a human-centred perspective; designed to fit 
human capabilities and limitations, without generating unreasonable demands and workloads. 
Such concerns have meant that, increased efforts have been aimed at providing better quality 
interactive interfaces, reducing the length of process time on the one hand, and on to more 
efficient means of providing security, quality and speed on the other hand. For example, 
technologies today have provided digital multimedia information - power cycles ± sound, 
text, animation, imagery, sequence, pattern and paradigm that have facilitated and improve 
usability and security (interactivity, processing speed, clarity, compression, encryption 
techniques and quality in transmission, communications and availability etc.), with an 
efficiency that far outweigh the conventional analogue cycles. Such improvements have 
brought about the emergence and proliferation of digitalised electronic information systems, 
most of them internet enabled (for example an e-Commerce system), which has been 
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estimated to grow annually by 10% to the tune of approx. $250 billion by 2014 in US alone; 
up from $155 billion in 2009 (Forrester Research, 2010).  The estimate for online and web-
influenced transactions in the US will top almost $1,409 billion by 2014. Forrester Research 
Inc. forecast the Worldwide e-Commerce growth, for both B-2-B and B-2-C transactions 
online to be approximately $24 trillion by 2014 (Forrester Research, 2010). Therefore, with 
such enormous growth and financial benefits; and the potential associated risk to both 
individuals and businesses, it is very important that such vital systems should be made very 
user friendly to encourage more users, and also securely protected to maintain integrity, 
privacy and availability of the information for business continuity.  
Meanwhile, advances in the design, development, proliferation and use of internet-enabled 
mobile and wireless communication technologies (web browser, GSM, GPRS, EDGE, 
CDMA, TDMA, UMTS, Bluetooth, infrared, multimedia and compression techniques etc. on 
SmartPhones, iPads, kindles notepads, iPhones and Android systems etc.) have taken the 
issues of usability and security to another level in IS, which requires prompt action. However, 
creating functional and operational environments for such mobile systems is by no means a 
straightforward task. Although some of the mobile devices features have improved recently, 
there still are very interesting inherent design usability and security problems. For instance 
and according to Arreymbi and Dastbaz (2002), the memory size, battery life, software 
compatibility, processing power, protocols, and always-on connectivity etc. of these systems, 
means that normal design approaches need to be re-examined in order to come up with 
appropriate design model(s), that provide for adequate security and usability of the 
information systems. But first we must try to understand what information systems are and 
the problems associated with them?  
 
1.2 Rationale 
Information System design and development have always posed interesting challenges, 
especially when it comes to issues of usability and security. Potentially, it is due to the rapid 
advances in technologies, the requirements for manipulating the systems and the increasingly 
techno-savvy and demanding nature of users. In fact, there is always conflicting interest 
between usability and security in any system. For example, if a system is designed to be 
usable and fit for purpose for the user; security then becomes an issue and vice versa; one is 
very often always compromised for the other. In the last five years, there have been several 
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security and usability flaws in the development and use of information systems, and which 
have led to many breaches and/or misuse of systems. For example, in 2010, the HSBC 
banking system was compromised, due to poor security implementation and data was lost. 
³+6%&admits huge Swiss bank data theft: about 24,000 clients of HSBC's private banking 
operation in Switzerland had personal details stolen by a former employee, the company has 
DGPLWWHG´ (BBC News, 11 March, 2010). Also, the Heathrow passenger biometric and x-ray 
systems recently raised many users concerns about usability and privacy/security of the 
systems. Again, there were many usability and security concerns during the disastrous and 
dreadful launch of the Heathrow Terminal 5 passenger check-in and baggage handling 
systems failures. Other examples include; ³Call centre 'scam' details sought: India's IT 
industry has urged Britain's Channel 4 television to co-operate with the authorities after a 
sting alleging data theft from Indian caOO FHQWUHV´ (BBC News, 4 October 2006). 
³8QDFFHSWDEOHOHYHORIGDWDORVVThe number of incidents of loss or theft of personal data has 
risen to an "unacceptable" level in recent times, the privacy watchdog has warned. The 
Information Commissioner's Office (ICO) said NHS hospitals holding private medical 
records were among the worst offenders. In total, 434 organisations reported data security 
EUHDFKHVLQWKHODVWPRQWKVRIXSIURPWKH\HDUEHIRUH´%%&1RYHPEHU
2009).  
All these and many others have brought to attention the challenges and the many questions 
being asked about, how design and implementation of the information systems have affected 
many people (in terms of use and protection), and businesses (in terms of business processes 
and business continuity). Therefore, in the light of this, how do we design and implement 
systems appropriately to address the balance or make a sensible compromise that will make 
information systems user friendly enough and also provide for adequate security? The 
decision for any such IS project will most probably be based on the likely costs and potential 
benefits to the organisation. According to Boddy et al., (2009), the costs and benefits of IS 
projects are notoriously difficult to determine.; and which is why in most recent cases for 
example, the Libra projects to provide a UK national courts system and the London Borough 
RI+DULQJH\µ7HFK5HIUHVK¶SURMHFWThe costs in both cases more than doubled, going 
from an initial £146m to £390m and from £9m to £24m respectively; and the benefits have 
either not been realised as in the former, or as in the later, difficult to predict/quantify.  The 
costs in most instances can be summarised to include; costs of acquiring the technology 
(hardware and software), costs of implementation, ownership, change and infrastructure; 
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associated impact on stakeholders and other long term costs implications. The benefits can 
equally be summarised to include; tangibles (direct cost savings, quality improvements, 
increase productivity and revenue, business survival) and intangibles (staff morale, 
communication, customer satisfaction and management, reputation, reduced downtime, value 
chain management, flexibility, etc.) (Boddy et al., 2009). 
This research will examine these issues in the light of IS and ISDM and look at better ways of 
addressing the problems of usability and security. In presenting this challenge, a 
model/framework on IS development will be proposed, and it is hoped that will potentially 
resolve the issue or bring about a balance approach in handling the usability and security 
problems of IS to provide for a system that is usable and secure (secure usability or usable 
security). 
 
1.3 Research Questions 
The underlying factors in making information systems (IS) efIHFWLYHLQWRGD\¶VHQYLURQPHQW
are to make them a) usable and b) secure. Therefore, the ultimate desire or challenge for 
Information Systems (IS) designers is to find a balance or appropriate trade-off between these 
two very necessarily desirable but conflicting issues - usability and security - in IS design and 
development. The question therefore: 
Is there currently a methodology or framework that successfully addresses the problems of 
security and usability?  
In an attempt to resolve the above issues, other concerns come to light such as: 
1. How do design and development practitioners achieve a µbalance¶ (compromise) in 
an attempt to make IS usable and secure?  
2. What is required to make this issue less of a trade-off? (i.e. not sacrificing one for the 
other)  
3. How can designers make sure that, users find system security not something that is 
daunting and/or hindering them from performing or achieving set goals? 
4. What are the necessary requirements to design and develop a usable and secure 
system? 
5. Will a proposed new framework or model be adequate enough to contribute in solving 
the problems of usability and security in IS design and development? 
Analysing Usability and Security issues in Design and Development of Information Systems 
 
6 
 
If this research achieves the methodology that addresses these issues, then it can best seek the 
method to design and develop or set out criteria for such a system. 
In attempting to address the questions, this research will delve primarily the history of 
Information Systems (IS) as a basis for establishing what the problem(s) are; where they 
emanate from; and how they can be resolved. It will focus on looking at what constitute an 
information system, then critically analysing existing information systems design and 
development methodologies in relation to how they are used to address the issues of security 
and usability; and to determine better ways of approaching the current escalating issues. Also, 
and to highlight the issues, we will critically analyse two approaches such as Appropriate and 
Effective Guidance for Information Security (AEGIS) (Flechais et al., 2007) and Security 
Quality Requirements Engineering (SQUARE) (Mead et al., 2008) which purport to address 
the issues of security and usability. Then, we propose a model in an attempt to overcome the 
current information systems difficulties as already highlighted. Finally, the research will 
summarise in-depth the issues discussed and then draw on some conclusions and make 
recommendations for future research.   
 
1.4 Aims and Objectives 
1.4.1 Aims of the Research 
This research aims to investigate the usability and security issues in the design and 
development of Information Systems (IS).  
1.4.2 Research Objectives 
The objectives here are to: 
 Review historical background of information systems as a premise for design 
 Critically analyse some existing IS design and development approaches to see how 
they address or handles issues of usability and security. 
 Identify the canonical set of issues that can form the basis for design of a potential 
framework or model for  developing a secure and usable IS 
 Critically analyse existing IS design approaches and identify the best candidate 
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 Draw some conclusions on research findings and make recommendations for further 
work, also incorporating consideration on whether a novel approach or framework can 
contribute to solving the issues of usability and security in design and development of 
IS. This can be further achieved and/or supported through future works and 
impending experimental evaluation of the framework.  
 
1.5 Research Methodology and Process 
This research is carried out to investigate the usability and security concerns of information 
systems. The research methodology involves, according to Collis and Hussey (2003); Buzan 
and Buzan (2006) the use of analytical approach, mainly a qualitative analysis (non-empirical 
data), and review of literature on Information systems. In this Thesis we will examine the 
current body of knowledge to highlight the current issues pertaining to usability and security 
in the context of information system design and development. The overall approach to the 
research process - from the theoretical underpinning to the analysis of data - the research 
work involved methodological triangulation, and undertook a comprehensive review of all 
the literature sources used in the course of the Thesis. The aim of the literature search was to 
identify as many items of secondary data as possible which were relevant to the research such 
as books, articles in journals, magazines and newspapers, conference papers, reports, 
archives, published statistics and records. We critically analysed literature on existing IS 
development methodologies to identify the limitations and knowledge gap with regards to 
usability and security in IS development. Here we present the strengths and weaknesses of 
concepts and theories to help justify the purpose of the research, and to present the grounds of 
its contribution to knowledge. In the discussion, we analyse two research approaches to see 
how they dealt with the problems of usability and security and looked at areas for future 
research. Finally, and based on the critical evaluation of the literature and thorough 
examination of ISDMs, we proposed a novel approach or framework to address the 
knowledge gap in this area. The proposed framework is designed based on problem solving 
perspective of methodologies (Jayaratna (1994). According to Jayaratna (1994) and Akhgar 
(2003), models are embedded in methodologies and their role, type and form help to 
determine what aspect of reality are captured and understood; and its complexity increase as 
we learn more about the underlying problem domain.       
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The research therefore contains three interrelated parts: Part 1 is critical literature evaluation 
as supported by Orlikowski and Baroudi, (1991); and Zabriskie & Huellmantel, (1994), of 
information systems and IS development methodologies. It highlights the strengths, 
weaknesses and concepts, and the theoretical gaps presented as rationale for undertaking the 
research, and to improve things in future. An in-depth analysis and evaluation of the IS 
methodologies with regards to usability and security protocols will be undertaken to assess 
the problems faced. The second part analyses existing ISDMs, selected on the basis of their 
suitability in representing a particular IS development paradigm, considering the mechanisms 
and processes by which they address usability and security issues.  
The third part presents a discussion of the approach used, together with some conclusions 
drawn and recommendations for future works, including a consideration of the canonical set 
of issues in relation to the design of information systems that are both secure and usable, 
which can form the basis for a future design of a novel ISDM. 
 
1.6 Novelty of the work 
The research will identify through intensive review and critical analyses of literature, new 
areas which highlights the challenges and limitations of designing usable and secure 
information systems. It will look at the barriers and other issues influencing systems failures, 
to determine ways of achieving a good design and development balance between usability 
and security in information systems. In proposing a framework, it is assumed this will form a 
body knowledge that will contribute to improvement in IS design and development. 
 
1.7 Dissemination and outputs 
It is anticipated that a broader, but related discussion of the issues explored in the thesis and 
the findings, from an academic perspective will be published through a number of refereed 
journals, conferences and/or public presentations.  
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1.8 Thesis Structure 
Chapter 1 provides a brief introduction setting the scene for the thesis, setting out the aims 
and objectives, methodology used and rationale for the research. 
Chapter 2 presents some general background that critically discusses Information Systems 
(IS) as an academic discipline from current body of knowledge and exploring IS in the 
individual and organisational contexts of security and usability to provide a conceptual 
understanding of the issues involved. It will look at existing IS methodologies and paradigms 
from problem solving perspective and highlighting their limitations in attempting to address 
the issues as raised. provides some analyses of a selection of methodologies which are 
representative of the paradigmatic type, and makes comparison of how they are used for 
information systems development; showing the strengths and weaknesses; and providing the 
rationale for the selection, in an attempt to address the usability and security issues, and how 
the knowledge gather can be used to addresses the current problems of IS. 
Chapter 3 examines issues of usability and security in relation to information systems. It 
discusses more generally issues of the behaviour of human actors relative to security 
protocols and systems. 
Chapter 4 looks at life cycle models (SDLC) and provides some analyses of them in relation 
to the issues raised. It draws from the analysis to build a critical consideration of the key 
factors required  to be introduced at each stage of the lifecycle - analysis, design and 
development of IS, to support usability and security considerations within it, such as 
development lifecycle, user engagement and the security versus usability trade-offs. 
Chapter 5 focuses on identifying the canonical set of issues for IS development in attempting 
to establish the trade-off between usability and security. It describes each stage of the 
lifecycle and highlights the issues that appear in the existing models and the features they 
provide to address usability and security aspects. 
Chapter 6 provides a summary of the findings and analyses the research approach. Also, it 
draws some conclusions and makes recommendations as to the way forward, including areas 
for future work. This chapter will consider the value of existing ISDM approaches to security 
and usability, identifying the best fit from existing models, and will consider the use of the 
canonical set of issues as the basis for the design of a novel future ISDM. It also highlights 
limitations to the research and future work.  
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1.9 Summary 
In this chapter, we have set out the premise of the research, by providing some historical 
background on IS and how it has changed the way we live and do business. Here we 
developed the research question(s) to highlight of the impending issues regarding IS and IS 
development. The aims and objectives, rationale and the research methodology have been set 
RXWWRMXVWLI\WKHUDLVRQG¶rWUHIor carrying out the research. The end of this chapter provides 
the Thesis structure to indicate how and what the research will be about. 
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Chapter 2 Research Overview 
2.0 Introduction 
This chapter deals with the origins of information systems; what constitute IS, and the 
different disciplines that make up what we know to be information systems. Various IS 
definitions are given to clarify the underlying concept in design and development 
methodologies in use today. 
 
2.1 Background to Information Systems 
According to Buckland (1998), information system (IS) has its humble beginning from 
³'RFXPHQWDWLRQ´. Meanwhile Benson and Standing (2002) are saying information systems 
have been around for at least 6000 years.  However, the application of computing technology 
to information processing only occurred at the end of the 1950s and later in the 60s when it 
was applied to commercial uses, in trying to solve complicated problems and calculations in a 
matter of minutes. Buckland in his research, presented the idea that Information has a 
relationship with history; because, History KHVD\V³LVFRQFHUQHGZLWKanalysing, weighing, 
and interpreting the available evidence, especially documentary evidence. Information 
systems are concerned with the selection, representation, and preservation of available 
evidence, especially documents. Therefore, it means that, "no documenWVQRKLVWRU\´FLWLQJ 
the historian Fustel de Coulanges (Buckland 1998). He also went on to state that, ³the 
creation, survival, and accessibility of documents is an accident-prone matter,´because, as he 
VD\V ³in the way WKH ³content´ is collected and presented´. Many analysts see information 
systems as a multi and interrelated discipline. The Venn diagram illustrates the multi and 
interdisciplinary nature of information systems. It shows how the history of IS coincides with 
the history of Computer Science (Shallit, 1995), in a relationship that began long ago and 
before modern computer science discipline of the 20th Century.  
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Figure 2.1 The CS Venn diagram 
The CS, SE, IS, IT, & Customer Venn Diagram, where functionality spans left and design 
spans right stemming from discovery.  (UTC, 1 4 February 2010) 
 
According to Benson and Standing (2002), the early information systems gave rise to the 
development of written languages - accountancy, taxation and banking. Kelly et al, (1999) 
believe that many legacy systems are still in operation today and are used for circulation of 
information and ideas. The systems are constantly updated to promote ethnographic 
approaches, which ensures data integrity, and to improve the social effectiveness and 
efficiency of the whole process. Generally, information systems are focused upon processing 
information within organisations, especially within business enterprises, and the benefits are 
transmitted and shared with modern society (Jessup and Valacich, 2008). Computers have in 
the past been used to access, processed, and filter large amounts of data. It also allowed 
mundane tasks to be automated but the system did not produce knowledge as is required 
today for competitive advantage. It only speeded up processes. The fact that the basis of 
information system was in Science and engineering brought with it a mind-set that was 
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rigorous, logical and grounded in mathematical notations. This notion, over the years had had 
very huge influence on development of the discipline (Akhgar, 2003; Kelly et al., 1999; 
Benson and Standing, 2002; Jessup, 2008).  
Information System (IS) as a discipline is rapidly evolving, due partly to the rapidly 
developing technologies, which is making it not to be stable. Also, with the increasing 
demands of real world environments (including the many challenges such as security and 
usability), it means that the perfect system will never be designed and developed to meet the 
demands; rather, the search is now directed towards finding the best possible compromise.   
 
2.2 Defining Information Systems  
Information systems (IS) and its domain come with many different broad and/or narrow 
definitions; some of which perhaps are related to many other scientific disciplines. The term 
³,QIRUPDWLRQ6\VWHPV´LQLWVHOIKDVGLIIHUHQWPHDQLQJVWRGLIIHUHQWSHRSOHERWKLQDFDGHPLD
and industry. Some analysts now believe that information system has a social dimension 
(Akhgar, 2003; Kelly et al, 1999), as many of the problems encountered have been identified 
as being human-related. Therefore, what is an ³,QIRUPDWLRQ 6\VWHP"´ PD\ LQ WXUQ SURYLGH
varied answers that need to be understood. Information System as an academic discipline has 
its roots in computer science (Ahituv and Neumann, 1990; Akhgar, 2003; Polack 2009) and 
has grown dramatically over the past decades to include other disciplines. Benson and 
Standing (2002) are of the opinion that, IS does not exist in a vacuum. Therefore defining IS 
involves looking at the components and key concepts, describing the paradigm and evolution 
of the IS discipline and its relationship with other disciplines; and examining information 
systems in practice.  
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Figure 2.2 Foundations of Information Systems (Culled from Akhgar, 2003) 
 
In order to understand this, one need to understand where information is coming from and in 
what context. Information comes from processed data, and an interpretation of the 
information forms knowledge. There is a very linear relationship between data, information 
and knowledge. One is derived from the other; in that, you need data to get information and 
from information, knowledge can be acquired based on experience and interpretation to assist 
decision making.  
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Figure 2.3: Relationship between data, information and knowledge 
 
7KH ZRUGV ³LQIRUPDWLRQ 6\VWHP´ FDQ EH VHSDUDWHG LQ SDUWV WR VHH ZKDW WKH\ HDFK PHDQ
³,QIRUPDWLRQ´DVZHNQRZLVGHULYHGIURPGDWD (Bell and Wood-Harper, 1998). 
 Data are raw inputs of information systems, e.g. customer, order and payment details 
gathered over a period. 
 Information is the output of processed or value-added data (i.e. Data are input, 
manipulated or processed in some way to give information as output) to highlight 
trends or features. 
 Knowledge comes from understanding what the information means or implies; and 
according to Benson and Standing, (2002), it is a human thing, ± which is very 
subjective and based on experience.  
 
Meanwhile, a ³V\VWHP´DFFRUGLQJ WR'U$OIUHG+RZDUWK LV µa collection of parts that work 
tRJHWKHU WR DFKLHYH VRPH SXUSRVH¶ This definition is however coming from a computing 
perspective, which is human-made and physical in nature. A distinction can be made purely 
froP DQ DEVWUDFW SRLQW RU SKLORVRSKLFDO SDUDGLJP ZKLFK VHHV D V\VWHP DV µD VHW RI UHODWHG
LGHDVRU FRQVWUXFWVZKLFKDUHRUJDQLVHG LQ VRPHZD\¶ (Benson and Standing, 2002). Some 
systems might be a combination of physical, natural, abstract, and human-made subsystems.  
Some generalisations about systems include: 
 A system has a purpose or function 
 A system has a context or environment in which it has applicability or operates in 
 A system has a boundary which marks the limits of its environment 
 The removal of a single component of a system will cause that system to fail. 
 A component may belong to more than one system 
 A system usually has inputs and outputs 
 Complex systems usually consist of subsystems which in turn may have subsystems 
of their own 
 
Data Information Knowledge Decisions
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This list demonstrates the interconnectivity of systems, subsystems and components that 
makes life so difficult for system developers. Where to draw the boundary of a system is one 
of the most difficult questions that have to be considered in designing any systems. It is for 
this reason that, systems thinking, methods, tools and techniques have been developed to 
facilitate this process. In general therefore, one can say that information systems is all about 
generating and managing information for a purpose. The purpose is to acquire good 
knowledge for competitive advantage and therefore must be protected. However, generating 
and managing the information requires that the system be made easy to access and easy to 
use. Drucker (1993) equates knowledge with power, which makes it difficult to share, 
especially amongst employees. That is why many businesses are now faced with the uphill 
task of trying to encourage employees to share knowledge rather than keep it to themselves. 
Over the last two decades, the knowledge economy has grown in importance, and the focus 
has shifted now from information to knowledge with an attached value to the user or owner. 
With all these in mind, components of the system - the people, processes, information and 
knowledge must be securely protected but readily available, easy to access, delivered  and 
used at optimum speed and time optimum to achieve the desired objectives. Therefore, the 
definition of Information system has been enlarged to generally include the social dimension; 
with components and how they interact in their environment, and consist of: 
 People 
 Data/information 
 Processes/procedures 
 Software 
 Hardware 
 Communications 
 
2.3 Types of information systems in organisations: 
1. Transaction Processing System (TPS): A TPS collects and stores information about 
transactions in the business. It can be connected to the other systems, so that it 
informs the employees about the inventory stocks. It can be used to generate reports 
for high level managers and also be used for generating day to day transactions for 
ORZOHYHOPDQDJHUV)RUH[DPSOHWKHWLOOPDFKLQHVXVHGLQ0F'RQDOG¶VRUDQ\RWKHU
store can be called as a Transaction Processing System. 
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2. Decision Support Systems (DSS): A Decision support system helps the managers in 
making decisions. It analyses the large volumes of data and gives the managers the 
required data or information using which he can make decisions. An Sql Server 
Analysis 2005 software application can be used to generate high quality reports from 
the large databases based on a Sql query and the generated report can be used by the 
managers in making decisions. For example, a report of the sales fluctuations in 
different months can be used by the managers to decide the needed level of stocks in 
the stores.  
3. Management Information System (MIS): A MIS usually used for providing the 
managers with the current and the past operational data. The input to these system is 
manly a TPS. Using the data from the TPS, these systems can generate two types of 
reports; Summary report, which accumulates the data from the several transactions 
and presents it in a condensed form and a exception report, which outlines any 
deviations between actual output and expected output. 
4. Executive Information Systems (EIS): These are used to provide the top level 
executives in the organisation with the data in a condensed form allowing them to 
drill down to the low level of data. These systems use data from both MIS and TPS as 
their inputs and they are very expensive and require good staff to operate them.  
5. Office Automation Systems (OAS): OAS provides individuals with effective ways to 
process personal and organisational data, perform calculations, and create documents. 
(for example, Word Processing, spreadsheets, file managers, personal calendars, 
presentation packages). They are used for increasing personal productivity and 
reducing "paper warfare". OAS software tools are often integrated (for example, 
Word processor can import a graph from a spreadsheet) and designed for easy 
operation. 
 
2.4 Overview of Information Systems Development Methodologies 
This section examines Information Systems Development Methodologies (ISDMs) in relation 
to the issues of usability and security, and will attempt to identify the limitations of the 
existing methodologies and technologies in addressing them. The Information Systems (IS) 
development strategies are presently not only poor, but also incorporate haphazard 
approaches (for example, WULDOµQ¶HUURUZKLFKPD\QRWEHFDSDEOHRIPHHWLQJWKHFRPSOH[
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requirements of modern information systems, such as effective usability and robust security 
features. Therefore, there is a need to establish whether or not structured, formalised ISDMs 
or a flexible/adaptable unstructured methodology can best be used to develop IS that will 
cope with the heavy demands of usability and security. The section explores the IS 
development methodologies as a premise to highlight whether or not they have met or can 
meet the security and usability requirements with or without modifications, And also how the 
existing ISDMs have encompassed the soft aspects of usability and hard aspects security 
within the architectures and in what combination or proportion. It will attempt to identify 
which methodologies best address the security and usability needs, and in what proportions if 
a trade-off? It will attempt to demonstrate that a system designed for high usability requires a 
totally different approach, and involves a compromise or trade-off on security and vice versa. 
So, how can a design approach address this challenge? The analysis of ISDMs carried 
throughout this thesis, it is hoped, will assist in the body of knowledge and proposal of a new 
ISDM specifically designed to address what user concerns are, with regards to usable and 
secured IS from a design and development perspective. The advantages and disadvantages of 
using an ISDM must be examined in order to assist in determining their usefulness in 
designing usable secured applications. Developers use ISDMs in different ways; many use 
one ISDM, while others use a combination of ISDMs. Ultimately, systems development 
methodologies are supposed to benefit the developer. Some researchers believe that there has 
been a lack of detailed research into the use of systems development methodologies and have 
recommended that there should EH D µFOHDUHU XQGHUVWDQGLQJ RI WKH UHDOLWLHV RI VRIWZDUH
GHYHORSPHQW¶&67%7KLVVHHPVWREHWUXHLQWKHFDVHRIdeveloping usable security 
for mobile information systems, as it is a very dynamic and relatively new area in the world 
of development methodologies. The internet and the WWW have made the task very 
daunting as users demand more interactivity and privacy on their system and/or protection of 
vital personal data whilst on the move.   
Therefore there are urgent needs to make these systems very usable and secure for both 
businesses and the ordinary users. The apparent lack of methodologies to specifically address 
these areas of need has exacerbated the problems.  
Users and businesses are increasingly becoming mobile and more demand for ubiquitous 
technologies or services VXFKDVµ&ORXG,¶ have increased with complexity in such a way that, 
the old methods of developing and deploying IS can no longer be applied and may need a 
great deal of modification and/or contextualization to cope with vast amounts of user or 
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business information requirements ± such as easy access to data, effectiveness of use and 
privacy and protection, since data can be accessed by anyone, anytime, anyhow and from 
anywhere in the world, using various devices, platforms and/or protocols. 
 
2.5 Defining a Methodology 
The term methodology can be described as method of completing a task or, the processes 
undertaken in order to achieve an end target or goal. It has its origins in the Greek language 
and meaning "the study of methods". The Oxford dictionary defines a methodology as the 
³VWXG\RIV\VWHPDWLFPHWKRGVRIVFLHQWLILFUHVHDUFK´. And according to Jayaratna (1996), in 
the context of both Information systems and Information technology, the term methodology 
has the same meaning DV ³PHWKRG´ and they are often used interchangeably within the 
Information systems domain. Methodologies are often developed through a combination of 
theory and practice. There is no single definition of a methodology and many suggested 
definitions often do not even resemble each other. An information systems methodology can 
be referred to as "a methodical approach to information systems planning, analysis, design, 
construction and evolution" (Olle, 1991). Information systems themselves are basically a 
means of informing people or a source of necessary data. In other words, information systems 
contain information regarding organisations and their environments. According to Checkland 
(1981), a methodology is something which ³ODFNV the precision of a technique but will be 
firmer guide to action than philosophy. Where a technique tells you how and a philosophy 
tells you what, a methodology will contain elements of both.´ +RZHYHU UHVHDUFKHUV
Jayaratna (1996) and Avison and Wood-Harper (1990) argue that Checkland¶VGHILQLWLRQZDV
limiting in that it focused on context rather than both context and content.  In the endeavour, 
Avison and Wood-+DUSHUSXWIRUWKWKHLUGHILQLWLRQRIDPHWKRGRORJ\DV³DFRKHUHQW
collection of concepts, beliefs, values, and principles supported to help problem-solving 
groups to perceive, generate, assess and carryout, in a non-random way, changes to an 
LQIRUPDWLRQVLWXDWLRQ´ In trying to elaborate on the definition, Avison and Fitzgerald (2006) 
GHVFULEH PHWKRGRORJLHV DV µUHFRPPHQGed collection of philosophies, phases, procedures, 
rules, techniques, tools, documentation, management and training for developers of 
,QIRUPDWLRQ6\VWHPV¶ 
On a very basic level, a methodology can be described as having three main components: 
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(a) A breakdown of guidelines referring to systems development on what to do and when to 
do it. 
(b) The techniques and actual methods of how to do it. 
(c) And information and recommendations on how to manage the quality of results. 
 
However, Jayaratna (1994), looks at defining methodology from a holistic and goal driven 
point of view by stating that a methodology is ³DQH[SOLFLWZD\VWUXFWXULQJRQH¶V WKLQNLQJ
DQGDFWLRQV0HWKRGRORJLHVFRQWDLQPRGHOVDQGUHIOHFWSDUWLFXODUSHUVSHFWLYHVRI³UHDOLW\´
based on a set of philosophicDOSDUDGLJPV$PHWKRGRORJ\VKRXOG WHOO \RX³ZKDW´ VWHSV WR
WDNHDQG³KRZ´WRSHUIRUPWKRVHVWHSVEXWPRVW LPSRUWDQWO\ WKHUHDVRQV³ZK\´ WKRVHVWHSV 
should be taken, in that particular order´Methodologies have an important role to play in 
producing information systems of all kinds. It can be difficult to select one methodology, as 
there are so many to choose from. There are even methodologies or frameworks, for example 
the Normative Information Model-based Systems Analysis and Design (NIMSAD) 
framework (Jayaratna, 1994; 1996), which are used for evaluating other methodologies. The 
NIMSAD is a generic framework which can even be used for evaluating ISDMs. The 
framework suggests that effective application of a method depends on three elements: the 
method itself, the person who applies the method and the context in which the method is 
applied (Jayaratna, 1994). And from analysis of NIMSAD framework, it could be deduced 
that, it treats the evaluation of a method as a dynamic activity that is carried out before, 
during and after the application of the method. 
  
Avison and Fitzgerald, (1988) described a methodology as a "collection of procedures, 
techniques, tools and documentation aids which will help the systems developers in their 
efforts to implement a new information system". According to Crinnion, (1995) one of the 
most pressing problems faced by systems development managers and systems analysts is 
'how to provide the full range of methods and facilities necessary for the analysis, design and 
construction of business information systems'. This is also true in cases of mobile information 
systems and m/e-commerce systems development. Therefore, any lack of methodologies to 
cater for this type of development will expose inadequacies of the system.  
 
In this section we provide brief analysis of the selected existing methodologies used for the 
design and development of Information systems. The fact that this research is looking at ways 
of making information systems very usable and secure; the selection of these methodologies 
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will be an attempt to highlight the good, the bad and ugliness of each of them. For the 
purposes of this research, we have focused and briefly analysed three existing and very 
widely used methodologies - Structured Systems Analysis and Design Method (SSADM), 
&KHFNODQG¶V Soft Systems Methodology (SSM) (Checkland, 1991) and Dynamic Systems 
Development Methodology (DSDM) (DSDM Consortium, 1995). These methodologies have 
been selected as being representatives of particular paradigmatic approaches to IS design. SSADM 
represents data and process oriented methods; SSM represents user oriented methods and DSDM 
represents output or system oriented methods. The selection of SSADM can be looked at  from a 
security point of view; the fact that it maintains a very disciplined structured approach, and is 
a rigourous, tried and tested and µhard¶ methodology (Avison and Fitzgerald, 1995;  2006; 
SmartDraw, 2011), and have tendencies towards the reductionist model {Bell and Wood-
Harper, 1998), makes it comparatively better on the hard aspects of security, where the 
problem is in the mind of the expert, who also defines the part boundary and operates in a 
very controlled environment. SSM on the other hand, uses a less structured approach 
(Patching, 1990), which is systemic as shown in figure 2.4 (Bell and Wood-Harper, 1998; 
Checkland and Scholes, 1990) and highly user (stakeholder) focused and uses rich picture to 
help users understand the organisational situation, (soft aspects), therefore better on usability 
aspects. The DSDM approach is flexible in that, it attempts to combine some features of both 
the SSADM and SSM methodologies within its processes to deliver a system that is 
structured enough to cover some hard aspects of security and involves users at all stages of 
the iterative process to improve usability of the system. DSDM uses an incremental 
prototyping approach where the system to be developed is divided into components that can 
be developed separately (Avison and Fitzgerald, 2006). There are many other methodologies 
to choose from; however limitations of time and research resources do not facilitate their 
detail mention here.  
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Figure 2.4 Methodologies - Systemic and Reductionist, People and Technology 
(Culled from Bell and Wood-Harper, 1998) 
Each of the selected methodologies will be dealt with in more details.  
 
2.6 The IS Methodologies in brief 
There are many different IS methodologies that have been proposed since the 1970s 
(Hawryszkiewycz, 1998), with many different ways to design a computer information 
system. The majority tend to come from the different procedures used in the various software 
development enclaves and the varying appropriateness of necessary paradigms from 
application to application. Overall, there have basically been three approaches in the area of 
information system development. They include; process-oriented, data-oriented and object-
oriented approaches. The process oriented approach was the earliest approach used. Later 
advances in technologies - both software and hardware ± saw dramatic shifts from this 
archaic approach to data-oriented; and now increasingly, to object-oriented approach. 
Generally, information systems require a methodology (whether process, data or object 
oriented) to take their development forward from the initial users requirements to an 
implemented documented functioning system which satisfies the end-users in its entirety - 
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functionality, interface (Akhgar, 1997a; Akhgar, 1997b; Beynon-Davies, 1998) and security 
(Arreymbi, 2007). 
As earlier stated and for the purposes of this research, the discussion of existing 
methodologies will focus mainly on the three selected methodologies - SSADM, SSM and 
DSDM. The reason for their selection is based on some factors such as Costs and Benefits 
associated with the methodology. For example, SSADM has been reported to have lower 
lifetime costs and is Information System (database) specific. But benefits mainly large scale 
projects. DSDM on its part is a very iterative process and user expectation must be carefully 
handled. DSDM also benefits small projects and user interface development. Meanwhile, 
SSM is very user focused and benefits both large and small projects. 
More of the selection criteria come on basis of how the each tackle the issues of usability and 
security. The presumptions are that; SSADM is believed to be structured, very 
comprehensive, and very strong on the hard aspects than soft aspects (Avison and Fitzgerald, 
1995; Bell and Wood-Harper, 1998), therefore good on security; meanwhile SSM is very user 
focused thus relative strong on soft aspects (Patching, 1990) and weak on the hard aspects, 
therefore good on usability. DSDM on its part involves a combination of the processes, 
structured and unstructured, therefore very flexible, with the potential to better deliver the 
stated objectives of designing a usable and secure system. It has the agility, responsiveness 
and controls for the rapid development of usable and secure system to tight time scales. It is 
worth noting that there are many other systems methodologies that exist; and every approach 
depends on the target area of application. However, the methodologies that have been chosen 
here, are three of the widely used in systems design and development. The methodologies 
will later be introduced and providing some explanations of how they are used, when they are 
used and why they are used in systems development. It can be argued (Olle, 1991) that all 
methodologies have the same target; however they vary simply in the means by which they 
reach this target. In the discussion,  a brief outline of the steps involved in the existing 
methodologies, such as those mentioned above will be provided; and looked at in relation to 
their ability to respond to user needs of security and usability in developing information 
systems. This is an attempt to see which of them, if any, is more suitable for this purpose, or 
if a new methodology is required and/or will be more advantageous in solving the problems.  
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2.6.1 SSADM 
Structured Systems Analysis and Design Methodology or SSADM according to Avison and 
Fitzgerald (1999), SmartDraw, (2011); is an updated version of the Waterfall model, and is a 
hard methodology that has been promoted by UK government since the 1980's. SSADM uses 
a top-down approach that starts with defining the information system strategy and then 
developing a feasibility study module (Akhgar, 1998). It covers aspects of system life-cycle 
from the feasibility study stage to the production of a physical design. It has often been called 
a data-driven methodology and employs a combination of processes such as data flow 
diagramming, entity-relationship modelling, data normalisation and life history analysis. 
Another version of SSADM known as SSADM4+ was released in 1995 and came about 
because of competition in the use of other ISDMs. Crinnion (1995) is of the opinion that, 
most, if not all 'well established' methodologies such as SSADM which are currently on the 
market are being reviewed and updated. Perhaps a version of SSADM created specifically or 
modified specifically to suit information systems (e.g. e-commerce) development will be very 
useful. If this were possible, then the existing processes within SSADM can be altered and 
used as a good foundation to create an e-commerce methodology. At present businesses are 
always on the lookout for faster, flexible and more cost effective ways of developing 
information systems. Businesses such as Smartdraw support the use of SSADM which 
elaborates on development of object-oriented applications with graphical user interface. 
SSADM is comprised of a set of specific rules and guidelines for developers to follow 
(Stowell, 1995; Akhgar and Siddiqi, 2004). It is used mostly for medium to large projects, but 
another version called Micro-SSADM, can be used for smaller projects. In much detail, the 
SSADM process sets out a waterfall view of systems development, in which there are a series 
of stages or steps, each of which leads to the next. This is in contrast to the RAD - rapid 
application development - method, which pre-supposes a need to conduct steps in parallel.  
The SSADM stages are as follows: 
 Feasibility 
 Investigation of the current environment 
 Business systems options 
 Definition of requirements 
 Technical system options 
 Logical design 
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 Physical design 
SSADM has six main processes which are divided into sub-processes. Each process has a 
specific and desired end result. The six processes can be divided into two main processes; - 
three of systems analysis and three of systems design.  
(a) Process one in SSADM is the Analysis of the current system - This involves a detailed 
investigation of the business in its existing state and the creation of a current data flow 
(Avison and Fitzgerald, 1999). Its current data processing methods and volume are 
checked. There should also be a feasibility study and report, and a definition of the 
problem within the current system. This is the first stage in which the requirements of the 
system must be established. This involves the formulation of a set of requirements for the 
systems development project and the creation of a plan as to how the requirements will be 
met. The business systems options report forms the final step in this process. The 
planning process in SSADM constitutes requirements specification. 
(b) Requirements specification - This process defines the requirements of the system in full 
based on the investigations of the first process. Since most businesses have many 
employees and many different tasks to complete, there are often many requirements. 
Requirements are often prioritised however where possible it is essential that all of them 
are met. At this stage the requirements are often specified in a narrative form however 
data flow diagrams can also be used. At this stage, the usability and security requirements 
can be specified and addressed. The aims and objectives of the new system must also be 
listed at this stage, indicating who and where are the targets and what the system should 
entail etc. 
(c) User selection of service levels or logical system specification - During this process of the 
systems development, the users are presented with various options for producing the new 
system. It can often include a technical explanation of what the new system will do, such 
as centralised data processing or batch processing. It is very important to include the end 
users in development as much as possible, after all they will use the system and they must 
approve of all aspects of design before the system can be used in everyday business 
practices. At this stage the end users may choose from a selection of options presented to 
them by the developer. They are provided with possible scenarios as to what each option 
will entail such as costs, staffing needs. It can often be described as a feasibility study 
containing a problem definition, which defines the systems current problems and future 
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needs and also the project definition, which defines the means of eliminating current 
problems. The amount of detail at this stage depends on the size of the project at hand. 
This is the stage where most aspects of usability and some of security can be addressed, 
as end user participation is encouraged. This is where aspects of how system will be 
engineered are looked at e.g. what programming language will be used, such as Java or 
HTML. In this process all the information required to be displayed is engineered and a 
technical document can be produced to show what the new system will eventually look 
like. It is good for all employees to know what the system contains and how to navigate 
it. Again, it depends on who is to use the system and what for. The end users of a most 
information systems are more likely to be the customers, rather than the employees of a 
business. Therefore it is for this reason why the HCI (Human Computer Interface) should 
be user friendly to meet the customers. 
(d) Detailed data design - At this stage in SSADM the data and its relationships is defined. 
This involves data analysis, which looks at third normal form relations, also called 
document-driven data analysis. It is a bottom up approach. A sub phase in this stage is 
called logical data structuring or LDS. This includes entity modelling or an analysis of the 
relationships between entities. This is a top down means of producing a data structure. 
This process takes time, as there is much data involved, however it will save time in the 
long term if it is done correctly. A composite logical design or CLD is produced and this 
becomes the first part of the database design. This is the stage where system security such 
as access control can be implemented in the system structures. It maps the logical and 
physical data structure together. The next stage in SSADM is detailed procedure design. 
(e) Detailed procedure design - At this stage things get more technical. The end users should 
now be clearer on what the end system will be like and they should be happy for it to 
proceed. Again this is where usability and security features are highly envisaged. The end 
functions of the new system are catalogued to ensure that all requirements are met and 
often a prototype system is produced for approval. Any problems with the prototype 
system at this stage should be resolved. The prototype may be on paper or on computer 
depending on the requests of the user or the recommendations of the developer. As with 
any information system, the end user needs to look at a prototype as in SSADM, to ensure 
that they are happy with what it will look like and how it will function. 
(f) Physical data/design control - The prototype from the last stage in SSADM may be 
developed further. The development of the system is planned and the means of testing the 
system will be defined. Program specifications and operating procedures are produced 
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(Avison and Fitzgerald, 1999). This methodology is more suited for database design and 
very good on the implementation of security within the system. Documentation is refined 
and will include a test plan, implementation and operations plan and also a user guide to 
the system. The system evaluation can be helpful for both customers and systems 
developers. It enables customers to identify any problems they have with the end result in 
order to solve them and it helps systems developers evaluate the success of the work. 
 
The above stages in SSADM contain many sub-stages which have not all been described in 
detail at this point. The details in which they are used will depend on system requirements 
and the size of the project at hand. Meanwhile, because of the structured nature of this 
process, a system built using SSADM can be considered to incorporate adequate security 
features as its focus or objective but with minimal or poor usability features.  
The SmartDraw Software Company illustrated the SSADM stages as in figure 2.5 
(SmartDraw, 2011) 
 
 
Figure 2.5 Stages in SSADM 
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 Investigate the current system: This is the first stage in SSADM4 and involves 
drawing a Data Flow Diagram (DFD) and a logical Data Model (LDM) that highlights 
the current system. LDMs are identical to Entity-Relationship-Diagrams (SmartDraw, 
2011). Investigate the current system is about carrying out Feasibility study 
(Moynihan, 1993) and involves outline investigation of systems that creates a list of 
business and technical options that satisfies requirements. 
 Business System Options (BSO): This stage describes possible new systems in terms 
of functionality and implementation issues and uses text, simple DFDs and LFDs 
(SmartDraw, 2011). The requirements of a new system are determined for example, in 
terms of security, a series of business options are established; for example, a 
decentralised system, where branches are involved or a centralised system, where one 
of the listed option is chosen (Moynihan, 1993) 
 Requirement Specification: This stage develops the system by deliverables of detailed 
data processes and data required (Moynihan, 1993) 
 Technical System Options (TSOs): This stage outlines the cost, benefits and 
constraints required in implementing the specification (SmartDraw, 2011). 
 Logical design: This stage according to SmartDraw, (2011) defines how data is 
processed by the system and specify user dialogues. Moynihan, (1993) refers to this 
stage as logical system specification, in which various technical options are designed 
and examined, such as mini and micro-computer systems. 
 Physical Design: in this stage, the logical processes are used to design software that 
will process data, for example EDI (Electronic Data Interchange). 
2.6.1.1 Benefits of SSADM 
SSADM is suitable for IS systems where there is high volume of business transactions 
(Laudon and Laudon, 2010; Schumacher, 2001), because the methodology specifies the flow 
and tasks of a development process; for example through the use of logical Modelling 
Diagrams (LMDs) and Data Flow Diagrams (DFDs) (SmartDraw, 2011). SSADM also 
produces detailed documentation of the project. This can be compared with V-model 
development, where at each stage in the life cycle phase, such as requirement specification; 
there is deliverable produced in form of documentation as an activity which includes 
validation and verification by Quality Assurance and testing experts. 
SSADM popularity in large IS projects are due to the following (Schumacher, 2001): 
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 Timeliness: SSADM allows management and control of a project; this is because the 
activities in the projects are divided into stages. Management and control is 
emphasized in the project management process such as Prince 2; which allows 
specialist working on projects to monitor and track the project. The way SSADM is 
decomposed into stages can be compared with sequential SDLC such as Waterfall 
model, where activities are broken down into stages and each stage is completed 
before the next. 
 Usability: (this comment on usability is from Schumacher who made no comment on 
VHFXULW\ :LWKLQ 66$'0 HPSKDVLV LV RQ HQVXULQJ WKH V\VWHP VDWLVILHV XVHU¶V
requirements as a result, the system model is developed and a comprehensive demand 
analysis is carried out. 
 Respond to changes in the business environment: In SSADM documentation of the 
project progress is a very important activity, issues like business needs and business 
objects are taken into consideration while the project is being developed; this allows 
tailoring planning of the project to business requirements. However, because of its 
nature, response to major changes can be very slow indeed. 
 Effective use of skills: SSADM does not require specialised skills and is easily taught 
to staff and users, Modelling and diagramming tools are used, for adaptability and 
flexibility, commercial Case tools are tailored to the specific system and user 
requirements. This supports SSADM ability to respond to changes in business 
environment, usability and timeliness as previously discussed. 
 Better Quality: SSADM defines certain level of quality at the start of the project, and 
monitors and control quality by checking the system. This can be compared with 
SDLC methodology e.g. V-Model, which emphasizes validation and verification at 
each life cycle stage. 
 Improvement of productivity: SSADM improves productivity of IS and projects by 
encouraging on-time delivery, promoting better quality, meeting business 
requirements and using human resources effectively. 
2.6. 1.2 Evaluation of SSADM 
Many analysts see SSADM, as detailed method which includes many techniques that deals 
with each aspect of the system but more especially the hard aspects of security than the soft 
aspects of usability. The logical data modelling present the data structure of the system and 
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the data flow defines the data process. The requirement catalogue stores the requirement 
information about the development system, including the required resources that are defined 
in feasibility and quality assurance that ensures the product satisfies specified quality 
standards, at each phase in the life cycle there is quality assurance activity. 
SSADM supports user involvement through the use of interviews and discussions in 
identifications of system requirements. Users review deliverable at each lifecycle stage in 
collaboration with the analyst to identify defects in the requirements. Early identification of 
defects is supported in that, the earlier a defect is identified, the less expensive it is to fix. 
This is known as cost escalation model, and called early testing in some models, where each 
activity in is tested at the life-cycle phase. 
Prototyping is used to verify requirements of the system. The prototype supports the user in 
acceptiQJ DQG XVLQJ WKH QHZ V\VWHP DQG LQFUHDVHV WKH XVHU¶V XVDELOLW\ DFFHSWDQFH RI WKH
system. Prototyping is used in incremental models, where the users get to know how the 
system is and if they are ready to use the system. This is an important aspect of Human 
&RPSXWHU ,QWHUDFWLRQ+&,8VHU¶V LQWHUDFWLRQZLWK WKHDQDO\VW WRFKRRVHRSWLRQV WRXVH LQ
the system within the Business System Option (BSO) increases user familiarity, acceptability 
and usability of the system. Other methodologies such as Prince 2 project management 
methodology define the role of users as mandatory role for the success of the project. 
Overall, SSADM provides the following benefits: 
 It is a mature process 
 Very hierarchical 
 Better management and control because it can be used in conjunction with other 
methods such as Prince 2 
 Presents three different views of the system 
 Separation of logical and physical aspects of the system 
 User involvement ± very structured user involvement early in requirements rather 
than in design stages. 
 Develop Better quality systems 
 Well-defined techniques and documentation 
However, a methodology like SSADM does not come without drawbacks as can be seen: 
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 It is large, therefore cannot be used in all circumstances 
 Long processes 
 Involves a lot of investment in cost and time 
 Staff training and learning curve is long due to several techniques involved 
 Not flexible enough to be highly iterative 
 Large amount of standard documentations involved (preparation and presentation) 
The above refer to standard SSDAM; however, there are variants such as micro-SSADM 
which have been developed to address some of these limitations (Avison and Fitzgerald, 
2003; 2006).   
 
2.6.2 Soft Systems Methodology (SSM) 
Soft Systems Methodology (SSM) deals mainly with the soft aspects of systems development 
and only touch on some elements of the hard systems aspects (Checkland & Scholes, 1990). 
As a weakness SSM does not support the other elements of the hard approach such as data, 
events and designing interfaces. It is more a usability oriented than security oriented system 
design and development process because of its high user involvement (cognitive and/or 
psychological aspects). The SSM includes techniques, such as rich pictures, which help the 
users understand the organisational situation and therefore point to areas for organisational 
improvement through the use of IS (Avison and Fitzgerald, 2006) and was designed and used 
to solve real life problems (Lester, 2008) in management organisation and policy context in 
situations where it is challenging to provide easy solutions to system problems (Patching, 
1990). Schmidt (2006) looks at SSM as a learning system with the emphasis that; system 
ideas, metaphors etc. can be used and helpful in understanding problems and the situations. 
This is an important FRQFHSWLQ+&,LQWKDWDPHWDSKRULPSURYHVXVHU¶VXQGHUVWDQGLQJRIWKH
system. Learning in SSM is achieved by comparing pure models of human activity systems 
(HAS) with the realised ones (Bell and Wood-Harper, 1998; Schmidt, 2006, Avison and 
Fitzgerald, 2006). Therefore, an understanding of the model is crucial in understanding the 
FRQFHSWLRQ RI WKH UHDO SUREOHP $ PHQWDO PRGHO DQG SHUFHLYHG XVHU¶V PRGHO RI WDVN LV
important in HCI as it promotes usability because when users are familiar with the model, 
they will be familiar with the application.  
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Schmidt (2006) argues that, the process of analysing and modelling has been altered over the 
years to reflect circumstances and/or situations. The first model elaborates on identifying 
clients, problem domain and problem owners, and the list identified at this stage is a potential 
list of model for relevant system. The second model examines problem situation from a social 
view point, focusing on values, roles and the social system, social consideration is important 
for designing systems for users, socio-cultural context is important in HCI which improves 
Usability. The analyses from the social view point ensure attention is given to problem 
situation as a culture. The final analyses method views problem from political position by 
analysing the decomposition of power, how it is obtained, preserved and passed on. 
The monitoring and control parts may be analysed by defining three types of system criteria 
(Schmidt, 2006): 
 Effectiveness: is this the correct thing to do? 
 Efficacy: do the means work? 
 Efficiency: relates to rescores, asking the question; is there a minimum use of 
resources? 
The methodology is divided into seven stage process (Lester, 2008). 
 Identification of problem situation designed to intervene in 
 Internal representation of a picture by researching the situation 
 Choosing perspective and key processes that will take place in the system 
 Developing a Conceptual Model of the systems to be changed 
 Comparing the model with real-world situation 
 Define Changes to be implemented 
 Take Action 
Stowell, (1995) described SSM (which is more than 20 years old), as a set of methods or a 
group of concepts used in a way that can easily be adapted to the situation being analysed. In 
other words, the situation is divided into smaller parts to make analysis easier and more 
thorough. SSM uses a diagrammatic model in which the stages can be alternated and returned 
to depending on the situation (Patching, 1990). It is flexible and can be tailored to suit 
specific needs of an organisation or user. Checkland (1998) stated that, SSM is like a 
"formalised and organised version of the process of purposeful thinking which human beings 
undertake in their everyday affairs". The flexible nature of SSM will make it useful for online 
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systems development, because it incorporates a lot of acceptability and usability features 
within the system design and development process. The ability to alternate and return to 
stages in the process will be useful in an online web system development, as it provides a less 
rigid means of development.  
In the SSM process, stage 1 describes the unstructured problem situation and is concerned 
with trying to find out about the problem situation from as many people (users) involved as 
possible. The analyst must try to establish the aims and objectives and examine the role of 
individuals. Formal and informal communication takes place. When the analyst has as much 
information as possible, it will then be used to produce a more formal rich picture, which is 
shown by diagram. The rich picture diagram depicts the processes in the system and how they 
relate to each other. The rich picture is devised to show the principal human, social and 
cultural activities relate to one another in the set environment (Bell & Wood-Harper, 1998). It 
will include the clients of the system, those involved in it, the tasks being performed and the 
environment in which it all occurs. It can also be a means of describing the problem to the 
person for whom the new system is being designed. It should identify the problems with the 
situation. This process of developing the rich picture is to provide an overall diagram of the 
situation and the factors that will affect the system design. In SSM, user requirements are 
clearly defined and the requirements follow software quality standards defined by the 
ISO9126 which are divided into usability, functionality, system reliability, efficiency and 
maintainability. It has been argued that SSM is a better means of pinpointing the problems 
rather than solving them.  
The next stage in SSM provides the root definition of relevant systems. Problems are taken 
from the rich picture and the analyst suggests possible solutions to suit the problem e.g. 
conflicting departments may need a system to provide more communications between 
departmental boundaries. In other words a problem is examined and possible solutions are 
suggested. Checkland (1981; 1998), Bell & Wood-Harper (1998) all stated that the "root 
definition is a concise, tightly structured description of a human activity system which states 
what the system is". The root definition is produced using the CATWOE (Customer, Actors, 
Transformation, Weltanschauung, Owners, and Environment) checklist. The other stage is a 
pictorial representation of how functions in the root definition should be sequenced; also 
known as the Human Activity System (HAS) or Conceptual Model. In stage 5, the conceptual 
model and the rich picture are compared to establish what is happening in the real world 
VLWXDWLRQ 6WDJH  LV WKH DQDO\VWV¶ RSSRUWXnity to again discuss the proposals for the new 
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system with those involved in order to ensure that it meets their requirements and will be 
approved when completed.  
Finally the new system is approved (or may be modified if it is unsatisfactory) and it is 
implemented in the business. Approval of the new system is also vital in SSM in which the 
developer should investigate user satisfaction on existing applications as well as the 
application being designed for them. If the developer takes time to test the user response to 
other systems, then it is a very good way to assess what they themselves will like for their 
own system (acceptability of the system). This is done during the application domain stage 
where the developer will focus on user concerns, trust, feelings and readiness of using the 
system. SSM is a collaborative methodology in which the users and the analyst are a team 
who work together to achieve the best possible result, (i.e. a fully functional system that 
meets the needs of the business).  
However, since human thinking is often as complex as the system being designed, there can 
be disadvantages to the division of processes. When a human role is examined individually, 
people can react differently than when everything is examined as a whole. Different people 
see problems differently and can have conflicting objectives and attitudes. Also it is 
important to look at the situation in its entirety as it is pointless to have effective sub-systems 
which cannot work together to make the whole system work its best. In a similar way, online 
systems can also be intimidating for the novice user. This is due to many factors e.g. security, 
maintainability, etc. It is important for the developer to alleviate any fears about any systems 
for a business through communication and explanation (Bell & Wood-Harper, 1998). 
2.6.2.1 Strength and Weaknesses of SSM 
The above analysis has shown SSM to be a very flexible method which can easily be adapted 
to suit user needs. The involvement of users early on and throughout the process makes it 
better of the soft aspects of usability than the hard aspects of security. As a weakness SSM 
does not support the other elements of the hard approach such as data, events and designing 
interfaces. SSM is very limiting when it comes to adopting it for very large complex projects. 
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2.6.3 Dynamic Systems Development Methodology (DSDM) 
DSDM or Dynamic Systems Development Methodology is a framework which is based 
originally on RAD (Rapid Applications Development) and supported by its continuous user 
involvement in an iterative development, and incremental approach which is responsive to 
changing requirements, in order to develop a system that meets the business needs on time 
and on budget (DSDM Consortium, 1995). It is one of Agile methods which came into use in 
the early 1990s as a result of the need for a methodology which can develop new software 
systems as quickly as possible. This will suit online projects as it is evident that the majority 
of businesses require their online systems very quickly. RAD in its early days was said to 
lack structure and analysts did not really follow any set rules in systems development using 
RAD. Because of this lack of structure, in 1994 a consortium made up of big computer 
organisations, user organisations and vendors was set up to standardise and regulate RAD; 
this is when RAD became DSDM. A change in business practice meant that DSDM proved 
effective in developing systems quickly and cost effectively. DSDM is also a flexible 
methodology and can be adapted to suit the system being developed. This may mean that it 
can be a suitable basis for mobile web based systems development because the process can be 
cost effective. In DSDM, the user involvement in the development process is very much 
encouraged. This is to ensure that the user is satisfied with the end result.  
According to DSDM Consortium (1995), DSDM is comprised of a process and a set of 
products adapted to suit individual business needs. It takes a pragmatic holistic approach to 
systems development using existing business requirements. The development process uses 
iterative, incremental prototyping carried out within time constraints and strives to utilise the 
available resources. It is said to be carried out using structured analysis and design (SSADM) 
or object orientated analysis and design (OOADM). Within DSDM, teamwork and testing are 
encouraged at various stages along the way. Prioritisation approach is used, such as 
MoSCoW (Must-have, Should-have, Could-have, Want-to-have, but not this time). DSDM 
uses time-boxing, which is about investigation, consolidation and refinement of essential 
requirements within a set time constraint. Any non-essential requirements are satisfied 
outside the time-box should there be any extra time left over. However, this has always been 
a major constraint in information system design and development, especially if the major 
requirements/objectives such as usability/accessibility and security are to be met. A main 
time-box is established which contains smaller time-boxes lasting a few weeks. DSDM is 
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suitable for small projects and larger ones if they are split into smaller projects. It tends to be 
useful when the product is not too complex and the requirements are clear.  
2.6.3.1 Principles of DSDM 
There are 9 underlying principles of DSDM consisting of four foundations and five starting-
points for the structure of the method (DSDM Consortium, 1995).   
These principles form the cornerstones of development using DSDM. 
 Active user involvement ± this is the main key in running an efficient and effective 
project, where both users and developers share a workplace, so that the decisions can 
be made accurately. 
 Empowered teams with the authority to make decisions - The project team must be 
empowered to make decisions that are important to the progress of the project, 
without waiting for higher-level approval. 
 A focus on frequent delivery of products - DSDM focuses on frequent delivery of 
products, with assumption that, to deliver something "good enough" earlier is always 
better than to deliver everything "perfectly" in the end. By delivering product 
frequently from an early stage of the project, the product can be tested and reviewed 
where the test record and review document can be taken into account at the next 
iteration or phase. 
 Using fitness for business purpose as the essential criterion for acceptance of 
deliverables - The main criteria for acceptance of deliverable in DSDM is on 
delivering a system that addresses the current business needs. It is not so much 
directed at delivering a perfect system addressing all possible business needs, but 
focuses its efforts on critical functionality. 
 Iterative and incremental development to ensure convergence on an accurate business 
solution - driven by user feedback to converge on effectiveness. 
 Reversible changes during development ± all changes are reversible. 
 The high level scope and requirements should be base-lined before the project starts 
(i.e. requirements that are baselined at a high level). 
 Integrated testing is carried out throughout the project life cycle. 
 Communication, collaboration and cooperation between all project stakeholders is 
required to be efficient and effective. 
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Like other methodologies, DSDM process divides the system development life cycle into 
phases (stages) which includes: 
 The feasibility study (i.e. can the project be completed within a required time; and 
will the existing resources be utilised with minimal costs).  
 A business study is carried out to identify the requirements.  
 Functional model iteration takes place during which a prototype of the new system is 
produced to demonstrate how it will work.  
 System design and build iterations allow modification of the prototype to include non-
functional requirements.  
 Implementation as it implies will implement the new system in the user environment 
to test its functionality.  
 Training the end user and providing user manuals is part of the implementation stage.  
 Finally, maintenance of the new system is seen as an extension of the entire DSDM 
process.  
2.6.3.2 Analysis of DSDM strength and Weaknesses 
An important aspect of the DSDM is that of flexibility and adaptability of the requirements 
which caters for both the hard and soft aspects of the systems. Therefore, DSDM seem to be 
addressing only some aspects of security and usability in the process. It delivers better quality 
products because of increase testing carried throughout. However, the DSDM can be very 
complex, time consuming and expensive because of the high level of user involvement and 
/or iterative processes, product delivery at each stage of the process etc. It can be used for 
both small and large projects if properly managed. 
  
2.7 Classification and characteristics of the methodologies 
An important part of systems development is the decision making process when a systems 
developer comes to choose a methodology before a project. Many developers specialise in 
using one methodology but others use a combination of methodologies to develop a system. 
Therefore it is useful to classify methodologies by their characteristics. This makes the 
decisions on which to use easier. Some things are true of all methodologies, for example a 
methodology must be written so that it can be taught, learned and applied to a variety of 
development situations. They must not be too complex, but understandable and socially 
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acceptable.  Sometimes the use of a methodology must be rewarded in some way, as they 
often involve people having to change their working habits and/or ways of approaching 
situations. They must eventually be approved by the end users. 
As the project discusses DSDM, SSADM and SSM, again they will be used as examples in 
order to briefly demonstrate the way in which methodologies are classified. Avison and 
Fitzgerald (1999) maintain that it is essential to compare methodologies and classify them for 
academic reasons and to examine the nature of methodologies. 
The tables below show brief results of analysis of some chosen methodologies. 
Table 2.1 Classification of selected methodologies 
 SSADM DSDM SSM 
Approach Reductionist and 
toolkit 
Holistic Embedded, open 
and reactive 
Users Government and 
commercial 
Government, 
industry and 
commercial 
Commercial and 
industry 
Focus of 
methodology 
Business 
requirement 
satisfaction 
User 
involvement and 
business needs 
Improving the 
problem 
situation 
 
Table 2.2 Characteristics of the selected methodologies 
 SSADM DSDM SSM 
Characteristics Encourage user 
involvement 
Encourage user 
involvement 
Encourage user 
involvement 
 Focus on customisation 
and prototyping 
Dynamic development Based on Checkland's 
seven stage model 
 Standard techniques 
and default structure 
Users and developers 
share decision making 
powers 
Problems seen as 
intellectual constructs 
and can be improved 
 Flexible development Development within Analyst as part of the 
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set time periods problem situation 
 Includes business 
modification by 
downsizing and 
delayering 
Importance of 
meeting business 
requirements 
emphasised 
Can be grafted onto 
hard systems 
methodology 
 Case tools used to 
create diagrams 
Testing at all stages 
important 
Agendas provided for 
steering committees 
 Systems development 
Template used that 
includes conceptual 
model and internal or 
external design 
Collaboration and co-
operation with all 
stakeholders 
Is an excellent 
problem solving 
methodology 
 Government standards 
used e.g. PRINCE 
Changes can be 
reversed 
Alternative views 
considered 
 Social and technical 
aspects considered 
Iterative and 
incremental in nature 
Systematic approach 
 
User involvement as defined by Avison and Fitzgerald (2003) does not provide a 
categorisation of the level of user involvement or usability, nor does it address security 
issues.   
 
2.8 Challenges to IS development 
In the recent past, the creation of some information systems, for example websites have been 
without the use of any methodologies; without planning or structure. They have been 
developed mostly through the process of 'trial and error' (Brooks, 1999). Often users come 
across websites that lack quality, standards and have unfriendly or unusable interfaces. They 
often do not meet the needs of the user or business and so, do nothing to increase 
productivity. Sometimes Internet systems are developed by those who follow only some of 
the processes in a methodology or by using a combination of methodology processes. Some 
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developers (Bell & Wood-Harper, 1998) argue that the use of formal ISDM's can limit the 
scope for creativity in web system design.  
Over the years, it has been very obvious that IS development continued to play significant 
roles in many aspects of our daily lives. Information Technology (IT) has, and still is 
changing the way business is conducted in many industry sectors such as banking and 
securities, manufacturing and design and the services as well. And IS specialists are striving 
to exploit the power of IS to extend capabilities and expand business potentials; therefore, 
experts are challenged to understand the effect of IS on business (Daniels, 1994) and on users 
(Beynon-Davies, 1998). The visibility and need of IS in business development cannot be over 
emphasised, and if businesses are to go forward and expand internationally, then, there is 
need for better usable and secure international communications systems to be developed. 
There is also the demand for good global communications for engineering and product 
development. Therefore, the role of IS in influencing how organisation operates is vital. 
According to Daniels (1994), globalisations of Information Systems is effecting changes to 
business and accelerating the dynamics of global economy which are destroying traditional 
concepts of time, geography and strategic advantage. Therefore, innovations, resulting from 
globalisation, demands new management styles and new approaches to develop and integrate 
usable secure systems in a global context. Although technologies have so much affected 
processes, analysts such as Landauer (1995), Bignell and Fortune, (1984) are still of the 
opinion that, information systems offer operations that do not help users adequately. For 
example, information systems schemes developed to assist users to find books in libraries 
make it harder for them to find the books. The IS data manipulation, storage and retrieval 
through use of structured query language (SQL) has been found to be weak. Despite the fact 
that the technology was originally implemented to make data retrieval user friendly, but this 
has never been the case in many situations. Users (such as managers, salespeople etc) are 
very rarely able to perform tasks themselves, and often rely on system specialist for help. 
Situations like this, demonstrates the inadequacies in the design, development 
/implementation and use of technology, which supposedly was designed to make life easy for 
users. It is interesting to note that, at the beginning of any disruptive innovation, the new 
technology takes root in areas of non-consumption ± where the alternative is nothing at all. 
Therefore the simpler, new innovation is infinitely better. And more users will adopt it as the 
disruptive innovation predictably improves. However, there are many instances where 
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technology has been designed and developed, but simply abandoned due to complicatedness, 
inaccessibility, and difficulty and/or not easy to use.  
For centuries, systems have been designed and developed that are not effective in meeting 
human needs, even though most business processes are human activity systems (i.e. depends 
on human activities) and have failed in the process. For example, the London Ambulance 
Computerised system, Heathrow Air traffic control system, Heathrow Terminal 5 passenger 
system, and the NHS systems etc. all failed initially due to their inability to meet business and 
XVHUV¶ needs. We have many car drivers today whose in-car Satellite Navigation systems 
(SATNAVs) have sent them in the wrong direction or into dead-ends; which have been due 
to no fault of their own, but as a result of either poor design or inadequate user 
guide/instructions or feedback provision. Such failures create a gap between technology 
driven nature of computer science and user requirements. Landauer (1995) had very strongly 
pointed out that emerging techniques for user-centred development can turn the situation 
around; through task analysis, iterative design, trial use, and evaluation; computer systems 
can be made into powerful tools for business and the service economy. There are huge 
benefit-to-cost ratio that can be achieved through user-centred design (UCD) activities, and 
backed by descriptions of how to do the necessary things (user guide/instructions), of 
promising applications for better computer software designs in business. Also UCD can be 
used to map the relations of user-centred design to business process reengineering (BPR), 
quality, and management of resources. 
 
2.9 Summary  
In this section we have discussed the origins of information systems in an attempt to define 
what an information system really is; and looking at reasons for the development. The 
various types of IS and their use in society today have been explored, including the various 
methodologies involved in the creation of valuable IS. Selected methodologies (SSADM, 
SSM and DSDM have been explored to determine how their use in developing information 
system addresses the hard aspects relating to Security and soft aspects in relation to Usability.  
The Structured Systems Analysis and Design Method (SSADM) is a detailed method, known 
to cover almost every element of the information system, but with strong emphasis on the 
hard aspects and very little on soft aspects. Also, we analysed the latest version of the 
SSADM, which allows the use of SSM in the early phases. The analysis has shown that the 
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focus of SSADM is on product quality and less user involvement. This very structured and 
disciplined process can therefore be very good in addressing more of the security aspects and 
less of the usability aspects. SSM on the other hand, is an approach that tends to have high 
users involvement at every stage of the process, and as a result focuses more on usability 
aspects than on the security. In another way, SSM deals with some elements of hard aspects 
and all of the soft aspects. For example, SSM does not support hard system aspects such as 
data structures, events and the design of interfaces. Meanwhile DSDM, although good for fast 
delivery projects and high user involvements (usability aspects), but is not very good for 
projects that requires complex control mechanisms and/or complicated safety aspects. And, 
because of its very nature, some of the delivery products from different development teams 
may not necessarily fit well into the system when combine or integrated as a whole.  
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Chapter 3 Issues of Usability and Security in Information Systems 
3.0 Introduction 
Here, we investigate further the origins of IS, whilst also looking at the problems and failures 
in developing better IS, particularly with the issues of usability and security of the systems. It 
will cover some of the challenges involved, whilst also investigating some of the models 
currently used for designing secure and usable systems. 
 
3.1 Background 
In the beginning, and according to Landauer (1995), information revolution was meant to 
replace human mental work with more efficient electronic processes. This statement can be 
true to a certain extent and in some contexts due to the fact that, computers and robotic 
technologies have endeavoured to replace humans in carrying out and reducing some of the 
physically demanding and mundane tasks humans usually performed. Computer science 
developments has over the years drastically transformed the IS landscape with more 
sophisticated and emerging derivatives. For example; the evolution of mainframe computing 
towards client-server architectures; and the improvements in User Interface (UI) from 
character-based to Graphical User Interface (GUI), and also incorporating multimedia and 
World Wide Web (WWW) technologies to meet business needs has seen tremendous 
changes. Early indications of revolution in information systems came about when Bush 
(1945) published a paper about design of machine-man-systems to augment human memory. 
0DQ\DQDO\VWV¶and researchers such as Cash and Konsynski (1985) amongst others believe 
this to be the first milestone towards both Computer Science and information systems 
academic field development. However, information systems (IS) only became an important 
issue in the eDUO\ V ZKHQ /DQJHIRUV  SXEOLVKHG KLV ³7KHRUHWLFDO $QDO\VLV RI
,QIRUPDWLRQ 6\VWHPV´ LQ ZKLFK ZDV SURYLGHG, some clear definition of the fundamental 
concepts of information systems ± to include, Data, Information and realisation of 
information systems within organisational context with or without computer technology.  
 
Researchers (Benson and Standing, 2002; Bell and Wood-Harper, 1998; Mclean and 
Swanson, 1980; Clarke, 1990; Ein-Dor and Segve, 1993; Jayaratna, 1994; and Keen, 1996) 
have all reported that the rapid developments in IS has been as a result of contributions from 
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many other disciplines such as; Computer science, Management science and Organisation 
science, used to build-up the foundations of IS. The information systems domain includes 
both IT related and non-IT related activities and can be contextualised only through 
organisation context and its associated activities (Jayaratna, 1994). However, such 
interdisciplinary nature of IS, according to Edwards et al. (1991), is to some extent, as a result 
of the failures of the computer science to understand users and behaviours (i.e. Human 
factors), its problems/requirements and the complex nature of operating environment.  
 
In recent years there have been huge increase investments in computers and other information 
technologies to facilitate and support business and processes (Haag, Cummings and 
McCubbrey, 2004). However, Landauer, (1995) noted that these increase investments have 
not been matched by increase productivity in the very service industries which they were 
aimed at. In many cases, they have either stagnated growth or have made negative impact on 
business; for example IT has brought about the many causes and/or increase in the in-security 
in almost every sector of business across the globe. On the one hand, Landauer questioned 
the reasons for the increase investments by saying, ³if computers are not making businesses, 
organisations, or countries more productive; why then are we spending so much time and 
PRQH\RQWKHP"´ However, Landauer (1995) acknowledged the fact that other factors (such 
as mismanagement, hardware and software incompatibilities/failures, organisational barriers, 
learning curves, social and cultural issues), can also play a part in the productivity paradox. 
But the main culprit to this demise has been the individual utility and usability of the systems.  
 
3.2 Usability and Security issues in IS  
Computers have revolutionised the way we live and operate, and rightly so. For over the past 
quarter Century there has been enormous growth in IS development and use; and computers 
have become a feature of everyday life in richer, as well as in poorer economies too. Today's 
machines are not only powerful, fast and sophisticated, but also complicated. According to 
Cranor and Garfinkel, (2005), a typical handheld device or desktop now boast possibly ten 
times the number-crunching power of the fastest machine on earth in 1983, and widespread 
too, given that the world's 3 billion or so mobile phones are, in effect, pocket computers. 
Many users have a PC, laptop and/or mobile devices, and they want the computer systems to 
be very usable and secure. However, although computers have become cheaper, more capable 
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and more commonplace, they have made much less progress when it comes to ease of use 
(Cranor and Garfinkel, 2005) of the systems and/or dealing with ever changing security 
issues (Whitman and Mattord, 2012). Their potential remains surprisingly out of reach for 
SHRSOH ZKR ILQG WKHLU FRQWURO V\VWHPV RU ³XVHU LQWHUIDFHV´ WRR FRPSOH[ And even users, 
who have no difficulty navigating menus, dialogue boxes and so on, might use computers 
more productively if their interfaces were better or simple and the security protocols were 
easy to follow. For example, in using the Nokia 6680 mobile phone, Greenfield (2007) 
reckons users needed 13 clicks just to change its ringtone and says that ³it's an interface 
GHVLJQHG E\ HQJLQHHUV IRU HQJLQHHUV´ Other researchers such as Steven Kyffin (a senior 
researcher at Philips), have conceded WKDW ³FRPSXWHU programmers and engineers (himself 
included)DUHRIWHQJXLOW\RIGHVLJQLQJFRPSOLFDWHGV\VWHPVSDFNHGZLWKWRRPDQ\IHDWXUHV´; 
and went on to say that ³wH
UH FRPSHOOHG E\ FRPSOH[LW\´ but ³there's a point where 
KXPDQLW\ MXVW FDQ
W KDQGOH LW´ However, interestingly and very appropriately, the field of 
LQWHUIDFHGHVLJQHYHQKDVDQXQZLHOG\QDPHFDOOHG³KXPDQ-FRPSXWHULQWHUDFWLRQ´RU+&,; 
DQG LW¶V VXSSRVHG WR EH DQ DUHD ZKHUH V\VWHPV DUH WR EH GHVLJQHG IRU KXPDQV WR LQWHUDFW
simply with. In terms of usability, systems fail if the desired output is not achieved (Bignell 
and Fortune (1984); and also any failure in the security system can result to a breach and 
some consequences.  
Greenfield (2007), believes part of the problem is that, programmers have traditionally had 
more power than designers. Programmers put in place the myriad features they want; 
interface designers then struggle to wrap them all up in a product that is simple to use. The 
results, all too often, are crowded clunky interfaces. But the balance of power may now be 
shifting to the designers. But why now, some may asked? Over the years there have been 
mounting pressures from many quarters (especially users) on usability and security of 
systems. Ken Wood, deputy director of Microsoft's research laboratory in Cambridge, 
England, says his company is now putting greater emphasis on interface design. Three years 
ago, he says, none of his lab's budget was earmarked for pure HCI research. Today, a quarter 
of the lab's budget goes on it. Therefore the future is bright for interactivity and thus 
usability. 
3.3 Aspects of Usability 
8VDELOLW\LVGHILQHGDV³7KHOHYHOWRZKLFKDSURGXFWFDQEHXVHGE\VSHFLILHGSURGXFWXVHUV
to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context 
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RIXVH´%HYDQ³The capability of the software to be understood learned, used and 
attractive to the user, when used under specified conditions´ (ISO/IEC 9126-1, 2001; 
9HHQHQGDDO³The ease with which a user can learn to operate, prepares inputs for, 
and interprets outputs of a system or component´ (IEEE Std.610.12-1990). In a nut shell 
usability is the quality of a product (software or other) which addresses its suitability for the 
people who will use it. Consideration of usability affects the definition of the requirements, 
the design and the build of the product, and also testing of the product. Good usability is as 
vital as good functionality and reliability to delivering products which can be used 
successfully, are appealing and encourage people to use and re-use the product. In a broader 
sense, Usability is defined by using the product in its operational environment. The type of 
users, the tasks to be carried out; physical and social aspects that can be related to the usage 
of the software products are taken into account.  
The narrow focus definition of usability describes usability as a set of attributes that can be 
measured; these attributes are quality of the software including understandability, 
learnability, operability and attractiveness: 
 Understandability: attributes of the software that bears on the user effort for 
recognising the logical concept and its applicability 
 Learnability: attributes of software that bears on the user effort for operations and 
operation control 
 Operability: attributes of the software that bears on the users effort for operations and 
operation control 
 Attractiveness: the capability of the software to be liked by the user (OpCit) 
The broad focus definition of usability is defined using ISO 9241-1 standards. This is 
described in terms of effectiveness, efficiency and satisfaction with users who can achieve 
specified goals in particular environment. 
Effectiveness, efficiency and satisfaction are explained as follows: 
 Effectiveness: Refers to the capability of the software product to enable users to 
achieve specified goals with accuracy and completeness in specified context of use. 
 Efficiency: Refers to the capability of the software product to enable users to achieve 
results while minimising resource usage. 
 Satisfaction refers to the capability of a software product to satisfy users in specified 
context of use. 
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Jacob Nielsen (1993) looks at usability from another perspective. The five attributes of 
usability according to Nielsen (1993) is shown in figure 3.1. 
 
Figure 3.1 Five Attribute of Usability (Source: Norman and Panizzi, 2006). 
 
3.3.1 Efficiency 
Efficiency can be described as how quickly system user can perform a task accurately 
and correctly after the system user learnt the basic operation (Winschiers and Fendler, 2007). 
Once the system users learn how to use the system, high productivity is expected, so 
efficiency is related to systems performance (Minati et al., 2006). 
 
3.3.2 Learnability 
Learnability has been used as a phase of software usability in 1976 (Grossman et al., 
2009). It got fame as important aspect of usability in mid-1990¶V (Dix et al., 2004). 
Learnability is among the important aspects of usability (Abran et al., 2003). Different 
definitions of learnability are available in literature (Petrie et al., 2006). 
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3.3.3 Errors 
A good system should have few rates of errors that help system users to face a small 
number of mistakes while using the system. When the system users make mistakes or any 
error occurs, the recovery from mistakes or errors have to be easy, and ensure that 
catastrophic errors should not occur (Folmer and Bosch, 2004). 
 
3.3.4 Memorability 
The concept of memorability states that human actions on a system must be easy to 
remember. The concept within the usability context is that a user can leave a program and, 
when he or she returns to it, remember how to do things in it. How many times have we all 
gone through a training exercise with someone who knew the system only to come back to it 
and be completely confused? This is the issue that memorability tries to address. The aim of 
the system must be such that actions performed can be easily remembered as human 
memory is temporally restricted by an interim ability of roughly seven plus or minus two 
objects (Yan et al., 2000). For system users if they return to the system after some time and 
they do not use the system during that time, they GRQ¶W have to learn the whole system again 
(Folmer and Bosch, 2004). 
 
3.3.5 Satisfaction 
In essence, the system should be satisfying in use; that is, it should fulfil the requirements 
of system users when they use it (Folmer and Bosch, 2004). In short, users should be happy 
with the responsiveness and performance of the system.  
 
3.4 Importance of Usability 
Over time, frequent changes in technology have become very stressful for people; and most 
often developers keeps focus on developing the newest products irrespective of products end 
user¶s interests and needs. Most often product users are not part of the development 
process; this creates difficulty for the developers to fulfil the user¶s expectations. 
Therefore the main intention of developers must be to develop user-cantered products in 
order to fulfil the expectations of product users. Modern Software expansion lifecycle is 
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split into different stages; in previous times usability testing was performed late in the 
software development lifecycle. However, in the last decade usability testing has become 
the vital part of development stages particularly for web-based applications (Shneiderman 
and Plaisant, 2005). In traditional development process, product end-users are not involved 
in development stages, but by involving end users in development process developers can 
make product better (Folmer and Bosch, 2004). Usability testing plays a vital role to ensure 
that the interface design meet the needs of end users. Usability testing has become a vital 
part in software expansion lifecycle (Dix et al., 2004). Many different events and methods 
for usability testing have been developed and convinced by many different researches which 
differ from one another on the basis of significance (Mack and Nielsen, 1993). Usability 
testing has various purposes or goals. Its most significant goal is to find out the major 
problems in the user interface of software product. It also has other targets such as to 
increase performance, efficiency, user satisfaction and also make sure that the system is easy 
to understand (Norman and Panizzi, 2006). The software engineering community ISO 9126 
has related usability with the design of interface. To measure the usability of software there 
are different standards according to its definition. The research looks at usability by 
evaluating the usability of some online systems. Usability is evaluated by measuring 
products end users performance issues. This is due to fact that, mainly usability issues are 
only exposed late in the development process, during testing and deployment (Battleson et 
al., 2001). However, if usability is to be maximised, system designers must adhere to and 
LQFRUSRUDWH WKH µ+LJK $YDLODELOLW\¶ DSSURDFK ± which involves associated service 
implementation, which ensures a prearranged level of operational performance will be met 
during a contractual measurement period (Piedad and Hawkins 2001) 
 
Various methods in software and product development are suggested for measuring, 
efficiency and satisfaction (Nielsen, 2010). Customers, designers, users and stakeholders 
need to have a solid understanding of requirements for usability and what can be measured 
for the project. According to Veenendaal (2002) and Nielsen (2010), good usability is crucial 
in delivering products that can be used successfully, appealing and encouraging people to use 
and re-use the product. An everyday example of how usability affects a variety of people 
through the use of ATM (Automatic Teller Machine).Decisions taken into consideration 
during the  Design phase of the software including will affect the usability of the ATM for 
WKH XVHUV ([DPSOHV RI $70¶V GHVLJQ DQG LQVWDOODWLRQ WKat will impact usability are the 
following: 
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 Colours that are used on the ATM screen 
 Font size and font shape used on ATM  screen 
 The complexity of language used on the screen, this includes the use of jargon. 
 Wording which includes the use of help messages. 
 Speedy navigation 
 Height of the screen and controls located above the ground 
 Privacy and safety for the user of the ATM. 
Usability has contributed enormously to success of software provision, whether for in-house 
or third party, bespoke or package systems. Increase in development of intranets and 
extranets to deliver information, usability is crucial and critical to the success of the 
application. An Important aspect of usability according to (Nguyen, Johnson, & Hackett, 
2003) is Usability testing. Usability testing involves a variety of methods  for setting up the 
product, assigning users to carry out the tasks and observing users interacting and collecting 
information which will measure ease of use or satisfaction. Usability testing at times might be 
beyond the scope or responsibilities assigned to the testing group; this however depends on 
the charter of a software testing organisation.  
Usability as used in Quality Assurance and Testing: is a metric that assists the designer of a 
product or service e.g. Web application, software application and mobile application 
GHWHUPLQH WKH XVHU¶V VDWLVIDFWLRQ WKURXJK WKHLU  LQWHUDFWLRQ ZLWK D SURGXFW DSSOLFDWLRQ RU
services through interfaces, including User Interface (UI). An effective UI design is one that 
offers the maximum usability to the users. In designing for usability, some of the important 
questions to take into consideration are as follows: 
 How easy will it be for a user who has never seen the product or application before to 
carry out simple tasks? 
 How easy will it be for a user who has used the product or application to remember to 
carry out the same tasks? 
 How effective and efficient will it be for a user who is familiar with the product and 
has used the product before to quickly carry out tasks which are frequent? 
 How often does a user run into errors while using the product? How serious are those 
errors? How forgiving is the product -does the product allow the user to easily recover 
from errors? How informative is the product or application helpful in communicating 
error conditions to the user? 
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 +RZJRRGLVWKHXVHU¶VH[SHULHQFLQJLQXVLQJWKHSURGXFW 
3.5 Aspects of Security 
Information systems that are used to capture, create, store, process or distribute classified 
information must be properly managed to protect against unauthorized disclosure, loss of data 
integrity, and to ensure the availability of the data and system (Whitman and Mattord, 2012). 
In short, information security is about protecting a system. Therefore Information systems 
and the information they contain need to be safe and secure to be relied upon, and appropriate 
security measures must be put in place to achieve this, but in doing this one need to 
understand the essence of security. Interestingly, many organisations see technology or 
µWHFKQLFDO VROXWLRQV¶ DV WKH LPPHGLDWH solution to their information security problems. The 
fact is that, this warp view is highly promoted by the vendors the YHU\ VDPH µWHFKQLFDO
VROXWLRQV¶According to Hinson (2003) technology-based information security products such 
as firewalls, antivirus software, PKI systems and VPNs are very valuable defence 
mechanisms LQ WKHVHFXULW\PDQDJHU¶Varsenal but there are many severe drawbacks to rely 
purely on the technological approach. Here are few examples (Hinson, 2003): 
 To start with, the technology does not come cheap, whether bespoke or off-the-shelf. 
Worse still, the standard packages are often sub-optimal and offer very little in terms 
of competitive advantage.  
 Every technology is fallible even if it is not cheap. Despite the best efforts of the 
software quality engineering movement, hackers, testers and users continue to find 
loopholes, unchecked buffers, unexpected exceptions, backdoors and other 
miscalculated vulnerabilities in the systems. This problem is compounded by the 
complexity of modern IT systems. Although organisations that employ multilayered 
security have the right idea but it is very hard to believe that every layer of security is 
near perfect. But attackers nowadays have never been known to come through the 
main gate, they bypass defences by taking an alternative approach as is now common 
on the internet / web.  
 Another problem is that very few organisations understand their information security 
problems in sufficient detail to ensure that they specify appropriate technical 
solutions. Typically, they recognise the need for standard information security 
packages (such as antivirus software) to address individual concerns, but seldom have 
a comprehensive view of their requirements. Most organisations bu\µSOXJDQGSOD\¶
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technologies such as firewalls with no regard to monitoring the security alarms, 
updating attack signatures, or responding to new forms of network traffic. For 
example, all they do is, virus-scan ³Emails,´ but ignore the JavaScript.   
 The ultimate is that, someone inevitably has to implement and operate the technology 
and this is where the problem(s) can be found in information systems security.  
 
Recently, there have been many breaches in system security. For example, in April 20 2011, 
SoQ\¶Vonline Play Station system was hacked and users personal details were stolen (BBC 
News, April 20 2011) and the system was down for over a week. Users no longer had access 
and were not able to use the system whilst it was down due to some security vulnerabilities in 
the system infrastructure. In another incident in 2010, the BBC reported ³+6%&admits huge 
Swiss bank data theft: about 24,000 clients of HSBC's private banking operation in 
Switzerland had personal details stolen by a former employee, the cRPSDQ\KDVDGPLWWHG´ 
(BBC News, 11 March, 2010). The BBC has over the years reported many other security 
breaches such as, ³Call centre 'scam' details sought: India's IT industry has urged Britain's 
Channel 4 television to co-operate with the authorities after a sting alleging data theft from 
,QGLDQ FDOO FHQWUHV´ (BBC, 4 October 2006). Meanwhile in another article on (BBC, 
1RYHPEHU  WKH 8. ,QIRUPDWLRQ &RPPLVVLRQHU¶V 2IILFH SXW RXW D VWDWHPHQW
commenting on the, ³8QDFFHSWDEOHOHYHORIGDWDORVVThe number of incidents of loss or theft 
of personal data has risen to an "unacceptable" level in the past years, the privacy watchdog 
has warned. The Information Commissioner's Office (ICO) pointed out that, NHS hospitals 
holding private medical records were among the worst offenders. In total, 434 organisations 
reported data security breaches in the past 12 months of 2009; XSIURPWKH\HDUEHIRUH´
(BBC News 11 November, 2009).  
The UK Government defines Information security as:  "the practice of ensuring information 
is only read, heard, changed, broadcast and otherwise used by people who have the right to 
do so" (Source: UK Online for Business, Accessed, December 2010).  Security according to 
Whitman & Mattord (2009) means to be free from danger: protection against adversaries, 
from those who can do harm intentionally or non-intentionally. For example, National 
security is a multi-layered system which offers protection for the sovereignty of the state, its 
DVVHWV LW¶V UHVRXUFHV DQG LWV SHRSOH 7KH\ IXUWKHU defined Information Security (InfoSec) 
using the standards suggested by the Committee on National Security Systems (CNSS), and 
which states that; ³Information security is the protection of information and elements which 
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are critical, this includes the systems and hardware that uses, stores, and transmit the 
LQIRUPDWLRQ¶ :KLWPDQ 	 0DWWRUG  ,QIRUPDWLRQ VHFXULW\ H[WHQGV WR LQIRUPDWLRQ
security management which includes computer and data security, and network security in 
order to protect information and related systems.  
To protect an organisation¶V operations, it has been suggested (Schneier, 2000; Whitman & 
Mattord, 2009) that the system should have the following multiple layers of security: 
1. Physical security: is required to protect physical item or, objects from unauthorised 
access and misuse by users. 
2. Personal Security: This is security required to protect users who are authorised to 
access the organisation and its operations. 
3. Operations security: is a type of security which protects series of activities or details 
of a particular operation. 
4. Communication security: is security that protects communications, media, technology 
and content 
5. Network security: is required to protect networking components, connections and 
content. 
6. Information security is required to protect information assets. 
But most importantly, the organisation must be willing to implement tools such as awareness, 
training and education and technology /reviews processes. 
Businesses are very much reliant on information systems for key business processes. 
Therefore it is vitally important that such critical systems are adequately protected and rightly 
so to allow business continuity. Organisations may face security issues during the 
information system use. The weaknesses in the information system can be identified while 
using it, but it can be better if these defects are fixed before any security threat emerges. The 
security threats while using the system can be in two ways; threat from the external 
environment (i.e. threat from people outside the organisation) and threats from internal 
environment (i.e. threat from the people who work in the organisation). Let us now look at 
some important types of security threats. Information systems can be at security risk from 
many sources:  
 Human error: This is one of the most vulnerable areas of risk and has been blamed 
for most system insecurity. This may occur by entering incorrect transactions; failing 
to spot and correct errors; processing the wrong information; accidentally deleting 
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data and/or failure to follow procedures (which may arguably be as a result of 
unusable security systems designs) 
 Theft and Commercial espionage: unauthorised access and/or competitors 
deliberately gaining access to commercially-sensitive data (e.g. customer details; 
pricing and profit margin data, designs)  
 Fraud: deliberate attempts to corrupt or amend previously legitimate data and 
information  
 Technical errors: such as hardware that fails or software that crashes during 
transaction processing  
 Accidents and disasters: may occur through for example, loss, fire or flood 
 Malicious damage: where an employee or other person deliberately sets out to 
destroy or damage data and systems (e.g. hackers, creators of viruses) 
 
3.5.1 Security issues in the System Development Process  
To begin with the analysis of security issues in system development process, we must start by 
looking at the phases of system development process themselves. However, not all system 
development processes have clearly marked phases. For example Service Oriented 
Architecture (SOA) does not have these phases. System development process such as the 
Traditional or Waterfall model usually has phases such as; requirement analysis, design, 
implementation, testing and maintenance (Avison and Fitzgerald, 1995; Akhgar, 2003). The 
requirements analysis phase is where the requirements of the clients are gathered. Usually 
business analyst and the project manager meet the client, analyse their business operations by 
engaging with the employees and in the process, gather the requirements. The requirements 
gathered are first written in a document call BRS (Business Requirements Specification). 
Another document called SRS (Software Requirements Specification) is later designed, 
giving the details required to build the software application. Once BRS and SRS are finalised, 
the process then move to the next phase of development. Different methodologies do exist, 
and the use of the phases with them, may differ from one methodology to another. 
Most organisations tend to use a method which suits the system they are building. The 
DSDM (Dynamic Software Development Methodology) is one method that is increasingly 
gaining importance because of its Rapid application development approach. However, the 
security requirements during the system development process cannot be tested. Therefore, it 
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is very essential that, from the start of development (which is requirements analysis), the 
security features have to be incorporated and aligned with the development process until the 
completion of system development. Let us now look at some potential risks involved during 
the development process: 
 The requirements gathered may not be 100 per cent correct. This can come from a 
lack of communication between the development team and the clients. 
 The risk of storing or inputting the requirements into the system. 
 The designed documents are stored in separate database created for the project by 
using other applications for quality control. There is a risk that these documents 
can be misused or tampered with.  
 The server may crash because of improper installations or handling, which may 
result in the loss of valuable data. 
 During the implementation phase, there is a chance that some developers may 
include malicious applications like trap doors, which may cause potential damages 
to the organisation using the developed system. 
 In the testing phase, there is a chance that testers may not create or perform the 
correct test scenarios, which may result in building a system full with bugs. 
 Chances of making improper use (because of lack of proper training) of the system 
E\WKHFOLHQW¶VHPSOR\HHVZKLFKcan result in severe damage to the system.  
The issues highlighted above are some of the risk elements that can be analysed during the 
system development process.  
There has been a tremendous rise in the misuse of computers and computer crimes. Some of 
it is down to poor system development which leave system vulnerable and others from 
careless employees. Landreth (1989), Hafner & Markoff (1991; 1995), reported that many 
US companies have been victims of crime. In another study of 283 large companies by the 
American Bar Association found that, 48 percent of them have been victims of computer 
crime. Though it has been many decades since, the problem is still the same and it can be 
much worse today. With the rapid developments in technology, the cybercriminal have now 
developed new modes of attack using the bugs or weaknesses in the technology. A closer 
look at the UK Cyber Crime Report 2009 shows that, there is increasing dependence on the 
internet nowadays, and because many households are connected to internet. The Garlik UK 
cybercrime report (Fafinski and Minassian, 2009) will be used here to analyse the effect of 
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different security breaches. As per the report, 70 percent of the UK households had internet 
access in 2009 and out of which 90 percent were using broadband connection. The increasing 
dependence on the internet led the fraudsters to deploy new ways of cybercrime. In 2008, 
there were 3.6 million criminal acts (one for every 10 seconds) identified. There is an 
increase in fraud in all the categories except sexual offenses. The table 3.1 illustrates some of 
the incidences: 
 
 
Category 2008 2007 2006 Change 
07/08 
ID theft and ID 
fraud 
86,900 84,700 92,000 +2.6% 
Financial fraud 207,700 203,700 207,000 +1.9% 
Online harassment 237,4000 2,240,000 1,944,000 +6.0% 
Computer misuse 
(excluding viruses) 
137,600 132,800 144,500 +3.6% 
Sexual offences 609,700 617,500 850,000 -1.3% 
Total 3,415,900 3,278,700 3,237,500 4.2% 
 
Table 3.1 UK Cybercrime report (Source: Garlik, 2009; Online identity experts group) 
 
 
Identity theft and Identity fraud cases 
ID fraud 77,642 
Application fraud 77,023 
Impersonation 62,658 
Total 217,323 
 
Category 2007 2008 Change 
Facility takeover fraud 6,272 19,275 +207% 
Misuse of facility 23,400 39,447 +69% 
 
Table 3.2 ID fraud cases (Source: Garlik, 2009 online identity experts group) 
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Table 3.2 shows there was a shocking 207 per cent increase in facility and takeover frauds 
from the year 2007 to 2008. Another survey of 1000 UK businesses by NCC in 2004 shows 
WKHQHFHVVLW\IRUEHWWHU ULVNPDQDJHPHQWDSSURDFKHV LQ WRGD\¶VEXVLQHVVHQYLURQPHQWV7KH
figures in the report show the ever increasing level of security threats in the Information 
System environment. 
 
Reported Hardware Incidents Percentage 
Equipment Failure 47% 
Theft 28% 
Network Failure 30% 
Sabotage 2% 
Fire 2% 
Lightening 9% 
Flood 5% 
 
Reported Software Incidents Percentage 
Viruses 34% 
Untested Software 26% 
Misuse 9% 
User errors 23% 
 
Table 3.3  IS Security threats (Source: NCC, 2004) 
 
The reports demonstrate that there has been sharp increase in the number of security breaches 
in recent years. So, how do we tackle such increasing threats from unauthorised users, some 
of whom are people sitting next to us? How can systems vulnerabilities be reduced? 
The answers to these questions will be to analyse and improve on the psychological human 
factors in the use of systems. For example, increase investments in social aspects of work 
environment such as, increasing the value of staff (pay and conditions), improving trust 
amongst staff, regular monitoring output, training and lifelong learning processes.  
The increase in demand for stolen data has also contributed to increasing crime rate and given 
criminals a better way of making quick easy money through hacking and sniffing means. And 
if the trend is not seriously checked, many people may be tempted to choose these routes as a 
Analysing Usability and Security issues in Design and Development of Information Systems 
 
58 
 
means to subsidise their incomes. Some security risks can be lessened or prevented by 
motivating users, encouraging and building trust in them, and also educating them etc. The 
importance of some of these issues will be highlighted later. 
Many analysts and IT professionals in the industry have different opinions as to why there are 
many security breaches in many organisations¶ information systems, and have argued that, 
the security problems emanate from the improper design and development of systems. But it 
will be improper to put the blame completely on system developers because, the technology 
and its use, are not the same always. This can be one reason for the increasing security 
attacks. However, organised and well implemented regular changes to the system can be one 
way to overcome such security risks; although such changes will increase the overall costs of 
IT investments, which many organisations are very reluctant to do always.  
 
The two main security issues to be considered during the system development are: 
 security regarding the system development resources and,  
 Security weaknesses in the system being developed.  
The development related resources can be safeguarded and properly managed by using 
available project management applications such as Quality Centre, PRINCE 2 techniques.  
The main problem during the development is the security weaknesses in the system being 
developed. These issues cannot be tested because these types of bugs come out only during 
the use of system and not during or while the system is being built, therefore can only be 
reviewed. However there is a chance that they can be found during the system testing phase 
but it may not always be a positive result. So the development team have to ensure that they 
are building the system perfectly secure with respect to the user requirement specifications. 
3.5.2 Information System Security 
3.5.2.1 Introduction 
This section provides analysis in the area of information system security, the related elements 
and details to facilitate understanding of the discipline. It covers key terms and explaining 
essential concepts and strategies for managing information security. According to James 
Anderson, executive consultant at Emagined Security Inc.; Information Security in an 
HQWHUSULVHLVD³ZHOOLQIRUPHGVHQVHRIDVVXUDQFHWKDWWKHLQIRUPDWLRQULVNVDQGFRQWUROVDUHLQ
EDODQFH´ This basically means aligning information security needs with business objectives 
Analysing Usability and Security issues in Design and Development of Information Systems 
 
59 
 
must be top priority. Information systems must be prevented from malicious attack software 
programs like worms, Trojans and/or viruses. And if the worse happens, the systems should 
be able to contain such breach and limit the damage caused to the systems and/or 
organisation. 
3.5.2.2 The need for Security 
Information security began with Computer security (Whitman and Mattord, 2012); the need 
to secure hardware, software and physical location from threats. In many situations we 
sometimes have multiple levels of security implemented to protect facilities and maintain the 
integrity of their data. For example access to sensitive areas or systems files can be controlled 
by means of keys, badges, passwords, and/or facial recognition of authorised staff by the 
security guards. The growing need to maintain infrastructure security has led to more 
complex and more technologically sophisticated computer security safeguards. According to 
Whitman and Mattord (2012), information security in the early years was a straight forward 
process, which consisted predominantly of physical security and simple document 
classification schemes. The primary threats to security then were physical theft of equipment, 
espionage against products of the systems, and sabotage. However nowadays, the shift has 
move from the safety of physical locations and hardware, to include securing the data, 
limiting random and unauthorised access to data, and also high involvement of personnel 
from many and different levels of the organisation in matters pertaining to information 
security. Nowadays, the threats have evolved and they come in various sophisticated forms 
that can cause maximum damage to any computer or information system. Most threats now 
come from remote and uncontrolled sources, miles away from the target destination; this is 
down to the fact that most systems are now in highly interconnected networks. The advent of 
Internet, www and other mobile/wireless communication systems have internationalised and 
compounded the information security problems through the interconnected network of 
networks; wired and wireless (LANs and WANs), and continuous ubiquitous communication 
systems that have facilitate remote access to information systems anywhere, anytime anyhow 
(Arreymbi, 2007; Kim and Solomon, 2012; Workman, Phelps and Gathegi, 2013). Hackers 
VXFKDV³%ODFNKDWVDQG*UH\KDWV´(Kim and Solomon, 2012), are always on the lookout for 
loopholes or any system vulnerabilities through which they can gain access (Arreymbi, 
2007). And because businesses have to protect their data for competitive advantage, there is 
increasing demands for adequate security measures to stem the flow of system attacks from 
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intruders and unauthorised users. In the past few years and more recently, the media around 
the world have reported many incidences of security breaches that have occurred. For 
example, the recent News of The World (News Corporation) phone hacking scandals and the 
Diplomatic cables leaks (BBC News, 2010; 2011) from Wikileaks and other criminal 
organisations made up of hackers who are dotted around the world and whose sole aim is to 
intercept and leak out private communications between individuals, businesses and/ or 
Government agencies. Incidentally, there has been a growing awareness amongst users and 
the general public, of the need to improve information and information systems security; as 
well as a realisation that information security is important to national infrastructure and 
defence. In fact, the growing threats of cyber-attacks and criminality have made businesses 
and governments more aware of the need to defend critical infrastructures (Workman et al. 
2013). The examples here give credence as to why security is vital for the survival of 
business and government information infrastructures. 
The method of design and development of information systems can render them either secure 
or vulnerable. Vulnerabilities occur due to weaknesses or faults in the system or protection 
mechanism that leaves them open to attack or damage. For example, flaws in a software or 
hardware package, an unprotected port or unlocked door. Information systems can be made 
more secured through various techniques, and designers need to be trying to achieve the 
following (Arreymbi, 2007; Brown and Stallings, 2008; Whitman and Mattord, 2012):  
 Prevention: Actions or control measures designed to prevent security errors, breaches 
and/or accidents, to ensure data integrity; including physical security controls which 
play a key role in prevention techniques. 
 Detection: These measures are often combined with prevention controls to ensure 
effectiveness. To spot when things go wrong is very crucial for example, keeping a 
log of all attempts to have unauthorised access to a network; detection needs to be 
done as soon as possible and more particularly if the information is commercially 
sensitive or used for competitive advantage.   
 Deterrence: deterrence controls are about discouraging potential security breaches. 
 Data recovery ± The possibility of something going wrong is ever increasing for 
example, if data is corrupted or hardware breaks down; there is need for continuity, 
therefore it is important to be able to recover any lost data and information as soon as 
possible. 
Analysing Usability and Security issues in Design and Development of Information Systems 
 
61 
 
According to Whitman & Mattord, (2009; 2012), the definition of security concepts evolved 
from a concept developed by the National Security Telecommunications and Information 
Systems Security Committee (NSTISSC) also known as the C.I.A triangle (see figure 3.3)  In 
JHQHUDO6HFXULW\LV³WKHTXDOLW\RUVWDWHRIEHLQJVHFXUH± WREHIUHHIURPKDUPRUGDQJHU´
(Whitman and Mattord, 2012). .In other words, it is protection against intentional or 
unintentional adversaries. The Committee on National Security Systems (CNSS), formerly 
NSTISSC, defines information security as ³the protection of information and its critical 
elements, including the systems and hardware that use, store, and transmit that information´  
In later discussions, we will see that most security systems are multi-layered, and to achieve 
the appropriate level of security for any organisation, also require a multifaceted system 
which will be incorporating physical security, personnel security, operations security, 
communications security, network security and information security. However, all these 
systems must operate on the tenets of the CIA security triangle, Therefore, in modelling 
information security system, one need to approach it from holistic viewpoint and to include 
the broad areas of information security management, computer and data security and network 
security as shown in figure 3.2. 
 
Figure 3.2 Components of Information Security (Source: culled from Whitman and Mattord, 2012) 
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Figure 3.3: The CIA Security triangle 
The CIA triangle has been the industry standard for Computer security ever since the 
development of mainframes; and is based on the three characteristics of Confidentiality, 
Integrity and Availability that provides value for information in organisations. Somehow, 
these three characteristics are still important today, but the CIA triangle model no longer 
addresses the constantly changing environment of IS industry. The new environment of 
evolving threats has prompted the development of a more robust intellectual model which 
addresses complexities of current information security environment. The expanded CIA 
triangle covers authenticity and accuracy (Kim & Solomon, 2012; Whitman & Mattord, 
2009; 2012) 
 Confidentiality: information has confidentiality when disclosure or exposure to 
unauthorised individuals or systems is prevented. Confidentiality enables users with 
rights and privileges to have access to information. Confidentiality is breached, when 
unauthorized users or systems can view information 
 Integrity: according to (Stallings & Brown, 2008) covers data integrity and system 
integrity 
 Data integrity: provides assurance that information and programs are altered in a 
specified and authorised manner 
 System Integrity: Enables a system to perform intended function free from 
deliberate or unauthorized manipulation of the system. 
 Availability: This characteristic of information according to Brown & Stallings 
(2008) enables timely and reliable access to information and use of information; a loss 
of availability is the disruption of access to or use of the information. 
 
SECURITY 
Confidentiality 
Integrity Availability 
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 Accuracy: According to Whitman & Mattord (2009), information is accurate when it 
is free from mistakes or errors and has the value that the end user expects. Information 
that has been intentionally or unintentionally modified is not accurate e.g. if a user of 
a bank account accidentally enters an incorrect amount into the account register, this 
changes the value of the information. Inaccuracy of the bank account can cause a 
legitimate cheque to bounce, and prompt mistakes such as bouncing a cheque. 
 
From usability point of view this characteristic is much related, in that, if a computer system 
is inaccurately designed or implemented, it will lead to the users making mistakes / errors in 
the use or manipulation of the system, such as pressing the wrong button. 
 Authenticity: authenticity of information is the quality or state of being genuine or 
original. Information that is fabricated or reproduced is not authentic. An example of 
non-authenticity is phishing, which happens when an attacker attempts to obtain 
personal or financial information through a fraudulent way, by presenting a copycat 
or fake system of an organisation or individual.  
 
System security mostly deals with prevention and protection of the unknown. Computer 
Security according to Arreymbi (2007); Brown and Stallings (2008), is seen as the 
protection provided to an automated information system in order to preserve the Integrity, 
Availability and Confidentiality of IS resources. The emphasis here is on confidentiality, 
integrity and availability. However, it does not cover accountability and assurance, all of 
which contribute to maintain/enhance the quality attributes of the system. 
 Confidentiality confirms that confidential or private information is not revealed to 
unauthorized users. Confidentiality also covers privacy which assures that users 
control what information is collected and stored, and to whom and by whom the 
information is disclosed. 
 Integrity means that the information is consistent and accurate, and cannot be easily 
change and/or must maintain its original form. 
 Availability is the ability for users to access the system, making it readily available to 
use and fit for purpose. 
3.5.3 Implementing some security-protection measures 
Researchers Brown & Stallings (2008), Whitman and Mattord (2012), Kim and Solomon, 
(2012), have reported that, information system protection requires a balanced approach to 
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include IS security features; and to also include, but not limited to the following: 
administrative, operational, physical, computer, communications, and personnel controls. 
Protective measures must be proportionate to the classification of the information; the threats, 
and the operational requirements associated with the IS environment are required.  
Listed here are some of the measures to be identified and implemented to achieve adequate 
security (http://www.fas.org/sgp; Accessed 10/3/2011):  
Protection Profiles: Protection profiles required for a particular IS are determined by the 
Level of Concern for confidentiality and by the operating environment of the system as 
reflected by the clearances, access approvals and need-to-know, embodied in the user 
environment. 
Level of Concern: The level of concern reflects the sensitivity of the information and the 
consequences of the loss of confidentiality, integrity or availability. 
a. Information Sensitivity Matrices. The matrices presented in Tables 3.4, 3.5 and 3.6  
are designed to assist in determining the appropriate protection level for 
confidentiality, and the level of concern for integrity and availability if contractually 
mandated for a given IS processing a given set of information.  
The Information Sensitivity Matrices should be used as follows: 
(1) A determination of high, medium or basic shall be made for each of the 
three attributes: confidentiality, integrity, and availability. It is not necessary 
for the level of concern to be the same for all attributes of the system. 
(2) When multiple applications on a system result to different levels of 
concern for the categories of confidentiality, integrity and availability, then the 
highest level of concern for each category shall be used. 
b. Confidentiality Level of Concern. In considering confidentiality, the principal 
question is the necessity for supporting the classification levels and the categories of 
information (e.g., Secret National Security Information) on the system in question. 
The Protection Level Table for Confidentiality (Table 3.7) combines the processing 
environment with the level of concern for confidentiality to provide a Protection 
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Level. The Protection Level is then applied to Table 3.8 to provide a set of graded 
requirements to protect the confidentiality of the information on the system.  
c. Integrity Level of Concern. In considering integrity, the principal question is the 
necessity for maintaining the integrity of the information on the system in question. 
d. Availability Level of Concern. In considering availability, the principal 
consideration is the need for the information on the system in question to be available 
in a fixed time frame to accomplish an objective. 
Protection Level: The protection level of an information system is determined by the 
relationship between two parameters: first, the clearance levels, formal access approvals, and 
need-to-know of users; and second, the level of concern based on the classification of the data 
on a particular system. The protection level translates into a set of requirements (tables 3.8, 
3.9 and 3.10) that must be implemented in the resulting system. Table 3.7 presents the criteria 
for determining the following three protection levels for confidentiality. 
a. Systems are operating at Protection Level 1 when all users have all required approvals 
for access to all information on the system. This means that all users have all required 
clearances, formal access approvals, and the need-to-know for all information on the 
IS, i.e. dedicated mode. 
b. Systems are operating at Protection Level 2 when all users have all required 
clearances, and all required formal access approvals, but at least one user lacks the 
need-to-know for some of the information on the system, i.e. a system high mode. 
c. Systems are operating at Protection Level 3 when all users have all required 
clearances, but at least one user lacks formal access approval for some of the 
information on the system, i.e. compartmented mode. 
Protection Profiles: Protection requirements are graded by levels of concern and 
confidentiality protection levels. Tables 3.8, 3.9 and 3.10 present the requirements as 
detailed. (See column representing the protection level for confidentiality).  
a. Confidentiality Components: Confidentiality components describes the 
confidentiality protection requirements that must be implemented in an IS using the 
profile. The confidentiality protection requirements are graded according to the 
confidentiality protection levels.  
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b. Integrity Components: Integrity components, if applicable, describes the integrity 
protection requirements that must be implemented in an IS using the profile. The 
integrity protection requirements are graded according to the integrity level of 
concern.  
c. Availability Components: Availability components, if applicable, describes the 
availability protection requirements that must be implemented in an IS using the 
profile. The availability protection requirements are graded according to the 
availability level of concern. 
As has been mentioned earlier on, the matrices presented in Tables 3.4, 3.5 and 3.6 are 
designed to assist in determining the appropriate protection level for confidentiality, and the 
level of concern for integrity, and availability, if contractually mandated, for a given IS 
processing a given set of information. 
Level of Concern Qualifiers 
High TOP SECRET and SECRET Restricted Data 
Medium SECRET SECRET Restricted Data 
Basic CONFIDENTIAL 
Table 3.4 Information Sensitivity Matrix for Confidentiality 
Level of 
Concern 
Qualifiers 
High 
Absolute accuracy required for mission accomplishment; or loss of life might 
result from loss of integrity; or loss of integrity will have an adverse effect on 
national-level interests; or loss of integrity will have an adverse effect on 
confidentiality. 
Medium 
High degree of accuracy required for mission accomplishment, but not 
absolute; or bodily injury might result from loss of integrity; or loss of 
integrity will have an adverse effect on organisational-level interests. 
Basic Reasonable degree of accuracy required for mission accomplishment. 
Table 3.5 Information Sensitivity Matrix for Integrity 
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Level of Concern Qualifiers 
High 
Information must always be available upon request, with no 
tolerance for delay; or loss of life might result from loss of 
availability; or loss of availability will have an adverse effect on 
national-level interests; or loss of availability will have an adverse 
effect on confidentiality. 
Medium 
Information must be readily available with minimum tolerance for 
delay; or bodily injury might result from loss of availability; or loss 
of availability will have an adverse effect on organisational-level 
interests. 
Basic Information must be available with flexible tolerance for delay. 
 
Table 3.6 Information Sensitivity Matrix for Availability 
(NOTE: In this context, "High - no tolerance for delay" means no delay; "Medium 
- minimum tolerance for delay" means a delay of seconds to hours; and "Basic - 
flexible tolerance for delay" means a delay of days to weeks). 
 
Level of 
Concern 
Lowest Clearance 
Formal Access 
Approval 
Need-To-Know 
Protection 
Level 
High, 
Medium, 
or Basic 
At Least Equal to 
Highest Data 
NOT ALL Users 
Have ALL 
Not contributing to 
the decision 
3 
High, 
Medium, 
or Basic 
At Least Equal to 
Highest Data 
ALL Users Have 
ALL 
NOT ALL Users 
Have ALL 
2 
High, 
Medium, 
or Basic 
At Least Equal to 
Highest Data 
ALL Users Have 
ALL 
ALL Users Have ALL 1 
Table 3.7 Protection Level Table for Confidentiality 
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Confidentiality Protection Level 
Requirements PL 1 PL 2 PL 3 
Audit Capability Audit 1 Audit 2 
Audit 3 
Audit 4 
Data Transmission Trans 1 Trans 1 Trans 1 
Access Controls Access 1 Access 2 Access 3 
Identification & Authentication I&A 1 I&A 2,3,4 I&A2,4,5 
Resource Control 
 
ResrcCtrl 1 ResrcCtrl 1 
Session Controls SessCtrl 1 SessCtrl 2 SessCtrl 2 
Security Documentation Doc 1 Doc 1 Doc 1 
Separation of Functions 
  
Separation 
System Recovery SR 1 SR 1 SR 1 
System Assurance SysAssur 1 SysAssur 1 SysAssur 2 
Security Testing Test 1 Test 2 Test 3 
Table 3.8 Protection Profile Table for Confidentiality 
 
Integrity Level of Concern 
Requirements Basic Medium High 
Audit Capability Audit 1 Audit 2 Audit 3 
Backup and Restoration of Data Backup 1 Backup 2 Backup 3 
Changes to Data 
 
Integrity 1 Integrity 2 
System Assurance 
 
SysAssur 1 SysAssur 2 
Security Testing Test 1 Test 2 Test 3 
Table 3.9 Protection Profile Table for Integrity 
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Availability Level of Concern 
Requirements Basic Medium High 
Alternate Power Source 
 
Power 1 Power 2 
Backup and Restoration of Data Backup 1 Backup 2 Backup 3 
Table 3.10 Protection Profile Table for Availability 
(Tables culled from: http://www.fas.org/ Accessed, 25/03/11) 
 
3.5.4 Protection Requirements for enhanced usable security 
The implementation requirements for the different protection measures are highlighted as 
follows:  
1. Alternate Power Source (APS): An alternate power source ensures that the system 
availability is maintained in the event of a loss of primary power. An APS can also provide a 
time period for orderly system shutdown or the transfer of system operations to another 
system or power source.  
a. Power 1 Requirements - Procedures for the graceful shutdown of the system shall 
ensure no loss of data. The decision not to use an alternate source of power, such as 
an uninterruptible power supply (UPS) for the system, shall be documented. 
b. Power 2 Requirements- Instead of Power 1, procedures for transfer of the system to 
another power source shall ensure that the transfer is completed seamlessly within the 
time requirements of the application(s) on the system. 
2. Audit Capability: Security auditing involves recognising, recording, storing, and 
analysing information related to security-relevant activities. The audit records can be used to 
determine which activities occurred and which user or process was responsible for them. 
a. Audit 1 Requirements 
(1) Automated Audit Trail Creation: The system shall automatically create and maintain 
an audit trail or log (On a PL-1 system only: In the event that the Operating System 
cannot provide an automated audit capability, an alternative method of accountability for 
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user activities on the system shall be developed and documented.) Audit records shall be 
created to record the following: 
(a) Enough information to determine the date and time of action (e.g. common 
network time), the system locale of the action, the system entity that initiated or 
completed the action, the resources involved, and the action involved. 
(b) Successful and unsuccessful log-on(s) and log-off(s). 
(c) Successful and unsuccessful accesses to security-relevant objects and directories, 
including creation, open, close, modification, and deletion. 
(d) Changes in user authenticators. 
(e) The blocking or blacklisting of a user ID, terminal, or access port and the reason 
for the action. 
(f) Denial of access resulting from an excessive number of unsuccessful logon 
attempts. 
(2) Audit Trail Protection - The contents of audit trails shall be protected against 
unauthorized access, modification, or deletion. 
(3) Audit Trail Analysis - Audit analysis and reporting shall be scheduled, and 
performed. Security relevant events shall be documented and reported. The frequency 
of the review shall be at least weekly and shall be documented in the SSP. 
(4) Audit Record Retention - Audit records shall be retained for at least one review 
cycle or as required by the CSA. 
b. Audit 2 Requirements: In addition to Audit 1 
(1) Individual accountability (i.e. unique identification of each user and association of 
that identity with all auditable actions taken by that individual) and periodic testing of 
the security position of the IS. 
c. Audit 3 Requirements: In addition to Audit 2 
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(1) Automated Audit Analysis. Audit analysis and reporting using automated tools 
shall be scheduled and performed. 
d. Audit 4 Requirements: In addition to Audit 3 
(1) An audit trail, created and maintained by the IS, that is capable of recording 
changes to mechanism's list of user formal access permissions. 
3. Backup and Restoration of Data (Backup): The regular backup of information is 
necessary to ensure that users have continuing access to the information. The periodic 
checking of backup inventory and testing of the ability to restore information validates that 
the overall backup process is working. 
a. Backup 1 Requirements: 
(1) Backup Procedures - Procedures for the regular backup of all essential and 
security-relevant information, including software tables and settings, such as router 
tables, software, and documentation, shall be documented. 
(2) Backup Frequency- The frequency of backups shall be defined and documented in 
the backup procedures. 
b. Backup 2 Requirements: In addition to Backup 1 
(1) Backup Media Storage - Media containing backup files and backup documentation 
shall be stored at another location, such as another part of the same building, a nearby 
building, or off facility, so as to reduce the possibility that a common occurrence can 
eliminate the on-facility backup data and the off-facility backup data. 
(2) Verification of Backup Procedures - Backup procedures shall be periodically 
verified. 
c. Backup 3 Requirements: In addition to Backup 2 
(1) Information Restoration Testing. Incremental and complete restoration of 
information from backup media shall be tested on an annual basis.  
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4. Changes to Data (Integrity): The control of changes to data includes deterring, detecting, 
and reporting of successful and unsuccessful attempts to change data. Control of changes to 
data may range from simply detecting a change attempt to the ability to ensure that only 
authorized changes are allowed. 
a. Integrity 1 Requirements 
(1) Change Procedures - Procedures and technical system features shall be 
implemented to ensure that changes to the data and IS software are executed only by 
authorized personnel or processes.  
b. Integrity 2 Requirements: In addition to Integrity 1 
(1) Transaction Log - A transaction log, protected from unauthorized changes, shall 
be available to allow the immediate correction of unauthorized data and IS software 
changes and the off-line verification of all changes at all times.  
5. Data Transmission (Trans): Information protection is required whenever classified 
information is to be transmitted through areas or components where individuals not 
authorized to have access to the information may have unescorted physical or uncontrolled 
electronic access to the information or communications media (e.g., outside the system 
perimeter). 
a. Trans 1 Requirements 
(1) Protections - One or more of the following protections shall be used.  
(a) Information distributed only within an area approved for open storage of the 
information. 
(b) National Security Agency (NSA)-approved encryption mechanisms appropriate 
for the encryption of classified information. 
(c) Protected Distribution System. 
6. Access Controls (Access): The IS shall store and preserve the integrity of the sensitivity of 
all information internal to the IS. 
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a. Access 1 Requirements  
(1) Denial of physical access by unauthorized individuals unless under constant 
supervision of technically qualified, authorized personnel.  
b. Access 2 Requirements: In addition to Access 1 
(1) Discretionary access controls shall be provided. A system has implemented 
discretionary access controls when the security support structure defines and controls 
access between named users and named objects (e.g., files and programs) in the 
system. The discretionary access control policy includes administrative procedures to 
support the policy and its mechanisms.  
c. Access 3 Requirements: In addition to Access 2 
(1) Some process or mechanism that allows users (or processes acting on their behalf) 
to determine the formal access approvals granted to another user.  
(2) Some process or mechanism that allows users (or processes acting on their behalf) 
to determine the sensitivity level of data. 
7. Identification and Authentication (I&A). 
a. I&A 1Requirements - Procedures that include provisions for uniquely identifying 
and authenticating the users. Procedures can be external to the IS (e.g., procedural or 
physical controls) or internal to the IS (i.e., technical). Electronic means shall be 
employed where technically feasible. 
b. I&A 2 Requirements: In addition to I&A 1 
(1) An I&A management mechanism that ensures a unique identifier for each user and 
that associates that identifier with all auditable actions taken by the user. The 
following must be specified in the SSP: 
(i) Initial authenticator content and administrative procedures for initial authenticator 
distribution. 
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(ii) Individual and Group Authenticators - Group authenticators may only be used in 
conjunction with an individual/unique authenticator, that is, individuals must be 
authenticated with an individual authenticator prior to use of a group authenticator. 
(iii) Length, composition and generation of authenticators. 
(iv) Change processes (periodic and in case of compromise. 
(v) Aging of static authenticators (i.e. not one-time passwords or biometric patterns). 
(vi) History of authenticator changes, with assurance of non-replication of individual 
authenticators. 
(vii) Protection of authenticators. 
c. I&A 3 Requirements: In addition to I&A 2 
(1) Access to the IS by privileged users who either reside outside of the IS's perimeter 
or whose communications traverse data links that are outside the IS's perimeter shall 
require the use of strong authentication (i.e. I&A technique that is resistant to replay 
attacks). 
d. I&A 4 Requirements: In those instances where the means of authentication is user-
specified passwords, the system analyst shall employ automated tools to validate that 
the passwords are sufficiently strong to resist cracking and other attacks intended to 
discover the user's password. 
e. I&A 5 Requirements: In those instances where the users are remotely accessing the 
IS, the users shall employ a strong authentication mechanism. 
8. Resource Control (ResrcCtrl). The system shall ensure that resources contain no residual 
data before being assigned, allocated, or reallocated.  
9. Session Controls (SessCtrl). Session controls are requirements, over and above 
identification and authentication, for controlling the establishment of a user's session.  
a. SessCtrl 1 Requirements: 
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(1) User Notification - All users shall be notified prior to gaining access to a system 
that system usage is monitored, recorded, and subject to audit. The user shall also be 
advised that, by using the system, he/she has granted consent to such monitoring and 
recording. The user shall also be advised that unauthorised use is prohibited and 
subject to criminal and civil penalties. If the operating system permits, each initial 
screen (displayed before user logon) shall contain a warning text to the user and the 
user shall be required to take positive action to remove the notice from the screen 
(monitoring and recording, such as collection and analysis of audit trail information, 
shall be performed). An approved banner will be provided. If it is not possible to 
provide an "initial screen" warning notice, other methods of notification shall be 
developed and approved. 
(2) Successive Logon Attempts - If the operating system provides the capability, 
successive logon attempts shall be controlled as follows: 
(a) By denying access after multiple (maximum of five) consecutive unsuccessful 
attempts on the same user ID. 
(b) By limiting the number of access attempts in a specified time period. 
(c) By the use of a time delay control system.  
(d) By other such methods, subject to approval.  
(3) System Entry- The system shall grant system entry only in accordance with the 
conditions associated with the authenticated user's profile. If no explicit entry 
conditions are defined, the default shall prohibit all remote activities, such as remote 
logons and anonymous file access. 
b. SessCtrl 2 Requirements: In addition to SessCtrl 1 
(1) Multiple Logon Control - If the IS supports multiple logon sessions for each user 
ID or account, the IS shall provide a protected capability to control the number of 
logon sessions for each user ID, account, or specific port of entry. The IS default shall 
be a single logon session. 
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(2) User Inactivity - The IS shall detect an interval of user inactivity, such as no 
keyboard entries, and shall disable any future user activity until the user re-establishes 
the correct identity with a valid authenticator. The inactivity time period and restart 
requirements shall be documented in the SSP. 
(3). Logon Notification - If the operating system provides the capability, the user shall 
be notified upon successful logon of: the date and time of the user's last logon; the 
location of the user (as can best be determined) at last logon; and the number of 
unsuccessful logon attempts using this user ID since the last successful logon. This 
notice shall require positive action by the user to remove the notice from the screen. 
10. Security Documentation (Doc): Security documentation includes all descriptions of the 
security features, design descriptions of security-relevant software and hardware, certification 
packages, and system security plans (Kim and Solomon, 2012). The SSP is the basic system 
protection document and evidence that the proposed system, or update to an existing system, 
meets the protection profile requirements. The SSP is used throughout the certification and 
approval process and serves for the lifetime of the system as the formal record of the system 
and its environment as approved for operation. The SSP also serves as the basis for 
inspections of the system. Information common to several systems at a facility or information 
contained in other documents may be attached to or referenced in the SSP. 
a. Doc 1 Requirements 
(1) SSP - The SSP shall contain the following: 
(a) System Identification 
1. Security Personnel: The name, location, and phone number of the responsible system 
owner (e.g. CSA, ISSM, and ISSO). 
2. Description: A brief narrative description of the system or network mission or purpose 
and architecture, including sub-networks, communications devices, and protocols. 
(b) System Requirements Specification (see tables 3.5 to 3.10) 
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3. Sensitivity and Classification Levels - The sensitivity or classification levels, and 
categories of all information on the system and clearance, formal access approval and 
need-to-know of IS users. 
4. Levels of Concern for Confidentiality, Integrity, and Availability - The confidentiality 
level of concern and protection level, the integrity level of concern, and the availability 
level of concern. 
5. Protection Measures - Identify protection measures and how they are being met. 
6. Variances from Protection Measure Requirements. A description of any approved 
variances from protection measures. A copy of the approval documentation shall be 
attached to the SSP. 
(c) System-Specific Risks and Vulnerabilities - A description of the risk assessment of 
any threats or vulnerabilities unique to the system. If there are no threats or 
vulnerabilities unique to the facility or system, a statement to that effect shall be 
entered. If vulnerabilities are identified by the assessment of unique threats, the 
countermeasures implemented to mitigate the vulnerabilities shall be described. 
(d) System Configuration - A brief description of the system architecture, including a 
block diagram of the components that show the interconnections between the 
components and any connections to other systems, and an information flow diagram. 
(e) Connections to Separately Accredited Networks and Systems - If connections to 
other systems exist, a memorandum of understanding is necessary if the systems are 
approved by a person responsible for this system. A copy of any memoranda of 
understanding with other agencies shall be attached to the SSP. 
(f)  Security Support Structure - A brief description of the security support structure 
including all controlled interfaces, their interconnection criteria, and security 
requirements. 
(2)  Certification and Accreditation Documentation.  
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(a) Security Testing - Test plans, procedures, and test reports including risk 
assessment. 
(b) Documentation - The test plan for on-going testing and the frequency of such 
testing shall be documented in the SSP. 
(c) Certification - A certification statement that the system complies with the 
requirements of the protection level and levels of concern for this system. The 
statement shall be signed by an approved person (e.g. ISSM). 
(d) Accreditation - Documentation for accreditation includes the certification package. 
An authorised person approves the package and provides accreditation 
documentation. 
11. Separation of Function Requirements (Separation): At Protection Level 3 the 
functions of the ISSO and the system manager shall not be performed by the same person. 
12. System Recovery (SR): System recovery addresses the functions that respond to failures 
in the SSS or interruptions in operation. Recovery actions ensure that the SSS is returned to a 
condition where all security-relevant functions are operational or system operation is 
suspended. 
a) SR 1 Requirements - Procedures and IS features shall be implemented to ensure that IS 
recovery is done in a controlled manner. If any off-normal conditions arise during recovery, 
the IS shall be accessible only via terminals monitored by the ISSO or his /her designee, or 
via the IS console.  
13. System Assurance (SysAssur): System assurance includes those components of a system 
(hardware, software, firmware, and communications) that are essential to maintaining the 
security policy(ies) of the system, (e.g. Security Support Structure). 
a. SysAssur 1 Requirements  
(1) Access to Protection Functions - Access to hardware/software/firmware that performs 
systems or security functions shall be limited to authorized personnel.  
b. SysAssur 2 Requirements: In addition to SysAssur1  
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(1) Protection Documentation - The protections and provisions of the SysAssur shall be 
documented. 
(2) Periodic Validation of SysAssur - Features and procedures shall exist to periodically 
validate the correct operation of the hardware, firmware, and software elements of the SSS 
and shall be documented in the SSP. 
d. SysAssur 3 Requirements: In addition to SysAssur2  
(1) SSS Isolation - The SSS shall maintain a domain for its own execution that protects it 
from external interference and tampering (e.g., by reading or modifying its code and data 
structures).  
14. Security Testing (Test): Certification and ongoing security testing are the verification of 
correct operation of the protection measures in a system. The ISSM will perform and 
document the required tests.  
a. Test 1 Requirements: Assurance shall be provided to the CSA that the system 
operates in accordance with the approved SSP and that the security features, including 
access controls and configuration management, are implemented and operational.  
b. Test 2 Requirements: In addition to Test1 
(1) Written assurance shall be provided to the CSA that the IS operates in accordance with 
the approved SSP, and that the security features, including access controls, configuration 
management and discretionary access controls, are implemented and operational.  
c. Test 3 Requirements: In addition to Test2 
(1) Certification testing shall be conducted including verification that the features and 
assurances required for the Protection Level are functional. 
(a) A test plan and procedures shall be developed and shall include: 
1. A detailed description of the manner in which the system's Security Support Structure 
meets the technical requirements for the Protection Levels and Levels-of-Concern for 
integrity and availability. 
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2. A detailed description of the assurances that have been implemented, and how this 
implementation will be verified. 
3. An outline of the inspection and test procedures used to verify this compliance. 
15. Disaster Recovery Planning: If disaster recovery planning is contractually mandated, 
the ISSM will develop a plan that identifies the facility's mission essential applications and 
information, procedures for the backup of all essential information and software on a regular 
basis, and testing procedures (http://www.fas.org/sgp/library/nispom/change_ch8.htm, 
Accessed 25/03/2011). 
 
3.6 Overview of computer security models 
Computer security models are formal models of computer security that can be used in 
verification of security designs and implementation (Stallings & Brown, 2008; 2012). 
Aspinall (2008) outlines the difference between a security model and a security policy. A 
security policy describes system requirements for implementing security. It defines goals and 
elements of an organisation computer system. A security model is a way of formalising an 
Information system or computer security policy. 
Information system specialists explain that there are two distinct meaning of security model 
in security literature (Mclean et al., 2002). The limited use of security model specifies a 
particular mechanism used in enforcing confidentiality through access control which was 
introduced into computer security from the world of documents and safes. The general usage 
RIVHFXULW\PRGHOVDUHVSHFLILFDWLRQRIV\VWHP¶VUHTXLUHPHQWLQWKLVFRQWH[WWKRXJKWKH\DUH
given the name security model, they are not model because they specify requirements without 
describing the mechanism  required for implementing the requirements. The models are used 
to specify restrictions on a system interface; this ensures those implementations which are 
able to satisfy the restriction will enforce confidentiality. 
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Figure 3.4 YSI security Standard: A security model (Parallels, 2009) 
 
The figure 3.4 is YSI security standard, which follows a simple security model. Parallel 
(2009) suggests that instead of changing system values, network user attributes based on a 
magazine article or a book, an organisation should follow a simple security process as 
outlined in the diagram and includes the following: 
 Define a security program: the organisation security policy outlines the basis of the 
security program. The security program implemented by YPsilon includes procedures, 
documents, standards, compliance enforcement measures, training and personnel, and 
software. 
 Implement the security program, a security policies combines the policies required by 
senior management with regulatory policy requirements: depending on the 
organisation¶V ORFDWLRQDQG LQGXVWU\ WKH DGGLWLRQRI UHJXODWRU\FRQWHQW WRD VHFXULW\
policy may include detailed outline policy information as required by a government, 
industry or legal requirement. 
 Monitor Compliance with the security program 
 Obtain independent confirmation that the security program is sufficient and 
implemented. YSI security tools include out of the box policies such as GSD331 
standard, which is BS7739 equivalent of the security guidelines applied in corporate 
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organisations. Verifying continuous policy compliance with security standard is 
critical in enforcing highest level of security. 
 
3.6.1 Security Models  
There are many types of security models (Stallings and Brown, 2008; 2012), the following 
are representative model examples, and which are very widely used.  
 Bell-la-Padula Model (BLP) 
 Biba Integrity Model (BIM) 
 Clark±Wilson Integrity Model (CWIM) 
 Chinese Wall Model (CWM) 
 Role based Access Control Model (RBAC) 
 
3.6.1.1 Bell-La-Padula Model (BLP) 
The Bell-La-Padula Model (BLP) was developed as a formal model for access control. It 
makes use of a security class; each subject and each object is assigned a security class. 
Security classes form a hierarchy and are classified as security levels (see tables 3.4, 3.7 and 
3.8). The US military classification scheme uses the following security levels: 
Top secret > Secret > Confidential > Restricted > Unclassified 
In any security level, a set of categories or compartments can be added. When added, a 
subject must be assigned both the appropriate level and category in order to assess an object. 
BLP groups information into gross levels and categories; it is possible for users to be granted 
access to specific data categories; for example, corporate planning may be the highest 
security level which is allocated for strategic corporate planning, and data accessible by 
corporate officers and staff. The next category is sensitive and financial data; this category is 
accessible only by, for example administration personnel and corporate officers. It can be 
seen to follow the sensitivity matrix for confidentiality as demonstrated earlier (see table 3.4).  
The following suggests a classification scheme: 
Strategic > Sensitive > confidential > Public 
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The security classes control how subjects may access an object. The Model defines four 
access modes, and in specific implementation environment, different set of modes might be 
in use.  
The modes are as follows: 
 Read: In Read-mode, the subject is allowed only read access to the object 
 Append: In Append-mode, the subject is allowed only write access to the object. 
 Write: in Write-mode the subject is allowed to read and write access to the object 
 Execute: The subject in execute mode is allowed neither read nor write access to 
the object, but is allowed to invoke the object for execution. 
Stallings & Brown, (2008) pointed out that when multiple categories of data are defined, the 
requirement is known as multilevel security. In a confidential-centred multilevel security, a 
subject at a high level is not allowed to disclose information to a lower level subject unless 
the flow reflects accurately the will of an authorized user as revealed by a declassification 
that is authorised. The requirement therefore, is in two parts for purpose of implementation.  
A multilevel secure system for confidentiality must enforce the following: 
 No read up: In No read up multilevel security, a subject can only read an object of 
less or equal security level this is known as simple security property (ss-property) 
 No write down: In the multilevel security, a subject is only allowed to write into an 
object of greater or equal security level. This is known as *-Property (pronounced star 
property) 
The two properties outlined above offer confidentiality form of Mandatory Access Control 
(MAC). In MAC access is not allowed, when the two properties are not satisfied. 
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Figure 3.5 Multilevel Security (MLS). (Illustrated by Red Hat (R) Inc. (n. d.)) 
 
The classification in figure 3.5 HYROYHVIURPWKHGHIHQFHFRPPXQLW\µVVHFXULW\FODVVLfication; 
which states that, ³individuals must be granted appropriate clearances before they can view 
information. Those with confidence clearance are only authorized to view confidential 
documents; they are not trusted to view secret or top secret information´ (See NIST Special 
Publication 800-18 Rev 1) 
3.6.1.2 Limitations to the BLP Model 
According to Stallings & Brown (2008; 2012) the BLP model in theory laid the foundation 
for secure computing within a single-administration realm environment. However, there are 
important limitations to its usability and difficulties to its implementation. In the model there 
is incompatibility of confidentiality and integrity within a single MLS system. The MLS 
system can either work for powers or security, but not for both. This mutual exclusion 
prevents interesting power and integrity centred technology from being implemented 
effectively in BLP MLS environment. 
Another limitation to usability in this model is known as cooperating conspirator problem 
which is in the existence of convert channels. In the existence of shared resources the *-
Property may not be enforceable and a malicious document can carry in it, a subject that 
when executed will broadcast classified documents using shared-resource convert channels. 
The BLP model breaks down when non-trusted executable data are allowed to be executed by 
a high clearance subject. 
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3.6.2 The Biba Integrity Model (BIM) (Biba, 1977)  
The Biba Model according to Krause & Tipton (1997), was the first model proposed to 
address integrity in computer systems. It was defined on a hierarchical lattice of integrity as 
proposed by Biba in 1977; and demonstrated in tables 3.5 and 3.9. The integrity model is 
identical to Bell-la-Padula Model for confidentiality. It employs subjects and objects, and 
control object modification in the same manner that Bell-la-Padula controls disclosure.  
The Model is divided into three parts: the first part suggest that, a subject cannot execute 
objects that have a lower level of integrity than the subject. The second part of the model 
states that a subject cannot modify objects that have a higher level of integrity. And the third 
part states that a subject may not request source from subjects that have a higher integrity 
level. In explaining Biba Integrity model (Stallings & Brown, 2008, 2012) suggested that the 
model is intended to deal with situation in which there is data that must be visible to users at 
multiple or all security levels but can only be modified in controlled ways by authorized 
agents. The model emphasises on access-mode, outlined as follows: 
 Modify : Involves to write or update  information  in  an object 
 Observe: In observe mode, information is read in an object 
 Execute: To execute an object 
 Invoke: This mode deals with communication between one subject to another. 
3.6.2.1 Limitations of Biba Integrity Model (BIM) 
Despite the benefit of Biba integrity model, there are limitations affecting its practical use in 
real life. One of the criticisms of the model according to Karger, Austel & Toll (2000) is that, 
Biba does not model any practical system. This can affect the usability, as the system will not 
be fit for use. Unlike other security models such as BLP, which evolves from military 
security systems, Biba integrity model (BIM) is developed from mathematical analyses of the 
security models. BIM does not suggest how to actually decide which programs deserved a 
high integrity access, and which were not. Therefore, it has made practical implementation of 
the model very difficult and challenging. Another downside of the model with regards to 
usability is that, implementation of the model requires the use of trusted processes to meet 
different administrative and down grading requirements. This means that trusted processes 
have been allowed to violate the requirements of the model. 
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3.6.3 Clark-Wilson Integrity Model (CWIM) 
The Clark-Wilson model (CWIM) mainly targets commercial applications and closely 
models real commercial operations according to Stallings & Brown, (2008; 2012). 
The Model uses two concepts to enforce commercial security policies: 
 Well-formed transactions: A user is not allowed to manipulate data arbitrarily. Data 
can only be manipulated in a constrained manner that preserves or ensures integrity of 
data. 
 Separation of duty among users: Individuals permitted to create or certify a well-
performed transaction may not be permitted to execute it. 
CWIM enforces integrity controls on data and transactions which manipulates the data. The 
main components of the model are as follows: 
1. Constrained data items (CDIs): They are subject to strict integrity controls 
2. Unconstrained data items (UDIs): It imposes integrity controls on unchecked data 
items e.g. a simple text file. 
3. Integrity verification procedures (IVPs): Checks that all CDIs adapt to some 
application-specific model of integrity and consistency.  
4. Transformation Procedures (TPs): Refers   to system transactions that modify the set 
of CDIs from a consistent state to another. 
3.6.4 The Chinese wall Model (CwM) 
The concept of Chinese wall model as a security model is that, individuals are allowed access 
to information which is not held to conflict with other information they possess. As far as the 
information system is concerned, the only information owned by a user must be information 
that is held on the computer. For example, a company has the following datasets as shown in 
figure 3.6. 
 Bank-A 
 Oil Company-A 
 Oil Company-B 
A new user is free to access whatever datasets he likes, he does not own any information, 
therefore no conflict can exist. A user accesses the oil company-A dataset first, later the user 
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requests access to Bank-A dataset, this is permitted because Bank-A and Oil Company-A 
datasets belongs to different conflict of interest classes, and as a result no conflict exists. If 
the user request access to Oil Company-B dataset, the request must be denied, since a conflict 
exist between the required data set (oil-Company-B) and one already possessed (Oil 
Company-A) 
 
Figure 3.6 illustration of the Chinese-Wall (CwM) model (Stallings & Brown, 2008) 
 
This CWM is a model commonly used in the financial and legal professions to prevent 
conflict of interest. An example of CWM in the financial world is that of a market analyst 
who works for a financial institution. An Analyst is not allowed to provide advice to one 
company when the analyst has confidential information (inside knowledge) about the plans of 
a competitor. Nonetheless, the analyst is free to advise multiple Corporations who are not in 
competition with each other and to draw on market information which is opened to the 
public. 
3.6.4.1 Limitations of CwM 
Locasto et al, (n.d.) believes that the model relies on assumption the user is only permitted to 
execute specific set of programs (TPs). The system should ensure that it is not possible for a 
user to augment the set of programs to pass the SOD rules: The concept of emergent 
properties makes the assumption difficult to guarantee because future configurations of the 
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system may contain programs that may be combined in unexpected ways. The requirement is 
unrealistic for current and future software systems. The model relies on the notion of 
authenticated principles with roles that are non-overlapping for authorisation. This 
requirement has the most challenging effect on security, since the notion relies on 
certification rules. Translating the model to real software is a challenge, because the 
complexity of modern computer systems, threatens to violate many of the fundamental 
security expectations. 
3.6.5 Role Based Access Control (RBAC) Model 
This model is one which highly impacts on usability of IS and tend to hinder users a lot in 
their daily operational tasks. In organisations, roles are assigned for various job functions. 
There are different levels of job roles in an organisation. Assigning their roles, powers and 
controls is also an essential task in the organisation.  
The rules in RBAC model are: 
 Role assignment: A subject can execute a transaction only if the subject has selected 
or been assigned a role. 
AR(s: subject) = {the active role for subject s}. 
 Role authorisation: A subject's active role must be authorized for the subject. With 
rule 1 above, this rule ensures that users can take on only roles for which they are 
authorized. 
RA(s: subject) = {authorized roles for subject s}. 
 Transaction authorisation: A subject can execute a transaction only if the transaction 
is authorized for the subject's active role. With rules 1 and 2, this rule ensures that 
users can execute only transactions for which they are authorized. 
TA(r: role) = {transactions authorized for role r}.  
Ferraiolo and Kuhn (1992), defines the conventions used in this model as:  
 S = Subject =  A person or automated agent. 
 R = Role =  Job function or title which defines an authority level 
 P = Permissions =  An approval of a mode of access to a resource 
 SE = Session = A mapping involving S, R and/or P 
 SA = Subject Assignment 
 PA = Permission Assignment 
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 RH = Partially ordered role Hierarchy. RH can also be written as7KHQRWDWLRQ[\
means that x inherits the permissions of y). 
 
 
 
 
 
 
 
 
Figure 3.7 Roles and Relationships 
(Source: culled from http://csrc.nist.gov/rbac/ferraiolo-kuhn-92) 
 
This model is easy to implement, but does not cover all the aspects of securities in operating 
strategic business information systems. It mainly focuses on assigning access controls to 
different types of roles in an organisation, which makes it an incomplete model. However, as 
far as the access controls to different roles are concerned, this model is the best suitable 
approach, but which has to be combined with other models to use within the organisations.  
An example of how this security model affects usability can be seen in an EPOS system such 
as TESCO checkout tills. At the point of checkout, the till attendant (depending on his/her 
role assignment, role authorisation and /or transaction authorisation), cannot perform certain 
tasks such as product cancellations and/or Cash refunds. This may require an override key 
with permission from a senior staff with a different role and authority. This process delays the 
performance of the task by the till attendant, which of course, causes more delays and 
customers queues build up pressure on the staff concern. The result is that, they may 
sometime cut security corners because of such security bottlenecks which reduce usability in 
certain areas of business.  
 
3.7 Examples of Security vs. Usability failures: 
Nguyen et al. (2003) stated that, security is protective measures taken to ensure safety of data 
and resources of users and owners of IS. The level of security and privacy to be provided 
 
Role 1 
Object 1 
Object 2 
Trans_b 
Trans_a 
User 4 
User 5 
User 6 
member_of 
member_of 
member_of 
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depends on the requirements. Clearly the users will want to ensure that the system will not 
violate the business or the user privacy. Security vulnerability occurs in application when the 
user authorisation level is poorly or not enforced; and the user is granted inappropriate access 
to data (Arreymbi, 2007). Most Computer vulnerabilities stems from internal abuse, active 
attacks from external sources and /or loss of information. An example of computer security 
failure (in an application) is when the application displays data from a particular account 
which belongs to a different client; especially when the client did not request the data, this 
indicates the application has a security failure. The failure in the systems security 
configuration and settings gave access to data which the user did not have permission to 
DFFHVV 7KHUHIRUH DXWKHQWLFDWLRQ E\ WKH V\VWHP WR YHULI\ XVHU¶V LGHQWLW\ ZLWKLQ DQ\
information system is very important. In areas such as Banking and IT security sectors, 
system specialist have developed and applied the concept of µChinese wall¶ to enforce 
security uniformity. In this situation, the bank¶V front office staff are not given access to 
FXVWRPHUV¶ data like bank account, where the integrity of such data can easily be 
compromised. 
 
Security as we know it today is one of the most challenging experiences and consequences of 
a rapidly changing environment. This comes as a result of many factors: the rapid 
development of technologies; the increasing techno-savvy nature of users; and the very 
dynamic environmental and/or operational demand pressures.  
Increasingly users are becoming very knowledgeable in the application, use and manipulation 
of technologies; a privilege that was hitherto enjoyed and left only for the few highly skilled 
technical specialists. For example the Web2.0 technologies can now be used and manipulated 
by almost everybody in society. However, this comes with its own security implications, for 
example, in Facebook (a social network system), the privacy/security settings have not been 
very user friendly. Most of the security features are not easily visible; buried in obscure 
menus which are difficult to find or setup, and therefore they do not truly give users the 
liberty to opt-in or opt-out. The users have little or no control of the information published or 
shared online, which leaves the users vulnerable to cyber threats such as malicious tagging of 
photographs without the user consent. But in some recent developments (BBC, July 2011), 
the owners of the Facebook system have improved on this aspect of usability and security; 
they have provided some  added features which gives users the easy privacy setup facility and 
control of their information. In other situations, sometimes, when users try to access the site, 
the system allows the user to revisit a page that is frequently visited without asking for any 
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security password or any security protocols. This involuntary use of cookies within the 
system is to some extent good because it allows the site to be relatively usable, but also bad 
because it leaves the system unsecure and vulnerable to malicious attacks. Therefore, in 
trying to make the system very usable or user friendly, we are at the same time, leaving the 
exposed to security threats and vice versa.  
 
Another example point where usability is hindered because of security in a Facebook system 
is encountered during sign-in access process. In order to gain access, users are often asked to 
enter ID and password; when this is done, you sometimes have situations where the 
system/website is not able to process the authentication effectively. And the system or 
webpage then freezes up and/or closes down, with an error message saying; µbrowser 
(internet explorer) LVFORVLQJGRZQ¶$QGas such, the whole system becomes more unusable 
and shuts down completely. However, this sometimes depends on the browser in use, and 
when this happens, it takes much longer time for the website/system to recover from the 
system error. This causes delay which can be very frustrating to users; a performance 
bottleneck and security challenge which many users face on social networks. Most often, 
when users want to use any networked/online email systems for example Microsoft Hotmail; 
users log-on (authentication) to the system, it sometimes takes longer for the User ID and 
password to be processed; and users have to sit and wait (reduced usability), just to get 
access, therefore cannot easily use the system. The process can be repeated many times just 
to work around the problem. It has been observed that security and usability are closely 
linked to performance bottleneck, and any ability to manipulate or balance them can be very 
tricky, a task that can leave the system dangerously vulnerable or unusable. 
 
Looking very closely at some of the banking technologies widely used today, one can clearly 
see that the security and usability risk implications are very genuine. For example, the use of 
PIN to access bank accounts at ATMs. Most PINs are very easy to access and use, however, 
with the many accounts cards and services that are available from different providers, and 
which all require PINs or passwords; users tend to easily confuse or forget which PIN 
belongs to which account, card or service or provider. And when users try to access/use the 
card account, or service with three consecutive PIN/password failures, the system 
automatically blocks/refuse access until a new PIN/password is reset. This process is good for 
security but very daunting to the user because of the level of demands, anxiety and stress it 
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put on users during that period. Again, when users forget their pin and make request for a 
new pin number from the bank or provider, it takes a long time (3-5 working days) to get it 
back and during which, it amounts to a period of inactivity for the user as per that account. 
Also prominent in this issue is the fact that, when the bank manages to send a new pin 
number, it comes mostly on a security enhanced paper which can be difficult to access. And 
to access or view the new pin number from the paper, it requires users to carefully scratch 
through it with a coin. However, most often, even after careful scratching, users cannot 
clearly see the pin, and the paper and/or pin is destroyed out of scratching. Again, a new 
request for another pin is made but the same problem still occurs.  Sometimes, to resolve the 
problem, users have to go into the bank branch to get the pin accessed. But even that, the 
bank staff most often, also struggles to read the pin digits. This security process has greatly 
reduced the usability of the entire system for the user. There are many ways to improve the 
system, to make the pin more readable/visible and user access friendlier and yet secure, as 
will be highlighted later in the discussion.  
Another good example where security conflicts with usability is evident in most University or 
2UJDQLVDWLRQV¶ security systems where smart ID cards have been introduced to give easy 
access to the facilities. However, most often, the cards either do not work or cannot be read 
properly when swiped or touched. When this happens, the system becomes unusable and the 
users (students/staff) have to sometimes swipe many times to get access, or make request to a 
security desk officer to give them access to the facilities using another means such as, 
automated button or keys. In this case, although the system was introduced to protect the 
facilities from unauthorised user access, and to keep the organisation safe, secure and yet 
provide quick/easy access to bona-fide users; the technology has sometimes made things 
more difficult and very daunting to users wanting access to these facilities. From these 
examples, it is obvious that balancing usability and security is a very difficult task and tricky 
act to achieve in designing and developing information systems, with no quick fixes. 
 
3.8 Aspects of Human factors in Security of Systems 
$Q\ VHFXULW\ PHFKDQLVP LV RQO\ HIIHFWLYH ZKHQ XVHG SURSHUO\ DQG D V\VWHPV¶ VHFXULW\
effectiveness is only as good as the last user; depending on knowledge and ability. In fact, 
this shows that, a system, no matter how well designed and implemented, will have to rely on 
people.  Information security involves both technical side and human side that must be well 
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managed. Gonzalez and Sawicka (2002), citing Reason¶V, J (1997) ERRNRQ³Managing the 
5LVNVRI2UJDQLVDWLRQDO$FFLGHQWV´VWDWHGWKDWhuman factors play a crucial part (80-90%) in 
the majority of organisational accidents (security problems) such as the case in the recent 
Swiss Bank (UBS) London branch rogue trading crisis (BBC September 2011) . This leaves 
us in a complicated situation where nobody understands and/or knows why and how the 
accidents happen. It is a troubling feature of modern ³VHFXULW\NQRZ-KRZ´ because we can 
implement appropriate technical solutions, but have continually failed to handle the human 
factors ± ³people security problems´. Schneier, (2000; 2003) paints a vivid picture of the 
security situation by saying ³I tell prospective clients that the mathematics are impeccable, 
WKHFRPSXWHUVDUHYLQFLEOHWKHQHWZRUNVDUHORXV\DQGWKHSHRSOHDUHDE\VPDO,¶YHOHDUQHGD
lot about the problems of securing computers and networks, but none that really helps solve 
WKH SHRSOH SUREOHP´ Gonzalez and Sawicka (2002) are of the opinioQ WKDW ³Kuman 
performance must be seen as embedded in a work environment shaped in subtle ways by 
technology and human behaviour. Any improvements in security and safety require improved 
XQGHUVWDQGLQJ RI IHHGEDFN´ Therefore, a better understanding of the dynamics of the 
problem, that is, propagation of effects linked by causative mechanisms, is essential. 
Many researchers (Whitten & Tygar, 1998, Sasse, 2010) have also highlighted the fact that 
human factors are perhaps the biggest and most common current barrier to effective computer 
security. In fact, most security mechanisms are perhaps too difficult and confusing for the 
average user to manage correctly. Therefore, developing security systems that are usable 
enough to be effective is a very big and difficult challenge; and user interface design 
strategies that are appropriate for other types of systems will not be sufficient to solve it. 
Whitten and Tygar, (1998) stated that, strong cryptography, provably correct protocols, and 
bug-free code will not provide security if the people who use the software forget to click on 
the encrypt button when they need privacy, give up on a communication protocol because 
they are too confused about which cryptographic keys they need to use, or accidentally 
configure their access control mechanisms to make their private data very readable by all and 
sundry, especially in a networked community. Majority of users are now connected to the 
internet and most tend to carryout financial transactions in this environment which pose a big 
challenge for security developers. Such has been the headache to many systems designers, 
who are now looking for batter ways to simply good systems configuration that is easy to 
manage by even novice users. According to Bishop, (1996), more than 90 per cent of all 
computer security failures are probably due to user configuration errors.  
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There are many ways to make system security more usable and effective; through training of 
users, automating mechanisms and /or improving the UI such that systems security can be 
made sufficiently clear and intuitive to be used and managed effectively by users. In their 
research Gonzalez and Sawicka (2002) looked at behavioural patterns and the perception of 
risks by users, in order to ascertain where the problem lies. Others (Whitten & Tygar, 1998; 
Hinson, 2003) have used different processes and models to try to find solutions and believe 
that, active IT risk analysis and risk awareness and effective security policies and controls 
may be the ultimate way to resolve the mounting problems of information security now 
faced. 
 
3.9 Summary 
This chapter has considered the key components of usability and security in relation to the 
problem of design and development of IS. It looked at some of the challenges involved, and 
evaluated some of the models used for designing information systems for security and 
usability. Some aspects of system failures and human involvement were also investigated.  
For the successful implementation and use of business information systems in solving 
security and usability problems, there are not many available models that fits the bill. Some 
existing models concentrate mainly on one particular area of the business information system. 
Also, there are some guidelines given by standardized organizations such as ISO, COBIT, IT 
Governance, etc., but they mostly tend to cover technical aspects which are very important. 
However, when we analyse most business information systems, it is not just technical factors 
that needs to be taken into account, but also social factors which surround the system. 
These are the key characteristics that summarises and form the basis for consideration of a 
novel approach to IS design and development in the next chapter. 
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Chapter 4 A perspective on Software Development Life Cycle (SDLC) 
and Usability Life Cycle Models 
4.0 Introduction 
This section provides a review of Software development Life cycles to highlight the areas of 
similarities and/or differences in the various methodologies. It will discuss the suitability of 
the models in the development of user interface (UI) and looking at the merits and demerits 
with respect to usability of the information systems. The discussion will attempt to find the 
best systems models for the User interface design process by using the User centred design 
(UCD) approach. As can be seen, every software project depends on two things: User 
interface design and functional parts. Although both of the parts belong to one project, they 
differ in processes and have equal importance in the successful completion of the product. It 
is evident that both the SDLC and the Usability Life Cycle seem to have common 
components, but they differ in many ways, by the internal processes of development in each 
of the phases. 
4.1 Software Development life Cycle (SDLC) 
 
Figure 4.1 Traditional SDLC (Source: www.samsvb.co.uk/.../development_life_cycle.gif) 
The traditional software development life cycle components as observed in figure 4.1 are: 
 Requirements and Analysis  
 Design 
 Development/Coding 
Analysing Usability and Security issues in Design and Development of Information Systems 
 
96 
 
 Test and Documentation 
 Implement and maintain.  
 
Pressman (2001, & 2010) suggested the following stages in system development lifecycle:  
4.1.1 Requirements and Analysis 
The requirements and analysis process can be carried out, not only to collect the information 
from the client but to also understand what the client wants exactly. This phase has to be 
performed to have the knowledge of understanding the domain of the software system built 
and know the required function, behaviour, performance and interface.  
4.1.2. Design 
Design is to translate the gathered requirements into form of software which can be further 
evaluated for quality to begin the coding. Design is a multi-stage process, which concentrates 
on the interface requirements, Methods of development, procedure of development and 
architecture.  
4.1.3. Development/Coding 
This is phase of converting the requirements into usable form with the machine 
understandable language through the designed procedures and processes. All the designed 
stage, anything done on paper will be kept and translated into the machine readable at this 
stage. 
4.1.4. Test and Documentation 
Testing will be conducted to check the developed code to yield the accurate output required 
to the customer. This is done through the requirements document buy the testing team in a 
software firm. This phase begins when the development of the software ends or a portion of 
software is tested based on the model of development. 
4.1.5. Implement and maintain 
This is the last phase in the software development life cycle where the final product is 
delivered to the client and maintained for some time at WKHFOLHQW¶VHQYLURQPHQWIRUUHDOOLIH
practical use. Software design methodology (SDM) provides a methodical approach to 
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software design that uses notation and guidelines for software design, Sommerville (2011). 
Examples of structured design methods are Structured Systems Analysis, Object-Oriented 
Design, and Jackson Systems Development.  The Structured design methods uses notation to 
describe design, design guidelines and design report format. It supports models of a system 
using some or all of the following approaches: 
 A Data Model where data transformation is used in modelling the system 
 An entity-relation model describes entities in the design and relations between them 
 In structural model interactions between systems components are documented. 
 Object±Oriented methods models static and dynamic relations between objects, which 
includes inheritance models of the system. 
Software design according to Pressman (2010) refers to set of principles, concepts and 
practices which lead to developing high quality application which may be a product or 
system. Design principles establish a framework that governs the design of the work. There is 
creativity in design and contribution from many specialists, for example stakeholder 
requirements, business needs and technical considerations which leads to the development of 
a system or product. IS specialist emphasise the importance of design (Hughes et al, 2004) if 
it is decided to build a new system, rather than the purchase of off the shelf application. A 
design phase will be important in the Software development life cycle (SDLC). The design 
phase translates business specification for aspects of the automated system into a design 
specification of the computer processes and data stores.  
Aspects of the system to be designed in a new application are the following: 
 Inputs 
 Outputs 
 Processing 
 Information and data structures. 
The design phase in the SDLC provides a foundation that leads to successful implementation 
of the system (Sommerville, 2001). The design process involves adding details as the design 
evolves, with modifications of earlier designs. Decomposition of design allows omissions and 
errors in earlier phases to be modified. 
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The following Agile development illustrates phases in the SDLC including design as 
suggested by (OTS Solutions, 2008-2010).  
 
 
Figure 4.2 SDLC stages. 
 
According to Kaner et al, (1999) software and application designers split the design phase 
into stages. The stages are: 
 external design and,  
 internal design (which imposes constraints and requirements on the other).  
The design phase is very important in usability, particularly the external design, this is 
because the external design includes description of the user interface, and it describes screen 
and outputs including commands to be used and syntax. The user manual and external 
specification are documents produced during the external design. The Internal design 
composes of structural design that describes how tasks are to be subdivided among different 
pieces of code, and data design that describe details of data the code will work with, and the 
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working of the code is the logic design. Pressman (2010) point out that, design is the place in 
software engineering where quality is promoted. Design provides software representations 
that can be assessed for quality. Exclusion of the design phase in the SDLC results in risks of 
building a system that will fail when small changes are made, and may be challenging to test, 
and the quality cannot be evaluated until late in the SDLC.  
The figure 4.3 shows software construction and role of detailed design. Trung (2007) 
explains that, aspects of detailed design may be performed before construction. Many aspects 
of design are performed within the software construction activity. Software construction is 
linked with software design. 
 
 
Figure 4.3 Software Construction and role of detailed design (Source: Trung, 2007) 
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4.2 Usability Engineering Life Cycle        
 
 
Figure 4.4 Usability Engineering lifecycle (Source: http://usablebrands.de/usability.html) 
 
As with the software development life cycle (SDLC), the Usability engineering life cycle 
goes in the same way, with similar processes and components.  
Looking at the above figure 18, it is clear that the components of the Usability Life cycle are: 
 Requirements 
 Concept 
 Design 
 Validation and 
 Research 
4. 2.1. Requirements 
The requirements are gathered in the user prospective that who will use the product? And 
who is the ultimate /end user. What is the technology use on the device and how will be the 
flow of the navigation and how should be the performance of the device? 
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4.2.2 Concept 
This phase mainly concentrates on the work flow of the requirements gathered in the first 
phase and it also emphasises on the design patterns to be used. 
4.2.3 Design 
It is the most important phase in the user interface because this phase will have all the 
contributions of the above two phases: It contains the concept that what are the interface 
components to be used and where they are to be used. 
4.2.4 Validation/testing 
In User interface design testing is to as the user or the subject that the required outcome has 
been accomplished or not. If the required scenario does not meet the condition it is to be 
altered to meet the condition until desired outcome is met. 
4.2.5 Research 
Conducting research on developed product to refine and update for future products.  
 
4.3 Similarities between Usability Engineering and Software Engineering 
1. Both of the life cycles have requirements keeping the user as a main subject to 
XQGHUVWDQGDQGNQRZWKHXVHU¶VRUVXEMHFWVLQWHUHVWWRVDWLVI\KLVUHTXLUHPHQWV 
2. Convert these requirements by following the models and processes to design. 
3. Either of the life cycles tries to convert the designed models into practical use by 
adapting their individual methods of testing to rectify the errors and deliver the 
product. 
 
4.4 Differences between Usability Engineering and Software Engineering  
1. Both have the different levels of iterations and evaluation : 
Usability engineers will iterate early and frequently with paper prototypes, screen 
sketches design scenarios etc. But software engineers will test the process and 
requirements to eliminate the errors. 
2. Both have the different terminology : 
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This is the biggest problem where at one stage the software engineer should have to 
implement the usability into development and they need to understand the 
terminology of usability for better use. 
3. The way of representing the requirements are different in both of the life cycles and 
so there is no possibility of incorporation of processes rather than re-defining the 
process model.   
 
4.5 User Centred Design (UCD)  
Often developers think to develop the software with good business goals and heavy graphics 
and high level components and forget how the user can handle and use the developed product 
and adjust to it. User centred design allows the developers or designers to remember that the 
system is to develop for the end user by understanding their attitudes and behaviour but not 
asking the user to adjust with the developed system. Adapting UCD will boost the sales of the 
product by having customer satisfaction, Efficiency and user friendliness. Increasing the end 
user satisfaction will be attained by using all the good principles and guidelines of user 
interface design as demonstrated (http://www.usabilityfirst.com/about-usability/introduction-to-
user-centered-design, Accessed on 04/05/10). User centred design is a process which provide its 
support for the whole development process for creating easily usable application by keeping 
the users as a key element through its activities (see www.UsabilityNet.org) 
 
There are four activities of user centred design: 
 Understand and specify the context of use 
 Specify the user and organisational requirements 
 Produce design solutions and 
 Evaluate designs against solutions 
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Meet Requirements. 
 
 
 
 
 
Figure 4.5 Flow of the User centred design activities 
(Nigel Bevan: Usability.Net Methods for User Centred Design) 
 
Therefore, developing an application for a mobile device using the concepts of usability 
engineering and user centred design needs a software development model, which can help the 
developer to develop an easy to use and pleasing, effective and usable product.   
The most common software models available are: 
 Waterfall model 
 Prototype Model  
 Spiral Model and  
 ³9´0RGHO 
 Iterative Models. 
These models use the basic components of the software life cycle and as we have already 
discussed them already we will focus on the flow or the process of each model with respect to 
the user centred design. 
4.5.1 Waterfall model  
This model is again being highlighted here for the purpose of clarity of discussion 
1. Plan the human           
Centred Process. 
2. Specify the 
context of use. 
5. Evaluate designs 
against user 
requirements. 
3. Specify user and 
organisational 
requirements. 
4. Produce design 
solutions. 
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Figure 4.6 Waterfall model 
 
This model is considered as the traditional model of software development life cycle and as it 
appears, it is a sequential model. The requirements are gathered, analysed and this process is 
done until the final stage of requirements is met; then proceed to the next step. The design 
begins after requirement analysis is done; coding commences after completion of design. 
After the programming has been completed, the code is integrated and testing is done. After 
enough testing is done, the system is integrated and is followed with regular operation and 
maintenance of the system. Sommerville (2011) highlight the fact that, the result of each 
phase is one or more documents that are signed off. Looking at the suitability of the model, 
Pressman (2010) believes the waterfall model can easily be adapted in IS projects when the 
requirements are well understood; when activities are sequential from communication 
through deployment; for example, when there is well-defined adaptations or enhancements to 
an existing system. It may also be used in new development applications or systems but only 
when requirements are defined well and stable. The Waterfall model is not very good on 
usability due to its inflexibility; it may well provide for good security but not necessarily 
follows a secure design, which utilises a bottom-up approach to IS security system design. 
According to Pressman (2010) some of the challenges faced by this model stems from the 
fact that: 
Development/Coding 
Requirements and 
Analysis 
Design 
Implementation and 
maintenance 
Testing and                          
Documentation 
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 Information Systems projects in the industry rarely follow the sequential phases of 
the project, though the sequential model can foster limited iteration, this will cause 
so much confusion between different phases.  
 It is challenging for customer to state all requirements in the initial requirement 
analysis phase. Uncertainty of the unknown takes place at the beginning of the 
project, and as work progresses uncertainty decreases, this is normally referred to 
as cone of uncertainty in Project Management. 
 
4.5.2. Prototype Model 
Somerville (2000, 2011) highlighted the fact that the Prototype model is an advancement of 
the waterfall model, covering the drawbacks and change in the development process. This 
model is considered to be the reducer of the risk at the requirements stage. The process of the 
prototyping is shown in the figure below. 
 
 
 
 
 
 
Figure 4.7 Prototyping model (Source: Ian Somerville, 2001) 
 
Prototyping has many versions of the model and each has its pros and cons. Here are few 
examples: 
1. Throw away  
2. Rapid prototyping 
3. Incremental prototyping 
Prototyping 
plan 
Outline 
definition 
Executable 
Prototype 
Evaluation 
Report 
Develop 
Prototype 
Evaluate 
Prototype 
Define prototype 
functionality 
Establish prototype 
objectives 
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4.5.2.1 Throw-away Prototyping 
This type of prototyping is done to put the system in a process at the initial stages of the 
project to evaluate the working of the system. If the outcome suits to the user requirements 
then the prototype is thrown away and another method is used to complete the system. 
Because this type is thrown away this is not considered as a final system. 
4.5.2.2 Rapid prototyping 
Rapid prototyping is an iterative process which involves the users throughout its development 
process where the traditional or normal prototyping will follow the old waterfall model in its 
own way. In rapid prototyping the initial system is developed using a throw away system to 
evaluate the requirements and flow of system capabilities. A basic iterative prototyping 
model can be seen in the figure below. 
 
 
Figure 4.8 Iterative prototyping 
 
It can be seen here that as first phase of design is done, the design is implemented and 
analysed and afterwards, the  analysis report is used to refine the pitfalls in the design and this 
LVGRQHXSWR³Q´VWDJHVXQWLOWKHGHVLUHGRXWSXWKDVEHHQDFKLHYHG 
4.5.2.3 Incremental prototyping 
This type of incremental approach can be compared to 'building blocks'; which is 
incrementing each time a new component is added or integrated, and based on an overall 
design solution. When all of the components are in place, the solution is complete. An 
advantage of this method is that, it provides an opportunity for t the client and/or end-users to 
test the developed components and their functionality; and also to provide feedback while 
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other components are still in development, therefore, can influence the outcome of further 
development.  
4.5.3 The V-model 
The V-model emphasises on Verification and Validation as illustrated in the diagram. 
Verification is the process of demonstrating that a program meets its specification, validation 
demonstrates that a program, application or system meets the needs of its stakeholders and 
users (Somerville, 2011). It can be argued that usability is emphasised in Validation. For 
example, are we building or developing the right system as far as users are concerned?  The 
V-model shows that Verification and Validation complement each other.   The verification 
task is completed against the business/user requirements. There is a quality check to establish 
whether the right requirements specified for that phase has been captured. This is also refined 
in subsequent phases to verify that the user requirements are enhanced to specify the detailed 
non-functional and functional requirements. 
 
 
Figure 4.9 Illustration of the phases of the V-Model 
(Source: Infinite Computing Systems, 2011) 
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The V-Model is usually regarded as extension of the waterfall model, Hughes et al (2004). It 
is a useful model with two quality control processes - one between stages and another across 
the V.  In the model the requirement specification is a major document and should contain 
quality attributes and function which the customer requires in the system.  And at each phase 
in the development, there is a test activity, for example using the acceptance test plan. User 
acceptance testing is conducted to ensure that the system meets the requirements identified. 
Testing is carried out throughout the lifecycle, known as the v-model testing (Veenendaal, 
2002).  Early testing has the following advantages: 
 Early work products such as requirement definitions and specifications are used to 
build subsequent products, as errors are identified in the early deliverables; early test 
activities improve the development activity. 
 Early testing reduces cost elements; as previously explained, the earlier errors are 
fixed in the life cycle the cheaper it is. 
 The model saves time; the V- model allows for the deliverable right before moving 
to the next stage. For example, the requirement has to be correct before we build the 
system, so less rework is needed. 
 In contrast, the waterfall model activities are done sequentially and testing is done at 
the end; it is challenging at this stage to work up the phases and modify a user 
requirement that was not adequately captured as the model is not designed to be 
iterative and flexible. The waterfall model will fit on a small application where 
requirements are relatively stable, in such instance Usability and Security will be 
relatively balanced, but not suited for large complex system. Therefore, if the model 
is used in a large application, the balance or trade-off between Usability and security 
will be a complex challenge. 
 
4.5.3.1 Disadvantages of the V-Model 
Despite the advantage of test early in the life cycle, the model has its shortcomings. The 
SoftDevteam, (2010) suggests that the model is only applicable in projects where software 
requirements are clearly defined; this is also applicable to waterfall model. The model can 
only be applicable in situations where the tool and development technologies are well known. 
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Another drawback is that V-model like waterfall model is not flexible; once requirements are 
defined, it is difficult to change. It is rigid and follows a strict sequence just like the waterfall 
model; therefore in the real world when developing software systems and applications, 
adjusting project scope is difficult and expensive. In the V-model, the software is developed 
during implementation and, prototypes to software are not produced.  
The lack of prototype in the V-Model impacts on usability. Development model that builds 
on prototype promote usability and if the system is usable IS specialist can provide a work 
around on security challenges. Also, by increasing user familiarity with the application, they 
are mentally ready to accept and use the application. Iterative approaches uses prototype 
before the system is implemented.   
4.5.4 Iterative Models 
Although this research is to carry out comparison of different software models for a usability 
and security design of IS7KHLWHUDWLYH6SLUDODQG³9´PRGHOVDUHQRWVXLWDEOHIor developing 
small scale applications. The models are basically designed for very large projects with many 
development and other resources. As has been established some of the models will not be 
dealt with in much detail. Table 5.5 provides a summary of the models, their benefits and 
disadvantages in relation to systems design and development. 
 
4.6 Summary of advantages and disadvantages of system development processes 
 
Model Advantages Disadvantages Applicability 
Waterfall Simple 
Easy to execute 
Intuitive and logical 
Easy contractually 
Too risky 
Requirements are frozen in early 
stages. 
May chose outdated 
hardware/technology 
Disallows changes when passed 
the prior stages.  
No feedback from users 
Well understood 
problems 
short duration 
projects 
automation of 
existing manual 
systems 
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Encourages requirements bloating. 
Prototyping Helps requirements 
elicitation, 
Reduction of risk 
Final system are better 
and more stable. 
Strong Dialogue between 
users and developers 
Encourages innovation 
and flexible designs 
Missing functionality can 
easily be identified 
Possibly higher cost and schedule. 
Very good at requirements stage.  
Do not accepts  later change 
Systems with 
novice users; or 
areas with 
requirements. 
Heavy reporting 
based systems 
can benefit from 
UI prototypes 
Iterative Regular deliveries, 
leading to business 
benefit,  
Can accommodate 
changes naturally 
Allows user feedback 
Avoids requirements.  
Naturally prioritizes 
requirements. 
Spiral : 
Not fully compatible with Re-
Usability. 
Totally different behaviour to 
different Projects. 
Risk of long 
projects cannot 
be taken 
requirements not 
known and 
evolve with time 
For businesses 
where time is 
important. 
 
Table 4.1 Summary of systems development processes. 
 
4.7 Designing a Secure and Usable information system: An analysis 
Fidas et al (2010) highlight the fact that system designers involved in designing usable 
security are at a crossroads. They try to achieve a compromise between a highly usable 
system for the users, as well as protecting the assets of the users; but sometimes exposing the 
users to security threats. Many analysts are suggesting that, users of the system perceive 
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VHFXULW\ DV VRPHRQH HOVH¶V SUREOHP DQG therefore make poor decisions to related security 
issues, and sometimes considering them unrelated to the tasks at hand. And as a consequence 
of this complexity, designers have been developing systems with two separate objectives: 
security for the provider and usability for the user. Mead et al., (2008), have stated that most 
often, security requirements have been identified during the system life cycle. But generally, 
the requirements tend to be mechanisms such as password protection, virus detection tools 
and firewalls. And in most instances the security requirements are not integrated, are 
developed independently of the rest of the requirements engineering activities. As such, 
security requirements that are specific to the system and that provide for protection of 
essential services and assets are often highly compromised or neglected. The requirements 
elicitation and analysis that is needed to get a better set of security and/or usability 
requirements seldom takes place. Interestingly, Fidas et al (2010) believe that, a possible 
method for designing usable system that is also secure, is to adopt a user centric approach (in 
the design of information systems with usable security). User centric approaches are widely 
used in situations where user requirements are difficult to gather and understand. The 
approach puts the end users to be at the centre of the software development cycle, and 
enables the designers and the users to have a common mental model of the system. A mental 
Model is an internal model representation of an external reality, for example, information 
system and its functionalities. The early days of IS development was considered a privilege 
that must be controlled. However, over the years IS devices and networks have evolved into 
everyday tools for ordinary users to perform their tasks with little or no training. Therefore in 
trying to meet these challenges designers must look for ways to balance security and 
usability.  
There are areas of overlap between aspects of HCI and security. The areas are: user 
authentication, secure interface design and usability of security products (Op cit). 
User Authentication: In most information systems design and development, passwords, 
passphrases and personal identification (PIN) are widely used for user authentication and 
access control. Users prefer easy to remember passwords that they can reuse in other 
application, and are upset when system policies do not accept their password or require them 
to change it often. Users often require assistance to recall or reset their password. Password 
problem is used as an example of conflict between security and usability. It is important to 
note that, security dictates hard to decipher/guess passwords and usability dictates easy to 
remember passwords. 
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4.7.1 Interface Design and security indicators 
The way internet and electronic mail (email) protocols were designed originally; they were 
not designed with security as a goal. The initial goal was to promote fast communication of 
messages between networks (Fidas et al., 2010). However, the increase availability, high 
usage and the commercialisation of the internet resulted in the need for encrypting or signing 
electronic messages or both. A common metaphor from the physical word in email is the 
notion of letters, documents and books. In the digital world these objects are active, 
executable code integrated with rich user interfaces and advanced software capabilities. The 
way the technology is presented may be misconstrued and result to privacy invasion. 
Schulz et al (2001) have suggested that human factors and usability have in the past not 
played a prominent role in IS security issues. Human factors and usability issues have 
traditionally had only limited effect in security research and secure systems development. It 
can be argued that most security designers ignored usability factors because they lacked the 
expertise and/or awareness of the importance of human factors. User perception of security 
and how they respond to security protocols is an area for further research. However, there is 
growing recognition within IS development industry, that security problems can be largely 
resolved by addressing issues of human factors, trust and usability (Arreymbi, 2007; 2011). 
There are numerous well documented evidence and publicised security breaches which  are 
linked to human errors, that might have been prevented through design and development of  
more usable systems. There is an inherent trade-off between computer security and usability.  
On the one hand, it is true to say that a computer system without password is very usable but 
not secure; but on the other hand, a computer that makes you authenticate every five minutes 
with a password or access code might be secure but not very usable. There are certain 
applications that require maximum security protocols, for example Back-end banking 
Account management systems; where high security is needed to keep personal account 
information very safe and therefore such systems will have very low usability. However, with 
the front-end user access system, usability should be high with some adequate but 
comparatively low security features. Users need comSXWHUVDQGLIWKH\FDQ¶WXVHRQHWKDWLV
VHFXUHWKH\ZLOOXVHRQHWKDW¶VQRWVHFXUH+RZHYHUXQVHFXUHGV\VWHPVDUHQRWXVDEOHDVWKH\
get clogged up with viruses, spam or hacked worms and soon become useless. Therefore, the 
question is; at what level does the user want to take or leave risk selectively? This will 
depend on the environment /situation the user is faced with or operating in; that is, certain 
situations requires specific actions such as high security and others high usability. 
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Most often nowadays, there is increasing demands within the industry for system designers 
and developers to come up with good design and development of secure systems that are 
usable according to user needs. These demands have also been supported by testing and 
quality experts, noting that, information systems designed and developed should be fit for 
purpose for the user, anGVKRXOGVDWLVI\XVHU¶VQHHGV; both in terms of security and usability. 
There are IS methodologies for example V-model, which emphasises the importance of 
designing and developing usable needs systems. The v-models stresses that the requirements 
should be adequately captured and at each life stage, carryout an evaluation of work product 
in validation and verification. The Agile and prototyping development methodologies also do 
emphasise user involvement. The Agile methodology incorporates or makes use of user 
stories to understand user requirements. JAD method emphasises user involvement in 
implementing a usable system through user workshops. 
 
4.7.2 The dilemma 
The growth of computer network connectivity through the internet has given users more 
flexibility and the ability to access information anywhere anytime and anyhow. However, 
lacks in system security can have serious consequences such as unauthorised modification of 
systems and data, denial of service attacks and viral spreading of malware, Trojans etc. and 
data corruption. Numerous security methods have been developed which rely on 
implementation by individuals users, the method may not accomplish the intended objectives 
if not used properly. The role of human factors in information security is considered very 
important and cannot be over emphasised. According to Schulz et al (2001), the lack of 
consideration of human factors issues in information security is not because of the lack or 
scarcity of security threats to computers and networks, but rather as a result of misplaced 
priorities. There are many internet/network security threats for example, eavesdropping on 
XVHU¶V VHVVLRQV ,QIRUPDWLRQ FRQWUROV are techniques and procedures used to reduce the 
likelihood of security related threats that may result in unauthorised access, disclosure of 
information, theft, loss and compromised integrity of systems or data. Some examples of 
security control mechanisms in use today are; passwords used to log on to systems, file 
permission, and cryptography/encryption. Most default permissions on newly installed 
systems are not security effective, for example, the NT operating system, critical system 32 
directory within the C-partition allows by default, full control to all users. Therefore, such 
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default permissions mechanisms must be modified if resources are to be safely secured. Users 
are always seen to be the weakest link in information security system, and administrators are 
encouraged to inspect the system logs to determine whether or not unauthorised activity has 
occurred. User resistance to information security measures has an effect on trade-off between 
usability and security. A system designed with poor usability provokes a high degree of user 
resistance and/or circumvention. Examples of such resistance include reluctance to perform 
tasks, failure to pay sustained attention to tasks, Schulz et al (2001) and/or security protocols. 
 
4.7.3 Evaluating the integration of security and usability in the requirements and design process  
Flechais et al (2007) suggests that many IS systems fail because the designers protect the 
right things in the wrong way or protect the wrong things. Many security systems approach 
have targeted security from technology and user interface viewpoint. Security should take 
prominence and placed ahead in the life cycle, precisely at the requirement and design phase.  
For example the V±model and incremental and iterative approaches involve users at the early 
stages, so that the requirements are captured easily. By involving the stakeholders, their needs 
are taken into consideration. Stakeholder involvement, analysis and communication are some 
of the strongest emphasis points in Project Management such as Prince Methodology. 
Stakeholders are those who will be affected by the project and their involvement is crucial to 
the success or failure of the project.  
 
Other approaches have been suggested as appropriate in filling the gap that exists in 
designing secure and usable systems. In this section, we will highlight the existence of a few 
and analyse them, for example AEGIS, and SQUARE methodologies.  
 
4.7.3.1 The AEGIS methodology for usable security 
An in-depth analysis of the Appropriate and Effective Guidance for Information Security 
(AEGIS) methodology (Flechais et al., 2007), has been suggested as an appropriate 
methodology for use in design of secure and usable systems. This implies that, the 
methodology has been evaluated and found to cover both aspects of usability and security 
adequately. The methodology uses a UML Meta model definition and reasoning of the 
system assets. The semantics of the model and process allows developers and users to 
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propose constraints and needs of the security and usability aspects of the system in a simple 
way that can easily be captured and implemented. And according to Flechais et al., (2007), 
the method has been found to provide important tools for design and development of secure 
and usable systems. However, the process assumes expert knowledge of users and their 
capability of modelling the system assets; some of whom can be novice users and/or ignorant 
in the modelling process. Also, the users are supposed to design counter measures on an 
assumption that they have the most domain knowledge. In fact, the method is not very clear 
on the combination ratio and/or proportionality of the security and usability features; and the 
paradigm it is based on. 
4.7.3.1.1 The AEGIS steps 
The steps consist of the following: 
 identifying and securing the correct participants and specifying their needs of 
usability,  
 getting the user to model the system assets in context,  
 assign a value on the assets,  
 conduct a risk analysis and design countermeasures which addresses risk in a cost 
effective way.  
In this approach, the usability needs are addressed in relation to involvement of users in the 
security design with emphasis on the user context during security requirements, modelling 
and countermeasure design. But it does not say how the usability needs are defined and 
captured. 
AEGIS is good as a participative design methodology, where different stakeholders in the 
system are actively involved in the process of eliciting security requirements and deciding on 
security measures. However, the assumption that, the system stakeholders have the most 
domain knowledge is questionable from a design and development perspective. Also the 
methodology emphasises on integrating security in the requirement process, by identifying 
and relying on a single individual who acts as security lead in the project. And, one of the 
responsibilities of the security leader is to document decision making (OP cit).The process 
again depends on expert knowledge of the individual whose security objectives may be 
different from the rest of the team and not aligned to corporate objectives 
Analysing Usability and Security issues in Design and Development of Information Systems 
 
116 
 
4.7.3.2 The SQUARE approach 
The Security Quality Requirements Engineering (SQUARE) is a method developed by the 
Software Engineering Institute at Carnegie Mellon University (Mead et al., 2008), for 
eliciting and prioritizing security requirements in software development projects. The 
SQUARE approach has been designed for use with IT systems, to help businesses build 
security into the early stages of the production life cycle. The SQUARE process involves the 
interaction of a team of requirements engineers and the stakeholders of an IT project. The 
requirements engineering team can be thought of as external consultants, though often the 
team is composed of one or more internal developers of the project. When SQUARE is 
applied, the stakeholders can expect it to result in the identification, documentation, and 
inspection of relevant security requirements for the system or software that is being 
developed. However, the SQUARE approach looks more suited to a system under 
development or one undergoing major modification than one that has already been fielded, 
although it has been used both ways. The Software life-cycle models describe phases of the 
software cycle and the order of execution of those phases.  
 
The majority of the models being adopted by software companies tend to have similar 
patterns. Typically each phase produces deliverables required by the next phase in the life 
cycle. Requirements are translated into design. Code is produced during the implementation 
phase and is driven by the design. Code is finally tested against requirements to ensure 
quality. Here we focus on incorporating SQUARE with standard life-cycle models, as 
SQUARE can be more effective when it fits into an organisation¶V H[Lsting development 
process. Some of the most commonly adopted life-cycle models and process / methodologies 
have been considered, namely, the waterfall model, Rational Unified Process (iterative and 
incremental model), spiral model, and Dynamic Systems Development Method (agile 
methodology - iterative and incremental model) and explained in detail. 
 
4.7.3.2.1 SQUARE steps 
It consists of nine steps that generate a final deliverable of categorized and prioritized 
security requirements: 
The SQUARE methodology begins with the requirements engineering team and project 
stakeholders agreeing on technical definitions that serve as a baseline for all future 
communication. Next, business and security goals are outlined. Third, artefacts and 
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documentation are created, which are necessary for a full understanding of the relevant 
system. A structured risk assessment determines the likelihood and impact of possible threats 
to the system. Following this work, the requirements engineering team determines the best 
method for eliciting initial security requirements from stakeholders, which is dependent on 
several factors, including the stakeholders involved, the expertise of the requirements 
engineering team, and the size and complexity of the project. Once a method has been 
established, the participants rely on artefacts and risk assessment results to elicit an initial set 
of security requirements. Two subsequent stages are spent categorizing and prioritizing these 
UHTXLUHPHQWV IRU PDQDJHPHQW¶V XVH LQ PDNLQJ WUDGH-off decisions. Finally, an inspection 
stage is included to ensure the consistency and accuracy of the security requirements that 
have been generated. However, analysis on the SQUARE approach has shown that the whole 
process focuses mainly on capturing the security requirements, but with little or no 
integration of usability features in the design /development of system. The approach tends to 
have many lengthy steps that require a lot of user or stakeholder commitment and takes a lot 
of time and can be very costly. The Table 4.2 below summarizes the steps in the SQUARE 
process.  
 
 
Table 4.2: The SQUARE Steps (source: SEI, Carnegie Mellon University, Mead et al., 2008) 
 
Step 1: Agree on definitions 
Input: Candidate definitions from IEEE and other standards 
Technique: Structured interviews, focus group 
Participant: Stakeholders, requirements team 
Output: Agreed-to definitions 
 
 
Step 2: Identify security goals 
Input: Definitions, candidate goals, business drivers, policies and procedures, examples 
Technique: Facilitated work session, surveys, interviews 
Participant: Stakeholders, requirements engineer 
Output: Goals 
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Step 3: Develop artefacts to support security requirements definition 
Input: Potential artefacts (e.g., scenarios, misuse cases, templates, forms) 
Technique: Work session 
Participant: Requirements engineer 
Output: Needed artefacts: scenarios, misuse cases, models, templates, forms 
 
 
Step 4: Perform risk assessment 
Input: Misuse cases, scenarios, security 
Technique: Risk assessment method, analysis of anticipated risk against organisational risk 
tolerance, including threat analysis 
Participant: Requirements engineer, risk expert, stakeholders 
Output: Risk assessment results 
 
 
Step 5: Select elicitation techniques 
Input: Goals, definitions, candidate techniques, expertise of stakeholders, organisational style, 
culture, level of security needed, cost/benefit analysis, etc. 
Technique: Work session 
Participant: Requirements engineer 
Output: Selected elicitation techniques 
 
 
 
Step 6: Elicit security requirements 
Input: Artefacts, risk assessment results, selected techniques 
Technique: Joint Application Development (JAD), interviews, surveys, model-based analysis, 
checklists, lists of reusable requirements types, document reviews 
Participant: Stakeholders facilitated by requirements engineer 
Output: Initial cut at security requirements 
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Step 7: Categorize requirements as to level (system, software, etc.) and whether they are 
requirements or other kinds of constraints 
Input: Initial requirements, architecture 
Technique: Work session using a standard set of categories 
Participant: Requirements engineer, other specialists as needed 
Output: Categorized requirements 
 
 
Step 8: Prioritize requirements 
Input: Categorized requirements and risk assessment results 
Technique: Prioritization methods such as Triage, Win-Win 
Participant: Stakeholders facilitated by requirements engineer 
Output: Prioritized requirements 
 
 
Step 9: Requirements inspection 
Input: Prioritized requirements, candidate formal inspection technique 
Technique: Inspection method such as Fagan, peer reviews 
Participant: Inspection team 
Output: Initial selected requirements, documentation of decision making process and 
rationale 
 
4.7.3.3 The Object Oriented Approach  
Object- Oriented approach (OO) according to Office of the Government CIO (2008); is a 
relative new system development approach that encourages and facilitates re-use of software 
components. With this approach, a computer system can be developed on a component basis 
that enables the effective re-use of existing components by other application (Bruegge and 
Dutoit, 2010). In such situations, higher productivity, lower maintenance, lower cost and 
better quality can be achieved. The objective of OO is an application assembly, which is the 
construction of new business solutions from components which are in existence. OO applies a 
Analysing Usability and Security issues in Design and Development of Information Systems 
 
120 
 
single object model that starts from the Analysis and Design stage and continues to the 
programming level. An object contains both the data and functions that operate upon the data. 
An object can only be accessed through the function it publicly makes; details of its 
implementation are hidden from all other objects. Encapsulation in OO provides 
improvements in traceability, quality, maintainability and extensibility which are principle 
features of well-designed Object Oriented Systems. According to Bruegge and Dutoit, 
(2010), objects exist in many aspects of our lives, in nature and in man-made entities, 
business and products we use daily. Object-Oriented development suggests that, Object-
Oriented (OO) techniques are applied during the analysis and implementation of the system. 
The approach employs the analyst to look at all the objects in a system, their similarities and 
differences, and how the system can control the objects. Sommerville, 2001; Bruegge and 
Dutoit, 2010) have stated that OO systems are easier to manipulate than systems developed 
using functional approaches. Objects include data and operations used to alter the data. 
Modifying the implementation of an object or adding components or services to the object 
does not affect other objects in the system. Within the OO approach, there is a distinct 
mapping between real-world entities e.g. components of hardware in the system. This 
improves understandability and maintainability of the design. The diagram shows that with 
the sans GUI object, system developers use abstraction of real world systems put into entities 
and their relations. 
 
Figure 4.10 A target system model (Source: SansGUI, 2003). 
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The diagram shows a typical model with component, entities, reference entities, and physical 
OLQNV ZKLFK XVHUV FDQ EXLOG HGLW DQG UXQ LQ WKH *8, HQYLURQPHQW 7KH XVHU¶V PRGHOV DUH
configured in the Sans GUI Run-time environment with the model building blocks provided 
by the developer.  
 
 
Figure 4.11 SansGUI modelling environment (SansGUI, 2003) 
 
4.7.3.3.1 Object-Oriented Analysis and Design. 
According to Softerra (2011) Object-Oriented Analysis and design (OOAD) is industry 
proven approach for implementing Object-Oriented Systems of high quality.  
The OOAD approach comprises of three aspects: 
 Object-Oriented Analysis (OOA) which manages the design requirements and all the 
architecture of the application or system. 
 Object-Oriented Design(OOD) interprets architecture used in a system into 
programming constructs e.g. interfaces, classes  and method  
 Object-Oriented Programming (OOP) is during which the programming constructs are 
implemented. 
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The object-oriented process is identical to traditional approach of system design 
(Freetutes.Com, 2011). It is a sequential process of designing system with a different 
approach. The basic steps are: System Analysis, System Design, Object Design and 
implementation. 
 In Systems Analysis, the developer interacts with system user to gather user 
requirements, which is used in analysing the system to understand functioning of the 
system, and based on the analysis phase, the analyst prepares a model of the required 
system which outlines what the system is required to do; at this phase implementation 
details are not taken into consideration. 
 In Systems Design, the overall architecture of the desired system is considered. At 
this phase the overall architecture of the desired system is organized as a set of sub-
systems that interacts with each other. During this phase the analyst considers 
specification observed in System Analysis as well as the requirement from the end 
users. The approach can be combined with other models such as V-model and 
waterfall model in the requirement gathering stage, where user needs are used. This is 
important if the system developed is to be validated by the user.  Here fitness of use is 
LPSRUWDQW DQG UDLVHV WKH TXHVWLRQ µGRHV WKH V\VWHP LPSOHPHQWHG VDWLVI\ XVHU¶V
requirements? 
 In OO design, details of the analysis and design are implemented. Implementation of 
the objects is decided as data structures are defined and interrelationships between 
objects are defined. The designer decides whether the classes are created from scratch 
or whether classes can be inherited from them. The data type called Pen can be 
defined too at this stage, and designers can then create and use several objects of this 
data type, this is known as creating class.  
 During the implementation phase the class objects and the interrelations of the classes 
are translated and coded using the chosen programming language. OO approach 
revolves around objects identified in the system. Every object when observed, 
exhibits some characteristics and behaviour, the objects recognise and respond to 
certain events. For example, a window on the screen is an object; the size of the 
window changes when resize button of the window is clicked, and clicking of the 
button is an event in which the window responds by changing from one size (old ) to 
another (new size). 
Analysing Usability and Security issues in Design and Development of Information Systems 
 
123 
 
In developing information systems using an OO approach, the analyst uses certain models to 
analyse and represent the objects. The models used are: 
 Object model: This describes objects in a system and interrelationships between 
objects. The model observes the entire object, as static attention is not paid to the 
dynamic nature of the object. 
 Dynamic model: in this model dynamic aspects of the systems are represented. It 
depicts the changes occurring in the state of different objects with the events that 
might occur in the system 
 Functional model: This model depicts data transformation of the system. It 
describes data transformation, data flow and the changes that occur to data in the 
system. 
Although object model describes the basic element of the system it is the most important, all 
the models are interrelated and important as they describe the complete functional system. 
 
4.7.3.3.2 Mechanism of OOAD 
Wang (2001) explains that the concepts of objects, encapsulation and inheritance are 
foundation of object oriented systems development this is crucial to understand and express 
essential and important aspects of an application in the real world. An object encapsulates 
data and behaviour, this enables the analyst to use the object oriented approach for data 
modelling and process modelling. Specific  objects in a system can inherit characteristic from 
global instance of a object, for example many types of object may have a name and a creation 
date, object can inherit characteristics from more than one parent object, by implementing 
polymorphism, functionality that is conceptually similar among different object is extracted 
to a global level. 
 
4.7.3.3.3 Unified Modelling Language (UML) 
Unified Modelling Language as the name implies is a modelling language, which helps to 
specify and document models of software systems, including their structure and design 
(Object Management Group (OMG), 2011). UML can be used for business modelling and 
modelling of other non-software system. Using anyone of UML based tools, system analysts, 
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developers, designers and business anal\VWV¶ ODQJXDJH FDQ DQDO\]H IXWXUH DSSOLFDWLRQ
requirements and design a solution that meets the requirements. Booch, Rumbaugh & 
Jacobson (1999) defines UML as a graphical language that is used for specifying, 
constructing and documenting software artefacts of a software intensive system.UML is a 
standard on writing a systems blueprints covering conceptual things such as business 
processes and system function, as well as concrete things such as classes written in specific 
programming language, database schemas and reusable software components. Using UML 
application of any type and combination of hardware, operating system, programming 
language and network can be modelled. The flexibility of OO approach allows modelling of 
distribution using any middleware available from the market. Fundamental OO concepts such 
as, class, operation; encourages UML to fit in OO language and environment such as C++, 
Java and more recently C#. It can be used to model other non-OO application such as Fotran, 
VB or COBOL (Object Management Group, 2011). Some tools as suggested by Object 
Management Group (2011) analyse existing source code and reverse engineer into a set of 
diagram. Other types of tools designed to work with a restricted application domain such as 
telecommunication or finance, generate program code from UML, producing most of a bug 
free deployable application that runs quickly 
 
4.7.3.3.4 Use Case Modelling 
Use Case Modelling is used to model the requirements of a product which includes the 
development of a software application or a system (The Open University, 2011). Use Case 
models acts as discussion tool between the requirement analyst and stakeholders and provides 
a common language for specifying functions of proposed systems. Sparx Systems (2011); 
Arreymbi and Draganova (2008) stated that a Use Case model describes the proposed 
functionality of a new system and symbolises a discrete unit of interaction between a user and 
the system, the user maybe human or machine. The interaction is a single unit of meaningful 
work such as create account or view account details. 
The example in table 4.3 demonstrates a Use case model for mobile application system in a 
classroom environment; curled from Arreymbi and Draganova (2008).  
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Module administration and support 
Actor Use Case Brief Description 
Student Contact a tutor A student sends SMS through the system to the lecturer. The 
system automatically sends email to the lecturer. 
Lecturer/ 
Administrator 
Send 
reminder/alert/ 
Feedback/grade 
A lecturer/administrator sends reminders and alerts such as 
assignment deadlines, change of rooms, exam dates, 
coursework grades, and feedback using the system to the 
VWXGHQW¶VPRELOHV 
Lecturer Send module 
information 
A lecturer sends text, audio or video podcasts, links, glossary 
using the systHPWRWKHVWXGHQW¶VPRELOHV 
 
Table 4.3 Module Admin & Support Use case model ± Actors, Use case and Description 
 
Each use case outlines the functionality to be built in the proposed system, which can include 
another use case functionality or extension of another use case with its own behaviour as 
illustrated in the diagram. 
 
Figure.4.12 Example of Use Case model (Arreymbi & Draganova, 2008) 
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4.7.3.3.5 Benefits of OO approach 
As earlier mentioned, Information systems that adopt OO approach can benefit potentially 
from the following (OGCIO, 2008): 
 Improved productivity: The reuse of existing components can improve productivity 
in an IS. This also promotes rapid delivery of applications. 
This may result from concepts such as inheritance, which allows a class to inherit 
characteristics of another class as part of its definition. Therefore, the developer does not 
have to code from scratch, allowing the developer to program faster, and application can be 
delivered to users on time. This may also enhance usability of the application, and if there are 
minor security flaws, they be easily be resolved (i.e. specialists can provide a workaround). 
 Delivery of High Quality systems: Improved productivity means that the quality of 
the system can be improved as the system is built in a component manner, which 
reuses tested existing components. 
 Lower maintenance cost: Traceability in OO approach ensures that impact of change 
can be easily traced thus reduces maintenance cost. 
 Facilities Re-use: In OO approach a component system can be developed on a 
component basis, which enables effective reuse of existing components. 
 Managing Complexity: The use of OO approach eases the complexity in managing 
components: each component is treated as a (black box) encapsulated from others. 
The OO approach is applicable to medium and large scale projects. The component based 
development approach of OO approach is suited to large scaled projects in which applications 
complex solutions can be broken down into components. Also, the modelling techniques of 
OO approaches are also suited to model medium to large scale applications that uses complex 
business logic. Therefore using OO approach for medium to large sized projects with 
complex logic, involving usability and security, each can be isolated and managed as 
components within the system development. Therefore, there is a potential balance on 
usability and security in OO approach As discussed in previous sections usability and 
security balancing is challenging to implement using for example, waterfall, SSADM and/or 
V-models which are very structured, rigid and cannot be used on complex large projects. The 
concepts of encapsulation, inheritance and abstraction are all important in developing large 
applications with complex business logic. 
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4.8 Usability and Security trade-offs in systems design process 
Security and Usability in systems design and development can be likened to playground see-
saw; where a higher pressure on one reduces the functionality of the other so much in 
measure. Intrinsically, the ultimate is to have the best of both worlds ± a fine balance. But 
how can this be achieved? Many interactive systems (such as ATMs or MTMs, mobile 
devices, online banking etc.) nowadays have security as an important quality factor as well as 
a high requirement for usability. However, according to Braz et al., (2007), there is also a 
common (but false) belief that security is only related to the software systems functionality 
and that it can be designed independently from usability which only relates to the user 
interface (UI) component. In fact, the term UI and the way usability is defined are perhaps 
major underlying obstacles that explain such false beliefs. Indeed, it gives the impression that 
WKH8,LVDWKLQOD\HUVLWWLQJRQWRSRIWKH³UHDO´V\VWHPDnd that usability can be conceived 
independently from the other quality factors. 
Several standards (ISO 9241-11:1998; ISO/IEC 9126-1:2001; IEEE 1061:1998) have all 
defined usability differently and each has somehow placed much emphasis on different sets 
of usability factors, such as learnability effectiveness, efficiency, memorability and/or user 
satisfaction. Therefore a more comprehensive model of usability should include both process-
related and product-related usability characteristics such as listed above and including 
security. Usability is generally, a relative measure of whether a software product enables a 
particular set of users to achieve specified goals in a specified context of use (Roger et al., 
2011; Abran, 2003; Nielson, 1992, 2009).  
 
According to Josang and Patton (2001), ³usable-security´RU³VHFXULW\XVDELOLW\´deals with 
how security information should be handled in the user interface. Both usability and security 
can vary depending on the context of use that includes user profiles (i.e., who are the users), 
task characteristics, hardware (including network equipment), software, and physical or 
organisational environments (Seffah et al., 2006). Usability is imperative from the user's 
perspective (for example, complete a task correctly without errors that can result in a security 
problem); from the developer's perspective (for example, success or breakdown of a system), 
and from management's perspective (for example, software with weak security support can be 
a major constraint to the usability of the system and vice versa). So far, relatively limited 
amount of work has been done on the area of usability of security systems or secure usability; 
and in particular, on the parallel but intimate relationship that exists between usability and 
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security. There is evidence that a system can be DEXVHG LI LW LV ³RYHUO\´ XVDEOH and not 
strongly secure. Therefore, what is needed is an approach that can deliver better applications, 
and interfaces that offer instructions as well as protection (Churchill et al. 2008). Recent 
research on usability of security such as Flechais et al, 2007; Braz et al., 2007; and Fidas et 
al, 2010) have attempted to put humans in the loop, and view usability as a key component 
for accepting security technologies and using them correctly. However, many of the studies 
are unrealistic as most of the work focuses on the interface between the user and the 
computer system; aiming at improving the basic usability mechanisms as experienced at the 
user interface. Little work considers the broader task context ± which is the social and 
organisational setting in which the users tasks takes place.  
 
According to Churchill et al., (2008), employing a social and human-activity centred 
approach is systemic. Therefore, what is needed is accessing usability along with usefulness: 
is it serving a purpose? Negotiating, instituting and maintaining real world security problems, 
procedures and practices is a social activity and the resulting social protocols forms a key 
component in enforcing security policy (Churchill et al., 2008).  
The design of usable yet secure systems has proven to be very complex and has raised many 
crucial questions such as, how to resolve the conflict between security and usability 
objectives. How do we ensure adequate usability without compromising on security and vice-
versa? The task of building an acceptable trade-off system is not an easy one, but is worth a 
try and which can totally be based on acceptable compromise. The figure below demonstrates 
a common solution based on compromise of the aspects of usability and security. 
 
 
Analysing Usability and Security issues in Design and Development of Information Systems 
 
129 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.13: Usability and security trade-offs model (culled from Braz et al. 2007) 
 
4.9 Usability and Security Scenarios 
Braz et al., (2007) came up with some description that may help define scenarios for usability 
and security that will help designers to achieve a trade-offs.  
4.9.1 Task Scenario:   
A task scenario refers to a description of the task at hand including its context of use. The 
Context of Use (CoU) analysis refers to a broad technique to determine the characteristics of 
the User, Tasks, and their Environments (ISO 9241-11:1998). The application of the CoU 
analysis mostly is used as a support to data gather requirements to build the basic components 
at the early development stages of the application, and also to establish if the end results 
which consist of effectiveness, efficiency and satisfaction. 
 
4.9.2 Usability Scenario: 
Context of use 
Intimate Causes Effects 
Relationship 
 
Usability 
Scenario 
Problem 
 
Security 
Scenario 
Problem 
Common 
solution based 
on compromise 
 
Ideal solution based on 
Usability principles and 
measures 
 
Ideal solution based on 
security principles and 
measures 
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A usability scenario details a user problem when doing a task in a certain context. Therefore a 
usability scenario is a problem related to a task scenario, but it should be well known 
meaning defined in a usability model, standard or evaluation method.  
 
4.9.3 Security Scenario:  
A security scenario refers to a description of a task scenario which includes the use of a 
particular security mechanism. A Security Scenario can be tangible or intangible. A Tangible 
6HFXULW\6FHQDULR766LQFOXGHVSK\VLFDOLQIUDVWUXFWXUHVXFKDVFRQWUROOLQJXVHU¶VDFFHVVWR
buildings and facilities using Biometrics, or sending a silent alarm in response to a threat at a 
MTM, etc. An Intangible Security Scenario (ISS) includes data or other digital information, 
for example, a user who enter sensitive information at registration in order to purchase a 
concert ticket at a MTM. A Security Scenario might be (or not) a combination of TSS and 
ISS (Braz et al 2007). The Security Scenario has been classified accordingly as indicated, by 
the overall impact of the security risks of the security mechanisms related to tKH V\VWHP¶V
owner; such as High Security Impact, Moderate Security Impact, and Low Security Impact.  
 A High Security Impact refers to the confidentiality, integrity, or availability of the 
security mechanisms, and it may cause severe or catastrophic loss tR WKH RZQHU¶V
system (e.g., authentication credentials like private cryptographic keys, and hardware 
tokens) 
 A Moderate Security Impact refers to the confidentiality, integrity, or availability of 
the security mechanisms, and it may cause a moderate loss tR WKH RZQHU¶V V\VWHP
(e.g., data on internal file shares for internal business use only) 
 A Low Security Impact refers to the impact on the confidentiality, integrity, or 
availability of the security mechanisms and, may not cause any significant financial 
lRVVOHJDORUUHJXODWRU\SUREOHPVRSHUDWLRQDOGLVUXSWLRQVHWFWRWKHRZQHU¶VV\VWHP 
(e.g. public cryptographic keys). 
 
4.10 HCI Design criteria (a security perspective) (Muñoz-Arteaga et al., 2009) 
 Visibility of system status: The UI must inform the user about the internal state of the 
system (e.g., using messages to indicate that a security feature is active, etc.). The 
warning or error messages must be detailed but specific including a suggested corrective 
action for some security problem, and links to obtain additional information or external 
assistance.  
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 Aesthetic and minimalist design: Only relevant security information should be 
displayed. The user must not be saturated with information and options, and the UI must 
avoid the use of technical terms as much as possible. The security UI must be simple and 
easy to use, maintaining a minimalist design. 
 Satisfaction: The security activities must be easy to realize and understand. Without the 
use of technical terms in the information showed to the user, in some cases, it is 
convenient to use humour situations or figures to present important security concepts to 
the user in an entertaining manner. 
 Convey features: The UI needs to convey the available security features to the user 
clearly and appropriately; a good way to do it is by using figures or pictures. 
 Learnability: The UI needs to be as non-threatening and easy to learn as possible; it may 
be accomplished using real-world metaphors, or pictures of keys and padlocks. The 
meaning of these metaphors may be incorporated to the security interface indicating users 
how to easily use the specific security features. 
 Trust: It is essential for the user to trust the system. This is particularly important in a 
security environment. The successful application of the previous criteria should typically 
result in a trusted environment. The concept of trust can be adapted for the HCI criteria of 
trust (Johnston et al., 2003) WR µµWKH EHOLHI RU ZLOOLQJQHVV WR EHOLHYH RI D XVHU LQ WKH
VHFXULW\ RI D FRPSXWHU V\VWHP´ 7KH Gegree of trust that users have in a system will 
determine how they use it. For example, a user that does not trust a web site will not 
supply their credit card details. In the similar manner'¶+HUWHIHOW (2000) identified six 
primary factors (i.e. fulfilment, technology, seals of approval, presentation, navigation 
and brand) that convey trust (Atoyan et al., 2006) in an e-commerce environment. When 
these concepts are applied in a security environment using the HCI criteria, it is possible 
to achieve the user WUXVWLQWKHVSHFLILFV\VWHP¶VVHFXULW\ 
 
 
4.10.1 Usability factors (Braz et al., 2007) 
Below are some of the usability factors that can be considered during the design of usable-
security systems: 
 Learnability: The features required for achieving particular goals can be mastered 
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 Efficiency: The capability of the software product to enable users to expend 
appropriate amounts of resources in relation to the effectiveness achieved in a 
specified context of use 
 Accessibility: The capability of a software product to be used by persons with some 
type of disability (e.g. visual, hearing, physical impairments etc) 
 Usefulness: Whether a software product enables users to solve real problems in an 
acceptable way. 
 Satisfaction: The subjective response of users, while using a software product (i.e. is 
the user satisfied?) 
 Productivity: The level of effectiveness achieved in relation to the resources (i.e. 
time to complete tasks, user efforts, materials or financial cost of usage) consumed by 
the users and the system 
 Safety: Whether a software product limits the risk of harm to people or other 
resources, such as hardware or stored information 
 Trustfulness: The faithfulness a software product offers to its users 
 Universality: Whether a software product accommodates a diversity of users with 
different cultural backgrounds (e.g. local culture is considered).  
 
In their quest for answers, researchers Braz et al., (2007) adopted a new usability and security 
inspection method called Security Usability Symmetry (SUS), based on the Heuristic 
Evaluation method by Nielsen (1992). The method aims to help usability specialists and 
security designers to design/inspect/evaluate an interactive system to identify any usability 
and security user problems and check for conformance with its corresponding usability 
criteria and security aspects of the system. These usability criteria and security aspects can be 
used to guide a design decision or to assess a design that has already been created. Nielsen 
(1992) reported that usability specialists were much better than those without usability 
expertise at finding usability problems by heuristic evaluation. Moreover, usability specialists 
with specific expertise (for example. security) did much better than regular usability 
specialists without such expertise, especially with regard to certain usability problems that 
were unique to that kind of interface. In the endeavour SUS is developed as a security 
usability inspection method for evaluators who have knowledge of usability and also 
computer security. In SUS, a solely usability specialist can also work in pair with a solely 
security specialist. The SUS can help also to develop a system profile that will impact on 
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whether or how usability and security aspects will be implemented in the system. A system 
profile might present the profile that is used by systems designers to determine their specific 
characteristics and needs. Prior to evolving into the iterative design phase whereby a product 
is designed, modified, and tested repeatedly, it is critical that usability specialists and security 
designers understands its own specific requirements and goals for the system. The SUS guide 
focuses on the following key areas: Usability and Security requirements, Interoperability, 
System Application, Technology, and Resources.  
 
According to Nielsen (1992), systems usability problems can greatly be reduced through the 
severity rates where we are able to identify those problems that should be tackled and fixed. 
The ratings also assist in the allowance of resources for treating the UI problems. Nielsen, 
(1992) suggested that, severity consists a combination of three elements: frequency ranges 
(i.e. from common problems to unusual ones), impact (i.e. establishes the ease or difficulty 
with which a user gets over a problem), and persistence (i.e. ranges from just one problem 
that might be surmount to the problem that constantly replicate itself becoming annoying to 
the user). 
 
4.11 Summary 
In this chapter we have considered various development methodologies and have 
distinguished between development lifecycles and ISDMs. What we have described in this 
chapter are the components that make up an ISDM in the sense of SDLCs which are 
sometimes called methodologies so we should not get them confused. The Security and 
usability aspects have been highlighted as a means of attempting to understand the intricacies 
involved and to find better ways of a trade-off (acceptable compromise) approach to 
designing a usable yet secure system. Also, based on the scenarios, we attempt to address the 
intimate relationship between usability and security. Therefore, to be able to design and 
develop reliable, effective and usable security systems, we require specific guidelines that 
take into account the specific aspects of usability mechanisms and their potential 
consequences on security as needed. 
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Chapter 5 Identification of the canonical set of issues relating to security 
and usability in IS design 
5.0 Introduction 
Security usability according to (Josang, 2001) deals with how security information should be 
handled in the user interface of systems. Both security and usability can defer depending on 
the framework of use that is included in the user profile. Usability is very important from the 
users view point (e.g. success or breakdown of a system), and completing a task correctly 
without errors that can result in a security problem; from the developer and management 
perception. For example, weak security on software can have major influence on the usability 
of a system and vice versa. Many analysts (Sasse, 2011; Braz, et al., 2007) have all 
highlighted the many problems that exist in the use, manipulation and management of 
information systems, and have suggested various approaches in trying to resolve the issues 
and achieve a balance with the security and usability aspects of information systems design 
and development. However, the way systems have been designed and developed have not 
truly solve mankind problems as hitherto thought (Landauer 1995); some have in fact made 
the situation worst due to the diversity of requirements from the various stakeholders. It is 
evident nowadays that, users want systems that are very friendlier, flexible, easy to access, 
robust and also protect their privacy. The management on the other hand want systems that 
can provide confidentiality, integrity and readily available to meet the business needs, while 
protecting vital business information and the infrastructures for competitive advantage.   
This section will attempt to make some suggestions in finding better ways of addressing the 
issues identified, by proposing a framework that can be used to design a trade-off usable-
secure information system. The framework consists of a set of factors, which if carefully 
considered and implemented during the various stages of systems design and development, 
can be very appropriate to produce a usable-secure or secure-usable information system. The 
process we envisage involves looking at the effect of what we will call; the Social, Economic 
and Technical (SET) factors within the operating environment of the system to be developed 
and the overall strategic implication. These are the factors that will be considered in the 
design and implementation of usable-secure information systems. Later on, it will form the 
basis, as we explore in much detail, how the Social, Economic and technical (SET) factors 
can be used to design a simple µEDODQFHG¶system for usable-security or secure-usability. For 
example, section 5.4 demonstrates a simple model for an air travel information system with 
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regards to security and usability. But before we delve into that, it will be appropriate to look 
at the characteristics of usability and security in order to identify where their inherent 
problems lie.  
 
5.1 A Standards view on usability and security 
Usability has always been a key issue in systems design and development. The ease of use of 
any system is what makes it effective. Standards Organisations as well as researchers have 
identified some viewpoint in relation to usability of systems (Sasse, 2009, 2011; DeWitt A, 
2007; Cranor and Garfinkel, 2005; Braz, et al., 2007), and have put together some 
characteristics of usability to include security. The table 5.1 list some of the standards where 
security has been included within their usability framework. These standards measure that, 
good usability is a very important condition for human security in a critical system such as 
major infrastructures and as such, the perception of security has been adopted within the 
standards by many organisations (Abran, 2003). Therefore, within the proposed model, we 
will be adopting this perception of security. The table models the relationship between 
security and usability. The key characteristics of the usability problem (represented via a 
usability scenario) related to security are briefly described thereafter.   
 
Task Usability Security 
ITSEC: Information 
Technology security 
Evaluation Criteria 
IEC 300 
V1.2:1991 
It present software as a security critical 
International 
Standards 
Organisation 
ISO 9241-
210 (2007) 
formerly 
13407:1999 
It describes human centred design as a multi discipline 
activity incorporating human factor and ergonomic and the 
technical knowledge  with the objective of raising efficiency 
and effectiveness , improving human working condition and 
opposing possible unfavourable effects of the use on human 
health, security and performance . 
ISO/IEC 
9126-
1:2001 
It defines security, which is a sub characteristic, as a set of 
software attribute which relates to its ability to prevent 
unauthorised access, whether accidental or deliberate to 
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program of data. 
Federal Aviation  
Administration 
(FAA), 1998 
FAA, 1998 
 
Security is a characteristic of the CHI which is particularly 
important in an industrial context. 
 
Table 5.1: Security as usability characteristics (culled from Braz, et al., 2007) 
 
5.2 Defining usability for security  
Usability for security is a unique problem, and we have approached it from different 
perspective, by looking at the properties of the problem of security usability, 
5.2.1 Some properties of the problem of security usability or usable Security  
 The abstraction property: This is a system (e.g. security policies) of abstract rules 
for deciding whether to give access to resources. User interface design (UID) for 
security will need to take this into consideration. 
 The lack of feedback property: Dangerous errors must be prevented, therefore it is 
imperative that good feedback is provided to the user, however, providing good 
feedback for security management is a difficult problem. A systems security 
configuration is usually complex, and attempts to summarize it are not adequate. 
In fact, a workable and/or correct security configuration is the one which does 
ZKDWWKHXVHU³UHDOO\ZDQWV´DQGVLQFHRQO\WKHXVHUNQRZVZKDWWKDW is, it is hard 
for security software to perform much useful error checking (Whitten and Tygar, 
1998). 
 The weakest link property: it is a known fact that security of networked systems is 
only as strong as its weakest section. If an attacker can exploit a single error, s/he 
can cause great damage. This means that users need to be trained or guided in all 
aspects of security of their system (Cranor & Garfinkel, 2005).  
 The unmotivated user property: Security is usually a secondary goal to users 
(Cranor & Garfinkel, 2005). Users do not want to sit on computer to manage 
security, but to carry out a task such as browsing or sending an email; and they 
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want the system to explicitly protect them. Most users prefer to focus on their 
operations rather than the certificate of server. 
 The limited human skill property: Humans are not general purpose computers and 
are limited by their intrinsic skills and abilities, rather than approaching a problem 
from a traditional authentication based security framework (e.g. what can be 
secured?) A usable design must take into account what humans do well and what 
they do not do well. 
 
5.3 A functional definition of the usability of security. 
Putting these properties into clarification, we proposed that security software is usable if the 
people who are expected to use it meet the following conditions; that they are: 
 Adequately comfortable with the interface  
 $EOH WR ILJXUH RXW KRZ WR VXFFHVVIXOO\ SHUIRUP WKRVH WDVNV DQG GRQ¶W PDNH
dangerous errors  
 Reliably made aware of the security task they need to perform  
 Educated about the security tool   
 Able to understand the feedback given 
 
Figure 5.1: Diagrammatic representation of functional definition of the usability of security. 
 
 
 
 
 
 
 
 
 
Task 
Awareness 
 
Successful task 
performance 
 
Reduce making 
costly or dangerous 
errors 
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 User Interface 
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5.4 A usable security Model ± Business perspective 
A usable-secure model can be used by any business or organisation to express the business 
rules to be used in their computer systems. These rules can come in form of usability policy, 
security policy or Usable security policy; which outlines a set of rules to be followed in order 
to ensure the effective use and safety of the system. The model can be different in respect to 
what purpose or what is it being used for. Similarly a usable security model can be designed 
for an information system to provide safety, easy access and use, to the data, software and 
hardware of the system. The example below shows a simple usable security process for 
travelling through security check points for a journey by flight or train. 
 
 
 
 
  
 
 
 
 
 
Figure 5.2 Example of simple usable security process relative to a journey. 
 
 
5.5 The Proposed Model/ Framework 
 5.5.1 The Influencing factors 
There are many factors influencing usability and security in the design and development of 
information systems. For example, the Must have, 6KRXOGKDYH&RXOGKDYHDQG:RQ¶WKDYH
(MoSCoW) features and the proportion of each of the aspects is required to guarantee good 
effective usability and strong security at the same time (a convenient balance).These aspects 
could be detailed and captured during all the stages of development but more during the 
requirement analysis. There are many factors to consider when attempting to develop a usable 
±secure information system. They can be classified under the following three broad 
categories:  
Scanner 
Metal Detector 
Personal Checks 
Luggage Checks 
Identity Checks 
 
Immigration 
check Travel 
 
Valid ticket 
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5.5.1.1 Social factors 
The social factors are everything to deal with social and systems dynamics; and includes the 
behaviour of employees, trust in the organisation, skills and ability, experience, cultural 
dynamics change resistance and management, training needs and facilities, knowledge and 
social risks associated with internal and external environments. The system can be modelled 
around these factors during the requirement elicitation and/or problem definition. 
5.5.1.2 Economic factors:  
These are factors Business System Options (BSOs) that are associated with the use of 
security applications, technologies and used, to improve the trust in the organisations 
economically, such as decisions to buy or not to buy and/or implement. It may involve cost of 
ownership, risk elements, and cost of adoption, implementation and /or loss due to any 
malfunction in the system. 
5.5.1.3 Technical factors:  
They are Technical System Options (TSOs) which includes the use of computer systems, 
Hardware, firmware, software applications and other related technologies to enhance 
security. Some of this is to deal with the systems dynamics. Examples include but not limited 
to training needs, system features, ergonomics, and quality of software/hardware, 
management of information security systems, technical knowledge, available tools, in-house 
technical development/implementation, testing and maintenance skill sets etc.  
The Social, Economic and Technical (SET) factors form the basis for the consideration of 
reflective approach to design usable-secure system. The SET framework will be explained in 
more detail in the next section. As shown in the figure 5.3, the fieldwork or environment is 
the area of operation, where the actual process of ensuring the system usability and security is 
to be performed. This includes the use of software tools, personal observations, 
questionnaires, and checklists etc., to investigate the effectiveness, efficiency, safety and 
robustness of the information system. Here, we will look at each of the SET factors in much 
detail. 
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The SET Framework 
 
 
Figure 5.3 The Business Environment model 
 
 
5.5.2 Rationale for the Framework 
The increase use of IS in business has been due to advancements in new technologies. 
Businesses have found technology a weapon to use to improve their environment for 
competitive advantage. Many organisations are now investing millions of pounds in 
developing better RU ³VPDUW´ Information Systems. However, with any increase in the 
adoption of new technologies, there are always the potential danger elements of ease of use 
and also that of security associated with the technologies; and this can make the organisations 
become vulnerable to malicious attacks, as they deploy the systems applications.  
However, the fast changing technologies landscape also requires that organisations adopt 
highly secure and user friendlier model(s) or approach(es) to ensure the security and usability 
of the IS infrastructures.  
The proposed SET framework can be very flexible and encompassing. There is dynamism in 
the process as users and other stakeholders are highly engaged and interactive throughout. 
The framework takes into consideration the ability, skill sets and experience of the users / 
EF = Economic factors 
SF = Social Factors 
TF = Technical Factors 
BIS = Business 
information System 
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stakeholders in the functionality and use aspects, as well as the safety use and protection 
aspects of the system. Users are very involved early on in the process, from the requirement 
capturing, analysis to design, development, testing and operations and maintenance of the 
information system.  
 
Therefore, in designing IS for good effective usability and strong security, the proposed SET 
framework can be easily implemented because, it takes into consideration the social elements 
of how users generally interact with the systems (by means of interview, observation, 
questionnaire, focus group etc.); the economic elements of associated costs (for example, 
facilities, training, awareness and policy developments, technology purchases etc.) and the 
technical elements relating to the technology provisions, operations and maintenance of the 
system. The knowledge gained from requirement analysis is fed into the system and 
continually monitored and reviewed. Therefore the SET factors require the provision of high 
level security and usability in IS systems and this makes them arguably more immune to 
changing technology use and increasing security threats.  
 
5.5.3 The Social, Economic and Technical (SET) Framework explained  
 
5.5.3.1 Technical Factor solution  
Technical factors include the technical system options (TSOs) and as described here apply to 
the hardware, software and other related technologies used in the business processes. Here, 
the logical components form the core components of the security and usability solutions. The 
development is not yet build but rather an application of the logical components in a different 
way to what exists. The aim of this technical solution is to demonstrate that using a holistic 
easy- to-use security mechanism, it is possible to effective and robustly protect the IS 
infrastructure. These aspects can be dealt with using the same technology, and with some 
management control, IT risk analysis and policies to effectively and efficiently deliver 
usable-security solutions. The security and usability applications policy and models have 
been elaborated in more details in other sections of the thesis. Here, we analyse some cases of 
technical components found in information systems. 
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Databases: Database/ Data warehouse is the hardware in which all the data is stored. These 
are the main back-end source for any information system. All the front-end operations and 
XVHU¶VDFWLRQVRQWKHIURQWHQGVFUHHQVcan result to the adding/deleting/updating the data in 
the databases.  
 
Software: The software is a set of programs which is used for a specific purpose. They are a 
set of programs when executed performs the action they intended to do. For example, an 
antivirus software program scans the whole system for harmful programs, when the scan 
initiated. Similarly, when a reservation is placed on a flight, the details of the passenger are 
VWRUHG LQ WKH GDWDEDVH DQG D ERRNLQJ FRQILUPDWLRQ LV VHQW WR WKH SDVVHQJHU¶V PDLO LG 
Examples of software Office programs include Word, Excel etc.  
 
Hardware: It includes all the physical assets related to technology. The examples include 
printers, monitors, keyboards, databases servers etc. They are platforms on which the 
software programs are operated by the staff. For example, to write a letter in MS word, we 
need a computer, monitor and a keyboard. So, hardware is just a device used to run the 
software. LAN/WAN can also be grouped under hardware.  
 
These are some main technical factors that can be seen in any business information system. 
Ensuring the security for these technical factors is crucial step being faced by many 
organizations. Let us now look at some of the main usable and/or not-so-usable security 
applications available for these aspects:  
 
 Antivirus/ Anti-spam: These include different software applications which protect the 
system from virus, worms, malwares and potentially harmful programs. These programs can 
be used in small organizations, but when large information systems are considered, special 
programs are needed for protection from the harmful programs. 
 
Firewall: A firewall is a part of the network, which prevents unauthorized access in to the 
system and allows authorized communication channels. It is one of many preventive 
measures protecting the information systems in the network. Generally a powerful firewall, 
software or hardware does not allow any hacker or unauthorized user to access the 
information system. 
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Encryption / Decryption Techniques:  This is the technique where, the data from the sender 
is converted or encrypted in to a different format before transferring it to the receiver ove r the 
network. When the data is received DW WKH UHFHLYHU¶V HQG WKHGDWD LV WKHQGHFU\SWHG WR WKH
original format which can be read by the receiver. This is one of the major security 
applications being used in many business information systems. 
 
Authentication: This is the process of checking the authenticity of the user, if he/she is 
genuine user or not by some kind of process. Generally in most applications, login id and a 
unique password are used for authentication, but with the increasing security threats, and the 
many passwords which are easily forgotten, other biometric forms of data such as retina scan, 
finger scan, voice recognition and pulse scan are the new authentication technologies being 
implemented and used.  
 
Access Control: Even though, the user is allowed to access the system, the user may not 
have all the permissions or rights in accessing the system. For example, in a desktop 
computer environment, a user logged in as a guest may not have the permission to access the 
D drive. So, we can restrict the permissions of the users depending on their roles in the 
organization. Access can be controlled by using some programs too. For example, the log 
files records each and every action on the system. So, a program can be written in such a way 
that, if any action is being performed by the user who is not authorized to do so, then the 
system automatically log offs or shuts down.  
 
Backups: The data in the database is backed up regularly to prevent the loss or damage of 
data. There are different back up techniques currently being used in many organizations.  
 
Standards: There are some securities standards developed by authorised organisations and 
research agencies as to how organisations implement and use their information systems. By 
adhering to these standards the organizations can ensure the quality, safety and security of 
their information systems. 
 
Laws & Regulations: There are some laws and regulation on the safety use of information 
systems and related technologies. There are some rules on the use of data by the 
organizations. They provide security laws which explain the actions that would be taken in 
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case of any the security breaches by different personnel. Figure 5.4 demonstrates an example 
of a security framework 
 
 
Figure 5.4 Security Framework for technical factor solution 
 
 
In this situation, the main channels in which the system is involved or linked with, are 
internet, intranet and extranet. Internet is the network from which all stakeholders can 
communicate with the information system of the organisation. In extranet, the trusted partners 
of the business organisation can communicate with the information system and in the 
intranet, only the employees of the organisation can communicate. In the security framework, 
no user from the external organisation has a direct access to the database. There are two 
firewalls used to separate communications across internet and for communications across 
extranet, to ensure the security of the information system. The firewall-1 is very powerful and 
prevents any sort of unauthorized access. Firewall-2 is also a powerful program which 
PRQLWRUVSDUWQHU¶VDFWLRQVDQGVWRSVWKHDFFHVVLQFDVHRIDQ\LPSURSHUXVH There is an ICA 
(Internal Control Agent) in-between the internet, extranet and the information system, which 
controls the communications across the network. The cryptographic security system is used 
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in the intranet, where the Symmetric encryption and Asymmetric decryption techniques are 
used for accessing the data from the database. Initially, the request from the local users is 
received by ICA and it is encrypted and sent to the database; then by using the Symmetric 
key, the local users can access the data from the database. All the operations in the system are 
controlled by ICA. 
 
 
5.5.3.2. Social Factor solution 
The social factors include the aspects such as user profile, trust, employee behaviour, ability, 
skills/experience and organisational culture and social norms, working conditions, policies 
etc. These are key areas in the conceptual framework. For example, the user profile 
determines the navigation environment, user type and activity. The user profile is dependent 
on the environment of operation. The system specifications are made up of the components 
which delivers the user service. Al Nabhan et al., (2009) reported how a user profile could 
determine user preferences and privacy settings. These social factors can sometimes be a 
usability and security threat to the organisations. If the employees are not happy and/or 
trustworthy, then no matter how efficient the technological applications are, the employees 
will be less motivated to use or manipulate the system proficiently enough; and sometimes 
may be motivated to compromise or steal the data or information from the system for 
personal gains. The employees must respect the organisation and the management has to take 
the necessary steps to educate the employees of their obligations legal or otherwise and the 
consequences of any breach. Frequent monitoring of situations, counselling and motivation 
are essential to keep employees¶ mind focused and engaged on the main tasks. It also reduces 
stress and time wasted in use of the system, and prevents employees from carrying out 
criminal activities or intentions. Trust is very important in organisations; employees must 
trust the effectiveness of the systems and management they work with, and the management 
have to trust their employees to use the system safely and more securely. If there is any 
mistrust, it can lead to system abuse and if not curbed can lead to soaring cost to the business. 
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Figure 5.5: Social factors in business organisations 
 
 
Employees are the main assets of any organisation. So, controlling their behaviour using 
motivational techniques can be very profiting to the business; and possessing good employees 
are the main factors which can determine the success of an organisation. Therefore, while 
giving priority to the use of technology, it is very essential to also consider the employees or 
users of the systems, who form part of the organisaWLRQ¶VFXOWXUH(PSOR\HHVPD\EHJRRG
and proficient but reliant on technology may lead to mis-control or misguidance by the 
technology or people from external or internal environment. Recently, there have been many 
cases in the News about inappropriate use of technologies by employees, which are as a result 
of the inadequacies of the systems and organisational management policies. Therefore, the 
management has to have in place adequate mechanisms to monitor the activities of their 
employees but should take every action not to infringe on or do anything that will reduce trust 
in the employees and vice versa. 
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5.5.3.3. Economic Factors 
These are factors that include the business system options (BSOs) and are associated with 
issues such as costs of development and adoption, use and maintenance of applications, 
management, quality assurance, technologies and facilities used, business needs and 
alignments procedures to leverage and improve trust in the organisations economically, such 
as decisions to buy or not to buy and/or implement. It may involve cost of ownership, risk 
elements, and cost of and /or loss due to any malfunction in the system disaster recovery 
planning etc. In this thesis, we will deliberately not delve into the issues such as business 
strategy, ROI and/or Return on Capital Employed (ROCE) as they will be out of the remit of 
the research. However, it is worth noting that in the process of selecting or making decisions 
on which methodology to use, we have used Costs-Benefits analysis model to justify the 
decision. For example, not every organisation can use same type of security systems or make 
use of technology the same way. One key element in this is the cost of adoption and/or 
change management and employees resistance to the technology. An example case study is 
that, many Universities in England have a swipe card security system. For any user to gain 
access, they need to provide and swipe a valid ID card on the system. The system more often, 
is not easy to use and tend to be failing constantly, with enormous usability and security 
implications. But will the University management deploy a more robust system that is more 
usable and better secure, such as fingerprint scan authorization system for access? The 
answer is No, because, of the cost implications of deploying new technologies. Most times 
when they deploy new technology one of the main things considered is its cost effectiveness. 
Therefore, for any system to work effectively and efficiently, it is important to ensure that the 
applications are very usable, provide better security and cost effective in the long term. This 
is one of the most essential factors to be considered. 
 
5.6 Case scenario 
Field work includes different activities to investigate the efficiency and effectiveness of 
security applications deployed in the Business information system with respect to Social, 
technical and economical factors. The different issues such as employee¶s behaviours, ability, 
skills experience, risks awareness and, threats to the system from both internal and external 
environments will be considered during the fieldwork. The results of the field work gives the 
effectiveness of the security systems being used and the suggestions are given for improving 
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the quality and efficiency. Just like an audit exercise, the field work generally includes the 
following activities:  
Personal Observations: The personal observation of the different system related issues can 
give good results, in terms of the ability and effectiveness of use of the applications. It is a 
simple exercise that is easy to perform and easy to analyse.  
Interviews: The interviews are taken from the different level employees of the organization 
related to the information systems security and usability issues.  
Questionnaires: These can be used to assess the business environment, ease of use, product 
quality and the potential threats to the business information systems. For example, consider 
the following questions: 
Do you have employees working remotely? 
What percentage of your services are web based? 
How many branches do you have and how are they linked to the main office? 
What communication channels do you use while communicating with members of 
organization, partners and other stakeholders?  
These questions are used to assess the risks to the information system and then the quality, 
effectiveness, efficiency of the Information System is analysed with respect to these threats 
and risks and use;  
Checklists: Checklist can also be used to test the security and usability related issues of the 
information system. The following is an example check list:  
 
Control Comment 
Virus checking software available and being used effectively Yes 
Virus checking software regularly updated for quality and 
robustness 
No 
Virus checker is used by all the employees No 
 
Virus checker can easily be configured No 
 
Table 5.2 Security/usability control checklist 
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CAT (Computer assisted tools): The software tools for example, SystemSkan can be used 
to test the different security aspects of the information systems across the networks and 
internally. 
 
The results of the field work are then analysed to design the security and usability report. The 
report contains the information system security issues, effectiveness of use, and suggestions 
to improve the security and/or usability, if there is a need to do so. After implementation of 
the SET framework, the results of the implementation are analysed first to obtain the security 
and quality status of the system. And then based on these findings, some recommendations 
for improving the safety and usability of the system are set out by the security and usability 
professionals, to be fed back into the system and updated.  
 
5.7 Summary  
In this chapter the canonical set of issues affecting usability and security in information 
systems has been identified, explored and categorised under the SET factors, (Social, 
Economic and Technical): 
 Social factors: They include the behaviour of employees, trust in the organisation, and 
social risks associated with internal and external environments. They involve a reflection 
RQ XVHU¶V YLHZ DQG H[SHULHQFH (Bryman, 1989; Saunders et al., 2000) and the social 
dynamics within the organisational environment   
 Economic factors: These are factors that are associated with the use of security 
applications, technologies and how they are used to improve the trust in the organisations 
economically, for example a decisions to buy or not to buy and/or implement 
 Technical factors: includes the use of computer systems, coding, software applications, 
systems integration and other related technologies to enhance security and usability.  
The above factors have influenced the development of a framework that attempts to provide a 
³balanced´ approach in addressing equally the aspects of security and usability in IS design 
and development. The SET framework can be said to be grounded in theory (Saunders et al. 
2000), in that the approach captures the social reality of stakeholders and the theoretical 
requirements that emerges and the technical aspects are covered more in practice; therefore is 
grounded in reality. The relationship between social dynamics and the technical factors 
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brings a better understanding of the system by users (Saunders et al., 2000), with regards to 
usability and security issues. The emphasis of this grounded theory approach is for users to 
derive meaning from the system being developed. The process allows designers to produce 
more manageable and focused systems. The SET framework as suggested, if properly 
implemented, will attempt to tackle the issues in relation to developing usable security or 
secure usability.  
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Chapter 6  Summary, Recommendation, Conclusion and Future work 
6.0 Introduction 
This section will provide a summary of the issues discussed in this report and use the findings 
to make some recommendations and draw some conclusions to the research. Also, herein will 
highlight the limitations of the thesis and indicate areas for future work with regards to 
finding better ways of designing and implementing information systems that are not only 
secure and robust but also easy to use or manipulate. 
 
6.1 Summary 
In this research, the main objective was to look at better ways of improving the security and 
usability of information systems. The research set out to investigate the reasons behind IS 
failures, the problems therein, and in the process realised that, most information system 
failures are as a result of poor design and development process; which together with the way 
the systems are implemented and operated; form a cocktail of disastrous endeavours to the 
usability and security of the systems. Most importantly is the fact that, the human factors 
have contributed enormously to many systems failures and disasters in organisations but the 
reasons of how and why this happens still leaves wide open points for debates, from both a 
corporate strategic perspective to individual users perspective. It is from this premise, that we 
investigated and analysed the various systems development methodologies to see how they 
address the issues of security and usability within them, following the various SDLC 
stages/approaches. Also discussed in this thesis are some of the challenges faced by 
developers of Information Systems in trying to meet users¶ needs; and provide for effective 
interactivity strong security; and much with the understanding that, Information System was 
developed to help solve certain mundane tasks in businesses and society. However, most 
Information systems have failed in their quests to facilitate human and/or business 
endeavours due to inadequate design and development processes. From the analysis of 
ISDMs, it is very clear that existing methodologies do not adequately provide a balance on 
the issues of security and usability. The resultant effect is always a trade-off between the two 
aspects, where either security or usability is compromised for the other in the development of 
IS. However, the processes of task analysis, iterative design, trial use, and evaluation can help 
make information systems useful tools for business. However, a probable solution may come 
from a combination of methodologies such as SSM and SSADM, may attempt to overcome 
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this hurdle, and provide a good balance between these two conflicting but very necessary 
aspects in the design and development of usable-secured information systems. The focus 
therefore should be on User Centred Design activities, and with very clear guidelines on how 
to use the systems for effective and efficient outputs. 
Looking at the various options, we have proposed a model or framework that; if implemented 
correctly, it is assumed, will better tackle the issues of security and usability within IS design 
and development. The approach effectively addresses the usability and security requirements 
by recommending that these aspects be looked at early enough, at each stage of the system 
development lifecycle in order to come up with a more effective and efficient usable yet 
secure IS.   
The approach albeit, has neither been used to fully develop and/or evaluate a functional 
system, nor to determine how effective it is and therefore weak in that respect; therefore this 
research report has been constrained to analysis only. This analysis will form the basis for 
future research and therefore expand the capability. However, we have presupposed an 
approach that will theoretically, but adequately address the aspects of security and usability 
within its framework. We also anticipate that further works will be carried out in this area in 
future to find better ways of using the proposed framework to design, implement field tests 
and evaluate the approach, to see whether a true balance can be achieved with the vital but 
conflicting issues of usability and security.  
User feedback acts as an important aspect for the software development companies, because 
the XVHUV¶ feedback contains the defects and the positive aspects of the software system that 
determines the quality. This helps the software developers to improve on the usability and/or 
security of the software with better functionality. Many large organisations such as Microsoft 
and Apple have been using this technique to develop and improve on their products. At first, 
the products are launched and as many services become successful in the market, patches are 
then made to cover some defects; later the updated version of the product reveals the defects 
and the lack of features in the previous versions, and the cycle continues. These situations are 
happening daily, because after products have been released, it is left sometimes for the many 
users to review the products, these reviews provide details of the applications, uses and 
features / issues about the product to the developers. Later these issues will be patched or 
rectified by the software developers and then released again as new/ latest version. From the 
perspective of problem solving in system use; according to Jayaratna (1994), when users find 
difficulty in working with systems due to features such as poor usability or increase security, 
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they tend to switch off or look for ways to work around the system. Therefore, from a 
problem solving perspective, systems need to be designed and developed to efficiently meet 
users¶ needs and giving them confidence in the knowledge that they can use the system 
effectively and in safety and security. This is the premise on which the SET framework is 
based.   
 
6.2 Recommendations 
From all the critical analysis carried out, it can be seen that, none of the existing approaches 
or IS design methodologies covers all the hard and soft aspects of security and usability. Most 
of them for example SSADM, and SSM, tend to focus more on one aspect only and therefore 
not suitable enough in addressing the needs of IS usability and security. Although some 
models have been proposed such as, AEGIS (Flechais et al., 2007) and SQUARE (Mead, et 
al., 2008) in an attempt to redress the issues; on many accounts, the models have tended to be 
inefficient and not flexible enough to adequately address the balance of a strong security and 
good usability. For example, the AEGIS approach assumes expert knowledge of the users / 
stakeholders, and relies heavily on them to model the system. Also the methodology puts 
strong emphasis on integrating security in the requirement process, but relies heavily on a 
single individual to acts as security lead in the project and this same individual is also 
responsible for documenting decision making (OpCit).Therefore, it could be argued that the 
process does not take enough holistic approach to the problems and very frequently depends 
on expert knowledge of individuals whose security/usability objectives may be different from 
the rest of the team and/or may not be properly aligned to corporate objectives.  
The SQUARE approach on the other hand, is more suitable only in certain situations such as, 
DQRUJDQLVDWLRQ¶VH[LVWLQJGHYHORSPHQWSURFHVV. Also the steps involved are very long, time 
consuming, cumbersome and can be very expensive process (Mead et al., 2008).  Most 
importantly both of these methodologies do not say how the usability aspects of the system 
will be engineered. 
This research has demonstrated that information systems have critical security and usability 
problems even today, albeit mostly due to human failures ± the weakest link (Sasse et al., 
2001; Whitten and Tygar, 1998; Gonzalez and Sawicka, 2002; Hinson, 2003; Flechais et al., 
2003; Holzinger, 2005). These issues if not correctly checked, may leave users exposing vital 
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personal or account information. The Security and usability of IS can be analysed by 
comparing it with other systems. A comparative analysis of existing systems has been carried 
out; this helps the users to find out the functionality and other important aspects of the system 
in question (Saunders et al., 2000). At the same time it helps developers to find out the 
defects in the system in relation to the aspects and to make remedial actions. Some of the 
security models examined such as Biba Integrity Model and Take-grant Model may not be 
very effective in providing adequate system security because they are very dated (Stallings 
and Brown, 2012) and they focus strongly on security. The AEGIS (Flechais et al., 2007) and 
SQUARE (Mead et al., 2008) models have been used in an attempt to address some of the 
issues identified. But the fact remains that, one of the biggest problems with modern day IS 
security and usability is, to do with the dynamism of present operational conditions or 
organisational environments of operation, and which also involves rapidly changing 
technologies (Atoyan et al., 2006; Braz et al., 2007). We have identified, examined and 
proposed a novel approach which involves looking at; the Social, Economic, and Technical 
factors (SET) approach within an operational environment. The SET framework, if correctly 
implemented, it is envisaged, will effectively take care of and cover the aspects of security 
and usability in systems; because the SET framework can be adaptable to the changing 
technologies, environments and other security or usability problems as they occur.  
Case Scenario: - Security can be viewed from different scenarios. When we talk about 
security for Fire safety, the solutions are sprinklers and fire alarms and when we talk about 
security for a PC system, the solutions are Passwords, Antivirus, and Firewalls etc. Therefore, 
security can be viewed from different cases and in a business information system 
environment; security is a wide area of operation. Different security threats and risks have to 
be considered to ensure the system safety. The threats can be viewed in more complex form 
as social, economic and technical threats. The security models (Biba integrity model, Take-
grant model, RBAC model) which have been highlighted earlier, covers only a single or few 
aspects of system security (Stallings and Brown, 2008). Other approaches such as security 
auditing, are one of the best solutions to ensure the systems security on a continuous and long 
term basis (Kim and Solomon, 2012). Many organisations use different security models in 
different areas across their information system infrastructure. The T-grant model provides  
security of one vertex with respect to another vertex; it is limited to just one aspect of the 
security in the information systems. In the Biba integrity model, the major security issues 
include, providing access restrictions (read/write); which is also a single aspect in providing 
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the information security. RBAC model is used for providing security on the role or position 
of the employee in the business organisations (Krause & Tipton, 1997; Stallings & Brown, 
2008; 2012). All the three models cannot be used as a single security system for the business 
information system. Most, if not all these drawbacks have hopefully been addressed in the 
proposed model or framework called SET, and can be used to cover the whole information 
system infrastructure.  
In chapter 5, what we have identified are the canonical set of issues for security and usability 
in information systems design and development, categorised under the SET factors. The SET 
factors attempt to deal with the major areas of usability and security risks in the information 
systems. Some benefits of the SET framework are that, it is can be very stable, sustainable 
and powerful when compared to other security models, as it covers most importantly, the 
social threats or human aspects within the security, which is one of the major security risks 
areas for many business information systems. 
Therefore, for effective usability and strong security, we recommended good combination or 
integration of some of these methods, and for the issues looked at or dealt with holistically. 
For example, SSM can be combined with SSADM, and in the process SSM can be used to 
deal with soft system issues and SSADM can be used to cover the hard system issues. 
Together, they may form a structured but flexible approach to information system 
development. The SSM can be used as a client front-end method to develop an information 
system or a workflow system. Workflow systems are used to document and control the 
business processes through combining the human and information resources of the 
organisation. Therefore, the development of a workflow system needs a method to deal with 
both the human (soft) and information (hard) issues (Fisher, 1999; Flechais et al., 2003; 
Gonzalez and Sawicka, 2002). In fact, we recommend, the best solution will be to develop a 
new framework or methodology for designing secure and usable systems, for example 
utilising the SET factors, which as described earlier, effectively addresses the canonical set of 
issues for security and usability in IS. 
 
6.3 Conclusion  
This thesis has highlighted and critically analysed the conflicting issues between security and 
usability in the design and development of information systems. It has analysed IS from an 
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academic perspective in an attempt to establish why it is difficult to achieve a balance, or 
trade-off or better compromise in dealing with the aspects in ISDM. Different kinds of 
usability and security techniques have been evaluated in this thesis. To achieve our aim for 
good strong security and effective usability, we carried out qualitative research and analysed 
the data to identify areas for improvements in ISDMs. The techniques can help developers 
succeed as from the design phase to the production level. Handling errors, performance and 
improving the efficiency and acceptability of the application are the main important features 
in usability and security. Generally, usable security can be achieved through practical hands-
on user exercise, which involves selecting a group of participants and giving them tasks to 
do. These tasks performance approach is also known as the evaluation criteria methods of 
usable security. The approach tends to highlight the problems of use of the product at an early 
stage. 
In the thesis, we have achieved a critical analysis of IS and evaluating ISDMs. We have seen 
that although some good frameworks/approaches exist, and some have been used in an 
attempt to tackle the issues of usability and security, none has achieved a proper balance 
between the two conflicting aspects of usability and security to adequately address the issues 
in ISDMs. One aspect always seems to weigh more than the other. However, in this thesis we 
have proposed a SET framework that takes into consideration the social dynamics, economic 
and technical aspects of the environment, to assist in the process of producing IS that is 
secure and usable and acceptable. The thesis has outlined some usability and security 
techniques which can be applied and tested on any systems. With the help of these 
approaches, the V\VWHPV¶ features of concerned with regards to security and usability are 
outlined. One of the most important aspect of the techniques is, engaging the stakeholders 
frequently (as often as possible) to get on-the-spot or instant feedback during the 
development process. This is the most important factor in determining the quality of the 
product and its effectiveness and/or acceptance. It is an efficient technique that can be helpful 
in many ways. It is always important to implement the usability techniques to find out the 
security issues as well. A system which lacks the usability and security requirements is meant 
to be interaction-less and unsecured and therefore cannot exist for long, especially in an 
online environment. In an attempt to effectively solve the issues, the thesis has proposed a 
conceptual SET framework which, it is anticipated will be capable of addressing the 
problems of usability and security in IS design and development.  
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Overall, usability and security are said to be all about the user experience, performance, and 
the satisfaction levels of a service or application. Therefore, the processes for design and 
development of an information system must meet the satisfaction levels for both of these 
aspects (hard and soft) before being introduced to the market. 
 
6.4 Limitations 
This research focused on the analysing usability and security issues in design and 
development of information system. We analysed various ISDM but considered only a few of 
them (SSADM, SSM, and DSDM) due to resource limitations. The body of knowledge 
gained from the critical analysis would have been more in-depth if many of the other existing 
methodologies had been explored.  Also, we encountered difficulties in accessing and 
evaluating some important state of the art data from companies, archives, agencies and/or 
government organisations, and which were not readily available to the public. Therefore, the 
accuracy and currency of certain aspects of the research have been compromised for lack of 
comparative up-to-date data, and which can impact on the overall result presented. New 
research is directed towards the use of information from several sources by aggregating them 
into a statistical model in an effort to increase the accuracy of the system. Also, it has been 
long from the point of research set up to completion, therefore a small number of dated 
literature referenced materials have been included, made from earlier years of research. And 
given the fact that the proposed SET framework is only conceptual and not fully developed or 
evaluated, it has been difficult to conclude with certainty how this will fit in different 
environments and stand the test of time with users. Therefore it will be necessary in future to 
have stakeholders to effective appreciate the solutions provided by the new system approach 
in real time. But importantly, the research questions raised in this thesis have been answered 
completely.  
 
6.5 Future Work  
This thesis has considered the current issues in information systems design to incorporate 
security and usability features, and has concluded that there is no existing ISDM that 
satisfactorily addresses both of these areas to provide a good balance. We have suggested that 
a combination of methodological approaches may offer some benefits, but the best approach 
will be the development of a novel framework / methodology based on the SET factors. 
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Accordingly, a conceptual usable-security framework based on the Social, Economic and 
Technical (SET) factors has been proposed but not evaluated. Therefore, for future work, the 
next step will be: to build on the research thesis and develop the SET framework / 
methodology, to define an experimental evaluative model and to test it in action.  
 
6.6 Chapter Summary 
There are too many answers to the usability and security questions raised by the design of 
information systems. But it is increasingly becoming very clear that no single approach or 
mechanism is likely to assure both effective usability and robust security. This is because not 
all the uses of the IS can be pre-empted or predetermined, and not all its risks can be 
prevented. Further research is needed in many areas, these include but not limited to the 
theories of human psychology and risks associated with usable security, and the technical 
capabilities of the technologies. However, it is expected that by analysing and pre-empting 
the potential problems much in advance as possible, then users will be able to get the best out 
of the IS technology.  Here we have identified and proposed the SET factors as a framework 
to effectively deliver secure usability or usable security in the right or balanced proportion to 
overcome some of the problems faced in design and development of information systems. 
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Appendix B 
Some Usability models for quality evaluation 
Here we will be analysing ISO quality model standards on usability. The diagrams below are 
a simple overview of ISO 9126 standard. The ISO 9126 is a standard for software production 
evaluation: It specifies quality characteristics and guidelines for the use. The standard defines 
model of quality. ISO 9126 defines quality as totality of features and characteristics of a 
software product that bears on its ability to satisfy implied or stated needs 
(www.chrisbunney.com, 2009). Quality according to the standard is divided into the 
following six attributes: 
 Functionality 
 Reliability 
 Efficiency  
 Usability  
 Portability  
 Maintainability  
The standard proposes how the quality factors can be further sub-divided into quality 
attributes as illustrated in the diagrams 
 
Figure B1: Quality factors and attributes (ISO 9126 - 2001). 
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Figure B2: Quality Characteristics metrics (ISO 9126 -2001). 
 
Standards related to usability: Usability according to usability net (2000), can be classified 
into the following: 
 Use of the product (effectiveness, efficiency and satisfaction in a particular context of 
use. 
 The user interface and interaction 
 Processes used in  developing products 
 Capability of organisation in applying user-Centred-Design 
 
ISO ± 9241-11 Guidance on Usability (1998); and ISO- 9241 -210 Human-Centred Design 
Process for Interactive Systems. (2007) 
The ISO 9241-210 (2007) has replaced the ISO 13407 (1999) 
The ISO: 9241-11: Guidance on usability (1998) 
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The standard defines usability ± as applicable to previous ergonomic related standards. 
Usability is the extent to which a product can be used by specified users in achieving 
specified goals in a specified context of use. The standards explain how to identify 
information: that which is needed to take into consideration when specifying or evaluating 
usability in terms of measures of user performance and satisfaction. Guidance is given on 
how to describe context of use of the product and measures of usability in an explicit way. It 
explains how usability of a product can be specified and evaluated as part of quality standards 
for example one that conforms to ISO 9001 standards. The standard explains how measures 
of user performance and satisfaction can be used in measuring how components of a work 
system affect the quality of the whole work system in use. 
Criticism of ISO: 9241-11 
Despite the emphasis of ISO: 9241-11 standards on usability, it has received criticism from 
IS specialist and industry experts an example of such criticism as explained in an article from 
(UserFocus, n.d), the quality model standards introduces the concept of quality, but does not 
make specific recommendations in terms of product attributes. 
$QRWKHU FULWLF RI WKH PRGHO LV UHJDUGLQJ WKH ZRUG µVDWLVIDFWLRQ¶ VSHFLDOLVWV LQ WKH LQGXVWU\
consider satisfaction as similar to weak, inadequate or just good enough. However, in the 
current English dictionary, satisfaction is defined as feeling of pleasure that comes when a 
need or desire is fulfilled. ISO/IEC 9126: Software Product evaluation ±Quality 
Characteristics and guidelines for their use (1991) 
In software engineering, usability has been more narrowly linked with User Interface design 
(usability net, 2000). The ISO/IEC 9126 was implemented separately as a software 
engineering standard on quality. It defines usability as a relative contribution to software 
quality, which is associated with the design and evaluation of user interface and interaction. 
The standard looks usability as a set of attributes that bear on the effort, needed for use, and 
on the individual assessment of such use by a stated or implied set of use. 
ISO/IEC FDIS 9126-1: Software Engineering-Product quality-Part I: Quality Model 
(2001)  
The ISO/IEC 9126 (1991) has been replaced by a four part standard that reconciled two 
aspects of usability. ISO/IEC 9126-1 depicts the same six categories of software quality that 
are relevant during product development. These are as follows: 
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 Functionality 
 Reliability 
 Efficiency  
 Usability  
 Portability  
 Maintainability  
 
This is illustrated in figure below (usability net, 2000) 
 
 
Figure B3 Six categories of software quality 
 
The standard elaborates that usability plays two roles: a detailed software design activity 
(implied by the definition of usability) and an all-inclusive goal that software meets user 
needs as illustrated by the diagram- ISO/IEC 9126-1 uses the term quality in use for the broad 
objective.  
Quality in use is the combined effect of six classification of software quality when the 
product is in use. The overall objective is to achieve in use for the end user and support user. 
Functionality, reliability, efficiency and usability determine quality in use for an end user in a 
particular context; the support user is concerned with quality in use of maintenance and 
portability tasks. 
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ISO/IEC DTR 9126-4: software Engineering ±Product quality-Part 4: Quality in use 
metrics. 
This is a technical report that specifies examples of metrics for effectiveness, productivity, 
safety and satisfaction. The standard suggests metrics for effectiveness, productivity and 
satisfaction that can be used to verify quality in use. The results can be documented using the 
industry standard template for usability test reports, which is attached as an annex to the 
standard. 
Software Interface and interaction: The following standard according to (Usability net, 2000) 
can be used to support user interface development: 
 To specify details of the appearance and behaviour of the user interface, ISO 14915 
and IEC 61997 specify recommendations for multi-media interfaces. Specific 
guidance for icons can be found in ISO/IEC 11581, PDAs in ISO/IEC 18021 and 
cursor control in ISO/IEC 107421 
 To provide detailed guidance on the design of user interfaces (ISO - 9241  parts 12-
17) 
 To provide criteria for evaluation of user interfaces(ISO/IEC 9126 parts 2 and 3) 
Documentation 
ISO/IEC 15910 provides a detailed framework for the development of user documentation 
(Paper and on-line help), however, ISO/IEC 18019 provide more guidance on how to produce 
documentation that user needs. 
ISO/IEC 15910-software user documentation process (1999)  
The standard cover details of the minimum process required for creating user documentation 
for software that has a user interface which includes printed documentation (e.g. user 
manuals and quick-reference cards) online documentation help text and on-line 
documentation systems. 
BS 7649: Guidelines to the design and preparation of documentation for users of application 
of software (1993) 
BS 7830: guidelines to the design and preparation of on-screen documentation for users of 
application software (1996). The standard is intended to endorse ISO /IEC 9127-user 
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documentation and covers information for software packages and ISO /IEC 15910 software 
user documentation process. 
 
The Development Process 
ISO 9241-210 (2007) formerly ISO 13407 (1999) explains activities required for developing 
user centred designs. ISO /TR 16982 (2002) outlines the types of method that can be used. 
ISO/IEC 14958 provides a general framework for evaluating software products using the 
model in ISO/IEC 9126-1 
ISO 9241 -210 Human centred design processes for interactive systems (2007). The standard 
specifies guidance on human-centred design activities throughout the life cycle of interactive 
computer based systems. It depicts human centred design as a multidisciplinary activity 
which include human factors and ergonomics knowledge and techniques with the objective of 
enhancing effectiveness and efficiency which improves working conditions and counteract 
possible adverse effects of use on health and safety and performance as illustrated as the 
following process (usability net, 2000) 
 
Figure B4 Human-centred design process (source: usability net, 2000) 
Capability of the organisation: The Usability model in ISOTR 18529 contains an organised 
set of processes derived from ISO13407 and a survey of good practice. It can be applied to 
assemble the extent to which an organisation is capable of implementing user-centred design. 
Each of the HCD process (such as specify the user and organisation requirements can be 
rated on ISO 15504 software process assessment scale which are the listed as follows: 
 Incomplete 
 Performed 
Analysing Usability and Security issues in Design and Development of Information Systems 
 
194 
 
 Managed  
 Established 
 Predictable or optimising  
Criticism of ISO quality standard model 
Despite the usefulness of the ISO quality standard model in providing a framework for 
usability, IS specialist have expressed their concern on shortcomings of the model. In a recent 
report from QualitySIG, Newsletter (2002), computing specialist and users explain that ISO 
system provides appearance of quality through documentation, without quantitative 
demonstration of output or outcome. 
On the shortcomings of the standard, it is argued that there is less emphasis on the Plan and 
Acts parts of the PDCA cycle of Plan-Do-Check-Act  ,although ISO standards addresses the 
need for design  planning with considerations for specific particular design inputs. The cycle 
in the standard is not associated with the design stage where planning is crucial and acting 
must take place. 
Another criticism of the quality model is that the system does not discuss the needed practice.  
Documentation of corrective action is emphasised over determination of cases. There is no 
reference to examining the design. Focus is on quality system rather than examining 
component processes such as Six Sigma or systematic continual improvement and associated 
tools are rarely documented as preventative measures in a quality system 
 
 
