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sustancial de contrastes 
estimadores de la forma del 
habido un desarrollo teórico 
de especificación que usan 
producto, exterior de la matriz 
de información. Entre ellos están los contrastes m y de la 
matriz de información dinámica. Estos contrastes tienen un 
rango de aplicabilidad muy extenso y son 
computacionalmente muy simples. 
Sin embargo la impresión general en la profesión 
es que tienen un mal comportamiento en muestras finitas. 
la evidencia para muestras finitas que se aporta 
en este trabajo es muy satisfactoria y abre un amplio 
campo para la investigación teórica y la aplicabilidad de 
los contrastes. 
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1. 
1. Introducción 
En los últimos años ha habido gran cantidad de 
investigación dirigida a la detección y consecuencias de 
los problemas de especificación en la modelización y 
estimación econométricas. La literatura es ya bastante 
extensa (véase por ejemplo Ruud (1984»; los trabajos 
recientes de Tauchen(198S), Newey(198S) y White(198S) nos 
proporcionan resultados generales de forma que la mayoría 
de los contrastes disponibles se pueden considerar casos 
especiales de los mismos. 
Sin embargo, la relación entre los contrastes de 
momentos (contrastes m) de Newey y Tauchen, los contrastes 
de los multiplicadores de Lagrange tradicionales 
(contrastes LM) y los contrastes de la matriz de 
información dinámica (contrastes MIO) de White estaba poco 
clara. Recientemente Pérez Amaral (1986) ha obtenido 
resultados generales que clarifican la relación entre esos 
contrastes y ha demostrado que bajo condiciones generales 
los contrastes m se pueden considerar como contrastes LM. 
Además, demuestra que la forma computacionalmente simple 
de calcular los contrastes LM, m y MIO que White (1985) 
propone son versiones consistentes a heteroscedasticidad 
de numerosos contrastes ya conocidos en el contexto de 
técnicas de estimación del tipo de regresión lineal. Pérez 
Amaral (1986) propone además varios contrastes de 
especificación nuevos y prepara el camino para el 
desarrollo del mismo tipo de análisis cuando se usan 






cada contraste. Los 
contrastes propuestos son válidos siempre que la muestra 
sea lo suficientemente grande. Desafortunadamente no 
sabemos qué tamaño debe tener una muestra suficientemente 
2. 
grande en la práctica y es bien sabido que estadisticos 
con idénticas propiedades en muestras grandes pueden tener 
comportamientos muy diferentes en muestras de tamaño 
moderado o pequeño. 
Por esa razón investigamos el comportamiento en 
muestras pequeñas de los contrastes generando datos 
artificiales con un mecanismo dinámico simple y luego 
analizamos los datos con los contrastes para ver si 
detectan problemas de especificación 1 . 
El objetivo de este estudio es aprender acerca 
del comportamiento de contrastes que usan el estimador de 
la forma de producto exterior de la matriz de información 
en vez del estimador tradicional que seria la forma del 
hesiano de la matriz de información, que es la que usan 
los contrastes LM. 
Los contrastes LM usan la forma del hesiano de la 
matriz de información y tienen buenas propiedades en 
mues tras finitas, como ha demos trado Kiviet (1981), entre 
otros. 
Sin embargo hay muchas situaciones no estándar en 
las cuales el uso de la forma hesiana es 
computacionalmente intratable, o teóricamente inapropiado 
y sin embargo el uso de la forma de producto exterior es 
extremadamente simple y está jusificada teóricamente 
(ARCH, ARCH-M, GARCH, logit, probit, poisson, regresión 
lineal con heteroscedasticidad de forma desconocida, etc.). 
Parece haber una impresión generalizada en la 
profesión de que los contrastes que usan la forma de 
producto exterior de la matriz de información tienen un 
comportamiento 
ellos están 
3 (1987) , Bera 
deficiente en pequeñas 
de Cavanagh 
muestras. 
(198S/ , los trabaj os 




Por el contrario los resultados de Davidson y 
Mackinnon (1985) usando modelos estáticos indican que los 
contrastes que usan la forma de producto exterior 
" ... parecen comportarse especialmente bien". 
Hay que resaltar que el primer grupo de autores 
se refiere a contrastes estáticos (del tipo de 
heteroscedasticidad) mientras que Davidson y Mackinnon se 
refieren a contrastes dinámicos (del tipo de 
autocorrelación) y esto puede explicar gran parte de la 
disparidad de las conclusiones. 
Nuestros resultados para contrastes dinámicos en 
situaciones más generales que las estudiadas por Davidson 
y Mackinnon (1985) indican que en situaciones bastante 
comunes, los contrastes que usan la forma de producto 
exterior de la matriz de información se comportan bien. 
Esto abre un amplio campo de aplicabilidad de los 
contrastes m y MIO, Y un campo de investigación 
interesante para el trabajo teórico y aplicado. De momento 
parece necesario estudiar el comportamiento en muestras 
pequeñas de cada contraste para cada modelo y tipo de 
datos puesto que no parece que exista un resultado general 
satisfactorio para todas las situaciones. 
En este trabajo estudiamos el caso de regresión 
lineal, en el cual el estimador de la forma del producto 
exterior de la matriz de información es el estimador de la 
matriz de covarianzas consistente a heteroscedasticidad, y 
el estimador de la forma hesiana de la matriz de 
información es el estimador usual de la matriz de 
varianzas y covarianzas que es inconsistente a 
heteroscedasticidad. 
La estructura del trabajo es la siguiente. En la 
sección 2 estudiamos el comportamiento en muestras 
4. 
pequeñas de los contrastes de auto correlación de orden uno 
en un contexto dinámico. En la sección 3 estudiamos el 
comportamiento en muestras finitas de varios contrastes 
nuevos que son sensibles a errores en la forma funcional, 
mala especificación dinámica y no linealidades, que son 
casos especiales de los contrastes de la matriz de 
información dinámica (MIO). En la sección 4 estudiamos el 
comportamiento de contrastes para residuos del tipo ARCH 
en presencia de heteroscedasticidad condicional adicional. 
Finalmente en la sección S, presentamos las conclusiones y 
sugerencias para la investigación futura. 
5. 
2. Contrastes de autocorrelaci6n serial 
2.1 Regresores sin tendencia. 
En esta secci6n estudiamos el comportamiento en 
muestras pequeñas 
usando técnicas 
de varios contrastes de autocorrelaci6n 
de Monte CarIo. Generamos las 
observaciones con el siguiente mecanismo. 
El tamaño de las muestras es 25, 50 6100. El 
nOmero de repeticiones de cada experimento es 4000 a menos 
que se diga expresamente lo contrario. 
En los cuadros 1 al 3 usamos como regresor (Xt ) 
la tasa de aumento del PIS real norteamericano, ajustado 
estacionalmente, de 1960II a 1972III. La variable 
dependiente puede ser considerada (aunque no es necesario) 
una tasa de. aumento del consumo. Estas cincuenta 
observaciones sobre xt se replicaron cuando se usan más 
de cincuenta. Los valores de los parámetros fueron 
(%.0=0,1; OC1 =0,5 Y (%.2=0,8 en estos tres primeros 
cuadros. El R2 medio es de 0,96 bajo homoscedasticidad, 
0,94 bajo heteroscedasticidad suave y 0,46 bajo 
heteroscedasticidad severa (por eso se ha corregido este 
hecho en los cuadros 21 y 22). 
Elegimos el 
queríamos que fuese 
reales. En la Figura 
regresor de esta manera porque 
representativo de datos econ6micos 
1 mostramos un gráfico de xt o la 
mitad de xt cuando la muestra tiene tamaño cien. 
Llamemos rt a los residuos estimados y a los 
" " " estimadores mínimo cuadráticos (%.0' (%.1 Y (%.2' 
6. 
Un contraste sensible a autocorrelación de primer 
orden que u~a un estimador de la forma de producto 
exterior de la matriz de información es el test t del 
coeficiente del regresor rtrt_1 en la siguiente 
regresión artificial de minimos cuadrados ordinarios. 
1 sobre 
Donde 1 es una columna de unos, una 
dependiente constante. El contraste anterior 
propuesto por Alastair Hall (1985). 
variable 
ha sido 
Aqui analizamos el comportamiento de ese 
contraste en diferentes circunstancias, con regresores 
estacionarios y con un regresor con tendencia, con 
heteroscedastit;idad multiplicativa y con cambio discreto 
en la varianza. También hemos considerado cambios en la 
dinámica del modelo. En cada cuadro estudiamos los casos 
de ausencia de correlación, correlación ligera y 
correlación severa (p=O, 0,3 y 0,7) Y los casos de 
homoscedasticidad, heteroscedasticidad ligera y 
heteroscedasticidd 
se ha estudiado, 
alternativa. Los 
severa. El comportamiento del contraste 
como vemos, bajo las hipótesis nula y 
valores de los parámetros son: 
a.
o 
=0, 1 ; a.1 = (-O, 9 , -O, 5, -O, 2 , 0,2, 0,5, 0,9) ; 
a.2=(100, 0,8). El R
2 medio varia 
pero basamos nuestras comparaciones 
R2 medio entre 0,96 y 0,93. 
entre 0,97 Y 0,45, 
en situaciones con 
Una versión 















diagonal t-ésimo de la matriz de "predicci6n" 
X(X'X)-lX'. donde X es la matriz de regresores. En este 
caso estaríamos usando una versi6n insesgada del estimador 
de la matriz de covarianzas consistente a 
heteroscedasticidad. El contraste se podría realizar como 
el test t del coeficiente del regresor r* tr* t-l de la 
regresi6n artificial de mínimos cuadrados ordinarios 
1 sobre 
Este contraste es sensible a malas 
especificaciones que causan correlaci6n serial en los 
residuos y debería tener mej or comportam.;. "nto en pequeñas 





(r t ). El comportamiento de este contraste 
en los cuadros siguientes en las mismas 
que acabamos de describir para el contraste 
Bajo homoscedasticidad condicional podemos 
computar un contraste asint6ticamente equivalente al 
anterior regresando 
sobre 1 • 
El estadístico del contraste es ahora el test t 
del regresor r t _1 en la regresi6n anterior: 
Esta es la forma tradicional de los contrastes de 
los Multiplicadores de Lagrange (LM) para autocorrelaci6n 
de primer orden. El comportamiento en muestras pequeñas de 
este contraste se analiza de manera análoga a la de los 
contrastes anteriores y también se evalóa el 
comportamiento relativo de los tres contrastes. 
Los resultados de los experimentos para estos 
contrastes se sintetizan en los cuad~'os 1 al 12 y 21 Y 22. 
8. 
Los cuadros son bastante claros, por 10 que aqui 
comentaremos sólo sus rasgos más salientes. En los cuadros 
1 al 3 analizamos el comportamiento en pequeñas muestras 
del contraste de autocorrelación consistente a 
heteroscedasticidad, el contraste que usa la matriz de 




Lo primero que uno nota es que bajo la hipótesis 
ausencia de autocorrelación los porcentaj es de 
de los contrastes consistentes a 
heteroscedasticidad están muy próximos a sus tamaños 
nominales asintóticos. Sin embargo los tamaños computados 
están significativamente por encima del valor nominal del 
S% en los casos de heteroscedasticidad. 
El aumento del tamaño de la muestra normalmente 
ayuda a situar el porcentaje de rechazos más cerca de su 
valor nominal. 
En el caso de correlación serial suave (p= 0,3) 
es importante notar el poder relativamente bajo de todos 
los contrastes, y cómo el poder aumenta, drásticamente en 
algunos casos, cuando el tamaño de la muestra se dobla. 
Nótese que cuando el tamaño de la muestra es 2S (Cuadros 
21 y 22) el poder empirico de los contrastes está muy 
próximo a su tamaño para p= 0,3. 
Vale la pena mencionar, como ha señalado Engle, 
que una autocorre1ación de 0,3 es realmente muy baja y no 
está lejos de la hipótesis nula y que decae muy 
rápidamente, siendo 0,09 dos periodos más adelante. 
El poder de todos los contrastes parece disminuir 
cuando aumenta la heteroscedasticidad, y los contrastes 
consistentes a heteroscedsticidad parecen comportarse 
mej or que los contrastes inconsistentes, aunque no 
significativamente mejor. 
9. 
El poder de todos los contrastes parece decrecer 
cuando hay heteroscedasticidad condicional. Sin embargo 
eso se debe al hecho de que bajo heteroscedasticidad 
severa el R2 medio está alrededor de 0,45, mientras que 
bajo heteroscedasticidad suave es aproximadamente 0,93 y 
bajo homoscedasticidad es 0,96. 
En los cuadros 21 y 22, en la columna 2, llevamos 
, 
a cabo varios contrastes bajo heteroscedasticidad severa, 
pero reducimos la varianza para obtener un R2 promedio 
de 0,96. Estos resultados muestran que los contrastes 
tienen un poder empirico que es sólo ligeramente inferior 
al caso de homoscedasticidad condicional. 
En el caso de correlación severa (p= 0,7) el 
poder de los contrastes aumenta drásticamente y en muchos 
casos es próximo a la unidad. Para t.amaños de muestra 
iguales a 25 observaciones, el poder del contraste es 
todavia lejano a la unidad (0,628), incluso para el caso 
de p= 0,7. 
De aqui 
heteroscedasticidad 
podemos concluir que 
puede afectar al poder de 
la 
los 
contrastes ligeramente, pero el 
afectar considerablemente. El 
tamaño de muestra lo puede 
R2 del modelo también 
puede afectar considerablemente al comportamiento de los 
contrastes, esto es, es mucho más dificil detectar una 
mala especificación cuando el modelo tiene un R2 bajo. 
Por otro lado parece no haber ninguna ganancia o pérdida 
especial por usar contrastes de autocorrelación 
consistentes a heteroscedasticidad. 
Estas conclusiones deberian tomarse con 
precaución puesto 
heteroscedasticidad 
bajo la hipótesis 
que los contrastes inconsistentes a 
parecen comportarse ligeramente mejor 
nula. Los tamaños de los contrastes 
10. 
consistentes a heteroscedasticidad están 
significativamente por encima de sus tamanos nominales. 
Estos hechos pueden indicar que en una situación 
como la presente, uno deberia comparar los poderes de los 
contrastes sólo después de haber ajustado por las 
diferencias en sus tamanos nominales. En una situación 
como esta el investigador aplicado quizá debería usar los 
contrastes de autocorrelación inconsistentes a 
heteroscedasticidad. 
En las páginas siguientes variamos las 
condiciones de nuestros experimentos para investigar la 
validez de estas conclusiones tentativas. 
2.2. Contrastes de autocorrelación con regresares con 
tendencia. 
Para este experimento usamos como regresar x el 
logaritmo del PIB norteamericano a precios de 1972 y 
«2- 0,8. Los resultados de nuestros experimentos se 
resumen en los cuadros 4 al 6. En la Figura 2 tenemos un 
gráfico de x para n=SO (y de la mitad de x para n=100) 
bajo el nombre de z50. 
En el caso de ausencia de correlación serial de 
orden uno y ausencia de heteroscedasticidad el 
inconsistente a heteroscedasticidad tiene 
contraste 
un mejor 
comportamiento que los otros contrastes, y parece tener un 
comportamiento similar en los casos de heteroscedasticidad. 
De nuevo encontramos que bajo la hipótesis nula, 
el tamano empírico del contraste inconsistente a 
heteroscedasticidad es próximo a su tamano nominal 
asintótico mientras que el tamano empírico de los 
-contras tes consistentes a heteroscedasticidad están 
11. 
significativamente por encima de sus tamaños nominales. De 
nuevo una comparaci6n adecuada de los poderes requeriría 
un ajuste por los tamaños diferentes de los contrastes. 
En el caso de autocorrelaci6n serial ligera 
(p=0,3), bajo homoscedasticidad, el contraste 
consistente a heteroscedasticidad rechaza con una 
frecuencia ligeramente mayor que el contraste , 
inconsistente. Observamos de nuevo un porcentaj e de 
rechazos muy bajo cuando el tamaño de la muestra es 
cincuenta, y un aumento dramático cuando el tamaño de la 
muestra se incrementa a 100 observaciones. 
También observamos que el porcentaje de rechazos 
disminuye en presencia de heteroscedasticidad, y esto 
ocurre para todos los contrastes. Esto se debe de nuevo al 
2 
menor R de los modelos con heteroscedasticidad severa. 
Cuando la autocorrelaci6n es acusada (p=0,7), 
se hace más fácil de detectar, pero para un tamaño de 
muestra de 50, el poder empírico está todavía lejos de la 
unidad. 
2.3. Contrastes de autocorrelaci6n serial de primer orden 
cuando hay un cambio discreto en la varianza. 
Los cuadros 7 al 9 muestran los resultados de 
nuestros experimentos en los cuales el mecanismo que 
genera los datos es el mismo que en los cuadros 1 al 3, 
excepto que ahora la heteroscedasticidad toma la forma de 
un cambio discreto en la varianza del término de error de 
la siguiente naturaleza. 
2 
et ", niid(O,O' ) 
12. 
para t= 1 , ... , 25; 51, ... , 75. 
para t=26, ... , 50; 76, ... , 100. 
13= (1, 10, 50) 
El Cuadro 7 presenta los resultados del contraste 
cons i s tente a heteros cedas ticidad s in modificar, el Cuadro 
, 
8 el contraste consistente a hetero'scedasticidad que usa 
la matriz de covarianzas insesgada y el Cuadro 9 el 
contraste LM usual (contraste inconsistente a 
heteroscedasticidad). 
Bajo la hip6tesis nula de no autocorrelaci6n 
(p=O) los contrastes consistentes a heteroscedasticidad 
se comportan bien, sin embargo el porcentaje de rechazos 
del contraste inconsistente a heteroscedasticidad es 
inaceptablemente alto, lo cual descalifica a este test 
para consideraciones subsiguientes. 
Bajo autocorrelaci6n suave (p=0,3) de nuevo 
observamos que la presencia de heteroscedasticidad hace 
más dificil la detecci6n ~e la autocorrelaci6n para todos 
los tests, aunque las diferencias que se observan en los 
2 
cuadros pueden ser engañosas debido a que los R son 
mucho más bajos en los casos de heteroscedasticidad severa 
que en los casos de homoscedasticidad. 
De nuevo observamos que el aumento en el tamaño 
de la muestra al doble aumenta el porcentaje de rechazos 
aproximadamente al doble, sugiriendo de nuevo que el 
tamaño de la muestra es crucial para obtener un poder 
razonable de los contrastes. 
Un hecho sorprendente es el observar que el 
contraste consistente a heteroscedasticidad tiene una 
13. 
frecuencia de rechazos mayor bajo heteroscedasticidad que 
el propio test consistente a heteroscedasticidad, 
sugiriendo que este test podia ser el preferido bajo 
cualquier circunstancia. Sin embargo hay que notar que el 
tamaño empirico del contraste inconsistente no es 
apropiado (14, SS% a un tamaño nominal del S%), sugiriendo 
que este contraste tiene una tendencia a sobrerrechazar en 
todas las circunstancias que haria muy dificil interpretar 
un rechazo. 
En el caso de auto correlación severa, (p= 0,7) 
el patrón es similar al que ya hemos visto en experimentos 
anteriores. El porcentaj e de rechazos se aproxima a la 
unidad bajo homoscedasticidad condicional y disminuye al 
decrecer el R2 . El mayor porcentaje de rechazos 
corresponde de nuevo al contraste inconsistente a 
heteroscedasticidad, pero el tamaño no es apropiado. 
Parece no haber ninguna ventaja clara por usar la 
versión modificada del contraste consistente a 
heteroscedasticidad en vez de la versión original, dado el 
mayor coste computacional de la versión modificada4 . Con 
respecto a la elección 'entre contrastes consistentes e 
inconsistentes a heteroscedasticidad parece no haber 
ninguna receta simple para usar en todos los casos. Lo que 
si parece sensato es usar los contrastes inconsistentes a 
heteroscedasticidad, excepto en el caso de un cambio 
discreto en la varianza, en el que la evidencia en favor 
de usar el contraste consistente a heteroscedasticidad 
(sin modificar) parece clara. 
2.4. Contrastes de autocorrelación variando la dinámica 
del modelo 
En los cuadros 13 al 16 analizamos el 
comportamiento de los contrastes de autocor'relación cuando 
14. 
modificamos el proceso que genera los datos del Cuadro 1 
para considerar un ajuste dinámico más lento. 
y ahora 0'.1 = 0,9 en vez de 0,5 como habia sido en los 
cuadros anteriores. 
En el cuadro 13 presentamos los resultados para 
el contraste consistente a heteroscedasticidad que usa la 
matriz de covarianzas insesgada, y en el cuadro 14 
presentamos los resultados para el contraste LM usual 
(inconsistente a heteroscedasticidad). 
Los resultados son muy similares a los de los 
cuadros 2 Y 3, excepto. que la existencia de 
heteroscedasticidad aumenta ligeramente el porcentaje de 
rechazos en vez de disminuirla como en los cuadros 2 y 3. 
El tamaño de la muestra es de nuevo critico para obtener 
un porcentaje aceptable de rechazos. Los dos contrastes se 
comportan de manera análoga y ambos tienen un buen 
comportamiento en muestras finitas. 
A continuaci6n investigamos con más detalle los 
efectos de la interacci6n entre la dinámica del modelo y 
la presencia de heteroscedasticidad sobre el 
comportamiento en muestras pequeñas de los contrastes. 
Para hacer esto variamos la dinámica del mecanismo que 
genera los datos. Presentamos nuestras conclusiones en los 
cuadros 15 y 16. Hemos usado el mismo proceso que en los 
cuadros anteriores pero con autocorrelaci6n suave 
(p=0,3) Y una muestra de tamaño cincuenta (n: 50). En el 
Cuadro 15 analizamos el comportamiento de los tres 
contrastes bajo homoscedasticidad y el parámetro de la 
variable dependiente retrasada varia a lo largo de los 
valores 
0'.1= (-0,9, -0,5, -0,2, 0,2, 0,5, 0,9). 
15. 
Como vemos en el Cuadro 15, los dos contrastes 
consistentes a heteroscedilsticidad se comportan de manera 
análoga, con un porcentaj e de rec hazos (y tamaño) 
ligeramente superior en el caso del contraste modificado. 
Ambos tienen un porcentaje de rechazos superior al del 
contraste inconsistente a heteroscedasticidad, sin embargo 
la diferencia no es significativa en muchos casos y no es 
uniforme para todos los' tamaños nominales. Para el caso 
del tamaño nominal del 1% el contraste inconsistente a 
heteroscedasticidad parece comportarse ligeramente mejor 
que los contrastes consistentes a heteroscedasticidad. 
En el Cuadro 16 presentamos nuestros resultados 
para los tres contrastes en el caso de heteroscedasticidad 
severa. Lo primero que observamos es una caída 
generalizada en el porcentaje de rechazos con respecto a 
la situación de homoscedasticidad excepto para el caso de 
cx'1= 0,9. Esto se debe al menor R2 de los modelos con 
heteroscedasticidad severa. También observamos un 
comportamiento similar de los dos contrastes consistentes 
a heteroscedasticidad y ambos se comportan mejor que en el 
contraste inconsistente a heteroscedasticidad excepto en 
el caso de cx'1= 0,9. 
2.5. Conclusiones de los contrastes de autocorrelación 
Los resultados de los experimentos que se 
presentan en los cuadros 1 a 16 y 21 Y 22 sugieren las 
siguientes conclusiones, sujetas como siempre a las 
cualificaciones usuales acerca de los resultados 
experimentales. 





tanto baj o la 
autocorrelación 
hipótesis nula 




alternativas, e incluso son preferidos a los 
contrastes inconsistentes a heterocedasticidad en 
ciertos casos (cambio discreto en la varianza y 
autocorrelación ligera con heteroscedasticidad severa). 
2. El contraste de auto correlación consistente a 
heteroscedasticidad que usa la matriz de covarianzas 
insesgada parece comportarse ligeramente mejor que la 
versión original pero su mayor coste computacional 
puede desaconsejar su uso por los investigdores 
aplicados. 
3. El poder de los contrastes de auto correlación para 













uno deberia notar 
resultar precipitado. Sin 
no está lej os de 




hipótesis nula de 
4. En muchos casos la presencia de heteroscedasticidad 
dificulta la detección de la autocorrelaci6n. Sin 
embargo si .. comparamos modelos con R2 similares a los 
obtenidos bajo homoscedasticidad condicional, el pOder 
empirico de los contrastes es muy similar. 
Las conclusiones anteriores han sido contrastadas 
en un rango de experimentos razonablemente amplio. Sin 
embargo no agotan el posible rango de aplicaciones del 
marco general de contrastación que acabamos de presentar, 
y deber1an tomarse como simples indicaciones del verdadero 
comportamiento de los contrastes en pequeñas muestras. En 
la mayoria de las situaciones que hemos visto (y otras que 
no se han presentado aqui) el contraste favorito seria el 
contraste inconsistent'e, a heteroscedasticidad, excepto en 
17. 
el caso de un cambio discreto en la varianza. En ese caso 
el contraste elegido seria el contraste consistente a 
heteroscedasticidad (sin modificar). 
18. 
3. Contrastes de la matriz de información dinámica 
sensibles a mala especificación dinámica, forma funcional 
y no linealidades 
Este tipo de contrastes fué propuesto 
originalmente por White (1985) y Pérez Amara1 (1986). Se 
basan en la igualdad de la matriz de información dinámica 
y un rechazo implicaria la inconsistencia del estimador 
usual de la matriz de varianzas y covarianzas. 
Los contrastes tal como fueron propuestos 
originalmente por White se pueden computar como la 
regresión de minimos cuadrados ordinarios de una columna 
de unos sobre el indicador elegido y los regresores de la 
regresión original. 
De nuevo usamos el mismo mecanismo generador de 
los datos que en el Cuadro 1, excepto que la correlación 
serial tiene ahora una estructura diferente. Véase en 
Pérez Amaral (1986) una gran variedad de posibles 
estructuras diferentes. 
La autocorrelación del modelo anterior se puede 
considerar como una auto correlación que varia con un 






hacer un contraste contra la 
debe riamos 
caso la 
usar el indicador 
versión consistente a 
19. 
heteroscedasticitlad del contraste se puede computar como 
el test t del coeficiente del regresor rt xt _1r t _1 
en la regresión minimocuadrática artificial de 
1 sobre r t' 
Si usamos el estimador insesgado de la matriz de 
varianzas y covarianzas, podemos sustituir 
r*t=rt /,¡(1-k tt ) en la regresión anterior y 
a cabo el contraste de manera análoga. 
rt por 
llevar 
Un contraste asintóticamente equivalente al 
que s610 seria válido bajo homoscedasticidad 
seria el siguiente: llevamos a cabo la 
anterior, 
condicional 
regresión minimocuadrátíca de 
sobre xt _1 rt_1' 1 , 
y entonces el test t del coeficiente del regresor 
xt _1r t _1 seria el contraste apropiado. 
En los cuadros 17 al 19 presentamos los 
resultados de los contrastes anteriores. En ellos vemos 
que todos los contrastes se comportan de manera muy 
aceptable bajo la hipótesis nula, con tamaños empiricos 
próximos a sus tamaños nominales, excepto en el caso de 
heteroscedasticidad severa. Hay que señalar, sin embargo, 
que el tamaño de los contrastes consistentes a 
heteroscedasticidad está más cerca de su tamaño nominal 
que el contraste inconsistente. En este caso el contraste 
elegido seria, por tanto, el contraste consistente a 
heteroscedasticidad, sin modificar. 







el porcentaje de rechazos 
SO y el 94%. De nuevo 
la muestra es crucial para 
20. 
determinar el poder empirico de los contrastes. Los dos 
contrastes consistentes a heteroscedasticidad se comportan 
de manera muy parecida y la presencia de 
heteroscedasticidad no parece afectar significativamente 
al comportamiento de los contrastes. En el caso de "(=60 
los porcentajes de rechazos aumentan drásticamente y se 
hacen próximos a la unidad. 
También hemos hecho simulaCiones basadas en el 
indicador UtYt_1Ut_l' habiendo encontrado un buen 
comportamiento en muestras de tamaño moderado de los 
contrastes, muy similar al que acabamos de describir, 
excepto en que el rango de parámetros para los cuales el 
modelo no es explosivo está más limitado. 
Los resultados de los experimentos que acabamos 
de describir sugieren las siguientes conclusiones 
l. Los contrastes de la matriz de información dinámica 
sensibles a mala especificación de la forma funcional 
y/o no linealidades tienen buenas propiedades de 
tamaño y poder en muestras de tamaño moderado. 
2. En el momento presente los contrastes consistentes a 
heteroscedasticidd parecen tener un comportamiento 
ligeramente superior al de los contrastes 
inconsistentes a heteroscedasticidad. 
21. 
4. Comportamiento de contrastes para efectos ARCH en 
presencia de otro tipo de heteroscedasticidad condicional. 
Los contrastes para efectos ARCH (Autoregressive 
Conditional Heteroskedasticity) fueron propuestos 
originalmente por Engle (1982). 
Estos contrastes son casos especiales de los 
contrastes de la matriz de informa'ción dinámica. En este 
contexto una duda que surge naturalmente es la siguiente: 
¿cómo se comportan los contrastes de efectos ARCH en 
presencia de heteroscedasticidad condicional que varia con 
alguno de los regresores? Para contestar esta pregunta 
hemos llevado a cabo los experimentos siguientes, que 
presentamos en el Cuadro 20. 
El mecanismo que genera los datos es ahora igual 
que en el Cuadro 1 excepto que la estructura del término 




P=(O, 0,8) a=(o, 80) 
El mecanismo anterior permite homoscedasticidad 
condicional (P=O, 13=0) y la combinación de dos fuentes 
diferentes de heteroscedasticidad condicional: ARCH y 
heteroscedasticidad condicional que varia con la Xt' El 
contraste para ARCH es el test t del coeficiente de los 
residuos al cuadrado retrasados en una regresión de 
minimos cuadrados ordinarios en la que la variable 
dependiente es los residuos al cuadrado y los regresores 
son una constante y los residuos al cuadrado retrasados 
sobre 1 , 
22. 
El contraste LM de heteroscedasticidad se computa 
con una regresión minimocuadrática de 
y el contraste será el test t del coeficiente del regresor 
2 
x t · 
El Cuadro 20 nos muestra un comportamiento muy 
bueno de ambos contrastes bajo la hipótesis nula, aunque 
los tamaños emp:f.ricos están por debajo de los nominales. 
El test de ARCH tiene un buen porcentaje de rechazos 
siempre que tenemos residuos ARCH. El test LM de 
heteroscedasticidad se comporta bien cuando no hay efectos 
ARCH, sin embargo en presencia de efectos ARCH su 
comportamiento es poco fiable con un poder emp:f.rico 
próximo a su tamaño nominal. 
De aqu:f. podemos concluir que los contrastes para 
efectos ARCH funcionan bien en muestras de tamaño 
moderado, como ya habian señalado otros estudios y además 
no se deja engañar por la presencia de otro tipo de 
heteroscedasticidad condicional. Por otro lado la 
presencia de efectos ARCH puede enmascarar la presencia de 
otros tipos de heteroscedasticidad a los ojos del 







estudiado el comportamiento de varios 
especificación en el contexto de regresión 
ellos son contrastes m y en particular 
contrastes de la matriz de información dinámica: 
Los resultados que se presentan en los cuadros 1 
, 
al 22 sugieren las siguientes conclusiones (sujetas a las 
salvaguardias habituales para los resultados 
experimentales): 
1) En las situaciones 
comportamiento de los 
producto exterior de 
que hemos considerado, el 
contrastes que usan la forma de 
la matriz de información es 
similar al de los contrastes que usan la forma hesiana 
de la matriz de información. Esto abre un amplio campo 
de aplicabilidad de los contrastes m.y de la matriz de 
información dinámica en situaciones no estándar tales 
como modelos logit y probit dinámicos, tobit, poisson, 
gamma, ARCH, ARCH-M y GARCH. 
2) El tamaño de la muestra y el R2 son más importantes 
a la hora de determinar el poder empirico de los 
contrastes que la forma especifica del contraste que 
usemos. 
3) Los contrastes basados en los indicadores que sugiere 
la igualdad de la matriz de información dinámica 
tienen un buen comportamiento en muestras finitas. 
4) Los contrastes consistentes a heteroscedasticidad en 
el contexto de regresión lineal tienen buen 
comportamiento en pequeñas muestras, comparable en 
todas las situaciones al de los contrastes LM 
tradicionales (inconsistentes a heteroscedsticidad) y 
24. 
en varios casos mejor (especialmente si hay un cambio 
discreto en la varianza). 
5) El contraste consistente a heteroscedasticidad que usa 
la matriz de varianzas y covarianzas insesgada se 
comporta ligeramente mej or que la versión original, 
pero esta pequeña ganancia puede no justificar su 
mayor dificultad computacional, dependiendo ésta del 
, S 
paquete estadistico que uno esté usando . 
6) Los contrastes de ARCH tienen un buen comportamiento 
incluso en presencia de heteroscedasticidad 
condicional de otro tipo. Los contrastes de 
heteroscedasticidad, por otro lado, pueden verse 
seriamente afectados 
tienen un poder 
en presencia dé efectos ARCH y 
muy bajo incluso contra la 
heteroscedasticidad 
LM óptimos. 
condicional para la cual son test 
7) Bajo la mayoria de circunstancias que hemos estudiado 
el contraste de autocorrelación recomendado seria el 
contraste LM habitual. Sin embargo si tenemos una 
situación con cambio discreto en la varianza, el 
contraste recomendado seria el contraste consistente a 
heteroscedasticidad (sin modificar). 
Este estudio se 
direcciones interesantes. 
puede extender 
Sin embargo el 
en varias 
objetivo del 
trabajo es establecer que el uso de contrastes que emplean 
estimadores de la forma de producto exterior de la matriz 







anteriores sugerian que estos 
un comportamiento defectuoso en 
posibilidad existe en algunos casos muestras finitas. 
especiales, pero incluso en esos casos, esos estudios 
sugieren modificaciones en los contrastes originales 
25. 
que resultan en comportamientos satisfactorios en muestras 
finitas. Conviene resaltar que los contrastes que hemos 
estudiado en este trabajo son del tipo dinámico y los 
contrastes que presentan un comportamiento más deficiente 
en muestras pequeñas son del tipo de heteroscedasticidad 
(estáticos) . 
El desarrollo y aplicación de contrastes que usan 
la forma del producto exterior de la matriz de información 
son un campo muy prometedor para la investigación futura. 
sobre todo los contrastes dinámicos. 
26. 
Notas 
1. Las simulaciones de este trabajo se han llevado a cabo 
usando un I8M 370/3081 en el Banco de España. 
2. Los resultados de éavanagh (198S) indican que los 
contrastes que usan la forma de producto exterior de 
la matriz de información tienen un poder menor que los 
homónimos que usan la forma hesiana. El ilustra sus 
resultados usando un ejemplo de una normal truncada. 
Las diferencias de poder de los contrastes LM que se 
presentan en el Cuadro 2 de ese trabajo no son muy 
grandes, de hecho. Las deficiencias del cuadro 1 son 
grandes en sólo 2 de los 12 ajemplos. Además la 
elección del ejemplo puede resultar sesgada en contra 
de los estimadores que usan la forma de producto 
exterior de la matriz de información. 
3. Orme (1987) estudia el comportamiento en muestras 
finitas del contraste de la matriz de información 
estático y encuentra que tiene una tendencia 
sistemática a sobrerrechazar incluso en muestras 
bastante grandes. Este comportamiento puede ser debido 
al uso de una normal truncada para generar los errores 
del estudio de Monte CarIo. Otra posible explicación 
seria el uso indiscriminado del contraste contra 
varias alternativas generales. Seria interesente 
estudiar el comportamiento del contraste cuando 
desaparece el truncaje y cuando se usa contra una sola 
alternativa cada vez. 
4. Conviene resaltar que ARCH quiere decir 
heteroscedasticidad condicional autorregresiva y que 
ahora estamos tratando al mismo tiempo con otra fuente 
27. 
de heteroscedasticidad condicional, que está 
relacionada con uno de los regresores. 
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