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Re´sume´ :
Une modification des me´canismes d’infe´rence et
d’apprentissage dans les mode`les de Markov cache´s
autore´gressifs est propose´e pour prendre en compte
des connaissances a priori. Ces mode`les sont parti-
culie`rement inte´ressants pour repre´senter statistiquement
des se´ries temporelles. Le fait de pouvoir ajouter des
connaissances a priori permet de l’utiliser dans de nom-
breuses applications. Deux applications sont pre´sente´es :
une premie`re sur le pronostic avec l’estimation du temps
restant avant de´faillance de turbore´acteurs ; et une se-
conde sur l’analyse d’ondes e´lastiques transitoires hautes
fre´quences rencontre´es dans les structures me´caniques.
Mots-cle´s :
Monitoring de structures, pronostic, e´missions acous-
tiques, se´ries temporelles
Abstract:
A modification of the mechanisms of inference and
learning in autoregressive hidden Markov models is pro-
posed in order to take into account prior knowledge.
These models are particularly interesting for statistical
modelling of time series. Being able to add prior know-
ledge makes it possible to use it in many applications.
Two applications are presented : a first on prognostics
with the estimation of the remaining useful life before
the failure of turbofan engines ; and a second on transient
elastic wave analysis made of high frequencies content
and encountered in mechanical structures.
Keywords:
Structural Health Monitoring, Prognostics, Acoustic
emission, Time-series
1 Introduction
Les mode`les autore´gressifs (AR) se sont re´ve´le´s
approprie´s pour la repre´sentation statistique de
se´ries chronologiques dans divers domaines. En
SHM par exemple (SHM : Structural Health
Monitoring), ce type de mode`le est tre`s sou-
vent utilise´ pour la de´tection de de´faillances
dans les structures me´caniques dans le do-
maine ae´ronautique [5], les engrenages [21],
les portes d’ascenseur [22], les roulements a`
billes [18] ou encore les batteries [16]. [11]
utilisent des mode`les ARHMM, couplant un
mode`le AR avec un mode`le de Markov cache´
(HMM : Hidden Markov Model), pour ana-
lyser des se´ries temporelles repre´sentant des
signes vitaux (multivarie´s) avec l’objectif de
de´tecter le risque de mortalite´ dans des unite´s
de soins de patients recevant des traitements
particuliers. Les auteurs pointent l’inte´reˆt de
ce type de mode`le (ARHMM) pour analy-
ser des donne´es issues de syste`mes non sta-
tionnaires avec diffe´rents re´gimes de fonc-
tionnement. Cette caracte´ristique est aussi ex-
ploite´e par [1] ou` les auteurs sont inte´resse´s de
repre´senter statistiquement l’e´volution tempo-
relle des caracte´ristiques des vents a` proximite´
d’e´oliennes.
La contribution porte sur la modification du
crite`re utilise´ pour l’apprentissage des pa-
rame`tres d’un ARHMM afin d’inclure des a
priori sur la chaıˆne de Markov dans le but de
rectifier la loi a posteriori. Ce type de mode`le se
situe dans la ligne´e de travaux initie´s par Van-
noorenberghe et Smets [19], Coˆme et al. [3] et
Denœux [4]. Pour les se´ries temporelles, les tra-
vaux propose´s dans [15] se concentrent sur les
HMM, c’est a` dire un cas particulier du mode`le
pre´sente´ dans cet article. Le mode`le ARHMM
avec a priori sera appele´ ARWHMM par la
suite pour AutoRegressive Weakly Hidden Mar-
kov Model. Alors que l’ARHMM a e´te´ princi-
palement utilise´e pour la de´tection et le diagno-
tic, nous proposons dans cet article d’exploi-
ter les ARWHMM pour le pronostic. Nous pro-
posons par ailleurs d’exploiter ce mode`le pour
la de´tection d’anomalie ce qui n’a pas encore
e´te´ envisage´ dans la litte´rature. Les premiers
re´sultats sont pre´sente´s dans la dernie`re section.
2 Apprentissage avec e´tats incer-
tains dans les ARWHMM
Une mesure au temps t fournie par un cap-
teur est note´e xt et peut eˆtre la re´sultante d’une
somme ponde´re´e des mesures pre´ce´dentes plus
un terme d’erreur, ou` les poids sont de´finis
conditionnellement a` chaque e´tat d’une chaıˆne
de Markov :
xt = −
∆∑
δ=1
rδ(yt)xt−δ + εt(yt), 1 ≤ t ≤ T
(1)
pour une se´quence de T observations. Le terme
de bruit
εt(yt) ∼ N(0,Σyt)
est suppose´ eˆtre un gaussienne de moyenne
nulle et de variance Σyt ajuste´e automatique-
ment pour chaque e´tat cache´ dans la phase d’ap-
prentissage.
Les coefficients AR pour l’e´tat i sont note´s
rδ(yt = i) ou` δ = 1 . . .∆ est le de´calage tem-
porel. L’ensemble des coefficients AR est donne´
par :
Bi =
(
r1(i), . . . , rδ(i), . . . , r∆(i)
)
(2)
La commutation entre e´tats est re´gie par un
processus stochastique prenant la forme d’une
chaıˆne de Markov (Figure 1). Ce processus est
caracte´rise´ par une matrice de transition A dont
un e´le´ment aij = p(yt = j|yt−1 = i) repre´sente
la probabilite´ d’eˆtre dans l’e´tat j a` l’instant t
e´tant donne´ que l’e´tat e´tait i a` t − 1. La pro-
babilite´ a priori de la chaıˆne est note´e Π =
[pi1 . . . piK ], ou` pii est la probabilite´ de eˆtre dans
l’e´tat i a` l’instant t = 1.
Figure 1 – Mode`le graphique d’un ARHMM :
les cercles repre´sentent les variables continues
observe´es, les carre´s les variables a` valeur
entie`re. Tire´e de [9].
Le proble`me est d’estimer les parame`tres
λ = (A,Π,Bi,Σi), 1 ≤ i ≤ K (3)
en pre´sence d’informations incertaines et
impre´cises sur les variables cache´es. Ces in-
formations sont suppose´es prendre la forme
d’un jeu de masses de croyances comme pro-
pose´ dans E2M [4]. E2M permet de couvrir les
cas non supervise´, supervise´, semi-supervise´ et
avec “labels bruite´s”. Les a priori sont suppose´s
eˆtre de la forme suivante :
W = [w1; . . . ;wt; . . . ;wT ]
avec wt = [wt(1), . . . , wt(i), . . . , wt(K)] et
wt(i) ≥ 0 [8] :
— Si wt(i) = 1 pour un e´tat i et wt(j) =
0, j 6= i alors on retrouve le cas super-
vise´ ;
— Si ∀t, ∀i, wt(i) = 0, alors on retrouve le
cas non supervise´.
Ces a priori peuvent prendre la forme de plausi-
bilite´s pour faciliter leur interpre´tation.
Les parame`tres de l’ARHMM sont optimise´s
avec E2M ou` la fonction auxiliaire est
Q(λ, λ(q)) = Eλ(q) [log(L(λ;Z))|X]
=
∑
Y
p(Y |X, λ(q)) logL(λ;Z)
(4)
ou` (q) est une ite´ration de E2M, et
Z = (X,Y ). La vraisemblance des donne´es
comple`tes est donne´e par :
L(λ;Z) = p(y1;Π)
( T∏
t=2
p(yt|yt−1; A)
)
×
T∏
t=1
p(xt|yt; r∆(yt),Σ(yt))
(5)
Donc la fonction auxiliaire devient
Q(λ, λ(q)) =
∑
y w(y)p(y|x, λ(q)) logL(λ; z)
Eλ[w(y)]
On peut alors de´velopper Q, de´river l’expres-
sion par rapport aux parame`tres afin d’obte-
nir l’expression des nouveaux parame`tres pour
l’ite´ration q + 1. Pour la chaıˆne de Markov :
pi
(q+1)
i = γ
(q)
1i (6a)
a
(q+1)
ij =
∑T
t=2 ξ
(q)
t−1,t,i,j∑T
t=2
∑K
l=1 ξ
(q)
t−1,t,i,l
, (6b)
Les expressions de probabilite´s a posteriori
γ et ξ en pre´sence d’informations incertaines
peuvent eˆtre retrouve´es avec la meˆme de´marche
que celle pre´sente´e dans [15] et en utilisant
une version modifie´e de l’algorithme forward-
backward.
Pour le mode`le d’observation, la covariance du
bruit est donne´e par [2] :
Σ
(q+1)
i =
1∑T
t=1 γ
(q)
ti
T∑
t=1
γ
(q)
ti
[
xt +
∆∑
δ=1
r
(q)
δ (i)
xt−δ
][
xt +
∆∑
δ=1
r
(q)
δ (i)xt−δ
]T
,
et l’expression des coefficients B(q+1)i =(
r
(q+1)
1 (i), . . . , r
(q+1)
δ (i), . . . , r
(q+1)
∆ (i)
)
des
processus AR est donne´e par
−
[ T∑
t=1
γ
(q)
ti xtu
T
t−1
][ T∑
t=1
γ
(q)
ti ut−1u
T
t−1
]
(7)
avec
ut−1 =
(
xt−1,xt−2, ...,xt−∆
)T
, (8)
et la vraisemblance bi(xt) (pour un e´tat cache´ i)
est
bi(xt) = N (xt +
∆∑
δ=1
rδ(i)xt−δ | 0,Σi) (9)
La passe forward permet d’e´valuer la vraisem-
blance des donne´es comme dans les mode`les
HMM standards [15] :
α
(q)
1i = pi
(q)
i w1i bi(x1), (10a)
α
(q)
t,j = bj(xt) wtj︸︷︷︸
a priori
∑
i
α
(q)
t−1,i a
(q)
ij (10b)
avec
L(λ(q);X,W) =
K∑
i=1
αT i (11)
3 ARWHMM pour le pronostic
L’e´valuation de l’e´tat de sante´ d’un syste`me en
service peut eˆtre effectue´e en de´duisant l’e´tat
cache´ pour chaque observation. Pour cela on
peut utiliser une passe forward. Cette passe
peut d’ailleurs prendre en compte des a priori
si ceux-ci sont disponibles pendant l’infe´rence,
par exemple via des mode`les physiques ou
d’autres sources d’informations.
La dure´e de vie re´siduelle peut eˆtre estime´e
de diffe´rentes manie`res. L’une d’entre elles
consiste a` entrainer le mode`le pour de´duire le
temps restant a` partir de donne´es d’historique.
Le temps restant est alors une cible pour la
partie AR du mode`le ARWHMM. C’est l’ap-
proche utilise´e dans [9] que l’on appelle aussi
“pre´diction directe” [13]. Il suffit alors, en ser-
vice, d’utiliser les donne´es mesure´es pour ali-
menter le mode`le, qui de´duit le temps restant.
Progressivement, on dispose de pre´dictions sur
le temps restant, a` partir desquelles on peut esti-
mer une distribution que l’on peut mettre a` jour
a` chaque mesure.
Lorsque les donne´es sont relativement com-
plexes, une approche consiste a` construire
un mode`le par instance d’apprentissage et de
re´aliser l’infe´rence sur chaque mode`le, suivi
d’un tri des mode`les en fonction de leur per-
tinence (qui peut eˆtre e´value´e par l’estimation
de la vraisemblance). Les mode`les les plus per-
tinents sont ensuite combine´s pour de´duire le
temps restant accompagne´ d’un intervalle de
confiance. C’est le type d’approche utilise´ dans
[20] par exemple ou dans [12].
Une illustration est donne´e ci-apre`s. Elle porte
sur des donne´es simule´es a` partir d’un mode`le
de turbore´acteurs de´veloppe´ a` la NASA [6, 17].
Ce mode`le prend en compte de nombreux pa-
rame`tres et permet d’introduire des de´faillances
dans les diffe´rents sous-syste`mes. Les jeux de
donne´es contiennent des mesures issues d’une
vingtaine de capteurs (dont les mesures ont e´te´
bruite´es) mais rien n’est spe´cifie´ concernant
l’e´tat initial du syste`me ni le nombre ou les
types de de´gradation. Ces jeux de donne´es ont
e´te´ utilise´s depuis 2008 par de nombreux cher-
cheurs en pronostic (voir la synthe`se dans [14]).
La figure 2 montre les indicateurs pour 4 jeux
de donne´es (avec diffe´rentes conditions de fonc-
tionnement des turbore´acteurs). Ces indicateurs
synthe´tisent l’information des capteurs pour
refle´ter l’e´tat de sante´. La me´thode a e´te´ pro-
pose´e dans [12], qui a donne´ des re´sultats de
l’e´tat de l’art sur plusieurs des jeux de donne´es.
Ces jeux montrent la variabilite´ sur le temps res-
tant et sur l’e´tat initial.
La figure 3 montre une estimation du temps res-
tant (RUL : Remaining Useful Life) en fonc-
tion de la quantite´ d’a priori pour une des
instances du jeu de donne´es #1. Les a priori
consistent a` de´composer la de´gradation en K
paliers (K e´tant le nombre d’e´tats dans les
ARWHMM). Le cadre de discernement des a
priori repre´sente donc ici des variables internes
du turbore´acteur a` l’origine des observations.
Cette figure montre que plus on augmente le
nombre d’e´tats, meilleur est l’estimation du
temps restant. La contrepartie e´tant la capacite´ a`
ge´ne´raliser sur de nombreux turbore´acteurs, en
particulier sur des cas complexes me´lant condi-
tions de fonctionnement et plusieurs sources
de de´faillances. Dans [9], nous montrons par
exemple que le mode`le ARWHMM donne au
moins d’aussi bons voire de meilleurs re´sultats
que des re´seaux de neurones. Les performances
restent infe´rieures a` [12] qui comporte tre`s peu
de parame`tres lui permettant, de ge´ne´raliser
beaucoup mieux que la plupart des me´thodes de
la litte´rature.
L’inte´reˆt des ARWHMM dans ce type d’ap-
plication est en premier lieu dans la possibi-
lite´ d’inte´grer des a priori pendant l’apprentis-
sage mais aussi et surtout pendant l’infe´rence
(lorsque le syste`me est en service). En ef-
fet, ceci permettra d’exploiter des mode`les in-
verses issus de la physique pour, par exemple,
ame´liorer le pronostic. L’autre inte´reˆt est dans
le fait qu’il s’agit d’un mode`le avec un poten-
tiel applicatif tre`s large en monitoring.
4 ARWHMM pour la
repre´sentation d’ondes e´lastiques
transitoires
Dans cette section, nous illustrons la me´thode
sur un autre type de donne´es. Il s’agit de si-
gnaux transitoires ge´ne´re´s par des endomma-
gements dans des mate´riaux. Les endommage-
ments libe`rent en effet de l’e´nergie, dont une
partie prend la forme d’ondes e´lastiques, se pro-
pageant a` la surface du mate´riau et que l’on peut
collecter par des capteurs pie´zo-e´lectriques.
Les capteurs ont une empreinte importante sur
les donne´es qu’il est difficile de de´convoluer.
De plus, les ondes, lors de la propaga-
tion, depuis l’endommagement jusqu’au cap-
teur, subissent des distorsions importantes dues
aux proprie´te´s me´caniques du mate´riau, a` sa
Figure 2 – Les jeux de donne´es pour 4 conditions de fonctionnement.
Figure 3 – Estimation du RUL pour diffe´rentes configurations de la structure latente dans le
ARWHMM.
ge´ome´trie ou a` l’endommagement cumule´. Il
est donc difficile de de´duire l’endommagement
a` partir de la simple mesure du signal sur le cap-
teur pie´zo-e´lectrique.
Une de´marche synthe´tise´e dans [13] et initie´e
a` FEMTO-ST depuis 2012 dans le cadre du
Labex “ACTION”, consiste a` meˆler physique
et statistique pour constuire des mode`les in-
verses plus pre´cis, fiables et robustes pour
le monitoring de structures. Le ARWHMM
permet, comme vu pre´ce´demment, d’inte´grer
des connaissances a priori, possiblement is-
sues de la physique. Il s’agit d’un mode`le tre`s
inte´ressant pour le monitoring partiellement su-
pervise´.
La figure 4 montre un signal transitoire, et son
spectre, collecte´ sur une structure composite
tubulaire utilise´e dans des rotors a` grande vi-
tesse (extrait de [10] a` partir de donne´es issues
de la the`se de [7]). Ce signal fait partie d’un
ensemble de plusieurs centaines de milliers
de signaux collecte´s pendant un essai de ca-
racte´risation. Le spectre du signal pre´dit a` partir
d’un ARWHMM (3 e´tats, 10 pre´de´cesseurs) est
superpose´ sur la figure de droite. Sans chercher
a` optimiser le mode`le, le ARWHMM pre´dit tre`s
bien l’e´volution d’un signal transitoire com-
plexe.
Etant donne´ que les sources de signaux ne
sont encore pas bien connues, une e´tape fon-
damentale est de cre´er des groupes de signaux
avec des caracte´ristiques similaires, puis d’ana-
lyser ces groupes a posteriori. Des me´thodes de
partitionnement sont pour cela utilise´es. Elles
sont applique´es, comme cela est fait en recon-
naissance de formes, sur des descripteurs ex-
traits a` partir des signaux. Le ARWHMM est
actuellement exploite´ pour repre´senter statis-
tiquement les signaux transitoires afin de ne
pas utiliser de descripteurs. Il n’y a en ef-
fet pas vraiment de consensus concernant le
choix des descripteurs et ce qui ame`ne par-
fois un biais d’interpre´tation. Le ARWHMM
permet ainsi de repre´senter un signal transi-
toire a` l’aide de seulement quelques parame`tres.
L’inte´reˆt est aussi de re´duire la quantite´ d’infor-
mation a` stocker (les signaux sont ge´ne´ralement
e´chantillonne´s a` plusieurs me´ga-Hertz) en ne
conservant que les parame`tres du mode`le. Par
exemple sur la figure 4, environ 50 parame`tres
sont utilise´s pour repre´senter un signal de 1500
points quasiment parfaitement.
5 Conclusion
La modification apporte´e pour introduire des
a priori dans des ARHMM repose sur l’algo-
rithme E2M et permet de rectifier la distribution
a posteriori sur les variables latentes au cours du
temps, a` la fois dans la phase d’apprentissage
et de test. Le mode`le re´sultant repre´sente une
solution inte´ressante pour diffe´rents proble`mes
lie´s au monitoring et pronostic de structures
et syste`mes me´caniques. Les travaux actuels
portent sur le couplage entre reconnaissance de
formes et physique de l’endommagement pour
rendre ces mode`les plus pertinents.
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