Understanding water flow and its relative quantities through different pathways is vital for watershed management. Like many problems in hydrology, numbers of methods have been proposed for streamfiow partitioning. Five methods were identified as being the most relevant and least input intensive. This study tested performance of these methods against separately measured surface and subsurface flow data from the coastal plain physiographic region of the southeastern United States. Separately measured surface and subsurface flow were collected for 12 years (1970)(1971)(1972)(1973)(1974)(1975)(1976)(1977)(1978)(1979)(1980)(1981) in a field scale watershed by the Southeast Watershed Research Laboratory of the USDA-Agricultural Research Service. Results of comparative analysis indicated that Method IV performed the best. Results also indicated that accuracy of this method is highly dependent upon the proper estimation of the "fraction coefficient" that is based on many physical and hydrologic characteristics of the watershed. This study concluded that deterministic/empirical methods such as Boughton's Method IV, require proper parameter value for increased accuracy.
Introduction
Water, by its nature, is a suitable domain for the transport of contaminants through watersheds. Therefore, understanding water flow is vital for accurate analyses of environmental problems. Determination of nonpoint source pollutant load generation and response to management, natural treatment system effectiveness, fluvial transport process, and long-term acidification or salinity of drinking water all depend upon the proper assessment of the hydrograph components (Renshaw et al. 2003) .
Streamfiow partitioning methods used for estimating hydrograph subcomponents can be subjective or objective. Generally, rainfall-runoff models synthesize the hydrological behavior of the watersheds; however, accuracy of the output highly depends on the techniques and algorithms that are used for partitioning streamfiow into its components. Improvement of available techniques or development of a more precise approach may help hydrologists to evaluate alternative management plans regarding water and ecosystem sustainability.
'Assistant Professor. Dept Streamfiow partitioning has long been a topic of interest in the science of hydrology. During the last few decades, an important number of case studies has been made with the aim of identifying a proper streamfiow partitioning technique and physical factors that control it. Among numerous hydrograph-partitioning techniques about 40 different approaches (Table 1) were investigated and classified into three-component, analytical, empirical, graphical, geochemical, and automated methods. Then, their advantages and disadvantages were highlighted for appropriate use, as follows (Nejadhashemi et al. 2003; Nejadhashemi 2006 ): I. Three-component methods consider interfiow in addition to overland and baseflow. This contrast with the more-common two-component methods for hydrograph separation that consider streamfiow to be comprised of two componentsoverland flow and baseflow. Three-component methods are generally considered to be too detailed for routine use. (Nejadhasheini 2006) was proven by analyzing the flow recession curves, and the relationship is described as Methods References
Three- Barnes (1939) . Linsley and Ackermann (1942) . Component Kulandaiswamy and Seetharaman (1969) . Nathan and McMahon (1990) , Mugo and Sharma (1999) Graphical Linesly et al. (1958) , Nash (1960) . Gray (1973) . USDA-ARS (1973) , Nazeer (1989) . Nathan and McMahon (1990) . Subrarnanya (1994) Empirical Lyne and Hollick (1979) . Institute of Hydrology (1980) , Shirmohammadi (1984a) , Boughton (1988) . Nathan and McMahon (1990) , Chapman (1999) . Smakhtin (2001) . Hughes et al. (2003) Analytical Lyne and Hollick (1979) , Linsley et al. (1982) . Chow et at. (1988) . Singh (1968) . Jakeman and Hornbcrgcr (1993) . Boughton (1993) . Su (1995) , Chapman and Maxwell (1996) . Szilagy i Parlange (1998), Chapman (1999) . Wittenberg and Sivapalan (1999) Automated Bethlahmy (1971) . Sliirrnohamniadi et al. (1987) . Boughton (1988) . Kim and Hawkins (1993) . Mankin et at. (1999) Geochemical Walling et at. (1975) . Sklash and Farvolden( 979) . Criss (1999) . Winston (2002) , Renshaw et at. (2003) methods and most of them are expensive and sophisticated to use. 6. Automated techniques were originally developed based on traditional basellow-separation methods. Despite their robustness they suffer from the same disadvantages as the other methods. However, automated techniques are recommended because they are economical to use and technically sound. The goal of this study was to identify the most reasonable and accurate streamilow partitioning technique. To achieve this goal, two specific objectives were specified: (1) to perform a thorough literature synthesis and identify at least five most widely used methods. The number of citations was the main criteria for selecting these methods. Also the methods were selected from the dii'-ferent classes of streamfiow partitioning techniques except the geochemical methods, since the evaluation of geochemical methods was not the objective of this study. In addition, the availability of required input data was used as another criterion for selecting these methods, and (2) evaluate the accuracy of each of these methods using separately measured surface and subsurface flow data from the coastal plain of the southeastern United States. The final outcome was expected to suggest the most accurate and practical streamfiow partitioning method.
As it was discussed earlier, 40 different stream flow partitioning methods were studied and among them, five widely used methods were selected based upon the availability of required input data. The five selected methods are described in the following sections. This is followed by the evaluation of each method's accuracy using measured costal plain hydrologic data.
Method I (Wittenberg and Sivapalan 1999)
This method was proposed in two papers by Wittenberg (1999) and Wittenberg and Sivapalan (1999) . In contrast to general assumption about direct relation between storage (S) and outflow (Q), it was revealed that there is a nonlinear correlation between Q and 5 in the Wittenber g and Sivapalan (1999) method. This fact 5Q" ( I ) where h varies between 0 and 1 with a high correlation obtained around 0.5 for unconfined aquifer. The coefficient a is nonnegative coefficient. This coefficient depends on catchment properties, primarily area, shape of the basin, pore volume, and transinissivity: however, no equation has been derived to describe such a relationship so far. If volumes are expressed as heights over a unit area and the time step in (lays, then S is in millimeters.
Q is in mm d'. a in mm' day. and h is dimensionless.
Mathematical assessment also supports the nonlinear storagebaseflow behavior. This fact was further extended through sequence of statements to automate the hydrograph separation with daily discharge values.
In order to derive the recession curve ecl uatioll for nonlinear conditions at any initial discharge value. Q. Eq. (1) was combined with the continuit y equation to form the following equation (inflow was not considered. dS/dt=-Q):
In Eq. (2), the parameter values a and 6 are unknown. An iterative least-squares method is applied to calibrate both parameters for each series of flow recession data. This goal can he achieved by systematically varying one parameter in each iterative step and computing the other parameter by considering the equality of a computed outflow with the measured flow for the given recession curve. Following this approach, the parameter a is described as:
where Q=discharge at time i of an observed flow recession. Therefore, a set of values of a and 6 that produces a least-squares deviation of discharge from an observed flow is the optimum rcpresentatioil of aquifer characteristics. In eases where groundwater originates from aquifers in different catchments, the following equation is used:
The last value of time series is beginning point for haseflow separation. Baseflow at time t -At is computed from following hasetlow value at time t by using Eq. (5), which can he derived by
This procedure can model the recession component of the hydrograph. Using Eq. (5) and marching back in time from 2 days alter the inflection point (i.e.. the point at which surface runoff ceases), the shape of the baseflow-separation line may he defined. This process continues until the separation line intersects the rising limb of the hydrograph. Wittenberg (1999) adopted a technique to identify the peak of the baseflow separation line (hydrograph( and the rising limb of the baseflow hydrograph. The peak haseflow is found by locating the transition point (one timestep forward) when the reverse computed baseflow recession curve intersects the risin g limb of the streaniflow hydrograph (Fig. I ) . In order to find the values of the rising limb of the (5) haseflow, hydrograph the computed recession for each given total flow value for one time-step forward is selected on the rising limb of the total streamfiow hydrograph. The preceding procedure has not been physically adapted to the recharge process. thus further research was suggested by Wittenberg and Sivapalan (1999) . They tested the application of this method on 14 stations in the upper Weser and llmenau basins in Germany. Using the nonlinear reservoir algorithm from time series of daily discharge showed close relationship between precipitation in different seasons, geologic characteristics, and annual and seasonal recharge. in addition, another set of experiments was conducted for the small catchment (72 ha) of the Lange Bramkc in the Harz Mountains in northern Germany for the hydrologic year of 1999 (Wittenberg and Sivapalan 1999) . Results of their study showed high correlation between the groundwater level hydrograph and computed storage. using the nonlinear reservoir algorithm.
Method II (Nathan 1990 and Mugo 1999)
A recursive digital filter is an electrical engineering concept that is commonly used for analyzing and processing signals. Nathan and McMahon (1990) and Mugo and Sharma (1999) applied this idea to evaluate and automate a base flow-separation technique. The filter has a simple form
where h=filtered quick response at the kth sampling instant v =original streamflow: and -filter filter parameter, which affects the degree of attenuation. The filtered haseflow is thus defined as v.-fk . If volumes are expressed as heights over it unit area and the time step in days. then Id and Vk are in mm /, is dimension less. The principle behind the method was that filtering out baseflow from the higher frequencies of quick surface flow is similar to the filtering of high frequency signals in an electronic circuit. This method, like other graphical methods, is not sLibjected to a solid physically based theory. However, the method has several advantages, such as the estimation of an index of haseflow (the ratio of baseflow volume to the total streamliow volume), it is a repeatable procedure, and the concept can easily be described by computer codes. Nathan and McMahon (1990) suggested that the filter should he passed three times (forward. backward, and again forward) over data to increase the degree of smoothing. Forward passing of filter distorts the data, thus the reverse passing was conducted to nullify any phase distortion of the data. The output of model is checked and limited between zero and total flow. This procedure eliminates any negative or unrealistic results. In order to evaluate the performance of this method, the results were compared with smoothed minima method (Nathan and McMahon 1990) . Studies have revealed that the recursive digital filter method better simulates flashy peak flow conditions than for normal flow conditions. Additionally, this method bypasses the associated deficiencies with manual or graphical methods, for which accuracy depends on the expertise of the operator. Regardless of the disadvantages associated with the graphical methods, their results are necessary for the recursive digital filter parameter calibration (Nathan and McMahon 1990 ). This method is explained in more details in the appendix section of this paper.
Methods III and IV (Boughton 1988)
In Australia, various recession characteristics have been defined based on the manual separation of haseflow from surface runoff on seniilog graph (discharge on log scale; time on natural scale). Generally, manual hydrograph-separation methods are tedious, time consuming. and need an experienced person to conduct the partitioning procedure. That is why computer based methods have become popular with hydrologists in recent decades.
Two automated methods (IH and IV) for hydrograph Separation were proposed by Boughton (1999) . Method ill was developed under the following assumption: I. Baseflow at time i equals the haseflow at time t-i plus the preset value (constant value). Constant value is either assumed or computed by user identification of the end of a period of surface runof'f on the hydrograph. Generally, the point of initiation of surface runoff is connected to the point on the hydrograph recession limb of that represents the end of a period of surface runoff by a linear line, and an average constant value for haseflow is determined for that duration. Therefore, whenever the total runoff at any time I exceeds the amount of baseflow, surface runoff begins and its amount is calculated by obtaining the difference between the total flow and the baseflow. Surface runoff ceases whenever the total flow at time t is less than or equal to the amount of haseflow at time t-it plus the preset value. Method IV was developed under the following assumptions: I. Increase in baseflow discharge varies as a function of the total flow increment. 2. The amount of subsurface flow for the current time step is computed as a fraction of the difference between the total flow and the haseflow on the previous time step. The value of "fraction" is determined by an iteration method based on an operator-identified point on the hydrograph. which marks the end of surface runoff. By assuming an initial value for fraction, repetitive computations of haseflow, are made. The value of fraction for which the haseflow value computed at the end of surface runoff equals the total flow is identified and used for the entire hydrograph. 3. Surface flow is equal to the difference between the total flow and the haseflow at each time step. 4. Surface runoff ceases whenever the amount of total flow at a given time step is less than haseflow value at the previous time step. As described earlier, both methods consist of simple tech-niques for partitioning streamfiow into subsurface flow and surface runoff components. The methods were tested over three years ofstreamflow data. These methods, like the previous two methods, are daily time step methods. This means that daily river discharge data is used for all computations. In both methods, a user needs to manually identify a single point oil streamfiow hydrograph that shows the end of the surface runoff (i.e., inflection point). Afterward, each method automatically computes the surface and subsurface flow components. In general, the difference between the automated hydrograph-partitioning techniques is small, however, both methods use nonphysical based approaches for their performance.
Methods Ill and IV were computerized for their easy and widespread use (Boughton 1988) . These two methods use the iteration technique to determine a constant and a fraction, both of which are needed for further computations. In addition, both methods are capable of distinguishing the starting point of surface runoff and automatically calibrating the model to match the userdefined runoff cessation point on the hydrograph.
The major difference between these two methods originates from the fact that in Method III, haseflow is related to the duration of the surface runoff. However, in Method IV, baseflow is proportional to the volume of the surface runoff.
Both methods are capable of being automatically calibrated. The computer operator only needs to identify a single point as the point at which runoff ceases on the recession limb of the hydrograph. In order to determine the constant value (slope of the linear streamfiow delineation line) or fraction for second model, the computer program defined in this study initiates an arbitrary value, as first guess, and iterates it until the baseflow increment intersects the preselected runoff cessation point. Among the generated constants or fractions for different hydrographs for the watershed, the program computes a weighted average and uses it for subsequent computations of the streamfiow components.
Regional analysis of streamliow partitioning from time series of daily discharge was carried out from a 700 ha Back Creek catchment. Overall, the difference between the results of Methods III and IV is not significant. and both give similar results in simulating large runoff events. However, there is more similarity between Method IV and the manual separation techniques. In addition, Method III overestimates sLirtace runoff compared to Method IV (Boughton 1988) .
Method V (Smoothed Minima Technique 1980)
In 1980, the Institute of Hydrolog y in Wallingford. U.K. developed smoothed minima technique to partition the streamfiow (Nathan and McMahon 1990) . In this method, streaniflow hydrograph is separated by applying a simple smoothing rule. The first step in this separation technique is that the minimum value of stream-gauging measurements for several nonoverlapping 5-day periods be determined. Then. among series of obtained minimal data points, those minimal points with values less than 1.1 times each of the values of the two neighbor points be selected. These points are called the turning points. By connecting the turning points to each other, the baseflow hydrograph can be drawn (Nathan and McMahon 1990) .
Generalized Theory
Most of the haseflow-separation equations presented in the previous sections may be derived as specialized forms of the firstorder, nonhomogenous, nonlinear, ordinary differential equation
(It (ii where Q,,=hasefiow: Q represents a driving force such as total streamfiow or rainfall; and a to a 4 = constant parameters reflecting watershed climatic and physiographic characteristics. Except for Method V. which is a heuristic approach, all of the other methods may he derived from Eq. (7). The derivation approaches for Methods I though IV are outlined as follows:
• Method I: in Method I, Eq. (5) is the solution of Eq. (7) that considers the initial and final baseflow rates equal to Q,(0), with a 1 and 02 both being nonzero and a, ranging between 0 and I. Also. Method I assumes 0 4 and (( 4 to he zero. • Method 11: Eq. (6) is finite difference approximation of the continuous time derivatives in Eq. (7) and can he rewritten in the form of Eq. (6) for small time steps, with a being nonzero and a,.
(1 4 . and 0 4 all being zero in Eq. (7). • Method Ill: Method III corresponds to the solution of Eq. (7) considering initial haseflow rate equal to Q,,(0) and with a nonzero a 1 value. This method assumes zero values for a, a3. and ((4 in Eq. (7). • Method IV: Method IV can be rewritten as a finite difference approximation of Eq. (7) with (12 = I and setting a, a 1 . and a4 all to he nonzero. This analysis further reveals that Method IV is the most complete method in the sense that it has the most nonzero coefficients in Eq. (7), thus avoiding any truncation error.
Evaluation of Selected Methods
Separately measured surface and subsurface flow data from a small, field-sized watershed in the Coastal Plain physiographic region of southeast United States was used to evaluate each of the five methods described in previous sections. A separate computer program using Visual BASIC language was developed to execute tasks involved in each method. The following sections provide background on the study site, instrumentation, data analysis. and model calibration.
Study Site
The Coastal Plain Province of the United States extends in north-south direction, from New England to the Atlantic Coast and then into Texas. The USDA Agricultural Research Service, maintains a research watershed (Little River Watershed) within the Tifton. Ga. upland physiographic area of the southeastern coastal plain. The watershed is in the outcrop area of the Miocene series (Shirmohammadi et al. 1984b) . Geological parent material originated from the Hawthorn Formation and is overlaid by quaternary sands. This formation is continuous and serves as an aquiclude in the Tifton upland. The long-term (1972) (1973) (1974) (1975) (1976) (1977) (1978) (1979) (1980) (1981) mean annual ratio of subsurface flow to total flow for the Little River Watershed was reported to he high. around 0.70 (Shirmohammadi et al. 1984a ).
Location and General Description
The field scale watershed (Station Z) is located in the Little River Watershed near Tifton. Ga. (Fi g. 2) 
Subsurface Flow Instrumentation
Oil top of the clay Hawthorn Formation and lower end of the watershed, a gravel packed 10-cm terra-cotta tile with an approximate length of 73 rn was installed to intercept and collect the subsurface flow. Subsurface flow was recorded every 5 min by binary stage recorder, which was operated on a 15 cm, 900. v-notch weir. These pieces of equipment were set in position in June 1968 (Rawls 1976) .
Surface Flow Instrumentation
According to the general slope of the watershed, a 0.305-in (1 ft). H-flume was installed on June 1969 on the southwest corner of the surface watershed to measure overland flow (Rawls 1976 
Availability of Data
Separately measured surface and subsurface flow data for field scale Watershed Z are available for the period of 1970-1981 . This data set forms the basis for the evaluation of the performance of each of the five methods identified in this study.
Methods of Analysis
All streaniflow partitioning methods identified in this study were programmed. The computer program eliminates all of the laborious and time-consuming efforts that are usually undertaken using manual hydrograph-separation techniques. In addition, it provides capabilities for more efficient handling of data than the manual methods.
One of the biggest challenges for the hydrograph-separatioil methods is that separately measured data of storm hydrograph elements are not widely available. Therefore, analysis of stonn event components is inherently arbitrary in nature. The lack of proper data has created a difficult situation in that the existing methods have not been pitt to test regarding their accuracy and ease of use. In this study. 12 years of separately measured surface and subsurface flow data were used for methods' calibration and verification. The definition by Ayyuh and McCuen (2003) was adopted for calibration purposes in this study and it is discussed for each of the streamllow partitioning methods. For all methods. the output of the methods was constrained so that the sum of the separated flow components was not negative or greater than the total flow.
The time interval for all computations is one day because both precipitation and runoff data are based on the daily time step. However, some methods have already been tested for smaller time intervals than the daily time step, which is not a concern in this paper.
Calibration of Method I (Wittenberg and Sivapalan 1999)
Six recession limbs of representative hydrographs were selected. Then, the computer program performed an iterative least-squares method to calibrate both parameters a and h for a series of flow recession data. An average or weighted average of these parameters was then taken for use in calibration of the parameters. Table 2 shows the range of the parameters that were obtained from the first six years of data from Station Z in the Little River Watershed in Tifton.
Based oil Wittenberg study, the starting point for basellow recession was assumed to be two days-• 'after inflection point of the hydrograph. However, the size of the watershed and duration of the storm event were two major factors that affected the selection of a point that marked the end of surface runoff. To modify the method for more accurate results, the effect of the two factors (i.e., watershed area and the storm duration) were considered in this study. Nejadhashemi et al. (2007) demonstrated that inflection point on the recession limb of a hydrograph accurately represented the end of surface flow. Therefore, the starting point for haseflow recession and the inflection point both were assumed to be the same point on the hydrograph.
Calibration of Method II (Nathan 1990 and Mugo 1999)
The Meyboom (1961) graphical separation of the baseflow component was suggested for calibration of Method TI by Nathan and McMahon (1990) and Mugo and Sharma (1999) . To autotuate the process and incorporate more data in the calibration procedure. the generated baseflow data sets from Method IV were used. This kind of approach is more robust and is capable of providing more accurate prediction. Instead of calibrating the method based on limited number of representative hydrographs, the entire six years of baseilow data (1970) (1971) (1972) (1973) (1974) (1975) were employed to determine a proper value for a parameter. It should he noted that the possible human error caused by reliance oil approximation and/or person's skill in plotting will be minimized by automating the entire calibration process. The computed filter parameter (a) values are shown in Table 3 using six years of data.
Calibration of Methods Ill and IV (Boughton 1988)
For calibration of Methods ITT and IV, seven hydrographs were selected as representative hydrographs from the first six years of observed data (Table 4 ). The program developed in this study automatically calibrated and calculated a constant value (Method 111) and a fraction (Method IV) based on all point on the hydrograph, which marked the end of surface runoff (inflection point). The program calculated a constant value based on the difference between the total flow at the starting point and the ending point of the surface runoff period. The program also computed the fraction value for the designated period of surface runoff. rounded to three digits after a period with iterative technique. In both methods, the constant and fraction value each needed to satisfy the assumption that the haseflow increased to equal the total flow at the specified point at the end of separation process.
Calibration of Method V (Smoothed Minima Technique 1980)
Method V (smoothed minima technique) does not need any special procedure for calibration. Therefore, all 12 years of data were used to evaluate the model's performance.
Results and Discussion
The five separation techniques were applied to Station Z to partition the total streamflow for the period of 1970-198 1. As mentioned earlier, this effort helped us to define the best available streamfiow partitioning method with respect to its accuracy and practicality of use. Previous studies using each of these methods evaluated their performance based oil delineated streamfiow components. Thus, their results could not be cornpaired with results of this study due to lack of common measured database. Tables 2-4 show the range of the parameter values obtained for Methods l-IV during the calibration phase. In Method I. two physical based parameters, a and b, were obtained by calibrating the method with observed streainflow data for six consecutive years (Table 2 ). However, average values for both parameters were incorporated into the computer program for partitioning streamfiow for entire 12 years (1970) (1971) (1972) (1973) (1974) (1975) (1976) (1977) (1978) (1979) (1980) (1981) . As shown on Table 2 , the calibrated values for parameter b were all more than 0.5. Wittenberg (1999) proposed that b varied between 0 and I with a high correlation obtained around 0.5 for unconfined aquifer. However, several explanations were suggested for deviation of b from 0.5 such as, high retention capacity in the river channel, significant presence of turbulent subsurface flow, and contribution of water discharge to a stream front confined aquifer. In this study. based on regional geology, significant presence of turbulent subsurface how, which may be caused by macropores, seemed to be the most reasonable culprit than the two other phenomena. For the parameter a, much greater spread can he recognized. Additional tests showed that in addition to catchment properties, the selection of the inflection point, the starting point for haseflow recession, and shape of the hydrograph had considerable effect on the value of parameter a.
The a values for Method II are shown in Table 3 . The level of scattering in the a values about the central tendency (average value) was about 58%. The reason for relatively small level of scattering was due to the incorporation of all six years of data during calibration. Employment of more data points (more storm events) in this approach than the manual graphical methods of hydrograph separation, made calibrated a values more reliable. However, the filter parameter of a that yielded the most acceptable haseflow separation was far front sLiggested range of 0.9-0.95 by Nathan and McMahon (1990) . It call concluded that physiographical and hydrological conditions may be the two major factors that dictate the variation on filter parameter (a) values, Table 4 Because the statistical anal y sis is often a primary clement of decision-making process, two sets of statistical analysis were considered here to examine the performance of each of the five hyclrograph-separation techniques. Two sets of tests were conducted for the full period of study to evaluate the performance of each streamfiow partitioning method for annual analysis of bydrograph elements. These tests are 1. Two indexes of haseflow (haseflow/total [low) and surface flow (surface flow/total flow) were employed to test each model's performance against measured data. Results are shown in Tables 5 and 6 observation were used for this anal y sis. These data points included all runoff events for the duration of the study. Results are shown in Tables 7 and 8 . Descriptive statistical measures are desirable in science for data characterizations. This kind of representation facilities evaluation of the main characteristics in an eas y and quantitative manlier. In this study, several common statistical parameters were employed for the evaluation of each methods' performance (Tables 7 and 8 ).
The first descriptor of the data was the mean. Mean measures the central tendency of the data. Amon-all methods, Method IV resulted in the closet mean baseflow and surface flow estimation when compared to the observed data. Method V resulted in the poorest mean results when compared to the measured data. Also For 50% of the annual haseflow and surface flow indexes, Method IV estimations were closest to measured data (Tables 5 and 6 ). For the remaining years of study. Methods 11 and III represented the measured flow components well. Results obtained using Method IV are comparable to the results obtained by Shirmohammadi et al. (1984a) for the same watershed data using an approximate streamflow partitioning method. In fact, Shirmohanimadi et al. (I 984a) results favored the measured data better when a variable initial abstraction (IA) was used. Method IV's performance may also he improved by determining a more accurate fraction coefficient used in the method by relating the fraction to the watershed physical and hydrologic conditions.
The mean can he considered as the best estimation of the criterion variable in the absence of additional information. However, standard deviation (Sy) and standard error of estimates (Sc) may 1970 197! 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 Another parameter for the methods' performance evaluation is the square of the correlation coefficient or coefficient of' determination (R), which represents the fraction of the total variation, if the explained variation equals the total variation, R will equal I or for the case of inverse relationship, it will equal -I. If the explained variation equals zero. R 2 equals zero. In the case of annual analysis of hydrograph elements. Method I had the highest R 2 values for both hasehlow and surface runoff (Table 7) . However, evaluation of dail y hydrograph components showed that Method IV provided higher R 2 value (R 2 =0.78) for haseflow component than the other methods (Table 8) . Examples of the regression equations and coefficient of determinations are also given in Figs. 3 and 4 .
The residual is the last parameter considered for statistical analysis in this study. The residuals are an important criterion in assessing the validity of linear regression model. In addition, the absolute arithmetical ratio of residual to the mean represents the average error relative to central tendency of' data. Therefore. smaller values in both absolute residual and the absolute ratio show higher accuracy in the estimation of the linear regression. As shown in Tables 7 and 8 . Method IV resulted in the smallest values for both parameters in all cases (daily and annual base). This result is further evidence of the superiority of Method IV to the other methods.
Finally, in order to narrow down the most accurate streamfiow partitioning m.thod, two more sets of tests were conducted. In the first set, the ANOVA was used to find out if there was a significant difference between annual average values of measured data and computed values. Results indicated that there was a significant difference between at least one pair of means. The second set of tests (Tukey test) was performed for pairwise comparison of the annual average values (Ott and Longneeker 2001) . This test in conjunction with an ANOVA test is generally used to find which means are significantly different from one another. Results from this section showed that at the p=S% level of signifIcance, only predicted values from Method IV are not significantly different from measured data, in both surface flow and haseflow cases.
Conclusions
The comparative study of five methods using separately measured surface and subsurface flow data from the field scale watershed (Station Z) located in coastal plain of the southeastern United States showed that despite the simplicity of Method IV. it produced reasonably accurate results. Method IV (Boughton) was one of the best methods for streamfiow partitioning based on its accuracy and ease of use compared to the other methods examined in this study. However, its accuracy will depend upon the proper estimation of the fraction coefficient that is based on man y physical and hydrologic characteristics of a watershed. In an earlier study. Chapman (1999) compared three algorithms for streamfiow partitioning. The results of his study showed that the two-parameter Boughton algorithm, which is fitted subjectively for hydrograph separation. is more consistent in providing satisfactory results than either the one-or three-parameter algorithms. Despite the fact that the study areas and the evaluation procedures are very different, both current and Chapman (1999) studies came to the same conclusion regarding the advantage of using the Boughton's method to other hydrograph-separation techniques.
Method V (smoothed minima technique) is one of the easiest approaches for hydrograph separation. but simulation results showed that this method was not reliable. However, the method's prediction accuracy may he improved by varying the number of days in nonoverlapping periods based on the watershed size.
Despite lower statistical scores for Methods I-ITT than Method IV. relatively high coefficient of determinations show that these methods may result in reliable estimation of streamliow cOnlponents. However, further efforts are needed to characterize the in-herent parameters in each of these methods for improved accuracy.
Even though extrapolating small-scale analysis to large-scale implementation can distort the model results (Shirmohammadi et al. 2005) , application of Method IV (Boughton) to large-scale watershed with proper input data may provide a reasonable estimate of surface and subsurface flow components. This was tested in an earlier study by Shirmohammacli et al. (1987) where they calibrated their model with Station Z data (the same data set used in this study) and applied their model to large watersheds ranging in size from 22 to 1.030 km 2 . These findings are expected to provide significant help to engineers and hydrologists faced with the task of estimating haseflow in regions where only total streamilow is measured. Mugo and Sharma (1999) used Meyhoom (1961) streamfiow partitioning technique for estimating daily hydrograph components. Like other graphical methods, reliance on eye approximation and/or operator's skill at plotting is the main shortcoming of this method. However, using graphical streamfiow partitioning methods for a long study period is practically impossible, thus they are only applied to selected hydro graphs representing the hydrology of a given site under consideration.
Appendix

Methods of Data Analysis
Graphical Method for Hydrograph Separation and Computation of Flow Indexes
The exponential decay recession curve can he expressed as qbt = q 0K = q ( e" (8) where q 1 =basef1ow discharge at time i, from the initiation of baseflow recession: q h0 =initial baseflow discharge at the initiation of recession; K b =baseflow recession constant: and a,,=baseflow exponential decay parameter (Mugo and Sharma 1999) . As noted before, the recursive digital filter method takes advantage of graphical techniques for calibration and validation of its parameters. The graphical baseflow index, B q , for each year is a key term for this method.
Conceptual Method of Hydrograph Separation and Its Implementation
III quick response filter partitions the total streamfiow into surface flow and haseflow are based on a filter parameter value. 8. Values of s (filter parameter) are determined in a series of computations. An assumed initial value for this term is substituted in the model, thus helping to determine the digital filter bascflow index ( B1 ) for each year. The filter parameter varies until such time when basellow indexes for both graphical and computational methods become equal for a particular year ( B 1 =B 4 ) . Among all of the filter parameters determined in the previous step, one value should be chosen. To do so. a program tests the filter parameters within the allowable range of filter values obtained from the analysis of individual years as described earlier. Next, the sum of the error squares for each quick response filter parameter is determined as follows:
where E=sum of the error squares and B=graphically determined haseflow index. The optimum value of quick response filter parameter is computed based on the least-squares error criterion. On the other hand, the value of E that results in minimum E is selected as the optimal value (Mugo and Sharma 1999) . The quick response filter model was run using the data from three forest catchments in Kimakia, Kenya, and East Africa (Mugo and Sharma 1999) . There was evidence that the model gave satisfactory results. However, some limitations should be pointed out before running the model for other watersheds. For example, this method should not be used for a large-scale catchment, with lag time of less than 24 h. which is only equipped with a single daily staff gauge height. In whatever way. for a smallscale catchment with shorter lag time. autographic stage heights should he used. Therefore. the lag time is a vital term for selecting the time interval for the model. Generally, the lag time should always he less than the selected time of interval in small catchments (Mugo and Sharma 1999) .
Notation
The fo/Iommiia,' s ymbols are used in this paper: a = physical based parameter (min ' day"); = constant parameter reflecting watershed climatic and physiographic characteristics (dimensionless): (Xb = basefiow exponential decay parameter (dimensionless); = time step (day): and e = filter coefficient (dimensionless).
