In many real-life scenarios, the response and the covariate are circular in nature.
etc. Many other variables of interest are cyclic in nature, even though not directly measured in angles, e.g., time of the day and day of the year (Jha and Biswas, 2017) . Such variables are commonly labeled as circular variables or directional variables in the statistics literature (Mardia and Jupp, 2000) .
It is of interest to analyse the relationship of a circular response with associated covariates in various fields of science, e.g., meteorology (Kato et al., 2008) , geoscience (Rivest, 1997) , and, medical science (Jha and Biswas, 2018) . In this context, some rotational models have been proposed where the predicted mean direction of the response is a fixed rotation of the covariate.
See Mackenzie (1957) and Rivest (1997) for more details. Fisher and Lee (1992) , Bhattacharya and Sengupta (2009) and Gould (1969) proposed regression models for the case of linearcircular regression. Due to the difference in the topology of a circle and Euclidean space, these models cannot be directly applied to the case of circular-circular regression. Downs and Mardia (2002) proposed the Möbius transformation based regression link function for circular-circular regression. Later, Kato et al. (2008) also considered the Möbius transformation based link function by reparameterizing the model of Downs and Mardia (2002) . This reparametrization induces a nice geometry to the regression link function when the angular error follows wrapped Cauchy distribution. It provides some advantages in terms of distributional properties as the wrapped Cauchy distribution is closed under rotation and Möbius transformation. It is important to note that the rotational model, where the predicted mean direction of the response is a fixed rotation of the covariate, is a special case of the Möbius transformation based model. Also, unlike the rotational model, this model is adequate when there is a high concentration of responses on a section of the unit circle.
In this article, we consider the circular-circular regression model where measurements on both the response and the covariate are rounded. This work is motivated by a study conducted at the Disha Eye Hospital and Research Center, Barrackpore, West Bengal, India, over a period of two years . A cataract is a clouding that develops in the natural lens (also called the crystalline lens) of the eye or its envelope, and the lens loses its transparency and causes partial or total loss of vision due to cataract. Cataract surgery is the removal of the opaque natural lens from the eye, and an artificial intra-ocular lens implant is then inserted to restore vision. During the cataract surgery, incision causes unwanted changes to the natural corneal shape causing an astigmatic eye. Regular astigmatism can be further subdivided into three types: (i) With-the-rule astigmatism -the vertical meridian is steepest (an American football lying on its side), (ii) Against-the-rule astigmatism -the horizontal meridian is steepest (an American football standing on its end), and (iii) Oblique astigmatism -the steepest curve lies in (120
• , 150
• ) or (30 • , 60
• ). In with-the-rule astigmatism (WTR), the eye sees vertical lines more sharply than horizontal lines. Against-the-rule astigmatism (ATR) reverses this situation.
Oblique astigmatism is worse than WTR and ATR astigmatism because the standard objects (letters etc) in nature are upright (horizontal/vertical). In WTR or ATR astigmatism, the objects get distorted horizontally or vertically whereas the distortion is severe for oblique astigmatism. See (Bakshi, 2010) for more details. In this study, the axis of astigmatism of the eyes was measured on the 1st, 7th and 15th day after the operation. The main objective of regular monitoring is to study the process of visual recovery and minimize surgical trauma.
Quite naturally, the primary interest is to identify patients who require additional care after two weeks of the surgery.
There are some critical issues involved in modeling of aforementioned astigmatism data.
According to medical practitioners, if the axis is closer to 0 • , 90 • or 180
• , then it is not a matter of serious concern. Therefore, it is preferred that the axis is closer to 0 • , 90
• or 180
• . In order to make only one preferred direction, the observed angles are rounded by multiplying with 4 (mod 360
• ). Consequently, the preferred angle reduces to 0 • ( = 360 • ) and hence, the multimodal distribution becomes a distribution having a single mode at 0
• . The above-mentioned idea is illustrated in Figure 1 . Due to this transformation or rounding, the variables become zeroinflated. The axes of astigmatism after 7 days and 15 days of the surgery are presented using circular plots in Figure 2 .
There are numerous studies focusing on zero-inflated random variables in the linear setup. Tobin (1958) , Heckman (1974 Heckman ( , 1979 proposed some models in the context of linear regression where the responses are zero-inflated. Lambert (1992) considered Poisson regression for count data with excess zeros in the response variable. Bhuyan et al. (2018) discussed the case when both the responses and covariates are zero-inflated and proposed estimation methodology for the model parameters under Bayesian setup. See Min and Agresti (2002) for a detailed review of the zero-inflated regression models. However, in all of these works, the response and the covariates are linear in nature where zero-inflation is caused by censorship through a selection mechanism. The case of circular random variables is considerably different from linear ones. The difference mainly arises due to the topology of the circle where the zero cannot be considered to be located at the boundary of the sample space. In the context of cataract surgery data, a spike at zero may be interpreted in the same way like a spike at any other angle, since origin can be fixed arbitrarily without loss of generality. Most importantly, zero-inflation or point-accumulation is caused by rounding of observation in contrast to the linear cases.
There are only a few works on the analysis of rounded circular data in the literature. The distribution for modeling of a circular random variable with point-accumulation was studied in Biswas et al. (2016) . In the context of circular-circular regression, Jha and Biswas (2018) Figure 1: Effect of multiplying by 4 to make a multimodal circular distribution (solid lines) unimodal (dotted lines).
proposed a model with rounded response variable and discussed the estimation of associated model parameters. However, there is no such model available in the literature for the case of a rounded circular covariate. In order to avoid such difficulty, Jha and Biswas (2018) analysed a subset of the dataset discarding all the point-accumulations resulted from rounding of measurements corresponding to the covariate. It is important to note that the conventional circular-circular regression model and the model proposed by Jha and Biswas (2018) are not appropriate for handing rounding effect on the covariate and provide biased results.
It is natural for a medical practitioner to foresee the status of astigmatism depending on its immediate past while the indirect effect of the sequential feedback from the preceding inspections is also utilized in an appropriate fashion. The existing models are not capable of joint modeling of the periodical observations on astigmatism, recorded over three different inspections, incorporating the aforementioned practical assumption inherent in this study. In order to model such data, we propose a two-stage circular-circular regression model based on continuous latent variables, which is an extension of the model proposed by Kato et al. (2008). In our proposed approach, we consider a more realistic assumption that zero inflation occurs due to rounding in contrast to the assumption of Jha and Biswas (2018) . We propose an estimation methodology under Bayesian setup using MCMC algorithm for the associated model parameters, which is described in Section 2. In Section 3, the performance of the proposed method is compared with the relevant models through simulation studies. We carry out a real-life data analysis based on a cataract surgery dataset as an illustration of our proposed methodology in Section 4. We end with some concluding remarks and possible extensions in Section 5.
Proposed Model and Methodology
In this section, we first describe the circular-circular regression model proposed by Kato et al. (2008) . Then we propose a two-stage circular-circular regression model with Möbius transformation based link functions. Let us represent circular random variables θ Y and θ X as complex random variables Y = e iθ Y and X = e iθ X , respectively taking values on the circumference of a unit circle. The circular-circular regression model of Kato et al. (2008) can be written in the following way: Figure 3 : Circular-circular regression model.
where β 0 , ∈ {z : z ∈ C; |z| = 1}, β 1 ∈ C, and the angular error arg( ) follows a wrapped by α = arg(β 0 ). This is shown in Figure 3 . For |β 1 | > 1, we fix a point 1/β 1 and then this point is connected to
x by a straight line. For the aforementioned interpretation of β 1 , it also covers the cases in which the predicted mean direction depends on the conjugate of x (i.e. when there is a reflection of x). The intersection of this line with the unit circle is then rotated by α to obtain the predicted mean direction µ. When |β 1 | is closer to 1 and x is uniformly distributed, this results in high concentration of x β around (1) is inadequate for handling rounded data (Jha and Biswas, 2018) .
The aforementioned circular-circular regression model (1) will give a very poor fit to the data with the high concentration of observations for both the response and the covariate in a particular direction due to rounding of measurements. In order to model rounded circular data, we first define circular latent variables θ Y * and θ X * as
and
respectively, where δ Y and δ X are known constants taking values in [0, π). Now we propose the two-stage circular-circular regression model based on the aforementioned latent variables as
where
, where W C(µ, ρ) represents the wrapped Cauchy distribution with parameters µ ∈ [0, 2π) and ρ ∈ [0, 1], for i = 1, 2. Also, arg( 1 ) and arg( 2 ) are assumed to be independently distributed.
As discussed in Section 1, there may be information available on an additional circular variable, say V , which has no direct effect on the response Y but it can induce changes only through the covariate X. In order to model such case, the aforementioned model, given by (2) and (3), can be easily generalized as:
where b 1 ∈ C and V = e iθ V . In the literature of Econometrics, V is known as instrumental variable (Cameron and Trivedi, 2005, p-97) . Note that the above model reduces to the twostage circular-circular regression model without rounding error for δ X = δ Y = 0. In the absence of instrumental variable, the two-stage model, given by (4) and (5), reduces to (2) and (3) with
Bayesian Estimation
We propose Bayesian estimation of the parameters involved in the model (4) and (5) using MCMC algorithm based on data augmentation. In the conventional frequentist approach, computational challenges arise in the model fitting due to intractable numerical integration involved in the log-likelihood function. This is one of the reasons for favoring a Bayesian analysis since Bayesian methods do not depend on maximizing likelihood function. We sample the unobserved latent variables from the conditional probability distribution of θ Y * (θ X * ), given θ Y (θ X ) = 0, as well as model parameters. Note that the above conditional distribution follows the truncated wrapped Cauchy distribution with density function
is the density of the wrapped Cauchy distribution with parameters µ and ρ. We propose an algorithm for generating samples from the truncated wrapped Cauchy distribution which is discussed in the Subsection 2.2.
The joint posterior density for the model in equation (4) can be written as
where µ 1i = arg(β 0
, and π(Θ 1 ) denotes the prior density of Θ 1 . Similarly, for the model in equation (5), the joint posterior density can be written as
, and π(Θ 2 ) denotes the prior density of Θ 2 . The conditional densities of the model parameters can then be written as
Note that the full conditional densities of latent variables θ X * i and θ Y * i have the following closed-form expressions
respectively. However, the full conditionals of the model parameters cannot be expressed in closed form. Therefore, we employ the Metropolis-Hastings algorithm for generating samples from the posterior densities of the parameters and the detailed algorithm is provided in Subsection 2.2. In our context, δ Y and δ X are known apriori. However, in many situations, these are not known and one can consider suitable prior for estimation purpose.
Sampling Algorithms 2.2.1 Sample Generation from Truncated Wrapped Cauchy Distribution
Let θ Z be a circular random variable following truncated wrapped Cauchy distribution with Cauchy distribution with parameters µ = arg(ψ), and ρ = |ψ|, where ψ ∈ {c ∈ C : |c| ≤ 1} (Kato et al., 2008) . The geometry of the transformation η(Z) =
is provided in Figure 3 with Z = −x, ψ = β 1 and α = 0. Note that, η(Z) is the point on the circumference of the unit circle which is situated at the intersection of the line joining Z and ψ and the unit circle. It is easy to see that arg{η(Z)} follows wrapped Cauchy distribution with µ = arg(ψ) and ρ = |ψ|.
In order to simulate an observation U from the truncated wrapped Cauchy distribution, one can generate a unit complex number ξ uniformly in the region between η(A) and η(B)
and consider the argument of its inverse Möbius transformation η −1 (ξ), where A = e ia and B = e ib . This construction is diagrammatically illustrated in Figure 4 . Also, we provide a simple algorithm which can be implemented for generating samples from truncated wrapped Cauchy distribution below. Step 1: Take A = e ia , B = e ib and choose a point c in the support of f T W (θ z ; µ, ρ, a, b).
Step 2: Generate a random unit complex number ξ uniformly from the arc joining η(A) and η(B) containing η(C), where C = e ic .
Step 3: Take U = arg{(η −1 (ξ)}.
Metropolis-Hastings Algorithm
For the purpose of Bayesian estimation, we consider the following prior distributions for the parameter vectors Θ 1 and Θ 2 . The joint prior distribution π(Θ i ) can be expressed as the
It can be easily verified that the joint posterior density is proper for a ρ i > 1. Similar priors have been considered by Ravindran and Ghosh (2011) in the context of circular-circular and circular-linear regressions. For the purpose of implementing Metropolis-Hastings Algorithm, we consider the proposal distributions for θ 01 , θ 11 , θ 02 , θ 12 , ρ 1 , ρ 2 to be uniform, and the proposal distributions for r 1 , r 2 are chosen to be exponential. As discussed before, δ Y and δ X may be unknown and one can employ the following MCMC algorithm for estimation purpose with priors π(δ Y ) ∝ 1 and π(δ X ) ∝ 1, and uniform proposal densities.
Algorithm 2: Metropolis Hastings Algorithm
Step 1: Sample θ X * from the density π(θ X * |−) given in equation (8), and then sample θ Y * from the density π(θ Y * |−) given in equation (9).
Step 2: Generate the model parameters sequentially from the corresponding proposal densities and denote it as ν p . Given the previous value of ν p and the current draw ν p , return ν p with probability
otherwise, repeat the previous value ν p , where π(d, w) denotes the proposal density at d with parameter w and π(·|) denotes the full conditional densities given in equations (6) and (7).
Step 3: Repeat Step 1 and Step 2 until convergence.
Some Generalisations
The proposed two-stage model, given by (4) and (5), can be extended to the case when there are multiple circular covariates. Jha and Biswas (2017) proposed a multiple circular-circular regression model (MCR2) based on Möbius transformation which is represented as:
, and X 1 , . . . , X k are covariates. Note that the model (10) reduces to (1) for k = 1. Now, without loss of generality, we consider that measurements on X 1 are rounded and define a latent circular variable X * 1 as:
where θ X * 1 = arg(X * 1 ). Note that the measurements on response Y are also rounded and we consider the latent response Y * as defined in Section 2. Then, the generalised two-stage circular-circular regression model for rounded data with multiple covariates is given as:
where and (q 1 , . . . q l ) with parameter vectors 1 k×1 and 1 l×1 , respectively. The priors for arg(A j ), for j = 2, . . . , k, and arg(B i ) for i = 2, . . . , l, can be taken as uniform. The MCMC algorithm mentioned in Subsection 2.2 can be readily extended for this generalised model.
Simulation Studies
In order to study the performance of the proposed method, we generate data considering different sets of parameter values each at two different sample sizes, 50 (close to the sample size of data analysis) and 100. We generate θ V from von Mises distribution with mean 0 and concentration parameter 2. The five different sets of parameters values of Θ 1 and Θ 2 are chosen, keeping δ X = δ Y = 0.035 radians, such that the approximate proportions of zeros due to rounded observations in the response and covariate are given by (0.15, 0.15), (0.10, 0.10), (0.10, 0), (0, 0.10) and (0, 0), respectively. In order to apply the estimation methodology, we consider the priors as discussed in the Subsection 2.2 with a ρ i = 2 for i = 1, 2. We generate 100,000 samples from the posterior distributions of the associated model parameters using MCMC algorithm and find the posterior mean and standard deviation (s.d.) for linear parameters and posterior circular mean and circular dispersion (c.d.) for circular parameters based on every 10th iterate discarding the first 60,000 iterations as burn-in. This is repeated 100 times and the average estimates are reported in Tables 1-5. Note that, the circular dispersion for n circular observations φ 1 , . . . φ n is given by 1 −R, whereR = || n i=1 z i || n and z i = (cos φ i , sin φ i ) for each i = 1, . . . , n. We also report the coverage probability (CP) and 95% HPD interval corresponding to all the parameters. The details for finding the HPD credible interval for circular parameters are provided in Jha (2017) . As expected, the standard deviations and circular dispersions decrease as the sample size increases (See Tables 1-5 ). Comparing the results of the simulation study without rounded observations (See Table 5 ) with rounded cases (Tables   1-4) , it can be readily seen that even with high percentage of point-accumulation, our method seems to perform reasonably well. 
Model Comparison and Sensitivity Analysis
In order to compare the performance of the proposed model (Model I, say), we also consider the two-stage circular-circular regression model which does not account rounding (Model II, say) and another model which accounts for rounding in the response only (Model III, say). We first compare the performance of parameter estimates associated with Model I, Model II and Model III when the data is generated from Model I with sample size n = 50 and δ X = δ Y = 0.070 radians (4 • ). In order to apply the estimation methodology provided in the Subsection 2.1, we consider the priors as discussed in the Subsection 2.2 with a ρ i = 2 for i = 1, 2. The averages of the estimates over 100 replications are reported in Table 6 . It can be observed that most of the parameter estimates for Model II and Model III are biased compared to those of Model I. Moreover, the mean BIC=k log(n) − 2 log(L) value for Model I is smaller compared to both Model II and Model III, where k is the number of parameters and L is the likelihood function.
These results clearly indicate that both Model II and Model III are inadequate for modeling purpose when both response and covariate are zero-inflated due to rounding.
In order to carry out a sensitivity analysis, we consider the following misspecified simulation model where a significant proportion of zero values for both response and covariates are allocated randomly.
, with probability 1 − p. 
Note that the aforementioned model reduces to the proposed two-stage circular-circular model,
given by (4)- (5), for p = 0. We generate data of sample size n = 50 with β 0 = b 0 = 1, β 1 = 0.9, Table 7 . It can be observed that Model I fits the data as good as Model II and
Model III for small values of δ. As expected, the performance of Model I is much better compared to both Model II and Model III even for moderately large values of δ.
Data Analysis
We consider the dataset obtained from a study on cataract surgery conducted at Disha Eye Hospital and Research Center, Barrackpore, West Bengal, India, over a period of two years from 2008 to 2010. As discussed before, patients are inspected at regular intervals for monitoring visual recovery and minimizing surgical trauma. Therefore, it is of interest to model the axis of astigmatism after two weeks of the surgery for the purpose of identifying patients who require additional care. Jha and Biswas (2018) fitted a circular-circular regression model considering the response and the covariate as the axis of astigmatism after 15 days and 7 days of the surgery, respectively, where only the part of the dataset was considered in which the responses were rounded but the covariates were not. In this analysis, we consider the dataset corresponding to SICS, Snare and Conventional Phacoemulsification techniques of cataract surgery, where measurements on both the response and the covariate are rounded. We consider the response (θ Y ) and the covariate (θ X ) as the axis of astigmatism after 15 days and 7 days, respectively.
Due to rounding of measurements, among the 54 observations, there are 31% and 35% zeros in response and covariate, respectively. In this study, measurements on the axis of astigmatism just after a day of the surgery are also available. As discussed before, medical practitioners postulate that the status of a patient at any particular inspection depends on its immediate past while feedback from the preceding inspection may have an indirect effect. Therefore, we consider the axis of astigmatism after 1 day of the surgery as an instrumental variable (θ V ).
In order to apply the methodology provided in Section 2, we consider δ X = δ Y = 0.035
radians ( Table 8 . We also report the 95% highest posterior density (HPD) credible interval.
As expected, the 95% HPD credible interval for both r 1 and r 2 does not contain 1 (See Table   8 ), hence, one can conclude in a crude way that θ Y (θ X ) is dependent on θ X (θ V ). It is evident that Model I fits the data better compared to both Model II and Model III with respect to BIC (See Table 8 We also present a modified probabilityprobability (MPP) plot for all the four models in Figure 6 . In order to deal with the censored residuals, we consider Kaplan-Maier estimate instead of the empirical probabilities in MPP plot. Note that, we have taken 0 to be the origin and represent all the residuals in the interval [0, 2π) for the calculation of Kaplan-Maier estimate. It is clearly visible from the MPP plots that the proposed models which incorporate the rounding effect in the covariate provide better result compared to the existing models. Therefore, we can conclude that modeling the rounding effect and incorporating the instrumental variable improves the model fitting with respect to the cases when we neglect any of these features.
In order to compare the predicted values with the observed values, we converted the predicted values in degrees and rounded off to the nearest integer divisible by 4. In general, the patients not affected by astigmatism after 7 days of the surgery remain unaffected in near future. In our dataset, there were 17 patients who remain unaffected by astigmatism during the study period. Interestingly, our fitted model predicts the same. Medical practitioners are more interested in identifying patients whose performances either improve or deteriorate. As per fitted Model I, we detect the improvement in 17 out of the 21 patients. However, the deterioration is detected for only 6 out of the 13 patients. Overall, the proposed model fits the data pretty well and one can use the aforementioned results to take effective decisions during post-operative care. As per our prediction, we may conclude that the patients whose conditions have improved and seem to stay good in the future require less monitoring while rest of the patients need more frequent monitoring and care.
Discussion
In this paper, a Bayesian methodology has been developed for estimation of parameters of a circular-circular regression model with rounding error in covariate and response, unlike the existing frequentist methods that only model the cases with rounding error in response. Circularcircular regression is not well studied with respect to Bayesian perspective. This paper makes an attempt in that direction and possibly for the first time Bayesian estimation is proposed for the Möbius transformation based circular-circular regression model. Our proposed model fits the data well compared to existing models which ignore rounding error in the covariates.
However, the scope of the proposed model goes far beyond this particular data set. For example, one can model wind direction data where the measurements are rounded to one of the pre-specified directions.
As a special case, the methodology is applicable for conventional circular-circular regres- As the Möbius transformation based circular-circular regression model is not readily extendable to the case with linear covariates, it can be considered as a future work. Although we have not explicitly considered missing data in our current analysis, if the missingness is ignorable (i.e. missing at random) then a simple data augmentation technique has to be incorporated into the proposed methodology. For data with non-ignorable missingness, modeling and the estimation of the associated parameters are technically challenging, which will be addressed in future.
