Semantic shape completion is a challenging problem in 3D computer vision where the task is to generate a complete 3D shape using a partial 3D shape as input. We propose a learning-based approach to complete incomplete 3D shapes through generative modeling and latent manifold optimization. Our algorithm works directly on point clouds. We use an autoencoder and a GAN to learn a distribution of embeddings for point clouds of object classes. An input point cloud with missing regions is first encoded to a feature vector. The representations learnt by the GAN are then used to find the best latent vector on the manifold using a combined optimization that finds a vector in the manifold of plausible vectors that is close to the original input (both in the feature space and the output space of the decoder). Experiments show that our algorithm is capable of successfully reconstructing point clouds with large missing regions with very high fidelity without having to rely on exemplar-based database retrieval.
Introduction
With the increasing availability of low-cost RGB-D scanners, the availability and consequently the need to process 3D data is becoming of great interest to the robotics and vision community. Voxelized representations of 3D data have been quite popular in the learning community because of the ease of generalizing convolution operations to 3D. However, most 3D data, whether acquired through RGB-D scanners like Kinect, or through Structure from Motion (SfM) and stereo cameras, is in the form of point clouds. This, along with the fact that point clouds are highly memory efficient while preserving fine surface details, makes it highly desirable to extend deep-learning methods to point clouds. Point clouds have been significantly harder to incorporate into deep learning architectures due to the irregular organization of points, i.e, they are not regular structures and can't be directly used with architectures that exploit regularity in the * Both authors contributed equally input for weight sharing. The networks proposed for point clouds need to be able to handle arbitrarily-sized inputs and permutation invariance. A common challenge when reconstructing 3D scenes is that the resulting point clouds may have large missing regions. Reconstructions using SfM may be sparse due to lack of feature points to track on the object. Similarly, the point cloud generated by a range scanner may have gaps due to occlusions, limited viewing angle, and may be limited by the resolution of the sensor. In this paper, we aim to solve this challenge using a deep learning approach. We propose a framework that can take as input a point cloud with arbitrary corruption, such as large holes, entire missing regions (such as due to occlusions/viewing angle) and low resolution/ small number of points (which can also be caused by texture-less surfaces during SfM, or due to limitations in the resolution of a RGB-D sensor); and output a dense complete point cloud. Note that the novelty of our approach lies in the fact that we don't need to train on a dataset containing these corruptions and yet manage to handle them at test time.
Our main contributions are as follows :
• The first shape completion framework that works directly on point clouds, and can handle all types of point cloud noises at test time such as large holes, multiple smaller missing regions, and low density, even if trained only on complete point clouds. • A novel algorithm that performs shape completion by performing optimization on a latent manifold learnt by a generative model, using a combination of losses that ensures reconstruction of a valid object while simultaneously fitting the available data.
• Quantitative and qualitative evaluation of our method and other baselines on both synthetic and real (SfM) data. We demonstrate our method is able to generalize to real data while being trained entirely on synthetic data, something that the baseline methods fail at.
Related Work
Incorporating point clouds into a deep-learning framework poses several challenges, due to several peculiarities such as input size and order variance, non-uniform density, and shape and scaling variance. Previously, most deep-learning approaches for point cloud centric applications overcame these challenges by voxelizing the point clouds, which allows for the extension of ideas from 2D CNNs into the 3D space [13] [14] . However voxels are highly inefficient in terms of accuracy and fidelity of the shape represented, and the network size increases rapidly as spatial resolution is increased [40] . More importantly, point clouds are the most common and general representation for 3D data as other representations can easily be obtained from them.
Qi et al. [1, 2] first introduced a deep learning network, PointNet, for point cloud classification and segmentation. The network handles the arbitrary input size of point clouds by using an element-wise symmetric operation, such as max pool, to encode any input into a fixed size feature vector.
Achlioptas et al. [5] proposed coupling a PointNet-style encoder with a decoder of fully connected layers, along with loss metric like Earth Mover's distance (EMD) to learn representations of point clouds. They further showed that Gaussian Mixture Models or Generative Adversarial Networks could be trained to directly generate the latent representations, which can be used for point cloud generation.
Yu et al. [7] adapt [2] for the task of upsampling point clouds. As noted by the authors in the paper, their approach is not suited for point clouds with large gaps or missing regions.
Shape Completion. Shape completion has long been a problem on interest in the graphics and vision community. Traditional geometric methods such as [32, 31, 30] can only fill in small holes in surfaces. A lot of classical approaches relied on exemplar-based completion, where a CAD database was used to fetch similar models to reconstruct the object, which may then be deformed to match the partial input [24, 34, 33] . The vast majority of deep learning works on shape completion have relied on voxel representations due to the ease of generalizing convolution operations to 3D using 3DCNNs. Dai et al. [26] used 3DCNNs to predict a coarse complete shape, which was in turn used to lookup a similar model from a database. These similar models were then used together with the input for a combined complete shape synthesis. Other recent methods have removed reliance on a database by directly building predictive models for the complete 3D shape, often in a coarse-to-fine manner [26, 28, 25, 29] . However, all these approaches rely on voxels as their 3D representation, which greatly limits the capacity of the model to represent fine details, and makes the networks very large. For example, [29] is one of the highest resolution methods for voxel-based shape completion currently, but a single model cannot be trained to complete shapes of different classes of objects due to limitations associated with high-resolution voxel representations. Another interesting angle has been the task of predicting 3D shapes from depth maps [38, 39] , although these don't address the challenge of having point clouds with uneven density and arbitrary holes. The idea of using deep generative models has been shown to be effective in recovering missing regions in 2D images [10] [11] . Similar methods were extended to voxelized 3D shapes recently in [19] , which incorporates a convolutional encoder-decoder, a GAN and an LSTM to better learn global and local structure. However this method too is for voxels, and a single model cannot be trained to complete objects of different classes, due to similar limitations as the other voxel-based methods mentioned previously. There has been very little work done on learning-based methods for shape completion directly on point clouds. The authors of [5] show that their autoencoder architecture may also be trained for completing point clouds. More robust formulations of the autoencoder architecture have been proposed in [4, 6] although these works don't address shape completion. We note that these recently proposed approaches aimed at learning more robust representations of point clouds can be seamlessly incorporated into our algorithm, as our latent-optimization is agnostic of the style of the encodingdecoding mechanism used. To the best of our knowledge, we are the first to propose a deep learning based shape completion approach that works directly on point clouds and can handle arbitrary corruptions in the point cloud without requiring any special training. We also need very small networks with much fewer parameters as compared to voxel-based approaches. Our approach is purely learning based and does not rely on exemplar-based retrieval from a database and generalizes well to objects not seen during training.
Methods

Generative models for point clouds
We build upon a recent model for point cloud generation proposed by Achlioptas et al. [5] , which extends [1] to learn an autoencoder for point clouds. The encoder consists of multiple layers of 1D convolutions followed by a symmetric pooling layer (max pool in our case) resulting in a single global feature vector (GFV) for the entire point cloud. The decoder consists of a set of stacked fully connected layers. The last layer of the decoder outputs an N × 3 dimensional vector which corresponds to the N points of the point cloud. The Earth Mover's distance (EMD), which is a permutation invariant metric, is used as the loss function. The EMD between two point clouds S 1 , S 2 is given by:
where φ : S 1 → S 2 is a bijection. The optimal bijection is unique and invariant under infinitesimal movement of the points. The autoencoder is trained on the ground truth complete point clouds in the training set. The trained encoder (E) is then used to extract the global feature vector encoding for each point cloud in the training set. As in [5] , we then train a GAN on the extracted global feature vectors. New feature vectors generated from the generator (G) can be passed through the decoder (H) to generate point clouds. The GAN has the advantage of being a differentiable networkit is possible to take gradients through it from the output to the input distribution space. This is key for our latent-space optimization algorithm.
Generative Adversarial Network (GAN). GANs are a popular category of generative models which have been recently shown to produce state of the art results in image generation. GANs learn a mapping from an easy to sample distribution (say, a unit normal distribution) to the data generating distribution using a function approximator like a neural network (generator). The generator(G) is trained in a game theoretic set up, where the objective of the generator is to generate samples that look indistinguishable (to another network, called the discriminator) from the data. The discriminator (D) is trained to distinguish between the real data and the samples generated by G. We introduce a third network, the Initializing Encoder (IE), that learns a mapping from the output of the generator to the latent space z. But the traditional GAN training scheme is known to be unstable.
Recent advances in GANs [20, 21, 22] have tried to address this issue by modifying the loss or the training procedure itself. We use the loss modification proposed in [20] for more stable training. We train the GAN on the set of global feature vectors(GFVs) produced by the encoder. We use fully connected layers for the generator, initializing encoder and the discriminator. The training procedure for the AE and GAN is given in Algorithm 1. The losses optimized for training the GAN alongside the IE have been described below :
where, p z is the unit normal distribution centered at the origin, p data is the distribution of GFVs, z and x are samples from these distributions. Note that the IE and generator are jointly optimized and in alternation with the discriminator.
Point Cloud Completion using LDO
Consider an incomplete point cloud at test time, such as one generated via SfM. The point cloud may also be noisy and have uneven density. If this point cloud is passed through the encoder E, a "noisy" GFV is obtained, i.e. one that doesn't lie on the manifold of representations learnt by the autoencoder. We model the task of completing the point cloud as obtaining a clean GFV corresponding to the noisy one, through an optimization procedure. The cleaned GFV can then be passed through the decoder (H) to obtain a completed point cloud.
Thus the task is reduced to projecting the noisy GFV onto the manifold of clean GFVs. This is not trivial, since we don't have an analytical expression to represent the clean GFV manifold. Thus we use a GAN to represent the clean GFV manifold. As described in the previous section the GAN is trained on clean GFVs, extracted from the training set of complete point clouds. Projecting a noisy data point onto the manifold of clean GFVs can be reduced to finding the closest GFV to the noisy GFV, that is also classified as real by the discriminator. However, directly optimizing over the space of GFVs would result in adversarial exam-ples. Thus we choose to perform the optimization procedure in the latent space of the generator, represented by the latent vector z. First, we produce an initialization for z by passing the noisy GFV through the Initializing Encoder, z init = IE(GF V ). Note that the initialization is a very important step. Starting the z from a randomly initialized point makes the optimization much more difficult and requires imposing a lot of additional constraints. From this initial value, z is optimized so as to produce a clean GFV through the generator, G(z). Specifically, the objective of our Latent Denoising Optimization (LDO) algorithm can be decomposed into three parts:
Discriminator Loss: This term ensures that the generated GFV is from the data manifold. We optimize to maximize the score given by the discriminator to the generated GFV:
This term ensures that the generated GFV, G(z) is close to the noisy GFV, w i during the optimization and thus remains semantically similar to the input point cloud. The noisy GFV was obtained using the encoder E, w i = E(S i ). We simply minimize the L2 distance between the generated GFV and the noisy GFV:
(6) Decoder EMD Loss: This term ensures that the generated GFV maps to a point cloud which is close to the input point cloud where it exists. Here, we minimize the Earth Mover's distance between the input point cloud and the point cloud decoded from the generated GFV:
Thus our final loss becomes a weighted combination of these losses:
We perform this optimization using the ADAM optimizer. Note that we use an exponential decay to reduce the value of λ and β, starting with an initial value of 0.001 each. This helps us ensure that in the initial stages of the optimization, the emphasis on obtaining a semantically consistent and real looking point cloud and in the latter stages, the emphasis is on reconstructing fine details of the point cloud. The optimization is stopped as soon as the loss L D (z) starts increasing. This ensures that the optimization does not lead to 'unreal' looking point clouds in order to get the details right. It is important to note here that we only minimize the loss with respect to z (which is the input to the Generator). We do not update the generator or discriminator parameters when performing this optimization. At the end of the optimization, we obtain the optimal latent vector, z * . We simply pass this through the generator to get the clean GFV, G(z), which is passed through the decoder to obtain the completed point cloud, H (G(z) ). The entire Latent Denoising Optimization (LDO) algorithm has been given in Algorithm 2 and visual- 
Update z i using ADAM 7: Update λ = λ * 0.9998 8: Update β = β * 0.9998 9: if L D (z i ) > prevLD then 
Experimental Results
In this section, we demonstrate the salient features of our LDO algorithm by evaluating its quantitative and qualitative performance in multiple scenarios. We compare our model to 2 baseline models of point cloud completion, and show the improvement in the reconstruction by applying LDO in conjunction with these baseline models. We show quantitative and qualitative results of the improvements gained by LDO on the tasks of point cloud completion and upsampling. Finally, we show experiments on a real world scenario (SfM) where we demonstrate that our approach particularly shines in generalizing to real world data, while only having been trained on synthetic data. To summarize, we'll be comparing the following models:
1. Autoencoder (AE): An autoencoder trained only with complete point clouds. See Appendix for full implementation details. This baseline is used to demonstrate cases where no prior information is available about the deformities in the true data.
Denoising Autoencoder (DAE):
Another intuitive baseline is an autoencoder with the same architecture as AE, trained with an augmented dataset of incomplete point clouds. While working on our experiments, we became aware that the authors of [5] incidentally updated their work to suggest a similar DAE based completion method. Our initial experiments found that DAEs have a tendency to overfit, and don't generalize well to different amounts and kinds (small holes, large missing region, low-resolution, SfM point clouds) of incompletion (see appendix). Hence, we train different DAEs with different amounts of incompletion and test them on the same amounts of incompletion to get a competitive baseline for comparison. Although one would never have this luxury in the real world, this baseline is used to demonstrate the superiority of our method even when the exact kind and amount of deformity is known beforehand.
Latent Denoising Optimization with AE (AE+LDO):
Our algorithm applied using AE and a GAN learnt on GFVs of the clean training data generated by the AE. We show that despite never having been trained on noisy/incomplete point clouds, AE+LDO is very effective at point cloud completion and achieves a huge boost over just the AE's performance.
Latent Denoising Optimization with DAE (DAE+LDO):
To show the transferability of LDO, we also apply it on DAE, with a GAN trained on GFVs produced by the DAE on clean training data. We show that LDO is able to capitalize on the more robust representations learnt by DAE to improve performance even further than AE+LDO.
Dataset. We use ShapeNetCore, a subset of the full ShapeNet [9] dataset with manually verified category and alignment annotations. It covers 55 common object categories with about 51,300 unique 3D models. For the purposes of our experiments, we use 4 classes with the most available data from the dataset, namely: airplane, car, chair and table. For each class, we split the models into 85/5/10 train-validation-test sets for our experiments and results. We use the models without any pose or scale augmentations. We uniformly sample the point clouds (2048 points each) from these models, which serve as the ground truth for our training. In section 4.3, we experiment on a real-world data case we take sequences of images of faces and pass them through an SfM pipeline to get noisy point clouds of faces. We use the CMU Multi-PIE [35] dataset as the source of these face images and the Basel face model [36] to obtain a synthetic dataset of faces. More details on this are provided in section 4.3
Masking Experiments
For the first set of experiments, we choose a synthetic masking scheme to demonstrate the benefits of using LDO in point cloud completion tasks. In order to perform masking on a point cloud, we first choose a random point from the point cloud, and remove its 2048*(X/100) nearest neighbors of the point to obtain an X% masking. To ease batch processing of point clouds with unequal number of points, we replicate one of the non-masked points so that each point cloud is the same size. The PointNet architecture by its nature ignores replicated points. In later sections, we look into more realistic scenarios where this would become important.
Varying levels of Incompletion
We train a vanilla autoencoder (AE) using the training set in the Airplane class. We then train a GAN on the GFVs of the AE. At test time, we test the AE and AE + LDO (Latent Denoising Optimization) with varying levels of masking (20%, 30%, 40% and 50%) in the input point cloud. The corresponding scores have been reported in Table 1 . Note that we didn't have to retrain our model for the different levels of masking. We observe a clear improvement in performance by using our method. We also note that the performance of AE decreases with increasing levels of masking whereas AE+LDO remains more or less robust. We also train multiple denoising autoencoders (DAE) along with the corre-sponding GANs with varying levels of masking in the input (20%, 30%, 40% and 50%). The DAEs are trained to reconstruct the ground truth given the masked input. In this case, we test DAE and DAE + LDO with masking amounts that the DAE and the corresponding GAN was trained on. So a DAE and GAN trained with 40% masking are tested on 40% masking. This is done to demonstrate the benefit of LDO even when the underlying model (DAE) already has prior knowledge about the incompletion (since it was trained on the specific kind incompletion). The corresponding scores have been reported in Table 1 . We observe that AE + LDO perform on par with a DAE despite not having any prior knowledge about the kind or amount of incompletion during training. Moreover, performing LDO on DAE provides further improvement as seen from the scores in Table 1 . This shows that our model can integrate with any AE architecture and capitalize on the robust representations learnt by the models. A visualization of how reconstruction quality varies with increasing percentage of missing data can be found in the appendix.
Different classes
To show the robustness of our methods, we test our model on other classes, namely Chair, Car and Table, both in singleclass and multi-class setups. We train a separate AE and the corresponding GAN on the training set of each category. We also train separate DAEs and corresponding GANs with 30% and 50% masking for each category. We also train a multi-class AE, GAN pair on a training set with a combination of the four classes (Table, Chair, Car and Airplane). Correspondingly we train two DAE, GAN pairs with 30% and 50% masking respectively (referred to as Multi-Class in results tables). We test these models on 30% and 50% masking using the corresponding test sets and report the results in Table 1 . As in the previous section, the DAEs trained with specific masking amounts are tested with the same masking amounts. We observe a similar pattern as was observed in Airplane in all classes except Cars. AE+LDO performs on par or better than DAE in most of these cases. Moreover, incorporating LDO with DAE further improves the results and provides better scores than all other models in most cases. Interestingly, DAE trained on masked Cars performs better or on par with our models. On further inspection, we find that this is because there is very little variety in the dataset of cars. Thus DAE is able to easily transfer from the Car training set to the Car test set by simply producing the nearest neighbors from the training set. We visualize completion results with 50% masking using our best performing multi-class model (DAE + LDO) and compare it against its baseline (DAE) in Figure 3 (An enlarged version may be found in the appendix). It is seen that our multi-loss optimization ensures that both, a sharp, valid object is reconstructed, that also fits the available partial scan as best as possible. Figure 4 compares the point Table 1 . EMD loss of completed point clouds against ground truth (lower is better). As baselines we compare against an autoencoder(AE) trained only with complete point clouds as well as a denoising AE (DAE) trained with partial point clouds. For fairness, the DAEs were trained with the same percentage of incompleteness as they were tested against. We report the performance of our LDO algorithm when used together with the AE (AE + LDO) and with the DAE(DAE+LDO). Multi-Class refers to training a single AE/DAE to reconstruct all 4 classes, as well as our own algorithm when used with these AE/DAEs cloud completion results of AE and AE+LDO with 50% masking. We observe that AE produces meaningless point clouds when the inputs are very highly masked/distorted. Yet, just the addition of our algorithm drastically boosts the quality of results as shown in the figure, despite the models never having been trained on incomplete point clouds.
Upsampling Experiments
Upsampling is another important task that comes up in processing 3D data. This is especially important for SfM methods, that often rely on sparse feature points. We investigate the performance of LDO for upsampling point clouds that had been downsampled to 20% points of the original, using just a regular AE without any special training, and see impressive results. We show the EMD loss for plain AE and our model in Table 2 . The upsampled visualizations are given in Figure 5 . We see that the AE struggles to reconstruct
Category
Amount of downsampling at input
AE AE + LDO
Multi-Class 80% 0.073 0.058 Table 2 . EMD loss of upsampled point clouds against ground truth(lower is better). As baselines we compare against a autoencoder(AE) trained only with complete point clouds. We report the performance of our LDO algorithm when used together with the AE (AE + LDO).
any meaningful point clouds. Yet, just by the addition of our algorithm (AE+LDO) we observe a tremendous improvement in the upsampling quality. This shows the versatility of our approach.
Real-world Experiments
To evaluate the real-world applicability of LDO, we test it on the task of completing input point clouds obtained from SfM. The aim is to see whether LDO can generalize to realworld point cloud data, while having been trained only on synthetic data. We use COLMAP [37] , a general purpose SfM pipeline to generate point clouds using sequences of images. We experiment with the following classes:
1. Shapenet type models: We use some toy car and airplane models for testing. The models were placed on a rotating surface and multiple images were clicked from different poses around the object. These images were then processed through COLMAP. The output point cloud had incompletions due to severe lack of texture on these models. We test these incomplete point clouds on the multi-class AE and AE+LDO, as described in section 4.1.2. We choose these, since we don't have a training set of real world noisy point coulds along with their clean counterparts. But we also provide the results of DAE and DAE+LDO (trained with 50% masking on ShapeNet models) in the Appendix.
Faces :
We first create a synthetic training set of 3000 face point clouds using the Basel 3D Morphable Model [36] . The model provides a PCA basis for faces, and different faces can be obtained by sampling the PCA coefficients from gaussians. We train an AE with similar architecture as the ShapeNet AEs, except with an input/output size of 8192x3. We then also train a GAN on the GFVs obtained by this AE, as in the regular procedure to setup LDO. Next, we use the CMU Multi-PIE [35] to obtain a sequence of images of human faces taken from different poses. These are processed through COLMAP to obtain point clouds. These are tested on the AE and AE+LDO models trained on the synthetic Basel dataset. Here again, we provide the results for DAE and DAE+LDO (trained with 50% masking on the synthetic training set) in the Appendix.
For both classes, we align and do a "rough" cleaning of the obtained point cloud by aligning it against a template point cloud of the corresponding synthetic set, and removing points beyond a threshold distance from the template. Note that is only to remove background points -the intrinsic noisiness of the points characteristic of SfM is preserved. Where needed we also downsample them to fit our model resolution.
The qualitative results can be seen in Fig 7. It is observed that the AE by itself, having only been trained on synthetic data, fails completely on the ShapeNet-type models, and reconstructs badly fitting faces for the face models, since it fails to generalize beyond the PCA-basis constrained synthetic faces. However, AE+LDO gets better reconstructions that fit well with the partial input. We also observe DAE performs worse than AE, as expected, due to the incorrectly learnt priors. But surprisingly, DAE+LDO seems to perform better than all the other models (DAE, AE, AE+LDO). This illustrates the benefits of LDO and its ability to exploit the capacity of the underlying model even when the model was exposed to a bad prior.
Analysis of loss functions
We show a plot of the 3 losses used in LDO optimization and the EMD loss against ground truth (used for evaluation) during the optimization process of DAE + LDO in Fig 6 . The x-axis shows the number of iterations and the y-axis shows the loss values as the optimization progresses. The plot shows that the initialization encoder provides a decent initialization for the optimization, as measured by the ground truth EMD Loss (EMD-GT). This shows that the initialization itself is decent enough to provide scores competitive to that of the DAE. The optimization that follows is responsible for the improvements over the baseline DAE model. We observe that throughout the optimization, the three losses, namely, Partial-EMD Loss, Discriminator loss(LD Loss) and EMD-GT Loss decay gradually until the end of optimization, whereas the L2 loss increases gradually. This indicates that the GFV is being cleaned as it moves away from the noisy GFV and moves closer to the clean GFV. The optimization highlighted here takes 324 sec to process 50 point clouds on a Titan X GPU. The batch size could be increased to achieve a lower time per point cloud.
Discussion and Conclusion
In this work, we presented a novel scheme for point cloud completion using a purely learning based approach. We demonstrate the following salient features of our approach :
• We show the superiority of our algorithms on a variety of incompletion types ranging from large missing regions (masked), low-density point clouds (upsampling) to real world SfM point clouds.
• Even when trained with only complete point clouds, our algorithm (AE+LDO) was able to obtain high quality reconstructions.
• Compared with a denoising autoencoder baseline, our approach was shown to generalize much better to unseen data (sec 4.3, 4.1). The reconstructions obtained by DAE+LDO were shown to have higher fidelity to match the partial input, whereas the DAEs overfit to the training data resulting in more generic reconstructions.
• LDO shows generalization even in scenarios when the underlying model is trained on synthetic data and then tested on real world data (sec 4.3). In fact, even in cases where the DAE/AE fails completely, DAE+LDO/AE+LDO is able to extract high quality reconstructions.
LDO is quite flexible to the actual autoencoder architecture and training mechanism used. We show that it is able to capitalize on the more robust representations learnt by a DAE. Recent works have proposed more robust formulations of encoder-decoder architectures for point clouds, such as by incorporating local neighbourhood information [2, 4, 6] . In our future work, we wish to explore the integration of LDO into these frameworks. We would also like to explore better optimization schemes than ADAM.
