Abstract
of the farm. Different irrigation management strategies are tested using the farm simulation model. 23 The irrigation strategies are defined by a set of decision variables, and the decision variables are 24 optimized using simulated annealing. The result of this optimization is an irrigation strategy that 25 maximizes the expected future farm profit. This process is repeated several times during the irrigation 26 season using the CIS method, and the optimal irrigation strategy is modified and improved using 27 updated climate and soil moisture information. The ability of the CIS method to produce near optimal 28 decisions was demonstrated by a comparison to previous stochastic dynamic programming schedulers. 29
A second case study shows the CIS method can incorporate more realistic farm models than is 30 possible when using stochastic dynamic programming. This case study used the FarmWi$e/APSIM 31 model developed by CSIRO, Australia. Results show that when seasonal water limit is the primary 32 constraint on water availability, the CIS could increase pasture yield revenue in Canterbury (New 33 Introduction schedules or reservoir operations. For on-farm scheduling, future climate variability is important 23 because rainfall in semi-arid environments can contribute a significant portion of the soil moisture 24 needs (with the rest being supplemented by irrigation). Neglecting any future rainfall is overly 25 conservative, while assuming average rainfall ignores the risk of drier than average periods. 26
Many detailed farm system models are now available, capable of modeling complex plant 27 physiological processes. This paper reports on the development of an on-farm optimal irrigation 28 scheduling method that can utilize these detailed models. Given its initial application to the 29 Canterbury region of New Zealand, this method was named the Canterbury irrigation scheduler (CIS). 30
Method development

31
Overview
32
The scope of the research was restricted to on-farm irrigation systems that have an on-demand supply, 33 a fixed application depth, and a restriction on the total volume of water available over a season. Given 34 these restrictions, optimal irrigation scheduling requires optimizing decisions about which crops (or 35 paddocks) if any will be irrigated on each day, between the current day and the end of the irrigation 1 Where Z * = maximum expected profit from the current day to the end of the irrigation season; I = (I k  4 k = 1…K) = irrigation decisions from the current day to the end of the irrigation season; K = days from 5 the current day to the end of the irrigation season; I k = decision on day k about which crops if any will 6 be irrigated, θ = set of feasible irrigation decisions; χ n = future climate scenarios; C = total number of 7 different possible future climate scenarios; p(χ n ) = farm profit for the remainder of the irrigation 8 season, for future climate instance χ n (p = p(χ n )  n=1…C); and E[ ] = expectation operator. p(χ n ) is a 9 function of I and I is a function of χ n . The function p(χ n ) is a non-linear and complex function of I 10 because plant physiological response to soil moisture is non-linear and complex, and soil moisture 11 conditions early in the season can impact on plant performance much later in the season. Farm profit 12 (p(χ n )  n=1…C) is a stochastic function because the future climate is stochastic and not deterministic. 13 It was assumed function p(χ n ) could be any farm model (with a time-step of one day or less) that 14 predicts how farm profit is affected by irrigation decisions, simulated from the current day to the end 15 Therefore, given the structure of the problem a "simulated annealing" heuristic method was used for 29 optimization. 30
Decision variables and constraints
31
In order to reduce the number of decision variables to optimize, decision variables described general 32 irrigation strategies rather than individual irrigation decisions (I). Decision variables defined how 33 water use was prioritized in time and space. Prioritization in time was between particular intervals of 34 the irrigation season and prioritization in space was between crops. Specifically, decision variables 35 describe the expected future water use for each time interval and crop combination (Figure 1) . Time 1 intervals, for example, could be months or weeks of the irrigation season. The time interval is 2 different than the time-step in the farm model simulations, which is daily or less. Decision variables 3 are subject to constraints. Irrigation systems are subject to constraints on system capacity -the 4 maximum water which can be applied to a given area per day. System capacity constraints apply at a 5 crop scale and at a farm scale. Irrigation systems may also be subject to a seasonal volume limit. In 6 mathematical form, constraints on Eq. (1) may be approximated as: 7 
Where w = expected future seasonal water use. B = b ij  i=1…T,  j=1…N and c = c i  i=1…T. 4 Decision variables B and c were optimized using simulated annealing while w can be optimized 5 independently. The optimization problem can be decomposed, where Eq. (1) can be solved for several 6 values of w. The profit versus w relationship can then be used to determine the optimal value of w. 7
Generally, when water is scarce, it will be advantageous to apply all remaining seasonal water (i.e. w = 8 γ). Optimizing w independently improves optimization efficiency. Eq. (3) is a rearrangement of Eq. 9 irrigator is available. Occasionally there will be days when the soil moisture for more than one crop is 24 below the specified trigger soil moisture level, but there is insufficient farm system capacity to irrigate 25 all the crops. Under these circumstances, the crops that have the greatest difference between their 26 current soil moisture status and their trigger soil moisture level were irrigated first. As stated 27 previously, CIS optimizes irrigation strategies and therefore the optimal 'irrigation strategy' will 28 ensure that if scheduling between different crops, a crop with a higher yield value will receive higher 29 priority. to the irrigation strategy is made, either the available water for the season is used up prematurely or 23 there is excess water at the end of the season. To reduce the computational demand, adjustments to an 24 irrigation strategy (S) when simulating p(χ n ) were made at the start of each time interval rather than 25 daily (using Eq. (3a) and (4)). At the end of simulating p(χ n ), farm profit was calculated from the 26 simulation outputs. 27 
as a function of the time of year. Model parameters were derived from historic Christchurch airport 2 data, for the period 1960 to 2004. Synthetic, rather than historic, climate data was used in both the 3 case study and objective function farm model time-series simulations (p(χ n )  n=1…C) so that the 4 climate assumptions (stochastic rainfall with a compound-Poisson process and deterministic ET) 5 embedded within the SDP formulation would be exactly true. Ten seasons were simulated for each 6 objective function evaluation (i.e. C = 10). System capacity was constrained so only one paddock 7 could be irrigated on a given day for this case study (CIS allows for more than one paddock to be 8 irrigated on a given day if necessary). Irrigator application depth and seasonal water use limits ( Table  9 1) were chosen so that seasonal limits were always constraining (i.e. required deficit irrigation), and so 10 that system capacity was constraining for two or more paddocks. A paddock area of 10 ha was 11 assumed; therefore 1 mm of applied water per paddock corresponds to 100 m 3 . Four case studies were 12 run: (1) A single paddock of pasture; (2) A single paddock of wheat; (3) A paddock of pasture and 13 wheat; and (4) Three paddocks of pasture. Parameters for these four case studies are given in Table 1 . 14 The CIS's simulated annealing initial temperature was 50% of the experimental standard deviation of 15 the solution space being optimized; and was calculated by random sampling. The simulated annealing 16 regime comprised of 6 linearly reducing temperature steps, with the number of simplex moves per 17 temperature step equal to 50 × T × N − 1. 18
[FIGURE 4 ABOUT HERE] 19 [TABLE 1 ABOUT HERE] 20
The irrigation season for wheat began two days before planting and ended at grain ripening. Two 21 different irrigation seasons were used for pasture. The first, 15 September to 29 March, is a typical 22 season given moderate seasonal water use limits. The second, 1 November to 20 February, was used 23 for the three-paddock case study in order to make the SDP algorithm computationally feasible. Such a 24 short season could be encountered in Canterbury if seasonal water limits were very low. Time 25 intervals, which divided up the irrigation season, were four weeks long when all paddocks were 26 pasture and two weeks long when one or more of the paddocks was wheat. Potential ET and plant 27 total available water at field capacity (TAW) were functions of time. Within both the CIS and SDP 28 schedulers, these two functions were approximated step-wise in time, with the width of a step equal to 29 the time interval. Wheat's PET and TAW are more variable in time than say pasture, so it is necessary 30 to use shorter management periods in the optimization. We have used 2 weeks. 31
Potential yield values (y p ) were $3,900/ha for pasture and $5,300/ha for wheat. Doorenbos and 32
Kassam's (1979) yield reduction factor (k y ) for both pasture and wheat was assumed to have a constant 33 value of 1.0 throughout the irrigation season. The cost function (y) to be optimized was: 34 The resulting yield returns for irrigation scheduling using SDP, the CIS, and best management 5 practice, for the four case studies, are presented in Figure 5 . For each of the case studies, 10 years 6 were simulated (which were different from the 10 seasons (χ) used in the objective function of the 7 CIS). Best management practice aimed to model current state of the art scheduling advice, typical of 8 the advice an extension service may offer. Specifically, best management practice scheduled 9 irrigation so that the expected trigger soil moisture level was constant for the remainder of the season, 10 with advice regularly updated during the season in response to the climate. 11 [FIGURE 5 ABOUT HERE] 12 13 Figure 5 shows that, for any given case study season, the particular scheduling method that resulted in 14 the greatest yield value was probabilistic. Generally, the CIS and SDP schedulers resulted in 15 comparable performance, and these two methods out-perform best management practice. However, 16 occasionally, the best management practice method would result in the greatest yield value. This 17 observation was expected, since both the SDP and the CIS seek to optimize the expected future yield 18 return. However actual performance for a given season is probabilistic, due to the unknown 19
[stochastic] future climate. The mean difference (compared with SDP scheduling) averaged over all 20 case studies for the CIS was -0.2% (null hypothesis: identical pop. means, P > 0.3, paired t test, 21 sample size 40) and for best management practice was -6.0% (null hypothesis: identical pop. means, P 22 <0.005, paired t test, sample size 40). Therefore, it was concluded that the CIS and the SDP 23 scheduling methods had near identical mean performance, while scheduling using best management 24 practice resulted in inferior mean performance. Since the CIS was able to closely match the 25 performance of SDP, assumptions associated with optimizing irrigation strategies rather than directly 26 optimizing individual irrigation event decisions appear reasonable, and the CIS can (in at least 27 simplistic cases such as Case Study 1) produce close to optimal schedules. 28
Case study 2: The Canterbury Irrigation Scheduler with a detailed farm
simulation
30
A second case study demonstrated that the CIS can use detailed farm system models in the objective 31 function (p(χ n )). The FarmWi$e/APSIM model by CSIRO, Australia, was used. 32
FarmWi$e is a generic modeling environment for simulating many different types of farming 33 operations. CSIRO common modeling protocol framework allows for the addition and/or interchange 34 of model components. In particular, a partnership with the (Australian) Agricultural Production 1 Systems Research Unit has made cropping models associated with the APSIM framework available. 2
As a result FarmWi$e has the capacity to model a wide range of farming operations including 3 dairying, sheep and beef, and mixed cropping (Donnelly et al., 2002) . 4 The FarmWi$e model has been built as a collection of inter-changeable components which 5 communicate with one another via a set of defined messages. This allows any component which 6 conforms to CSIRO's common modeling protocol to be used in FarmWi$e. The CIS and best 7 management practice irrigation scheduling methods were implemented within FarmWi$e by such a 8 custom common modeling protocol component. 9
The case study farm operation was growing and cutting grass (e.g. for dairy support) for a single 10 paddock. Although scheduling with a detailed farm system model can also be done between multiple 11 crops or paddocks, in this paper only a single paddock was used to limit the computational demand. 12
The case study farm consisted of soil, pasture, climate, and farm management components, as 13 described by Brown (2007) and summarized in Table 2 . Climate data was for Christchurch airport, 14 New Zealand. While the soil component allows for multiple soil layers, only a single layer was 15 assumed, again to limit the computational demand. The reason for this was to increase the agreement 16 between Brown's (2007) Markov chain method used to solve Eq. (4) (that assumes a single-soil layer 17 but is more computationally efficient than the daily water balance solution to Eq. (4)) and the 18
FarmWi$e irrigation water use model.
[TABLE 2 ABOUT HERE] 20
Five seasons of historical climate were used for the case study and five different seasons of historical 21 climate were used within the objective function (p(χ n )  i=1…5). Pasture was cut when the total 22 cover exceeded 4,000 kg-DM (dry matter)/ha, down to 1,500 kg-DM/ha. The cost function (y) was 23 optimized. 24
Where v = pasture quantity (kg-DM/ha); q = pasture quality (% of DM digestibility); and μ = irrigation 26 water use (m 3 ). Below a DM digestibility of 0.5, it was assumed that the pasture had no value but 27 instead would incur a cost associated with harvesting the grass. From Eq. (6), the value of pasture will 28 generally be in the range of 0.08 -0.24 $/kg-DM per ha (for a DM digestibility of 0.6-0.8, 29 respectively). These prices are reasonable for dairy support in Canterbury, New Zealand. Eq, (6) 30 assumes the yield value is deterministic. When making decisions for a single irrigation season this 31 should be an acceptable approach. The method could allow for the yield value to be a stochastic 32 variable, using a Monte Carlo approach, provided an increased number of seasons (C) are simulated in 33 the objective function. 34 1 compared with a best management practice methodology -which managed irrigation so the expected 2 trigger soil moisture level was constant for the remainder of the season, with advice regularly updated 3 during the season in response to the climate. The irrigation season was from 15 September to 4 April 4 and the season was divided in time intervals of 50 days long. The seasonal water limit was 390 mm/ha 5 per year. Figure 6 presents the annual yield returns, given the two different irrigation scheduling 6 methods. 7
A rapid simulated annealing cooling regime was used to limit the number of objective function 8 evaluations within the CIS. The annealing regime comprised of three (linearly reducing) temperature 9 steps, with the number of simplex moves per temperature step equal to 20 × T − 1. The initial 10 annealing temperate was 0.6 times the standard deviation of a random sample of the solution space 11 being optimized. Altogether about 180 evaluations of the objective function were required each time 12
Eq. (1) was solved. Despite the rapid annealing cooling, the optimizer still converged to a minima, 13 which was significantly better than solutions found from random sampling. 14 [FIGURE 6 ABOUT HERE] 15 16 Figure 6 shows that using the CIS resulted in significantly greater yield returns, compared with best 17 management practice, in four out of the five case study seasons. In the fifth season, both scheduling 18 methods resulted in comparable returns. The lack of any advantage in scheduling using the CIS for 19 the 2001 case study season was because the CIS method was intended for deficit irrigation problems 20 and in this case the seasonal water limit was in excess of that required to provide full irrigation. 21
Although the available seasonal water was sufficient for full irrigation in the 2001 season, yields were 22 less than the 1971 and 1991 seasons, because factors other than water stress (e.g. temperature and 23 solar radiation) affect crop yields. The average yield return, for the five case study seasons, was 8.9% 24 higher using scheduling determined by CIS compared to best management practice (null hypothesis: 25 identical pop. means, P < 0.02, paired t test, sample size 5). Therefore, it was concluded that the CIS 26 had superior performance compared with using best management practice. 27
Conclusions
28
A novel optimal multi-crop irrigation scheduling algorithm was developed which was able to 29 incorporate detailed farm system models, and constraints on daily and seasonal water use A comparison between this method and stochastic dynamic programming schedulers demonstrated 5 that this algorithm was able to produce close to optimal schedules. A second case study which used 6
the FarmWi$e model demonstrated the ability of this method to incorporate detailed farm system 7 models, and the ability of the CIS to increase the value of pastoral yield in Canterbury, New Zealand, 8 in the order of 10%, on farms where a seasonal water limit is the primary constraint on water 9 availability. 10
Further work is required to apply and validate the CIS's performance with more realistic farm systems 11 that include multiple paddocks, multi-layered soils, and livestock models. The CIS method is already 12 adapted to schedule for multiple paddocks; however, computation demands are high because longer 13 annealing times are required for convergence and each farm simulation takes longer to evaluate. The 14 method can also include multi-layer soils in the objective function if Eq. (4) is solved iteratively by 15 running a daily time-step water balance multiple times, rather than using a Markov Chain. This 16 alternate solution to Eq. (4) also has higher computational demands. 17
Although high computational demands can be a current disadvantage of the CIS method when 18 including multiple paddocks and multi-layered soils, improvements in code efficiency (i.e. parallel 19 computing) or raw computing speed will undoubtedly overcome this deficiency. It is worth noting, 20
however, that the CIS will only be of practical use in situations where the value of water is high 21 enough to justify the time and cost associated with a farmer maintaining a farm system computer 22 model. Future applications of the CIS method could be expanded to include horticultural crop models. 23 
Summary of notation
