In this paper an autoregressive time series model with conditional heteroscedasticity is considered, where both conditional mean and conditional variance function are modeled nonparametrically. A test for the model assumption of independence of innovations from past time series values is suggested. The test is based on an weighted L 2 -distance of empirical characteristic functions. The asymptotic distribution under the null hypothesis of independence is derived and consistency against fixed alternatives is shown. A smooth autoregressive residual bootstrap procedure is suggested and its performance is shown in a simulation study.
Introduction
Assume we have observations from a one-dimensional stationary weakly dependent time series X j , j ∈ Z. Nonparametric modeling avoids misspecification problems and thus such models have gained much attention over the last years, see Fan and Yao (2003) and Gao (2007) X j = m(X j−1 ) + σ(X j−1 )ε j , j ∈ Z, with autoregression function m(x) = E[X j | X j−1 = x], conditional variance function σ 2 (x) = Var(X j | X j−1 = x), and innovations ε j , independent from past time series values X j−1 , X j−2 , . . . . Before applying any procedure developed for a time series model like the one defined, model assumptions need to be tested. Thus we are interested in testing the hypothesis H 0 : ε j and (X j−1 , X j−2 . . .) are stochastically independent.
Although testing for this model assumption is essential for applications in order to obtain correct forecasts, it seems that the problem has not been considered before in the literature for the nonparametric case. The reason is presumably that tests for hypotheses involving the innovation distribution would typically be based on the empirical distribution function of nonparametrically estimated innovations (residuals). Only recently, asymptotic results for such processes in nonparametric autoregressive models are available. Müller et al. (2009) consider the above model in the homoscedastic case with constant σ. They prove an asymptotic expansion of the empirical process of residuals obtained from local-polynomial estimation of the autoregression function m. Further, Dette et al. (2009) base a test for the multiplicativity hypothesis m = cσ on the estimated innovation distribution. Selk and Neumeyer (2013) consider sequential empirical process of residuals and apply it to test for a change-point in the innovation distribution. In order to test an implication of the null hypothesis H 0 one could consider, for some fixed and prespecified k ∈ N, test statistics based on an estimated difference of the joint empirical distribution function of ε j and (X j−1 , . . . , X j−k ) and the product of the marginal distributions. Asymptotic theory could be derived similar to the considerations in Müller et al. (2009) , Dette et al. (2009) , and Selk and Neumeyer (2013) . Note, however, that the assumptions for deriving asymptotic distributions of residual-based processes as in the aforementioned literature are very restrictive. To avoid unnecessarily strong assumptions we follow a different path in the paper at hand and base our test on an estimated weighted L 2 -distance between the joint and the marginal characteristic functions of ε j and (X j−1 , . . . , X j−k ). In an iid context a test for independence of errors and covariates in nonparametric regression models based on residual empirical characteristic functions was suggested by Hlávka et al. (2011) . Relatedly, in a time series context but for a parametric model Hlávka et al. (2012) test for a change in the innovation distribution of a linear autoregression model based on residual empirical characteristic functions. Another motivation for considering the empirical characteristic functions instead of empirical distribution functions is that in other contexts it has been observed that those tests inhabit better power properties, e.g., see Hlávka et al. (2016) . A survey of testing procedures based on empirical characteristic functions is given in Meintanis (2016) .
The remainder of the paper is organized as follows. In section 2 we define our estimators and the test statistic. In section 3 we state model assumptions and give the asymptotic distribution of the test statistic under the null hypothesis, whereas consistency under fixed alternatives is discussed in section 4. A bootstrap procedure is suggested in section 5, where also the finite sample performance is investigated in a simulation study. Section 6 concludes the paper, while all proofs are presented in an appendix.
The test statistic
Assume we have observations X −k+1 , . . . , X n from the time series X j , j ∈ Z, considered in section 1. As test statistic for independence of innovations and past time series values we consider the weighted L 2 -distance
Here W denotes some weight function fulfilling assumption (A8) in Section 3. Furthermorê
estimates the joint characteristic function of ε j andX k,j = (X j−1 , . . . , X j−k ), whereaŝ
estimate the marginal characteristic functions of ε j andX k,j , respectively. Here the weights are defined asw j = w n (X j−1 )/( n l=1 w n (X l−1 )), where we choose a weight function w n (x) = I [−an,an] (x) for some sequence a n → ∞. Here and throughout I A denotes the indicator function of set A. Other weight functions w n : R → [0, 1] which vanish outside [−a n , a n ] are possible as well but require slightly adapted assumptions. The weights are included in the definition of the empirical characteristic functions to avoid problems of kernel estimation in areas where only few data are available. Furthermore the residuals are defined asε j = (X j −m(X j−1 ))/σ(X j−1 ) and we use Nadaraya-Watson type estimators for the conditional mean and variance functions,
with kernel function K and sequence of bandwidths c n , n ∈ N. Herê
denotes a kernel estimator for the marginal density f X of X j . See, e. g., Robinson (1983) , Masry and Tjøstheim (1995) , Härdle and Tsybakov (1997) and Hansen (2008) for properties of these estimators in the time series context.
Assumptions and asymptotic results under the null hypothesis
Under the null hypothesis we state the following assumptions. Please note that throughout we write t = (t 0 , t 1 , . . . , t k ) and use the notation g(t) for simplicity also for functions g that only depend on (t 1 , . . . , t k ) (see e. g. ψ(t, x) from assumption (A4)).
(A1) The process (X t ) t∈Z is strictly stationary and α-mixing with mixing coefficient α that satisfies α(i) ≤ Ai −β for some A < ∞ and β >
for some q > 0, where s > 2 and E|X 0 | s < ∞.
X 1 has bounded marginal density f X such that for some constant B 1 ,
Furthermore (X 0 , X j ) has bounded joint density f j and there exists a constant B 2 , such that for some j * ,
for all j ≥ j * .
(A2) Let m, σ 2 and f X be differentiable. Let there exist some r ∈ (0, ∞) such that the functions m, m
and f ′ X are of order O((log n) r ) uniformly on the interval I n = [−a n − Cc n , a n + Cc n ] (with C from assumption (A5)). Further we assume Lipschitz continuity of the derivatives f ′ X , m ′ and (σ 2 ) ′ in the following sense,
(A3) The innovations (ε t ) t∈Z are independent, centered and identically distributed. For each t ∈ Z, ε t is independent from the past X t−1 , X t−2 , . . . .
uniformly in j with r and I n from assumption (A2).
for some d > 0 with r from assumption (A2) and C from assumption (A5). Assume the same condition holds forψ(t,
(A5) The kernel K is a symmetric and Lipschitz continuous density with compact support [−C, C] and K(u)u du = 0.
(A6) For q, s and β from (A1) we have a n = O(n 1/(2q) log n), and for θ =
(A7) Let the sequence of bandwidths fulfill nc
(A8) The weight function W is nonnegative and symmetric such that
Remark 3.1 Apart from the typical assumptions on the kernel, bandwidths and weight functions we need smoothness assumptions on the unkown functions as well as moment assumptions and the mixing property, e. g. in order to obtain uniform rates of convergence for the kernel estimators, similar to Hansen (2008) . Note that for (A6) and (A7) both to be satisfied one needs θ > .
We have the following asymptotic distribution of the test statistic under the null.
Theorem 3.2 Under the assumptions (A1)-(A8) the test statistic T n converges in distribution to T = R k+1 S 2 (t)W (t) dt, where S(t), t ∈ R k+1 , denotes a centered Gaussian process with the same covariance structure as
The proof is given in the appendix. An asymptotic level-α test is obtained by rejecting H 0 whenever T n > c 1−α , where P (T > c 1−α ) = α. Due to the complicated distribution of T we suggest a bootstrap procedure to estimate the critical value c 1−α in section 5.
Remarks 3.3 (a)
The replacement of true but unknown innovations ε j by the estimated residualsε j changes the asymptotic distribution drastically. Were the true innovations known and used in the test statistic instead of residuals the statisticS in Theorem 3.2 would simplify tõ
(b) If the aim is to test for independence of innovations and past time series values in a (homoscedastic) AR(1) model
one simply setsσ ≡ 1 in the definition of the residuals. Then the statisticS in Theorem 3.2 changes tõ
(c) As mentioned in the introduction alternative testing procedures would be given by, e. g., Kolmogorov-Smirnov or Cramér-von Mises type statistics based on theFε ,X k −Fε ⊗FX k , i. e. the weighted empirical joint distribution function ofε j andX k,j = (X j−1 , . . . , X j−k ) (j = 1, . . . , n) and the product of the marginals. Following Müller et al. (2009) , Dette et al. (2009), and Selk and Neumeyer (2013) to derive the asymptotic distribution would, however, require stronger assumptions on the data generating process.
Fixed alternatives
Note that by construction the test statistic T n cannot detect alternatives where the innovation ε j is independent of (X j−1 , . . . , X j−k ), but depends on some X j−ℓ for ℓ > k. However, the test is consistent against any fixed alternative H 1 : ε j and X j−ℓ are stochastically dependent for some ℓ ∈ {1, . . . , k} under the following model. Assume that (X j ) j∈Z is a strictly stationary and weakly dependent time series that fulfills assumption (A1). Further define m(
. Let m, σ 2 and the marginal density f X fulfill assumption (A2). Let the kernel, weight function and sequence of bandwidth fulfill (A5)-(A8). Then we have the following result.
Theorem 4.1 Under the assumptions listed in this section, T n /n converges tõ
in probability, where ϕ ε,X k is the joint characteristic function of ε j and (X j−1 , . . . , X j−k ), and ϕ ε and ϕX k are the corresponding marginal characteristic functions.
The proof is given in the appendix. Note that under H 1 one hasT > 0 and hence T n −→ ∞ for n → ∞.
From rejection of H 0 one should conclude that the AR(1)-ARCH(1) model is not suitable to describe the data. Possible reasons are explained in the following example.
Example 4.2 (a) Consider the conditional distribution of ε j , given X j−1 . The first two moments of this distribution do not depend on X j−1 by construction. Higher order moments could depend on
In the simulation study we will consider a skew normal innovation distribution with mean zero, variance one and skewness dependent on X j−1 .
(b) The conditional distribution of ε j , givenX k = (X j−1 , . . . , X j−k ) may still depend onX k . If this distribution does still depend on the first component X j−1 , but only on this component, modeling the autoregression and conditional variance function with lag 1 is appropriate, but one should not apply any procedures that assume independence of innovations and past time series values.
(c) An AR(ℓ)-ARCH(ℓ) model could be appropriate for the data for some ℓ > 1, i. e.
with innovations η j independent from X j−1 , X j−2 , . . . .
Bootstrap and finite sample performance
In this section we investigate the finite-sample performance of our test by simulations. Due to the complicated limiting distribution of T from Theorem 3.2, we suggest to use a smooth autoregressive residual bootstrap instead. Our bootstrap strategy is as follows. Firstly, based on the estimators as introduced in section 2, generate bootstrap innovations ε * j from a smooth estimate of the innovation distribution, i. e. given the original data X −k+1 , . . . , X n the distribution of ε * j reads
where h n denotes a positive bandwidth, L is some smooth distribution function andε 1 , . . . ,ε n denote the standardized versions of the residualsε 1 , . . . ,ε n . Secondly, compute the bootstrap process via X * j =m(X * j−1 ) +σ(X * j−1 )ε * j , j = 1, . . . , n, with some starting value X * 0 and a sufficiently large number of forerunnings to ensure the process is in balance. Thirdly, calculate the bootstrap analogue of the test statistic T n , say T * n . Frequent repetitions of these steps give the distribution of T * n which approximates the distribution of T n . By using the 1 − α percentile of the distribution of T * n , say c * 1−α , the hypothesis of independence then is rejected if T n > c * 1−α . It is worth noting that, given the original data X −k+1 , . . . , X n , the bootstrap innovations ε * j are independent of X * j−1 , X * j−2 , . . . and thus the bootstrap data fulfills the null hypothesis. The simulations are restricted to the hypothesis 'H 0 : ε j and X j−1 are stochastically independent', i.e. only the case k = 1 is investigated. To examine the performance of the test for finite sample sizes, we consider the following two AR-ARCH models:
Obviously, model (i) corresponds to an AR series and model (ii) represents an ARCH model. For both models, the performance under the null and under the alternative is investigated. We distinguish the null from the alternative by the choice of the innovation sequence. Under the null we use standard normally distributed innovations. Under the alternative we choose standardized skew normally distributed innovations, where the skewness parameter depends on past time series values. In particular the skewness parameter of ε t+1 was set to 10X 2 t for all relevant time points t, according to the notation of Fernández and Steel (1998) . Tables 1 and 2 state the rejection probabilities for 400 Monte Carlo simulations each with 400 bootstrap repetitions for several sample sizes n and significance levels α. We chose L as the standard normal distribution, h n was set to n −1/4 for reasons given in Neumeyer (2006) , and the bandwidth c n was chosen by Silverman's rule by thumb, see Silverman (1986) . The tables show that under the null hypothesis the test yields the given level of significance. While for model (ii) the test performance is very likely, for model (i) the test seems to be somehow over-conservative for the sample sizes used. Under the alternative the test power increases with increasing sample size in both models as to be expected. It is worth to note that the test power increases faster for model (i) than for model (ii). Altogether, the procedure performs satisfying in our simulations, however, it has to be noticed that the test performance depends on the time series at hand. For practitioners the computation of the test statistic T n , and T * n respectively, might be challenging. For that reason, we suppose using another representation of T n , and T * n , which avoids for solving complicated integrals. The alternative representation is stated in the following lemma.
and the test statistic T n can be represented by
Since the choice of the weighting function W belongs to the user, the additional assumption on its multiplicative form is very weak. If one further chooses W such that the Fourier transformations of the corresponding functions V i , i = 0, . . . , k, are known, the test statistic T n can straightforwardly be computed. Even more important, the implementation then simplifies a lot since the computation of the (k + 1)-fold integral is omitted. 
Concluding remarks and outlook
In this paper we suggested a test for independence of innovations and past time series observations in an AR-ARCH model, where both the conditional mean and conditional volatility function are modeled nonparametrically. The test is based on empirical characteristic functions. For simplicity of presentation we considered the AR(1)-ARCH(1) case. However, generalizations to AR(p)-ARCH(p) models are straightforward, while then local polynomial estimators for the mean and variance function should be used. Facing the curse of dimensionality also semiparametric models might be of interest, see e. g. Yang et al. (1999) for a model with an additive autoregression function and multiplicative volatility function. Including covariates is possible as well. Then one considers a model of type X j = m(T j ) + σ(T j )ε j , where the vector T j may include past observations. Testing independence of ε j from T j , T j−1 , . . . would be of interest here and can be conducted in an analogous manner. A question related to the one considered in the paper at hand is whether the innovations really form an iid sequence. Corresponding tests for parametric times series models have been considered by Ghoudi et al. (2001) , among others. Presumably with the methods developed in the paper at hand, such hypotheses tests for nonparametric time series models can be derived. We leave the consideration for future research. 
A Proofs: main results
Throughout the proof D denotes some generic positive constant, independent of t, that may differ from line to line.
Proof of Theorem 3.2.
Note that for the test statistic we have
and with the addition theorems for trigonometric functions one obtains
From assumption (A8) by symmetry properties of cosine and sine we obtain
For simplicity for the moment we consider only
By a second order Taylor expansion for
and introducing the notationŝ
we obtain the expansion S
(1)
, where
(with ξ j between ε j andε j , j = 1, . . . , n). The last term is negligible because
by assumptions (A3) and (A6) . With this we obtain altogether that (S (1)
Analogously it follows that S n =S n + R n , where R 2 n (t)W (t) dt = o P (1) and
To finish the proof of Theorem 3.2 we apply Theorem 22 (pages 380, 381) in Ibragimov and Chasminskij (1981) . In order to verify the assumptions it suffices to show:
• (i)S n (t) has asymptotically normal distribution with zero mean and finite variance;
for some γ > 0 and some D > 0;
• (iv) for all η > 0 there exists some compact set F η in R k+1 with
SinceS n (t) is the sums of martingale differences for each t and the the central limit theorem for martingale differences can be applied which further implies (i). Direct calculations gives (ii). Concerning (iii) we have
and since
it suffices to study
We show here the needed inequality only for one of the terms inS n (t 1 ) −S n (t 2 ) all others are treated in the same way. Particularly,
where we used smoothness of cosine and moment assumptions. Proceeding similarly with other terms and putting all together we conclude
This implies the item (iii). Item (iv) follows straightforwardly by our moment assumptions and integrability of W .
Combining all the above arguments we can infer that the assertion of Theorem 3.2 holds true; see Lemma 7.1 and proof of Theorem 4.1 (a) in Hlávka et al. (2014) for a similar argumentation.
✷
Proof of Theorem 4.1. We use the same decomposition of T n = (S n (t)) 2 W (t) dt as in the proof of Theorem 3.2. Please note that Lemma B.1 remains true under the assumptions of Theorem 4.1. A careful inspection of the proof of Theorem 3.2 shows that applying this Lemma one obtains S n =S n + R n , where R 2 n (t)W (t) dt = o P (n) and
The proof is finished as the end of the proof of Theorem 3.2 applying Theorem 22 (pages 380, 381) in Ibragimov and Chasminskij (1981) . To this end, condition (i) is replaced by convergence in probability ofS n (t)/n 1/2 tō
for all t, whereas in conditions (ii)-(iv)S n is replaced byS n /n 1/2 . Thus we obtain convergence of T n /n to (S(t)) 2 W (t) dt in probability. Note further that by the addition theorems for trigonometric functions and symmetry properties of cosine and sine it holdsT = (S(t)) 2 W (t)dt. This completes the proof. ✷ Proof of Lemma 5.1. Using assumption (A8), it follows that R k+1 |t 4 0 W (t 0 , . . . , t k )|d(t 0 , . . . , t k ) < ∞ and since
which gives that V i ∈ L 1 (R) for any i = 0, . . . , k. Hence, the Fourier transformation of any V i , say F [V i ], exists. The representation of the test statistic is now straightforwardly computed by using the definition of the Fourier transformation and of the empirical characteristic functions besides the multiplicative structure of W . Since the computation is tedious but without further insights, this part of the proof is omitted here. ✷
B Auxiliary results
First note that forκ n defined in (A.1) one obtains directly that E[(κ n − 1) 2 ] can be bounded by 1 − F X 1 ( an 2 ) − F X 1 (− an 2 ) = o(1) and thus we havê
(B.1) Proposition B.1 Let (X j ) j∈Z be a strictly stationary time series with marginal density f X .
Here, D > 0 is some multiple of r from assumption (A2) and may differ from line to line. We then have
Proof. The first two results of (i) are stated in Theorems 6 and 8 by Hansen (2008) without the (log n) D factor of the c 2 n term. In comparison to Hansen (2008) we use a different bounding for the expectation terms since we do not assume second derivatives. E. g. we obtain, making use of the mean value theorem, the properties of the kernel function and our assumption (A2),
The result onσ follows similarly to the derivations by Hansen (2008) by noting thatσ 2 (x) = s(x) −m 2 (x), whereŝ is the Nadaraya-Watson estimator for s(x) = E[X 2 j | X j = x] based on the observation pairs (X j−1 , X 2 j ), j = 1, . . . , n. Towards the results in (ii) we treat only the first one since the others follow analogously. Note that by the mean value theorem
, where the absolute value of the second summand can be bounded by (X i−1 − x) 2 (log n) r due to assumption (A2). It thus suffices to
The first relation is straightforward by assumption (A2) and applying Theorem 2 in Hansen (2008) with Y i = 1 and the kernel u → K(u)u 2 . For the latter one we receive with the same theorem applied with Y i = 1 and kernel u → K(u)u
Further by direct calculation
where we utilize assumptions (A2) and (A5). The result (iii) can be proved in the same way as the results in (ii). Just set Y i = |ε i | for the first and Y i = σ(X i−1 )ε i for the second relation (when applying Theorem 2 by Hansen, 2008) and note that
2 Under the assumptions of Theorem 3.2 we have
Proof. Due to (B.1) we have
where
Note that from assumption (A1) it follows that β > 2 and thus The constant D can be chosen independent of t due to the boundedness of the cosine function. Thus from the Cauchy Schwarz inequality we obtain directly E (J n (t)J
(1) by a consideration of the expectation of the sum due to the properties of the weight function. We obtain (J n (t)J (2) n (t)) 2 W (t) dt = o P (1) (J n (t)) 2 W (t) dt = o P (1)
by an application of (B.2). ✷ Lemma B.3 Under the assumptions of Theorem 3.2 we have (S (1,2) n (t) −S
(1,2) n (t)) 2 W (t) dt = o P (1),
w n (X j−1 ) sin(t 0 ε j )t 0 m − m σ (X j−1 ) + ε jσ − σ σ
S
(1,2) n (t) = (1 + o P (1))(S (1,2) n (t) − t 0 I n (t)J
(1) n (t) − t 0 I n (t)J w n (X j−1 ) sin(t 0 ε j ) m − m σ (X j−1 ) + ε jσ − σ σ (X j−1 ) .
uniformly with respect to t by assumption (A3) and Proposition B.1 (i). Thus (t 0 I n (t)J
by (B.3). Further, by (B.4) we obtain (t 0 I n (t)J By Proposition B.1 (i) one directly obtains that (R (j) n (t)) 2 W (t) dt for j = 1, 2 is of rate O P (n(a * n /∆ n ) 4 ) = o P (1). Concerning (R uniformly in t which together with assertion B.1 (ii) implies the rate (R
n (t)) 2 W (t) dt = O P (n(log n) 4r (b * n ) 2 ) = o P (1), where the latter equality follows from assumption (A7).
