The coded caching scheme is an efficient technique as a solution to reduce the wireless network burden during the peak times in a Device-to-Device (D2D in short) communications. In a coded caching scheme, each file block should be divided into F packets. It is meaningful to design a coded caching scheme with the rate and F as small as possible, especially in the practice for D2D network. In this paper we first characterize coded caching scheme for D2D network by a simple array called D2D placement delivery array (DPDA in shot). Consequently some coded caching scheme for D2D network can be discussed by means of an appropriate DPDA. Secondly we derive the lower bounds on the rate and F of a DPDA. According these two lower bounds, we show that the previously known determined scheme proposed by Ji et al., ( IEEE Trans. Inform. Theory, 62(2): 849-869,2016) reaches our lower bound on the rate, but does not meet the lower bound on F for some parameters. Finally for these parameters, we construct three classes of DPDAs which meet our two lower bounds. Based on these DPDAs, three classes of coded caching scheme with low rate and lower F are obtained for D2D network.
A. Network model and problem definition
In this paper, we focus on the caching system in D2D networks as shown in Fig. 1 . Due to modeling the asynchronous content reuse and forbidding any form of uncoded multicasting gain, we also use the same assumption in [13] that each file consists of L equal blocks and each user requests L continue blocks of a file in the delivery phase. And we also use the notations and the assumptions during the placement phase in [13] , [16] . That is, denote K users by K = {0, 1, · · · , K − 1}, and N files by W = {W 0 , W 1 , . . ., W N −1 }. Each file is denoted by W i = (W ), i = 0, 1, . . ., N − 1. In order to satisfy any arbitrary demand vector, M ≥ N/K always holds. An F -division (K, M, N, L, L ) coded caching scheme discussed in [13] operates in two phases:
• Placement Phase: Each block is split into F equal packets, i.e., W Then the server places parts of packets in each user's cache independent of the user demands which are assumed to be arbitrary. Denote the contents at user k by Z k , where k ∈ K.
• Delivery Phase: For any fixed positive integer L ∈ [1, L] and each integer k ∈ [0, K), user k requests L continue blocks of a random file W d k , i.e., {W , each user broadcasts a signal to all other users using its cache contents such that each user is able to decode its requested blocks from the signals received in the delivery phase with the help of its own cache.
Denote the signal, which is broadcasted by user k ∈ K, by X k,d,b in the delivery phase. Suppose that the signal X k,d,b is of length S k,d,b packets, we define the rate R (normalized by the size of L blocks) of the coded caching scheme as
Therefore, the first primary concern for a given F -division (K, M, N, L, L ) coded caching scheme is to minimize the rate R. Furthermore, the parameter F may reflect the complexity of the caching scheme and it is also natural to expect it to be as small as possible. So it is meaningful to design several classes of schemes with R and F as small as possible for D2D network.
B. Known results and contributions
By means of MN scheme, Ji et al. in [13] proposed a determined (K, M, N, L, L ) coded caching scheme listed in Table I , which is referred to as JCM scheme, for D2D network. They also showed that the rate of this scheme is near to the minimum rate by information theory. In this paper, we pay attention to designing the scheme with R and F as small as possible in D2D network. Under the same assumptions in the placement phase as in [16] and [13] , the following main results are obtained in this paper. • Firstly we propose a L F × K array, say (K, L , F, Z, S) D2D placement delivery array ((K, L , F, Z, S)DPDA in short), to characterize the the two phases of the F -division (K, M, N, L, L ) coded caching scheme, where M/N = Z/F and R = S/(L F ). As a result, designing some determined coded caching scheme for D2D network can be transformed into designing an appropriate DPDA. In fact, JCM scheme can be characterized by a special class of DPDA.
• Secondly the lower bound R ≥ N M − 1 of a DPDA is derived. This lower bound is exactly the rate of JCM scheme. Furthermore, constructing a (K, L , F, Z, S) DPDA with R = N M − 1 can be reduced to constructing a (K, 1, F, Z, S ) DPDA with the same R.
• Thirdly based on this investigation, we derive the lower bound on F of a DPDA with R = The remainder of this paper is organized as follows. In Section II, the definition of DPDA is introduced and then its connection with the determined coded caching scheme is established. In Section III, a lower bound on the achieved rate of DPDA is derived. In Section IV, a lower bound on F of DPDA ensuring the minimal rate is derived for some special cases. In Section V, new DPDA constructions and their performance comparison with JCM scheme are presented. Finally, the conclusion is given in Section VI.
II. PLACEMENT DELIVERY ARRAY FOR CACHING IN WIRELESS D2D NETWORKS
In this section, we propose a new concept, i.e. D2D placement delivery array (DPDA) to characterize both the placement and delivery phases in D2D network. First, the following notations are useful
• a b denotes the least nonnegative residue of a modulo b for any integer a and positive integer b.
• For any nonnegative integers s, a and k ∈ [0, K), let s (k) + a = (s + a) (k) and * + a = * .
For simplicity, we also consider the identical caching policy which is assumed in the caching scheme in [16] , i.e., each user caches the packets with the same indices from all files, that is, for any i ∈ [0, F ) and l ∈ [0, L), the i-th packets of the l-th blocks of all files are either all stored by some user k ∈ [0, K) or all not. Inspired by [22] , we can use an (LF ) × K array P = (p j,k ), 0 ≤ j < LF , 0 ≤ k < K, consisting of " * " and empty to characterize the placement phase for a (K, M, N, L, L ) coded caching scheme by the following way:
where the number of " * "s in each column is LF M/N .
and L = 2. Now let us consider the following 12 × 4 array
where the symbol " " denotes an empty entry. Clearly the number of " * "s in each column is LF M/N = 3 · 4 · 2/4 = 6. From (2), a placement phase can be realized for a (4, 2, 4, 3, 2) coded caching scheme by P in (3) as follows:
In order to make the implementation simpler and more efficient, the identical caching is assumed for each block of all files along the lines of [13] , i.e., C0. Let p j,k = * , for any other entry
From C0, we have that the number of " * "s in each column of the first F rows is the same. Clearly this number is Z = M F/N . So we have C1. The symbol " * " appears Z times in each column of the first F rows.
For instance, P in (3) satisfies properties C0 and C1. It is very interesting that an array can also be used to characterize the delivery phase for a (K, M, N, L, L ) coded caching scheme when we properly place each required empty entry, whose row index is corresponding to some packet which is needed by the user corresponding to the column index, by some integer in the set {s (ks) |s ∈ [0, S), k s ∈ [0, K)}, where S is a positive integer, such that if the obtained array satisfies C0, C1 and the following properties:
C2. For any s ∈ [0, S), s (ks) occurs at least once in the array;
C4. For any two distinct entries p j1,k1 and p j2,k2 , if
.e., they lie in distinct rows and distinct columns; b. p j1,k2 = p j2,k1 = * , i.e., the corresponding 2 × 2 subarray formed by rows j 1 , j 2 and columns k 1 , k 2 must be of the following form 
It is not difficult to check that above P satisfies C2, C3, and C4 too. According to (4), the coded multicast messages are as follows:
Then for user 0, it requests the first and second blocks of file W 0 , i.e. {W 1 . The analysis is similar for other users. In a word, each user can decode its requested blocks correctly with the help of the contents within its own cache. Furthermore, users broadcast collectively S = 8 messages, each of length one packet, hence, the rate of the caching scheme is R = S/(L F ) = 1.
From Example 2, we find out that the following 8 × 4 array
whose entries are in the set { * } ∪ {s (ks) |s ∈ [0, 8), k s ∈ [0, 4)} also satisfies C0,C1,C2,C3 and C4. Moreover, it can also be used to realize the same placement and delivery phase realized by P in (4). Obviously, Q is a (L F ) × K array, whose number of rows is much smaller than LF of P when L is far greater than L . Moreover, It's easier to determine the entries in Q than in P because of the existence of empty entries in P. So we call Q in (5) a D2D placement delivery array for convenient.
(K, L , F, Z, S) DPDA for short, if it satisfies C0, C1, C2, C3 and C4. Proof. The coded caching scheme can be implemented according to P as follows:
• Placement Phase: Each user's cache can be obtained by (2) and properties C0, C1 directly, i.e.,
Then each user caches ZLN packets, i.e. ZLN/(LF ) = M files, which satisfies the users cache constraint.
• Delivery Phase: Assume that the request vectors are
We claim that each user can decode its requested blocks correctly for any request vectors d and b at the rate R = S/(L F ).
In fact, for any s ∈ [0, S), assume that s (ks) occurs g s times in P, and define
Then we have p i h ,ks = * for any h ∈ [1, g s ] by C3 and p iu,jv = * for all 1 ≤ u = v ≤ g s by C4. So the g s × (g s + 1) subarray formed by rows i 1 , i 2 , · · · , i gs and columns j 1 , j 2 , · · · , j gs , k s is equivalent to the following array
with respect to row/column permutation. According to (7) , at the time slot s, user k s broadcasts
Note from (8) that in column k s , all entries are " * "s, it follows (6) and C0 that user k s has already all the packets
in its cache. So it can broadcast the signal (9) . In column j h , h ∈ [1, g s ], all entries are " * "s except for the h-th one, it follows (6) and C0 that user j h has cached all other packets {W
Since users broadcast collectively S packets for each possible request vectors d and b, the rate of the scheme is given by R = S L F .
From Theorem 1, a (K, L , F, Z, S) DPDA with Z/F = M/N can realize both placement and delivery phase of a (K, M, N, L, L ) coded caching scheme for D2D network in a single array. This implies that the problem of finding some coded caching scheme could be translated into designing an appropriate DPDA. In fact, JCM scheme can be realized by a special class of DPDA.
The proof of Theorem 2 is included in Appendix A. In the next section, we will discuss the minimal rate of DPDA.
III. MINIMAL RATE OF DPDA
As mentioned before, the rate of a coded caching scheme realized by a (K, L , F, Z, S) DPDA is S/(L F ). Clearly it is very meaningful to make the value of S/(L F ) as small as possible.
Theorem 3: For any (K, L , F, Z, S) DPDA P, the rate of the coded caching scheme of P satisfies
the equality holds if and only if C2 for any s ∈ [0, S), s (ks) appears KZ F times and C5 each row has exactly KZ F " * "s.
Proof. For any s ∈ [0, S), assuming that s (ks) appears r s times, there exists a subarray equivalent to the following r s × (r s + 1)
with respect to row/column permutation by (8) . Obviously there are r 2 s " * "s in (10) . This implies that for each integer s there are r 2 s " * "s used in (10) . Hence, for all the integers in P, there are totally
On the other hand, for any i ∈ [0, L F ), assuming that there are t i integers in row i, then the remaining (K − t i ) entries are " * "s. So the number of " * "s in row i, which can be used by the t i integers, is no more than (K − t i ). Then the " * "s in row i are used no more than t i (K − t i ) times. Hence, all the " * "s in P are totally used no more than
This implies that
Moreover
and the the above equalities hold if and only if r 0 = r 1 = · · · = r S−1 and
Z −1 and the equality holds if and only if the number of " * "s in each row is a constant integer, denoted by t, and each integer in [0, S) occurs the same times, denoted by g. Since there are L ZK " * " entries and
From Table I and Theorem 3, it is easy to check that JCM scheme reaches this lower bound. In fact, based on a (K, 1, F, Z, S)
where J F ×K is an F × K array with each entry 1. So we have
From Theorem 3 we know that the minimal rate of a (K, L , F, Z, S) DPDA with Z/F = M/N is R min = N/M − 1. And it follows Corollary 1 that a (K, L , F, Z, L S) DPDA Q can be easily constructed from a (K, 1, F, Z, S) DPDA P while keeping the rate unchanged. It implies that if a (K, 1, F, Z, S) DPDA P with Z/F = M/N achieves the minimal rate (13) also achieves the minimal rate. In this sense, we only need to consider the case of L = 1 in the remainder of this paper.
IV. MINIMAL F OF DPDA WITH MINIMAL RATE
From this section, we will focus on the case of L = 1. First the following theorem is useful.
That is, each user broadcasts the same times.
Proof. Since R = F Z − 1, from Theorem 3 we have that each integer appears t = KZ F times, and each row has exactly t " * "s. This implies that there are (K − t) integers in each row and each " * " is used by (K − t) integers. So each " * " in P is used (K − t) times. Clearly the number of " * "s in each column is Z. So the " * "s in each column are totally used (K − t)Z times.
On the other hand, for any k ∈ [0, K), assume that the number of integers, whose superscript is (k), is m k . Then the " * "s in column k are used tm k times. Moreover, there are (F − Z) integers in column k, the " * "s in column k are used (F − Z)(t − 1) times again by the above discussion. So the " * "s in column k are totally used
From Theorem 4, we know that m k is an constant independent of k. In the remainder of this section, we will give the lower bound of F in a (K, 1, F, Z, S) DPDA ensuring the minimal rate R = F Z − 1 in four cases:
Proof. Since R = F Z − 1 is the minimal rate, we have that each row of P has exactly t = KZ F = 1 " * " from Theorem 3.
Example 3: From Theorem 3 and Lemma 1, it is easy to check that the following (3, 1, 3, 1, 6) DPDA P achieves the minimal rate and the minimal F . Actually, it has the same parameters of JCM scheme [13] listed in Table I .
Proof. Since R = F Z − 1 is the minimal rate, from Theorem 4 we have that for any k ∈ [0, K), the number of integers, whose superscript is
Example 4: From Theorem 3 and Lemma 2, it is easy to check that the following (3, 1, 6, 4, 3) DPDA P achieves the minimal rate and the minimal F .
Proof. Since R = F Z − 1, C2 and C5 hold by Theorem 3, i.e., each integer appears t = KZ F = 2 times, and each row has exactly two " * "s. After exchange of two rows/columns with appropriate integers' superscript adjustment, we can always assume that the first two rows of P is as follows, where the superscript of all integers are omitted for simplicity.
. So a i and b i appears exactly once in A 1 by C2 . Moreover, from C4 we have that each a i has to appear in column zero or two of A 1 , and each b i has to appear in column zero or one of A 1 . Now let us consider the entries in
• If a i = p j,0 for some i ∈ [0, K − 4] and j ∈ [2, F ), it is easy to check that
hold by C3, C4 and C5. Assume the number of such integers j is h 1 .
• If a i = p j,2 for some i ∈ [0, K − 4] and j ∈ [2, F ), then p j,0 = * by C3. And we claim that Similar to the above discussion, we can also obtain the following results.
• If b i = p j,0 for some i ∈ [0, K − 4] and j ∈ [2, F ), it is easy to check that
hold by C3, C4 and C5. Assume the number of such integers j is h 4 .
• If b i = p j,1 for some i ∈ [0, K − 4] and j ∈ [2, F ), then p j,0 = * by C3. And we claim that
by C4 and C5. If p j,1 = a i for some i ∈ [0, K − 4], then i = i, and the number of such integers j was assumed to be h 2 above. If p j,1 / ∈ {a 0 , · · · , a K−4 }, assume the number of such integers j is h 5 .
From above discussion, P can be written in the following way.
Since both size of {a 0 , · · · , a K−4 } and {b 0 , · · · , b K−4 } are K − 3, we have
Since the number of " * "s in each column is Z = 2F/K, we have
From (16), we have
Put (18) into the first inequality of (17), we have
On the other hand, from the third inequality of (17), we have
Combining (19) and (20), we have
From Lemma 3 we know that the lower bound of F can be achieved only if K is even.
Proof. Since R = F Z − 1, for any k ∈ [0, K), the number of integers, whose superscript is (k), is
by Theorem 4. Since m k ≥ 1, we have 2F
That is,
If K is odd, K(K − 2)/2 is not an integer, then we have
This implies that
m k = 2F K(K−2) ≥ 2. So we have F ≥ K(K − 2).
V. NEW CONSTRUCTIONS
In this section, we will give two classes of DPDA with Z/F = i/K for i = 2, K − 2 respectively.
, define the entry in row i and column k in a
e. i k1 = k 0 , let p i,k be a non " * " entry as follows:
Example 5: When q = 3, the array got from Construction 1 is as follows:
((0, 0), {0, 2})
((1, 1), {0, 2})
(1)
((0, 0), {1, 2})
((1, 1), {0, 1})
It's not difficult to check that above P satisfies C1 with Z = 3, C2 with S = 18, C3 and C4. So it is a (6, 1, 9, 3, 18) DPDA. Its rate is R = S/F = 18/9 = 2 = F/Z − 1, and F = 9 = K 2 /4. So it reaches the lower bounds on R and F of DPDA by Theorem 3 and Lemma 3.
Theorem 5: For any integer q ≥ 2, there exists a (2q, 1, q 2 , q, q 3 − q 2 ) DPDA.
Proof. Let P be the q 2 × 2q array got from Construction 1. First, it's easy to work out that there are Z = q 1 = q " * "s in each column of P. Second, for any i
which there are two cases:
. So the subarray formed by rows (i 1 , i 0 ), (i 1 , k 0 ) and columns (0, k 0 ), (0, i 0 ), (1, i 1 ) is the following form
with respect to row/column permutation. Hence the super combination T = ((0, i 1 ), {i 0 , k 0 }) is used to denote the non " * " entry , and the signal is broadcasted by user (1, i 1 ) = q + i 1 .
•
. So the subarray formed by rows (i 1 , i 0 ), (k 0 , i 0 ) and columns (1, k 0 ), (1, i 1 ), (0, i 0 ) is the following form
with respect to row/column permutation. Hence the super combination T = ((1, i 0 ), {i 1 , k 0 }) is used to denote the non " * " entry , and the signal is broadcasted by user (0, i 0 ) = i 0 .
Since i 0 , i 1 , k 0 traverse the set [0, q), there are q 2 × q × 2 = q 3 − q 2 different super combinations in P. Then P satisfies C1 with Z = q, C2 with S = q 3 − q 2 , C3 and C4. So it is a (2q, 1, q 2 , q, q 3 − q 2 ) DPDA.
Clearly the DPDA in Theorem 5 reaches both the lower bounds on R = S/F = q − 1 = F/Z − 1 and F = q 2 = K 2 /4 by Theorem 3 and Lemma 3 respectively. From Table I , JCM scheme has R = q − 1 and F = 2 K 2 = 4q 2 − 2q for the same parameters K = 2q and M/N = 1/q. So our F is about 1/4 times as small as that of JCM scheme when q is large enough.
, it easy to see that
is a (4, 1, 4, 2, 4) DPDA. Furthermore, if K = 6,
is a (6, 1, 12, 8, 6 ) DPDA. It's easy to check that both P 4 and P 6 reach the lower bounds on R and F by Theorem 3 and Lemma 4 respectively. In fact, P 6 can be written as follows
where P 4 is defined by (22) , I n denotes the n × n array
More generally, we propose a recursive construction as follows:
Construction 2: Let n ≥ 4 be even, we define a n(n+2) 2 × (n + 2) array
where P 4 , I n and α 4 are defined by (22), (23) and (24) respectively, and
Theorem 6: For any integer q ≥ 2, there exists a (2q, 1, 2q(q − 1), 2(q − 1) 2 , 2q) DPDA.
The proof of Theorem 6 is included in Appendix B. Clearly the DPDA in Theorem 6 reaches both the lower bounds on R = S/F = 1/(q − 1) = F/Z − 1 and F = 2q(q − 1) = K(K − 2)/2 by Theorem 3 and Lemma 4 respectively. From Table I , JCM scheme has R = 1 q−1 and F = 2q(q − 1)(2q − 1) for the same parameters K = 2q and M/N = (q − 1)/q. This implies that our F is about 1/(2q − 1) times as small as that of JCM scheme.
2) K is odd: Let K ≥ 3 be odd. If K = 3, it is easy to see that
is a (3, 1, 3, 1, 6 ) DPDA. Furthermore, if K = 5,
is a (5, 1, 15, 9, 10) DPDA. Both P 3 and P 5 reach the lower bounds on R and F by Theorem 3 and Lemma 4 respectively. In fact, P 5 can be written as follows
where β 3 and γ 3 are 3-dimensional vectors
Construction 3: Let n ≥ 3 be odd, we define a n(n + 2) × (n + 2) array
where P 3 , β 3 and γ 3 are defined by (27), (28) and (29) respectively, and
Theorem 7: For any integer q ≥ 1, there exists a (2q + 1, 1, 4q
The proof of Theorem 7 is included in Appendix C. Clearly the DPDA in Theorem 7 reaches both the lower bounds on R = 2/(2q − 1) = F/Z − 1 and F = 4q
by Theorem 3 and Lemma 3 respectively. From Table I , JCM scheme has R = 2/(2q − 1) and F = q(4q 2 − 1) for the same parameters K = 2q + 1 and M/N = 1 − 2/(2q + 1). So our F is about 1/q times as small as that of JCM scheme.
VI. CONCLUSIONS
In this paper, we focused on coded caching schemes for D2D network with R and F as small as possible . Firstly we proposed a (K, L , F, Z, S) DPDA to characterize the two phases of an F -division (K, M, N, L, L ) coded caching scheme. As a result, the problem of designing a determined coded caching scheme for D2D network could be transformed into the problem of designing an appropriate DPDA. In fact, JCM scheme can be represented by a special class of DPDA. Secondly the lower bound R ≥ N/M − 1 of a DPDA was derived. This lower bound was exactly the rate of JCM scheme. Furthermore, constructing a (K, L , F, Z, S) DPDA could be reduced to constructing a (K, 1, F, Z, S ) DPDA with the same R = N/M − 1. Thirdly based on this investigation, we derived the lower bound on F of a DPDA with R = N/M − 1 and some N/M . Consequently we showed that the F in JCM scheme could not achieve our lower bound when M/N = 2/K, (K − 2)/K. Finally we constructed three classes of DPDA which achieved both the lower bounds on R and F when M/N = 2/K, (K − 2)/K.
It is interesting to show whether the F in JCM scheme reaches the lower bound or not for other values of M/N . And it would be meaningful to characterize the tradeoff between R and F for other parameters K and M/N and construct the related Pareto-optimal DPDA.
Let Q be an t K t × K array. Denote its rows by {(T, j)|T ⊂ K, |T | = t, j ∈ [0, t)} and columns by 0, 1, · · · , K − 1, respectively. Then, define the entry in row (T, j) and column k as follows
where
Next, we prove that the array Q defined in (33) is a (K, 1, t
) DPDA, i.e. we should consider the following conditions
• It's easy to see that there are Z = t K−1 t−1 " * "s in each column of Q. C1 holds.
• The number of (t + 1)-sized subsets of K is K t+1 , and for any such subset, each user in it broadcasts a multicast coded message. So S = (t + 1)
Otherwise if m / ∈ T , then m = k by (34) and we only need to consider the following two subcases.
, a contradiction to our hypothesis.
C3 holds.
• For any two distinct entries Q((
by (34). As a result, m = T 1 ∪ {k 1 }| j1 = T 1 ∪ {k 1 }| j2+1 , which is a contradiction. Hence, we have k 1 ∈ T 2 and k 2 ∈ T 1 , which implies that Q((
So the array Q corresponding to the (K, M, N, L, 1) JCM scheme is a (K, 1, F, Z, S) DPDA, where
where J F ×K is an F × K array with each entry 1.
Example 6: Consider the (4, 2, 4, 2, 1) JCM scheme, yielding t = 2. Each block is divided into t K t = 12 packets with the following labeling: for f = 0, 1, 2, 3 and l = 0, 1, denote the l-th block of the file W f by
Assuming that the request vectors are d = (0, 1, 2, 3) and b = (0, 1, 0, 1) . The following multicast coded messages are sent:
It's easy to check that the JCM scheme described in example 6 is corresponding to the following DPDA
({1, 3}, 0) {0, 1, 3}
(1) * {1, 2, 3}
({0, 2}, 1)
({0, 3}, 1)
{0, 2, 3}
({1, 3}, 1) {0, 1, 3}
APPENDIX B:PROOF OF THEOREM 6
In order to prove Theorem 6, the following statements are very useful.
Proposition 1: For any even integer K ≥ 4, let P K be recursively got from (25), then there are K integers in P K , and for any integer s ∈ [0, K), its superscript is (s) and
• if s is even, s (s) only appears in columns [0, K) \ {s, s + 1} ;
• if s is odd, s (s) only appears in columns [0, K) \ {s − 1, s}.
Proof. we use mathematic induction. First, when K = 4, it's easy to check that the proposition is true. Assume that the proposition is true when K = n. When K = n + 2, there are two more integers {n (n) , (n + 1) (n+1) } in P n+2 than in P n by (25) and (26). So there are n + 2 integers in P n+2 , and for any integer s ∈ [0, n + 2), its superscript is (s), and
• if s ∈ [0, n) is even, then s (s) only appears in columns [0, n) \ {s, s + 1} of P n by hypothesis. In addition, s (s) appears in α n by (24) and (26), so s (s) only appears in columns [0, n + 2) \ {s, s + 1} of P n+2 by (25);
• if s ∈ [0, n) is odd, then s (s) only appears in columns [0, n) \ {s − 1, s} of P n by hypothesis. In addition, s (s) appears in α n by (24) and (26), so s (s) only appears in columns [0, n + 2) \ {s − 1, s} of P n+2 by (25);
• if s ∈ {n, n + 1}, s (s) only appears in s (s) I n of P n+2 by (25), so the even integer n (n) and the odd integer (n + 1)
only appear in columns [0, n) = [0, n + 2) \ {n, n + 1} of P n+2 .
Proposition 2: For any even integer K ≥ 4, let P K be recursively got from (25). If K = n + 2, k ∈ {n, n + 1} and
• if s is odd, the entries in row i and columns [0, n) \ {s − 1} of P n+2 are all " * "s;
• if s is even, the entries in row i and columns [0, n) \ {s + 1} of P n+2 are all " * "s.
Proof. Since P n+2 (i, k) = s (s) and k ∈ {n, n + 1}, then from (25) we have s ∈ [0, n), and
• if s is odd, the i-th row and columns [0, n) ∪ {k} of P n+2 is as follows
• if s is even, the i-th row and columns [0, n) ∪ {k} of P n+2 is as follows
where s is some integer in {n, n + 1}. So the proposition is true. Now let us propose the proof of Theorem 6.
Proof. First we use mathematic induction to prove that P K recursively got from (25) is a (K, 1, (22) is a (4, 1, 4, 2, 4) DPDA. When K = n, assume that P n is a (n, 1, n(n − 2)/2, (n − 2) 2 /2, n)
DPDA. When K = n + 2, we should consider the following cases.
• P n+2 is an (n(n − 2)/2 + 2n) × (n + 2) array by (25), so it has F = n(n + 2)/2 rows and K = n + 2 columns.
• For any k ∈ [0, n), there are (n − 2) 2 /2 + 2(n − 1) = n 2 /2 " * "s in column k of P n+2 by (25). For any k ∈ {n, n + 1}, there are n(n − 2)/2 + n = n 2 /2 " * "s in column k of P n+2 by (25). So there are Z = n 2 /2 " * "s in each column of P n+2 , i.e., C1 holds.
• There are S = n + 2 integers in P n+2 and for any integer s ∈ [0 : n + 2), its superscript is (s) by Proposition 1. So C2 holds.
-if s, j ∈ [0, n), P n+2 (i, s) = P n (i, s) = * by (25) and hypothesis; -if s ∈ [0, n), j ∈ {n, n + 1}, P n+2 (i, s) = * by Proposition 2; -if s ∈ {n, n + 1}, it's easy to see that P n+2 (i, s) = * by (25).
So C3 holds.
• For any two distinct entries P n+2 (i 1 , j 1 ) and P n+2 (i 2 , j 2 ), assume that P n+2 (i 1 , j 1 ) = P n+2 (i 2 , j 2 ) = s (s) .
-When s ∈ {n, n + 1}, s (s) only appears in s (s) I n of P n+2 by (25). So P n+2 (i 2 , j 1 ) = P n+2 (i 1 , j 2 ) = * ;
-When s ∈ [0, n), let us consider the values of j 1 and j 2 .
1) If j 1 , j 2 ∈ [0, n), we have P n+2 (i 2 , j 1 ) = P n (i 2 , j 1 ) = * ,P n+2 (i 1 , j 2 ) = P n (i 1 , j 2 ) = * by (25) and hypothesis; 2) If j 1 , j 2 ∈ {n, n + 1}, we have P n+2 (i 2 , j 1 ) = P n+2 (i 1 , j 2 ) = * by (25); 3) If one of j 1 , j 2 is in [0, n), and the other is in {n, n + 1}, without loss of generality, let j 1 < j 2 , i.e., j 1 ∈ [0, n) and j 2 ∈ {n, n + 1}. Then P n+2 (i 1 , j 1 ) is in P n and P n+2 (i 2 , j 2 ) is in α T n . Hence, we have P n+2 (i 1 , j 2 ) = * by (25).
· If s is even, s (s) only appears in columns [0, n) \ {s, s + 1} of P n by Proposition 1, we have j 1 = s + 1. So we have P n+2 (i 2 , j 1 ) = * by Proposition 2; · If s is odd, s (s) appears in columns [0, n) \ {s − 1, s} of P n by Proposition 1, we have j 1 = s − 1. So we have P n+2 (i 2 , j 1 ) = * by Proposition 2.
So C4 holds.
Hence, P n+2 is a (n + 2, 1, n(n + 2)/2, n 2 /2, n + 2) DPDA. So P K recursively got from (25) is a (K, 1,
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In order to prove Theorem 7, the following statements are very useful.
Proposition 3: For any odd integer K ≥ 3, let P K be recursively got from (30), then there are 2K integers in P K , and for any integer s ∈ [0, 2K), the superscript is ( s 2 ), and the following statements hold.
• When s = 0 or 5, s Proof. we use mathematic induction. First, when K = 3, it's easy to check that the proposition is true. Assume that the proposition is true when K = n. When K = n + 2, there are four more integers {(2n − 4) (n−2) , (2n − 3) (n−2) , (2n − 2) (n−1) , (2n − 1) (n−1) } in P n+2 than in P n by (30), (31) and (32). So there are 2n + 4 integers in P n+2 , and for any integer s ∈ [0, 2n + 4), the superscript is ( s 2 ), and the following statements hold.
• When s = 0 or 5, s appears in β n or γ n if s is even or odd by (31) and (32). So s Proposition 4: For any odd integer K ≥ 3, let P K be recursively got from (30). If K = n + 2, k ∈ {n, n + 1} and
, then s ∈ [0, 2n) and the following statements hold.
• When s ∈ {2, 5}, the entries in row i and columns [0, n) \ {0} of P n+2 are all " * "s;
• When s ∈ {1, 4}, the entries in row i and columns [0, n) \ {1} of P n+2 are all " * "s;
• When s ∈ {0, 3}, the entries in row i and columns [0, n) \ {2} of P n+2 are all " * "s;
• When s ∈ [6, 2n) and s 2 is odd, the entries in row i and columns [0, n) \ { s 2 + 1} of P n+2 are all " * "s;
• When s ∈ [6, 2n) and s 2 is even, the entries in row i and columns [0, n) \ { s 2 − 1} of P n+2 are all " * "s.
Proof. Since P n+2 (i, k) = s ( s 2 ) and k ∈ {n, n + 1}, then from (30) we have s ∈ [0, 2n), and
• when s ∈ {2, 5}, the i-th row and columns [0, n) ∪ {k} of P n+2 is as follows • when s ∈ {1, 4}, the i-th row and columns [0, n) ∪ {k} of P n+2 is as follows
• when s ∈ {0, 3}, the i-th row and columns [0, n) ∪ {k} of P n+2 is as follows • when s ∈ [6, 2n) and s 2 is odd, the i-th row and columns [0, n) ∪ {k} of P n+2 is as follows where s is some integer in [2n, 2n + 4). So the proposition is true. Now let us propose the proof of Theorem 7.
Proof. First we use mathematic induction to prove that P K recursively got from (30) is a (K, 1, K(K−2), (K−2) 2 , 2K) DPDA.
When K = 3, P 3 defined by (27) is a (3, 1, 3, 1, 6 ) DPDA. When K = n, assume that P n is a (n, 1, n(n − 2), (n − 2) 2 , 2n)
• P n+2 is a (n(n − 2) + 4n) × (n + 2) array by (30), so it has F = n(n + 2) rows and K = n + 2 columns.
• By (30) there there are (n − 2) 2 + 4(n − 1) = n 2 " * "s in column k of P n+2 for any k ∈ [0, n), and there are n(n − 2) + 2n = n 2 " * "s in column k of P n+2 for any k ∈ {n, n + 1}. So there are Z = n 2 " * "s in each column of P n+2 . C1 holds.
• There are 2n + 4 integers in P n+2 , and for any integer s ∈ [0 : 2n + 4), the superscript is ( s 2 ) by Proposition 3. C2 holds.
• When P n+2 (i, j) = s • For any two distinct entries P n+2 (i 1 , j 1 ) and P n+2 (i 2 , j 2 ), assume that P n+2 (i 1 , j 1 ) = P n+2 (i 2 , j 2 ) = s 
I n by (30), so P n+2 (i 2 , j 1 ) = P n+2 (i 1 , j 2 ) = * ; -When s ∈ [0, 2n), s 2 ∈ [0, n), let us consider the values of j 1 and j 2 . 1) If j 1 , j 2 ∈ [0, n), P n+2 (i 2 , j 1 ) = P n (i 2 , j 1 ) = * and P n+2 (i 1 , j 2 ) = P n (i 1 , j 2 ) = * by (30) and hypothesis; 2) If j 1 , j 2 ∈ {n, n + 1}, P n+2 (i 2 , j 1 ) = P n+2 (i 1 , j 2 ) = * by (30); 3) If one of j 1 , j 2 is in [0, n), and the other is in {n, n + 1}, without loss of generality, assume that j 1 < j 2 . Then j 1 ∈ [0, n) and j 2 ∈ {n, n + 1}. So P n+2 (i 1 , j 1 ) is in P n and P n+2 (i 2 , j 2 ) is in β T n or γ T n if s is even or odd. Hence, we have P n+2 (i 1 , j 2 ) = * by (30). Hence, P n+2 is a (n+2, 1, n(n+2), n 2 , 2n+4) DPDA. So P K recursively got from (30) is a (K, 1, K(K −2), (K −2) 2 , 2K)
DPDA. Since K ≥ 3 is odd, let K = 2q + 1, q ≥ 1. Then P K is a (2q + 1, 1, 4q 2 − 1, (2q − 1) 2 , 4q + 2) DPDA.
