Abstract: Bridge monitoring and maintenance is an expensive yet essential task in maintaining a safe national transportation infrastructure. Traditional monitoring methods use visual inspection of bridges on a regular basis and often require inspectors to travel to the bridge of concern and determine the deterioration level of the bridge. Automation of this process may result in great monetary savings and can lead to more frequent inspection cycles. One aspect of this automation is the detection of cracks and deterioration of a bridge. This paper provides a comparison of the effectiveness of four crack-detection techniques: fast Haar transform ͑FHT͒, fast Fourier transform, Sobel, and Canny. These imaging edge-detection algorithms were implemented in MatLab and simulated using a sample of 50 concrete bridge images ͑25 with cracks and 25 without͒. The results show that the FHT was significantly more reliable than the other three edge-detection techniques in identifying cracks.
Introduction
The transportation infrastructure is key to economic development in the United States. Transportation-based industries account for about 20% of the U.S. gross national product and approximately 800,000 jobs ͑Brecher 1995͒. Therefore, providing a high level of serviceability through periodic inspection and maintenance is important in keeping the transportation system operational and avoiding major replacement efforts. However, for a number of years many state departments of transportation ͑DOTs͒ have spent most of their planning and budgeting efforts and allocated monies on new construction, while maintenance and rehabilitation generally were managed with less formal methods ͑Hass et al. 1994; PCA 1995͒. In several cases, crises were the driving force behind initiating maintenance and/or rehabilitation actions, particularly when funds were limited. Such an approach, however, was no longer sufficient or appropriate, particularly since most of the transportation infrastructure had reached its design service life ͑PCA 1995͒.
As a result of the shortcomings in dealing with maintenance and rehabilitation needs, pavement and bridge management systems evolved to help plan maintenance and rehabilitation of pavements and bridges and to avoid the crisis reaction approach to maintaining the transportation infrastructure ͑Gole 1985; Hass et al. 1994͒ . However, the costs associated with developing and maintaining the transportation infrastructure in the United States continue to increase, and funding continues to shrink ͑AASHTO 1988͒.
The Federal Highway Administration ͑FHWA͒ estimates that an annual $50 billion would be necessary to maintain the roads in their present condition, and $215 billion would be needed to rehabilitate all deficient roads and bridges ͑Brecher 1995; Roberts and Shepard 2000͒. Furthermore, a recent FHWA study indicated that one-third of existing bridges in the United States are structurally deficient, 10% of pavements require immediate repair, and 60% of pavements need rehabilitation ͑Brecher 1995; Roberts and Shepard 2000͒. Therefore, a good transportation infrastructure management system is key to the success of the transportation system. The inventory of bridges in the national transportation infrastructure is of particular importance due to their high cost and direct impact on public safety; thus bridge maintenance issues are the focus of the project described in this paper.
Bridge Inspection
The total cost of maintenance, rehabilitation, and replacement ͑MR&R͒ is related to the average age of the entire network of bridges. Many factors tend to accelerate the deterioration of bridges; for instance, truck weights and traffic counts have increased dramatically, causing premature physical weathering on all networks, while available funds for MR&R have not been able to keep up with the declining situation. A major component of bridge maintenance and rehabilitation functions is their data contents ͑Saito et al. 1990; AASHTO 1993; Hass et al. 1994͒ . Data on the condition of bridges are periodically collected and analyzed to determine the optimum allocation of funds among new construction, maintenance, and rehabilitation programs ͑PCA 1995͒. Since more time and funds are now being spent on maintenance and rehabilitation of the existing system, there is a pressing need to develop effective bridge management systems that enhance the method of collecting, organizing, and using data for proper planning and appropriate performance of the maintenance and rehabilitation processes.
Bridge monitoring and inspection are expensive yet essential tasks in maintaining a safe infrastructure. Traditionally, the primary method used to monitor bridges has been visual inspection. During a typical bridge inspection, the various components of a structure are examined at close range by trained inspectors who evaluate the condition of the components and give them a ranking. This ranking is a subjective evaluation of the current condition based on a set of guidelines and on the inspector's experience.
For many situations, this type of evaluation is appropriate and effective. However, due to the subjective nature of this evaluation, rankings of the conditions of similar bridge components can vary widely from inspector to inspector and from state to state.
Moreover, inspections are not necessarily always performed on each bridge at the appropriate time. Several factors can contribute to the selection of inspection procedures and may alter the timing of inspections ͑Silano 1993; AASHTO 2000͒. These factors include condition of structure as related to design, age, size, and complexity of a bridge; traffic density and consequences of traffic disruption; availability of personnel and equipment; weather pattern; environmental conditions; geographic location; and methods and records of construction procedures. Any one of these factors can affect the deterioration rate of the bridge and the need for MR&R. Therefore an agency should develop a strategy for systematic inspection and documentation that includes frequency of inspection, the nature of observations, and equipment for measurements. The goals of an inspection program must include • Assurance of safety and serviceability; • Identifying actual and potential sources of trouble at early stages; • Systematically recording state of structure; and • Studying effect of changes in load.
In the past two decades the need for more advanced methods of bridge inspection to ensure safety and early detection of flaws has been recognized ͑Rens and Greimann 1997; Abudayyeh et al. 2000͒ . Many evaluation methods are designed to operate upon existing bridges without damaging their usability. Some of these methods, known as nondestructive evaluation ͑NDE͒ methods, may be very broad and versatile and can be used in a number of applications, while others are very specialized.
More recently, bridge inspection has included remote monitoring devices that record stress and vibration in real time to more accurately determine the wear on a particular bridge and aid in early detection of problems. Remote monitoring used in conjunction with visual inspection has the potential to reduce the costs of bridge inspection and maintenance. A fully automated remote monitoring system could reduce the number of trips a bridge inspector must make over the lifetime of a bridge, should increase the frequency of inspection cycles, and would serve as an early warning system when a bridge begins to deteriorate significantly. One component of a remote monitoring system is an automated crack-detection technique. This paper compares the effectiveness of several traditional and newly developed imaging algorithms that can be used in crack detection in concrete bridges.
Imaging Algorithms for Bridge Crack Detection
Accurate and timely information on the status of a pavement surface is crucial to the effective management of pavement systems.
The importance of timely data acquisition and analysis of pavement surfaces is widely acknowledged ͑El-Korchi 1990; Koutsopoulos and Downey 1993; Lee 1993͒. To achieve timeliness and accuracy in bridge inspection, automation of data acquisition and analysis is necessary. A number of automated systems for evaluating images of pavement surfaces have been developed ͑Lee 1990 ; Longenecker 1990; Klassen and Swindall 1993͒ . This paper focuses on automated crack-detection techniques for the bridge deck inspection process ͑these techniques are based on imaging edge-detection algorithms͒. In particular, this paper proposes and demonstrates a framework for evaluating the effectiveness of imaging crack-detection algorithms in inspecting concrete bridge deck surfaces ͑concrete pavements͒, resulting in the selection of the best algorithm. This framework should be used before an automated pavement evaluation system is developed.
Edges in digital images are defined as sharp intensity transitions. Edge-detection algorithms seek to detect and localize edges without any input or interference from humans. These algorithms are typically application based and may not produce the same results for a given image. Therefore, investigating the different algorithms as proposed in this paper can help in choosing the best one for bridge images. Additionally, once an algorithm is identified as the most suitable for the problem at hand, further enhancements can be researched and developed to overcome any limitations that may exist. Four imaging edge-detection algorithms were chosen for comparison in this paper: fast Haar transform ͑FHT͒, fast Fourier transform ͑FFT͒, Sobel, and Canny. These algorithms are used in numerous edge-detection problems and are considered here as possible crack-detection techniques for the bridge inspection problem. This section provides a brief theoretical background for each of these techniques, which are evaluated using the proposed framework in the next section.
Sobel Edge Detector
The Sobel edge detector is known for its simplicity and speed, compared to other algorithms that are computationally complex, and is based on the spatial gradient algorithm. However, Sobel is very susceptible to image noise, which may result in false positive detections when attempting to identify edges in real-world situations. This is inherent in all gradient-based algorithms. Filtering to smooth the noise out can reduce the false edge identification but does not eliminate the problem.
The Sobel algorithm detects gradient ͑changes͒ in image intensity. The image data are convolved with a Sobel mask, resulting in first-order partial derivatives for the pixel in the middle of the mask ͑Parker 1997͒. The Sobel edge detector uses two convolution masks (Cx and Cy) of size 3ϫ3 each to compute the derivatives in both the x and y directions. The values of these masks are
Canny Edge Detector
The Canny edge detector is also a convolution filter, but is slightly more complicated and powerful than the Sobel ͑Canny 1986͒. Canny first smoothes an image by convolving with a Gaussian mask to eliminate most of the noise, thus overcoming Sobel's limitation. Next, the algorithm attempts to detect edges at the maxima of the gradient modulus taken in the direction of the gradient. This algorithm produces an edge strength and direction at each pixel in the smoothed image. The computations are based on determining the gradient magnitude as the root of the sum of the squares of the derivatives in both directions x,y. The direction of the edge is computed using the arctan of the derivative ratios ͑Canny 1986͒. Thus the algorithm is based on three parameters: , which is the standard deviation of the Gaussian mask, and t low and t high , which are used for thresholding to determine if a pixel belongs to an edge or not.
Fourier Transform
The Fourier transform ͑FT͒ is a frequency-based, discrete transform that is optimized for machine calculation ͑Cooley and Tukey 1965͒. It is an extremely popular transform in the engineering world, with a wide range of applications. The FT is used to determine the frequency content of a signal in digital signal processing applications. In imaging applications, the FT allows interconversion between the spatial domain representation and the frequency domain representation of images, causing the FT to become one of the most powerful tools in image processing and filtering. To improve the computational speed, fast Fourier transforms ͑FFTs͒ emerged. The FFT mathematical formulation is shown below:
where f (x,y)ϭimage of size M ϫN that is transformed into the coefficient spectrum image F (u,v) by means of the FFT; x and yϭspatial samples ͑pixels͒; and u and vϭfrequency samples. After performing the transformation, and based on a threshold ͑to be discussed in the experimental results section͒, a decision of crack or no crack can be made.
Fast Haar Transform
The fast Haar transform ͑FHT͒ is relatively new and shows promise in its ability to detect edges ͑Bachman and Beckenstein 2000͒. Haar decomposes the image into low-frequency and highfrequency components. This process is followed by isolating those high-frequency coefficients from which the edge features of an image are identified ͑Alageel and Abdel-Qader 2002͒. To perform operations on images, the 2D FHT is used, which follows the same principles as the 1D FHT. Each row of the image is passed through a 1D FHT, the resulting image is saved, and then each column of the new image is passed through a 1D FHT. The Haar is a simple form of wavelets introduced in 1910. The mother wavelet of Haar (t) and the scaling function (t) are defined as The general forms for the bases of (t) and (t) are given in the equations below:
where 2 j/2 ϭnormalization factor; jϭ0,1,...; and kϭ0,1,...,2 j Ϫ1. The Haar wavelet relates to the scaling function by the relation ͑t ͒ϭ͑ 2t ͒Ϫ͑ 2tϪ1 ͒
and the scaling functions relate to each other by the relation ͑t ͒ϭ͑ 2t ͒ϩ͑ 2tϪ1 ͒
Using the basis ensemble for the Haar wavelets, the fast Haar transform is created and used to implement the transform, leading to a simple 2D implementation of the Haar, which is essentially averaging, differencing, and scaling processes. To detect cracks, the magnitude of quadrants 2, 3, and 4 produced by Haar is first taken and passed through a high-pass filter to eliminate noise ͓Fig. 1͑a͔͒. Then the three quadrants are combined to produce a magnitude image ͓Fig. 1͑b͔͒, the intensity of which is then compared to a threshold level to determine if a crack exists.
Discussion of Experimental Results
A sample of 50 concrete bridge images was used in the analysis and comparison study. Half the images were of healthy concrete bridge components, and the other half were of cracking and deteriorating concrete. The images were all gray-scale images with a resolution of 640ϫ480 pixels. All images were of bridge deck surfaces ͑concrete pavements͒ and do not include background such as grass or motor vehicle traffic ͑Figs. 2 and 3 show two sample images͒. Ideally, a stationary, bridge-mounted camera would focus directly on the concrete, but if background is included in the image, it may be necessary to include a prefilter to eliminate such anomalies.
A MatLab code was developed for each of the four algorithms to read the images, perform the transforms, and output the isolated cracks ͑usually referred to as the edge image͒. The edge image was recorded for each technique and for each of the 50 images. Based on the threshold value for the algorithm and the intensity in the edge image, an output image was determined to have a crack or no crack; this process is schematically shown in Fig. 4 . A threshold value is a parameter that is crucial to the performance of any edge-detection algorithm. Based on the value of this parameter, it is decided that a crack exists or does not. In this project, the threshold is determined as the average value of the intensity of all pixels in the crack images. The following is a list of the experimental results obtained from the four imaging techniques.
Fast Haar Transform
The fast Haar transform performed significantly better than the traditional gradient-based algorithms ͑Sobel and Canny͒. The FHT eliminated much of the noise caused by normal patterns in concrete ͑highly textures images͒, resulting in a high level of accuracy determined by the number of correct crack detections produced by the technique. The overall accuracy was 43 out of 50 ͑86%͒ correct detections. The mean value of the edge images was 2.4 times greater than that of images without a crack, which shows a large distinction between crack and no-crack images and was much better than other algorithms tested. Figs. 5 and 6 are the isolated cracks for the two bridge images of Figs. 2 and 3 as determined by the FHT technique, and Fig. 7 shows the imageintensity data calculated by the FHT algorithm for the 50 images used in the analysis. 
Fast Fourier Transform
The fast Fourier transform performed poorly in these tests. This was slightly surprising because of the FFT's excellent ability to detect edges. However, the texture of the images caused a large amount of misclassifications. The overall accuracy of 32 out of 50 ͑64%͒ was the lowest of the four algorithms. The average intensity of crack images was only 6% higher than that of no-crack images, making this transform nearly useless in the detection of cracks. Figs. 8 and 9 are the isolated cracks for two bridge images as determined by the FFT technique, and Fig. 10 is the image intensity data for the 50 images used in the FFT analysis. Possible improvement of this filter could be achieved by using a prefilter to reduce some of the noise and texture in the images. A large improvement was not expected, however, and so this implementation was not tested.
Sobel
The Sobel edge-detection technique also performed relatively poorly. The average intensity of crack images was 25% greater than that of no-crack images. The overall accuracy was 34 out of 50 ͑68%͒. Again, the texture of the concrete is the reason behind the large number of misclassifications. This algorithm would require significant changes to be of use in concrete crack detection.
Figs. 11 and 12 are the isolated cracks for two bridge images as determined by the Sobel technique, and Fig. 13 is the image intensity data for the 50 images used in the Sobel analysis.
Canny
The Canny edge-detection technique performed better than Sobel and FFT. The Canny uses a prefilter blur that seems to eliminate noise and aids in the correct classification of most images. The overall accuracy was 38 out of 50 ͑76%͒. The average intensity of crack images was 18% greater than that of no-crack images. Figs. 14 and 15 are the isolated cracks for two bridge images as determined by the Canny technique, and Fig. 16 is the image intensity data for the 50 images used in the Canny analysis.
In summary, the fast Haar transform had the most accurate crack detection. The overall accuracy of the FHT was 86%. The Canny edge detector performed relatively well with an accuracy of 76%. The Sobel edge detector performed relatively poorly with an accuracy of 68% due to the noise in concrete images. The fast Fourier transform also responded poorly due to the texture and patterns in the concrete images with an overall accuracy of 64%. As shown in Table 1 , there were far more false positives than false negatives in the detection of cracks, where a positive detection indicates the presence of a crack regardless of whether the image has a crack or not, while a negative detection suggests no cracks in an image. For example, the FHT indicated the presence of cracks in images that have actual cracks ͑correct positive͒ for 24 out of the 25 images used, and 1 false positive ͑Table 1͒. Optimizing the criteria for threshold selection can enhance the results. By raising or lowering the threshold value, it is generally possible to alter the distribution of false positives and false negatives without a major impact on the ranking of the algorithms used in the paper. Once an algorithm is selected, the results can be further improved to maximize the performance by focusing the research efforts on developing optimum criteria for threshold selection that are specific to concrete bridge images. The performance of the Haar wavelet was not a surprise since, like other members of the wavelet family, it has the ability to capture image discontinuities. This is due to the fact that wavelets are space limited, which is not true for FFT, and thus have the ability to show local information in space ͑e.g., cracks͒.
Concluding Remarks
The traditional visual inspection method used to monitor concrete bridges is costly and time-consuming. Automated crack-detection techniques that limit the necessity of human inspection have the potential to lower the cost and time associated with surface inspection of concrete bridges. However, engineers have been highly skeptical of using automated NDE systems and technologies such as imaging techniques. Much of this has been due to a lack of standardization and to the difficulty in using the technology ͑equipment͒ and/or interpreting the results. The development of commercial systems, widespread collection of data on the effectiveness of methods, drafting and revision of standards and codes, and training in NDE methods will hopefully work to rectify these difficulties.
Highway departments must begin to include automated inspection techniques in their bridge evaluation programs and strategies to enhance the quality of bridge condition data used in decision making. Crack-detection techniques are only one module in an automated bridge monitoring system. Other modules may include a decision system that reads the data produced by the imaging techniques and formulates a plan for maintenance, real-time hardware components ͑cameras and microprocessors͒, and possibly wireless communication technologies for transmitting data to a central bridge management system location. This paper focused on the crack-detection module and provided a framework for evaluating image-processing techniques in support of an automated bridge monitoring system. Such an evaluation framework is necessary for the selection of the best techniques for the problem at hand.
