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Introduction
Optimum currency areas (OCA) theory aims to define the optimal geographic domain of a single currency. It was developed by the seminal contributions of Mundell (1961) , McKinnon (1963) , and Kenen (1969) . OCA theory can be examined in three phases. The first is the pioneering phase of the 1960s and early 1970s, followed by the reconciliation phase of the 1970s. In the third phase, OCA theory was reassessed and operationalized through empirical studies beginning in the 1980s.
Empirical studies can be classified as econometric studies, or studies that employ the techniques of pattern recognition. Eichengreen and Bayoumi (1996) , Artis and Zhang (2001) , Artis and Zhang (2002) , Boreiko (2002) , Komárek, Cech and Horváth (2003) , and Kozluk (2005) applied the techniques of pattern recognition to a set of variables suggested by the OCA theory. Pattern recognition is the act of taking raw data (which are based on a priori information or statistical information formed from patterns) and taking an action based on the "category" of the pattern (Duda, Hart, and Stork 2000, p. 15) . This paper attempts to assess Turkey's position relative to twenty-four European countries with respect to the OCA criteria, taking Germany as the center country. The nearer (more similar) a country is to Germany in terms of OCA criteria, the more suitable it is for this country to be a part of the currency area centered around Germany. Synchronization in business cycles, volatility in the real exchange rates, synchronization in the real interest rates, the degree of trade integration, and convergence of inflation are the OCA criteria included in our analysis, following Artis and Zhang (2001) , Artis and Zhang (2002) , Boreiko (2002) , and Kozluk (2005) . Canada and Japan were inlcuded as the control group countries in order to determine whether they can be sharply distinguished from the European countries. We have constructed our analysis under three cases in which we have applied the Hodrick-Prescott (H-P) and the Baxter-King (B-K) filters to industrial production series and real interest rates. The application of H-P and B-K filters to industrial production series and the real interest rates as used in this paper is a novel approach in this area. We then employed Mahalanobis distance as a similarity measure and computed OCA similarity indices. Afterwards, in all three cases we calculated Turkey's and each European country's similarity with respect to Germany, presented the countries' nearest neighbors for Case III, and compared the results of the application of different filtering techniques, as they produce different results for the same data. In order to assess the relative position of the control group, we carried out principal component analysis. The remaining of the paper is as follows. In Section 2, we briefly discuss data and methodology. In Section 3, we provide the results. Section 4 concludes our paper.
Data and Methodology
Austria, Belgium, Croatia, Cyprus, Czech Republic, Denmark, Finland, France, Germany, Greece, Hungary, Ireland, Italy, Luxembourg, the Netherlands, Norway, Poland, Portugal, Romania, Slovak Republic, Slovenia, Spain, Sweden, Turkey, and the UK are the countries in the sample. Canada and Japan were included as control group countries.
Filtering Techniques and OCA Criteria
OCA studies carried out with the techniques of pattern recognition generally assume that Germany is the center country (Artis and Zhang (2001) , Zhang (2002), Boreiko (2002) , and Kozluk (2005) ). The criteria widely used in these studies are synchronization in business cycles, volatility in the real exchange rates, synchronization in the real interest rates, the degree of trade integration and convergence of inflation. We included the same criteria in our analysis. Artis and Zhang (2001) , Artis and Zhang (2002) , and Kozluk (2005) included labor market flexibility as another OCA criterion in their analysis. However, because of the lack of data for Turkey and most of the countries, we excluded this criterion from our analysis.
In OCA theory literature, for the calculations of two of the criteria synchronization in business cycles and synchronization in the real interest rates, monthly industrial production series and monthly real interest rates have been detrended with the application of the Hodrick-Prescott (H-P) filter (Hodrick and Prescott (1997) ). In some atheoretic studies of business cycles (Murray (2003) and Takaya (2005) ), the Baxter-King (B-K) filter has been used to obtain the cyclical components of industrial production series (Baxter and King (1999) ). Since the application of different filtering techniques produce different results for the same data, we employed both the H-P and the B-K filtering techniques in our analysis.
Hodrick-Prescott (H-P)Filter. The H-P filter decomposes a time series, γ t , into an additive cyclical component, γ c t , and a growth component, γ g t
Applying the H-P filter involves minimizing the variance of the cyclical component, γ c t , subject to a penalty for the variation in the second difference of the growth component, γ g t where λ , the smoothing parameter, penalizes the variability in the growth component. The larger the value of λ , the smoother the growth component. As λ approaches infinity, the growth component corresponds to a linear time trend (Guay and St-Amant, 1997, p. 2-3) .
There are two different approaches to the question of choosing the smoothing parameter. The first approach is the free choice of smoothing parameter. In this approach, the smoothing parameter is usually fixed in an arbitrary way (Schlicht 2005, p. 99) . In the OCA studies, Artis and Zhang (2001) , Artis and Zhang (2002) , and Boreiko (2003) have set the smoothing parameter's value at 50,000 for relatively noisy industrial production series and real interest rates, whereas Kozluk (2005) has used 14,400 for the smoothing parameter.
The other approach is to find the optimum smoothing parameter by statistical methods, i.e., an automatic estimation method. In this approach, the optimum smoothing parameters are assigned values, which are calculated based on the nature of the time series data (Dermoune, Djehiche and Rahmania, 2006, p. 2-4) following Schlicht (2005) . Let x=(x 1 ,x 2 ,…,x T ) be a non-stationary time series with trend and cyclical components. Then, consistent estimator, λ, can be written as:
Baxter-King (B-K) Filter. The B-K filter computes the cyclical components, of the given time series, . It is an approximation of an ideal bandpass filter, which passes only the signals that have periods between selected lower and upper periods. It relies on the use of a symmetrix finite odd-order M=2K+1 moving average so that:
A sequence that minimizes the mean squared error between, y t yˆt, given by:
The set of M coefficients is obtained by applying condition (6) to the ideal filte r coefficients imposing symmetry and stationary restrictions. The solution takes the form:
Filtering in time domain using moving averages involves the loss of 2K data values. In Baxter and King (1999) , a value of K=12 for the passband [1.5, 8] years is found to be basically equivalent to higher values, such as 16 or 20.
In this study, we constructed our analysis under three cases in order to determine the differences in the results when different filtering techniques are employed. In Case I, we applied the H-P filter to the industrial production series and the real interest rates, in which the smothing parameter is fixed at 50,000 following Artis and Zhang (2001) , Zhang (2002), and Boreiko (2003) . In Case II, we H-P filtered the industrial production series as in Case I, since industrial production series involve trend. As real interest rates are not expected to follow a long-term trend, we have employed the H-P filter to the real interest rates with the estimated smoothing parameters. The smoothing parameters for the countries in the sample for synchronization in the real interest rates are given in Table 1 .
In Case III, we employed the Baxter-King (B-K) filter to both the industrial production series and the real interest rates with a lower period of 13 and an upper period of 86 following the study of Burns and Mitchell (1946) . These three cases are shown in Table 2 . 2) Volatility in the real exchange rates was represented by the standard deviation of the log-difference of real bilateral DM exchange rates before 1999. After 1999, the Euro has been used instead of DM for exchange rates. Real exchange rates were obtained by deflating nominal rates by relative wholesale (producer) price indices. For Portugal, we have used the consumer price index because of lack of data.
3) Synchronization in the real interest rates was represented by the cross-correlation of the cyclical components of the real interest rate cycle of a country with that in Germany.
Real interest rates were obtained by deflating short-term nominal rates by consumer price indices. Cross-correlations were measured for all the countries in the sample with reference to Germany, and again the values were set between zero and two.
4) The degree of trade integration was measured by where x i and mi are exports and m i imports (of goods) of country i, respectively, and superscript EU-25 represents European Union countries as of May 2004. 5) Convergence of inflation was measured by e i -e g , where e i and eg are the rates of inflation in country i and Germany, respectively. The calculated values of the OCA variables for each country are given in Table 3 for Case I.
In Case I, Turkey's synchronization of business cycles with Germany had a value of 0.5966. The cross-correlation of the cyclical components of industrial production series between Germany and Turkey are given in Figure 1 , whereas the cyclical components of the industrial production series of Germany and Turkey are given in Figure 2 . OCA criteria values for Germany are not given in Table 3 since Germany is the center country. For Germany, the only variable that is different from zero in value is the degree of trade integration and it is equal to 62.96.
Values are between zero and two, where zero represents perfect synchronization.
Volatility in the real exchange rates has been calculated for the values after January 1999. Figure 1 shows lagged correlation of the series used in the synchronization of business cycles. Turkey's business cycle followed Germany's business cycle with an average lag of four months. As can be seen in Table 3 , the Netherlands, Ireland, Slovak Republic, Norway, Cyprus, Romania, Czech Republic, Croatia and Portugal's synchronization of business cycles with Germany were also low. Turkey's synchronization of business cycles with Germany was relatively better than these countries. However, Austria, Hungary, Finland, Belgium, Slovenia, the United Kingdom, Greece, Poland, Denmark, Sweden, France, Italy, and Spain's synchronization of business cycles with Germany were better than Turkey's, whereas Luxembourg has a synchronization value of 0.5957 which was slightly better than Turkey's. The volatility of the real New Turkish Lira had the highest value in the sample. This can be explained by the fact that Turkey experienced a currency crisis in February 2001 and a long history of high inflationary periods. We did not eliminate the high volatility of the Turkish Lira in 2001 caused by the currency crisis; therefore the high volatility of the Turkish Lira was expected in the results. When we treated big deviations observed during the currency crisis as outliers, we found better values. For Turkey, we included this period in order to make a realistic analysis. However, it should be noted that this currency crisis adversely affected both the volatility of the real Turkish Lira and Turkey's real interest rate snychronization in our analysis.
Turkey's real interest rate synchronization with Germany had a value of 0.7215. This value was better than Czech Republic, Greece, Slovenia, Portugal, United Kingdom, Hungary, Slovak Republic and Croatia's synchronizations of the real interest rates with Germany, but worse than those of Spain, Denmark, Italy, Poland, Sweden, Norway, Luxembourg, Austria, Cyprus, France, and Romania, Netherlands, Finland, Belgium, and Ireland. The cross-correlation of real interest rates of Germany and Turkey are given in Figure 3 , whereas cyclical components of the real interest rates of Germany and Turkey are given in Figure 4 .
In Figure 3 , the highest cross-correlation value of the real interest rates of Germany and Turkey was measured at 4 lags.
According to Table 3 , Turkey had the lowest degree of trade integration (excluding Japan and Canada) and had the second worst convergence of inflation value after Romania when compared to the other European countries. Figure 5 . Figure 7 . All of these results under different filtering techniques indicate that the results are very sensitive to the filtering techniques employed. Consequently, the proper use of filtering techniques gains importance, requiring that findings be evaluated cautiously.
OCA Similarity Matrix
In this study, we calculated similarity measures for every country in the sample in terms of OCA criteria, taking Germany as the center country. In general, distance measures were used as similarity measures. Among these, the Euclidian distance measure was the most widely used: The Euclidian distance between country i and country j is given as:
A drawback of this measure is that if the mean of any one of the variables is higher than the others, this variable dominates the similarity measure. In order to neutralize this effect, two methodologies have been widely used in literature. In the first one, variables are standardized as in Artis and Zhang (2002) , Boreiko (2002) , and Kozluk (2005) . In the second, Mahalanobis distance has been used (Mahalanobis (1936) ). Mahalanobis distance between country i and country j is given by:
where Σ is the covariance matrix of Y. The OCA similarity (distance) matrix can be written as:
where d i,j is the similarity measure between country i and country j. The OCA similarity matrix for Case III is given in Appendix B. 
Result

CASE I CASE II CASE III
According to Table 5 , in Case I, the nearest neighbor of Germany was Denmark and the furthest neighbor is Croatia. Turkey was the second furthest neighbor of Germany after Croatia. In Case II, the nearest neighbor of Germany was Austria, and the furthest neighbor was again Croatia. Similarly, Turkey was the second furthest neighbor of Germany after Croatia. In Case III, the nearest neighbor of Germany was Denmark, and the furthest was Romania. Turkey became the third furthest neighbor of Germany after Norway and Romania. Again, we would like to recall our observation that the results are highly sensitive to the filtering techniques employed, requiring that findings be evaluated cautiously.
In order to assess the relative position of the control group, we carried out principal component analysis. Table 6 illustrates that the first three principal components explain almost 80 percent of the variability in data for all cases. The relative position of the control group countries could have been observed in three dimensional figures but we preferred, for the sake of clarity, to present the projection of these data in two dimensional figures, as the distances between data points in three dimensional figures are difficult to interpret.
In Figures 8 and 10 Canada and Japan can be distinguished from the European countries. Similarly, Turkey and Romania are also observed as a different group. Table 7 shows each country's three nearest neighbors, and Turkey's distance (similarity) to each country in the sample for Case III. For Cases I and II, principal components figures, OCA similarity matrices, the three nearest neighbors of the countries and Turkey's similarity (distance) are available from the authors upon request.
The three nearest neighbors of Turkey are Hungary, Poland and Romania with quite low similarities. The higher is the OCA similarity value in Table 7 , the lower is the similarity. Turkey, Romania, Canada, Japan, Norway and Cyprus exhibit low similarities to their nearest neighbors. Canada and Japan are the control group countries, and they exhibit low similarities to their nearest neighbors as expected. The other countries' low similarities might be explained by the fact that Turkey launched its EU accession negotiations in October 2005, Romania joined EU in January 2007, and Norway is not a European Union member, whereas Cyprus became a full member in May 2004. Therefore, this might be a sign of the endogeneity of OCA criteria. As Frankel and Rose (1996) post even if they do not ex ante!" (Frankel and Rose 1996, p. 3) .
Surprisingly, despite the geographic proximity of the UK and Ireland, Ireland's nearest neighbor is France. UK is the third nearest neighbor of Ireland with very little difference in similarity. The nearest neighbor of the UK is Ireland and France's nearest neighbor is the Netherlands.
Conclusion
Integration efforts in Europe started in the 1950s, and the OCA theory has played an important role in deepening this process by not only providing a theoretical framework for the Economic and Monetary Union, but also by being the driving force with the empirical studies carried out aiming to operationalize the theory. During the last decades, considerable progress has been experienced in the techniques of data analysis and modelling. These include pattern recognition techniques, which have been applied widely in the literature from the natural to social sciences. Cluster analysis is a part of pattern recognition technique, and similarity measures are the key elements of cluster analysis. In this study, our aim was to evaluate the relative position of Turkey with respect to European countries. Therefore, cluster analysis was left out of the scope of this paper for future work. We followed a novel approach in the application of the Hodrick-Prescott (H-P) and the Baxter-King (B-K) filters to monthly industrial production series and the real interest rates. After that, we employed Mahalanobis distance as a similarity measure to these widely used OCA criteria in the literature. We then created OCA similarity indices, computed countries' similarities with respect to Germany, their nearest neighbours and Turkey's similarity (distance) to these countries and to Germany. Afterwards, we compared the results. To our knowledge, this is the first analysis in this area that uses the filtering techniques as applied in Cases II and III. We included Canada and Japan as control group countries to assess the reliability of the results; indeed, our analysis did produce nonsensical results.
Our results show that Turkey is the second furthest neighbor country to Germany after Croatia in Cases I and II. 
