Predicting protein subcellular locations may help us understand protein functions and analyse protein interactions with other molecules. Many machine learning and computational techniques have been used to predict protein subcellular locations. In this paper, we propose a new hybrid classification system called SVM-ANFIS based on Support Vector Machines and Adaptive Neuro Fuzzy Inference System for protein subcellular location prediction. The experimental results show that the new system can not only achieve high total accuracies but also improve local accuracies in protein subcellular location prediction.
Introduction
Protein subcellular location plays an important role in the function of protein.
The prediction of protein subcellular locations may help us not only understand protein functions but also protein interactions with other molecules. Many machine learning methods and computational techniques (Chou, 2000; Feng, 2002) were used to predict the protein subcellular locations. Nakai and Kanehisa (1992) presented an expert system to predict protein subcellular locations by using if-then rules and sequence motifs. The system can achieve prediction accuracies of 66% in training and 59% in testing. Reinhardt and Hubbard (1998) used neural networks to predict the subcellular locations of proteins and the accuracy can reach 81% in predicting three possible subcellular locations for prokaryotic proteins and 66% for four locations for eukaryotic proteins. Also based on the amino acid composition, Yuan (1999) presented Markov chain models for protein subcellular location prediction. For prokaryotic proteins, Yuan's method can achieve a prediction accuracy of 89.1% for three subcellular locations. For eukaryotic proteins, the prediction accuracies can reach 73.0% and 78.7% within four and three location categories respectively. Huang and Li (2004) introduced another method to predict protein subcellular locations from their dipeptide composition by using a fuzzy k-nearest neighbours (k-NN) algorithm, and its overall predictive accuracy is about 80% in the jack-knife test.
Besides the methods and techniques mentioned above, Support Vector Machines (SVMs) (Boser et al., 1992; Vapnik, 1998) were also used to predict protein subcellular locations. Hua and Sun (2001) first employed SVMs with the one-vs.-rest approach for protein subcellular location prediction. They built k binary SVM models for k protein subcellular location classes separately in the training. The ith SVM model is built with all samples in the ith class with positive labels and all other samples with negative labels. Once an unknown sample needs to be classified, it is first predicted by these SVM models, and then classified into the class corresponding to the SVM model with the highest output value. The data features were generated based on 20 single amino acid compositions only. In the jack-knife test, Hua and Sun's method achieved the overall prediction accuracy of 79.4% on the eukaryotic sequences and 91.4% on the prokaryotic sequences. Later, Cai et al. (2002) presented a SVMs based prediction method by incorporating the quasi-sequence-order effect and used both the amino acid composition and the sequence-order-coupling numbers to improve prediction. Their experimental data set includes 2191 protein sequences belonging to 12 groups, and the prediction accuracy was 75% by using the jack-knife test. Park and Kanehisa (2003) also presented a SVMs based method with the one-vs.-rest voting approach. The main difference between this method and Hua and Sun's method is that besides the amino acid composition, the amino acid pair and gapped amino acid pair compositions (Jang et al., 1996) were used in the prediction. More than 7000 protein sequences were collected for the 12 subcellular locations groups. Park and Kanehisa tried to balance Total Accuracy (TA) and Local Accuracy (LA). Balance between TA and LA is an important issue in multi-class data classification, especially when some class groups are very small and others are very large. In general, TA is mainly affected by large class groups, while LA is calculated based on all groups equally. SVMs are Structural Risk Minimisation (SRM) based learning algorithms, which try to obtain the generalisation capabilities from the learning and some training errors are allowed within a limited range. In the case that SVMs are trained on the data sets heavily unbalanced among multi-class groups, the model's decision usually benefits the large class group. To reduce such negative effect, one way is to find out suitable weight parameters for each class, which could make SVMs' decision bias to the small training data set, but tuning SVM parameters is really time-consuming. The other way is to train several SVMs groups on the data sets with different kinds of features, and then use a scheme to fuse the outputs of SVMs, such as the method proposed in Park and Kanehisa (2003) . In this paper, we propose a new hybrid classification system called SVM-ANFIS to improve LA while still keeping a good TA. In the system, Adaptive Neuro Fuzzy Inference System (ANFIS) is employed to learn the relationship between the data expected class and their related SVM outputs based on the amino acid and different gapped amino acid pair compositions. In the test phase, a voting scheme is preformed based on the ANFIS's outputs. The experimental results show that SVM-ANFIS can make a better balance between TA and LA.
The rest of this paper is organised as follows. Section 2 describes the basic SVM classification theories. Section 3 reviews fuzzy inference system and ANFIS. In Section 4, SVM-ANFIS is presented. Section 5 shows the experiments and results. Finally, Section 6 gives the conclusion.
Support Vector Machines
In this section, we introduce SVMs for data classification. For a binary classification problem, given a training data set 
where n w R ∈ is constructed using some training example vectors and b ∈ R. The hyperplane separates the training examples with the maximum margin under the condition of ( , ) 1.
The decision function is
In practice, the optimal hyperplane is calculated by solving the following constrained optimisation problem,
where ξ i are nonnegative slack variables and C is the regulation parameter.
The problem described by equation (4) and Condition (5) is a QP problem, which can be transformed to minimise the following primal Lagrange,
where α i are Lagrange multipliers and α i ≥ 0. According to primal-dual formulation, it is equivalent to solve the following problem The decision function becomes ( ) sgn( , ) sgn ,
where . .
The followings are two nonlinear kernel functions commonly used in SVMs, Polynomial function
Adaptive Neuro Fuzzy Inference System
In this section, we review Fuzzy Inference System (FIS) and Adaptive Neuro Fuzzy Inference System (ANFIS).
Fuzzy Inference System
A FIS (Jang et al., 1996) is also known as a fuzzy rule based system, which basically consists of three components: a rule base, which contains a set of fuzzy if-then rules; a database, which defines membership functions for fuzzy rules; and a reasoning mechanism, which performs the inference procedure and derive outputs based on the fuzzy rules. 
Adaptive Neuro Fuzzy Inference System
ANFIS (Jang, 1993; Lin and Lee, 1991; Wang and Mendel, 1992 ) is a kind of adaptive fuzzy inference system, which employs a hybrid-learning algorithm to identify fuzzy system parameters automatically. In ANFIS, the back-propagation gradient descent is employed to update the premise parameters for the membership functions and the least square method is used to identify consequent parameters for each rule's output. Figure 1 (b) shows an ANFIS architecture example, which is equivalent to the fuzzy model in Figure 1 (a). In Figure 1 (b), nodes in Layer 1 are adaptive nodes and the membership functions are adjusted in this layer through the parameters, which are referred to as premise parameters. Nodes in Layer 2 are fixed and each output of them is the firing strength of a rule. In Layer 3, each node is also fixed and the ratio of each rule's firing strength to the sum of all rules' firing strengths is calculated by each related node. Layer 3's outputs are normalised weights. The product of each rule's output and the related weight are derived in Layer 4. Parameters in this layer are called consequent parameters. Finally the overall output is generated in Layer 5 as the sum of all incoming inputs.
SVM-ANFIS
In this section, we present the SVM-ANFIS classification system.
Binary SVM-ANFIS architecture
We use an example to explain SVM-ANFIS architecture. Figure 2 illustrates a binary SVM-ANFIS architecture with two SVMs and two fuzzy if-then rules. ( ) ( ), 1, 2
3, 1 2 , 1 ,2
The final f function is In the training phase, the training data are split into two sub sets. One data set is used for SVMs training and the other is for SVMs evaluation. The evaluation results are used to train ANFIS model.
Voting scheme for multi-class classification
For multi-class classification problem, the final decision can be made by voting among binary SVM-ANFIS models (which were trained for each class separately). We define equation (23) and consider two cases in voting. Case 2: Every binary SVM-ANFIS model's f has negative values. Voting is made among all binary SVM-ANFIS models. One model's decision will be adopted if its related δ has the smallest value.
Experiments and results

Data processing
The protein subcellular location data set (Park and Kanehisa, 2003) used in the experiment contains 7579 entries. Each protein sequence is transformed to five vectors respectively based on the amino acid composition, amino acid pair, 1 gapped amino acid pair, 2 gapped amino acid pair, and 3 gapped amino acid pair compositions respectively. For each sequence, its vector's features are all scaled into the range of 0~1 based on the sequence length. The vectors' feature number is 20 if the sequence is transformed based on the amino acid composition and 400 if it is based on the (gapped) amino acid pair compositions. For an amino acid pair composition, two amino χ and β are counted together as one unit χβ if χ and β happen continuously in one sequence. χβ and βχ are two different pairs if χ and β are different. The gapped amino acid pair composition means some number of intervening residues can exist in the pair. Table 1 lists the number of entries of each subcellular location in a decrease order. 
5-fold cross-validation test
The system's prediction performance is tested using the 5-fold cross validation method. Each subcellular location's data set is divided into five subsets equally. We use S i to represent the subcellular location data set i (listed in Table 1 ) and S ij to represent the subset j of S i , where i = 1, …, 1, 2 and j = 1, …, 5. The first test procedure of 5-fold cross validation is shown in Table 2 . The other four tests' procedures are similar to the first one. Table 3 lists data sets assignment for 5-fold cross validation. Here sum (Σ) and plus (+) operations represent union operation on the data sets. We build 12 SVM-ANFIS models, each of which has five SVMs and one ANFIS model. The prediction accuracies are evaluated using 
where N is the total number of protein sequences (7579), T i is the number of correctly predicted positive sequences in the subcellular location set S i and i S is the number of sequences in S i .
In the experiments, SVM part is built on Joachims' SVMlight 4.0 (Joachims, 1999 ) and most tests are preformed on SVM with RBF kernel, since generally SVM shows better performance with RBF kernel than with linear and polynomial kernels. ANFIS part is set up using the Fuzzy Toolbox of Matlab and the initial parameter is configured as the following. The initial Membership Function (MF) type is the generalise bell function type and two MFs for each input. The output type is set as linear type. Training epoch number is 10, training error goal is 0, the initial step size is 0.1, the step size decrease rate is 0.9 and the step size increase size is 1.1. The experiments are performed on two PCs with P4 2.0G and P4 2.8G processors each and each machine's memory size is 256M. The running time is about 12 hours for one 5-fold cross validation on all data sets.
Table 2
The first test procedure in 5-fold validation 
Test SVM-ANFIS on SA
For end
Classify each SA entry according to the voting results among the 12 tests above. 
Experimental results
In the experiments we also implement the methods proposed in Hua and Sun (2001) and Park and Kanehisa (2003) and compared them to our method under the same conditions. We select RBF kernel and four groups of SVM parameters from the limited ranges Tables 4-7 , we can find all three methods can achieve better accuracy performances with parameters C = 30 and γ = 30 (see Table 6 ).
Table 4
Comparisons of prediction accuracies with RBF kernel (C = 10, γ = 10) Table 5 Comparisons of prediction accuracies with RBF kernel (C = 20, γ = 20) Table 6 Comparisons of prediction accuracies with RBF kernel (C = 30, γ = 30) Table 8 Prediction accuracies using parameter-mixture RBF kernels (C = 20, γ 1 = 20, γ 2 = 30) As shown in Table 6 , both Park and Kanehisa's and our method can improve TA from Hua's 0.699 to 0.77 approximately. In LA comparison, we can see Park and Kanehisa's method can improve LA from 0.476 (Hua's) to 0.574. Our method can improve LA to 0.607, which is higher than Park and Kanehisa's LA by about 0.03. Furthermore, from each single location accuracy, we can find TA and LA of Park and Kanehisa's are much more affected by the first four location's prediction accuracies, all of which have the large data size. In contract, SVM-ANFIS can do a better balance between the prediction accuracies of locations with large data size and small data size. Using our method, although the first four location's prediction accuracies are lower than those of Park and Kanehisa's respectively, the total accuracy is as high as that of Park and Kanehisa's. In addition, from Table 6 , we find the prediction based on (gapped) amino acid pair composition is also better than that based on simple amino acid composition. From Tables 4-5 and 7 , we see all methods with other three groups of parameters cannot achieve prediction accuracies as high as those with C = 30 and γ = 30.
Location
The interesting is that SVM-ANFIS still keeps relative high LA, while LA of Park's is reduced greatly. Using RBF kernel with C = 10 and γ = 10, LA of ours is 0.518, while LA of Park's is only 0.396, which is even worse than those based on the amino acid pair, one gapped amino acid pair and two gapped amino acid pair compositions. It means Park and Kanehisa's method is more sensitive to the parameters of SVM. The prediction accuracies of Park's method with mixture RBF kernel are also tested and listed in Table 8 . We use γ = 30 for the four large groups, γ = 20 for the rest and C is set as 20. The result of Park and Kanehisa's is not as expected. The range of accuracy fluctuations is listed in Table 9 for four groups of parameters. We can see the performance of SVM-ANFIS is much more stable than any others. The best results of each method are summarised in Table 10 and it is shown that our method is also better than Cai's by about 0.13.
Conclusion
In this paper, we proposed the hybrid SVM-ANFIS classification system and used it to predict protein subcellular location. Comparing to other SVM based systems, SVM-ANFIS is more stable and can make better predictions on the unbalanced data set.
The experimental results demonstrate that our method can effectively improve the local accuracies without much affecting the total accuracies in protein subcellular location prediction.
