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Introduction
In empirical work in which observations are durations, economic theory rarely suggests which is the correct parametric duration model to use. Therefore when a parametric model is used, specification testing of the distributional assumption has become the norm. Specification testing of duration models is often done via conditional moment tests. These tests can be implemented easily via an auxiliary regression that obviates calculation of the variance matrix for the test statistic (Pagan and Vella, 1989) . It is well known that test statistics from auxiliary regressions converge very slowly to their asymptotic distribution. Thus, they appear to be prime candidates for bootstrapping. In this note I derive suitable moment conditions for censored duration models. Although the bootstrap corrects the size problem of the auxiliary regression test, an unexpected results is that the power curve exhibits severe bias.
The bias is exacerbated when the data are censored.
I proceed in the next section by introducing a conditional moment test for censored duration models. The Monte Carlo results are in section 3. For derivations and further details on the Monte Carlo exercise, see Prieger (2000) .
Conditional Moment Tests
Consider an independent latent sample {y * i } from the duration random variable Y > 0, i = 1, . . . , N. Let the observed sample {y i } be censored, with fixed right censoring points {c i } and censoring indicators {d i } such that y i = min{y * i , c i } and d i = 1 if
, where f and F are the pdf and cdf of Y , respectively, θ 0 is a k-vector of parameters and x is an -vector of explanatory variables. Define ε (y, x, θ 0 ) ≡ R y 0 h (t|x, θ 0 ) dt, the integrated hazard, to be the generalized error. Asterisks denote 2 latent, uncensored quantities, so that ε * i ≡ ε (y * i , x i , θ 0 ) and ε i ≡ ε (y i , x i , θ 0 ). Then the log likelihood of the observed sample is
The conditional moment approach to specification testing exploits the fact that if the model is correctly specified, the sample average moments of ε * i should be close to the population moment expectations. 1 Let m * : R ++ → R q be a vector of conditional moments. Denote m 0 * i ≡ m * (ε * i ) and construct m * so that
If the uncensored sample {y * i } were observed, one could base a specification test on the sample analog of (2). Censoring complicates matters slightly, requiring the expectation of (2) conditional on the censoring. Let
By the law of iterated expectations and (2) we have:
where the outer expectation is taken over (ε i , d i ). Thus specification tests for censored samples may be based on the sample analog of (3). These moment conditions hold for all duration distributions as long as the distribution is correctly specified.
Many tests using generalized residuals in the literature are based on raw moments of powers of ε * . Because ε * is distributed unit exponential for all duration distributions (Lancaster, 1985) , if the (p − 1)th row of m 0 * i is (ε * p i − p!) then equality (2) holds. In a censored sample, the appropriate element of m 0 i corresponding to the pth
One cannot test the first moment because it is exactly zero when evaluated with the ML estimate. The moments investigated in the Monte Carlo exercise are the second and third: 2
Letθ be the MLE of θ 0 ,ε i ≡ ε 
Monte Carlo Results
In this section I examine the small sample performance of the auxiliary regression- is numerically equal to the moment condition in Lancaster's (1985) LM test for unobserved heterogeneity when evaluated at the ML estimate of θ (Pagan and Vella, 1989; Prieger, 2000) . Test statistics from auxiliary regressions have poor size in small samples. The first two columns of Table 1 present the actual size of the tests based on second moments, for various sample sizes and levels of censoring. The first column shows that the size of the raw moments test is far from the nominal 5% level when the asymptotic critical value is used, unless the sample sizes are large. The actual test size is about 11% when the sample size is 250 and about 7.5% when the sample size is 1,000. Censoring does not appear to make the distortion worse. When sample sizes increase to 10,000, the size drops to near the correct level, although the bias is still significant for the uncensored case. Thus, although the auxiliary regression method is convenient, it may lead to incorrect inference unless sample sizes are large. The use of the bootstrap (column two) clears up the size distortion quite well for all levels of censoring and sample sizes. None of the bootstrap sizes shows significant bias. When the second and third moments are used together (the last two columns of Table 1), the same general results are evident.
The power of the tests against the alternative of multiplicative lognormallydistributed heterogeneity is depicted in figure 1 , for two levels of censoring (none and 25% of the sample). The second and third moment conditions are used and the sample size is 1000. 4 The amount of heterogeneity increases along the horizontal axis, which is scaled in the graphs to be the percentage increase in the variance of the latent duration variable due to the heterogeneity.
The power curves reveal the following points. First, as one would expect, the power of a particular form of the test decreases as the amount of censoring in the sample increases. This is because as the censoring becomes more severe, there is less information in the sample. Second, and more novel, all these auxiliary regression tests are biased: for small amounts of heterogeneity there is a smaller chance of rejecting the null hypothesis when false than when true. The bias persists over a large range of alternatives in the bootstrapped test, particularly under censoring (the heavy dashed line). The bootstrap test is consistent 5 against all these alternative hypotheses because the auxiliary regression with the true critical value is consistent in this case (Horowitz, 1997, sec. 4.6) , so the bias is purely a small sample phenomenon. These small sample results are unfortunate, however, given the convenience of auxiliary regression tests and the growing use of the bootstrap.
Conclusion
The raw moment specification test performed via auxiliary regression is one of the common specification tests for duration data. This note presents moments suitable for censored samples. As the bootstrap becomes more commonly used, it is natural to expect its application to these tests to clear up the size distortions when asymptotic critical values are used. The simulations in this paper show the size correction provided by the bootstrap comes at a cost: bias and low power. The applied economist will need to interpret a "failure to reject" the chosen specification with this caution in mind.
are used.
5 A test is consistent against an alternative hypothesis if its power goes to one asymptotically. size. Censoring is accomplished with a fixed right censoring point common to all observations. Bootstrap sample size = 999. Number of Monte Carlo trials is 100,000 for N=250, 25,000 for N=1,000, and 10,000 for N=10,000. 
