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Abst ract  
We consider (positive) quadrature formulas Q. and their respective remainder terms R, of algebraic degree 
deg(R,) = m being defined in (1.1)-(1.3) below. By comparison with Gaussian formulas and with help of inequalities for 
Legendre polynomials, we prove new inequalities for the variance Var(Q.) of quadrature formulas Q,. In particular, for 
interpolatory quadrature formulas, as a consequence we have the following asymptotical bounds for the minimal 
variance: 
4.14746 < lim infn Var(Q,) < 4.21763. 
n~c~ 
Keywords: Positive quadrature formulas; Variance; Weights of positive quadrature formulas; Gaussian quadrature 
formulas 
1. Introduction and statement of the results 
We consider (positive) quadrature formulas Q. and their respective remainder terms R. of 
algebraic degree deg(R.) = m ~> 0 being linear functionials of the type 
Q.[ f ]  = ~ av,.f(xv,.); 
V=I  
- 1 <~ xl,. <~ X2,n ~ " ' "  ~ Xn,n ~ 1; 
f~ f (x)dx = Q. [ f ]  + R. [ f ] ,  
1 
=0 for ~=O, 1,...,m 
R"[Pu] #0 for /~=m+l  
av,. >~ O for v = l ,2, . . . ,n,  
(1.1) 
(1.2) 
(pu(x):= xU). (1.3) 
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The n real numbers x~,, are called the nodes of Q,, the n real numbers a~,. are the so-called weights 
of Q,. We say that Q, is an interpolatory quadrature formula, if deg(R.)/> n - 1. For such 
formulas, it is well known that all weights a~,, are uniquely determined by all nodes x~,, (cf., e.g., 
[4]). By Q a we denote the Gaussian formula using n (different) nodes, which is uniquely determined 
by deg(R, a) = 2n - 1, while by x~a,, resp. a~a., we denote the nodes resp. weights of Q a. 
If the function values, f(x~,.), have random error, then it is of practical interest o consider the 
so-called variance Var(Q,) being defined by 
Var(Q,) = ~ (a~,.) 2. (1.4) 
v=l  
It is easy to see that, for deg(R,) >/0, 
4 
Var(Q.) >/-  (1.5) 
n 
and that the equality sign in (1.5) is valid if and only if al,, = a2,n . . . . .  a,,, = 2/n. Such equal 
weighted quadrature formulas are called Chebyshev-type quadrature formulas and, since more 
than 100 years, several investigations on Chebyshev quadrature can be found in literature (for 
a survey, see [19]). In 1873 Chebyshev [7] has shown that, for the Chebyshev weight function 
w(x) = (1 - x 2)- 1/2, every Gaussian formula is a Chebyshev-type quadrature formula, while two 
years later Posse [21] has proved that the Chebyshev weight function is the only weight function 
for which such a result is possible. Results on Chebyshev quadrature for ultraspherical weight 
functions have been obtained by Achieser [1] and, in particular, by Gatteschi [14-17]. In the case 
of the Legendre weight function w - 1 being considered here, interpolatory quadrature formulas 
Q, of Chebyshev type exist if and only if n ~< 10 (cf. [19]). Furthermore, by a result of Bernstein [3], 
for every Chebyshev-type quadrature formula QC, it follows that 
deg(R c) ~< 4x/~. (1.6) 
Therefore, for quadrature rules (Q,,)i~l, r t l  < /'/2 < "", having asymptotically "high" algebraic 
degree in the sense of 
liminf deg,R,i, t ~~> d > 0, (1.7) 
i--* ov /'/i 
it is impossible to have asymptotically "minimal" variance in the sense of 
lim sup ni Var(Q,,) = 4. (1.8) 
l " *  OO 
On the other hand, starting with papers [23, 20], several investigations on the variance of 
quadrature formulas of non-Chebyshev-type have shown that high algebraic degree in the sense of 
(1.7) is possible, if we require "small" variance instead of minimal variance in the sense of (1.8). For 
example, for the Polya quadrature formulas Q~ol (being that interpolatory quadrature formula, 
which uses as nodes the n zeros of the Chebyshev polynomial T, of first kind of degree n), Chawla 
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and Ramakrishnan [6] have proved that 
In- 1/21 1 t ~2 
n Var(Q, e°~) = 4 1 + 2 Y' - < lim n Var(Q, P°~) = lrt2. (1.9) 
ju  = 1 (4/xz 1) z 2--' n-" o0 
Similar results can be shown for the quadrature formulas of Filippi and Clenshaw-Curtis (for the 
definitions ee, e.g., [4]). Furthermore, for the highest possible algebraic degree, i.e., asymptotically 
d = 2 in (1.7), we have [11], for the Gaussian quadrature formula Q c, 
n Var(Q, ~) < lrc2, lim n Var(Q, ~) = -½re 2 . (1.10) 
n ' - *  O0 
More generally, for interpolatory quadrature formulas Q,, the following inequality can be shown 
[9]: 
(n -- 1)Var(Q,) ~< rt 2 for deg(R,) >t n - 1, ( lAD 
where asymptotically (as n---, or) the constant rt 2 in (1.11) is unimprovable. 
In the following, we are interested in lower bounds for the variance of quadrature formulas of 
given degree. More precisely, we will investigate the numbers V(m, n) being defined by 
V(m, n) = inf{Var(Q,) Ideg(R,) >~ m}. (1.12) 
Let us remark that if there exists a quadrature formula Q. with deg(R,)>~ m such that 
Var(Q,) = V(m,n), then Q, sometimes has multiple nodes (i.e. there exists a v < n, such that 
xv,. = xv+ 1,,); see, e.g., [22, 19, 10]. Therefore, in definition (1.1) we have to admit multiple nodes. 
At first, the following rough bound [8] is valid: 
4 t/ V(m,n) <- .  for every m > 1 (1.13) 
n n - [m/2] 
showing that, for m = m(n), 
lira nV(m,n) = 4 for lim m = 0. (1.14) 
?1 "~ O0 n ---~ oo n 
On the other hand, we have the following asymptotical estimate (cf. [8]): 
liminfnV(m,n) > 4 for l iminf m ~> d > 0,  (1.15) 
n-~oo n --* oo n 
and, in particular, 
liminfnV(m,n) > 4 .14744 for l iminf m ~> 1. 
n ---~ oo n - - *  oo n 
(1.16) 
The aim of this paper is to show that a direct application of the Gaussian formula Q G combined 
with special inequalities for ultraspherical polynomials leads to explicit upper and lower bounds for 
V(m,n) being of the same or better asymptotical quality than those cited in (1.13) and (1.16). 
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Table 1 
Lower bounds for nV(m,n) based on Theorem 1 
n m nV(m,n) > n m nV(m,n) > n m nV(m,n) > n m nV(m,n) > 
11 4.00296 12 11 4.00000 55 55 4.11792 56 55 4.11255 
13 13 4.01823 14 13 4.00584 57 57 4.11909 58 57 4.11389 
15 15 4.03567 16 15 4.02066 59 59 4.12014 60 59 4.11512 
17 17 4.05097 18 17 4.03605 61 61 4.12107 62 61 4.11623 
19 19 4.06325 20 19 4.04936 63 63 4.12187 64 63 4.11721 
21 21 4.07268 22 21 4.06010 65 65 4.12254 66 65 4.11807 
23 23 4.07972 24 23 4.06988 67 67 4.12319 68 67 4.11881 
25 25 4.08486 26 25 4.07479 69 69 4.12388 70 69 4.11957 
27 27 4.08849 28 27 4.07950 71 71 4.12459 72 71 4.12036 
29 29 4.09109 30 29 4.08291 73 73 4.12527 74 73 4.12114 
31 31 4.09408 32 31 4.08576 75 75 4.12592 76 75 4.12190 
33 33 4.09735 34 33 4.08909 77 77 4.12653 78 77 4.12261 
35 35 4.10054 36 35 4.09251 79 79 4.12708 80 79 4.12327 
37 37 4.10348 38 37 4.09577 81 81 4.12757 82 81 4.12387 
39 39 4.10608 40 39 4.09873 83 83 4.12800 84 83 4.12440 
41 41 4.10830 42 41 4.10134 85 85 4.12841 86 85 4.12488 
43 43 4.11015 44 43 4.10357 87 87 4.12884 88 87 4.12536 
45 45 4.11165 46 45 4.10545 89 89 4.12927 90 89 4.12586 
47 47 4.11284 48 47 4.10698 91 91 4.12970 92 91 4.12635 
49 49 4.11406 50 49 4.10829 93 93 4.13012 94 93 4.12683 
51 51 4.11536 52 51 4.10970 95 95 4.13051 96 95 4.12729 
53 53 4.11667 54 53 4.11114 97 97 4.13088 98 97 4.12773 
99 99 4.13121 100 99 4.12813 
Theorem 1. Let  m, n ~ N with n >1 m. I f  there exists a k ~ N with k < ½m such that, for  the weights 
G a~,m of  the Gaussian formula QG, 
ak,m - -  1 -- E av% (1.17) 
n 2k  ' v=l  
then it fol lows that 
(a~,m) + 1 2 c (1.18) V(2m 1,n)>~2 ~ 6 2 - -  - -  av , f i l  
v=l  n v=l  
With help of this theorem explicit nontrivial ower bounds can be calculated. As an example, see 
Table 1, where the bounds (1.18) for V(2n - 1, 2n - 1) and V(2n - 1, 2n) are given for n ~ 50. 
Using inequalities for the weights a~.n,c which recently have been proved in [11], the inequalities 
(1.17) and (1.18) can be replaced by inequalities using only elementary functions; see Lemma 11. As 
a first consequence of Theorem 1 we state the following corollary, which gives an idea of the 
asymptotical  behaviour of the explicit bounds, which can be obtained by Theorem 1. 
K.-J. Fbrster /Journal of  Computational nd Applied Mathematics 57 (1995) 135-146 139 
v(d) 
~2 
2 
I I I [ I I I i I I 
1 1 I t I I I I I I d 
0 0 .2  0 .4  0 .6  0 .8  1 1 .2  1 .4  1 .6  1 .8  2 
F ig .  1. Asymptot i ca l  l ower  bounds  fo r  nV(m,n) based  on  Coro l la ry  2. 
Coro l la ry  2. Let (ni)i~ 1 be an increasing sequence of natural numbers. Let (mi)~°= 1 be a sequence of 
natural numbers with mi <<, 2ni - 1 and 
l iminf mi/> d > 0. (1.19) 
i -~ oo H i 
Let :t e (0, ½] be defined by 
- = ~ + cot  ~.  (1 .20)  
d 
Then, it follows that 
limi_.~inf i V(mi, ni) >I v(d):-- ~ (2ct~ + sin 2~)  > 4. (1.21) 
At first, note that g(:t) = 0~rc + cot 0crc is decreasing from oo to ½rt, as ~ increases from 0 to ½. Since 
d ~< 2, for each possible d, the value 0~ is uniquely defined by (1.20). Furthermore, note that 
h(00 = (0~r~ + cot 0en) (20~rt + sin 2~rc) is increasing from 4 to ½n2, as 0t increases from 0 to ½. Therefore, 
at least in the limit cases 0c = 0 and ~ = ½ the equality sign in (1.21) holds; see (1.10) and (1.14). The 
graph of v(d) js shown in Fig. 1. 
Under the assumptions of Corollary 2, by a completely different method, the following asymp- 
totical estimate has been proved in [8]: 
l iminfn~V(m.n~)/> + 2 - cosyrc 
i-~oo 1 - 7d  ' 
d 
s inTn:=- ,  y e (0,½). 
A computation shows that the result (1.21) is sharper than (1.21a) for every d e (0, 2]. 
(1.21a) 
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In the case of interpolatory quadrature, using Corollary 2 and Theorem 1 resp. Lemma 11 below, 
we can prove the following result. 
n oo Corollary 3. Let ( i)i= 1 be an increasing sequence of natural numbers. Let (mi)i ~=1 be a sequence of 
natural numbers with m~ <~ 2n~ - 1 and 
liminf m~ >~ 1. (1.22) 
i--' go n i 
Then, it follows that 
lim inf niV(mi, ni) > 4.14746. (1.23) 
i--* go 
Furthermore, in case of interpolatory quadrature formulas, we have the inequality 
nV(n - 1,n) > 4.125 for n > 100. (1.24) 
Eq. (1.24) combined with Table 1 gives explicit lower bounds for interpolatory quadrature 
formulas Q, for each n ~ [~, while (1.23) is of same quality as (1.16). 
By (1.9) or (1.10) we have the upper bound nV(n-  1,n)<½re2 = 4.93480... which asymp- 
totically (as n ~ ~) is the best, which is known up to now for interpolatory quadrature formulas. 
For a justification of the lower bound 4.14745 in (1.23) resp. 4.125 in (1.24), and in order to show 
that there exist interpolatory quadrature rules having asymptotically a smaller variance than the 
Gaussian rule or the Polya rule, we finally state the following result, which also can be shown by 
direct application of the Gaussian formulas Q c; see the proof in Section 2. 
n go be an increasing sequence of natural numbers. Let (mi)i°°__l be a sequence of Theorem 4. Let ( i)i= 1 
natural numbers with mi <~ 2ng - 1 and 
lim sup m--2 ~< 1. 
i~oo  n i 
Then, it follows that 
2f l l  limsup niV(mi, n,) <~ rt ~-~ 
(1.25) 
~33~) = 4.21762 . . . .  (1.26) 
Furthermore, in case of interpolatory quadrature formulas, we have the inequality 
,)(14) nV (n-- l'n) < rt2 x/~rc + for every n~,  
and, in particular, 
nV(n - 1, n) <4.25 for every ne  t~. 
(1.27) 
(1.28) 
The proofs of the above theorems and corollaries are given in the next section. 
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2. Preliminary lemmas and proof of the results 
Starting point for the proof of Theorem 1 is the following elementary lemma. 
Lemma 5. Let k,1 e N with k < 1. Let cl,c2 . . . . .  Ck and dl,d2 .. . .  , dt be nonneoative real numbers 
with 
k l 
Zc~< Z d~=M,  (2.1) 
V=I  v=l  
du < c, <~ M - ~ c~ for every la <~ k. (2.2) 
v=l  
Then, it fol lows that 
t k 1 (  k )2 .  
(<)2 > E (c l + M-  E (2.31 
v=l  v=l  v=l  
Proof. At first, we have (cf. (1.5)) 
t k ,-k 1 ( __~ldV)2 
Y~(dv) 2t> Z(d , )  2 + Z ( l -k )  2 M-  , (2.4) 
v=l  v=l  v=l  v 
where the equality sign in (2.4) is valid if and only if d k + 1 = dk  + 2 . . . . .  d l. Now, (2.3) is proved by 
repeated application of the following elementary inequality: 
(A  - -  C )  2 --1- (B + C) 2 ~> A 2 -k- B E for 0 ~< C ~< A ~< B, (2.5) 
where the equality sign is valid if and only if C = 0, to (2.4) using 
d .<c .<~- -~ M- -  y c~ </ - - -~  M- -  Zd~ , /~<k.  []  (2.6) 
V=I  v=l  
In the following, by Lo Q,. + 1 we denote the Lobatto quadrature formula being uniquely defined by 
X1,,.+Lo * = -- 1, X,.+L° 1,m+ 1 ---- 1 and deg(RL°+ 1) = 2m-  1. Note that the Gaussian as well as the 
Lobatto formulas are symmetrical formulas. (A quadrature formula Q. is called symmetrical, if
x~,, = - x, + 1 - ~,, and av,, = a~ + 1 - ~,. for all v = 1, 2 ... .  , n.) 
Lemma 6 (Bernstein [2]). Let Q, be a quadrature formula with deg(R,) >~ 2m - 1. I f  Q, ~ Qa=, then 
every interval G G -- 1, X~ + 1, m), V = m, O,,,. -- (X~,m, O, 1,. . . ,  contains at least one node of  Q,, where x G " -  
a " 1. Furthermore, if Q, ~ Lo Lo Lo Q,,+I, then every interval 1,m+1), v= 1,2, m, Xv,m+ 1,Xv+ Xm + 1,ra .~ •.. 
contains at least one node of Q.. 
Lemma 7 (Bernstein [3]). Let Q. be a quadrature formula with deg(R.) >~ 2m -- 1. 
(i) If lx~,,I >>- c Ix~,,.I, then av.. <<. a~,,.. 
Lo Lo (ii) I f  I xv,,I >>- Ixu,m + 1 l, then a~,, <~ au,m + a. 
The second equality sign in (i) resp. (ii) only holds, if Q. = Q~ resp. Q, = Q,,+ a-L° 
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In particular, using Lemmas 6 and 7 we obtain (see also [25]) 
Lo xGI,m < X2,m+l  < X3 ,m+l  < . . .  < XGm,m < Xm+l,m+l , - 1 = x1 . , .+1  < eo x~2.,. < Lo eo = 1 (2.7) 
G 
Lo a G Lo G Lo . . .  ~ a (m + 1 )/2,m 
Lo a l ,m+l  < 1,m <a2,m+l  <a2,m < a3 ,m+l  < <a*m [a(m+2)/2,m+ 1 
for odd m, 
(2.8) 
for even m. 
Proof  o f  Theorem 1. Let Q. 4: Qm ~ be a quadrature formula with deg(R.) /> 2m - 1. We use 
Lemma 5 with l = n - k, M = 2, cv = 2a~,,.. By Lemma 6 and the symmetry of the Gaussian 
formula Q~, every interval (xff_ 1,,., 6 X~,m), V = 1 . . . .  , m + 1, contains at least one node x¢,. of Q.. Let 
d~ = a~,, + a(.+x-v), ,  for v = 1,2, ..., k, while dv for v = k + 1 .. . .  , n - k is defined by the remain- 
ing weights a~., of Q,. Then, by Lemma 7 and (2.8) the inequalities (2.2) are valid. Eq. (2.1) is trivial, 
since ~"~ = 1 a~,. = 2 for every Q, with deg(R,) 7> 0. Therefore, Theorem 1 follows from (2.3). []  
Remark  8. Using an analogous argumentat ion as above, we see that Theorem 1 also holds if we 
substitute Q~ by Lo and v = 1 by v 2 in (1.17) and (1.18). Furthermore,  a similar result for Qm+ 1 
V(2m - 2, n) can be proven analogously with the help of the Radau quadrature formulas QRma (for 
definition see, e.g., [4-1). 
Now, in order to obtain inequalities being independent of the explicit knowledge of a~.,, we may 
use the following inequalities for the nodes and weights of the Gaussian formulas and the Lobat to  
formulas. 
Lemma 9 (F5rster and Petras [11]). Let  X~,,G = -- COS O~,,,a X~,,+t° 1 = -- COS O~.,+t° 1. Then 
- -  - a~, ,  ~ < -  , (2 .9 )  
2n + 1 2(2n + 1) 2 sin 20vG,. ~< ~ " 
2n sin Uo eo • eo 1 + (2.10) Ov,.+x ~< a~,n+l ~< S ln lgv ,n+l  2n + 1 2(2n + 1) 2sin 2 Lo ~v,n + 1 -- 
fo rv¢  l , v~n+ l .  
Since G , Lo P,(x~,,) = 0 for v = 1, ..., n and P,-x(X~,.+x) = 0 for v = 2, ..., n, where P.  denotes the 
Legendre polynomial  of degree n, we have the following wel l -known bounds for Ova. and 
~9~,,L° + 1 defined in Lemma 9 1-24, 5]: 
4Y - -  1 Y 
4n +-----2 n < OvG. < ~ n for v ~< I-½n], (2.11) 
v -1  4v -3  
eo - - n  for l<v~<[½(n+l ) ] .  (2.12) n rt < ~gv,.+x < 4n + 2 
In particular, for the nodes of the Legendre polynomials we have the following sharper 
inequalities. 
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Lemma 10. Let x~C, = - cos 6~G., q~G = (4V -- 1)/(4n + 2)n. Then, for v = 1,2, ..., [-½n], 
1 
(Gatteschi [,17]) 0~6. < ~, .  + 2(2n + 1) 2 cot ~6,  (2.13) 
1+ 1) 2 { - -  - _  33 -- 2COS2~. ] 
(FSrster and Petras [11, 12]) ~gvG. > ~v6. + 2(2n 1 -- 12~-n~- ] -~~. /cot  ~G,.. 
(2.14) 
Substituting in Theorem 1 the Gaussian weights a~,. by the respective bounds given in Lemmas 
9 and 10 we obtain lower bounds for V(2m - 1, n) using only elementary functions. For the proof of 
the corollaries the following somewhat weaker estimate is more efficient. 
Lemma 11. Let m, n ~ ~ with n >~ m. I f  there exists a k ~ ~ with k < ½m such that 
(n + 1 - 2k)~ 2krc 
tan ~ ~< 1, (2.15) 
2m + 1 2m + 1 
then it follows that 
V(2m - 1, n) > (n + 1 - 2k) 2 ~cos ~-~- -~)  + 2 ~m-m5 r ]- 2k - 1 
Proof. Using Lemma 9 and (2.11) we have 
sin(2k ~ l)_)~/m ~ 
sin rt/m J" 
(2.16) 
2rt 2vrc 
o - -  sin - -  (2.17) 
av,,, < 2m + 1 2m + 1' 
k 2rt n (k + 1)r: krt G av,m < - -  cosec  - -  sin - -  s in  - -  
~=1 2m + 1 2m + 1 2m + 1 2m + 1" 
Therefore, (1.17) is valid if, for a k < ½m, 
2krt 2 ~'2m + 1 1 sin 2krc 
sin 2m +--------1 < - -  n -2k(  2~- 2 2m+l  
(2.18) 
c o t ~  s in2m+l  (2.19) 
holds. Now a further estimation using trigonometrical identities hows that (1.17) is valid, if (2.15) 
holds for a k < ½m. Using again trigonometrical identities we have with (2.18) 
k 2krt rc 2krc 
1-E  o a~,,, > cos - -  - -  sin (2.20) 
=1 2m+l  2m+l  2m+ 1" 
With (2.8), (2.10) and (2.12) we have the rough estimate 
c 2re sin (v__ -  1)it (2.21) 
av,,, > 2m +-------1 m 
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and therefore 
k 
(av,m) > 2k - 1 - cosec -- sin G 2 ~ 
v=l  l m 
(2k -m 1)n}. (2.22) 
Applying (2.20), (2.22) and (2.15) in (1.18) we obtain (2.16). [] 
The proof of Corollary 2 now directly follows from Lemma 11 with n~ = n and m~ = 2m - 1. 
Proof of Corollary 3. The proof of (1.23) follows with e > 1/9.15365 from Corollary 2. The proof of 
(1.24) follows for n < 128 by explicit calculation using Theorem 1, for n s 1-129, 600] by explicit 
calculation using Lemmas 9 and 10 and for n >/600 by a lengthy but elementary careful estimation 
using Lemma 11. Note that V(2m,  n) >~ V(2m - 1,n). [] 
In order to obtain upper bounds for V(2m - 1, n) we again use the Gaussian formulas resp. the 
Lobatto formulas for the construction of new quadrature formulas having some multiple nodes. In 
the following we demonstrate his simple idea for the Gaussian formula Q2,. Let 11, 12 . . . . .  lk- 1 be 
natural numbers atisfying 
0 = lo ~ ll ~ 12 ~ "" ~ Ik = r (2.23) 
G and let Xv,z,, v ~< r, be a node of multiplicity ~ for v e [ l , _  1 + 1, l,]. Considering a symmetrical 
quadrature formula Qzs using only these nodes we have 
k-1  
s = 11 + 2(/2 - I1) + 3(/3 - / z )  + "" + k(Ik -- lk-1) = kr - ~ Iv. (2.24) 
v=l  
For Xz, zs = xv,2,c with v e [l,_ 1 + 1,l,] let aa,z, = (1/#)av,:r.~ Then, deg(R2~) = deg(R~r) and 
k 1 1. 
= (av,2,) • (2.25) Var(Q:~) 2 2 ~ ~', c 2 
v=l~- ~=1 1 
Applying Lemma 9, a straightforward calculation shows that 
{__~ v~ 1 } Iv+½ 2r + 1 k- 1 1 [2flv~ -- sin 2five] fly :-- 2r + 1" Var(Q2~) < 2 (2r + 1)2 + = v(v + 1--------) ' (2.26) 
For an asymptotically optimal choice of the values of the fly with the assumption 
lim dle(R_e,~,__zs______,  d > 0, (2.27) 
s-~ 2s 
we therefore have to minimize the function H, 
k-1  1 
H(fll,fl2 . . . .  , f l y - l )  ---- Z v(V --1- 1) 
v=l  
- -  [2flvrc - sin 2fljc], (2.28) 
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where 
k-1 k 1 n 
Y" f lY-  2 d' O~<av~<~. [] (2.29) 
V=I 
Proof of Theorem 4. For  k 3 and d 1 we obtain with (2.28) and (2.29) the values fll = ~, f12 1 ~ --  3" 
Using (2.26) a short calculation gives (1.26). For  the proof  of(1.27), at first, let n = 12/, l ~ N, and let 
ll = l, 12 = 21, 13 = 31 in (2.23). Using Lemma 9 for the Gaussian formula Q6Ct gives 
~ (6/+------~)2 Var (Q,) 
1 ( ,  , /~1)~2 1 ,~ f. ~V ~ 2 1 £ (sin nv "~2 
< t,s'n6-7-+-i ) +7,.,+, ,=, t s'n6-7-7-i -7 
11 1 1 3s in (2 l+ l )n / (6 l+ l )+s in2ht / (61+l )  (11 ~3)  1 ~/3 (2.30) 
=1-2 1+4 24 s inn / (61+l )  <l  ~ +4 12n" 
Therefore, it follows that 
11 1 _1 1 + . (2.31) 
Var (Q, )<n 2 ]-~ n n n+l  
G For n = 121 + 2 we use  Q6/+2 and 11 = I + 1, 12 = 21 + 1, 13 = 31 + 1; for n = 121 + 1 we consider 
c Q6t+l  and ll = l + 1, 12 = 21, 13 = 3l, where additionally we use x3Ct+ 1,61+1 as a triple node; and so 
on. In the worst case (n = 12 /+ 11) we obtain (1.27) for n > 257. For  the proof  of (1.28) we can use 
(1.27) for n > 521. For  n < 520 we prove the result by numerical comparison with the Gaussian 
resp. Lobat to  formulas as described above. [] 
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