Introduction
Enhancing organic carbon storage below the soil surface ("sub-soil") is an attractive option because in most soils, organic matter content decreases with increasing depth from the surface (e.g., Gaudinski et al. 2000 , Wynn et al. 2004 ). The C stabilization capacity of the sub-soil (Six et al. 2002) is therefore less likely to be exhausted and subsurface soils will therefore have a greater capacity for additional SOC storage. SOC age frequently increases with increasing depth and is typically more stable than SOC near the surface (e.g., Rumpel et al. 2002 , Rasmussen et al. 2005 , Eusterhues et al. 2007 , Hobley et al. 2014 , so that targeting subsurface stocks of SOC may lead to a longer retention of the additional C. Sub-SOC sequestration may therefore potentially overcome two constraints on soil carbon sequestration (Swift 2001 , Powlson et al. 2011 : the timeframe and magnitude of SOC storage.
Despite significant interest in subsurface SOC, our understanding of the factors influencing subsoil OC dynamics is still limited (Rumpel and Kögel-Knabner 2011) , and this is particularly true in Australia. Identifying the key environmental, v www.esajournals.org HOBLEY AND WILSON site and management factors driving SOC storage and depth distribution are key to the success of enhanced subsurface SOC storage, enabling us to identify sites with the greatest potential for additional subsurface SOC storage.
In addition to the potential of subsurface SOC as a sink of atmospheric carbon, it has potential as a scientific archive. Soils have a "memory" for previous environmental conditions (Janzen 2005) and it has been suggested that subsurface SOC may reflect previous management regimes and practices, rather than current ones (Wilson and Lonergan 2013) . As such, a better understanding of sub-soil OC dynamics may enable us to decipher the influence of environmental and anthropogenic drivers on the global C cycle, and how this is reflected in soils and ecosystems.
Globally, subsurface SOC storage has been linked with numerous environmental and site factors. Climate is recognized as a key driver of SOC depth distribution, with mean annual precipitation (MAP) positively and mean annual temperature (MAT) negatively associated with SOC content at depth (Burke et al. 1989 , Jobbagy and Jackson 2000 , Wang et al. 2004 . Site factors such as soil type, texture and mineralogy are important to SOC dynamics, with subsurface SOC retention positively associated with clay content (Burke et al. 1989, Jobbagy and Jackson 2000) , and negatively associated with both sand (Jobbagy and Jackson 2000) and silica content (Badgery et al. 2013) . Clay mineralogy also influences SOC dynamics, with the weathering of noncrystalline to crystalline clays resulting in a loss of subsurface SOC (Torn et al. 1997 ). However, the depth distribution of SOC also depends on other influences, such as the amount of SOC itself (Don et al. 2013 ) and human activities (Wiesmeier et al. 2014a (Wiesmeier et al. , 2015 .
Human influences on SOC dynamics are well documented, particularly for surface soils. In Australia, land use and land-management significantly affect SOC stocks near the surface, but effects are more difficult to detect in sub-soils (Wilson et al. 2008 , Luo et al. 2010 . To date no large-scale study has investigated the drivers of SOC at depth in Australia. However, in a comprehensive investigation of the drivers of SOC storage and vertical distribution in the top 30 cm of soil in eastern Australia, we found that land use was the most important indicator of the vertical distribution of SOC (Hobley et al. 2015) .
In that study, we found that the drivers of SOC storage (in 0-30 cm depth) differ from those influencing its vertical distribution (Hobley et al. 2015) . We developed the hypothesis that surface SOC storage in eastern Australia is controlled predominately by water availability, which limits plant growth and therefore SOC production. SOC production is greatest near the surface, so that the influence of water availability on SOC storage is most noticeable near the surface. In contrast, temperature has a greater influence on microbial activity, which determines SOC turnover throughout the soil profile, thereby controlling SOC loss (and availability for translocation) and influencing the depth distribution of SOC. Compared with native sites, anthropogenic land use limits the production of SOC (via removal of plant and animal biomass), and in the case of tillage, leads to a mixing/redistribution of SOC in the tillage layer, which results in a very strong influence of land use on SOC depth distribution. In this current study, we test these hypotheses at greater depths by investigating the depth distribution of SOC up to 1 m at 100 sites from across the State of New South Wales, Australia.
Methodology

Soils and sites
For this study, 100 sites across New South Wales (NSW, Fig. 1 ) were selected for analysis of profile carbon from a database of over 1500 sites across the State (Hobley et al. 2015) . The data set was merged from two projects, namely the NSW Land and Soil Condition Monitoring Program (2008) (2009) and the NSW component of the Soil Carbon Research Program initiated Australia-wide in 2009. An additional 22 sites were incorporated from the NSW paired site sampling for an Australian Greenhouse Office soil carbon estimation study (Murphy et al. 2003) . In each of these projects, a "deep" core of up to 1 m was sampled at each site, divided into depth increments and the sub-samples airdried prior to archiving.
We used the results from the previous data mining study to create a design matrix to select the 100 sites for deeper investigation. As climate (predominately MAP) had the greatest influence on total SOC storage in 0-30 cm depth, but land use and temperature were more important to v www.esajournals.org HOBLEY AND WILSON SOC depth distribution, we decided to base the site selection on these three variables (Hobley et al. 2015) .
The original data set was divided into five MAP ranges: <500, 500-650, 650-800, 800-1100, >1100 mm/yr. Each of these MAP ranges was then subdivided into five ranges based upon (maximum) MAT, yielding 25 discrete sampling bins. Maximum MAT was used as this was found to be most important to the depth distribution of SOC in the top 30 cm. Land use was categorized into three major classes: native vegetation, grazed/ cleared land and cropped/cultivated land and sites for analysis were then selected based upon land use from within each bin. In doing this, the variation in other factors important to SOC storage and depth distribution (e.g., soil type) was minimized.
Our aim was to create a balanced data set with equal representation of land use within climate ranges and thereby enable a comparison of the influence of land use and climate on the depth distribution of SOC. However, due to the uneven distribution of land use classes across the range of climates represented in the region (e.g., the lack of cropped sites in colder, high rainfall areas), as well as the availability and depth resolution of samples from within the archive, the final matrix was not perfectly balanced. Climate, land use and soil type characteristics of the 100 site data set are shown in Table 1 .
Carbon analysis
Archived samples were sieved to <2 mm and ground to <100 μm prior to analysis. Carbon (C) content (% mass ) was measured as total carbon using LECO dry combustion at the NSW Office of Environment and Heritage Yanco Soils Laboratory. C content was determined on 40 °C dry samples and adjusted for water content determined on 105 °C dry samples. The presence of carbonates in samples was tested using the HCl fizz test and samples containing carbonates were analyzed after acidification with H 2 SO 3 to remove carbonates, so that all results represent the organic carbon in the soils.
Soil carbon profile modeling
As the depth increments and total sampling depth of the sites were not consistent between the different projects, negative exponential depth models (Arrouays and Pelissier 1994 , Hilinski 2001 , Hobley et al. 2013 were fitted to each 
Where SOC(d) is the mass concentration (%) of SOC as a function of depth below the soil surface, SOC Inf is the mass concentration (%) of residual SOC in an "infinitely" deep soil, SOC 0 is the mass concentration (%) of SOC at the soil surface, d is the depth below the soil surface (m), k is the depletion constant (m −1 ) and λ is the length scale of depletion in SOC concentration with depth (m, λ = 1/k). Models were fitted to Eq. 1a and bootstrapped (N = 720) to obtain 95% confidence intervals (CI) for each parameter in the model.
Identifying variables important to SOC depth distribution
To identify variables important to SOC depth distribution, three different machine learning techniques were implemented, namely two tree ensemble methods and one gradient boosting machine. The models were used to identify the predictor variables important to each of the fit parameters (SOC 0 , SOC Inf , k and λ) obtained in the exponential models of the soil profiles. Modeling of both k and λ was done because, although they are directly (inversely) related, the relationship between them is non-linear. The tree-based machine learning algorithms applied here can be very good at describing non-linear relationships, but are poorer at describing linear relationships. We did not know the prior distribution of either k or λ with regards to their relationships with the potential explanatory variables, therefore, we chose to model both of the parameters and explore the capacity of the algorithms to both model them and identify their drivers.
Tree ensemble models
A preliminary investigation was undertaken to optimize tree ensemble model parameters based on model performance. Optimization was based on minimizing the mean square error prediction for out-of-bag estimates (i.e., cases not included in growing a tree). The final models were grown to 500 trees (ntree = 500). The number of splitting variables was set to half the square root of the total number of predictor variables. No restriction upon tree growth was placed (i.e., minimum number of variables in a node to split upon was set to 2 and minimum number of observations in a terminal node was set to 1). Modeling was done using the party package (Hothorn et al. 2006 ) in R 3.1.2 (R Core Team 2014). The possible explanatory variables used in the models were derived from numerous GIS layers relating to climate and site factors at the sites, as well as the land use categories derived from the land use recorded at sampling (Table 2) .
Two different types of tree ensemble models were grown: randomForests (Breiman 2001) , which recursively partition a data set into nodes of ever-increasing purity, and conditional inference tree ensembles (Hothorn et al. 2006) , which differ from randomForests in that they introduce a criterion for partitioning: a split in the tree is undertaken only if there is an association between predictor and response variable, otherwise tree growth is terminated. This was set via the mincriterion parameter (set to 0.01 for ran-domForests and 0.95 for conditional inference tree ensembles) in the party package, where mincriterion = 1 − P-value of the association between response and predictor variables.
Tree ensemble models were grown for the mean parameter estimates as well as for 500 randomly generated parameter values from within the 95% CI obtained from bootstrapping the exponential models. In total, for each parameter 501 tree ensembles were fitted representing a total of 250 500 individual trees for each tree ensemble type. From each model, the variable importance was extracted, normalized to the total sum of variable importance in the model and weighted by dividing by the mean square error of the model. The weighted variable importance measures were then averaged across all models to identify the predictor variables important to each of the parameters obtained during exponential fitting with Eq. 1a. Variables were deemed important if their relative importance was greater than that expected from a theoretical model where all predictor variables are equally influential (Hobley et al. 2015) .
Model performance was evaluated using the coefficient of determination (R 2 ):
(2)
where MSE is the mean square error of the average of individual estimates in each tree and Variance the variance of the mean estimate of the response parameter.
As the models were based upon the parameters randomly generated from the 95% CI of the exponential fit models, the MSE was assessed using both the square distance to the mean parameter estimate as well as the square distance to the 95% CI bounds. The MSE was calculated for both fitted and predicted values (calculated using the out-of-bag estimates in each tree, i.e., the cases not used to fit the models).
Boosted regression tree models
The gradient boosting machines (Friedman 2001) were optimized for number of trees, learning rate, tree depth (i.e., number of splits in each step of the tree) and minimum number of observations in each node using five-fold cross-validation based on fitting models to the mean parameter estimates of the exponential models. Using these optimized model parameters (Table A1) , gradient boosted models were then grown for the estimated SOC depth distribution parameters obtained with the exponential fit models, as well as for 250 000 randomly generated values from within the 95% CI of the exponential fit models. For each individual model, the data set was randomly subdivided into 75 training data points and 16 test data points. The former were used to grow the models and calculate the MSE of the fit, the latter used for cross-validation and to Corresponding to the methodology applied to the tree ensemble model results, variable importance was extracted from each boosted model, weighted, normalized and averaged over all models to obtain the final variable importance. Variables with a relative importance greater than expected in a random model with all variables equally influential were deemed to be important.
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Assessing influence of variables important to SOC depth distribution
To assess the influence of the important variables identified using the machine learning techniques, multiple regression models were created for each parameter of the exponential fits. Our aim was not to create predictive models but to assess the relative contributions and influence of individual variables identified within the tree models. The predictor variables in the regression models were selected from the important variables identified with the three data mining methods using bidirectional stepwise regression, based upon log-likelihood (Akaike Information Criterion) with the initial model specified as the full model containing all variables. Stepwise regressions were built using a bootstrap method (N = 1000) to select predictors for the final models based upon frequency of inclusion (>50%) and stability of coefficients (>75%) of each predictor in the individual bootstrapped models. Investigations of the best correlations between continuous, positive, natural and log-transformed response and predictor variables, as well as the final model goodness-of-fit were used to decide whether to log-transform variables for the models.
The variance attributable to each predictor variable in the final models was then determined using the proportional marginal variance decomposition method of Feldman (2005 ( , as cited in Groemping 2006 , in which the relative contribution to variance of a given predictor is calculated based upon its likelihood of appearing in a given position in the model. Variance decomposition was done using the relaimpo package in R (Groemping 2006) . From these models, the influence of the continuous variables was assessed via the model coefficients. To assess the influence of categorical variables, a combination of ANOVA, partial regression and post hoc analysis (using the Games-Howell post hoc test) was applied (Hobley et al. 2015) . For the most important (categorical) variables in each regression, a simple ANOVA combined with Games-Howell post hoc analysis was undertaken. For less important variables, the model was de-trended of more influential variables using partial regression and Games-Howell post hoc applied to an ANOVA of the residuals of the partial regression and the modeled variable. Results with probability of error (P-value) <0.1 are reported.
Results
Exponential fits
Exponential fitting of SOC to soil depth was found to have adequate results (based upon R 2 of fit and visual assessment of fitted function vs. measured values) for 91 of the 100 profiles (for examples see Fig. 2 ). Of these 91 profiles, 77 had an R 2 > 0.9 and 66 had an R 2 > 0.95, indicating a good to excellent model fit. For the remaining profiles, although only having a poor to moderate fit (R 2 = 0.80 ± 0.12), the model fit was visually deemed adequate and so they were included in subsequent analyses. Nine profiles were inadequately described using an exponential model and were excluded from the analyses. Of these nine profiles, some failed to converge during fitting, whereas others had a very poor fit (R 2 ~ 0).
Tree models
The fit and prediction performance of the ensemble models (randomForests and conditional inference tree ensembles) was generally similar (Table 3) . On average, randomForests performed slightly better at fitting, but not necessarily at predicting the exponential fit parameters than the conditional inference tree ensembles. The gradient boosting machines exhibited a very wide spread of values, from extremely negative R 2 (i.e., MSE ≫ Variance) to near perfect predictive performance (Table 3) . Although the poorest gradient boosted models were significantly worse than the poorest performing ensemble models, the best predictive v www.esajournals.org
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performance obtained with individual models were gradient boosting models.
The variables indicated as important to SOC depth distribution were nearly identical in rank (though not relative values) for both tree ensemble model methods. In contrast, the important variables identified using the gradient boosting machines varied substantially in rank and value from those identified using the tree ensemble methods. The variables identified as important were generally the same using the two different weighting methods (fit and prediction) although some alterations in the rankings occurred, although not for the top three variables in the models. Figs. 3-6 show the variable importance averaged over the fitted and predicted weightings.
Variables important to surface SOC: SOC 0
The variables identified as important to SOC 0 using the tree ensemble models were almost exclusively related to climate, predominately seasonal rainfall. The notable exception to the climate signal on SOC 0 was bulk density at 0-5 cm, which was the most important variable for modeling SOC 0 , accounting for around 25% of the variable importance (Fig. 3) .
The gradient boosting machines also predominately identified climate variables as important to SOC 0 , although the results differed substantially compared with the tree ensembles, with temperature more important than rainfall. In addition to climate, elevation, bulk density and N content at 0-5 cm were identified as the most important variables to SOC 0 (Fig. 3) . Elevation was highly collinear with temperature (R = −0.93) and can be viewed as a proxy for temperature within the data set.
Variables important to depth depletion of SOC: k and λ
Land use, soil depth and land-management were the variables most important to the SOC depletion constant (k) within the tree ensemble models. The normalized MAT difference was identified as being of minor importance to k (Fig. 4) with the tree ensembles, whereas the gradient boosting machines identified T diff, norm as the most important variable to k. Compared with the tree ensembles, the gradient boosting machines identified several additional variables important to k, including pH ratio , ECE ratio , soil type and silt ratio , MAT ave and elevation (Fig. 4) .
In contrast, the most important variable to the length scale of depletion (λ) identified with the tree ensembles was clay content at 0-5 cm, followed by sand content (0-5 cm) and the N ratio from topsoil to depth. Land-management, land use and surface pH were also important 
Variables important to residual SOC at depth: SOC Inf
The tree ensembles identified site variables (pH ratio and ECE ratio , ρ 100-200 cm , Sand 100-200 cm ) and land use as most important to the content of SOC retained at depth in the soils. Climate variables were also important to SOC inf , although not as influential as land use and soil depth (Fig. 6) . The gradient boosting machines identified soil type as the most important variable to SOC content at depth, followed by land-management and other site and climate variables (Fig. 6 ).
Multiple regression models
The bootstrapping of stepwise regressions resulted in final models which explained a similar amount of variance in the expected model parameters as the tree ensemble models. In total the multiple regression models accounted for 50-65% of observed variance (Table 4 ).
The final model explaining SOC 0 was dominated by climate variables, which accounted for 73% of model explained variance (Table 4 ). The remaining 27% was attributable to surface bulk density. Seasonal rainfall was the most influential variable, accounting for over 50% of the total explained variance (Fig. 7) .
Bulk density and evaporation were negatively associated with surface SOC, whereas MAP and T diff were positively associated with SOC 0 . Fig. 3 . Variables identified as important to surface soil organic carbon (SOC) storage (SOC 0 ) using three machine learning algorithms: (a) randomForests, (b) conditional inference tree ensembles, (c) gradient boosting machines. Variable importance was weighted using the goodness-of-fit obtained during fitting the models and model validation using predictive performance and averaged over the two results. The horizontal blue line indicates the expected variable importance in a random model, where all predictors are equally influential. See Table 2 for an explanation of variables. v www.esajournals.org
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The Games-Howell post hoc analysis identified several significant differences in SOC 0 between seasonal rainfall zones. Generally, SOC at the surface was higher in higher rainfall areas for a given seasonality. In areas of similar annual rainfall, uniform annual rainfall distribution generally resulted in higher surface SOC than summer dominant rainfall (Table 5 ). Within temperature and humidity zones, no significant differences were apparent using the Games-Howell test after de-trending for other influential variables via partial correlation.
In contrast to the predictors influencing the content of SOC at the surface, the most influential variables to the depth depletion of SOC (both k and λ) were related to land use and management, which accounted for 52-67% of the explained variance of the model (Table 4) .
Site variables contributed similar amounts to the model explained variance (~30%), whereas climate variables were less influential (4-16% explained variance, Fig. 7) .
The SOC depletion constant, k, was negatively associated with temperature and the ECE ratio . The length scale of depletion, λ, was positively associated with surface clay content and the ratios of silt content, available water capacity and exchangable cations from soil surface to depth, but negatively associated with the ratios of N and clay content.
In general, under different land-management, k decreased in order natural ≥ grazed > croppasture rotations > no/low-till ≥ conventional cropping systems (and correspondingly λ increased in this order), although not all differences were significant (Table 6 ). There were no significant Fig. 4 . Variables identified as important to SOC depletion constant (k) using three machine learning algorithms: (a) randomForests, (b) conditional inference tree ensembles, (c) gradient boosting machines. Variable importance was weighted using the goodness-of-fit obtained during fitting the models and model validation using predictive performance and averaged over the two results. The horizontal blue line indicates the expected variable importance in a random model where all predictors are equally influential. See Table 2 for an explanation of variables. v www.esajournals.org HOBLEY AND WILSON differences in depletion constants between natural and grazed sites (Table 6 ). After de-trending for other important signals, neither of the depth depletion parameters differed significantly between soil types nor between climate categories.
Residual SOC at depth was most influenced by site factors, which accounted for ~50% of explained variance, followed by land use and climate (Table 4 ). Land-management and bulk density at 100-200 cm were equally important to the model, each accounting for over 25% of model explained variance (Fig. 7) . The influential climate variable (Köppen classification) was related to seasonality as opposed to absolute indices (e.g., MAP or MAT).
The SOC Inf was negatively associated with bulk density, sand content and pH at 100-200 cm, and positively associated with the ratios of P and bulk density from soil surface to depth. The highest residual SOC at depth was found under subtropical climates without a dry season ( Table 5 ). The relative amount of SOC Inf under different land-management classes mimicked closely the order of the depth depletion constant, k (Table 6 ).
Discussion
Modeling the depth distribution of SOC
The generally good to excellent results obtained while fitting Eq. 1a indicate that a simple, three Table 2 for an explanation of variables. v www.esajournals.org HOBLEY AND WILSON parameter exponential model (Hilinski 2001) can be applied to adequately describe the depth distribution of SOC in a large number of samples from across the region. The main advantage of this model compared with other models (e.g., power functions) is the interpretability of the model parameters to ecologically relevant processes (e.g., SOC production or translocation). However, as 9% of the sites analyzed here were poorly described by the models, prudence is Fig. 6 . Variables identified as important to residual SOC content at depth (SOC Inf ) using three machine learning algorithms: (a) randomForests, (b) conditional inference tree ensembles, (c) gradient boosting machines. Variable importance was weighted using the goodness-of-fit obtained during fitting the models and model validation using predictive performance and averaged over the two results. The horizontal blue line indicates the expected variable importance in a random model where all predictors are equally influential. See Table 2 for an explanation of variables. Table 2 for an explanation of variables. v www.esajournals.org
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advisable when generalizing about the depth distribution of SOC, especially when the aim is to predict the amount of SOC stored at depth from surface samples. Future research should focus on identifying the factors that determine whether or not these simple exponential models are applicable, which would then enable predictions of SOC at depth from surface samples.
When viewed in relationship with their distance from the 95% CI, the tree ensemble models generally performed well at both fitting and predicting all parameters of the exponential models (cf. Wiesmeier et al. 2014b , Hobley et al. 2015 . The randomForests usually explained a greater proportion of variance than the conditional inference ensembles while fitting, although not necessarily for predicting, indicating that they may have a propensity to overfit (Strobl et al. 2007) . Despite this, the two tree ensemble methods resulted in nearly identical important variables, so that for identification purposes they are equal.
In contrast, the gradient boosting machines gave a wide array of results, from very poor (R 2 < 0) to near perfect (R 2 = 0.99). This variation in performance is possibly the result of tuning the models using the mean parameter estimates and then using these tuning parameters to model the random estimates from within the 95% CI. Similar to the randomForests, there was a wide discrepancy between mean fit and prediction performance, indicating a tendency of the models to overfit. When using gradient boosting machines for predictive purposes, cross-validation of the models is essential and close attention must be paid to the effect of tuning parameters on model performance (Elith et al. 2008) .
The performance of the multiple regressions was worse than the randomForests for fitting the surface SOC content, but similar for describing the depth depletion and residual SOC at depth. However, as indicated above, randomForests have the propensity to overfit and are therefore not necessarily a good benchmark for model comparison. In contrast, the linear models explained similar (or even greater) amounts of variance to both the conditional inference trees and v www.esajournals.org HOBLEY AND WILSON gradient boosting machines, suggesting that the multiple regression models are adequate and can be used to assess and compare variable influence. The variables selected as important using the gradient boosting machines were frequently different from those selected using the tree ensemble methods, which is potentially attributable to the differing model algorithms. The individual trees in the ensemble models repetitively partition a random subset of the data set into ever purer nodes (based upon the best random subset of predictors) and the results are then amalgamated into the ensemble. The boosting machines create an initial (usually quite small) tree, shrink it, and then repeatedly partition the residuals of the previous tree, in essence, similar to incorporating partial regression into a decision tree. The optimal tuning parameters of the gradient boosting machines indicated both a small tree depth (2-3) and small number of trees (1-15), so that the final models were considerably smaller than the tree ensembles (with unlimited splits and 500 trees per model). Our approach to separately model individual, random parameters and then weight and combine the variable importance is an attempt to overcome these differences in variable identification purposes.
The multiple regressions tended to identify and rank variables more similar to the tree ensembles, whereas the most important variables in the gradient boosting machines were not always included in the multiple regressions. This suggests that, if assessment of variable importance using variance decomposition in linear models is an adequate methodology, tree ensemble methods are preferable to gradient boosting machines. Despite this, variables from both methods were selected using the stepwise regressions to create the multiple regressions, indicating that both methods are informative.
It is notable that the variables important to SOC depth depletion parameters k and λ differed substantially, although they indicated an overall similar contribution to the three variable classes (climate, site, land use) in the multiple linear regressions. This discrepancy between results is probably a result of the non-linear relationship between these variables. We recommend testing numerous modeling approaches to maximize the information content of the models.
Drivers of the depth distribution of SOC
The main driver of SOC concentration at the surface was the seasonal rainfall, accounting for over 50% of model explained variance, whereas temperature was less important to surface SOC. This is consistent with our understanding of the positive relationship between precipitation and SOC production (Post et al. 1982) and confirms our hypothesis that SOC storage at the surface is driven primarily by water availability (Hobley et al. 2015) . Within a seasonal rainfall zone, higher precipitation results in greater surface SOC, and where there is a large difference in annual rainfall, the influence of seasonality is not pronounced (Table 5 ). However, in contrast to the importance of total precipitation in our previous study both the amount and seasonality of rainfall were important in this smaller data set. This difference is potentially attributable to differences in the distribution of precipitation in the different data sets (i.e., the original, larger data set exhibited a strong positive skew, whereas precipitation is more normally distributed within this smaller data set).
Nevertheless, it is interesting that both seasonality and amount of precipitation affect surface SOC in the study region. It appears that temperature is not very important to SOC in the region, despite global relationships between temperature and net primary production (Michaletz et al. 2014) . This is probably because winters are rarely long or severe in the regionmean winter temperature is ~10 °C (4.3-16.2 °C minimum-maximum) (Australian Bureau of Meteorology)-and so temperature will not decisively affect plant growth in many localities. Therefore, although the growing season may be affected by daylight hours (mainly in the south), in areas of uniformly distributed rainfall, plant growth (and SOC production) can occur for most of the year. In contrast, in locations where rainfall is seasonal, plant growth will be limited by water availability in drier periods of the year.
This implies that C dynamics are non-linearly related with water availability (Sierra et al. 2015) , i.e., the relative rates of C production and turnover in wetter months are not equal to those in the drier months. Specifically, the lower SOC in regions with seasonal rainfall compared with v www.esajournals.org
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uniformly distributed rainfall suggests that (1) C turnover is less affected by water availability than C production is and/or (2) that the difference between C production rates between rainfall seasons is greater than the difference between C turnover rates between rainfall seasons, resulting in a net loss of C due to seasonality of rainfall. Future investigation should focus on seasonality and SOC dynamics to help elucidate these relationships.
This influence of seasonality is also evident in the residual amount of SOC at depth, where subtropical climates without a dry season contain significantly more SOC than regions with seasonality as well as in warmer and drier climates. Targeting sites of low SOC in regions of higher, non-seasonal rainfall may therefore result in the greatest likelihood of success with regards to SOC sequestration throughout the soil profile.
Consistent with our previous findings (Hobley et al. 2015) , temperature does not appear to be a major driver of SOC content, but was identified as important to the SOC depth depletion constant. This supports our hypothesis that temperature influences the depth distribution of SOC, possibly due to its effects on decomposition (Lützow and Kögel-Knabner 2009) and the dissolution of organic matter (Toosi et al. 2014 ). However, temperature has a much smaller impact on SOC depth distribution than human influence and site characteristics. Nevertheless, the negative association of temperature with the depth depletion constants of SOC indicates that proportionally more subsurface SOC is retained in hotter than in cooler climates. Although this is potentially due to a lower surface SOC in warmer regions compared with cooler regions, subsurface SOC sequestration may have the best potential in degraded sites in warmer regions. Further investigations are needed into the relationships between temperature, microbial activity and SOC turnover and depth distribution, especially in light of changing climate regimes.
In contrast to surface SOC content, SOC depth depletion appeared to be driven predominately by land-management and, to a lesser extent, site factors, with climate only playing a minor role. This supports our hypotheses that land use is the main driver of SOC depth distribution. The lowest depletion constants of SOC were found under traditional cropping, implying a proportionally smaller SOC reduction with depth than under grazing or natural systems. However, both the surface and residual SOC content at depth were significantly lower under cropped systems than under other land uses, so that conventional cropping can be seen as being the most detrimental for SOC concentration. Not only are our results consistent with the current understanding into the effects of land-management on SOC but also they imply that the application of novel statistical methods may help to overcome the traditional difficulties encountered in identifying effects of land-management and land use on SOC at depth (Guo and Gifford 2002 , Wilson et al. 2008 , Luo et al. 2010 .
The negative effects of tillage on surface SOC content are well documented (Lal 1997 ) but effects in the sub-soil are often assumed to be negligible (see above) or even positive (Blanco-Canqui and Lal 2008). However, our results indicate that reducing soil disturbance by introducing minimum or no till cropping or rotational cropping and grazing management could potentially be used to enhance sub-soil OC stocks. This will only have a net positive effect on the total soil C budget if changes in land-management at one site are not offset by negative changes at another site (e.g., conversion of cropped sites to rotational cropping and grazing is not matched by conversion of grazed sites to rotational cropping and grazing). Other studies suggest afforestation and fallow periods (Don et al. 2011 ) may be used for subsurface SOC sequestration. Future investigations into the physico-chemical characteristics of SOC under different land-management schemes are needed to elucidate which C pools at depth are affected by land-management changes, thereby enabling insights into the stability of this dynamic subsurface C. Investigating the age distribution of subsurface C will help to decipher the timeframes of C dynamics and the stability of the C lost or gained after land-management change.
Of the site factors relevant to the depth distribution of SOC, soil physical properties-above all bulk density, but also available water capacity and texture-were more important than soil chemical properties. The negative association of bulk density with SOC-both at the surface and at depth-is consistent with our previous findings (Hobley et al. 2015) and implies that soil v www.esajournals.org
physical condition is an important driver and indicator of SOC dynamics. If enhancing SOC concentration is a goal, is advisable to limit soil compaction.
The inverse relationship between bulk density and SOC has long been recognized (Russell 1960 ), but it is important to note that an increase in SOC concentration will only lead to an increase in SOC stocks if it is not compensated for by the concurrent decrease in bulk density. This will be the case if the relationship between these two variables is non-linear and the relative change in SOC concentration is greater than the relative change in bulk density, which appears to be the case (Ruehlmann and Körschens 2009). Regardless of whether or not this relationship is valid, decreasing bulk density and increasing SOC concentration in compacted soils will also benefit available water capacity and air capacity (Archer and Smith 1972, Hudson 1994 ) and plant root growth (Passioura 1991) , resulting in an overall improvement in soil health. Our results imply that this is true both at the surface and at depth, so that reducing soil compaction may be a means of subsurface SOC sequestration. Cover crops have been shown to have potential for reducing soil compaction (Chen and Weil 2010) and have been suggested as a measure to increase soil carbon stocks (Lal 2004 ) and we recommend investigations into the effects of cover crops as a potential means to facilitate a reduction in sub-soil bulk density and concurrent increase in sub-soil SOC storage.
Australian soils are generally quite old and highly weathered, predominately due to the lack of rejuvenating factors (such as uplift, glaciation, or volcanism) within recent geological times over most of the continent (Charman and Murphy 2007) . The Australian soil classification scheme (Isbell 2002) is predominately based upon morphological and chemical soil characteristics. As such, soil type is largely a proxy for factors such as texture, mineralogy or pH, rather than pedogenesis. That soil type is important to the depth distribution of OC (but significant differences were not identified using the Games-Howell post hoc tests of the partial regressions) therefore likely reflects the influence of texture and mineralogy on the retention and storage of SOC (e.g., Krull et al. 2003 , Hobley et al. 2013 , 2014 , rather than the processes of soil genesis.
Lastly, the variables identified as important to SOC depth distribution with the data mining methods and the variance decomposition results using multiple regressions were very similar to the trends identified in our previous analysis (Hobley et al. 2015) , although the studies used different predictor variables, had different sample sizes and investigated different depths. This implies that, in the study region and regions with similar soils, we can identify the drivers of subsurface SOC dynamics from investigations in the top 30 cm of soil. Future research into the potential of predicting subsurface SOC from surface SOC content, environmental, management, and site characteristics is required to develop and inform global carbon models.
Outlook
The data mining algorithms used in this study to identify the drivers of the depth distribution of SOC in eastern Australia yielded at times substantially different results, but all were informative. Our results support the hypotheses developed from our previous investigation of the top 30 cm soil, indicating that in these soils, the drivers of SOC content and depth distribution can largely be identified by investigating the near surface depths. Surface SOC is primarily driven by climate, above all rainfall-both amount and seasonality-which we attribute to the influence of water availability on plant growth. In contrast, subsurface SOC depletion and residual SOC at depth are influenced largely by land use and site factors (mainly soil physical characteristics such as bulk density, sand content and soil type), and to a minor extent temperature and climate seasonality. We recommend targeting areas of higher, non-seasonal rainfall for enhancing subsurface SOC. Reducing tillage intensity and soil compaction will most likely have the greatest chances of success. Our results help to elucidate the effects of climate, land-management and site on subsurface SOC content and, importantly, our methods successfully identified significant differences in SOC concentrations well below the soil surface, which have been largely unsuccessful using traditional statistical analyses. Future research should focus on which pools of deep SOC are affected by v www.esajournals.org HOBLEY AND WILSON land use and environmental factors, as well as the timeframes of changes in these pools.
