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Abstract 
Advanced in the fabrication technology of integrated circuits (ICs) over the last couple of 
years has resulted in an unparalleled expansion of the functionality of microelectronic 
systems. Today’s ICs feature complex deep-submicron mixed-signal designs and have found 
numerous applications in industry due to their lower manufacturing costs and higher 
performance levels. The tendency towards smaller feature sizes and increasing clock rates is 
placing higher demands on signal integrity design by highlighting previously negligible 
interconnect effects such as distortion, reflection, ringing, delay, and crosstalk. These effects 
if not predicted in the early stages of the design cycle can severely degrade circuit 
performance and reliability.  
The objective of this thesis is to develop new model order reduction (MOR) 
techniques to minimize the computational complexity of non-linear circuits and electronic 
systems that have delay elements. MOR techniques provide a mechanism to generate reduced 
order models from the detailed description of the original modified nodal analysis  (MNA) 
formulation. 
The following contributions are made in this thesis: 
1. The first project presents a methodology for reduction of Partial Element Equivalent 
Circuit (PEEC) models. PEEC method is widely used in electromagnetic 
compatibility and signal integrity problems in both the time and frequency domains. 
The PEEC model with retardation has been applied to 3-D analysis but often result in 
large and dense matrices, which are computationally expensive to solve. In this thesis, 
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a new moment matching technique based on Multi-order Arnoldi is described to 
model PEEC networks with retardation.  
2. The second project deals with developing an efficient model order reduction 
algorithm for simulating large interconnect networks with nonlinear elements. The 
proposed methodology is based on a multidimensional subspace method and uses 
constraint equations to link the nonlinear elements and biasing sources to the reduced 
order model. This approach significantly improves the simulation time of distributed 
nonlinear systems, since additional ports are not required to link the nonlinear 
elements to the reduced order model, yielding appreciable savings in the size of the 
reduced order model and computational time.  
3. A parameterized reduction technique for nonlinear systems is presented. The 
proposed method uses multidimensional subspace and variational analysis to capture 
the variances of design parameters and approximates the weakly nonlinear functions 
as a Taylor series. An SVD approach is presented to address the efficiency of reduced 
order model. The proposed methodology significantly improves the simulation time 
of weakly nonlinear systems since the size of the reduced system is smaller than the 
original system and a new reduced model is not required each time a design 
parameter is changed.  
Keywords 
Reduced order systems, multi-order arnoldi, krylov-subspace, nonlinear systems, 
interconnections, transmission lines, analog circuits, partial element equivalent circuit 
(PEEC), time domain analysis, parameter extraction, numerical simulation.  
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Chapter 1  
1 Introduction
1.1 Background and Motivation 
Advances in integrated circuit (IC) technology has increased operating speeds, packing 
density, system complexity of electronic devices and are placing significant demands on 
computer-aided design tools to provide the same efficiency and accuracy. The simulation 
and verification of mixed signal ICs pose a particular problem for time domain circuit 
simulators, which are based on implicit numerical integration methods that require 
solving a large set of nonlinear algebraic equations at each discrete time point. As a 
result, simulating the transient behaviour of ICs is arduous and computationally 
expensive task. This problem is further compounded when one considers the typical 
design process which includes optimization and design space exploration. Such design 
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processes require conducting a large number of repeated simulations of the same problem 
with different parameter values. At the same time shrinking process technologies 
generate a need to consider low-level physical effects such as parasitic effects, transistor-
level effects, details of implementation, and signal integrity. Consequently, simple 
heuristic models may not be sufficient for computational prototyping of modern 
integrated circuits.  
The rapid decrease in feature size and associated growth in circuit complexity, 
coupled with higher operating speeds, has made the analysis of interconnects a critical 
aspect of system reliability, speed of operation, and cost. As a result of these 
technological advancements, Electromagnetic (EM) analysis [1]- [2] has become 
essential in the design of high-speed integrated circuits. Among EM analysis techniques, 
the Partial Element Equivalent Circuit (PEEC) [3]- [4] method is often used to model 
complex three-dimensional interconnect and packaging structures since it can provide full 
wave and quasi-static circuit equivalent models which can be linked to traditional circuit 
simulators such as SPICE [5]. However, distributed interconnects and packaging 
problems modeled using PEEC result in large dense system matrices, simulation of which 
is computationally expensive.  
Over the past years, model order reduction techniques have been proposed as an 
effective tool to combat computational complexity of large-scale distributed networks, as 
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they provide a mechanism to generate reduced order models from detailed descriptions 
[6]- [23]. MOR techniques such as asymptotic waveform evaluation (AWE) [9]- [12], 
complex frequency hopping (CFH) [13], Padé [14], Arnoldi [15]- [21],  and truncated 
balance reduction [22]- [23] have proven to be efficient means to reduce large linear 
interconnect networks. Recently, model order reduction techniques have been extended to 
model PEEC networks [24]- [32]. 
Model order reduction techniques applied to PEEC models can be broadly 
classified into two main categories: approaches that use explicit moment matching based 
on direct Padé approximants [24]- [27] and approaches that use implicit moment 
matching based on projecting large matrices on its dominant eigenspace [28]- [32]. 
Explicit moment matching techniques such as Asymptotic Waveform Evaluation (AWE) 
have been proposed to solve both quasi-static PEEC models [24]- [25] and full-wave 
PEEC models that include retardation effects [26]. However, these techniques are 
inherently ill-conditioned in the moment generating process and hence the reduced order 
model obtained is limited to low order approximations [7]- [8]. To improve the accuracy 
of AWE, Complex Frequency Hopping (CFH) has been proposed which makes use of 
multiple expansion points to derive higher order transfer functions [27].  
Alternatively, implicit moment matching techniques such as Krylov subspace 
methods take advantage of the Arnoldi process to achieve more accurate reduced order 
 Chapter 1: Introduction 4 
 
 
 
 
models [28]- [32]. However, the traditional Arnoldi algorithm requires that the system 
equations have a linear dependency with respect to frequency. For PEEC models that 
include retardation effects, the transfer function contains elements with factors of !!!!! 
where !! corresponds to a time delay (retardation) in the circuit. As a result, PEEC 
models with retardation are not directly compatible with the traditional Arnoldi algorithm 
since they contain many delay elements. To include retardation effects using Arnoldi, 
each exponential function of !!!!! is expanded into a Taylor series and the polynomial 
equations are converted to have a linear dependency with respect to frequency by 
introducing extra state variables [31]- [32]. Conversely, this changes the structure of the 
reduced order system when compared to the original system and the extra state variables 
increases the computation and memory requirements to derive the reduced order model. 
Furthermore, model order reduction approach has been extended for nonlinear 
circuit simulation problems [10], [19]- [20], [33]- [41]. A common strategy for 
simulating distributed interconnect networks is based on partitioning the network into 
linear and nonlinear parts [10], [19]- [20].  The linear network is then reduced using 
moment matching techniques to form a compact multi-port time-domain macromodel. 
This macromodel is then coupled with the nonlinear part of the network to obtain the 
overall network response. However, the efficiency of these techniques drops significantly 
as the number of ports of the linear sub-network increases due to having many nonlinear 
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terminations. This drop in efficiency is attributed to the fact that the size of the linear 
macromodel increases by q for each additional port, where q is the size of the reduced 
order macromodel with one port.  
An alternative approach for model order reduction of nonlinear systems is to 
directly reduce the entire nonlinear distributed network (without partitioning the linear 
and nonlinear components) based on power series or piecewise polynomial 
approximations. Several model order reduction techniques have been proposed to reduce 
the computational complexity of nonlinear systems [34]- [41].  The reduction of weakly 
nonlinear systems has been demonstrated based on power series approximations [34]- 
[37]. For strongly nonlinear systems techniques based on trajectory piecewise 
polynomials have been reported [38]- [41]. While these algorithms provide significant 
CPU cost advantage when computing the transient response, a new reduced model is 
required each time a parameter is modified in the studied structure. Recently, parametric 
model order reduction techniques have been developed for linear systems, which produce 
reduced order models that are functions of frequency or time as well as other design 
parameters [42]- [47]. Nonetheless, these parametric models are not directly applicable to 
nonlinear systems. In [48], a parametric reduced order model for nonlinear systems is 
developed based on trajectory piecewise linear method.  
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1.2 Scope And Goals  
The objective of this thesis is to develop efficient modeling techniques for high speed 
integrated circuit simulation. The focus of this research is based on model order reduction 
techniques to improve the computational complexity of PEEC structures with retardation 
and nonlinear distributed networks. 
Distributed interconnects and packaging problems modeled using Partial 
Element Equivalent Circuit (PEEC) method results in large dense system matrices, 
simulation of which is computationally expensive. To include retardation effects using 
Arnoldi model order reduction methods, each exponential function of !!!!! is expanded 
into a Taylor series and the polynomial equations are converted to a linear form by 
introducing extra state variables [31]- [32]. This changes the structure of the reduced 
order system when compared to the original system and the extra state variables increases 
the computation and memory requirements to derive the reduced order model. 
Techniques to improve the conditioning of the moment generating process of networks 
described by higher order polynomials have also been developed based on second order 
Arnoldi [49]- [51], multi-order Arnoldi [52]- [54] and well-conditioned AWE [55]. In 
this thesis, a multi-order Arnoldi algorithm will be developed to efficiently solve PEEC 
models with retardation. The advantages of the proposed approach when compared to 
other PEEC model order reduction techniques are that the moments of the original system 
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are calculated implicitly without having to introduce extra state variables and the 
structure of the reduced model is the same as the original system. Furthermore, it is 
shown that the orthonormal subspace of the system built by introducing extra state 
variables [31]- [32] is embedded in subspace built by the multi-order Arnoldi approach.  
Partitioning the network into linear and nonlinear parts has been proposed for 
addressing complexity of nonlinear distributed interconnect networks [19]- [20]. 
However, the efficiency of these techniques drops significantly as the number of ports of 
the linear sub-network increases due to having many nonlinear terminations. In this 
thesis, a model order reduction algorithm will be developed to efficiently link nonlinear 
elements to the reduced order system without having to increase the number of ports. The 
proposed methodology uses a multidimensional Krylov subspace method and constraint 
variable equations to capture the variances of nonlinear functions and to link nonlinear 
functions to the reduced order macromodel. This approach significantly improves the 
simulation time of distributed nonlinear systems since additional ports are not required to 
link the nonlinear elements to the reduced order model. In addition, an approach is 
developed for generating sparse matrices and to select the order of the reduced order 
model. 
The reduction of weakly nonlinear systems has been demonstrated based on 
power series approximations [34]- [37]. While these algorithms provide significant CPU 
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cost advantage when computing the transient response, a new reduced model is required 
each time a parameter is modified in the studied structure. Parameterized model order 
reduction techniques will be extended for weakly nonlinear systems in this research. The 
proposed algorithm uses a multidimensional subspace method along with variational 
analysis and Singular Value Decomposition (SVD) to capture the variances of design 
parameters and approximates the weakly nonlinear functions as a Taylor series. Such an 
approach is significantly more CPU efficient in optimization and design space 
exploration problems since a new reduced model is not required each time a design 
parameter is modified.  
1.3 Organization of Thesis  
The organization of the thesis is as follows. A brief review of high-speed interconnects, 
including quasi-TEM and full-wave formulations are provided in chapter 2. Full-wave 
analysis of complex three-dimensional interconnects using Partial Element Equivalent 
Circuit (PEEC) method is presented later in the same chapter. A review of various MOR 
techniques to model PEEC networks with retardation and nonlinear distributed networks 
are discussed in chapter 3. In addition model order reduction techniques of weakly 
nonlinear systems is also reviewed. Chapter 4 describes the details of a multi-order 
Arnoldi algorithm developed to efficiently solve PEEC models including delay elements. 
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Numerical examples of PEEC models with retardation are provided to illustrate the 
validity of the proposed technique. In chapter 5, a model order reduction algorithm using 
constraint variables is developed to efficiently link nonlinear elements to the reduced 
order system without having to increase the number of ports. In addition, an approach is 
developed for generating sparse matrices and to select the order of the reduced order 
model. Numerical examples are presented to demonstrate the efficiency of the proposed 
algorithm. Parameterized model order reduction techniques are extended for weakly 
nonlinear systems employing multidimensional subspace method, variational analysis 
and SVD in chapter 6. This chapter concludes presenting some numerical examples to 
show the efficiency of the algorithm. Chapter 7 presents a summary and suggestions for 
future works. 
 
 10 
 
 
 
Chapter 2  
2 Interconnect Macromodeling and Simulation 
2.1 Introduction
Interconnects are conducting structures that are used to connect transistors and other 
devices on Integrated Circuits (IC). The physical structure of a micro-strip line 
interconnect network consisting of two conductors and ground plane is shown in Figure 
2.1. As frequency increases, interconnects gradually display resistive, capacitive and 
inductive effects and cannot be considered as short circuit anymore. Improper 
consideration of these effects can harshly degrade the signal integrity analysis of the 
networks. As a result circuit designers must consider these effects to ensure the signal 
integrity and proper operation of devices. In this chapter, interconnect models are briefly 
reviewed.  
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Figure 2.1 Top view and cross-sectional view of a micro-strip line network 
2.2 Interconnect Models 
Electrical models are employed to simulate interconnects along with other circuit 
elements in the network. The selection of the proper model depends on the physical 
interconnect structure as well as the operating frequency of the circuit [56], [57]. These 
two factors determine whether the modeling of interconnects is based on quasi-transverse 
electromagnetic (quasi-TEM) or full wave assumptions. These two methods are described 
in the following sections.  
2.2.1 Quasi-Transverse Electromagnetic Models 
Transverse electromagnetic (TEM) waves occur for interconnects with homogeneous 
mediums and perfect conductors. Under these conditions electric and magnetic fields are 
Interconnects
Ground Plane
 Chapter 2: Interconnect Macromodeling and Simulation 12 
 
 
 
 
perpendicular to each other and to the direction of propagation in TEM waves. Structures 
with imperfect conductor or inhomogeneous medium violate the TEM characteristics.  
Interconnects with inhomogeneous mediums produce electromagnetic waves with many 
velocities. Interconnects that have imperfect conductors also produce an electric field 
along the surface conductor. Such structures violate the TEM characteristics, since TEM 
waves propagate with only one velocity and have no electric field along the surface 
conductor. However, for many practical structures, the electromagnetic field structure can 
be approximated by TEM waves, which are referred to as quasi-TEM waves [56]. 
Quasi-TEM approximation remains the main trend for analyzing lossy MTLs, 
since the approximation is valid for most practical interconnect structures and offers 
relative low CPU cost compared to full wave approaches [56], [58]. Voltage and current 
equations derived from quasi-TEM models are described by partial differential equations 
(PDEs) widely known as Telegrapher's equations. As frequency increases proximity, 
edge, and skin effects become prominent and distributed models with frequency-
dependent parameters are required. Quasi-TEM distributed models cannot be directly 
linked to circuit simulator such as SPICE [5], since SPICE solves nonlinear ordinary 
differential equations (ODEs). To overcome this difficulty, numerical techniques are used 
to convert distributed transmission line models into ODEs. 
Conventional lumped segmentation model [56] is the simplest solution for 
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linking distributed transmission lines to circuit simulators. Electrical length of the 
transmission line determines the number of segments required for modeling. For 
transmission lines that the length of the line is much greater than the wavelength many 
segments are required for proper modeling. In addition to the lumped segmentation 
model, other more sophisticated algorithms exist such as the method of characteristics 
[59]- [63], Chebyshev polynomials [64]- [65], wavelets [66]- [67], Matrix Rational 
Approximation (MRA) [68] and congruent transformation [69]. 
2.2.2 Full Wave Models 
If the cross-sectional dimensions of interconnects become a significant fraction of the 
circuit's operating wavelength, the field components in the direction of propagation can 
no longer be ignored [56] and quasi-TEM assumptions become inadequate in describing 
interconnects. Under these conditions, full wave models are required. These models are 
able to account for all possible field components and satisfy all boundary conditions 
required to accurately model the high-frequency effects of interconnect networks. 
Full wave analysis of interconnect structures have been successfully 
implemented using partial element equivalent circuit (PEEC) models [3]- [4]. PEEC 
models including retardation effects provide a full wave solution. Regular PEEC models 
are  lumped  RLC  elements  that  are  extracted from the physical geometry  using  quasi- 
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Figure 2.2 Multi-conductor Transmission Line 
static solution of Maxwell's equations. These models usually produce large and dense 
circuit networks and are very CPU intensive to solve. 
2.3 Quasi TEM Macromodeling 
In this section, methods for quasi-TEM analysis of transmission lines are presented. 
Consider a lossy coupled interconnect network containing m signal conductors and one 
reference conductor as shown in Figure 2.2. The voltages and currents are functions of 
position x, and time t and can be defined as vectors v(x,t) and i(x,t)∈ ℜ!. Considering 
quasi-TEM distributed assumptions, voltages and currents are related by Telegrapher's 
equations [56] as 
Line 1
Line i
Line m
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!
!x v(x, t) = "Ri(x, t)" L
!
!t i(x, t)
!
!x i(x, t) = "Gv(x, t)"C
!
!t v(x, t)
 (2.1) 
where R∈ ℜ!×!, L  ∈ ℜ!×!, G  ∈ ℜ!×!, C ∈ ℜ!×!  are per unit length (p.u.l.) 
resistance, inductance, conductance and capacitance of the multi-conductor transmission 
line, respectively.  
To simulate interconnects with other linear and nonlinear elements, 
macromodels are required to convert Telegrapher’s equations into ODEs which can be 
solved by commercial circuit simulators. Determining the frequency bandwidth of 
interest is an important issue in constructing macromodels. In digital applications, the 
frequency bandwidth of interest is governed by the rise/fall time of the signal. For 
instance, consider a trapezoidal pulse with an energy spectrum spread over an infinite 
frequency range, main part of the signal energy is concentrated in the low frequency 
region and eliminates rapidly with an increment in frequency [11]. Hence, disregarding 
the high-frequency component of the frequency spectrum above a maximum frequency of 
interest will not effect the overall signal shape. Relationship between the maximum 
frequency of interest fmax and the rise/fall time of the trapezoidal pulse tr is determined 
using 
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 fmax ! k / tr  (2.2) 
where k typically ranges from 0.35 to 1 [11], [70]- [71]. 
The next sections review some of the simulation algorithms that are used for 
Quasi-TEM macromodeling of transmission lines. 
2.3.1 Conventional Lumped Method 
This method uses lumped equivalent circuits to approximate Telegrapher’s Equation 
(2.1). Applying Euler’s method [56] to discretize (2.1) yields 
 
v(x + !x, t)" v(x, t) = "!xRi(x, t)" !xL #
#t i(x, t)
i(x + !x, t)" i(x, t) = "!xGv(x + !x, t)" !xC #
#t v(x + !x, t)
 (2.3) 
where Δx=d/M is the length  of each section, d is the length of transmission line and M is 
the number of needed segments. A circuit representation of equation (2.3) is shown in 
Figure 2.3.  
The conventional lumped model provides a direct discretization method for 
interconnects; however, the model is only valid if Δx is chosen to be a small fraction of 
the  wavelength.  If  the  circuit  operates  in  high  frequencies  or if  the  interconnect   is 
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(a)  (b) 
Figure 2.3 Conventional Lumped Transmission line Model. 
electrically long many lumped elements are required. A rule of thumb for selecting the 
number of sections in Hspice [72] is 
 M = 20 LC dtr
 (2.4) 
As the length of the line and as operating frequency increases many lumped sections are 
required to accurately capture the signal. This leads to large circuit matrices, making the 
method inefficient. 
2.3.2 Method of Characteristics 
The method of characteristics [59] represents lossless interconnects as ODEs containing 
22
riously effect the overall signal shape. A useful relationship between the maximum
frequency of interest ( ) and the rise/fall time of the signal ( ) is
(2.39)
which corresponds to the 3-dB bandwidth point of the energy spectrum [7], [19], [74]. For
high-frequency applications, the maximum frequency can be more conservatively set to
[7],
(2.40)
The following sections review some of the simulation algorithms that are used for mac-
romodeling transmission lines.
2.5.1 Conventional Lumped Segmentation
This method uses lumped equivalent circuits to approximate (2.2). Applying Euler’s
method [2] to discretize (2.2) yields
(2.41)
where is the length of each section, d is the length of the total line and M is
the number of segments. A circuit representation of equation (2.41) is shown in Figure
2.7.
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time delays. Method of characteristics was initially developed in the time-domain using 
what is referred as characteristic curves. A simpler alternative derivation in the 
frequency-domain is presented in this section. The Laplace domain solution of (2.1) for 
two-conductor transmission line [73] is 
 
I1
I2
!
"
#
#
$
%
&
&
= 1Z0 1' e'2! d( )
1+ e'2! d 2e'! d
'2e'! d 1+ e'2! d
!
"
#
#
$
%
&
&
V1
V2
!
"
#
#
$
%
&
&
 (2.5) 
where 
 ! = (R + sL)(G + sC) Z0 =
(R + sL)
(G + sC)  (2.6) 
! is the propagation constant and !! is the characteristic impedance. The terms in (2.5) 
can be re-formulated to 
 
V1 = Z0I1 + e!! d 2V2 ! e!! d (Z0I1 +V1)"# $%
V2 = Z0I2 + e!! d 2V1 ! e!! d (Z0I2 +V2 )"# $%
 (2.7) 
Defining W1 and W2 as 
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W1 = e!! d 2V2 ! e!! d (Z0I1 +V1)"# $%
W2 = e!! d 2V1 ! e!! d (Z0I2 +V2 )"# $%
 (2.8) 
and substituting (2.8) in (2.7) yields 
 
V1 = Z0I1 +W1
V2 = Z0I2 +W2
 (2.9) 
Eliminating the terms !!!! and !!!! in (2.8) using (2.9) results in 
 
W1 = e!! d 2V2 ! e!! d (2V1 !W1)"# $%
W2 = e!! d 2V1 ! e!! d (2V2 !W2 )"# $%
 (2.10) 
Considering the symmetry of (2.10) the following recursive relationship for W1 and W2 is 
obtained 
 
W1 = e!! d 2V2 !W2[ ]
W2 = e!! d 2V1 !W1[ ]
 (2.11) 
For lossless transmission lines, ! and !! are reduced to 
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Figure 2.4 Circuit Representation of Method of Characteristic 
 ! = s LC Z0 =
L
C  (2.12) 
This restriction makes propagation constant !   purely imaginary and characteristic 
impedance !! a real constant. The time-domain representation of (2.11) is obtained by 
taking the Laplace inverse, which replaces !!!" by delays, expressed as 
 
w1(t +! ) = 2v2 (t)!w2 (t)
w2 (t +! ) = 2v1(t)!w1(t)
 (2.13) 
A circuit representation of the transmission line modeled using method of characteristics 
is shown in Figure 2.4. For the case of lossy lines, propagation constant !   is not purely 
imaginary and characteristic impedance !!  is not a real constant, hence (2.10) cannot be 
directly expressed in time-domain. In order to model lossy transmission lines, the method 
of characteristics approximates the losses of propagation constant and characteristic 
25
2.5.3 Least Square Optimization
Least square optimization techniques [27] derive transfer functions for the frequency re-
sponse of transmission lines. The method fits sample data to a complex rational function
as
(2.50)
where , and represent the quotient, residues and poles, respectively. To obtain sta-
ble poles, the even part of H(s) is fitted to the real data samples. The even part of H(s) is
expressed as
(2.51)
where and is the angular frequency. Writing (2.51) at the frequency points
, yields the following set of linear equations
(2.52)
Z0
+–w1
Z0
+– w2v1 v2
+ +
––
Figure 2.8  Method of characteristics transmission line model.
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impedance as rational functions [60]- [61], [74]- [75]. In addition, the method of 
characteristics has been extended to multi-conductor transmission lines, by decoupling of 
the transmission line equations [62]- [63], [76].  
2.4 Full-wave Macromodeling 
In this section, the derivation of the electric field integral equation (EFIE) is described. 
From this discussion the Partial Element Equivalent Circuit (PEEC) macromodel is 
derived as a system of ordinary delay-differential equation. 
2.4.1 The electric field integral equation (EFIE) 
The total electric field inside a conductor is given by [77] 
 
 Ep r, t( ) =
J r, t( )
!
+
!A r, t( )
!t +"! r, t( )  (2.14) 
 
where Ep is a potential applied electric field, J is a current density, A is the magnetic 
vector potential, and ! is the scalar electric potential. The vector potential A of a single 
conductor at any point r= (!,!, !) is given by 
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 A r, t( ) = µ G r, !r( )J !r , td( )d !v
!v
"  (2.15) 
where !′ is the volume of material in which the current density is flowing and µ is the 
permeability of free space. The retarded time !! is given by 
 td = t !
r ! "r
c  (2.16) 
where c is the speed of light. The time delay equals the free space travel time between the 
points ! and !′. The corresponding Green’s function is given by 
 
 G r, !r( ) " 14!
1
r # !r  (2.17) 
Similarly, the scalar potential 
 
 ! r, t( ) = 1
"0
G r, !r( )q !r , td( )d !v
!v
"  (2.18) 
where !! is the dielectric constant in free space, and q is the charge density on the 
surface. Assuming external electric field is zero and substituting (2.15) and (2.18) into 
(2.14), The Electrical Field Integration Equation is obtained  
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J r, t( )
!
+ µ G r, !r( ) "J !r , td( )
"t d !v!v#
+ $
!0
G r, !r( )q !r , td( )d !v
!v
# = 0  (2.19) 
 
2.4.2 The Partial Element Equivalent Circuit 
Particular spatial discretization of the conductor geometry combined with the integral 
equation (2.19), lead to Partial Element Equivalent Circuit (PEEC) models with 
conventional circuit elements. By defining a suitable inner product, a weighted volume 
integral over the cells, the field equation (2.19) can be interpreted as Kirchhoff’s voltage 
law over a PEEC cell. This is accomplished by the breakup of the geometry into 2-D or 
3-D cells, the integration of (2.19) over each resulting conductor volume cell [3], and 
observing that the first term in (2.19) corresponds to a resistor, the second term can be 
transformed into partial inductances [78], and the last term corresponds to normalized 
coefficients of potential [79]. The partial inductances are defined as 
 Lij s( ) =
µ
aiaj
G ri,rj( )e!std dvi dvj
vi
"
vj
"  (2.20) 
where !! and !! correspond to through the cell cross section of partial elements. The 
coefficients of potentials are computed as 
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  (2.21) 
where !! and !!are cell areas. By using (2.20) and (2.21), the discredited EFIE (2.19) is 
reformulated in the form of [3]: 
 
sL(s)I !BP(s)Q(s)+RI(s) = 0
BTI(s)+ sQ(s) = 0
 (2.22) 
where B contains the connectivity information of the discretization and 
 
L(s) = Lke!stdk
k=0
n1
"
P(s) = Pke!stdk
k=0
n2
"
 (2.23) 
 !! and !! are number of delay terms of the coefficients of partial inductance and 
potential coefficients. L(s) and P(s) in (2.23) contain all partial inductance and potential 
coefficients respectively. Matrix elements in R, Q and I are defined by the following 
equations 
Pij s( ) =
1
!0SiSj
G ri,rj( )e!std dsi dsj
si
"
sj
"
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Rii =
li
ai!
Qi (s) = qi !r , s( )d !v
!v
"
Ii (s) = Ji r, s( )ds
a
"
 (2.24) 
which are resistance, charge and current passing the ith cell, respectively  
The system in (2.22) can be interpreted as an electronic circuit, where each circuit 
node represents a charge basis function and each current basis function is represented by 
circuit branch. The coefficients of potential are related to the electrostatic potential with 
V=PQ. The electrostatic potential at the charge segments will be the nodal voltages in the 
circuit. The charge accumulation on the charge segments is written as an extra set I=sQ . 
Substituting these two definitions in (2.22) yields [3] 
 
sL s( )I !BV +RI = 0
BTI + Is = 0
P s( )Is ! sV = 0
(a)
(b)
(c)
 (2.25) 
In this formulation, a set of branch constitutive relations for branches with a linear 
resistor, and an inductor that couples to all other inductors in (2.25.a), in series can be 
recognized. In (2.25.b) a set of Kirchhoff current laws, one for each charge basis function  
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(b) 
Figure 2.5 Two-conductor cell (a) and their corresponding equivalent circuit (b). 
is discerned. The third one, (2.25.c), can be interpreted as a set of branch constitutive 
relations for coupled capacitances. These capacitances store the charge that is 
accumulated on the charge segments. For PEEC models with retardation, the 
corresponding Modified Nodal Analysis (MNA) equations reduce to systems of linear, 
time-invariant, delay-differential-algebraic equations. After adding the relationship 
between the unknown variables and the output vectors of interest, the following complex 
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system is obtained 
 
sC0 +G0 + sCk +Gk( )e!stdk
k=0
nT
"#$%
&
'(
X(s) = Bu(s)
i(s) = LTX(s)
 (2.26) 
where !! is the total number of exponentials which corresponds to the number of time 
delays !!"  of the system. The matrices Gk, Ck ∈ ℜ!×! correspond respectively to the 
state and to the derivative of the state. !(!) ∈ ℂ! is a vector of the unknown state 
variables. The matrices B ∈ ℜ!×! and L∈ ℜ!×!  are selector matrices which map the 
terminal port characteristics; k is the number of ports; u(s), i(s) ∈ ℂ! define the port 
voltages and currents of the network, respectively and N is the number of unknown 
variables in X(s). A schematic of a simple two-cell PEEC model is given in Figure 2.5. 
The discretization of two cells is shown in Figure 2.5(a) and Figure 2.5(b) shows 
corresponding equivalent circuit. 
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Chapter 3  
3 Simulation Techniques based on Model Order 
Reduction 
This chapter reviews Model Order Reduction (MOR) techniques used to model PEEC 
networks and nonlinear distributed interconnect networks.  
3.1 Model Order Reduction of Linear Networks with 
Delay Elements  
3.1.1 Description of Network Equations 
As illustrated in section  2.4, a linear network characterized by PEEC models with 
retardation [3]- [4] can be expressed in the Laplace domain as   
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sC0 +G0 + sCk +Gk( )e!stdk
k=0
nT
"#$%
&
'(
X(s) = Bu(s)
i(s) = LTX(s)
 (3.1) 
In general, distributed electrical networks characterized by PEEC models with retardation 
result in a very large system matrices which are dense and computationally expensive to 
solve. The next section  briefly reviews model order reduction techniques which reduce 
the computational complexity of PEEC networks with retardation.  
3.1.2 MOR of Linear Delay Networks 
One approach to obtain a reduced order model for (3.1) is to explicitly calculate the 
moments and to use algorithms such as Modified Gram-Schmidt to construct the 
orthogonal subspace [80]. However as the number of moments increase, this leads to 
numerical difficulties since the higher order moments converge to the largest eigenvalue 
of the system and are almost identical or parallel to each other. To obtain numerically 
more accurate results, implicit moment matching techniques such as Arnoldi algorithm 
are usually preferred since they avoid explicit calculation of the moments [7], [81]. 
However, the original Arnoldi algorithm is only applicable for systems that have a linear 
dependency with respect to frequency (i.e. sC0 +G0( )X(s) = Bu(s) ). Thus to calculate 
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the moments using Arnoldi, the exponential terms of (3.1) are expanded into a 
polynomial series as  
 e! tds " e! tds0 (!td )
i
i! (s ! s0 )
i
i=0
M
#$%&
'
()
 (3.2)  
where !! is the expansion point and M is the order of the polynomial. Substituting (3.2) 
into (3.1), and matching coefficients of similar powers of (s ! s0 )  yields 
 !i (s " s0 )i
i=0
M
#$%&
'
()
X(s) = Bu(s)  (3.3)  
where 
!i =
G0 + s0C0 + s0Ck +Gk( )e"s0tdk
k=1
nT
# , i = 0
C0 + Cke"s0tdk
k=1
nT
# + s0Ck +Gk( )e"s0tdk
k=1
nT
# ("tdk ), i =1
Cke"s0tdk
k=1
nT
# ("tdk )
i"1
(i - 1)!
+ s0Ck +Gk( )e"s0tdk
k=1
nT
# ("tdk )
i
i!
, i $ 2
%
&
'
'
'
'
'
'
'
(
'
'
'
'
'
'
'
 (3.4)  
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Once the network is expressed as a polynomial series, the system of (3.3) is 
augmented  to  obtain  a linear  dependency  with  respect to  frequency  [31]- [32], [82] 
as 
 !G + (s ! s0 ) !C( ) !X = !Bu  (3.5)  
where 
 
!C =
!1 !2 !3 !4 ... !M
"I 0 0 0 ... 0
0 "I 0 0 ... 0
:
:
0 0 0
#
$
%
%
%
%
%
%
%
&
'
(
(
(
(
(
(
(
 
 ;  (3.6)  
and I is identity matrix. The moments of (3.5) at the expansion point !! are calculated 
using the following recursive relationship 
!G =
!0 0 0 0 ... 0
0 I 0 0 ... 0
0 0 I 0 ... 0
:
:
0 0 I
"
#
$
$
$
$
$
$
$
%
&
'
'
'
'
'
'
'
!X =
X
z2
z3
:
:
zM
!
"
#
#
#
#
#
#
#
#
$
%
&
&
&
&
&
&
&
&
; !B =
B
0
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0
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#
#
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● Solve !G !R = !B  for !R  
● (q0,K) = qr( !R) ; qr factorization of !R  
● Set p= number of ports 
● Set n= int(q/p)+1 
● For k=l , 2, …,n-1 
 Solve G !A = ! !C   for !A  
 qk(0) = !Aqk!1   
 For j=1,…, k 
  H = qk! jT qk( j!1)   
  qk( j ) = qk( j!1) ! qk! jH   
 (qk,K) = qr(qkk( )) ;  qr factorization of  
● Set Q = [q0q1...qn!1] and truncate Q so that it has q columns only. 
Figure 3.1 Arnoldi procedure. 
 
!M0 = !R
!Mi = !A !Mi!1 = !Ai !R
 (3.7)  
where !R = !G!1 !B  and !A = ! !G!1 !C . The matrix generated using (3.7) forms a Krylov 
subspace. 
 
!K = !M0 !M1 !M2.... !Mn!" #$
= !R !A !R !A2 !R.... !An !R!" #$
 (3.8)  
)(k
kq
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Hence, the Arnoldi algorithm, as shown in Figure 3.1, can be used to convert (3.8) into an 
orthonormal matrix !Q  [7], [80]- [81], such that the column space of !K  matches the 
column space of !Q  as   
 
colsp( !Q) = colsp( !K)
!QT !Q = I
 (3.9)  
Using (3.9), the augmented system of (3.5) is reduced by a congruent transformation,  
  (3.10)  
where 
 
Gˆa = !QT !G !Q, Cˆa = !QT !C !Q
Bˆa = !QT !B, !X = !QXˆa
 (3.11)  
In [31]- [32], the system of (3.10) is used to efficiently express the transfer function of 
PEEC networks in terms of poles and residues. However, this approach requires 
introducing M !N   state variables to convert the polynomial series of (3.3) into a first-
order system. This changes the structure of the reduced order system when compared to 
the original system and the extra state variables increase the computation and memory 
(Gˆa + sCˆa )Xˆa = Bˆau
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requirements to derive the reduced order model by O(N2M) [31]. In [82] a projection 
matrix is built using first M row of (3.8) to reduce the model in (3.1). This approach is 
able to preserve the structure of the reduced order system when compared to the original 
system. However, the block resulted by considering first M rows of (3.8) is not 
orthogonal and therefore another round of orthogonalization has to be carried out. 
Furthermore, the extra state variables increase the computation and memory requirements 
to derive the reduced order model.  
To address the above concerns, a multi-order Arnoldi algorithm is developed for 
PEEC circuits with retardation in chapter 4. The advantages of this approach are that the 
moments of the original system are calculated implicitly without having to introduce 
extra state variables and the structure of the reduced model is the same as the original 
system. 
3.2 Model Order Reduction of Nonlinear systems 
3.2.1 Formulation of Non-linear Network Equations 
Consider a general nonlinear network comprised of lumped and distributed interconnects. 
After discretizing the distributed components with lumped elements [56], the Modified 
Nodal Analysis (MNA) formulation [83] of such a network can be written as 
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C dx(t)dt +Gx(t)+ f(x(t), t) = Bu(t)
i(t) = LTx(t)
 (3.12) 
where  
• x(t)∈ ℜ! is a vector of node voltage waveforms appended by independent voltage 
source currents, linear inductor currents nonlinear capacitor charges, nonlinear 
inductor flux waveforms and currents and voltages due to nonlinear components. 
• G∈ ℜ!×! and C ∈ ℜ!×! are constant matrices describing the lumped memory 
and memoryless elements of the network, respectively; 
• f(x(t),t)∈ ℜ!is a vector function describing the nonlinear elements in the 
network; 
• B∈ ℜ!×! is a selector matrix that maps the port voltages into the node space of 
the network; L∈ ℜ!×! is a selector matrix that maps the port currents into the 
node space of the network; 
• i(t)∈ ℜ! is a vector comprised of the currents at the ports and u(t)∈ ℜ! is a vector 
comprised of the voltages at the ports; 
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• M is the total number of variables in the MNA formulation and P is the number of 
ports  
Generally, the network of (3.12) results in a large system of equations, due to 
discretization of high speed interconnects. In the following sections two approaches for 
model order reduction of nonlinear systems based on partitioning network in linear and 
nonlinear parts and weakly nonlinear macromodeling is presented. 
3.2.2 MOR of Nonlinear Systems Based on Partitioning  
To address the computational complexity of solving nonlinear distributed networks 
model order reduction techniques based on partitioning the network into linear and 
nonlinear parts have been proposed [19]- [20]. The partitioning algorithm begins with 
reformulating (3.12) by adding extra ports for connecting nonlinear elements. The linear 
network can be expressed as 
 
C dx(t)dt +Gx(t) = Bnun (t)
i(t) = LnT x(t)
 (3.13) 
where Bn ∈ ℜ!×(!!!!) and Ln∈ ℜ!×(!!!!) are modified selector vectors that map the 
contributions of  regular  ports  and  nonlinear elements into the MNA  equations; and   !!  
 Chapter 3: Simulation Techniques based on Model Order Reduction 37 
 
 
 
 
Traditional Ports 
Traditional Ports 
P                                              Nn
 
Figure 3.2 Model order reduction techniques based on partitioning the network into linear and 
nonlinear parts. 
corresponds to the number of  extra ports to link the nonlinear elements to the reduced 
order model as shown in Figure 3.2. Equation (3.13) can be written in the Laplace 
domain as  
 
sCX(s)+GX(s) = Bnun (s)
i(s) = LnTX(s)
 (3.14) 
The computation of the reduced order model expands  of (3.14) into a Taylor series 
expansion with respect to frequency, expressed as 
X(s)
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 X(s) = Mi
i=0
! si  (3.15) 
The moments of the system are computed by substituting (3.15) into (3.14) and 
matching coefficients of corresponding powers of s, in a similar way as shown before in 
section  3.1.2. This gives following recursive relationship for the frequency moments 
 
M0 = R
M1 = AM0
......
MN = AMN!1
 (3.16) 
where R = G-1Bn  and A = -G-1C . Once all the moment coefficients are evaluated, the 
multidimensional subspace K∈ ℜ!×!(!!!!)is constructed as    
 
K = M0M1M2....Mn[ ]
= R AR A2R....AnR!" #$
 (3.17) 
Since the matrix K is generally ill-conditioned, it is converted into an orthonormal matrix 
Q using Arnoldi procedure as shown in Figure 3.1 [7], [80]. 
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colspan(Q) = colspan(K)
QTQ = I
 (3.18) 
where I is the identity matrix. The reduced order model of (3.13) is obtained by a change 
of variables as illustrated in section  3.1.2  
 x(t) =Qxˆ(t)  (3.19) 
Substituting (3.19) into (3.13) and pre-multiplying by QT yields    
 
Cˆ dxˆ(t)dt + Gˆxˆ(t) = Bˆun (t)
i(t) = LˆT xˆ(t)
 (3.20) 
where 
 Cˆ =QTCQ;    Gˆ =QTGQ;   Bˆ =QTBn; Lˆ =QTLn    (3.21) 
The size of the reduced order model is very small compared to the size of the original 
system. Once the reduced order system of (3.20) is derived, it can be used to obtain the 
transient response of (3.12). However, the efficiency of these techniques drops 
significantly when the number of ports, (P+Nn) in (3.13), increases as a result of having 
many nonlinear terminations. To address the above issue, chapter 5 describes a 
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methodology to efficiently link nonlinear elements with reduced order models without 
increasing the number of ports. 
3.2.3 Model Order Reduction of Weakly Nonlinear Systems  
For weakly nonlinear networks, the nonlinear functions of (3.12) are expanded in a series 
of polynomial functions as [34]- [37], 
C dx(t)dt +G1x(t)+G2x(t)! x(t)+G3x(t)! x(t)! x(t)! x(t)+ """ = Bu(t)
                                                  i(t) = LTx(t).
 (3.22) 
where ! represents a Kronecker tensor product [84] and  
 Gi =
G + !f(x(t))
!x x=x0
i =1
1
i!
!if(x(t))
!xi x=x0
i >1
"
#
$
$
%
$
$
&'N(N  (3.23) 
is the ith-order conductance matrix.  
To reduce the computational complexity of weakly nonlinear networks, the 
order of (3.22) is reduced using moment matching techniques. For this purpose, x(t) is 
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expressed as a power series with respect to a variational parameter a, as   
 x(t) = ax1(t)+ a2x2 (t)+ a3x3(t)+ !!!.  (3.24) 
Substituting (3.24) into (3.22) and equating terms with similar power of a results in the 
following expressions  
 
C dx1(t)dt +G1x1(t) = Bu(t), (a)
C dx2 (t)dt +G1x2 (t) = !G2x1(t)" x1(t), (b)
C dx3(t)dt +G1x3(t) = !G2 (x1(t)" x2 (t) (c)
+ x2 (t)" x1(t))!G3(x1(t)" x1(t)" x1(t)),
…
 (3.25) 
Note that each system in (3.25) can be treated as a linear state-space system with the 
same matrices C and G1 and that only the inputs of each system vary. For (3.25.a), the 
moments of the system are calculated using linear moment matching techniques to obtain 
an orthonormal projection matrix Q1. The reduced order model of (3.25.a) is obtained by 
following the procedure of section 3.2.2. A change of variables x1(t) =Q1xˆ1(t)  result in 
the following reduced order system [34], 
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 Cˆ dxˆ1(t)dt + Gˆ1xˆ1(t) = Bˆu(t),  (3.26) 
where Cˆ =Q1TCQ1 ,  Gˆ1 =Q1TG1Q1 ,and Bˆ =Q1TB . 
To minimize the number of input variables x1(t) =Q1xˆ1(t)  is substituted in 
(3.25.b). Using the identity Q1xˆ1(t))! (Q1xˆ1(t) = (Q1 !Q1 )(xˆ1(t)! xˆ1(t))  yields 
C dx2 (t)dt +G1x2 (t) = !G2 Q1xˆ1(t)( )! Q1xˆ1(t)( ) =
!G2 Q1!Q1( ) xˆ1(t)! xˆ1(t)( )
 (3.27) 
Defining  B2 = !G2 Q1"Q1( )  and u2 (t) = xˆ1(t)! xˆ1(t)  and replacing these expressions 
in (3.27) yields  
 C dx2 (t)dt +G1x2 (t) = B2u2 (t).  (3.28) 
The system of (3.28) is similar in form to (3.25.a) and hence an orthonormal projection 
matrix Q2 can be calculated using moment matching techniques. This procedure can be 
repeated to calculate higher orders of the nonlinear expansion. Once the orthonormal 
projection matrices are calculated for the systems in (3.25), the subspace Q is constructed 
as     
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 colspan Q( ) = colspan Q1 Q2 !!" #$( )  (3.29) 
The reduced order model for the weakly nonlinear system is obtained by 
substituting a change of variables x(t) =Qxˆ(t)  and performing a congruent 
transformation on (3.22) to obtain the following reduced order system [34], 
 
Cˆ dxˆ(t)dt + Gˆ1xˆ(t)+ Gˆ2xˆ(t)! xˆ(t)+ Gˆ3xˆ(t)! xˆ(t)! xˆ(t)+ !!! = Bˆu(t),
i(t) = LˆTxˆ(t),
 (3.30) 
where 
 
Cˆ =QTCQ, Gˆ1 =QTG1Q,
Gˆ2 =QTG2Q!Q,!, Bˆ =QTB, Lˆ =QTL
 (3.31) 
Once the reduced system of (3.30) is obtained, it can be used to efficiently calculate the 
time domain response of weakly nonlinear systems. However, each time a design 
parameter is changed, (3.30) is no longer valid and the reduction procedure must be 
repeated to obtain a new reduced order model. Note that the increase in memory and 
computational requirements of tensor multiplication as the order of nonlinearity increases 
makes this method practical for only weakly nonlinear systems. 
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It is also important to note that the number of required moments grows 
exponentially with order of the polynomial expansion [85]. Also, the reduced second 
order and third order matrices is usually dense and has O(n3) and O(n4) entries, 
respectively, where n is the number of unknowns of the reduced model [37]. Therefore, 
size of reduced order model has to be addressed properly for an efficient weakly 
nonlinear model order reduction technique. 
In order to address these issues, a parameterized model order reduction of 
weakly nonlinear systems based on a multidimensional subspace and Singular Value 
Decomposition (SVD) is proposed in chapter 6 to minimize the size of reduced order 
model.  
 
 45 
 
 
 
Chapter 4  
4 A Multi-Order Arnoldi Approach for Model 
Order Reduction of PEEC Models with 
Retardation
In this chapter, a multi-order Arnoldi algorithm is developed to efficiently solve PEEC 
models with retardation. The advantages of the proposed approach when compared to 
other PEEC model order reduction techniques are that the moments of the original system 
are calculated implicitly without having to introduce extra state variables and the 
structure of the reduced model is the same as the original system. Furthermore, it is 
shown that the orthonormal subspace of the system built by introducing extra state 
variables [31]- [32] is  embedded  in  subspace  built by the multi-order Arnoldi 
approach.  
 Chapter 4: A Multi-Order Arnoldi Approach for Model Order Reduction of PEEC 
Models with Retardation 46 
 
 
 
The organization of this chapter is as follows: The development of the proposed 
model order reduction algorithm is described in section  4.1. Numerical examples of 
PEEC models with retardation are provided to illustrate the validity of the proposed 
technique in section 4.2. 
4.1 Mutli-Order Arnoldi Algorithm For PEEC Networks 
With Retardation 
4.1.1 Computation of the Reduced Order Model 
As shown in section 2.4.2, a linear network characterized by PEEC models with 
retardation [3]- [4] can be expressed in the Laplace domain as   
  (4.1) 
The exponential terms of (4.1) are expanded into a polynomial series as illustrated in 
section  3.1.2. 
  (4.2)  
sC0 +G0 + sCk +Gk( )e!stdk
k=0
nT
"#$%
&
'(
X(s) = Bu(s)
i(s) = LTX(s)
!i (s " s0 )i
i=0
M
#$%&
'
()
X(s) = Bu(s)
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where Φi is defined in (3.4). To calculate the moments of the original network, X(s)  is 
expanded as a power series 
 X(s) = Mi (s ! s0 )i
i=0
n
"  (4.3) 
Substituting (4.3) into (4.2) and matching coefficients of similar powers of ( s ! s0 ) results 
in the following recursive relationship 
 
M0 = R
M1 = A1M0
M2 = A1M1 +A2M0
!
Mn = AiMn!i
i=1
"#$%
&
'(
 (4.4) 
where R = !0-1B  and Ai = !"0-1"i  for i = {1,2,....n} . Note that (4.4) is not compatible 
with the traditional Arnoldi algorithm, since the moments of K = [M0M1....Mn ]  are 
generated by a different recursive relationship than in (3.7). In [49], a second order 
Arnoldi algorithm is derived to calculate the orthonormal matrix for second order 
systems. These concepts were later extended for higher order polynomial systems [52]-
[53]. In this chapter, the multi-order Arnoldi algorithm is extended to efficiently model  
 Chapter 4: A Multi-Order Arnoldi Approach for Model Order Reduction of PEEC 
Models with Retardation 48 
 
 
 
 
● Solve  BRΦ =0 for R 
● )(),( 0 RKq qr= ; qr factorization of R 
● Set M= order of system of polynomials in (4.2) 
● Set p= number of ports 
● Set n= int(q/p)+1 
● For k=l , 2, …,n-1 
 Solve !0Ak = "!k  for Ak 
 Set m=min{k,M} 
 ∑
=
−=
m
j
jkjk
1
)0( qAq   
 For j=1,…, k 
  
)1( −
−=
j
k
T
jk qqH   
  Hqqq jkjkjk −− −= )1()(   
 ( ))(),( kkk qr qKq = ;  qr factorization of )(kkq  
● Set ]...[ 110 −= nqqqQ and truncate Q so that it has q columns only. 
Figure 4.1 Multi-order Arnoldi procedure. 
PEEC networks with retardation. The description of the proposed algorithm is provided 
in Figure 4.1.  
Note that for the case when the order of the polynomial is one, the procedure 
reduces to the standard Arnoldi algorithm. Using the orthonormal matrix Q derived from 
Figure 4.1, the reduced order model is obtained by a congruent transformation of the 
system of (4.1), as 
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 sCˆ0 + Gˆ0 + sCˆk + Gˆk( )e!stdk
k=1
nT
"#$%
&
'(
Xˆ(s) = Bˆu(s)  (4.5) 
where  
 
Cˆk =QTCkQ!"q#q, Gˆk =QTGkQ!"q#q,
X(s) =QXˆ(s)!Cq, Bˆ =QTB!"q#k
 (4.6) 
and q corresponds to number of columns in the matrix Q. Once the reduced order system 
of (4.5) is derived, it can be used to evaluate the response of the original system within a 
certain frequency range of interest.  
The next two sections illustrate the validity of the proposed algorithm by 
establishing the relationship of the moments and the orthonormal subspace between the 
reduced order systems of (3.10) and (4.5). 
4.1.2 Moment Relationship of Reduced Order Models 
This section shows the moment relationships between the reduced order systems of (3.10) 
and (4.5). The augmented system of (3.5) has a linear dependency with respect to 
frequency and the moments generated create a Krylov subspace. Substituting the matrices 
of (3.6) into (3.7), the following relationships are established   
 Chapter 4: A Multi-Order Arnoldi Approach for Model Order Reduction of PEEC 
Models with Retardation 50 
 
 
 
 !M0 = !R =
R
0
0
:
0
!
"
#
#
#
#
#
#
$
%
&
&
&
&
&
&
=
M0
0
0
:
0
!
"
#
#
#
#
#
#
$
%
&
&
&
&
&
&
  (4.7) 
 !M1 = !A !M0 =
A1R
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 !M2 = !A !M1 =
A1M1 +A2M0
A1R
R
0
:
0
!
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 (4.9) 
!   
 !Mn = !A !Mn!1 =
Mn
Mn!1
Mn!2
:
"
#
$
$
$
$
$
$
$
%
&
'
'
'
'
'
'
'
 (4.10) 
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Note that the vector sequence of the first row of (4.7)-(4.10) provides the same recursive 
relationship given by (4.4). Thus (4.4) provides a procedure to capture the Krylov 
sequence of the augmented system without having to introduce extra state variables. It 
also suggests that the orthonormal subspace of the augmented system can be embedded in 
the same subspace as the one obtained using the multi-order Arnoldi algorithm. This will 
be illustrated in the next section. 
4.1.3 Orthonormal Subspace of Reduced Order Models 
This section shows the relationship of the orthonormal subspace between the reduced 
order systems of (3.10) and (4.5). The orthonormal basis generated using the procedure of 
Figure 4.1, can be expressed as 
 
K = M0M1M2....Mn[ ]
= q0q1q2....qn[ ]Rn
=QRn
 (4.11) 
where the orthonormal matrix Q  has the same column space as the matrix K  as 
 
colsp(Q) = colsp(K)
QTQ = I  (4.12) 
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and Rn !"q#q  is a non-singular upper-triangular matrix obtained using n moments. 
Using (4.7)-(4.10), the Krylov subspace of (3.8) can be expressed as 
 !K =
M0 M1 M2 ... Mn
0 M0 M1 ... Mn!1
0 0 M0 ... Mn!2
: : : :
0 0 0 ... Mn!M
"
#
$
$
$
$
$
$
$
%
&
'
'
'
'
'
'
'
  (4.13) 
Note that (4.13) describes the Krylov subspace of (3.8) in terms of the moments 
generated by (4.4). Next, the subspace of augmented system given by (4.13) is expressed 
in terms of the subspace obtained using the multi-order Arnoldi algorithm as  
 !K=
Q 0 0 ... 0
0 Q 0 ... 0
0 0 Q ... 0
: :
0 0 0 ... Q
!
"
#
#
#
#
#
#
$
%
&
&
&
&
&
&
'Rn
'Rn(1
'Rn(2
:
'Rn(M
!
"
#
#
#
#
#
#
#
$
%
&
&
&
&
&
&
&
 (4.14) 
where 
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 (4.15) 
and Rn!i  corresponds to the upper-triangular matrix obtained using the first n-i moments 
and !Rn"i !"q#q . The expression of (4.14) shows that the orthonormal subspace of the 
augmented system is embedded in subspace built by the multi-order Arnoldi approach as 
  (4.16) 
This illustrates that (4.11) can be used to construct orthonormal subspace of the 
augmented system. 
In this section, a reduced order model is presented to efficiently solve large 
PEEC networks that include retardation effects. The proposed algorithm is based on a 
colsp( !Q)! colsp(
Q 0 .. 0
0 Q 0
: : :
0 0 .. Q
"
#
$
$
$
$
$
%
&
'
'
'
'
'
)
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multi-order Arnoldi algorithm used to implicitly calculate the moments with respect to 
frequency. This procedure generates reduced order models that preserve the structure of 
the original system. The proposed approach eliminates the need to build an augmented 
linear system to extract projection subspace and saves on the computation and memory 
requirements to derive the reduced order model. Furthermore, it is shown that the 
orthonormal subspace of the proposed multi-order Arnoldi algorithm can be used to 
construct the same orthonormal subspace obtained using the traditional Arnoldi 
algorithm. Following section presents two numerical examples to illustrate the validity of 
proposed algorithm. 
4.2 Numerical Examples  
In this section, two numerical examples are presented. The PEEC models include 
retardation effects and were generated using PowerPEEC [86]. The proposed algorithm 
was implemented in MATLAB [87]. All computations were performed on a Pentium 4 
(2.80 GHz) PC with 64 GB memory.  
4.2.1 Example 4.1: Interconnect loop over a ground plane  
An interconnect loop over a ground plane, is shown in Figure 4.2. The interconnect 
structure is  discretized  using  PEEC method and  the total number of unknown variables  
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Figure 4.2 An interconnect loop over a ground plane (Example 4.1). 
are 4850. The time delays for this example are significant and range up to 0.5967 ns. The 
frequency bandwidth of interest for this problem is from 0 to 5 GHz. 
To illustrate the numerical accuracy of multi-order Arnoldi, the proposed 
algorithm is compared with modified Gram Schmidt (MGS) approach [80]. Within the 
context of this section, MGS refers to explicitly calculating the moments using (4.4) and 
applying MGS to construct the orthonormal matrix Q. To derive equivalent size reduced 
order models using the proposed approach and MGS, 35 frequency moments are selected  
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Figure 4.3 Frequency response comparison of the magnitude of the driving point impedance using 
one expansion point (Example 4.1). 
 
Figure 4.4 Frequency response comparison of the magnitude of the driving point impedance using 
two expansion point (Example 4.1). 
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Table 4.1 CPU Run Time and Macromodel Size Comparison-Example 4.1 
 Original Reduced Savings in Size Speed-Up Factor 
Size  of 
Macromodel  
4850 140 96.27% - 
CPU Run 
Time(s) 
5245 3.6 - 1447 
 
at expansion point 4 GHz. Figure 4.3 shows the magnitude of the driving point 
impedance for both approaches. Both the proposed and MGS are accurate near the 
expansion point of 4 GHz. However, the proposed algorithm is able to achieve better 
accuracy since it implicitly calculates the moments using the multi-order Arnoldi 
algorithm.  
To select appropriate size of the reduced order model, the frequency response is 
evaluated at the ports by computing the differences between two successive orders of 
approximations as described in [88]- [89]. If the error difference between the two models 
is below a given tolerance for the frequency range of interest, then the reduced model is 
assumed to be accurate. Otherwise additional frequency moments using (4.4) or multiple 
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expansion points [13] can be used to improve the accuracy of the frequency response. To 
match the frequency response of this example up to 5 GHz using the proposed approach 
two expansion points are selected at 1 GHz and 4 GHz, where each expansion point uses 
35 frequency moments. A reduced order model is also derived using the augmented 
system approach of (3.5)-(3.11) using the same number of frequency moments and 
expansion points. The total size of both reduced order models contained 140 unknown 
variables. Figure 4.4 shows the magnitude of the driving point impedance for the original 
system and the reduced order models. For this example, both reduced order models are 
accurate at the expansion points of 1 GHz and 4 GHz, however, the proposed algorithm is 
able to achieve better accuracy since it preserves the structure of the original system and 
has more degrees of freedom to capture the entire frequency response.  
Table 4.1 compares the total size and simulation times of the original and 
proposed algorithm using MATLAB. For this example, a speed up of 1447 was achieved 
using the proposed approach when compared to solving the original system. 
4.2.2 Example 4.2: Three conductor wires with bend:  
Figure 4.5 shows three parallel bent wires that terminate on the same vertical plane. The 
interconnect network is discretized using PEEC with retardation and the total number of  
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(a) 
 
(b) 
Figure 4.5 Three conductor wires with bend(a) layout and (b) cross-section (Example 4.2). 
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Table 4.2 CPU Run Time and Macromodel Size Comparison-Example 4.2 
 Original Reduced Savings in Size Speed-Up Factor 
Size  of 
Macromodel  
4464 220 95.07% - 
CPU Run 
Time(s) 
11508 37.3 - 308 
 
unknown variables are 4464. The maximum time delay in this example equals 0.6131 ns 
and the bandwidth of interest ranges from 0–6 GHz.  
A 1 mA current source across terminals a and b is applied to the network. To 
derive a compact reduced order model, two expansion points are selected at 1.5 GHz and 
4.5 GHz. The expansion point at 1.5 GHz uses 45 moments, while the expansion point at 
4.5 GHz requires 65 moments. Figure 4.6 shows the real and imaginary parts of the self- 
impedance . The reduced order model obtained using the proposed approach shows 
good agreement with the results of the original PEEC model.  
 
abZ
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(a) 
 
(b) 
Figure 4.6 Comparison of frequency response, (a) real and (b) imaginary part of self-impedance
abZ  (Example 4.2). 
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 Table 4.2 compares the total size and simulation times of the original and 
proposed reduced order model using MATLAB. For this example, the simulation time of 
the reduced order model is about 308 times faster when compared to the original system. 
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Chapter 5  
5 A Multidimensional Krylov Reduction 
Technique with Constraint Variables to Model 
Nonlinear Distributed Networks 
In this chapter a model order reduction algorithm is developed to efficiently link 
nonlinear elements to the reduced order system without having to increase the number of 
ports. The proposed methodology is based on the concepts reported in [90], and uses a 
multidimensional Krylov subspace method and constraint variable equations to capture 
the variances of nonlinear functions and to link nonlinear functions to the reduced order 
macromodel. This approach significantly improves the simulation time of distributed 
nonlinear systems since additional ports are not required to link the nonlinear elements to 
the reduced order model. In addition, an approach is developed for generating sparse 
matrices and to select the order of the reduced order model. 
 Chapter 5: A Multidimensional Krylov Reduction Technique with Constraint Variables to 
Model Nonlinear Distributed Networks 64 
 
 
 
The organization of this chapter is as follows: A brief review of the formulation 
of the nonlinear network equations is presented in section  5.1, and the development of 
the proposed model order reduction algorithm is described in section  5.2.  Section  5.3 
describes the creation of a sparse macromodel and the order selection of the reduced 
order system. Numerical examples are provided in section 5.4. 
5.1 Formulation of Network Equations 
Consider a general nonlinear network comprised of lumped and distributed interconnects. 
After discretizing the distributed components with lumped elements [56], the Modified 
Nodal Analysis (MNA) formulation  [83]  of such a network can be written as 
 
C dx(t)dt +Gx(t)+ f(xn (t), t) = Bu(t)+ b(t)
i(t) = LTx(t)
 (5.1) 
where  
• x(t)=[xl xn]T∈ ℜ! is a vector of node voltage waveforms appended by 
independent voltage source currents, linear inductor currents, nonlinear capacitor 
charges, nonlinear inductor flux waveforms and currents and voltages due to 
nonlinear components. The vector xn is comprised of variables that are governed 
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by the nonlinearities in the network whereas the vector xl contains the variables 
governed by the linear components in the network; 
• G∈ ℜ!×! and C ∈ ℜ!×! are constant matrices describing the lumped memory 
and memoryless elements of the network, respectively; 
• f(x(t),t)∈ ℜ!is a vector function describing the nonlinear elements in the 
network; 
•  b(t)∈ ℜ! is a vector with entries that are determined by the independent biasing 
sources in the network, e.g. the dc-biasing voltage source of transistors. 
• B∈ ℜ!×! is a selector matrix that maps the port voltages into the node space of 
the network; L∈ ℜ!×! is a selector matrix that maps the port currents into the 
node space of the network; 
• i(t)∈ ℜ! is a vector comprised of the currents at the ports and u(t)∈ ℜ! is a vector 
comprised of the voltages at the ports;  
• M is the total number of variables in the MNA formulation and P is the number of 
ports  
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5.2 Nonlinear Macromodeling Using Constraint Equations  
This section describes a multidimensional Krylov subspace method to capture the 
variances of constraint variables used to connect nonlinear elements and biasing sources 
to the reduced order model. 
5.2.1 Formulation of Nonlinear Network Equations 
The proposed algorithm begins with reformulating (5.1) such that the vectors describing 
the nonlinear elements are decomposed into a summation of the scalar functions and 
vector contributions to the MNA equations as 
 
C dx(!, t)dt +Gx(!, t)+ !nkhnkk=1
F
! = Bu(t)+! shs
i(t) = LTx(t)
 (5.2) 
 
 
!nk = fk (xn (!, t), t)
! s = bk (t)
 (5.3) 
where ! = [! s,!n1,!n2,....], !!" ∈ ℜ! are selector vectors that map the contributions of 
each nonlinear element into the MNA equations; hs∈ ℜ! is a selector vector that maps 
the DC biasing sources into the MNA equations; x(!, t) is the transient response of the  
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Figure 5.1 Example of a two-port network with a diode. 
nonlinear network and now depends on the time variable t and the  variables; 
 is the kth nonlinear scalar function in the nonlinear network; is a DC 
biasing source function and  corresponds to the number of nonlinear elements. 
To illustrate the formulation of (5.2) and (5.3), consider the two-port network of 
Figure 5.1, which includes a nonlinear diode. The values G1 , G2 , G3  and G4  correspond 
to the conductance of resistors, while C1  corresponds to a capacitance value. The 
matrices of (5.2) and (5.3) are expressed as  
!
fk (x(!, t), t) bk (t)
F
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G1 0 !G1 0 1 0
0 0 0 0 0 1
!G1 0 G1 +G2 +G3 !G3 0 0
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  (5.4) 
 C =
0 0 0 0 0 0
0 C1 0 !C1 0 0
0 0 0 0 0 0
0 !C1 0 C1 0 0
0 0 0 0 0 0
0 0 0 0 0 0
"
#
$
$
$
$
$
$
$
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&
'
'
'
'
'
'
'
;hn1 =
0
0
1
!1
0
0
"
#
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%
&
'
'
'
'
'
'
'
;hs = 0  (5.5) 
 x(!n1, t) =
V1
V2
V3
V4
ip1
ip2
!
"
#
#
#
#
#
#
#
#
#
$
%
&
&
&
&
&
&
&
&
&
 ;B = L =
0 0
0 0
0 0
0 0
!1 0
0 !1
"
#
$
$
$
$
$
$
$
%
&
'
'
'
'
'
'
'
;!n1 = i0 (ea(v3!v4 ) !1)  (5.6) 
The introduction of the constraint variables decomposes the nonlinear network of (5.1) 
into equation (5.2) and the constraint equations of (5.3). For the purposes of obtaining a 
reduced order macromodel, the constraint variables are regarded as independent variables 
and  hence,  equation (5.2) is treated as a linear system with respect to time t and the 
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constraint variables ! . This equation can therefore be written in the Laplace domain as  
 
sCX(!, s)+GX(!, s)+ !nkhnk
k=1
F
! = Bu(s)+! shs
i(s) = LTX(s)
 (5.7) 
The formulation of (5.7) treats !nkhnk  and ! shs  as independent variables in the network. 
A reduced order macromodel is obtained by using a multi-dimensional Krylov subspace 
method to capture the variance with respect to frequency and the  variables. 
5.2.2 Construction of Reduced Order Model 
The computation of the reduced order model expands X(!, s)  of (5.7) into a 
multidimensional Taylor series expansion with respect to frequency and the !  variables. 
For ease of presentation and without loss of generality, a one port macromodel is derived 
for the case when there is only one constraint variable ! = [!n1] . The vector X(!n1, s)  is 
expanded into a two-dimensional Taylor series at so = 0  and !n1o = 0 , expressed as 
 X(!n1, s) = Mi0
i=0
! si + M0 j
j=1
! (!n1) j + Mij
j=1
!
i=1
! si (!n1) j  (5.8) 
where the first and second summation terms of (5.8) correspond to the self-terms with 
respect to s and !n1 , respectively, and the double summation terms of (5.8) correspond to 
!
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the cross terms. The moments of the system are computed by substituting (5.8) into (5.7) 
and matching coefficients of corresponding powers of s and !n1 . This gives following 
recursive relationship for the frequency moments 
 
M00 = R
M10 = AM00
......
MN 0 = AM(N!1)0
 (5.9) 
where R = G-1B  and A = -G-1C . Matching the coefficients of corresponding powers of 1nα  
yields 
 
M01 = !G-1h1
M0 j = 0,  for j = {2,3,.....}
 (5.10) 
Only one self moment with respect to !n1  is required since the matrices G and C are not a 
function of !n1 . Similarly, the nonzero cross moments are 
 Mi1 = AM(i!1)1   for i = {1,2,.....}  (5.11) 
Once all the moment coefficients with respect to frequency and !n1  are evaluated, the 
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multidimensional subspace K is constructed as    
 K = Ms Man1 MX!" #$  (5.12) 
where  Ms = [M00 ,M10 ,M20 ,....,MN 0 ]!"M#N$P  contains the self moments with respect to 
frequency; M!n1 = [M01]!"M  contains the self moment with respect to !n1 ; 
MX = [M11,M21,...,MJ1]!"MxJ  contains the cross moments; N and J are the number of 
frequency and cross moments respectively. To derive a P-port macromodel with F 
constraint variables due to the nonlinear elements and one DC biasing source, the 
multidimensional subspace K becomes    
 K = Ms Mas Man1 Man2 ... ManF MX!" #$ (5.13) 
where the size of the moment matrices due to the additional ports and constraint variables 
are Ms !"M#N$P ; M!nk !"M ; M! s !"M ;MX !"MxJT . The matrices M!nk contain the self 
moment with respect to the!nk  variables; Mas  contains the self moment with respect to 
! s  variable, and JT  corresponds to the number of cross moments in MX . Since the 
matrix K is generally ill-conditioned, it is converted into an orthonormal matrix Q using 
Arnoldi procedure as [7], [66]. 
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colspan(Q) = colspan(K)
QTQ = I
 (5.14) 
where I is the identity matrix. The reduced order model of (5.1) is obtained by a change 
of variables  
 x(!, t) = xl (!, t)xn (!, t)
!
"
#
#
$
%
&
&
=Qxˆ(!, t) = QlQn
!
"
#
#
$
%
&
&
xˆ(!, t)  (5.15) 
where Ql  maps the reduced order variables of xˆ(!, t)  to xl (!, t)  and Qn  maps xˆ(!, t)  
to xn (!, t) ; xˆ(!, t)!"q  and q = N !P + JT + F +1 corresponds to the number of columns 
in (5.13). Substituting (5.15) into (5.2) and pre-multiplying by QT yields    
 
Cˆ dxˆ(!, t)dt + Gˆxˆ(!, t)+ !nkhˆnkk=1
F
! = Bˆu(t)+! shˆs
i(t) = LˆTxˆ(!, t)
 (5.16) 
 
!nk = fk (Qnxˆ(!, t), t)
! s = bk (t)
 (5.17) 
where 
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Cˆ =QTCQ;    Gˆ =QTGQ;    hˆnk =QThnk;    hˆs =QThs  
Bˆ =QTB; Lˆ =QTL; Q = QlQn
!
"
#
#
$
%
&
&
  
 (5.18) 
The size of the reduced order model depends on the order q which is very small 
compared to the size of the original system. Once the reduced order system of (5.16) and 
(5.17) is derived, it can be used to obtain the transient response of (5.1).  
It is to be noted that with traditional ports any load terminations can be applied 
to the ports of the reduced order model which is not possible with the proposed constraint 
variable approach. For example, the !n1  variable in Figure 5.1 represents a current 
variable of a diode, and only functions modeling current can be assigned while using the 
same reduced order model. If a nonlinear voltage or charge source is assigned to !n1  
using (5.17), then the reduced order model will give wrong simulation results, since it 
will treat !n1  as a current variable instead of a voltage or charge variable. To model 
nonlinear elements with different units requires modifying the MNA equations of the 
original system and recalculating the moments of the reduced order system. Nonetheless, 
the constraint variable approach provides a mechanism to connect nonlinear elements to 
reduced order models without significantly increasing the size of the reduced order 
model. This will be illustrated in the numerical example section.   
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5.3 Implementation of Proposed Model 
This section describes how to create a sparse macromodel and to select the size of the 
reduced order system. 
5.3.1 Creating a Sparse Reduced Order Macromodel 
The transient response of (5.16) and (5.17) is obtained using conventional integration 
techniques such as trapezoid method and Newton-Raphson iterations [91]. This requires 
inverting the Jacobian matrix which is a function of Cˆ , Gˆ  and 
(d!nk / dxˆ)hˆnk = (dfk (Qnxˆ) / dxˆ)hˆnk . As a consequence, the Jacobian matrix is dense which 
can significantly affect the efficiency of the simulation. To improve the simulation time 
of reduced order models, eigen-transformation techniques [92] have been used to 
construct sparse reduced order macromodels. However, these methods cannot be directly 
applied to (5.16) and (5.17) since the model includes constraint variables with nonlinear 
functions. To obtain a sparse Jacobian matrix, the system of (5.16) and (5.17) is 
reformulated as 
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u(t)
i(t) = LˆTxˆ(!, t)
 (5.19) 
 H = Gˆ -1[!hˆs hˆn1 hˆn2 ... hˆnF ]  (5.20) 
 x! =!  (5.21) 
 !nk = fk (xn (!, t), t)  (5.22) 
Note that the nonlinear functions of (5.22) depend on  by substituting (5.15) (i.e. 
xn (!, t) =Qnxˆ(!, t) ) into (5.17). As a result, extra equations have been introduced in 
(5.19) which define the relationship of the xn  variables to the !x variables, and x!  to the 
nonlinear functions. Next, to create a sparse system of equations for (5.19), Gˆ!1Cˆ  is 
converted to a diagonal matrix following the procedure of [92], as        
xn
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 Gˆ!1Cˆ = VDV!1  (5.23) 
where D is a diagonal matrix containing the eigenvalues, and V contains the 
corresponding eigenvectors. Since Gˆ!1Cˆ is a real matrix, any complex eigenvalue or 
eigenvector will have a conjugate and hence, real matrices can be obtained using the 
following similarity transform 
 Vr = VP!1 and Dr = PDP!1  (5.24) 
where the entries in the transformation matrix P are defined in the following manner 
• If Di,i is real, Pi,i = 1 
• If Di,i = Di+1,i+1, Pi:i+1, i:i+1 = 
1 1
j ! j
"
#
$
$
%
&
'
'
 
The eigen-decomposition of the real matrix Gˆ!1Cˆ can then be expressed as  
 Gˆ!1Cˆ = VrDrVr!1  (5.25) 
Using (5.25), the system of (5.19) is expressed as 
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i(t) = !LT !x(!, t)
 (5.26) 
where 
 
!x = Vr-1QTx; !Qn = QnVr;    !H = Vr-1H;
!B = Vr-1Gˆ-1QTB ; !L = VrTQTL
 (5.27) 
Using the formulation of (5.26), (5.20)-(5.22) the matrices  and I are sparse, while the 
matrices !Qn , !H , !B  and !L  are dense. In addition the contribution of the nonlinear 
elements to the Jacobian matrix (i.e. d! / d  xn ) is also a dense matrix. The size of the 
sparse matrix Dr  depends only on the number of !x variables, while the sizes of the dense 
matrices depend on the number of xn  or x!  variables or the number of ports. Typically, 
nonlinear distributed networks comprised of high frequency components such as 
interconnects have relatively fewer variables that are governed by nonlinearities when 
compared to the size of the reduced system (i.e. !x >>  xn + x!). As a result, the 
formulation of (5.26), (5.20)-(5.22) is relatively sparse and the extra variables xn  and x!  
allow for fewer nonzero entries to the Jacobian matrix from the nonlinear functions.   
Dr
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5.3.2 Selecting the Order of the Reduced Order Model  
The accuracy of (5.26), (5.20)-(5.22) depends on the rate of change of the applied signals 
at the ports and well as the variance of the !nk  variables due to the nonlinear elements. In 
most cases, it may not be possible to a priori determine the variance of the nonlinear 
function without solving the original problem. Furthermore, the proposed algorithm 
provides a mechanism to replace the nonlinear functions of (5.22) with other functions of 
similar units. For example, the nonlinear diode of Figure 5.1 can be replaced with another 
nonlinear current function. As a result, to test the accuracy for different modeling 
scenarios, the reduced order model is verified at two levels: the first level determines the 
initial size of the reduced order model and the second level verifies the accuracy of the 
transient response. If the transient response of the reduced order model does not satisfy 
the error tolerances of the simulation, a procedure is described to increase the order of the 
reduced order system. 
At the first level, the frequency response of the reduced model is evaluated when 
the !nk  and ! s  variables are treated as independent sources in the network. For this 
purpose, the reduced order model is considered to be a linear network similar to (5.7) and 
is expressed as 
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(sCˆ + Gˆ)xˆ(!, s)+ !nkhˆnk
k=1
F
! = Bˆu(s)+! shˆs
i(t) = LˆT xˆ(!, t)
 (5.28) 
To capture the variance of frequency, nkα  and sα are set to zero and the frequency 
response is evaluated at the ports by computing the differences between two successive 
orders of approximations as described in [88]- [89]. If the error difference between the 
two models is below a given tolerance for the frequency range of interest, then the 
reduced model is assumed to be accurate. Otherwise additional frequency moments using 
(5.9) or multiple expansion points [13] can be used to improve the accuracy of the 
frequency response. To capture the variance of !nk  and! s only one moment is required 
for each constraint variable as illustrated in section 5.2.2. Following the above steps 
provides an efficient means to estimate the initial size of the reduced order model. 
However, the accuracy of (5.26), (5.20)-(5.22) is not assured without a second 
level of verification which checks the variances of !nk  and ! s  due to the nonlinear 
functions and biasing conditions. For this purpose, the residual error of (5.1) is verified in 
the time domain as  
 ! =
C dx(t)dt +Gx(t)+ f(xn (t), t)!Bu(t)! b(t)
x(t)  (5.29) 
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where x(t)  is the approximate solution of (5.26), (5.20)-(5.22) given by (5.15) and  
denotes the magnitude of function. Furthermore, the residual error of each nonlinear 
equation of (5.1) is also examined as 
 !nk =
Ck
dx(t)
dt +Gkx(t)+ fk (xn (t), t)!Bku(t)! bk (t)
fk (xN (t), t)
 (5.30) 
where  Ck , Gk , fk (xn (t), t) , Bk  and bk  are the row entries of C , G , f(xn (t), t) , B  and 
b , respectively, when fk (xn (t), t)  is nonzero. For the example presented in Figure 5.1, 
the residual errors due to the nonlinear functions are 
 
!n3 =
!G1V1 + (G1 +G2 +G3)V3 !G3V4 + i0 (ea(v3!v4 ) !1)
i0 (ea(v3!v4 ) !1)
!n4 =
!G3V3 + (G3 +G4 )V4 !C1 d(V2 !V4 ) dt ! i0 (ea(v3!v4 ) !1)
i0 (ea(v3!v4 ) !1)
 (5.31) 
If the residual errors !  and !nk  are below the specified tolerances, then the 
reduced order model of (5.26), (5.20)-(5.22) is assumed to be accurate. Otherwise 
additional frequency and cross moments are added as follows: if the threshold of (5.29) is 
not satisfied additional frequency moments are added and if the threshold of (5.30) is not 
satisfied additional cross-moments are added. 
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Figure 5.2 Nonlinear Distributed Interconnect Network (Example 5.1). 
5.4 Computational Results  
Two examples are presented in this section to illustrate the validity and efficiency of the 
proposed method. The developed algorithm was implemented in MATLAB [87], and the 
macromodels were realized in HSPICE [72] using the Laplace elements. All 
computations were performed on an Intel Xeon (3.16 GHz) personal computer with 3.25 
GB memory.    
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5.4.1 Numerical Example 5.1 
The first example illustrates an eighteen transmission line subnetwork with three different 
types of nonlinear elements: two nonlinear voltage sources connected to nodes P3 and 
P5; a nonlinear current source connected to node P4; and a nonlinear capacitor connected 
to node P6, as shown in Figure 5.2. The functions of the nonlinear elements are 
 
f1 v( ) = i = 2.682 !10-9 (e21.11v "1)A
f2 v( ) = q = 60 !10"12 1+ v 3 C
f3 i( ) = v = 0.1i(1+3.2 !106 i6 ) V
 (5.32) 
The per-unit-length parameters of the interconnect lines are L=10 nH/m, C=1.64nF/m, 
R=5Ω/m and G=1e-3mho/m and the length of each line is 10cm. The interconnect lines 
were discretized using the conventional lumped model [56] and the MNA equations 
contained 4386 unknown variables. Using the constraint variable macromodel described 
in sections 5.3 and 5.5, a two port macromodel is created at nodes P1 and P2 and four 
constraint variables are used to connect the four nonlinear elements to nodes P3, P4, P5 
and P6. Port P1 is connected to a voltage source and port P2 is terminated with a 
resistance and a nonlinear capacitor (Figure 5.2). The size of the reduced order model is 
determined following the procedure of section 5.3. To match the frequency response of 
(5.28) up to 4 GHz, 70  moments  with  respect  to  frequency  were  required  for a single  
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Figure 5.3 The transient response at node P2 for simulation of equation (5.32) (Example 5.1). 
 
Figure 5.4 The transient response at node P2 for simulation of equation (5.33) (Example 5.1). 
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Table 5.1 CPU Run Time and Macromodel Size Comparison -Example 5.1. 
Nonlinear Functions of (32)  Nonlinear Functions of (33) 
 Original Reduced Savings  Original Reduced Savings 
Macromodel Size 4386 156 96.44%  4386 156 96.44% 
CPU Run Time(s) 85.55 7.33 91.43%  91.56 7.80 91.40% 
 
expansion point at  and . To capture the variance of the nonlinear elements 
required 4 moments for the  variables and 4 cross moments to achieve error tolerances 
of  for (5.29) and  for (5.30). The total size of the reduced order 
model of (5.26), (5.20)-(5.22) contained 156 unknown variables. The eigenvalue pre-
processing technique yielded 94% sparse macromodel for (5.26). Figure 5.3 shows the 
transient response at node P2, corresponding to a unit input pulse with rise/fall time of 
0.1ns and a pulse width of 6 ns for the reduced order macromodel and the original 
system. The reduced system obtained using the proposed approach shows good 
agreement with the results of the conventional lumped model.  
00 =s 0=nkoα
nkα
3105 −×<ε 3103 −×<nkε
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As mentioned in section  5.3, the proposed algorithm provides a mechanism to 
change the nonlinear functions inside the reduced order system, provided that the 
variables of the nonlinear functions are the same. To illustrate this point, the nonlinear 
functions at P3, P4, P5 and P6, defined by (5.32) are changed to  
 
f1 v( ) = i =1.415!10-9 (e43.6v "1) A
f2 v( ) = q = 30.68!10"12 1+ v 2.3 C
f3 i( ) = v = 0.05i(1+0.1!103i2 ) V
 (5.33) 
The transient response using the nonlinear functions of (5.33) corresponding to a unit 
input pulse with rise/fall time of 0.1ns and a pulse width of 6 ns is shown in Figure 5.4. It 
is to be noted that the transient response of Figure 5.4 differs from Figure 5.3 due to the 
change of nonlinear functions inside the reduced order model which is accurately 
captured using the proposed algorithm. Table 5.1 compares the size and simulation time 
of the reduced system and the original lumped system. For this example the proposed 
method is about 12 times faster when compared to the original lumped system.  
5.4.2 Numerical Example 5.2 
The second example is a 2-port nonlinear subnetwork terminated with nonlinear CMOS 
inverters as shown in Figure 5.5. The nonlinear subnetwork contains three five-coupled 
transmission lines  and  two  CMOS  inverters.  The  CMOS  inverters  employed  in  this  
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Figure 5.5 A coupled interconnect network with inverter terminations (Example 5.2). 
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Figure 5.6 Dynamic large-signal model of CMOS inverter (Example 5.2). 
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nonlinear example were characterized by MOSFET dynamic large-signal model 
introduced by [93].  
The inverter model, shown in Figure 5.6, consists of two nonlinear current 
sources and a biasing source which can be considered as constraint variables as described 
in sections 5.3 and 5.4. The per-unit-length parameters of the transmission line used in 
this example are 
R =
3.3 0 0 0 0
0 3.3 0 0 0
0 0 3.3 0 0
0 0 0 3.3 0
0 0 0 0 3.3
!
"
#
#
#
#
#
#
$
%
&
&
&
&
&
&
K! /m, G = 0  
 C =
139.897 -30.785 -1.906 -0.381 -0.195
-30.785 153.674 -30.514 -1.850 -0.382
-1.906 -30.514 153.693 -30.514 -1.907
-0.381 -1.850 -30.514 153.673 -30.789
-0.195 -0.382 -1.907 -30.789 140.136
!
"
#
#
#
#
#
#
$
%
&
&
&
&
&
&
pF/m  (5.34) 
L =
497.842 164.707 76.965 139.897 25.539
164.707 490.66 162.252 76.043 41.775
76.965 162.252 489.489 162.252 76.964
139.897 76.043 162.252 490.660 164.707
25.539 41.775 76.964 164.707 497.481
!
"
#
#
#
#
#
#
$
%
&
&
&
&
&
&
nH/m
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(a) 
 
(b) 
Figure 5.7 The transient response at nodes (a) Pout, and (b) VOUT (Example 5.2). 
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Table 5.2  CPU Run Time and Macromodel Size Comparison- Example 5.2. 
 Original Reduced Savings 
Macromodel Size 3848 101 97.37% 
CPU Run Time(s) 22.50 1.08 95.20% 
 
and the length of each line is 5cm. The interconnect lines were discretized using the 
conventional lumped model [56] and the MNA equations contained 3848 variables. 
Using the constraint variable macromodel described in sections 5.3 and 5.4, a two port 
macromodel is created at nodes Pin and Pout and five constraint variables are used to 
connect the two inverters to the reduced order model. The size of the reduced order 
model required 40  moments with respect to  frequency to match the  frequency  response 
network of (5.28) up to 4GHz for a single expansion point at s0 = 0  and !nko = 0 . To 
capture the variance of the CMOS invertors requires 5 moments for the nkα  variables and 
5 cross moments to achieve error tolerances of ! < 6 !10"3  for (5.29) and !nk < 4 !10"3  
for (5.30). The total size of the reduced order model of (5.26), (5.20)-(5.22) contained 
101 unknown variables. The eigenvalue pre-processing technique yielded 89% sparse 
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macromodel for (5.26). Figure 5.7 shows the transient response at nodes Pout, and VOUT, 
corresponding to a unit input pulse with rise/fall time of 0.1ns and a pulse width of 2 ns 
for the proposed macromodel and original system. Once again, the reduced order system 
shows good agreement with the results of the conventional lumped model. Table 5.2 
compares the size and simulation time of the reduced and original systems. For this 
example, the proposed algorithm is about 20 times faster compared to the conventional 
lumped model. 
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Chapter 6  
6 Compact Parameterized Model Order 
Reduction of Weakly Nonlinear System 
In this chapter, parameterized model order reduction techniques are extended for weakly 
nonlinear systems. The proposed algorithm uses a multidimensional subspace method 
along with variational analysis and singular value decomposition to capture the variances 
of design parameters and approximates the weakly nonlinear functions as Taylor series. 
Such an approach is significantly more CPU efficient in optimization and design space 
exploration problems since a new reduced model is not required each time a design 
parameter is modified.  
The organization of this chapter is as follows: the development of the proposed 
parametric model order reduction algorithm is described in section  6.1. A methodology 
for addressing the compactness of parameterized reduced model is presented in  
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section  6.2 and numerical examples are provided in section 6.3.  
6.1 Developing of the Parameterized Reduced Order 
Model 
To derive a parametric reduced order model, the system of (3.12) is expressed as a 
function of the time and design parameters! = [!1,!2,!,!k ]  as 
 
C(! ) dx(t,! )dt +G(! )x(t,! ) + f(x(t,! ),! ) = Bu(t),
                               i = LTx(t,! ),
 (6.1) 
The system of (6.1) can also be expressed in a form similar to (3.22) by using a 
polynomial expansion for the nonlinear function 
 
C(! ) dx(t,! )dt +G1(! )x(t,! )+G2 (! )x(t,! )! x(t,! )+
G3(! )x(t,! )! x(t,! )! x(t,! )+ """ = Bu(t)
 (6.2) 
Following a procedure similar to (3.24) the variables of x(t,! ) is expanded as a power 
series with respect to a variational parameter a, 
 x(t,! ) = ax1(t,! )+ a2x2 (t,! )+ a3x3(t,! )+ !!!.  (6.3) 
Substituting (6.3) in (6.2) and matching the coefficients of corresponding powers of a the 
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system can be recursively obtained by solving the same parameterized linear system 
under different inputs.  
 
C(! ) dx1(t,! )dt +G1(! )x1(t,! ) = Bu(t), (a)
C(! ) dx2 (t,! )dt +G1(! )x2 (t,! ) = !G2 (! )x1(t,! )" x1(t,! ) (b)
…
 (6.4) 
The system of (6.4.a) is treated as a linear state space system and can be expressed in the 
Laplace domain as 
 Y(s,! )X1(s,! ) = Bu(s)  (6.5) 
where Y(s,! ) = sC(! )+G1(! ) . For ease of presentation and without loss of generality, 
the method is described for the case when there is only one design parameter ! = [!]. 
The vector X1(s,! )  is expanded into a multidimensional Taylor series [42], expressed as 
 X1(s,!) =M0 + sk
k=1
!
" Msk + ! l
l=1
!
" M!l + sk
l=1
!
" ! l
k=1
!
" Ms!kl  (6.6) 
Substituting (6.6) into (6.5) and matching coefficients of corresponding powers of 
frequency and design parameters yields the following recursive relationship for frequency 
moments,  
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  (6.7) 
Similarly, matching coefficients of similar powers of λ yields 
 Y(0,!0 )M j! =
1
l!
!l
!! l
Y(0,!)
!=!0
M j"l!
l=1
j"1
#  (6.8) 
The cross moments of siλj are also computed by matching corresponding coefficients of 
powers of cross terms as 
 Y(0,!0 )Mijs! = !
1
l!
"
"s
"l
"! l
Y(s,!)
!=!0 ,s=0
Mi!1 j!ls!
l=1
j
#  (6.9) 
Once all the required moments with respect to frequency and parameters are evaluated, 
the multidimensional subspace Q1p  is constructed using multi-order Arnoldi [54] as 
 Q1P = colspan Ms M! MX!"#
$
%&( )  (6.10) 
where Ms contains the series coefficients corresponding to powers of s. Mλ contains the 
series coefficients corresponding to powers of λ, and MX contains the cross-term 
coefficients.  To derive a reduced model with multiple parameters, the multidimensional 
Y(0,!0 )M0 = B
Y(0,!0 )Mis = !
"
"sY(s,!0 ) s=0
Mi!1s
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subspace Q1p  becomes 
 Q1P = colspan Ms M! MX!"#
$
%&
'
()
*
+,  (6.11) 
where M! = [ M!1 M!2 ! ]  corresponds to the self-moments coefficients of 
different parameters and MX  contains the parameter-frequency and parameter-parameter 
cross-term moment coefficients. The reduced order model of (6.4.a) is obtained by a 
change of variables x1(t,! ) =Q1pxˆ1(t,! ) . Using the identity 
(Q1pxˆ1(t,! ))! (Q1pxˆ1(t,! )) = (Q1p !Q1p )(xˆ1(t,! )! xˆ1(t,! ))  and substituting 
x1(t,! ) =Q1pxˆ1(t,! )  in (6.4.b) to minimize the number of input variables, yields 
 C(! ) dx2 (t,! )dt +G1(! )x2 (t,! ) = B2u2 (t),  (6.12) 
where B2 = !G2 (! ) Q1P "Q1P( )  and u2 (t) = xˆ1(t,! )! xˆ1(t,! ) . Now, an orthonormal 
multidimensional basis Q2P  can be calculated following a procedure similar to (6.5)-
(6.11). This procedure can be repeated to calculate higher orders of the nonlinear 
expansion. Once all the moment coefficients for the systems of (6.4) are evaluated, the
QP   is constructed as     
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 colspan QP( ) = colspan Q1P Q2P !!"# $%&( )  (6.13) 
Next, substituting x(t,! ) =Qpxˆ(t,! )  and pre-multiplying by Q
pT  in (6.2) yields the 
following parameterized reduced order system. 
 
Cˆ(! ) dxˆ(t,! )dt + Gˆ1(! )xˆ(t,! )+ Gˆ2 (! )xˆ(t,! )! xˆ(t,! )+
                                     Gˆ3(! )xˆ(t,! )! xˆ(t,! )! xˆ(t,! )+ """ = Bˆu(t),
                                            i(t) = LˆTxˆ(t,! ),
 (6.14) 
where  
 
Cˆ(! ) =QpTC(! )Qp, Gˆ1(! ) =Qp
TG1(! )Qp,
Gˆ2 (! ) =Qp
TG2 (! )Qp !Qp, !, Bˆ =Qp
TB, Lˆ =QpTL
 (6.15) 
The formulation of (6.14) addresses the issue of obtaining a parametric reduced order 
model. However as the number of parameters and the variance of parameters increase, 
more moments are required which increases the size of (6.14). In addition Gˆ1 , Gˆ2 ,… in 
(6.14) are large and dense matrices, where the size of these matrices grows exponentially 
with the order of polynomial expansion in (6.2) and (6.3) . In order to address the above 
concerns the next section describes an SVD algorithm to improve the efficiency of (6.14). 
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6.2 Improving the Efficiency of Reduced Order Model 
using SVD 
The moments with respect to frequency, design parameters and cross moments in (6.11) 
results in a large terminal matrix B2 . This increases the computational complexity of the 
reduced order model of (6.14). In section 6.2.1 it is shown that frequency, design 
parameter and cross moments of the second order nonlinear system in (6.4.b) only 
depend on moments of the pervious system (6.4.a) with the same or smaller order. As a 
result, the higher order moments of (6.11) may not be required to construct  in (6.12) 
and are only used to create the subspace of (6.13). This results in much smaller sized 
terminal matrixB2 .   
In addition, the vectors of  may not be independent which causes the redundant 
frequency domain moments and reduces the efficiency of reduced model order model.  
To remove the redundant moments, a terminal reduction framework [94]- [95] using 
SVD is described in section 6.2.2, which leads to a more compact reduced order model in 
(6.14). 
6.2.1 Relationship of Moments in (6.4) 
This section shows that the moments with respect to frequency, design parameters and 
cross moments for the second order nonlinear systems of (6.4.b) depend on the same or 
B2
B2
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lower order moments of (6.4.a). This proof can be extended to higher order of nonlinear 
expansion in (6.4). 
For ease of presentation and without loss of generality, the MNA equations is 
derived for a single-input multi-output weakly nonlinear system in (6.1) where the system 
has parameter dependency only in terminal matrix B. The nonlinear transfer functions 
presented in (6.14.b) can be expressed in the two dimensional Laplace domain [84], [96] 
as 
 G1 + (s1 + s2 )C1[ ]X2 (s1, s2,!) = !G2 X1(s1,!)"X1(s2,!)( )  (6.16) 
where X1(s,!)  is defined by (6.6)  and 
 
X2 (s1, s2,!) = !M0 + s1k !Ms1k
k=1
"
# + s2m !Ms2m
m=1
"
# + ! l
l=1
"
# !M!l + s1k
l=0
"
#
m=0
"
#
k=0
"
# s2m! l !Ms!kml
 
(6.17) 
Substituting (6.17) and (6.6) for s = s1  and s = s2 into (6.16) and matching coefficients of 
corresponding powers of frequencies s1 , s2  and parameter λ yields the following 
recursive relationships for the moments, 
 !M0 =G1"1G2M0 #M0  (6.18)
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 !Ms1k = F1 M0,Ms1...sk( ) =
"G1"1 G2 Ms1 #M0( )+C1 !M0( )
"G1"1 G2 Msk #M0( )+C1 !Ms1k"1( )
$
%
&
'
&
k =1
k >1
 (6.19)
 !Ms2m = F2 M0,Ms1...sm( ) =
"G1"1 G2 M0 #Ms1( )+C1 !M0( )
"G1"1 G2 M0 #Msm( )+C1 !Ms1m"1( )
$
%
&
'
&
m =1
m >1
 (6.20) 
 
!M!l = F3 M!1...!l( ) =
"G1"1G2 (M!1 #M0 +M0 #M!1 )
"G1"1G2 (M!1 #M0 +M0 #M!1 + M!i #M!l"i( )
i=1
l
$  )
%
&
''
(
'
'
l =1
l >1
 (6.21) 
and 
 
!Ms!kml = F4 M0,Ms1...sk ,Ms!11...s!max(k ,m ),l( ) = "G1"1
G2 (M0 #Ms!ml +M!l #Msm + m, l > 0,k = 0
M!n #Ms!m ( l"n )
n=1
l
$ )+C1 !Ms0m"1l
G2 (Ms!kl #M0 +Msk #M!l + k, l > 0,m = 0
Ms!kn #M!( l"n )
n=1
l
$ )+C1 !Ms0 k"1l
G2Msk #Msm +C1( !Msk"1m0 + !Mskm"10 ) m,k > 0, l = 0
G2 (Msk #Ms!ml +Ms!kl #Msm + m,k, l > 0
Ms!kn#Ms!m ( l"n )
n=1
l
$ )+C1( !Msk"1ml+ !Mskm"1l)
0 otherwise
%
&
'
'
'
'
'
'
'
(
'
'
'
'
'
'
'
 (6.22) 
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The equations (6.18)-(6.22) show that any moment in the nonlinear system (6.4.b) of 
frequency order n=max(k,m) and design parameter order l depends only on frequency 
moments of order up to n, design parameter moments of orders up to l and cross moments 
of orders up to nl of the linear kernel (6.4.a). Similar relationship can be derived for 
higher order nonlinear systems.  
This reveals that choosing moments of reduced first order system in (6.4.a) with 
frequency order of higher than n and parameter order of higher than l does not necessarily 
increase the efficiency of reduced order model of (6.12). On the other hand, if one would 
like to have to increase the accuracy of (6.14), the best way is to only make use of the 
first n and l moments of (6.11) when forming equation (6.12), while the remaining 
moments are included in the congruent transformation matrix of (6.14). 
6.2.2  Terminal Reduction Framework 
To remove the redundant moments created by , an SVD approach is performed on the 
zero-order moment M0  [94]- [95].  It computes the matrices U, S, V from M0  such that: 
 M0 = USVT  (6.23) 
where U and V are orthogonal matrices and S is a diagonal matrix whose entries are non-
B2
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negative elements in falling order. The values on the diagonal of S provide a measure of 
the relative importance of the various vectors in the orthonormal subspace defined by the 
columns of U. This provides a convenient way to filter out the redundant vectors. Thus, 
taking only the leading m columns of U that correspond to large values in S will give us a 
compact subspace representing the vectors of M0 . The order m is heuristically chosen by 
the following criteria: 
 
Sm,m
S1,1
! er  (6.24) 
where S1,1  and Sm,m  are the first and the mth elements of the diagonal elements of S. er is 
the error bound to choose the dominant vectors. Thus the dominant column-space of M0  
is constructed as 
 !M0 = U1 U2 ! Um!" #$  (6.25) 
where U1 U2 ! Um  are the first m columns of U. Now higher order frequency, 
parameter and cross moments can be calculated by similar recursive equation as (6.7)-
(6.98) and by replacing zero-order moment M0  by !M0 . 
 Y(0,!0 ) !Mis = !
"
"sY(s,!0 ) s=0
!Mi!1s  
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 Y(0,!0 ) !M j! = !
1
l!
"l
"! l
Y(0,!)
!=!0
!M j!l!
l=1
j
#  (6.26) 
 Y(0,!0 ) !Mijs! = !
1
l!
"
"s
"l
"! l
Y(s,!)
!=!0 ,s=0
!Mi!1 j!ls!
l=1
j
#  
and Y(s,! ) = sC(! )+G1(! ) . Once all the required moments with respect to frequency 
and all parameters are evaluated, the multidimensional subspace Q2P  is constructed using 
multi-order Arnoldi [54] as 
 Q2P = colspan !Ms !M! !MX!"#
$
%&
'
()
*
+,  (6.27) 
where !Ms  contains the series coefficients corresponding to powers of s. !M!  contains the 
series coefficients corresponding to powers of ! , and !MX  contains the cross-term 
coefficients.  Once all the moment coefficients for the systems of (6.4) are evaluated, the
QP   is constructed as     
 colspan QP( ) = colspan Q1P Q2P !!"# $%&( )  (6.28) 
Next, substituting x(t,! ) =Qpxˆ(t,! )  and pre-multiplying by Q
pT  in (6.2) yields the 
parameterized reduced order system as shown in (6.14)-(6.15). 
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Figure 6.1 A nonlinear transmission line (Example 6.1). 
6.3 Computational Results 
In this section, two numerical examples are presented to illustrate the validity and 
efficiency of the proposed method. The proposed algorithm was implemented in 
MATLAB [87]. All computations were performed on a Pentium 4 (2.80 GHz) PC  with  
64 GB memory. 
6.3.1 Example 6.1: Diode Transmission Line  
In this example a nonlinear transmission line as in [34], [97] is considered in Figure 6.1. 
Transmission line is modeled using 100 sections.  The resistance of each section is R=1Ω 
and each diode is characterized by 
 Id=e40V-1  (6.29) 
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Figure 6.2 Small signal response of nonlinear network (Example 6.1). 
where V is the voltage over the diode and Id is the current of diode as in [97]. The 
capacitance of the transmission line is treated as a parameter which varies from C=0.5F 
to C=2F. A small signal input 100mA step function with rise time of 1ms is applied at 
input of transmission line and the voltage measured at the same node. The size of the 
original system contained 100 unknown variables and the small signal circuit is 
characterized using second order Taylor series. The original system is reduced following 
the procedure of sections 6.1 and 6.2 to obtain a parametric model with respect to the 
capacitance of the transmission line. To derive reduced order model a single expansion 
point was selected at frequency s=0 and parameter C=1F. For this example, 4  frequency  
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Figure 6.3 Small signal response of nonlinear network parameterized in capacitance (Example 6.1) 
 
Table 6.1  CPU Run Time and Macromodel Size Comparison of Nonlinear Diode Transmission 
Line-Example 6.1 
 Original Reduced Savings in Size Speed-Up Factor 
Macromodel 
Size 
100 17 83% - 
CPU Run 
Time(s) 
1134.9 23.7 - 48 
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Figure 6.4 A nonlinear pulse narrowing transmission line (Example 6.2). 
moments  and  1 moments  for  capacitance  are  required  to  match  the response of 
linear system of (6.4.a). To match the response of second order  system of (6.4.b) 12  
frequency  moments  are used. The size of the reduced order model consists of 17 
variables. The proposed model is compared with original model, and the linear model of 
(6.4.a) in Figure 6.2. The proposed model is also compared with original model, at 
different points of parameter range for the capacitance of the transmission line in Figure 
6.3. Table 6.1 compares the size and simulation time of the reduced and original systems. 
A speed up of 48 achieved using the proposed approach when compared to the original 
6.3.2 Example 6.2: Pulse Shaping Transmission Line  
A nonlinear pulse-narrowing transmission line is considered in Figure 6.4. [48]. Pulse 
narrowing transmission line is modeled using 333 sections. The characteristic nonlinear  
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Figure 6.5 Output of nonlinear network parameterized in inductance of pulse narrowing 
transmission line (Example 6.2). 
capacitor is modeled as [98] 
  (6.30) 
where V is the voltage over the capacitor and C0=1pF and b0=0.01. The inductance of the 
pulse-narrowing transmission line is treated as a parameter which varies from L=25pH to 
L=100pH.  
In this example, a sinusoidal voltage source with amplitude of 2V and frequency 
4GHz is applied at one side of transmission line and voltage measured at the other side of  
C(V ) = C0 (1! b0V )
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Table 6.2  CPU Run Time and Macromodel Size Comparison of Pulse Shaping Transmission 
Line-Example 6.2 
 Original Reduced Savings in Size Speed-Up Factor 
Macromodel 
Size 
1000 269 73.1% - 
CPU Run 
Time(s) 
14107 1196 - 11.8 
 
the transmission line. The size of the original system contained 1000 unknown variables. 
The original system is reduced following the procedure of sections 6.1 and 6.2 to obtain a 
parametric model with respect to the inductance of the pulse-narrowing transmission line. 
To derive reduced order model a single expansion point  was  selected at frequency  s=0 
and parameter L=50pH. For this example, 110 frequency moments and 26 moments for 
inductor are required to match the response of linear system of (6.4.a). To match the 
response of second order system of (6.4.b) 133 moments are used. The size of the 
reduced order model consists of 269 variables. The proposed model is compared with 
original model at different points of parameter range for the inductance of the pulse-
narrowing transmission line in Figure 6.5. Table 6.2 compares the size and simulation 
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time of the reduced and original systems. A speed up of 11.8 achieved using the proposed 
approach when compared to the original simulation time. 
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Chapter 7  
7 Conclusion and Future Research
7.1 Conclusion 
In this thesis, three main contributions have been made to address the computational 
complexities involved in the simulation of high-speed integrated circuits. Firstly, a 
reduced order model is presented to efficiently solve large PEEC networks that include 
retardation effects. The proposed algorithm is based on a multi-order Arnoldi algorithm 
used to implicitly calculate the moments with respect to frequency. This procedure 
generates reduced order models that preserve the structure of the original system. 
Furthermore, it is shown that the orthonormal subspace of the proposed multi-order 
Arnoldi algorithm can be used to construct the same orthonormal subspace obtained 
using the traditional Arnoldi algorithm. Numerical examples of reduced order models 
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were shown to be accurate within a frequency range of interest with significant reduction 
in size and simulation time compared to the original PEEC network. 
The second part deals with a computational approach to efficiently link many 
nonlinear elements to reduced order macromodels. The developed algorithm generates a 
parametric reduced order macromodel that captures the variances of nonlinear elements 
using a multidimensional Krylov subspace. In addition, a methodology to construct 
sparse reduced order models is developed for the proposed algorithm. Numerical 
examples show significant savings in the size of the macromodel and simulation time 
when compared to the original system. 
The third contribution of the thesis presents an algorithm to reduce the 
computational complexity of weakly nonlinear systems. The proposed algorithm creates 
parameterized reduced order models for weakly nonlinear systems by approximating the 
nonlinear functions as a power series and using multidimensional subspace methods and 
SVD to capture the variances of design parameters. Numerical examples illustrated that 
for a weakly nonlinear system the parametric reduced order model was accurate over the 
desired parameter range of interest with significant reduction in size and simulation time 
when compared to the original system. 
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7.2 Suggestions for Future Research 
This section provides some suggestions for future research based on the work presented 
in this thesis. 
In chapter 4 an approach is presented to efficiently address the computational 
complexity of PEEC models with retardation. However, each time a design parameter is 
changed, the reduced system is no longer valid and the reduction procedure must be 
repeated to obtain a new reduced order model. In order to address this issue a 
multidimensional Krylov subspace technique can be developed to include design 
parameter variations in reduced order models of PEEC networks with retardation. In 
addition, parameterized MOR techniques can be extended to preform sensitivity analysis.  
Development of reduced order model for nonlinear systems is a challenging 
task. In chapter 5 constraint variables and a multidimensional subspace was used to 
capture the variance of nonlinear elements. In chapter 6, a multidimensional subspace 
method along with variational analysis and SVD was used to develop parameterized 
reduced order models of weakly nonlinear systems. To determine the appropriate size of 
the models requires verifying the solution of the reduced order model with the original set 
of equations or comparing the difference between two different size reduced order 
models. Some interesting error bounds in [88], [92], [99] were developed for 
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automatically selecting the order of the reduced models. However, these methods require 
additional memory resources. Additional work is required on how to select the 
appropriate expansion point and number of moments of reduced order models for 
nonlinear systems. 
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