In this letter, we propose a robust and fast tracking framework by combining local and global appearance models to cope with partial occlusion and pose variations. The global appearance model is represented by a correlation filter to efficiently estimate the movement of the target and the local appearance model is represented by local feature points to handle partial occlusion and scale variations. Then global and local appearance models are unified via the Bayesian inference in our tracking framework. We experimentally demonstrate the effectiveness of the proposed method in both terms of accuracy and time complexity, which takes 12ms per frame on average for benchmark datasets.
Introduction
Object tracking is a fundamental problem in computer vision, which can be applied to various applications. Numerous tracking algorithms have been addressed various problems regarding appearance changes such as partial occlusion, scale variation, illumination changes, and pose variation to retain the robustness of visual tracking. It is possible to categorize existing tracking algorithms into two groups according to their appearance modeling as local and global representations [1] . The global representation of an object is robust against noise and background clutters due to the global geometric constraint and is computationally efficient, especially when we design a discriminative model. Among various methods that are based on the global representation, the correlation filter has been successfully applied to object tracking because of its computational efficiency in representing global statistical characteristic of object appearance against background [4] , [5] despite of its limitation on scale variation and partial occlusion as shown in Fig. 1 . On the contrary, the local representation captures the local structure of an object [3] so that they are robust against partial occlusion and scale variation but they are weak to cluttered scenes [1] . In this context, we propose a fusion framework for robust and fast object tracking in consideration of complementary characteristics of local and global representations; hence, two representations are unified via the Bayesian inference. The overall procedure is illustrated in 
Bayesian Framework for Object Tracking
In the Bayesian approach, we estimate an object state x t which maximizes the posterior probability,
where observations up to frame t is represented by z 1:t = {z 1 , . . . , z t }. Here, we define an object state as x t = [u t , v t , s t ] where (u t , v t ) denotes the center of an object where the object is represented as a bounding box. s t denotes the scale of the object by assuming a constant aspect ratio over time. z t is an image at time t. We formulate the posterior probability as
where the transition density p(x t |x t−1 ) follows a random walk motion. To handle occlusion, we first design the likelihood with occlusion p occ (z t |x t ) as
where P occ (z t ) is an occlusion indicator and p m (x t ) is the prior spatial transition of an object. Here, we set P occ (x t ) to 1 if partial or full occlusion occurs and 0 otherwise. This occlusion is determined by computing the learning rate in (11).
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The likelihood distribution only depends on the prior spatial transition of an object, i.e., p m (x t ), if the object is likely to be occluded. Otherwise, the likelihood p(z t |x t ) in (3) is defined based on two appearance models,
Here, p G (z t |x t ) in (7) and p L (z t |x t ) in (9) denote likelihood distributions of global and local representations, respectively. Since the position and the scale of the object are independent of each other, we independently obtain the position and the scale that maximize the likelihood of the global and local appearance models. In this work, using the global appearance model, we estimate the object position in the image coordinate, and we measure the scale variation using the local appearance model. Their formulation are explained in detail in the next section.
Global and Local Appearance Modeling
To train the global appearance model, conventional tracking approaches utilize positive and negative training samples extracted from predefined regions [11] , [12] . Different from the previous approaches, the correlation filter enables dense sampling based on convolution process whose computational complexity is dramatically reduced by the simple element-wise product in the frequency domain. An appearance model h t (a correlation filter) at time t satisfies a convolution process r t * h t = g where r t is an image template of the region of interest and g is a predefined two-dimensional Gaussian distribution centered at the bounding box of an object. This process is converted into the element-wise product in the frequency domain as F (h t ) F (r t ) = F (g). We adopt the correlation filter proposed in [4] which utilizes the Gaussian kernel κ(a, b) as
where a and b represent an image template, respectively. With this kernel, the appearance model is computed by
where λ denotes the regularization term. Based on the appearance model h t , the likelihood of the global representation is calculated by
As mentioned in the introduction, we do not use the local feature points to find the object global position since their reliability is individually very low under object appearance changes. Therefore, we only indirectly utilize the local feature points to measure object scale changes due to its flexibility. Similar to the global appearance model, the local appearance model is also assumed to follow the Gaussian distribution. We estimate the scale variation. Hence, its likelihood function is defined by an 1-dimensional Gaussian distribution with the means t and the variance σ as follow.
Based on the Gaussian distribution, we can maximize the above likelihood with the means t . In this work, we computes t by exploiting a local structure of object appearance based on geometric relationships of pairwise feature points as shown in Fig. 3 . In the initial frame, we first extract the local feature points in the object bounding box using the Harris corner detector [6] to construct the geometric structure of the object appearance which formulates the local appearance model. Hence, the local appearance model contains a set of those feature points (i.e., center positions) at frame t, which is denoted by P t = {p We sequentially track those feature points at each frame by using the KLT tracker [2] , and then from the geometric difference of pairs of feature points between frame t − 1 and t, the mean of the scale variation is calculated bȳ
where D = N t (N t − 1) and N t is the number of feature points that survive at frame t. Remark: Similar to the previous correlation filter-based tracker [4] , we also fix the size of the object bounding box to compute the likelihood of the global appearance and to update the global appearance model due to its efficiency. For this reason, to reflect the size variations in the tracking and the update steps, we resize the region of interest (ROI) of an image with the inverse of the scale variations t asR OI = resize(ROI,
. By doing this, we can keep the search region and the appearance model size. On the contrary, to display the tracking result on the image, we resize the bounding box (BB) proportional to the scale variation as BB = resize(BB, s t ). This proportionally resized BB is used as tracking results for the performance evaluation.
Occlusion-Aware Appearance Update
When object appearance gradually changes, we need to update the appearance model to deal with its variations with time. To prevent updating the appearance model from occluded parts, we propose a simple but robust occlusion reasoning method. In the proposed method, we utilize a set of local feature points within the object appearance and color histograms for both the background and the target object. First, occlusion reasoning can be achieved by computing the number of tracked features between frame t-1 and t. Since there are severe appearance changes when occlusion occurs, a local tracker fails to track feature points as shown in Fig. 4 . For occlusion reasoning, we first compute the ratio of tracked points as 
We set the label of the pixel c, I(c) to 1 if L h (c) > β and 0, otherwise. We set β = 0.7. The result of pixel-wise occlusion detection is given in Fig. 5 . Then we count the pixels belonging to the non-occluded parts as [7 
] N h t = c∈T I(c).
The ratio of non-occluded pixels is defined by R We determine the learning rate τ and an occlusion event by using the ratio of survived feature points R p t and the ratio of non-occluded pixels R h t as
Here, we assume that if the weighted sum of two ratios is greater than the margin η = 0.5, then this object undergoes severe occlusion. The fusion weight w = 0.5 combines two ratios. Therefore, we equally fuse two terms. The variable r representing the bound parameter is set to 0.2 in our work.
We update the appearance model with the new appearance using the learning rate τ whose maximum value is bounded by 0.1 with r = 0.2. We assume that when τ = 0, occlusion occurs. Therefore, the occlusion event P occ (z t ) in (3) is also set to 0, and we do not correct the object state with a current observation. Otherwise, P occ (z t ) = 1, and we update the global appearance model by
wherer is an image template of the region of interest whose center and width are defined by a center and the twice enlarged size of an estimated object.
Experiments
The proposed tracker was implemented using MATLAB, and it operates approximately 12ms per frame with a single core processor. The approximate runtime of each module is summarized as (i) position tracking: 6ms (ii) scale estimation: 4ms (iii) occlusion reasoning: 0.8ms (iv) the appearance update: 1ms We evaluated the proposed tracking algorithm on twelve challenging benchmark videos [8] .
Those selected sequences contain severe scale variation or occlusion, and both events or problems simultaneously occur. Parameters. We empirically set a threshold β = 0.7 for L h (c) below (10) . Except for β, we determined other parameter values in (11) according to following reasons. We set η = 0.5 because when the object undergoes severe occlusion, at least the half of feature points disappear or at least the half of pixels severely change. The equal fusion weight w = 0.5 does not critically affect tracking performance as shown in Table 3 because both terms well measure occlusions. Therefore, it is reasonable to fuse them with equal weights. As similar to the previous well-known approaches [4] , [5] , [9] , a typically used value for the learning rate is about τ = 0.05 ∼ 1.0 when we update the appearance incrementally in online object tracking. For this reason, we set r = 0.2; therefore, the maximum learning rate τ is bounded by 0.1. We tested that how much our tracker is affected by the parameter setting as shown in Tables 1 -4 . In each trial, we changed one parameter value and fixed others to measure the tracking performance using two metrics, i.e., the average of pixel distance errors and the average of overlap ratios. Note that we did not set unreasonable parameter values in experiments. The experimental results with Tables 1 -4 validate that when the reasonable parameters are roughly set, our tracker will robustly show similar Table 2 Performance evaluations on different η in (11).
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We compared the proposed tracker with the most related methods, i.e., the median flow tracker (MFT), which is the KLT-based tracker [3] and the kernelized correlation filter (KCF), which is the state-of-the-art spatial tracker [4] . The MFT estimates the bounding box of the target object based on local appearance model, and the KCF utilizes the correlation filter as a global appearance model. Quantitative comparison. We present an average of a center location error and an average of an overlap [10] between the ground truth and tracking results. These two metrics are widely used to evaluate tracking performance [10] , [11] . We summarize the performance of tracking methods in Tables 5 and 6. According to Tables 5 and 6 , the overall performance of the proposed tracker is better than that of the MFT and KCF because the proposed tracker efficiently exploits the advantages of the local appearance model to estimate scale variation and occlusion estimation and the ro- Tables 5 -6 , the KCF favorably tracks the objects in the Car4, the Polarbear, the Sphere, the Coke, and the Sylv sequences where relatively small scale variations occur. However, in the CarScale, the Dog1, the Singer1, and the Girl, objects undergo large scale variations where the KCF shows limited performance compared to the proposed tracker. The MFT tracks objects robustly in the Singer1 and the Dog1 where only the size of objects changes significantly with acceptable illumination and pose variations. However, the MFT fails to track local features in the Car4, the CarScale, the Freeman1, and the Girl due to low contrast, abrupt illumination changes, and occlusion. As a result, the MFT fails to track the objects. Different from the MFT, the global appearance model of the proposed tracker handles those appearance variation. Qualitative comparison. The robustness of the proposed tracker under scale variations and occlusion is also demonstrated with Figs. 6, 7, and 8. As shown in Fig. 6 , the proposed tracker and the MFT more accurately estimate the object size and position in comparison with the KCF because the KCF does not consider the scale variation in tracking. As shown in Fig. 7 , the proposed tracker more robustly track the objects than the KCF and the MFT because it can deal with low contrast by using the global appearance model. Compared to other test videos, the CarScale contains long-term scale variations and partial occlusions as shown in Fig. 8 . The proposed tracker more robustly tracked the objects than the KCF and the MFT trackers because the proposed tracker can deal with visual ambiguity from cluttered scene by using the global appearance model, and it can overcome significant scale variation by using the proposed scale estimation based on the local appearance model. Recently, image features generated by deep learning techniques are widely used in object tracking due to their high performance. Although we propose a different concept of tracking approaches, we illustrate the advantages and disadvantages by comparing one of deep feature-based tracker (i.e., CF2) [13] , which is also formulated based on the correlation filter. The results of the CF2 were obtained by using the open source code provided by the author. As shown in Tables 5 -6 , both trackers show similar performance in overall. In the CarScale where occlusions and scale vari- ations are severe, the proposed tracker show better performance, and in the Car4 and the Singer1 where only scale changes are prominent, the proposed tracker shows more favorable performance in terms of the overlap in Table 6 and in Figs. 6 -8. Compared with our tracker, the CF2 more robustly handles the severe appearance changes, especially for low contrast and severe pose variation. In terms of computational complexity, our tracker achieves approximately 83 fps. However, the CF2 takes 2 fps due to the high dimensional feature. Our tracker is approximately 40 times faster than the CF2.
Conclusion
We proposed a fusion framework which integrates a global appearance with a local structure of the object appearance for real-time object tracking. To achieve the efficient fusion of complementary characteristics of two representations, scale and occlusion reasoning are introduced, and these cues are incorporated into the Bayesian framework. The experimental results demonstrate the improved performance in various tracking environments.
