This paper analyzes the effects of start-up costs of different technologies in providing electricity power. We explicitly solve a simplified linear formulation of the dispatch problem. Transforming this primal problem, we show that dominated technologies should be used only in the case of limited availability of efficient technologies. Furthermore, we develop a 'pen and paper' algorithm to determine the optimal dispatch.
I. INTRODUCTION
Starting up a power plant causes costs even before the actual production of electricity starts. The power plant's boiler has to be preheated and the plant has to be synchronized with the electricity network. Furthermore, attrition increases significantly due to the high variations in temperature during the start-up. These costs can be significant; if a hard coal plant is started up every day and produces during twelve peak hours (hours with high demand), the share of start-up costs for this plant is approximately 15% of total generation costs. 1 Hence, start-up costs are an important parameter in the optimization of electricity markets.
Neglecting start-up costs, the problem of determining an efficient plant dispatch (production schedule) to serve any given load profile is trivial. In this case, the technology with lowest variable generation costs is chosen for production as long as capacity of that technology is available. Start-up costs complicate matters. As they are independent of the following length of production, they add a fixed cost component. The resulting optimization problem is called a unit commitment problem. Unit commitment problems are often analyzed in the context of mixed integer (MIP) models (e.g. Bard 1988) . While this approach is the most exact for the problem at hand, it has some disadvantages. Besides being computationally demanding, the interpretation of the dual variables in these mixed integer problems is difficult. Both O'Neill et al. (2005) and Hogan and Ring (2003) describe this problem in great detail. They also present a solution which is to solve the MIP problem first and then feed the solution to the integer variables of the MIP problem as constraints into a linear model.
We follow the simpler approach taken by most practitioners and analyze a linear model directly. For this model, we will develop a simple algorithm to determine the optimal solution of the problem. The algorithm answers the question of which technology will be started up in which period and for how long it will operate in the cost-minimizing optimal solution. The algorithm works for any (positive) demand profile. However, we need some further simplifying assumptions to develop the algorithm and determine the cost minimizing solution. In particular, we abstract from capacity limitations, partial load operation and hydro storage capacity. Furthermore, we assume an inelastic short term demand for electricity.
In the remaining part of the introduction, we will present a simple example to highlight the effect of start-up costs on a cost minimizing dispatch. The example also demonstrates the intuition of the formal algorithm developed in the main part of the paper. In this example, we assume an exogenous electricity demand of one, five, and three MW for a three hour time period (left part of Figure 1 ). There are three different electricity generation technologies ('Tech'), 'a', 'b', and 'c'. We show the technologies' different start-up costs ('SUC', Euro/MW) and different variable generation costs ('VC', Euro/MWh) in the middle of the figure. For the load profile in this example, it is rather obvious to determine the optimal dispatch (right part of the figure): One MW of technology 'c' is started up in the first hour (pro-1 This result holds for assumed variable generation costs of 20 Euro/MWh and start-up costs of 45 Euro/MW. ducing for all three hours). Two additional MW of technology 'c' are started in the second hour, producing during hours 2 and 3. Furthermore, two MW of technology 'a' are started in hour 2, producing in that hour only. Note that technology 'b' is never producing, as either technology 'a' or technology 'c' is cheaper for all possible durations of production. The paper is structured as follows: section II presents the model used to derive our results. Section III presents the results. The latter section includes the formal solution of the previous example derived with the algorithm. Section IV concludes the paper.
II. MODEL
We introduce the following linear optimization model to determine the cost minimizing power plant dispatch. The objective function is the minimization of total costs (TC ):
( Total costs are minimized subject to the following constraints:
, ,
Constraint (2) states that aggregated production equals demand d in each period. (3) assures that only capacity previously started can produce and (4) is a partial load constraint guaranteeing that at least a share s α of previously started capacity is used for production. This partial load constraint is due to technical limitations on the operation of power plants. Constraint (5) states that total capacity started up and ready to produce cannot exceed the installed available capacity i x . Constraint (6) ensures that all variables are positive.
For the analysis in this paper, however, we assume that there is so much capacity that (5) is never binding. Furthermore, we set i 1 i S α = ∀ ∈ which means ignoring partial load operation.
In that case, inequalities (3) and (4) simplify to one equation:
We formulated that simplified problem (i.e. (1), (2), (6), and (7)) in vector notation as a maximization problem. Then, we face the following primal problem: 
Id is the identity matrix with dimension n .
Transforming (PP) into its dual program (cf. e.g. Schrijver 1998) and slightly modification gives the following program:
, and
For the rearrangement we used that 
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Firstly, we define ij a such that ( )
, , :
we construct a modified primal problem (PP*) which is the dual problem of (DP*).
(PP*) 
The ij x % in (PP*) have a straight forward interpretation. ij x % is the amount of capacity that starts producing in hour i and produces for the next consecutive j hours. Based on this modified primal problem, we developed the following algorithm to identify the optimal production. 
Exemplary Application of the Algorithm
In the following, we will illustrate the algorithm determining the optimal * ij x % for the example described in the introduction. In the example, we assumed n=3 and
We start the algorithm by setting 
IV. CONCLUSION
The algorithm developed in this paper determines the cost minimizing optimal solution to a simplified unit commitment problem. The algorithm answers the questions which technology should be started up in a given period and how long it should produce. The algorithm can be easily used. In particular, optimization software is not necessary to determine the optimal solution. The algorithm also implies that dominated technologies should never be used for production.
Future work should generalize the algorithm. The inclusion of capacity limitations, partial load operation, and hydro storage and pump storage capacity would further increase the algorithm's value.
V. APPENDIX
The following lemma is applied to transform (DP) into (DP*):
Lemma:
where j A is defined as above. Then it holds:
Proof: By definition : , and 0 1 , . Then, it is to show that : , 1 , , and 0 1 ,
We construct x applying the following algorithm:
Step 0:
, then "end". Otherwise, go to next step.
Step 1: Be ) ( * x k the largest index with property 0
Step 2:
holds, then "end". Otherwise move back to step 1.
x′ has the following properties:
The algorithm is finite because of (b). It follows from (a), (b), and (c) that the algorithm determines x with the desired properties. However, it remains to be shown that the three properties hold for x′ :
Ad ( 
Hence, Λ ∈ y and Λ ⊆ Λ π which shows the lemma.
Proof of Theorem 1:
(DP) can be written as follows: 
Proof of Theorem 2:
We stated in theorem 2 that an optimal solution * x to PP* can be calculated with the following algorithm: 
. This property states that the end points also move to the right.
These indices are constructed as follows: firstly, define ( )
. Secondly, the first index is given by ( )
Following indices are determined by the minimum:
. Finally, the procedure finishes with indices L i and
Once these indices fulfilling (1) to (5) are constructed, it follows as an implication that In the result, a generation slice of
