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Abstract
We give conditions for the robustness of nonuniform exponential dichotomies in Banach spaces, in the
sense that the existence of an exponential dichotomy for a given linear equation x′ = A(t)x persists under a
sufficiently small linear perturbation. We also establish the continuous dependence with the perturbation of
the constants in the notion of dichotomy and of the “angles” between the stable and unstable subspaces. Our
proofs exhibit (implicitly) the exponential dichotomies of the perturbed equations in terms of fixed points
of appropriate contractions. We emphasize that we do not need the notion of admissibility (of bounded
nonlinear perturbations). We also obtain related robustness results in the case of nonuniform exponential
contractions. In addition, we establish an appropriate version of robustness for nonautonomous dynamical
systems with discrete time.
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1.1. Exponential dichotomies: Uniform versus nonuniform
The notion of exponential dichotomy, introduced by Perron in [25], plays a central role in a
substantial part of the theory of differential equations and dynamical systems. In particular, the
existence of an exponential dichotomy for a linear equation
x′ = A(t)x (1)
causes the existence of stable and unstable invariant manifolds for the nonlinear differential equa-
tion
x′ = A(t)x + f (t, x), (2)
up to mild additional assumptions on the nonlinear part f (t, x) of the vector field. Moreover, the
local instability of trajectories caused by the existence of an exponential dichotomy influences
the global behavior of the system. In particular, this instability is one of the main mechanisms
responsible for the occurrence of stochastic behavior, especially in the presence of nontrivial
recurrence caused by the existence of finite invariant measures. The theory of exponential di-
chotomies and its applications are widely developed. We refer to the books [8,11,13,14,20,32]
for details and further references.
Due to the central role played by the notion of exponential dichotomy, particularly in stabil-
ity theory and perturbation theory, it is crucial to understand how exponential dichotomies vary
under perturbations. In this respect it is of interest to consider both linear and nonlinear pertur-
bations. The linear case is arguably simpler, and after a period of considerable related research
activity it has lacked the same attention, although with several noteworthy nontrivial advances
(we refer to Section 1.2 for details and references). The nonlinear case has been occupying re-
searchers for several decades, particularly with the following topics:
1. the Grobman–Hartman theorem together with its variants and generalizations that look for
topological conjugacies between the solutions of Eqs. (1) and (2), or more generally for
Hölder continuous conjugacies;
2. the study of more regular conjugacies and of the corresponding obstructions in terms of
resonances (a problem that goes back to the pioneering work of Poincaré; we refer to [3] for
details and references), also with the construction of normal forms;
3. the construction of stable and unstable invariant manifolds, in successively more general
frameworks and with several variants of the proofs (although always in one way or another
related to the methods stemming from the seminal works by Hadamard and Perron).
On the other hand, the existence of exponential dichotomies is a strong requirement and,
particularly in view of their central role, it is of considerable interest to look for more general
types of hyperbolic behavior. In a series of papers we discussed the more general notion of
nonuniform exponential dichotomy (see Section 3.1 for the definition), and we studied some of
its consequences. In particular, in [2,5] we established the existence and smoothness of stable
and unstable invariant manifolds in Rn, assuming a sufficiently small nonuniformity of the di-
chotomy when compared to the Lyapunov exponents. In [4] we considered the general case of
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obtained an appropriate version of the Grobman–Hartman theorem in the case of nonuniformly
hyperbolic dynamics [3]. In comparison with the notion of (uniform) exponential dichotomy,
the notion of nonuniform exponential dichotomy is a much weaker requirement. In particular,
in the case of Rn essentially any linear equation x′ = A(t)x with global solutions and nonzero
Lyapunov exponents possesses a nonuniform exponential dichotomy [6]. On the other hand, as
a consequence of Oseledets’ multiplicative ergodic theorem, at least from the point of view of
ergodic theory the nonuniformity in the dichotomies of “most” of these equations is arbitrarily
small (we refer to [6] for details). Our work is also a contribution to the theory of nonuniformly
hyperbolic dynamics (we refer to [1,17] for detailed expositions of parts of the theory). We refer
to [2] for a detailed discussion of the relation and novelty of our work with respect to the theory
of nonuniformly hyperbolic dynamics.
1.2. Robustness: Behavior under linear perturbations
The purpose of our paper is to understand how nonuniform exponential dichotomies vary
under linear perturbations. This is the so-called problem of robustness (also called problem of
roughness). Roughly speaking, a nonuniform exponential dichotomy associated to a given linear
equation as in (1) is said to be robust in a class of linear perturbations if for any arbitrarily small
perturbation B(t) in this class, the perturbed equation
x′ = [A(t)+B(t)]x (3)
still admits a nonuniform exponential dichotomy. We note that in view of the central role played
by dichotomies, as well as the fact that the notion of nonuniform exponential dichotomy is much
more common than the notion of (uniform) exponential dichotomy (see Section 1.1), it is of
interest to consider the problem of robustness of nonuniform dichotomies. To the best of our
knowledge, all former related results in the literature consider only the case of uniform exponen-
tial dichotomies.
Our main objective is precisely to study the robustness of nonuniform exponential dichotomies
under linear perturbations in Banach spaces, looking in particular for reasonable conditions that
guarantee robustness. The main aspects of our work are the following:
1. We consider the general case of nonuniform exponential dichotomies associated to a nonau-
tonomous linear equation x′ = A(t)x in a Banach space (see Section 3.1). In addition, we
establish the continuous dependence with the perturbation of the constants in the notion of
dichotomy, and of the “angles” between the stable and unstable subspaces (see Section 4.2).
2. Contrarily to several former works on the robustness of (uniform) exponential dichotomies,
we do not assume the function t → ‖A(t)‖ to be bounded (we only need the information
provided by the exponential dichotomy for the associated evolution operator; see (16)–(17)).
3. We also consider the case of nonuniform exponential contractions (see Section 2). These
essentially correspond to dichotomies whose associated projections are the identity, thus
lacking any unstable component. The proofs in the case of dichotomies are elaborations of
the ones for contractions.
4. We obtain appropriate versions of the results in the case of a nonautonomous discrete
time dynamics in a Banach space, corresponding to the iteration of a sequence (An)n∈N
of bounded linear operators with bounded inverse (see Section 6).
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terms of fixed points of appropriate contractions. Some of our arguments are inspired by work
of Popescu in [27] in the case of uniform exponential dichotomies. Incidentally, we note that he
uses the notion that is sometimes called admissibility, while we do not need this notion, of course
independently of its interest in other situations. This notion also goes back to Perron and refers
to the characterization of the existence of an exponential dichotomy in terms of the existence and
uniqueness of bounded solutions of the equation
x′ = A(t)x + f (t)
for f (t) in a certain class of bounded nonlinear perturbations. This property is called the ad-
missibility of the pair of spaces in which we respectively take the perturbation and look for the
solutions. One can also consider the admissibility of other pairs of spaces. For details and refer-
ences we refer to the book of Chicone and Latushkin [8] (see in particular the final remarks of
Chapters 3 and 4), and for more recent work to Huy [16] (we mention in particular the papers
[21,22,28]).
To obtain a criterion for the existence of nonuniform exponential dichotomies one can also
use a Fredholm alternative for the nonlinear perturbations. In particular, related work is due to
Palmer [24] for ordinary differential equations, Lin [18] for functional differential equations,
Blázquez [7], Rodrigues and Silveira [30], Zeng [33] and Zhang [34] for parabolic evolution
equations, and Chow and Leiva [9], Sacker and Sell [31] and Rodrigues and Ruas-Filho [29] for
abstract evolution equations.
We note that in the case of uniform exponential dichotomies the study of robustness has a
long history. In particular, the robustness was discussed by Massera and Schäffer [19] (building
on earlier work of Perron [25]; see also [20]), Coppel [10], and in the case of Banach spaces by
Dalec’kiı˘ and Kreı˘n [12], with different approaches and successive generalizations. The contin-
uous dependence of the projections for the exponential dichotomies of the perturbed equations
was obtained by Palmer [24]. For more recent works we refer to [9,23,26,27] and the references
therein (since we are dealing with nonuniform exponential dichotomies we refrain ourselves to
be more detailed on the literature). In particular, Chow and Leiva [9] and Pliss and Sell [26] con-
sidered the context of linear skew-product semiflows and gave examples of applications in the
infinite-dimensional setting, including to parabolic partial differential equations and functional
differential equations. They also considered the case of dichotomies for discrete time. We empha-
size that all these works consider only the case of uniform exponential dichotomies, either with
continuous or discrete time, and either in the finite-dimensional or infinite-dimensional setting.
2. Robustness of nonuniform exponential contractions
We consider in this section the problem of robustness of nonuniform exponential contractions.
Roughly speaking, a nonuniform exponential contraction is robust if any sufficiently small of its
linear perturbations is still a nonuniform exponential contraction.
Let X be a Banach space. We consider the linear equation (1), where A : I → B(X) is a
continuous function from an interval I to the space B(X) of bounded linear operators in X. We
always assume that each solution of (1) is defined on the whole interval I . We denote by T (t, s)
the associated evolution operator, i.e., the operator such that T (t, s)x(s) = x(t) for every t, s ∈ I ,
where x(t) is any solution of (1). Clearly,
T (t, τ )T (τ, s) = T (t, s), t, τ, s ∈ I. (4)
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and ε  0, ∥∥T (t, s)∥∥De−a(t−s)+ε|s|, t  s in I. (5)
When ε = 0 we obtain the notion of uniform exponential contraction.
We also consider the perturbed equation (3), where B : I → B(X) is a continuous function.
When Eq. (1) has a nonuniform exponential contraction, we shall say that the contraction is
robust in a given class of (sufficiently small) perturbations provided that for B in this class
Eq. (3) still has a nonuniform exponential contraction.
The following statement provides a class of perturbations for which a given nonuniform expo-
nential contraction is robust. Furthermore, we show that the constant a in (5) varies continuously
with the perturbation. We shall consider contractions in an arbitrary interval I ⊂ R.
Theorem 1. Let A,B : I →B(X) be continuous functions such that Eq. (1) admits a nonuniform
exponential contraction in I , and ‖B(t)‖ δe−ε|t |, t ∈ I , with δ < a/D. Then Eq. (3) admits a
nonuniform exponential contraction in I , with the constant a replaced by a − δD, i.e.,∥∥U(t, s)∥∥De−(a−δD)(t−s)+ε|s|, t  s in I , (6)
where U(t, s) is the evolution operator associated with Eq. (3).
Proof. Set
J = {(t, s) ∈ I × I : t  s}, (7)
and consider the space
C= {U :J →B(X): U is continuous and ‖U‖ < ∞} (8)
with the norm
‖U‖ = sup{∥∥U(t, s)∥∥e−ε|s|: (t, s) ∈ J}. (9)
Clearly, C is a Banach space. We set
(LU)(t, s) = T (t, s)+
t∫
s
T (t, τ )B(τ)U(τ, s) dτ
for each U ∈ C. Note that
∥∥(LU)(t, s)∥∥ ∥∥T (t, s)∥∥+
t∫
s
∥∥T (t, τ )∥∥ · ∥∥B(τ)∥∥ · ∥∥U(τ, s)∥∥dτ
De−a(t−s)+ε|s| +Dδeε|s|‖U‖
t∫
e−a(t−τ) dτ. (10)s
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‖LU‖D + δD
a
‖U‖ < ∞.
Therefore, we have a well-defined operator L :C→ C. Proceeding in a similar manner to that in
(10), we find that for any U1,U2 ∈ C,
‖LU1 −LU2‖ δD
a
‖U1 −U2‖.
Since δ < a/D, the operator L is a contraction. Hence, there exists a unique U ∈ C such that
LU = U , which thus satisfies the identity
U(t, s) = T (t, s)+
t∫
s
T (t, τ )B(τ)U(τ, s) dτ. (11)
Taking derivatives in (11) (or using the variation of constants formula), we find that for each
ξ ∈ X the function t → U(t, s)ξ , t  s in I , is the solution of Eq. (3) with initial condition
U(s, s)ξ = T (s, s)ξ = ξ . We will use the following statement to estimate the norm of the opera-
tor U(t, s).
Lemma 1. Let x : I ∩ [s,+∞) → [0,+∞) be a bounded continuous function satisfying
x(t)De−a(t−s)+ε|s| + δD
t∫
s
e−a(t−τ)x(τ ) dτ, t  s in I . (12)
If δ < a/D then
x(t)De−(a−δD)(t−s)+ε|s|, t  s in I .
Proof. Consider the continuous function Φ(t) satisfying the integral equation
Φ(t) = De−a(t−s)+ε|s| + δD
t∫
s
e−a(t−τ)Φ(τ) dτ, t  s. (13)
One can easily verify that Φ ′ = (δD − a)Φ . Furthermore, by (13) we have Φ(s) = Deε|s|. Thus,
Φ(t) = Deε|s|e(δD−a)(t−s)
(in particular this is the unique function satisfying the integral equation in (13)). Note that if
z(t) = x(t)−Φ(t), then
z(t) δD
t∫
e−a(t−τ)z(τ ) dτ, t  s. (14)s
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supremum in (14) we obtain
z δD sup
ts
t∫
s
e−a(t−τ)z(τ ) dτ  δDz sup
ts
t∫
s
e−a(t−τ) dτ.
Hence, z  (δD/a)z. Since δD/a < 1, we have z  0. Thus, z(t)  0, i.e., x(t)  Φ(t)
for t  s. 
Set now x(t) = ‖U(t, s)‖. Proceeding in a similar manner to that in (10) we find that (12)
holds. It follows from Lemma 1 that (6) holds. This completes the proof of the theorem. 
Under the hypotheses of Theorem 1, it follows from (11) that for δ > 0,
∥∥U(t, s)− T (t, s)∥∥ δD2
t∫
s
e−a(t−τ)e−(a−δD)(τ−s)+ε|s| dτ
= δD2e−a(t−s)+ε|s| e
δD(t−s) − 1
δD
De−(a−δD)(t−s)+ε|s|.
In particular, whenever [s,+∞) ⊂ I , for each fixed δ > 0 we have
lim
t→+∞
1
t
log
∥∥U(t, s)− T (t, s)∥∥= 0.
This shows that for each perturbation any two solutions T (t, s)ξ and U(t, s)ξ with the same
initial condition ξ ∈ X are forward (exponentially) asymptotic. Furthermore, for each T > 0 we
have (eδD(t−s) − 1)/(δD) 2T for any sufficiently small δ > 0 and any t ∈ [s, T ]. Hence,
lim
δ→0 supt∈[s,T ]
∥∥U(t, s)− T (t, s)∥∥= 0.
That is, as δ → 0 the solution U(t, s) of the perturbed equation (3) approaches uniformly the
solution T (t, s) of the unperturbed equation (1) on each compact interval.
We note that a slightly weaker statement than the one in Theorem 1 (with the constants a
and D replaced by larger constants) can be obtained from Theorem 2 below for nonuniform
exponential dichotomies. Indeed note that a nonuniform exponential contraction is a nonuniform
exponential dichotomy with projections P(t) = Id for every t ∈ I .
3. Robustness of nonuniform exponential dichotomies
We discuss in this section the robustness of nonuniform exponential dichotomies, starting with
the case of the interval I = [0,+∞). We refer to Section 5 for the cases of the intervals (−∞,0]
and R.
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We continue to consider the equation in (1), and we assume that each of its solution is defined
on the whole interval I . Also, let T (t, s) be the associated evolution operator. We say that (1)
admits a nonuniform exponential dichotomy in I if there exist projections P(t) :X → X for each
t ∈ I such that
T (t, s)P (s) = P(t)T (t, s), t  s, (15)
and for some constants a, D > 0 and ε  0,∥∥T (t, s)P (s)∥∥De−a(t−s)+ε|s|, t  s, (16)
and ∥∥T (t, s)Q(s)∥∥De−a(s−t)+ε|s|, s  t, (17)
where Q(t) = Id−P(t) is the complementary projection of P(t). When ε = 0 we obtain the
classical notion of uniform exponential dichotomy. When Eq. (1) has a nonuniform exponential
contraction, we shall say that the contraction is robust in a given class of (sufficiently small) per-
turbations provided that for B in this class Eq. (3) still has a nonuniform exponential dichotomy.
The following is our main robustness result. Set
a˜ = a√1 − 2δD/a and D˜ = D
1 − δD/(a˜ + a) . (18)
We consider dichotomies in an interval I = [,+∞) with  0.
Theorem 2. Let A,B : I →B(X) be continuous functions such that Eq. (1) admits a nonuniform
exponential dichotomy in I with ε < a, and assume that ‖B(t)‖  δe−2ε|t | for every t ∈ I . If δ
is sufficiently small, then Eq. (3) admits a nonuniform exponential dichotomy in I , with the
constants a, D, and ε in (16)–(17) replaced respectively by a˜, 4DD˜, and 2ε.
The proof of Theorem 2 is given at the end of Section 3.2. Note that setting θ = 2δD/a the
constants in (18) satisfy
a˜ = a
(
1 − 1
2
θ − 1
8
θ2 − · · ·
)
= a − δD − δ
2D2
2a
− · · ·
and
D˜ = D
(
1 + 1
4
θ + 1
8
θ2 + · · ·
)
= D + δD
2
2a
+ δ
2D3
2a2
+ · · · .
We also establish a weaker statement with slightly weaker hypotheses. Namely, in the follow-
ing theorem we obtain norm bounds along the stable and unstable directions for the perturbed
equation (3). However, we give no information about the norms of the projections for the per-
turbed equation. This requires slightly stronger hypotheses and is included in the statement of
Theorem 2. We shall denote by Tˆ (t, s) the evolution operator associated to Eq. (3).
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exponential dichotomy in I with ε < a, and assume that ‖B(t)‖ δe−ε|t | for every t ∈ I . If
θ = 2δD/a < 1, (19)
then there exist projections Pˆ (t) :X → X for each t ∈ I such that
Tˆ (t, s)Pˆ (s) = Pˆ (t)Tˆ (t, s), t  s, (20)
and
∥∥Tˆ (t, s)| Im Pˆ (s)∥∥ D˜e−a˜(t−s)+ε|s|, t  s, (21)∥∥Tˆ (t, s)| Im Qˆ(s)∥∥ D˜e−a˜(s−t)+ε|s|, s  t, (22)
where Qˆ(t) = Id−Pˆ (t) is the complementary projection of Pˆ (t).
We will start by proving this weaker statement in the following section. We note that to obtain
Theorem 2 from Theorem 3 it remains to obtain sharp bounds for the norms of the projec-
tions Pˆ (t) and Qˆ(t).
3.2. Proofs
Proof of Theorem 3. The proof is much more delicate than that of Theorem 1 and we shall
divide it into several steps. We first prove some auxiliary results.
Step 1. Construction of bounded solutions. Set J as in (7), and consider the Banach space C
in (8).
Lemma 2. The equation Z′ = (A(t) + B(t))Z has a unique solution U ∈ C such that for each
(t, s) ∈ J ,
U(t, s) = T (t, s)P (s)+
t∫
s
T (t, τ )P (τ)B(τ)U(τ, s) dτ
−
∞∫
t
T (t, τ )Q(τ)B(τ)U(τ, s) dτ. (23)
Proof. Assume that some function U ∈ C satisfies (23). Then t → U(t, s) is differentiable (since
t → T (t, s) is differentiable), and taking derivatives with respect to t in (23) a simple computa-
tion shows that t → U(t, s)ξ , t  s, is a solution of Eq. (3) for each ξ ∈ X. Thus, we must show
that the operator L defined by
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t∫
s
T (t, τ )P (τ)B(τ)U(τ, s) dτ
−
∞∫
t
T (t, τ )Q(τ)B(τ)U(τ, s) dτ (24)
has a unique fixed point in the space C. We have
∥∥(LU)(t, s)∥∥ ∥∥T (t, s)P (s)∥∥
+
t∫
s
∥∥T (t, τ )P (τ)∥∥ · ∥∥B(τ)∥∥ · ∥∥U(τ, s)∥∥dτ
+
∞∫
t
∥∥T (t, τ )Q(τ)∥∥ · ∥∥B(τ)∥∥ · ∥∥U(τ, s)∥∥dτ
De−a(t−s)+ε|s| +Dδeε|s|‖U‖
t∫
s
e−a(t−τ) dτ
+Dδeε|s|‖U‖
∞∫
t
e−a(τ−t) dτ. (25)
Since a > 0, in view of (19) this implies that
‖LU‖D + θ‖U‖ < ∞.
Therefore, we have a well-defined operator L :C→ C. Using the identity (24) for U1,U2 ∈ C,
and proceeding in a similar manner to that in (25) we obtain
‖LU1 −LU2‖ θ‖U1 −U2‖.
It follows from (19) that L is a contraction, and thus there exists a unique U ∈ C such that
LU = U . This completes the proof of the lemma. 
Lemma 3. For any t  τ  s in I we have
U(t, τ )U(τ, s) = U(t, s).
Proof. Write
X(t, s) = T (t, s)P (s)B(s) and Y(t, s) = T (t, s)Q(s)B(s).
Since P(t) and Q(t) are complementary projections, it follows from (4) and (15) together
with (23) that U(t, τ )U(τ, s) is equal to
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+ T (t, τ )P (τ)
( τ∫
s
X(τ,u)U(u, s) du−
∞∫
τ
Y (τ,u)U(u, s) du
)
+
( t∫
τ
X(t, u)U(u, τ) du−
∞∫
t
Y (t, u)U(u, τ) du
)
U(τ, s),
and thus,
U(t, τ )U(τ, s) = T (t, s)P (s)+
τ∫
s
X(t, u)U(u, s) du+
t∫
τ
X(t, u)U(u, τ)U(τ, s) du
−
∞∫
t
Y (t, u)U(u, τ)U(τ, s) du.
Using again (23) this yields
U(t, τ )U(τ, s)−U(t, s)
=
τ∫
s
X(t, u)U(u, s) du+
t∫
τ
X(t, u)U(u, τ)U(τ, s) du
−
∞∫
t
Y (t, u)U(u, τ)U(τ, s) du−
t∫
s
X(t, u)U(u, s) du+
∞∫
t
Y (t, u)U(u, s) du
=
t∫
τ
X(t, u)
[
U(u, τ)U(τ, s)−U(u, s)]du−
∞∫
t
Y (t, u)
[
U(u, τ)U(τ, s)−U(u, s)]du.
Setting
Z(u) = U(u, τ)U(τ, s)−U(u, s), (26)
we can rewrite the above identity in the form
Z(t) =
t∫
τ
X(t, u)Z(u)du−
∞∫
t
Y (t, u)Z(u)du. (27)
For each fixed τ  s in I , we consider the operator N defined by
(NW)(t) =
t∫
X(t,u)W(u)du−
∞∫
Y(t, u)W(u)du, (28)τ t
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E= {W : [τ,+∞) →B(X): W is continuous and ‖W‖ < ∞} (29)
with the supremum norm ‖W‖ = sup{‖W(u)‖: u ∈ [τ,+∞)}. By (28),
∥∥(NW)(t)∥∥D
t∫
τ
e−a(t−u)+ε|u|
∥∥B(u)∥∥ · ∥∥W(u)∥∥du
+D
∞∫
t
e−a(u−t)+ε|u|
∥∥B(u)∥∥ · ∥∥W(u)∥∥du θ‖W‖,
and thus N(E) ⊂ E. Furthermore, proceeding in a similar manner we find that for W1,W2 ∈ E,
‖NW1 −NW2‖ θ‖W1 −W2‖.
By hypothesis (19), N is a contraction, and hence there is a unique function W ∈ E satisfy-
ing (27). On the other hand, 0 ∈ E also satisfies (27) and thus we must have W = 0. By Lemma 2,
the function Z in (26) is in E, and since it also satisfies (27), we conclude that for any t  τ  s
in I ,
Z(t) = U(t, τ )U(τ, s)−U(t, s) = 0.
Therefore, U(t, τ )U(τ, s) = U(t, s). 
Step 2. Projections and invariance of the evolution operator. Recall that Tˆ (t, s) denotes the
evolution operator associated to Eq. (3). For each t ∈ I we define the linear operators
Pˆ (t) = Tˆ (t,0)U(0,0)Tˆ (0, t) and Qˆ(t) = Id−Pˆ (t). (30)
We want to show that the evolution operator admits a nonuniform exponential dichotomy with
projections Pˆ (t). We start by showing that the linear operators Pˆ (t) are indeed projections,
leaving invariant Tˆ (t, s).
Lemma 4. The operator Pˆ (t) is a projection for each t ∈ I , and (20) holds.
Proof. Set R = U(0,0). By Lemma 3, we have R2 = R. Since Tˆ (t, t) = Id,
Pˆ (t)Pˆ (t) = Tˆ (t,0)RTˆ (0, t)Tˆ (t,0)RTˆ (0, t) = Tˆ (t,0)R2Tˆ (0, t) = Pˆ (t),
and Pˆ (t) is a projection. Moreover, for t  s,
Pˆ (t)Tˆ (t, s) = Tˆ (t,0)RTˆ (0, t)Tˆ (t, s) = Tˆ (t, s)Tˆ (s,0)RTˆ (0, s) = Tˆ (t, s)Pˆ (s).
This completes the proof. 
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Lemma 5. Given s ∈ I , if y : [s,+∞) → X is a bounded solution of Eq. (3) with y(s) = ξ , then
y(t) = T (t, s)P (s)ξ +
t∫
s
T (t, τ )P (τ)B(τ)y(τ ) dτ −
∞∫
t
T (t, τ )Q(τ)B(τ)y(τ ) dτ.
Proof. By the variation of constants formula, for t  s in I ,
P(t)y(t) = T (t, s)P (s)ξ +
t∫
s
T (t, τ )P (τ)B(τ)y(τ ) dτ (31)
and
Q(t)y(t) = T (t, s)Q(s)ξ +
t∫
s
T (t, τ )Q(τ)B(τ)y(τ ) dτ. (32)
Equivalently, the last formula can be written in the form
Q(s)ξ = T (s, t)Q(t)y(t)−
t∫
s
T (s, τ )Q(τ)B(τ)y(τ ) dτ. (33)
Since y(t) is bounded, we have∥∥T (s, t)Q(t)y(t)∥∥CDe−a(t−s)+ε|t |,
where C = sup{‖y(t)‖: t  s in I } < ∞. Furthermore,
∞∫
s
∥∥T (s, τ )Q(τ)∥∥ · ∥∥B(τ)∥∥ · ∥∥y(τ)∥∥dτ DδC
∞∫
s
e−a(τ−s) dτ = DδC
a
.
Taking limits in (33) when t → +∞, since a > ε we obtain
Q(s)ξ = −
∞∫
s
T (s, τ )Q(τ)B(τ)y(τ ) dτ.
It follows from (32) that
Q(t)y(t) = −
∞∫
s
T (t, τ )Q(τ)B(τ)y(τ ) dτ +
t∫
s
T (t, τ )Q(τ)B(τ)y(τ ) dτ
= −
∞∫
t
T (t, τ )Q(τ)B(τ)y(τ ) dτ.
The desired statement follows readily from adding this identity to (31). 
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have
Pˆ (t)Tˆ (t, s) = T (t, s)P (s)Pˆ (s)+
t∫
s
T (t, τ )P (τ)B(τ)Pˆ (τ )Tˆ (τ, s) dτ
−
∞∫
t
T (t, τ )Q(τ)B(τ)Pˆ (τ )Tˆ (τ, s) dτ.
Proof. By Lemma 2, the function t → U(t,0)ξ , t  0, is a solution of Eq. (3) with initial condi-
tion at time zero equal to U(0,0)ξ . Therefore, U(t,0) = Tˆ (t,0)U(0,0). By Lemma 4 (see (20)),
Pˆ (t)Tˆ (t, s) = Tˆ (t, s)Pˆ (s)
= Tˆ (t, s)Tˆ (s,0)U(0,0)Tˆ (0, s)
= Tˆ (t,0)U(0,0)Tˆ (0, s) = U(t,0)Tˆ (0, s). (34)
Again by Lemma 2, for each ξ ∈ X the function
y(t) = Pˆ (t)Tˆ (t, s)ξ = U(t,0)Tˆ (0, s)ξ
is a solution of (3). Furthermore, by the definition of the space C in (8)–(9) this solution is
bounded for t  s, and by (34),
y(s) = U(s,0)Tˆ (0, s)ξ = Pˆ (s)Tˆ (s, s)ξ = Pˆ (s)ξ.
The desired identity follows now readily from Lemma 5. 
Step 4. Auxiliary bounds.
Lemma 7. Given s ∈ R and ς ∈ (s,+∞], let x : [s, ς) → [0,+∞) be a continuous function
satisfying
x(t)De−a(t−s)+ε|s|γ + δD
t∫
s
e−a(t−τ)x(τ ) dτ + δD
ς∫
t
e−a(τ−t)x(τ ) dτ (35)
for every t ∈ [s, ς), and assumed to be bounded when ς = +∞. Then
x(t) D˜γ e−a˜(t−s)+ε|s|, t ∈ [s, ς).
Proof. The proof is an elaboration of the one of Lemma 1. We will show that x(t)  Φ(t),
where Φ(t) is any bounded continuous function satisfying the integral equation
Φ(t) = De−a(t−s)+ε|s|γ + δD
t∫
e−a(t−τ)Φ(τ) dτ + δD
ς∫
e−a(τ−t)Φ(τ) dτ (36)s t
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z′′ − a2(1 − θ)z = 0. (37)
Notice that −a˜ = −a√1 − θ is the negative root of the corresponding characteristic equation. In
order that Φ is a bounded function when ς = +∞, we must have Φ(t) = Φ(s)e−a˜(t−s) (when
ς < +∞ we simply take Φ(t) to be of this form). Furthermore, by (36), substituting Φ(t) and
setting t = s,
Φ(s) = Deε|s|γ + δDΦ(s)
ς∫
s
e−(a+a˜)(τ−s) dτ Deε|s|γ +Φ(s) δD
a + a˜ .
Since a + a˜ > 0, this yields
Φ(s) D
1 − δD/(a˜ + a)e
ε|s|γ,
and thus Φ(t) D˜γ e−a˜(t−s)+ε|s|. We now set z(t) = x(t)−Φ(t) for t  s. It follows from (35)
and (36) that
z(t) δD
t∫
s
e−a(t−τ)z(τ ) dτ + δD
ς∫
t
e−a(τ−t)z(τ ) dτ.
Set also z = supts z(t). Since the functions x and Φ are bounded, z is finite, and taking the
supremum in the above inequality we obtain
z δDz sup
ts
t∫
s
e−a(t−τ) dτ + δDz sup
ts
ς∫
t
e−a(τ−t) dτ.
Hence, z θz. It follows from (19) that z 0, and thus z(t) 0, i.e., x(t)Φ(t) for t  s. 
Lemma 8. Given s ∈ R and  ∈ [−∞, s), let y : (, s] → [0,+∞) be a continuous function
satisfying
y(t)De−a(s−t)+ε|s|γ + δD
t∫

e−a(t−τ)y(τ ) dτ + δD
s∫
t
e−a(τ−t)y(τ ) dτ (38)
for t ∈ (, s], and assumed to be bounded when  = −∞. Then
y(t) D˜γ e−a˜(s−t)+ε|s|, t ∈ (, s].
Proof. Proceeding in a similar manner to that in the proof of Lemma 7 we can show that
y(t) Ψ (t), where Ψ (t) is any bounded continuous function satisfying
Ψ (t) = De−a(s−t)+ε|s|γ + δD
t∫
e−a(t−τ)Ψ (τ) dτ + δD
s∫
e−a(τ−t)Ψ (τ) dτ t
2422 L. Barreira, C. Valls / J. Differential Equations 244 (2008) 2407–2447for t  s. Note first that Ψ (t) also satisfies the differential equation (37). Substituting Ψ (t) =
Ψ (s)e−a˜(s−t) in the above identity and setting t = s we obtain
Ψ (s) = Deε|s|γ + δDΨ (s)
s∫

e−(a+a˜)(s−τ) dτ Deε|s|γ +Ψ (s) δD
a + a˜ .
Hence,
Ψ (s) D
1 − δD/(a + a˜) e
ε|s|γ,
and Ψ (t) Ψ (s)e−a˜(s−t). Proceeding in a similar manner to that in Lemma 7 we find that
y(t) Ψ (t) D˜γ e−a˜(s−t)+ε|s|.
This completes the proof of the lemma. 
Step 5. Norm bounds for the evolution operator. We now establish norm bounds for
Tˆ (t, s)| Im Pˆ (s) when t  s and Tˆ (t, s)| Im Qˆ(s) when t  s. We recall that the constants a˜
and D˜ are given by (18).
Lemma 9. The inequality (21) holds for every t  s in I .
Proof. Let ξ ∈ X. Setting x(t) = ‖Pˆ (t)Tˆ (t, s)ξ‖ for t  s, and γ = ‖Pˆ (s)ξ‖ it follows from
Lemma 6 and (16)–(17) that the function x is bounded, and satisfies the inequality in (35) with
ς = +∞. Therefore, by Lemma 7,
∥∥Pˆ (t)Tˆ (t, s)ξ∥∥ D˜e−a˜(t−s)+ε|s|∥∥Pˆ (s)ξ∥∥, t  s.
By Lemma 4 we have
Pˆ (t)Tˆ (t, s) = Tˆ (t, s)Pˆ (s) = Tˆ (t, s)Pˆ (s)Pˆ (s),
and hence, setting η = Pˆ (s)ξ ,
∥∥Tˆ (t, s)Pˆ (s)η∥∥ D˜e−a˜(t−s)+ε|s|‖η‖, t  s.
This establishes the desired inequality. 
Lemma 10. The inequality (22) holds for every t  s in I .
Proof. We first derive an equation for Qˆ(t)Tˆ (t, s). By the variation of constants formula, i.e.,
Tˆ (t, s) = T (t, s)+
t∫
T (t, τ )B(τ)Tˆ (τ, s) dτ,s
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y(t) = T (t,0)Qˆ(0)+
t∫
0
T (t, τ )B(τ)y(τ ) dτ. (39)
On the other hand, using (23) with t = s = 0,
Pˆ (0) = U(0,0) = P(0)−
∞∫
0
Q(0)T (0, τ )B(τ)U(τ,0) dτ. (40)
Since P(0) and Q(0) are complementary projections, by (40) we have
P(0)Pˆ (0) = P(0). (41)
Therefore,
Q(0)Qˆ(0) = (Id−P(0))(Id−Pˆ (0))= Id−Pˆ (0) = Qˆ(0). (42)
It follows from (39) that
y(s) = T (s,0)Qˆ(0)+
s∫
0
T (s, τ )B(τ)y(τ ) dτ
= T (s,0)Q(0)Qˆ(0)+
s∫
0
T (s, τ )B(τ)y(τ ) dτ. (43)
Multiplying (43) on the left by T (t, s)Q(s) and using again (42), we obtain
T (t, s)Q(s)y(s) = T (t,0)Q(0)Qˆ(0)+
s∫
0
T (t, τ )Q(τ)B(τ)y(τ ) dτ
= T (t,0)Qˆ(0)+
s∫
0
T (t, τ )Q(τ)B(τ)y(τ ) dτ. (44)
Combining (39) and (44) yields
y(t) = T (t, s)Q(s)y(s)−
s∫
0
T (t, τ )Q(τ)B(τ)y(τ ) dτ +
t∫
0
T (t, τ )B(τ)y(τ ) dτ
= T (t, s)Q(s)y(s)+
t∫
T (t, τ )P (τ)B(τ)y(τ ) dτ −
s∫
T (t, τ )Q(τ)B(τ)y(τ ) dτ. (45)0 t
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Qˆ(t)Tˆ (t, s) = Tˆ (t, s)Qˆ(s). (46)
Since y(τ) = Tˆ (τ,0)Qˆ(0), we obtain y(τ)Tˆ (0, s) = Qˆ(τ )Tˆ (τ, s). Thus, multiplying (45) on the
right by Tˆ (0, s) we find that for t  s,
Qˆ(t)Tˆ (t, s) = T (t, s)Q(s)Qˆ(s)+
t∫
0
T (t, τ )P (τ)B(τ)Qˆ(τ )Tˆ (τ, s) dτ
−
s∫
t
T (t, τ )Q(τ)B(τ)Qˆ(τ )Tˆ (τ, s) dτ. (47)
Let now ξ ∈ X, and set y(t) = ‖Tˆ (t, s)Qˆ(s)ξ‖ for t  s in I , and γ = ‖Qˆ(s)ξ‖. It follows
readily from (47) and (46) that the function y satisfies the inequality (38). Using Lemma 8 and
proceeding in a similar manner to that in the proof of Lemma 9 we readily obtain the desired
inequality. 
We proceed with the proof of the theorem. We have shown that there exist projections Pˆ (t)
(see (30)) leaving invariant the evolution operator Tˆ (t, s) (see Lemma 4). The corresponding
norms bounds for Tˆ (t, s)| Im Pˆ (t) and Tˆ (t, s)| Im Qˆ(t) are given respectively by Lemmas 9
and 10. This completes the proof of the theorem. 
We can now establish our main robustness result.
Proof of Theorem 2. Applying Theorem 3 we obtain projections Pˆ (t) satisfying (20) as well as
the norm bounds in (21) and (22). We also obtain norm bounds for the projections. We note that
this is the only place in the proof where the assumption ‖B(t)‖ δe−ε|t | in Theorem 3 must be
replaced by the new assumption ‖B(t)‖ δe−2ε|t |.
Lemma 11. Provided that δ is sufficiently small, for any t ∈ I we have
∥∥Pˆ (t)∥∥ 4Deε|t | and ∥∥Qˆ(t)∥∥ 4Deε|t |. (48)
Proof. By Lemma 6 with t = s, since P(t) and Q(t) are complementary projections,
Q(t)Pˆ (t) = −
∞∫
t
T (t, τ )Q(τ)B(τ)Pˆ (τ )Tˆ (τ, t) dτ. (49)
By Lemmas 9 and 4 (see (20)) we have that for τ  t in I ,
∥∥Pˆ (τ )Tˆ (τ, t)∥∥ D˜e−a˜(τ−t)+ε|t |∥∥Pˆ (t)∥∥. (50)
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∥∥Q(t)Pˆ (t)∥∥ δDD˜∥∥Pˆ (t)∥∥
∞∫
t
e−a(τ−t)+ε|τ |e−2ε|τ |e−a˜(τ−t)+ε|t | dτ
 δDD˜
∥∥Pˆ (t)∥∥
∞∫
t
e−(a+a˜−ε)(τ−t) dτ = DD˜δ
a + a˜ − ε
∥∥Pˆ (t)∥∥, (51)
since a > ε. Similarly, it follows from (47) with t = s that
P(t)Qˆ(t) =
t∫
0
T (t, τ )P (τ)B(τ)Qˆ(τ )Tˆ (τ, t) dτ. (52)
By Lemma 10 and (46) we have that for τ  t in I ,∥∥Qˆ(τ )Tˆ (τ, t)∥∥ D˜e−a˜(t−τ)+ε|t |∥∥Qˆ(t)∥∥. (53)
By (52), using (16) we obtain
∥∥P(t)Qˆ(t)∥∥ δDD˜∥∥Qˆ(t)∥∥
t∫
0
e−a(t−τ)+ε|τ |e−2ε|τ |e−a˜(t−τ)+ε|t | dτ
 δDD˜
∥∥Qˆ(t)∥∥
t∫
0
e−(a+a˜−ε)(t−τ) dτ = DD˜δ
a + a˜ − ε
∥∥Qˆ(t)∥∥. (54)
Observe now that
Pˆ (t)− P(t) = Pˆ (t)− P(t)Pˆ (t)− P(t)+ P(t)Pˆ (t)
= (Id−P(t))Pˆ (t)− P(t)(Id−Pˆ (t))
= Q(t)Pˆ (t)− P(t)Qˆ(t). (55)
It follows from (51) and (54) that
∥∥Pˆ (t)− P(t)∥∥ δDD˜
a + a˜ − ε
(∥∥Pˆ (t)∥∥+ ∥∥Qˆ(t)∥∥). (56)
On the other hand, by (16)–(17) with t = s, we have∥∥P(t)∥∥Deε|t | and ∥∥Q(t)∥∥Deε|t |.
It follows from (56) that
∥∥Pˆ (t)∥∥ ∥∥Pˆ (t)− P(t)∥∥+ ∥∥P(t)∥∥ δDD˜
a + a˜ − ε
(∥∥Pˆ (t)∥∥+ ∥∥Qˆ(t)∥∥)+Deε|t |,
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∥∥Qˆ(t)∥∥ ∥∥Pˆ (t)− P(t)∥∥+ ∥∥Q(t)∥∥ δDD˜
a + a˜ − ε
(∥∥Pˆ (t)∥∥+ ∥∥Qˆ(t)∥∥)+Deε|t |.
Therefore,
∥∥Pˆ (t)∥∥+ ∥∥Qˆ(t)∥∥ 2δDD˜
a + a˜ − ε
(∥∥Pˆ (t)∥∥+ ∥∥Qˆ(t)∥∥)+ 2Deε|t |,
and (
1 − 2δDD˜
a + a˜ − ε
)(∥∥Pˆ (t)∥∥+ ∥∥Qˆ(t)∥∥) 2Deε|t |.
Taking δ sufficiently small so that 2δDD˜/(a + a˜ − ε) 1/2 we obtain∥∥Pˆ (t)∥∥+ ∥∥Qˆ(t)∥∥ 4Deε|t |.
This yields the desired inequalities. 
Combining (50) with (48) we find that for τ  t in I ,∥∥Pˆ (τ )Tˆ (τ, t)∥∥ D˜e−a˜(τ−t)+ε|t |∥∥Pˆ (t)∥∥ 4DD˜e−a˜(τ−t)+2ε|t |.
Similarly, combining (53) with (48) we find that for τ  t in I ,∥∥Qˆ(τ )Tˆ (τ, t)∥∥ D˜e−a˜(t−τ)+ε|t |∥∥Qˆ(t)∥∥ 4DD˜e−a˜(t−τ)+2ε|t |.
This completes the proof of the theorem. 
4. Stable and unstable subspaces
4.1. Dimension of the stable and unstable subspaces
Consider the linear subspaces
E(t) = P(t)X and F(t) = Q(t)X
for each t  0. We call E(t) and F(t) respectively the stable and unstable subspaces at time t
associated to the exponential dichotomy of Eq. (1). Clearly, X = E(t) ⊕ F(t) for every t ∈ I ,
and the dimensions dimE(t) and dimF(t) are independent of t . Similarly, under the hypotheses
of Theorem 2 we consider the linear subspaces
Eˆ(t) = Pˆ (t)X and Fˆ (t) = Qˆ(t)X (57)
for each t ∈ I (see (30) for the definition of the projections Pˆ (t) and Qˆ(t)). These are respectively
the stable and unstable subspaces at time t associated to the exponential dichotomy of Eq. (3).
The dimensions dim Eˆ(t) and dim Fˆ (t) are also independent of t .
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for each t ∈ I .
Proof. In view of the above discussion, it is sufficient to consider t = 0. Fix τ ∈ I and set
Z(t) = U(t, τ )(P(τ)− Id), t  τ.
Using (23) it is straightforward to verify that Z satisfies (27). By Lemma 2, we have Z ∈ E
(see (29)) and proceeding as in the proof of Lemma 3 we find that Z = 0, i.e.,
Z(t) = U(t, τ )(P(τ)− Id)= U(t, τ )P (τ)−U(t, τ ) = 0.
In particular, setting t = τ = 0,
Pˆ (0)P (0) = Pˆ (0). (58)
We now consider the linear operators
S = Id−P(0)+ Pˆ (0) and T = Id+P(0)− Pˆ (0).
It follows easily from (41) and (58) that ST = Id. Therefore, S is invertible and S−1 = T . Fur-
thermore, a simple computation shows that
SP (0)S−1 = SP (0)T = Pˆ (0),
and P(0) and Pˆ (0) are similar. The same happens with Q(0) and Qˆ(0). In particular, dimE(0) =
dim Eˆ(0) and dimF(0) = dim Fˆ (0). This implies the desired statement. 
4.2. Angles between the stable and unstable subspaces
We discuss briefly in this section how the spaces Eˆ(t) and Fˆ (t) in (57) may vary with the
perturbation B(t) or more precisely with the parameter δ in Theorem 2.
Theorem 5. Under the hypotheses of Theorem 2, for any t  s in I we have
∥∥P(t)− Pˆ (t)∥∥ δ 8D2D˜
a + a˜ e
ε|t |. (59)
In particular, for each fixed t ∈ I we have Pˆ (t) → P(t) as δ → 0.
Proof. The inequality (59) follows immediately from (56) and (48). 
We now define
α(t) = inf{‖x − y‖: x ∈ E(t), y ∈ F(t), ‖x‖ = ‖y‖ = 1},
αˆ(t) = inf{‖x − y‖: x ∈ Eˆ(t), y ∈ Fˆ (t), ‖x‖ = ‖y‖ = 1}.
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α(t) = 2 sin(θ(t)/2) and αˆ(t) = 2 sin(θˆ (t)/2),
where θ(t) and θˆ (t) are respectively the angle between E(t) and F(t), and the angle between
Eˆ(t) and Fˆ (t). We have (see for example [15])
1
‖P(t)‖  α(t)
2
‖P(t)‖ and
1
‖Pˆ (t)‖  αˆ(t)
2
‖Pˆ (t)‖ . (60)
It follows from Theorem 5 that
∣∣∥∥P(t)∥∥− ∥∥Pˆ (t)∥∥∣∣ ∥∥P(t)− Pˆ (t)∥∥ δ 8D2D˜
a + a˜ e
ε|t |.
Hence, by (60), for each fixed t ∈ I ,
lim
δ→0
∣∣α(t)− αˆ(t)∣∣ 1‖P(t)‖  α(t).
5. Robustness of dichotomies in the interval R
We first consider the case of the interval I = (−∞, ς]. We continue to consider the constants a˜
and D˜ in (18).
Theorem 6. The statement in Theorem 2 holds for I = (−∞, ς] with ς  0.
Proof. The proof is analogous to the proof of Theorem 2, and hence we will only indicate the
main differences. Set
K = {(t, s) ∈ I × I : t  s},
and consider the Banach space
D= {V :K →B(X): V is continuous and ‖V ‖ < ∞} (61)
with the norm
‖V ‖ = sup{∥∥V (t, s)∥∥e−ε|s|: (t, s) ∈ K}.
Similar arguments to those in the proofs of Lemmas 2 and 3 establish the following statement.
Lemma 12. The equation Z′ = (A(t)+B(t))Z has a unique solution V ∈D such that for each
(t, s) ∈ K ,
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s∫
t
T (t, τ )Q(τ)B(τ)V (τ, s) dτ
+
t∫
−∞
T (t, τ )P (τ)B(τ)V (τ, s) dτ. (62)
Furthermore, V (s, τ )V (τ, t) = V (s, t) for any t  τ  s in K .
Let now Tˆ (t, s) be the evolution operator associated to Eq. (3). For each t ∈ I we consider
the linear operators
Qˆ(t) = Tˆ (t,0)V (0,0)Tˆ (0, t) and Pˆ (t) = Id−Qˆ(t).
Lemma 13. The operator Pˆ (t) is a projection, and
Pˆ (t)Tˆ (t, s) = Tˆ (t, s)Pˆ (s), t  s.
The proof of the lemma is analogous to the one of Lemma 4. To obtain the norm bounds for
Tˆ (t, s)Pˆ (s) when t  s and Tˆ (t, s)Qˆ(t) when t  s we start with the following statement.
Lemma 14. Given s ∈ K , if y : (−∞, s] → X is a bounded solution of Eq. (3) with y(s) = ξ ,
then
y(t) = T (t, s)Q(s)ξ −
t∫
s
T (t, τ )Q(τ)B(τ)y(τ ) dτ +
t∫
−∞
T (t, τ )P (τ)B(τ)y(τ ) dτ.
Proof. By the variation of constants formula, for t  s in K ,
P(s)ξ = T (s, t)P (t)y(t)+
s∫
t
T (s, τ )P (τ)B(τ)y(τ ) dτ (63)
and
Q(s)ξ = T (s, t)Q(t)y(t)+
s∫
t
T (s, τ )Q(τ)B(τ)y(τ ) dτ. (64)
Since y(t) is bounded, we have∥∥T (s, t)P (t)y(t)∥∥ CDe−a(s−t)+ε|t |,
where C = sup{‖y(t)‖: t  s in K} < ∞. Furthermore,
s∫ ∥∥T (s, τ )P (τ)∥∥ · ∥∥B(τ)∥∥ · ∥∥y(τ)∥∥dτ DδC
s∫
e−a(s−τ) dτ = DδC
a
.−∞ −∞
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P(s)ξ =
s∫
−∞
T (s, τ )P (τ)B(τ)y(τ ) dτ.
By (64) we conclude that
P(t)y(t) =
s∫
−∞
T (t, τ )P (τ)B(τ)y(τ ) dτ −
s∫
t
T (t, τ )P (τ)B(τ)y(τ ) dτ
=
t∫
−∞
T (t, τ )Q(τ)B(τ)y(τ ) dτ.
The desired statement follows from this identity and (64). 
Proceeding as in the proof of Lemma 6 we obtain the following.
Lemma 15. The function (−∞, s] ∩ I  t → Qˆ(t)Tˆ (t, s) is bounded, and for any t  s in K we
have
Qˆ(t)Tˆ (t, s) = T (t, s)Q(s)Qˆ(s)−
s∫
t
T (t, τ )Q(τ)B(τ)Tˆ (τ, s)Qˆ(s) dτ
+
t∫
−∞
T (t, τ )P (τ)B(τ)Tˆ (τ, s)Qˆ(s) dτ.
Lemma 16. We have ∥∥Tˆ (t, s)| Im Pˆ (s)∥∥ D˜e−a˜(t−s)+ε|s|, t  s in K,∥∥Tˆ (t, s)| Im Qˆ(s)∥∥ D˜e−a˜(s−t)+ε|s|, t  s in K.
Proof. The proof of the second statement is analogous to the proof of Lemma 9. Namely, it
follows from Lemma 15 that for each ξ ∈ X the function y : (−∞, s] → [0,+∞) given by
y(t) = Qˆ(t)Tˆ (t, s)ξ is a bounded solution of (3). Thus the desired inequality follows readily
from Lemma 8 with  = −∞.
The proof of the first statement is analogous to the proof of Lemma 10. Namely, using similar
arguments we can show that for t  s,
Pˆ (t)Tˆ (t, s) = T (t, s)P (s)Pˆ (s)+
t∫
0
T (t, τ )Q(τ)B(τ)Pˆ (τ )Tˆ (τ, s) dτ
+
t∫
s
T (t, τ )P (τ)B(τ)Pˆ (τ )Tˆ (τ, s) dτ.
The desired statement follows now easily from Lemma 7. 
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norm bounds ∥∥Pˆ (t)∥∥ 4Deε|t | and ∥∥Qˆ(t)∥∥ 4Deε|t |
for any t ∈ K . Combined with Lemma 16 we find that∥∥Tˆ (t, s)Pˆ (s)∥∥ D˜e−a˜(t−s)+ε|s|∥∥Pˆ (s)∥∥ 4DD˜e−a˜(t−s)+2ε|s|
for t  s in K , and that∥∥Tˆ (t, s)Qˆ(s)∥∥ D˜e−a˜(s−t)+ε|s|∥∥Qˆ(s)∥∥ 4DD˜e−a˜(s−t)+2ε|s|
for t  s in K . This completes the proof of the theorem. 
We now consider the case of dichotomies in the interval R.
Theorem 7. The statement in Theorem 2 holds for I = R.
Proof. Consider the sets
J = {(t, s) ∈R×R: t  s} and K = {(t, s) ∈R×R: t  s}.
We also consider the spaces C and D in (8) and (61) associated respectively with J and K . We
note that by repeating arguments in the proofs of Theorems 3 and 6 using these sets we find that
the operators
Pˆ+(t) := Tˆ (t,0)U(0,0)Tˆ (0, t), Qˆ−(t) := Tˆ (t,0)V (0,0)Tˆ (0, t)
are projections for each t ∈R, such that for every t , s ∈R,
Pˆ+(t)Tˆ (t, s) = Tˆ (t, s)Pˆ+(s), Qˆ−(t)Tˆ (t, s) = Tˆ (t, s)Qˆ−(s),
and
∥∥Tˆ (t, s)| Im Pˆ+(s)∥∥ D˜e−a˜(t−s)+ε|s|, t  s, (65)∥∥Tˆ (t, s)| Im Qˆ−(s)∥∥ D˜e−a˜(s−t)+ε|s|, t  s. (66)
Indeed, notice that Lemmas 7 and 8 hold respectively for functions of the form x : [s,+∞) →
[0,+∞) and y : (−∞, s] → [0,+∞), for any s ∈R. This allows us to establish respectively (65)
(see the proof of Lemma 9) and (66) (see the proof of Lemma 16). Using the identities
P(0)Pˆ+(0) = P(0), Pˆ+(0)P (0) = Pˆ+(0) (67)
(see (41) and (58)), and the corresponding
Q(0)Qˆ−(0) = Q(0), Qˆ−(0)Q(0) = Qˆ−(0), (68)
we can establish the following statement.
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Proof. Setting Pˆ−(0) = Id−Qˆ−(0), it follows readily from (68) that P(0)Pˆ−(0) = Pˆ−(0). Us-
ing also (67) we obtain
Pˆ+(0)+ Qˆ−(0)− Id = Pˆ+(0)− P(0)+ P(0)− Pˆ−(0)
= Pˆ+(0)− P(0)Pˆ+(0)+ P(0)− P(0)Pˆ−(0)
= Q(0)Pˆ+(0)+ P(0)Qˆ−(0).
By Lemma 12,
P(0)Qˆ−(0) = P(0)V (0,0) = −
0∫
−∞
T (0, τ )P (τ)B(τ)V (τ,0) dτ,
and by Lemma 2,
Q(0)Pˆ+(0) = Q(0)U(0,0) = −
∞∫
0
T (0, τ )Q(τ)B(τ)U(τ,0) dτ.
To estimate the two integrals, we need to obtain the bounds for U(t,0) when t  0 and for V (t,0)
when t  0. Using (23) and (16)–(17) we obtain
∥∥U(t,0)∥∥ ∥∥T (t,0)P (0)∥∥+
t∫
0
∥∥T (t, τ )P (τ)∥∥ · ∥∥B(τ)∥∥ · ∥∥U(τ,0)∥∥dτ
+
∞∫
t
∥∥T (t, τ )Q(τ)∥∥ · ∥∥B(τ)∥∥ · ∥∥U(τ,0)∥∥dτ
De−at +Dδ
t∫
0
e−a(t−τ)
∥∥U(τ,0)∥∥dτ +Dδ
∞∫
t
e−a(τ−t)
∥∥U(τ,0)∥∥dτ.
Setting x(t) = ‖U(t,0)‖ and γ = 1, it follows from Lemma 7 that∥∥U(t,0)∥∥ D˜e−a˜t , t  0. (69)
To estimate V (t,0) for t  0, we note that using (62) and again (16)–(17),
∥∥V (t,0)∥∥ ∥∥T (t,0)Q(0)∥∥+
0∫
t
∥∥T (t, τ )Q(τ)∥∥ · ∥∥B(τ)∥∥ · ∥∥V (τ,0)∥∥dτ
+
t∫
−∞
∥∥T (t, τ )P (τ)∥∥ · ∥∥B(τ)∥∥ · ∥∥V (τ,0)∥∥dτ
Deat +Dδ
0∫
e−a(τ−t)
∥∥V (τ,0)∥∥dτ +Dδ
t∫
e−a(t−τ)
∥∥V (τ,0)∥∥dτ.
t −∞
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(−∞, s]) that
∥∥V (t,0)∥∥ D˜ea˜t , t  0. (70)
It follows from (69) and (70) that
∥∥Pˆ+(0)+ Qˆ−(0)− Id∥∥
∞∫
0
∥∥T (0, τ )Q(τ)∥∥ · ∥∥B(τ)∥∥ · ∥∥U(τ,0)∥∥dτ
+
0∫
−∞
∥∥T (0, τ )P (τ)∥∥ · ∥∥B(τ)∥∥ · ∥∥V (τ,0)∥∥dτ
 δDD˜
∞∫
0
e−(a+a˜)τ dτ + δDD˜
0∫
−∞
e(a+a˜)τ dτ
 2δDD˜
a + a˜ .
Hence, taking δ sufficiently small, we can make ‖Pˆ+(0)+ Qˆ−(0)− Id‖ as small as desired, and
thus S = Pˆ+(0)+ Qˆ−(0) becomes invertible. 
For each t ∈R we set
P˜ (t) = Tˆ (t,0)SP (0)S−1Tˆ (0, t).
We have
P˜ (t)2 = Tˆ (t,0)P˜ (0)2Tˆ (0, t) = Tˆ (t,0)SP (0)2S−1Tˆ (0, t) = P˜ (t),
and P˜ (t) is a projection for each t . Furthermore,
Tˆ (t, s)P˜ (s) = Tˆ (t,0)SP (0)S−1Tˆ (0, s) = P˜ (t)Tˆ (t, s). (71)
Thus, to show that Eq. (3) admits a nonuniform exponential dichotomy in R with projec-
tions P˜ (t), it remains to obtain norm bounds for Tˆ (t, s)P˜ (s) when t  s, and Tˆ (t, s)Q˜(s) when
t  s. These will be a consequence of (65)–(66). Observe first that by (67)–(68),
SP (0) = Pˆ+(0)P (0)+ Qˆ−(0)P (0) = Pˆ+(0),
SQ(0) = Pˆ+(0)Q(0)+ Qˆ−(0)Q(0) = Qˆ−(0).
Therefore, setting
S(t) = Tˆ (t,0)STˆ (0, t) = Pˆ+(t)+ Qˆ−(t),
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P˜ (t)S(t) = Tˆ (t,0)SP (0)S−1STˆ (0, t) = Tˆ (0, t)SP (0)Tˆ (0, t) = Pˆ+(t),
and thus also Q˜(t)S(t) = Qˆ−(t), where Q˜(t) = Id−P˜ (t). Therefore,
Im P˜ (t) ⊃ Im Pˆ+(t) and Im Q˜(t) ⊃ Im Qˆ−(t).
Since S(t) is invertible it follows that indeed
Im P˜ (t) = Im Pˆ+(t) and Im Q˜(t) = Im Qˆ−(t).
By (65) we obtain that for t  s,
∥∥Tˆ (t, s)P˜ (s)∥∥ ∥∥Tˆ (t, s)| Im P˜ (s)∥∥ · ∥∥P˜ (s)∥∥
= ∥∥Tˆ (t, s)| Im Pˆ+(s)∥∥ · ∥∥P˜ (s)∥∥
 D˜e−a˜(t−s)+ε|s|
∥∥P˜ (s)∥∥. (72)
Similarly, it follows from (66) that for t  s,
∥∥Tˆ (t, s)Q˜(s)∥∥ ∥∥Tˆ (t, s)| Im Qˆ−(s)∥∥ · ∥∥P˜ (s)∥∥ D˜e−a˜(s−t)+ε|s|∥∥Q˜(s)∥∥. (73)
Lemma 18. Provided that δ is sufficiently small, for any t ∈ R we have
∥∥P˜ (t)∥∥ 4Deε|t | and ∥∥Q˜(t)∥∥ 4Deε|t |.
Proof. It follows from (72) that for each ξ ∈ X the function y(t) = Tˆ (t, s)P˜ (s)ξ , t  s,
is bounded. Since y(s) = P˜ (s)ξ , it follows from Lemma 5 that for t  s,
P˜ (t)Tˆ (t, s) = T (t, s)P (s)P˜ (s)+
t∫
s
T (t, τ )P (τ)B(τ)P˜ (τ )Tˆ (τ, s) dτ
−
∞∫
t
T (t, τ )Q(τ)B(τ)P˜ (τ )Tˆ (τ, s) dτ.
Setting t = s, since P(t) and Q(t) are complementary projections we obtain
Q(t)P˜ (t) = −
∞∫
t
T (t, τ )Q(τ)B(τ)P˜ (τ )Tˆ (τ, t) dτ.
By (72) and (71) we have that for τ  t ,
∥∥P˜ (τ )Tˆ (τ, t)∥∥ D˜e−a˜(τ−t)+ε|t |∥∥P˜ (t)∥∥.
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∥∥Q(t)P˜ (t)∥∥ DD˜δ
a + a˜ − ε
∥∥P˜ (t)∥∥.
Similarly, by (73), for each ξ ∈ X the function y(t) = Tˆ (t, s)Q˜(s)ξ , t  s, is bounded. Since
y(s) = Q˜(s)ξ , it follows from Lemma 14 that for t  s,
Q˜(t)Tˆ (t, s) = T (t, s)Q(s)Q˜(s)−
t∫
s
T (t, τ )Q(τ)B(τ)Q˜(τ )Tˆ (τ, s) dτ
+
t∫
−∞
T (t, τ )P (τ)B(τ)Q˜(τ )Tˆ (τ, s) dτ.
Setting t = s we obtain
P(t)Q˜(t) =
t∫
−∞
T (t, τ )P (τ)B(τ)Q˜(τ )Tˆ (τ, t) dτ. (74)
By (73) and (71) we have that for τ  t ,∥∥Q˜(τ )Tˆ (τ, t)∥∥ D˜e−a˜(t−τ)+ε|t |∥∥Q˜(t)∥∥.
Therefore, in view of (74),
∥∥P(t)Q˜(t)∥∥ DD˜δ
a + a˜ − ε
∥∥Q˜(t)∥∥.
Observe now that replacing Pˆ (t) by P˜ (t) in (55) we obtain
P˜ (t)− P(t) = Q(t)P˜ (t)− P(t)Q˜(t).
The desired statement can be obtained by repeating arguments in the proof of Lemma 11, replac-
ing Pˆ (t) by P˜ (t) and Qˆ(t) by Q˜(t). 
The theorem follows readily from (72), (73), and Lemma 18. 
6. Discrete time case
Let again X be a Banach space. We consider a sequence Am ∈ B(X), m ∈ N, where B(X)
is the space of bounded linear operators in X. We assume that each Am is invertible and has
bounded inverse. Set
A(m,n) =
⎧⎨
⎩
Am−1 · · ·An if m> n,
Id if m = n,
A−1 · · ·A−1 if m< n.m n−1
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A(m, k)A(k, n) =A(m,n), m, k,n ∈N.
We say that the sequence (Am)m∈N admits a nonuniform exponential contraction if there exist
constants a, D > 0 and ε  0 such that∥∥A(m,n)∥∥De−a(m−n)+ε|n|, m n.
We say that the sequence (Am)m∈N admits a nonuniform exponential dichotomy if there exist
projections Pm :X → X for each m ∈ N such that
A(m,n)Pn = PmA(m,n), m n,
and there exist constants a, D > 0 and ε  0 such that
∥∥A(m,n)Pn∥∥De−a(m−n)+ε|n|, m n,∥∥A(m,n)Qn∥∥De−a(n−m)+ε|n|, nm, (75)
where Qm = Id−Pm is the complementary projection.
6.1. Robustness of nonuniform exponential contractions
The following is a version of Theorem 1 in the case of discrete time.
Theorem 8. Let Am,Bm ∈ B(X), m ∈ N. If the sequence (Am)m∈N admits a nonuniform ex-
ponential contraction, and ‖Bm‖  δe−ε|m+1|, m ∈ N, with δD < 1 − e−a , then the sequence
(Am + Bm)m∈N admits a nonuniform exponential contraction, with the constant a replaced by
a − log(1 + δDea).
Proof. One can easily verify that
Aˆ(m,n) =A(m,n)+
m−1∑
l=n
A(m, l + 1)BlAˆ(l, n), (76)
where
Aˆ(m,n) =
{
(Am−1 +Bm−1) · · · (An +Bn) for m> n,
Id for m = n. (77)
Setting xm = ‖Aˆ(m,n)‖, we find that
xm 
∥∥A(m,n)∥∥+ m−1∑
l=n
∥∥A(m, l + 1)∥∥ · ‖Bl‖xl
De−a(m−n)+ε|n| + δD
m−1∑
l=n
e−a(m−l−1)xl . (78)
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xm De−a(m−n)+ε|n| + δD
m−1∑
l=n
e−a(m−l−1)xl .
If δD < 1 − e−a then
xm De−(a−log(1+δDe
a))(m−n)+ε|n|, m n.
Proof. Consider the sequence Φm defined recursively by
Φm = De−a(m−n)+ε|n| + δD
m−1∑
l=n
e−a(m−l−1)Φl. (79)
Setting Γm = ea(m−n)Φm, we can rewrite (79) in the form
Γm = Deε|n| + δDea
m−1∑
l=n
Γl.
One can easily verify that Γm+1 − Γm = δDeaΓm, i.e.,
Γm+1 =
(
1 + δDea)Γm.
Furthermore, again by (79), Γn = Φn = Deε|n| and for any m n,
Γm =
(
1 + δDea)m−nΓn = Deε|n|(1 + δDea)m−n = Delog(1+δDea)(m−n)+ε|n|.
Set zm = xm −Φm. Then
zm  δD
m−1∑
l=n
e−a(m−l−1)zl, m n. (80)
Set now z = supmn zm. Since the sequences (xm)mn and (Φm)mn are bounded, the number
z is finite. Taking the supremum in (80) we obtain
z δDz sup
mn
m−1∑
l=n
e−a(m−l−1).
Hence, z  (δD/(1 − e−a))z. Since δD < 1 − e−a , we obtain that z  0. Thus, zm  0, i.e.,
xm Φm for m n. Therefore,
xm Φm = e−a(m−n)Γm De−(a−log(1+δDea))(m−n)+ε|n|,
and we obtain the desired inequality. 
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This completes the proof of the theorem. 
We note that in a similar manner to that in Theorem 1 we can consider nonuniform exponen-
tial contractions in any interval I ⊂ N. The statement in Theorem 8 remains valid for all these
contractions.
6.2. Robustness of nonuniform exponential dichotomies
We consider in this section the problem of robustness of nonuniform exponential dichotomies
in “the interval” N. As in the continuous time setting, the case of other intervals can be treated in
a similar manner and thus we omit this material. Set
a˜ = − log(cosha −√cosh2 a − 2(1 + δD sinha)),
D˜ = D
1 − δDea˜/(ea+a˜ − 1) .
The following is our robustness result.
Theorem 9. Let Am,Bm ∈ B(X), m ∈ N. If the sequence (Am)m∈N admits a nonuniform expo-
nential dichotomy with ε < a, and ‖Bm‖  δe−2ε|m+1|, m ∈ N, with δ sufficiently small, then
the sequence (Am + Bm)m∈N admits a nonuniform exponential dichotomy, with constants a, D,
and ε replaced respectively by a˜, 4DD˜, and 2ε.
Proof. Consider the Banach space
C= {U = (U(m,n))
mn ∈B(X): ‖U‖ < ∞
}
with the norm
‖U‖ = sup{∥∥U(m,n)∥∥e−ε|n|: m n}.
Set
Cnl =A(n, l + 1)Pl+1Bl and Dnl =A(n, l + 1)Ql+1Bl.
We will always assume that
θ := δD 1 + e
−a
1 − e−a < 1. (81)
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fying
U(m,n) =A(m,n)Pn +
m−1∑
l=n
CmlU(l, n)−
∞∑
l=m
DmlU(l, n). (82)
Proof. Assume that U ∈ C satisfies (82). We have
U(m+ 1, n)−AmU(m,n) = Cm+1,mU(m,n)+Dm+1,mU(m,n)
= BmU(m,n),
and hence U(m,n) solves the difference equation. Thus, we must show that the operator
(LU)(m,n) =A(m,n)Pn +
m−1∑
l=n
CmlU(l, n)−
∞∑
l=m
DmlU(l, n)
has a unique fixed point in C. Clearly,
∥∥(LU)(m,n)∥∥ ∥∥A(m,n)Pn∥∥+ m−1∑
l=n
∥∥A(m, l + 1)Pl+1∥∥ · ‖Bl‖ · ∥∥U(l, n)∥∥
+
∞∑
l=m
∥∥A(m, l + 1)Ql+1∥∥ · ‖Bl‖ · ∥∥U(l, n)∥∥
De−a(m−n)+ε|n| +Dδeε|n|‖U‖
m−1∑
l=n
e−a(m−l−1)
+Dδeε|n|‖U‖
∞∑
l=m
e−a(m−l−1).
Since a > 0, this implies that ‖LU‖D + θ‖U‖ < ∞, and hence, L :C→ C. For U1,U2 ∈ C,
proceeding in a similar manner to the one above we obtain
‖LU1 −LU2‖ θ‖U1 −U2‖,
and L is a contraction. Thus, there is a unique U ∈ C such that LU = U . 
Lemma 21. For any m k  n we have U(m,k)U(k,n) = U(m,n).
Proof. Since Pm and Qm are complementary projections, it follows from (82) that
U(m,k)U(k,n) =A(m,n)Pn +
k−1∑
l=n
CmlU(l, n)+
m−1∑
l=k
CmlU(l, k)U(k,n)
−
∞∑
DmlU(l, k)U(k,n).l=m
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Zm =
m−1∑
l=k
CmlZl −
∞∑
l=m
DmlZl. (83)
For fixed k and n we consider the operator
(NW)m =
m−1∑
l=k
CmlWl −
∞∑
l=m
DmlWl
in the Banach space
E= {W = (Wm)mk ⊂B(X): ‖W‖ < ∞}
with the norm ‖W‖ = sup{‖Wl‖: l  k}. We have
∥∥(NW)m∥∥Dm−1∑
l=k
e−a(m−l−1)+ε|l+1|‖Bl‖ · ‖Wl‖
+D
∞∑
l=m
e−a(l+1−m)+ε|l+1|‖Bl‖ · ‖Wl‖ θ‖W‖,
and thus N :E→ E. We can also show that
‖NW1 −NW2‖ θ‖W1 −W2‖.
Hence, the operator N is a contraction, and there exists a unique W ∈ E satisfying (83), which
thus must be the above sequence Z ∈ E. Since 0 ∈ E also satisfies (83) we conclude that for any
m k  n,
Zm = U(m,k)U(k,n)−U(m,n) = 0.
This completes the proof of the lemma. 
Let Aˆ(m,n) be as in (77) for m n, and let Aˆ(m,n) = Aˆ(n,m)−1 for m< n. We set
Pˆm = Aˆ(m,1)U(1,1)Aˆ(1,m) and Qˆm = Id−Pˆm.
Lemma 22. The operator Pˆm is a projection, and
PˆmAˆ(m,n) = Aˆ(m,n)Pˆn, m n.
The proof is analogous to that of Lemma 4 and thus it is omitted.
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for m n, then
ym =A(m,n)Pnyn +
m−1∑
l=n
Cmlyl −
∞∑
l=m
Dmlyl.
Proof. Clearly, for m n,
Pmym =A(m,n)Pnyn +
m−1∑
l=n
Cmlyl (84)
and
Qmym =A(m,n)Qnyn +
m−1∑
l=n
Dmlyl. (85)
Since the sequence (ym)mn is bounded, we have
∞∑
l=n
‖Dnlyl‖Dδ
∞∑
l=n
e−a(l+1−n) sup
ln
‖yl‖ < ∞.
Rewriting (85) in the form
Qnyn =A(n,m)Qmym −
m−1∑
l=n
Dnlyl,
and letting m → ∞, since a > ε we obtain Qnyn = −∑∞l=n Dnlyl . It follows from (85) that
Qmym = −
∞∑
l=n
Dmlyl +
m−1∑
l=n
Dmlyl = −
∞∑
l=m
Dmlyl. (86)
The statement follows from adding (84) and (86). 
Lemma 24. For any m n,
PˆmAˆ(m,n) = Aˆ(m,n)PnPˆn +
m−1∑
l=n
CmlPˆlAˆ(l, n)−
∞∑
l=m
DmlPˆlAˆ(l, n).
The proof is analogous to that of Lemma 6 and thus it is omitted.
Lemma 25. Let (xm)mn ⊂ [0,+∞) be a bounded sequence such that
xm De−a(m−n)+εnγ + δD
m−1∑
l=n
e−a(m−l−1)xl + δD
∞∑
l=m
e−a(l+1−m)xl (87)
for m n. Then xm  D˜γ e−a˜(m−n)+εn for m n.
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Φm = De−a(m−n)+ε|n|γ + δD
m−1∑
l=n
e−a(m−l−1)Φl + δD
∞∑
l=m
e−a(l+1−m)Φl. (88)
One can show that it satisfies the recurrence
Φm+1 =
(
ea + e−a)Φm − (1 + δD(ea − e−a))Φm−1. (89)
Indeed,
Φm+1 = e−aDe−a(m−n)+ε|n|γ + e−aδD
m∑
l=n
e−a(m−l−1)Φl
+ eaδD
∞∑
l=m+1
e−a(l+1−m)Φl
= e−aDe−a(m−n)+ε|n|γ + e−aδD
m−1∑
l=n
e−a(m−l−1)Φl + e−aδDeaΦm
+ eaδD
∞∑
l=m
e−a(l+1−m)Φl − eaδDe−aΦm
= e−aDe−a(m−n)+ε|n|γ + e−aδD
m−1∑
l=n
e−a(m−l−1)Φl
+ eaδD
∞∑
l=m
e−a(l+1−m)Φl
= e−aΦm − e−aδD
∞∑
l=m
e−a(l+1−m)Φl + eaδD
∞∑
l=m
e−a(l+1−m)Φl.
Similarly,
Φm−1 = eaDe−a(m−n)+ε|n|γ + eaδD
m−2∑
l=n
e−a(m−l−1)Φl
+ e−aδD
∞∑
l=m−1
e−a(l+1−m)Φl
= eaDe−a(m−n)+ε|n|γ + eaδD
m−1∑
l=n
e−a(m−l−1)Φl − eaδDΦm−1
+ e−aδD
∞∑
e−a(l+1−m)Φl + e−aδDΦm−1
l=m
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∞∑
l=m
e−a(l+1−m)Φl + e−aδD
∞∑
l=m
e−a(l+1−m)Φl
− eaδDΦm−1 + e−aδDΦm−1.
Summing the two identities we obtain (89). We can easily verify that in order that the solution
Φm of the recurrence in (89) is bounded we must have Φm = Φne−a˜(m−n) (notice that e−a˜ < 1).
By (88), setting m = n,
Φn = Deε|n|γ + δDe−aΦn
∞∑
l=n
e−(a+a˜)(l−n) = Deε|n|γ +Φn δDe
−a
1 − e−(a+a˜) ,
which yields
Φn = De
ε|n|γ (ea+a˜ − 1)
ea+a˜ − 1 − δDea˜ .
This implies that Φm = D˜γ e−a˜(m−n)+ε|n|. Set now zm = xm −Φm for m n. Then
zm  δD
m−1∑
l=n
e−a(m−l−1)zl + δD
∞∑
l=m
e−a(l+1−m)zl.
Setting z = supmn zm, we obtain
z δDz sup
mn
m−1∑
l=n
e−a(m−l−1) + δDz sup
mn
∞∑
l=m
e−a(l+1−m).
Hence, z  θz and by (81), we obtain that z  0. Thus, zm  0 and xm  Φm for m  n. This
yields the desired result. 
Lemma 26. Let (ym)1mn ⊂ [0,+∞) be a finite sequence such that
ym De−a˜(n−m)+εnγ + δD
n−1∑
l=m
e−a(l+1−m)yl + δD
m−1∑
l=0
e−a(m−l−1)yl (90)
for m n. Then ym  D˜γ e−a˜(n−m)+εn for m n.
The proof is analogous to that of Lemma 25.
Lemma 27. ‖Aˆ(m,n)| Im Pˆn‖ D˜e−a˜(m−n)+εn for m n.
Proof. Let ξ ∈ X. Setting xm = ‖PˆmAˆ(m,n)ξ‖ for m  n and γ = ‖Pˆnξ‖. It follows from
Lemma 24 and (75) that xm satisfies (87). By Lemmas 22 and 25 we obtain∥∥Aˆ(m,n)Pˆnξ∥∥= ∥∥PˆmAˆ(m,n)ξ∥∥ D˜e−a˜(m−n)+ε|n|‖Pˆnξ‖.
This establishes the desired inequality. 
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Proof. In a similar manner to the proof of Lemma 10, we first derive an identity for QˆmAˆ(m,n).
Since
Aˆ(m,n) =A(m,n)+
m−1∑
l=n
A(m, l + 1)BlAˆ(l, n)
(see (76)–(77)), the sequence ym = Aˆ(m,1)Qˆ1 satisfies
ym =A(m,1)Qˆ1 +
m−1∑
l=1
A(m, l + 1)Blyl. (91)
On the other hand, using (82) with m = n = 1,
Pˆ1 = U(1,1) = P1 −
∞∑
l=1
Q1A(1, l + 1)BlU(l,1). (92)
It follows from (92) that P1Pˆ1 = P1. Therefore,
Q1Qˆ1 = (Id−P1)(Id−Pˆ1) = Id−Pˆ1 = Qˆ1. (93)
By (91), we obtain
yn =A(n,1)Qˆ1 +
n−1∑
l=1
A(n, l + 1)Blyl =A(n,1)Q1Qˆ1 +
n−1∑
l=1
A(n, l + 1)Blyl. (94)
Multiplying (94) on the left by A(m,n)Qn and using (93), we obtain
A(m,n)Qnyn =A(m,1)Q1Qˆ1 +
n−1∑
l=1
A(m, l + 1)QmBlyl =A(m,1)Qˆ1 +
n−1∑
l=1
Dmlyl.
Combined with (91) this yields
ym =A(m,n)Qnyn −
n−1∑
l=1
Dmlyl +
m−1∑
l=1
A(m, l + 1)Blyl
=A(m,n)Qnyn +
m−1∑
l=1
Cmlyl −
n−1∑
l=m
Dmlyl. (95)
On the other hand, by Lemma 22,
QˆmAˆ(m,n) = Aˆ(m,n)Qˆn, (96)
and thus, ylAˆ(1, n) = QˆlAˆ(l, n). Multiplying (95) on the right by Aˆ(1, n) we obtain
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+
m−1∑
l=1
CmlQˆlAˆ(l, n)−
n−1∑
l=m
DmlQˆlAˆ(l, n). (97)
Let now ξ ∈ X. Set ym = ‖Aˆ(m,n)Qˆnξ‖ for m n, and γ = ‖Qˆnξ‖. It follows from (97) and
(96) that the sequence ym satisfies the inequality in (90). Using Lemma 26 we readily obtain the
desired inequality. 
Lemma 29. Provided that δ is sufficiently small, for any m ∈N,
‖Pˆm‖ 4Deεm and ‖Qˆm‖ 4Deεm.
Proof. By Lemma 24 with m = n,
QmPˆm = −
∞∑
l=m
DmlPˆlAˆ(l,m). (98)
By Lemmas 27 and 22 we have that for l m,
∥∥PˆlAˆ(l,m)∥∥ D˜e−a˜(l−m)+εm‖Pˆm‖.
By (98), using (75) we obtain
‖QˆmPˆm‖ δDD˜‖Pˆm‖
∞∑
l=m
e−a(l+1−m)+ε(l+1)e−2ε(l+1)e−a˜(l−m)+εm
 δDD˜e−a−ε‖Pˆm‖
∞∑
l=m
e−(a+a˜+ε)(l−m)
= δDD˜e
−a−ε
1 − e−(a+a˜+ε) ‖Pˆm‖. (99)
Similarly, it follows from (97) with m = n that
PmQˆm =
m−1∑
l=1
CmlQˆlAˆ(l,m). (100)
By Lemma 28 and (96) we have that for l m,
∥∥QˆlAˆ(l,m)∥∥ D˜e−a˜(m−l)+εm‖Qˆm‖.
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‖PmQˆm‖ δDD˜‖Qˆm‖
m−1∑
l=1
e−a(m−l−1)+ε(l+1)e−2ε(l+1)e−a˜(m−l)+εm
 δDD˜ea−ε‖Qˆm‖
m−1∑
l=1
e−(a+a˜−ε)(m−l) = δDD˜e
a−ε
ea+a˜−ε − 1‖Qˆm‖. (101)
Proceeding in a similar manner to that in (55) we find that
Pˆm − Pm = QmPˆm − PmQˆm.
It follows from (99) and (101) that
‖Pˆm − Pm‖ 14
(‖Pˆm‖ + ‖Qˆm‖) (102)
provided that δ is sufficiently small. On the other hand, by (75) with m = n we have
‖Pm‖Deεm and ‖Qm‖Deεm.
It follows from (102) that
‖Pˆm‖ ‖Pˆm − Pm‖ + ‖Pm‖ 14
(‖Pˆm‖ + ‖Qˆm‖)+Deεm,
and since ‖Qˆ(t)−Q(t)‖ = ‖Pˆ (t)− P(t)‖ we also have
‖Qˆm‖ ‖Pˆm − Pm‖ + ‖Qm‖ 14
(‖Pˆm‖ + ‖Qˆm‖)+Deεm.
Therefore,
‖Pˆm‖ + ‖Qˆm‖ 12
(‖Pˆm‖ + ‖Qˆm‖)+ 2De2εm,
and ‖Pˆm‖ + ‖Qˆm‖ 4Deεm. 
This completes the proof of the theorem. 
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