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Trees in regular graphs and double correspondence systems 
by 
E. Wattel 
Abstract 
In this paper we investigate the double correspondence graph problem 
o:f Koopman. This is a probabilistic variant o:f the well-known problems o:f 
maximal systems o:f distinct representatives and optimal matchings. It is 
treated by the originator, by Finch and by Marshall :from the point of view 
o:f operations research, but in this paper we use more combinatorial and 
analytic methods to describe the in:finite solutions o:f the problem. A:fter 
the preliminaries we enumerate the number of small subtrees through a given 
vertex in a regular graph. From the coefficients we construct a power 
series which provides the solution o:f the double correspondence problem :for 
in:finite regular trees. From this in:finite solution we derive the bounds 
for the :finite graph cases. 
Acknowledgement 
I wish to express my gratitude to Pro:f. J.H. van Lint :for his valu-
able suggestions. 
/ 
2 
1. Double correspondence systems 
Preceding the main definition of the system and the first observa-
tions we describe a practical situation for which it is a mathematical 
model. 
Let us consider a situation in which N ins~allations require service 
from A service stations. Every service station can deliver service to 
precisely two installations,*) and every installation can receive service 
of precisely v service stations. (Obviously A= :v). Suppose next that ~t 
a certain time each service station independently has a probability p of 
' being unable to deliver service and that no service station can deliver 
service to more than one installation at the same time. 
Now we ask for the expected number of installations which can get 
service, and how the service stations should be distributed over the in-
stallations such that the expected percentage of the installations which 
gets service, is as large as possible. 
I.I. Definition of the problem 
Let G be a regular graph without loops with degree v, which has N 
vertices and A edges. Suppose that a subcollection of A is removed from 
G subject to the following conditions: 
i ) every edge of G has a fixed probability p of being removed; 
ii) the removal of each edge is stochastically independent of the removal 
of the other edges. 
Then we get a Peduced graph Gr. 
In G we construct an optimal edge-vertex assignment (in the sequel 
r 
briefly an assignment), this is a one to one function on a subcollection 
*) . . . . . . The problem in which every service station can deliver service to anoth-
er number of installations is called the multiple correspondence problem 
{[2],[4]). Only the double correspondence problem is related to regular 
graphs. The multiple correspondence problem can be described with bipar-
tite graphs. 
of the edges into the collection of vertices of the reduced graph, which 
maps each edge onto one of its vertices, and which has a range as large 
as possible under these conditions. 
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A vertex which is not in the range of.an optimal assignment is called 
an excZuded vertex. Let N be the number of excluded vertices in G. Then r · r 
the expectation e(N /N) is a stochastic function which depends on the 
r 
graph G and the ~robability p. We call this the service poZynomiaZ FG(p). 
It is the expected fraction of the vertices-which are not represented by 
edges in an optimal assignment. 
The double correspondence problem asks for minimization of the poly-
nomial FG(p) by variation of Gover regular graphs with a fixed degree 
under certain restrictions for.the number of vertices N and the edge re-
moval probability p. Usually both N and pare fixed. 
Our aim is to construct the greatest lower bound function for the 
polynomials FG(p) of all regular graphs with degree v by means of the 
service function F(p) of the infinite regular tree of degree v. 
1.2. Notation conventions and definitions 
The probaiility that an edge is not removed is denoted by q 
* ' (q = 1-p); therefore O ~ q ~ 1 since 1 ~ p ~ O. FG(q) = FG(1-q) and 
F*(q) = F( 1-q). 
An isolated vertex is a tree without edges. An n-(sub)tree is a 
(sub)tree with n edges (n ~ 0). 
Let S be a subgraph of G. An edge of G which is not in S, but which is 
incident with a vertex of Sis called peripheraZ to S. 
1.3. Proposition 
In every optimal assignment in a (reduced) graph G each excluded 
r 
vertex is contained in a finite tree component of G and each finite tree 
r 
component contains precisely one excluded vertex. 
Proof. In a finite tree component the number of edges is one less than 
the number of vertices. Therefore an optimal assignment in it contains at 
least one excluded vertex. We can construct an optimal assignment by ex-
4 
eluding one vertex and directing all edges inward toward the excluded ver-
tex. Next·we assign each edge to its initial vertex and in this way pre-
cisely one vertex is excluded from the assignment. 
In a finite non-tree component of G we construct an assignment 
r 
without excluded vertex by taking a spanning tree of the component and 
making an assignment as above in this tree,_ with one of the vertices of a 
removed edge a-0 as the excluded vertex .. Finally, we assign a0 to this ver-
tex and now each vertex is contained in the assignment. Therefore no ~pti-
mal assignment can have excluded vertices in this component. 
In an infinite component of G no optimal assignment will have ex-
r 
eluded vertices either. We restrict our attention to a spanning tree T of 
the component. A theorem of Konig ([3]; VI Satz 4) states that in an in-
finite tree there exists a one to one correspondence between the edges 
and the vertices. Such a correspondence in T can be considered as arr opti-
mal assignment in the component of G. 
r 
From these three cases the proposition is clear. D 
1.4. Proposition 
If Tis a finite subtree of a graph G then the probability of the 
event that Tis a component of G is equal to pm(T).qn(T) in which n(T) 
r 
is the number of edges of T and m(T) is the number of peripheral edges to 
T. 
This proposition follows from the independence of the removal of the 
edges (1.1, condition ii). 
1.5. Proposition 
The service polynomial of a finite graph G is 
F ( ) = 1., m(T) n(T) G p N l p q ' 
T 
where the sum is taken over all subtrees of G, and m(T) and n(T) are de-
fined as in 1.4. 
,. 
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Proof. By definition 
F (p) = .1 I* q~ PA-~ 
G NG 
,** l 1,-
TcG 
r r 
in which,* is taken over all reduced graphs G er G, and A is the number l · r r 
,** . . of'edges G, -and the sum l is taken over all tree components of G. 
r r 
Reversal of the order of summation yields 
. . ,***. . . in which l is taken over all reduc.ed graphs which contain T as a com-
ponent. Now for a fixed T 
,*** Ar A-Ar m(T) n(T) l q p = p q ' 
and the assertion follows. D 
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2. Trees in regular graphs 
In this· section we enumerate the trees, which pass through a given 
vertex in regular graphs with less edges than the girth of the graph. To 
this end we define generating functions and we use Lagrange's inversion 
formula in order to obtain the coefficients of the related power se-
ries. 
2 ., 1. Proposition 
Let G be a regular graph with girth g and degree v. Let T be a sub-
tree of G with n < g-1 edges. Then there are (v-2)n + v peripheral edges 
t T . ·t T. f G . V ( v-2 )n o and the probabili y that is a component o . r is p. p q • 
Proof. T has n+1 vertices. Each vertex is incident with v edges o~ G, so 
there are (n+1)v incidence relations involved. Each edge of Tis incident 
with two vertices and since n < g-1 no addition of an edge can yield a 
cycle. Therefore no peripheral edge can be incident with two vertices of 
T. We obtain m(T) = (n+1)v - 2n. The proposition now follows from 1.4. D 
2.2. Theorem 
Let G be a regular graph with degree v and girth g. Then for each 
n < g and each vertex X of G there are 
B = v /(v-1 )(n+1 )) 
n (v-2)n + v \ n 
n-subtrees of G, which contain X as a vertex. For n ~ g the number B 
n 
is an upper bound for the number of n-trees. 
Proof. We first enumerate all rooted trees with root X and with a fixed 
initial edge aj. Let~ be the number of k-trees of this type. Then 
K0 = 1 (no edges) and K1 = 1 (the edge aj) and 
( 2. 1) 
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where the sum is taken over all sequences of v-1 non-negative integers 
with sum k-1. This is a consequence of the fact that we can construct 
trees emerging from the other vertex of a. on a fixed edge adjacent to 
J 
a. which are structurally equivalent to the trees emerging from X with 
J 
initial edge a .• Define 
J 
00 
~(z) =. l ~ zk 
k=O 
then, if we consider (2.1) as power series multiplication, we find 
= ~(z}-1 
, 
z 
or, if 
~( z) -1 = 1JJ , 
then 
z = ip( 1+1JJ) 1-v 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
Next we apply Lagrange's inversion formula (cf.[1]) to (2.2) and (2.5) 
00 
1JJ I ~z k = 
k=1 
with k-1 (k(v-1)) 
(2.6) 
1· d {(ip+1 )k(v-1 )u iJJ=O 1 ~ =- (dip) = k(v-2)+1· \ k k! 
In order to find all n-trees containing X we combine trees emerging 
from the edges a 1, ••• ,av incident with X such that the sum of the edges 
of the trees emerging from the edges a 1, •.• ,av of Xis equal ton. In the 
same way as (2.1) we obtain 
B = r(K. 1.K. 2 •.••• K. ) , n J J JV 
( 2. 7) 
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in which the sum is taken over all v-tuples j 1,j 2 , •• ,jv with sum n. 
Analogous to (2.2) and (2.3) we obtain 
00 
~(z) = l B zn = (,(z))v. 
n=O n 
(2 .8) 
In order to find the coefficients of these series we introduce another va-
riable q defined as the solution in the neighbourhood of O of the equation 
( )v-2 q 1-q = z ( 2.9) 
(cf. section 1.2 and proposition 2.11 Another application of Lagrange 
yields 
with 
and 
with 
we obtain 
1 ( .d )k-1 {( 1_ )-k(v-2)~ = _1 . {k(v:..1) -2}! yk = k! ~ q k! {k(v-2) -1} ! ' ~ q=O 
1 d k-1 ( )-1 ( ) ( ) {d 1-q ( 1_4 )-k v-2 }0 0k = k! dq dq 
1 d k- 1 {( 1_4 )-k(v-2)-2}~ = k! (dq) 
_ _ . {k(v-1)}! 
0k - ~ - k!{k(v-2) +1}! 
q=O 
= 
q=O 
(2.10) 
(2.11) 
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and therefore we conclude that 
. 1 
f(z) = (1-q)- and cJ.i ( z ) = ( 1-q) -v. (2.12) 
Now we can again apply Lagrange on cJ.i(z) in order to obtain the cpeffi-
cients B · since cJ.i(z) = 1 + ' 00 1 B zn we find n' ln= n 
B 
n 
1 
=-
n-1 V 
( d) {d(1-gr ( 1- )-n(v-2)},I = 
n ! dq dq q :) q=O 
n-1 
=-1 (d) { v }j _y_{(n+1Hv-1)}! 
n! dq ( 1-q)(n+1)(v-2) + 3 q=O - n! {(n+1)(v-2)+2}! 
and the required formula for B follows immediately. 
n 
This way of generating trees is only valid as long no cycle is in-
troduced in the procedure. This is the case when the original graph is an 
infinite regular tree and when the number of edges involved in the compu-
tation is smaller than g. 
Bn is completely determined by the~ with k ~ n and also the enume-
ration of~ uses only trees with less thank edges. Therefore Bn is in-
deed the number of n-trees containing X when n < g. 
When n ~ g the only thing which can happen is that there are combi-
nations of K's in (2.1) and (2.7) which do not represent trees. In that 
case the coefficient B will be larger than the actual value of the num-
n 
ber of n-trees containing X. This finishes the proof. D 
For the infinite regular trees G the number B is the number of n-
n 
subtrees through a vertex of G for every number n. 
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3. The infinite regular tree 
In this· section we consider the infinite regular tree of a given de-
gree v and we will derive an expression for the service function F(p) of 
this graph. This service function has to be defined as the probability 
that a given vertex is excluded from an optimal assignment. Since exclu-
sion is a choice process we should make an assumption about it such that 
this choice is independent of the par~i~ular vertex. 
3. I. Assumption 
Let X be a vertex of an n-tree T with probability c(T). We define the 
probability that Xis excluded from service under the condition that Tis 
its component in the reduced graph to be n!,• The contribution to the loss 
of service of X because of the occurence of Twill therefore be e(T)/(n.1). 
3.2. Proposition 
The service function F(p) = F*(q) of an infinite regular tree with 
degree vis equal to 
F(p) 
co B 
v, n ( v-2 )n v 
= p t,, n+1 p q = vp 
n=O 
~ · { (n+1 )(v-1)} ! ( v-2 )n 
l (n+1)!{(n+1)v-2n}! P q • 
n=O 
Moreover, this series converges for Os p s 1 and q = 1-p absolutely and-
uniformly and the limit function is analytical on Os p < (v-2)/(v-1) 
and on (v-2)/(v-1) < p s 1 and continuous in p = (v-2)/(v-1). 
Proof. The formula for F(p) is a direct consequence of the assumption 3.1, 
proposition 2.1 and theorem 2.2. In order to establish convergence we only 
Bn have to consider the radius of convergence of l:=o n+ 1 zn. 
B (cf. [6], formula A2) 
n ((n+1 )(v-1 )\ 1 
n+1 = n+1 / {(n+1)v-2n}{(n+1)v-2n-1} s 
'(( )v-1)· n+1 v-1 v-1 
s/21r(n+1 )(v-2) (v-2 )v-2 
1 
· {(n+1 )v-2n-1 }{(n+1 )v-2n} 
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B zn 
Therefore I:=o n~1 is an analytic function which is convergent on 
the ciosed disc lzl ~ (v-2)v-2 (v-1) 1-v. 
If we put z = pv-2(1-p) then z is an analytic function of p with a 
unique absolute ~aximum for p = (v-2)/(y-1) in the considered interv:al. 
Th~re z is equal to the maximal admissible value (v-2)v-2 (v-1) 1-v. This 
proves the proposition. 0 
3.3. Theorem 
The·service function F(1-q) = F*(q) = 1 - ~vq for O ~ q ~ v~1• 
The service function 
F(p) p V ( 1-lvy) v--2 
= ( 1-y )V for O ~ p ~ v-1 ' 
in which y is the unique solution of the equation pv-2(1-p) = y(1-y)v-2 
T • ...:th O < < - 1-
ffJ. - Y - v-1 • 
B zn 
Proof. We consider the sum I 00_ 0 +n1 • In order to prove the first for-. n- n 
mula we must show that this is equal to (1-~vq)(1-q)-v, whenever 
z = q(1-q)v-2. 
We again apply the Lagrange formula on these equations as in the 
proof of theorem 2.2. We have 
in which 
,, 
00 
(1-~vq)(1-q)-v = l n F z + 1, 
n 
F 
n 
n=1 
1 
=-
n-1 · ( d) {v{1-(v-1 )q} 1 }j = 
n! dq 2( 1-q)v+1 • ( 1-q)n(v-2) q=O 
_ y_ { _1 {(n+1)(v-1)}! 
- 2 n! {(n+1 )(v-2)+2}! 
(n-1 )(v-1) {(n+1 )(v-1 )-1}!} 
n! {(n+1)(v-2)+2}! 
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B 
n _ v · { ( n+ 1 )( v-1 )} ! { } 
- 2 (n+1)!{(n+1)(v-2)+2}! (n+1)-(n-l) =--n+1 
Since B0 = 1 we find that in a neighbourhood of O the functions 
F*(q)(1-q)-v and (1-~vq)(1-q)-v are equal. 
However, we know that F*(q) is analytical on the interval 
* 0 sq< 1/(v-1) (cf.3.2) and therefore we have F (q) = 1 - ~vq on 
0 sq s 1/(v-1). The limit in _1_1 follows from the continuity which was v-
al~o established in proposition 3.2. 
In order to find the formula for Os p s (v-2)/(v-1) we observe that 
pv-2(1-p) has a unique point with derivative O inside the interval 
0 < p < 1, na.I!!ely in p = (v-2)/(v-1). The function z.(p) = pv-2( 1-p) is 
strictly increasing from Oto (v-2)/(v-1) and strictly decreasing from 
( v-2) / ( v-1 ) to 1 • Therefore for each p in ( 0, ( v-2) /( v-1 )) there exists a 
. . ( )v-2 v-2( ) . /( } unique y with y 1-y = p 1-p subJect to Os y s 1 v-1 • 
From the first part of the proof we find: 
co B 
, n n 
l n+1 z = 
n=O 
and our second formula is a direct corollary of this result. It is also 
clear that this formula is analytical and a direct computation of the 
derivatives shows that F(p) is even differentiable in p = (v-2)/(v-1). D 
3.4. Corollaries 
3 3 ( 1- -p)p 1 
a) If v = 3 then F(p) 2 for Os p s = 2· ( 1-p) 3 
4 / z 
b) If v = 4 then F(p) 16E ( ~+2E-3E -E} for Os p s 2 = ; ·2 4 3· ( 1-p+ 1+2p-3p ) 
Proof. 
a) y(1-y) == p(l-p) if v = 3, Sop= y. 
b) y( 1-y)2 = p2( 1-p). Therefore y3-2y2+y+p3-p2 = O; and so 
,. 
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{y+p-1)(y2+p2-py-y) = o. The first factor vanishes when 
y = q = 1-p. The second factor vanishes when y = ~ (p+1±lt+2p-3p~1). We 
have to choo-se the negative· root since y :s; ~ and we thus get 
F(p) 
4 I i 
= 16p ( ✓1+2p-3p -p) 
/ 
2· 4• ( 1-p+ 1-2p-3p ) □ 
From these formulas we can give some numerical values: 
a). v = 3, p = 1; then F(p) =~-Notice, that we have for the graph K4 , 
F (J.) - .2.._ > J. G 2 - 32 - 4 ' 
b) v = 4, p =½;then F(p) = 0,0902. If we consider K5 , we find 
FG{½) = 0,130 > 0,0902. 
The boundaries given in [2] for FG(½) in case v = 4 are for large graphs 
G with "optimal" structure: 0,084 :s; FG(½) :s; 0, 125. Marshall [5] finds 
0,084 :s; FG(!) s 0,106 (we have adapted the notation). 
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4. Estimates for finite graphs 
In this· section we prove that the value of F(p) is always smaller 
than the value of FG(p) for each finite graph G and for every p and v. 
We also show that for p close to O and for p close to 1, the func-
tion F(p) is the uniform greatest lower bound of the FG(p). The polynomial 
FG(p) will be close to F(p) whenever the girth is large. 
4.1. Lemma 
For p = 1-q and O ~ q ~ 1 the following equality holds: 
12vN , N , N • • l (N-i)(2; )p2v -i qi= N(1-~vq). 
i=O 1 
Proof. 
1vN (p+q)2 = 
Differentiation and multiplication with q gives: 
1 . 
~vN q{p+q)2VN-1 
If we multiply (4.1) with N and subtract (4.2) we find 
N(p+q)~vN _ ~vN q{p+q)~vN-1 = ~vN , (N-i) ( ~:N) ~vN-i i l i p q • 
i=O 
Now the lemma follows from p+q = 1. D 
4.2. Theorem 
( 4. 1 ) 
(4.2) 
If G is a finite regular graph of degree v then for all p we have 
FG(p) ~ F(p) in which F(p) is the service function of the infinite regu-
lar tree of degree v. 
Proof. A reduced graph with i edges has at least N-i excluded vertices. 
Theref'ore 
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(4.3) 
= 1 - ~vq = F*(q) 
w~enever Os q s 1~v· In this f'ormula the second inequality holds because 
all the extra terms are negative. 
Next we assume that Os p s (v-2)/(v-1). Let y and z be such that 
z = y(1-y)v-2 = pv-2(1-p) and Os y s (v-1)-1 .. Now 
()() B * 
tlcl = l _!L zn = F (y) (4.4) 
v _0 n+1 ( 1 )v p n- -y 
FG(p) = i l pm(T) qn(T) in which n(T) is the µumber of' edges 
T subtree of' G 
of' the tree and m(T) is the number of' peripheral edges to the tree. Now 
m(T)°S n(T)(v-2) + v. Define d(T) = n(T)(v-2) + v ~ m(T).(This is the 
number of' peripheral edges which have both vertices in the tree.) Then 
1 , v-d(T)( v-2 )n(T) FG(p) = - l p p q • 
NT subtree of G 
( 4. 5) 
Now it f'ollows that 
n * ()() Bnz = F*(y) < FG( y) 
nlo n+1 (1-y)V - (1-y)v 
(compare with (4.3)). Moreover, 
since 1-y s p and d(T) is always positive (cf'.(4.5)). We f'ind 
16 
Kil= 
V 
oo Bnzn = F(1-y) < FG(1~y) < FG(p) 
2 n+1 ( v - )v - v 
n=O 1-y) ( 1-y p 
and now the assertion follows easily. Both parts together prove the 
theorem. D 
4.3. Theorem 
Let· {G lg= 2,3,4, •••. } be a sequence of regular graphs*) each with g 
degree v and girth g. Then FG (p) tends to F(p) whenever g + 00 and pis 
g 
such that 
(v-2)v-2 ~ .... __ ........._ _ _ 
(v-1)v-1 • 
Proof. We consider the tree representation of FG (p) and divide it into 
g 
two parts: 
1 FG (p) = N 
g g 
I 
-T 
n(T)<g-1 
m(T) n(T) + l 
p q N 
g 
I 
'I' 
n(T)~g-1 
m(T) n(T) p q • 
In the first part we know that m(T) = (v-2)n(T)+v and therefore this part 
is equal to the first g-1 terms of the sum series for F(p) (cf. proposi-
tion 2.1 and theorem 2.2). Since g tends to 00 this part converges to F(p). 
It remains to prove that the second part tends to O. From theorem 
2.2 we know that the number of n-trees through a vertex in a graph is not 
larger than the number of n-trees through a vertex in the corresponding 
infinite regular tree. One n-tree has n+1 vertices and therefore the num-
ber of trees with n edges is +11 B N. Ann-tree has (v-2)n+v peripheral n n g ( ) 
· · · f t 1 t v-2 n+v · 1 d incidence relations, and there ore a eas 2 periphera e ges. 
Now we estimate the second sum: 
*) From the theorem of Erdos and Sachs [7] it follows that there exist 
sequences {G} of this type. g 
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m(T' 00 B (, ) 1 1 I n I n n 2V-1 n 2V p , q ::,; n+1 q p P ::,; N g T n=g-1 
ri~&;-1 
n 
lv 00 B {( 2 )v-2} I n v- . ::,; p2 
n+1 (v- 1 )v-1 n=g-1 
The last series is convergent for all g and hence it tends to O whenever 
g tends to 00. D 
4.4. Theorem 
Let G be a regular graph with degree v and girth g. Then we have 
* 1 11 g F G ( q_) = 1 - 2 vq + 0 ( q 2 ) for q + 0. 
Proof. A reduced graph with less than~ edges cannot contain two inde-
pendent circui~s and therefore every edge is in the domain of an assign-
ment and the number of excluded vertices is then equal to N-n. We find 
(N-n) n ~vN-n r~vN) ~ 
...__--'-q(1-q) +O(q ). 
n \ n 
The theorem now easily follows from 4.1. D 
4.5. Theorem 
Let G be a graph with degree v and girth g. Then we have 
for p + 0. 
Proof. 
I 
T 
m(T) n(T) p q + .l I 
N T 
m(T) n(T) p q • 
n( T)<g-1 n(T)~g-1 
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In theorem 4.3 we have already seen that the first part of this sum is 
. ( ) (g-2 )( v-2>+v . equal to t.he first part of F p up to the order p • We still 
have to prove that the second part is O(pHv-2 )g). If n(T) :.?: g-1 then 
m(T):.?: n(T)(~~2.l+v ~K(~-2 ) + 1. This proves the theorem. 0 
4.6. Conclusions 
The last three theorems show the close relation between the double 
correspondence problem and the theorem of Erdos and Sachs (cf.[7]) about 
regular graphs with large girth. Since there exist graphs with arbitrary 
large girth we conclude that in the intervals mentioned in theorem 4.3 
the functions FG (p) tend to F(p); i.e. on those intervals F(p) is the 
greatest lower b~und for the functions FG(p) in which the FG(p) correspond 
to the finite regular graphs G of degree v. 
but 
The last theorem can be improved in the following way: 
F (p) = F(p) + O(pg(v-2 )) 
G 
( ) ( )} -g(v-2)-1 {FG p - F p p 
for p + 0 , 
has a limit for p tends to O, for every graph with girth g. This is a 
corollary of the fact that every n-tree in a regular graph with 
n:.?: g > 5 and v:.?: 3 has more than g(v-2) peripheral edges. However, the 
proof of this statement is too involved for this paper. 
For practical situations the methods of Erdos and Sachs will provide 
ways to construct graphs which are close to optimal for most values of p. 
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5. Definitions and notation conventions 
G 
N 
A 
V 
F(p) 
q 
F*{q) 
The graph (without loops). 
The number of vertices in a finite graph. 
The number of edges in a finite graph. 
The degree of a regular graph. 
A graph is regular when every vertex is incident with the 
same number of edges. The number of edges incident with aver-
tex is the degree. 
The probability of the removal of an edge. 
A reduced graph of G is a subgraph which is obtained by the 
removal of an edge collection. 
An (optimal edge vertex) assignment is a one to one function on 
a subcollection of the edges into the collection of vertices 
of a reduced graph with maximal range. 
An excluded vertex is a vertex of the graph.which as not in the 
range of the considered assignment. 
The number of excluded vertices of the graph. 
The e:x:pectation of a stochastic function. 
The expected fraction of the vertices in the graph which is not 
contained in the assignment. It will be called the service 
polynomial. 
The service function of an infinite regular tree. 
1-p= q. The probability that an edge is not removed. 
F*(q) = F(1-q). ; F~(q) = FG(1-q). 
A peripheral edge of a subgraph S of G is an edge in G which is 
not in S but which is incident with a vertex of S. 
A component of a graph is a maximal connected subgraph. 
A.cyale is a finite sequence of edges in which each edge has 
one of its vertices in common with its predecessor and the 
other with its successing edge. The last edge has one of its 
vertices in common with the one but last edge and the other 
with the first; the first edge has one vertex in common with 
the second edge and the other with the last edge. 
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A cirauit is a minimal cycle. 
A tree is a connected graph without cycles. 
~-spanning tree of a graph is a reduced graph which is a tree. 
nor n(T) The number of edges of a tree T. 
m(T) The number of peripheral edges to a tree T. · 
Ann-tree is a tree with n edges. 
T A tree in a graph. 
Bn The 'number of n-trees incident with a vertex in an infinite 
regular tree. 
g 
z 
y 
The girth of a graph, this is the number of edges in the 
smallest circuit. 
. . v-2 The variable representing p q. 
. ( )v-2 The solution of the equation y 1-y = v-2( ) p 1-p with 
0 ~ y ~ _J_1 • 
v-
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