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a b s t r a c t
The notion of asymptotically equivalent sequences was presented by Pobyvanets in 1980.
Using this definition, he presented Silverman–Toeplitz-type matrix conditions that ensure
that a summability matrix preserves asymptotic equivalency. This work begins with an
extension of Pobyvanets’ definition of convergence in probability. This definition is also
used to present Silverman–Toeplitz-type conditions for ensuring that a summabilitymatrix
preserves asymptotic probability equivalence. In addition, we shall also present a Marouf-
type characterization of such a sequence space.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In this work the authors present the following definition. Two nonnegative sequences [x], and [y] are said to be




(∣∣∣∣ xkyk − 1
∣∣∣∣ < ) = 1
(denoted by x
Probability∼ y). Using this definition we present the following Silverman–Toeplitz-type characterization. In order




k=1 an,k is bounded for each n,
(2) limn P
(∣∣∣∣∑k0k=1 an,k∑∞k=1 an,k
∣∣∣∣ < ) = 1.
Other variations will also be presented.
2. Definitions and notation
Let l′ = {xk : ∑∞k=1 |xk| < ∞}, dA = {xk : limn∑∞k=1 an,kxk = exists}, Pδ = {the set of all real number sequences such
that xk ≥ δ > 0 for all k}, and P0= {the set of all nonnegative sequences which have at most a finite number of zero entries}.
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(denoted by x ∼ y).
Definition 2.3. Two nonnegative sequences [x] and [y] are said to be asymptotically probability equivalent of multiple L




(∣∣∣∣ xkyk − L
∣∣∣∣ < ) = 1
(denoted by x
Probability∼ y), and simply asymptotically probability equivalent if L = 1.
Definition 2.4. A summability matrix A is asymptotically regular in probability provided that Ax
Probability∼ Ay whenever
x
Probability∼ y, [x] ∈ P0, and [y] ∈ Pδ for some δ > 0.
3. Main result
Webeginwith the presentation of necessary and sufficient conditions on the entries of a summabilitymatrix for ensuring
that the matrix transformation will preserve asymptotic equivalence in probability of multiple L for given sequences.
Theorem 3.1. If A is a nonnegative summability matrix that maps bounded sequences [x] into l′ then the following statements
are equivalent:


















 = 1 for each m.




(∣∣∣∣ xkyk − L
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For the second part of this theorem let us consider the following two sequences:
xp :=
{
0, if p ≤ K¯
1, otherwise,











































∣∣∣∣ < ) = 0.
This completes the proof of this theorem. 
We will now present Silverman–Toeplitz-type conditions similar to those presented by Pobyvanets in [3].
Theorem 3.2. In order for a summability matrix A to be asymptotically probability regular it is necessary and sufficient that for




an,k is bounded for each n,














Proof. The proof for the necessary part of this theorem omitted, because it can be established in a manner similar to that
for the necessary part of the last theorem. To establish the sufficient part of this theorem, let  > 0, x
Probability∼ y, [x] ∈ P0,
and [y] ∈ Pδ for some δ > 0. These conditions imply that
P ((L− )yk+α ≤ xk+α ≤ (L+ )yk+α) = 1. (3.2)





















































































(∣∣∣∣ (Ax)n(Ay)n − L
∣∣∣∣ < ) = 1.
This implies that Ax
Probability∼ Aywhenever x Probability∼ y, [x] ∈ P0, and [y] ∈ Pδ for some δ > 0. This completes the proof of this
theorem. 
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