Abstract. We introduce a method for the comparison of some extremal eigenvalue statistics of random matrices. For example, it allows one to compare the maximal eigenvalue gap in the bulk of two generalized Wigner ensembles, provided that the first four moments of their matrix entries match. As an application, we extend results of Bourgade-Ben Arous and Feng-Wei that identify the limit of the maximal eigenvalue gap in the bulk of the GUE to all complex Hermitian generalized Wigner matrices.
Introduction
There has been significant progress in understanding the behavior of local eigenvalue statistics of random matrices over the past decade. Among these results is the proof of bulk universality for Wigner matrices established in the series of works [6] [7] [8] [9] 11, 31] . This result states that in the large dimension limit N Ñ 8, the asymptotic local eigenvalue fluctuations are universal, depending only on the symmetry class of the random matrix ensemble. Parallel results were established in certain cases in [27, 28] , with the key result being a "four moment theorem," which shows that the local statistics are determined by the first four moments of the entries. By local eigenvalue statistics, we refer to the fluctuations of the eigenvalues in the bulk (the interior of the spectrum) on the inter-particle scale N´1.
A basic but broad class of random matrix ensembles is the generalized Wigner ensembles. These are self-adjoint NˆN random matrices whose entries above the diagonal are independent centered random variables. The variances of the entries are taken to be order N´1, with the constraint that the variances of each row of entries sum to 1. Wigner's semicircle law states that the empirical eigenvalue distribution converges to a semicircle supported on r´2, 2s [30] . The Gaussian Orthogonal and Unitary Ensembles (GOE/GUE) are examples of such ensembles, where the matrix entries are real or complex Gaussians (with a specific choice of variance so that the ensembles are invariant under conjugation by the orthogonal/unitary group). In these cases, the asymptotic local fluctuations are described by explicit formulas. Universality implies that these formulas describe all generalized Wigner ensembles.
Examples of local statistics typically studied are the asymptotic distribution of a single gap between consecutive eigenvalues, the local correlation functions at an energy E P p´2, 2q in the bulk, and averaged versions of these quantities. In this work we consider certain extremal eigenvalue statistics. In particular, we study the maximal gap between consecutive eigenvalues in the bulk. To place the main technical contribution of the current work in context, we briefly review the elements of the various strategies for proving bulk universality. We refer to [10, 13] for a comprehensive review and bibliography.
The dynamical approach to universality originates in the work of Erdős, Schlein, and Yau [11] . It is based around analyzing the local time to equilbrium (local ergodicity) of the matrix eigenvalues under a stochastic matrix dynamics, known as Dyson Brownian motion (DBM). The equilibrium measure of this dynamics is the GOE or GUE, depending on the symmetry class under consideration. Local ergodicity implies that local observables reach their equilibrium distribution under the DBM flow after only a short time. At the level of matrices, this result proves that the local statistics of matrix ensembles with small Gaussian components coincide with those of the Gaussian ensembles. The former are referred to as Gaussian divisible ensembles.
Extending universality from Gaussian divisible ensembles to wider classes of matrices is in some sense a density argument. One approach uses a reverse heat flow [6] , which requires smoothness of the matrix entries. The four moment method of Tao and Vu [27, 28] implies that the local eigenvalue statistics of two matrix ensembles with four matching moments coincide as N Ñ 8, which yields universality for those ensembles whose moments match those of the GOE or GUE. In general, it is possible to construct Gaussian divisible ensembles matching four moments of a given ensemble. Other approaches include the Green function comparison theorem [14] and the matrix continuity estimate of [4] .
We refer to the two steps of this approach as the dynamical step and the comparison step. The statistics that this strategy has been applied to all exhibit a certain locality in that they involve the behavior of a few eigenvalues near a fixed spectral energy E. On the other hand, the maximal gap is a statistic involving a macroscopic number of eigenvalues distributed throughout the spectrum. We aim to extend this universality strategy to such a statistic.
For the dynamical part, the works [3, 21] employ a coupling of Dyson Brownian motion to an auxiliary process which is already at equilibrium. These works provide estimates which imply that the ith eigenvalue gap of the DBM is the same as the ith gap of the equilibrium process, down to the scale N´1´c. The work [21] proved further that this estimate holds with a probability large enough to permit a union bound over all N eigenvalues. This is sufficient to obtain universality of the maximal gap statistic of Gaussian divisible ensembles. We remark that the polynomial error rate c ą 0 obtained in this work is not optimal, and in particular, it is not sufficient to treat the minimal eigenvalue gap.
The focus of the present work is on the comparison step of the strategy for extremal eigenvalue statistics of generalized Wigner matrices. The reverse heat flow provides strong estimates, but requires smoothness of the distribution of the matrix entries, which we would like to avoid. The other approaches are based on the Lindeberg strategy and are applied either to individual eigenvalues or resolvent entries. These require locality in that they work only near a spectral energy E or for functions of a few eigenvalues. A new approach is needed in order to handle extremal spectral statistics for ensembles with discrete distributions.
Our contribution is to provide comparison theorems for the maximal gap between consecutive eigenvalues in the bulk. These theorems and their consequences can be viewed in a few different ways. In one sense, they extends universality for the largest eigenvalue gaps from the Gaussian divisible ensembles to general matrices. As a consequence, we extend the results of Bourgade-Ben Arous [1] and Feng-Wei [16] on the maximal gaps of the GUE to generalized Hermitian Wigner matrices. We return to this below. Our results can also be viewed as a four-moment theorem, in the spirit of Tao and Vu [27, 28] , for extremal spectral statistics.
At a technical level, we construct a regularization of the maximal eigenvalue gap that is amenable to comparison. The four-moment approach is based around the Lindeberg strategy, which requires estimates on the derivatives of the regularization with respect to the matrix entries. The application of the Lindeberg strategy to random matrix theory originates in the work [5] of Chatterjee. Our derivative estimates also allow one to extend the matrix continuity approach of [4] to maximal eigenvalue gaps. In terms of universality this bypasses the construction of Gaussian divisible ensembles whose moments match general ensembles.
The regularization we use for the maximum is
for appropriately chosen β Ñ 8 as N Ñ 8. This regularization was used previously in random matrix theory in conjunction with the Lindeberg strategy by Korada and Montanari [25] to show universality of the minima of loss functions associated to certain statistical algorithms; this is otherwise unrelated to our work. Our inspiration for this regularization comes from statistical mechanics, where it represents the "zero temperature limit" of a Gibbs measure. (In our notation, β is the inverse temperature.) This interpretation plays a key role in many areas of mathematics inspired by statistical mechanics, for example in the study of random constraint satisfaction problems through the theory of mean field spin glasses. We do not apply the regularization (1.1) directly to the eigenvalue gaps. Derivatives of eigenvalues with respect to matrix entries are singular as they involve in the denominator the differences of nearby eigenvalues. Instead, we first construct a regularized version of the eigenvalues using the Green's function in combination with the Helffer-Sjöstrand formula. Part of this construction is essentially implicit in the work of Knowles and Yin [20] . Our use of the Helffer-Sjöstrand formula simplifies many of the estimates, and we feel there is value in isolating the relevant arguments and presenting the construction as its own lemma. Moreover, we give a relatively precise estimate on the relation between the accuracy of the regularization and the growth of its derivatives with respect to matrix entries. Roughly, if the regularization is chosen so that the error between it and the eigenvalue is less than N´1´δ, then the kth derivative is no larger than N´1`p k´1qδ . Tracking this dependence may be useful for future works probing the eigenvalue behavior below the inter-particle scale N´1.
Bourgade and Ben Arous studied the extremal gaps of the GUE in [1] , where they proved that the maximal gap in the bulk is order a logpN q{N and furthermore proved convergence of the normalized maximal gap to an explicit constant. Figalli and Guionnet extended this to β-ensembles with β " 2 [18] . Feng and Wei [16] found that, up to a deterministic re-centering, the maximal gap fluctuates on the order of pN a logpN qq´1 around its limit and identified the limiting distribution. Our results determine the maximal gap down to the scale N´1´c for some c ą 0, and so our work extends these results to generalized Hermitian Wigner ensembles.
Our paper is related to recent work of Bourgade [2] . He has given a new approach to the analysis of Dyson Brownian motion and obtained strong estimates enabling access not only to the maximal gap, but also the minimal gap, a much more singular quantity which is beyond the methods of our work. The work [2] relies on the reverse heat flow for the comparison step. Our works are therefore complementary, as we focus on proving comparison theorems and do not study the dynamical side. In particular, our comparison theorems apply to ensembles whose matrix entries are discrete random variables, which are outside the scope of the reverse heat flow technique.
We note that other previous works have also studied the minimal eigenvalue gap. Vinson obtained the limit of the smallest eigenvalue gap for both the Circular Unitary Ensemble and GUE in his Ph.D. thesis [29] ; multiple smallest gaps of these ensembles were then considered in [1] . Feng, Tian, and Wei have established the behavior of the smallest gaps of the Gaussian Orthogonal Ensemble; this work builds on earlier work of Feng and Wei on the circular β-ensembles [15, 17] . Other works have studied Wigner [12, 26] and sparse [23, 24] Another interesting open problem is to compute the normalized limit of the maximal bulk eigenvalue gap for the GOE. Unfortunately, the argument of [1] for the GUE relies on its determinantal structure, which is not present for the GOE. If the normalized limit of the maximal bulk gap could be established for the GOE, our arguments would immediately show it is the same for all real symmetric generalized Wigner matrices. One could also ask analogous questions about extremal gaps for β-ensembles with arbitrary β and potential.
The remainder of the paper is organized as follows. In Section 2 we define the model under consideration, define the eigenvalue statistics we consider, and state our main comparison results as well as corollaries for universality. In Section 3 we prove some of our comparison theorems. Section 4 contains an eigenvalue regularization lemma based on the method of Knowles and Yin [20] . In Section 5 we prove the remainder of our comparison theorems. Section 6 and the appendix are devoted to deducing the universality corollaries from existing results in the literature and our comparison theorems. 
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for all N , i, and j.
Remark. The moment condition on the entries is technical and used only to get convergence of the largest gaps in the topology of L p for every p. If one only wishes for convergence in some L p for fixed p, then the requirement can be relaxed to requiring that the matrix entries have a certain large moment.
We also use the following notion of overwhelming probability.
Definition 2.2. We say that an event or, more generally, a family of events tA i u iPI holds with overwhelming probability, if for every D ą 0 there is a C ą 0 so that
Comparison results
We first present a theorem on the comparison of the largest eigenvalue gaps of generalized Wigner matrices with matching moments. We denote eigenvalues of matrices λ 1 ĺ¨¨¨ĺ λ N and use λ to denote the vector of N eigenvalues. The kinds of statistics we consider are the maxima of eigenvalue gaps away from the spectral edges. Taking such a maximum requires the specification of which eigenvalues we take the maximum over. We do this in two different ways. The first statistic, which we denote by T ℓ,J , considers gaps λ i`1´λi with i P J where J is a fixed index set. The second which we denote byT ℓ,I considers gaps with λ i P I, where I is an interval. We first consider T before consideringT later. These statistics are closely related, but dealing withT is more difficult thanT due to the fact that the eigenvalue fluctuations naturally cause the set of indices over which the maxima is taken to itself be random.
For an index set J Ď rr1, N´1ss we denote by
the ℓth largest eigenvalue gap in the index set J. for all nonnegative integers a, b such that a`b ĺ 4. Let S P C 8 pRq be a test function, and let ν " N { a logpN q. Then,
The following interpolation, called Dyson Brownian motion, is often used in random matrix theory. We define for any generalized Wigner matrix X the matrix Ornstein-Uhlenbeck process tx ij ptqu N i,j"1 given by
where the initial data are the entries tx ij u of X and s ij " Var x ij .
Theorem 2.4. Consider the SDE (2.9) for a matrix X t with initial data given by some generalized Wigner matrix X. Let λptq denote the vector of eigenvalues of X t . Suppose t P pN´1`δ, N´1 {2´δ q for some δ ą 0. Fix α P p0, 1{2q and choose some index set J Ă rrαN, p1´αqN ss. Let S P C 8 pRq and set
where the constants do not depend on ℓ and J.
With a bit more work we can extend the above comparison theorems to the following related maximalgap statistic. Let I Ď p´2`κ, 2´κq be an interval, with κ ą 0. For
and define similarlyT ℓ,I pvq to be the ℓth largest gap v i`1´vi such that v i P I. Then we have the following analog of the above.
Theorem 2.5. First, suppose that H pvq and H pwq are two generalized Wigner matrices so that the first four moments of the matrix entries match in the sense of (2.7). Then the estimate (2.8) holds for some c 1 ą 0 withT ℓ,I in place of T ℓ,J . Second, let X be a generalized Wigner matrix and X t the process in (2.9). Let t P pN´1`δ, N 1{2´δ q for some δ ą 0. Then the estimate (2.10) holds withT ℓ,I in place of T ℓ,J for some c 2 ą 0.
We remark that the method we introduce is fairly robust and can handle a variety of extremal spectral statistics. For example, in light of the result [1] one may wish to scale each gap by the semicircle density near λ i , in addition to the factor ν. Our proof applies without change to the maxima over quantities such as tνα i pλ i`1´λi qu i for deterministic positive α i satisfying α i ĺ N c for a sufficiently small c ą 0. Additionally, one may also consider the deviations tνα i pλ i´βi qu i for similar α i , β i , absolute values of this quantity, or any combination thereof.
Corollaries for the universality of extremal gaps
The following is a corollary of Theorem 2.4 and the homogenization result of [21] . In certain cases it may be necessary to use the four-moment approach instead of the matrix continuity estimate (in our set-up, Theorem 2.3 instead of Theorem 2.4-compare here the restriction t ! N´1 {2 with the weaker (2.7)), if one can prove universality only for Gaussian divisible ensembles with somewhat larger Gaussian components. Then for any bounded interval I 1 Ď R we have
Corollary 2.6. Let H be a generalized Wigner matrix and G the GOE or GUE matrix of the same symmetry class. There is a c ą 0 such that
|E H SpνT ℓ,J pλqqs´E G rSpνT ℓ,J pλqs| ĺ N´c sup 0ĺdĺ3 ||S pdq || 8 .(2.Prτk P I 1 s Ñ ż I1 e kpc2´xq pk´1q! e´e c 2´x dx,(2.
15)
where c 2 is an explicit constant depending on the interval. It is the same as in [16] .
Local semicircle law and rigidity
In this section we recall some standard facts about generalized Wigner matrices. The Stieltjes transform of H is defined by
and the semicircle law and corresponding Stieltjes transform are
and its matrix elements are denoted G ij pzq. We have the following [31] .
Theorem 2.8. Let ε ą 0 and δ ą 0. The following holds for η ľ N δ {N with z " E`iη and |E| ĺ 10, with overwhelming probability.
For the individual Green's function elements, the following holds for the same set of z.
The classical eigenvalue locations of the semicircle law are denoted by γ i and defined by
The local semicircle law and Green's function estimates imply the following estimates.
Theorem 2.9. The following rigidity estimates hold for the eigenvalues of a generalized Wigner matrix
H with overwhelming probability. For any ε ą 0, 22) and for the ith eigenvector u i of H we have the delocalization bound
Maximal gap over a set of indices
In this section we prove the comparison results, Theorems 2.3 and 2.4. Both are based on defining a suitable regularization of the kth largest gaps and proving estimates on the partial derivatives of this regularization with respect to matrix entries. Theorem 2.3 is then based on the Lindeberg strategy, whereas Theorem 2.4 is based on the matrix continuity estimate of [4] . The real symmetric and complex Hermitian cases are nearly identical, and we give full details in only the symmetric case as it is notationally simpler. Throughout this section we fix an index set J Ď rrαN, p1´αqN ss, and sometimes omit it from notation. We first begin by introducing our regularization of the ℓ 8 norm. Given a vector v P R N , define the associated largest bulk gap by
For general ℓ let T ℓ,I pvq be the ℓth largest gap in consecutive elements v i`1´vi of v with i P J (or zero if ℓ is greater than the number of i with i P J). It is convenient to write this quantity as
Set ν " N { ? log N , which represents the scale of the largest gap. For β ą 0 we introduce
as well as
The quantity F ℓ,β,J pvq is our regularization of the ℓ-th largest gap of the vector v. The following lemma is elementary and its proof is omitted.
Lemma 3.1. For any v P R n and index set J, we have
Instead of directly taking v to be the eigenvalues of a random matrix, we are going to work with a regularized version, which we denote by tλ i u i . The definition of this regularization is somewhat involved, so we delay it to Section 4.1. Eventually,λ i is seen to be primarily an integral of the empirical Stieltjes transform m N pzq over a certain domain in the complex plane. We state the following lemma which asserts the existence of tλ i u i and gives the key estimates on its derivatives that are used in the present section. The lemma uses the following notation. Given a matrix H and 0 ĺ θ ĺ 1 and indices c, d we denote by θ cd H the matrix with entries
This object naturally appears as the error in Taylor expansions with respect to matrix entries.
Lemma 3.2. Let δ ą 0 and ε ą 0 be given. There are smooth functionsλ i pXq (depending on ε, δ) on the space of NˆN symmetric matrices with the following properties. Suppose that H is a real symmetric generalized Wigner matrix. With overwhelming probability, the following estimates hold for i P rrαN, p1´αqN ss:
where B ab " B X ab denotes the partial derivative with respect to the abth matrix element. The matrix θ cd H is defined in (3.6) .
Further, we have the almost sure bounds
for some constant C.
In the complex Hermitian case, the same estimates hold where instead B The following is the main technical proposition of this work. It provides a regularization of the largest eigenvalue gaps and estimates on the derivatives of this regularization with respect to the matrix entries. Theorems 2.3 and 2.4 are immediate corollaries. Proposition 3.3. Let X be a real symmetric generalized Wigner matrix, and let J be as above. Let β " N γ and suppose that ℓ ĺ N a for some γ, a ą 0. Withλ i , δ, and ε ą 0 and F ℓ,β,J as above, we have first that with overwhelming probability,
Secondly, we have the following estimates of derivatives of F ℓ,β,J pλq with respect to matrix elements, which hold with overwhelming probability.
3.10)
Third, we have the almost sure bounds
for some constant C. The statements in the complex Hermitian case are adjusted as indicated above.
Before proving the above proposition we derive the following elementary estimate.
Lemma 3.4. The partial derivatives of F ℓ,β pvq with respect to the entries of the vector v satisfy
where the sum runs over all multi-indices j " pj 1 ,¨¨¨j d q with values in J d , and B j " B vj .
Proof. We have
where ε i pjq is defined as
(3.14)
Higher derivatives are similar, yielding
with ε i pjq P t´1, 0, 1u satisfying ε i pjq " 0 if j Ć i Y i`1. Hence,
By the chain rule, we then find
for some combinatorial factor C d . The claim follows from the definition of F ℓ,β,J pvq in terms of logpZq.
Proof of Proposition 3.3. The estimate (3.10) follows from the first estimate of (3.7) and Lemma 3.1. For the second estimate, first let s 1`s2`¨¨¨sk " d where s i are all positive integers, and 1 ĺ k ĺ d.
We estimate the following function evaluated at the matrix θ ab H,ˇˇˇˇÿ
In the final inequality we used ν ĺ N . The first inequality is by Lemma 3.2 and the second inequality is Lemma 3.4. By the chain rule, the dth partial derivative of F with respect to the ijth matrix element is a linear combination of such terms for 1 ĺ k ĺ d, and the claim follows. The third estimate is similar, using instead the last estimate of Lemma 3.2.
Proof of Theorems 2.3 and 2.4
Theorem 2.3 is a simple application of the Lindeberg four moment matching method and Proposition 3.3. In this approach, one replaces the matrix entries of H pvq by those of H pwq one by one. The difference (2.8) is then a telescoping sum with OpN 2 q terms, each being the difference of this quantity between two generalized Wigner matrices differing in only in the entries X ab , X ba . One then Taylor expands each term around X ab " 0 to 5th order. The first four orders cancel to OpN´2´c 1 q thanks to (2.7), and the 5th order remainder term is OpN´2´c 1 q due (3.10) and (3.11). As there OpN 2 q terms in the telescoping sum, we find the result. For a similar proof and further exposition see Chapter 16 of [10] . Theorem 2.4 is a consequence of Lemma A.1 of [4] and Proposition 3.3.
Eigenvalue regularization
This section is devoted to the proof of Lemma 3.2. We only do the real symmetric case in detail, as the complex Hermitian case is simpler. We remark that the choice ofλ i is the same in both cases, as it is just a function of the empirical Stieltjes transform trpX´zq´1. The proof of the derivative estimates is similar in both cases, with real symmetric being notationally simpler.
In the first subsection we construct the regularized eigenvaluesλ i and at the same time prove the first estimate of (3.7). In the remaining subsections we estimate derivatives.
Construction of regularized eigenvalues
Let tλ i u N i"1 be the eigenvalues of a generalized Wigner matrix H and let α P p0, 1{2q be fixed. Fix i P rrαN, p1´αqN ss in the bulk. Fix also ε 1 ą 0. Let j and k be indices such that
and set
Let N pEq " |tj : λ j ă Eu| be the eigenvalue counting function for X. Using rigidity for generalized Wigner matrices we have with overwhelming probability that, Let now r : R Ñ r0, 1s be a smooth function such that rpxq " 1 for x ľ i and rpxq " 0 for x ĺ i´1{2. We take |r 1 |`|r 2 |`|r 3 | ĺ C. Then since N pEq is integer valued,
Fix now δ 1 ą 0 and set
For each E P I we define the smoothed out eigenvalue counting function f E pxq on the scale η 1 as follows. We define f E pxq " 1 for x ĺ E and f E pxq " 0 for x ľ E`η 1 . We take |f
and so by rigidity we have with overwhelming probabilityˇˇˇż
The parameter ε 1 will be chosen to be very small at the end. Fix η 2 " N´δ 2 {N with δ 2 P p0, 1q and let χ be a smooth, symmetric cutoff function with χpxq " 1 for |x| ĺ 1 and χpxq " 0 for |x| ą 2. By the Helffer-Sjöstrand formula [10] , we have
Using B x Im mpx`iyq "´B y Re mpx`iyq, we integrate the second term by parts twice to obtain
We estimatěˇˇˇż
We now estimate the inner integral of (4.11). Define E 1 " E`e. We have
(4.13)
We estimate the first term by
For the second term we have with overwhelming probability that for a with |i´a| ą 3N ε1 that |E 1´λ a | ľ cN ε1 {N and so
The term (4.11) is therefore bounded by CN´1`ε 1`δ1´2δ2 . For the term (4.12) we again write
The integral in the first term can be bounded directly and we obtain for that sum the bound
For the second term we have the bound CN ε1 logpN q by rigidity. We conclude that (4.12) satisfies the bound
Hence, recalling (4.10),ˇˇˇż
Using (4.7) we have therefore proven thaťˇˇˇp
We then defineλ i byλ i " 22) and the first estimate of (3.7) follows after taking δ 1 " δ 2 " δ and ε 1 " ε{2.
Derivative bounds
In this subsection we obtain estimates on derivatives of theλ i defined in the previous subsection with respect to matrix entries. We first need some estimates on the Green's function. Since we eventually need to bound remainder terms in Taylor expansions which have the matrices θ ab H as defined above, we make the following definition. 
Green function bounds
In this section we consider self-adjoint matrices X with a Green's function we denote by G ab . We prove the following two a priori estimates.
Lemma 4.2. Fix α P p0, 1q and ε ą 0. Let E P rγ αN {2 , γ p1´α{2qN s and η ą 0. If rigidity and delocalization hold for X with parameters ε and α then,
for any ε ą 0.
Proof. Let u i denote the eigenvectors of X. By the spectral theorem,
By the eigenvector delocalization we have,
The first sum is bounded by
The second sum can be estimated using rigidity by
We also have a better bound if we are integrating in E.
Lemma 4.3. Fix α P p0, 1q and ε ą 0. Let I Ď rγ αN {2 , γ p1´α{2qN s so that |I| ĺ N ε1 {N . Assume that ε ă ε 1 {2. If rigidity and delocalization hold for X with parameters ε and α then,
Proof. We again start with the bound from eigenvector delocalization
We write
where i is an index so that γ i P I. The first sum is bounded by
The second sum is bounded as in the previous lemma and we get
From the previous two lemmas we easily deduce the following.
Lemma 4.4. Let I, α and ε be as in the previous lemma. If rigidity and delocalization hold for X with parameters ε and α, then
Differentiation
We have seen that the quantity ż
is a good approximation for the fluctuations of the eigenvalue λ i . We now estimate derivatives of this quantity with respect to matrix elements. We use the shorthand B bc " B X bc for such derivatives. Let us rewrite
We have the following estimate for these two quantities.
Lemma 4.5. Let α ą 0 and ε ą 0. Suppose that I is an interval so that I Ď rγ αN {2 , γ p1´α{2qN s and |I| ĺ N ε1 {N , where ε ă ε 1 {2. If rigidity and delocalization hold for the matrix X with parameters α and ε, then for E P I we have, |B
37)
and for the integral over I we have,
Proof. We have,
From which we see that
Similarly we obtain
and so |B
for any k. Now we consider B E . First, we have the bound
From this and Lemma 4.2 we see that
From (4.43) and Lemma 4.4 we have,
With this lemma in hand, we move to bounding the derivatives of (4.36). We start with k " 1. We have,ˇˇˇˇB
Now for k " 2 we havěˇˇˇB
The first term is bounded by ż
For the second term we use (4.45) to bound
For the last term we estimate
Hence we have with overwhelming probability,ˇˇˇB
for any ε ą 0. In general the kth derivative of the quantity (4.36) is bounded byˇˇˇB
where each M E is a monomial in the terms |B n bc B E | and |B m bc A E |. There are finitely many monomials in the sum. If a monomial has l ĺ k terms and if we denote the order of the derivative in the ith term in the monomial by n i then n 1`n2`¨¨¨`nl " k. We have
where X E is either A E or B E . We see that for any ε ą 0, with overwhelming probability. Hence, rigidity and delocalization hold simultaneously for θ ab H for all choices of θ, and we can apply the above calculations, which give the second estimate of (3.10). Finally, the almost sure bounds follow from using the trivial bound |Gpzq| ij ĺ
Extension to maximal gap over an interval
In this section, we extend the method of the previous subsection to cover statistics of the form
where I " pa, bq is a subinterval of p´2, 2q, which proves Theorem 2.5. The main issue is that the indicator function ½ tλiPIu is not differentiable. We pass to a smoothed object with the help of the following Wegner-type estimate.
Lemma 5.1. Let H by a generalized Wigner matrix and E P p´2`κ, 2´κq for fixed κ ą 0. For every ε ą 0 there is δ ą 0 such that
Proof. This is a corollary of fixed energy universality for generalized Wigner ensembles with an effective polynomial rate of convergence. This was proved in [21] . Alternatively, this estimate was proved for Gaussian divisible ensembles in Section 7 of [22] . The estimate can then be transferred to all ensembles using the four moment approach of [27, 28] or the matrix continuity estimate of [4] .
Fix a small ε w ą 0 with corresponding δ w as in the statement of the lemma. Let ρ be a smooth test function so that ρpxq " 1 for |x| ĺ 1 2 and ρpxq " 0 for |x| ľ 1. Let rpxq : R ľ0 Ñ R ľ0 be a smooth function that is 1 for x ĺ 1 2 and 0 for x ľ 1. Let i 0 and j 0 be the indices of the closest classical eigenvalues to a and b. Fix a small ε r ą 0 and consider the index set J r " rri 0´N εr , j 0`N εr ss. Consider the functions
and f 2 pλq similarly defined but a to b. Note that on the event that no eigenvalue is within distance N´1´ε w of a and b we have that f 1 pxq " f 2 pxq " 1. Moreover, if there is an eigenvalue with distance N´1´ε w {2 of a or b, then either f 1 or f 2 are 0. Let now χpxq be a smoothed out step function with χpxq " 1 for x ĺ´1 2 and χpxq " 0 for x ľ 1 2 . Consider the two functions
The important observation is that if |λ i´b | ą N´1´ε w , then g 2 pλ i q " ½ tλiPIu , and moreover that if g pkq 2 pλ i q ‰ 0 then f 2 and all of its derivatives are 0. There is a similar consideration with g 1 and f 1 . We now fix β " N γ and considerF 
Proof. By Lemma 5.1 there is an event with probability at least 1´2N´δ w on which there is no eigenvalue λ i within distance 2N´1´ε w of the interval endpoints a or b. The events that rigidity holds for a sufficiently small ε ă ε r {2 and the first estimate of (3.7) hold with overwhelming probability, where we choose α sufficiently small so that the classical eigenvalues corresponding to indices in rrαN, p1´αqN ss contain an interval which contains I. On this event, we have that λ i P I if and only ifλ i P I and i P J r , (we use the choice (5.7)) and also that noλ i is within distance N´1´ε w of the interval endpoints a or b. From this discussion we see first thaťˇˇˇm ax i:λiPI
Secondly, we see that on the event in question that f 1 pλ i q " f 2 pλ i q " 1, and for i P J r that g 1 pλ i qg 2 pλ i q " 12) and
We have also
Proof. The first two estimates follow from the fact that f 1 f 2 is the constant function 0 on the set A c , and that ρ pkq pxq is supported on the set |x| ĺ 1. For the proof of the final estimate we observe that by the above discussion that if v P A we have B pkq vj g 1 pv j qg 2 pv j q " 0 and g 1 pv j qg 2 pv j q " ½ tvj PIu . With this in mind, the calculations in Lemma 3.4 go through without change, and we find the final estimate.
Proof of Theorem 2.5
Rigidity implies that with overwhelming probability,
for any ε ą 0. From Lemma 5.3 and Lemma 3.2 we find the analog of the estimate (3.10),
which holds with overwhelming probability, and the same almost sure estimate (3.11). In the case ℓ " 1, the theorem is proven using these estimates, similarly to how Theorems 2.3 and 2.4 are deduced from Proposition 3.3. The extension to ℓ ą 1 requires only replacingẐ by quantities like
and proceeding as before.
Universality corollaries
We consider the two processes
and
For the initial data we take x i p0q " λ i pHq where H is a generalized Wigner matrix, and y i p0q " λ i pGq, where G is the Gaussian ensemble of the same symmetry type. The parameter is β " 1 in the real case and β " 2 in the complex case. The proof of Theorem 3.1 in [21] implies the following. We comment on adapting the argument there to the simpler setting here in Appendix A.
Proposition 6.1. Let t " N ω {N , and let 0 ă α ă 1. Assume that 0 ă ω ă 1{2. Then for all i P rrαN, p1´αqN ss and all ε ą 0 we have with overwhelming probability,
for some c ą 0.
This result implies that the largest gaps of H t , running over index sets i P J are the same as the GOE or GUE, meaning the quantity T ℓ,J is universal for H t . Said differently, the estimate (6.3) implies (2.12) but for H t instead of H. The full estimate for H t instead of H is then a consequence of Theorem 2.4 which compares the gaps of H to H t . We remark that the above flow is not quite the same as (2.9), however for the small times we are working with this difference causes no issues as explained in [19] .
A Application of homogenization result
The purpose of this appendix is to indicate how Proposition 6.1 may be deduced from the literature. It is essentially a consequence of Theorem 3.1 of [21] . However, this theorem was proved in a more general context and so there are some assumptions that seem out of place. In [21] , the behavior of x i ptq was considered for more general initial data x i p0q than just the generalized Wigner setting. One of the key differences is that the empirical eigenvalue density was no longer a semicircle, but given by a different density coming from free probability, called the free convolution. In that work it is denoted by ρ fc,t . The regularity of this density is controlled by t 0 , and so in [21] , the particles were allowed to evolve until a fixed time t 0 before the coupling between x i and y i was introduced. This allowed the density ρ fc,t to have some regularity before being manipulated.
In the present setting, both x i ptq and y i ptq are described by the semicircle density, but supported on the interval ? 1`tr´2, 2s. The semicircle density is smooth in the bulk, so the consideration of allowing the particles to evolve until t 0 is unnecessary in the present setting. Errors on the right side of the main estimate of Theorem 3.1 of [21] can then be replaced by setting ω 0 " 1. Alternatively, we could have allowed the particles to evolve up a fixed time t 0 in the present setting, before allowing the coupling between x i and y i , but we would not gain anything by doing so.
The result of [21] studies the behavior of x i ptq near a particle index i 0 . In the set-up of [21] , it is possible that i 0 was very close to 1 or N , for instance i 0 " opN q. To account for this, the coupling between x i and y i was so that x i0 and y N {2 shared the same Brownian motion terms; otherwise it could be possible that y i0 did not share the bulk GOE/GUE statistics, as it could have been close to the edge, and the argument of [21] would have failed. Aside from being macroscopically separated from the edge, the index N {2 was chosen for notational convenience. Moreover, the process x i was scaled and shifted so that the particle x i0 was close to y N {2 (which is close to 0), and so that the local particle density near this point was the same as the coupled Gaussian ensemble, this being given by ρ sc p0q. This is reflected in the assumption about ρ fc,t and the location of the classical eigenvalue of index i 0 stated in Theorem 3.1 of [21] . In the present setting, we are only interested in indices separated from the edge by a macroscopic distance, and the densities of x i ptq and y i ptq match, as they are both given by the semicircle. We can ignore this assumption in our application of Theorem 3.1, as the proof would go through in the present setting. Before discussing how to deduce (6.3) from the main estimate of Theorem 3.1, we also comment that an alternative route to the application of Theorem 3.1 is the following. Instead of applying it directly to x i and y i , one can construct a third process z i ptq, also coming from a Gaussian ensemble, so that z N {2 ptq is coupled to x i0 and y i0 of the original processes. The processes x i0 and y i0 can then be shifted and rescaled by the same constants so that x i0 and y i0 are close to z N {2 and the densities match the semicircle there. Then Theorem 3.1 can be applied twice, once to x i and z i , and the separately to y i and z i . Taking the differences between these differences, the z i dependence drops out and after undoing the scalings, one arrives at an appropriate estimate for x i and y i .
Finally, Theorem 3.1 implies that x i ptq´y i ptq " ÿ |j´i|ĺN c 1 ξ t pi´jqpx j p0q´y j p0qq`OpN´1´c 2 q (A.1)
for some appropriate constants c 1 ą 0 and c 2 ą 0, with overwhelming probability. Here, ξ t pxq is a smooth function obeying estimates as given in Proposition 3.2 of [21] . From the estimates listed there, and the fact that rigidity implies that |x j p0q´y j p0q| ĺ N ε´1 for any ε ą 0, one sees thaťˇˇˇˇˇÿ for some appropriate c 3 ą 0. This implies the estimate we need for (6.3). The essential point is that taking differences of gaps produces a cancellation that improves upon the naive bound of N ε´1 obtained by applying the rigidity estimate to each gap separately. To show this precisely, write the differences of the ξ t terms as an integral of B x ξ t and use the estimates of Proposition 3.2 in [21] .
