Abstract. Gallo et al. [4] recently examined the problem of computing on line a sequence of k maximum flows and minimum cuts in a network of n nodes, where certain edge capacities change between each flow. They showed that for an important class of networks, the k maximum flows and minimum cuts can be computed simply in O(n 3 + kn 2) total time, provided that the capacity changes are made "in order." Using dynamic trees their time bound is O(nm log(n2/m) +km log(n2/m)). We show how to reduce the total time, using a simple algorithm, to O(n 3 + kn) for explicitly computing the k minimum cuts and implicitly representing the k flows. Using dynamic trees our bound is
fin(V) ~ /out(V). If fin(v)> four(V), then v is said so have excess. The value of the excess is the difference fin(V) --font(V). A node other than s or t which has excess is called active.
Given a flow or a preflow f, the residual graph for f is obtained as follows: if f(u, v) > 0, then directed edge (v, u) is in the residual graph with capacity f(u, v); if f(u, v) < c (u, v) , the directed edge (u, v) is in the residual graph with capacity c (u, v) 
--f(u, v).
The GT algorithm is a preflow algorithm, meaning that it only needs to maintain a feasible preflow until the end of the algorithm, when it becomes a (maximum) flow. At the start of the algorithm, a preflow is created by assigning a flow in each edge out of s equal to its capacity. At that point all edges out of s are saturated, so there are no residual edges out of s. During the algorithm each vertex v has an associated label d (v) 
Specializations of GT.
Goldberg and Tarjan discuss two specialized versions of their algorithm. In the FIFO version active nodes are placed on a queue as they become active, and are picked for examination off the top of the queue. In the Max-d version the active node picked for examination is always the one with 4 More correctly, the generic algorithm allows a node examination to end with remaining excess at v, but we assume the above version of the generic GT algorithm. the largest d label. The new result in this paper is based on the analysis for the Max-d version, and so we review that analysis below.
In the generic GT algorithm the time analysis is divided between the time for all the nonsaturating pushes, and the time for all other work. The analysis for all other work in the Max-d version is the same as in the generic algorithm, except that there is additional work involved in finding an active node of maximum d label. For this, the algorithm keeps a set A of 2n -1 linked lists of active nodes, each indexed by a number from 1 to 2n -1. List j keeps all the active nodes whose d label is j. A is used to locate an active node of maximum d label. If there is more than one, then the node picked for examination is the first one on the list. Each push from a node v must be to a node with d label equal to The time required for a nonsaturating push is O(1). The number of nonsaturating pushes is O(n 3) for both the FIFO and the Max-d algorithms. The proof (from [1] ) for the Max-d case is particularly simple, and is needed later. PRooF. In the Max-d algorithm at most n consecutive node examinations can occur without at least one node label increasing. To see this, note that excess is always pushed from the highest active node to a lower labeled node (since it is pushed along admissible edges). So, since each node pushes out all its excess when examined, if no node labels change during n node examinations, then all excess in the network will either be pushed forward to t or backward to s. At that point the algorithm terminates since there will be no active nodes. Each node examination can do at most one nonsaturating push, so there can be at most n nonsaturating pushes between node label increases. Each node label is bounded by 2n, and node labels never decrease, so there can be at most O(n a) nonsaturating pushes.
[] Cheriyan and Maheshwari [I] proved that the Max-d algorithm has only O(n2x/rm) nonsaturating pushes. We give a sketch of this improved analysis. The key point in the proof of Theorem 1.1 is that there are at most n consecutive node examinations between two relabelings. The improved analysis is based on a somewhat finer subdivision of the algorithm. A phase of the algorithm is a maximal sequence of operations during which the maximum label of the active nodes is unchanged. The total variation in the maximum label of the active nodes is O(n2), the same as the total increase in node labels. This implies that the number of phases is also at most O(n2).
Consider an active node v. A nonsaturating push from v to some other node w pushes the excess at node v to w. We call such a flow excess traveling through a sequence of nonsaturating pushes an atom. The path of nonsaturating pushes that an atom has been pushed through before reaching its current location is called the trace of the atom. Each active node has exactly one atom at the node. A new atom is created when two atoms merge due to a push to a node with excess. Two new atoms are created when a saturating push leaves the examined node with excess. The number of atoms simultaneously alive is increased by saturating pushes and decreased by mergings. This implies that the number of atoms created throughout the algorithm is at most twice as much as the number of saturating pushes, which is O(mn). The PROOF. This is a consequence of the choice of the active node with a maximum label for examination and the use of pointers in the choice of admissible edges. Consider an atom ~ at an active node v. If another atom fl is at a node on the trace of ~, then fl is currently at a node with a higher label than the label of v, and ~ will be merged into a new atom before node v has again the highest label among active nodes.
[] (2), where to is a nonnegative nonincreasing function of 4. We do not assume that the capacity functions are explicitly known to the algorithm, but rather that the values of the functions will be obtained whenever a value for 2 is specified. We let G(2) denote the network which results from fixing a particular value of 2 and setting the parametrized edge capacities accordingly. 
. G(2k) can be computed on line in O(n 3 + kn 2) total time, or in time O(nm log(nZ/m) + km log(nZ/m)) if dynamic trees are used.
Thus for k = O(n), all the flows can be done in the same worst-case time as the fastest-known algorithm for a single flow. This result has many applications and leads to the fastest solutions of many combinatorial problems. Numerous applications are discussed in [4] , [7] , [9] , [10], and [8] . It is important to note that in all of these applications it is the minimum cut that is needed; the maximum flow is computed in order to find the minimum cut. Martel [13] showed that the O(n a + kn z) bound can also be obtained by using either the Karzanoff or the wave versions of the Dinic maximum-flow algorithm in place of the GT algorithm.
The GGT algorithm 1-4] (establishing Theorem 2.1) is based on the idea that the maximum flow in G(2i) can be used to obtain a good initial preflow in G(21+ 1) and that, if care is taken, the last d labels in G(2i) are valid for this initial preflow. In detail, for each i, the initial preflow in G(21+ ~) is obtained from the maximum flow in G(2i) by increasing the flow in every edge (s, v) to cv(2i+ 1) if d(v) < n -1, by reducing the flow in every edge (v, t) to cv(2g+ 1), and by leaving all other edge flows as they are in the maximum flow in G(2~). Each d(v) is unchanged from its last value in G(2i), It is easy to verify, by the fact that 2~ < 2~ + 1 and the monotonicity of the capacity functions, that this initial flow assignment is a preflow in G(2~+ 1); it is also easy to verify that the d labels are valid for this preflow. After the initial preflow is set, the maximum flow in G(2~+ 1) is found by resuming the GT flow algorithm and running it to completion. Before proving the theorem we have to explain how each maximum flow is represented since f2(km) time would be required to output each of the k flows explicitly. With the method we present below, the current flow resides in memory after each flow computation is completed. Hence after every flow computation, the current flow is available and can be read out in O(m) time if desired. Equivalently, we could explicitly output the chan#es to each successive flow in the time bound stated in the theorem. In contrast, the time for outputing cuts is not a problem, since a minimum cut can be described in O(n) time by the node partition defining the cut. We should note that in all of the problems we know of that motivate the study of parametric monotone flow, it is the minimum cuts that are desired; computing the flow is just the method by which the cut is obtained. Now we prove the main result. For the time analysis for the flow, we note how the O(n 3) bound for a single-flow computation is affected when k flows are computed by the method described above. Again, the analysis is divided into time for all nonsaturating pushes and all other work. In the above parametric method the d labels never decrease, and each is bounded by 2n no matter how large k is. To analyze the number of nonsaturating pushes, note that inside any of the k flows there cannot be more than n nonsaturating pushes before a d label increases, for precisely the same reason as in a single flow. However, there may be n-1 nonsaturating pushes, then a capacity change, and then another n -1 nonsaturating pushes, all without a label change. So each time the capacities change the bound on the total number of allowed nonsaturating pushes increases by n. Hence the total number ofnonsaturating pushes over k flows is bounded by O(n 3 + kn) .
Main Result
Each change in flow on any edge is caused only by a push on that edge and it only takes constant time to make the change, so the time to maintain the flow function is proportional to the number of pushes. Hence the time to compute the k flows is O(n 3 + kn). Note that each flow is maintained correctly in memory in this time bound, but if each flow must be explicitly output, then the time is O(n 3 + km).
We now discuss how to find the k minimum cuts, Define S i to be the set of nodes reachable from s in the residual graph obtained from the maximum flow in G(2i); let T/= N\Si. It is known [3] that Si, Ti is the unique "leftmost" minimum s, t cut in G(2/), and that Si_ 1 --Si for every i. We will find S~, T~ in each G(2i), but we cannot search naively from s since that would take f~(km) total time. Instead we first find S~\S~_ 1 and then output this set together with S~_ 1.
We define the set Wi as follows: a node v ~ T~_ 1 is in Wi if and only if there is a residual edge from a node in S~_ 1 to v at the end of flow i. Since S~_ 1 ~-S~ for every i, unless S i = Sg_ 1 (which happens if and only if Wi = ~) when w is in Sg\Si_ 1, either w ~ Wi or w is reachable from a node in W~ along a path of residual edges containing only nodes in T~_ 1. It follows that it is correct to search for nodes in S~\S~_ 1 by starting from nodes in W~ and only following residual edges totally contained in T~_ 1. This is the key to finding the k minimum cuts in the desired time.
At the start of the ith flow computation we make W~ empty and set a counter to zero for each node in T~_ 1-During the flow computation whenever a residual edge (v, v') gets created, we check if v e St-1 and v' e T~_ 1; if the two conditions hold, then we increment the counter for v'. Whenever a residual edge (v, v') gets removed, we check again if v ~ S~_ 1 and v' e Ti-1, and decrement the counter for v' if the two conditions hold. At the end of the flow computation, W~ consists of those nodes whose counter is nonzero. Sufficient time exists simply to scan each counter to find W~.
Given W~ we search for S~\S~_ ~ starting from W~ using the rule that we never follow an edge ending at a node in S~_ 1. Since each node that is reached in this search will be in S~, over the entire algorithm, no node will ever be reached twice. Hence no edge is ever examined more than twice over the algorithm. So the total time over the entire algorithm for implementing this search strategy is
O(n 3 + kn + kn + m) = O(n 3 + kn).
[] Next we consider the version of the Max-d algorithm implemented using dynamic trees. The dynamic-tree data structure maintains a set of disjoint directed trees in the graph of admissible edges. Each tree is directed toward the root of the tree, which is the only vertex in the tree that can have excess. The data structure can be used to push excess from a vertex to the root of its tree in O(log l) time, if l is the maximum possible size of a tree. The basic operations of the algorithm are linking and cutting trees and pushing flow along tree paths to the root. The PROOF. Let E be a parameter that will be selected later. We call the trace of an atom short if it has length at most f. Clearly, the number of nonsaturating pushes on atoms with a short trace is O((nm + nk)f). As before the atoms pushed on during a phase have node-disjoint traces. Therefore, the number of nonsaturating pushes on atoms with long traces during a phase is at most O(n/f), and the total number of such pushes is O((n + k)n2/~). The best choice for f is x/n(n + k)/(m + k), which implies the bound claimed in the theorem.
THEOREM 2.3. If the Max-d algorithm is implemented using dynamic trees the resulting algorithm runs in O(n(m + k) log(n2/m)) time.
[] Theorem 2.4 gives an improved bound for a data-structure-free algorithm if, for example, k = O(n). Applications with k = O(n) are discussed in [4] , [7] , [9] ,
[10], and [8] .
Parametric Minimum Cuts for Parameters Given Out of Order.
We briefly discuss how to obtain the improved time bounds presented in the previous section even when the parameters are presented on line in any order, provided we only want the k minimum cuts. This is the case in all of the applications known to us. If the actual flows are required (even without outputing them) then the total time is O(n 3 q-km). We leave the case of computing flows to the reader.
In I-4] a method was presented for completely describing the capacity of the minimum cut as a function of 2 when, in addition to the monotonicity requirements, cv(2) and ~v(2) are known affine functions of 2. The method generates a sequence of 2 values which are not necessarily in order. By extracting the essential ideas from the particular algorithm given for affine functions, we can generalize the method to allow any monotonic functions. Such an approach was taken in [10] where we obtained the same bounds as in Theorem 2.1 but for 2 given in any order. We now show how to achieve the faster time bounds.
We assume that initially we have two values 2rain and ~max, with the first smaller than any other ;~ value, and the second larger than any other 2 to be given. Define G R as the graph obtained from G by reversing all the edges in G; flow in G R is assumed to be from t to s. We define a contracted subgraph of G (resp. G R) as a graph obtained from G by contracting some set of nodes into node s and some set of nodes into node t, and merging any edges that get duplicated. That is if node w is not contracted into s, then there will be an edge from s to w in the contracted graph if there is an edge from a node v to w in G and v = s or v is contracted into s. The capacity of the edge equals the sum of all capacities of edges (v, w) in G such that v = s or v is contracted into s. A similar merging is done for edges incident with t.
We start by finding a maximum flow fmin in a(/~min) and a maximum flow fmax in GR(2ma~) using the Max-d version of the GT algorithm in both cases. In general if #1 < #2 < "'" </~j is a sorted list of the values 41 to 2j, then after processing 2j we will have intervals [2rain, #1], 1-#1, #2] ..... [#j, 2max] . We also associate with each interval 1-#i, #i+ 1] a graph Gi and two flows: a max fl0w in Gi(#i ) and a max flow in GR(/~i+ 1). Each of the graphs Gi is a contracted subgraph of G obtained from G by contracting a subset of nodes into s and a subset into t, leaving the remaining nodes unchanged. Each Gi has the property that for any 2 in [gi, #i+ i] a minimum cut in Gi(2) is a minimum cut in G (2) . To process the next 2~+ t value, we find the interval [#i, #i+ 1] into which 2j+ 1 falls, and then find a minimum cut in G(2j + 1).
The minimum cut in G0.j+~) can be found either by continuing the flow computation in Gi(#/) (increasing 2) or by continuing the flow computation in G~(#i § (decreasing 2). The actual method for obtaining the minimum cut in G(2i+ 1) is detailed in procedure slice in [4] Graphs G' and G" are contracted subgraphs of G~, and are node disjoint except for s and t. Hence one of them has at most half the number of nodes as its parent graph G~. We call this graph an S graph and the other graph an L graph. Procedure slice always guarantees that any future flow on the L graph can be found by a continuation of the last flow on either G~ or G R (which one is determined by procedure slice).
Although we have not described procedure slice in detail, we have stated enough facts (detailed in [-4] or [10] ) to establish the following. PROOF. We represent all the graphs used or created during the algorithm by a binary tree T of at most 2k nodes. The two children of the root correspond to G and G R, respectively, and each other nonroot node corresponds to a graph created by one of the k calls of procedure slice. The two children of any (nonroot) node v correspond to the two graphs spawned from the graph at v, by procedure slice. We consider graphs G and G R to both be S graphs. For each S node v (a node corresponding to an S graph) there is exactly one maximal path of L nodes descending from v. We denote the length of this path by k v. We use Pv to denote the number of nodes in the graph corresponding to node v in T.
In the time analysis we pay O(p 3) for any S graph with p nodes. That is, the desired time bound will be achieved even if the flow in every S graph is computed from scratch. We claim that the total computation time for all the S graphs is just O(n3). To see this, let the level of an S node v be the number of S nodes above v on the path from v to the root of T. This uniquely defines a set of levels that partition the S nodes. G and G R are the two S nodes at level 0, and together they have 2n nodes. Then note that the S graphs at any level i have at most half as many nodes in total as the S graphs at level i -1, since each S graph has at most half as many nodes as the closest S graph above it, and any two S graphs at level i are node disjoint except for nodes s and t. It follows inductively that the total number of nodes in S graphs at level i is 2n/2 i. So, the total time for the maximum flows on all the S graphs at level i is O(~(pv) 3: v is an S node at level/) = 0((2n/2~)3). Hence the total time for all the flows on S graphs is O(n3).
s We should mention that procedure slice finds both the leftmost and the rightmost cuts. However, the procedure and the worst-case time analysis remain correct if only the leftmost cut is used.
To analyze the time for flows on L graphs, consider a maximal path of ko L nodes descending from an S node v. Since the flow on any L graph is a continuation of the flow on its parent graph, the cost of the flows on such a path of L graphs is O(p~ + k~pv) by Theorem 2.2. These maximal paths contain all the L graphs exactly once, and contain no S graph more than once. Further, ~ kv = k and p~ < n, so the total cost for the flows on all the L graphs is O(n 3 + kn).
We also have to include the time to find the correct interval when a new value of 2 is presented. O(k log k) time suffices, but if n = o(log k), then our claimed time bound is not established. However, since we are only interested in computing minimum cuts, then the time to find all the correct intervals can be limited to O(klog n). The reason is that in a monotone network there can be at most n leftmost minimum cuts (which is what the algorithm finds) so there are at most n intervals that we must keep around no matter how large k is. For details see [10] .
Similarly, the analogs of the other two bounds presented in the previous section can be proved. [] It may seem strange that we can find the k minimum cuts in time O(n 3 q-kn), but we do not claim such a time bound for finding the k maximum flows, even ignoring the problem of outputting the flows. The problem with producing the correct flow in each G(2) is that the graphs become contracted during the algorithm, by procedure slice. These contractions maintain the minimum cuts that will be needed, but because of contraction, flow is not assigned on all edges of the original graph G. We claim that the correct flow on each full graph G(2) can be determined in O(n 3 -t--km) total time, but leave the details to the reader. The layout problem was solved independently using network flow by Picard and Ratliff [14] , Cheung [2] , and Trubin [16] (several less-efficient methods were also published earlier using linear programming or minimum-cost flow in place of network flow). The network-flow-based solutions require computing m-1 minimum cuts on a dense graph of n nodes, yielding an O(mn 3) time bound. In general, m > n (in fact m >> n is likely) and so we would like to reduce the role of m. In [10] we note that the m -1 minimum-cut problems satisfy the requirements of the GGT model, implying immediately a time bound of O(n a + mn2). With Theorem 2.2 this is reduced to O(n 3 + mn). In [10] we also give a method (needing the ability to process 2 values out of order) with a running time of O(n a + n 3 log m). With Theorem 3.1, that method now has a running time of O(n 3 + n 2 log m). In that method k = n log m. In summary we have Of course, the total time for the solution must also include the time to set up the networks. There are simple ways of preprocessing the data which only take time equal (not just proportional) to the time to read in the data, so that after the preprocessing each network can be set up in O(n) time. So the real bottleneck is the time for the network flows, and the speedup established in Theorem 4.1 is of importance.
An Application
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