Abstracl-A numerical method of predetermined optimal redundancy resolution for a redundant manipulator is proposed. To resolve redundancy, a performance index is optimized globally in time. Instead of deriving the necessary condition for optimality and searching optimal boundary values, we predetermine the trajectories of redundant joints in terms of the Nth partial sum of Fourier series. Then, the optimal coefficients of the Fourier series are determined by using Powell's method. As a result, we can obtain an approximate optimal solution in a desirable homotopy class without topological liftings of paths. To show the validity of the proposed method, we apply the method to a three-link planar manipulator and analyze both optimal and extremal solutions by using Fast Fourier transform (FFT).
I. INTRODUCTION
The kinematics of a redundant manipulator is where .r is an nt-dimensional vector in Cartesian space, 8 is an 71-dimensional vector in joint space, and f is a vector function consisting of m scalar functions (rrt 5 n ) . From kinematics ( I ) , the differential kinematics of a redundant manipulator is expressed as i ( t ) = J & f ) (2) where
is the Jacobian matrix of the manipulator. If angular velocity is involved in i ( f ) , we can use another method such as the velocity propagation. method [I] , [2] . If .I is rectangular, then the general solution for 0 of the differential kinematics (2) becomes where J + is the pseudoinverse of J . If the rank of J is m , then J + = J ' ( J J ' ) p ' . In (3) , I is the 11 x 11 identity matrix and : is an n-dimensional arbitrary vector. For a redundant manipulator, ( n -m )-dimensional redundancy is utilized to optimize a performance index while performing a given task. Based on the general solution (3) , the redundancy of a manipulator is utilized to avoid joint limits, singularities, or obstacles by using 2 [3] - [5] . Even though pseudoinverse-based methods (local in time or local optimization method) provide the simplicity in the formulation of the optimization problem and the computational advantage, it sometimes reveals disadvantages. For example, Klein and Huang [6] show that closed trajectories in joint space cannot be generally obtained by the pseudoinverse-based method for closed tasks in Cartesian space. Also, Baillieul [7] proves that, without further modification, the pseudoinverse-based method cannot avoid kinematic singularities and cannot guarantee the globally optimal solution. Suh and Hollerbach [8] compare the local optimization methods with global optimization methods to show the disadvantages of the pseudoinverse-based methods. In order to overcome such disadvantages, several local optimization methods are suggested.
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For example, Sciavicco and Sicilliano [9] develop a closed-loop algorithm, and Anderson and Angeles [lo] provide a general solution which gives conservative joint motion, while Chang [ 111 suggests a closed-form solution instead of the pseudoinverse-based method.
On the other hand, one can deal with the optimization problem along the entire path of a given task (global in time) because global optimization methods can provide a stable solution. The global optimization problem is to minimize the following performance index:
1;' G ( 0 , Q ) d t (4) subject to the kinematic constraints (l) , where to and tl are the initial and final time, respectively.
A typical performance index is the norm of the joint-velocity vector. In this case, the optimization problem becomes as follows: find the optimal trajectory 8 ( t ) if it is desired to subject to the kinematic constraints (1) [ 121-[ 141. This is a functional optimization problem and may be solved by applying the calculus of variations [ 151. Kazerounian and Wang [12] obtain a second-order differential equation as the necessary condition to optimize the norm of the joint-velocity vector, which is 6 = J+(i -jQ). (6) In this case, the optimal initial values of 8 ( t " ) and e ( t 0 ) should be determined to uniquely specify an optimal solution.
In the global optimization problem, if a task is given by a closed path in Cartesian space, then the joint trajectory can be periodic depending on boundary conditions. So, the periodic boundary conditions become additional constraints, i.e., 8 ( t o ) = 8 ( t 1 ) and H ( t o ) = e( t 1 ). Since we are interested in cyclic tasks only, we restrict our concerns to the cyclic solution (conservative joint motions) for the cyclic task. Martin et al. [13] optimize the criterion (5) by reducing the order of the differential equation for the cyclic tasks. Also, the existence of extremal solutions depending on the initial joint angles is discussed, and the necessity of the topological liftings of paths is emphasized, which may be expected to produce an optimal solution.
To achieve a cyclic solution, Wang and Kazerounian [ 14) recently suggested a method using Fourier series. In their work, a residual vector R ( t ) is defined as R ( t ) = e -J+(? -jQ) (7) where 0 , 8 , and e are computed from the Fourier series approximation.
This method is a successive adjustment of the Fourier coefficients until R ( t ) approaches zero. From (7), we can understand that the Fourier series approximation is introduced in order to find the optimal initial values of the differential equation (6) . [12] [13] [14] , the optimization procedures are composed of two steps. One is to derive the necessary condition for optimality (6) . The other is to determine the optimal initial values of the differential equation (6) . We note that Nakamura and Hanafusa [ 161 solve the global optimization problem strictly by using Pontryagin's maximum principle. In their work, they treat the global optimization problem in two steps, and they show the existence of extremal solutions (local minimum, local maximum).
In this paper, we combine these two steps. Instead of deriving the necessary condition for optimality and searching the optimal initial 1042-296)(/93$03.00 0 1993 IEEE value, we predetermine the trajectories of redundant joints in terms of the Nth partial sum of Fourier series, and exclude extremal solutions by assuming two properties pertaining to the optimal solution. Then, the optimal coefficients for the Fourier series are determined by using Powell's method [ 171. Consequently, we can obtain an approximate optimal solution in a desirable homotopy class without topological liftings of paths.
That is, our method is easy to find an initial condition of optimal solution.
PREDETERMINED OPTIMAL RESOLUTION

A. Problem Formulation
We deal with the global optimization problem of an integral-type criterion (4) subject to the kinematic constraints (1). To achieve a cyclic joint trajectory of a redundant manipulator, periodic boundary conditions are required as additional constraints. The global optimization problem for a cyclic task can be summarized as follows:
B. Observations on the Solution f o r a Cyclic Task
If a task is cyclic, then the kinematics (l), can be represented as a periodic function with period T which is given by T = t l -t o .
Then, we introduce a fundamental task frequency ~J O defined by
From the fact that Fourier series can represent any periodic function, any cyclic task can be represented as a Fourier series. Since we assume that the solution of problem (8) is periodic, the optimal solution 6' can be expressed as 
where ak and bk are Fourier coefficients, and @ ( t o ) is an initial configuration. In order to explicitly show the initial arm configuration @ ( t o ) in (IO), we separate the first term and second term, and the third and fourth terms are odd and even functions for the joint trajectory, respectively. If a joint which travels more than 360 degrees is used, then a linear term in (10) is necessary. But such ajoint is not common, so we assume that joint range is limited.
C. Predetermined Trajectories of Redundant Joints
We know that redundant degrees of freedom can be utilized to optimize a performance index while tracking a given task. But for a redundant manipulator, O(t) is not determined uniquely because of the ( n -m)-dimensional redundancy. Redundancy makes it difficult to solve the inverse kinematics. If the trajectories of redundant joint 6',(t) E R'"wl are assumed to be predetermined in a desirable homotopy class (optimal solution), then the remaining joints 8, ( t ) E R" can be accordingly determined by the nonredundant inverse kinematics.
As a result of approximate predetermination, the trajectories of the redundant joints 8,(t) = [ 8 l ( t ) ;.., 8,~,,,(t) ]' are given by
where j = 1 , 2 . . . . , rz -m and U J k and b J k are the coefficients of the kth harmonics of the jth joint. Then, the remaining joints O,(t) can be determined by solving the nonredundant inverse kinematics from the given r ( t ) and the predetermined joints 6',( t ) . So, the kinematics (1) can be rewritten as
where we have m equations with ni unknowns. We denote the above kinematics as f. Then, the nonredundant inverse kinematics becomes
Thus, if we obtain optimal trajectories for 6',, then 0, can be determined by the nonredundant inverse kinematics (13). No matter which joints are predetermined as redundant joints, the approximate optimal solution belongs to a desirable homotopy class. We recommend using the inner joints of a manipulator as the predetermined redundant joints because the nonredundant inverse kinematics becomes relatively simple.
D. Assumptions
Depending on the boundary values (initial joint angles or initial joint velocities), the solutions from the necessary condition for optimality (the differential equation) are prone to yielding nonhomotopic extremal solutions. As mentioned above, our method consists of finding a solution in a desirable homotopy class by determining the coefficients of the Fourier series (11) instead of relying on the differential equation. To distinguish an optimal solution from extremal solutions, we make two assumptions.
1) The approximate optimal solution has the smallest 2 ) The amplitude of the kth harmonic, c k , decreases monotoniIn the two assumptions, C k = d m stands for the amplitude of the kth harmonic. The first assumption is based on the fact that a small value is more desirable as far as the physical performance index is concerned. It is easy to observe that unnecessarily large values of physical variables, such as velocity, acceleration, torque, etc., are not desirable by any means. The second assumption can be interpreted as follows. If ck does not decrease monotonically, it may cause an extraneous oscillating joint trajectory. The two assumptions aim at the exclusion of extremal solutions in the optimization problem (8) . These two assumptions are from the observation on Parseval's theorem [ 171. The validity of the assumptions will be discussed in Section IV.
ki.
cally as k increases.
E. Multidimensional Minimum Search
To obtain an optimal solution, we change the variables 6' and 0 to the Fourier coefficients a ,I; and b,k, respectively. By differentiating (1 l), we can obtain the joint velocities of the predetermined joints as
(14)
w h e r e j = l ; . . , n -m andk=1,~~~,~\~.From(ll)and(l4),all 6' and e can be replaced by the Fourier coefficients. Therefore, we can reformulate the given problem (8) as are implicitly included in (15) because 8 and e are approximated by the Fourier series. It is obvious that the only remaining work in the reformulated problem is to determine the optimal coefficients in (15). Thus, the reformulated problem becomes a multidimensional minimum search problem. Based on the previous assumptions, we set the initial values of Q J k and b J k to zero in the search problem. Then, we can obtain an approximate optimal solution from searching with the initial guesses of a,k and b J k . In this work, we adopt Powell's method to find the optimal coefficients because direct-search methods, such as Powell's method, require only function evaluation [17]. In general, Powell's method is a primitive method. But it is proper for our formulation because it does not externally require the gradient of performance index and it is easy to implement and it works well.
SIMULATION RESULTS
We will show two aspects of the proposed method through numerical examples. One is that a solution obtained by the proposed method is a good approximation to the exact optimal solution from the necessary condition for optimality. The other is that the proposed method does not require any additional effort for topological liftings of paths. To show these aspects, cyclic tasks are applied to a three-link planar manipulator. Since many researchers have devoted themselves to minimizing the norm of the joint-velocity vector locally or globally in time, we choose the norm of the joint-velocity vector ( 5 ) as the performance index of the global optimization problem (8) . Consider the three-link planar manipulator shown in Fig. 1 . We choose the position of the end-effector in 2-D space described in Cartesian coordinates, s E R2. Accordingly, the redundancy at nonsingular points is equal to one. Link parameters of the three-link planar manipulator are 1 1 = 3.0, 12 = 2.5, and 13 = 2.0 units, respectively. Also, assume that joint range is --K 5 8, 5 T , for all i .
If we denote S I = siri(81), CI = cos(O1), S I L = sin(O1 +&), and c 1 2 = cos(81 + Ol), the kinematics (1) becomes In the numerical examples, cyclic tasks are described by
where R is the radius and C is the center of the circle. The task is to traverse the circle of radius R, centered at (C,O), in unit time, counterclockwise.
A. Exact versus Approximate Optimal Solution
Consider Task 1, in which R = 2.3 and C = 2.5 units. For Task 1 , we establish the global optimization problem (15) for an imposed (6)]. Fig. 2 shows an exact optimal solution for Task 1.
In this approach, we can also obtain an extremal solution for Task 1 when the differential equation (6) is integrated at different initial joint velocity e(to). This means that the optimization problem based on the necessary condition for optimality generates either an optimal solution or extremal solutions depending on 8 ( t o ) .
On the other hand, since our method is based on the Fourier series approximation, the solution is a good approximation to the exact optimal solution. It is very important to determine how many harmonics must be used because the number of harmonics is a tradeoff between the precision of approximation and search dimension. To obtain an approximate optimal solution, we predetermine 81 as follows
According to the procedures of the previous section, we determine 6' 2 and tI3 from the nonredundant inverse kinematics (1 3). Also, 8 of the performance index must be changed to the Fourier coefficients a l k and b l k by differentiating (18). Then, the next step is to determine the optimal values of the Fourier coefficients a l k and b l k by Powell's method. Based on the assumptions, we set the initial values of the Fourier coefficients to zero in order to exclude the extremal solutions. The approximate optimal solutions shown in Fig. 3 are obtained by approximating up to the 2nd and the 5th harmonic, respectively. In case of approximating up to the 5th harmonics, the number of iteration is 12 and the tolerance of convergence is lo-'. Even though the approximate optimal solutions in Fig. 3 are obtained by a limited number of harmonic components, we can notice that the approximate optimal solution is very close to the exact optimal solution and quite different from the external solution shown in Fig. 2 . Also, we can show the validity of the proposed method by comparing the values of each performance index. The performance index values for the exact optimal solution and the 5th approximate solution are 14.87, 15.87, respectively, while that of the external solution is 215.14.
B. Multiple Nonhomotopic Extremal Solutions
As shown in Fig. 2 Task 2 to distinguish an optimal solution from extremal solutions. For this purpose, let us consider another task in which R = 1 and C = 6 units as Task 2. Task 2 is relatively easier to be carried out than Task 1 because of its small workspace. Generally, it is easier to obtain an optimal solution for a small task than that of a large task (workspace).
Fig. 4. Optimal and extremal solutions for
In this example, let @ ( t o ) be (4.47124, 1.7875, -1.8734)' rad.
Solid lines in Fig. 4 show approximate optimal solutions obtained by the proposed method. Dashed lines in Fig. 4 show extremal solutions which satisfy the necessary condition for optimality and the periodic boundary conditions. The approximate optimal solution shown in Fig. 4 does not change the arm configuration of the manipulator. Link 3 maintains upper arm configuration with respect to link 2 through the whole task. On the other hand, the extremal solution shown in Fig. 4 changes the arm configuration of the manipulator. For example, link 3 has upper arm configuration with respect to link 2 around the initial and final points of the trajectory, but lower arm configuration in the middle of the trajectory. This result implies that the extremal solution includes superfluous self-motion.
Since the necessary condition for optimality based on the calculus of variations does not distinguish an optimal solution from the extremal solutions, we sometimes need topological liftings of paths (another initial joint velocity for an imposed initial joint angle). To describe the topological liftings of paths, we may introduce the concept of a homotopy class. The paths in a homotopy class can be transformed continuously from one to another. But if two paths are in different homotopy classes, a path in one homotopy class cannot be transformed continuously into another path in the different homotopy class. In most cases, the optimal solution and the extremal solution reside in different homotopy classes. Thus, one cannot continuously transform the extremal solution into the optimal solution. Consequently, a topological lifting is needed to obtain an optimal solution from an extremal solution [13] . But our method does 
IV. ANALYSIS OF SOLUTIONS
A. FFT Analysis
In Section 11, we made two assumptions to exclude extremal solutions. Here, we show the validity of the assumptions. For Task 1, we evenly sample 4096 points of the joint trajectories of both the exact optimal solution and the extremal solution shown in Fig.  2 , respectively. Each element in Table I is the amplitude of the kth harmonic, r k , from the FFT of the sampled data. By comparing the data in Table I , the total sum of r; is always smaller for the exact optimal solution than for extremal solutions, for each joint. These data show the validity of the first assumption. A l s o , we can notice that C k of the exact optimal solution decreases monotonically. On the other hand, 0 3 of the extremal solution partially violates the second assumption.
For Task 2, we evenly sample 4096 points of both the approximate optimal solution and the extremal solution shown in Fig. 4 , respectively. As shown in Table 11 , the total sum of e: of the approximate optimal solution is smaller than that of the extremal solution. However, the coefficients of both solutions are monotonically decreasing.
B. Analysis in the (0:3, 0 2 ) Plane
In Fig. 5 , the solid lines are the projection of the set of the inverse kinematic solutions for Task 2 into the (6'3, 0 2 ) plane, which satisfy the kinematic constraints (1). The outer solid curve is the set of the inverse kinematic solutions at t = 0, while the inner solid curve is the set of the inverse kinematic solution at t = 0.5. We also plot the optimal solution and the extremal solution for Task 2 in the ( 0 3 , 0 2 ) plane, as shown in Fig. 5 . The optimal solution is represented as a short trajectory, and the extremal solution is represented as a long trajectory. It shows that the existence of multiple nonhomotopic extremal solutions depends on the initial joint velocity 0 ( t 0 ) when an initial configuration O ( t 0 ) is imposed. Since the longer trajectory cannot be continuously transformed to the shorter trajectory, we can say that the optimal solution and extremal solution are nonhomotopic. This means that topological liftings of paths are necessary to obtain Fig. 5 . Solutions for Task 2 in the ( 8 3 , 8,) plane.
an optimal solution. In fact, we should determine another initial value of O ( t 0 ) for the topological liftings of paths.
As shown in Fig. 5 , the short trajectory does not enclose the inner closed solid curve and remains in the 2nd quadrant. This means that the arm configuration is maintained while performing Task 2. On the other hand, the long trajectory traverses 2-3-4-1-2 quadrants in sequence while enclosing the inner closed solid curve. This indicates that superfluous self-motion exists. Therefore, the methods based on the necessary condition for optimality are prone to yield extremal solutions.
C. Arbitrary Predetermination of Redundant Joints
We investigate the effect of arbitrary predetermination of redundant joints in our method. Even though the inner joints are good choices as the predetermined redundant joints as we stated, the outer joints can be used as the predetermined redundant joints for comparison.
To compare with the results of Section 111, we choose the same performance index, which is the norm of the joint-velocity vector, and Task 1. In the example, the third joint 03 of the three-link planar manipulator is predetermined instead of 01 as follows.
Accordingly, the nonredundant inverse kinematics (13) is set up. As shown in the previous section, we reformulate the optimization problem as the multidimensional minimum search problem so that we can obtain an approximate optimal solution by using Powell's method. The approximate optimal solution of the predetermined 0 3 is very similar to that of the predetermined 81. In order to obtain a similar result, we must include more harmonics. We analyze both solutions in two ways. One is the FFT analysis and the other is the comparison of the values of the performance index. In the first place, we take the FIT to both approximate optimal solutions. In Table 111 , we can observe that both FFT data of the approximate optimal solutions are close to those of the exact optimal solution and quite different from those of the extremal solution in Table  I . The performance index values for the exact optimal solution, the approximate optimal solution for predetermined 01, and the approximate optimal solution for predetermined 0 3 are 14.87, 15.87, and 15.82, respectively, while that for the extremal solution is 215.14. Consequently, we may conclude that the approximate optimal solutions of arbitrary predetermination of redundant joints may differ in the degree of approximation, but belong to the same homotopy class. This means that the proposed method does not provide an 
V. CONCLUSION
In this paper, we proposed a numerical method of optimal redundancy resolution for a kinematically redundant manipulator. We predetermined the joint trajectories of redundant joints in terms of Fourier series. Then, the optimal coefficients of the Fourier series were determined by Powell's method. Simulation results showed that our method is very practical and easy to implement. To investigate the features of multiple extremal solutions, we analyzed solutions by FFT as well as in the (03, 0,) plane. Also, we showed that arbitrary predetermination of redundant joints provided the approximate optimal solutions in a desirable homotopy class.
The advantages of the proposed method can be summarized as follows. Our method does not need to derive the necessary condition for optimality, and always provides an approximate optimal solution without topological liftings of paths.
While the second assumption has been found to be useful in our experience in distinguishing optimal solutions from extremal solutions, further work is needed to determine if this assumption is always met in cases where the path is more complicated. Also, our method is restricted to cyclic tasks, but we are investigating noncyclic tasks by using the half-range expansion technique of Fourier series.
Dynamic Hybrid PositiodForce Control of Robot
Manipulators-On-Line Estimation of Unknown Constraint
Tsuneo Yoshikawa and Akio Sudou
Abstract-For the application of robot manipulators to complex tasks, it is often necessary to control not only the position of a manipulator but also the force exerted by the end-effector on an object. For this purpose, Raibert and Craig proposed the hybrid positiodforce control method. Extending their method, it is proposed that the dynamic hybrid control method, which takes into consideration the manipulator dynamics and the constraints on the end-effector specified by the given task. One difficulty in implementing the method is that we usually do not have precise information on the size and position of the object with which the endeffector contacts. To cope with this difficulty, a problem of dynamic hybrid control with unknown constraint is studied. After a brief introduction of the dynamic hybrid control approach, an on-line estimation algorithm is developed that estimates the local shape of the constraint surface by using measured data on the position and force of the end-effector. It is then shown by experiments, using a SCAM-type robot, that the combination of this algorithm with the dynamic hybrid control method works fairly well. This approach decreases the burden on the operator of giving precise data on the constraint and makes the dynamic hybrid control approach more practical.
I. INTRODUCTION
To apply robot manipulators to a wider class of tasks, it will be necessary to control not only the position of a manipulator but also the force exerted by the end-effector on an object.
Force control of manipulators has been studied by many researchers [2] , [5] , [7] - [9] , [ l l ] , [12], [17] , [18] . The hybrid control method proposed by Raibert and Craig [ l 11 deals with the situation where the position of the end-effector must be controlled in certain directions and the force in other directions. In this approach, however, the manipulator dynamics has not been taken rigorously into account.
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A dynamic hybrid control method, which is based on the dynamic equation of robot manipulators and description of the end-effector constraint by constraint hypersurfaces, has been proposed in a previous paper [18] . It has been shown that, if the manipulator is not in a singular configuration, the desired position and force trajectories can be realized simultaneously. A similar approach has also been studied by Kankaanranta and Koivo [5] . McClamroch [9] demonstrated that various constrained robot systems can be modeled by using singular systems of differential equations. For position control of manipulators, several controller designs have been proposed based on a two-step procedure: First, the system dynamics is linearized by an appropriate nonlinear state feedback, and then, a servo compensator is designed for this linearized model to cope with modeling errors and disturbances [13]-[16] . However, this procedure has not been established for constrained motion.
Based on the basic equations given in [18] and the two-step procedure mentioned earlier, an approach to designing controllers for dynamic hybrid control has been presented in [20] . First, we have given a nonlinear state feedback law that linearizes the manipulator dynamics. Formulation of the constraint by the constraint hypersurfaces plays an essential role in establishing the linearizing law. Second, the position and force servo controllers for the linearized model have been designed using the concept of two-degree-offreedom servo controllers [16] . The merit of this servo controller is that it can take into account both the command response and the robustness of the controller to modeling error and disturbance.
Despite these efforts, we still have several difficulties in implementing our approach. One major difficulty is that we usually do not have precise information on the size and position of the objects the end-effector contacts. This prompted us to study the problem of dynamic hybrid control with unknown constraints, which is the main theme of this paper.
After discussing the theoretical background of our approach briefly, first we develop an estimation algorithm that estimates the local shape of the constraint surface from data obtained on-line. Then we show by experiments using a SCARA robot that the combination of this algorithm with the dynamic hybrid control method works fairly well. This approach decreases the burden on the operator of giving precise data on the constraint surfaces and makes the dynamic hybrid control approach more practical.
There have been several research efforts related to estimation of the constraint surface for force control [l] , [3] , [6] , [lo] . Merlet [lo] proposed using force measurement to determine the surface normal.
Blauer and Belanger [I] reduced the problem to that of estimating some unknown parameters representing the constraint surface and proposed using the extended Kalman filter. Kazanzides et al. [6] proposed a method of determining the surface normal and tangent from the measured force and end-effector velocity. The estimation algorithm in this paper is in the same line as [ 101 and [6] . However, our method combines the position and force measurements to treat the three-dimensional (3-D) situation directly and provides a means for cancellation of frictional force. Furthermore, the change rate of directions of the constraint surface due to the motion of the endeffector on the surface is taken into consideration to harmonize the estimation algorithm with the dynamic hybrid controller.
DYNAMIC HYBRID CONTROL APPROACH
In this section, we describe briefly the dynamic hybrid control approach, which consists of linearization of robot dynamics by a 1042-296X/93$03.00 0 1993 IEEE
