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Measurements of the top quark polarization and top quark pair (tt̄) spin correlations are presented using
events containing two oppositely charged leptons (eþe−, eμ∓, or μþμ−) produced in proton-proton
collisions at a center-of-mass energy of 13 TeV. The data were recorded by the CMS experiment at the LHC
in 2016 and correspond to an integrated luminosity of 35.9 fb−1. A set of parton-level normalized
differential cross sections, sensitive to each of the independent coefficients of the spin-dependent parts of
the tt̄ production density matrix, is measured for the first time at 13 TeV. The measured distributions and
extracted coefficients are compared with standard model predictions from simulations at next-to-leading-
order (NLO) accuracy in quantum chromodynamics (QCD), and from NLO QCD calculations including
electroweak corrections. All measurements are found to be consistent with the expectations of the standard
model. The normalized differential cross sections are used in fits to constrain the anomalous chromo-
magnetic and chromoelectric dipole moments of the top quark to −0.24 < CtG=Λ2 < 0.07 TeV−2 and
−0.33 < CItG=Λ2 < 0.20 TeV−2, respectively, at the 95% confidence level.
DOI: 10.1103/PhysRevD.100.072002
I. INTRODUCTION
The top quark is the heaviest known fundamental particle
and has a lifetime on the order of 10−25 s [1]. This is shorter
than the quantum chromodynamic (QCD) hadronization
time scale 1=ΛQCD ≈ 10−24 s, and much shorter than the
spin decorrelation time scale mt=Λ2QCD ≈ 10−21 s [2]
(where mt is the top quark mass). Thus, not only does
the top quark decay before hadronization occurs, but also
its spin information is preserved in the angular distribution
of its decay products.
At the CERN LHC, top quarks are produced mostly in
pairs via gluon fusion (gg → tt̄). The quarks are unpolar-
ized at leading order (LO), owing to the parity-conserving
nature (longitudinal polarization) and approximate time
invariance (transverse polarization) of QCD interactions. In
the standard model (SM), a small longitudinal polarization
arises from electroweak (EW) corrections, while a small
transverse polarization comes from absorptive terms at one
loop (both <1% [3,4]). The spins of the top quarks and
antiquarks are strongly correlated, and the configuration of
spins depends on the invariant mass of the tt̄ pair (mtt̄), with
like (unlike) helicity pairs dominating at low (high) mtt̄.
This paper presents a measurement of all the independent
coefficients of the top quark spin-dependent parts of the tt̄
production density matrix, as described in Ref. [4], using
events (labeled dileptonic) in which the decay of the tt̄ pair
leads to two oppositely charged leptons (eþe−, eμ∓, or
μþμ−) in the final state. The analysis uses a data sample of
proton-proton (pp) collision events collected by the CMS
experiment at a center-of-mass (CM) energy of 13 TeV
in 2016, corresponding to an integrated luminosity of
35.9 fb−1 [5]. Similar measurements have been made by
the ATLAS Collaboration at
ffiffi
s
p ¼ 8 TeV [6]. Differential
tt̄ cross sections corresponding to a subset of the coef-
ficients, and other observables sensitive to the top quark
polarization and tt̄ spin correlations, have been measured
by the ATLAS and CMS Collaborations at
ffiffi
s
p ¼ 7, 8, and
13 TeV [7–11].
In this analysis, each coefficient is extracted from a
measured normalized differential tt̄ cross section, using
the same event selection and reconstruction as described
inRef. [12]. Thedistributions are corrected to the parton level
and extrapolated to the full phase space, using a refined
unfolding procedure with no regularization bias. In addition
to full statistical and systematic covariance matrices for each
measured distribution, matrices are provided for the com-
bined set of all measured bins, allowing constraints to be
placed using several measured distributions simultaneously.
The absence of direct signals of beyond-the-SM (BSM)
particles in the LHC data analyzed so far suggests that
BSM phenomena might only be directly observed at an
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energy scale larger than that probed at the LHC. However,
BSM physics could still indirectly manifest itself in new
vertices and modified couplings. Such effects can be acco-
mmodated by adding higher-dimensional operators to the
SM Lagrangian in an effective field theory (EFT) approach.
The coefficients measured in this analysis are sensitive to
all but one of the operators of mass dimension six relevant
for hadronic tt̄ production [4]. We set limits on contribu-
tions from these operators using simultaneous fits to the
measured normalized differential cross sections, including
constraints on the chromomagnetic and chromoelectric
dipole moments of the top quark.
II. FORMALISM AND OBSERVABLES
The square of the matrix element for tt̄ production and
decay to two leptons (with appropriate color and spin
summation implied) [13] can be written as
jMðqq̄=gg → tt̄ → lþνbl−ν̄ b̄Þj2 ∝ ρRρ̄: ð1Þ
Here, l refers to an electron or muon, R is the spin density
matrix related to on-shell tt̄ production, and ρ and ρ̄ are the
decay spin density matrices for the top quark and antiquark,
respectively. The narrow width of the top quark compared
to its mass allows factorization of the production and decay
processes.
The aim of this analysis is to study the properties of the R
matrix, which is purely a function of the partonic initial
state and production kinematic variables, and is therefore
sensitive to BSM phenomena in tt̄ production [13]. While
the analysis is also sensitive to BSM effects in tt̄ decays,
these effects are heavily constrained [14,15], and therefore
have a minimal effect on the measured distributions [4,13].
The production spin density matrix R can be decom-
posed in the t and t̄ spin spaces using a Pauli matrix basis:
R ∝ Ã1 ⊗ 1þ B̃þi σi ⊗ 1þ B̃−i 1 ⊗ σi þ C̃ijσi ⊗ σj; ð2Þ
where 1 is the 2 × 2 unit matrix, σi are the Pauli matrices,
and the first (second) matrix in each tensor product refers to
the top quark (antiquark) spin space. The function Ã deter-
mines the total tt̄ production cross section and the top quark
kinematic distributions, B̃ are three-dimensional vectors
of functions that characterize the degree of top quark or
antiquark polarization in each direction, and C̃ is a 3 × 3
matrix of functions that characterize the correlation
between the top quark and antiquark spins.
We choose an orthonormal basis to decompose the top
quark spin, where these functions have definite properties
with respect to discrete symmetries [4,16]. This basis is
illustrated in Fig. 1. Working in the tt̄ CM frame, we use the
helicity axis k̂ defined by the top quark direction and the
direction p̂ of the incoming parton to define the direction
perpendicular to the scattering plane n̂ ¼ ðp̂ × k̂Þ= sinΘ,
where Θ is the top quark scattering angle. The direction in
the scattering plane mutually perpendicular to k̂ and the
transverse axis n̂ is given by r̂ ¼ ðp̂ − k̂ cosΘÞ= sinΘ.
We expand B̃i and C̃ij in terms of the orthonormal basis
fk̂; r̂; n̂g:
B̃i ¼ bk k̂i þ br r̂i þ bn n̂i;
C̃ij ¼ ckkk̂ik̂j þ crrr̂ir̂j þ cnnn̂in̂j
þ crkðr̂ik̂j þ k̂ir̂jÞ þ cnrðn̂ir̂j þ r̂in̂jÞ
þ cknðk̂in̂j þ n̂ik̂jÞ þ cnðr̂ik̂j − k̂ir̂jÞ
þ ckðn̂ir̂j − r̂in̂jÞ þ crðk̂in̂j − n̂ik̂jÞ: ð3Þ
The coefficient functions bi , cij, and ci are functions of the
partonic CM energy squared s and cosΘ. They can each be
classified with respect to P, CP, T, and Bose-Einstein
symmetry, and their P and CP symmetry properties are
summarized in Table I. The approximate CP invariance of
the SM requires the C̃matrix to be symmetric (i.e., the CP-
odd coefficient functions vanish: ck ¼ cr ¼ cn ¼ 0) and
the top quark and antiquark to have the same polarization
coefficient functions (i.e., bþi ¼ b−i ). The P invariance of
QCD forces the P-odd coefficient functions to vanish in the
absence of EW interactions, so large values are allowed
only for the P- and CP-even spin correlations ckk, crr, cnn,
and crk (and the transverse polarization coefficient func-
tions bn , but these are zero at tree level in QCD by T
invariance). Any deviation from these expectations would
be a sign of BSM phenomena.
The Bose-Einstein symmetry of the gg initial state
requires a redefinition of the r̂ and n̂ axes (which are
odd under Bose-Einstein symmetry) to allow nonzero
values of the relevant coefficient functions [4]:
fk̂; r̂; n̂g → fk̂; signðcosΘÞr̂; signðcosΘÞn̂g; ð4Þ
i.e., we have used the sign of the cosine of the top quark
scattering angle, which is odd under Bose-Einstein sym-
metry, to define a “forward” direction for each event.
FIG. 1. Coordinate system used for the spin measurements,
illustrated in the scattering plane for Θ < π=2 (left) and Θ > π=2
(right), where the signs of r̂ and n̂ are flipped at Θ ¼ π=2 as
shown in Eq. (4). The k̂ axis is defined by the top quark direction,
measured in the tt̄ CM frame. For the basis used to define the
coefficient functions in Eq. (3), the incoming particles p represent
the incoming partons, while for the basis used to measure the
coefficients in Eqs. (8)–(10) they represent the incoming protons.
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The top quark spin cannot be measured directly, but the
angular distribution of the decay products of a top quark is







ð1þ κa cos χaÞ; ð5Þ
where Γ is the top quark decay width, χa is the angle
between the direction of decay product a and the top quark
spin axis in the top quark rest frame, and κa is the spin
analyzing power. The charged lepton has maximal spin
analyzing power, κlþ ≈ 1 [17]. For top antiquark decay, the
sign is reversed: κl− ¼ −κlþ .
Each of the 15 coefficient functions from Eq. (3) (six bi
and nine cij=i0 ) is probed by a normalized differential cross
section at the parton level, using the charged lepton
directions measured in the rest frames of their parent top
quark and antiquark as proxies for the top quark and
antiquark spins. Since the measurements are made in pp
collisions, the basis is adjusted from that of Eq. (4) by
defining p̂ ¼ ð0; 0; 1Þ, the direction of the proton beam in
the positive z direction in the laboratory frame, in the
derivation of r̂ and n̂ [4]. This basis is illustrated in Fig. 1.
The fourfold angular distribution for the two leptons





¼ 1ð4πÞ2 ð1þB1 · l̂1þB2 · l̂2− l̂1 ·C · l̂2Þ; ð6Þ
where σ is the tt̄ production cross section, Ω1;2 are the solid
angles of the leptons in their parent top quark and antiquark
rest frames, and l̂1;2 are the corresponding unit vectors. The
negative sign in front of the matrix C is chosen to define
same-helicity top quarks as having positive spin correla-
tion. The elements of the vectors B1;2 and the matrix C are
the following coefficients [in whose definitions the factors
of κlþ and κl− from Eq. (5) are absorbed]:
(1) Bi1 and B
i
2, the top quark and antiquark polarization
coefficients with respect to each reference axis i
(sensitive to bþi and b
−
i ).
(2) Cii, the “diagonal” spin correlation coefficient for
each reference axis i (sensitive to cii).
(3) Cij, the “cross” spin correlation coefficients for
each pair of axes i ≠ j, whose sums and differences
Cij  Cji are sensitive to cij and ci0 .
These measurable coefficients are closely related to the
production spin density matrix coefficient functions from
Eq. (3), but are not identical, owing to the different
basis used for the spin measurement. We do not measure
the coefficients differentially or attempt to separate the
contributions from different initial states. The association
TABLE I. Observables and their corresponding measured coefficients, production spin density matrix coefficient functions, and P and
CP symmetry properties. For the laboratory-frame asymmetries shown in the last two rows, there is no direct correspondence with the
coefficient functions.

















































cos θk1 cos θ
k
2
Ckk ckk P-even, CP-even
cos θr1 cos θ
r
2 Crr crr P-even, CP-even
cos θn1 cos θ
n
2 Cnn cnn P-even, CP-even
cos θr1 cos θ
k
2 þ cos θk1 cos θr2 Crk þ Ckr crk P-even, CP-even
cos θr1 cos θ
k
2 − cos θk1 cos θr2 Crk − Ckr cn P-even, CP-odd
cos θn1 cos θ
r
2 þ cos θr1 cos θn2 Cnr þ Crn cnr P-odd, CP-even
cos θn1 cos θ
r
2 − cos θr1 cos θn2 Cnr − Crn ck P-odd, CP-odd
cos θn1 cos θ
k
2 þ cos θk1 cos θn2 Cnk þ Ckn ckn P-odd, CP-even
cos θn1 cos θ
k
2 − cos θk1 cos θn2 Cnk − Ckn −cr P-odd, CP-odd
cosφ D −ðckk þ crr þ cnnÞ=3 P-even, CP-even
cosφlab Alabcosφ      
jΔϕllj AjΔϕllj      
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between the measured coefficients and the coefficient
functions is given in Table I.
For each of the 15 coefficients that make up B1;2 and C,
a change of variables can be made to obtain a single-
differential cross section that depends only on that coef-










ð1þBi1 cosθi1 þBj2 cosθj2 −Cij cosθi1 cosθj2Þ; ð7Þ
where θi1 (θ
j
2) is the angle of the positively (negatively)
charged lepton, measured with respect to axis i (j) in the
rest frame of its parent top quark (antiquark). By changing
variables (if necessary) and integrating out one of the
angles, we can derive single-differential cross sections with
respect to cos θi1, cos θ
i































x ¼ cos θi1 cos θj2: ð8Þ














x ¼ cos θi1 cos θj2  cos θj1 cos θi2: ð9Þ
Thus, in order to determine the 15 coefficients, the tt̄
production cross section is measured as a function of each
of the following 15 observables at the parton level:
(1) The three cos θi1 terms and three cos θ
i
2 terms to
measure Bi1 and B
i
2, the top quark and antiquark
polarization coefficients with respect to each refer-
ence axis i.
(2) The three cos θi1 cos θ
i
2 terms to measure Cii, the
diagonal spin correlation coefficient for each axis i.
(3) The six sum and difference terms cos θi1 cos θ
j
2 
cos θj1 cos θ
i
2 to measure Cij  Cji, the sums and
differences of the cross spin correlation coefficients
for each pair of axes i ≠ j.
We do not measure the separate cross spin correlation
cos θi1 cos θ
j
2 distributions, because it is the sums and
differences that are sensitive to the cij and ci coefficients
of Eq. (3) (see Table I).
In addition, we measure four further cos θi1;2 distributions
based on modified axes k̂ and r̂, equal to k̂ or r̂,
depending on the sign of jytj − jytj, the difference of the
moduli of the top quark and antiquark rapidities in the
laboratory frame. The use of the modified axes probes
the coefficient functions in different areas of phase space,
providing sensitivity to different combinations of four-
quark operators [4].
The spin correlation coefficientD is related to the diagonal
C coefficients asD ¼ −Tr½C=3 ¼ −ðCkk þ Crr þ CnnÞ=3.
We make a direct measurement of the D coefficient using
the distribution of the dot product of the two lepton
directions measured in their parent top quark and antiquark







ð1 −D cosφÞ: ð10Þ
We also measure two related laboratory-frame distributions,
using the following observables:
(1) cosφlab ¼ l̂lab1 · l̂lab2 , defined by analogy to cosφ,
but using the lepton directions measured in the
laboratory frame, which have excellent experimental
resolution.
(2) jΔϕllj, the absolute value of the difference in
azimuthal angle ϕ between the two leptons in the
laboratory frame.
The association between the 22 measured observables and
the coefficients and coefficient functions is given in Table I.
Except for the laboratory-frame distributions, the distribu-
tion shapes are completely determined by the coefficients,
following the functional forms of Eqs. (8)–(10). The
laboratory-frame observables (given in the last two rows
of Table I) do not directly relate to any of the coefficients,
and we instead quantify the shapes of their distributions by
calculating the asymmetry (A) in the number of events (N)
about the center of the distribution:
Alabcosφ ¼
Nðcosφlab > 0Þ − Nðcosφlab < 0Þ
Nðcosφlab > 0Þ þ Nðcosφlab < 0Þ
;
AjΔϕllj ¼
NðjΔϕllj > π=2Þ − NðjΔϕllj < π=2Þ
NðjΔϕllj > π=2Þ þ NðjΔϕllj < π=2Þ
: ð11Þ
III. THE CMS DETECTOR
The central feature of the CMS apparatus is a super-
conducting solenoid of 6 m internal diameter, providing a
magnetic field of 3.8 T. Within the solenoid volume are a
silicon pixel and strip tracker, a lead tungstate crystal
electromagnetic calorimeter (ECAL), and a brass and
scintillator hadron calorimeter, each composed of a barrel
and two end cap sections. Forward calorimeters extend the
pseudorapidity (η) coverage provided by the barrel and end
cap detectors. Muons are measured in gas-ionization
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detectors embedded in the steel flux-return yoke outside the
solenoid. Events of interest are selected using a two-tiered
trigger system [18]. The first level, composed of custom
hardware processors, uses information from the calorim-
eters and muon detectors to select events at a rate of around
100 kHz within a time interval of less than 4 μs. The second
level, known as the high-level trigger (HLT), consists of a
farm of processors running a version of the full event
reconstruction software optimized for fast processing, and
reduces the event rate to around 1 kHz before data storage.
A more detailed description of the CMS detector, together
with a definition of the coordinate system used and the
relevant kinematic variables, can be found in Ref. [19].
IV. EVENT SIMULATION
Simulated tt̄ events with a top quark mass of mt ¼
172.5 GeV are produced at next-to-leading order (NLO) in
QCD at the matrix element (ME) level by the POWHEG v. 2
[20–23] generator (POWHEGv2). The hdamp parameter of
POWHEGv2, which regulates the damping of real emissions
in the NLO calculation when matching to the parton shower
(PS), is set to 272.72 GeV [24]. The PS and hadronization
are performed by PYTHIA 8.219 [25] (referred to as PYTHIA8
in the following) with the CUETP8M2T4 tune [24,26,27].
In order to assess the level of variation when using an
alternative ME and matching procedure, an alternative tt̄
sample is generated using the MADGRAPH5_aMC@NLO 2.3.3
[28] generator including up to two extra partons at the ME
level with NLO precision. The decays of the top quarks are
modeled using MADSPIN [29], and events are matched to
PYTHIA8 for PS and hadronization using the FxFx jet
merging prescription [30]. This sample is referred to as
MG5_aMC@NLO þ PYTHIA8 [FxFx].
Signal tt̄ events are defined as those with two charged
leptons (eþe−, eμ∓, or μþμ−), originating from W boson
decays and not from τ lepton decays. All other tt̄ events
are regarded as a background. The largest background
contributions originate from tt̄ events with leptonically
decaying τ leptons, single top quarks produced in associ-
ation with aW boson (tW), and, in events with same-flavor
leptons, Z=γ bosons produced with additional jets
(Z þ jets). Additional significant backgrounds include W
boson production with additional jets (W þ jets), diboson
(WW, WZ, and ZZ) events, and the production of a tt̄ pair
in association with a W or a Z boson (tt̄þW=Z). Other
sources of background are negligible in comparison to the
uncertainties in the main backgrounds, and are not included
in this analysis.
The W þ jets process is simulated at LO precision using
MADGRAPH5_aMC@NLO with up to four additional partons at
the ME level and matched to PYTHIA8 using the MLM jet
merging prescription [31]. The Z þ jets process is simu-
lated at NLO precision using MADGRAPH5_aMC@NLO with
up to two additional partons at the ME level and matched to
PYTHIA8 using the FxFx prescription. The tt̄þW=Z
processes are simulated with MADGRAPH5_aMC@NLO with
NLO precision at the ME level and matched to PYTHIA8.
In the case of tt̄þW, one extra parton is simulated at
the ME level and the calculation is matched to PYTHIA8
using the FxFx prescription. Single top quark production
is simulated with POWHEG v. 1 [32,33] with the hdamp
parameter set to 172.5 GeV and using the CUETP8M2T4
tune in PYTHIA8. Diboson events are simulated at LO with
PYTHIA8. The NNPDF3.0_lo_as_0130 and NNPDF3.0_
nlo_as_0118 [34,35] parton distribution function (PDF)
sets are used for the LO and NLO simulations, respectively.
The cross sections used to normalize the simulated
predictions are calculated at the highest orders of pertur-
bative QCD currently available: next-to-next-to-leading
order (NNLO) forW þ jets and Z þ jets [36]; approximate
NNLO for single top quark production in the tW channel
[37]; and NLO for diboson [38] and tt̄þW=Z [39].
The tt̄ simulation is normalized to a cross section of
831.8þ19.8−29.2ðscaleÞ  35.1ðPDFþ αSÞ pb (where αS is the
strong coupling constant), calculated with the TOP++2.0
program [40] at NNLO, including resummation of next-
to-next-to-leading-logarithmic soft-gluon terms and assum-
ing mt ¼ 172.5 GeV.
Additional pp interactions within the same or nearby
bunch crossings (pileup) are simulated for all samples,
using a pileup multiplicity distribution that reflects the
distribution of reconstructed vertices in data. The inter-
actions of particles with the CMS detector are simulated
using GEANT4 (v. 9.4) [41].
V. EVENT SELECTION
The event selection [12] targets the dileptonic decay
tt̄ → blþνb̄l−ν̄. To maximize the trigger efficiency, both
single-lepton and dilepton trigger paths are used. For the
single-electron (single-muon) trigger, a transverse momen-
tum threshold of pT ¼ 27ð24Þ GeV is applied. The same-
flavor dilepton triggers require either an electron pair
with pT > 23ð12Þ GeV for the leading (trailing) electron,
or a muon pair with pT > 17ð8Þ GeV for the leading
(trailing) muon, where leading (trailing) refers to the
electron or muon with the highest (second-highest) pT in
the event. The different-flavor dilepton triggers require
either an electron with pT > 12 GeV and a muon with
pT > 23 GeV, or an electron with pT > 23 GeV and a
muon with pT > 8 GeV.
The events selected by the HLT are reconstructed offline
using a particle-flow algorithm [42], which aims at recon-
structing each individual particle in an event using an
optimized combination of information from the various
elements of the CMS detector. Electron candidates are
reconstructed from a combination of the track momentum
at the main interaction vertex and the corresponding
clusters in the ECAL with a Gaussian sum filter algorithm
[43]. Electron candidates with ECAL clusters in the region
between the barrel and end cap (1.44 < jηclusterj < 1.57)
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have a reduced reconstruction efficiency and are excluded.
A relative isolation criterion Irel < 0.0588 (0.0571) is
applied for electron candidates in the barrel (end cap).
The Irel is defined as the pT sum of all neutral hadron,
charged hadron, and photon candidates within a distance of
0.3 from the electron candidate in η–ϕ space, divided by the
pT of the electron candidate, with a correction to suppress
the residual effect of pileup. Additional electron identifi-
cation requirements are applied to reject misidentified
electron candidates and candidates originating from photon
conversions [42,43]. Muon candidates are reconstructed
using the track information from the tracker and the muon
system [44]. A relative isolation requirement of Irel < 0.15
within a distance of 0.4 in η–ϕ space from the muon
candidate is applied. In addition, muon identification
requirements are used to reject misidentified muon candi-
dates and candidates originating from decay-in-flight proc-
esses [44]. Both electron and muon candidates are required
to have pT > 25ð20Þ GeV for the leading (trailing) candi-
date and jηj < 2.4.
Jets are reconstructed by clustering the particle-flow
candidates using the anti-kT clustering algorithm with a
distance parameter of 0.4 [45,46]. The jet momentum is
determined as the vector sum of all particle momenta in the
jet, and is found from simulation to be within 5–10% of the
true momentum over the whole pT spectrum and detector
acceptance. Pileup can contribute additional tracks and
calorimetric energy depositions to the jet momentum. To
mitigate this effect, tracks identified to originate from
pileup vertices are discarded, and an offset correction is
applied to correct for remaining contributions from neutral
particles from pileup [42]. Jet energy corrections are
derived from simulation to bring the measured response
of jets to that of particle-level jets on average. In situ
measurements of the momentum imbalance in dijet,
photonþ jet, Z þ jet, and multijet events are used to
account for any residual differences in the jet energy scale
(JES) between data and simulation. Additional selection
criteria are applied to remove badly reconstructed jets
[42,47]. Jets are selected if they have pT > 30 GeV and
jηj < 2.4. Jets are rejected if the distance in η–ϕ space
between the jet and the closest lepton is less than 0.4. Jets
originating from the hadronization of b quarks (b jets) are
identified (b tagged) by combining information related to
secondary decay vertices reconstructed within the jets
and track-based lifetime information in an algorithm
(CSVv2) that provides a b jet identification efficiency of
79–87% and a probability to misidentify light- and
charm-flavor jets as b jets of approximately 10 and 40%,
respectively [48].
The missing transverse momentum vector p⃗missT is
defined as the projection on the plane perpendicular to
the beam axis of the negative vector sum of the momenta of
all reconstructed particles in an event. Its magnitude is
referred to as pmissT .
The selected events are required to have exactly two
isolated electrons or muons of opposite electric charge and
at least two jets. At least one of the jets is required to be b
tagged. Events with a lepton-pair invariant mass mll̄ <
20 GeV are removed in order to suppress contributions
from heavy-flavor resonance decays and low-mass Drell-
Yan processes. In the eþe− and μþμ− channels, back-
grounds from Z þ jets processes are further suppressed by
requiring pmissT > 40 GeV and vetoing events with
76 < mll̄ < 106 GeV. The remaining background yield
from Z þ jets events, which is large in the eþe− and μþμ−
channels, is determined by applying a factor derived from
simulation to the number of Z þ jets events observed in
data in a control region where mll̄ is close to the Z boson
mass [49,50]. A correction to account for non-Z þ jets
backgrounds in the control region is derived from the eμ∓
channel. The simulated Z þ jets yield is corrected by up to
5% in each channel to match the determination from data.
The four-momenta of the top quark and antiquark in each
event are estimated using a kinematic reconstruction
algorithm [12,49]. The algorithm considers all possible
assignments of reconstructed jets and leptons to the b
quarks and leptons from top quark decay, and solves for the
unknown neutrino momenta using the following assump-
tions and constraints: pmissT is assumed to originate solely
from the two neutrinos; the invariant mass of each
reconstructed W boson (mW) must equal 80.4 GeV [1];
and the invariant mass of each reconstructed top quark must
equal 172.5 GeV. Effects of detector resolution are
accounted for by randomly smearing the measured energies
and directions of the reconstructed jets and leptons accord-
ing to their simulated resolutions. The assumed value of
mW is varied according to a simulated Breit-Wigner
distribution, with a width of 2.1 GeV [1]. For a given
application of the smearing, the solution of the equations
for the neutrino momenta yielding the smallest recon-
structed mtt̄ is chosen. For each solution, a weight is
calculated based on the spectrum of the true invariant mass
of the lepton and b jet system from top quark decay at the
particle level [12]. The weights are summed over 100
applications of the smearing, and the top quark and
antiquark four-momenta are calculated as a weighted
average. Considering only the combinations with the most
b-tagged jets, the assignment of jets and leptons that yields
the maximum sum of weights is chosen. The efficiency of
the kinematic reconstruction, defined as the fraction of the
selected tt̄ events where a solution is found, is about 90% in
both data and simulation. Events with no real solution for
the neutrino momenta are excluded from further analysis.
After applying the full event selection, 34 890 events in
the eþe− channel, 70 346 events in the μþμ− channel, and
150 410 events in the eμ∓ channel are observed. The
difference in the eþe− and μþμ− channel yields is attrib-
utable to the lower efficiencies of the electron identification
and isolation requirements. The differential cross section
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measurements are made using the combination of events
from the three channels, where the fraction of signal events
in the data sample, estimated from simulation, is 79%.
In Figs. 2 and 3, distributions of all the reconstructed
angular observables (defined in Sec. II) are shown. There is
reasonable agreement between the data and the sum of the
expected signal and background contributions given the
systematic uncertainties. In addition to the systematic
uncertainties discussed in Sec. VII, two uncertainties that
affect only the normalization of the measured differential
cross section are considered: the 2.5% uncertainty in the
integrated luminosity of the data sample [5] is applied to the
normalization of all simulated predictions, and a 1.5%
normalization uncertainty is applied to the tt̄ prediction to
account for the uncertainty in the dileptonic branching
fraction (BF) [1]. The shapes of the reconstructed distri-
butions differ substantially from the expected parton-level
functional forms of Eqs. (8)–(10) owing to the effects of bin
migration, detector acceptance and efficiency, and back-
ground events, which are described in Sec. VI.
VI. UNFOLDING THE DIFFERENTIAL
CROSS SECTIONS
The effects of detector acceptance and efficiency sculpt
the reconstructed distributions, and the smearing intro-
duced by the detector response, kinematic reconstruction
algorithm, PS, and hadronization leads to the migration of
events across bins. In order to measure the differential cross
sections at the parton level in the full phase space, these
effects are accounted for by using the TUnfold regularized
unfolding method [51]. The response matrix used in the
unfolding is calculated for each measured distribution using
the default tt̄ simulation, where the momenta of the parton-
level top quarks are defined after QCD radiation has been
simulated but before the top quark decays.
To keep the bin-to-bin migrations small (to avoid strong
bin-to-bin correlations in the unfolded distributions), the
widths of the measurement bins are chosen according to the
reconstruction resolution of the observable. This is quanti-
fied both directly by comparing the generator level and
detector level observables in simulation, and by measuring
the purity and stability. Purity is defined as the fraction of
events in a given bin at the detector level that originate from
the same bin at the generator level, and stability is defined
as the fraction of events in a given bin at the generator level
that are reconstructed in the same bin at the detector level.
For all observables measured in the top quark rest frame,
the use of six bins of uniform width is found to be well
matched to the reconstruction resolution. The purities and
stabilities are typically 40%. For the observables measured
in the laboratory frame (cosφlab and jΔϕllj), six uniform-
width bins are also used. These observables have excellent
experimental resolution, and the purities and stabilities
are >99%.
The presence of background events is accounted for prior
to performing the unfolding. After subtracting all other
background components, the background from dileptonic tt̄
events with leptonically decaying τ leptons is subtracted as
a fraction of the total remaining events. The fraction is
evaluated per bin as the ratio of the background to the total
dileptonic tt̄ events in simulation. Thus, the shapes of the
distributions for dileptonic tt̄ events are taken from data,
and any dependence on the total cross section used in the
normalization of the simulated tt̄ sample is avoided.
In TUnfold, a procedure based on matrix inversion is
used to obtain an unfolded distribution from the measured
distribution by applying a χ2 minimization technique. The
potential large statistical fluctuations and strong anticorre-
lations between adjacent bins arising from the matrix
inversion are suppressed by introducing a term in the χ2
expression that smooths (regularizes) the shape of the
unfolded distribution [51]. The regularization term penal-
izes the curvature of a vector constructed from the product
of the difference between the unfolded and simulated bin
values and a factor calculated using the expected functional
form [Eqs. (8)–(10)] such that a deviation in the coefficient
corresponds to a linear change in the vector. Since linear
changes are unconstrained by regularization of the curva-
ture, and the functional forms at the parton level (which are
unaffected by BSM phenomena in tt̄ production) depend
only on the coefficient, this ensures that the regularization
cannot introduce a bias in the unfolded distribution. For the
laboratory-frame distributions there are no such simple
functional forms, and no factor is applied to the difference
vector. However, this choice is of little consequence
because the regularization is very weak owing to the low
level of bin migration.
The use of wide bins for the response matrix loses
information about its dependence inside each bin, meaning
the unfolding can be biased if the physical process density
differs from the simulation. Since the curvature regulari-
zation is unbiased, we make use of narrower bins in the
TUnfold χ2 minimization; a factor 4 narrower is found to be
sufficient to reduce the bias from binning to a negligible
level. We have thus replaced the biased implicit regulari-
zation from binning with an unbiased regularization of the
curvature within each of the original bins.
The regularization level is determined for each distribu-
tion by minimizing the average global correlation coef-
ficient (ρavg) [51], where ρavg is determined after rebinning
to the original six bins.
For each measured bin, we perform tests using pseudo-
data to confirm a linear response of the method to variations
in the coefficient, and confirm that the distribution of the
difference between the nominal bin value and that mea-
sured in pseudodata, normalized to the measured uncer-
tainty, is consistent with having zero mean and unit width.
The data in the three channels are combined before
unfolding in order to model correlations between channels














































































































































































































































































































FIG. 2. Reconstructed distributions of cos θi for top quarks (antiquarks) in the first and third (second and fourth) rows, where i refers to
the reference axis with which the angle θi is measured. From left to right, i ¼ k̂, r̂, n̂ (upper two rows), and i ¼ k̂, r̂ (lower two rows).
The data (points) are compared to the simulated predictions (histograms). The vertical bars on the points represent statistical
uncertainties, and the estimated systematic uncertainties in the simulated histograms are indicated by hatched bands. The ratio of the data
to the sum of the predicted signal and background is shown in the lower panels.





























































































































































































































































































































































































































0 /4π /2π /4π3 π
FIG. 3. Reconstructed angular distributions used in the measurement of the tt̄ spin correlation observables. The data (points) are
compared to the simulated predictions (histograms). The vertical bars on the points represent statistical uncertainties, and the estimated
systematic uncertainties in the simulated histograms are indicated by hatched bands. The ratio of the data to the sum of the predicted
signal and background is shown in the lower panels.
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in situ and reduce statistical uncertainties in poorly popu-
lated regions of the response matrix. After unfolding, each
distribution is normalized to unit area to measure the
normalized differential cross section.
VII. SYSTEMATIC UNCERTAINTIES
The systematic uncertainties arising from the detector
performance and the modeling of the signal and back-
ground processes are evaluated from the difference between
the nominal measurement and that obtained by repeating
the unfolding procedure using simulated events with the
appropriate systematic variation. Each source of systematic
uncertainty is represented by a covariance matrix for the
bins of the measured normalized differential cross sections.
The total systematic uncertainty is derived from the sum of
these covariance matrices. In this section, each of the
applied variations is detailed and categorized into exper-
imental and theoretical sources of uncertainty.
A. Experimental sources of uncertainty
Many of the experimental sources of uncertainty relate
to the scale factors (SFs), defined as the ratio of the
efficiencies in data and simulation, that are applied to
the simulation in order to accurately model the data.
The efficiencies of the triggers in data are measured as
the fraction of events passing alternative triggers based on a
pmissT requirement that also satisfy the criteria of the trigger
of interest [12,52]. As the efficiency of the pmissT require-
ment is only weakly correlated with the dilepton trigger
efficiencies, the bias introduced by the pmissT requirement is
negligible. The efficiencies are close to unity in both data
and simulation, as are the corresponding SFs. To estimate
the uncertainty from the modeling of the trigger efficiency,
the SFs are varied within their uncertainties, both globally
for all bins and depending on the η of the leptons. The total
trigger uncertainty is derived by taking the maximum
deviation produced by the two variations in each unfolded
bin.
The SFs for the lepton identification and isolation
efficiencies are determined with a tag-and-probe method
using Z þ jets event samples [50,53]. Measured in bins of η
and pT, the SFs are generally within 10% of unity for
electrons, and consistent with unity for muons. The lepton
identification and isolation uncertainty is estimated by
varying the SFs within their uncertainties. The efficiency
of the kinematic reconstruction of the top quarks is found to
be consistent between data and simulation within around
0.2%. An associated uncertainty is derived by varying the
corresponding SFs by 0.2%.
The uncertainty from the modeling of the number of
pileup events is obtained by changing the inelastic pp cross
section assumed in simulation by 4.6%, consistent with
the cross section uncertainty presented in Ref. [54].
The uncertainty arising from the imperfect modeling of
the b tagging efficiency is determined by varying the
measured SFs within their uncertainties, both globally
and depending on the pT and η of the b jets. The total
uncertainty is derived by taking the maximum observed
deviation in each unfolded bin. The b tagging uncertainties
for heavy-flavor (b and c) and light-flavor (u, d, s, and
gluon) jets are calculated separately, and combined in
quadrature to give the total b tagging uncertainty. To avoid
double counting of the uncertainty related to the b tagging
efficiency, when necessary, the SFs for b tagging efficiency
are recalculated in the evaluation of the remaining sources
of experimental and theoretical uncertainty described in
this section, using the procedure given in Ref. [12].
The uncertainty arising from the JES is determined by
varying the individual sources of uncertainty in the JES in
bins of the jet pT and η, and taking the quadrature sum of
the differences [55]. The JES variations are propagated to
the uncertainties in pmissT . An additional uncertainty in the
calculation of pmissT is estimated by varying the energies of
reconstructed particles not clustered into jets (unclustered
energy). The uncertainty from the jet energy resolution
(JER) is determined by the variation of the JER in
simulation within its uncertainty in different η regions [55].
B. Theoretical sources of uncertainty
The uncertainty arising from the missing higher-order
terms in the simulation of the signal process at the ME level
is assessed by varying the renormalization and factorization
scales (μR and μF) in the POWHEGv2 simulation up and down
by a factor of 2 with respect to their nominal values, both
individually and simultaneously (six variations in total).





where pT;t denotes the pT of the top quark in the tt̄ rest
frame. In the PS simulation, the corresponding uncertainty
is estimated by four additional variations: changing the
scale of initial- and final-state radiation individually up and




, respectively, as suggested in
Ref. [27]. The total scale uncertainty is taken as the
maximum deviation from the nominal prediction from
all ten variations.
The uncertainty originating from the scheme used to
match the ME-level calculation to the PS simulation is
derived by varying the hdamp parameter in POWHEGv2 by
factors of 1.42 and 0.63, according to the results of tuning
this parameter from Ref. [24].
The default setup in PYTHIA8 includes a multiple parton
interaction (MPI) based model of color reconnection (CR)
with early resonance decays switched off. To estimate the
uncertainty from this choice of model, the analysis is
repeated with three other CR models within PYTHIA8: the
MPI-based scheme with early resonance decays switched
on, a gluon-move scheme [56], and a QCD-inspired
scheme [57]. The total uncertainty from CR modeling is
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estimated by taking the maximum deviation from the
nominal result. The uncertainty related to modeling of
the underlying event is estimated by varying the parameters
used to derive the CUETP8M2T4 tune in the default setup.
The uncertainty from the b quark fragmentation function
is assessed from the largest deviation when varying the
Bowler-Lund function within its uncertainties [58] and
repeating the analysis with the Peterson model for b quark
fragmentation [59]. An uncertainty from the semileptonic
BF of b hadrons is estimated by correcting the tt̄ simulation
to match the BF in Ref. [1].
The uncertainty from the PDFs is assessed from the
standard deviation of the result when using the replicas of
the NNPDF3.0 PDF set in the signal simulation [34,60].
An additional uncertainty is derived by varying the αS
value within its uncertainty in the PDF set [60]. The
dependence of the measurement on the assumed mt
value is estimated by varying the chosen mt in the
default setup by 1 GeV with respect to the default
value of 172.5 GeV.
Previous CMS studies have shown that the pT distribu-
tion of the top quark measured from data is softer than
that in the NLO simulation of tt̄ production [12,49,61–63].
This is understood to arise at least partly from the
missing higher-order QCD terms [64–67]. The change in
the measurement when reweighting the simulated tt̄ event
sample to match the top quark pT spectrum in data is taken
as a two-sided systematic uncertainty associated with the
signal modeling.
Since tt̄ events producing electrons or muons originating
from the decay of τ leptons are considered a background,
the measured differential cross sections are sensitive to
the relative BFs of W bosons decaying to τ leptons and
electrons or muons, and the τ semileptonic BFs assumed in
the simulation. An uncertainty of 2.5% is assigned to the
relative normalization of this background process. The
shape and absolute normalization of this process is taken
from data, as described in Sec. VI. The normalizations of
all other backgrounds are varied by 30% [12,50].
VIII. RESULTS
A. Normalized differential cross sections
Normalized differential cross sections at the parton level
aremeasured for the 22 observables introduced in Sec. II. For
the top quark polarization observables measured using the
nominal (k̂, r̂ and n̂) andmodified (k̂ and r̂) reference axes,
the results are shown in Figs. 4 and 5, respectively. The
results for the observables that probe the diagonal tt̄ spin
correlation coefficients and for the laboratory-frame spin
correlation observables are shown in Fig. 6. For the cross
spin correlation observables, the results are shown in Fig. 7.
The measured distributions are compared with predictions
from the POWHEGv2 and MADGRAPH5_aMC@NLO simulations
and with calculations for tt̄ production at NLO in QCD with
EW corrections [3,4], as well as similar calculations in the
absence of top quark polarization or spin correlations. For the
observables measured in the top quark rest frame, the latter
are equivalent to the predictions of Eqs. (8)–(10), with the
coefficients set to zero. For the laboratory-frame observables,
dedicated calculations were made using the computational
setup described in Refs. [3,68]. In addition, the only NNLO
QCD prediction [69] is shown for the jΔϕllj distribution
in Fig. 6.
The effect of spin correlations is most clearly visible in
the cosφ distribution in Fig. 6, where the data strongly
favor the predictions with spin correlations compared to the
uncorrelated prediction. The presence of spin correlations
can also be seen in the other distributions sensitive to P-
and CP-even spin correlations: the three cos θi1 cos θ
i
2
distributions and the two laboratory-frame distributions
(cosφlab and jΔϕllj) in Fig. 6, and the cos θr1 cos θk2 þ
cos θk1 cos θ
r
2 distribution in Fig. 7. However, the measure-
ments are not sensitive to the small level of top quark
polarization predicted in the SM, and do not significantly
disfavor the unpolarized predictions in Figs. 4 and 5.
The statistical and systematic correlation matrices for the
normalized differential cross sections are determined simul-
taneously for all 132 measured bins to allow the fitting of
multiple distributions, and are shown in Fig. 8. The stati-
stical correlations are estimated using a bootstrap resam-
pling of the data [70], and the systematic correlations are
estimated by simultaneously evaluating the systematic
variations described in Sec. VII for all measured bins.
The statistical correlations among bins from the same
distribution exhibit a typical pattern of correlation and
anticorrelation arising from the unfolding. The statistical
correlations between bins from different distributions are
typically small, but the relationships between some of the
distributions result in stronger correlations (for example,
cos θi1;2 and cos θ
i
1;2 are the same up to a sign). The sys-
tematic correlations are in general much stronger, and the
pattern of positive and negative correlations reflects the
relative changes in shape of the different distributions in
response to the systematic variations.
The agreement between themeasureddistributions and the
four theoretical predictions shown in Figs. 4–7 is quantified
by evaluating the χ2, taking the uncertainties from the sum of
the measured statistical and systematic covariance matrices
(and not including any uncertainties in the prediction). The
results are shown inTable II. For the observablesmeasured in
the top quark rest frame, there is generally good agreement
between the measured distributions and all the predictions in
the presence of spin correlations. For the two observables
measured in the laboratory frame, there is greater variation
between the predictions. The POWHEGv2 prediction best
describes the data for cosφlab, while for jΔϕllj the
MADGRAPH5_aMC@NLO prediction provides the best agree-
ment. The NNLO QCD prediction shown in Fig. 6 also
describes the observed jΔϕllj distribution well, with a
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FIG. 4. Unfolded data (points) and predicted (horizontal lines) normalized differential cross sections with respect to cos θi for top
quarks (antiquarks) in the first (second) column, probing polarization coefficients Bi1 (B
i
2). From top to bottom, the reference axis i ¼ k̂,
r̂, n̂. The vertical lines on the points represent the total uncertainties, with the statistical components indicated by horizontal bars. The
ratios of various predictions to the data are shown in the lower panels.
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χ2=d:o:f: of 4.3=5, where d.o.f. is the number of degrees of
freedom.
B. Coefficients
From each measured normalized differential cross sec-
tion, we extract the corresponding coefficient, using
the functional forms of Eqs. (8)–(10) and combining the
information from the measured bins in a way that minimizes
the uncertainty in the coefficient. For the laboratory-frame
observables, the shapes of the distributions are instead quan-
tified by the asymmetries defined in Eq. (11). The results for
all quantities are shown with their total uncertainties in
Table III, where they are compared with predictions from
POWHEGv2 and MADGRAPH5_aMC@NLO simulations and the
NLO calculations [3,4]. The uncertainties in the NLO
calculations come from varying μR and μF simultaneously
up and down by a factor of 2 from their nominal value ofmt.
The NNLO QCD prediction for AjΔϕllj is 0.115
þ0.005
−0.001 [69],
where the uncertainties are taken from the largest deviations
when varying μR and μF individually and simultaneously up
and down by a factor of 2 from the nominal choice of
ðmtT þmt̄TÞ=4. The results are also shown in Figs. 9–11.
There is good agreement between the measured coef-
ficients and all the SM predictions, while substantial
variation is seen in the predicted laboratory-frame asym-
metries, which have sizable scale uncertainties. In the
fixed-order calculations of Refs. [3,4], the numerator and
denominator of the normalized differential cross section are
computed at NLO QCD including EW corrections, and
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FIG. 5. Unfolded data (points) and predicted (horizontal lines) normalized differential cross sections with respect to cos θi for top
quarks (antiquarks) in the first (second) column, probing polarization coefficients Bi1 (B
i
2 ). The reference axis i
 ¼ k̂ (top row) and r̂
(bottom row). The vertical lines on the points represent the total uncertainties, with the statistical components indicated by horizontal
bars. The ratios of various predictions to the data are shown in the lower panels.
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FIG. 6. Unfolded data (points) and predicted (horizontal lines) normalized differential cross sections for the diagonal spin correlation
observables (first two rows) and the laboratory-frame observables (bottom row). The vertical lines on the points represent the total
uncertainties, with the statistical components indicated by horizontal bars. The ratios of various predictions to the data are shown in the
lower panels.
























MG5_aMC@NLO + PYTHIA8 [FxFx]
NLO, SM
NLO, uncorrelated











































MG5_aMC@NLO + PYTHIA8 [FxFx]
NLO, SM
NLO, uncorrelated











































MG5_aMC@NLO + PYTHIA8 [FxFx]
NLO, SM
NLO, uncorrelated











































MG5_aMC@NLO + PYTHIA8 [FxFx]
NLO, SM
NLO, uncorrelated











































MG5_aMC@NLO + PYTHIA8 [FxFx]
NLO, SM
NLO, uncorrelated











































MG5_aMC@NLO + PYTHIA8 [FxFx]
NLO, SM
NLO, uncorrelated





















FIG. 7. Unfolded data (points) and predicted (horizontal lines) normalized differential cross sections for the cross spin correlation
observables. The vertical lines on the points represent the total uncertainties, with the statistical components indicated by horizontal bars.
The ratios of various predictions to the data are shown in the lower panels.
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FIG. 8. Values (gray scale) of the total statistical (left) and systematic (right) correlation matrices for all measured bins of the
normalized differential cross sections. Each group of six bins along each axis corresponds to a measured distribution, and for
conciseness is labeled by the name of the associated coefficient (as defined in Table I).
TABLE II. The χ2 between the data and the predictions for all measured normalized differential cross sections (Figs. 4–7). The last
column refers to the prediction in the case of no spin correlation or polarization. The χ2 values are evaluated using the sum of the
measured statistical and systematic covariance matrices. The number of degrees of freedom (d.o.f.) is 5 for all observables. In the last
row, the χ2 values are given for the set of all measured bins.
χ2 between data and prediction (d:o:f: ¼ 5)
Observable POWHEGv2 MG5_aMC@NLO NLO calculation No spin correlation/polarization
cos θk1 1.1 1.0 1.1 1.1
cos θk2 5.2 5.0 5.2 5.2
cos θr1 4.3 4.4 4.2 3.9
cos θr2 0.7 0.5 0.6 0.5
cos θn1 1.9 1.8 1.8 1.9
cos θn2 3.2 3.1 2.1 3.1
cos θk1 1.3 1.3 1.4 1.3
cos θk2 1.8 1.6 1.7 1.8
cos θr1 1.5 1.5 1.6 1.6
cos θr2 0.5 0.6 0.6 0.6
cos θk1 cos θ
k
2
3.1 3.2 3.5 66.7
cos θr1 cos θ
r
2 2.0 1.7 1.1 7.4
cos θn1 cos θ
n
2 0.6 0.3 0.3 267.0
cos θr1 cos θ
k
2 þ cos θk1 cos θr2 1.5 1.6 1.7 12.3
cos θr1 cos θ
k
2 − cos θk1 cos θr2 3.6 3.1 3.6 3.6
cos θn1 cos θ
r
2 þ cos θr1 cos θn2 1.7 1.7 1.8 1.8
cos θn1 cos θ
r
2 − cos θr1 cos θn2 1.8 1.9 1.9 1.9
cos θn1 cos θ
k
2 þ cos θk1 cos θn2 3.8 4.0 4.0 3.9
cos θn1 cos θ
k
2 − cos θk1 cos θn2 2.3 2.4 2.2 2.2
cosφ 1.5 0.7 1.4 496.2
cosφlab 3.9 7.6 7.0 66.5
jΔϕllj 10.8 4.0 9.2 190.4
All (d:o:f: ¼ 110) 88.4 89.7 88.6 2119.8
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other hand, in the computations from simulation the ratio
is not expanded. This leads to differences that are
nominally of order αS2, in addition to the EW corrections
(which are not included in the simulation). However, for
AjΔϕllj the EW corrections are found to be only at the
level of 2% using the computational setup of Ref. [3].
In the NNLO QCD calculation, the ratio is not
expanded [69].
The breakdown of the systematic and statistical uncer-
tainties in the polarization and spin correlation measure-
ments is given in Tables IV and V, respectively. The
systematic and statistical uncertainties are of comparable
size for most of the measured coefficients. The exception is
Bk1;2, because the JES and b quark fragmentation uncer-
tainties have a large effect on the reconstructed top quark
momentum in the tt̄ CM frame. The laboratory-frame
asymmetries have statistical uncertainties smaller than their
systematic uncertainties. The excellent reconstruction res-
olution results in little dilution of the statistical precision of
the measured asymmetries. There is also a large back-
ground uncertainty in Alabcosφ, owing to the large Z þ jets
contribution near cosφlab ¼ 1, and a large top quark pT
modeling uncertainty in AjΔϕllj.
The statistical and systematic correlation matrices for the
measured coefficients are shown in Fig. 12. The coeffi-
cients are largely statistically uncorrelated, as expected for
the measurement of independent quantities. The expected
statistical correlations between the related D and diagonal
C coefficients are clear, as are the correlations between
D and the two related laboratory-frame asymmetries. The
systematic correlations are in general much stronger. In
particular, strong correlations are evident for the polariza-
tion measurements with positively and negatively charged
leptons (except for the Bni , where the largest sources of
systematic uncertainty have a substantial statistical uncer-
tainty from the simulation). The coefficients with signifi-
cant statistical correlations naturally have significant
systematic correlations as well.
The sums and differences of the pairs of B coefficients
are of interest, as they correspond to the CP-even and CP-
odd components of the polarization. The results obtained
using the measured coefficients and their covariance
TABLE III. Measured coefficients and asymmetries and their total uncertainties. Predicted values from simulation are quoted with a
combination of statistical and scale uncertainties, while the NLO calculated values are quoted with their scale uncertainties [3,4]. The
NNLO QCD prediction for AjΔϕllj, with scale uncertainties, is 0.115
þ0.005
−0.001 [69].
Coefficient Measured POWHEGv2 MG5_aMC@NLO NLO calculation
Bk1 0.005 0.023 0.004þ0.001−0.001 0.000þ0.001−0.001 4.0þ1.7−1.2 × 10−3
Bk2 0.007 0.023 0.006þ0.001−0.001 −0.002þ0.001−0.001 4.0þ1.7−1.2 × 10−3
Br1 −0.023 0.017 0.002þ0.001−0.001 0.002þ0.001−0.001 1.6þ1.2−0.9 × 10−3
Br2 −0.010 0.020 0.003þ0.001−0.001 0.000þ0.001−0.001 1.6þ1.2−0.9 × 10−3
Bn1 0.006 0.013 −0.001þ0.001−0.001 0.001þ0.001−0.001 5.7þ0.5−0.4 × 10−3
Bn2 0.017 0.013 −0.001þ0.001−0.001 0.000þ0.001−0.001 5.7þ0.5−0.4 × 10−3
Bk1 −0.016 0.018 −0.001þ0.001−0.001 0.000þ0.001−0.001 <10−3
Bk2 0.007 0.019 0.001þ0.001−0.001 0.003þ0.002−0.001 <10−3
Br1 0.001 0.017 0.000þ0.001−0.001 0.000þ0.001−0.001 <10−3
Br2 0.010 0.017 0.001þ0.001−0.001 0.001þ0.001−0.001 <10−3
Ckk 0.300 0.038 0.314þ0.005−0.004 0.325þ0.011−0.006 0.331þ0.002−0.002
Crr 0.081 0.032 0.048þ0.007−0.006 0.052þ0.007−0.005 0.071þ0.008−0.006
Cnn 0.329 0.020 0.317þ0.001−0.001 0.324þ0.002−0.002 0.326þ0.002−0.002
Crk þ Ckr −0.193 0.064 −0.201þ0.004−0.003 −0.198þ0.004−0.005 −0.206þ0.002−0.002
Crk − Ckr 0.057 0.046 −0.001þ0.002−0.002 0.004þ0.002−0.002 0
Cnr þ Crn −0.004 0.037 −0.003þ0.002−0.002 0.001þ0.002−0.002 1.06þ0.01−0.01 × 10−3
Cnr − Crn −0.001 0.038 0.002þ0.002−0.002 0.001þ0.003−0.002 0
Cnk þ Ckn −0.043 0.041 −0.002þ0.002−0.002 0.003þ0.002−0.002 2.15þ0.04−0.07 × 10−3
Cnk − Ckn 0.040 0.029 −0.001þ0.002−0.002 −0.001þ0.002−0.002 0
D −0.237 0.011 −0.226þ0.003−0.004 −0.233þ0.004−0.006 −0.243þ0.003−0.003





AjΔϕllj 0.103 0.008 0.125þ0.004−0.005 0.115þ0.003−0.005 0.108þ0.009−0.012
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matrices are given in Table VI, and are consistent with the
SM predictions.
For the coefficients in Table III sensitive to P- and
CP-even spin correlations (which are substantial in the
SM), we use the NLO calculations to transform the
measurements into determinations of fSM, the strength
of the given measure of spin correlations relative to the
SM prediction. A linear dependence of fSM on the
measured coefficient is defined, where fSM ¼ 1 and
fSM ¼ 0 correspond to measurements in agreement with
the NLO calculations in the presence and absence of spin
correlations, respectively. The resulting measurements of
fSM are shown in Table VII, where the theoretical scale
uncertainty from the transformation is shown as a separate
uncertainty. There is a potential correlation between the
theoretical scale uncertainty and the scale component
of the experimental systematic uncertainty. A similar
correlation may exist with the top quark pT systematic
uncertainty, owing to its connection to missing higher-
order QCD terms. These effects are neglected because
their effect on the total uncertainty would be small. The
fSM results are also shown in Fig. 13. The results are
all consistent with unity, demonstrating the agreement
of the measured spin correlation strengths with the
SM predictions for all considered combinations of
reference axes.
Polarization
0.06− 0.04− 0.02− 0 0.02 0.04 0.06 0.08
 (13 TeV)-135.9 fb
 (syst)± (stat) ±result
k
1B  0.021± 0.010 ±0.005
k
2B  0.021± 0.010 ±0.007
r
1B  0.013± 0.011 ±-0.023
r
2B  0.017± 0.011 ±-0.010
n
1B  0.010± 0.009 ±0.006
n





MG5_aMC@NLO + PYTHIA8 [FxFx]
FIG. 9. Measured values of the polarization coefficients
(circles) and the predictions from POWHEGv2 (triangles),
MADGRAPH5_aMC@NLO (inverted triangles), and the NLO cal-
culation [4] (squares). The inner vertical bars on the circles give
the statistical uncertainty in the data and the outer bars give the
total uncertainty. The numerical measured values with their
statistical and systematic uncertainties are given on the right.
The vertical bars on the values from simulation represent the
combination of statistical and scale uncertainties, while for the
calculated values they represent the scale uncertainties.
Spin correlation coefficient/asymmetry
0 0.1 0.2 0.3 0.4 0.5
 (13 TeV)-135.9 fb
 (syst)± (stat) ±result
kkC  0.031± 0.022 ±0.300
rrC  0.023± 0.023 ±0.081
nnC  0.016± 0.012 ±0.329
D−  0.009± 0.007 ±0.237
lab
ϕcosA  0.010± 0.003 ±0.167
|
ll






MG5_aMC@NLO + PYTHIA8 [FxFx]
FIG. 10. Measured values of the spin correlation coefficients
and asymmetries (circles) and the predictions from POWHEGv2
(triangles), MADGRAPH5_aMC@NLO (inverted triangles), the NLO
calculation [3,4] (squares), and the NNLO calculation [69]
(cross). The inner vertical bars on the circles give the statistical
uncertainty in the data and the outer bars give the total
uncertainty. The numerical measured values with their statistical
and systematic uncertainties are given on the right. The vertical
bars on the values from simulation represent the combination of
statistical and scale uncertainties, while for the calculated values
they represent the scale uncertainties.
Cross correlation coefficient
0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3
 (13 TeV)-135.9 fb
 (syst)± (stat) ±result
kr C+rkC  0.053± 0.035 ±-0.193
kr C−rkC  0.029± 0.035 ±0.057
rn C+nrC  0.024± 0.028 ±-0.004
rn C−nrC  0.025± 0.028 ±-0.001
kn C+nkC  0.026± 0.031 ±-0.043





MG5_aMC@NLO + PYTHIA8 [FxFx]
FIG. 11. Measured values of the cross spin correlation coef-
ficients (circles) and the predictions from POWHEGv2 (triangles),
MADGRAPH5_aMC@NLO (inverted triangles), and the NLO cal-
culation [4] (squares). The inner vertical bars on the circles give
the statistical uncertainty in the data and the outer bars give the
total uncertainty. The numerical measured values with their
statistical and systematic uncertainties are given on the right.
The vertical bars on the values from simulation represent the
combination of statistical and scale uncertainties, while for the
calculated values they represent the scale uncertainties.
A. M. SIRUNYAN et al. PHYS. REV. D 100, 072002 (2019)
072002-18
TABLE IV. Summary of the systematic, statistical, and total uncertainties in the extracted top quark polarization coefficients. An





















Trigger 0.001 0.001 0.001 0.001       0.001 0.001 0.002 0.002
Lepton ident./isolation 0.001                           
Kinematic reconstruction                              
Pileup       0.002 0.002    0.001 0.001 0.001      
b tagging 0.003 0.004 0.003 0.003       0.002 0.002 0.001 0.001
JES 0.011 0.012 0.007 0.009 0.003 0.003 0.009 0.008 0.007 0.007
Unclustered energy 0.001 0.002 0.001 0.001    0.001 0.001    0.001 0.002
JER 0.001 0.002 0.001 0.001 0.001 0.001    0.001 0.001 0.001
Scales 0.005 0.004 0.004 0.009 0.003 0.004 0.003 0.004 0.006 0.005
ME/PS matching 0.006 0.006 0.004 0.001 0.003 0.004 0.003 0.003 0.004 0.004
Color reconnection 0.005 0.003 0.003 0.004 0.008 0.005 0.006 0.008 0.006 0.008
Underlying event 0.001 0.003 0.001 0.003 0.002 0.003 0.003 0.002 0.004 0.004
b quark fragmentation 0.009 0.009 0.004 0.005    0.001 0.001 0.001 0.001 0.001
b hadron semilept. decays 0.001 0.001                        
PDF 0.001 0.001             0.001 0.001 0.001 0.001
Top quark mass 0.007 0.007    0.001 0.001 0.002 0.002 0.001 0.002 0.002
Top quark pT 0.003 0.004 0.001 0.001       0.001 0.001      
Background 0.008 0.008 0.005 0.008 0.001 0.001 0.004 0.005 0.002 0.002
Total systematic 0.021 0.021 0.013 0.017 0.010 0.009 0.013 0.014 0.013 0.013
Data statistical 0.009 0.008 0.009 0.009 0.007 0.008 0.010 0.010 0.010 0.009
Signal simulation statistical 0.003 0.003 0.003 0.003 0.003 0.003 0.004 0.004 0.004 0.003
Background sim. statistical 0.005 0.005 0.005 0.005 0.004 0.004 0.006 0.006 0.005 0.005
Total statistical 0.010 0.010 0.011 0.011 0.009 0.009 0.012 0.012 0.012 0.011












































































































































































































































 (13 TeV)-135.9 fbCMS
FIG. 12. Values (gray scale) of the total statistical (left) and systematic (right) correlation matrices for all measured coefficients and
laboratory-frame asymmetries.
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IX. LIMITS ON HIGHER-DIMENSIONAL
OPERATORS
A. Constraining the top quark CMDM
Analogous to the magnetic dipole moment of an electri-
cally charged particle, the chromomagnetic dipole moment
(CMDM) of a color-charged particle in color fields can be
defined. In the SM, the intrinsic spin of the top quark
and its color charge give it a small CMDM [3,4]. Several
BSM models, such as two-Higgs-doublet models (e.g.,
supersymmetry), technicolor, and top quark compositeness
models [71,72], predict an anomalous CMDM, leading to
modifications of the tt̄ production rate and spin structure.
As a consequence, the measurement of the tt̄ production
spin density matrix represents a powerful probe of the
top quark CMDM and can be used to search for BSM
phenomena.
As in Ref. [12], the effect of an anomalous CMDM on tt̄
production is predicted using an EFT framework in which a
fixed set of dimension-six operators is added to the SM
Lagrangian [73,74]. The anomalous CMDM of the top
quark is a consequence of the OtG operator [71],
OtG ¼ ytgSðQ̄σμνTatÞϕ̃Gaμν; ð12Þ
where yt denotes the Yukawa coupling of the top quark, gS
is the strong coupling (gS ¼ 2 ffiffiffiffiffiffiffiπαSp ), Q is the left-handed
third-generation quark doublet, σμν are the Dirac matrices,
Ta are the Gell–Mann matrices divided by 2, t is the right-
handed top quark singlet, ϕ̃ is the charge-conjugated Higgs
doublet field, and Gaμν is the gluon field strength tensor.
Besides modifying the gtt̄ vertex, OtG also leads to a new
ggtt̄ vertex. The contribution due to OtG is parametrized by
a dimensionless Wilson coefficient divided by the square of
the BSM scale (Λ), assumed to be large compared to the
scales typically probed at the LHC. The real part of this
Wilson coefficient is denoted as CtG. The imaginary part
corresponds to a top quark chromoelectric dipole moment
(CEDM), and is assumed to be zero in this section. The top
quark CEDM is constrained in Sec. IX B.
To produce predictions for the normalized tt̄ differential
cross section, the model of Ref. [71] is implemented in the
MADGRAPH5_aMC@NLO generator at NLO in QCD. The setup
is similar to that of the MADGRAPH5_aMC@NLO sample
introduced in Sec. IV, but without extra partons at the ME
level. The RIVET framework [75] is used to apply the object
definitions and calculate the spin densitymatrix observables.
Four observables are chosen to constrain CtG=Λ2,
corresponding to the four dimensions in Eq. (6), with
TABLE V. Summary of the systematic, statistical, and total uncertainties in the extracted tt̄ spin correlation coefficients and
asymmetries. An ellipsis (  ) is shown where the values are <0.0005.
Uncertainty
Source Ckk Crr Cnn Crk þ Ckr Crk − Ckr Cnr þ Crn Cnr − Crn Cnk þ Ckn Cnk − Ckn D Alabcosφ AjΔϕllj
Trigger 0.001 0.001    0.002                   0.001   
Lepton ident./iso. 0.001 0.001    0.001                        
Kinematic reco.                                    
Pileup 0.002    0.001 0.004 0.001 0.001 0.002 0.001 0.001 0.001    0.001
b tagging 0.004 0.001 0.002 0.005 0.001 0.001 0.001 0.001 0.001 0.001      
JES 0.012 0.009 0.005 0.022 0.011 0.011 0.009 0.012 0.007 0.002    0.001
Unclust. energy 0.001 0.001 0.001 0.004 0.001 0.001 0.002 0.001 0.001       0.001
JER 0.001 0.002 0.001 0.004 0.002 0.001 0.001 0.003 0.001         
Scales 0.012 0.006 0.007 0.026 0.011 0.007 0.014 0.011 0.007 0.003 0.002 0.003
ME/PS matching 0.004 0.003 0.001 0.009 0.016 0.011 0.001 0.012 0.009 0.002 0.002 0.004
Color reconnect. 0.005 0.013 0.006 0.013 0.011 0.014 0.017 0.009 0.008 0.002 0.001 0.001
Underlying event 0.008 0.002 0.002 0.004 0.010 0.007 0.005 0.007 0.002 0.003 0.001 0.001
b quark fragment. 0.014 0.002 0.005 0.017 0.001 0.001 0.001 0.002 0.001 0.003    0.001
b had. semilep. d.    0.001 0.001 0.002    0.001          0.001      
PDF 0.002 0.002 0.001 0.002                0.001 0.003 0.001
Top quark mass 0.001 0.002 0.006 0.006 0.009 0.002 0.002 0.009 0.001 0.002 0.001   
Top quark pT 0.008 0.011 0.005 0.019    0.001    0.001    0.004 0.003 0.005
Background 0.017 0.009 0.008 0.025 0.006 0.004 0.004 0.007 0.003 0.004 0.008 0.002
Total systematic 0.031 0.023 0.016 0.053 0.029 0.024 0.025 0.026 0.016 0.009 0.010 0.007
Data statistical 0.018 0.019 0.010 0.029 0.029 0.024 0.025 0.025 0.020 0.006 0.003 0.003
Signal sim. stat. 0.007 0.007 0.004 0.011 0.011 0.009 0.009 0.010 0.008 0.002 0.001 0.001
Bkg. sim. stat. 0.010 0.010 0.005 0.018 0.017 0.012 0.010 0.015 0.012 0.003 0.002 0.002
Total statistical 0.022 0.023 0.012 0.035 0.035 0.028 0.028 0.031 0.025 0.007 0.003 0.003
Total 0.038 0.032 0.020 0.064 0.046 0.037 0.038 0.041 0.029 0.011 0.010 0.008
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the restriction that they are independent from each other.
For example, only two of the observables cos θk1, cos θ
r
1,
and cos θn1 are independent because they are the direction
cosines of the fk̂; r̂; n̂g coordinate system. The Ckk, Cnn,
Crk þ Ckr, and D coefficients are all directly sensitive to
CtG=Λ2 [4], and the corresponding four observables (as
defined in Table I) are chosen.








× ½dataj − predjðCtG=Λ2ÞCov−1ij ; ð13Þ
where datai and prediðCtG=Λ2Þ are the measured and
predicted normalized differential cross sections in the ith
of the N bins of the chosen observables, and Cov−1ij is the
(ith, jth) element of the inverse of the data covariance
matrix for those N bins. The covariance matrix, corre-
sponding to a subset of the bins illustrated in Fig. 8,
accounts for all systematic and statistical uncertainties, as
well as the interbin correlations introduced in the unfolding
process. In order to break the linear dependencies between
the bins of each distribution after normalization to unit area,
one bin from each distribution is excluded from the fit,
along with the rows and columns associated with it in the
covariance matrix. The fit result is independent of the
choice of excluded bins.
The χ2 minimization procedure is performed twice: first
including the full contribution from CtG=Λ2 to the tt̄ cross
section, and second including only the contribution that is
linear in CtG=Λ2, which describes the interference of the
OtG amplitudes with those of the SM. In both cases the
best-fit value of CtG=Λ2 is 0.06 TeV−2, corresponding to a
χ2=d:o:f: of 8=19. The difference between the two results is
negligible, indicating that the value of CtG=Λ2 is small
enough to justify the linear approximation.
Assuming Gaussian probability density functions for the
uncertainties in the unfolded data, constraints with con-
fidence levels (C.L.) can be estimated from the values of
CtG=Λ2 for which the Δχ2 reaches certain values. The Δχ2
is defined as the change in χ2 from its minimum value, and
is shown as a function of CtG=Λ2 in Fig. 14. Since the
uncertainties in the theoretical predictions do not have a
clear frequentist interpretation, they are not included in the
confidence intervals. They are estimated separately in
Fig. 14 from the maximally positive and negative effects
on the best-fit value of CtG=Λ2 when changing μR and μF
TABLE VI. Measured sums and differences of the B coef-
ficients and their statistical and systematic uncertainties.
The NLO calculated coefficients are quoted with their scale
uncertainties [4].
Coefficient Measured ðstatÞ  ðsystÞ NLO calculation
Bk1 þ Bk2 0.012 0.013 0.040 8.0þ3.4−2.4 × 10−3
Bk1 − Bk2 −0.002 0.015 0.011 0
Br1 þ Br2 −0.033 0.015 0.026 3.2þ2.3−1.7 × 10−3
Br1 − Br2 −0.012 0.016 0.014 0
Bn1 þ Bn2 0.024 0.012 0.013 11.3þ0.9−0.7 × 10−3
Bn1 − Bn2 −0.011 0.014 0.013 0
Bk1 þ Bk2 −0.010 0.016 0.012 <10−3
Bk1 − Bk2 −0.023 0.018 0.024 0
Br1 þ Br2 0.011 0.016 0.018 <10−3
Br1 − Br2 −0.008 0.016 0.020 0
TABLE VII. Values of fSM, the strength of the measured spin
correlations relative to the SM prediction, derived from the
measurements in Table III. The uncertainties shown are statistical,
systematic, and theoretical, respectively. Their sum in quadrature
is shown in the last column.
Coefficient fSM  ðstatÞ  ðsystÞ  ðtheoÞ Total uncertainty
Ckk 0.90 0.07 0.09 0.01 0.11
Crr 1.13 0.320.32þ0.10−0.13 þ0.46−0.47
Cnn 1.01 0.04 0.05 0.01 0.06
Crk þ Ckr 0.94 0.17 0.26 0.01 0.31
D 0.98 0.03 0.04 0.01 0.05
Alabcosφ 0.74 0.070.19þ0.06−0.08 þ0.21−0.22
AjΔϕllj 1.05 0.030.08þ0.09−0.12 þ0.13−0.15
SM
SM spin correlation fraction f
0.5 1 1.5 2
 (13 TeV)-135.9 fb
Standard model
 (theo)± (syst) ± (stat) ±SMf
kkC  0.01± 0.09 ± 0.07 ±0.90
rrC  0.12± 0.32 ± 0.32 ±1.13
nnC  0.01± 0.05 ± 0.04 ±1.01
kr C+rkC  0.01± 0.26 ± 0.17 ±0.94
D  0.01± 0.04 ± 0.03 ±0.98
lab
ϕcosA  0.07± 0.19 ± 0.07 ±0.74
|
ll
φΔ|A  0.11± 0.08 ± 0.03 ±1.05
CMS
Data
FIG. 13. Measured values of fSM, the strength of the measured
spin correlations relative to the SM prediction. The inner vertical
bars give the statistical uncertainty, the middle bars give the total
experimental uncertainty (statistical and systematic), and the
outer bars give the total uncertainty. The numerical measured
values with their uncertainties are given on the right.
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individually and simultaneously up and down by a factor of
2 in the MADGRAPH5_aMC@NLO predictions.
The resulting constraint at the 95% C.L. is
−0.10 < CtG=Λ2 < 0.22 TeV−2. In Ref. [71], a
95% C.L. constraint of −0.42 < CtG=Λ2 < 0.30 TeV−2
was derived using NLO predictions for the contributions
from OtG to the total tt̄ cross section, combined with
ATLAS and CMSmeasurements at
ffiffi
s
p ¼ 8 TeV, as well as
−0.32 < CtG=Λ2 < 0.73 TeV−2, using Fermilab Tevatron
results. From a measurement of the absolute tt̄ differential
cross section as a function of jΔϕllj at the particle level,
CMS determined −0.06 < CtG=Λ2 < 0.41 TeV−2 at the
95% C.L. [12]. The results presented here are consistent
with and improve on these previous limits. Compared to
Ref. [12], the sensitivity to CtG=Λ2 in this analysis is
improved by 30% and the theoretical uncertainties are
substantially smaller.
B. Constraining anomalous couplings
The top quark anomalous CMDM operator is just one of
the 11 independent dimension-six operators relevant for
hadronic tt̄ production [4]. The normalized differential
cross sections measured in Sec. VIII A are sensitive to ten
of these operators, and each can be constrained using a fit
similar to that in Sec. IX A. However, in the absence of a
consistent simulation of all these operators compatible with
the NLO QCD predictions in the MADGRAPH5_aMC@NLO
generator [71], we instead use the known functional forms
of Eqs. (8)–(10) to fit the data. We use the calculations from
Ref. [4] to determine the coefficients and their dependence
on the contributions from the different operators. The
calculations for the NLO SM part are the same as those
introduced in Sec. VIII A. For the contributions from the
operators, only tree-level interference terms with the QCD
amplitudes in the linear approximation are considered [4].
The anomalous couplings associated with the 11 oper-
ators are listed in Table VIII, with a brief description of
their properties. Unlike the Wilson coefficient CtG consid-
ered in Sec. IX A, the anomalous couplings apply to
operators in their form after spontaneous symmetry break-
ing [4]. The couplings μ̂t and d̂t represent the top quark
anomalous CMDM and CEDM, respectively, and there are
two further CP-odd operators involving two top quarks and
up to three gluons (with couplings ĉ−− and ĉ−þ). The
operators associated with the remaining couplings re-
present CP-even four-quark interactions, with weak isospin
quantum numbers either 0 or 1. The operators are described
in detail in Ref. [4].
The normalized differential cross sections measured in
Sec. VIII A are sensitive to all the anomalous couplings
given in Table VIII except ĉAA, which is constrained by
measurements of the tt̄ charge asymmetry [4]. Using the
same fitting procedure as in Sec. IX A, we set a limit on
each coupling, setting the other couplings to zero. The
95% C.L. limits are given in Table IX, and the measured
values and uncertainties are listed and displayed in Fig. 15.
Theoretical uncertainties are estimated from the simulta-
neous variation of μR and μF up and down by a factor
of 2. Limits are given for the combination of couplings
ĉ1 − ĉ2 þ ĉ3 rather than ĉ2 alone because this is the
combination of couplings to which the measurements are
0.2− 0 0.2 0.4 0.6













CMS  (13 TeV)-135.9 fb
FIG. 14. The Δχ2 values from the fit to the data as a function of
CtG=Λ2. The solid line is the result of the nominal fit, and the
dotted and dashed lines show the most-positive and most-
negative shifts in the best-fit CtG=Λ2, respectively, when the
theoretical inputs are allowed to vary within their uncertainties.
The vertical line denotes the best-fit value from the nominal fit,
and the inner and outer areas indicate the 68 and 95% C.L.,
respectively.
TABLE VIII. Anomalous couplings associated with the dimen-
sion-six operators relevant for hadronic tt̄ production, the
operator type of the effective interaction vertex they represent,
and their P and CP symmetry properties. It is not possible to
combine the isospin-1 operators such that they have definite
properties with respect to C and P [4].
Coupling Operator type Symmetry properties
μ̂t 2 quarks plus gluon(s) P-even, CP-even
d̂t 2 quarks plus gluon(s) P-odd, CP-odd
ĉ−− 2 quarks plus gluon(s) P-odd, CP-odd
ĉ−þ 2 quarks plus gluon(s) P-even, CP-odd
ĉVV 4 quarks (weak isospin 0) P-even, CP-even
ĉVA 4 quarks (weak isospin 0) P-odd, CP-even
ĉAV 4 quarks (weak isospin 0) P-odd, CP-even
ĉAA 4 quarks (weak isospin 0) P-even, CP-even
ĉ1 4 quarks (weak isospin 1) CP-even
ĉ2 4 quarks (weak isospin 1) CP-even
ĉ3 4 quarks (weak isospin 1) CP-even
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directly sensitive [4]. The strongest constraints are found
for the operators probed in the gg initial state. The four-
quark operators with isospin 0 are more constrained than
those with isospin 1, where contributions from the up and
down quark qq̄ initial states have opposite signs and similar
magnitudes [4,16].
We also consider the simultaneous fitting of multiple
couplings. We find that the pairs of four-quark couplings
ðĉVV; ĉ1Þ, ðĉVA; ĉ3Þ, and ðĉAV; ĉ1 − ĉ2 þ ĉ3Þ cannot be
simultaneously constrained because their predicted effects
on the measured distributions can approximately cancel
each other. The constraints on the other couplings are
found to be independent, and therefore sufficiently
characterized by the results of Table IX, with the exception
of three combinations of couplings for which we derive
two-dimensional 68 and 95% C.L. limits, shown in
Fig. 16.
For a direct comparisonwith the top quark CMDM results
of Sec. IXA, we use the relationship CtG=Λ2 ¼ μ̂t=ð2mt2Þ.
Taking the result for μ̂t from Table IX, we find a central
value of CtG=Λ2 ¼ −0.09 TeV−2, with −0.24 < CtG=Λ2 <
0.07 TeV−2 at the 95% C.L. The sensitivity to CtG=Λ2
(determined from the width of the confidence interval) is
the same as that found in Sec. IX A, which suggests that the
tree-level calculation of the interference terms, using
the linear approximation, is adequate for CtG=Λ2. The
difference in central value is attributable to the difference
in the SM predictions for the coefficients in the NLO
calculations and the MADGRAPH5_aMC@NLO simulation.
Since the SM prediction is of greater accuracy in the NLO
calculations (which include EW corrections), we quote the
CtG=Λ2 result of this section as the nominal result of the
analysis.
In a similar way, d̂t is related to the imaginary part of the
Wilson coefficient of the OtG operator CItG, and we find a
constraint at the 95% C.L. of −0.33<CItG=Λ2<0.20TeV−2,
with a central value of CItG=Λ2 ¼ −0.07 TeV−2. This
represents a substantial improvement over existing direct
constraints on the top quark CEDM [76,77], but it is still
significantly weaker than the indirect constraint of
jCItG=Λ2j < 0.007 TeV−2 [78] derived from the experimen-
tal limit on the neutron electric dipole moment [79,80].
Analogous to the magnetic and electric dipole moments,
μ̂t and d̂t can be expressed in terms of the dimensionful
parameters C5 and D5, which are related to the former
by a factor of 1=mt [81]. In this parametrization, we find
constraints at the 95% C.L. of ð−1.6<C5<0.5Þ×
10−18 gScm and ð−2.3 < D5 < 1.4Þ × 10−18 gS cm.
TABLE IX. The 95% C.L. limits on the anomalous couplings listed in Table VIII, derived by fitting the distributions measured in
Sec. VIII A and setting the other anomalous couplings to zero. The confidence intervals include only the experimental uncertainties as in
Sec. IX A. The theoretical uncertainties, the χ2 values (d:o:f: ¼ 19), and the distributions used in each fit are given in the last three
columns. For conciseness, the distributions are labeled by their associated coefficients (as defined in Table I). An ellipsis (  ) is shown
where the uncertainties are <0.0005.
95% C.L. Theoretical unc. χ2 Coefficients
μ̂t −0.014 < μ̂t < 0.004 0.001 7 Ckk, Cnn, Crk þ Ckr, D
d̂t −0.020 < d̂t < 0.012    9 Br2, Bn1 , Cnr − Crn, Cnk − Ckn
ĉ−− −0.040 < ĉ−− < 0.006 0.001 7 Br2, Bn1 , Cnr − Crn, Cnk − Ckn
ĉ−þ −0.009 < ĉ−þ < 0.005    11 Bn1 , Bn2 , Br1 , Cnk þ Ckn
ĉVV −0.011 < ĉVV < 0.042 0.004 7 Ckk, Cnn, Crk þ Ckr, D
ĉVA −0.044 < ĉVA < 0.027 0.003 9 Bk2, Br2, Ckk, Cnr þ Crn
ĉAV −0.035 < ĉAV < 0.032 0.001 6 Bk1 , Bk2 , Br1 , Br2
ĉ1 −0.09 < ĉ1 < 0.34 0.04 7 Ckk, Cnn, Crk þ Ckr, D
ĉ3 −0.35 < ĉ3 < 0.21 0.02 9 Bk2, Br2, Ckk, Cnr þ Crn
ĉ1 − ĉ2 þ ĉ3 −0.17 < ĉ1 − ĉ2 þ ĉ3 < 0.15 0.01 6 Bk1 , Bk2 , Br1 , Br2
Anomalous coupling
0.2− 0.1− 0 0.1 0.2 0.3 0.4
 (13 TeV)-135.9 fb
Standard model
 (theo)± (stat+syst) ±result
t
μ  0.001± 0.005 ±-0.005
td  0.000± 0.008 ±-0.004
−−c  0.001± 0.012 ±-0.017
+−c  0.000± 0.003 ±-0.002
VVc  0.004± 0.013 ±0.016
VAc  0.003± 0.018 ±-0.009
AVc  0.001± 0.017 ±-0.001
1c  0.04± 0.11 ±0.13
3c  0.02± 0.14 ±-0.07
3c+2c−1c  0.01± 0.08 ±-0.01
CMS
Data
FIG. 15. Measured values of and uncertainties in the fitted
anomalous couplings, assuming other anomalous couplings to be
zero. The first and second quoted uncertainties are from exper-
imental (statistical and systematic, at the 68% C.L.) and theo-
retical sources, respectively, and are shown by the inner and outer
vertical bars on the points. The expected SM value is shown by
the vertical line.
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X. SUMMARY
Measurements of the top quark polarization and tt̄ spin
correlations have been presented, probing all of the
independent coefficients of the top quark spin-dependent




p ¼ 13 TeV. Each coefficient
was extracted from a normalized differential cross section,
unfolded to the parton level and extrapolated to the full
phase space. The measurements were made using a data
sample of events containing two oppositely charged leptons
(eþe−, eμ∓, or μþμ−) and two or more jets, of which at
least one was identified as coming from the hadronization
of a bottom quark. The data were recorded by the CMS
experiment in 2016 and correspond to an integrated
luminosity of 35.9 fb−1.
The measured normalized differential cross sections and
coefficients were compared with standard model predic-
tions from simulations with NLO accuracy in QCD and
from NLO QCD calculations including electroweak cor-
rections. The measured distribution of jΔϕllj, the absolute
value of the difference in azimuthal angle between the two
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CMS  (13 TeV)-135.9 fb
FIG. 16. The two-dimensional 68% (solid curve) and 95% (dotted curve) C.L. limits on (upper left) μ̂t vs. ĉVV, (upper right) μ̂t vs. ĉ1,
and (lower) d̂t vs. ĉ−−. The central value from the nominal fit is shown by the cross and the SM prediction is shown by the diamond.
“Theory unc. up” refers to the fit value when μR and μF are simultaneously increased by a factor of 2, and “theory unc. down”when they
are decreased by the same factor.
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leptons in the laboratory frame, was additionally compared
with a NNLO QCD prediction. All of the measurements
were found to be consistent with the expectations of the
standard model. The distribution of cosφ, equivalent to the
dot product of the two lepton directions measured in their
parent top quark and antiquark rest frames, is most sensitive
to the presence of spin correlations, with a relative
uncertainty below 5%.
Statistical and systematic covariance matrices were
provided for the set of all measured bins, and were used
in simultaneous fits to constrain the contributions from ten
dimension-six effective operators. Two of these operators
represent the anomalous chromomagnetic and chromo-
electric dipole moments of the top quark, and constraints on
their Wilson coefficients of −0.24<CtG=Λ2<0.07TeV−2
and −0.33 < CItG=Λ2 < 0.20 TeV−2, respectively, were
obtained at the 95% confidence level. This constitutes a
substantial improvement over previous direct constraints.
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de Excelencia María de Maeztu, grant No. MDM-2015-
0509 and the Programa Severo Ochoa del Principado de
Asturias; the Thalis and Aristeia programs cofinanced by
EU-ESF and the Greek NSRF; the Rachadapisek Sompot
Fund for Postdoctoral Fellowship, Chulalongkorn
University and the Chulalongkorn Academic into Its 2nd
Century Project Advancement Project (Thailand); the
Welch Foundation, Contract No. C-1845; and the
Weston Havens Foundation (USA).
MEASUREMENT OF THE TOP QUARK POLARIZATION AND tt̄ … PHYS. REV. D 100, 072002 (2019)
072002-25
[1] Particle Data Group, Review of particle physics, Phys.
Rev. D 98, 030001 (2018).
[2] G. Mahlon and S. J. Parke, Spin correlation effects in top
quark pair production at the LHC, Phys. Rev. D 81, 074024
(2010).
[3] W. Bernreuther and Z.-G. Si, Top quark spin correlations
and polarization at the LHC: Standard model predictions
and effects of anomalous top chromo moments, Phys.
Lett. B 725, 115 (2013).
[4] W. Bernreuther, D. Heisler, and Z.-G. Si, A set of top quark
spin correlation and polarization observables for the LHC:
Standard model predictions and new physics contributions,
J. High Energy Phys. 12 (2015) 026.
[5] CMS Collaboration, CMS luminosity measurements for the
2016 data taking period, CMS Physics Analysis Summary
Report No. CMS-PAS-LUM-17-001 (2017).
[6] ATLAS Collaboration, Measurements of top quark spin




8 TeV pp collisions with the ATLAS detector, J. High
Energy Phys. 03 (2017) 113.
[7] CMS Collaboration, Measurements of tt̄ Spin Correlations




p ¼ 7 TeV, Phys. Rev. Lett. 112, 182001
(2014).
[8] ATLAS Collaboration, Measurements of spin correlation in
top-antitop quark events from proton-proton collisions atffiffi
s
p ¼ 7 TeV using the ATLAS detector, Phys. Rev. D 90,
112016 (2014).
[9] ATLAS Collaboration, Measurement of the correlation
between the polar angles of leptons from top quark decays
in the helicity basis at
ffiffi
s
p ¼ 7 TeV using the ATLAS
detector, Phys. Rev. D 93, 012002 (2016).
[10] CMS Collaboration, Measurements of tt̄ spin correlations




p ¼ 8 TeV, Phys. Rev. D 93, 052007 (2016).
[11] ATLAS Collaboration, Measurements of top-quark pair spin
correlations in the e μ channel at
ffiffi
s
p ¼ 13 TeV using pp
collisions in the ATLAS detector, arXiv:1903.07570 [Eur.
Phys. J. C (to be published)].
[12] CMS Collaboration, Measurements of tt̄ differential cross
sections in proton-proton collisions at
ffiffi
s
p ¼ 13 TeV using
events containing two leptons, J. High Energy Phys. 02
(2019) 149.
[13] M. Baumgart and B. Tweedie, A new twist on top quark spin
correlations, J. High Energy Phys. 03 (2013) 117.
[14] M. Fabbrichesi, M. Pinamonti, and A. Tonero, Limits on
anomalous top quark gauge couplings from Tevatron and
LHC data, Eur. Phys. J. C 74, 3193 (2014).
[15] Q.-H. Cao, B. Yan, J.-H. Yu, and C. Zhang, A general
analysis of Wtb anomalous couplings, Chin. Phys. C 41,
063101 (2017).
[16] C. Degrande, J.-M. Gérard, C. Grojean, F. Maltoni, and
G. Servant, Non-resonant new physics in top pair produc-
tion at hadron colliders, J. High Energy Phys. 03 (2011)
125.
[17] A. Brandenburg, Z.-G. Si, and P. Uwer, QCD-corrected spin
analysing power of jets in decays of polarized top quarks,
Phys. Lett. B 539, 235 (2002).
[18] CMS Collaboration, The CMS trigger system, J. Instrum.
12, P01020 (2017).
[19] CMS Collaboration, The CMS experiment at the CERN
LHC, J. Instrum. 3, S08004 (2008).
[20] S. Frixione, P. Nason, and G. Ridolfi, A positive-weight
next-to-leading-order Monte Carlo for heavy flavour ha-
droproduction, J. High Energy Phys. 09 (2007) 126.
[21] P. Nason, A new method for combining NLO QCD with
shower Monte Carlo algorithms, J. High Energy Phys. 11
(2004) 040.
[22] S. Frixione, P. Nason, and C. Oleari, Matching NLO QCD
computations with parton shower simulations: The
POWHEG method, J. High Energy Phys. 11 (2007) 070.
[23] S. Alioli, P. Nason, C. Oleari, and E. Re, A general
framework for implementing NLO calculations in shower
Monte Carlo programs: The POWHEG BOX, J. High
Energy Phys. 06 (2010) 043.
[24] CMS Collaboration, Investigations of the impact of the
parton shower tuning in PYTHIA 8 in the modelling of tt̄ atffiffi
s
p ¼ 8 and 13 TeV, CMS Physics Analysis Summary
CMS-PAS-TOP-16-021 (2016).
[25] T. Sjöstrand, S. Ask, J. R. Christiansen, R. Corke, N. Desai,
P. Ilten, S. Mrenna, S. Prestel, C. O. Rasmussen, and P. Z.
Skands, An introduction to PYTHIA 8.2, Comput. Phys.
Commun. 191, 159 (2015).
[26] CMS Collaboration, Event generator tunes obtained from
underlying event and multiparton scattering measurements,
Eur. Phys. J. C 76, 155 (2016).
[27] P. Skands, S. Carrazza, and J. Rojo, Tuning PYTHIA 8.1:
The Monash 2013 tune, Eur. Phys. J. C 74, 3024 (2014).
[28] J. Alwall, R. Frederix, S. Frixione, V. Hirschi, F. Maltoni,
O. Mattelaer, H. S. Shao, T. Stelzer, P. Torrielli, and M.
Zaro, The automated computation of tree-level and next-to-
leading order differential cross sections, and their matching
to parton shower simulations, J. High Energy Phys. 07
(2014) 079.
[29] P. Artoisenet, R. Frederix, O. Mattelaer, and R. Rietkerk,
Automatic spin-entangled decays of heavy resonances in
Monte Carlo simulations, J. High Energy Phys. 03 (2013)
015.
[30] R. Frederix and S. Frixione, Merging meets matching in
MC@NLO, J. High Energy Phys. 12 (2012) 061.
[31] J. Alwall, S. Höche, F. Krauss, N. Lavesson, L. Lönnblad, F.
Maltoni, M. L. Mangano, M. Moretti, C. G. Papadopoulos,
F. Piccinini, S. Schumann, M. Treccani, J. Winter, and M.
Worek, Comparative study of various algorithms for the
merging of parton showers and matrix elements in hadronic
collisions, Eur. Phys. J. C 53, 473 (2008).
[32] S. Alioli, P. Nason, C. Oleari, and E. Re, NLO single-top
production matched with shower in POWHEG: s- and t-
channel contributions, J. High Energy Phys. 09 (2009) 111.
[33] E. Re, Single-top Wt-channel production matched with
parton showers using the POWHEG method, Eur. Phys.
J. C 71, 1547 (2011).
[34] R. D. Ball, V. Bertone, F. Cerutti, L. Del Debbio, S. Forte, A.
Guffanti, J. I. Latorre, J. Rojo, and M. Ubiali (NNPDF
Collaboration), Unbiased global determination of parton
distributions and their uncertainties at NNLO and LO, Nucl.
Phys. B855, 153 (2012).
[35] R. D. Ball, V. Bertone, S. Carrazza, C. S. Deans, L.
Del Debbio, S. Forte, A. Guffanti, N. P. Hartland, J. I.
Latorre, J. Rojo, and M. Ubiali (NNPDF Collaboration),
A. M. SIRUNYAN et al. PHYS. REV. D 100, 072002 (2019)
072002-26
Parton distributions for the LHC Run II, J. High Energy
Phys. 04 (2015) 040.
[36] Y. Li and F. Petriello, Combining QCD and electroweak
corrections to dilepton production in FEWZ, Phys. Rev. D
86, 094034 (2012).
[37] N. Kidonakis, Two-loop soft anomalous dimensions for
single top quark associated production with W− or H−,
Phys. Rev. D 82, 054018 (2010).
[38] J. M. Campbell, R. K. Ellis, and C. Williams, Vector boson
pair production at the LHC, J. High Energy Phys. 07 (2011)
018.
[39] F. Maltoni, D. Pagani, and I. Tsinikos, Associated produc-
tion of a top-quark pair with vector bosons at NLO in QCD:
Impact on tt̄H searches at the LHC, J. High Energy Phys. 02
(2016) 113.
[40] M. Czakon and A. Mitov, TOP++: A program for the
calculation of the top-pair cross-section at hadron colliders,
Comput. Phys. Commun. 185, 2930 (2014).
[41] S. Agostinelli et al. (GEANT4 Collaboration), GEANT4—A
simulation toolkit, Nucl. Instrum. Methods Phys. Res.,
Sect. A 506, 250 (2003).
[42] CMS Collaboration, Particle-flow reconstruction and global
event description with the CMS detector, J. Instrum. 12,
P10003 (2017).
[43] CMS Collaboration, Performance of electron reconstruction




p ¼ 8 TeV, J. Instrum. 10, P06005 (2015).
[44] CMS Collaboration, Performance of the CMS muon de-




p ¼ 13 TeV, J. Instrum. 13, P06015 (2018).
[45] M. Cacciari, G. P. Salam, and G. Soyez, The anti-kT jet
clustering algorithm, J. High Energy Phys. 04 (2008) 063.
[46] M. Cacciari, G. P. Salam, and G. Soyez, FastJet user manual,
Eur. Phys. J. C 72, 1896 (2012).
[47] CMS Collaboration, Identification and filtering of unchar-
acteristic noise in the CMS hadron calorimeter, J. Instrum. 5,
T03014 (2010).
[48] CMS Collaboration, Identification of heavy-flavour jets
with the CMS detector in pp collisions at 13 TeV, J. Instrum.
13, P05011 (2018).
[49] CMS Collaboration, Measurement of the differential cross
section for top quark pair production in pp collisions atffiffi
s
p ¼ 8 TeV, Eur. Phys. J. C 75, 542 (2015).
[50] CMS Collaboration, Measurement of the Top Quark Pair
Production Cross Section in Proton-Proton Collisions atffiffi
s
p ¼ 13 TeV with the CMS Detector, Phys. Rev. Lett. 116,
052002 (2016).
[51] S. Schmitt, TUnfold, an algorithm for correcting migration
effects in high energy physics, J. Instrum. 7, T10003 (2012).
[52] CMS Collaboration, Measurement of the tt̄ production cross
section, the top quark mass, and the strong coupling
constant using dilepton events in pp collisions atffiffi
s
p ¼ 13 TeV, Eur. Phys. J. C 79, 368 (2019).
[53] CMS Collaboration, Measurement of the Drell-Yan cross
sections in pp collisions at
ffiffi
s
p ¼ 7 TeV with the CMS
experiment, J. High Energy Phys. 10 (2011) 007.
[54] ATLAS Collaboration, Measurement of the Inelastic
Proton-Proton Cross Section at
ffiffi
s
p ¼ 13 TeV with the
ATLAS Detector at the LHC, Phys. Rev. Lett. 117, 182002
(2016).
[55] CMS Collaboration, Jet energy scale and resolution in the
CMS experiment in pp collisions at 8 TeV, J. Instrum. 12,
P02014 (2017).
[56] S. Argyropoulos and T. Sjöstrand, Effects of color recon-
nection on tt̄ final states at the LHC, J. High Energy Phys.
11 (2014) 043.
[57] J. R. Christiansen and P. Z. Skands, String formation beyond
leading colour, J. High Energy Phys. 08 (2015) 003.
[58] M. G. Bowler, eþe− production of heavy quarks in the string
model, Z. Phys. C 11, 169 (1981).
[59] C. Peterson, D. Schlatter, I. Schmitt, and P. M. Zerwas,
Scaling violations in inclusive eþe− annihilation spectra,
Phys. Rev. D 27, 105 (1983).
[60] J. Butterworth et al., PDF4LHC recommendations for LHC
Run II, J. Phys. G 43, 023001 (2016).
[61] CMS Collaboration, Measurement of differential top-quark
pair production cross sections in pp collisions at
ffiffi
s
p ¼ 7 TeV,
Eur. Phys. J. C 73, 2339 (2013).
[62] CMS Collaboration, Measurement of the tt̄ production
cross section in the all-jets final state in pp collisions atffiffi
s
p ¼ 8 TeV, Eur. Phys. J. C 76, 128 (2016).
[63] CMS Collaboration, Measurement of differential cross
sections for top quark pair production using the leptonþ
jets final state in proton-proton collisions at 13 TeV, Phys.
Rev. D 95, 092001 (2017).
[64] M. Guzzi, K. Lipka, and S.-O. Moch, Top-quark pair
production at hadron colliders: Differential cross section
and phenomenological applications with DiffTop, J. High
Energy Phys. 01 (2015) 082.
[65] N. Kidonakis, NNNLO soft-gluon corrections for the
top-quark pT and rapidity distributions, Phys. Rev. D 91,
031501(R) (2015).
[66] M.Czakon, D.Heymes, A.Mitov, D. Pagani, I. Tsinikos, and
M. Zaro, Top-pair production at the LHC through NNLO
QCD and NLO EW, J. High Energy Phys. 10 (2017) 186.
[67] M. Czakon, A. Ferroglia, D. Heymes, A. Mitov, B. D.
Pecjak, D. J. Scott, X. Wang, and L. L. Yang, Resummation
for (boosted) top-quark pair production at NNLOþ NNLL0
in QCD, J. High Energy Phys. 05 (2018) 149.
[68] W. Bernreuther and Z.-G. Si, Distributions and correlations
for top quark pair production and decay at the Tevatron and
LHC, Nucl. Phys. B837, 90 (2010).
[69] A. Behring, M. Czakon, A. Mitov, A. S. Papanastasiou, and
R. Poncelet, Higher Order Corrections to Spin Correlations
in Top Quark Pair Production at the LHC, Phys. Rev. Lett.
123, 082001 (2019).
[70] B. Efron, Bootstrap methods: Another look at the jackknife,
Ann. Stat. 7, 1 (1979).
[71] D. B. Franzosi and C. Zhang, Probing the top-quark
chromomagnetic dipole moment at next-to-leading order
in QCD, Phys. Rev. D 91, 114010 (2015).
[72] R. Martinez, M. A. Perez, and N. Poveda, Chromomagnetic
dipole moment of the top quark revisited, Eur. Phys. J. C 53,
221 (2008).
[73] W. Buchmüller and D. Wyler, Effective Lagrangian analysis
of new interactions and flavor conservation, Nucl. Phys.
B268, 621 (1986).
[74] B. Grzadkowski, M. Iskrzynski, M. Misiak, and J. Rosiek,
Dimension-six terms in the standard model Lagrangian,
J. High Energy Phys. 10 (2010) 085.
MEASUREMENT OF THE TOP QUARK POLARIZATION AND tt̄ … PHYS. REV. D 100, 072002 (2019)
072002-27
[75] A. Buckley, J. Butterworth, L. Lonnblad, D. Grellscheid, H.
Hoeth, J. Monk, H. Schulz, and F. Siegert, Rivet user
manual, Comput. Phys. Commun. 184, 2803 (2013).
[76] Z. Hioki and K. Ohkuma, Latest constraint on nonstandard
top-gluon couplings at hadron colliders and its future
prospect, Phys. Rev. D 88, 017503 (2013).
[77] J. A. Aguilar-Saavedra, B. Fuks, and M. L. Mangano,
Pinning down top dipole moments with ultra-boosted tops,
Phys. Rev. D 91, 094021 (2015).
[78] D. Barducci et al., Interpreting top-quark LHC measurements
in the standard-model effective field theory, arXiv:1802.07237.
[79] C. A. Baker, D. D. Doyle, P. Geltenbort, K. Green,
M. G. D. van der Grinten, P. G. Harris, P. Iaydjiev, S. N.
Ivanov, D. J. R. May, J. M. Pendlebury, J. D. Richardson,
D. Shiers, and K. F. Smith, An Improved Experimental
Limit on the Electric Dipole Moment of the Neutron, Phys.
Rev. Lett. 97, 131801 (2006).
[80] J. M. Pendlebury et al., Revised experimental upper limit on
the electric dipole moment of the neutron, Phys. Rev. D 92,
092003 (2015).
[81] J. Sjölin, LHC experimental sensitivity to CP violating gtt̄
couplings, J. Phys. G 29, 543 (2003).
A. M. Sirunyan,1 A. Tumasyan,1 W. Adam,2 F. Ambrogi,2 E. Asilar,2 T. Bergauer,2 J. Brandstetter,2 M. Dragicevic,2 J. Erö,2
A. Escalante Del Valle,2 M. Flechl,2 R. Frühwirth,2,b V. M. Ghete,2 J. Hrubec,2 M. Jeitler,2,b N. Krammer,2 I. Krätschmer,2
D. Liko,2 T. Madlener,2 I. Mikulec,2 N. Rad,2 H. Rohringer,2 J. Schieck,2,b R. Schöfbeck,2 M. Spanring,2 D. Spitzbart,2
W. Waltenberger,2 J. Wittmann,2 C.-E. Wulz,2,b M. Zarucki,2 V. Chekhovsky,3 V. Mossolov,3 J. Suarez Gonzalez,3
E. A. De Wolf,4 D. Di Croce,4 X. Janssen,4 J. Lauwers,4 A. Lelek,4 M. Pieters,4 H. Van Haevermaet,4 P. Van Mechelen,4
N. Van Remortel,4 F. Blekman,5 J. D’Hondt,5 J. De Clercq,5 K. Deroover,5 G. Flouris,5 D. Lontkovskyi,5 S. Lowette,5
I. Marchesini,5 S. Moortgat,5 L. Moreels,5 Q. Python,5 K. Skovpen,5 S. Tavernier,5 W. Van Doninck,5 P. Van Mulders,5
I. Van Parijs,5 D. Beghin,6 B. Bilin,6 H. Brun,6 B. Clerbaux,6 G. De Lentdecker,6 H. Delannoy,6 B. Dorney,6 L. Favart,6
A. Grebenyuk,6 A. K. Kalsi,6 J. Luetic,6 A. Popov,6,c N. Postiau,6 E. Starling,6 L. Thomas,6 C. Vander Velde,6 P. Vanlaer,6
D. Vannerom,6 Q. Wang,6 T. Cornelis,7 D. Dobur,7 A. Fagot,7 M. Gul,7 I. Khvastunov,7,d C. Roskas,7 D. Trocino,7
M. Tytgat,7 W. Verbeke,7 B. Vermassen,7 M. Vit,7 N. Zaganidis,7 O. Bondu,8 G. Bruno,8 C. Caputo,8 P. David,8 C. Delaere,8
M. Delcourt,8 A. Giammanco,8 G. Krintiras,8 V. Lemaitre,8 A. Magitteri,8 K. Piotrzkowski,8 A. Saggio,8 M. Vidal Marono,8
P. Vischia,8 J. Zobec,8 F. L. Alves,9 G. A. Alves,9 G. Correia Silva,9 C. Hensel,9 A. Moraes,9 M. E. Pol,9 P. Rebello Teles,9
E. Belchior Batista Das Chagas,10 W. Carvalho,10 J. Chinellato,10,e E. Coelho,10 E. M. Da Costa,10 G. G. Da Silveira,10,f
D. De Jesus Damiao,10 C. De Oliveira Martins,10 S. Fonseca De Souza,10 L. M. Huertas Guativa,10 H. Malbouisson,10
D. Matos Figueiredo,10 M. Melo De Almeida,10 C. Mora Herrera,10 L. Mundim,10 H. Nogima,10 W. L. Prado Da Silva,10
L. J. Sanchez Rosas,10 A. Santoro,10 A. Sznajder,10 M. Thiel,10 E. J. Tonelli Manganote,10,e F. Torres Da Silva De Araujo,10
A. Vilela Pereira,10 S. Ahuja,11a C. A. Bernardes,11a L. Calligaris,11a T. R. Fernandez Perez Tomei,11a E. M. Gregores,11a,11b
P. G. Mercadante,11a,11b S. F. Novaes,11a Sandra S. Padula,11a A. Aleksandrov,12 R. Hadjiiska,12 P. Iaydjiev,12 A. Marinov,12
M. Misheva,12 M. Rodozov,12 M. Shopova,12 G. Sultanov,12 A. Dimitrov,13 L. Litov,13 B. Pavlov,13 P. Petkov,13 W. Fang,14,g
X. Gao,14,g L. Yuan,14 M. Ahmad,15 J. G. Bian,15 G. M. Chen,15 H. S. Chen,15 M. Chen,15 Y. Chen,15 C. H. Jiang,15
D. Leggat,15 H. Liao,15 Z. Liu,15 S. M. Shaheen,15,h A. Spiezia,15 J. Tao,15 E. Yazgan,15 H. Zhang,15 S. Zhang,15,h J. Zhao,15
Y. Ban,16 G. Chen,16 A. Levin,16 J. Li,16 L. Li,16 Q. Li,16 Y. Mao,16 S. J. Qian,16 D. Wang,16 Y. Wang,17 C. Avila,18
A. Cabrera,18 C. A. Carrillo Montoya,18 L. F. Chaparro Sierra,18 C. Florez,18 C. F. González Hernández,18
M. A. Segura Delgado,18 J. D. Ruiz Alvarez,19 N. Godinovic,20 D. Lelas,20 I. Puljak,20 T. Sculac,20 Z. Antunovic,21
M. Kovac,21 V. Brigljevic,22 D. Ferencek,22 K. Kadija,22 B. Mesic,22 M. Roguljic,22 A. Starodumov,22,i T. Susa,22
M.W. Ather,23 A. Attikis,23 E. Erodotou,23 M. Kolosova,23 S. Konstantinou,23 G. Mavromanolakis,23 J. Mousa,23
C. Nicolaou,23 F. Ptochos,23 P. A. Razis,23 H. Rykaczewski,23 M. Finger,24,j M. Finger Jr.,24,j E. Ayala,25 E. Carrera Jarrin,26
H. Abdalla,27,k A. A. Abdelalim,27,l,m S. Elgammal,27,n S. Bhowmik,28 A. Carvalho Antunes De Oliveira,28
R. K. Dewanjee,28 K. Ehataht,28 M. Kadastik,28 M. Raidal,28 C. Veelken,28 P. Eerola,29 H. Kirschenmann,29 J. Pekkanen,29
M. Voutilainen,29 J. Havukainen,30 J. K. Heikkilä,30 T. Järvinen,30 V. Karimäki,30 R. Kinnunen,30 T. Lampén,30
K. Lassila-Perini,30 S. Laurila,30 S. Lehti,30 T. Lindén,30 P. Luukka,30 T. Mäenpää,30 H. Siikonen,30 E. Tuominen,30
J. Tuominiemi,30 T. Tuuva,31 M. Besancon,32 F. Couderc,32 M. Dejardin,32 D. Denegri,32 J. L. Faure,32 F. Ferri,32
S. Ganjour,32 A. Givernaud,32 P. Gras,32 G. Hamel de Monchenault,32 P. Jarry,32 C. Leloup,32 E. Locci,32 J. Malcles,32
J. Rander,32 A. Rosowsky,32 M. Ö. Sahin,32 A. Savoy-Navarro,32,o M. Titov,32 C. Amendola,33 F. Beaudette,33 P. Busson,33
C. Charlot,33 B. Diab,33 R. Granier de Cassagnac,33 I. Kucher,33 A. Lobanov,33 J. Martin Blanco,33 C. Martin Perez,33
M. Nguyen,33 C. Ochando,33 G. Ortona,33 P. Paganini,33 J. Rembser,33 R. Salerno,33 J. B. Sauvan,33 Y. Sirois,33 A. Zabi,33
A. M. SIRUNYAN et al. PHYS. REV. D 100, 072002 (2019)
072002-28
A. Zghiche,33 J.-L. Agram,34,p J. Andrea,34 D. Bloch,34 G. Bourgatte,34 J.-M. Brom,34 E. C. Chabert,34 C. Collard,34
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