Abstract-Previous studies have shown an association between osteoporosis and automatic measurements of mandibular cortical width on dental panoramic radiographs (DPRs). In this study, we show that additional image texture features increase this association and propose the combined features as a potential biomarker for osteoporosis. We used an existing dataset of 663 DPRs of female patients with bone mineral density (BMD) measurements. The mandibular cortex was located using a previously described computer algorithm. Texture features, based on co-occurrence matrices and fractal dimension, were measured in the bone within the cortex and also in the superior basal bone above the cortex. These, augmented by cortical width measurements, were used by a random forest classifier to identify osteoporosis at femoral neck, total hip, and lumbar spine. Classification performance was assessed by ROC analysis. Area-under-curve (AUC) values for identifying osteoporosis at femoral neck were 0.830, 0.824, and 0.872 using, respectively, cortical width alone, cortical texture (co-occurrence matrix features) alone, and combined width and texture. At 80% sensitivity, these classifiers produced specificity values of 74.4%, 73.6%, and 80.0%, respectively. Fractal dimension was a less effective texture feature. Prediction of osteoporosis at the lumbar spine was poorer, but a combined width and superior basal bone texture classifier gave a significant improvement in AUC at p < 0.05 over the use of width alone.
O
STEPOROSIS is a progressive skeletal disease characterized by low bone mass and structural deterioration of bone tissue, leading to an increased susceptibility to fragility fracture. It is associated with increased morbidity and mortality: 27% of women who sustain a hip fracture die within 1 year [1] . Early detection of osteoporosis can allow therapeutic intervention, but the condition is often undiagnosed. There has been recent interest among dental researchers in identifying those at risk of reduced bone mineral density (BMD) from dental radiographs [2] , [3] . Fig. 1 shows a dental panoramic radiograph (DPR), on which the inferior mandibular cortex is visible. It was reported in [3] that measuring the thickness of the cortical bone using active shape model (ASM) search [4] provides a good diagnostic of low BMD at other skeletal sites. Roberts et al. [5] showed that the reduction in the mean width of the mandibular cortex with age followed a similar curve to systemic BMD loss in post-menopausal females. As DPRs are often taken by dentists, they provide a useful opportunity for diagnosis of osteoporosis, without requiring additional radiation exposure to the patient. At-risk patients can be referred to their general medical practitioner for advice about further investigation. Other researchers [6] - [9] have examined the links between bone loss at multiple skeletal sites and various texture measures applied to DPRs (or intra-oral radiographs) in human cases and animal models [10] , [11] . In this study, we examined a variety of texture measures applied to an existing dataset of DPRs from 663 females. Machine learning methods were applied to a large vector of image texture features measured within and around the mandibular cortex as predictors of osteoporosis. We also investigated prediction via a combined classifier using both cortical texture and width measurements.
II. MATERIALS AND METHODS

A. Data
The dataset had been already collected during a previous study [2] and consisted of DPRs for 663 ambulant female 0018-9294 © 2013 IEEE patients together with BMD values determined by dual energy X-ray absorptiometry (DXA). Robust radiographic protocols and regular calibration were applied to ensure consistency of radiographic and densitometric data. Patients were diagnosed osteoporotic according to the World Health Organization criteria, i.e., those with a BMD standardized T-score value below −2.5, evaluated at three skeletal sites (femoral neck, total hip, and lumbar spine). There were 140 patients who were osteoporotic at one or more sites.
B. Localization of the Mandibular Cortex
Devlin et al. [3] described location and measurement of the width of the mandibular cortex using an active shape model (ASM) [4] . The algorithm and independent training set are described in more detail in [12] . Roberts et al. [13] improved the search algorithm by extending the modeled region and by using an active appearance model (AAM) [14] search after an initial ASM, and this improved method was also used in this study. ASM and AAM use image search, which can proceed automatically to produce a delineation of the edges of the cortex. However, fewer search failures occur if the search is initialized from four landmark points defined interactively [12] . Here, we are interested in the effect of texture features, so the latter approach is taken to isolate errors due to texture measurement from those resulting from occasional search failures. The width measurements, and texture measurements reported here, were taken in the region of the cortex between the mental foramen and the antegonion (see Fig. 1 ).
C. Holes and Residues
One problem with the cortical width measurement is that the superior mandibular border (the endosteal margin) may become unclear, especially in osteoporotic cases in which the bone may be eroded more in some regions than in others. This can lead to "holes" within the cortex, where there has been significant bone loss; conversely, there may be bone islands or "residues" remaining above the line of the superior border (see Fig. 2 ). As a result, the upper edge of the cortical border becomes illdefined, leading to errors in width measurement [see Fig. 2(b) ]. The purpose of this study was to examine image texture features that might capture the appearance of these holes and residues, and use these in a statistical classifier to improve the diagnosis.
The mandibular cortical index (MCI) [15] is a visual assessment scale that has been developed to assess osteoporosis in the cortical area of the mandible using DPRs. In this technique, the inferior cortex is classified into three groups according to the following criteria: 1) MCl 1: The endosteal margin of the cortex is even and sharp on both sides of the mandible. 2) MCl 2: The endosteal margin has resorptive cavities with cortical residues one to three layers thick on one or both sides. 3) MCl 3: The endosteal margin consists of many cortical residues and is clearly porous. Taguchi et al. [16] , [17] have studied the diagnostic capability of the MCI, and found that it has a significant predictive value. For our study, an expert dental practitioner (HD) graded the data on the MCI 1-3 system. In initial investigations, we examined whether there were significant differences in sample means in putative texture features between patients in the MCI = 1 group, and a group of patients with an MCI of either 2 or 3. We also compared sample means for osteoporotic patients and nonosteoporotic individuals as a means of determining which features to include in a classification process.
D. Image Normalization
Image texture values are potentially sensitive to image exposure. While the data collection protocol sought to maintain image values within a consistent range, image variation is inevitable. For this reason, we applied a robust image normalization procedure prior to extraction of texture features.
The data are placed on (0, 1), with value 0.5 at the mean, according to
This is essentially the square-rooted Geman-McClure kernel function [18] with maximum influence at σ. We use robust estimators forḡ and σ to allow for holes in the cortex, and also any overlaid bright artifacts, which are sometimes present on DPRs. For σ, we use the robust S n estimate [19] of the standard deviation within the cortex, andḡ is a robust estimate of mean, derived by starting from the median and then iteratively updating the mean using a Geman-McClure weighting kernel given the deviation from the current estimated mean, and kernel scaling √ 3σ. The S n statistic does not require an initial estimate of mean, as it uses only inter-point deviations.
The sigmoidal shape of this normalization ensures that extreme high and low image values become drawn closer to 1 and 0, respectively.
E. Fractal-Based Texture Measurement
Several authors have quantified bone texture in radiographs using fractal dimension. Of particular relevance here, Yasar et al. [9] showed that texture measured by a box-counting fractal dimension gave significant differences between samples of MCI 1 and MCI 2 or 3. A similar method applied to radiographs of the hip [20] had shown that several fractal dimension measures correlated with patient age. These results suggest that image texture, in particular measured by fractal dimension, might be used to discriminate between osteoporotic and nonosteoporotic bone. The method used in [9] requires binary segmentation of the gray-scale image. The fractal dimension is calculated by counting the number of "1" pixels within boxes at a range of scales. We sought to avoid the use of an arbitrary threshold and adopted the method of Rose et al. [21] in analyzing the spatial heterogeneity of tumors. This box-counting method treats the image as a 3-D landscape.
In [22] , Rose et al. used an alternative measure of fractal dimension based on Rényi entropy [23] . The Rényi entropy is a family of functions, parameterized by a unit-less scalar q ≥ 0, and so, the Rényi dimensions are a family of fractal dimensions defined in
where the gray levels are normalized so that i g i = 1.
In effect, we are using the normalized gray level as a pseudoprobability density function for the distribution of bone within the cortex. The limit as q → 1 (also known as the Rényi information dimension) uses the conventional Shannon entropy. We computed the Rényi dimensions for q = 1, 2, 4.
F. Co-Occurrence Matrices
There is no reason to believe that dental panoramic images display any fractal structure (such as self-similarity across scale), and the fractal dimension here and in the previous studies merely acts as a general "roughness" measure. As an alternative approach, we applied classical Haralick texture features based on gray-level co-occurrence matrices [24] . In this method, a 2-D histogram is constructed, representing the frequency of occurrence of pairs of gray values in pixels separated by a specified vector. The magnitude and direction of the vector are application-dependent parameters.
In this case, the normal to the superior cortical border is a natural local direction for this vector, as it is likely to respond to residues. The 2-D histograms of gray-level co-occurrence were computed for a range of pixel separations (from 2 to 8) along these local normals. The histograms were then normalized to probability distributions. For both co-occurrence features and fractal features, a band of pixels above the cortex was included in the texture calculation to allow for the size of the sampling window. In the case of the co-occurrence matrix features, the width of this sampling band was 10 and 16 pixels for fractal dimension calculation, to accommodate the increasing scales of box sizes used in box-counting. A large number of features can then be calculated which encode different characteristics about these distributions (see [24] for a full list of these). We evaluated the first 12 of the features defined in [24] setting the gray-scale quantization to N g = 32, and then retained nine features which seemed to show significant differences between the manually scored MCI grades and also between osteoporotic and nonosteoporotic individuals (see Section III for details).
These features at the various scales were then input to a classifier. The range of scales (pixel separations) and width of the image band above the cortex are variable parameters of the method which were investigated in preliminary experiments. Although the classifier performance did not depend strongly on these, a roughly optimal performance was obtained by taking separations from 2 to 5 pixels.
G. Use of Superior Basal Bone Above the Cortex
We also computed the same set of fractal and co-occurrence matrix features for the basal bone situated above the cortex, which we refer to as the superior basal bone. The region used extended from 2 pixels above the notional cortical superior border to 2 pixels below the mandibular canal containing the alveolar nerve [see Fig. 1(a) ]. The position of the inferior border of the mandibular canal was marked on the images using four interactively positioned points immediately below the mandibular canal on each side between the mental foramen and antegonion. Spline interpolation was then used to estimate the mandibular canal location, and the small border of a further 2 pixels was set to avoid sampling the brighter texture of the canal itself. In contrast to the detection of residues near the cortical border, there is no obvious sampling direction for the co-occurrence matrix in the superior basal bone. We therefore computed the co-occurrence features for four directions (normal to the cortical border, tangential to it, and the two diagonal directions). In view of the increased set of directions, and the fact that the separation between the mandibular canal and the cortical border can sometimes be quite small, we evaluated the co-occurrence features only at separation distances of 2 and 4 pixels.
The bone above the mandibular canal was not used to avoid sampling into the teeth, which would have a large effect on the texture results.
H. Classification Method
Because of the potentially large number of texture features, some of which may be weak and noisy, we used a random forest classifier [25] . This extends the ideas of a classification and regression tree (CART) [26] , in which the dataset is recursively divided according to the decision variable threshold which best separates the training data into child nodes of different classes. Some measure of the mixing impurity is minimized, (e.g., entropy [26] ) to select the branching criteria. In a random forest, many such trees are built by performing bootstrap aggregation (randomly selecting data points from the sample with replacement, also known as bagging) which helps to avoid overtraining. Furthermore, at each decision node, the best branch of a randomly selected subset of the possible decision variables is taken (we used a subset size of √ n for n decision variables). This increases the independence of the trees in the forest. Each single tree can then produce a (possibly weak) estimate of the probability of the object's classification, by taking the decision variable set through the tree's branching nodes. The output probability of that tree is then the ratio of class types at the final decision node. We used a minimum node size of five samples. So, for example, if a tree branch terminates with one normal and four osteoporotic cases in training, then the estimate of osteoporosis probability at that node is 0.8. These probabilities are then averaged over all the trees in the forest to produce a final estimate of the probability of a positive classification. Random forests are known to work well in combining large numbers of weak and noisy features, and are robust against the addition of noise variables [25] .
The use of the bootstrap aggregation also means that unbiased estimates of population classification performance can be obtained without the additional complexity of multiple train/test cross-validation cycles. Instead, an out-of-bag (OOB) estimate [25] is obtained by classifying a training example using only those trees which did not use that example as part of their bootstrapped training sample. This will use around 37% (1/e) of the total forest. We used large forest sizes (10 000 trees) so that this reduction should be immaterial. Therefore, we did not separate the training set into train and test sets, but produced one large forest for all of the data, and then used OOB estimates for predicting the probability of osteoporosis of each patient. A varying detection threshold was applied to this probability to generate receiver-operating characteristic (ROC) curves [27] .
Separate classifiers were trained for the cortical bone and the superior basal bone between the cortex and the mandibular canal.
I. Combination of Classifiers
An obvious approach to combining the width and texture features is to simply use all the texture features and the two cortical widths (left and right) together in one random forest. However, because the width is a much better single predictor than any single texture feature (see Section III), this is not necessarily the best combination due to the random feature subset selection at each tree node. Our previous experience in using unbalanced combinations of features indicated that a better approach was to use a cascade, first training a separate texture classifier for each half of the cortex, and then training a final random forest classifier using the two cortical widths and the predicted probability of osteoporosis from the two texture classifiers.
J. Comparison of Classifiers
We wished to determine whether the combined classifier was a statistically significant improvement over the classification using width alone. For this, we used two methods: area under the ROC curve (AUC) and comparison of sensitivity and specificity at selected operating points. While differences in AUC can quantify differences in classification performance, AUC is influenced by regions of the ROC curve that have little practical relevance (low sensitivity or specificity). It is also possible that two ROC curves with similar values of AUC may still be significantly different at important regions. For this reason, we also compared the specificities of a set of operating points in the 70-90% sensitivity region (at 5% intervals) using McNemar's test [27] , [28] .
We estimated the distribution of the difference in AUC by performing a smoothed bootstrap [29] . This involves randomly resampling with replacement from the sample, combined with kernel smoothing, and is explained in detail in the Appendix. Table I shows the results of various texture features applied to cortical bone in separating the manually categorized MCI 1 from MCI 2&3 groups and in separating nonosteoporotic (at any of the three sites) and osteoporotic groups. For compactness, only the most significant results are shown; hence, only osteoporosis at the femoral neck (OstF: 66 cases) and osteoporosis at the lumbar spine (OstL: 120 cases) are included. In the case of the cortical bone features, there are significant differences between the population means for MCI value 1 and the 2 & 3 combined category for the fractal features: both the box counting dimension (after taking the mean value of the left and right halves of the cortex) and the Rényi entropy dimensions. In all these cases, there is a reduction in the fractal dimension measure with osteoporosis, indicating that less of the space is being filled. There is a similar reduction in fractal dimension for the osteoporotic cases in comparison to the nonosteoporotic group, with even more significant separation of population means, especially for patients who were osteoporotic at the femoral neck. Table I also shows the nine co-occurrence matrix features that gave the largest separation between MCI groups and osteoporotic and nonosteoporotic groups at most scales, with a pixel separation of 4. (For details of these features, readers are directed to [24] .) Table II shows the corresponding results for the superior basal bone texture. In this case, no significant difference was found between MCI categories or osteoporotic and nonosteoporotic cases for any fractal dimension measure. Some significant differences were found for a small set of co-occurrence features. The table shows the mean and standard error separations of means, indicating some significant separation (or close to significant at some pixel distance) for directions normal to and tangential to the cortical border for an inter-pixel distance of 4. Results for the diagonal directions are similar to those along the cortical border and are omitted in the interests of space.
III. RESULTS
A. Texture Feature Evaluation
B. Classification of Osteoporotic Individuals
The classification results are summarized in Table III , with specific points highlighted in the following sections. The table shows the AUC value and the false positive rate at selected values of sensitivity.
1) Cortical Bone Features-Fractal Dimension:
We trained a random forest classifier using both box counting dimensions and Rényi dimensions on the left and right sides of the image. Despite the significant differences in population means, the fractal dimensions did not prove to be very useful for classifying individuals as osteoporotic. The AUC for predicting osteoporosis at the femoral neck was 0.720. The false positive rate at 75% sensitivity was 41.7%. Although this is better than random, the specificity is clearly poor for practical clinical use. A classifier trained on these fractal features and the two cortical widths gave an apparent slight improvement on AUC from one trained on width alone, increasing from 0.816 to 0.844. This was not significant at p = 0.05 (only at p = 0.26) on the bootstrap test. The false positive rate at 80% reduced from 26.4% to 23.1%.
The AUC of the fractal dimension classifier for predicting osteoporosis at the lumbar spine was substantially lower at 0.638, and the combined classifier was essentially indistinguishable from one trained on cortical width.
2) Cortical Bone Features-Co-Occurrence Matrix:
We selected the features shown in Table I , which resulted in a significant difference at most separation scales, for inclusion into another random forest classifier. Fig. 3 shows the ROC curves, produced by three random forest classifiers trained, respectively, on (1) the 72 dimensional texture feature vector (two sides, four scales, nine features), (2) left and right cortical widths, and (3) the combined classifier using the output of separate left and right texture classifiers and the widths. The ROC curves are for osteoporosis determined by Fig. 3 . ROC curves for detection of osteoporosis at the femoral neck. Three curves are shown for cortical texture classifier using co-occurrence features; classifier using left and right cortical widths; and the combined classifier using width and texture, as indicated in the key.
TABLE IV MCNEMAR TEST STATISTICS FOR CLASSIFICATION
BMD at the femoral neck (66 such cases). The corresponding AUCs are 0.824 (texture), 0.830 (width), and 0.872 (combined). These, together with the false positive rates at 70%, 80%, and 90% sensitivities, are shown in Table III . The difference in AUC between the combined classifier (cortical width plus cortical texture) and the width classifier is significant at p = 0.05, as the fifth percentile of the bootstrapped distribution of differences is positive (fifth percentile 0.011, bootstrapped median difference 0.039).
The additional benefit provided by the texture measures was confirmed at specific operating points by the results of the McNemar test on false positive rates for operating points in the 70-90% sensitivity range. The test statistics are given in Table IV , and are clearly all substantially larger than the 5% significance level of the χ 2 1 distribution (3.84). The improvement in specificity of the combined classifier appears to increase with increasing sensitivity so that at the 90% sensitivity point, the false positive rate reduces from 43.5% (width) to 28.2% (combined).
If osteoporosis is determined at the lumbar spine (120 cases) rather than femoral neck, then the prediction performance reduces (see Table III ). The AUC for the texture classifier reduces substantially to 0.730 for osteoporosis at the lumbar spine, with a false positive rate of 44.1% at 80% sensitivity. There is no significant difference in overall AUC between the combined and width classifiers. At specific operating points (70% and 85%), the McNemar test indicates significant differences in specificity but the effect is marginal and much smaller than for the femoral neck (see Table IV ).
When all three skeletal sites are used for a single diagnosis of osteoporosis (if any site is osteoporotic), then the results are similar to those for the lumbar spine, which in effect dominates (120 out of the overall 140 cases are osteoporotic at the lumbar spine). The combined classifier has a false positive rate at 80% sensitivity of 31.7% compared to 34.0% using only cortical width (see Table III ). The bootstrap test indicates no significant difference in overall AUC, as zero difference is crossed at the 26th percentile. Similarly, the McNemar test indicates no significant difference in specificity between the combined classifier and a width classifier in the 75-85% sensitivity range, although the McNemar test does give a significant difference at both 70% and 90% sensitivity at p = 0.05. It appears that the state of the bone in the mandibular cortex is more strongly correlated with the femoral neck than other skeletal sites.
3) Superior Basal Bone Features: As no fractal dimension measure provided significant separation of groups (see Section III-A), we did not train a classifier with these features. A texture classifier was trained using the following co-occurrence matrix features: contrast, correlation, and difference variance (all orientations); information dimensions of correlation for the tangential orientation, and the sum average and sum variance for other orientations (see Table II ).
The AUCs for superior basal texture classifiers are given in Table III . These were lower than for the cortical bone features and the classifiers on their own performed quite poorly. Nevertheless, the combined classifier for cortical width and superior basal texture performed better for predicting osteoporosis at any site (AUC 0.820). Although superior basal texture is poorer than cortical texture as a single predictor, it may be more independent of the cortical width measurement, and so provide a better overall predictor of bone status at predominantly trabecular sites such as the lumbar spine. Fig. 4 shows the ROC curves for predicting osteoporosis at any site for the superior basal texture, width, and combined classifiers.
The bootstrap test indicates a significant improvement in AUC for the combined classifier in predicting osteoporosis at any of the three sites (p < 0.05), and similarly significant differences are observed in the McNemar test comparing false positive rates at several sensitivities (see Table IV ).
IV. DISCUSSION
Inoue and Ogawa [20] suggested the use of fractal dimension in analyzing trabecular patterns at the hip. Yasar and Akgunlu [9] Fig. 4. ROC curves for detection of osteoporosis at any of the three skeletal sites; three curves are shown for superior basal texture classifier using cooccurrence features; classifier using left and right cortical widths; combined classifier using width and superior basal texture, as indicated in the key.
showed a significant difference in mean fractal dimension of the mandibular cortex for groups of patients with different MCI values. However, Southard et al. found no relation between the fractal dimension of the mandible and BMD at other skeletal sites for either human [30] or animal models [11] . Our results on a large dataset suggest that there is a relationship between various measures of fractal dimension and osteoporosis, particularly at the femoral neck. We have sought to improve on these rather formulaic measures of fractal dimension in a number of ways. First, we use a carefully implemented normalisation scheme based on robust statistics; second, we avoid arbitrary thresholds by regarding gray-level as an extruded third dimension; third, we use a family of different fractal dimensions in a multivariate classification framework. However, we conclude that although the relationship between the fractal dimension of the mandibular cortex and osteoporosis at other skeletal sites is clearly visible at the population level, it produces only poor specificity if used in predicting the osteoporotic status of individuals. This is due to the large variance of the fractal dimension compared to the small differences between the osteoporotic and nonosteoporotic groups. The standard deviations of box counting dimension in the nonosteoporotic and osteoporotic (femoral neck) groups are 0.0254 and 0.0275, respectively, whereas the separation in group means is 0.021. Similarly, the separation of group means for the Rényi correlation dimension (q = 2) is 0.66 times the standard deviation of the nonosteoporotic group. The substantial overlap between the two distributions results in poor classification performance. A similar problem appears implicit also in [9] .
We investigated the use of co-occurrence matrix features, based on the intuition that they would efficiently capture the texture information about the clinically reported descriptions in terms of holes and residues. The magnitudes and directions of pixel separations were selected to correspond with this. This framework provides a larger set of features for this classification problem than the fractal measures. These features separately capture different aspects of the image brightness distribution across multiple scales resulting in a more sensitive classifier. There are, of course, many texture features that could be used [31] and other classifier designs that might have been employed. In selecting the random forest, we have used a classifier with well-attested performance, in which the bootstrap training regime allows us to make maximal use of the image dataset for training and evaluation. Our cortical texture classifier using co-occurrence features performs almost as well as cortical width as a predictor of osteoporosis at the femoral neck, and when combined with cortical width results in a statistically significant improvement in specificity in the most interesting region of the ROC curve. Lumbar spine osteoporosis is better predicted by combining cortical width with a texture classifier sampling the superior basal bone above the cortex, though this could be because of better response to cortical residues above the notional superior cortical border.
BMD at femoral neck and lumbar spine are highly correlated (Pearson's correlation = 0.903, s.e. = 0.016, p = 0.001). However, there appears to be a stronger relation between the texture of the mandibular cortex and BMD at the femoral neck, than at lumbar spine or other skeletal sites. This is consistent with the findings on cortical width in our earlier study [3] and might be expected since the mandibular cortex and femoral neck are both composed of primarily cortical bone, whereas the lumbar spine contains a greater proportion of trabecular bone. The cortical texture classifier has a false positive rate of 25.6% at 80% sensitivity in detecting low BMD at the femoral neck, while the corresponding false positive rate increases to 49.1% (specificity 50.9%) for osteoporosis at any of lumbar spine, total hip, and femoral neck. Nevertheless, this is a similar performance to expert human grading reported by Taguchi et al. [17] , who found a sensitivity of 82.5% with specificity 46.2% for osteoporosis at either lumbar spine or femoral neck by diagnosing all MCI grade 2 or 3 patients as osteoporotic.
It is also possible to produce a cascaded classifier using both cortical and superior basal bone texture features, but this performs very similarly to the better of the single texture/width combination (i.e., width and superior basal texture for diagnosis at any site or width and cortical texture for diagnosis at the femoral neck).
Lerouxel et al. [10] used run-length moments as a texture measure of the alveolar bone in radiographs of the mandible of rats that had induced osteoporosis, and reported significant correlations between texture and densitometric parameters. Runlength moments are related to some co-occurrence features (e.g., longer run-lengths of the same pixel value will be observed with higher correlation in the co-occurrence distribution). However, we include a richer set of texture features which helps to boost the performance of the classifiers.
We suggest that our use of co-occurrence texture features and random forests may give a useful measure of bone quality at other skeletal sites. Given that modern machine learning methods such as random forests or boosting [32] can handle large feature vectors (including noisy and weak predictors), there is no need to restrict analysis to coarse single number summaries of texture distributions such as box-counting dimension. Chappard et al. [33] used a smaller set of three co-occurrence features at a single separation distance combined with geometrical features in linear regression models to predict the failure load of excised femurs. It is also possible to use random forests for generalized regression as well as classification, and this may allow a larger feature set and nonlinear interactions to be explored without overtraining.
V. CONCLUSION
We have shown that image texture measured at the mandibular cortex have a strong association with osteoporosis diagnosed at the femoral neck, and a moderate association with osteoporosis at other skeletal sites, and is therefore a potential biomarker for osteoporosis. Texture classifiers based on cooccurrence statistics perform much better than those based on fractal dimensions that have been investigated previously, and can be more finely and objectively tuned than coarser grained human expert assignment of MCI grades. The cortical texture classifier performs similarly to cortical width as a biomarker for osteoporosis at the femoral neck, but there is a weaker link to osteoporosis in the lumbar spine, for which cortical width remains the best single predictor. The combined classifier using cortical texture and width results in a significantly stronger association with osteoporosis at the femoral neck than width-only methods, but at other skeletal sites there is little if any improvement. A smaller but significant improvement in AUC is obtained when diagnosing osteoporosis at any of the three sites by combining cortical width and similar texture features of the superior basal bone above the cortex. The cortical texture is easier to compute in a practical system, as it can be automatically calculated once the cortical borders have been determined, and the resulting improved association with femoral neck osteoporosis is particularly important, because hip fracture is one of the most serious consequences of osteoporosis.
APPENDIX BOOTSTRAPPING THE ROC CURVE
A simple bootstrap method to compare two ROC curves would be to randomly select with replacement n 1 instances from the population of n 1 osteoporotic cases, and n 2 instances from the population of n 2 normal cases many times, use the same bootstrapped subsample for each classifier, and calculate the two AUCs, and then compute the difference. By repeating the bootstrapping many times (in this study, we have used 5000 bootstrap samples), we can estimate the distribution of the difference, and, for example, if the fifth percentile of the bootstrapped distribution exceeds zero, then the difference is significant at the 5% level. A better estimate is obtained by the smoothed bootstrap [29] , in which the samples are drawn from kernel-smoothed estimates of the cumulative distributions [34] , rather than sampling from the empirical sample. Equivalently, one can sample from the empirical distribution and then add small random errors to each data point drawn from the same kernel [29] . Kernel-smoothed estimators of the ROC curve have been shown to give better estimates than the simple sample ROC curve [34] . In this approach, each sample data point is in effect blurred out by a kernel function over some bandwidth interval. We follow Zhou and Harezlak [35] in using an Epanechnikov kernel [36] as the sampling distribution. Bowman et al. [37] showed that for an Epanechnikov kernel on [−h, h], the optimal kernel bandwidth is given by [2] h = 100
This expression uses a Gaussian approximation of the decision variable distribution (see [37] for details), where n is the sample size, and σ is an estimate of standard deviation which we set according to σ = min {σ, (Q 75 − Q 25 )/1.349} .
Here,σ is the sample standard deviation, and Q . represents the subscripted percentile points. We follow Zhou and Harezlak [35] in applying a log transformation prior to kernel smoothing, as the classifier probability outputs are right-skewed, and the log-transformed data tend to reduce oversmoothing caused by overestimation of constant kernel bandwidth due to skew (the Gaussian assumptions then cease to be valid). Note that the use of any monotonic transform (such as logarithm) has no effect on the empirical ROC curve, but can affect the kernel smoothing. Better estimates should be obtained if the transform aligns the distribution more closely to a Gaussian, for which the kernel bandwidth formula is optimal. Given sample sizes n 1 for the osteoporotics and n 2 for the nonosteoporotics, we first perform bootstrap sampling with replacement picking subsamples of size n 1 and n 2 from the two populations. The probability of osteoporosis is taken from the full sample OOB estimates for both the cortical width and combined random forest classifiers. Then, Epanechnikov random noise is added using bandwidths computed as defined previously. The empirical AUC is calculated using this sample for each classifier method, and then the difference d A between the two AUCs is taken, and its overall distribution is estimated by performing 5000 bootstrap repeats.
It could be argued that all of the random forest classifiers should be retrained on each bootstrap sample; however, the OOB estimates have already been derived through a bootstrap process, and the random forest methodology is very effective at removing overtraining, since the final estimate is a vote from thousands of trees each trained on a different subset of the sample. Also, the addition of the further noise (kernel smoothing) in effect already covers classifier training set random variability.
