For the emerging Internet of Things (IoT), one of the most critical problems is the real-time reconstruction of signals from a set of aged measurements. During the reconstruction, distortion occurs between the observed signal and the reconstructed signal due to sampling and transmission. In this paper, we focus on minimizing the average distortion defined as the 1-norm of the difference of the two signals under the scenario that a Poisson counting process is reconstructed in real-time on a remote monitor. Especially, we consider the reconstruction under uniform sampling policy and two non-uniform sampling policies, i.e., the threshold-based policy and the zero-wait policy. For each of the policy, we derive the closed-form expression of the average distortion by dividing the overall distortion area into polygons and analyzing their structures. It turns out that the polygons are built up by sub-polygons that account for distortions caused by sampling and transmission. The closed-form expressions of the average distortion help us find the optimal sampling parameters that achieve the minimum distortion.
I. INTRODUCTION
Recently, the new emerging Internet of Things (IoT) has gained massive attraction in various spheres. It is common to reconstruct on-going signals (or functions of the signals) remotely in the IoT scenarios [1] , [2] . However, the reconstruction is usually based on the measurements that are under sampled and delayed in the network [3] . The under sampled measurements omit the detailed information of the original process and the delayed measurements against the requirement of real-time. Thus, it is an important and interesting work to study how to improve the performance of the reconstruction from a set of under-sampled and aged measurements. Solving this problem brings more challenges to the traditional sampling and signal processing techniques.
Specifically, on one hand, adopting the Nyquist rate when sampling is undesirable as it will cause crowded traffic in the network and/or sometimes impossible when the signal of interest is analog and without a clear beginning and end [4] . On the other hand, in traditional non-causal reconstruction scheme, one needs the signal's samples from the entire time horizon, both in the past and in the future. Perfect reconstruction is achievable but with significant delay spent on waiting for future samples to be taken and delivered [5] , [6] . To meet the requirement of real-time, it is more suitable to adopt the causal reconstruction scheme, where one can use the available past samples to estimate and predict the current signal value and the goal is to minimize the reconstruction error. Due to the above mentioned reasons, it is of great importance to study the real-time signal reconstruction with sub-Nyquist rate.
Many works have been done in this area. On one hand, some of them are interested in the compressive sampling (CS) which is a recently evolved notion [7] - [9] . By recognizing that the intrinsic information of an analog signal is not solely dictated by its bandwidth, CS provides ways to sample a large class of signals at rates which are far below the Nyquist rate and then reconstruct them asymptotically and exactly via efficient numerical methods [10] - [12] . In [13] and [14] , the authors proposed a suite of dynamic updating algorithms for solving the 1 -norm minimization problems for the case where the central processing unit receives a continuous stream of measurements (or samples) acquired at a fixed rate. In [15] , reconstruction algorithm based on sliding window processing was proposed to improve the performance of the signal recovery. The proposed methods in [13] - [15] provide state-of-the-art performance for the case where central processing unit receives a continuous stream of samples acquired at a fixed rate.
However, a standard CS approach often assumes that the signal of interest is a vector of finite length (i.e., already digitized) and reconstructs it based on the previously acquired samples (i.e., the non-causality assumption in classic sampling theory [8] ). Thus, methods that release these constraints need to be further explored.
On the other hand, some works have been done by focusing on deriving the age-aware sampling and reconstruction techniques [16] , [17] . The age of information (AoI) is a topic first proposed in [18] and further studied in [19] - [21] to describe the freshness of the information.
To perform causal reconstruction, one commonly used method is to introduce a delay in the reconstruction signal and truncate the remaining non-causal part. Thus, the age of the received samples has an impact on the reconstruction quality of the signal. In [16] and [17] , the authors minimized the reconstruction error by solving the instances of the causal sampling problem, and provided better performance than the classic uniform sampling approach. In these works, the defined AoI is a process-independent metric. However, the freshness of the information should depend on the context, including the correlation structure, regular pattern, and some parameter values of the signal, which varies from one process to another. Thus, the original defined AoI needs modification to better measure the freshness of information and play an important role in signal reconstruction.
In this work, we focus on the remote and real-time process reconstruction problem with a new defined age-related metric, i.e., the average distortion, being the measurement criteria. To understand and make progress in the difficult issue of studying the age-related component of distortion (which is new and unstudied so far), the Poisson counting process is a good first choice since it is relatively simple, tractable, and displays all the aspects of distortion that age induces. Thus, we consider such a system that measurements of an on-going Poisson counting process are sampled and transmitted to a remote monitor, where a new process is reconstructed based on the received aged measurements as an estimation of the original process. We adopt the average distortion defined as the average distance between the original process and the reconstructed process as the metric to evaluate the reconstruction error. In this case, the distortion happens due to sampling and transmission. On one hand, sampled measurements ignore the evolution of the process of interest during the sampling interval and just provide snapshots at the sampling instants. On the other hand, the measurements cannot be received by the remote receiver immediately after being generated due to the transmission which causes inevitable delay.
These two kinds of distortion happen simultaneously, twist with each other, and build up the total reconstruction distortion. We study the average distortion under the uniform sampling policy and two non-uniform sampling polices, and try to find the optimal sampling parameters that achieve the minimum average distortion. To this end, the closed-form expressions of the average distortion are built as functions of the sampling parameters. Simulation results validate the correctness of these distortion functions. The contributions of this work are summarized as follows.
1) The definition of the average distortion: The defined average distortion covers the sampling distortion and the transmission distortion, that occur simultaneously and twist with each other during the real-time reconstruction. At the mean time. it is a process-dependent metric which allows it to better measure the freshness of the received samples compared to the AoI metric.
2) The closed-form expressions of the average distortion under different sampling policies:
For uniform sampling, we build the average distortion as a function of the sampling rate which is the only key parameter for the uniform sampling policy. In this way, the optimal sampling rate can be found to minimize the average distortion. What's more, an interpolation algorithm is provided to further decrease the average distortion. For the non-uniform sampling policy, we consider the threshold-based policy and the zero-wait policy. The closed-form expressions of the average distortion are derived for both cases.
The paper is organized as follows. Section II describes the system model and gives the definition of the average distortion. Section III focuses on minimizing the average distortion under the uniform sampling method. Section IV studies the average distortion under two nonuniform sampling methods. Simulation results are given in Section V to validate the theoretical results. Finally, Section VI concludes this work and talks about the future work.
II. SYSTEM MODEL
In this paper, we consider the scenario that a counting process is reconstructed on a remote receiver in real-time as shown in Fig. 1 . In detail, there is a counting process N (t) evolving with time on the source node. In order to reconstruct it on a remote monitor, samples of N (t) are ob-
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In Fig. 2(a) , we plot the first few events of process N (t). The sampling is described in Fig. 2(b) ,
where the uniform sampling is adopted as an example. In Fig. 2(c) , we plot the reconstructed process as well as the original process. Combining these example pictures, we illustrate the system operation in details.
For counting process N (t), let {s n , n 1} denote the arrival time of the nth event and s 0 = 0.
There is s n s n+1 , ∀ n 0. Let {X n , n 1} be the sequence of interarrival times. We have
In this paper, we suppose that the original process N (t) is a Poisson process with parameter λ. Thus, the interarrival time sequence {X n , n 1} are independent identically distributed (i.i.d.) exponential random variables with mean
For the sampling process, we consider two different methods, i.e., the uniform sampling and the non-uniform sampling. Let {t i , i 1} denote the sampling time sequence. For uniform sampling, the sampler works with d (d > 0) being the sampling interval. Thus, the sampling time sequences are obtained as {t i = id, i 1}. For non-uniform sampling, the sampler is trigged by given events, such as a timer or a counter. For both methods, at time epoch t i , the sampler measures process N (t) and obtains the status of N (t) at this time epoch, i.e., N (t i ). Then, one packet is generated to denote the raw information of N (t i ) and sent into a server queue 1 .
For the server, we assume that the service time for each packet is i.i.d. exponential random variable with mean 1 µ , which accounts for the wireless transmission time of each packet. The probability dense function (p.d.f ) of the service time is then given as
The packets in the queue wait for their turn to be served. After being served, these packets arrive at the monitor, where a new processN (t) is constructed to be an approximation of N (t).
Specifically,N (t) remains the value of last received sample and updates to a new value with a newly arrived sample, i.e.,N
where t i denote the arrival time of the ith sample. We assume the first-in-first-out queueing rule,
i.e., t i < t i+1 . As shown in Fig. 2(c) , distortion occurs between the original process N (t) and the reconstructed processN (t). between N (t) andN (t), i.e.,
Considering that N (t) is a counting process and there exists non-negative delay between N (t)
andN (t), we conclude that D(t) 0, ∀ t 0. The real-time distortion occurs for two reasons.
First, instead of recording the arrival time of every event of counting precess N (t), the sampling omits the details of N (t) during every sampling interval and simply records the result of the counting process at the sampling instant. Second, the sampled measurements cannot be received by the monitor without delay which occurs due to the waiting time and the service time. We consider the reconstruction during time horizon [0, T ].
Definition 2. The average distortion is defined as the 1-norm of function D(t), namely, From Definition 2, the average distortion represents the average gap between the two curves in Fig. 2(c) . We evaluate the performance of the reconstruction with the average distortion in (4) being the criterion and try to minimize it by finding the optimal sampling parameters for different sampling methods.
As shown in TABLE I, there are two kinds of method for the sampler to perform sampling.
The first one, i.e., the uniform sampling, only observes the signal at some given time instants and reports the counting status at the corresponding time epochs. Another one corresponds to the non-uniform sampling, where the sampler keeps an eye on the counting process and generates a measurement to indicate the updates if given conditions are satisfied. This method can help the monitor know the original process timely but is costly since the sampler should always stay awake. The uniform sampling is much more economic since the sampler only needs to work at given time but it adds distortion in expressing the original process. In the following two sections, we consider the average distortion under the two sampling methods, respectively. Some notations in this paper are given in TABLE II for convenience.
III. UNIFORM SAMPLING METHOD
In this section, we focus on minimizing the average reconstruction distortion when the uniform sampling method is adopted. In this case, the average distortion Θ is merely decided by the sampling rate r which is defined as r = 1 d
for a given counting process. Thus, we first formulate the closed-form expression of the average distortion-sampling rate function Θ(r), with which the optimal sampling rate can be obtained to minimize the average distortion. Then, we propose an algorithm that can further decrease the average distortion based on interpolation. At last, we
give the lower bound of the average distortion when interpolation algorithms are adopted.
A. The Average Distortion-Sampling Rate Function
As shown in Fig. 3 , the overall distortion area can be divided into I = T d polygons 2 which are marked as {∆ i , 1 i I} as the shaded areas. In detail, polygon ∆ i is circled by curve
line that starts from point (t i , N (t i−1 )) and ends at point (t i , N (t i )), and line that starts from point (t i , N (t i )) and ends at point (t i , N (t i )). Notice that, the area of ∆ i can be zero if no event happen during sample interval (t i−1 , t i ], such as ∆ i+1 in Fig. 3 .
Lemma 1.
The average distortion-sampling rate function under uniform sampling is given by
where S ∆ i is the area of ∆ i and E{S ∆ } is the average of S ∆ i .
Proof: Based on the definition in (4), the average distortion is the average gap between the two curves. Hence with the division in Fig. 3 , it can be formulated as
In (6), the item
is the sampling rate r and the item
is the average area of the divided polygons. Thus, we obtain the average distortion in (5).
Lemma 2. The average area of the divided polygons is given as where parameter σ is the solution of Lambert W Function, namely,
Proof: As shown in Fig. 4 , by analyzing the structure of the polygon, we can divide it into three sub-polygons marked as A, B, and C based on time (horizontal axis) that correspond to the distortions caused by sampling, waiting time, and service time. Specifically, starting from t i−1 and ending at t i , sub-polygon A is the distortion caused by sampling; starting from t i and ending at (t i + w i ), sub-polygon B is the distortion caused by queueing delay; and starting at (t i + w i ) and ending at (t i + w i + v i ), sub-polygon C is the distortion caused by the service time. Thus, we have
where S A , S B , and S C represents the area of sub-polygons A, B, and C, respectively. It means we are able to calculate E{S ∆ } as the sum of the average areas of the three divided sub-polygons, which are given in Appendix B for brevity.
Theorem 1. The average distortion-sampling rate function is given as
Proof: Combining the results in Lemma 1 and Lemma 2, we obtain the expression of the average distortion-sampling rate function in (10) .
In Theorem 1, we give the average distortion-sampling rate function. The optimal sampling rate is the one that gives the minimum average distortion, i.e.,
Since Θ(r) only has one variable, i.e., the sampling rate r, one can find the optimal sampling rate r * by calculating its derivation and making it as zero. However, it is not explicit to obtain the derivation due to the existing of parameter σ. In the simulation section, we can plot the curve of function Θ(r) and choose a sampling rate that induces a smaller average distortion.
In the end, we consider the optimal sampling rate from another point of view. As we have illustrated that the distortion occurs due to sampling and transmission. These two kinds of distortion occur simultaneously and twist with each other 3 . Thus, there exists an interesting tradeoff between these two kinds of distortion when we adjust the sampling rate. Specifically, if
we sample with a smaller r, the distortion caused by sampling will increase since the description of N (t) is less elaborate, while the distortion caused by transmission will decrease since less packets will arrive at the queue. On the contrary, if we sample with a greater r, the distortion cased by sampling will decrease while the distortion caused by transmission will increase since more arrival packets lead to higher waiting time. The optimal sampling rate r * is the rate than balances this tradeoff. 
B. Reconstruction with Interpolation Algorithms
In this subsection, we first propose interpolation algorithms to further decrease the average distortion. Then, the lower bound of the average distortion is provided as the upper bound of the performance of these interpolation algorithms.
1) Interpolation Algorithms:
These algorithms are based on the following idea: although the sampling omits the details of the original process during the sampling interval, the monitor still can make some estimations for the omitted details, i.e., reconstruction with interpolation.
By interpolation, we mean that, if the monitor receives one packet at time t i which indicates any increase compared to the last received packet at time t i−1 , the monitor can insert some updates itself during interval (t i−1 , t i ) to decrease the reconstruction distortion. An example of this idea is given in Fig. 5 , where the new received packet at time t i indicates that the original process is increased by 2 compared to the last sample, but we don't know exactly when do these events occur. In this case, estimation can be made for the occurring time. For example, at time t i 1 , the reconstructed processN (t i 1 ) is set to N (t i−1 ) + 1. As a result, the overall distortion is decreased by the area labeled with orange color. In Algorithm 1, we give an algorithm that adopts uniform guessing for the omitted details, which means that the inserted points are chosen to be uniformly distributed on the open interval (t i−1 , t i ).
Except for Algorithm 1, there are many algorithms that can be carefully designed to further decrease the average distortion. However, these algorithms only decrease the sampling distortion
Algorithm 1 ReconstructN (t) with interpolation
Require: the time horizon T ; Ensure:
the reconstructed processN (t); 1: Initialize:N (0) = 0; 2: while receives a packet at time t i and t i < T do 3:
if J > 0 then 5: uniformly generates J real numbers {t i j |1 j J} from open interval (t i−1 , t i ); 6: for every j in set {1, 2, · · · , J} i = i + 1; 11: end while since we are trying to recover the details omitted due to sampling. Thus, the total distortion cannot be eliminated.
2) The Lower Bound of the Average Distortion with Interpolation: We then give the upper bound of the performance of these interpolation algorithms, namely, the lower bound of the average distortion.
Theorem 2. The lower bound of the average distortion under interpolation algorithms is given as
Proof: The principle that achievesΘ is that, making the curve after interpolation approach the original process as much as possible such that the distortion area is decreased to the most extent. As shown in Fig. 6 , this principle requires different operations for different cases. calculated as
where p(x) is the p.d.f of the random variable defined as the sum of the waiting time and the service time, and given as [22] p
In case 1, the best reconstruction occurs if we increase the constructed process as soon as possible.
Case 2:
The received time of the (i−1)th sample t i−1 and the sampling time of the ith sample t i meet the requirement t i−1 < t i . The minimal average area of one polygon in this case is calculated asŜ
In case 2, the best reconstruction occurs if we catch up with the original process as soon as possible and then keep pace with it.
Combining the two cases, we can obtainΘ = r(Ŝ 1 +Ŝ 2 ) as
as the lower bound for average distortion when interpolation is adopted during reconstruction.
Recall that, Pr{N
, and the p(x) in (14), we arrive at the conclusion in (12) .
The specific strategy that achieves lower boundΘ is ideal and impractical, however, it can be used to evaluate any given interpolation algorithm.
IV. NON-UNIFORM SAMPLING METHOD
In this section, we focus on minimizing the average reconstruction distortion when non-uniform sampling methods are adopted. Especially, we give the closed-form expressions for the average distortion under the threshold-based policy and the zero-wait policy.
For the non-uniform sampling, we have to tell the sampler exactly at what time epochs it performs sampling. Thus, contrasting to the uniforming sampling, the sampler has to keep awake and observes the "trigger". Once the trigger event occurs, it immediately performs one sampling.
Considering the maneuverability, we focus on two sampling policies, namely, the threshold-based sampling and the zero-wait sampling. By threshold-based sampling, we mean that the sampler only obtains one sample when the original process counting is accumulated to threshold value
The trigger event is "there are β events occurring". By zero-wait sampling, we mean that the sampler obtains one sample only when the server is idle. The trigger event is "the server is idle". In the following, we study the average distortions under the threshold-based policy and zero-wait policy in sequence.
A. Threshold-Based Sampling policy
By threshold-based sampling, the sampler only samples when the accumulation of the original process equals or exceeds the given threshold β (β 0), as shown in Fig. 7(a) . The threshold β is a key parameter of the threshold-based sampling, since it determines the frequency of sampling and the traffic load of the queueing system, which are two critical factors of the reconstruction distortion. In this subsection, we focus on deriving the closed-form expression of the average distortion-sampling threshold function.
In Fig. 7(b) , we give the example curves for the original and the reconstructed processes. The gap between N (t) andN (t) is the overall distortion. It can be divided into I polygons, where I is the total sampling numbers. Especially, the ith polygon is denoted by ∆ i and circled by 
, and Fig. 7(c) .
Lemma 3. The average distortion under the threshold-based sampling policy is reformulated as
where S ∆ i is the area of ∆ i and E {S ∆ } is the average of S ∆ i .
Proof: Based on (4), the average distortion Θ(β) can be rewritten as
In ( Lemma 4. The average area of the polygons is given as
where z 0 is one of the zeroes of polynomial )z β + 1, whose modulus is greater than one, i.e., |z 0 | > 1 6 .
Proof: As shown in Fig. 7(c) , a polygon can be divided into three sub-polygons denoted by A, B, and C, that account for the sampling distortion, the distortion caused by sampling, and the distortion caused by service time. Thus, the average of S ∆ can be calculated as
, whose derivations are given in Appendix E for brevity. And we have E {S C } = βE {v i } = β µ . Summing these three items up, we arrive at the conclusion in (19) .
Theorem 3. The average distortion-sampling threshod function is give as
Proof: Combining the results in (17) and (19), we obtain the conclusion.
The optimal threshold is the the one that leads to the minimum average distortion, i.e.,
Similar to the relationship between the average distortion and the sampling rate for uniform sampling, there exists similar relationship between the average distortion and the sampling threshold. That is, a greater threshold will evidently decrease the traffic load of the queueing system, as well as the queueing delay experienced by the samples. Thus, the distortion caused by transmission will be decreased. At the mean time, this greater threshold will increase the distortion caused by sampling. There is similar result for a smaller threshold. Thus, the optimal sampling threshold β * is the one that balances the tradeoff between the distortions caused by sampling and transmission.
B. Zero-Wait Sampling Policy
In this subsection, we focus on the reconstruction with zero-wait sampling policy. For zerowait sampling, the sampler only observes the signal when the server is idle, as shown in Fig. 8 .
Thus, the sampled packets will be served directly once it is generated, instead of waiting in the queue compared to the case in uniform sampling. In Fig. 9(a) , we give the first events of the sampling and reconstruction under zero-wait policy.
Sampler Server
The overall distortion area can be divided into polygons, one of which is shown in Fig. 9 (b) 7 . In detail, the polygon is circled by curve {N (t),
Lemma 5. The average distortion under zero-wait sampling policy is denoted by Θ zw and can be calculated as
where E {S ∆ } is the average area of the divided polygons.
Proof: Based on (4), Θ zw can be reformulated as
Recall the division of the polygons, the total number of the polygons I equals the total sampling times as well as the total transmission times. Thus, the first item in (23) equals µ. The term I i=1 ∆ i is the average area of the polygons. Thus, we arrive at (22) .
Lemma 6. The average area of the polygons is given as
Proof: As shown in Fig. 9(b) , a polygon ∆ i can be divided int sub-polygons marked as A and B, that account for the sampling distortion and the transmission distortion, respectively. Thus, 7 Since sample N (ti) is obtained at ti immediately after the previous sample is served, the sampling interval (ti+1 − ti), the service time of sample N (ti), i.e., vi in Fig. 9(b) , and the inter-arrival time of samples N (ti) and N (ti+1), i.e., yi in Fig. 9(a) , are exactly same and can be captured by i.i.d. exponential random variables, whose p.d.f are given in (1). we have
E {S ∆ } = E {S A } + E {S B }. In Appendix F, we show that E {S A } = E {S B } = λ µ 2 .
Thus, we obtain (24).
Theorem 4. The average distortion under zero-wait policy is given as
Proof: Combining the results in (22) and (24), we obtain the result in (25).
Since we are calculating the average distortion for a fixed scheme, i.e., zero-wait sampling, the average distortion is a constant value, given the arrival rate of the original process λ and the server capacity µ. Zero-wait sampling policy is simple and easy to apply since there is no need to consider the buffer capacity of the server which is quite limit for portable devices.
V. SIMULATION VERIFICATION
In this section, we present simulation results to validate the theoretical expressions of the derived average distortion under various sampling policies as well as the performance of the proposed algorithm. The simulation horizon T is set as 10 6 .
A. The Uniform Sampling Policy
In Fig. 10 , we present the simulation and theoretical results for the uniform sampling method.
In Fig. 10(a) , we first plot the theoretical and the simulation results of the average distortion, as given in the black line and the line marked with red stars, respectively. We can see that, the simulation results are in accord with the theoretical results, which validates the accuracy of the average distortion-sampling rate function Θ(r) in (7). What's more, the tendency of the curve fits our expectation, i.e., it first decreases as the sampling rate increases due to more samples of the original signal are available by the receiver for the reconstruction, then increases due to that plentiful samples cause high waiting delay of the queueing system. Second, we also plot the average delay (the queueing delay plus the service time) experienced by the samples as given in the blue dash line. We can see that, the average delay increases as the sampling rate increases and the increasing is dramatical when the sampling rate is high. As a result, this dramatical increase causes the increase of average distortion. It shows that the defined average distortion reflects not only the traditional sampling distortion but also the transmission delay. It is a result of the tradeoff between the sampling and the transmission during the reconstruction.
Once we validate the correctness of the average distortion-sampling rate function, it can be used to find the optimal sampling rate which brings the minimum average distortion. For the adopted parameters in Fig. 10(a) , the optimal sampling rate is obtained approximately as 0.52, which means that if we sample with this rate, the receiver can construct the best approximate of N (t) in average.
In Fig. 10(b) , we compare the average distortion and the age of information (AoI). The similarity is that they show the similar tendency when the sampling rate increases, i.e., they both first decrease and then increase. This is due to that these two metrics both take the sampling and the transmission behaviors into account. However, they are two different metrics. The AoI is only related to the sampling rate, which means that the AoI is a fix value for different processes.
In our case, it means for counting process with different arrival rates λ, they have same AoI.
Apparently, it is not enough to evaluate the freshness of the received message. In Fig. 10(b) , we also give the average distortions for counting processes with different arrival rates. For a given sampling rate, the process with greater arrival rate will induces higher average distortion, which reflects the properties of the original process.
B. Reconstruction with Interpolation
In Fig. 11 , we give the simulation results of the proposed algorithm. The simulation parameters are set as same as the parameters in Fig. 10 . The yellow solid line is the average distortion when the reconstruction is based only on the received samples. We can see that, for smaller sampling rate, the average distortion is very high since many details of the counting process are omitted and just finite snapshots of the original process are available to the monitor. The blue dash line is the average distortion obtained when only one guessing point is added to the reconstructed process. We can see that, the average distortion is decreased compared to the no guessing case, especially for small sampling rate when the sampling distortion contributes more to the average distortion. The purple dash line is the average distortion obtained exactly based on Algorithm 1, where multiple guessing points are added and these points are distributed uniformly between two received samples. The average distortion can be further decreased compared to the blue line. With the idea of adding guessing points, the sampling distortion can be decreased but it improves nothing for the transmission distortion. Thus, neither the blue nor purple lines improve the performance for higher sampling rate.
C. The Non-Uniform Sampling Policy
In this subsection, we provide the simulation results for the considered two non-uniform sampling policies.
1) The threshold-based policy: we give the simulation results for the threshold-based sampling method in Fig. 12 . Firstly, with the service rate µ being 1, we give the simulation results of the average distortion for a range of arrival rate λ of the original process in Fig. 12(a) . We can see that, these curves can be divided into two groups as the circles. The first group is when the arrival rate is below than µ = 1. In this case, the queueing system is stable and the average distortion is finite even when the threshold is 1, i.e., any update of N (t) will be recorded and transmitted which brings heavy traffic to the queue. The other group is when the arrival rate λ 1. In this case, the heavy traffic bought by the small threshold makes the queue system unstable and leads to infinite average distortion. We set a great number (it is 30 in the figure) if the queue is unstable. With the threshold increasing, the queueing system becomes stable. The theoretical and simulation results for the two groups are given in Fig. 12(b) and Fig. 12(c) ,
respectively. The accordance validates the expression of the average distortion given in (20) . In Fig. 12(b) , increasing the threshold β when sampling may not bring any benefits for smaller λ, as shown in the cases λ = 0.3 and λ = 0.5. For greater arrival rates, such as the cases λ = 0.7 and λ = 0.9, the systems works in a relative high load mode for threshold β = 1. Thus, increasing the threshold a little bit greater to β = 2 will decrease the average distortion distinctly. Thus, the optimal threshold β * = 1 for smaller λ and β * = 2 for greater λ. In Fig. 12(c) , there exist infeasible thresholds for all cases as shown in the left upper area of the figure. For this group, the optimal thresholds vary for different arrival rates. Using the theoretical average distortion, it is easily to derive the optimal threshold value as 3, 4, 6, 8, and 10 for λ = 1.5, 2, 3, 4, and 5, respectively.
2) The Zero-Wait Sampling Policy: we give the simulation and theoretical results of the average distortion under the zero-wait sampling policy in Fig. 13 . Considering that the zero-wait policy is a fix policy, the average distortion is a constant value when the arrival rate of N (t) and the service rate are given. We plot the distortion-arrival rate and the distortion-service rate curves in Fig. 13(a) and Fig. 13(b) , respectively. In both cases, the correctness of the average distortion given in (25) can be validated, since the simulation and the theoretical results are in agreement. Specifically, in Fig. 13(a) , for a fixed service rate, the average distortion increases linearly with the increasing of arrival rate of N (t). In Fig. 13(b) , for a fixed arrival rate, the average distortion decreases inverse proportionally with the increasing of the service rate µ.
VI. CONCLUSION
In this paper, we consider the real-time remote reconstruction of a counting process, where distortion occurs due to the sampling and the queueing behaviors. The average distortion defined as the average gap between the original signal and the reconstructed signal is adopted to measure the performance of the reconstruction. We study the uniform sampling method and two nonuniform sampling policies, i.e., the threshold-based policy and the zero-wait policy. For all the three policies, we derive the theoretical expressions of the average distortion as functions of some key sampling parameters. The theoretical results help us find the optimal sampling parameters that balance the tradeoff between the sampling distortion and the transmission distortion, and then induce the minimum average distortion. Simulation results validate our derivation and at the mean time provide a way to understand the defined average distortion. 
Suppose that the length of one packet that used to convey the raw information is k bits. Then, the effective range of one packet is {0, 1, · · · , M = 2 k − 1}. Once N (d) exceeds this range, the sample fails to exactly convey the increase. The probability of failure can be calculated as
Failure probability decreases with the increase of k. However, a greater k will lead to waste, especially when N (d) is small. In this work, we ideally assume that any N (d) can be exactly expressed by one sample.
APPENDIX B THE CALCULATION OF E{S
In this section, we given E{S A } in Lemma 7, E{S B } and E{S C } in Lemma 8.
Lemma 7.
Area S A is the distortion caused by sampling and its average is given as
Proof: Let N (d) denote the number of the events that happen during sampling interval d,
i.e., the height of the polygon, we can obtain S A as
Clearly, the average area of A, i.e., E{S A }, is dependent on the stochastic property of the 
where step 1 holds because of the condition N (d) = n and step 2 holds due to Theorem 5 in Appendix C. Thus, we can obtain E{S A } as
Considering the relationship between d and r, i.e., r = 1 d
, we arrive at the conclusion in (28).
Lemma 8. The sum of the average areas of sub-polygons B and C is given as
Proof: Sub-polygons B and C are rectangles, whose areas can be calculated as Thus the average queueing delay and the average service time have already been calculated [23] and given as
and
, respectively, where the parameter σ is the solution of Lambert W function given in (8) . Given sampling rate r, N (d) is independent with w i and v i . Thus, we obtain
With r = 1 d
, we arrive at the conclusion in (32). 8 We define {Y k , 1 k n} are independent random variables that are uniformly distributed on interval (0, d), see Theorem 5 in Appendix C. 
Proof: Considering s k is the occur times of the kth event and given N (d) = n means there already have n events occurred, then the occur time of these n packets must meet the requirement that s 1 s 2 · · · s k · · · s n . Based on the conclusion for Poisson process that given N (d) = n, the occur times s k , 1 k n have the same distribution of Y (k) s, where
is the kth smallest value among Y k [24] . Thus, we have
In the right hand of (35), the sequence of variables do not matter since we are calculating the sum. Thus, we have
Remember that, Y k is a random variable that uniformly distributed on interval (0, d), we have
By far, we have completed the proof.
APPENDIX D DETAILED CALCULATION FOR (13) AND (15) In this section, we derive the expressions given in (13) and (15) .
We first calculate (13) for case 1. Recall that, p(x) is the p.d.f. of variable x i = w i + v i . For case 1, t i−1 t i . Thus, given the condition that there are n events occurring during the sampling interval, the area of the polygon can be drawn as
Combining the result in Theorem 5, we know
Thus,Ŝ 1 can be calculated aŝ
We then calculate (15) for case 2. For case 2, t i−1 < t i . Thus, given the condition that there are n events occurring during the sampling interval, the area of the polygon can be drawn as
With the conclusion in Theorem 5, the expectation of ς is calculated as
Thus,Ŝ 2 can be calculated aŝ
Lemma 9. The area of sub-polygon A is denoted by S A , whose average is obtained as
Proof: We first express the area of sub-polygon A as
where s β is the total time that needed for β events occurring and {s n , n = 1, 2, · · · , β} are the 
We then calculate the conditional expectation E {S A |s β = x}, i.e.,
where the last equation holds due to the fact that x = s n for the term n = β. Equation (47) is calculated under the condition that there are (β − 1) events occur in sequence during interval [0, x). Recall the conclusion in Theorem 5 and let d = x and n = β − 1, we have the following
Then, we are able to calculate E {S A } as
Thus, we arrive at the conclusion in (44).
Lemma 10. The area of sub-polygon B is denoted by S B , whose average is given as
Proof: Sub-polygon B is a rectangle, whose area is calculated as
where w i is the queueing delay of the packets. To obtain E {w i }, we turn back to the system model in Fig. 7(a) , where the queueing system can be modeled as an E r /M/1 queueing system.
For such a queueing system, it is not adequate to just calculate the steady-state probability of the queue states π k , namely, the probability that there are k sample packets in the queue. Because The transitions between joint queue-phase states when the threshold β is given as 3. The horizontal axis is the queue length, i.e., the number of the packets queueing in the buffer while the vertical axis is the arrival phase, i.e., the number of the events that occur since last sampling. The states in the red dash box are the states that observed by new generated sample. In Fig. 14 , an example of the transitions between the joint queue-phase states is given with the threshold for the sampling being 3. As time goes by, one can trace the system state in a zigzag way. For example, starting from state (0, 0) which means there is no sample in the queue and no event occurs, the system jumps to state (0, 1) with a new event occurring. Since the accumulated change of the original process is less than the threshold β = 3, no sample is generated and the queue state remains as zero. The system then jumps to state (0, 2) with another event occurring and still no sample being generated. At state (0, 2), one event occurring will increase the phase state to 3 which equals to threshold β = 3. Thus, a new sample is generated and enters the queue. This makes the queue state increase to 1 and the phase state reset to zero, and so on.
However, we do not care all of joint queue-phase states of the system shown in Fig. 14.
Only the states observed by the new generated samples when they enter the queue influence the waiting time, as shown in the red dash box in Fig. 14 . Using the global equilibrium equations and the normalization equation, we can calculate the joint queue-phase steady-state probability {π k,b | k 0,0 b < β}, among which, the states observed by the new samples are given as
Since {π k,0 , k 0} are only part of the whole states, the sum of π k,0 is less than one. Thus, the steady-state probabilities should be well normalized. Let Π be the sum of {π k,0 , k 0},
We then normalize the probabilities as
With π * k,0 , we can calculate the average queueing length of the queue E {q} and the average waiting time E {w} as
respectively. Replacing E {w} in (51) with the result in (56), we arrive at (50). Lemma 11. The area of A is denoted by S A and the average of S A is given as
APPENDIX F THE CALCULATION OF E {S
Proof: The area of sub-polygon A can be obtained as
where v i−1 is the service time of sample obtained at t i−1 and N (v i−1 ) is the number of events occurring during time span v i−1 = t i − t i−1 . In order to calculate the expectation of S A , we first calculate
