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EXISTENCE PROBLEM OF EXTREMAL KA¨HLER METRICS
TOSHIKI MABUCHI∗
Abstract. In this paper, we shall give some affirmative answer to an
extremal Ka¨hler version of the Yau-Tian-Donaldson Conjecture. For a
polarized algebraic manifold (X,L), we choose a maximal algebraic torus
T in the group Aut(X) of holomorphic automorphisms of X. Then by
the method as in [10], the polarization class c1(L) will be shown to admit
an extremal Ka¨hler metric if (X,L) is strongly K-stable relative to T .
1. Introduction
In this paper, we discuss the existence problem of extremal Ka¨hler met-
rics on a polarized algebraic manifold (X,L), i.e., a non-singular irreducible
projective variety X, defined over C, with a very ample line bundle L on
X. Throughout this paper, we fix a pair (X,L) as above with n := dimCX,
and assume that T is a maximal algebraic torus in Aut(M). However, the
arguments below are valid also for an arbitrary algebraic torus sitting in
Aut(M). The main purpose of this paper is to give an answer to some
extremal Ka¨hler version of the Yau-Tian-Donaldson Conjecture:
Main Theorem. For a polarized algebraic manifold (X,L), the class c1(L)R
admits an extremal Ka¨hler metric if X is strongly K-stable relative to T .
2. Strong relative K-stability
For the complex affine line A1 := {z ∈ C}, we consider the action of the
algebraic torus Gm = { t ∈ C∗} on A1 by multiplication of complex numbers
Gm × A1 → A1, (t, z) 7→ tz.
Fix a Hermitian metric h for L such that ω := c1(L;h) is Ka¨hler and that
the maximal compact subgroup Tc of T acts isometrically on (X,ω). We
then endow Vℓ := H
0(X,L⊗ℓ) with the Hermitian metric ρℓ defined by
(2.1) 〈τ ′, τ ′′〉ρℓ :=
∫
X
(τ ′, τ ′′)h ω
n, τ ′, τ ′′ ∈ Vℓ,
where (τ ′, τ ′′)h denotes the pointwise Hermitian inner product of τ
′ and τ ′′
by the ℓ-multiple of h. Let Φℓ : X →֒ P∗(Vℓ) be the Kodaira embedding of
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X associated to the complete linear system |L⊗ℓ| on X. Let Xℓ be its image
Φℓ(X) in P
∗(Vℓ). We then consider an algebraic group homomorphism
ψ : Gm → SL(Vℓ).
such that the compact subgroup S1 ⊂ Gm acts isometrically on (Vℓ, ρℓ). Let
Xψ be the irreducible algebraic subvariety of A1 × P∗(Vℓ) obtained as the
closure of ∪z∈C∗Xψz in A1 × P∗(Vℓ) by setting
Xψz := {z} × ψ(z)Xℓ, z ∈ C∗,
where ψ(z) in SL(Vℓ) acts naturally on the space P
∗(Vℓ) of all hyperplanes
in Vℓ passing through the origin. We then consider the map
π : Xψ → A1
induced by the projection of A1 × P∗(Vℓ) to the first factor A1. Moreover,
for the hyperplane bundle OP∗(Vℓ)(1) on P∗(Vℓ), we put
Lψ := pr∗2OP∗(Vℓ)(1)|Xψ .
Here pr2 : A
1×P∗(Vℓ)→ P∗(Vℓ) denotes the projection to the second factor.
For the dual space V ∗ℓ of Vℓ, the Gm-action on A
1 × V ∗ℓ defined by
Gm × (A1 × V ∗ℓ )→ A1 × V ∗ℓ , (t, (z, p)) 7→ (tz, ψ(t)p),
naturally induces a Gm-action on A
1×P∗(Vℓ) and OP∗(Vℓ)(−1), where SL(Vℓ)
acts on V ∗ℓ by the contragradient representation. This induces Gm-actions
on Xψ and Lψ, and π : Xψ → A1 is a projective morphism with relative
very ample line bundle Lψ such that
(Xψz ,Lψz ) ∼= (X,L⊗ℓ), z 6= 0,
where Lψz is the restriction of Lψ to the fiber Xψz := π−1(z) over z. Then a
triple µ = (X ,L, ψ) is called a test configuration for (X,L), if we have both
X = Xψ and L = Lψ. Note that ℓ is called the exponent of (X ,L, ψ). If ψ is
trivial, (X ,L, ψ) is called trivial. For the Lie algebra sl(Vℓ), we now define
a symmetric bilinear form 〈 , 〉ℓ by
〈u, v〉ℓ = Tr(uv)/ℓn+2, u, v ∈ sl(Vℓ),
whose asymptotic limit as ℓ → ∞ plays an important role (cf. [18]) in the
study of relative stability for test configurations. Let t be the Lie algebra
for T . Since the infinitesimal action of t on X lifts to an infinitesimal bundle
action of t on L, we can view t as a Lie subalgebra, denoted by tℓ, of sl(Vℓ)
by considering the traceless part. Let
u(ψ) := ψ∗(t∂/∂t) ∈ sl(Vℓ)
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be the generator for the infinitesimal action of Lie(Gm) on Vℓ. We now
consider the set M of all sequences {µj} of test configurations
(2.2) µj = (Xj ,Lj , ψj), j = 1, 2, . . . ,
for (X,L) such that 〈u(ψj), v〉ℓ = 0 for all j and v ∈ tℓ, and that the exponent
ℓj of the polarized test configuration µj satisfies the following condition:
ℓj → +∞, as j →∞.
In view of [9], to each {µj} ∈ M, we can assign the Donaldson-Futaki
invariant F1({µj}) ∈ R ∪ {−∞}, see (5.8) below. Then a strong version of
relative K-stability or relative K-semistability is defined as follows:
Definition 2.3. (1) A polarized algebraic manifold (X,L) is called strongly
K-semistable relative to T , if F1({µj}) ≤ 0 for all {µj} ∈ M.
(2) A strongly K-semistable polarized algebraic manifold (X,L) is called
strongly K-stable relative to T , if for each {µj} ∈ M satisfying F1({µj}) = 0,
the test configurations µj are trivial for all sufficiently large j.
Recall that these stability concepts are independent of the choice of the
Hermitian metric h for L (see [14]).
3. Asymptotic relative Chow stability
For the Lie subalgebra tℓ ⊂ sl(Vℓ), let zℓ := {u ∈ sl(Vℓ) ; [u, tℓ] = 0} be its
centralizer in sl(Vℓ). Then by gℓ, we denote the set of all u ∈ zℓ such that
〈u, v〉ℓ = 0, for all v ∈ tℓ.
Let Tℓ be the algebraic torus in SL(Vℓ) with the Lie algebra tℓ. Then the
centralizer Zℓ of Tℓ in SL(Vℓ) has the Lie algebra tℓ. Let (gℓ)Z be the set of
all u in the kernel of the exponential map
gℓ ∋ u 7→ exp(2π
√−1u) ∈ Zℓ
such that the circle group { exp(2πs√−1u) ; s ∈ R } acts isometrically on
(Vℓ, ρℓ). To each element u in (gℓ)Z, we assign a one-parameter group ψu :
Gm → SL(Vℓ), with the infinitesimal generator u, defined by
(3.1) Gm ∋ exp(2πs
√−1) 7→ exp(2πs√−1u) ∈ SL(Vℓ),
where s runs through the set of all complex numbers. Let dℓ denote the
degree of Xℓ := Φℓ(X) in the projective space P
∗(Vℓ). For each u ∈ (gℓ)Z,
let X u denote the subvariety of A1 × P∗(Vℓ) obtained as the closure of⋃
t∈C∗
{t} × ψu(t)Xℓ
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in A1 × P∗(Vℓ), where SL(Vℓ) acts naturally on the set P∗(Vℓ) of all hyper-
planes in Vℓ passing through the origin. Put Lu := pr∗2OP∗(Vℓ)(1), where
pr2 : X u → P∗(Vℓ) denotes the restriction to X u of the projection to the
second factor: A1 × P∗(Vℓ)→ P∗(Vℓ). Then for each u ∈ (gℓ)Z, the triple
(3.2) µu = (X u,Lu, ψu)
is called a test configuration associated to u. For the fiber X u0 of X u over
the origin in A1, we define q(u) ∈ Z by
q(u) : the Chow weight for X u0 ,
where X u0 is viewed as an algebraic cycle on {0} × P∗(Vℓ) (∼= P∗(Vℓ)). More
precisely, q(u) is the weight at Xˆ u0 of the Gm-action induced by ψu. Here
Xˆ u0 ∈ W ∗ℓ := {Symdℓ(V ∗ℓ )}⊗n+1
denotes the Chow form for X u0 , so that the associated element [Xˆ u0 ] ∈ P∗(Wℓ)
is the Chow point for the cycle Xˆ u0 on P∗(Vℓ). Recall that (see [4],[7],[13]):
Definition 3.3. (1) (X,L⊗ℓ) is called Chow-stable relative to T , if the in-
equality qℓ(u) < 0 holds for all 0 6= u ∈ (gℓ)Z.
(2) (X,L) is called asymptotically Chow-stable relative to T , if there exists
a positive integer ℓ0 such that (X,L
⊗ℓ) is Chow-stable relative to T for all
positive integers ℓ satisfying ℓ ≥ ℓ0.
Remark 3.4. In the preceding work [13], relative Chow-stability above is
referred to as weak relative Chow-stability.
4. Polybalanced metrics and twisted Kodaira embeddings
In this section, we consider the kernel (tℓ)Z of the exponential mapping
tℓ ∋ y 7→ exp(2π
√−1y) ∈ SL(Vℓ). Then by the infinitesimal tℓ-action on Vℓ,
we can write the vector space Vℓ as a direct sum of tℓ-eigenspaces
Vℓ =
mℓ⊕
k=1
V (χℓ;k),
by setting V (χℓ;k) := {σ ∈ Vℓ ; uσ = χℓ;k(u)σ for all u ∈ (tℓ)Z} for mutually
distinct additive characters χℓ;k ∈ Hom((tℓ)Z,Z), k = 1, 2, . . . ,mℓ. Put
nℓ,k := dimV (χℓ;k). Note that each χℓ;k naturally extends to an element
of Hom(tℓ,C), denoted also by χℓ;k, by abuse of terminology. Since Tc acts
isometrically on the Ka¨hler manifold (X,ω), the Hermitian metric h is also
preserved by the Tc-action. Hence
V (χℓ;k) ⊥ Vℓ(χℓ;k′), k 6= k′,
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in terms of the Hermitian metric ρℓ for Vℓ. Consider the algebraic subgroup
Sℓ of SL(Vℓ) defined by
Sℓ :=
mℓ∏
k=1
SL(V (χℓ;k)),
where the factor SL(V (χℓ;k)) acts trivially on V (χℓ;k′) if k 6= k′. Then the
centralizer Z(Sℓ) of Sℓ in SL(Vℓ) consists of all diagonal matrices in SL(Vℓ)
acting on each V (χℓ;k) by constant scalar multiplication. Hence
zℓ = z(sℓ)⊕ sℓ
where sℓ := Lie(Sℓ) and z(sℓ) := Lie(Z(Sℓ)). Let t
⊥
ℓ be the orthogonal
complement of tℓ in z(sℓ) defined by
t⊥ℓ := z(sℓ) ∩ gℓ = {u ∈ z(sℓ) ; 〈u, v〉ℓ = 0 for all v ∈ tℓ },
and the associated algebraic torus in Z(Sℓ) with the Lie algebra t
⊥
ℓ will
be denoted by T⊥ℓ . Since gℓ = t
⊥
ℓ + sℓ, the associated reductive algebraic
subgroup Gℓ of Zℓ satisfies
(4.1) Zℓ = Tℓ ·Gℓ and Gℓ := T⊥ℓ · Sℓ.
For integers k and α with 1 ≤ k ≤ mℓ and 1 ≤ α ≤ nℓ,k, we put i(k, α) :=
α+Σk−1k′=1nℓ,k′. Let T := {τ1, τ2, . . . , τNℓ} be a basis for the vector space Vℓ.
Definition 4.2. (a) For each real number r, O(ℓr) denotes a function u or
a 2-form η on X satisfying |u| ≤ C1ℓr or −C1ℓrω ≤ η ≤ C1ℓrω for some
positive real constant C1 independent of the choice of k and ℓ.
(b) T is called admissible if for each k, the space Vℓ(χk) admits a basis
{τk,α ; α = 1, 2, . . . , nℓ,k} such that
(b-1) τi ⊥ τi′ by the Hermitian metric ρℓ, if i 6= i′;
(b-2) τi(k,α) = τk,α, k = 1, 2, . . . ,mℓ; α = 1, 2, . . . , nℓ,k.
For an admissible basis T for Vℓ, let PT denote the set of all elements in Zℓ
written as positive real diagonal matrices in terms of the basis T . Then for
every element g of PT , it is easily seen from (4.1) that there exist g′ ∈ Tℓ∩PT
and g′′ ∈ Gℓ ∩ PT such that g = g′ · g′′.
From now on until the end of this section, we assume that (X,L⊗ℓ) is Chow-
stable relative to T . Then by [7], the class c1(L)R admits a polybalanced
metric ωℓ in the following sense: There exist an admissible normal basis
S := {σi ; i = 1, 2, . . . , Nℓ} for (Vℓ, ρℓ) and an element vℓ of tℓ such that the
associated basis {σk,α ; α = 1, 2, . . . , nℓ,k} for Vℓ(χk) satisfies
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(1) γℓ,k := 1 + χk(vℓ) is a positive real number such that ωℓ = c1(L;hℓ),
where hℓ coincides with (Σ
mℓ
k=1Σ
nℓ,k
α=1γℓ,k|σk,α|2)−1/ℓ up to positive constant
multiple (cf. [7], (3.7), (3.8), (3.9), (3.10), (3.11));
(2) For the Hermitian metric Vℓ ∋ σ′, σ′′ 7→ 〈σ′, σ′′〉ρˆℓ :=
∫
X(σ
′, σ′′)hℓω
n
ℓ on
Vℓ, the above S forms an orthonormal basis for (Vℓ, ρˆℓ) (cf. [7], p.853);
(3) The ℓ-th twisted Bergman kernel Bˆℓ(ωℓ) := Σ
mℓ
k=1Σ
nℓ,k
α=1 γℓ,k|σk,α|2hℓ is the
constant function Nℓ/c1(L)
n[X], where Nℓ := dimVℓ (cf. [7], (3.9), (3.10)).
(4) There exist uniformly bounded smooth functions Hℓ, ℓ ≥ 1, on X such
that the ℓ-th Bergman kernel Bℓ(ωℓ) := Σ
mℓ
k=1Σ
nℓ,k
α=1 |σk,α|2hℓ is written as
{Nℓ/c1(L)n[X]} +Hℓℓn−1 +O(ℓn−2),
where Hℓ is a real Hamiltonian function on X, so that (
√−1/2π)∂¯Hℓ = iyℓωℓ
for some holomorphic vector field yℓ = O(ℓ
2)vℓ ∈ t on X (cf [7], (1.4)).
Let T := {τ1, τ2, . . . , τNℓ} be an admissible orthonormal basis for (Vℓ, ρℓ),
and let {τ∗1 , τ∗2 , . . . , τ∗Nℓ} denote its dual basis for the dual vector space V ∗ℓ .
The associated Kodaira embedding Φℓ : X →֒ PNℓ−1(C) is defined by
(4.3) Φℓ(x) := (τ1(x) : τ2(x) : · · · : τNℓ(x)), x ∈ X.
The subset {τk,α ; α = 1, 2, . . . , nℓ,k} of T forms an orthonormal basis for
(Vℓ(χk), ρℓ), where we write each τk,α as τi(k,α) for simplicity. We now put
(4.4) τˆk,α :=
√
γℓ,k τk,α.
Again by writing τˆk,α as τˆi(k,α), we have a basis {τˆi ; i = 1, 2, . . . , Nℓ} for Vℓ.
Then the embedding Φˆℓ : X →֒ PNℓ−1(C) = {(z1 : z2 : · · · : zNℓ)} defined by
(4.5) Φˆℓ(x) := (τˆ1(x) : τˆ2(x) : . . . : τˆNℓ(x)), x ∈ X,
is called the twisted Kodaira embedding of X for the complete linear system
|L⊗ℓ| on X. Here (z1, z2, . . . , zNℓ) is the complex coordinates for the vector
space CNℓ with standard Hermitian metric
ωst :=
√−1 (dz1 ∧ dz¯1 + dz¯2 ∧ dz¯2 + · · ·+ dzNℓ ∧ dz¯Nℓ),
so that the complex projective space PNℓ−1(C) above is identified with P∗(Vℓ)
via the isometry (CNℓ , ωst) ∼= (Vℓ, ρℓ)∗ defined by
CNℓ ∋ (zi, z2, . . . , zNℓ) ↔ ΣNℓi=1ziτ∗i ∈ V ∗ℓ ,
and ωFS := (
√−1/2π)∂∂¯ log(ΣNℓi=1|zi|2) is the corresponding Fubini-Study
form on the projective space PNℓ−1(C).
Remark 4.6. By [7], we have χk(vℓ) = γℓ,k − 1 = O(ℓ−1), see (4) above.
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Remark 4.7. Let γℓ be the element of GL(Nℓ,C) which sends each z =
(z1, z2, . . . , zNℓ) ∈ CNℓ to zˆ = (zˆ1, zˆ2, . . . , zˆNℓ) ∈ CNℓ , where zˆ is defined by
zˆi(k,α) :=
√
γℓ,k zi(k,α), k = 1, 2, . . . ,mj; α = 1, 2, . . . , nℓ,k.
In view of Φˆℓ = γℓ ◦Φℓ, we put ωˆFS := (
√−1/2π)∂∂¯ log(ΣNℓi=1|zˆi|2) = γ∗ℓωFS.
Then for Φℓ and Φˆℓ in (4.3) and (4.5), we obtain
Φˆ∗ℓωFS = Φ
∗
ℓ ωˆFS.
5. The twisted Donaldson-Futaki invariant
Let µj = (Xj ,Lj, ψj), j = 1, 2, . . . , be a sequence of test configurations
for (X,L) such that ψj = ψuj (cf. (3.1)) for some uj ∈ (gℓj )Z, where the
exponent ℓj of µj satisfies
ℓj →∞ as j →∞.
Put dj := ℓ
n
j c1(L)
n[X]. Let M denote the set of all sequences {µj} of test
configurations as above. By abuse of therminology, Vℓj , Vℓj (χk), Nℓj , γℓj ,k,
γℓj , mℓj , nℓj ,k, ρℓj , Φℓj , Φˆℓj , vℓj , tℓj , gℓj will be written simply as Vj, Vj(χk),
Nj, γj,k, γj , mj , nj,k, ρj, Φj, Φˆj, vj , tj, gj, respectively. We then define
Wj := {Symdj (Vj)}⊗n+1,
where Symdj (Vj) denotes the dj-th symmetric tensor product of Vj. The
dual vector space W ∗j of Wj admits the Chow norm (cf. [20])
W ∗j ∋ w 7→ ‖w‖CH(ρj) ∈ R≥0,
associated to the Hermitian metric ρj on Vj as in the introduction. Related
to the twisted Kodaira embedding Φˆj : X →֒ PNℓ−1 in (4.5) for the complete
linear system |L⊗ℓj | on X, we consider the Chow form
0 6= Xˆj ∈W ∗j
for the irreducible reduced algebraic cycle Φˆj(X) on P
∗(Vj) such that the
associated point [Xˆj ] in P
∗(Wj) is the Chow point for the cycle Φˆj(X). By
setting Xˆj := (idA1 ×γj)∗(Xj), we define a line bundle Lˆj on Xˆj by
Lˆj := (idA1 ×γj)∗Lj = pr∗2OP∗(Vj)(1) |Xˆj .
For the one-parameter group ψj, let − bj;k,α, α = 1, 2, . . . , nj,k, be its weights
for the subspace Vj(χk) of Vj , where k = 1, 2, . . . ,mj. We then have a basis
{ τk,α ; α = 1, 2, . . . , nj,k } for Vj(χk) as in (4.4) such that
ψj(t) · τˆk,α = t− bj;k,α τˆk,α, t ∈ Gm.
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By identifying τˆk,α with τˆi(k,α), we consider the basis {τˆ∗1 , τˆ∗2 , . . . , τˆ∗Nj} for
V ∗j dual to {τˆ1, τˆ2, . . . , τˆNj}. By writing bj;k,α as bj;i(k,α), we obtain
ψj(t) · τˆ∗i = tbj;i τˆ∗i , i = 1, 2, . . . , Nj .
Each z = (z1, z2, . . . , zNj ) ∈ CNj \ {0} sitting over [z] = (z1 : z2 : · · · : zNj ) ∈
PNj−1(C) = P∗(Vj) is written as Σ
Nj
i=1ziτˆ
∗
i , so that the action by t ∈ Gm on
CNj is expressible in the form
z = (z1, z2, . . . , zNj ) 7→ ψj(t) · z = (tbj;1z1, tbj;2z2, . . . , tbj;Nj zNj ).
For each p ∈ Xˆj |t=1 (= Φˆj(X)), writing p as Φˆj(x) for some x ∈ X, we have
a line lp through the origin in C
Nj associated to p = Φˆj(x) in P
Nj−1(C).
Let t ∈ Gm. Put p′ := ψj(t) · p ∈ Xˆt, where we view Xˆt in {t} × PNj(C)
as a subvariety of PNj(C) by identifying {t} × PNj(C) with PNj(C). Let lp′
denote the line through the origin in CNj associated to p′ in PNj(C). Then
lp → lp′ , z 7→ ψj(t) · z,
naturally defines a map of Lˆ−1p onto Lˆ−1p′ . Since ψj(t), t ∈ Gm, and γj
(cf. Remark 4.7) commute, the Gm-action on Xj naturally induces a Gm-
action on Xˆj, while the Gm-action on Xˆj lifts to a Gm-action on Lˆ−1 as
above. Put ‖bj‖1 := Σmjk=1Σ
nj,k
α=1 |bj;k,α|. Then we define ‖ψj‖1 and ‖ψj‖∞ by{
‖ψj‖1 := ‖bj‖1/ℓn+1j = Σ
mj
k=1Σ
nj,k
α=1 |bj;k,α|/ℓn+1j ,
‖ψj‖∞ := max{ |bj;k,α|/ℓj ; 1 ≤ k ≤ mj, 1 ≤ α ≤ nj,k }.
Let δ(ψj) denote ‖ψj‖∞/‖ψj‖1 or 1 according as ‖ψj‖∞ 6= 0 or ‖ψj‖∞ = 0.
If ‖ψj‖∞ 6= 0, we write t ∈ R+ as
(5.1) t = exp(s/‖ψj‖∞),
while we require no relations between s ∈ R and t ∈ TR if ‖ψj‖∞ = 0. Since
SL(Vj) acts naturally on W
∗
j , we define a function fˆj = fˆj(s) on R by
fˆj(s) := δ(ψj) ℓ
−n
j log ‖ψj(t) · Xˆj‖CH(ρj), s ∈ R.
To understand the action of Gm on (X ,Lj) clearly, we consider We shall
now show the following:
Proposition 5.2. If j ≫ 1, then the derivative (dfˆj/ds)|s=0 is bounded
from above by a positive real constant C2 independent of the choice of j.
Proof: If ‖ψj‖∞ = 0, then fˆj is a constant function, so that (dfˆj/ds)|s=0 = 0.
Hence we may assume ‖ψj‖∞ 6= 0 without loss of generality. For the Ka¨hler
metric ω = c1(L;h) on X, let Bˆj(ω) denote the ℓj-th asymptotic twisted
Bergman kernel defined by
(5.3) Bˆj(ω) := Σ
Nj
i=1 |τˆi|2h,
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where we put |τˆi|2h := (τˆi, τˆi)h for the basis {τˆi ; i = 1, 2, . . . , Nj} for Vj as in
(4.4) and (4.5). For the Fubini-Study form ωFS := (
√−1/2π)∂∂¯ log ΣNji=1|zi|2
on PNj−1(C), by [19], we see from (4.4) and Remark 4.6 that
|Bˆj − (1/n!)ℓnj | ≤ C3ℓn−1j ,(5.4)
(ℓj − C4)ω ≤ Φˆ∗jωFS ≤ (ℓj +C4)ω,(5.5)
for some positive real constants C3 and C4 independent of j, where for (5.5),
see for instance [5], p.234. By [20] (see also [4]), (dfˆj/ds)|s=0 is
(5.6) (‖ψj‖1ℓnj )−1
∫
X
Bˆj(ω)
−1(Σ
mj
k=1Σ
nj,k
α=1 bj;k,α|τˆk,α|2h) Φˆ∗jωnFS.
Since uj belongs to (gj)Z, and since vj belongs to tj , in view of the equality
χk(vj) = γj,k − 1, we obtain
0 = 〈uj , vj〉ℓj = −Σmjk=1Σ
nj,k
α=1 bj;k,α(γj,k − 1) = −Σmjk=1Σ
nj,k
α=1 bj;k,αγj,k,
so that
∫
X Σ
mj
k=1Σ
nj,k
α=1bj;k,α|τˆk,α|2hωn = Σ
mj
k=1Σ
nj,k
α=1bj;k,αγj,k = 0. By setting{
R1 :=
∫
X Bˆj(ω)
−1(Σ
mj
k=1Σ
nj,k
α=1bj;k,α|τˆk,α|2h){Φˆ∗jωnFS − (ℓjω)n},
R2 :=
∫
X{Bˆj(ω)−1 − (ℓj/n!)−1}(Σ
mj
k=1Σ
nj,k
α=1bj;k,α|τˆk,α|2h)(ℓjω)n,
we see from (5.6) that (dfˆj/ds)|s=0 = (‖ψj‖1ℓnj )−1(R1 +R2), while by (5.4)
and (5.5), if j ≫ 1, (‖ψj‖1ℓnj )−1R1 is less than or equal to
ℓj‖bj‖−11
∫
X
Bˆj(ω)
−1(Σ
mj
k=1Σ
nj,k
α=1|bj;k,α| |τˆk,α|2h) |Φˆ∗jωnFS − (ℓjω)n|
≤ C4ℓj‖bj‖−11
∫
X
(ℓnj /n!)
−1(Σ
mj
k=1Σ
nj,k
α=1|bj;k,α| |τˆk,α|2h) ℓn−1j ωn
= n!C4(Σ
mj
k=1Σ
nj,k
α=1|bj;k,α|)−1
∫
X
(Σ
mj
k=1Σ
nj,k
α=1|bj;k,α| |τˆk,α|2h)ωn ≤ 2n!C4,
for a positive real constant C4 independent of j, where the last inequality
follows from (4.4) and Remark 4.6. Finally, if j ≫ 1, by (5.4)
(‖ψj‖1ℓnj )−1R2 ≤ C5ℓj‖bj‖−11
∫
X
ℓ−n−1j (Σ
mj
k=1Σ
nj,k
α=1bj;k,α|τˆk,α|2h)(ℓjω)n
≤ C5(Σmjk=1Σ
nj,k
α=1|bj;k,α|)−1
∫
X
(Σ
mj
k=1Σ
nj,k
α=1|bj;k,α| |τˆk,α|2h)ωn ≤ 2C5,
for a positive real constant C5 independent of j, where in the last inequal-
ity we again used (4.4) and Remark 4.6. Thus we obtain (dfˆj/ds)|s=0 =
(‖ψj‖1ℓnj )−1(R1 +R2) ≤ 2n!C4 + 2C5, as required.
By the boundedness (dfˆj/ds)|s=0 ≤ C and by the convexity of the function
fˆj = fˆj(s), we easily see that limj→∞ dfˆj/ds is a well-defined non-decreasing
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function in s. We can now define the twisted Donaldson-Futaki invariant
Fˆ1({µj}) ∈ R ∪ {−∞} for {µj} ∈ M by
(5.7) Fˆ1({µj}) := lim
s→−∞
{ lim
j→∞
dfˆj/ds}.
Next by setting ℓ = ℓj in (4.3), we consider the Kodaira embedding Φj,
and view the image Φj(X) as an irreducible reduced algebraic cycle on the
projective space P∗(Vj). We then consider its Chow form
0 6= Xj ∈W ∗j ,
so that the corresponding point [Xj ] in P
∗(Wj) is the Chow point for the
cycle Φj(X). We now define a function fj = fj(s) on R by
fj(s) := δ(ψj)ℓ
−n
j log ‖ψj(t) ·Xj‖CH(ρj), s ∈ R,
where s ∈ R and t ∈ R+ satisfy (5.1) or have no relation according as
‖ψj‖∞ 6= 0 or ‖ψj‖∞ = 0. Recall that, in [9], we defined the Donaldson-
Futaki invariant Fˆ1({µj}) ∈ R ∪ {−∞} for {µj} ∈ M by
(5.8) F1({µj}) := lim
s→−∞
{ lim
j→∞
dfj/ds}.
Put ∆ := limj→∞ {δ(ψj)/ℓj}. We now claim the following:
Lemma 5.9. Fˆ1({µj}) = F1({µj}) for all {µj} ∈ M.
Proof : For the case ∆ > 0, see [11] and [14]. Hence we assume that ∆ = 0.
If ‖ψj‖∞ = 0, then on the whole real line R dfj/ds = 0 = dfˆj/ds, and
hence we may assume that
‖ψj‖∞ 6= 0.
For simplicity, we put ln(θ) := (1/2π) log θ for Hermitian metrics θ for L−1.
Put θFS := Σ
Nj
i=1|zi|2 and θˆFS = Σ
Nj
i=1|zˆi|2, where zˆi is as in Remark 4.7. We
now consider the associated Fubini-Study forms on X defined by
ωFS :=
√−1 ∂∂¯ ln θFS |z= τ and ωˆFS :=
√−1 ∂∂¯ ln θˆFS |zˆ= τˆ
where the equality z = τ means that zi = τi, for all i = 1, 2, . . . , Nj , and
the equality zˆ = τˆ means that zˆi = τˆi, for all i = 1, 2, . . . , Nj . We then
define θj(s) := {ψj(t) · θFS}|z=τ and θˆj(s) := {ψj(t) · θˆFS}|zˆ=τˆ by
θj(s) := (Σ
Nj
i=1|ψj(t) · zi|2) |z=τ = Σ
mj
k=1Σ
nj,k
α=1|t|2bj;k,α |τk,α|2,(5.10)
θˆj(s) := (Σ
Nj
i=1|ψj(t) · zˆi|2) |zˆ=τˆ = Σ
mj
k=1Σ
nj,k
α=1γj,k|t|2bj;k,α |τk,α|2.(5.11)
Let Θ be the set of all Hermitian metrics θ for L−1 such that the associated
forms
√−1 ∂∂¯ ln(θ) are Ka¨hler. Recall that, given elements θ′, θ′′ in Θ, an
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energy κ : Θ×Θ→ R is defined by
(5.12) κ(θ′, θ′′) :=
∫ s= a′′
s= a′
(∫
X
{∂ ln(θs)/∂s} {
√−1 ∂∂¯ ln(θs)}n
)
ds
for a smooth path θs, a
′ ≤ s ≤ a′′, in Θ satisfying θa′ = θ′ and θa′′ = θ′′,
where κ(θ′, θ′′) is independent of the choice of the path. Then by [20] (see
also [4] and [16]), for each positive integer p, we obtain
fj(1− p)− fj(−p) = δ(ψj) ℓ−nj κ(θj(−p), θj(1− p)),(5.13)
fˆj(1− p)− fˆj(−p) = δ(ψj) ℓ−nj κ(θˆj(−p), θˆj(1− p)).(5.14)
By the mean value theorem, there exist real numbers sj,p and sˆj,p on the
open interval (−p, 1− p) such that
(5.15)
{
fj(1− p)− fj(−p) = (dfj/ds)|s= sj,p ,
fˆj(1− p)− fˆj(−p) = (dfˆj/ds)|s= sˆj,p .
By subtracting (5.14) from (5.13), we see from (5.15) that
(5.16)


(dfj/ds)|s= sj,p − (dfˆj/ds)|s= sˆj,p
= δ(ψj) ℓ
−n
j {κ(θj(−p), θj(1− p)) − κ(θˆj(−p), θˆj(1− p)) }
= δ(ψj) ℓ
−n
j {κ(θj(−p), θˆj(−p)) − κ(θj(1− p), θˆj(1− p)) }.
In view of (5.12), by (5.10) and (5.11), it follows from Remark 4.6 that
(5.17) |κ(θj(s), θˆj(s)) | ≤ C6 ℓn−1j
for some positive real constant C6 independent of s and j. Given an arbitrary
positive real number ε, since both dfj/ds and dfˆj/ds are non-decreasing
functions on R, (5.16) and (5.17) imply
(dfj/ds)|s=1−p − (dfˆj/ds)|s=−p ≥ (dfj/ds)|s= sj,p − (dfˆj/ds)|s= sˆj,p
≥ − 2 δ(ψj)C6 ℓ−1j ≥ − 2C6 (∆ + ε) = − 2C6 ε,
for all j ≫ 1 and all positive integers p. Now, let j →∞. Then
lim
j→∞
(dfj/ds)|s=1−p − lim
j→∞
(dfˆj/ds)|s=−p ≥ − 2C6 ε.
Since both dfj/ds and dfˆj/ds are non-decreasing, by letting p→∞, we have
the inequality F1({µj}) − Fˆ ({µj}) ≥ − 2C6 ε. Since ε > 0 is arbitrary,
further by letting ε→ 0, we obtain
(5.18) F1({µj}) ≥ Fˆ ({µj}).
Next by using (5.16) and (5.17), we similarly have the following for every
positive real number ε:
(dfˆj/ds)|s=1−p − (dfj/ds)|s=−p ≥ − 2C6 ε,
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for all j ≫ 1 and all positive integers p. Hence by letting j →∞, we obtain
lim
j→∞
(dfˆj/ds)|s=1−p − lim
j→∞
(dfj/ds)|s=−p ≥ − 2C6 ε.
Let p → ∞ and ε → 0. Then we see that Fˆ ({µj}) ≥ F1({µj}). From this
and (5.18), we now conclude that Fˆ ({µj}) = F1({µj}), as required.
6. Test configurations associated to polybalanced metrics
Hereafter, we assume that the polarized algebraic manifold (X,L) is
strongly K-stable relative to T . Then by [13], (X,L) is asymptotically Chow-
stable relative to T , so that there exists an integer ℓ0 ≫ 1 such that for all
ℓ with ℓ ≥ ℓ0, (X,L) is Chow-stable relative to T . Throughout this section,
we assume ℓ ≥ ℓ0, so that by [7], there exists a polybalanced Ka¨hler metric
ωℓ := c1(L;hℓ) in the sense that, by using the notation in Section 4, we have
(6.1) ΣNℓi=1 |σˆi|2hℓ = Nℓ/c1(L)n[X],
where σˆi(k,α) = σˆk,α =
√
γℓ,k σk,α =
√
γℓ,k σi(k,α) as in (4.4) for an admissible
orthonormal basis {σ1, σ2, . . . , σNℓ} for (Vℓ, ρˆℓ). By comparing the Hermitian
vector spaces (Vℓ, ρˆℓ) with (Vℓ, ρℓ), we have admissible orthonormal bases
{σ1, σ2, . . . , σNℓ} and {τ1, τ2, . . . , τNℓ}
for (Vℓ, ρˆℓ) and (Vℓ, ρℓ), respectively, such that there exit positive real num-
bers λℓ,i, i = 1, 2, . . . , Nℓ, satisfying
(6.2) σi = λℓ,i τi, i = 1, 2, . . . , Nℓ.
Replacing hℓ by a suitable positive constant, if necessary, we may assume
that ΠNℓi=1 λℓ,i = 1. Define an element λℓ of Zℓ by
λℓ(τi) = λℓ,i τi, i = 1, 2, . . . , Nℓ.
In view of (4.1), we have Zℓ = Tℓ ·Gℓ, and hence for some g ∈ Tℓ and λ′ℓ ∈ Gℓ
we can write λℓ in the form
λℓ = g · λ′ℓ = λ′ℓ · g,
where both g and λ′ℓ are written as positive real diagonal matrices in terms
of the basis {τ1, τ2, . . . , τNℓ} (see the remark in Definition 4.2). In view of
(6.1) above, g∗ωℓ is also polybalanced with the same weight γℓ,k (cf. (1) of
Section 4), where we observe that the Tℓ-action on Vℓ is induced by the
T -action on X. Put g · hℓ := (g−1)∗hℓ and g · ωℓ := (g−1)∗ωℓ. Replacing
the metrics hℓ and ωℓ by the metrics g · hℓ and g · ωℓ, respectively, we may
assume that λℓ = λ
′
ℓ, and therefore
(6.3) λℓ ∈ Gℓ,
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where (4) in Section 4 is true even if (hℓ, ωℓ) is replaced by (g · hℓ, g · ωℓ).
Let {vr ; r = 1, 2, . . . , r0} be the free basis for the free Z-module (tℓ)Z. Since
τk,α = τi(k,α) as in (b-2) of Definition 4.2, by identifying ΣkΣαRτk,α ⊗ τ∗k,α
with RNℓ, we see that the intersection of gℓ with this space R
Nℓ is
Sℓ := {ΣkΣα bk,ατk,α ⊗ τ∗k,α ∈ RNℓ ; ΣkΣαbk,αχℓ;k(vr) = 0 for all r},
where in the summation ΣkΣα, k runs through {1, 2, . . . ,mj} and α runs
through {1, 2, . . . nℓ,k}. Note that, by (6.3),
− log(λℓ) := −ΣNℓi=1 log(λℓ,i)τi ⊗ τ∗i
belongs to Sℓ. Since the subspace Sℓ of R
Nℓ is defined over Q, its rational
structure (Sℓ)Q := Sℓ ∩QNℓ , dense in Sℓ, sits in (gℓ)Q = (gℓ)Z ⊗Z Q, Take
a sequence of points βˆν = Σ
Nℓ
i=1 βˆν;iτi ⊗ τ∗i = (βˆν;1, βˆν;2, . . . , βˆν;Nℓ) ∈ (Sℓ)Q,
ν = 1, 2, . . . , satisfying ΣNℓi=1βˆν;i = 0 such that we have the convergence
(6.4) βˆν → − log(λℓ), as ν →∞.
Let aν be the smallest positive integer such that aν βˆν is integral. Write aν βˆν
as βν = (βν;1, βν;2, . . . , βν;Nℓ) ∈ ZNℓ for simplicity. Then βν can be viewed
as an element of (gℓ)Z. We now define an algebraic group homomorphism
ψℓ,k : Gm = { t ∈ C∗} → SL(Vℓ) by
ψℓ,ν(t) · τi := t−βν;iτi, i = 1, 2, . . . , Nℓ.
Next we identify X with the subvariety Xˆℓ := Φˆℓ(X) in the projective space
PNℓ−1(C) = {(z1 : z2 : · · · : zNℓ)} by the Kodaira embedding Φˆℓ as in (4.5).
For each ℓ ≥ ℓ0, we observe that SL(Vℓ) acts naturally on W ∗ℓ . Then by
considering the sequence of test configurations
µℓ,ν = (Xψℓ,ν ,Lψℓ,ν , ψℓ,ν), ν = 1, 2, . . . ,
associated to βν ∈ (gℓ)Z (cf. (3.2)), and by restricting Gm to its real Lie
subgroup R+, define a real-valued function fˆℓ,ν = fˆℓ,ν(s) on R = {s ∈ R} by
fˆℓ,ν(s) :=
{
δ(ψℓ,ν) ℓ
−n log ‖ψℓ,ν(t) · Xˆℓ‖CH(ρℓ), if ‖ψℓ,ν‖∞ 6= 0,
δ(ψℓ,ν) ℓ
−n log ‖Xˆℓ‖CH(ρ
ℓ
), if ‖ψℓ,ν‖∞ = 0,
where s ∈ R and t ∈ R+ are related by t = exp(s/‖ψℓ,ν‖∞) for ‖ψℓ,ν‖∞ 6= 0,
and we require no relations between s and t if ‖ψℓ,ν‖∞ = 0. Here ‖ψℓ,ν‖∞
and δ(ψℓ,ν) are as in Section 5. Put θs;ℓ,ν := (1/2π) log{(ΣNℓi=1 t2βν;i |τˆi|2)1/ℓ}.
By identifying X with Xˆℓ via Φˆℓ, we obtain
(6.5) ψℓ,ν(t)
∗(ωFS/ℓ)|Xˆℓ =
√−1∂∂¯θs;ℓ,ν,
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where ωFS := (
√−1/2π)∂∂¯ log{(ΣNℓi=1|zi|2)1/ℓ}. In view of [20] (see also [4]
and [16]), we obtain
(6.6) dfˆℓ,ν/ds = ℓ δ(ψℓ,ν)
∫
X
(∂θs;ℓ,ν/∂s) (
√−1∂∂¯θs;ℓ,ν)n.
Put ηℓ,ν := ‖ψℓ,ν‖∞/aν = max{ |βˆν;i|/ℓ ; i = 1, 2, . . . , Nℓ }, where for the
time being, we vary ℓ and ν independently. Then
(6.7) (∂θs;ℓ,ν/∂s) |s=−η
ℓ,ν
=
ΣNℓi=1 βˆν;i exp(−2βˆν;i) |τˆi|2
πℓ ηℓ,ν Σ
Nℓ
i=1 exp(−2βˆν;i) |τˆi|2
.
Now for each integer r, let O(ℓ r) denote a function u satisfying the inequality
|u| ≤ C0ℓ r for some positive constant C0 independent of ν, ℓ, and i. We
now fix a positive integer ℓ≫ 1. Then by (6.4), we obtain
(6.8) λ−2ℓ,i exp(−2βˆν;i) − 1 = O(ℓ−n−2), ν ≫ 1.
Moreover, in view of (6.1) and (6.2), the Ka¨hler form ωℓ is written as
(
√−1/2π)∂∂¯ log{(ΣNℓi=1λ 2ℓ,i|τˆi|2)1/ℓ}. Now by (6.4), as ν → ∞, we have√−1∂∂¯θs;ℓ,ν | s=−η
ℓ,ν
→ ωℓ in C∞. In particular for ν ≫ 1,
(6.9) ‖√−1∂∂¯θs;ℓ,ν | s=− η
ℓ,ν
− ωℓ ‖C5(X) = O(ℓ−n−2).
Hence for each ℓ ≥ ℓ0, we can find a positive integer ν(ℓ) ≫ 1 such that
both (6.8) and (6.9) hold for ν = ν(ℓ). From now on, we assume
(6.10) ν = ν(ℓ),
and ηℓ,ν = ηℓ,ν(ℓ) will be written as ηℓ for simplicity. Then, since ℓηℓ ≥ |βˆν;i|
for all i, we have (∂θs;ℓ,ν/∂s)| s=−η
ℓ
= O(1) by (6.7). Hence
(6.11)
∫
X
(∂θs;ℓ,ν/∂s) { (
√−1∂∂¯θs;ℓ,ν)n − ω nℓ } | s=−η
ℓ
= O(ℓ−n−2).
Put I1 := πℓ ηℓΣ
Nℓ
i=1 λ
2
ℓ,i |τˆi|2 and I2 := πℓ ηℓΣNℓi=1 exp(−2βˆν;i) |τˆi|2. Put also
J1 := Σ
Nℓ
i=1 βˆν;iλ
2
ℓ,i|τˆi|2 and J2 := ΣNℓi=1βˆν;i exp(−2βˆν;i)|τˆi|2. Then by (6.7),
we obtain
(6.12)
∫
X
(∂θs;ℓ,ν/∂s) |s=−η
ℓ
ω nℓ = A + P + Q,
where A :=
∫
X{(J2/I2) − (J2/I1)}ω nℓ , P :=
∫
X{(J2/I1) − (J1/I1)}ω nℓ and
Q :=
∫
X (J1/I1)ω
n
ℓ . Note that J2/I2 = O(1) by ℓηℓ ≥ |βˆν;i|, while by (6.8),
(I1 − I2)/I1 = O(ℓ−n−2). Then
(6.13) A =
∫
X
J2
I2
· I1 − I2
I1
ωnℓ = O(ℓ
−n−2).
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On the other hand by (6.8), J2 − J1 = O(ℓ−n−2)(ΣNℓi=1 |βˆν;i|λ2ℓ,i |τˆi|2). From
this together with ℓηℓ ≥ |βˆν;i|, we obtain
(6.14) P =
∫
X
J2 − J1
I1
ω nℓ = O(ℓ
−n−2).
By (6.2), I1 = πℓ ηℓ Σ
Nℓ
i=1 |σˆi|2 and J1 := ΣNℓi=1 βˆν;i |σˆi|2. Note also that
a0 := δ(ψℓ,ν) satisfies 0 < a0 ≤ ℓn. Put a1 := c1(L)n[X]. In view of (6.1)
and (6.6), by adding up (6.11), (6.12), (6.13) and (6.14), we see that the
derivative dfˆℓ,ν/ds at s = −ηℓ is written as
(6.15)


ℓ a0
∫
X{ (∂θs;ℓ,ν/∂s) (
√−1∂∂¯θs;ℓ,ν)n} |s=−η
ℓ
= a0 { ℓQ + O(ℓ−n−1) } =
∫
X
a0Σ
Nℓ
i=1 βˆν;i |σˆi|
2
hℓ
π η
ℓ
Σ
Nℓ
i=1 |σˆi|
2
hℓ
ωnℓ + O(ℓ
−1)
= a0 a1 (Σ
Nℓ
i=1 βˆν;i) (π ℓ ηℓNℓ)
−1 + O(ℓ−1) = O(ℓ−1),
where in the last line, we used the equality ΣNℓi=1 βˆν;i = 0. In the next section,
the sequence of test configurations µℓ,ν(ℓ) = (X
ψ
ℓ,ν(ℓ) ,Lψℓ,ν(ℓ) , ψℓ,ν(ℓ)), ℓ ≥ ℓ0,
for (X,L) will be considered.
7. Proof of Main Theorem
In this section, under the same assumption as in the previous section, we
shall show that c1(L) admits an extremal Ka¨hler metric. Put
η∞ := sup
ℓ
ηℓ,
where the supremum is taken over all positive integers ℓ satisfying ℓ ≥ ℓ0.
Then the following cases are possible:
Case 1: η∞ = +∞. Case 2: η∞ < +∞.
Step 1. If Case 1 occurs, then an increasing subsequence { ℓj ; j = 1, 2, . . . }
of { ℓ ∈ Z ; ℓ ≥ ℓ0 } can be chosen in such a way that {ηℓj} is a monotone
increasing sequence satisfying
(7.1) lim
j→∞
ηℓj = +∞.
For simplicity, the function fˆℓj ,ν(ℓj) will be written as fˆj, while we write the
test configurations
µℓj ,ν(ℓj) = (X
ψ
ℓj ,ν(ℓj) ,Lψℓj,ν(ℓj ) , ψℓj ,ν(ℓj)), j = 1, 2, . . . ,
as µj = (Xj ,Lj , ψj). Now by (6.15), there exists a positive constant C
independent of j such that
−C/ℓj ≤ (dfˆj/ds) |s=−ηℓj
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for all j. On the other hand, for all positive integers j′ satisfying j′ ≥ j,
we have −ηℓj′ ≤ −ηℓj by monotonicity. Since the function dfˆj′/ds in s is
non-decreasing, we obtain
(7.2) −C/ℓj′ ≤ dfˆj′/ds |s=−ηℓ
j′
≤ dfˆj′/ds |s=−ηℓj .
We here observe that −C/ℓj′ → 0 as j′ → ∞. It now follows from (7.2)
that, for each fixed j,
lim
j′→∞
dfˆj′/ds |s=−ηℓj
≥ 0.
Since the function limj′→∞ dfˆj′/ds in s is non-decreasing, we obtain
lim
j′→∞
dfˆj′/ds ≥ 0 on { s ∈ R ; s ≥ −ηℓj },
while this holds for all positive integers j. Then by (7.1), limj′→∞ dfˆj′/ds
is, as a function in s, nonnegative on the whole real line R. Hence
Fˆ1({µj}) = lim
s→−∞
{ lim
j′→∞
dfˆj′/ds} ≥ 0.
By Lemma 5.9, F1({µj}) ≥ 0. Hence by strong K-stability of (X,L) relative
to T , we obtain F1({µj}) = 0, so that µj are trivial for all j ≫ 1. This then
usually gives us a contradiction. Even if no contradictions occur, from the
triviality of µj for all j ≫ 1, we still proceed as follows: Since ψj = ψℓj ,ν(ℓj)
are trivial for all j ≫ 1, by the equality (6.5), we see for all s ∈ R that
(7.3)
√−1∂∂¯θs;ℓj,ν(ℓj) = (ωFS/ℓj)|Xˆℓj = Φˆ
∗
ℓj (ωFS/ℓj) j ≫ 1,
under the identification of Xˆℓ with X via Φˆℓ. First by [19] (see also [12]),
(7.4) ‖Φ∗ℓj(ωFS/ℓj) − ω ‖C5(X) = O(ℓ−2j ).
In view of the natural isomorphism t ∼= tℓ, we regard vℓ ∈ tℓ in (1) of Section
4 as an element of t. Then we can write Φˆ∗ℓj(ωFS/ℓj)− Φ∗ℓj(ωFS/ℓj) as
(7.5)

 (
√−1/2π) ℓ−1j ∂∂¯ log
{
1 +
Σ
mj
k=1Σ
nj,k
α (γℓ,k−1)|τk,α|
2
Σ
mj
k=1Σ
nj,k
α |τk,α|2
}
= (
√−1/2π) ℓ−1j ∂∂¯(1 + ℓ−1j Kj),
where Kj , j = 1, 2, . . . , are uniformly bounded Hamiltonian functions as-
sociated to the holomorphic vector field ℓ 2j vℓj ∈ t on the Ka¨hler manifold
(X,Φ∗ℓj (ωFS/ℓj)), so that iℓ 2j vℓj
(ωFS/ℓj) = (
√−1/2π)∂¯Kj. In particular
(7.7) ‖Φˆ∗ℓj(ωFS/ℓj) − Φ∗ℓj (ωFS/ℓj) ‖C5(X) = O(ℓ−2j ).
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Then by (7.4) and (7.6), ‖Φˆ∗ℓj(ωFS/ℓj) − ω ‖C5(X) = O(ℓ−2j ). Hence by
applying (7.3) to s = −ηℓj , we see from (6.9) that
(7.8) ‖ω − ωℓj ‖C5(X) = O(ℓ−2j ), j ≫ 1.
Let Sω be the scalar curvature function for ω. Then by [3] (see also [19]),
we obtain the following asymptotic expansion:
(7.9) 1 + (Sω/2)ℓ
−1
j +O(ℓ
−2
j ) = Σ
Nℓj
α=1(n!/ℓ
n
j ) |τℓj ,α|2h = (n!/ℓnj )Bℓj (ω).
On the other hand, for ℓ≫ 1, we observe that Nℓ is a polynomial in ℓ. Since
each ωℓj is polybalanced, by setting ℓ = ℓj in (4) of Section 4, we obtain
(7.10) 1 + n!Hˆjℓ
−1
j +O(ℓ
−2
j ) = Σ
Nℓj
α=1(n!/ℓ
n
j )|σℓj ,α|2hℓj = (n!/ℓ
n
j )Bℓj(ωℓj ),
where Hˆℓj = Hℓj + C0 for some constant C0 independent of j. In view
of (7.6), by comparing (7.7) with (7.8), we conclude from the uniformly
boundedness of Hℓj , j = 1, 2, . . . , we see that Sω is an Hamiltonian function
for (X,ω). Hence ω is an extremal Ka¨hler metric in the class c1(L)R.
Step 2. Suppose that Case 2 occurs. Put λ′ℓ,i := −(1/ℓ) log λℓ,i. Then by
(6.4), we may assume that ν = ν(ℓ) in (6.10) is chosen in such a way that
(7.11) βˆν(ℓ);i − 1 ≤ ℓ λ′ℓ,i ≤ βˆν(ℓ);i + 1, i = 1, 2, . . . , Nℓ,
for all ℓ with ℓ ≥ ℓ0. By (7.11) together with the definition of ηℓ,ν(ℓ) in
Section 6, we see from the inequality ν∞ < +∞ that
|λ′ℓ,i| ≤ C7, i = 1, 2, . . . , Nℓ,
where C7 is a positive real constant independent of the choice of ℓ and i.
Then by taking an ℓ-th root (cf. [10], Section 5) for µℓ,ν(ℓ) in Section 6, and
by the same argument as in Step 2 of [10], Section 4, we have
ωℓj → ω∞, as j →∞,
for some Ka¨hler form ω∞ on X. Then it is easy to see that ω∞ is an extremal
Ka¨hler metric in the class c1(L)R, as required.
8. Appendix
For a polarized algebraic manifold (X,L), let T be as in the introduction.
Then the purpose of this appendix is to show the following:
Theorem 8.1. If c1(L)R admits an extremal Ka¨hler metric, then (X,L) is
strongly K-semistable relative to T .
In [11], we shall show a stronger result that the polarized algebraic man-
ifold (X,L) in Theorem B is actually strongly K-stable relative to T .
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In this appendix, we use the same notation as in previous sections, where
we assume that ω = c1(L;h) is an extremal Ka¨hler metric in the class
c1(L)R on X. In view of [11] and [13], (X,L) is asymptotically Chow-
stable relative to T (see also [17] and their subsequent works). For ω and
h above, we consider the Hermitian metric ρℓ on Vℓ as in (2.1). Then the
scalar curvature function Sω for the Ka¨hler form ω is a Hamiltonian function
for an extremal Ka¨hler vector field V ∈ H0(X,O(TX)) in the sense that
iV ω = (
√−1/2π)∂¯Sω. Note that the average S¯ω of the scalar curvature Sω
on the Ka¨hler manifold (X,ω) is n c1(M)c1(L)
n−1[X]/c1(L)
n[X]. Let
µj = (Xj ,Lj , ψj), j = 1, 2, . . . ,
be a sequence of test configurations for (X,L) as in (2.2), so that the
exponent ℓj for µj satisfies ℓj → +∞ as j → ∞. Put Sˆω := S¯ω +
c1(L)
n[X]−12πF (V), where F is the classical Futaki character. Let Bˆj(ω)
be the as in (5.3). Then by [4], [6], [7] and [17], Bˆj(ω) is written as
(8.2) Bˆj(ω) = (1/n!) {ℓnj + (Sˆω/2)ℓn−1j + Rjℓn−2j },
where Rj is a function on X satisfying ‖Rj‖C2(X) ≤ C. Then by taking
(
√−1/2π)∂∂¯ log of both sides of (8.2), we obtain
(8.3) Φˆ∗jωFS − ℓjω = O(ℓ−2j ).
Hence by (8.1) and (8.2), we see from (5.6) that
dfˆj/ds |s=0 = (‖ψj‖1ℓnj )−1
∫
X
n! Σ
mj
k=1Σ
nj,k
α=1 bj;k,α|τˆk,α|2h
ℓnj + (Sˆω/2)ℓ
n−1
j +O(ℓ
n−2
j )
{ℓjω +O(ℓ−2j )}n
=
n! ℓj‖bj‖−11
ℓnj + (Sˆω/2)ℓ
n−1
j
∫
X
Σ
mj
k=1Σ
nj,k
α=1 bj;k,α|τˆk,α|2h
1 + O(ℓ−2j )
{ℓjω +O(ℓ−2j )}n.
Since
∫
X Σ
mj
k=1Σ
nj,k
α=1 bj;k,α|τˆk,α|2h ωn = Σ
mj
k=1Σ
nj,k
α=1 bj;k,αγj,k = 0 as in the proof
of Proposition 5.2, there exists a positive constant C ′′ independent of j such
that, for all j ≫ 1, we obtain
|dfˆj/ds| |s=0 ≤ C ′′ ℓj‖bj‖−11
∫
X
(Σ
mj
k=1Σ
nj,k
α=1 |bj;k,α| |τˆk,α|2h)O(ℓ−2j )ωn
= C ′′ ℓj‖bj‖−11 (Σmjk=1Σ
nj,k
α=1 |bj;k,α|)O(ℓ−2j ) = O(ℓ−1j ).
Then by limj→∞ ℓ
−1
j = 0, we obtain limj→∞ dfˆj/ds |s=0 = 0. Since the
function limj→∞ dfˆj/ds in s is non-decreasing, we see for all {µj} ∈ M that
F1({µj}) = lim
s→−∞
{ lim
j→∞
dfˆj/ds} ≤ lim
j→∞
dfˆj/ds |s=0 = 0,
as required. This completes the proof of Theorem 8.1.
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