We present a multi-channel sampling expansion for signals with selectively tiled band-region. From this we derive an oversampling expansion for any bandpass signal, and show that any finitely many missing samples from two-channel oversampling expansion can always be uniquely recovered. In addition, we find a sufficient condition under which some infinitely many missing samples can be recovered. Numerical stability of the recovery process is also discussed in terms of the oversampling rate and distribution of the missing samples.
Introduction
The problem of recovering missing samples arises in various situations. For example, packet loss is inevitable in real time multimedia transmission over IP networks. Packets may be lost in a congested network, or samples may be lost due to fading channels. Possible approach to circumvent the losses other than retransmissions and further delays is to recover the missing packets from the received ones [16] , [19] . In tomographic image reconstruction recovery of non-negligible Fourier coefficients in missing sectors of the Fourier transform plane resolves an obstruction of viewing angle and incomplete set of views due to object motion [21] . In coherent optical spectrum analysis information on longrange correlation appears near zero-frequency region in the Fourier plane. However in film-grain spectra, for example, aperature-diffracted light interrupts observation of spectral information on grain clumping which lies around the zerofrequency region [20] . In multimodal recognition, which utilizes the information stemming from different sources, all the samples from the different sources require to be pairwise. Different sampling frequencies of sensors or sensor failure may cause samples to be no longer pairwise [22] . In both cases the recovery of missing samples is indispensable to improve their performance. Moreover in digital image inpainting, which is a classical topic in image and vision analysis, the problem of recovering missing samples can be led to a number of interesting applications, e.g., scratch re- moval in digital photos and old films, text erasing, special effects such as object disappearance and wire removal for movie production, zooming and super-resolution, removal of the laser dazzling effect, and so on. See [2] and references therein. 
Samples { f ( n ω ) : n ∈ Z} in (1) are taken at the Nyquist rate ω, so even one missing sample prevents an exact reconstruction of f (t) via (1) . If f (t) is sampled at rateω higher than ω, then not only f (t) can be reconstructed by the following oversampling expansion:
: n ∈ Z} also become redundant in the sense that any finitely many missing samples among them can be recovered from the remaining known samples [5] , [15] . For band-limited signals passing through multichannels [17] , success of the recovery of missing samples depends on the nature of the band-region B. In [19] , Santos and Ferreira addressed recovery of missing samples from two-channel derivative oversampling, which is later extended by Kim and Kwon [13] to that from arbitrary twochannel oversampling. In [4] , Del Prete studied a similar problem in multi-channel oversampling under the assumption that missing samples occurred at the same location for all channels.
The problem of recovering missing samples is also tackled for various signals other than band-limited ones.
Hong et al. [9] studied the recovery of finitely many missing samples from oversampled signals in abstract Hilbert spaces by using the reproducing kernel of the space. Recently, in [11] the problem was even studied for multi-channel oversampling of signals in a certain class of principal shiftinvariant space with compactly supported generator.
Stability of the recovery process was first discussed by Ferreira [6] . He analyzed well-posedness of a system of linear equations, which arose during recovering missing samples from oversampled band-limited signals, in terms of an oversampling rate and distribution of the missing samples. Later, Brianzi and Del Prete [1] studied stability of the recovery of missing samples in derivative oversampling for band-limited signals.
Sampling of bandpass signals has been developed by numerous engineers as well as mathematicians. Among them, Kohlenberg [14] derived sampling expansion of bandpass signals which are not necessarily with selectively tiled band-region. The samples used in Kohlenberg's expansion are taken at the theoretical minimum rate, and are taken from a signal or from both the signal and its shifted version. Vaughan et al. [23] investigated aliasing effect and noise cancelation in sampling process in terms of band positioning and oversampling rate, which is of great interest from a practical viewpoint. As an example of ideal band positioning, selectively tiled band-region is taken into account. Prokes [18] obtained generalized sampling expansion in the scope of Papoulis' theory [17] . His main theorem, however, is formally stated and time-shifting is only considered to make use of the theorem as that of multi-channel sampling. Kim and Kwon [12] presented two-channel sampling expansion of signals with selectively tiled band-region and then they showed that any finite number of missing samples from an oversampled signal can always be recovered. Multi-channel sampling of the signals is also included, but it only covers the particular case in which the number of channels to be taken must coincide with the number of disjoint closed intervals consisting the band-region. For example, one can take at most two channels if a given signal's bandregion is the union of two disjoint closed intervals. Apart from issues studied in [12] , we establish in this paper (i) general multi-channel sampling expansion in the notion of linear time-invariant (LTI) system, (ii) the recovery of infinitely many missing samples from an oversampled signal, and (iii) stability analysis of the recovery process. We find in Sect. 3 a sufficient and necessary condition under which a two-channel sampling expansion of signals with a selectively tiled band-region holds. Using this, in Sect. 4 we derive an oversampling expansion of any bandpass signals, and show that any finitely many missing samples from the oversampling expansion can always be recovered. We also find a sufficient condition for certain infinitely many missing samples to be recovered. We then address numerical stability of the recovery process in Sect. 5. Finally in Sect. 6, we study the multi-channel sampling of signals with a selectively tiled band-region.
Preliminaries
A Hilbert space H consisting of complex valued functions on a set E is called a reproducing kernel Hilbert space (RKHS in short) if there is a function q(s, t) on E × E, called the reproducing kernel of H, satisfying
In an RKHS H, any norm converging sequence also converges uniformly on any subset of E, on which q(·, t) 2 H = q(t, t) is bounded [8] . A sequence {φ n : n ∈ Z} of vectors in a separable Hilbert space H is
• a Bessel sequence with a bound B if there is constant
• a frame of H with bounds (A, B) if there are constants
• a Riesz basis of H with bounds (A, B) if it is complete in H and there are constants B ≥ A > 0 such that
where
For a measurable function u on a measurable set E in R, let u L 0 (E) and u L ∞ (E) be the essential infimum and the essential supremum of |u| on E respectively.
For any x ∈ R, let x and x denote the smallest integer ≥ x and the largest integer ≤ x, respectively. 
Two-Channel Sampling of Bandpass Signals
Note that PW B ⊆ PWB and the Nyquist rates of signals in PW B and in PWB are ω andω := ω + 2τ samples per second, respectively. In what follows, we take τ so thatB becomes a so-called selectively tiled band-region of length 2πω, i.e.,B + =B − + hπω for some integer h [8] . SinceB + =B − + πω if τ = ω 0 , such τ always exists. For the most efficient oversampling, we need to choose τ as small as possible, or equivalently choose h as large as possible. The smallest value of τ is attained when h is the largest integer less than 1 + 2ω 0 ω since
: j = 1, 2} be 2 LTI systems with impulse responses {l j (t) : j = 1, 2}. We always assume that the impulse response l j (t) is a tempered distribution satisfyinĝ
, the k-th order derivative of the Dirac delta function for an integer k ≥ 0 and a ∈ R, or any function in
. For later use, we note that PWB is an RKHS with the reproducing kernel q(s, t) = 1 2π B e i(s−t)ξ dξ and q(t, t) =ω is bounded on R.
The aim of Sect. 3 is to find a sampling expansion on PWB of the form:
where {u j,n (t) : j = 1, 2 and n ∈ Z} is a frame of PWB.
, n ∈ Z.
We are, therefore, interested in conditions under which for any
ω ξ : j = 1, 2 and n ∈ Z} becomes a frame (or a Riesz basis) of L 2 (B). Following an idea in [7] , we have:
and
where λ min (G(ξ) * G(ξ)) and λ max (G(ξ) * G(ξ)) are the smallest and the greatest eigenvalues of the positive semi-definite matrix G(ξ) * G(ξ), respectively.
Proof. See the proof of Lemma 3 in [7] .
We now take g j (ξ) = 1 2πl j (ξ)χB(ξ) for j = 1, 2 so that
Since for any n ∈ Z (4) . Assume
Then there is a frame {u j (t − 2ñ ω ) : j = 1, 2 and n ∈ Z} of PWB for which
(c) the sampling series converges in L 2 (R) and absolutely and uniformly on R.
For any f ∈ PWB, we then have from (5) 1 πω
or equivalently, 
. Then we have (6) with u j (t) = F −1 (s j )(t) by taking the inverse Fourier transform of (7), where {u j (t − 
Recovery of Missing Samples
In the following, we always assume that 0 < α G ≤ β G < ∞ for G(ξ) in (4) so that the sampling expansion (6) holds on PWB, or equivalently the expansion (7) holds in L 2 (B). In particular, for f ∈ PW B we havê
ω ) : j = 1, 2 and n ∈ Z} is an overcomplete frame of PW B , but not a Riesz basis.
We are interested in the problem of recovering some missing samples from the two-channel oversampling expansion (8) 
which converges in L 2 (R) and uniformly on R.
Proof. Note that for k = 1, 2 and m ∈ Z
a.e. onB − . Hence (10) follows immediately from (9). Proof. Equation (10) shows that samples from
are separated from each other so that we may assume that missing samples occur in a single channel, say, in
: n ∈ I 1 } be missing where
Then we have from (10)
. We may rewrite (11) in a vertor form as
where 
Hence 1 is not an eigenvalue of R so that I − R is nonsingular. Therefore the column vector f of missing samples is uniquely obtained from (13) as f = (I − R) −1 g. (Fig. 1) .
To illustrate Theorem 4.2 we consider the bandpass signal
is determined by its channeled samples { f (2n)} n∈Z ∪ { f (2n)} n∈Z taken at rate 1 (oversampling) and can be reconstructed via (8) . Assume that f (2n) and f (2n) with |n| ≤ 10 are all available for processing except 6 samples that are randomly chosen in the first channel (Fig. 2) . By Theorem 4.2 the missing samples can be uniquely recovered. Reconstruction of f (t) from samples all recovered looks quite close to the original signal f (t) (Fig. 4) , while the reconstruction from partially missing samples does not (Fig. 3) . Assume now that infinitely many samples M =
: n ∈ Z} are missing from the first channel of (8), where μ ≥ 1 is an integer. Then we have from (10)
where r(n) is the same as in (12) and
. We may rewrite (14) as
: n ∈ Z}, and g = {g n } n∈Z . Here * is the discrete convolution on 2 (Z). Note that a and f belong to 2 (Z) since r(n) = πω sinc(n 
then M can be uniquely recovered as
where a(ξ) and g(ξ) are given in (15) .
Then the convolution operator a * · :
(ξ), from which (17) follows. 
Since μ is an integer, (16) 
Stability of the Recovery Process
The aim of Sect. 5 is to measure well-posedness of the system (13). Ferreira [6] first addressed the similar problem for the recovery of missing samples from oversampled bandlimited signals. Adapting his ideas to our setting, we approximate eigenvalues of R in (13) with the oversampling rate ω ω and distribution of missing samples. In the following, we call R the recovery matrix associated with missing samples Consider the case thatω is perturbed by any real number δ satisfyingω + δ > ω. Letω δ :=ω + δ and R δ be the recovery matrix associated with missing samples
) : n ∈ I 1 } from a two-channel oversampling expansion of f (t) with an oversampling rate ω ω δ in PW B . That is,
To perceive the relation between R δ and R we have the bandpass signal f (t) (Fig. 1 ) and its missing samples (Fig. 2) revisited. As is depicted in Fig. 5 the minimum eigenvalue λ min (R δ ), −0.1 ≤ δ ≤ 0.1, does not change rapidly in δ. Precisely, eigenvalues of R are stable against perturbation of the oversampling rate ω ω in the following sense: Proposition 5.1 (cf. Theorem 3 in [6] ). Let R and R δ be the same as in (13) and in (18) , respectively. Then
Proof. When δ = 0, it is trivial. Assume δ > 0. Simple change of variables on (12) and (19) gives respectively, so for any
so that it follows by taking infimum and supremum on (20) over all c ∈ C m with
, respectively. Now assume δ < 0. By similar arguments as above, we have λ min (R) +
Given missing samples
Then the system of linear equations which arises in the recovery of the missing samples
Proof. Note that R can be rewritten as
. Since eigenvalues of two matrices on the right-hand side of the above matrix equation are {λ j (R)} m+1 j=1 and {0, ± r }, respectively, it follows by Theorem 4.3.1 in [10] (Weyl's theorem) that
Hence
in which we use 
Proof. 
.
Successive invocation of the above up to R N m+1 gives (22).
Since 0 < λ j (R ) < 1 for 1 ≤ j ≤ m + 1, Corollary 5.3 is meaningful only when d, the minimum distance between missing samples' locations, is large enough to satisfy m √ 6d < 1. This can be improved by assuming that all the missing samples are uniformly distributed. finitely many samples The latter assertion can be easily extended to the case of general R, the one with an arbitrary index set of integers
Multi-Channel Sampling
We now extend the two-channel sampling (6) 
. As an extension of Lemma 3.1, we have:
T be an J × 2N matrix, and α G and β G be the same as in (3) . Then {g j (ξ)e
Proof. See the proof of Lemma 3 in [7] . 
where G(ξ)
and {g j (ξ)e −irnξ : 1 ≤ j ≤ J, n ∈ Z} are dual frames in L 2 (B) if and only if for any F 1 and F 2 ∈ L 2 (B),
It is easy to see that (24) is equivalent to
Hence {s j (ξ)e −irnξ : 1 ≤ j ≤ J, n ∈ Z} and {g j (ξ)e −irnξ : 1 ≤ j ≤ J, n ∈ Z} are dual frames in L We may derive a multi-channel oversampling on PW B from the sampling expansion (25). Assume that there is a frame {u j (t − rn) : 1 ≤ j ≤ J, n ∈ Z} of PWB for which the sampling expansion (25) holds. Then f (ξ) = where v j (t) = F −1 (û j (ξ)χ B (ξ)) ∈ PW B and {v j (t − rn) : 1 ≤ j ≤ J, n ∈ Z} is an overcomplete frame of PW B . In particular, if J = 2N = 2 and σ j = 0 for 1 ≤ j ≤ J, then {u j (t − rn) : 1 ≤ j ≤ J, n ∈ Z} in (25) is a Riesz basis of PWB and (26) becomes the two-channel oversampling (8) on PW B .
Conclusion
We address multi-channel sampling of a bandpass signal with selectively tiled band-region. It is shown that the signal is determined by channeled samples taken at the minimum rate or above. Reconstruction formula is also obtained. In the case of two-channel oversampling we prove that under suitable conditions a signal can be reconstructed from its (channeled) samples even in the presence of any finite or infinite number of missing samples. Explicit formula to recover the missing samples is provided.
Numerical stability of the recovery process is analyzed in terms of oversampling rate and distribution of missing samples. It is shown that the recovery process is stable against perturbation of the oversampling rate and widely spaced equidistant missing samples are recovered more accurately than irregularly spaced ones.
