Abstract -Time synchronization plays an important role in Industrial Wireless Control Networks (IWCNs). To meet the demand for IWCNs, this paper presents a novel mixed time synchronization method, which combines the characteristics of the centralized time synchronization methods and the distributed time synchronization methods. The method could synchronize the network nodes to a given time source. And the models of logical clock and hardware clock have been built. At first, according to the maximum consensus theory, it realizes the synchronization of the logical time between the neighbor nodes. Then based on the revised information of logical clock, which is from the source node, ordinary nodes achieve synchronization with the hardware time of the source node. Simulation results show that the proposed method yields a faster convergence rate and higher synchronization precision in comparison to existing works.
I. INTRODUCTION
In 2002, the concept of industrial wireless technology has been first proposed by the United States Department of Energy in Industrial Wireless Technology for the 21th Century [1] . Construction of a novel Industrial Wireless Control Networks (IWCNs), can effectively reduce the layout cost, and increase the coverage area, flexibility of the network [2] , [3] , [4] , [5] . As a key technology of IWCNs, time synchronization is important to ensure the application requirements of IWCNs, such as real-time, safety, and so on. However, as well as the variance of properties between different clock oscillators [6] , [7] , many unfavorable factors in factory environment, such as the frequently changes of temperature and humidity, and electromagnetic interference, have tremendous impacts on clock running. So, it is difficult to achieve time synchronization in IWCNs precisely.
New applications for industry, for example, digital oilfield, large scale interconnection of smart grid [8] , collaborative operation of industrial robots, etc., have put forward the especial requirements for IWCNs. Firstly, high real-time, high safety, and high reliability are the primary demands. At the same time, it should meet the requirements of rapid detection and control when equipment on-line. In addition, industrial control networks adopt centralized management method mostly. And it is requisite to realize synchronization with Internet to guarantee the remote control of equipment. Therefore, with respect to the time synchronization in IWCNs, it needs to achieve higher accuracy and reliability, faster convergence rate etc., and could synchronize to a given time source.
Currently, time synchronization algorithms in wireless networks are mainly divided into two categories, including centralized and distributed time synchronization methods.
In centralized time synchronization methods, ordinary nodes synchronize fast with the source node, by exchanging time information in multi-hop manner. But the existence of time source would induce a single point failure problem. Furthermore, the synchronization error seriously accumulates with the increasing of hop count, which would bring poor scalability. Moreover, additional communication overhead needs to be offered to maintain the network topology. Representative time synchronization methods of centralized ones include RBS [9] , TPSN [10] , FTSP [11] , FCSA [12] , etc. In RBS, the slave nodes implement synchronization with each other by using the time messages of source node. In TPSN, synchronization is divided into two stages, called layer establishment phase and synchronization phase. Utilizing the received time information of the parent node, ordinary nodes achieve synchronization with the time source in FTSP. FCSA method is established on the basis of FTSP. Ordinary nodes realize the clock rate consistency via statistical analysis of the received time information from neighbor nodes.
Compared with the centralized methods, distributed time synchronization methods mainly utilize the local time information to realize network synchronization. So the robustness and scalability of distributed methods are superior to the centralized ones. Whereas, these methods do not provide a specific time source and cannot guarantee the best convergence for the existence of uncertain communication delays. Representative time synchronization methods of distributed ones include ATS [13] , CCS [14] , MTS [15] , WMTS [16] , etc. As a fully asynchronous time synchronization method, ATS could achieve time synchronization in exponential convergence based on the average consistency theory. CCS makes use of the weighted average method to compensate the time offset, and the weights are determined by the number of received time messages from neighbor nodes. MTS uses the maximum consistency method to compensate the clock rate and offset simultaneously, by which it could achieve linear convergence. WMTS introduces the decision variables on the basis of MTS method, which has considered the transmitting delays, and achieved higher synchronization precision.
As well as providing the external time source, K. S. Yildirim et al. use the average consistency method for the synchronization of logical time among neighbor nodes in [17] . But the synchronization precision of the method is poor, and the convergence rate is also slow.
To address the limitations of above methods, this paper proposes a Flooding-based Mixed Time Synchronization (FMTS) method, which is driven by the novel application requirements of Industrial Wireless Control Networks. Combined with the characteristics of centralized and distributed time synchronization methods, our method can provide a time source as the master clock. Meanwhile it utilizes the maximum consensus theory to realize synchronization between the neighbor nodes, which will guarantee the accuracy and convergence rate of time synchronization.
II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Network Model
An Industrial Wireless Control Networks can be modeled as an undirected connected graph ( ) Obviously, the common distributed time synchronization methods are not applicable to IWCNs, for lacking of a time source. As for the centralized time synchronization methods, the error accumulation caused by the increased hop count between ordinary nodes and time source, would vastly reduce the synchronization precision. Combined with the characteristics of distributed synchronization methods and the centralized ones, here we present a mixed synchronization method FMTS featured with a provided time source for IWCNs, which is demonstrated to be characterized in high precision and high efficiency with fast convergence rate.
B. Clock Model
By reference to [13] , [15] , [16] , we model the clock timing process first, and then establish the concept of the hardware clock and logical clock.
Each node in the network is equipped with an internal clock independently, namely hardware clock ( ) i t τ , which is given by ( )
where t is the absolute time, i α and i β are the hardware clock skew and offset, which determine the clock speed and initial time offset respectively. As the hardware properties of a node, i α and i β cannot be adjusted. Meanwhile, because the absolute time t is unavailable to the node, the hardware clock skew and offset, i α and i β , are also unknown [18] .
From Eq. (1), we obtain the hardware clock of node j, namely
where ij α and ij β are the relative clock skew and offset between node i and node j.
Eq. (1) and Eq. (2) show that there is a linear relation between the local hardware clocks of the node i, j. Hence, every local clock keeps a logical clock ( ) i t τ by using a linear function of its own local clock, which is given as
whereˆi α andˆi β are the logical clock skew and offset. As the clock adjustment parameters, ˆi α andˆi β can be adjusted to achieve synchronization between nodes in a logical time.
C. Problem Decription
The purpose of this paper is to realize the time synchronization in high accuracy and fast convergence, not only to ensure the synchronization accuracy between the common node and the source node, and to realize the high precision time sync among neighbor nodes.
Firstly, the objective of time synchronization is to synchronize all the nodes with respect to a common logical clock, namely
where v α and v β are the global logical clock skew and offset, so we can obtain the global logical clock:
Secondly, source node periodically broadcasts the time correction information. Once receiving the information, ordinary nodes adjust their logical clock, and synchronize with the source node in hardware time, namely
III. THE FMTS METHOD
In this section, we give a detailed description and analysis about the FMTS method. FMTS method is mainly divided into two stages. Firstly, it utilizes a maximum agreement method to realize the logical time synchronization between neighbor nodes. So each node should maintain a repository to keep track of the time information of its neighbors. And then FMTS method completes the hardware time synchronization between ordinary nodes and source node based on the flooded time information of the source node. Therefore, the same repository should also be maintained to store the revised information. if node i has a history message of node j, thenˆi α andˆi β should be updated to realize time synchronization among neighbor nodes;
Store the current hardware time ( ( )
3. Synchronize with the source node.
Initially, when each node is powered on, it is common to initialize the time information of every node. Taking node i as an example, the logical clock skewˆi α is initialized to 1, the logical clock offset ˆi β is initialized to 0.The sequence number of the time information from the source node, 
A. Time Synchronization between Neighbors
We adopt the maximum consistency method to update the local parameters (ˆi α , ˆi β ) [15] [16] . According to the relationship of the global logical clock skew ˆi i α α between neighbor nodes, all clocks converge to the common global logical clock skew and offset, namely the maximum values of the hardware clock skew and offset.
We define two functions as follows: ( ) ( )
there exists a neighbor node k, who belongs to the set ( )
B. Synchronization with the ource ode
Synchronization with the source node in this paper refers to the synchronization between the logical time of ordinary nodes and the hardware time of source node. As the time source, if we set its logical clock equals to its hardware clock, node 1 should adjust its logical clock skew 1 α to 1, i.e. 
IV. SIMULATION We perform analyses and simulations on the FMTS method in MTALAB. Firstly, clocks maintain the hardware clock and logical clock according to the clock models in Eq. (1) and Eq. (2) respectively. We assume that there is a static network topology with 30 nodes, which are randomly deployed in an 1×1 areas, and the value of hardware clock skew and offset are randomly selected from the set [0.8, 1.2] and [0, 0.4], respectively. Suppose that the crystal oscillators run at 32768Hz [15] , [16] , therefore 1 tick=30.5us. Additionally, the communication range is set to 0.1 , the broadcast period of time information is 1s, and node 1 is set as the source node. Based on the convergence speed and accuracy of time synchronization, in the following results, we will compare our FMTS method with EGSync algorithm [17] . In this paper, the maximum difference of global logical clock skew and global logical clock offset between any two nodes is used to denote the effectiveness of logical clock time synchronization [15] [16] . Fig.2 shows that, with the variation of time, FMTS produces a faster convergence rate than EGSync in synchronization of global logical clock skews between neighbor nodes. It can be also observed that FMTS achieves skew synchronization within 100s, whereas ATS takes more than 600s to converge. And it's obvious that the error of logical clock skew between nodes in FMTS is much lower than EGSync. As shown in Fig.3 (a), (b) , the global logical clock skew and global logical clock offset between any two nodes can converge to common values simultaneously in FMTS, while EGSync has a poor synchronization with a faster convergence speed of logical clock skew over the logical clock offset, and greater jitter. Similarly, we use the maximum offset, which denotes the difference between the amended logical clock of the ordinary nodes and hardware clock of the source node, to reflect the effectiveness of global synchronization. In Fig.4 , FMTS can achieve synchronization within 250s, while EGSync has not converged in 600s. Meanwhile, FMTS method has greater synchronization accuracy over EGSync, because that synchronization between nodes converges faster than synchronization with source node, and the precision of the latter is determined by the accuracy of the former. As shown in above results, FMTS outperforms EGSync base on the performance of convergence rate and synchronization precision with respect to the synchronization between nodes. We believe that we have presented a FMTS method with superior performance of synchronization accuracy and convergence rate over EGSync with respect to the synchronization with source node.
V. CONCLUSION
In this paper, we propose a novel mixed time synchronization method called FMTS for Industrial Wireless Control Networks applications, which combined the features of centralized and distributed time synchronization methods. The main idea of FMTS is to synchronize the neighbor nodes by using the maximum consistency theory, and realize synchronization between ordinary nodes and time source simultaneously. The simulation results show that our method is superior to existing works in convergence rate and synchronization precision. Our future work include extending the idea to more complicated models, that considering the communication delay, and constructing experiment platform to verify the property of FMTS method in practical applications of industrial Wireless Control Networks. 
