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Unsharp Values, Domains and Topoi
Andreas Do¨ring and Rui Soares Barbosa
Abstract. The so-called topos approach provides a radical reformulation
of quantum theory. Structurally, quantum theory in the topos formu-
lation is very similar to classical physics. There is a state object Σ,
analogous to the state space of a classical system, and a quantity-value
object R↔, generalising the real numbers. Physical quantities are maps
from the state object to the quantity-value object – hence the ‘values’ of
physical quantities are not just real numbers in this formalism. Rather,
they are families of real intervals, interpreted as ‘unsharp values’. We
will motivate and explain these aspects of the topos approach and show
that the structure of the quantity-value object R↔ can be analysed using
tools from domain theory, a branch of order theory that originated in
theoretical computer science. Moreover, the base category of the topos
associated with a quantum system turns out to be a domain if the un-
derlying von Neumann algebra is a matrix algebra. For general algebras,
the base category still is a highly structured poset. This gives a connec-
tion between the topos approach, noncommutative operator algebras
and domain theory. In an outlook, we present some early ideas on how
domains may become useful in the search for new models of (quantum)
space and space-time.
Mathematics Subject Classification (2010). Primary 81P99; Secondary
06A11, 18B25, 46L10.
Keywords. Topos approach, domain theory, intervals, unsharp values,
von Neumann algebras.
“You cannot depend on your eyes
when your imagination is out of focus.”
Mark Twain (1835–1910)
1. Introduction
The search for a theory of quantum gravity is ongoing. There is a range of ap-
proaches, all of them differing significantly in scope and technical content. Of
course, this is suitable for such a difficult field of enquiry. Most approaches
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accept the Hilbert space formalism of quantum theory and try to find ex-
tensions, additional structures that would capture gravitational aspects, or
reproduce them from the behaviour of underlying, more fundamental entities.
Yet, standard quantum theory is plagued with many conceptual difficul-
ties itself. Arguably, these problems get more severe when we try to take the
step to quantum gravity and quantum cosmology. For example, in the stan-
dard interpretations of quantum theory, measurements on a quantum system
by an external classical observer play a central role. This concept clearly
becomes meaningless if the whole universe is to be treated as a quantum
system. Moreover, standard quantum theory and quantum field theory are
based on a continuum picture of space-time. Mathematically, the continuum
in the form of the real numbers underlies all structures like Hilbert spaces,
operators, manifolds, and differential forms (and also strings and loops). If
space-time fundamentally is not a smooth continuum, then it may be wrong
to base our mathematical formalism on the mathematical continuum of the
real numbers.
These considerations motivated the development of the topos approach
to the formulation of physical theories, and in particular the topos approach
to quantum theory. In a radical reformulation based upon structures in suit-
able, physically motivated topoi, all aspects of quantum theory – states, phys-
ical quantities, propositions, quantum logic, etc. – are described in a novel
way. As one aspect of the picture emerging, physical quantities take their
values not simply in the real numbers. Rather, the formalism allows to de-
scribe ‘unsharp’, generalised values in a systematic way. In this article, we
will show that the mathematical structures used to formalise unsharp values
can be analysed using techniques from domain theory. We will take some first
steps connecting the topos approach with domain theory.
Domain theory is a branch of order theory and originated in theoreti-
cal computer science, where it has become an important tool. Since domain
theory is not well-known among physicists, we will present all necessary back-
ground here. Recently, domain theory has found some applications in quan-
tum theory in the work of Coecke and Martin [3] and in general relativity
in the work of Martin and Panangaden [27]. Domain theory also has been
connected with topos theory before, in the form of synthetic domain the-
ory, but this is technically and conceptually very different from our specific
application.
The plan of the paper is as follows: in section 2, we will present a
sketch of the topos approach to quantum theory, with some emphasis on how
generalised, ‘unsharp’ values for physical quantities arise. In section 3, we
present some background on domain theory. In section 4, it will be shown
that the structure of the quantity-value object R↔, a presheaf whose global
elements are the unsharp values, can be analysed with the help of domain-
theoretical techniques. Section 5 shows that the base category V(N) of the
topos SetV(N)
op
associated with a quantum system is a directed complete
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poset, and moreover an algebraic domain if N is a matrix algebra. Phys-
ically, V(N) is the collection of all classical perspectives on the quantum
system. In section 6, we show that the poset V(N) is not continuous, and
hence not a domain, for non-matrix algebras N , and in section 7, we present
some speculative ideas on how domains may become useful in the construc-
tion of new models of space and space-time adequate for quantum theory
and theories ‘beyond quantum theory’ in the context of the topos approach.
Section 8 concludes.
2. The Topos Approach, Contexts and Unsharp Values
Basic ideas. In recent years, the topos approach to the formulation of physical
theories has been developed by one of us (AD), largely in collaboration with
Chris Isham [9, 10, 11, 12, 5, 13, 6, 7, 8]. This approach originates from
works by Isham [21] and Isham/Butterfield [22, 23, 24, 25, 26]. Landsman et
al. have presented a closely related scheme for quantum theory [17, 2, 18, 19],
developing some aspects topos-internally, and Flori has developed a history
version [15].
The main goal of the topos approach is to provide a framework for
the formulation of ‘neo-realist’ physical theories. Such a theory describes a
physical system by (i) a state space, or more generally, a state object Σ, (ii)
a quantity-value object R, where physical quantities take their values, and
(iii) functions, or more generally, arrows fA ∶ Σ→R from the state object to
the quantity-value object corresponding to physical quantities like position,
momentum, energy, spin, etc. Both the state object and the quantity-value
object are objects in a topos, and the arrows between them representing
physical quantities are arrows in the topos. Roughly speaking, a topos is a
mathematical structure, more specifically a category, that can be seen as a
universe of generalised sets and generalised functions between them.
Each topos has an internal logic that is of intuitionistic type. In fact,
one typically has a multivalued, intuitionistic logic and not just two-valued
Boolean logic as in the familiar topos Set of sets and functions. One main
aspect of the topos approach is that it makes use of the internal logic of
a given topos to provide a logic for a physical system. More specifically,
the subobjects of the state object, or a suitable subfamily of these, are the
representatives of propositions about the values of physical quantities. In the
simplest case, one considers propositions of the form “Aε∆”, which stands
for “the physical quantity A has a value in the (Borel) set ∆ of real numbers”.
As an example, consider a classical system: the topos is Set, the state
object is the usual state space, a symplectic manifold S, and a physical quan-
tity A is represented by a function fA from S to the set of real numbers R,
which in this case is the quantity-value object. The subset T ⊆ S representing
a proposition “Aε∆” consists of those states s ∈ S for which fA(s) ∈∆ holds
(i.e., T = f−1A (∆)). If we assume that the function fA representing the physi-
cal quantity A is (at least) measurable, then the set T is a Borel subset of the
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state space S. Hence, in classical physics the representatives of propositions
are the Borel subsets of S. They form a σ-complete Boolean algebra, which
ultimately stems from the fact that the topos Set in which classical physics
is formulated has the familiar two-valued Boolean logic as its internal logic.
Of course, we rarely explicitly mention Set and its internal logic – it is just
the usual mathematical universe in which we formulate our theories. As an
underlying structure, it usually goes unnoticed.
A topos for quantum theory. For non-relativistic quantum theory, another
topos is being used though. The details are explained elsewhere, see [5, 8]
for an introduction to the topos approach and [13] for a more detailed de-
scription. The main idea is to use presheaves over the set V(N) of abelian
subalgebras of the nonabelian von Neumann algebra N of physical quan-
tities.1 V(N) is partially ordered under inclusion; the topos of presheaves
over V(N) is denoted as SetV(N)
op
. The poset V(N), also called the con-
text category, is interpreted as the collection of all classical perspectives on
the quantum system: each context (abelian subalgebra) V ∈ V(N) provides
a set of commuting self-adjoint operators, representing compatible physical
quantities. The poset V(N) keeps track of how these classical perspectives
overlap, i.e., to which degree they are mutually compatible. Presheaves over
V(N), which are contravariant functors from V(N) to Set, automatically
encode this information, too. A presheaf is not a single set, but a ‘varying
set’: a family P = (PV )V ∈V(N) of sets indexed by elements from V(N), to-
gether with functions P(iV ′V ) ∶ PV → PV ′ between the sets whenever there
is an inclusion iV ′V ∶ V ′ → V in V(N).
The state object for quantum theory is the so-called spectral presheaf Σ
that is given as follows:
● To each abelian subalgebra V ∈ V(N), one assigns the Gel’fand spec-
trum ΣV of the algebra V ;
● to each inclusion iV ′V ∶ V ′ → V , one assigns the function Σ(iV ′V ) ∶ ΣV →
ΣV ′ that sends each λ ∈ ΣV to its restriction λ∣V ′ ∈ ΣV ′ .
One can show that propositions of the form “Aε∆” correspond to so-called
clopen subobjects of Σ. The set Subcl(Σ) of clopen subobjects is the analogue
of the set of Borel subsets of the classical state space. Importantly, Subcl(Σ)
is a complete Heyting algebra, which relates to the fact that the internal
logic of the presheaf topos SetV(N)
op
is intuitionistic (and not just Boolean).
Note that unlike in Birkhoff-von Neumann quantum logic, which is based
on the non-distributive lattice P(N ) of projections in the algebra N , in the
topos scheme propositions are represented by elements in a distributive lattice
Subcl(Σ). This allows to give a better interpretation of this form of quantum
1To be precise, we only consider abelian von Neumann subalgebras V of N that have the
same unit element as N . In the usual presentation of this approach, the trivial algebra C1ˆ
is excluded from V(N). However, here we will keep the trivial algebra as a bottom element
of V(N). We will occassionally point out which results depend on V(N) having a bottom
element.
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logic [13, 7]. The map from the P(N ) to Subcl(Σ) is called daseinisation of
projections. Its properties are discussed in detail in [8].
Unsharp values. In this article, we will mostly focus on the quantity-value
object for quantum theory and its properties. Like the state object Σ, the
quantity-value object, which will be denoted R↔, is an object in the presheaf
topos SetV(N)
op
. The topos approach aims to provide models of quantum
systems that can be interpreted as realist (or as we like to call them, neo-
realist, because of the richer intuitionistic logic coming from the topos). One
aspect is that physical quantities should have values at all times, indepen-
dent of measurements. Of course, this immediately meets with difficulties: in
quantum theory, we cannot expect physical quantities to have sharp, defi-
nite values. In fact, the Kochen-Specker theorem shows that under weak and
natural assumptions, there is no map from the self-adjoint operators to the
real numbers that could be seen as an assignment of values to the physical
quantities represented by the operators.2 The Kochen-Specker theorem holds
for von Neumann algebras [4].
The simple idea is to use intervals, interpreted as ‘unsharp values’, in-
stead of sharp real numbers. The possible (generalised) values of a physical
quantity A are real intervals, or more precisely, real intervals intersected with
the spectrum of the self-adjoint operator Aˆ representing A. In our topos ap-
proach, each self-adjoint operator Aˆ in the algebra N of physical quantities
is mapped to an arrow δ˘(Aˆ) from the state object Σ to the quantity-value
object R↔. (The latter object will be defined below.)
We will not give the details of the construction of the arrow δ˘(Aˆ) (see
[13, 8]), but we present some physical motivation here. For this, consider two
contexts V,V ′ ∈ V(N ) such that V ′ ⊂ V , that is, V ′ is a smaller context
than V . ‘Smaller’ means that there are fewer physical quantities available
from the classical perspective described by V ′ than from V , hence V ′ gives
a more limited access to the quantum system. The step from V to V ′ ⊂ V is
interpreted as a process of coarse-graining.
For example, we may be interested in the value of a physical quantity
A. Let us assume that the corresponding self-adjoint operator Aˆ is contained
in a context V , but not in a context V ′ ⊂ V . For simplicity, let us assume fur-
thermore that the state of the quantum system is an eigenstate of Aˆ. Then,
from the perspective of V , we will get a sharp value, namely the eigenvalue
of Aˆ corresponding to the eigenstate. But from the perspective of V ′, the
operator Aˆ is not available, so we have to approximate Aˆ by self-adjoint op-
erators in V ′. One uses one approximation from below and one from above,
both taken with respect to the so-called spectral order. These approxima-
tions always exist. In this way, we obtain two operators δi(Aˆ)V ′ , δ
o(Aˆ)V ′ in
V ′ which, intuitively speaking, contain as much information about Aˆ as is
2The conditions are (a) each self-adjoint operator Aˆ is assigned an element of its spectrum
and (b) if Bˆ = f(Aˆ) for two self-adjoint operators Aˆ, Bˆ and a Borel function f , then the
value v(Bˆ) = v(f(Aˆ)) assigned to Bˆ is f(v(Aˆ)), where v(Aˆ) is the value assigned to Aˆ.
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available from the more limited classical perspective V ′. If we now ask for the
value of A in the given state from the perspective of V ′, then we will get two
real numbers, one from δi(Aˆ)V ′ and one from δ
o(Aˆ)V ′ . By the properties of
the spectral order, these two numbers lie in the spectrum of Aˆ. We interpret
them as the endpoints of a real interval, which is an ‘unsharp value’ for the
physical quantity A from the perspective of V ′. Note that we get ‘unsharp
values’ for each context V ∈ V(N ) (and for some V , we may get sharp values,
namely in an eigenstate-eigenvalue situation).
In a nutshell, this describes the idea behind daseinisation of self-adjoint
operators, which is a map from self-adjoint operators in the nonabelian von
Neumann algebra N of physical quantities to arrows in the presheaf topos
Set
V(N)op , sending Aˆ ∈ Nsa to δ˘(Aˆ) ∈ Hom(Σ,R↔). The arrow δ˘(Aˆ) is the
topos representative of the physical quantity A. We will now consider the
construction of the quantity-value object R↔, the codomain of δ˘(Aˆ).
As a first step, we formalise the idea of unsharp values as real intervals.
Define
IR ∶= {[a, b] ∣ a, b ∈ R, a ≤ b}. (2.1)
Note that we consider closed intervals and that the case a = b is included,
which means that the intervals of the form [a, a] are contained in IR. Clearly,
these intervals can be identified with the real numbers. In this sense, R ⊂ IR.
It is useful to think of the presheaf R↔ as being given by one copy of IR
for each classical perspective V ∈ V(N ). Each observer hence has the whole
collection of ‘unsharp’ values available. The task is to fit all these copies of
IR together into a presheaf. In particular, whenever we have V,V ′ ∈ V(N )
such that V ′ ⊂ V , then we need a function from IRV to IRV ′ (here, we put
an index on each copy of IR to show to which context the copy belongs).
The simplest idea is to send each interval [a, b] ∈ IRV to the same interval in
IRV ′ . But, as we saw, in the topos approach the step from the larger context
V to the smaller context V ′ is seen as a process of coarse-graining. Related
to that, we expect to get an even more unsharp value, corresponding to a
bigger interval, in IRV ′ than in IRV in general. In fact, we want to be flexible
and define a presheaf such that we can map [a, b] ∈ IRV either to the same
interval in IRV ′ , or to any bigger interval [c, d] ⊃ [a, b], depending on what
is required.
We note that as we go from a larger context V to smaller contexts
V ′ ⊂ V, V ′′ ⊂ V ′, ..., the left endpoints of the intervals will get smaller and
smaller, and the right endpoints will get larger and larger in general. The
idea is to formalise this by two functions µV , νV ∶↓V → R that give the left
resp. right endpoints of the intervals for all V ′ ⊆ V . Here, ↓V ∶= {V ′ ∈ V(N ) ∣
V ′ ⊆ V } denotes the downset of V in V(N ). Physically, ↓V is the collection
of all subcontexts of V , that is, all smaller classical perspectives than V . This
leads to the following definition.
Definition 2.1. The quantity-value object R↔ for quantum theory is given as
follows:
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● To each V ∈ V(N ), we assign the set
R↔V ∶= {(µ, ν) ∣ µ, ν ∶↓V → R,
µ order-preserving, ν order-reversing, µ ≤ ν}; (2.2)
● to each inclusion iV ′V ∶ V ′ → V , we assign the map
R↔(iV ′V ) ∶ R↔V Ð→ R↔V ′ (2.3)
(µ, ν) z→ (µ∣↓V ′ , ν∣↓V ′).
A global element γ of the presheaf R↔ is a choice of one pair of functions
γV = (µV , νV ) for every context V ∈ V(N ) such that, whenever V ′ ⊂ V , one
has γV ′ = (µV ′ , νV ′) = (µV ∣V ′ , νV ∣V ′) = γV ∣V ′ . Clearly, a global element γ
gives a pair of functions µ, ν ∶ V(N ) → R such that µ is order-preserving
(smaller contexts are assigned smaller real numbers) and ν is order-reversing
(smaller contexts are assigned larger numbers). Note that µ and ν are defined
on the whole poset V(N ). Conversely, each such pair of functions determines
a global element of R↔. Hence we can identify a global element γ with the
corresponding pair of functions (µ, ν). We see that γ = (µ, ν) provides one
closed interval [µ(V ), ν(V )] for each context V . Moreover, whenever V ′ ⊂ V ,
we have [µ(V ′), ν(V ′)] ⊇ [µ(V ), ν(V )], that is, the interval at V ′ is larger
than or equal to the interval at V . We regard a global element γ of R↔ as
one unsharp value. Each interval [µ(V ), ν(V )], V ∈ V(N ), is one component
of such an unsharp value, associated with a classical perspective/context V .
The set of global elements of R↔ is denoted as ΓR↔.
In the following, we will show that the set ΓR↔ of unsharp values for
physical quantities that we obtain from the topos approach is a highly struc-
tured poset, and that a subset of ΓR↔ naturally can be seen as a so-called
domain if the context category V(N ) is a domain (see section 4). Domains
play an important role in theoretical computer science. The context category
V(N ) turns out to be a domain, even an algebraic domain, if N is a matrix
algebra. This leads to a first, simple connection between noncommutative
operator algebras, the topos approach and domain theory (see section 5). For
more general von Neumann algebras N , V(N ) is a not a domain, see Section
6.
3. Domain theory
Basics. This section presents some basic concepts of domain theory. Standard
references are [16, 1]. Since domain theory is not well-known among physicists,
we give some definitions and motivation. Of course, we barely scratch the
surface of this theory here.
The study of domains was initiated by Dana Scott [28, 29], with the aim
of finding a denotational semantics for the untyped λ-calculus. Since then,
it has undergone significant development and has become a mathematical
theory in its own right, as well as an important tool in theoretical computer
science.
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Domain theory is a branch of order theory, yet with a strong topolog-
ical flavour, as it captures notions of convergence and approximation. The
basic concepts are easy to grasp: the idea is to regard a partially ordered
set as a (qualitative) hierarchy of information content or knowledge. Under
this interpretation, we think of x ⊑ y as meaning ‘y is more specific, car-
ries more information than x’. Therefore, non-maximal elements in the poset
represent incomplete/partial knowledge, while maximal elements represent
complete knowledge. In a more computational perspective, we can see the
non-maximal elements as intermediate results of a computation that pro-
ceeds towards calculating some maximal element (or at least a larger element
with respect to the information order).
For the rest of this section, we will mainly be considering a single poset,
which we will denote by ⟨P,⊑⟩.
Convergence – directed completeness of posets. The first important concept
in domain theory is that of convergence. We start by considering some special
subsets of P .
Definition 3.1. A nonempty subset S ⊆ P is directed if
∀x, y ∈ S∃z ∈ S ∶ x, y ⊑ z. (3.1)
A directed set can be seen as a consistent specification of information:
the existence of a z ⊒ x, y expresses that x and y are compatible, in the sense
that it is possible to find an element which is larger, i.e., contains more infor-
mation, than both x and y. Alternatively, from the computational viewpoint,
directed sets describe computations that converge in the sense that for any
pair of intermediate results (that can be reached in a finite number of steps),
there exists a better joint approximation (that can also be reached in a finite
number of steps). This is conceptually akin to converging sequences in a met-
ric space. Hence the natural thing to ask of directed sets is that they possess
a suitable kind of limit – that is, an element containing all the information
about the elements of the set, but not more information. This limit, if it
exists, can be seen as the ideal result the computation approximates. This
leads to the concept of directed-completeness:
Definition 3.2. A directed-complete poset (or dcpo) is a poset in which any
directed set has a supremum (least upper bound).
Following [1], we shall write ⊔ ↑S to denote the supremum of a directed
set S, instead of simply ⊔S. Note that ⊔ ↑S means ‘S is a directed set, and
we are considering its supremum’.
The definition of morphisms between dcpos is the evident one:
Definition 3.3. A function f ∶ P Ð→ P ′ between dcpos ⟨P,⊑⟩ and ⟨P ′,⊑′⟩ is
Scott-continuous if
● f is order-preserving (monotone);
● for any directed set S ⊆ P , f(⊔ ↑S) = ⊔ ↑f→(S), where f→(S) = {f(s) ∣
s ∈ S}.
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Clearly, dcpos with Scott-continuous functions form a category. The
definition of a Scott-continuous function can be extended to posets which are
not dcpos, by carefully modifying the second condition to say ‘for any directed
set S that has a supremum’. The reference to ‘continuity’ is not fortuitous,
as there is the so-called Scott topology, with respect to which these (and only
these) arrows are continuous. The Scott topology will be defined below.
Approximation - continuous posets. The other central notion is sometimes
called approximation. This is captured by the following relation on elements
of P .
Definition 3.4. We say that x approximates y or x is way below y, and write
x << y, whenever for any directed set S with a supremum, we have
y ⊑⊔ ↑S ⇒ ∃s ∈ S ∶ x ⊑ s. (3.2)
The ‘way-below’ relation captures the fact that x is much simpler than
y, yet carries essential information about y. In the computation analogy, we
could say that x is an unavoidable step in any computation of y, in the sense
that any computation that tends to (i.e., successively approximates) y must
reach or pass x in a finite amount of steps.
In particular, one can identify certain elements which are ‘finite’ or
‘simple’, in the sense that they cannot be described by (i.e., given as the
supremum of) any set of smaller elements that does not contain the element
itself already.
Definition 3.5. An element x ∈ P such that x << x is called a compact or a
finite element. K(P ) stands for the set of compact elements of P .
Another interpretation of a compact element x is to say that any com-
putation that tends to x eventually reaches x in a finite number of steps.
In a poset ⟨PA,⊆⟩ of subsets of a set A, the compact elements are exactly
the finite subsets of A: if one covers a finite set F by a directed collection(Si)i∈I , F will be contained in one of the Si already. Also, the definition of the
way-below relation (particularly of x << x) has a striking similarity with that
of a compact set in topology. Indeed, in the poset ⟨O(X),⊆⟩ of open subsets
of a topological space X , the compact elements are simply the compact open
sets.
Given an element x in a poset P , we write ↓x for the downset {y ∈ P ∣
y ≤ x} of x in P . If X ⊆ P , then ↓X ∶= {y ∈ P ∣ ∃x ∈ X ∶ y ≤ x}. The sets ↑x
and ↑X are defined analogously. Similarly, we write ↡x, ↡X, ↟x, ↟X for the
corresponding sets with respect to the way-below relation <<, e.g.
↡x ∶= {y ∈ P ∣ y << x}. (3.3)
We now come to another requirement that is usually imposed on the
posets of interest, besides directed-completeness.
Definition 3.6. A poset P is a continuous poset if, for any y ∈ P , one has⊔ ↑ ↡y = y, and P is an algebraic poset if, for any y ∈ P , ⊔ ↑(↡y ∩K(P )) = y
holds.
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Recall that ⊔ ↑ ↡y = y means that ↡y is directed and has supremum y.
Continuity basically says that the elements ‘much simpler’ than y carry all
the information about y, when taken together. Algebraicity further says that
the ‘primitive’ (i.e., compact) elements are enough.
Bases and domains. The continuity and algebraicity requirements are often
expressed in terms of the notion of a basis. The definition is slightly more
involved, but the concept of a basis is useful in its own right.
Definition 3.7. A subsetB ⊆ P is a basis for P if, for all x ∈X , ⊔↑(B∩ ↡x) = x.
It is immediate that continuity implies that P itself is a basis. Con-
versely, the existence of a basis implies continuity.
Definition 3.8. A domain (or continuous domain) ⟨D,⊑⟩ is a dcpo which is
continuous. Equivalently, a domain is a dcpo that has a basis. ⟨D,⊑⟩ is an
algebraic domain if it is a domain and algebraic, that is, if the set K(D) of
compact elements is a basis for ⟨D,⊑⟩. An ω-continuous (resp. ω-algebraic)
domain is a continuous (resp. algebraic) domain with a countable basis.
Note that a domain always captures the notions of convergence and of
approximation as explained above.
Bounded complete posets. Later on, we will need another completeness prop-
erty that a poset P may or may not have.
Definition 3.9. A poset is bounded complete (or a bc-poset) if all subsets S
with an upper bound have a supremum. It is finitely bounded complete if all
finite subsets with an upper bound have a supremum. It is almost (finitely)
bounded complete if all nonempty (finite) subsets with an upper bound have
a supremum.3
We state the following result without proof.
Proposition 3.10. A(n almost) finitely bounded complete dcpo is (almost)
bounded complete.4
Another property, stronger than bounded completeness, will be needed
later on:
Definition 3.11. An L-domain is a domain D in which, for each x ∈ D, the
principal ideal ↓x is a complete lattice.
The Scott topology. We now define the appropriate topology on dcpos and
domains, called the Scott toplogy, and present some useful results. In fact,
the Scott topology can be defined on any poset, but we are mostly interested
in dcpos and domains.
Definition 3.12. Let ⟨P,≤⟩ be a poset. A subset G of P is said to be Scott-open
if
3Note that the ‘almost’ versions don’t require a least element .
4Bounded-complete dcpos are the same as complete semilattices (see [16]).
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● G is an upper set, that is
x ∈ G ∧ x ≤ y⇒ y ∈ G; (3.4)
● G is inaccessible by directed suprema, i.e. for any directed set S with a
supremum,
⊔ ↑S ∈ G⇒ ∃s∈S. s ∈ U. (3.5)
The complement of a Scott-open set is called a Scott-closed set. Concretely,
this is a lower set closed for all existing directed suprema.
The name Scott-open is justified by the following result.
Proposition 3.13. The Scott-open subsets of P are the opens of a topology on
P , called the Scott topology.
Proposition 3.14. If P is a continuous poset, the collection
{↟x ∣ x ∈ P} (3.6)
is a basis for the Scott topology.
The Scott topology encodes a lot of information about the domain-
theoretical properties of P relating to convergence and (in the case of a
continuous poset) approximation. The following is one of its most important
properties, relating the algebraic and topological aspects of domain theory.
Proposition 3.15. Let P and Q be two posets. A function f ∶ P Ð→ Q is
Scott-continuous if and only if it is (topologically) continuous with respect to
the Scott topologies on P and Q.
The results above (and proofs for the more involved ones) can be found
in [1, §1.2.3]. More advanced results can be found in [1, §4.2.3].
As for separation properties, the Scott topology satisfies only a very
weak axiom in all interesting cases.
Proposition 3.16. The Scott topology on P gives a T 0 topological space. It is
T 2 if and only if the order in P is trivial.
The real interval domain. As we saw in section 2, the collection of real in-
tervals can serve as a model for ‘unsharp values’ of physical quantities (at
least if we consider only one classical perspective V on a quantum system).
We will now see that the set IR of closed real intervals defined in equation
(2.1) actually is a domain, the so-called interval domain. This domain was
introduced by Scott [30] as a computational model for the real numbers.
Definition 3.17. The interval domain is the poset of closed intervals in R
(partially) ordered by reverse inclusion,
IR ∶= ⟨{[a, b] ∣ a, b ∈ R},⊑∶=⊇⟩ . (3.7)
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The intervals are interpreted as approximations to real numbers, hence
the ordering by reverse inclusion: we think of x ⊑ y as ‘y is sharper than x’.
Clearly, the maximal elements are the real numbers themselves (or rather,
more precisely, the intervals of the form [a, a]).
We shall denote by x− and x+ the left and right endpoints of an interval
x ∈ IR. That is, we write x = [x−, x+]. Also, if f ∶ X Ð→ IR is a function
to the interval domain, we define the functions f−, f+ ∶ X Ð→ R given by
f±(x) ∶= (f(x))±, so that, for any x ∈ X , f(x) = [f−(x), f+(x)]. Clearly,
one always has f− ≤ f+ (the order on functions being defined pointwise).
Conversely, any two functions g, h ∶ X Ð→ R with g ≤ h determine a function
f such that f− = g and f+ = h.
Writing x = [x−, x+] amounts to regarding IR as being embedded in
R × R (as a set). The decomposition for functions can then be depicted as
follows:
R
X
f //
f−
44iiiiiiiiiiiiiiiiiiiiiii
f+
**UUU
UU
UU
UU
UU
UU
UU
UU
UU
UU
UU IR // // R ×R
pi1

pi2
OO
(f− ≤ f+)
R
(3.8)
and it is nothing more than the universal property of the (categorical) product
R×R restricted to IR, the restriction being reflected in the condition f− ≤ f+.
This diagram is more useful in understanding IR than it may seem at
first sight. Note that we can place this diagram in the category Pos (of posets
and monotone maps) if we make a judicious choice of order in R2. This is
achieved by equipping the first copy of R with its usual order and the second
copy with the opposite order ≥. Adopting this view, equations 3.9 and 3.10
below should become apparent.
Domain-theoretic structure on IR. The way-below relation in IR is given by:
x << y iff (x− < y−) ∧ (y+ < x−). (3.9)
Suprema of directed sets exist and are given by intersection. This can be
written directly as an interval: let S be a directed set, then
⊔ ↑S = ⋂S = [sup{x− ∣ x ∈ S}, inf{x+ ∣ x ∈ S}]. (3.10)
One observes easily that IR is an ω-continuous dcpo and hence a domain.
(To show ω-continuity, one can consider the basis IQ for IR.)
Moreover, IR is a meet-semilattice. Also, we observe that IR is an
almost-bounded-complete poset: if S ⊂ IR is a non-empty subset with an
upper bound (which just means that all intervals in S overlap), then S
has a supremum, clearly given by the intersection of the intervals. The re-
lated poset IR (where we add a least element, which can be interpreted as
 = R = [−∞,+∞]) is then bounded complete. Also, it is easy to see that IR
is an L-domain.
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We now consider the Scott topology on IR. The basic open sets of the
Scott topology on IR are of the form
↟[a, b] = {[c, d] ∣ a < c ≤ d < b} (3.11)
for each [a, b] ∈ IR. The identity
↟[a, b] = {t ∈ IR ∣ t ⊆ (a, b)} (3.12)
allows us to see ↟ [a, b] as a kind of open interval (a, b). More precisely, it
consists of closed intervals contained in the real interval (a, b).
Recall that we can see the poset IR as sitting inside R≤ ×R≥. In topo-
logical terms, this means that the Scott topology is inherited from the Scott
topologies in R≤ and R≥. These are simply the usual lower and upper semicon-
tinuity topologies on R, with basic open sets respectively (a,∞) and (−∞, b).
Interpreting diagram 3.8 in Top gives the following result.
Proposition 3.18. Let X be a topological space and f ∶ X Ð→ IR be a func-
tion. Then f is continuous iff f− is lower semicontinuous and f+ is upper
semicontinuous.
Hence, the subspace topology on IR inherited from RLSC×RUSC , where
LSC and USC stand for the lower and upper semicontinuity topologies, is
the Scott topology.
Generalising R. We want to regard IR as a generalisation of R. Note that the
set max IR consists of degenerate intervals [x,x] = {x}. This gives an obvious
way of embedding the usual continuum R in IR. What is more interesting,
this is actually a homeomorphism.
Proposition 3.19. R ≅max IR as topological spaces, where R is equipped with
its usual topology and max IR with the subspace topology inherited from IR.
This result is clear from the following observation that identifies basic
open sets:
↟[a, b] ∩max IR = {t ∈ IR ∣ t ⊆ (a, b)} ∩max IR = {{t} ∣ t ∈ (a, b)} = (a, b)
Another (maybe more informative) way of seeing this is by thinking of
IR as sitting inside RLSC ×RUSC . The well-known fact that the topology of
R is given as the join of the two semicontinuity topologies can be stated as
follows: the diagonal map diag ∶ R Ð→ RLSC × RUSC gives an isomorphim
between R and its image ∆. This is because basic opens in ∆ are
∆ ∩ ((a,∞) × (−∞, b)) = (a,∞) ∩ (−∞, b) = (a, b). (3.13)
The result above just says that this diagonal map factors through IR, with
image max IR.
The only separation axiom satisfied by the topology of IR is the T0
axiom, whereas R is a T6 space. However, this topology still keeps some
properties of the topology on R. It is second-countable and locally compact
(the general definition of local compactness for non-Hausdorff spaces is given
in [31]). Note that, obviously, adding a least element  = [−∞,+∞] to the
domain would make it compact.
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4. The Quantity-Value Object and Domain Theory
We now study the presheaf R↔ of (generalised) values that shows up in the
topos approach in the light of domain theory. First of all, one can consider
each component R↔V individually, which is a set. More importantly, we are
interested in the set ΓR↔ of global elements of R↔. We will relate these two
sets with the interval domain IR introduced in the previous section.
The authors of [10], where the presheaf R↔ was first introduced as the
quantity-value object for quantum theory, were unaware of domain theory at
the time. The idea that R↔ (or rather, a closely related co-presheaf) is related
to the interval domain was first presented by Landsman et al. in [17]. These
authors considered R↔ as a topos-internal version of the interval domain.
Here, we will focus on topos-external arguments.
Rewriting the definition of R↔. We start off by slightly rewriting the defini-
tion of the presheaf R↔.
Recall from the previous section that a function f ∶ X Ð→ IR to the
interval domain can be decomposed into two functions f−, f+ ∶ X Ð→ R giving
the left and right endpoints of intervals. In case X is a poset, it is immediate
from the definitions that such an f is order-preserving if and only if f− is
order-preserving and f+ is order-reversing with respect to the usual order on
the real numbers. This allows us to rewrite the definition of R↔:
Definition 4.1. The quantity-value presheaf R↔ is given as follows:
● To each V ∈ V(N ), we assign the set
R↔V = {f ∶↓V Ð→ IR ∣ f order-preserving}; (4.1)
● to each inclusion iV ′V , we assign the function
R↔(iV ′V ) ∶ R↔V Ð→ R↔V ′
f z→ f ∣↓V ′
This formulation of R↔ brings it closer to the interval domain.
Global elements of R↔. In section 2, we stated that in the topos approach,
the generalised values of physical quantities are given by global elements
of the presheaf R↔. We remark that the global elements of a presheaf are
(analogous to) points if the presheaf is regarded as a generalised set. Yet,
the set of global elements may not contain the full information about the
presheaf. There are non-trivial presheaves that have no global elements at all
– the spectral presheaf Σ is an example. In contrast, R↔ has many global
elements.
We give a slightly modified characterisation of the global elements of
R↔ (compare end of section 2):
Proposition 4.2. Global elements of R↔ are in bijective correspondence with
order-preserving functions from V(N ) to IR.
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Proof. Let 1 be the terminal object in the topos SetV(N)
op
, that is, the con-
stant presheaf with a one-element set {∗} as component for each V ∈ V(N ). A
global element of R↔ is an arrow in SetV(N)
op
, i.e., a natural transformation
η ∶ 1Ð→ R↔. (4.2)
For each object V in the base category V(N ), this gives a function
ηV ∶ {⋆}Ð→ R↔V (4.3)
which selects an element γV ∶= ηV (⋆) of R↔V . Note that each γV is an order-
preserving function γV ∶↓ V Ð→ IR. The naturality condition, expressed by
the diagram
1V = {∗} ηV // R↔V
R
↔(iV ′V )

1V ′ = {∗} ηV // R↔V ′
then reads γV ′ = R
↔(iV ′V )(γV ) = fV ∣↓V ′ . Thus, a global element of R↔
determines a unique function
γ˜ ∶ V(N )Ð→ IR
V ′ z→ γV (V ′),
where V is some context such that V ′ ⊆ V . The function γ˜ is well-defined: if
we pick another W ∈ V(N ) such that V ′ ⊆W , then the naturality condition
guarantees that γW (V ′) = γV (V ′). The monotonicity condition for each γV
forces γ˜ to be a monotone (order-preserving function) from V(N ) to IR.
Conversely, given an order-preserving function γ˜ ∶ V(N ) → IR, we ob-
tain a global element of R↔ by setting
∀V ∈ V(N ) ∶ γV ∶= γ˜∣↓V . (4.4)
◻
Global elements as a dcpo. So far, we have seen that each R↔V , V ∈ V(N ),
and the set of global elements ΓR↔ are sets of order-preserving functions
from certain posets to the interval domain IR. Concretely,
R↔V = OP(↓V, IR), (4.5)
ΓR↔ =OP(V(N ), IR), (4.6)
where OP(P, IR) denotes the order-preserving functions from the poset P to
IR.
We now want to apply the following result (for a proof of a more general
result, see Prop. II-4.20 in [16]):
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Proposition 4.3. Let X be a topological space. If P is a dcpo (resp. bounded
complete dcpo, resp. almost bounded complete dcpo) equipped with the Scott
topology, then C(X,P ) with the pointwise order is a dcpo (resp. bounded
complete dcpo, resp. almost bounded complete dcpo).
The problem is that if we want to apply this result to our situation,
then we need continuous functions between the posets, but neither ↓V nor
V(N ) have been equipped with a topology so far. (On IR, we consider the
Scott topology.) The following result shows what topology to choose:
Proposition 4.4. Let P , Q be posets, and let f ∶ P Ð→ Q be a function. If the
poset Q is continuous, the following are equivalent:
1. f is order-preserving;
2. f is continuous with respect to the upper Alexandroff topologies on P
and Q;
3. f is continuous with respect to the upper Alexandroff topology on P and
the Scott topology on Q.
Hence, we put the upper Alexandroff topology on ↓ V and V(N ) to
obtain the following equalities:
● For each V ∈ V(N ), we have R↔V = C((↓V )UA, IR);
● for the global elements of R↔, we have ΓR↔ = C(V(N )UA, IR).
By Prop. 4.3, since IR is an almost bounded complete dcpo, both R↔V (for
each V ), and ΓR↔ also are almost bounded complete dcpos.
A variation of the quantity-value object. The following is a slight variation
of the quantity-value presheaf where we allow for completely undetermined
values (and not just closed intervals [a, b]). This is achieved by including a
bottom element in the interval domain IR, this bottom element of course
being interpreted as the whole real line. Using the L-domain IR, let R
↔
 be
the presheaf defined as follows:
● To each V ∈ V(N ), we assign the set
R↔
V
= {f ∶↓V Ð→ IR ∣ f order-preserving}; (4.7)
● to each inclusion iV ′V , we assign the function
R↔ (iV ′V ) ∶ R↔ V Ð→ R↔ V ′
f z→ f ∣↓V ′
Clearly, we have:
● For each V ∈ V(N ), R↔ V = C((↓V )UA, IR);
● ΓR↔ = C(V(N )UA, IR).
Hence, by Prop. 4.3, R↔
V
(for each V ) and ΓR↔ are bounded complete
dcpos. Note that R↔ is a subpresheaf of R↔ .
Also, one can consider the presheaves SR↔ and SR↔ defined analo-
gously to R↔ and R↔ , but requiring the functions to be Scott-continuous
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rather than simply order-preserving. Again, SR↔ is a subpresheaf of SR↔ .
Moreover, note that SR↔ (resp. SR↔ ) is a subpresheaf of R
↔ (resp. R↔ ).
For a finite-dimensional N , since the poset V(N ) has finite height, any order-
preserving function is Scott-continuous, hence there is no difference between
R↔ and SR↔ (resp. R↔ and SR
↔
 ). The presheaves SR
↔ and SR↔ us-
ing Scott-continuous functions are interesting since the arrows of the form
δ˘(Aˆ) ∶ Σ → R↔ that one obtains from daseinisation of self-adjoint operators
[10, 13] actually have image in SR↔. We will not prove this result here, since
this would lead us too far from our current interest. We have:
● For each V ∈ V(N ), SR↔V = C((↓V )S , IR) and SR↔ V = C((↓V )S , IR);
● ΓSR↔ = C(V(N )S , IR) and ΓSR↔ = C(V(N )S , IR).
Domain-theoretic structure on global sections. We now consider continuity.
The following result (from theorem A in [32]) helps to clarify things further:
Proposition 4.5. If D is a continuous L-domain and X a core compact space
(i.e. its poset of open sets is continuous), then C(X,D) (where D has the
Scott topology) is a continuous L-domain.
In particular, any locally compact space is core compact ([14]). Note
that V(N ) with the Alexandroff topology is always locally compact; it is
even compact if we consider V(N ) to have a least element. Moreover, we
saw before that IR is an L-domain. Hence, we can conclude that the global
sections of R↔ form an L-domain. Similarly, the sections of R
↔

V
(over ↓V )
form an L-domain.
For the presheaves R↔, SR↔, and SR↔ , it is still an open question
whether their global sections form a domain or not.
5. The Category of Contexts as a Dcpo
We now turn our attention to the poset V(N ). In this section, we investigate
it from the perspective of domain theory. We will show that V(N ) is a dcpo,
and that the assignment N ↦ V(N ) gives a functor from von Neumann
algebras to the category of dcpos.
From a physical point of view, the fact that V(N ) is a dcpo shows that
the information contained in a coherent set of physical contexts is captured
by a larger (limit) context. If N is a finite-dimensional algebra, that is, a
finite direct sum of matrix algebras, then V(N ) is an algebraic domain. This
easy fact will be shown below. We will show in section 6 that, for other types
of von Neumann algebras, V(N ) is not continuous.
In fact, most of this section is not concerned with V(N ) itself, but with
a more general kind of posets of which V(N ) is but one example.
The fact that V(N ) is an algebraic domain in the case of matrix algebras
N was suggested to us in private communication by Chris Heunen.
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Domains of subalgebras. Common examples of algebraic domains are the
posets of subalgebras of an algebraic structure, e.g. the poset of subgroups
of a group. (Actually, this is the origin of the term ‘algebraic’.) We start
by formalising this statement and prove that posets of this kind are indeed
domains. This standard result will be the point of departure for the following
generalisations to posets of subalgebras modulo equations and topological
algebras.
Mathematically, we will be using some simple universal algebra. A cau-
tionary remark for the reader familiar with universal algebra: the definitions
of some concepts were simplified. For example, for a fixed algebra A, its
subalgebras are simply defined to be subsets (and not algebras in their own
right).
Definition 5.1. A signature is a set Σ of so-called operation symbols together
with a function ar ∶ Σ Ð→ N designating the arity of each symbol.
Definition 5.2. A Σ-algebra (or an algebra with signature Σ) is a pair A =⟨A;F⟩ consisting of a set A (the support) and a set of operations F = {fA ∣
f ∈ Σ}, where fA ∶ Aar(f) Ð→ A is said to realise the operation symbol f .
Note that the signature describes the operations an algebra is required
to have. Unless the distinction is necessary, we will omit the superscript and
therefore not make a distinction between operator symbols and operations
themselves.
As an example, a monoid ⟨M ; ⋅,1⟩ is an algebra with two operations, ⋅
and 1, of arities ar(⋅) = 2 and ar(1) = 0.
Definition 5.3. Given an algebraA = ⟨A;F⟩, a subalgebra of A is a subset of A
which is closed under all operations f ∈ F . We denote the set of subalgebras
of A by SubA.
Definition 5.4. Let A = ⟨A;F⟩ be an algebra and G ⊆ A. The subalgebra of
A generated by G, denoted ⟨G⟩, is the smallest algebra containing G. This is
given explicitly by the closure of G under the operations, i.e. given
G0 = G,
Gk+1 = Gk ∪ ⋃
f∈F
{f(x1,⋯, xar(f)) ∣ x1,⋯, xar(f) ∈ Gk},
we obtain ⟨G⟩ = ⋃
k∈N
Gk. (5.1)
A subalgebra B ⊆ A is said to be finitely generated whenever it is generated
by a finite subset of A.
We will consider the poset (SubA,⊆) in some detail. The following re-
sults are well-known and rather easy to prove:
Proposition 5.5. (SubA,⊆) is a complete lattice with the operations
⋀S ∶= ⋂S,
⋁S ∶= ⟨⋃S⟩
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Proposition 5.6. If S ⊆ SubA is directed, then ⋁S = ⟨⋃S⟩ = ⋃S.
Let B ∈ SubA. We write
Subfin(B) ∶= {C ∈ SubA ∣ C ⊆ B andC is finitely generated}
= {⟨x1,⋯, xn⟩ ∣ n ∈ N,{x1,⋯, xn} ⊆ B} (5.2)
for the finitely generated subalgebras of B.
Lemma 5.7. For all B ∈ SubA, we have B = ⊔ ↑Subfin(B) = ⋃Subfin(B).
We now characterise the way-below relation for the poset SubA.
Lemma 5.8. For B,C ∈ SubA, one has C << B if and only if C ⊆ B and C is
finitely generated.
Proposition 5.9. SubA is an algebraic complete lattice (i.e. a complete lattice
which is an algebraic domain).
Domains of subalgebras with additional algebraic properties. We are inter-
ested in subalgebras that satisfy certain algebraic properties that are not
present in the algebra A. For example, if A is a monoid, we may be inter-
ested in the set of abelian submonoids of A. To formalise this, we must be
able to incorporate ’equational properties’.
Definition 5.10. The set Σ[x1,⋯, xn] of terms (or polynomials) over the sig-
nature Σ in the variables x1,⋯, xn is defined inductively as follows:
● For each i ∈ {1, ..., n}, we have xi ∈ Σ[x1,⋯, xn];
● for each f ∈ Σ, if p1,⋯, par(f) ∈ Σ[x1,⋯, xn], then f(p1,⋯, par(f)) ∈
Σ[x1,⋯, xn].
Note that f(p1,⋯, par(f)) does not denote the application of the func-
tion f , but simply a formal string of symbols. The variables are also just
symbols.
Definition 5.11. Let A be a Σ-algebra. Let p ∈ Σ[x1,⋯, xn], and let ν ∶{x1,⋯, xn} Ð→ A (called a valuation of the variables). Then one extends
ν to a function ∣⋅∣ν ∶ Σ[x1,⋯, xn]Ð→ A by the following inductive rules:
● ∣xi∣ν ∶= ν(xi);
● for each f ∈ Σ, ∣f(p1,⋯, pn)∣ν ∶= fA(∣p1∣ν ,⋯, ∣pn∣ν).
Definition 5.12. A polynomial equation over A is a pair ⟨p, q⟩ of polynomials
in the same variables. A system of polynomial equations over A is a set of
such pairs.
Definition 5.13. A subalgebra B ∈ SubA is said to satisfy an equation ⟨p, q⟩
in the variables {x1,⋯, xn}, whenever, for all valuations ν ∶ {x1,⋯, xn} Ð→
B ⊆ A, we have ∣p∣ν = ∣q∣ν . B is said to satisfy a system E of equations if it
satisfies all ⟨p, q⟩ ∈ E. Further, we define
SubA/E = {B ∈ SubA ∣ B satisfies E}. (5.3)
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We will now consider the poset ⟨SubA/E,⊆⟩, which is a subposet of⟨SubA,⊆⟩ considered before. Clearly, if A satisfies E, we have SubA/E =
SubA, which is not very interesting. In all other cases SubA/E has no top
element. In fact, it is not even a lattice in most cases. However, we still have
some weakened form of completeness:
Proposition 5.14. SubA/E is a bounded-complete algebraic domain, i.e. it is
a bc-dcpo and it is algebraic.
Proof. To proof that it is an algebraic domain, it is enough to show that
SubA/E is a Scott-closed subset of SubA, i.e., that it is closed for directed
suprema (hence a dcpo) and downwards closed (hence, given the first condi-
tion, ↡ x is the same in both posets and algebraicity follows from the same
property on SubA). Downwards closeness follows immediately, since a subset
of an set satisfying an equation also satisfies it.
For directed completeness, let S be a directed subset of SubA/E. We
want to show that its supremum, the union ⋃S, is still in SubA/E. Let ⟨p, q⟩ ∈
E be an equation over the variables {x1, . . . , xn} and ν ∶ {x1, . . . , xn}Ð→ ⋃S
any valuation on ⋃S. Let us write a1, . . . , an for ν(x1), . . . , ν(xn). There exist
S1, . . . , Sn ∈ S such that a1 ∈ S1, . . . , an ∈ Sn. By directedness of S, there is
an S ∈ S such that {a1, . . . , an} ⊆ S. Since S ∈ SubA/E and the valuation ν is
defined on S, one must have ∣p∣ν = ∣q∣ν . Therefore, ⋃S satisfies the equations
in E and so SubA/E is closed under directed suprema.
For bounded completeness, note that if S ⊆ SubA/E is bounded above
by a subalgebra S′ that also satisfies the equations, then the subalgebra
generated by S, ⟨⋃S⟩, being a subset of S′, must also satisfy the equations.
So ⟨⋃S⟩ is in SubA/E and is a supremum for S in this poset. ◻
Topologically closed subalgebras. The results of the previous section apply to
any kind of algebraic structure. In particular, this is enough to conclude that,
given a ∗-algebra N , the set of its abelian ∗-subalgebras forms an algebraic
domain. If we restrict attention to the finite-dimensional situation, i.e., matrix
algebrasN , or finite direct sums of matrix algebras, then the result shows that
the poset V(N ) of abelian von Neumann subalgebras of a matrix algebra N
is an algebraic domain, since every algebraically closed abelian ∗-subalgebra
is also weakly closed (and hence a von Neumann algebra) in this case.
But for a general von Neumann algebraN , not all abelian ∗-subalgebras
need to be abelian von Neumann subalgebras. We need to consider the extra
condition that each given subalgebra is closed with respect to a certain topol-
ogy, namely the weak operator topology (or the strong operator topology, or
the σ-weak topology for that matter).
Again, we follow a general path, proving what assertions can be made
about posets of subalgebras of any kind of algebraic structures, where its
subalgebras are also topologically closed.
For the rest of this section, we only consider Hausdorff topological
spaces. This condition is necessary for our proofs to work. The reason is
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that, in a Hausdorff space, a net (ai)i∈I converges to at most one point a.
We shall write this as (ai)i∈I Ð→ a.
Definition 5.15. A topological algebra is an algebra A = ⟨A;F⟩ where A is
equipped with a Hausdorff topology.
We single out the substructures of interest:
Definition 5.16. Given a topological algebra A = ⟨A;F⟩, a closed subalgebra
is a subset B of A which is simultaneously a subalgebra and a topologically
closed set. The set of closed subalgebras ofA is denoted by CSubA. Moreover,
for a system of polynomial equations E over A, CSubA/E denotes CSubA ∩
SubA/E.
Our goal is to extend the results about SubA/E to CSubA/E. For this,
we need to impose a topological condition on the behaviour of the operations
of A. Usually, one requires the algebraic operations to be continuous, which
would allow us to prove results regarding completeness which are similar
to those in previous subsections. An example would then be the poset of
(abelian) closed subgroups of a topological groups. However, multiplication in
a von Neumann algebra is not continuous with respect to the weak operator
topology, only separately continuous in each argument. Thus, in order to
capture the case of V(N ), we need to weaken the continuity assumption.
The following condition will suffice:
Definition 5.17. Let A = ⟨A;F⟩ be a topological algebra and f ∈ F an opera-
tion with arity n. We say that f is separately continuous if, for any k = 1, . . . , n
and elements b1, . . . , bk−1, bk+1, . . . , bn ∈ A, the function
A Ð→ A
a z→ f(b1,⋯, bk−1, a, bk+1,⋯, bn)
is continuous. Equivalently, one can say that for any net (ai)i∈I such that(ai)i∈I Ð→ a, we have
(f(b1,⋯, bk−1, ai, bk+1,⋯, bn))i∈I Ð→ f(b1,⋯, bk−1, a, bk+1,⋯, bn).
The fact that we allow a weaker form of continuity than it is costumary
on the algebraic operations forces us to impose a condition on the allowed
equations.
Definition 5.18. A polynomial over A in the variables x1,⋯, xn is linear if
each of the variables occurs at most once.
Lemma 5.19. Let A = ⟨A;F⟩ be a topological algebra with separately contin-
uous operations, and p a linear polynomial over A in the variables x1,⋯, xn.
Then the function
p̃ ∶ An Ð→ A
(a1,⋯, an) ↦ ∣p∣ν∶xiz→ai
is separately continuous.
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Proof. The proof goes by induction on (linear) polynomials (refer back to
definitions 5.10 and 5.11):
● If p = xj , then
p̃(a1,⋯, an) = ∣xj ∣ν∶xiÐ→ai = ν(xj) = aj . (5.4)
So p̃ = πj , which is clearly separately continuous (either constant or
identity when arguments taken separately).
● If p = f(p1,⋯, pl), assume as the induction hypothesis that p̃1, . . . , p̃l are
separately continuous. Then
p̃ = f ⋅ ⟨p̃1, . . . , p̃l⟩ . (5.5)
Let us see that this is separately continuous in the first argument x1
(the other arguments can be treated analogously). Let b2⋯bn ∈ A. Since
p is linear, the variable x1 occurs on at most one subpolynomial pk (with
k = 1, . . . , l). Without loss of generality, say it occurs on p1. Then the
functions
tk = a z→ p̃k(a, b2, . . . , bn)
for k = 2,⋯, l are constant (since x1 does on occur in pk), whereas the
function
t1 = a z→ p̃1(a, b2, . . . , bn)
is continuous (by the induction hypothesis).
Now, we consider the function p̃ with only the first argument vary-
ing. This is the function f ⋅⟨t1,⋯, tl⟩. But t2,⋯, tl are constant functions,
which means that only the first argument of f varies. Since this is given
by a continuous function t1 and f is continuous in the first argument
(because it is separately continuous), f ⋅ ⟨t1,⋯, tl⟩ ∶ A Ð→ A is contin-
uous, meaning that p̃ is (separately) continuous in the first argument.
For the other arguments, the proof is similar.
◻
We shall denote by cl(−) the (Kuratowski) closure operator associated
with the topology of A.
Lemma 5.20. For a topological algebra A = ⟨A;F⟩ with separately continuous
operations,
1. If B ∈ SubA, then cl(B) ∈ SubA.
2. Given a system of linear polynomial equations E over A, if B ∈ SubA/E,
then cl(B) ∈ SubA/E.
Proof. (1) We need to show that cl(B) is closed under the operations in F .
We consider only the case of a binary operation f ∈ F . It will be apparent
that the general case follows from a simple inductive argument.
Let a, b ∈ cl(B). Then there exist nets (ai)i∈I and (bj)j∈J consisting of
elements of B such that (ai)i∈I Ð→ a and (bj)j∈J Ð→ b. By fixing an index j
at a time, we conclude, by separate continuity, that
∀j ∈ J ∶ (f(ai, bj))i∈I Ð→ f(a, bj). (5.6)
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Since all the elements of the net (f(ai, bj))i∈I are in B (for ai, bj ∈ B and
B is closed under f), all elements of the form f(a, bj) are in cl(B), as they
are limits of nets of elements of B. Now, letting j vary again, by separate
continuity we obtain
(f(a, bj))j∈J Ð→ f(a, b). (5.7)
But (f(a, bj))j∈J is a net of elements of cl(B), thus f(a, b) ∈ cl(cl(B)) =
cl(B). This completes the proof that cl(B) is closed under f .
(2) The procedure is very similar and again we consider only a poly-
nomial equation ⟨p, q⟩ in two variables x and y. We will prove that cl(B)
satisfies the equation whenever B does.
Let a, b ∈ cl(B), with sets (ai)i∈I and (bj)j∈J as before. We use the
function p̃ ∶ A2 Ð→ A from lemma 5.19, which is given by
p̃(k1, k2) = ∣p∣[x1↦k1,x2↦k2]. (5.8)
Because of Lemma 5.19, we can follow the same procedure as in the first part
(for the separately continuous function f) to conclude that
∀j ∈ J ∶ (p̃(ai, bj))i∈I Ð→ p̃(a, bj) ∧ (q̃(ai, bj))i∈I Ð→ q̃(a, bj). (5.9)
But ai, bj ∈ B and B satisfies the equations, so the nets (p̃(ai, bj))i∈I and(q̃(ai, bj))i∈I are the same. Since we have Hausdorff spaces by assumption, a
net has at most one limit. This implies that
∀j ∈ J ∶ p̃(a, bj) = q̃(a, bj). (5.10)
As before, we take (again by separate continuity of p̃ and q̃)
(p̃(a, bj))j∈J Ð→ p̃(a, b) ∧ (q̃(a, bj))j∈J Ð→ q̃(a, b). (5.11)
Because of 5.10 and 5.11, the nets are the same again, yielding
p̃(a, b) = q̃(a, b). (5.12)
This proves that cl(B) satifies ⟨p, q⟩. ◻
We now can state our result. As far as completeness (or convergence)
properties are concerned, we have a similar situation as in the non-topological
case.
Proposition 5.21. Let A = ⟨A;F⟩ be a topological algebra with separately con-
tinuous operations. Let E be a system of linear polynomial equations. Then
● CSubA is a complete lattice.
● CSubA/E is a bounded-complete dcpo.
Proof. If S is a set of closed subalgebras, then, by 5.20-1, there is a least closed
subalgebra containing S, given by cl(⟨⋃S⟩). This proves the first claim.
Now, suppose that all B ∈ S satisfy E and that S is directed. By direct-
edness, the supremum is given by cl(⟨⋃S⟩) = cl(⋃S). By Lemma 5.14, ⋃S
satisfies the equations E. Then, by 5.20-2, cl(⋃S) also does.
Similarly, suppose all B ∈ S satisfy E and that S is bounded above by
C ∈ CSubA/E. Then the supremum of S in CSubA, namely cl(⟨⋃S⟩), is a
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closed subalgebra smaller than C. Therefore, cl(⟨⋃S⟩) must also satisfy E,
hence it is a supremum for S in CSubA/E. ◻
V(N ) as a dcpo. The results above apply easily to the situation we are in-
terested in, namely the poset of abelian von Neumann subalgebras of a non-
abelian von Neumann algebra N . We can describe N as the algebra5
⟨N ;1,+, ⋅c,×,∗⟩ (5.13)
whose operations have arities 0, 2, 1, 2 and 1, respectively. The operations
are just the usual ∗-algebra operations. Note that ⋅c (scalar multiplication by
c ∈ C) is in fact an uncountable set of operations indexed by C. Note that
the inclusion of 1 as an operation allows to restrict our attention to unital
subalgebras with the same unit and to unital homomorphisms. Recall that
a C∗-subalgebra of N is a ∗-subalgebra that is closed with respect to the
norm topology. A von Neumann subalgebra is a ∗-subalgebra that is closed
with respect to the weak operator topology. Since both these topologies are
Hausdorff and the operations are separately continuous with respect to both,
the results from the previous sections apply.
Proposition 5.22. Let N be a von Neumann algebra. Then
● the set of unital ∗-subalgebras (respectively, C∗-subalgebras, and von
Neumann subalgebras) of N with the same unit element as N is a com-
plete lattice.
● The set of abelian unital ∗-subalgebras (respectively, C∗-subalgebras, and
von Neumann subalgebras) of N with the same unit element as N is a
bounded complete dcpo (or complete semillatice).
The set of abelian von Neumann subalgebras of N with the same unit
element as N is simply V(N ). Hence, we have shown that V(N ) is a dcpo.
Moreover, it is clear that V(N ) is bounded complete if we include the trivial
algebra as the bottom element. Note that this holds for all types of von
Neumann algebras. Furthermore, our proof shows that analogous results hold
for the poset of abelian C∗-subalgebras of unital C∗-algebras (and other
kinds of topological algebras and equations, such as associative closed Jordan
subalgebras, or closed subgroups of a topological group).
As already remarked at the beginning of this subsection on topologically
closed subalgebras, V(N ) is an algebraic domain in the case that N is a
finite-dimensional algebra (finite direct sum of matrix algebras over C). This
can be seen directly from the fact that, in the finite-dimensional situation,
any subalgebra is weakly (resp. norm) closed. Hence, the topological aspects
do not play a roˆle and proposition 5.14 applies. The result that V(N ) is
an algebraic domain if N is a finite-dimensional matrix algebra can also be
deduced from the fact that V(N ) has finite height in this case. This clearly
means that any directed set has a maximal element and, consequently, the
5Algebra here has two different meanings. The first is the (traditional) meaning, of which
the ∗-algebras, C∗-algebras and von Neumann are special cases. When we say just algebra,
though, we mean it in the sense of universal algebra as in the previous two sections.
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way-below relation coincides with the order relation, thus V(N ) is trivially
an algebraic domain.
One can also see directly that the context category V(N ) is a dcpo for
an arbitrary von Neumann algebra N : let S ⊂ V(N ) be a directed subset,
and let
A ∶= ⟨⋃
V ∈S
V ⟩ (5.14)
be the algebra generated by the elements of S. Clearly, A is a self-adjoint
abelian algebra that contains 1ˆ, but not a von Neumann algebra in general,
since it need not be weakly closed. By von Neumann’s double commutant
theorem, the weak closure V˜ ∶= A
w
of A is given by the double commutant
A′′ of A. The double commutant construction preserves commutativity, so
A′′ = V˜ is an abelian von Neumann subalgebra of N , namely the smallest
von Neumann algebra containing all the V ∈ S, so
V˜ =⊔ ↑S. (5.15)
Hence, every directed subset S has a supremum in V(N ).
A functor from von Neumann algebras to dcpos. We have seen that to each
von Neumann algebra N , we can associate a dcpo V(N ). We will now show
that this assignment is functorial. Again, this result arises as a special case
of a more general proposition, which is quite easy to show.
Definition 5.23. Let A and B be two algebras with the same signature Σ (that
is, they have the same set of operations). A function φ ∶ A Ð→ B is called a
homomorphism if it preserves every operation. That is, for each operation f
of arity n,
φ(fA(a1, . . . , an)) = fB(φ(a1), . . . , φ(an)). (5.16)
Lemma 5.24. Let A and B be topological algebras and φ ∶ A Ð→ B a contin-
uous homomorphism that preserves closed subalgebras. Then, for any E, the
function
φ→∣CSubA/E ∶ CSubA/E Ð→ CSubB/E (5.17)
S z→ φ→S
is a Scott-continuous function.
Proof. First, we check that the function is well-defined, that is, each element
of the domain determines one element in the codomain. Let S ∈ CSubA/E.
Then S′ ∶= φ→(S) is in CSubB by the assumption that φ preserves closed
subalgebras. The homomorphism condition implies that it also preserves the
satisfaction of equations E.
As for the result itself, note that monotonicity is trivial. So we only need
to show that this map preserves directed joins. We know that the directed
join is given as ⊔ ↑D = cl(⋃D). Thus, we want to prove that for any directed
set D
φ→(cl(⋃
S∈D
S)) ⊆ cl(⋃
S∈D
φ→(S))
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This follows easily since f→ commutes with union of sets and the inequality
φ→cl(S) ⊆ cl(φ→S) is simply the continuity of φ. ◻
We can combine the previous lemma with Prop. 5.21 as follows:
Proposition 5.25. Let C be a category such that
● objects of C are topological Σ-algebras (for a fixed signature Σ) that fulfil
the conditions stated in Prop. 5.21,
● morphisms of C are continuous homomorphisms preserving closed sub-
algebras.
Then, for any system of linear polynomial equations E, the assignments
Az→ CSubA/E (5.18)
(φ ∶ AÐ→ B) z→ (φ→∣CSubA/E ∶ CSubA/E Ð→ CSubB/E) (5.19)
define a functor FE ∶ C Ð→ DCPO from C to the category of dcpos and Scott-
continuous functions.
Proof. 5.21 and 5.24 imply that this is a well-defined between the categories.
Functoriality is immediate from the properties of images f→ of a function f :
id→A = idPA and f
→
○ g→ = (f ○ g)→. ◻
This result can be applied to our situation. Let N be a von Neumann
algebra. Recall that a von Neumann subalgebra is a ∗-subalgebra closed with
respect to the σ-weak topology.6 This topology is Hausdorff, and σ-weakly
continuous (or normal) ∗-homomorphisms map von Neumann subalgebras to
von Neumann subalgebras. Hence, we get
Theorem 5.26. The assignments
V ∶ vNAlg Ð→ DCPO
N z→ V(N ) (5.20)
φz→ φ→∣V(N) (5.21)
define a functor from the category vNAlg of von Neumann algebras and σ-
weakly continuous, unital algebra homomorphisms to the category DCPO of
dcpos and Scott-continuous functions.
It is easy to see that the functor V is not full. It is currently an open
question whether V is faithful.
6. The context category V(N) in infinite dimensions – lack of
continuity
The case of N = B(H) with infinite-dimensional H. We now show that for
an infinite-dimensional Hilbert space H and the von Neumann algebra N =
6Equivalently, a von Neumann algebra is closed in the weak operator topology, as men-
tioned before.
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B(H), the poset V(N ) is not continuous, and hence not a domain. This
counterexample is due to Nadish de Silva, whom we thank.
Let H be a separable, infinite-dimensional Hilbert space, and let (ei)i∈N
be an orthonormal basis. For each i ∈ N, let Pˆi be the projection onto the ray
Cei. This is a countable set of pairwise-orthogonal projections.
Let Pˆe ∶= ∑∞i=1 Pˆ2i, that is, Pˆe is the sum of all the Pˆi with even indices.
Let Ve ∶= {Pˆe, 1ˆ}′′ = CPˆe + C1ˆ be the abelian von Neumann algebra gener-
ated by Pˆe and 1ˆ. Moreover, let Vm be the (maximal) abelian von Neumann
subalgebra generated by all the Pˆi, i ∈ N. Clearly, we have Ve ⊂ Vm.
Now let Vj ∶= {Pˆ1, ..., Pˆj , 1ˆ}′′ = CPˆ1 + ... +CPˆj +C1ˆ be the abelian von
Neumann algebra generated by 1ˆ and the first j projections in the orthonor-
mal basis, where j ∈ N. The algebras Vj form a directed set (actually a chain)(Vj)j∈N whose directed join is Vm, obviously. But note that none of the al-
gebras Vj contains Ve, since the projection Pˆe is not contained in any of the
Vj . Hence, we have the situation that Ve is contained in ⊔ ↑(Vj)j∈N = Vm, but
Ve ⊈ Vj for any element Vj of the directed set, so Ve is not way below itself.
Since Ve is an atom in the poset V(N ) (i.e. only the bottom element,
the trivial algebra, is below Ve in the poset), we have that ↡Ve = {} = {C1ˆ},
so ⊔ ↑ ↡Ve = ⊔ ↑{} =  ≠ Ve, which implies that V(N ) is not continuous.
Other types of von Neumann algebras. The proof that V(N ) = V(B(H)) is
not a continuous poset if H is infinite-dimensional can be generalised to other
types of von Neumann algebras. (B(H) is a type I∞ factor.) We will use the
well-known fact that an abelian von Neumann algebra V is of the form
V ≃ ℓ∞(X,µ) (6.1)
for some measure space (X,µ). It is known that the following cases can occur:
X = {1, ..., n}, for each n ∈ N, or X = N, equipped with the counting measure
µc; or X = [0,1], equipped with the Lebesgue measure µ; or the combinations
X = {1, ..., n} ⊔ [0,1] and X = N ⊔ [0,1].
A maximal abelian subalgebra Vm of B(H) generated by the projec-
tions onto the basis vectors of an orthonormal basis (ei)i∈N of an infinite-
dimensional, separable Hilbert space H corresponds to the case of X = N, so
Vm ≃ ℓ
∞(N). The proof that in this case V(B(H)) is not continuous is based
on the fact that X = N can be decomposed into a countable family (Si)i∈N of
measurable, pairwise disjoint subsets with ⋃i Si = X such that µ(Si) > 0 for
each i. Of course, the sets Si can just be taken to be the singletons {i}, for
i ∈ N, in this case. These are measurable and have measure greater zero since
the counting measure on X = N is used.
Yet, also for X = ([0,1], µ) we can find a countable family (Si)i∈N of
measurable, pairwise disjoint subsets with ⋃i Si = X such that µ(Si) > 0
for each i: for example, take S1 ∶= [0, 12), S2 ∶= [12 , 34), S3 ∶= [34 , 78), etc.
Each measurable subset Si corresponds to a projection Pˆi in the abelian von
Neumann algebra V ≃ ℓ∞([0,1], µ), so we obtain a countable family (Pˆi)i∈N
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of pairwise orthogonal projections with sum 1ˆ in V . Let Pˆe ∶= ∑∞i=1 Pˆ2i, and
let Ve ∶= {Pˆe, 1ˆ}′′ = CPˆe +C1ˆ.
Moreover, let Vj ∶= {Pˆ1, ..., Pˆj , 1ˆ}′′ be the abelian von Neumann algebra
generated by 1ˆ and the first j projections, where j ∈ N. Clearly, (Vj)j∈N is
a directed set, and none of the algebras Vj , j ∈ N, contains the algebra Ve,
since Pˆe ∉ Vj for all j. Let V ∶= ⊔ ↑Vj be the abelian von Neumann algebra
generated by all the Vj . Then we have Ve ⊂ V , so Ve is not way below itself
and ⊔ ↑ ↡Ve ≠ Ve.
This implies that V(N ) is not continuous if N contains an abelian
subalgebra of the form V ≃ ℓ∞([0,1], µ). Clearly, analogous results hold if
N contains any abelian subalgebra of the form V = ℓ∞({1, ..., n} ⊔ [0,1]) or
V ≃ ℓ∞(N ⊔ [0,1]) – in none of these cases is V(N ) a domain.
A von Neumann algebra N contains only abelian subalgebras of the
form V ≃ ℓ∞({1, ..., n}, µc) if and only if N is either (a) a finite-dimensional
matrix algebra Mn(C)⊗ C with C an abelian von Neumann algebra (i.e., N
is a type In-algebra) such that the center C does not contain countably many
pairwise orthogonal projections,7 or (b) a finite direct sum of such matrix
algebras. Equivalently, N is a finite-dimensional von Neumann algebra, that
is, N is represented (faithfully) on a finite-dimensional Hilbert space. We
have shown:
Theorem 6.1. The context category V(N ), that is, the partially ordered set of
abelian von Neumann subalgebras of a von Neumann algebra N which share
the unit element with N , is a continuous poset and hence a domain if and
only if N is finite-dimensional.
7. Outlook: Space and Space-time from Interval Domains?
There are many further aspects of the link between the topos approach and
domain theory to be explored. In this brief section, we indicate some very
early ideas about an application to concepts of space and space-time.8 The
ideas partly go back to discussions with Chris Isham, but we take full respon-
sibility.
Let us take seriously the idea suggested by the topos approach that
in quantum theory it is not the real numbers R where physical quantities
take their values, but rather the presheaf R↔. This applies in particular to
the physical quantity position. We know from ordinary quantum theory that
depending on its state, a quantum particle will be localised more or less
well. (Strictly speaking, there are no eigenstates of position, so a particle can
never be localised perfectly.) The idea is that we can now describe ‘unsharp
positions’ as well as sharp ones by using the presheaf R↔ and its global
elements. A quantum particle will not ‘see’ a point in the continuum R as its
7This of course means that C ≃ ℓ∞({1, ..., k}, µc), that is, C is isomorphic to a finite-
dimensional algebra of diagonal matrices with complex entries.
8The reader not interested in speculation may well skip this section!
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position, but, depending on its state, it will ‘see’ some global element of R↔
as its (generalised) position.
These heuristic arguments suggest the possibility of building a model of
space based not on the usual continuum R, but on the quantity-value presheaf
R↔. The real numbers are embedded (topologically) in R↔ as a tiny part,
they correspond to global elements γ = (µ, ν) such that µ = ν = consta, where
a ∈ R and consta is the constant function with value a.
It is no problem to form R↔3 or R↔n within the topos, and also exter-
nally it is clear what these presheaves look like. It is also possible to generalise
notions of distance and metric from Rn to IRn, i.e., powers of the interval
domain. This is an intermediate step to generalising metrics from Rn to R↔n.
Yet, there are many open questions.
The main difficulty is to find a suitable, physically sensible group that
would act on R↔n. Let us focus on space, modelled on R↔3, for now. We
picture an element of R↔3V as a ‘box’: there are three intervals in three in-
dependent coordinate directions. We see that in this interpretation, there
implicitly is a spatial coordinate system given. Translations are unproblem-
atic, they will map a box to another box. But rotations will map a box to a
rotated box that in general cannot be interpreted as a box with respect to the
same (spatial) coordinate system. This suggests that one may want to con-
sider a space of (box) shapes rather than the boxes themselves. These shapes
would then represent generalised, or ‘unsharp’, positions. Things get even
more difficult if we want to describe space-time. There is no time operator,
so we have to take some liberty when interpreting time intervals as ‘unsharp
moments in time’. More crucially, the Poincare´ group acting on classical spe-
cial relativistic space-time is much more complicated than the Galilei group
that acts separately on space and time, so it will be harder to find a suitable
‘space of shapes’ on which the Poincare´ group, or some generalisation of it,
will act.
There is ongoing work by the authors to build a model of space and
space-time based on the quantity-value presheaf R↔. It should be mentioned
that classical, globally hyperbolic space-times can be treated as domains, as
was shown by Martin and Panangaden [27]. These authors consider gener-
alised interval domains over so-called bicontinuous posets. This very interest-
ing work serves as a motivation for our ambitious goal of defining a notion of
generalised space and space-time suitable for quantum theory and theories
‘beyond quantum theory’, in the direction of quantum gravity and quantum
cosmology. Such a model of space and space-time would not come from a
discretisation, but from an embedding of the usual continuum into a much
richer structure. It is very plausible that domain-theoretic techniques will still
apply, which could give a systematic way to define a classical limit of these
quantum space-times. For now, we merely observe that the topos approach,
which so far applies to non-relativistic quantum theory, provides suggestive
structures that may lead to new models of space and space-time.
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8. Conclusion
We developed some connections between the topos approach to quantum the-
ory and domain theory. The topos approach provides new ‘spaces’ of physical
relevance, given as objects in a presheaf topos. Since these new spaces are not
even sets, many of the usual mathematical techniques do not apply, and we
have to find suitable tools to analyse them. In this article, we focused on the
quantity-value object R↔ in which physical quantities take their values, and
showed that domain theory provides tools for understanding the structure of
this space of generalised, unsharp values. This also led to some preliminary
ideas about models of space and space-time that would incorporate unsharp
positions, extending the usual continuum picture of space-time.
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