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Abstract
Higher resolution and reliability are the desiderata for Computational Fluid Dy-
namics and main drivers for the development, implementation and validation of high-
order accurate methods. Complex ﬂuid dynamic phenomena such as shock-wave
boundary-layer interactions, turbulent separated ﬂows and ﬂuid problems involving
multiple scales are adequately resolved with high-order schemes. The spatial repres-
entation of the ﬂow ﬁeld by an unstructured mesh provides ﬂexibility, automation,
fast and eﬀortless grid generation and exceptional load balance on multiple processor
computers. This plethora of advantages is mirrored by the unprecedented popularity
of unstructured-based schemes.
The objective of this PhD project is the implementation of two high-order schemes
for the compressible Navier-Stokes equations in the context of the ﬁnite volume “k-
exact” framework: the MUSCL-TVD and WENO. The schemes are formulated in
two and three space dimensions for mixed-element unstructured meshes; in addition,
the Spalart-Allmaras turbulence model is implemented into the developed numerical
framework. A wide range of applications are considered spanning from low-speed
ﬂows (M = 0.08) to supersonic conditions (M = 5.0); inviscid and viscous simulations
in a broad spectrum of Reynolds numbers ranging from Re = 500 up to Re = 37×106.
The applications include: the Taylor-Green vortex, the ONERA-M6 wing, ﬂat plate,
the NACA-0012 and the MD 30P-30N aerofoils, and a shock-wave boundary-layer
interaction.
For the examined cases, WENO schemes demonstrate superior accuracy, numerical
dissipation and non-oscillatory behaviour over the MUSCL-TVD. High-order schemes
inherit low numerical dissipation properties while turbulence models induce dissipa-
tion, this disequilibrium has adverse eﬀects on the stability, convergence and accuracy
of the simulation; therefore, turbulence model re-calibration would be required in or-
der to accommodate high-order discretisation methods.
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C H A P T E R 1
INTRODUCTION
1.1 Introduction to CFD
Computational Fluid Dynamics (CFD) is a multidisciplinary area with a broad range
of applications; it is considered to be a conventional engineering tool while simul-
taneously being the subject of state-of-the-art research. Since the outbreak of the
microchip in the mid of the 20th century, CFD has become the ultimate tool for solv-
ing complex ﬂuid dynamics problems, which are practically impossible to reproduce
in an experiment or wind-tunnel e.g. re-entry of space-shuttle. The fundamental
goal of modern CFD software is the complete automation of multi-disciplinary design
processes with robust, eﬃcient and ease-to-use simulation methods for a broad range
of applications [1], accurately resolving at least the large energy-containing scales of
motion.
CFD commenced in the core of the aeronautical/aerospace society; nevertheless,
nowadays scientiﬁc breakthroughs are conceived and put in to practice with CFD.
Recent notable studies in several scientiﬁc areas are given to demonstrate the mul-
tidisciplinary applicability of CFD; in the renewable industry, for the simulation of
wake aerodynamics of wind turbines [2], for environmental and atmospheric ﬂows such
as contaminants in rivers [3], for the eﬃcient ventilation in buildings [4], for oxi-coal
carbon capture [5], for assessing the risk of hydrogen containers systems [6], for the de-
velopment of polymer electrolyte membrane fuel cells [7], for the design of prosthetic
cardiovascular devices [8, 9], for the drug release in adjacent human tissues [10] and
1
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in the food processing industry [11]. In Europe, numerous initiatives from national
aeronautic/aerospace agencies with the support of the European Commission have
been producing extensive experimental databases enabling CFD code developers to
validate their solvers. This movement increases the conﬁdence level of the relatively
inexpensive numerical simulations by bringing together program developers, physical
scientists, application engineers and experimentalists [12, 13].
For certain aeronautical ﬂows, the physical state of the ﬂuid undergoes substantial
changes; coupled with the fact that the error tolerance in aircraft design is consider-
ably smaller relative to other engineering ﬁelds makes the aeronautical industry the
main driver for the development of CFD methods including: numerical algorithms,
grid generation and adaptation techniques, visualisation and turbulence models [14].
log(cost)
lo
g(e
rr
o
r)
High-order methods
Error level for 
RANS Simulations
Error level for 
acoustic wave
propagation
Low-order
methods
Figure 1.1: Generic error versus cost plotted
for high-order and low-order methods (repro-
duced from [15])
Conventional 2nd-order methods en-
countered in most commercial software
introduce higher uncertainty and numer-
ical error, and fail to capture important
ﬂow phenomena [15, 16]. For instance,
when 2nd-order accurate methods are em-
ployed in helicopter aerodynamics, the
unsteady interactions of blade vortices
remain eminently unresolved, due to the
excessive inherited numerical dissipation
of the scheme [17]. High-order (> 2nd)
methods have been proven to perform
better than the low-order ones, provid-
ing better results in terms of accuracy
and overall performance [15, 18, 19]. For
applications that require a relatively low
error level, high-order methods are more
cost eﬃcient than their low-order counterparts, as illustrated in Figure 1.1.
For the last two decades high-order methods have become increasingly popular for
computational ﬂuid dynamics problems such as turbulent boundary layer, aeroacous-
tics, vortical ﬂows and shock-wave boundary layer interactions. High-order methods
are based on several mathematical formulations: the Finite Volume (FV) [20–23] ,
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the Finite Diﬀerence (FD) [24–26], the Finite Element (FE) [27, 28] and the Discon-
tinuous Galerkin (DG) methods [29–32]. These fundamental frameworks form the
pillars for the development of modern high-order discretisation methods; by combin-
ing aspects of each framework an abundance of sub-methods is derived, developed
and applied, naming the most popular ones: the Essentially Non-Oscillatory (ENO)
[33–36], the Weighted Essentially Non-Oscillatory (WENO) [37–40], the Residual Dis-
tribution (RD) [41–44], the Spectral Volume (SV) [45–47], Spectral Element (SE) [48],
Spectral Diﬀerence (SD) [49–52], Staggered Spectral Methods (SSM) [53, 54], Mono-
tonicity Preserving (MP) [55, 56], Arbitrary-Lagrangian-Eulerian (ALE) [57–59], FD
Summation by Part (SBP) [60–62] and Lifting Collocation Penalty (LCP) methods
[63, 64].
A single method able to excel in all CFD aspects and employed for all ﬂuid prob-
lems does not exist. Nonetheless, there are certain methods that have seen greater
popularity such as the FV method which is widely employed in both commercial soft-
wares and scientiﬁc research. Recently, the DG method is increasingly emerging and
various authors are publishing on high-order DG-RANS schemes [65–67]. Neverthe-
less, DG limiters are not as robust as in the FV approach; in addition the implement-
ation of FV schemes on unstructured grids is more straightforward, this is mainly
attributed to the fact that the FV method employs one degree of freedom per ele-
ment; for thorough comparisons refer to the following manuscripts [68–74]. Spectral
methods employ some aspect of DG, such as the solution space where element-based
discontinuous polynomials are employed but diﬀer on how the solution is updated;
one beneﬁcial characteristic of SV is that it inherits sub-element division resolution,
capturing discontinuities with a smaller error. The RD method is based on the FE,
as it is continuous and on the FV, for its discretisation procedure, making it ideal
for steady state simulations. These methods as they have recently been developed
and applied to a limited number of problems, they require to go through thorough
validation process. For detailed reviews on high-order methods refer to the following
publications [15, 75–77].
The fundamental requirement of a CFD simulation is the discretisation of the
spatial domain: the grid (or mesh). The grid is a representation of space where
the considered ﬂuid is simulated; the grid is tesselated into ﬁnite elements (cells), in
which the ﬂuid governing equations are numerically solved. There are two main types
1.2 Aim and Objectives 4
of grids: structured and unstructured, for the current work the latter is considered.
The main advantages of unstructured grids are: quicker and easier generation of
the actual grid, geometric and grid smoothness ﬂexibility, better load balance on
multiple computers and adaptivity of the numerical schemes and the grid size (hp
adaptivity) [78, 79]. Over the last ﬁfteen years, CFD unstructured grid solvers have
reached a maturity level similar to that of the structured framework, making them
the predominant choice for engineers and scientists undertaking practical applications
with complicated geometries.
The main obstacles faced by the CFD community are not related to the actual
CFD software, but rather to the time needed for the repair of the computer aided
design (CAD) models. Furthermore, the indigenous physical assumptions in CFD
codes and particularly in turbulence models, have adverse eﬀects on the computed ﬂow
physics. Audaciously, the CFD community confronts these challenges with experience
and intuition, working towards the dawn of a new mathematisation wave, where CFD
is integrated into the design of virtual products.
1.2 Aim and Objectives
The primary aims of this research work is the development, validation and application
of high-order methods on mixed-element unstructured grids in two and three spatial
dimensions for the compressible Navier-Stokes (NS) equations, in detail:
• Review the state-of-the-art of high-order methods in the context of the ﬁnite
volume k-exact framework.
• Extend the Monotone Upwind-centered Schemes for Conservation Laws (MUSCL)
and Weighted-Essentially Non-Oscillatory (WENO) schemes for the compress-
ible NS equations in 2D and 3D with techniques for the gradient reconstruction,
viscous ﬂux evaluation and boundary conditions.
• Implement the Spalart-Allmaras turbulence model in the developed numerical
framework with local time stepping procedure.
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• Address the challenges and limitations of Spalart-Allmaras model with high-
order discretisation.
• Validate the developed schemes in a broad range of aeronautical applications.
– Inviscid ﬂows : Taylor-Green vortex ﬂow and transonic ﬂow over ONERA-
M6 wing.
– Laminar ﬂows: ﬂow over ﬂat plate, ﬂow past the NACA-0012 at zero
incident angle and ﬂow past the NACA-0012 at a positive angle.
– Turbulent ﬂows: ﬂow over a ﬂat plate, ﬂow past the NACA-0012 at zero
incident angle, ﬂow past a multi-element airfoil at high incident angle and
supersonic internal ﬂow with shock-wave boundary-layer interactions phe-
nomena.
• Compare the diﬀerent numerical solutions in terms of accuracy, eﬃciency, ro-
bustness, grid and element-type dependencies, convergence and speed.
1.3 Thesis Contributions
A CFD solver has been extended from the Euler equations to the compressible Navier-
Stokes equations for two and three space dimensions on mixed-element unstructured
meshes by combining state-of-the-art algorithms and techniques across a wide spec-
trum of numerical frameworks; such as high-order k-exact reconstruction, MUSCL-
TVD schemes, WENO schemes and the HLLC Riemann solver. The solver is written
in Fortran-90 with MPI directives for parallel runs, the initial 3D solver was mod-
iﬁed to perform 2D simulations. A least square gradient reconstruction is adopted
as well as the implementation of the boundary conditions for the NS equation. The
Spalart-Allmaras turbulence model has been eﬃciently implemented in the numer-
ical framework and key challenges for high-order RANS discretisations have been
addressed. High-order (up to 5th order) of accuracy is achieved across a wide range
of applications: from low speed to supersonic ﬂow simulations, and from laminar to
highly turbulent.
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1.4 Thesis Structure
The second chapter is an introduction to the NS governing equations of ﬂuid mechan-
ics formulated for the FV framework. Chapter 3 is devoted to the numerical methods,
starting with some preliminary aspects on unstructured grid topologies and geomet-
rical operations, followed by the basic reconstruction and coordinate transformation.
Then, the Monotone Upstream-Centered Schemes for Conservation Laws with the
Total Variation Diminishing (MUSCL-TVD) method and limiter, are explained fol-
lowed by the high-order WENO algorithms and their implementation to characteristic
variables. The treatment of the inviscid and viscous ﬂuxes is detailed and attention
is given to the implementation of boundary conditions (BC) particularly to wall-
bounded elements; time discretisation forms the ﬁnal section of the chapter. The
Spalart-Allmaras turbulence model and discretisation techniques form the main topic
of chapter 4. The applications of the developed schemes expand from Chapter 5 to
7; including, inviscid subsonic and transonic ﬂows, moderate Reynolds number lam-
inar ﬂows and high Reynolds number turbulent ﬂows; the cases are mentioned in
Section 1.2. Conclusions are drawn in Chapter 8 in addition to challenges that are
encountered and ﬁnally future work recommendations are advised.
Note that, all two-dimensional grids are generated with the grid generation Pointwiser
[80] software, for the three-dimensional grids also the ANSYS-ICEM-CFDr [81] was
employed; in-depth analysis of the grid generation strategies are given for each case.
Furthermore, the partitioning of the unstructured grids is achieved with the graph-
based portioning software METIS-5.0.2 [82].
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1.5 Publications
During this PhD, several journal and conference articles were published, in addition,
through the GOAHEAD project (Generation Of Advanced Helicopter Experimental
Aerodynamic Database for CFD code validation).
Journal and Conference Publications
• A.F. Antoniadis, P. Tsoutsanis, D. Drikakis. High − order schemes on mixed −
element unstructured grids f or aerodynamic f low, 42nd AIAA Fluid Dynamics
Conference and Exhibit, New Orleans 2012, USA.
• A.F. Antoniadis, K.H. Iqbal, N. Asproulis, E. Shapiro, D. Drikakis. Comparison
o f high − order Finite Volume and Discontinuous Galerkin methods on 3 −
D unstructured grids, 9th International Conference of Numerical Analysis and
Applied Mathematics, American Institute of Physics proceedings, Halkidiki,
Greece 2011.
• A.F. Antoniadis , D. Drikakis, B. Zhong, G. Barakos , R. Steijl M. Biava , L.
Vigevano, A. Brocklehurst , O.Boelens , M. Dietz , M. Embacher , W.Khier and
T.Renaud. Assessment o f CFD methods against experimental measurements
f or helicopter f lows, Journal of Aerospace Science and Technology, 1270-9638,
2011.
• B. Zhong , D. Drikakis , A. Antoniadis , G. Barakos , A. Brocklehurst , O.
Boelens , M. Dietz , M. Embacher , W.Khier , T.Renaud , R. Steijl , L. Vigevano.
Assessment o f CFD Methods against Experimental Flow Measurements f or
Helicopter Flows in the GOAHEAD Pro ject, 36th European Rotorcraft Forum,
Paris, France, September 2010.
Technical reports
• B. Zhong, A. Antoniadis, D. Drikakis. A comparison of blind-test computations
with experimental data, GOAHEAD technical report, D4.3.1, October 2009.
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• A. Antoniadis, B. Zhong and D. Drikakis. A comparison of post-test computa-
tions with experimental data, GOAHEAD technical report, D4.3.2, November
2009.
C H A P T E R 2
GOVERNING EQUATIONS OF FLUIDS
This chapter will form the basis of the thesis, by introducing the fundamental gov-
erning equation in ﬂuid dynamics: the compressible NS equations in three space
dimensions. The equations are written in integral form for the Cartesian coordinate
system; including the time dependent term, the inviscid/convective and viscous/dif-
fusive terms; physical assumptions and empirical constants are also mentioned. Fi-
nally, the semi-discrete formulation of the NS equations, based on the ﬁnite volume
discretisation method, is explained.
9
2.1 Navier-Stokes Equations 10
2.1 Navier-Stokes Equations
Fluids are governed by a set of coupled non-linear partial diﬀerential equations (PDE),
describing the fundamental laws of continuum mechanics: conservation of mass, mo-
mentum and energy. The NS equations are numerically solved on a spatial domain
discretised into conforming elements; the system of equations is constituted by diﬀer-
ent terms, which are treated individually according to their physical interpretation.
Consider an element with index i, with a control volume Vi, which is bounded by
surfaces ∂Vi of area A∂Vi and the unit normal vector on the control volume surface
is deﬁned as ~n∂Vi, then writing the 3D NS equations in integral form in Cartesian
coordinates reads
∂
∂t
∫
Vi
~WidVi +
∮
∂Vi
[(
~Fc − ~Fv
)
~n∂Vi
]
dA∂Vi = 0 (2.1.1)
where ~Wi is the vector of conserved variables, ~Fc is the vector of inviscid ﬂuxes and
~Fv is the vector of viscous ﬂuxes. The ﬂuxes are evaluated on each bounded surface;
note that sources term are excluded at this point; the vector of conserved variables is
given by
~Wi =
[
ρ, ρu, ρv, ρw, E
]T (2.1.2)
with ρ being the density, u, v,w are the velocity Cartesian components and E is
the total energy of the ﬂuid per unit mass i.e. the sum of the internal and the kinetic
energy. The equation of state for a Calorically perfect gas is adopted to close the
system of equations, thus the total energy yields
E =
p
γ − 1 +
1
2
ρ(u2 + v2 + w2) (2.1.3)
where p is the total pressure and the ratio of speciﬁc heats being γ usually set to a
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value of 1.4 for a perfect gas. The inviscid ﬂux vector is deﬁned as
~Fc = V

ρ
ρu
ρv
ρw
E + p

+ p

0
nx
ny
nz
0

(2.1.4)
where nx, ny, nz are the Cartesian components of the unit normal vector ~n and V is
the contravariant velocity vector deﬁned as
V = nxu + nyv + nzw (2.1.5)
the viscous ﬂuxes written as
~Fv = nxVx + nyVy + nzVz (2.1.6)
expanding the viscous ﬂuxes components yields
Vx =

0
τxx
τxy
τxz
uτxx + vτxy + wτxz − qx

,Vy =

0
τyx
τyy
τyz
uτyx + vτyy + wτyz − qy

,
Vz =

0
τzx
τzy
τzz
uτzx + vτzy + wτzz − qz

(2.1.7)
where the normal stresses are written as
τxx = 2µl
∂u
∂x
+ λ
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)
(2.1.8)
τyy = 2µl
∂v
∂y
+ λ
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)
(2.1.9)
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τzz = 2µl
∂w
∂z
+ λ
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)
(2.1.10)
and the shear stresses
τxy = τyx = µl
(
∂u
∂y
+
∂v
∂x
)
(2.1.11)
τxz = τzx = µl
(
∂u
∂z
+
∂w
∂x
)
(2.1.12)
τyz = τzy = µl
(
∂v
∂z
+
∂w
∂y
)
(2.1.13)
with the dynamic laminar viscosity being µl, the second viscosity coeﬃcient being λ
and by employing Stokes assumption λ = −2µl/3 the heat ﬂuxes are deﬁned as
qx = −γ
µl
Pr (γ − 1)
∂T
∂x
(2.1.14)
qy = −γ
µl
Pr (γ − 1)
∂T
∂y
(2.1.15)
qz = −γ
µl
Pr (γ − 1)
∂T
∂z
(2.1.16)
where T = p/ρ is the temperature, Pr being the Prandtl number usually designated to
a value of 0.72. The viscosity is related to the temperature by employing Sutherland’s
law, which yields
µl
µl0
=
(
T
T0
)3/2 T0 + S u
T + S u
(2.1.17)
where S u is the reference Sutherland temperature (in Kelvin) and µ0 the reference
viscosity at a reference temperature T0. The reference values are taken for air at
atmospheric conditions (sea level) with µ = 1.7894 × 10−5kg/(ms), T0 = 288.16K and
S u = 110.4K.
2.2 Finite Volume Method
By numerically evaluating each element’s control volume and surface integrals, the
system unknowns are considered as volume-averaged values. For a non-moving grid,
the time dependent term of (2.1.1) will be independent of the integral and by employ-
ing the divergence theorem the volume integrals of element i are substituted with the
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surface integrals on the bounded surfaces [23], thus the semi-discrete FV formulation
is casted as
d ~Wi
dt = −
1
|Vi|
 Ji∑
j=1
(
~Fc~n, j − ~Fv~n, j
)
∆A
 (2.2.1)
where Ji is the total number of bounded surfaces of the considered element, the
above equation simply reads that: the sum of all area-averaged ﬂuxes on all element’s
bounded surfaces for both inviscid and viscous terms, is balanced with the time rate of
change of the volume-average state of the conserved vector of the considered element;
integrating the inviscid and viscous ﬂux components yields
d ~Wi
dt = −
1
|Vi|
Ji∑
j=1

∫
A j
~Fc~ndA −
∫
A j
~Fv~n dA
 (2.2.2)
The evaluation of the surface integrals for the ﬂuxes is approximated by a numerical
integration quadrature formula. The Gaussian numerical quadrature rule is employed;
the physical ﬂux becomes a numerical ﬂux and according to the order of approximation
of the spatial discretisation scheme, an appropriate order for the Gaussian quadrature
is employed. The convective ﬂuxes are expressed as
∫
A j
~Fc~n, j =
B∑
β=1
~Fc~n, j
(
~W(xβ, t)
)
ωβ|A j| (2.2.3)
equivalently the viscous ﬂuxes are written as
∫
A j
~Fv~n, j =
B∑
β=1
~Fv~n, j
(
~W(xβ, t)
)
ωβ|A j| (2.2.4)
where B is the total number of quadrature points with coordinates xβ and weights ωβ.
In the next chapter, the numerical method for the computation of ﬂuxes is detailed
and thoroughly discussed.
C H A P T E R 3
NUMERICAL METHODS
Chapter 3 details the employed numerical methods, starting with preliminary in-
troductory remarks on unstructured grids and cell-centered techniques, including
elements shapes, geometrical computations, element decompositions and coordinate
transformation. Then, the basic reconstruction is discussed, followed by the MUSCL-
TVD method. The high-order WENO-type scheme and its implementation to arbit-
rary unstructured grids is explained, attention is paid to the numerics used for the
evaluation of the inviscid and viscous ﬂuxes as well as the approximation procedures
for the gradients. Boundary conditions are analysed and the ﬁnal section is devoted
to explicit time marching algorithms and techniques.
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3.1 Geometrical Considerations for Unstructured Grids
Spatial grids can be categorized in two main categories: structured and unstructured.
The main diﬀerence lies in the formulation of data describing each type of grid. Struc-
tured grids employ one type of element the quadrilateral in 2D and the hexahedral
in 3D; unstructured grids use additionally the triangles in 2D or convex polyhedrons
and combinations of those such as tetrahedral, prisms and pyramids in 3D. In both
types, the set of node coordinates and element connectivities is mapped and stored in
to multi-dimensional arrays. However, for structured grids, neighboring elements in
the physical grid coincide with the neighboring elements in the computational arrays
whereas for unstructured grids it is not the case; additional information is required
and neighbors have to be explicitly assigned [83].
In the previous chapter the FV semi-discrete formulation was introduced in Sec-
tion 2.2 for the NS equations. The vector of conserved variables from equation (2.2.1)
can be evaluated either on the element’s center, or on the elements’s vertices; the
method is said to be cell-centered or node-centered. Conventionally, a typical tetra-
hedral grid contains from three to six times more number of elements than nodes,
resulting in higher spatial resolution for the cell-centered method [84]. This happens
also in 2D; the surface triangles edges are twice as much as the number of nodes,
predominantly doubling the spatial resolution. The cell-centered technique might be
slightly more expensive as it includes computations of barycenters and face-centers,
however, it is more straightforward to program and inherits a ﬂexibility, particularly
with the implementation of boundary conditions, that the node-center is lacking [85].
Therefore, the cell centered data storage approach is adopted for this work.
3.1.1 Geometric Elements
Three-dimensional unstructured mixed-element grids are composed by four types of
elements - convex polyhedrons: the tetrahedral, the hexahedral, the prism and the
pyramid (shown in Figure 3.1 on page 16). Each element type is positioned on the
spatial domain for a diﬀerent purpose; the hexahedral and the prism are usually placed
for boundary layer cases, in the vicinity of wall boundaries, where local reﬁnement is
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required to accurately resolve the boundary layer ﬂow. The main advantage of these
two elements lies within the constant orthogonality of the normal to the surface edges.
Furthermore, both algebraic and hyperbolic grid generation marching algorithms can
be successfully used to generate high quality mesh with low skewness, and small
aspect ratios even on complicated geometries with curved surfaces and sharp edges
[86]. The tetrahedral is a fundamental geometric element in the sense that it has the
least number of faces (four triangular). Moreover, all polyhedrons can be decomposed
to tetrahedral and a coordinate transformation for a tetrahedral element is relatively
simple compared to the other elements. Finally, the pyramid is usually placed on the
interconnecting layer between the hexahedral quadrilateral face and the triangular of
the tetrahedral; a detailed geometrical description of the polyhedrons can be found
in Table 3.1 on page 16.
(a) Hexahedral (b) Tetrahedral (c) Prism (d) Pyramid
Figure 3.1: Convex polyhedrons
Table 3.1: Geometrical parameters of convex polyhedrons and decompositions
Geometrical Parameters Hexahedron Tetrahedron Prism Pyramid
Vertices 8 4 6 5
Triangular Faces 0 4 2 4
Quadrilateral Faces 6 - 3 1
Tetrahedral Decompositions 6 - 3 2
Triangular Decompositions 12 - 8 6
3.1.2 Elements Decompositions
All non-tetrahedral elements including: the hexahedrons, the prisms and pyramids are
submitted to a lower-decomposition process, transforming them to several tetrahed-
ral elements. This procedure has many advantages: it minimizes the computational
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eﬀort and reduces the geometric calculations from four diﬀerent equations for the
computations of barycenters, face-centers and volumes, to one. The polynomial re-
construction is simpliﬁed as its basis functions are expressed independently of the
element shape, and the coordinate transformation is accomplished based on decom-
posed tetrahedrons [87]. Equivalently, each quadrilateral element’s face is decomposed
into two triangular.
Table 3.1 on page 16 tabulates the low-order decompositions of the polyhedrons
to tetrahedrons as well as the decompositions of quadrilateral surfaces to triangles
for each element. To maintain a comprehensive thesis the summation notation of the
decomposed elements is omitted.
3.1.3 Coordinate Transformation
All elements in the grid are transformed from the physical Cartesian coordinate system
(x, y, z) to the reference system (ξ, η, ζ), as ﬁrst presented by Dumbser and Käser [88]
for tetrahedral elements and extended to arbitrary-shaped elements by Tsoutsanis
et al. [87]. The coordinate transformation is an unitarian procedure in the sense
that it withdraws any undesirable scaling issues from the numerical method. The
advantages of the transformation will be emphasized in the following sections when
discussing the polynomial basis functions and the high-order WENO reconstruction.
The transformation states: an element E is mapped to the reference space as ˜E
according to the following equation:

ξ
η
ζ
 = J−1 ·

x − x1
y − y1
z − z1
 , J =

x2 − x1 x3 − x1 x4 − x1
y2 − y1 y3 − y1 y4 − y1
z2 − z1 z3 − z1 z4 − z1
 (3.1.1)
where (x1, y1, z1), (x2, y2, z2), (x3, y3, z3) and (x4, y4, z4) are the Cartesian coordinates of
the four vertices constituting a tetrahedron, x = (x, y, z) are the vertex coordinates of
the considered polyhedron and J being the Jacobian of the transformation.
For non-tetrahedral elements, the mapping is carried out for one of the decomposed
tetrahedrons and according to its transformation the whole polyhedron is mapped to
the reference coordinate system, so x is expressed as xv = (xv, yv, zv) rather than as x,
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(a) Tetrahedron in Physical Coordinates
(x, y, z)
(b) Tetrahedron in Reference Coordinates
(ξ, η, ζ)
Figure 3.2: Tetrahedron coordinate transformation
where v is the index of the polyhedron vertices. It is worth noting, that the spatial
averages do not change during the mapping procedure and the transformation retains
the conservation properties of the equations.
By transforming all the geometric entities of the spatial domain, the coordinates
of the gaussian quadrature points can be computed and pre-stored which are required
for the evaluation of the ﬂuxes as introduced in section (2.2.2).
3.2 Basic Reconstruction
The cornerstone of the developed numerical method lies within the FV “k − exact”
framework, originally developed by Barth and Frederickson [89], which is an extension
of Godunov’s scheme [90]. The method states: a polynomial is reconstructed where its
average is equal to the average o f the solution inside the element. The reconstruction
is exact for a polynomial of degree k or lower and assures conservation of the solution
averages i.e. conservation of mass, momentum and energy; Van Leer [91], Collela and
Woodward [92] extended the method to 2nd and 3rd-order of accuracy, respectively on
structured grids.
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Since the start of the 1990s, unstructured grid based solvers have reached an
unprecedented popularity; ergo the adoption of the method was immediate, several
papers where published demonstrating the multidimensional capabilities with the
substantial increase of the resolution and accuracy. The method was developed to
handle both inviscid and viscous ﬂows with main interest in aeronautical applications
[20–22, 84, 89, 93–103].
The basic reconstruction has as an underlying goal to reconstruct a r-degree poly-
nomial pi(ξ, η, ζ) that will have the same element averages qi as a general property
qi(ξ, η, ζ) within an arbitrary shaped element of volume | ˜Vi| in the reference coordinate
space, expressed as
qi ≡
∫
˜Ei
pi(ξ, η, ζ)dξdηdζ
| ˜Vi|
=
∫
˜Ei
qi(ξ, η, ζ)dξdηdζ
| ˜Vi|
(3.2.1)
note, i stands for the index of the considered element. Concurrently, the polynomial
will evaluate point-wise values of qi(ξ, η, ζ) written as
qi(ξ, η, ζ) = pi(ξ, η, ζ) + constant · hr, h ≈ |Vi|1/d (3.2.2)
where d is the spatial dimension 3, the constant represents the constant of integration
[84, 93].
3.2.1 Central Stencil Construction
The reconstruction of the r-degree polynomial requires the solution element averages
of the considered element, but also the averages of each neighbouring element. There-
fore, for each element in the grid, direct-side neighbouring elements are recursively
accumulated forming an assembly of elements, the Von Neumann neighborhood or
simply the stencil S. The number of elements admitted to a stencil is proportional
to the polynomial order r according to the equation
K =
1
6(r + 1)(r + 2)(r + 3) − 1 (3.2.3)
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(a) Tetrahedron (b) Pyramid
Figure 3.3: Central stencil for a 3rd-order polynomial reconstruction
where K is the minimum number of elements composing a single stencil. It is re-
commended to use between 50% to 100% more elements, to improve the robustness
of the numerical scheme [104]; a total of M ≈ 2 · K are employed for the central
reconstruction [88]. The stencil S is also mapped to the reference coordinate system
as
S =
M⋃
m=0
Em =⇒ ˜S =
M⋃
m=0
˜Em (3.2.4)
The stencil is formed with a recursive algorithm which starts by adding the direct-
side neighbours of the considered element, then adds the neighbours of the neighbours
until the predetermined total number is reached. The stencils are constructed inde-
pendently of the element’s shape, Figure 3.3 on page 20 shows two mixed-elements
stencils for a 3rd-order accurate scheme, the considered elements for which the stencil
is constructed is shown with white lines.
3.2.2 Polynomial Expansion
All admissible elements of the constructed stencil are transformed from the physical
to the reference space according to the considered element. The reconstruction poly-
nomial p(ξ, η, ζ) is expressed for the whole stencil rather for the considered element
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and is sought as an expansion over local polynomial basis functions φ(ξ, η, ζ) as
p(ξ, η, ζ) = qi +
K∑
k=1
akφk(ξ, η, ζ) (3.2.5)
where k is the index of the summation of the degrees of freedom (DOF) or solution
unknowns ak, note that k starts from 1, as 0 stands for the average of the solution
for the considered element qi. The reconstruction polynomial p(ξ, η, ζ) is expressed in
terms of its basis function where the basis function are found as
φ(ξ, η, ζ) =
r∑
α=0
r−α∑
β=0
Pα(ξ) Pβ(η) Pγ(ζ) (3.2.6)
where γ = r−α−β and the basis functions with respect to the polynomials P of degree
M from equation (3.2.3). The basis functions are high-order and hierarchical, meaning
that each lower-order set of functions is a subset of all high-order sets. This basic
characteristic allows various orders of approximation over arbitrary shapes providing
the required ﬂexibility for unstructured grids. The basis functions are orthogonal
providing stability and overall accuracy of the numerical method by maintaining a
low condition number.
The orthogonal Legendre type basis are employed, and to preserve positivity,
the regular singular points are shifted from [−1, 1] to [0, 1]. The ﬁrst four shifted
polynomials Pr for ξ are given as
Table 3.2: Shifted Legendre type polynomial basis
r Pn(ξ)
0 1
1 2ξ − 1
2 6ξ2 − 6ξ + 1
3 20ξ3 − 30ξ2 + 12ξ − 1
4 70ξ4 − 140ξ3 + 90ξ2 − 20ξ + 1
...
...
Expanding the basis functions and substituting back to equation (3.2.5) for the
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reconstructed polynomial p(ξ, η, ζ) yields
pi(ξ, η, ζ) = qi +
K∑
k=1
akφk(ξ, η, ζ)
≡ qi +
K∑
k=1
ak
ψk(ξ, η, ζ) −
∫
˜Ei
ψk dξdηdζ
| ˜Vi|
 , k = 1, 2, . . .K
where ψk = −1 + 2ξ,−1 + 2η,−1 + 2ζ, 1 − 6ξ + 6ξ2, (−1 + 2ξ)(−1 + 2η),
(−1 + 2ξ)(−1 + 2ζ), 1 − 6ξ + 6ξ2 . . .
(3.2.7)
The system unknowns ak are found by substituting the above expression to the con-
servation conditions (3.2.2) by requiring that the element average of the polynomial
pm(ξ, η, ζ) being equal to the element average of the solutions qm, where subscript
m = 1, . . . M is the index of the admitted elements to the stencil ˜S, yielding
qm = qi +
1
| ˜Vm|
K∑
k=1
∫
˜Em
akφkdξdηdζ =
∫
˜Em
p(ξ, η, ζ)dξdηdζ
| ˜Vm|
(3.2.8)
As the total number of elements in the stencil (M) is greater than the DOF (ak), the
system (3.2.8) is over-determined and is solved with a least-square method.
3.2.3 Least-Square Method
Least-square methods have been widely employed for the reconstruction of the solu-
tion and the gradient in the unstructured grid framework, as the inherit ﬂexibility
and it is consistent with mixed-element grids [104–107]. In detail, the over-determined
system (3.2.8) can be written in matrix form by assigning the integral of the basis
functions for a stencil element as A(m,k) and bm the diﬀerence between the average of
the stencil element with the considered element written as
A(m,k) =
∫
˜Em
φkdξdηdζ, bm = | ˜Vm|(qm − qi) (3.2.9)
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so the (3.2.8) takes the following form
K∑
k=1
A(m,k)ak = bm, m = 1, 2, . . . M (3.2.10)
The least square solution is obtained by computing the minimum of the squared
diﬀerence of (3.2.10), yielding
M∑
m=1

K∑
k=1
(
A(m,k)ak − bm
)2→ min (3.2.11)
The above minimization procedure results in a linear system of equations and by
diﬀerentiating with respect to ap, where p = 1, . . .K yields
K∑
k=1

M∑
m=1
(
A(m,k)ak − bm
)
A(m,p)
 = 0, p = 1, . . .K (3.2.12)
rearranging the system for ak the to ﬁnal form reads
K∑
k=1

M∑
m=1
A(m,p)A(m,k)
 ak =
K∑
k=1
M∑
m=1
A(m,p)bm (3.2.13)
For computational eﬃciency, the symmetric linear matrix A(m,k) is pre-computed and
stored in the computer memory as it is strictly geometric dependent. Nevertheless,
the memory required for three-dimensional grids could be relatively high [108]. The
mapping procedure (3.1.1) assures numerical stability with respect to geometric char-
acteristics and withdraws any scaling eﬀects, thus inverse weighting techniques are
not currently employed. The orthogonal QR decomposition [94] is employed to solve
the linear least-square system (3.2.13), it has been reported in the literature that for
unstructured grids the system could have a high condition number [104, 109], there-
fore, the Householder reﬂection method is used to assure a well-conditioned system,
numerical stability and robustness.
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(a) Piecewise constant 1st-
order
q
(b) Piecewise linear 2nd-order
q
(c) Piecewise non-linear
higher-order
Figure 3.4: Schematics of reconstruction types on 2D mixed-element unstructured grid
3.3 MUSCL-TVD Scheme
Any numerical schemes employed for the solution of hyperbolic conservation laws i.e.
Euler equations, has to satisfy the monotonicity criterion: prevent the creation of
local extrema. In other words, the numerical ﬂux has to remain increasing monotone
or decreasing monotone. In the vicinity of large gradients, high-order linear methods
produce unphysical oscillations due to the “Gibbs phenomenon” which can decrease
the overall accuracy of the numerical method and even produce negative densities
and pressures.
Monotone Upstream-Centered Schemes for Conservation Laws (MUSCL), were
ﬁrst introduced by van Leer [91] and are the ﬁrst class of high-order schemes that
address this unphysical phenomenon. The fundamental concept of the method lies
within the employment of reconstructed piecewise linear states (cell-averaged) instead
of piecewise constant of Godunov’s scheme [90] in conjunction with a Total Variation
Diminish (TVD) limiting function; Figure 3.4 on page 24 illustrates this concept for
mixed-element unstructured 2D grids.
The elementary requirement of TVD schemes is the preservation of monotonicity:
the absolute total variation of the numerical approximation of the solution would not
increase with time, no new local extrema may be created; with the main objective
being to mitigate Godunov Theorem that states: “Linear numerical schemes f or
solving PDEs, having the property o f not generating new extrema (monotone scheme)
can be at most 1st − order accurate” [110, 111]. Upwind TVD schemes use averages of
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the convective ﬂuxes with an artiﬁcial dissipation term which depends on the sign of
characteristics speeds.
Harten [24] ﬁrst introduced the notion of “total variation non-increasing” scheme
with a 2nd-order accurate scheme by maintaining the robustness of 1st-order of ac-
curacy near discontinuities. Shu and Osher [112] demonstrated the accuracy and
performance of TVD schemes, achieving good shock capturing abilities, while, Sweby
[113] introduced a technique to examine the behavior of ﬂux limiters and visualize the
ratio of forward to backward diﬀerences in the solution with the ψ − R diagram. For
the sake of monotonicity preservation, various concepts have been borrowed from the
structured mesh framework, and eﬃciently extended and implemented for unstruc-
tured grids. The ﬂux diﬀerence splitting method has been developed by Fezoul and
Stouﬄet [100], the MUSCL-type scheme under the ﬁnite volume approach ﬁrst intro-
duced by Barth and Jespersen for unstructured grids [22], applied also to magneto-
hydrodynamics by Tanaka [114]. Since, the establishment of the method, it became
broadly popular amongst the scientiﬁc community with various authors having pub-
lished on TVD schemes for unstructured grids in 3D [96, 115–119]. The robustness
of the method is mirrored in the fact that all modern CFD commercial packages are
standardly equipped with the MUSCL schemes and TVD limiters e.g. ANSYS-Fluent
[81], STAR-CCM+ [120] and OpenFOAMr [121].
A limiting function is applied to the ﬁnal form of the reconstructed system of
equation (3.2.8), the function has the main goal of preventing the creation of new
local extrema during the reconstruction process, this yields
qm = qi + Φi
1
| ˜Vm|
K∑
k=1
∫
˜Em
akφk dξdηdζ, Φi ∈ [0, 1] (3.3.1)
where Φi is a limiting function, a ﬂux or slope limiter [118]; there are various lim-
iters for FV formulations such as the van Leer [91], superbee [41], Barth − Jespersen
[22] and van Albada [122] all initially formulated for one-dimensional cases. The
Barth-Jespersen limiter is employed as it is compact (two-points) and besides being
monotone, is also linearity preserving and can be extended to higher dimensions and
arbitrary shaped elements [22].
The ﬁrst step is to ﬁnd the minimum and maximum values in the Von Neumann
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neighbourhood i.e. qmini = min(qi, ql) and qmaxi = max(qi, ql) where l = 1, ..L is the
total neighbours of element i. The gradient ∇qi is an approximation of the solution
gradient inside the element i computed previously during the reconstruction process
and it incorporates information from the entire central stencil. The gradient ∇qi is
computed at each integration point on the element i bounded surfaces, this reads
qi, j,β = qci + Φi∇qi · xβ (3.3.2)
where qci is the value for the general quantity at the element centroid and xβ are the
coordinates of the quadrature points. The limiter seeks the minimum value of the
slope limiter for all the points that satisfy the TVD conditions, written as
Φi = min(Φi,m1 ,Φi,m2 , ...Φi,M) (3.3.3)
Then, the limiting function is applied, composed by three diﬀerent states according
to the diﬀerence of the reconstructed value of the considered element q(i, j,β) and each
of its neighbours ql, yielding
Φi, j,β =

min
(
1,
qmaxi, j,β − qi, j,β
ql − qi, j,β
)
, if ql − qi, j,β > 0
min
(
1,
qmini, j,β − qi, j,β
ql − qi, j,β
)
, if ql − qi, j,β < 0
1, if ql − qi, j,β = 0
(3.3.4)
Despite the fact that the central stencil is engaged for the reconstruction process, the
reconstructed values are limited only for the direct-side neighbours; this makes the
schemes piecewise linear and the accuracy is at most 2nd-order accurate in space.
3.4 WENO Scheme
Higher than 2nd-order spatial accuracy was achieved with the pioneering work of
Harten et al. [33] on Essentially Non-Oscillatory (ENO) schemes for structured grids,
where element averages are employed to reconstruct the solution using piecewise poly-
nomials. ENO schemes aim to achieve high-order accuracy in smooth ﬂow regions
and to reduce spurious oscillations in the vicinity of strong gradients.
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In the past, various authors have implemented ENO schemes into unstructured
grid frameworks, including Abgrall’s [36] 3rd-order ENO scheme for triangular 2D
grids and Liu’s et al. [38] ENO reconstruction based on the modiﬁcation of the
“smoothest” stencil selection, with a weighted convex combination method, where all
elements of the stencil were considered for the Weighted-ENO (WENO) reconstruc-
tion. Furthermore, Jiang and Shu [40] have extensively analysed the robustness of
the WENO schemes and extended the order of accuracy to 5th-order for 2D problems.
Friedrich [37] demonstrated the WENO schemes superiority in terms of accuracy and
stability over ENO schemes on unstructured grids. Balsara and Shu [123] introduced
monotonicity preserving bounds to WENO schemes, Hu and Shu [39] implemented
WENO schemes on 2D triangular grids and investigated their eﬀectiveness for hand-
ling negative linear weights [124].
In three dimensions, Zhang and Shu [125] developed a 3rd-order WENO recon-
struction on uniform tetrahedral grids. Dumbser and Käser [88] introduced a hybrid
ADER/WENO method up to 6th-order accurate for hyperbolic conservation laws and
extended its applicability to the compressible Navier-Stokes equations in [126]. Fi-
nally, Tsoutsanis et al. [87, 127, 128] extended the WENO schemes to arbitrary 3D
unstructured grids for the Euler equations.
The main characteristic of the WENO schemes is a non-linear combination of
polynomials arising from diﬀerent reconstruction stencils in a solution dependent
manner. The approach employed here is a WENO k-exact method similar to the
implementation of Tsoutsanis et al. [87] and Dumbser and Käser [88] for mixed-
element 2D and 3D unstructured grids.
3.4.1 Directional Stencil Construction
WENO stencils are composed by a central and several “directional” or “sectorial” sten-
cils, uniformly covering all outwards marching directions from the considered element
bounded surfaces. The directional stencils are assembled based on predeﬁned geo-
metric sectors as proposed by Titarev et al. [127] for 2D and Tsoutsanis et al. [87] for
3D. For 2D, the geometric sectors are constructed based on two neighboring vertices
deﬁning an edge and the barycenter of the element. This procedure is extended to
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(a) Triangle (b) Tetrahedron
Figure 3.5: Geometric sectors in 2D and 3D
3D, where the vertices form a bounded-surface rather than an edge; Figure 3.5 on
page 28 illustrates the sectors for a triangle and a tetrahedron. The main advant-
age of this method is that it uses half the number of directional stencils, thus it is
computationally more eﬃcient compared with methods in [109, 129, 130].
The admissible directional stencils are selected based on the condition that the
barycenter of the considered element lies inside a predeﬁned geometrical sector. For
elements that are located away from boundaries, the number of directional stencils is
usually equal to the number of element’s faces Sms = SL.
The directional stencils are constructed by recursively adding direct-side neigh-
bours subjected to the directionality conditions mentioned above. Additionally, an-
other substantial condition is enforced to ensure that no overlapping elements exist
in the stencils. In other words, if an element is added to one directional stencil it will
not be included in any other one. The latter condition, if satisﬁed, is labelled as a
“strong” directionality enforcement condition; otherwise, it is labelled as “weak”. The
aspect of distinct element selection improves the robustness of the scheme for ﬂow
problems with sharp gradients [131].
Figures 3.6 and 3.7 demonstrate this concept, 3.6 shows 3rd and 5th-order WENO
reconstruction stencils for an hexahedral element located on the bottom surface rep-
resenting a wall, and a pyramidal element coupling the tetrahedral and hexahedral
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(a) 3rd-order WENO stencils with weak direc-
tionality condition
(b) 3rd-order WENO stencils with strong direc-
tionality condition
(c) 5th-order WENO stencils with weak direc-
tionality condition
(d) 5th-order WENO stencils with strong direc-
tionality condition
Figure 3.6: Central and directional stencils for the hexahedral-pyramid-tetrahedra grid; the
considered element is shown with white edge and its central central stencil with blue.
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(a) 3rd-order WENO stencils with weak direc-
tionality condition
(b) 3rd-order WENO stencils with strong direc-
tionality condition
(c) 5th-order WENO stencils with weak direc-
tionality condition
(d) 5th-order WENO stencils with strong direc-
tionality condition
Figure 3.7: Central and directional stencils for the prism-tetrahedra grid; the considered
element is shown with white edge and its central central stencil with blue.
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grid-blocks. The directional stencil are shown with colors, the considered element
is shown with white lines and the central stencils with blue lines. The left ﬁgures
show a directional stencil construction with weak enforcement, the right ones with
strong, note that the weak has overlapping elements and cover notably a smaller area
than the strong ones. Equivalently, the concept is applied for an tetrahedral and a
prismatic element in Figures 3.7.
3.4.2 WENO Formulation
WENO schemes are based on the non-linear solution-adaptive combination of the
directional stencils or simply WENO stencils. The WENO stencils are represented in
a similar fashion as for the basic reconstruction by high-order polynomials. The non-
linearity of the reconstruction is achieved with non-linear weights determined by linear
weights in conjunction with the smoothness of the solution for each of the WENO
stencils [40, 124, 125]. Consider a reconstruction polynomial pm(ξ, η, ζ) obtained for
each individual stencil ˜Sm as
pwenoi =
ms∑
m=1
ωm pm(ξ, η, ζ) (3.4.1)
where ms is the total number of WENO stencils, substituting back to equation (3.2.7)
for pm(ξ, η, ζ), we obtain the following expression
pm (ξ, η, ζ) =
K∑
m=0
a
(m)
k φk(ξ, η, ζ) (3.4.2)
following the condition that the sum of all weights is unity, yields
pwenoi = qi +
K∑
k=1
 ms∑
m=0
ωma
m
k
φk(ξ, η, ζ)
≡ qi +
K∑
k=1
a˜kφk(ξ, η, ζ)
(3.4.3)
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where a˜k is the reconstructed DOF, the non-linear weight is ωm and is deﬁned as
presented in [87, 132], yielding
ωm =
ω˜m
ms∑
m=0
ω˜m
where ω˜m =
λm
(ǫ + Im)b (3.4.4)
where ǫ is a small number to avoid division by zero, Im is the smoothness indicators
of the solution and b is a integer determining the decay rate of ωm for steep (non-
smooth) stencils, typical values are employed ǫ = 10−6 and b = 4 [88]. The linear
weights λm have been assigned a higher value for the central stencil λcentral ≈ 103 and
for the directional stencil a value of λWENO ≈ 1 [88]. For problems with extreme
discontinuities and sharp gradients e.g. supersonic and hypersonic ﬂows, a smaller
value for the central stencil linear weight is required λcentral ≈ 100. The solution
adaptive character of the schemes is incorporated in the smoothness indicator deﬁned
as
Im =
∑
1≤|β|≤r
∫
˜Ei
(
Dβpm(ξ, η, ζ)
)2 (dξ, dη, dζ) (3.4.5)
where β is a multi-index, r is the polynomial’s order and D is the derivative operator
[88]. The grid-dependent parameter usually accounted in the smoothness indicator
as presented in [39] is emitted, since the coordinate transformation to the reference
system removes any spatial related ambiguities [87]. The smoothness indicator is
a quadratic functions of the DOF (amk ) and can be expressed as universal mesh-
independent oscillation indicator matrix as deﬁned in [132].
WENO reconstruction can be carried out in terms of conserved or characteristic
variables. In this work, the WENO reconstruction is carried out in terms of charac-
teristics variables because it enhances the robustness of the schemes as well as makes
them more suitable for higher spatial discretisation methods.
3.4.3 Characteristics Based Reconstruction
The characteristic reconstruction utilises the characteristic variables for determin-
ing the non-linear weights of the WENO algorithm. To enhance computational eﬃ-
ciency, the characteristic-based reconstruction is employed on the DOF as introduced
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by Dumbser et al [132] rather than the element averages. Furthermore, the entire
polynomial is reconstructed with the WENO algorithm and the characteristic decom-
position is applied for each quadrature point of each face for the considered element.
The method diﬀers from [132] as it reconstructs entire polynomials without consider-
ing the ENO-type scheme based on the smoothest stencil selection.
In more detail, consider element i with ~n being the unit normal vector on the face
j, one of its neighboring elements i j and the arithmetic average of a general variable
q deﬁned as q~ni,i j = 1/2(qi + qi j). The hyperbolic conservation law is derived from the
system of equations (2.1.1) by excluding the viscous components. The projection of
the inviscid ﬂux tensor according to the normal direction computed at the average
state q~ni,i j is written as
J j =
∂ ~Fc
~n
∂q
∣∣∣∣∣∣∣
q=q~ni,i j
(3.4.6)
where J j is the Jacobian matrix with R j and L j being the right and left eigenvector
matrices respectively, see Appendix-Section 9.1 for the complete formulation of the
Jacobian for the Euler’s equations. For a stencil S composed by M elements, the
characteristic projections of the DOF (ak) are computed as
Bmi, j,k = L jA
m
i, j, m = 0, . . . , M k = 0, . . . , K (3.4.7)
Reconstructing each projected DOF according to the WENO method in Section 3.4.2,
the reconstructed DOF ˜B
m
i, j,k are projected back by multiplying with the right eigen-
vector R j, then the reconstructed WENO polynomial is written as
pwenoi, j (ξ, η, ζ) = qi +
K∑
k=1
˜A
m
i, j,kφi,k(ξ, η, ζ) ˜A
m
i, j,k = R jB
m
i, j,k (3.4.8)
where φi,k are the polynomial basis functions and ˜A
m
i, j,k are the DOF which are de-
pended also on the considered face j. By extending equation (3.4.8) for each integra-
tion point the reconstruction takes the following form
pwenoi (ξβ, ηβ, ζβ) = qi +
K∑
k=1
˜A
m
i, j,kφi,k(ξβ, ηβ, ζβ) (3.4.9)
where index β corresponds at each point, and to enhance computational performance
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the basis functions φi,k(ξβ, ηβ, ζβ) are computed once and stored in the memory. The
characteristic based reconstruction is employed on each reconstructed polynomial,
thus is more eﬃcient than in [132] where the smoothest stencil is considered.
Furthermore, for ﬂows with excessive discontinuities such as strong shocks and
rarefaction waves, WENO schemes might fail in these proximities, and to account for
this issue the reconstruction order is dropped to a lower one only for the troubled
elements. This is achieved by examining the diﬀerence of the cell-centered values, if
the diﬀerence is severely large, then the order reduction is applied. This technique
is adopted from [133] with minor modiﬁcations to account for arbitrary unstructured
grids. This method increases the robustness of the solver and does not aﬀect the
overall order of accuracy of the scheme in the smooth ﬂow regions [133].
3.5 Inviscid Fluxes
Recalling the semi-discrete FV formulation of the NS equations (2.2.1) where the
ﬂuxes are evaluated according to the normal vector on the bounded face of element i
by integrating over the face area. The integration is achieved by employing a classical
multidimensional Gaussian quadrature formula [134, 135]. Rewriting the inviscid
ﬂuxes ~Fci, j of equation (2.2.3)
~Fci, j =
L∑
j=1
B∑
β=1
~Fc
~n, j
(
¯W(xβ, t)
)
ωβ|A j| (3.5.1)
where ¯W(xβ, t) is the solution vector at time t, ~Fc~n, j is the projection of the ﬂux tensor
on the normal direction, xβ being the Gaussian integration point coordinates, with a
total points employed B per face, with its corresponding weight ωβ evaluated over the
face surface area |A j|.
For linear reconstruction only one Gaussian quadrature point is required per face,
but for higher order reconstruction i.e. 3rd and 5th, a quadrature rule of appropriate
order is engaged. It must be stressed, that any quadrature formula that includes
negative weights might lead to unstable numerical integration and must be avoided.
Table 3.3 on page 35 shows the quadrature points coordinates and weights for a
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triangle.
Table 3.3: Gaussian quadrature point coordinates and weights for a triangle
Order xξ xη ω
1st 0.333333333333333 0.333333333333333 1.000000000000000
2nd 0.666666666666667 0.166666666666667 0.333333333333333
0.166666666666667 0.166666666666667 0.333333333333333
0.166666666666667 0.666666666666667 0.333333333333333
3rd 0.333333333333333 0.333333333333333 -0.56250000000000
0.600000000000000 0.200000000000000 0.520833333333333
0.200000000000000 0.600000000000000 0.520833333333333
0.200000000000000 0.200000000000000 0.520833333333333
4th 0.816847572980459 0.091576213509771 0.109951743655322
0.091576213509771 0.816847572980459 0.109951743655322
0.091576213509771 0.091576213509771 0.109951743655322
0.108103018168070 0.445948490915965 0.223381589678011
0.445948490915965 0.108103018168070 0.223381589678011
0.445948490915965 0.445948490915965 0.223381589678011
5th 0.333333333333333 0.333333333333333 0.225000000000000
0.797426985353087 0.101286507323456 0.125939180544827
0.101286507323456 0.797426985353087 0.125939180544827
0.101286507323456 0.101286507323456 0.125939180544827
0.059715871789769 0.470142064105115 0.132394152788506
0.470142064105115 0.059715871789769 0.132394152788506
0.470142064105115 0.470142064105115 0.132394152788506
Each conserved variable is approximated by piece-wise polynomials, where the
solution is continuous throughout the element but discontinuous on the boundary
interfaces, as shown in Figure 3.4 on page 24 with red lines. Two approximated values
exist for the reconstructed solution at the boundary with respect to the elements
sharing a face. ~W−β is the extrapolated value computed by the polynomial pi for the
considered element and ~W+β is the extrapolated value of its neighbouring element. For
a Godunov upwind scheme the physical normal ﬂux is replaced by a numerical ﬂux,
yielding
~Fci, j =
L∑
j=1
B∑
β=1
ˆF~n, j( ~W−β , ~W+β )ωβ|A j| (3.5.2)
where the projection of the ﬂux tensor to the normal direction ~Fc
~n, j from equation
(3.5.1) is replaced by ˆF~n, j which is a function, a building block of a high-order scheme
also known as a Riemann solver [90]. For each bounded surface, the projected ﬂux
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tensor ˆF~n, j is rotated according to a constant rotational matrix T following the rota-
tional invariance concept [136], yielding
ˆF~n, j = T−1 ~F(T j ~Wβ) (3.5.3)
where the rotational matrix T is given by
T =

1 0 0 0 0
0 cosθsinϕ sinθsinϕ cosϕ 0
0 -sinθ cosθ 0 0
0 cosθcosϕ sinθcosϕ -sinϕ 0
0 0 0 0 1

(3.5.4)
where θ is the azimuthal angle and ϕ is the polar angle [137]. By substituting back
to equation (3.5.2) the following expression reads
~Fci, j =
L∑
j=1
B∑
β=1
T−1 ~F
(
ˆW−β , ˆW+β
)
ωβ|A j| (3.5.5)
where ˆW−β and ˆW−β are the rotated conserved variable vectors given by
ˆW−β = T j ~W−β ˆW+β = T j ~W+β (3.5.6)
For each quadrature point (β) the monotone ﬂux function ˆF~n, j is calculated according
to the one 1D Riemann problem written as
∂
∂t
ˆW +
∂
∂s
ˆF = 0, ˆF = ~F
(
ˆW
)
, ˆW(s, 0) =
 ˆW
−
β , s < 0
ˆW+β , s > 0
(3.5.7)
The Harten-Lax-van Leer-Contact (HLLC) [136, 138] solver is employed, resolving a
three-wave structure where the wave S −, S ∗ and S + are estimated as follows
ˆF
HLLC

ˆF−, if 0 ≤ S −,
ˆF∗− = ˆF− + S −
(
ˆW∗− − ˆW−
)
, if S − ≤ 0 ≤ S ∗,
ˆF∗+ = ˆF+ + S +
(
ˆW∗+ − ˆW+
)
, if S ∗ ≤ 0 ≤ S +,
ˆF+, if 0 ≥ S +,
(3.5.8)
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where
ˆW∗± = ρ±
(
S ± − u±
S ± − S ∗
)

1
S ∗
v±
w±
E±
ρ±
(S ∗ − u±)
(
S ∗ + p
±
ρ±
(S ± − u±)
)

(3.5.9)
ˆW∗± is computed either for the considered element “−”, or for its neighbour “+” and
the wave speeds are estimated according to the sign. The HLLC ﬂux incorporates all
possible waves in the Riemann problem solution without employing any linearisation
of the equations and it has been proven to work well for transonic problems without
any modiﬁcations [133].
3.6 Viscous Fluxes
Currently, the treatment of viscous gradient and ﬂuxes for mixed-element unstruc-
tured grids in 2D and speciﬁcally in 3D is a topic of continuous research. Diskin
et al [85] demonstrated the superiority of cell-centered based data storage over cell-
vertex based data for evaluating the gradient on mixed-element grids, provided a grid
independence during the ﬂow simulation. Sharov and Nakahashi [139] introduced
edge-based data structure, which is an accurate and eﬃcient way to evaluate the
gradient on the nodes at each midpoint edge, Frink [93] presented a method where
face-centers approximation were employed for a tetrahedral face where the averaging
from the nodes to the face-centers is achieved by a midpoint trapezoidal rule. Hasel-
bacher et al [140] proposed a modiﬁed averaging procedure for the evaluation of the
gradient where a directional derivative based on the edge’s length is introduced.
Edge-based methods will produce accurate gradient approximations but they have
diﬃculties in handling non-uniform grids, therefore, inverse-weighting is necessary to
maintain numerical stability. The outcome is complicated and expensive schemes
both in terms of memory and computationally cost. Gassner et al [141, 142] derived
a generalized diﬀusive Riemann solver for the treatment of the viscous ﬂuxes, although
the computed solutions have reached convergence of the order of the reconstruction,
the extension to advection-diﬀusion problems remains at large.
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The calculation of the viscous ﬂuxes requires the computation of the spatial de-
rivatives of the cartesian velocities and temperature at the element’s faces for each
quadrature point. The method employed for the viscous discretisation is compact, as
only the central stencil is employed for the evaluations of the gradients, regardless of
the scheme’s order. The viscous ﬂuxes ~Fvi, j from equation (2.1.6) are expressed for a
Gaussian integration point β, on the considered element’s face j written as
~Fvi, j ≈
L∑
j=1
B∑
β=1
~Fv
~n, jωβ|A j| (3.6.1)
where the interface viscous ﬂux, ~Fv
~n, j is composed by the normal and shear stresses
including the heat ﬂuxes in (2.1.6) which are computed by averaging the boundary
extrapolated values from the considered element and its neighbour given by
uβ =
1
2
(
u+β + u
−
β
)
, vβ =
1
2
(
v+β + v
−
β
)
, wβ =
1
2
(
w+β + w
−
β
)
,
µβ =
1
2
(
µ+β + µ
−
β
) (3.6.2)
where u, v,w are the velocities components and µl is the laminar viscosity (Souther-
land) required for the evaluation of the viscous stresses and heat ﬂuxes.
3.6.1 Gradient Reconstruction
The velocity and the temperature gradients at the interface are also computed by
averaging the boundary extrapolated gradients as
(∇U)β =
1
2
(
∇U−β + ∇U+β
)
, (∇T )β =
1
2
(
∇T−β + ∇T+β
)
(3.6.3)
where the velocity gradient components are labeled as ∇U : (u ∨ v ∨ w) and the tem-
perature gradient being ∇T . The gradient is reconstruction according to the central
reconstruction detailed in Section 3.2, where the spatial derivatives are transformed
from the physical to the reference coordinate space by employing the inverse Jacobian
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of the transformation in (3.1.1), yielding

∂q
∂x
∂q
∂y
∂q
∂z

j
i
=
(
J−1
)T
i

∂p(ξ, η, ζ)
∂ξ
∂p(ξ, η, ζ)
∂η
∂p(ξ, η, ζ)
∂ζ

j
i
(3.6.4)
where
(
J−1
)T
i
is the transpose of the inverse Jacobian for a considered variable q, so
the velocity and temperature gradients read
(∇Uk) = (J−1)T

∂Uk
∂ξ
∂Uk
∂η
∂Uk
∂ζ

i
k
, (∇Tk) = (J−1)T

∂Tk
∂ξ
∂Tk
∂η
∂Tk
∂ζ

i
k
(3.6.5)
In more details, denote the components of the transpose inverse Jacobian matrix as
(
J−1
)
=

b11 b12 b13
b21 b22 b23
b31 b32 b33
 (3.6.6)
then the gradient and its derivatives for a property q takes the following form
(
~n,∇qk
)
=
(
nx, ny, nz
) 
b11 b12 b13
b21 b22 b23
b31 b32 b33


∂qk
∂ξ
∂qk
∂η
∂qk
∂ζ

= (c1, c2, c3) ×

∂qk
∂ξ
∂qk
∂η
∂qk
∂ζ

(3.6.7)
where c1, c2 and c3 are given by
c1 = nxb11 + nyb21 + nzb31
c2 = nxb12 + nyb22 + nzb32
c3 = nxb13 + nyb23 + nzb33
(3.6.8)
The least square reconstruction of the velocity and temperature gradients for wall-
bounded elements is conceived with a special treatment in order to avoid even-
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Figure 3.8: Wall boundary
decoupling and ill-conditioned matrices. This numerical treatment is discussed in
the following sections.
3.7 Implementation of Boundary Conditions
In any numerical simulation, the spatially discretised domain requires boundary con-
ditions to close the system by prescribing meaningful values for the physical quant-
ities. The selection and implementation of the boundary conditions requires atten-
tion, as it aﬀects the overall stability and convergence of the simulation. In contrast
to the structured grid framework, where ﬁctitious or ghost cells are employed for
the approximation of the physical quantities at the boundary interface [143], their
implementation on unstructured grids becomes highly complicated in terms of grid
generation and overlapping elements. Therefore, the treatment and implementation
of the boundary conditions is conceived in a diﬀerent, characteristic-wise, adaptive
approach, explained in the following subsections.
3.7 Implementation of Boundary Conditions 41
3.7.1 Adiabatic No-Slip Wall
Solid-wall is the most widely employed boundary condition for engineering applica-
tions. In the vicinity of the wall, viscous terms become dominant as the shear forces
increase substantially. The relative velocity of the ﬂuid on the wall surface is zero
thus, for a non-moving wall, the cartesian velocities at the surface are u = v = w = 0.
An adiabatic wall is considered so there is no heat transfer between the ﬂuid and the
boundary ~n|w∇T = 0. As a result the convective ﬂuxes from equation (3.5.1) reduce
to the pressure term, the viscous ﬂuxes from equation (2.1.7) take the following form
Vx|w =

0
τxx
τxy
τxz
qx

,Vy|w =

0
τyx
τyy
τyz
qy

,Vz|w =

0
τzx
τzy
τzz
qz

(3.7.1)
The numerical ﬂux at the boundaries is computed with the inverse Riemann problem
[132] by assigning an extrapolated value outside the domain for each conserved vari-
able in order to obtain the correct numerical ﬂux at the interface for the Riemann
problem therefore obtain the physical conditions on the boundary. The schematic
representation of the concept is shown in Figure 3.8 on page 40 for 2D, where the
boundary extrapolated values for outside q+i and for the considered element q
−
i are
rotated normal to the boundary surface (line). The conditions for the conserved
variables and the gradients on the wall boundary are imposed as
ρ+ = ρ−, E+ = E−, ∇U− = ∇U+
u+ = −u−, v+ = −v−, w+ = −w−,∇ ˆT− = −∇ ˆT+
(3.7.2)
where u, v,w are the cartesian velocity components, ρ and E being the density and
total energy respectively, the velocity gradient is written as ∇U and ∇ ˆT is the tem-
perature gradient rotated according to the normal vector ~nw.
The no-slip wall boundary conditions require a selective reconstruction of the
solution in order to maintain accuracy and to avoid an ill-conditioned system. This is
achieved by reconstructing the system of equation for the velocity and the temperature
terms individually.
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No-slip boundary condition for velocity
During the pre-processing stage, the average basis functions of the polynomial are
pre-stored for a wall-bounded element, taking also into consideration their weights
on the face adjacent to the wall. Applying the non-slip conditions for the considered
face, we obtain the least-square system for the velocity components according to the
Dirichlet condition as
qi +
K∑
k=1
akφk(x|w) = 0 (3.7.3)
where the reference co-ordinates of the face-center adjacent to the wall are x|w =
(ξw, ηw, ζw). Assuming that the basis function on the wall can not take zero values
φ1(x|w) , 0, the ﬁrst degree of freedom a1 is eliminated yielding the following expres-
sion
a1 = − 1
φ1(x|w)
qi +
K∑
k=1
akφk(x|w)
 (3.7.4)
Substituting back to expression (3.2.8), yields
K∑
k=2
{
Amk − Am1φk(x|w)
φ1(x|w)
}
ak = bm +
Am1
φ1(x|w)qi m = 1, . . . M (3.7.5)
note, k starts from the value 2 as a1 was eliminated, for all elements M in the stencil;
the new system can be rewritten as
K∑
k=2
˜Amkak = ˜bm, ˜Amk = Amk − Am1φk(x|w)
φ1(x|w) ,
˜bm = bm +
Am1
φ1(x|w)ui (3.7.6)
Adiabatic boundary condition for temperature
The adiabatic condition for the temperature is treated equivalently to the approach
utilized for the velocity. The temperature gradient ∇T at adiabatic boundaries follows
the Neumann boundary condition written as
~n|w∇T = nx
∂T
∂x
+ ny
∂T
∂y
+ nz
∂T
∂z
= 0 (3.7.7)
where ~n|w = (nx, ny, nz) is the normal vector at the wall. The above condition is applied
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to the least square system (3.2.8) yielding
K∑
k=1
ak(~n,∇φk)|w =
K∑
k=1
ak
{
nx
∂φk
∂x
+ ny
∂φk
∂y
+ nz
∂φk
∂z
}
= 0 (3.7.8)
by substituting for the temperature gradient to the equation (3.6.7) with the corres-
ponding derivatives constants from (3.6.8), the conditions is rewritten as
K∑
k=1
akϕk (x|w) = 0 (3.7.9)
where
ϕk = c1
∂φk (x|w)
∂ξ
+ c2
∂φk (x|w)
∂η
+ c3
∂φk (x|w)
∂ζ
(3.7.10)
in similar fashion as for the velocities, a1 is eliminated assuming that ϕ1(x|w) , 0,
yields
K∑
k=1
ϕk|w = 0 ⇒ a1 = −
1
ϕ1(x|w)

K∑
k=2
akϕk(x|w)
 (3.7.11)
substituting back to (3.2.8), the ﬁnal system is obtained
K∑
k=2
˜Amkak = bm, ˜Amk = Amk −
Am1ϕk(x|w)
ϕ1x|w
(3.7.12)
Since high-order numerical integration by a Gaussian quadrature rule will generate
several integration points per face or edge, it is highly possible that the number of
points will exceed the DOF for wall-bounded elements, over-constraining the least
square matrix and decreasing the robustness of the scheme [104]. Thereafter, the least
square system with conditions (3.7.6) for the velocity and (3.7.12) for the temperature
is only constrain at one point, located at the center of the considered wall-bounded
face or edge.
3.7.2 Inflow and Outflow
Flows past aerofoils and wings are considered as external ﬂows where the far ﬁeld
boundary conditions are imposed with free-stream values. For external ﬂows the far
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(a) Inflow (b) Outflow
Figure 3.9: Schematics of characteristic inflow and outflow boundary conditions
ﬁeld has to be placed very far from the body to correspond to an inﬁnite domain.
This is a necessary requirement for subsonic and transonic viscous ﬂows as it aﬀects
the vortex formation and therefore the lift and drag predictions on the body. For
transonic cases, where the local speed is in the regions of the characteristic (speed
of sound), the elliptic equations become quite sensitive to the implementation of
the far ﬁeld boundary conditions and phenomena as backwards reﬂections are often
encountered.
To avoid unphysical reﬂections, characteristic variables are used where the sign
of the eigenvalues of the convective ﬂux Jacobian (3.4.6) is utilized as a switch for
engaging either subsonic or supersonic condition [144]. The local speed of sound and
Mach number are computed and the values at the boundary interface are updated
accordingly. The following four boundary conditions are considered
• subsonic inﬂow
• subsonic outﬂow
• supersonic inﬂow
• supersonic outﬂow
For subsonic inﬂow conditions, where from the total ﬁve characteristics, four enter the
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domain and their values are assigned according to the free-stream conditions, the one
that leaves is linearly extrapolated from the interior [137]. Figure 3.9 on page 44 (a)
shows the three points employed for the estimation of the subsonic inﬂow conditions:
1 represents the free-stream values, 2 the values at the boundary interface and 3 the
extrapolated values from the interior, computed as
p2 =
1
2
[
(p1 + p3 − ρ3a3)
(
nx (u1 − u3) + ny (v1 − v3) + nz (w1 − w3)
)]
ρ2 = ρ1 +
p2 − p1
a23
u2 = u1 − nx
p1 − p2
ρ3a3
v2 = v1 − ny p1 − p2
ρ3a3
w2 = w1 − nz
p1 − p2
ρ3a3
(3.7.13)
where a3 is the speed of sound in the interior of the domain. For subsonic outﬂow
the pressure is speciﬁed usually as the free-stream static pressure as shown in Figure
3.9 on page 44 (b), then the speed of sound is computed and the remaining primitive
variables are extrapolated from the interior of the domain, the values at the boundary
are computed as follows
p2 = p1
ρ2 = ρ3 +
p2 − p3
a21
u2 = u3 − nx p3 − p2
ρ1a1
v2 = v3 − ny
p3 − p2
ρ1a1
w2 = w3 − nz p3 − p2
ρ1a1
.
(3.7.14)
Supersonic conditions are less sensitive as all eigenvalues have the same sign, therefore
for supersonic inﬂow all primitive variables are determined by the free-stream values,
written as
ρ2 = ρ1, u2 = u1, v2 = v1, w2 = w1, p2 = p1 (3.7.15)
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and for supersonic outﬂow the values at the boundary are set by the interior of the
domain yielding
ρ2 = ρ3, u2 = u3, v2 = v3, w2 = w3, p2 = p3. (3.7.16)
Independent of the spatial order, the accuracy will drop at the boundary as only one
state is considered for evaluating the ﬂux.
3.7.3 Symmetric and Periodic
Symmetric and periodic boundary conditions are widely employed in engineering ap-
plication as well as in fundamental ﬂows as they simplify the problem by reducing the
spatial domain and therefore the computational eﬀort. For ﬂows over wings, aircrafts
and automobiles, where the body is symmetrical in the span-wise direction, only half
of it is modeled and simulated. Assuming that the span-wise values have insigniﬁc-
ant variations, then a symmetry plane is applied at the middle cross-section. On this
plane the following conditions have to be imposed: no ﬂux through the boundary, thus
the normal velocity is zero, the gradient of a scalar quantity is zero. Furthermore,
the gradient normal to the boundary of the tangential velocity and the gradient along
the boundary of the normal velocity is also zeroed out. Assuming that the symmetry
plane is tangential to the z axis, the conditions are written as
~n(u, v,w) = 0
∂T
∂z
= 0
∂u
∂z
=
∂v
∂z
= 0
∂w
∂x
=
∂w
∂y
= 0.
(3.7.17)
For certain cases the ﬂow can be considered as periodic in its behavior with respect
to one or several directions. The elements with a periodic boundary are explicitly
combined with their translational mirrored elements and all conserved variables are
directly obtained. Elements with periodic boundaries are considered during the stencil
construction phase by satisfying all appropriate conditions, and the coordinates of all
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stencil’s elements are shifted to match the ones of the considered element.
3.8 Time Discretisation
Having completed the numerical framework related to the spatial domain, and by
setting appropriate initial conditions, the solution is advanced in time. The time
dependent terms are discretised with the 3rd-order TVD Runge-Kutta method [35],
where the average vector of conserved variables W i is advanced in time as follows
W
n+1/3
i = W
n
i + ∆t · RHS ·W
n
i ,
W
n+2/3
i =
3
4
W
n
i +
1
4
W
n+1/3
i +
1
4
∆t · RHS ·Wn+1/3i ,
W
n+3/3
i =
1
3W
n
i +
2
3W
n+2/3
i +
2
3∆t · RHS ·W
n+2/3
i
(3.8.1)
where RHS is the right hand side of the semi-discrete formulation (2.2.1) and ∆t is
the time step calculated as
∆t =
CFL
di
·min
(
hi
S i
+
1
2
h2i
µl + κ
)
(3.8.2)
where S i is the maximum propagation speed for the considered element, di is a integer
number, either 2 or 3 depending on the spatial dimensions, µl is the laminar dynamic
viscosity, κ is the heat conductivity, hi is the characteristic length of the element
and CFL is the Courant-Friedrichs-Levy number ≤ 1/3; it has to be noted that by
increasing the discretisation order the a greater value for CFL can be employed. The
characteristic length is the radius of the inscribed sphere for the considered element
in three dimensions and the edge with the minimum length for two dimensions. The
propagation speed is given by the following expression
S i =
∣∣∣∣(nx · u + ny · v + nz · w)∣∣∣∣α (3.8.3)
where α is the speed of sound computed as α =
√
p · γ/ρ . For steady-state simulations
and to speed up convergence, a local time stepping method in conjunction with the
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2nd-order Forward Euler method are employed, the scheme is written as
W
n+1/2
i = W
n
i +
1
2
∆ti · RHS ·W
n
i ,
W
n+2/2
i = W
n
i +
1
2
∆ti · RHS ·Wn+1/2i ,
(3.8.4)
where ∆ti is the time step for the considered element computed according to equation
(3.8.2).
C H A P T E R 4
TURBULENCE MODELLING
Chapter 4 concludes the methodology part of the thesis. The chapter is devoted to
turbulence modelling, starting with introductory remarks on turbulence, with a focus
on the widely employed Spalart-Allmaras (SA) model. The original SA formulation is
presented with all closure functions and constants, followed by Edwards modiﬁcations.
The discretisation methods employed for the SA model are described, including the
convective, conservative and source terms.
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4.1 Introduction to Turbulence Modelling
In most ﬂuid engineering applications such as ﬂows over aerofoils and high-lift devices,
the ﬂow is characterized by Reynolds numbers well beyond the critical limits of tur-
bulence, where the laminar ﬂow transitions to turbulent. Turbulent ﬂows contain
self-sustaining ﬂuctuations of ﬂow properties imposed on the main ﬂow [145].
The physical quantities are submitted to ﬂuctuations in a wide spectrum of scales.
The whole scale range can be completely resolved with Direct Numerical Simulation
(DNS), where it is of crucial importance that the size of the grid and the time step
are suﬃciently ﬁne to accurately capture the physical disturbances of the smallest
eddies in the Kolmogorov scale. To understand the numerical eﬀort required for
DNS, consider the three-dimensional ﬂow with a Reynolds number of 5, 000, the grid
size will be in the hundreds of billions of grid points, making it unrealistic with current
computational resources [146].
Over the last decades approximating methods have been developed based on av-
eraging the ﬂuid quantities and neglecting the small scale ﬂuctuations, which have
similar structures in all turbulent ﬂows. By relating these ﬂuctuations to the main
ﬂow properties, turbulence modelling is conceived. This averaging procedure intro-
duces additional stress terms in the momentum equations called Reynolds stresses.
Based on the Boussinesq hypothesis [147], the Reynolds stresses are proportional to
the strain rate and therefore to the gradient of the mean ﬂow velocity, and can be
expressed as a scalar quantity: the eddy viscosity µt.
The evaluation of the eddy viscosity is performed with turbulence models which
are based on semi-empirical observations including closure constants and functions
calibrated with experimental data, DNS and Large Eddy Simulation (LES) predic-
tions. Consequently, no single turbulence model will be adequate to accurately resolve
any ﬂuid ﬂow. Turbulence models can be categorised as zero equation or algebraic,
and one or two equations models depended on the number of PDE’s employed.
The one-equation model of Spalart and Allmaras (SA) is utilised in this work as it
has been extensively employed for aerodynamic applications for ﬂows over wings and
airfoils. Rogers et al. [148] have conducted an investigation comparing several turbu-
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lence models: the Baldwin-Barth, the Menter’s k − ω SST, the Durbin-Mansour and
the Spalart-Allmaras models for a high-angle of attack multi-element airfoil subsonic
ﬂow. The pressure distribution was predicted with very little variations between the
models. Furthermore, the SA model was the only one predicting stall conditions and
showed the greatest amount of mixing in the wakes. The model is also “coordinate-
variant”, meaning that it is dependent on distances from walls, removing ambiguities
related to the deﬁnition of distance functions, and is more tuned with high-order
schemes in conjunction with turbulence modelling [149]. The main advantage of the
SA model compared with the two-equations models is the fact that only one PDE-
transport equation is solved leading to less computations and memory usage.
4.2 The Spalart-Allmaras Model
The SA turbulence model is derived based on empiricism, dimensional analysis, Ga-
lilean Invariance and the Boussinesq assumption [150]. The Boussinesq’s approxim-
ation [147] relates the viscous stress tensor τi j to the Reynolds stresses through the
eddy viscosity µt, eﬀectively modeling the momentum transfer by turbulent eddies,
written as
τi j = 2 (µl + µt)
(
si j − 13
∂uk
∂xk
δi j
)
(4.2.1)
for simplicity and compactness two dimensions are considered, where i = 1, 2 and
j = 1, 2 are indices, xi = x, y the Cartesian coordinates in 2D, k is the thermal
conductivity, δi j is the Kronecker delta and si j is the strain rate tensor deﬁned as
si j =
1
2
(
∂ui
∂x j
+
∂u j
∂xi
)
. (4.2.2)
The SA model utilizes one equation to solve a transport working variable ν˜ which is
related to the eddy viscosity. The original SA model with the transport equation is
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written in conservative, dimensionless form
∂(ρν˜)
∂t
+
Convective term︷               ︸︸               ︷
∂(ρuν˜)
∂x
+
∂(ρvν˜)
∂y
=
Conservative diffusive term︷                                                                                                ︸︸                                                                                                ︷
1
Rea
1
σ
[(
∂
∂x
(
ρ (ν + ν˜) ∂ν˜
∂x
)
+
∂
∂y
(
ρ (ν + ν˜) ∂ν˜
∂y
))
+
(
(ν + ν˜)
(
∂ν˜
∂x
∂ρ
∂x
+
∂ν˜
∂y
∂ρ
∂y
))]
+
Non-conservative diffusive term︷                          ︸︸                          ︷
ρ
Rea
Cb2
σ
(∂ν˜
∂x
)2
+
(
∂ν˜
∂y
)2+
Production term︷                                     ︸︸                                     ︷
ρCb1
[
1 − ft2] (S ν˜ + 1Rea ν˜
2
k2d2 fv2
)
−
Near-wall destruction term︷                            ︸︸                            ︷
ρ
Rea
[
Cw1 fw − Cb1k2 ft2
] (
ν˜
d
)2
+
Transition “trip-term”︷           ︸︸           ︷
ρRea ft1 (∆U)2 .
(4.2.3)
The turbulence parameter ν˜ is related to the eddy viscosity µt as
µt = ρν˜ fv1 (4.2.4)
where
fv1 = X
3
X3 + C3
v1
and X = ρν˜
µl
where Cv1 = 7.1 (4.2.5)
where µl is the laminar viscosity computed according to Sutherland’s approximation
and Cv1 is a model constant. At this point only fully turbulent ﬂows are considered
so the “trip-terms” ft1 and ft2 related to transition locations are zeroed out.
Edwards modiﬁcation of the SA model is employed as it improves near-wall con-
vergence, both in terms of smoothness and speed [151]. The main diﬀerence from
the original model is in the production source term of equation (4.2.3), where the
vorticity magnitude S is replaced with strain-rate norm ˜S , thus the production term
can be rewritten in dimensional form as
Production = Cb1 ˜S ν˜ρ and ˜S = ¯S
(
fv1 + 1max(X, ǫc)
)
where Cb1 = 0.1355
(4.2.6)
where
¯S =
√
2
(∂u
∂x
)2
+
(
∂v
∂y
)2 + (∂u
∂y
+
∂v
∂x
)2
− 23
(
∂u
∂x
+
∂v
∂y
)
. (4.2.7)
To preserve positivity of the model the ¯S is limited to take only positive values [151].
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The destruction term is redeﬁned in dimensional form as
Destruction = Cw1 fw(r)ν˜ρ where r =
tanh
(
ν˜ρ
(κd)2 ˜S
)
tanh(1.0) (4.2.8)
where d is the distance between the element centroid to the nearest wall (face-center),
for computational eﬃciency, the distance is computed and pre-stored during the ini-
tialisation procedure. The auxiliary functions of the destruction source terms are
given
fw(r) = g
( 1 + C6
w3
g6 + C6
w3
)1/6
where g = r + Cw2
(
r6 − r
)
(4.2.9)
the non-conservative diﬀusion in dimensional form is deﬁned as
Diﬀusion =
ρCb2
σ
||∇ν˜||2 (4.2.10)
and ﬁnally the closure constants
Cb2 = 0.622, Cw1 =
Cb1
κ2
+
1 +Cb2
σ
, Cw2 = 0.3
Cw3 = 2.0, σ = 2/3, κ = 0.41.
(4.2.11)
The eddy viscosity is coupled with the NS equations during the evaluation of the
viscous ﬂuxes (2.1.7), the normal and shear stresses are redeﬁned as
τxx = 2(µl + µt)∂u
∂x
+ λ
(
∂u
∂x
+
∂v
∂y
)
, τyy = 2(µl + µt)∂v
∂y
+ λ
(
∂u
∂x
+
∂v
∂y
)
,
τxy = τyx = 2(µl + µt)
(
∂u
∂y
+
∂v
∂x
) (4.2.12)
and the heat ﬂuxes
qx = −
(
µl
Pr
+
µt
Pt
) (
1
γ − 1
)
∂T
∂x
, qy = −
(
µl
Pr
+
µt
Pt
) (
1
γ − 1
)
∂T
∂y
(4.2.13)
where Pt is the turbulent Prandtl number, for turbulent ﬂows a value of 0.9 is assigned,
based on empiricism.
At the edge of the boundary layer, the eddy viscosity value becomes free-stream
over a minute narrow layer; if not resolved appropriately, ν˜ can exhibit unphysical
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behaviour and even drop to negative values [152, 153]. This must be avoided as there is
no physical meaning of negative viscosity and it will lead to divergence of the solution.
Maintaining ν˜ positive also enables the 1st and 2nd-order derivatives to be continuous
[154]. One ad-hoc solution for positivity preserving of ν˜ is to limit the turbulence
parameter ν˜; if it becomes negative then clip it to zero [154]. Nevertheless, during
the reconstruction of the turbulence parameter gradient ∇ν˜ for an element having in
its stencil a troubled element (ν˜ = 0), ν˜ becomes several orders of magnitude lower
compared with its direct-side neighboring element value, ergo the solution diverges.
4.3 Turbulence Model Discretisation
The discretisation of the turbulence transport equation conservative terms is per-
formed in a similar fashion as the Navier-Stokes ﬂuxes, each term convective, diﬀusive
and sources is treated with an appropriate numerical scheme. High-order discretisa-
tion of the turbulence parameter and coupling with the main governing equations
convective ﬂux algorithm under-predicts the amount of turbulent viscosity, intro-
duces excessive artiﬁcial dissipation with negative values of ν˜ consequently leading
to a failure of the model [65]. Therefore, the convective term of the SA turbulence
requires a low-order discretisation and a decoupled formulation from the main gov-
erning equations. However, the diﬀusive and source terms of the SA model contain
1st and 2nd order derivatives that are reconstructed in similar manner as the gradients
of the NS equations.
4.3.1 Convective Term
The convective turbulent ﬂux can be evaluated in a similar fashion to the mean vari-
able convective ﬂuxes by employing an appropriate high-order Gaussian quadratures
rule. Nevertheless, there are several subtle issues that arise when higher than 1st-order
accurate discretisation methods are used for the turbulent convective ﬂux such as low
estimation of the eddy viscosity, negative values of the turbulence parameter and
ultimately divergence of the model. This behaviour was recently studied by Burgess
and Mavriplis [65] conﬁrming that the most stable combination is the 1st-order FV
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discretisation uncoupled from the Riemann solver, generating an artiﬁcial dissipation
in equilibrium; not too low for the turbulence parameter to drop to negative levels,
not high enough for the eddy viscosity to reach low values and misleading physical
behaviours.
First-order upwind discretisation is proven to be a robust choice for the convective
turbulent ﬂuxes of the SA model. DLR’s T AU solver [155] employs a fully upwind 1st-
order discretisation combined with Edwards modiﬁcation of the SA model; it has been
widely employed for aerodynamic ﬂows with overall accurate predictions [156]. TAU’s
convective discretisation of the turbulence parameter ν˜ is implement as presented by
Dwight [157] uncoupled from the mean ﬂow variables and Riemann solver. The
convective turbulent ﬂux c ˆF ν˜ is computed as
c
ˆF ν˜ =
1
2
[N ((ρν˜)− + (ρν˜)+) − |N| ((ρν˜)+ − (ρν˜)−)] (4.3.1)
where (ρν)− and (ρν)+ are the cell-centered values for the considered element and of
its direct side neighbour respectively, with N deﬁned as
N = 1
2
[
nx
(
u− + u+
)
+ ny
(
v− + v+
)]
(4.3.2)
where u±, v± are the cell-centered values for the Cartesian velocity components. For a
high-order discretisation of the NS equations it would be attractive to employ recon-
structed boundary extrapolated values for the density and/or the velocities instead of
the cell-centered ones. Unfortunately, this has an adverse eﬀect on the convergence,
predicting unsatisfactory levels of eddy viscosity and oscillations in the vicinity of
strong vortical ﬂows; Figure 4.1 on page 56 demonstrates this unphysical behaviour
where µt/µ∞ contours are plotted for the turbulent ﬂow past a multi-element aerofoil.
This can be attribute to the fact that the values for the turbulence parameter are
not piecewise constant as inner-cell variations are introduced. Furthermore, the em-
ployment of a limiting function for piecewise linear reconstruction does not guarantee
either stability of the turbulence model [65].
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Figure 4.1: Flow contaminations with inaccurate eddy viscosity values, by employing recon-
structed boundary extrapolated values for the SA turbulent convective discretisation; norm-
alised eddy viscosity with free-stream viscosity contours are shown (µt/µ∞) for the turbulent
flow past the MDA 30P-30N three-element aerofoil (M∞ = 0.2, α = 16◦ and Re = 9.0 × 106).
4.3.2 Diffusive Term
The conservative diﬀusive ﬂuxes of the turbulence transport equation are evaluated in
a similar manner as the viscous ﬂuxes of the NS equation. The reconstruction of the
turbulent parameter gradient ∇ν˜ is performed in a similar fashion as the temperature
gradient of the NS equations in Section 3.6.1. The conservative diﬀusive ﬂux of SA
model is written as
d ~F ν˜ = − 1|Vi|
L∑
j=1
B∑
β=1
d
ˆF ν˜j,β ωβ|A j| (4.3.3)
where the d ˆF ν˜j,β is evaluated by averaging the extrapolated values and gradients from
left and right states yielding
d
ˆF ν˜j,β =
1
σ
[(
µ−l + µ
+
l
2
+
µ−t + µ
+
t
2
)
∇ν˜
]
(4.3.4)
where the gradient is computed as
∇ν˜ = nx 12
(
∂ν˜
∂x
∣∣∣∣∣− + ∂ν˜∂x
∣∣∣∣∣+
)
+ ny
1
2
(
∂ν˜
∂y
∣∣∣∣∣− + ∂ν˜∂y
∣∣∣∣∣+
)
. (4.3.5)
4.3.3 Source Terms
In the previous section the original source terms along with the modiﬁcation of
Spalart-Allmaras-Edwards were introduced. The source terms are evaluated with
a standard volume Gaussian quadrature formula for a triangle as previously presen-
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ted in Table 3.3 on page 35 or with Keast quadrature formula for a tetrahedron in
three dimensions [158]. In two dimensions quadrilateral surfaces are decomposed to
two triangles and the source terms are discretised as
Si =
1
|Vi|
K∑
k=1
B∑
β=1
|Vk| S(xβ)ωβ (4.3.6)
where S = Production − Destruction + Diﬀusion, K is the total number of element
decompositions, xβ being the volume Gaussian quadrature point coordinates, required
for the computations of the velocity gradients for estimating the mean strain rate ¯S
in (4.2.7) as well as the square gradient of the turbulence parameter ||∇ν˜|| in (4.2.10),
see Table 3.3 on page 35.
One of the ﬂows undertaken in Chapter 7 is the supersonic ﬂow through an inclined
channel at a high Reynolds number, where shock-wave turbulent boundary-layer in-
teractions occur. It has been reported that the original SA model will ineﬃciently
predict the skin friction and the wall heat ﬂux [159]. There are several modiﬁcation
to account for supersonic regimes and compressibility eﬀects, a review can be found in
[159]. A robust and elegant modiﬁcation is adopted by simply including in the square
gradient of the turbulence parameter ||∇ν˜|| the density [160]. This modiﬁcation applies
only for the non-conservative diﬀusive term, yielding
Diﬀusion =
ρCb2
σ
||∇ρν˜||2. (4.3.7)
C H A P T E R 5
INVISCID APPLICATIONS
The previous chapters elucidate all aspects related to the theoretical fundamentals
and numerical frameworks. Consequently, starting with this chapter, a broad envelope
of applications are simulated for validating and scrutinizing the developed numerical
methods. This chapter covers inviscid ﬂow computations including grid convergence
and grid dependence studies and the performance of the scheme is assessed in terms
of performance and robustness. The Taylor-Green vortex ﬂow is emulated to study
the dynamics of turbulence transition; and assess the numerical dissipation of the de-
veloped WENO schemes to several grid types. The second test case is the transonic
inviscid ﬂow over the ONERA-M6 wing at a positive angle of attack, evaluating the
shock capturing abilities of WENO algorithms on complex three-dimensional geomet-
ries.
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5.1 Taylor-Green Vortex
The Taylor-Green vortex (TGV) ﬂow is considered a benchmark case for studying
transition to turbulence, triggered by vortex stretching and production of smaller
scales [161]. In the context of the implicit large eddy simulation (ILES) approach
by high-order non oscillatory ﬁnite volume schemes, the small scales are implicitly
resolved [162], where the non-linear limiters (WENO) behave as sub-grid scale (SGS)
ﬁlters encountered in the LES framework [163]. Boris [164] demonstrated that this
behaviour emerges from the truncation (discretisation) error of these schemes which
in turns arises from the high-order reconstruction of the convective ﬂuxes. In other
words, high-order WENO algorithms will produce numerical dissipation, enough to
account for a turbulent regime, even though no viscous terms are computed [143,
165, 166]; the quantiﬁcation of the inherited numerical dissipation and consequently
the resolved physical viscosity (or corresponding Reynolds number) is conceived by
computing the evolution of total kinetic energy spectra Ktotal and the kinetic energy
dissipation rate −dK∗/dt and comparing them with DNS results [161, 167].
Since, the grid size employed is signiﬁcantly larger than the Kolmogorov scale, the
viscous eﬀects can be neglected, and the inviscid Euler’s equations are solved. The
TGV ﬂow is a three-dimensional, incompressible ﬂow initialised with two-dimensional
solenoidal velocity components deﬁned as:
u0 = sin(kx) cos(ky) cos(kz),
v0 = −cos(kx) sin(ky) cos(kz),
w0 = 0
(5.1.1)
where, the wavenumber relating to the length scale is k = 2π/λ = 1, the density and
pressure are given by
ρ0 = 1,
p0 = 100 +
ρ
16
[(cos(2z) + 2) (cos(2x) + cos(2y)) − 2] (5.1.2)
the initial pressure is derived from the pressure poison equation, the value 100 is
chosen to limit the pressure so the ﬂow remains in the incompressible regime [168] at
a Mach number of M ≈ 0.08. Note that, the two-dimensional velocity initial proﬁle
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will evolve to a three-dimensional ﬂow driven by the pressure gradient in equation
(5.1.2).
(a) Medium hexahedral (b) Medium tetrahedral
Figure 5.1: Medium grids [323] employed for Taylor-Green vortex flow
Six cube-shaped spatial grids are employed for the TGV ﬂow, three hexahedral
and three tetrahedral; the grids parameters are shown in Table 5.1 on page 61, where
the degrees of freedom are shown per conserved variable for each scheme. The outer
spatial domain is located at (x, y, z) ∈ [0, 2π]× [0, 2π]× [0, 2π]; with periodic boundary
conditions being enforced on all six outer surfaces; the grids were generated with
ANSYS-ICEMCFD [81]; Figures 5.1 show the medium [323] grids. The computations
were performed with the 3rd and 5th-order WENO schemes, a CFL number of 0.28
with the 3rd-order TVD Runge-Kutta time advancement algorithm.
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Table 5.1: Grid parameters for Taylor-Green vortex flow
Nodes Elements DOF×106
WE3 WE5
Hexahedral
Coarse [163] 4,913 4,096 0.25 0.97
Medium [323] 35,937 32,768 2.06 7.79
Fine [643] 274,625 262,144 16.51 62.39
Tetrahedral
Coarse [163] 5,033 25,320 1.13 4.30
Medium [323] 22,399 115,804 5.21 19.68
Fine [643] 274,625 1,572,864 70.77 267.38
The objective of the TGV computations are summarized
• study the dynamics of homogeneous decaying turbulence
• quantify the inherited numerical dissipation of WENO schemes depended upon
the polynomial order and the employed grid (type and size)
• compare the conservation error of the developed WENO scheme with the ori-
ginal WENO formulation
In theory, for an inviscid incompressible ﬂow, the kinetic energy should be con-
served, as no viscous eﬀects are considered to damp it to heat [169, 170]. Actually,
the kinetic energy dissipation trends will resemble the viscous eﬀects; furthermore,
the dissipation is beneﬁcial for numerical schemes as long as it is less than the phys-
ical viscosity. The observation of the kinetic energy dissipation enables to study and
analyse the inner mechanisms of dissipation, depending upon the type of scheme and
grid employed. In Figure 5.4 on page 65 the volumetrically averaged kinetic energy
decay in time is shown for all simulations, for reference Shu et al. [168] results are
included. As expected, by either applying polynomial or grid reﬁnement the kinetic
energy is further conserved and the numerical dissipation is reduced.
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Figure 5.2: Kinetic energy conservation error at time t∗ = 6.0 against the degrees of freedom
(DOF) per conserved variable, for the Taylor-Green vortex flow for all grids and schemes
The immediate observation is that the tetrahedral grids outperform the hexahed-
ral ones in terms of kinetic energy conservation, even with the hexahedral grid at
higher resolutions; this is also supported with Figure 5.2 on page 62 where the con-
servation error is plotted against the DOF per conserved variable. The tetrahedral
performance seems to originate from its geometrical characteristics, where its arbit-
rary orientation in space is more in tune with the chaotic three-dimensional vortical
structure illustrated in Figure 5.5 on page 66. Furthermore, the fact that tetrahedra
possess four faces compared to six of the hexahedra, results in a markedly compacter
stencil which is beneﬁcial for maintaining a low numerical dissipation.
For the same grid size the 5th-order WENO scheme of Shu et al. [168] inherits
a greater dissipation compared with the hexahedral 5th-order WENO scheme predic-
tions. It must be noted, that the method employed by Shu et al. is based on the
original WENO formulation, with the Lax-Friedrichs ﬂux splitting method. In addi-
tion, the k-exact method of this current work is computational more expensive than
this of Shu et al. [168].
As mentioned earlier, the kinetic energy dissipation rate is a useful measure to
study the trends of the dissipation mechanisms of each scheme and grid by comparing
them with DNS results. Brachet [161, 167] conducted DNS simulations of the TGV
ﬂow and predicted the energy dissipation peak at t∗ ≈ 9 for the following Reynolds
numbers Re = 800, 1600, 3000 shown in Figure 5.3 on page 63; where the kinetic energy
dissipation rates is plotted in time for hexahedral, tetrahedral and ﬁne grids. It is
immediately obvious that the cases with low kinetic energy dissipation (greater grid
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(b) Tetrahedral grids
t*
-
dK
*
/d
t
1 2 3 4 5 6 7 8 9 100
0.002
0.004
0.006
0.008
0.01
0.012
0.014
0.016 HE-64-W3
HE-64-W5
TE-64-W3
TE-64-W5
Re: 200
Re: 800
Re: 1600
Re: 3000
(c) 643 grids
Figure 5.3: Volumetrically averaged kinetic energy decay rate (dK∗/dt) in time (t∗) for the
Taylor-Green vortex flow, shown for all schemes and grids where HE and TE refers to
hexahedral and tetrahedral grids respectively, and W3 and W5 for 3rd and 5th-order WENO
schemes; Reynolds numbers (Re) correspond to DNS results from Brachet et al. [167].
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and/or polynomial reﬁnement) correspond to a higher Re trend. It appears that for
the higher Re, the peaks remain nearly identical for almost twice the Re, suggesting
a Re-independence limit [171]. This seems to be the pattern for the 643 cases in
Figure 5.3 on page 63 (c), where the tetrahedral WE3 and WE5 corresponding to a
higher Re number have smaller peak diﬀerence compared with the hexahedral WE3
and WE5; this suggest, that the Re-independence limit could be correlated with a
numerical dissipation independence limit.
The dynamics of the TGV ﬂow regime are shown in Figure 5.5 on page 66; where
the iso-contours show the Q-Criterion [172] at a value zero, colored with the kinetic
energy at six times snapshots. The instantaneous visualisations are computed for
the WENO 5th-order scheme on the ﬁne tetrahedral grid (643), for preserving con-
sistency, the levels of Q-Criterion and kinetic energy are the same for all snapshots.
At t∗ = 2 the vortices structure is organised and large symmetric features dominate
the dynamics of the ﬂow. Advancing in time, these large scale vortices transition to
smaller ones, gradually breaking the symmetrical patterns to a disorganized decaying
ﬂow ﬁeld characterized by the chaotic nature of turbulence [173].
5.1
T
aylor-G
reen
V
ortex
65
t*
K
t
o
t
a
l
0 1 2 3 4 5 6 7 80.5
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1 HE-16-W3
HE-16-W5
TE-16-W3
TE-16-W5
HE-32-W3
HE-32-W5
TE-32-W3
TE-32-W5
HE-64-W3
HE-64-W5
TE-64-W3
TE-64-W5
Shu-64-W5
Shu-128-W5
Shu-256-W5
Figure 5.4: Time evolution of the normalised kinetic energy Ktotal for the Taylor-Green vortex flow, plotted for 8 sec∗ for all schemes and
grids and compared with the WENO 5th-order accurate results of Shu et al. [168] for three structured grids 643, 1283 and 2563, performed
with the original WENO 5th-order formulation.
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(a) t∗ = 2 (b) t∗ = 4
(c) t∗ = 6 (d) t∗ = 8
(e) t∗ = 10 (f) t∗ = 14
Figure 5.5: Instantaneous visualizations of the Taylor-Green vortex flow, employing iso-
surfaces of Q-Criterion= 0 colored with kinetic energy, results shown for the fine tetrahedral
(643) with the WENO 5th-order scheme.
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5.2 Transonic Flow over ONERA-M6 Wing
A standard validation problem for three-dimensional CFD solvers is the ONERA-M6
wing; solutions are computed for the inviscid ﬂow around the wing with a freestream
Mach number of M∞ = 0.84 and an angle of attack at a = 3.06◦. This test case is
particularly important as it enables to capture the characteristics of inviscid transonic
phenomena. Experiments were performed in 1979 by Schmitt and Charpin [174],
where pressure coeﬃcient was measured with an estimated error of ±0.02. Even
though the experiment and the actual physical conditions involve viscous features
at a relatively high Reynolds number Re = 2.6 × 106, the transonic eﬀects such as
multiple shock conﬁgurations (λ-structure double shock), can be eﬃciently captured
with Euler’s formulation [71, 175–178]. The actual geometry conﬁguration is a swept,
semi-span wing, with no twist, and symmetrical airfoil sections with a rounded tip;
Table 5.2 on page 67 details the wing’s geometry parameters.
Table 5.2: Geometry parameters of ONERA-M6 wing
Span(b) 1.1963 meters
Mean aerodynamic chord (c) 0.64607 meters
Aspect ratio 3.8
Taper ratio 0.562
Leading-edge Sweep 30.0◦
Trailing-edge Sweep 15.8◦
The objectives of this test case are:
• validate the high-order discretisation for the inviscid terms for 3-D transonic
ﬂows, including the HLLC Riemann solver and the WENO characteristic based
reconstruction
• assess the shock-capturing abilities of WENO limiters on two spatial grids
• compare the computed pressure coeﬃcient with the experimental data
Two unstructured tetrahedral-based grids were generated, one relatively coarse
and one ﬁne, referred to GRID-1 and GRID-2 respectively; Table 5.3 on page 68
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details the statistics of each grid. Figure 5.6 on page 69 illustrates the element
distributions on the wing’s surface, note that: GRID-1 is constructed with arbit-
rary distributed triangles, while GRID-2, quadrilaterals were ﬁrst generated and
then diagonilized to triangles to improve the overall smoothness and homogeneity
of the wing’s surface elements. ANSYS-ICEM-CFDr [81] grid-generation software
was used to create GRID-1, whereas for GRID-2, the surfaces were meshed with
Pointwiser [80] software and imported to ANSYS-ICEM-CFDr to generate the ﬁnal
volume mesh with the advancing front technique [179]. The far ﬁeld is located at
[−15 ≤ x ≤ 15] × [−15 ≤ y ≤ 15] × [0 ≤ z ≤ 15], characteristic boundary conditions
are imposed on the outer boundaries, the z plane is set as symmetric BC and inviscid
wall BC for the wing’s surface.
Table 5.3: Grid parameters for the inviscid flow over the ONERA-M6 wing.
Tetrahedrals Nodes Triangles on DOF ×106
wing’s surface
GRID-1-WE3 347, 847 62, 438 9,355 15.65
GRID-1-WE5 347, 847 62, 438 9,355 59.13
GRID-2-WE3 1, 663, 912 303, 529 100,766 74.87
The 3rd and 5th-order WENO schemes were employed for the simulations with the
3rd-order TVD-Runge-Kutta explicit time advancing scheme and a CFL number of 0.4.
Figure 5.7 on page 71 shows the computed Mach number contour lines and pressure
coeﬃcient contours for both the upper and lower parts of the wing for GRID-1 using
WENO 3rd and 5th-order schemes. The induced λ-structure shock in the vicinity of
the leading edge and tip, formed by the collision of the shock-wave pair, is clearly
depicted. The WE5 scheme captures the shocks more sharply than WE3, with fewer
noise, this can be observed for the Mach number line at 0.97. The coalesced pair
of shocks on the upper wing’s surface is also visible for the coeﬃcient of pressure
contour levels, where the pressure reaches its minimum value downstream from the
strong shock on the leading edge of the wing.
Any shock-capturing numerical scheme will drop to 1st-order of accuracy near a
discontinuity as the error at this location is proportional to the grid size [15]. This
aspect makes grid reﬁnement the fundamental requirement for accurately resolving a
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(a) GRID-1 (b) GRID-2
(c) Far-field GRID-2 (d) Zoomed surface grids
Figure 5.6: (a) and (b) illustrate the triangle distributions on the wings’s upper surface for
GRID-1 and GRID-2 respectively, (c) is an overview of the far-field domain and (d) shows
the differences of the triangles distribution of GRID-1 and GRID-2 near the wing’s leading
edge and tip.
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shock, demonstrated in Figure 5.8 on page 72 where Mach number contour lines and
coeﬃcient of pressure contours are shown for GRID-2 employing WENO 3rd-order
scheme. GRID-2 having more than ten times the number of elements on the wing’s
surface than GRID-1, captures the shock considerably better than both WE3 and
WE5 schemes with GRID-1, where details such as the curvature of the weak shock
(Mach number line :0.97) are hardly noticeable with GRID-1. The complex nature
of this double-shock conﬁguration is substantiated from the results of GRID-2, where
secondary ﬂow features become apparent i.e. the mirrored scaled-down λ shock on
the leading part of the tip and the small rise of pressure downstream of the collision
of the pair of shocks.
Figure 5.9 on page 74 shows the computed wall pressure coeﬃcients for all simu-
lations and grids compared with the experimental data of Schmitt and Charpin [174]
at six span-wise sections. The abscissa in the plots is the ratio of the x cartesian co-
ordinate over the local chord c and the ordinate is the coeﬃcient of pressure (Cp). All
numerical results are consistent with the experimental data and capture the shocks
reasonably well in terms both of location and intensity. Furthermore, the strong shock
on the leading edge at x/c ≈ 0 for all stations is resolved better with the GRID-2-WE3
results, discrepancies are noticed for the GRID-2-WE3 for the station near the wing
root z/b = 20% at the upper side at x/c ≈ 0.6 where the shock location is slightly
translated towards the trailing edge. This discrepancy stems from the inviscid nature
of Euler’s equations contradicting with the viscous turbulent regime of the physical
reality, similar behavior has been extensively reported in [175, 178, 180]. To account
for this issue it has been suggested one should modify the geometry of the wing to be
used for inviscid ﬂow simulations [181].
At stations (z/b = 65%) and (z/b = 80%), GRID-1-WE3 suggests a smeared
shock at the midsection of x/c, this is attributed to the poor quality of the grid
at this location where the double shock is resolved only in one element; however,
by increasing the order of the scheme with WE5 the shock location is captured more
accurately. The overshoot of Cp for the ﬁner grid at stations z/b = 80% and z/b = 90%
between 0.3 < x/c < 0.5 can be associated with the fact that the ﬁner grid inherits
a lower numerical dissipation compared with the coarser grid, coupled with the fact
that the physical diﬀusion of the viscous and turbulent terms is not modelled, leads to
the prediction of discontinuities with sharper proﬁles. Finally, for all stations for the
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(a) Mach Number WE3 (b) Cp WE3
(c) Mach Number WE5 (d) Cp WE5
Figure 5.7: Computed Mach number contour lines and pressure coefficient contours for upper
and lower wing sides; solutions shown for GRID-1 for 3rd and 5th-order WENO simulations
(M∞ = 0.84 and a = 3.06◦).
5.2 Transonic Flow over ONERA-M6 Wing 72
(a) Mach Number
(b) Cp
Figure 5.8: Computed Mach number contour lines and pressure coefficient contours for
upper and lower wing sides; solutions shown for GRID-2 with the 3rd-order WENO scheme
(M∞ = 0.84 and a = 3.06◦).
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lower part of the wing, the Cp is reasonably computed, where either grid or polynomial
reﬁnement results in even better agreement with the experimental measurements.
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(a) z/b = 20% (b) z/b = 44%
(c) z/b = 65% (d) z/b = 80%
(e) z/b = 90% (f) z/b = 95%
Figure 5.9: Computed pressure coefficient for 3rd and 5th-order WENO schemes for GRID 1
and 3rd-order WENO scheme for GRID 2, compared with experimental data on six different
span-wise stations (z/b) [174] ( M∞ = 0.84 and a = 3.06◦).
C H A P T E R 6
LAMINAR APPLICATIONS
This chapter is devoted to a series of applications for laminar ﬂows. The cases under
investigation are the 3D laminar ﬂow over a ﬂat plate, where diﬀerent types and sizes
of grids are employed and compared to the analytical solution. The subsonic ﬂow
over the NACA-0012 aerofoil is simulated at angle of attack α = 0◦ and at transonic
conditions at α = 10◦. Laminar ﬂows are often considered facile compared with tur-
bulent, where unsteadiness and uncertainties are introduced into the physical system.
However, there are several elusive aspects for laminar ﬂows that several authors have
studied [182, 183], therefore an extensive numerical analysis is conducted, including
grid convergence studies, element-type dependencies, computational speed compar-
isons, performance assessment of the developed schemes in terms of accuracy and
eﬃciency as well as boundary condition eﬀects on the solution.
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6.1 Flow over a Flat Plate
Analytical Solution
In 1908, H. Blasius and L. Prandtl obtained the ﬁrst analytical solution of the
Navier-Stokes equations [184] by transforming each PDE to a nonlinear ordinary dif-
ferential equation (ODE) for a laminar ﬂow over an inﬁnite length ﬂat plate [185]. As
a matter of fact, the proposed solution is semi-analytical, by employing an independ-
ent variable transformation approach by introducing the traverse similarity variable
η to converge only to a restricted region. Most recently, Liao introduced an expli-
cit totally analytic approximate solution for the same problem using the Homotopy
Analysis Method (HAM), non-perturbation technique [186], for further reading on
analytical methods on laminar ﬂows refer to the following publications [187–196].
Assuming a 2D, steady state, incompressible (ρ = constant), laminar ﬂow, with
zero pressure gradient ∂p/∂x = 0 on the horizontal ﬂat plate, meaning no streamline
curvature ∂p/∂y = 0, only diﬀusion in cross-stream, the ﬂuid is considered to be
Newtonian thus τ = µ∂u/∂y described by the following equations in diﬀerential form
of continuity and momentum respectively.
∂u
∂x
+
∂v
∂y
= 0 (6.1.1)
u
∂u
∂x
+ v
∂u
∂y
= ue
due
dx + v
∂2u
∂y2
⇒ ρ
(
u
∂u
∂x
+ v
∂v
∂y
)
= µ
∂2u
∂y2
(6.1.2)
where u and v are the velocity components in x and y respectively, ue is the exit
velocity and v the kinematic viscosity deﬁned as v = µ/ρ, µ the dynamic viscosity and
ρ the density. With the following boundary conditions
u = v = 0 at y = 0, u = U∞ at y = ∞. (6.1.3)
The solution of parabolic equations (6.1.1) and (6.1.2) can be performed progressively,
hence they are independent of the length scale x, this suggests that
Rex =
Ux
µ
(6.1.4)
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Blasius proposed to solve the system of equations (6.1.1) and (6.1.2) in a way that
the normalized velocity proﬁle by the freestream velocity u/U∞ should be similar for
all x values on the wall against the nondimensional distance y from the wall, thus
the above relation states also that u/U∞ can be written in terms of a dimensionless
similarity variable η as follow
η =
y
x
√
Rex =
y
x
√(
uex
µ
)
. (6.1.5)
A new variable is introduced ξ, which expresses the governing equations in terms of a
stream function ψ; for the complete derivation see [197]. By applying the boundary
conditions to the stream function and numerically calculate its derivatives, the mo-
mentum equation (6.1.2) reduces to an ODE as η being the only independent variable;
the coeﬃcient of friction C f can be calculated as
C f = µU∞a
√
U∞
2µx
=
0.664√
Re x
(6.1.6)
where a = 0.4696 is the constant of integration, the boundary layer displacement
thickness δ is given as
δ = 1.721
√
µx
U∞
. (6.1.7)
Computed Solutions
The laminar ﬂow over a semi-inﬁnite ﬂat plate is simulated at a free-stream Mach
number of M∞ = 0.5, a Reynolds number of Re = 10, 000 and a Prandtl number of
Pr = 0.72. Two element-type of grids are considered, which defer with respect to
the type of elements resolving the boundary layer region, i.e. prisms or hexahedral.
Each hexahedral is split into two prisms to generate the prismatic grids, the grid
parameters are shown in Table 6.1 on page 79 and in Figure 6.1 on page 78 illustrates
the computational grids. All grids for this case were generated with the Pointwiser
[80] software.
Two schemes are employed for the considered computations, the 3rd-order MUSCL-
TVD and the 3rd-order WENO schemes, for time discretisation the 3rd-order Runge-
Kutta algorithm is employed with a CFL of 0.4. No-slip adiabatic wall condition is set
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(a) Coarse hexahedral-based grid (b) Coarse prismatic-based grid
(c) Medium hexahedral-based grid (d) Medium prismatic-based grid
(e) Fine hexahedral-based grid (f) Fine prismatic-based grid
Figure 6.1: Mixed-element grids employed for the laminar flow over a flat plate.
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for the plate, where characteristic boundary conditions (subsonic) were enforced on
the outer boundaries with symmetry condition imposed on both span-wise surfaces.
The objectives of this test case are summarized:
• validate the developed viscous discretisation methods including: gradient re-
construction and wall-boundary treatment for 3D laminar boundary layer ﬂow
• assess the accuracy of the computed solutions for the employed schemes against
the analytical solution
• perform grid convergence and assess the performance of element types
• analyse the computational performance of developed schemes for 3D wall-bounded
viscous ﬂows
Table 6.1: Parameters for the prismatic and hexahedral based grids employed for the laminar
flow over a flat plate
Grid Nodes Elements Hexahedra Tetrahedra Pyramids Prisms
Coarse 12,074 31,311 - 15,771 - 15,540
Medium 40,542 121,396 - 73,096 - 48,300
Fine 148,602 443,584 - 261,780 - 181,804
Coarse 12,614 26,036 7,770 17,748 518 -
Medium 39,916 92,110 24,150 66,910 1,050 -
Fine 153,956 382,948 90,902 289,932 2,114 -
The similarity variable η and the coeﬃcient of friction C f are the two variables
employed to assess the accuracy of the simulations with respect to the semi-analytical
solution of Blasius. For η a single cut-section is employed at the end of the plate, cor-
responding to the highest local Reynolds number. For the C f a mid-cut-section of the
z axis is used in order to elude any numerical artifacts from the symmetric boundary
conditions. The results are plotted on logarithmic scales for both variables to enable
a better overview of the dissemblances and to conduct a thorough comparison.
In Figure 6.2 on page 80 the solutions of all grids computed with the WENO 3rd-
order scheme are plotted in terms of η and C f ; diﬀerences between the prismatic and
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(a) C f for the coarse grids (b) η for the coarse grids
(c) C f for the medium grids (d) η for the medium grids
(e) C f for the fine grids (f) η for the fine grids
Figure 6.2: Comparison of computed solutions with WENO 3rd-order scheme on hexahedral
and prismatic based grids for skin friction coefficient (C f ) and the similarity variable (η)
against Blasius semi-analytical solution (M∞ = 0.5 and Re = 10, 000).
6.1 Flow over a Flat Plate 81
(a) Prismatic grids (b) Hexahedral grids
Figure 6.3: Comparison of computed solutions for the MUSCL-TVD 3rd and WENO 3rd-
order schemes on prismatic and hexahedral based grids, similarity variable η against norm-
alised velocity U/U∞ (M∞ = 0.5 and Re = 10, 000).
hexahedral based grids for η are diﬃcult to notice, however, when observed closely
it seems that the hexahedral captures the parabolic proﬁle of the laminar boundary
layer more precisely. The improved performance of the hexahedral grid for η, observed
for the coarse and medium grids, stems from the actual construction of the WENO
directional stencils. Since, the relatively skewer prisms compose a more compact
and disproportionate stencil compared to the hexahedra stencils see in 3.6 and 3.7.
Moreover, for the same order of accuracy, the hexahedral employs 50% more Gaussian
quadrature integration points on the bounded faces resulting to a more accurate ﬂux
evaluation. The small discrepancy for the medium hexahedral in Figure 6.2 on page
80 (c) in the vicinity of the outﬂow boundary can be attributed to the unfortunate
drop of order of accuracy on the boundary itself; this adverse eﬀect on the solution
from the outﬂow boundary, for the laminar ﬂow over a ﬂat plate with high-order
upwind schemes is also reported by Drikakis and Tsangaris [198].
The coeﬃcient of friction is also plotted where discrepancies are observed at the
singularity point near the leading edge of the ﬂat plate suggesting that the uniform
velocity proﬁle of the subsonic inﬂow boundary has an adverse eﬀect on the recon-
struction of the gradients on the wall further agitating the ﬂow downstream, this is
also observed by Haselbacher and Blazek [140]. The largest discrepancies appear in
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this region for both type of grids, either over or under predicting the value of C f . By
reﬁning the grid the discrepancies considerably decrease. Furthermore, the prismatic
grids are in better agreement with Blasius solution, this stems from the fact that
the skin friction is computed on the wall, and since the least-square reconstruction
employs one point on the wall-bounded face and the prismatic grids have double the
number of elements compared with the hexahedral-based grid, they are able to resolve
better the wall shear stresses.
As expected, the performance of the MUSCL-TVD is inferior for the same grid
for both hexahedral and prismatic compared with the WENO solution, elaborated
in Figures 6.3. The plot also suggests, that h-reﬁnement with the prismatic grid is
unable to reach the agreement of the WENO predictions with the coarse, furthermore
for the hexahedral case, grid reﬁnement and switching from MUSCL-TVD to WENO
seems to have an identical agreement.
From the grid convergence study it has been demonstrated that the numerical
behaviour of the WENO-3rd scheme for both prismatic and hexahedral base grids
converged towards Blasius solution as the grid is further reﬁned, illustrated in ﬁgures
Figure 6.4 on page 83. The grid convergence is more noticeable for the C f estimations
as both axes are on a logarithmic scale, amplifying the distinctnesses of each solution.
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Figure 6.5: Normalised computational times for the MUSCL-TVD and WENO schemes
against number of elements for the laminar flow over a flat plate (M∞ = 0.5 and Re = 10, 000).
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(a) η for hexahedral grids (b) C f for hexahedral grids
(c) η for prismatic grids (d) C f for prismatic grids
Figure 6.4: Grid convergence for the computed solutions with the WENO 3rd-order scheme
for the hexahedral and prismatic grids, results shown for the similarity variable η and the
coefficient of friction C f (M∞ = 0.5 and Re = 10, 000).
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The computational eﬃciency of each algorithm is determined by the time required
for each scheme to perform one Runge-Kutta stage, incorporating the time required
to perform the computations at each processor i.e. reconstruction and evaluation of
ﬂuxes, as well as the time spend for sending and receiving data from other processors
through the MPI protocol. Figure 6.5 on page 82 shows the normalised computa-
tional times for MUSCL-TVD and WENO simulations for hexahedral and prismatic
grids; the computational times are normalised based on the fastest simulation. The
hexahedral-based grids are more expensive than the prismatic for the same number of
elements for both schemes. Furthermore, the computational eﬃciency for the hexa-
hedral MUSCL-TVD is very close to the prismatic WENO at ≈ 100, 000. In terms of
accuracy it can be depicted from Figure 6.3 on page 81 (b) and Figure 6.4 on page 83
(c) that the medium prismatic WENO 3rd-order results are in better agreement with
Blasius solution for η than the medium hexahedral MUSCL-TVD 3rd-order. Without
loss of generality, this suggests that WENO schemes inheriting a higher accuracy
for smooth problems and depending upon the grid selection, can in fact be more
cost-eﬃcient than MUSCL-TVD schemes.
6.2 Subsonic Flow past the NACA-0012 Aerofoil
The laminar ﬂow over the symmetric NACA-0012 aerofoil is simulated at subsonic
conditions at a Mach number of M∞ = 0.3, a zero angle of attack α = 0◦, at a moderate
Reynolds number of Re = 5, 000 based on the aerofoil’s chord length and a Prandtl
number of Pr = 1. This laminar ﬂow past the aerofoil at zero angle incident will
theoretically produce zero lift and the relatively thick boundary layers will remain
attached to the aerofoil surface. The simulations look at evaluating the accuracy of
each scheme on an under-resolved grid composed of 6, 568 nodes and 9, 006 elements,
from which 3, 840 are quadrilaterals and 5, 166 are triangles, the far ﬁeld is located
at [−3 ≤ x ≤ 4]x[−3 ≤ y ≤ 3]; Figure 6.6 on page 85 (a) illustrates a section of the
grid near the aerofoil. Three numerical schemes were employed for the considered
ﬂow problem, the MUSCL-TVD 3rd, the WENO 3rd and WENO 5th-order schemes.
The 3rd-order Runge-Kutta time discretisation was used with a CFL number of 0.3
for all simulations. The computations run until the forces naming the coeﬃcient of
drag and lift stabilize. The main objectives of this test case are summarised:
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(a) Grid (b) Mach number with WE3
Figure 6.6: Computational grid and Mach number contour plots for the laminar flow past
the NACA-0012 aerofoil, with the WENO 3rd-order scheme (α = 0◦,Re : 5, 000, M∞ = 0.3) .
• validate the implementation of viscous discretisation and gradient reconstruc-
tion for two dimensional external laminar ﬂows
• assess the accuracy and performance of the developed scheme on curved wall
boundaries
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(a) Cp (b) C f
Figure 6.7: Pressure coefficient (Cp) and skin friction coefficient (C f ) for the laminar flow
past the NACA-0012 aerofoil, comparison between MUSCL-TVD 3rd, WENO 3rd, WENO
5th-order schemes and reference solution MSES [126] (α = 0◦,Re : 5, 000, M∞ = 0.3) .
The numerical results are compared with a reliable reference solution from the
CFD software MSES [199], data is available for the pressure coeﬃcient Cp and the
skin friction coeﬃcient C f in Figure 6.7 on page 86. For the pressure distribution,
the agreement between all employed schemes and the reference solution is very good,
small variations are noticeable for the skin friction coeﬃcient, where the WE3 and
WE5 schemes predicted a higher spike at the leading edge of the aerofoil, converging
towards the reference solution. From the coeﬃcient of lift and drag time evolutions
shown in Figure 6.8 on page 87 it is depicted that the increase of the polynomial’s
order will produce certain oscillations particularly for WE5. This can be attributed
to the inherited smaller dissipation error and larger dispersion eﬀects of the scheme
in turns associated with the larger stencils covering a wider area; shown in Figure 6.9
on page 87 for WE3 and WE5.
Furthermore, the natural curvature of the aerofoil surface line, feeds the dynamic
of the ﬂow for well-resolved simulation to develop vortical structures in the wake as
presented in [200] using a DG spectral (h/p) method in three spatial dimensions.
The third dimension is fundamental for resolving vortex shedding dominant ﬂows,
this requirement is also exempliﬁed with the classical case of the laminar ﬂow past
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Figure 6.8: Lift coefficient (CL) and drag coefficient (CD) convergence histories for the lam-
inar flow over the NACA-0012 aerofoil, for MUSCL-TVD 3rd, WENO 3rd, WENO 5th-order
schemes, (α = 0◦,Re : 5, 000, M∞ = 0.3) .
(a) WE3 (b) WE5
Figure 6.9: Directional stencils for the WENO 3rd and WENO 5th-order schemes near the
stagnation point of the NACA-0012 aerofoil.
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a cylinder, where even with a well reﬁned spatial grid in two dimensions, the ﬂow
is characterised by irregularities and asymmetric behaviour in the vortex street illus-
trated with instantaneous Mach number contours in Figure 6.11 on page 89. This
peculiar behaviour is also reported by Breuer [201] and can have an adverse aftermath
on the prediction of the forces on the aerofoil, where non-zero mean lift coeﬃcients
are often encountered.
(a) MU3 (b) WE3 (c) WE5
Figure 6.10: Stream-lines near the trailing edge of aerofoil showing the double vor-
tex structure; for the MUSCL-TVD 3rd, WENO 3rd and WENO 5th-order schemes,
(α = 0◦,Re = 5, 000, M∞ = 0.3) .
It has to be noted, that the total mean lift error with the employment of WE5
scheme decreases approximately one order of magnitude compared with both MU3
and WE3 lift predictions. This improvement is also mirrored in Figures 6.10 showing
the ﬂow pattern with stream-lines (same location is used for all ﬁgures) of the ﬂow
in the vicinity of the trailing edge, where the counter rotating vortex pair have a
more symmetrical structure with the WE5 scheme and remain noticeably attached
to the aerofoil surface. This symmetrical structure of the vortex pair with high-order
schemes employing a ﬁne grid is also reported by Chassaing et al. [202].
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Figure 6.11: Mach number contours for the flow past a cylinder in 2D with the
WENO 3rd-order scheme, demonstrating an irregular evolution of the vortex street
(Re = 3, 900, M∞ = 0.2 with 171,480 elements).
6.3 Transonic Flow past the NACA-0012 Aerofoil
The third case considered is the laminar ﬂow past the NACA-0012 aerofoil, at a chord-
based Reynolds of Re = 500, an angle of attack of α = 10◦, at transonic conditions
where the Mach number is M∞ = 0.8 and a Prandlt number of Pr = 0.7. This test case
originally conducted for the GAMM workshop [182] has been extensively employed
for validation purposes [203, 204]. At these conditions, viscous eﬀects are dominant
where the upper surface exhibits a boundary layer separation creating a large bubble,
the ﬂow reattaches at the tip of the trailing edge, while on the lower part of the
aerofoil the ﬂow remains attached along its length.
Grid convergence and element-type dependencies are conducted, thus three tri-
angular and three quadrilateral grids are generated corresponding to coarse, medium
and ﬁne; grid parameters are tabulated in table Table 6.2 on page 90, where the
reﬁnement for each stage follows the rule of doubling the number of nodes on the
aerofoil surface and halves the height of the ﬁrst element from the wall. The grid gen-
eration procedure starts with the construction of the quadrilateral grids, then each
quadrilateral is split into two triangles to create the triangular grids.
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Table 6.2: Grid statistics for the transonic laminar flow over the NACA-0012 aerofoil
Nodes Triangles Quadrilaterals Nodes on aerofoil
Coarse 3,658 3,599 7,198 60
Medium 5,683 8,591 17,182 120
Fine 13,773 18,375 36,750 240
In contrast to the previous test case, where the angle of attack is zero and a C-
type grid was employed as it is more in tune with the ﬂow structure where all ﬂow
gradients are concentrated along the horizontal axis behind the trailing edge, for the
subject case at α = 10◦ the O-type grid is more congruous, capturing better the wake
formation on a smoother mesh. Moreover, O-grid have superior characteristics over
C-type for high angles of attack as the gradient of the transformation of the metrics
is much smoother, and avoids the utterly skewed elements at the vertical axis near
the trailing edge, leading to better convergence and Cl predictions [205]. The far ﬁeld
is located at 400 chord lengths away from the aerofoil, the eﬀects of the far ﬁeld on
the solution are studied by altering the location of the outer boundary.
The MUSCL-TVD 3rd and WENO 3rd-order schemes were utilized for the spatial
discretisation, where time advancement was achieved with the 3rd-order Runge-Kutta
algorithm with a CFL number of 0.3 for all simulations. Summarising the objectives
of this case:
• validate the developed numerical schemes for laminar ﬂows with boundary layer
separation phenomena
• assess the performance of triangular and quadrilateral grids with MUSCL-TVD
and WENO schemes
• perform grid convergence study and assess the performance of the high-order
schemes for 2D highly viscous ﬂows
• analyse the predicted forces by altering the location of the far ﬁeld with respect
to the numerical scheme
Since experimental data are unavailable for the subject case, the performance
of the schemes is demonstrated through a grid-reﬁnement study by analysing the
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(a) Coarse triangular (b) Coarse quadrilateral
(c) Medium triangular (d) Medium quadrilateral
(e) Fine triangular (f) Fine quadrilateral
Figure 6.12: Spatial grids employed for the transonic laminar flow past the NACA-0012
aerofoil (α = 10◦,Re : 500, M∞ = 0.8) .
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Table 6.3: Lift and drag predictions for the transonic laminar flow past the NACA-0012
aerofoil
Quadrilateral CL CD CD f CDp
Grids
Coarse MU3 0.4873 0.2823 0.1165 0.1657
Medium MU3 0.4344 0.2596 0.1096 0.1499
Fine MU3 0.4307 0.2579 0.1090 0.1488
Coarse WE3 0.4799 0.2802 0.1144 0.1657
Medium WE3 0.4386 0.2606 0.1090 0.1515
Fine WE3 0.4342 0.2593 0.1091 0.1501
Triangular CL CD CD f CDp
Grids
Coarse MU3 0.4693 0.2728 0.1147 0.1580
Medium MU3 0.4363 0.2576 0.1094 0.1481
Fine MU3 0.4366 0.2590 0.1088 0.1502
Coarse WE3 0.4637 0.2700 0.1126 0.1574
Medium WE3 0.4359 0.2573 0.1086 0.1486
Fine WE3 0.4361 0.2588 0.1089 0.1499
coeﬃcients of drag, lift and pressure. From Table 6.3 on page 92 it is depicted that
the diﬀerence of the predicted drag coeﬃcient (CD) and lift coeﬃcient (CL) between
the coarse and medium grids for both schemes and element types is considerably
greater than that between the medium and ﬁne. A strict grid-independent solution
has not been reached, since the values are not identical; however, with diﬀerences
occurring in the third decimal digit it can be deduced that the medium and ﬁne grids
are very close to the grid-independent solution. Furthermore, the convergence of the
triangular grids is not monotone; this has also been observed by Zingg et al. [206],
thus it is not related to the employed method.
The ﬂow is dominated by strong viscous forces since the small Reynolds number
(Re : 500) results in large viscosity. The highly physical diﬀusion in the ﬂow results
in a stable ﬂow ﬁeld demonstrated through the friction drag coeﬃcient Figure 6.13
on page 93, where diﬀerences between grids and schemes are imperceptible. The
pressure drag contributions show certain variations for the coarser grids attributed
to the ﬂight envelope of the test case, where the angle of attack aﬀects the pressure
gradients in the separation region. This is also reﬂected through the double vortex
visualization near the wake of the aerofoil; Figure 6.14 on page 95 shows the computed
Mach number contours and stream-lines for all employed grids and schemes. Grid
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Figure 6.13: Friction drag (CD f ) and pressure drag (CDp) coefficients for the MUSCL-TVD
3rd and WENO 3rd-order schemes; QUAD is the quadrilateral and TRIA the triangular grids
(α = 10◦,Re : 500, M∞ = 0.8) .
dependency ramiﬁcations can be depicted eﬀortlessly; grid reﬁnement results in an
increase in the wake’s length, again greatest disagreement occur between the coarse
and medium cases where the vortex structure and intensity are mispredicted.
Variations related to the numerical schemes emerge for the coeﬃcient of pressure
(Cp) plots in Figure 6.15 on page 96 for the upper and lower part of the aerofoil.
The coarse grids have a large adverse pressure gradient as previously established,
nonetheless, both WENO triangular and quadrilateral results are considerably in
better agreement than the MUSCL-TVD, converging towards the ostensible grid-
independent solutions. For the medium and ﬁne grids it seems that both MUSCL-
TVD and WENO results are in accordance. The triangular grids, having double
the number of elements, capture better the pressure drop on the upper side and the
pressure rise on the lower side of the aerofoil’s trailing edge.
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Table 6.4: Lift and drag coefficient predictions for three far field locations at 25c, 100c and
400c (aerofoil chord) on the quadrilateral medium grid for the MUSCL-TVD 3rd and WENO
3rd-order schemes
MU3 WE3
Grid based on c units CL CD CL CD
25 0.434400 0.259612 0.438927 0.261001
100 0.434420 0.259624 0.439874 0.261120
400 0.434416 0.259621 0.438615 0.260619
The eﬀect of the far ﬁeld is studied by altering the outer boundary at 25c and
100c aerofoil chord lengths for the quadrilateral medium grid. Both MUSCL-TVD
and WENO schemes are employed, the predicted CL and CD are shown in Table 6.4
on page 94; the main outcome is that closer far ﬁeld locations to the body seem
to have a greater eﬀect on the WENO computed forces compared with these of the
MUSCL-TVD.
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(a) CO-TR-MU3 (b) CO-QU-MU3
(c) CO-TR-WE3 (d) CO-QU-WE3
(e) ME-TR-MU3 (f) ME-QU-MU3
(g) ME-TR-WE3 (h) ME-QU-WE3
(i) FI-TR-MU3 (j) FI-QU-MU3
(k) FI-TR-WE3 (l) FI-QU-WE3
Figure 6.14: Stream-lines and Mach number contours for the transonic flow over the
NACA-0012 aerofoil employing the MUSCL-TVD 3rd and WENO 3rd-order schemes; note
that the contour levels are in exponential scale; CO, ME, FI refers to the grid size
coarse, medium and fine respectively; QU is the quadrilateral and TR the triangular grids
(α = 10◦,Re : 500, M∞ = 0.8) .
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(a) upper aerofoil
(b) lower aerofoil
Figure 6.15: Coefficient of pressure (Cp) on the upper and lower part of the aerofoil
for MUSCL-TVD 3rd and WENO 3rd-order schemes; CO, ME, FI refers to the grid size
coarse, medium and fine respectively; QU is the quadrilateral and TR the triangular grids
(α = 10◦,Re : 500, M∞ = 0.8) .
C H A P T E R 7
TURBULENT APPLICATIONS
The last chapter is devoted to the applicability of the developed high-order schemes to
real life aeronautical applications. Four turbulent ﬂow scenarios are attempted: the
subsonic turbulent ﬂow over a ﬂat plate, the subsonic turbulent ﬂow past the NACA-
0012 aerofoil at zero degree incident, the fully turbulent subsonic ﬂow over a high-lift
three-element aerofoil at a high angle of attack and the supersonic ﬂow through an
inclined channel where shock-wave boundary-layer interaction phenomena dominate
the subject ﬂow. To account for the high Reynolds number regimes, the Spalart-
Allmaras one-equation turbulence model is engaged along with the MUSCL-TVD
2nd, 3rd and the WENO 3rd-order schemes.
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(a) Coarse
(b) Medium
(c) Fine
Figure 7.1: Grids employed for the simulations of the turbulent flow over a flat plate.
7.1 Flow over a Flat Plate
The ﬁrst turbulent case investigated is the subsonic ﬂow over a ﬂat plate at a free
streamMach number of M∞ = 0.2 and a Reynolds number of Re = 10×106 based on the
length of the plate. This case has as underlying goal to validate the implementation of
the SA turbulence model; furthermore, the numerical scheme and turbulence model
accuracy are assessed by a grid-reﬁnement analysis. Therefore, three mixed-element
grids are generated: a coarse, medium and ﬁne; the grid statistics are tabulated in
Table 7.1 on page 98.
Table 7.1: Grid statistics for the turbulent flow over a flat plate
Grid Nodes Elements Quadrilaterals Triangles y+
Coarse 5,147 5,940 4,104 1,836 23
Medium 13,489 15,539 10,992 4,547 11
Fine 34,269 39,245 28,520 10,725 5
The reﬁnement of the grids were conceived by doubling the number of nodes on
the wall and halving the height of the ﬁrst wall element; the grids are shown in
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(a) coarse (b) medium (c) fine
t/ : 0 7 14 22 29 36 43 50 57 65 72 79 86 93 101 108 115 122 129 136
Figure 7.2: Normalised eddy viscosity (µt/µ∞) contours computed for the coarse, medium
and fine grids with the MUSCL-TVD 2nd-order scheme, for the turbulent flow over a flat
plate
(
Re = 10 × 106, M∞ = 0.2
)
.
Figure 7.1 on page 98. The grids span as [−0.06 ≤ x ≤ 1.00] × [0 ≤ y ≤ 0.180] with
the length of the plate being unity. A symmetry BC is enforced on the upstream
of the plate [−0.06 ≤ x ≤ 0.00] to avoid numerical error from the inﬂow uniform
velocity proﬁle and to account for the singularity point eﬀect at the leading edge of
the plate the grid is locally reﬁned in the stream-wise direction where the plate is
set as non-slip adiabatic wall. The MUSCL-TVD 2nd-order scheme is employed along
with Forward Euler method for time discretisation, the solution is advanced with a
local time stepping procedure.
Figure 7.2 on page 99 shows the amount of turbulent viscosity predicted for the
three grids, note that the scaling is independent of the axis; it appears that h-
reﬁnement decreases the amount of eddy viscosity which is expected according to
the report in [207]. The actual diﬀerence in term of eddy viscosity for each grid can
be depicted in Figure 7.3 on page 100 (a), furthermore, the disagreement of the coarse
with the medium is much more noticeable than that of medium and ﬁne suggesting
a convergence trend. Grid convergence can also be observed for the skin friction pre-
dictions in Figure 7.3 on page 100, certain discrepancies arise downstream near the
outﬂow boundary particularly noticeable for the coarse grids.
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(a) (µt/µ∞) at x = 0 (b) C f
Figure 7.3: Computed eddy viscosity (µt/µ∞) normalised with free-stream viscosity at x = 1
and computed skin friction coefficient (C f ) with the MUSCL-TVD 2nd-order scheme, for the
turbulent flow over a flat plate
(
Re = 10 × 106, M∞ = 0.2
)
.
7.2 Flow past the NACA-0012 Aerofoil
The subsonic turbulent ﬂow past the NACA-0012 aerofoil is simulated at zero degree
incident, the main objective of this test case is to further validate the implement-
ation of the one-equation Spalart-Allmaras turbulence model for a two dimensional
aerodynamic ﬂow at high Reynolds number corresponding to real ﬂight conditions:
free-stream Mach number of M∞ = 0.3, angle of attack α = 0◦ and a Reynolds num-
ber of Re = 10 × 106 based on the aerofoil’s chord length, the computations are
compared with the NASA-CFL3d solver results [208] at identical conditions. Two
C-types mixed-element unstructured grids are utilized for the simulations, where grid
parameters are presented in Table 7.2 on page 101. The baseline grid (GRID-1) is
the coarsest with a relatively high y+ ≈ 9, GRID-2 is materialised by locally reﬁning
only the quadrilateral zone, since the high Reynolds number induces a de-facto thin
boundary layer. The far-ﬁeld is located at approximately 400 chords lengths where
subsonic boundary conditions are enforced, the aerofoil surface is set as adiabatic non-
slip wall. Two spatial discretisation schemes are engaged the 2nd-order MUSCL-TVD
and the 3rd-order WENO, time advancement is conceived with local time stepping
with the 2nd-order forward Euler method and a CFL number of 0.3.
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Table 7.2: Grid statistics for the turbulent flow past the NACA-0012 aerofoil
Grid Nodes Elements Quadrilaterals Triangles y+
GRID-1 33,197 46,622 19,200 27,422 9
GRID-2 75,420 88,034 61,360 26,674 2
Summarising the objectives
• validate the SA turbulence model for real aerodynamic applications
• assess the accuracy of MUSCL-TVD and WENO schemes for high Reynolds
number ﬂows
From the two dimensional plots of the pressure coeﬃcient in Figure 7.5 on page
103 it is depicted that all results are in good agreement with each other and with
the reference solution; it has to be noted that the NASA-CFL3d grid is composed
of 525, 825 quadrilaterals with a y+ = 0.1 providing a viable benchmark for the eval-
uation of the computed results. As expected the greatest discrepancies lie with the
predicted Cp of GRID-1 employing a MUSCL-TVD 2nd-order discretisation, for the
same grid WENO 3rd-order converges towards the reference solution and the predic-
tions of GRID-2. It is interesting to observe the close-up of the pressure coeﬃcient
near the leading edge, where small oscillations are present for the GRID-2 2nd-order
scheme, these disturbances are gradually smeared with the employment of high-order
discretisation. This behaviour has also been reported in the results of Nguyen et al.
[152] utilising a RANS DG high-order methodology. An important point to the afore-
mentioned paper is that amongst the advantages of high-order FV k-exact methods
over DG for applications with curved wall boundaries is that it is not necessary to
pursue complex adaptations of high-order grids to accurately represent the geometry,
since the construction of non-linear WENO stencils covering a wide area with numer-
ous wall-bounded elements implicitly inherits a good approximation of the near-wall
ﬂow regime.
The small oscillations observed for the pressure are ampliﬁed for the skin friction,
where low-order schemes indicate higher frequencies and wider wavelengths; note that,
GRID-2 MUSCL-TVD 2nd-order C f values are discarded for this plot, since severe os-
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(a) GRID-1
(b) GRID-2
Figure 7.4: Grids employed for the turbulent flow past the NACA-0012 aerofoil.
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(a) Cp (b) C f
Figure 7.5: Coefficient of pressure (Cp) and skin friction (C f ) for the turbulent flow past
the NACA-0012 aerofoil, results shown for both schemes and grids, Cp results are compared
with the NASA-CFL3d solver predictions on a 1025 × 513 structured grid [208] (M∞ = 0.3,
α = 0◦ and Re = 10 × 106).
cillations dominated the ﬂow. That behaviour seems counterintuitive, one would
expect that by employing “h” reﬁnement, the solution would ameliorate; however, the
inherited relatively larger numerical dissipation of the coarser grid acts as a stabiliz-
ing force by dumping the oscillations of the noticeably over-predicted solution. This
problem can be address by employing artiﬁcial viscosity or artiﬁcial dissipation; these
methods were initially developed for shock dominant ﬂows solved with central-based
schemes [209, 210] in order to damp spurious oscillation in the vicinity of discontinuit-
ies; these dissipative techniques achieve a stable solution by either locally reducing the
order or by employing a limiting function for the high frequency solution compon-
ents. WENO schemes undoubtedly perform better than MUSCL-TVD, suggesting
that the required stabilization for the MUSCL-TVD scheme is indigenously present
in the WENO. Figure 7.6 on page 104 shows the smooth transition of the the Mach
number and normalised viscosities, both laminar and turbulent, computed with the
GRID-2 WENO 3rd-order scheme.
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(a) µt/µ∞
(b) µl/µ∞
(c) Mach number
Figure 7.6: Computed contours of normalised turbulent (µt/µ∞) and laminar viscosities
(µl/µ∞), and Mach number with the 3rd-order WENO scheme on GRID-2 (M∞ = 0.3, α = 0◦
and Re = 10 × 106).
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7.3 Flow past the MD 30P-30N Aerofoil
High-lift devices such as multi-element aerofoils are widely employed in commercial
airliners to increase lift for takeoﬀ and landing situations, by delaying ﬂow separation
and reducing the pressure rise on each aerofoil element [211]. The ﬂow past a three-
element aerofoil will be the subject of the third turbulent case. The conﬁguration
employed is the McDonnell-Douglas 30P-30N with deployed slat and ﬂap components
shown in Figure 7.7 on page 105, part of the “diﬃcult” cases from the 1st International
Workshop on High-Order CFD Methods (2012) [212].
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Figure 7.7: McDonnell-Douglas 30P-30N multi-element aerofoil geometry configuration
The ﬂow is characterised by wake interactions between elements, recirculation and
displacement thickness of the boundary layer, dictating the overall performance of the
device and challenging both experimental and CFD methods. A series of wind-tunnel
experiments were conducted at NASA Langley Research Center [213, 214] and at
the same time diﬀerent CFD approaches and turbulence models were assessed and
compared with the experimental data [148, 215, 216], with good overall agreement.
The actual physical conditions of the fully turbulent ﬂow past the subject multi-
element aerofoil are: free-stream Mach number of M∞ = 0.2, angle of attack at α =
16◦ and a Reynolds number of Re = 9 × 106 based on the reference aerofoil chord’s
length 0.5588 m. One mixed-element unstructured grid is employed constituted by
178, 356 nodes, 271, 545 elements from which 81, 874 are quadrilaterals and 189, 671
are triangles with a global y+ ≈ 5; Figure 7.8 on page 106 illustrates sections of the
grid. The MUSCL-TVD 3rd and WENO 3rd-order schemes are engaged with the local
time stepping technique and the 2nd-order forward Euler method for time advancement
with a CFL of 0.4. The main aims of this test case are:
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(a) Grid focused on all three elements
(b) Grid focused on slat and main element (c) Grid focused on the main element
Figure 7.8: Grid employed for the turbulent flow past the MD 30P-30N multi-element aero-
foil.
• address SA model’s adequacy for highly turbulent aerodynamic ﬂows combined
with high-order discretisation
• assess the SA turbulence model capabilities for strongly separated ﬂows and
abilities to produce oscillation-free solution
• compare the predicted solutions of MUSCL-TVD and WENO type schemes
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with experimental data
The case under investigation at the designated ﬂight conditions is a topic of con-
tinuous research for high-order methods combined with turbulence models, since the
numerical performance of the employed solvers is challenged by the strong gradients
of the mean ﬂow variables. In addition, the SA model is known for its limited per-
formance for strong vortex dominant ﬂows with larger separation and wake vortices.
(a) Cp (b) Maximum residual history
Figure 7.9: Coefficient of pressure (Cp) and maximum residual history for the turbulent flow
past the MD 30P-30N multi-element aerofoil, results are shown for the MUSCL-TVD 3rd
and WENO 3rd-order schemes (M∞ = 0.2, α = 16◦ and Re = 9 × 106).
The ﬂow might appear to be smooth but with h-enrichment, unsteady features are
imminently resolved particularly in the vicinity of the ﬂap’s trailing edge [148]. This
unsteadiness travels upstream as the ﬂow is subsonic, inducing further perturbations
on the mean ﬂow variables. These oscillations are mirrored in the plots for the
coeﬃcient of pressure, in Figure 7.9 on page 107 where for both schemes the non-
smooth behaviour is observed particularly on the trailing edge of the ﬂap. This
suggests that there is a lack of required dissipation in order to stabilize the ﬂow. The
dissipation can be enhanced either by using a lower-order method, or by employing a
coarser grid; in addition, the required physical dissipation through the eddy viscosity
seems that is insuﬃcient to produce oscillations-free solutions.
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Another possible explanation of the oscillatory eﬀects could lie within the choice of
Riemann solver; the HLLC is known for its low numerical dissipation characteristics
[136] suggesting that it might be too accurate for the subject case where dissipation is
required to stabilise the ﬂow. It is worth noting that, there are no detailed publications
and/or studies on the SA model in conjunction with the HLLC Riemann solver. Most
high-order discretisation methods with SA turbulence models employ either Roe’s
[217] or Rusanov’s [218] approximate schemes.
In this work, the lower numerical dissipation of the developed WENO type schemes
compared with the MUSCL has been extensively proved on several ﬂow problems: in-
viscid, laminar and turbulent; moreover, WENO schemes inheriting a lower numerical
dissipation, try to resolve ﬁner features corresponding to the real physical conditions
(non-steady); thus, the pressure coeﬃcient predictions have relatively larger amp-
litude oscillations than the MUSCL-TVD, particularly noticeable at the trailing edge
of the ﬂap. It is also worth noting, that the WENO values for the maximum peaks at
the leading edges of all elements are in a better agreement with the experiment. From
the history of the maximum residual in Figure 7.9 on page 107 it can be depicted that
both schemes have similar convergence trends and rates, additionally, WENO have
noticeably smaller oscillations.
The predictions of eddy viscosity for this ﬂow, by employing high-order discretisa-
tion combined with the SA model, is known to signiﬁcantly diﬀer in terms of amount
and distribution. The eddy viscosity irregularity is depended upon the type of method
(DG or FV) employed and discretisation of the turbulence model equation [219]. Bur-
gess and Mavriplis [219] have studied the eﬀects of high-order methods with the SA
model, the main conclusion are:“ the increase in turbulence model resolution has an
adverse eﬀect on the functional convergence of the simulation and that polynomial re-
ﬁnement substantially increases the amount of eddy viscosity”. When switching from
MUSCL to WENO for the current case the maximum value increases by approxim-
ately 200 units; Figure 7.11 on page 110 shows the distribution of the normalised
eddy viscosity with the free-stream viscosity and Figure 7.10 on page 109 illustrates
the Mach number contour levels for both simulations, the plots can be considered as
indistinguishable.
7.3 Flow past the MD 30P-30N Aerofoil 109
(a) MUSCL-TVD 3rd
(b) WENO 3rd
Figure 7.10: Mach number contours for the turbulent flow past the MD 30P-30N multi-
element aerofoil, results are shown for the MUSCL-TVD 3rd and WENO 3rd-order schemes
(M∞ = 0.2, α = 16◦ and Re = 9 × 106).
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(a) MUSCL-TVD 3rd
(b) WENO 3rd
Figure 7.11: Normalised eddy viscosity µt/µ∞ with free-stream viscosity contours for the
turbulent flow past the MD 30P-30N multi-element aerofoil, results are shown the MUSCL-
TVD 3rd and WENO 3rd-order schemes (M∞ = 0.2, α = 16◦ and Re = 9 × 106).
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7.4 Shock-Wave Boundary-Layer Interaction
Shock-wave boundary-layer interaction (SWBLI) phenomena is of signiﬁcant import-
ance for the design of high-speed aircrafts, missiles and projectiles components where
the structure is exposed to substantial forces in the presence of ﬂuctuating pressures
and excessive thermal loads [220]. Depending upon the Mach number, the angle of
the inclined surface acting as a shock generator and the ﬂow regime of the boundary
layer, diﬀerent interactions and shock reﬂections occur [221].
Figure 7.12: Schematics of experimental test model, figure from [222]
Schülein [222] conducted experimental measurements of skin friction and pressure
wall distributions for SWBLI ﬂow at three deﬂection angles at 6◦, 10◦ and 14◦, the
experiment test model is detailed in Figure 7.12 on page 111. The ﬂow conditions
chosen for the numerical computations based on the experiment are: angle of shock
generator β = 10◦, freestream Mach number M∞ = 5.0 at a Reynolds number of
Re = 37 × 106/m based on the length of the lower ﬂat plate.
The ﬂow is characterised by a high shock intensity of the incident oblique shock
impinging on the opposed wall boundary layer. Figure 7.13 on page 112 illustrates
the complexity of the ﬂow, where multiple compression waves and expansion fans are
created leading to boundary layer separation, which in turn generates a recircula-
tion bubble, independent of the shock intensity, which drastically increases the local
pressures and temperatures. The turbulent boundary layer reattaches downstream,
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further agitating the ﬂow by generating additional waves and expansion fans and for
certain cases redundant ﬂuctuations will disturb the boundary layer [223]. Numerical
methods for simulating SWBLI ﬂows is an active area of research as current tur-
bulence models poorly predict skin friction coeﬃcient, wall pressure, separation and
reattachment locations compared with experimental data [224].
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Figure 7.13: Schematics of shock-wave boundary-layer interactions
Table 7.3: Grid statistics for the shock-wave boundary-layer interaction flow.
Nodes Elements Triangles Quadrilaterals y+
GRID-1 45,560 54,796 19,442 35,354 15
GRID-2 116,192 147,212 64,517 82,695 4
Two spatial grids are employed for the subject case, a baseline grid referred to
GRID-1 and a secondary grid as GRID-2, which is locally reﬁned to increase the
shocks resolution as shown in Figure 7.14 on page 113; the detail parameters of each
grids are shown in Table 7.3 on page 112. To speed-up the simulations process, the
ﬂow was initialised as inviscid with 1st-order spatial discretisation, prior to switching
to either the MUSCL-TVD 3rd or the WENO 3rd-order schemes. Local time stepping
is employed since only the steady state ﬂow is considered. Supersonic boundary inﬂow
and outﬂow conditions are imposed, non-slip adiabatic boundary conditions for the
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(a) GRID-1
(b) GRID-2
Figure 7.14: Grids employed for the shock-wave boundary-layer interaction flow (M∞ = 5.0,
β = 10◦ and Re = 37 × 106/m).
upper and lower walls, where the leading edge on the upper wall downstream from
the shock generator is set as symmetry condition. The main objectives of the subject
test case are :
• address the challenges of current numerical and turbulence models for SWBLI
ﬂows
• employ two types of high-order schemes and analyse their performance for two
grids
• compare and assess the computed results with experimental data
There are several aspects that need to be considered for SWBLI ﬂows: the most
important being the assumption of the gas dynamics ideal gas law which is on the
verge of its validity at hypersonic high temperature conditions, moreover, the non-
equilibrium dominance in the boundary layer suggests that the Reynolds analogy
between momentum and heat transfer might not stand. Unsteadiness due to shock
separation, external turbulence and induced acoustic waves in the boundary layer
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transition region are real physical phenomena that ultimately challenge numerical
algorithms and turbulence models. Computed heat transfer and skin friction mispre-
dictions are often encountered for SWBLI ﬂows and have been reported by several
authors [224–227], with turbulence modelling being the apparent inception of the
disagreement with experimental data. The inherent assumption of Morkovin’s hypo-
thesis [228] in turbulence models is only valid for moderate Mach numbers and heat
loads where viscosity ﬂuctuations can be eligibly discarded [229].
(a) Experimental shadowgraph
(b) ρ
Figure 7.15: Spark shadowgraph visualisation from the experiment [222] and computed
density contours and lines, with the 3rd-order WENO scheme (GRID-1) (M∞ = 5.0, β = 10◦
and Re = 37 × 106/m).
The separation bubble formed under the λ-structure shock interaction region has
inherited unsteadiness attributed to its three-dimensional nature [230] inducing the
formation of spanwise Taylor-Görtler vortices. Even though the original experimental
set up is three dimensional, the two dimensional model employed here, adequately
captures the shock’s structure as shown in Figure 7.15 on page 114, with the separation
and reattachment locations satisfactorily predicted. The separation-region size can
also be depicted from the normalised wall pressure plots on the ﬂat plate in Figure 7.16
on page 115. The computed wall pressure and experiment data are in good agreement,
with the ﬁner grid (GRID-2) predicting the separation point further downstream,
closer to the experimental measurement recovering slightly faster than the computed
pressures of GRID-1.
It has been reported by several authors [230, 231] that the increase of shock intens-
ity worsens the agreement between experimental and numerical results, furthermore,
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Figure 7.16: Normalised wall pressure (Pwall/Pmax) and skin friction coefficient (C f ) for the
shock-wave boundary-layer interaction flow for GRID-1 and GRID-2 employing the MUSCL-
TVD 3rd and WENO 3rd-order schemes, compared with experimental measurements [222]
(M∞ = 5.0, β = 10◦ and Re = 37 × 106/m).
turbulence models underestimate the amount of wall shear stress and skin friction
values downstream the λ-structure separation region. Even with modiﬁcation such
as variable turbulent Prandtl number [229], and incorporation of shock-unsteadiness
operators, the skin friction [232] remains utterly under-resolved. The estimated skin
friction for all computed solutions is no exception, the amount is underestimated from
the interaction region to the end of the plate. Nevertheless, the WE3 seems to re-
cover with a higher value suggesting that the reduction of numerical dissipation with
high-order non-linear schemes would be beneﬁcial for improving wall shear stresses es-
timations. It has to be noted that the skin friction coeﬃcient in the separation region
was not measured by the precise GISF technique, it was estimated by conventional
oil-ﬂow visualization method [222].
It is worth noting that the skin friction values in the recirculation zone for the
MUSCL-TVD 3rd-order scheme with GRID-2, where at the separation point (x ≈ 0.65)
oscillations are exhibited convulsing the ﬂow downstream with wall shear stresses
being underestimated. The presence of these disturbances can be attributed to the
relatively smaller amounts of eddy viscosity in the separation region compared with
the results using GRID-1; Figure 7.17 on page 117 illustrates the normalised eddy
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viscosity in proximity to the lower wall. This is expected with the SA model as
similar reduction of the eddy viscosity with h-reﬁnement has been observed with the
turbulent ﬂow over a ﬂat plate in Section 7.1. Nevertheless, the lack of turbulent
viscosity coupled with the lower numerical error of the ﬁner grid counterbalances the
equilibrium of the ﬂow by excessively endorsing the dominance of the convective forces
(shocks). In addition, high-order methods inherited lower dissipation properties and
are unable to perform steady state solutions (WENO 3rd-order in GRID-2) under
these circumstances which require induced dissipation either in the form of a coarse
gird or through a dissipative property.
Figure 7.18 on page 118 illustrates the ﬂowﬁeld of the SWBLI ﬂow using Mach
number contours for all three simulations; even with the zoomed subﬁgure to the λ
shock recirculation region it is diﬃcult to depict any apparent diﬀerences, neverthe-
less, the resolution of the shock is sharper with the locally reﬁned grid (GRID-2).
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(a) GRID-1 MU3
(b) GRID-1 WE3
(c) GRID-2 MU3
Figure 7.17: Normalised eddy viscosity µt/µ∞ contours for the shock-wave boundary-layer
flow (M∞ = 5.0, β = 10◦ and Re = 37 × 106/m )
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(a) GRID-1 MU3
(b) GRID-1 WE3
(c) GRID-2 MU3
Figure 7.18: Computed Mach number contours for the shock-wave boundary-layer interac-
tion flow (M∞ = 5.0, β = 10◦ and Re = 37 × 106/m )
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CONCLUSIONS AND FUTURE WORK
8.1 Conclusions
Methods
This research work has as underlying goals the development, validation and assess-
ment of two and three dimensional high-order ﬁnite volume schemes on mixed-element
unstructured grids applied to aeronautical ﬂows. The high-order schemes initially im-
plemented by Tsoutsanis et al. [87] for arbitrary three-dimensional unstructured grids
for the Euler’s equations are extended to the compressible Navier-Stokes equations to
account for viscous dominant applications. The industrial requirement of inexpensive
simulations, motivated the adaptation of the original three dimensional solver to two
dimensions, furthermore, real aerodynamic ﬂows were conceived with the implement-
ation of the Spalart-Allmaras turbulence model.
The developed method is based on the k-exact reconstruction and can be categor-
ised into two main frameworks: the conventional MUSCL-TVD and the WENO type
schemes. The ﬁrst one employs one central stencil and the solution is piecewise linear
inside the element, with discontinuities being captured with a limiting TVD function,
whereas the WENO methods utilize a solution adaptive technique with a weighted
combination of several stencils resulting in higher resolution in the smooth regions
but at the same time damping spurious oscillations in the vicinity of strong gradients.
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Scaling eﬀects are omitted by employing a transformation procedure where the co-
ordinates are mapped from the Cartesian space to a reference space. For the WENO
type method the admitted stencil elements are submitted to several geometrical con-
ditions to ensure a smooth stencil construction and to reinforce the overall robustness
of the scheme. In addition, WENO-type methods make use of the characteristic vari-
ables, providing higher eﬃciency and accuracy compared with the conserved variable
formulation. The evaluation of the ﬂuxes follows the same high-order philosophy by
utilizing high-order Gaussian quadrature formula on the element’s faces for both invis-
cid and viscous components. Furthermore, the HLLC Riemann solver is engaged for
the accurate estimation of the inviscid waves, whereas a compact formulation handles
the computation of the viscous terms for which the gradients are evaluated based
on the high-order reconstruction. A special treatment for wall-bounded elements is
conceived that ensures stability and robustness of the reconstructed system.
Applications
The three-dimensional Taylor-Green vortex ﬂow is simulated with the Euler’s
equations for hexahedral and tetrahedral grids. The numerical dissipation of the
WENO 3rd and WENO 5th-order schemes is assessed on three consecutive reﬁned
grids. Tetrahedral elements inherit better kinetic energy conservation properties than
hexahedral, suggesting a lower numerical dissipation, attributed to their compactness
and arbitrary geometrical orientation which is more in tune with highly vortex dom-
inated ﬂows. Tetrahedral elements achieve a higher maxima of kinetic energy decay
rate corresponding to a higher Reynolds number. The developed WENO 5th-order
scheme outperforms in terms of numerical dissipation the predictions of the original
WENO 5th-order formulation.
The shock capturing abilities of the WENO algorithms are demonstrated with the
inviscid transonic ﬂow past the ONERA-M6 wing. Two spatial grids were utilized
for the simulations with the computed solutions matching considerably well with
the experiment. Polynomial reﬁnement through the engagement of WENO 5th-order
scheme substantially ameliorates the agreement and h-reﬁnement enables a noticeably
better shock resolution. There are certain small discrepancies accredited to the fact
that Euler equations neglect viscosity and shear eﬀects.
The three-dimensional laminar ﬂow over a ﬂat-plate is attempted; the main object-
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ive is to evaluate the performance of hexahedral and prismatic elements for boundary
layer computations by employing the WENO 3rd-order numerical algorithm. The
hexahedral elements seem to be more eﬃcient for estimating the boundary layer
growth by resolving the parabolic velocity proﬁle more precisely, however, prismatic
elements inheriting the ﬂexibility for capturing better wall surfaces are in better agree-
ment for the estimation of wall shear stresses with the analytical solution.
Computations of the subsonic laminar ﬂow over the NACA-0012 aerofoil at zero
angle of attack were performed with the MUSCL-TVD 3rd, WENO 3rd and WENO
5th-order schemes performing adequately well compared with a reference solution.
Switching form MUSCL-TVD to WENO improves the estimation of the exerted forces
on the body, moreover, small oscillations are observed on the convergence of the forces
with the 5th-order scheme associated with its incorporated low numerical dissipation,
endeavoring to resolve smaller scale features which are present on the actual three
dimensional ﬂow.
The cross comparison of MUSCL-TVD 3rd and WENO 3rd-order schemes for the
transonic laminar ﬂow at a positive angle of attack through a grid convergence study
with triangular and quadrilateral grids enables a thorough evaluation of the numerical
scheme’s performance. From the results it can be depicted that WENO outperform
MUSCL-TVD schemes with the most substantial diﬀerences occurring for the coarsest
grids. However, it seems that WENO schemes are more sensitive to the proximity of
the far-ﬁeld location with respect to the aerofoil.
The validation of the implementation of the Spalart-Allmaras turbulence model
is achieved with the subsonic turbulent ﬂow over a ﬂat plate employing the MUSCL-
TVD 2nd-order discretisation method. A grid convergence study on three consecutive
reﬁned grids allows to conﬁdently conﬁrm a correct functioning of the model, demon-
strated by the convergence of the computed solutions.
Further validation of the turbulence model is accomplished with the computa-
tions of the turbulent ﬂow past the NACA-0012 aerofoil at a high Reynolds number
where the computed results are compared with a well proven reference solution. For
these cases, in addition to the MUSCL-TVD 2nd-order scheme, the WENO 3rd-order
was engaged. Two mixed-element grids are used for the simulations and interesting
conclusions are drawn: ﬁrstly, h-reﬁnement does not guarantee a stable solution for
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the low-order scheme, this might suggest the requirement for an artiﬁcial viscosity
stabilization technique and secondly, high-order schemes perform much better with
resolving the ﬂow with noticeable lesser oscillations.
The fully turbulent ﬂow over a three-element aerofoil (MD 30P-30N) is attemp-
ted with the MUSCL-TVD 3rd and WENO 3rd-order schemes and compared with
experimental data. The trend of the computed solutions are in good agreement with
the experiment. However, there are certain oscillations attributed to the imbalanced
dissipation between the low-dissipative schemes, the ﬁne employed grid and the mis-
predicted amounts of eddy viscosity from the Spalart-Allmaras model.
The supersonic ﬂow through an inclined channel is considered where shock-wave
boundary-layer interactions are dominantly controlling the dynamics of the ﬂow ﬁeld.
Two spatial grids are generated and the MUSCL-TVD 3rd and the WENO 3rd-order
schemes are engaged for the computations. Turbulence models inherit several physical
assumptions, ergo their applicability becomes limited when physical conditions exceed
the barrier of their initial design frontier. This is the case with the subject ﬂow, even
if pressures are in good agreement with the experiment, the computed shear stresses
are undeniably under-predicted. Similar trends are observed with the previous case,
where grid reﬁnement in conjunction with polynomial reﬁnement induces the creation
of oscillations for the estimation of wall shear stresses.
8.2 Future Work
The main challenge of high-order methods with turbulence modelling is associated
with the actual model’s inabilities to provide oscillation free solutions without re-
ducing the order of accuracy. Furthermore, in this work this behaviour has been
established in the context of high-order k-exact MUSCL-TVD and WENO schemes
in conjunction with the Spalart-Allmaras model. This has been recently reported
by other authors, employing high-order discontinuous Galerkin type methods to the
RANS equations [65, 153, 233, 234]. Furthermore, there are certain techniques that
have been applied to the aforementioned publications to avoid non-smooth beha-
viours and enhance the robustness of the subject high-order solver. However, these
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stabilization techniques have to be thoroughly examined and studied as they have
counter-eﬀects such as, locally decreasing the order of accuracy and producing negat-
ive eddy viscosity. It appears that aspects constituting high resolution in the context
of high-order discretisation have to be altered in order to accommodate the outdated
but popular RANS techniques e.g. HLLC Riemann solver.
There is a great potential for future research to re-calibrate current turbulence
models or even develop new ones that will be more in tune with high-order methods
and acquire the advantages of both worlds: maintain smaller discretisation error
and numerical dissipation (high-order schemes) and extend their applicability to an
abundant type of ﬂuid dynamic ﬂows (RANS).
There are several future research directions regarding high-order methods on
mixed-element unstructured grids that can be pursued. They can be categorised
into two main frameworks: methodology and applicability. Both are strongly inter-
connected and one depends on the other’s success; in detail:
• Implement Spalart-Allmaras turbulence model to account for 3D real aerody-
namic ﬂows in the context of the k-exact ﬁnite volume methods and assess the
performance of MUSCL-TVD against WENO type schemes. Investigate further
the test cases presented in this work by: constructing 3D grids for the ONERA-
M6 wing and SWBLI case to account for viscous regimes and three-dimensional
eﬀects respectively.
• Assess and study the limitations of current turbulence models in conjunction
with high-order methods (WENO) on unstructured grids in 2D and 3D and
analyse model’s sub-parameters, constants and functions for simple ﬂow prob-
lems.
• ILES-RANS, for what kind of applications would this combination be more
suited ? Address the challenges of turbulence modelling for resolving near-wall
regions and analyse the possible coupling procedures with LES or ILES methods
employed for the wake of the ﬂow and the far-wall regions.
• Study in a systematic way the eﬀects of accurate, low-dissipation Riemann
solvers combined with turbulence models and assess their capabilities and lim-
itations in a broad range of applications.
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• Investigate oscillatory behavior for well-reﬁned grids with high-order methods
and the Spalart-Allmaras model; in addition, quantify the amount of inher-
ited numerical dissipation in high-order ﬂuid dynamic computations, including
dissipation due to: the spatial domain, spatial discretisation, evaluation of invis-
cid and viscous ﬂuxes, gradients reconstruction and approximation, boundary
conditions and turbulence model terms. Correlate each numerical dissipation
source for arbitrary unstructured grids with respect to the order of accuracy.
• Extend the applicability of the methods by: coupling with local control-volume
distributed schemes to account for porous media and multi-phase ﬂows [235],
develop and implement high-order schemes for the time-domain solution of Max-
well’s equations for magnetohydrodynamic applications [236].
• Weakly and strongly couple the developed ﬁnite volume high-order schemes
with ﬁnite element based structural solvers to be able to study ﬂuid-structure
interaction ﬂow problems by adopting adaptive grid reﬁnement techniques.
• Adopt well proven front tracking methods [237] and shock capturing sensor
techniques [238] to perform automated polynomial reﬁnement in the ﬂow regions
of interest.
• Address the hampered accuracy on the boundaries for unstructured grids with
a relatively simple, elegant and robust approximation method.
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C H A P T E R 9
Appendix
9.1 Projection of the Inviscid Flux Tensor
The projection of the inviscid ﬂux tensor of the Euler equations computed at the
average state is the Jacobian matrix J j which is given by
J j =
∂ ~Fc
nˆ
∂ ~W
=
0 1 0 0 0
(γ − 1) h − u2 − a2 (3 − γ) u − (γ − 1) v − (γ − 1) w (γ − 1)
−uv v u 0 0
−uw w 0 u 0
1
2u
[
(γ − 3) h − a2
]
h − (γ − 1) u2 − (γ − 1) uv − (γ − 1) uw γu

(9.1.1)
where h is the enthalpy given by
h = (E + p) /ρ = 1
2
V2 + a
2
(γ − 1) (9.1.2)
where a is the speed of sound given by
a =
√
γp
ρ
(9.1.3)
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the right eigenvectors R j is deﬁned as
R j =

1 1 0 0 1
u − a u 0 0 u + a
v v 1 0 v
w w 0 1 w
h − ua 12V2 v w h + ua

(9.1.4)
and the left eigenvectors L j written as
L j =
(γ − 1)
2a2

h + a(γ−1) (u − a) −
(
u − a(γ−1)
)
−v −w 1
−2h + 4(γ−1)a2 2u 2v 2w −2
− 2va2(γ−1) 0 2a
2
(γ−1) 0 0
− 2wa2(γ−1) 0 0 2a
2
(γ−1) 0
h − a(γ−1) (u − a) −u + a(γ−1) −v −w 1

(9.1.5)
