Abstract. We propose an extension of the Plefka expansion, which is well known for the dynamics of discrete spins, to stochastic differential equations with continuous degrees of freedom and exhibiting generic nonlinearities. The scenario is sufficiently general to allow application to e.g. biochemical networks involved in metabolism and regulation. The main feature of our approach is to constrain in the Plefka expansion not just first moments akin to magnetizations, but also second moments, specifically two-time correlations and responses for each degree of freedom. The end result is an effective equation of motion for each single degree of freedom, where couplings to other variables appear as a self-coupling to the past (i.e. memory term) and a coloured noise. This constitutes a new mean field approximation that should become exact in the thermodynamic limit of a large network, for suitably longranged couplings. For the analytically tractable case of linear dynamics we establish this exactness explicitly by appeal to spectral methods of Random Matrix Theory, for Gaussian couplings with arbitrary degree of symmetry.
Introduction
Stochastic Differential Equations (SDEs) with continuous variables are a well-established tool to describe the dynamical behaviour of a variety of systems, in areas ranging from physics and chemistry to biology and engineering [1, 2] : they are used frequently, for example, for dynamical modelling of intracellular kinetics and biochemical networks [3] .
In the context of network studies, in particular with regard to applications in systems biology, a major task is model simplification [4, 5] , using model reduction strategies that should retain as much as possible of the qualitative dynamical information. In addition one requires techniques for inferring model parameters from observed data, since experimental uncertainties on parameters, resulting e.g. from the fact that some dynamical variables may not be observed, can crucially affect the predictions of dynamical models [6] .
The application of approaches based on statistical mechanics and spin glass theory has a long history [7] . In particular, mean field (MF) methods have emerged as powerful tools for characterizing statistical quantities in systems where the combinatorial complexity of exact calculations rules out a tractable description [8] . From the theoretical point of view, further motivation for the use of mean field methods comes from the fact that they can often be proved to retrieve the exact solution in an appropriate limit, typically involving high network connectivity and/or weak couplings.
The so called "Plefka expansion" for the Sherrington-Kirkpatrick (SK) [9] model was introduced by Plefka [10] as a convenient method to derive MF equations and their more refined analogue, the TAP equations [11] . The advantage of the method, essentially an expansion of the Gibbs free energy in powers of the interaction strength, is that it does not rely on an average over interactions drawn from some statistical ensemble. This makes it potentially useful in applications to e.g. biology, where it is generally a specific network that is of interest.
Roudi and Hertz [12] applied the Plefka expansion to the problem of approximating spinglass dynamics: in this case, variables are not single spins but entire time histories of each spin. They developed a dynamical theory that relates mean magnetizations, potentially time varying fields and quenched couplings for two versions of SK model kinetics (synchronous and asynchronous updates, respectively). Using the generating functional approach, the (naive) MF and TAP dynamical equations were retrieved as first and second orders of a power expansion in analogy with the equilibrium Plefka expansion for the Gibbs free energy. In more detail, the logarithm of the generating functional for the dynamics plays the role of the equilibrium free energy: performing the Legendre transform w.r.t. the real and auxiliary fields one obtains the dynamical equivalent of the Gibbs free energy and then can expand for weak couplings. Importantly, as long as the generating functional is by definition dependent only on fields that act linearly on the degrees of freedom, this expansion will closely resemble the standard Plefka approach and only the first moments of the resulting probability measure over trajectories will be fixed.
The aim of our paper is two-fold. First we want to introduce an improvement, taylored to continuous degrees of freedom, of the approximation strategy outlined above; we call the improved method an "extended" Plefka expansion. The dynamical model is a set of stochastic differential equations for continuous degrees of freedom and with generic nonlinear couplings between them. The basic idea of the extension that we propose is to include among the set of order parameters all second moments, i.e. two-time correlations and responses, for each degree of freedom. Expanding up to second order in interaction strength then provides a mean field description where couplings between trajectories are replaced by a coupling to the past (i.e. a memory term) and a coloured noise.
Our second aim is an analytical investigation of a solvable limit, which concerns large networks with linear dynamics. This partly serves the purpose of verifying explicitly a case where the approximation becomes exact, but the calculation also provides additional insight how the dynamical behaviour of correlations and responses depends on the symmetry of the couplings. We show that the exact thermodynamic limit is recovered from the approximate equations for any degree of symmetry, i.e. irrespective of whether the system reaches an equilibrium stationary state. This keeps the analysis as general as possible and suggests multiple possible applications, for example in neural networks and gene expression where couplings are typically asymmetric.
The paper is organized as follows: after recalling the expansion conceived by Plefka in section 2, we introduce in section 3 the basic functional integral approach that provides the framework within which we build the extended Plefka expansion for dynamics. In sections 3.2 and 3.3 we present and discuss the derivation of the approximate dynamical equations from the functional integral. In sections 3.4, 4.1 and 4.2 we apply the approximation to the particular case of a linear dynamics, which is analytically tractable both in the static and dynamic scenario. In section 4.3 we resort to Random Matrix Theory and related spectral methods [13] to average the exact dynamics over the disordered interactions, in the limit of an infinitely large sample and in the stationary regime. This allows us to derive expressions for correlations and responses in Laplace space, and comparison with the predictions of the extended Plefka approximation shows perfect agreement. This confirms and strenghtens the theoretical justification of our method. In section 5.1 we study in more detail the qualitative features of the dynamics, in particular non-exponential relaxation behaviour that manifests as low-frequency power law tails in the power spectra. Finally, an explicit analytical characterization of correlations and responses in the temporal domain can be found in the limit of symmetric and antisymmetric couplings and is discussed briefly in section 5.2.
Plefka Expansion
We briefly summarize the main steps of the "Plefka expansion" introduced by Plefka [10] , using, as in the original paper, the Sherrington-Kirkpatrick (SK) [9] model as an example. The SK model of a spin glass consists of N Ising spins (S i = ±1) with Hamiltonian
In the SK model, specifically, the interactions are symmetric (i.e. J ij = J ji ) and infinitely long-ranged, with the J ij for i < j chosen as independent Gaussian variables of mean zero and variance 1/N, though these properties are not required to write down the general expansion. Note that the left hand side of (2.1) would conventionally be written as −βH with β the inverse temperature, but we omit factors of −β here and below as we do not need them in the application to dynamics. In order to construct the Plefka expansion one introduces a parameter α controlling the interaction strength, defining a modified Hamiltonian as
The full interacting Hamiltonian is then H 1 = H, while H 0 is the Hamiltonian of a noninteracting system. The Gibbs free energy G α is now defined as the free energy subject to a constraint on certain averages, typically the magnetizations
One can write
and this shows that G α is the Legendre transform of a Helmholtz free energy -the first term in the brackets -that depends on the auxiliary fields h i . The extremization condition over the h i gives
and this ensures that the m i have the intended meaning. The average here is over the distribution of states P (S) ∝ e Ξα . This is biased away from the Boltzmann distribution (1/Z)e
Hα by the factor e h·S involving the auxiliary fields h i . We will denote the fields that produce the desired values of the magnetizations m by h α (m), where the subscript emphasizes the dependence on the interaction strength α. The fields h α can be deduced as derivatives of G α , once this is known. Explicitly, because of the condition (2.7), the variation of the fields h α with m does not contribute to the m-derivative of G α , so that
as expected on general grounds from the Legendre transform definition of G α . The Gibbs free energy becomes equal to the unconstrained equilibrium free energy when the fields h iα vanish, so that the condition for the equilibrium magnetizations is simply
The formalism so far is generic. In the Plefka expansion, the interacting part of the Hamiltonian is treated perturbatively by expanding the Gibbs free energy in powers of α, typically to first or second order
where
The fields h iα = −∂G α /∂m i can be expanded analogously
To the second order, the equilibrium condition h α = 0 for the order parameters m is then given by
In applications to equilibrium spin systems, the non-interacting Gibbs free energy G 0 can often be found explicitly, e.g. for our Ising spin example
In dynamical problems, finding G 0 explicitly is often awkward but can be avoided by noting that in order to obtain a certain value of m at α = 0 requires a field h eff = h 0 . The equilibrium condition (2.12) for nonzero α can then be rewritten as
This expression gives us the effective fields h eff that produce the same magnetizations m in the non-interacting system as at equilibrium in the interacting system. To obtain the equilibrium condition for the interacting system, one then only needs to combine this with the relation between magnetization and field in the non-interacting system, which for Ising spins reads simply
To carry out the actual calculation of the first and second order Plefka free energies G 1 and
where we use (d/dα) to indicate a total derivative that includes the α-dependence of h α . On the other hand (2.5) shows that in Ξ α each field h iα multiplies S i − m i , whose average vanishes, so this α dependence drops out and one has simply
where H int = ∂H α /∂α is the interacting part of the original Hamiltonian. Evaluating the average in the non-interacting system (α = 0) then gives G 1 = H int 0 , and by derivation h 1 . For the SK model, one finds in this way
To first order the effective field is then h
has the familiar mean-field form. For the second order one has in general
The first term vanishes because ∂ 2 H α /∂α 2 = 0 and because ∂ 2 h iα /∂α 2 is multiplied again by a vanishing average. Evaluating at α = 0 then gives (as discussed in [12] )
From G 2 one finds h 2 by taking m-derivatives again, and in principle this process can be iterated to higher order. The first order gives a MF approximation as shown above, while at second order one retrieves what are known as the TAP equations for the SK-model [9] .
Extended Plefka expansion
We start from the dynamical equations
for a set of N continuous (real-valued) degrees of freedom x i (i = 1, . . . , N) evolving in time t. The x i may represent e.g. concentrations of chemical species in a biochemical reaction network, or deviations of such concentrations from steady state values. On the r.h.s., φ i (x(t)) is a generic function of the vector x(t) = {x i (t)} of all concentrations and determines the drift of x i . In the biochemical context it gives the rate of change in x i due to reactions with other species and includes the relevant reaction rates. A term −λ i x i has been included that drives each x i back to zero, with λ i having the meaning of a decay rate. Finally, ξ i (t) is Gaussian white noise with the properties
The Kronecker delta δ ij signifies that each variable x i has independent noise acting on it.
Correlations in the noise could be allowed for by extending the matrix Σ ii δ ij to one having nonzero off-diagonal entries, but become difficult to express in terms of the local parameters that define the core of the extended Plefka expansion, as will be explained below. After discretizing time in elementary time steps ∆, a dynamical partition function for this system can be written in the Martin-Siggia-Rose-Janssen-De Dominicis (MSRJD) functional integral formalism [14] , [15] , [16] 
We use the Itô convention [1] to discretize the noise, where ξ i (t) above is to be read as the average of the continuous-time noise over the time interval [t, t + ∆], which has covariance
Here δ tt ′ /∆ is the discrete-time replacement of δ(t − t ′ ). The average over the white noise can then be performed by applying a standard Gaussian identity e i∆x T ·ξ
To develop a Plefka expansion, we now need to consider which averages should be constrained in the relevant Legendre transform. By reinterpreting the static TAP equations from the perspective of a cavity argument [17] , one would obtain marginals where the covariance of the cavity field and a quadratic term for the spins is present. These are effectively constant in the case of Ising spins (s 2 i = 1) but should be explicitly taken into account for continuous variables (even in a static problem) and for tracking time dependencies (see [17] for spin dynamics).
Let us now introduce some shorthands to explain in intuitive terms the logic beyond the "extended" Plefka expansion, connecting it to the version for equilibrium systems outlined in section 2. We denotem
Herem is a compact notation for the quantities whose averages we will constrain, consisting of the x i (t), ix i (t) and all their products involving the same degree of freedom or "site" i. It is the inclusion of these products that extends our approach beyond the standard applications of the Plefka method, where only first order moments such as magnetizations are constrained. We indicate by m the constrained values of the relevant averages, which are the order parameters of the theory, and by h α the conjugate fields. µ,μ, C, R, B summarize the various groups of order parameters defined as follows
We denote the corresponding groups of conjugate fields by Ψ α , l α ,Ĉ α ,R α ,B α . The second order quantities we are constraining involve firstly the (disconnected, local) two-time correlation functions C i (t, t ′ ). From general results for MSRJD path integrals [18] it follows that R i (t ′ , t) has the meaning of a local response of x i (t ′ ) to a perturbing field −ix i (t) applied at some earlier time; it should therefore be non-vanishing only for t ′ > t. B i (t, t ′ ), finally, is expected to vanish for all times t and t ′ , as isμ i (t); both follow from the fact that the dynamical partition function remains equal to unity when generating terms linear inx i (t) are added in the exponent (we refer to [18] for a derivation from the normalization condition).
To define the Plefka free energy, note that after the noise average has been carried out, our partition function can be written in the form Z = DxDx e Hα with a suitable Hamiltonian (or action) H α for the stochastic dynamics. Here DxDx is a shorthand for the integral it dx i (t)dx i (t) 2π
and corresponds to the trace over spins. As in the equilibrium calculation one now defines the Plefka energy G α as
Explicitly, one has for our system and with the extended set of Plefka order parameters
where the first and last terms constitute the Hamiltonian H α . Note that we have inserted powers of ∆ in such a way as to keep the fields of order unity in the continuous time limit ∆ → 0. The parameter α characterizes the strength of the interactions as in the equilibrium case, here via φ i ; the linear self-interaction via −λ i x i is tractable and so is left as part of the non-interacting baseline. Our aim will be to use a second-order Plefka expansion to derive an effective non-interacting description of our system, where the interactions between variables are replaced by additional coloured noise and a coupling of each variable to its past. In analogy with the equilibrium expansion, the fields h α are determined by extremization ofĜ α . Once G α has been found, the fields can be retrieved from h α = −∂G α /∂m and order parameters of the original system dynamics can be found from the condition h α = 0. Split into the various order parameter groups, the derivatives of G α read
We now proceed with the Plefka expansion of G α around α = 0 up to second order, and define a set of effective fields h eff as in (2.14). These provide the effective non-interacting description of the true interacting dynamics, whereby with these fields at α = 0 the order parameters have the same values as in the interacting system. As the h eff themselves depend on the order parameters, this typically leads to nonlinear self-consistency equations, which are the analogues of the MF and TAP equations for the SK model.
The above makes clear why we have introduced only fields depending on a single site: this assumption guarantees that the effective dynamics will be non-interacting. We also see now why correlations between the noises ξ i affecting the different x i would complicate matters: the correlations C ij (t, t ′ ) would be non-local even at α = 0, and determined only in a very indirect way from the local order parameters C i (t, t ′ ). In the application to biochemical reaction networks there generally are non-trivial noise correlations as discussed in section 6 below, and further work would be required to understand how best to deal with those.
Structure of the non-interacting problem
In the logic explained above, the intractable part of the interactions becomes condensed into local fields that describe the effective single-site dynamics. These effective fields ψ
To get the generic self-consistency equations for our order parameters, we should in principle evaluate the averages µ i (t),μ i (t), C i (t, t ′ ), R i (t ′ , t) and B i (t, t ′ ) for this action. The result is the analogue of what for an equilibrium spin problem is m i = tanh(h
To simplify this procedure, one can make the natural (see above) assumptions that the solution of the self-consistency equations will obeyμ i (t) = 0, B i (t, t ′ ) = 0 and R i (t, t ′ ) = 0 for t ′ ≥ t; the vanishing of the response at equal times is a generic consequence of the Itô discretization. We will have to check that these assumptions are self-consistent. As we show below, they imply ψ
This is exactly the action for the Langevin dynamics
where χ is a coloured, local Gaussian noise with
Note that the covariance of this effective noise is defined exactly so that the quadratic terms inx i (t) in Ξ eff arise from averaging over
The remainder of the analysis is easier to carry out in the continuous time-limit ∆ → 0. The effective equation of motion becomes
which shows thatR eff i (t, t ′ ) plays the role of a memory function. Because this dynamics is causal, it does indeed giveμ i = 0, B i (t, t ′ ) = 0 and R i (t, t ′ ) = 0 for t ′ ≥ t, and so our original assumptions about the order parameter values are self-consistent.
It remains to obtain the equations for the nonzero order parameters µ i (t), R i (t, t ′ ) for t > t ′ , and C i (t, t ′ ). For the means we have by simple averaging over the zero mean noises ξ i and
For the responses, standard results for linear dynamics with Gaussian noise give
For the correlations it makes sense to consider the connected version δC i (t
(3.20) These order parameters µ i (t), δC i (t, t ′ ) and R i (t ′ , t) are uniquely determined from the above equations when supplemented with initial values µ i (0) and δC i (0, 0), which we assume are given as part of the specification of our system.
First order: Mean Field equations
As explained above the equilibrium case, see equations (2.16) and (2.17), the first order correction in α to the Plefka free energy is
or explicitly
For the sake of brevity we drop the subscript 0: all averages below are to be taken at α = 0 unless otherwise specified. To find G 1 explicitly, consider first a generic vector z = {z a } of Gaussian variables with mean µ and covariance matrix Γ. Then by integration by parts
where δz a = z a − µ a . Applying this first identity to our case gives
is the connected response function. As a consequence,
While not fully explicit, the value of this expression is fully determined by our order parameters; specifically the averages over x(t) are over independent Gaussian variables x i (t) with mean µ i (t) and variance δC i (t, t) = C i (t, t) − µ 2 i (t). We can now obtain the first order (in α) conjugate fields, which are the negative derivatives of G 1 w.r.t. the order parameters
where according to our convention in the construction of Ξ α , the exponent n = 1 for linear order parameters and n = 2 for quadratic ones. Explicitly we obtain
Using the general identity for Gaussian variables z = {z a } with means µ a
the first average in the expression for ψ 1 i could also be written as ∂φ j (x(t))/∂x i (t) . The effective fields defining the effective non-interacting dynamics are now h eff = −αh 1 . To evaluate these we can exploit that the final order parameter values should obeyμ i (t) = 0 and R i (t, t) = 0, hence also δR i (t, t) = 0. This then gives ψ 1 i (t) = 0 andĈ 1 i (t, t) = 0 so that also the corresponding effective fields vanish, as anticipated above in our general discussion of the effective non-interacting dynamics. Note that it is important to make the above simplifying assumptions only in the final expressions for the effective fields, not already in G 1 as derivatives w.r.t. e.g.μ i (t) do contribute to the effective fields. The only remaining nonzero effective fields at this stage are l
We insert these into (3.13) to get the mean field equations for the now effectively non-interacting degrees of freedom x i (t)
Not unexpectedly for an effective linear dynamics, the interaction term φ i (x(t)) has here effectively been linearized in deviations of x i (t) from its mean. The self-consistency equation for this mean reads
The equations for the equal-time correlations C i (t, t) can be obtained from the equation of motion for the fluctuations around the mean δx
This gives directly, in the standard manner for an Ornstein-Uhlenbeck process with timedependent drift,
In general, the above equations need to be solved jointly for the 2N time-dependent order parameters µ i (t) and C i (t, t); this is because the average of ∂φ i /∂x i generically depends on both means and variances. The case of purely linear interactions, where φ i = j =i K ij x j , is an obvious exception: here the equations for the means do not involve the variances so can be solved separately. It is worth commenting at this stage how our first order result compares with that of a conventional Plefka approach that constrains only the first moments µ i (t) andμ i (t). The effective field terms in the effective dynamical action are then linear in x i (t) andx i (t). This means that all second order fluctuation statistics remain as in a non-interacting problem. In particular, δC i (t, t ′ ) and R i (t, t ′ ) do not feel any effect of the non-trivial drift φ i . The second term in the brackets in the r.h.s. of (3.31) would be absent, and the interaction term φ i would only appear via its average. Already to first order in α it is clear, then, that the extended Plefka approach captures qualitatively more of the dynamics of the interacting system than a conventional Plefka method constraining linear averages.
Second order: TAP equations
The second order of the Plefka free energy can be evaluated starting from the equality (2.19)
Including the first order fields in the effective action, with the prefactor α, and taking dΞα dα at α = 0 gives
While the following analysis can be carried out for general drift φ i (x), we will restrict the scenario slightly by assuming that
as this significantly reduces the number of terms in the expressions. Intuitively, we are assuming that φ i (x) is a function only of the other variables x j ; equivalently, x i interacts with itself only via the linear term −λ i x i . In the later steps of the calculation, from (3.38), we will add the assumption that the drift φ i is an additive combinations of functions of the other variables x j , i.e. of the form φ i (x) = j =i g ij (x j ). The above expressions for the first order conjugate fields then simplify to
Inserting these into (3.34) one finds
where δx i (t) =x i (t) −μ i (t) as before and
To calculate G 2 one now needs to square this and evaluate the relevant averages, expressing them in terms of the relevant order parameters (3.7). Because the averages are taken at α = 0, there are no correlations between variables at different sites i. For the same reason all statistics are Gaussian, and one can use Wick's theorem to reduce all higher order moments to first and second order ones.
Once G 2 has been found, the O(α 2 ) corrections for the fields can be calculated from
which is just the second order analogue of (3.26). With these general expressions for the fields we obtained, one can again impose the physical constraints on the order parameters, i.e.μ i (t) = 0, δR i (t, t ′ ) = 0 for t ′ ≥ t and δB i (t,
We omit the details and write directly the final simplified form of the second order fields
These fields, multiplied by −
, give the second order contributions to the effective fields in the non-interacting dynamical action,
′ ) remain identically null also to second order, while the nonzero effective fields are, in the continuous time limit ∆ → 0
We notice that the causality structure ofR eff i (t, t ′ ) is directly related to that of R i (t, t ′ ), i.e. both are nonzero only when the second time argument is smaller than the first. (In the first order calculation we had in addition found a nonzero equal-time value forR eff i (t, t ′ ) but this was due to a self-interaction that we have since assumed to be zero.) Substituting the fields into Ξ eff (3.13), we obtain the uncoupled description of the dynamics to second order in α
43) The dynamical TAP equations are then the self-consistency equations for the µ i (t), R i (t, t ′ ) and C i (t, t ′ ) that result. These are written in their general form in (3.18) to (3.20) above. What is remarkable is that the integral over the past in (3.43) does not contribute to the evolution equation for the means, which as to first order is given by
This does not mean, of course, that the actual time courses µ i (t) wil be the same in the MF and TAP equations: the TAP equations for the variances C i (t, t) are different from MF, and these variances affect the average φ i in the evolution of the µ i (t).
Linear case
It is instructive to consider this framework for a simple case, i.e. a differential equation with linear couplings
This corresponds to the choice φ i (x) = j K ij x j for the drift. We assume throughout that K ii = 0, so that there is no self-interaction in φ i .
First order: Mean Field
The first order in α of the Plefka free energy G simplifies from (3.22) to
and gives the first order fields
The effective dynamical equation becomes
and gives for the means the equations of motion
For α = 1 these agree with the exact equations. The second order fluctuation statistics, on the other hand, are unchanged from the non-interacting system at this level of approximation.
Second order: TAP
The effective dynamics to second order in α become, as a special case of (3.43)
In the integral term we have arranged the factors to allow a simple intuitive interpretation: a fluctuation δx i at time t ′ acts via K ji as an effective field on x j ; at time t this produces a response in x j modulated by R j (t, t ′ ), which then acts back on x i via K ij . Putting α = 1, the mean dynamics is identical to the (already exact) MF description
Responses have their temporal evolution governed by (3.19)
while for the connected correlations one has, from (3.20)
The last term involves the covariance of the coloured noise χ i (t), which is j K 2 ij δC j (t, t ′ ).
Exactness in the thermodynamic limit

Motivation and setup
The extended Plefka expansion derived above is, of course, an approximation in general because we have truncated the power series expansion in the interaction strength α at second order. We would expect the approximation to become exact, however, provided that the interactions between variables are suitably long-ranged and we take the thermodynamic limit N → ∞ of a large system: a central limit theorem argument then suggests that the interactions have Gaussian statistics as the extended Plefka expansion predicts. The purpose of this section is to study in detail one example of a model in this class, namely the linear interaction model introduced in section 3.4 with random couplings K ij . There are rather more general scenarios where we expect our method to give the exact results, as discussed in section 6 below. We already know (see 3.18 ) that the extended Plefka equations for the means are exact, and will show that the responses and correlations are also predicted correctly by the extended Plefka approach. The exact solution that we work out as our baseline has close similarities with the analysis of the p = 2-spin spherical model; see [19] for a detailed study of the latter.
We will focus on the long-time limit t → ∞, where the analysis simplifies because twotime correlations and responses become time translation invariant (TTI), i.e. depend only on time differences. The derivation of the extended Plefka expansion does not of course rely on TTI, and we would expect that the agreement with the exact solution can be demonstrated also for transient relaxation to the steady state.
To be specific, we consider the linear dynamics (3.45); this corresponds to the Langevin dynamics of a p = 2-spin spherical model where the spins are replaced by arbitrary degrees of freedom x i (t) interacting in pairs. For the sake of simplicity we assume λ i = λ and Σ ii = Σ for all i = 1, . . . , N, i.e. we take the self-interaction and noise strength as the same for all degrees of freedom. The self-interaction plays the role of the Lagrange multiplier enforcing the spherical constraint in the p = 2-spin spherical model: note that in our case it is not time dependent, however, but simply a constant.
We want to proceed with as few restrictive assumptions on the couplings K ij as possible; in fact, nothing in the derivation of the Plefka expansion requires particular conditions on K. A simple choice is then to suppose that K is a real matrix with elements that are randomly distributed Gaussian variables with zero mean and variance K 2 ij = 1/N, drawn independently except for the correlation
The parameter η ∈ [−1, 1] controls the degree to which the matrix K is symmetric, i.e. it is a measure of symmetry for the physical couplings in the system. Such ensembles of matrices with Gaussian-distributed elements were first studied by Girko [20] and Ginibre [21] : their characteristic feature is that unless η = 1, the eigenvalues are not restricted to the real axis but distributed over an area in the complex plane. For η = 1 we have symmetric matrices, which belong to what is known as the Wigner or Gaussian Orthogonal Ensemble. Symmetry here ensures that the dynamics obeys detailed balance with respect to the energy function i λx 2 i /2 + ij x i K ij x j /2 so that the stationary regime is an equilibrium state.
The value η = 0 means that all correlations between matrix elements vanish and thus identifies a fully asymmetric K: such random matrices, with completely independent real entries, belong to the Ginibre Orthogonal Ensembles [21] . Finally, η = −1 describes the antisymmetric case, where all eigenvalues of K lie along the imaginary axis because iK is Hermitian.
Extended Plefka expansion
We next evaluate the predictions of the extended Plefka approach for our system with equation of motion (3.45). As shown in (3.50) above, the effective single-site dynamics is given by
The dynamics of the means µ i (t), obtained by averaging over the ensemble (4.2) as in (3.51), is in full agreement with the exact one obtained by simply taking the mean of (3.45). Let us calculate the response, which in the Plefka approach is given by (3.52). The dependence on the site i on the r.h.s. arises only from the term j K ij K ji R j (t, t ′ ). Because K ij K ji is of order 1/N, while the R j are of order unity and are expected to have vanishing correlation with K ij K ji (for any fixed i) for large N, this sum is self-averaging: for large N it can be replaced by
For later we note that the non-trivial term in the noise covariance (4.3) self-averages similarly to
The self-averaged version of (3.52) now reads
From this one sees that all sites i will have the same response for large N, which makes sense because with our long-range disordered couplings all sites i become equivalent. We can thus drop the site index on R i from now on, or formally average over i to get an equation for R.
As explained above we now consider the long-time limit where a steady state should be reached so that the response becomes TTI, R(t, t
Laplace transforming with respect to time differences, with z the conjugate variable, gives
This second order equation for the Laplace transformed responseR(z) has solutioñ
Here the sign is chosen to retrieve the correct behaviour for z → ∞: as R(t − t ′ ) must approach unity for small time differences, the Laplace transformR(z) has to decay as 1/z for large z. The result (4.7) is particularly simple for η = 0, where the response takes the formR (z) = 1 z + λ (4.8)
We next apply the same approach to the calculation of the connected correlations δC(t, t ′ ). As we will only consider connected correlations in the following we drop the δ and write simply C(t, t ′ ). We start from (3.53), make the self-averaging replacement (4.2), drop the site index and obtain
(4.9) We take a two-sided Laplace transform of this
and solve to getC
In the second equality we have simplified using (4.6) to obtain a form that is manifestly even in z, as it should be because C(t − t ′ ) = C(t ′ − t). Note that for the response, which is causal so vanishes for negative time differences, the two-sided Laplace transform reduces to the one-sided version.
Exact Solution
To assess whether the above predictions of the extended Plefka method are correct, we now study the exact solution of our model.
We will require as an essential ingredient the spectral density ρ(k) of K in the thermodynamic limit, which follows from general theorems, namely Girko's elliptic and circular laws and the Wigner semicircular law. Girko's elliptic law [22] states that the average eigenvalue distribution ρ(k) of N × N random matrices K drawn from a Gaussian ensemble described by (4.1), in the limit N → ∞, is
where we have written x and y for the real and imaginary values of the eigenvalue k. The density ρ(k) is uniform in an ellipse in the complex plane whose semi-axes are 1 + η and 1 − η, respectively, along the real and imaginary directions, and whose foci are ±2 √ η. In the limit η → 1 the Wigner semicircle law [13] is recovered from this, for the distribution of real eigenvalues of matrices from the Wigner ensemble
Girko's elliptic law can then be regarded as the generalization of Wigner's semicircular law to the case of an arbitrary degree of symmetry. For η = 0 the ellipse degenerates into the unit circle. Let us consider the vectorial form of the dynamics (3.45) of our model, where we temporarily add an external field l on the r.h.s.
14)
The solution can be written symbolically as, if we ignore contributions from the initial conditions
This gives directly for the response function matrix
and we can set the field to zero again from now on. One sees that λ must be greater than the real part of all eigenvalues k of K, to avoid exponentially increasing solutions. As the expression for R is TTI, it has a simple representation in the Laplace domaiñ
For comparison with the Plefka approach we are interested in
we denote by Tr the normalized trace. This can be evaluated by integrating over the spectral densitỹ
(4.18) Note that the expressions (4.18) are valid only for z + λ outside the support of the eigenvalue spectrum as otherwise the integrand has singularities. Meaningful values can still be assigned to the integral for z inside the support, by appropriate regularization, and this is necessary whenR(z) is regarded as a resolvent from which spectral information is to be obtained, see e.g. [23] and [24] for an interesting analogy with a two-dimensional classical electrostatic field calculation. In our caseR(z) is a Laplace transform, as it was in the Plefka calculation, so we are only interested in its behaviour for large enough real z and the analytic continuation from this region, which is exactly what (4.18) provides. To be precise, (4.18) with the square root assigned its principal value is valid for Re(z) > −λ, i.e. to the right of the midpoint of the branch cut between z = −λ − 2 √ η and z = −λ + 2 √ η; to the left, one has to use the negative of the principal value to ensure thatR(z) is analytic except in the branch cut.
Comparing with (4.7), we thus conclude that the extended Plefka method gives the exact response function for our system. We next turn to the correlation function. To obtain the exact expressions for this we have to resort to different tools. Information about the spectrum is no longer enough, we also require the statistics of correlations between the left and right eigenvectors of K; these eigenvectors are different in the generic case where K is not Hermitian, i.e. for η = ±1. Eigenvector statistics in non-Hermitian random matrix ensembles were studied extensively by Chalker and Mehlig [23] and we exploit their approach, slightly adjusted for our case of matrices with real rather than complex elements.
As for the response we start from the full non-local correlation matrix, which from (4.15) is given by
In terms of the equal-time correlator
this simplifies to
In the long-time limit C(t, t ′ ) will become TTI again, with C(t, t ′ ) = C(t − t ′ ); C(0) then is the long-time limit of C(t, t). Combining the expressions for the two relative orderings of t and t ′ above and performing a two-sided Laplace transform with respect to the time difference givesC
For further analysis it is useful to rewrite C(0) as
so that after integrating over τ 1 and τ 2 one has
For a comparison with theC(z) obtained in the Plefka approximation we need the normalized trace again, as in the case of the response, and combining (4.22) and (4.24) this takes the form
(4.25) where the simple matrix identity
has been applied. We have explicitly added an average over the random sampling of K in order to be able to use random matrix technique for further evaluation. This is justified because like the response, which depends only on the spectrum and is self-averaging for large N because the spectrum is, the correlation function is also expected to be self-averaging. For later notational convenience we have also transformed z → −z on the r.h.s. of (4.25), anticipating that the final result (4.32) will be even in z.
The benefit of the above manipulations is that the calculation of the exact correlations is now reduced to finding the quadratic resolvents
Adapting the technique of [23] to our case of real-valued matrices, we find for such resolvents the general result
Comparing with (4.18), one observes that g 1 andḡ 2 are themselves response functions, with z 1 andz 2 respectively replacing z + λ. In the case η = 0, the r.h.s. of (4.29) simplifies further to 1/(z 1z2 − 1). One expects the result (4.29) to apply whenever both z 1 andz 2 are outside of the spectral ellipse. This is easily verified: one checks that |g 1 | = 1 is another parametrization for the boundary of this ellipse
with foci z 1 = ±2 √ η and semi-axes 1 + η and 1 − η as before. So z 1 andz 2 are outside of the spectral ellipse when |g 1 | < 1 and |ḡ 2 | < 1, which ensures that (4.29) is non-singular. The resolvent then diverges when e.g. z 1 = z 2 and z 1 approaches the boundary of the ellipse. To work out the trace (4.25) defining the Laplace transformed correlation function, we need to set in the first resolvent (4.27) z 1 = λ − iω andz 2 = λ + z, and in the second (4.28) z 1 = λ − z andz 2 = λ + iω. After these substitutions the integration can be conveniently carried out using residues (see Appendix A), with the result
This is identical to the prediction (4.11) of the Plefka approximation. Our conclusion is, therefore, that for our model with weak long-range interactions the extended Plefka approach provides fully exact results for response and correlation functions, in the thermodynamic limit N → ∞.
Quantitative results
In this section we look at the quantitative results for our model system in more detail. As the model does not obey detailed balance when η < 1, we are in general dealing with a non-equilibrium steady state and will see some nontrivial features emerge from this. We focus initially on the correlation function (4.32), which after substitutingR(z) and R(−z) and simplifying reads
where the middle one is the detailed balance limit. The long-time behaviour of C(t − t ′ ) is determined by the singularities, i.e. poles and branch cuts, ofC(z) that are closest to the origin. It will be useful to think of these in relation to two copies of the spectral ellipse: bearing in mind thatR(±z) = g 1 (z ∓ λ), these are shifted to have their centres at ±λ.
For generic η (see figures A2, A3 in Appendix A), each of the two square roots inC(z) contributes a branch cut. Each branch cut lies completely inside the relevant shifted spectral ellipse, and extends from one focus of the ellipse to the other. Explicitly, the branch cuts are
In the symmetric and anti-symmetric limits the ellipses degenerate to straight lines that coincide with the branch cuts while in the asymmetric case η = 0 each branch cut shrinks to a point z bc = ±λ at the centre of the spectral circle; see figure A1 in Appendix A. In addition to branch cuts, the Laplace transformed correlation function (5.1) can have poles (for η = 1, −1). Setting the denominator of (5.1) to zero gives
These poles emerge from the branch cuts as λ is decreased below the threshold value λ threshold = (1 + η) 2 /(2 √ η) for η > 0 and λ threshold = (1 − η 2 )/(2 |η|) for η < 0 (see figure 1) ; they do not exist for larger λ because they are then no longer on the physical branch ofC(z). With decreasing λ they then move towards the origin and reach it at a critical value for λ given by λ min (η) = 1 + η. This makes sense as the largest real part of eigenvalues within the spectral ellipse of K is exactly 1 + η: for λ < λ min these eigenvalues would cause the correlation function to diverge for long time differences.
The long-time or terminal decay rate r of the correlation function is now given by the singularity, be it pole or branch cut edge, that has the smallest (positive) real part. Its inverse 1/r is the largest relaxation time. The real part of the pole is z 0 itself, r pole = z 0 , while for the branch cut it is, from (5.5a), r bc = λ − 2 √ η for η > 0 and r bc = λ otherwise. For λ min < λ < λ threshold , i.e. when the pole exists, one has r pole < r bc thus r pole sets r. For all other values of λ, r bc = λ − 2 √ η becomes responsible for the asymptotic decay. Bearing in mind that for a non-interacting system we would have C(t − t ′ ) = Σ exp(−λ|t − t ′ |), this means that the asymptotic decay rate of C is only ever made smaller by the interactions, never larger. 
Power Spectra and Power Laws
We can obtain the power spectrum of the fluctuations in our system by setting z = iω in (5.1), which converts the two-sided Laplace transform to a Fourier transform. For notational simplicity we use the same symbolC(ω) for the latter as for the former, the meaning being clear from the argument of the function. Of primary interest is how the power spectrum differs from the simple Lorentzian case corresponding to a purely exponential correlation function decay.
We note first that the asymmetric case η = 0 in (5.2) always gives a Lorentzian power spectrumC(ω) = Σ/(λ 2 − 1 + ω 2 ). The presence of the interactions only manifests itself here in a change of the characteristic frequency from λ to r pole = √ λ 2 − 1. More generally for large λ any non-trivial features of the correlation function will be hidden underneath a rapidly decaying exp(−λ|t − t ′ |) envelope, giving a Lorentzian power spectrum. This can be seen formally by taking λ → ∞ in (5.1) at z of order λ.
Non-trivial power spectra are then expected to appear in the opposite regime of small λ, or more precisely small λ − λ min where λ min = 1 + η. Keeping the self-interaction in the vicinity of this critical value allows one to detect interesting features such as power law tails, as illustrated in figure 2 . To make the comparison of different spectral shapes easier it is convenient to remove uninteresting prefactors, i.e. to extract the overall scales ofC(ω) and ω and plot the normalized quantities. ForC(ω) we take as the scale
A scale for ω can be extracted as the inverse of a typical timescale τ for the decay of correlations; we choose in particular a root mean squared decay time
We then plotC(ω)/[τ C(0)] versus ωτ to ensure the normalized spectrum has a unit area under the curve. A log-log plot as in figure 2 shows clearly the large-frequency Lorentzian tail and suggests slower power law correlation decays for positive η and oscillatory decay for negative η. We want to investigate more formally the emergence of power law behaviours for large time. This requires minimizing the effect of the exponential cut off provided by the selfinteraction, so we consider λ = λ min . We then need to study the behaviour ofC(ω) for small ω. For η = 1 one finds, by expansion of (5.3),C(ω) ∼ 1/ √ 2ω, corresponding to a |t − t ′ | −1/2 decay in the time domain.
To understand the effect of slight deviations from symmetry we set η = 1 − ǫ with ǫ small. At fixed frequencies ω ∼ O(1), the limit ǫ → 0 then just retrievesC(ω)| η=1 , so the τC (0) η=−1 λ=0.1 η=−0.5 λ=0.6 η=0 λ=1.1 η=0.5 λ=1.6 η=1 λ=2.1 Figure 2 . Log-log plots of normalized (see text) power spectra for different symmetries. λ is taken close to the corresponding minimal value 1 + η to highlight non-Lorentzian features. For small ω, the horizontal plateau represents an exponential cutoff, while the large ω tail ∼ 1/ω 2 is as for a Lorentzian (η = 0). The power spectra for η > 0 are broader than Lorentzian, suggesting slower decays that approach power laws for λ → 1 + η. For η < 0 sharp drops in the power spectrum suggest oscillatory correlation decay in the time domain.
evaluated at λ = λ min = 2 is the limiting "master curve" for small ǫ in this part of the power spectrumC
This master curve has asymptotic behaviour ∼ 1/ √ 2ω for small ω, as found above: the power spectrum for small ǫ generically contains a non-Lorentzian power law regime as our initial numerics suggested.
If rather than fixing ω first and then taking ǫ → 0, we directly expandC(ω) for small ω at fixed ǫ, we findC(ω) ∼ ǫ 3 2ω 2 instead of 1/ √ 2ω. Comparing the two expressions suggests that there is a crossover between two different regimes at a frequency scaling as ǫ 2 . To analyse the crossover region we therefore set ω = ǫ 2 γ and take ǫ → 0 at fixed γ. The rescaled correlation ǫC(ω) then approaches a separate master curvê figure 3 for negative symmetry parameters η. For small deviations from anti-symmetry (η = −1 + ǫ) the power spectrum splits into two regimes at ω = 2, each with its own master curve (dashed lines). The amplitude in the low frequency part diverges as 1/ǫ while the higher frequencies have a finite amplitude for ǫ → 0, so that an effective frequency cutoff at ω = 2 develops in the limit.
The two tails of this low-frequency master curve retrieve the scalings found above as they should
The results of the above analysis are illustrated in figure 3 . Dashed lines indicate the exponents of the limiting power laws. One notable aspect of the above power spectra is the 1/ω 2 tail for ω → 0, which makes the time-domain correlation function C(t − t ′ ), obtained by inverse Fourier transform, formally infinite. This divergence could be regularized by taking λ slightly larger than λ min ; it turns out that in this limit the dominant contribution to C(t − t ′ ) is from the pole z pole defined in (5.6). This contribution is of the order of z −1
, with z pole scaling as (λ − λ min ) 1/2 . Finally we consider the opposite end of the η range and study the case of a slight deviation from antisymmetry, given by η = −1 + ǫ. To obtain the asymptotic behaviour for small ǫ, we expand the power spectrum in ǫ and retain the two leading orders (which are O(ǫ −1 ) and O(ǫ 0 )). This yields
and these limiting curves are shown as dashed lines in figure 4 . The key observation is that for small ǫ the power spectrum is confined almost entirely to the frequency range 0 < ω < 2, while higher frequencies are suppressed relative to this by a factor of ǫ. As ǫ → 0, a hard frequency cutoff therefore emerges at ω = 2.
Time Domain
To gain further insight we can extract analytically the exact correlations in the time domain for η = 1 (symmetric couplings) and η = −1 (anti-symmetric couplings). For the symmetric case, using
The trace can be written as an integral over eigenvalues distributed according to Wigner's semi-circular law to give
In the first step, we changed variable k = 2 cos θ to write the k-integral as a modified Bessel function
The final equality follows by setting w = t + t ′ − 2t ′′ . In the long time limit the integral runs up to +∞ and the result is manifestly TTI. The Fluctuation-Dissipation Theorem (FDT) [25] is then expected to hold because for symmetric couplings the system has detailed balance. This can be checked by calculating the response function, which comes out as simply the integrand of (5.17)
This is as expected from the FDT T R(t − t ′ ) = −(∂/∂t)C(t − t ′ ) where in our case T = Σ/2. The power law behaviour we found above in Fourier space corresponds to a power law in the time domain as can be confirmed using the asymptotic expression of the modified Bessel function
As a consequence, the response decays asymptotically as
For the correlation function, if we substitute the expression (5.19) into (5.17) and carry out the integration we obtain the asymptotic behaviour
Two regimes can be distinguished: for x ≪ 1 (i.e. t − t ′ ≪ 1/(λ − 2)) F (x) ∼ 1 and one has
. A comparison between the exact (5.17) and the asymptotic (5.21) expressions for the correlation function is shown in figure 5 .
If K is anti-symmetric (η = −1), one can perform largely analogous calculations. The explicit expression for the correlations is
Replacing the trace by an integral over the eigenvalue spectrum, which is now a Wigner semicircle rotated onto the imaginary axis, and taking the long-time limit gives the TTI form
The Bessel function of the first kind in this is related to the modified Bessel function by J 1 (ix) = iI 1 (x) [26] . The response function for t > t ′ is found similarly as
From the asymptotics of J 1 one then finds for large time differences
so the power law component of the decay is as for the symmetric case η = 1, but here with an oscillatory modulation from the exponential. For a comparison between the exact (5.24) and the asymptotic (5.26) expressions for the correlation we refer to figure 6. The results (5.24) and (5.25) show that correlation and response are fully proportional for η = −1. This is unexpected from the point of view of the FDT, but of course here we are considering interactions that are not symmetric. Probability currents are then generically present in the steady state. These translate into additional terms in the FDT, giving rise to a Modified Fluctuation-Dissipation Theorem; see e.g. [27] . One can check that these terms generate exactly the proportionality between correlation and response we found above (see [28] for details).
Discussion and Conclusion
In this paper we have developed and studied a novel approach for deriving approximate descriptions for large dynamical systems with continuous degrees of freedom. We refer to the method as an "extended Plefka expansion", where the extension lies in including second order statistics of the fluctuating degrees of freedom in the set of order parameters, rather than only first order averages, i.e. means. Expanding in second order of interaction strength, we derive from the original dynamics -a system of coupled stochastic differential equations -effective equations of motion for each single degree of freedom. These equations are decoupled, with interactions being represented by effective noise that is no longer white, and a memory term that connects each degree of freedom to its own past. The parameters governing these effective interaction terms are obtained from deterministic (nonlinear) coupled equations.
One key question we studied is under what circumstances the extended Plefka expansion can give exact results for large systems. We demonstrated explicitly for a linear dynamical model that this exactness holds when couplings are of mean field type, i.e. weak and longranged. An analogy can be drawn with works on soft spins dynamics [29] [30] , where the exact infinite-range limit produces local mean field equations with self-consistent propagator and noise. Importantly, the agreement we show holds independently of whether the dynamics obeys detailed balance, due to symmetry in the interaction coefficients, or not; we explored the entire range of symmetry parameters from symmetry (η = 1) to asymmetry (η = 0) to anti-symmetry (η = −1). We also studied the quantitative features of the model in some detail, focussing on correlation functions and power spectra as their Fourier transform; this analysis revealed non-trivial crossover phenomena in the vicinity of either full symmetry or full anti-symmetry.
The extended Plefka method makes exact predictions for our linear model system, whereas -as we discussed -a conventional Plefka expansion fails to predict any non-trivial effects in correlations and responses. This suggests our method as a promising candidate for the accurate reconstruction of the dynamics of large systems also in generic nonlinear settings that cannot be solved analytically. The equations we have derived can be applied directly to such a generic case. We have mostly restricted ourselves to a model without self-interactions beyond the basic linear one that we assume, but this restriction can easily be lifted at the expense of longer expressions for the memory functions and effective noise correlations (see Appendix B for a summary and [28] for details).
An important question for such future applications is in what other scenarios one would expect the extended Plefka method to become exact in the large system limit. Generalizing from our linear model one could consider e.g. nonlinear drift terms of the form φ i (x) = j K ij g(x j ), where g(x) is a generic non-linear function. With the potential application in biochemical networks in mind, K ij g(x j ) could describe the interaction due to reactions between different species i and j, K ij being a reaction rates. From central limit theorem arguments one would expect that the dynamics of such a nonlinear system would again be described exactly by the extended Plefka method, provided that the K ij are weak and long-ranged. This should hold even if the nonlinearities are made species-specific so that g(x j ) is replaced by g j (x j ). Related models can be found in the context of neural networks, where g(x j ) plays the role of a nonlinear gain function combining "inputs" to determine certain "outputs". The mean field properties of such models, in the case of asymmetric K ij and g(x j ) of sigmoid shape, were studied by Sompolinsky and coworkers [31] and are consistent with the extended Plefka predictions. In general one could think of other simple scenarios where some moments of the variables x i can be calculated exactly and these may also provide useful future testbeds for our method. Interestingly, after the completion of this work, we discovered that an alternative perturbative approach also taking into account second moments had already been applied by Biroli in the derivation of dynamical TAP equations for the p-spin spherical model [32] . These TAP equations are the fixed-disorder analogue of the disorder-averaged equations first derived by [33] . We have checked that the extended Plefka expansion gives back exactly Biroli's equations when applied to the p-spin model, with the Lagrange multiplier for the spherical constraint playing the role of our λ i ; see Appendix B. This is an important consistency check. Nevertheless we stress that the framework discussed in this paper is in principle wider, encompassing generic continuous variables and generic nonlinear interaction terms. In addition, it is aimed at producing approximate decoupled equations that could be regarded as the first step for implementing inference algorithms.
A promising further development of our method would be to find a more sophisticated treatment of nonlinear self-interactions. In our present approach, these would be subsumed into the general interaction terms. Alternatively one could try to treat nonlinear selfinteractions exactly, by keeping them as part of the non-interacting baseline for the Plefka expansion. This would result in effective equations of motion that are still decoupled but now nonlinear and driven by memory terms and coloured noise. The resulting self-consistency conditions for the order parameters would then have to be obtained by simulation, but there are precedents [34] for doing this in a computationally efficient manner.
A further direction for future work would be to understand in more detail the relation to the Expectation-Propagation (EP) algorithm [35] . For the case of linear self-interactions −λ i x i that we mostly focussed on, EP and our extended Plefka method both yield factorized (over degrees of freedom) probability distributions over system trajectories, with the same non-interacting Gaussian baseline. It would therefore be interesting to clarify what the differences between the approaches are and under what circumstances they might lead to identical approximations.
One important simplification we had to make was to assume that the different degrees of freedom x i are affected by independent noise, so that the noise covariance matrix Σ is diagonal. On the other hand, in biochemical networks there are generically off-diagonal noise correlations: noise arises from the stochasticity of when reactions take place, and each non-trivial reaction affects the number of molecules from several molecular species. The extension of our approach to this case requires further work. If the noise covariance Σ is at least independent of the state x of the system -though even this is not the generic case for reaction networks -then one could imagine transforming the variables x i linearly to diagonalize Σ. This would then make our approach directly applicable, but would also make the biological interpretation of any predictions rather less intuitive.
In the long term our approximation framework should also help one to tackle network reconstruction problems, and this is a further important direction for future work. In fact, once the forward dynamics has been fully characterized as we have done here, one can think of setting up inverse techniques based on the same description. This would allow one e.g. to infer the states of hidden (unobserved) nodes from observations of other (visible) variables [36] , and ultimately to learn interaction parameters and hence network structure from data. Figure A1 . Singularities ofC(z) in the complex z-plane for asymmetric interactions (η = 0): for this value of η the only singularities are the two poles z pole = ± √ λ 2 − 1. The random matrix calculation following [23] , which uses a perturbative approach, applies only outside the two copies of the spectral circle (of radius one) shifted to be centred at z = ±λ, but the results can be continued analytically into the circles asC(z) is a Laplace transform.
Appendix A. Residue calculation
We provide some details here of the exact calculation of the Laplace transformed correlation functionC(z) for the linear model with weak long-range interactions. The singularity structure of this function in the complex z-plane is sketched in figures A1, A2 and A3. Below it will be useful to remember also that the singularities of the response functionR(z) are the same as those singularities ofC(z) that lie in the left half-plane. The difference arises because in the time domain the correlation function C(t − t ′ ) is even in t − t ′ , while the response R(t − t ′ ) vanishes for t − t ′ < 0. Let us begin with asymmetric random interactions (η = 0), for which (4.22) can be decomposed as TrC(z) = Σ(I 1 + I 2 ) (A.1)
These integrals can be performed in the complex plane as parts of integrals along a Figure A3 . Analogue of figure A2 for negative symmetry parameters η. The branch cuts and major semi-axes of the ellipses are now along the imaginary rather than the real direction, so that the foci and hence the edges of the branch cuts are at z = ±λ ± 2i |η|.
To locate the poles in the complex ω-plane we can fix a convenient region for the value of z, which for the purposes of our integration is an external parameter, and then continue the result analytically in z at the end. In particular, it is useful to ensure that z + λ and λ − z are kept outside the support of the spectrum of the interaction matrix K, i.e. that z stays outside the circles in figure A1 . Let us therefore choose z as real and z > λ + 1. With this choice, ω 1 and ω 2 lie on the negative imaginary axis, while ω 3 lies on the positive axis. We thus close the integration contour in the upper half plane so that it includes only ω 3 and obtain In the last line of (A.9) we have already exploited that, because lim |ω|→∞ |ωf 1 (ω)| = 0 and lim |ω|→∞ |ωf 2 (ω)| = 0, the contributions from the semicircles C 1 and C 2 vanish when their radius is sent to infinity. For further evaluation we first focus on η > 0. As before it is convenient to restrict z, here such that it lies outside the left spectral ellipses in figure A2 . The denominator of f 1 (ω) and f 2 (ω) then has only one relevant zero
This is because with z restricted as above, |R(−z)| < 1, for exactly the same reason that |g 1 | < 1 outside the (unshifted) spectral ellipse as discussed in section 4.3. Our choice of contour 1 also guarantees that |R(iω)| < 1 because the integration contour avoids the appropriately rotated spectral ellipse that governsR(iω), as shown in figure A5 . Thus the denominator 1 −R(−z)R(iω) in (A.10) can never be zero inside our integration contour. An exactly analogous argument applies to the integration over f 2 .
We now further restrict z to be real and positive, such that ω 1 lies in the lower half plane (see figures A5 and A6). Only the integration contour for f 1 then encircles any singularities at all, and we obtain from (A. 
Appendix B. Complete TAP equations
We lift the restriction ∂φ i (x(t))/∂x i (t) = 0 and the one regarding the additivity of variables in the drift φ i (x(t)). Then the dynamical equation up to α 2 order can be written, from (2.14) and (3.17), in the form dx i (t) dt = − λ i x i (t) + α φ i (t) + α ∂ i φ i (t) δx i (t)
where the effective noise has correlator
For the sake of brevity we have dropped all x-dependencies above, writing e.g. ∂ i φ i (t) = ∂φ i (x(t))/∂x i (t) and φ i (t) = φ i (x(t)). Compared to (3.43) in the main text, there are a number of additional terms. The last term in the first line is the linearization of the self-interaction already familiar from our generic first order result (3.31) . This systematic effect of the self-interaction is correspondingly removed from the effective noise χ i (t), whose correlator (B.2) is easily shown to be the correlation function of δφ i ≡ δφ i − ∂ i φ i δx i . This is the genuinely interacting part of the drift, i.e. the one that is not captured in the first line of (B.1). The third line of (B.1) similarly subtracts off the self-interaction term from the main memory term in the second line.
The fourth line of (B.1) is a contribution that is independent of the specific history of x i ; instead it involves a time integral of averages over fluctuation statistics in the past. It can again be written in terms of δφ i , with the coefficients in brackets after R j (t, t ′ ) equal to ∂ j φ i (t)δφ j (t ′ ) . The coefficient in front of δx i (t) in the fifth and sixth line of (B.1) has an analogous form, as ∂ i ∂ j φ i (t)δφ j (t ′ ) . The overall contribution from the fourth, fifth and sixth line of (B.1) can be cast as
This has a fairly straightforward interpretation: a fluctuation in the drift of variable j (δφ j (t ′ )) that changes x j (t ′ ) is propagated forward to time t by R j (t, t ′ ) and then affects the driftφ i (t) including the linearized dependence on x i .
It is interesting to note that all of the additional terms disappear if there are no selfinteractions (∂ i φ i = 0), except for the first term in the fourth line of (B.1). The latter vanishes if one makes in addition the assumption that interactions are additive in the variables, as then ∂ j φ i depends only on x j and so is independent of δφ j if there are no self-interactions. In the generic case of non-additive interactions, the first term in the fourth line remains. In particular, it gives a correction to the time evolution of the means
In an exact theory, only the first two terms are present, so that the last one has to be interpreted as correcting for the fact that the Plefka expansion produces an approximating distribution where all variables are decoupled. For the case of additive interactions, no such correction appears because φ i is then a sum of averages over single variables.
For the special case of the p-spin spherical model, we have verified that the above equations reproduce those derived by other means by Biroli [32] . The correction to the mean dynamics vanishes for p = 2 as expected, as the interactions are then additive, but is nonzero for p > 2 where the drift involves products of variables.
