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Abstract
Careful experiments were performed with a well characterized indenter to
systematically investigate the influences of sample preparation on the indentation size
effect (ISE) and nanoindentation pop-in behavior in nickel. The Ni (100) surface was
prepared by electropolishing and then damaged in a controlled way by polishing with
alumina slurry. The damaged layer was systematically removed in steps by colloidal
silica polishing (0.02 µm (micrometer)) with the pop-in behavior statistically
characterized and the depth dependence of the hardness measured at each step. AFM
observation revealed that the electropolished surface is free from scratches, and has the
largest roughness. Numerous scratches were observed on the alumina or silica polished
specimens, with smaller particle size led to lower roughness. XPS measurements
demonstrate that the colloidal silica particles were not embedded in sample surface.
Rather, there is an adsorbed soft layer ~1.2 nm (nanometer) thick and a layer of a Ni
compound with a thickness of ~ 0.8 nm on the top surface for each polishing step.
With a decreasing thickness of the surface damaged layer, pop-in events start to
appear, and the cumulative probability increases until it reaches 100%. The cumulative
probability curve shifts to the right with an increase of silica polishing time. Long time
silica polishing causes the cumulative probability curve to shift to the right of the
electropolished curve. The surface mechanical state for each polishing step can be
characterized by the detailed statistics of pop-in behavior.
The displacement cut-off for ISE measurements, since the hardness measurement is
complex, was found to be ~50nm. With a decreasing thickness of the damaged layer, the
H-h curve gradually moved down from the highest hardnesses for alumina polishing to
the lowest hardnesses for the electropolished surface. For each polishing condition, the
measured hardness increases with decreasing of indentation depth. However, the
hardness increase after electropolishing stage is the smallest, and the hardness increase
after alumina polishing is the largest. These observations demonstrate that hardness
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measurement at small depths is very sensitive to the surface state. The experimental
observations are consistent with the mathematical predictions of the Nix-Gao model.
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Chapter 1 Introduction
1.1 Pop-in during nanoindentation
Technological advances in device miniaturization as well as film technologies call
for a better understanding of the contact of small volumes because the mechanical
properties of small volumes are often found to be different from those of the bulk. Since
its original discovery by Gane and Bowden [1] in 1968 and many more subsequent
observations made possible by the advent of load- and depth-sensing indentation testing
(nanoindentation), pop-in during nanoindentation has been extensively investigated, both
experimentally [2-23] and theoretically [13, 23-29]. In a load-controlled test, pop-ins are
characterized by sudden bursts of indentation displacement (Figure 1.1) with the first
pop-in marking the transition from purely elastic behavior to plastic deformation and the
formation of a permanent hardness impression [3, 11]. For materials with low dislocation
densities and step-free surfaces, it is now well established that the first pop-in
corresponds to the homogeneous nucleation of dislocations in the highly stressed region
beneath the indenter at the theoretical strength [4, 11, 23-27, 30]. As such, pop-in during
nanoindentation has become an important tool for measuring the theoretical strength and
studying the fundamental mechanisms of dislocation nucleation [11, 22, 23, 30-32].

Figure 1.1 Schematic of pop-in
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Although pop-in has been observed in numerous metals, ceramics, and alkali halide
salts, it is also well known that the occurrence of pop-in can be dramatically reduced by
mechanically altering the surface [2, 8, 11, 14, 15, 33, 34]. For example, Oliver and
Pharr showed that while pop-in occurs regularly on an electropolished tungsten surface
[2], it is entirely eliminated when the surface is prepared by conventional mechanical
polishing. Numerous other studies have demonstrated similar effects [8, 14, 21, 33, 34].
The conventional explanation for this is that, because mechanical polishing introduces
dislocations in the near-surface region, plastic deformation can begin at much lower
stresses by activation of pre-existing dislocations rather than nucleation of new ones [3,
11]. Under these conditions, the transition to plasticity occurs much more smoothly and
is not accompanied by a burst of strain. In support of this, Miyahara et al. [8] showed by
means of etch pitting studies that altering the electropolished surfaces of tungsten single
crystals by polishing with 0.05 µm alumina can increase the near surface dislocation
density by several orders of magnitude, depending on the starting density, and that this
totally eliminates the pop-in. Another possibility, as examined by Göeken and Kempf
[11], is that mechanical polishing introduces steps on the contact surface that act as stress
concentrators and reduce the loads needed for nucleation.
Despite its strong influences on pop-in, the degree of surface damage needed to
reduce or eliminate pop-in has not been systematically quantified. Lucca et al[14] have
shown that pop-in is eliminated in ZnO single crystals by mechanically polishing with ¼
µm and 1 µm diamond abrasives and that chemically etching a surface prepared by
colloidal silica polishing can increase the pop-in load, but other than this, surface
preparation influences are largely limited to observations that pop-in occurs in
electropolished but not mechanical polished surfaces [2, 8, 11, 33]. In this dissertation, I
performed a systematical study of the effects of mechanical polishing, chemomechanical polishing and electropolishing on pop-in behavior of single crystal Ni. The
Ni surface was prepared by electropolishing and then damaged in a controlled way by
polishing with 0.05 or 0.06 µm alumina. The damaged layer was systematically removed
in steps by chemo-mechanical polishing with the pop-in behavior statistically
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characterized at each step. The observations show how the statistics of pop-in can be
used as a sensitive indicator of the state of mechanical damage in very thin surface
layers. I will also use this knowledge to estimate the effect of surface polishing in the
indentation size effect (ISE).

1.2 The indentation size effect (ISE)
Knowledge of mechanical behavior of materials is essential in materials science and
applied mechanics [35]. Material length scales and their influences on strength have been
a subject of great interest to the mechanics/materials community. At large size scalesabove, say, 1mm- properties of most materials are well established and constitutive
models are available. The stress-strain responses obtained from classical continuum
plasticity models are size independent. However, it has become clear that mechanical
properties can change drastically when the specimen dimensions are smaller than
100nm. The strength of a material increases when the structure is small or when only a
small volume is under strain. The term “size effect” is used generically to cover all the
cases in which this happens. Over the past decades, interest in micro- and nanoscale
deformation phenomena has grown enormously, driven largely by new technologies that
require an understanding of how materials perform at small scales and by new imaging
and characterization techniques that allow physical phenomena to be examined at everdecreasing length scales [36]. One important small-scale phenomenon is an increment in
yield or flow strength that is often observed when the test specimen size is reduced to
micrometer or nanometer scales. It is widely accepted that such size-dependent
increments in strength are due to unique deformation phenomena that can be observed
only when the specimen dimensions approach the average dislocation spacing and when
plastic deformation is controlled by a limited number of defects.
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Figure1.2 The indentation size effect (ISE) for geometrically self-similar indenters such
as a cone or pyramid. Usually hardness (H) increases at small depths (the normal ISE),
but some cases of decreasing hardness have also been reported (the reverse ISE).
According to continuum plasticity, the hardness should be independent of depth. The
hardness is defined as the ratio of the load on the indenter (P) to the projected area of
contact of the hardness impression A. The picture is from reference [36].

One important size-dependent behavior is observed in indentation testing when the size
of the hardness impression is small, resulting in the indentation size effect (ISE). The
ISE is often manifested as an increase in hardness with decreasing indentation depth for
geometrically self-similar indenters such as pyramids and cones [3, 37-46], where
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hardness is defined as the indentation load divided by the projected contact area. This is
the normal ISE, which gives rise to the expression “smaller is stronger”. However, in a
few cases, the hardness has been observed to decrease with decreasing indentation
depth—the reverse ISE [47-50].
Historically, the early studies of Chen & Hendrickson [48] in high purity silver
showed that there is a decrease in Vickers micro-hardness at shallow depths in
comparison to large depth indentations. The Vickers micro-hardness is determined by
imaging the residual plastic contact impressions made with a square-based diamond
pyramid—a geometrically self-similar indenter with a centerline-to-face angle of 68º,
and by measuring the contact area from an optically magnified image [40, 41, 48, 49].
According to conventional plasticity theory, in which all material properties are length
scale independent, the measured hardness should be independent of indentation depth
[49]. Researchers postulated that the ISE was potentially caused by sample preparation
problems, in particular, hardened surface layers due to polishing, and/or hard surface
oxide, or to indenter tip blunting, rather than by a true material effect [36]. Later, careful
studies in noble metals with carefully prepared surfaces clearly showed that the ISE is
more fundamental than these previous explanations [36]. Some investigators suggested
that ISE is possibly caused by the limited numbers of dislocations that exist in small
deformed volumes [47, 49], a cause that has subsequently become known as “ source
limitation”.
With the advent of loading-sense and depth-sensing instruments, such as
nanoindentation and atomic force microscopy (AFM), there was a significant rebirth of
ISE activity in the 1990s, although most of the pioneer research on the ISE took place
during the period from 1950 to 1970 [2, 42, 46, 51-54]. Nanoindentation instruments
provide accurate measurements of the continuous variation of indentation load, P, down
to levels of micro-Newtons, as a function of the indenter penetration depth, h, down to
the levels of nanometers. In addition, nanoindentation instrumentation has the ability to
determine the size of the hardness impression from P-h curves rather than from
microscopic measurement of the residual hardness impression. All these enabled
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investigators to explore and characterize the ISE to unprecedented small depths, as small
as a few nanometers in some cases [51]. A typical way to obtain ISE data was reported
by MacElhaney et al. [55]. Their data set is frequently cited, and was generated by
conducting experiments on a carefully prepared single crystal Cu (111) with a Berkovich
indenter, a three-sided pyramid with a centerline-to-face angle of 65.3º (Figure 1.2). The
Berkovich indenter has the same area-to-depth relationship as the four-sided Vickers
pyramid, and is preferred in nanoindentation experiments because it can avoid the chisel
edge tip defect that destroys the geometric self-similarity of the Vickers indenter at small
depths. MacElhaney’s data shown in Figure 1.3 demonstrates the classic ISE behavior,
specifically; hardness at depths below a few micrometers significantly increases. Similar
increases have been observed in numerous other investigations, with the characteristic
length at which the hardness begins to increase typically being of the order of 1µm.
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Figure 1.3 ISE data for Cu (111) single crystals obtained in nanoindentation experiments
[36]. The classic data of McElhaney et al [55] are frequently cited in modeling efforts,
but the data of Liu & Ngan [56] indicate that the magnitude of the ISE is very sensitive
to surface preparation. All experiments cited here were performed with a Berkovich
indenter.

The rapid development of small scale mechanical testing and characterization
methods provides both opportunities and challenges to understand the ISE at the nanoscales. However, understanding the physical basis for the depth dependence of hardness
is not always straightforward, since many different effects can influence the
measurement. For example, residual deformation layers on the surface from
metallographic preparation might lead to an increasing hardness at small depth [56].
Moreover, effects like roughness, or tip rounding or rate dependent material properties
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could influence the depth dependence of hardness. In terms of material preparation,
careful metallographic grinding and polishing, followed by electropolishing seems to be
an appropriate way for assessing the physical basis of the ISE. Obtaining reliable and
meaningful mechanical measurements at nanometer scales requires stringent
experimental techniques coupled with careful data analysis. McElhaney’s Cu (111) data
display a very large ISE, i.e., a hardness increment of more than a factor of two from
large (~1µm) to small (~100nm) depths, but, obtaining meaningful measurements of
hardness at nano-scale depths is not a trivial task and one that is fraught with potential
for error and misleading results. The reasons for this are numerous, ranging from
difficulties in preparation of samples without mechanically damaged layer [56-59] to
artifacts in nanoindentation testing and data analysis [60, 61].

1.2.1 Influence of sample preparation on the ISE
One of the most important factors for producing reliable results in nanoindentation
experiments is the careful and reproducible preparation of the specimen surfaces to be
analyzed. Specimen preparation is of paramount importance in obtaining quality
experimental data for the ISE. There are three key specimen preparation issues: 1)
surface contamination, such as oxide, thin organic layers and contaminants; 2) surface
roughness; and 3) mechanical damage from surface preparation.
Surface contaminant obviously influences the quality of data. For example, a thin
surface film whose hardness different from that of the bulk specimen, will lead to a
measured change in hardness with depth, but this change is not intrinsic to the object
material. It is common in practice that films of only a few tens of nanometers can
significantly affect hardness measurement in the depth of 50 nm to 500 nm. So it is
imperative that experiments be performed in materials free of contamination or
oxidation. Cleaning is also essential because adsorbed organic layer can affect the data.
Second, surface roughness that is crucial to obtaining meaningful measurements
is also an often-overlooked issue. Regardless of any method at any scale, accurate and
meaningful measurements can be achieved only in the limit that the indentation depth is
large in comparison to the surface roughness [56, 59, 62-64]. The premise for
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nanoindentation methods to determine the hardness by computing the contact area is that
the surface is perfectly flat, brings an additional complication [2]. On condition that the
surface is flat, the known shape of the indenter, as described by its area function in
conjunction with the measured depth of penetration and the contact stiffness, can be
employed to determine the contact area and thus the hardness. However, when the
surface is rough at the scale of the contact dimension, a significant error may happen in
determining contact area by this way. Such effects usually lead to increased scatter in the
data, so it is imperative that enough measurements be made to produce a larger sample
size, which assures a statistically significant mean. In addition, if the surface is too
rough, the roughness may contribute to the ISE because smoothing the roughness during
the initial stages of deformation changes the contact geometry [64].
Finally, another crucial factor that is often overlooked in hardness measurement is
mechanical damage from surface preparation. The samples for nanoindentation usually
need careful polishing to produce a flat surface. The surface of the samples is
mechanically polished and thus, should have a layer of severe deformation, which may
have an effect on the indention data. Mechanical polishing can lead to work hardening
on the damaged layer. Before work hardening, the lattice of the small volume tested
exhibits a regular, nearly defect-free state (almost no dislocation). The defect-free lattice
can be created or restored by annealing. As the material is work hardened, it becomes
increasingly saturated with new dislocations, which increases the hardness and strength
by the Taylor mechanism. To get a flat surface free of mechanical damage, care must
also be taken to assure that, during successive grinding and polishing steps, the damage
from previous steps is adequately removed [65]. If not, there can be an increase in
hardness at small depths due to the work-hardened layers at the surface. Electropolishing
can be employed to obviate many of these problems, provided that it does not alter the
surface chemistry and that care is taken to assure that a sufficient thickness of damaged
material is removed. To demonstrate the effect of specimen preparation, Figure 1.3
presents two other data sets for Cu (111), as obtained in experiments by Liu & Ngan
[56], which were used to directly address the importance of sample preparation
procedure. In one data set, the ISE was measured on a crystal prepared nominally in the
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same procedure as in McElhaney et al [55], specifically, standard grinding followed by
polishing with 0.06 µm colloidal silica slurry. However, it is obvious in Figure 1.3 that
the data in the two investigations are very different: the ISE measured by Liu & Ngan is
substantially smaller. The exact reason for the difference is not clear, and it may be
caused by the starting dislocation structure in the crystal (i.e., how the crystal was
prepared and annealed), or by the subtle differences in the grinding and polishing
procedure, such as inadequate removal of mechanically damaged layer from earlier steps
of the procedure. In another data set of Liu & Ngan, which was obtained on
electropolished Cu (111), it is very clear that electropolishing reduces the ISE even
more.
Cordill & Gerberich etc. [66, 67] systematically investigated the mechanical
behavior of wear surfaces of electropolished single crystal Ni and electroformed Ni by
nanoindentation with sharp Berkovich indenter with a nominal 50 nm tip radius. They
used nanoscratch techniques (AFM) to generate wear patterns as a function of load and
number of cycles, and found that there was a strong increase in hardness with increasing
applied load that was accompanied by a change in surface deformation (Figure 1.4). It is
obvious that ISE becomes more pronounced with the amount of applied wear load and
number of cycles. Typically, in work-hardening metals, the high surface strain under
sliding contacts leads to deformation, which produces a mechanically damaged layer.
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Figure 1.4 Indentation size effect data for electropolished Ni (100) and its wear surface
by nanoscratch techniques. Cordill el al [66, 67] used a Hysitron TriboIndenter to
generate wear patterns as function of load and number of cycles, and obtained these data
by MTS Nanoindenter XP with a dynamic contact module (DCM) head and Berkovich
diamond indenter tip (with a nominal 50 nm tip radius) (a) Average hardness without a
roughness correction. The error bars represent the standard deviation. (b) Average
hardness with the roughness correction using the P/S2 method. The error bars represent
the standard deviation.
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1.2.2 Indenter Area-Function Calibration
The indenter tip is in physical contact with the surface during nanoindentation, thus
wear of the tip is inevitable. In general, the softer the material, the less tip wear will
occur, and the harder the material, the more tip wear will occur. Because wear of the
indenter tip results in a reduction in the sharpness of the tip, the area function that relates
the indentation depth to the area of contact can be in error. As mentioned above,
hardness is defined as the indentation load divided by the projected contact area.
Accurate determination of hardness by nanoindentation methods requires a precise
knowledge of the shape of the indenter as described by its area function [2], which
relates the cross-sectional area of the indenter to the distance from the tip. But the area
function is rarely that for a perfect pyramid, and the influences of tip rounding and
blunting can be critical in achieving accurate hardness measurements at small depths.
Most commonly, the area function is determined by conducting experiments in an
amorphous fused silica, in which the hardness is essentially independent of depth and the
elastic properties [2]. Any error in the area function directly transfers into errors in
contact area and hardness, thus it is imperative that the area function be well calibrated.
For example, when a Berkovich indenter with some tip rounding is used to make
hardness measurements in a material in which there is no ISE, an artificial ISE will be
observed. Since it is assumed that the area function is that for a perfect pyramid, the
measured hardness will overestimate the true hardness in a way that increases with
decreasing depth.
A simple way to check on whether the area function is correct is to measure the
elastic modulus with nanoindentation procedures. Modulus is a structure-insensitive
property, and it should be a constant, independent of depth; so any observed change in
modulus with depth must raise suspicions that the area function is in error. Errors in the
measured compliance of the testing system can cause similar problems, but with most
commercial nanoindentation testing systems, these usually happen only at loads and
depths larger than those of interest in studies of the ISE [68].
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1.2.3 The effect of indenter tip blunting
An apparent ISE can be caused by indenter tip blunting in a very different way. If
the Berkovich tip is too blunt, the tip loses its pyramid geometry and may be more like
sphere than pyramid. In indentation with a sphere, when elastic contact at small depth
transitions into fully developed plastic contact at large depths [69], a change in contact
mechanics simultaneously occurs, and produces a geometrically induced ISE rather than
one resulting from material behavior [70, 71]. Thus, to avoid these effects, it is necessary
to ensure that the tip is not so blunt. The exact conditions needed to achieve fully
developed plasticity during spherical contact are documented elsewhere as a function of
the elastic and plastic properties of the material and the indenter radius ([69-72]).

1.2.4 The effect of pop-in
When an indenter contacts with a solid material, the sample initially undergoes
elastic deformation until the applied load reaches a critical value. As plastic deformation
takes place, a sudden displacement excursion at a specific load (the critical load for the
first pop-in) is observed in the load-displacement (P-h) curve. This phenomenon is called
“pop-in”, and has been investigated during nanoindentation in crystalline materials [4, 6,
8-12, 14-16, 20, 21, 33], and amorphous materials [17, 30]. Pop-in has been ascribed to
phase transitions [18, 19, 28], surface oxide breakthrough [5, 73], surface contamination
effect[1], and the nucleation of dislocations. After pop-in, the hardness decreases with
indentation depth. The effect of pop-in on hardness measurement cannot be overlooked
as one source of the ISE.

1.2.5 Thermal drift
Thermal drift refers to a change in dimension of the indenter, specimen and the
instrument resulting from a temperature change during the test. The depth sensor of a
nanoindentation instrument is typically very sensitive with a resolution of less than a
nanometer. For a constant applied load, any variation in depth sensor output is caused
by either creep within the specimen material, or thermal drift. A drift of only a few
nanometers per second over a test cycle, which might last a minute or so, can introduce
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large errors into the load-displacement curve, thus causing the measured modulus and
hardness to be in error. Thermal expansion causing thermal drift is most pronounced at
the contact between the indenter and the specimen. Here, the dimensions of the contact
area are very small (a few micros) and any expansion or contraction of the indenter tip
and specimen surface is detected by the depth sensor. Because this contact takes place
over very small dimensions, there is not so much thermal mass to act as a heat sink, so
the contact responds very rapidly to changes in temperature.
There are two ways to deal with thermal drift [74]:
(1) Reduce the temperature variations at the specimen to an absolute minimum. This is
the preferred method. This is accomplished by enclosing the instrument in a heavily
insulated cabinet and locating the whole assembly in a temperature controlled
environment. Variation in laboratory temperature of about 0.5ºC over an hour or so is
usually sufficient to reduce thermal drift to a negligible level.
(2) Correct data for thermal drift. This method is used if temperature variations cannot be
eliminated due to the location of the instrument. The correction is performed by
accumulating depth readings while holding the load constant. This hold period is usually
performed over a 5 to 10 seconds period at either full load, or at the last data point on the
unloading part of the test cycle. For thermal drift correction, a hold period at unloading is
usually preferred since any creep exhibited by the specimen (the effects of which are
usually indistinguishable from thermal drift) is minimized. After this data has been
collected, the thermal drift rate is established by fitting a straight line through the hold
period using least square fitting. The drift rate, in nm/sec, is then used to correct the
depth sensor readings for the load-displacement data points by adding or subtracting the
product of the drift rate and the time at which the depth reading were taken, thus
offsetting any effect of thermal drift. This procedure works reasonably well, but only if
the drift rate is a constant value. If the temperature is either rising, or falling throughout
the test, then this is usually an adequate correction. If the temperature changes rapidly so
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that there are both expansions and contractions at the constant during a test, then the
correction will not be suitable.

1.2.6 Special Issues in Nanoindentation Testing
In addition to the problems mentioned above, a few special issues often overlooked
in nanoindentation testing, can lead to important inaccuracies in hardness measurement
at small depths. One is surface detection, which corresponds to accurate determination of
the zero point. Various schemes have been developed to do this; such as surface Stiffness
criteria based on changes in the measured stiffness when the indenter makes contact with
the specimen [2, 51]. However, because some finite depth of penetration is needed to
achieve this condition, some uncertainty in the exact location of the zero point cannot be
avoided. As a result, the relative error in the depth measurement increases systematically
as the contact size decreases, producing an apparent ISE. It is obvious that accurate
hardness measurements at small depths require that special attention be given to surface
detection.
Another issue concerns the use of continuous stiffness measurement (CSM), also
sometimes referred to as force modulation or dynamic stiffness measurement (DSM).
This is a convenient technique for measuring hardness and elastic modulus at small
depths in nanoindentation experiments. The CSM is accomplished by imposing a small,
sinusoidally varying signal to the primary load signal to make continuous measurements
of the contact stiffness as the indenter is driven into the material [2]. The advantage of
CSM is that the hardness can be measured continuously as a function of depth in a single
experiment. However, it has recently been reported that CSM can produce large errors
when applied at small depths in many materials, especially soft metals [60]. Another
manifestation of the problem was reported by Durst et al. in a study of the indentation
size effect in nickel single crystals [61]. Figure 1.5 shows their basic results for hardness,
H, as a function of indentation depth, h, evaluated in two ways: (1) by loading and
unloading individual indentations to specific depths and analyzing the load-unload data
to determine the stiffnesses needed for the hardness evaluation (load/unload method;
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CSM off); and (2) by using CSM to measure the stiffness and hardness continuously
during loading. The data have been plotted as H2 vs. 1/h to facilitate comparison to the
Nix-Gao model for the indentation size effect (ISE) [75] (this will be discussed in a later
section). The plot shows that the CSM hardnesses are similar to those of the load/unload
method at larger depths, but at smaller depths, they are significantly smaller. This gives
rise to an apparent break in the slope in the CSM data, whereas the load-unload
measurements are essentially linear, in accordance with the Nix-Gao model. Similar data
showing a break in slope based on CSM measurements have been reported by Swadener
et al. for Ir [76] and Feng and Nix for MgO [77].
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Figure 1.5 ISE effect in a Ni(100) single crystal from CSM and partial loading/unloading
indentation test [61]. (a) hardness as a function of depth with the corresponding modeled
size effect (solid lines) and (b) corresponding Nix-Gao plot for all data
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1.2.7 The Nix-Gao Model

Figure 1.6 Schematic representation [36]of the Nix-Gao [75] model for (a) conical
indenters and (b) its extension to spherical indenters [76]. In both scenarios, the
geometrically necessary dislocations (GNDs) are assumed to reside in a hemispherical
region beneath the indenter, whose radius is equal to the radius of contact, a, of the
hardness impression. For conical indenters, the GND density is then inversely
proportional to the depth of penetration, h, and for spheres, it is independent of depth but
inversely proportional to the indenter radius, R.

One simple mechanistic explanation for the ISE has been given by Nix and Gao
[75], using the Taylor dislocation model [78, 79]. Utilizing the datasets of McElhaney
[55] and Ma [42], Nix and Gao formulated a theory to model the indentation size effect
for conical indenters assuming that the geometrically necessary dislocations (GND’s)
[80, 81] required to accommodate the formation of the permanent hardness impression
remain constrained within a hemisphere of radius equal to the contact radius (Figure
1.6). Their model has undergone further development [82-84] and has successfully used
to model microindentation [46, 55], microtorsion [85], and microbean [86] experiments.
The premise in the Nix-Gao model is the assumption that the indenter is a rigid cone
whose self-similar geometry is defined by the angle, θ, between the indenter and the un-
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deformed surface (see Figure 1.6a). The basic principle of the model is that the GNDs
co-exist with the usual statistically stored dislocations (SSDs) produced during uniform
straining, leading to an extra hardening component that becomes larger as the contact
impression decreases in size. Thus they assumed that the flow stress, σ, is related to the
total dislocation density, ρt , through the Taylor relation ( τ = αGb ρ s ),

σ = 3αGb ρt

(1-1)

Where α is the Taylor factor, G is the shear modulus, and b is the Burger’s vector.
This is then combined with the Tabor relation,
  3
(1-2)
Where H is the hardness and σ is the flow stress. There are another two key assumptions:
(a) the total dislocation density is the sum of the geometrically necessary part, ρg, and the
statistically stored part, ρs, that is, ρt = ρg + ρs and (b) the GNDs are constrained to reside
within a hemispherical volume (see Figure 1.6a), where the radius of the volume is equal
to the radius of contact of the indenter in the surface, a. Simple geometric considerations
then lead to
3 tan 2 θ
2bh
(1-3)
This is a very important relation, and it contains the essential physics of the Nix-Gao

ρg =

model for ISE; the hardness increases at small depths because the geometrically
necessary component of the dislocation density is inversely proportional to the depth and
rises significantly and without bound when the contact is small. Combining the above
relations leads to
H = 3 3αGb ρ s + ρ g

(1-4)
Noting that the macroscopic hardness H0, i.e. the hardness that is asymptotically
approached at large depths and is the characteristic depth below which the extra
hardening becomes appreciable, is given by
H 0 = 3 3αGb ρ s
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(1-5)

and defining a characteristic depth, h*, as
h* =

3 tan 2 θ 81 2
G
= α b tan 2 θ ( ) 2
2bρ s
2
H0

(1-6)

These relations reduce to the simple form
H = H 0 1+

h*
h

(1-7)

The characteristic depth h* relies on both material parameters (b and ρs) and geometric
parameters (θ) and is thus not a strict material constant. Huang et al [87] have modified
the derivation to include the Nye factor, r which was first introduced by Arsenlis & Parks
[88] to explain crystallographic constraints on the GND and SSD densities. It is defined
such that ρt = rρ + ρ s and has a value of approximately 1.9 for FCC metals [88].With the
Nye factor included, the characteristic depth is
h* =

3r tan 2 θ
.
2bρ s

(1-8)

The Nix-Gao model has been used to compare its predictions to experimental data noting
that
H 2 = H 02 (1 +

h*
)
h

(1-9)
implying that a plot of H versus 1/h should be linear with an intercept of H and a
2

2
0

slope related to h* . The Nix-Gao treatment was applied to the Cu data of McElhaney et
al. [55] and the Ag data of Ma & Clarke [42], both obtained with a Berkovich indenter.
The remarkable linearity of these data sets at all but the smallest depths (large 1/h) has
served as the primary evidence for the Nix-Gao model (Figure 1.7). The fact that
characteristic depth is of the order of 1µm in both cases, implies that the ISE becomes
significant at depths of approximately 1µm and less.
In spite of the widespread application and general predictive capabilities of the NixGao model, it does have several critical shortcomings. A significant shortcoming is the
assumption that the radius of the hemispherical zone in which the GNDs reside is equal
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to the radius of the contact impression (see Figure 1.6). Swadener et al. [76] doubted
this assumption, and believed this assumption is artificial because it ignores important
physical processes that determine the size of the zone. Specifically, if the GNDs were all
of similar sign, then constraining them in a small volume would lead in large, mutually
repulsive forces that would drive them outward to occupy a larger volume. From this, the
relationship between ρg and 1/h in Equation 1-3 might break down at some small scale.
Thus the model would work in a limited range, but for very shallow pyramidal
indentations or indentations made with very small spheres, it will overestimate the
hardness because the real GND densities are smaller.
Early evidence for the breakdown of Nix-Gao model was reported by Poole et
al.[54]. Their work was done on annealed and working hardened poly-crystalline copper.
Their data plotted as H2 vs. 1/h, are curved at small depths (Figure 1.8). Further
evidences for the breakdown in linearity come from experiments with pyramidal
indenters. Figure 1.9 displays the depth dependences of the hardness for MgO and Ir
obtained with a Berkovich indenter [76, 77]. In this figure, the data are plotted as H2
versus 1/h to check the adequacy of the Nix-Gao relation. Both plots display a linear-like
regime at larger h (smaller 1/h), but the linear behavior significantly breaks down at
smaller h (larger 1/h), and the hardness at small depth will be considerably overestimated
by linear extrapolation of the larger-depth data. If the GNDs were to spread to a larger
volume, smaller hardnesses would be expected. However, the data in Figure 1.9 were
obtained with continuous stiffness measurement (CSM) mode. CSM produces significant
errors in hardness at small depths in some materials, especially soft metals, in a manner
that is consistent with the form of the data in this figure [60, 61]. Thus, the observed
breakdown in linearity in Figure 1.9 may be caused by experiment method [36].
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Figure 1.7 A plot [36] of H2 versus 1/h for (a) the (111) Cu data of McElhaney et al. [55]
and (b) the (110) Ag data of Ma & Clarke [42], both obtained in nanoindentation
experiments with a Berkovich indenter. The extreme linearity of the data has been
regarded as the primary evidence for the Nix-Gao mechanism, although there are
indications in both data sets that the linearity does not extend to very shallow depths
(large 1/h).
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Figure 1.8 Plots of H2 vs 1/h of Vickers indentation on annealed and working hardened
polycrystalline copper [54]. Nix-Gao model breaks down at small depth.
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Figure 1.9 Depth dependency [36]of the hardness for (a) Ir and (b) MgO obtained with a
Berkovich pyramidal indenter plotted as H2 versus 1/h to examine the adequacy of the
Nix-Gao model [76, 77]. The deviation from linearity at small h (large 1/h) has been
interpreted to mean that the Nix-Gao model breaks down at small depths of penetration
[76, 77, 89]. The solid lines are predictions of CMSG (conventional mechanism-based
strain gradient plasticity) theory, assuming that the dislocation density saturates at an
upper limit that is determined by curve fitting [89]. GND, geometrically necessary
dislocation.
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1.3 Objectives
In this dissertation, careful experimental method will be used with well
characterized indenters to study the effects of surface preparation on pop-in and the
indentation size effect. The objectives of the dissertation will include:
1) To investigate the influences of surface preparation on nanoindentation pop-in
behavior.
2) To employ the statistical results of pop-in behavior to characterize the surface
mechanical state and as it may be related to the ISE.
3) To find a robust process for nanoindentation hardness measurement.
4) To identify the influences of sample preparation on ISE measurements.
5) To assess the Nix-Gao theory for the ISE by the systematic experiment results.

As mentioned and discussed in this chapter, there are many factors that affect the
indentation size effect measurement. Such as: thermal drift, instrumental compliance,
area function calibration, CSM on/off, surface detection, indenter tip radius and
rounding, sample preparation, pop-in, indentation locations on sample. Sample
preparation includes the factors: surface roughness, surface layer (such as adsorbed
layer, oxidation layer), surface contamination, and mechanically-damaged surface
layer. In CSM on mode, the oscillation amplitude and woodpeckering [60] also have
an effect on ISE measurement. Although not mentioned in previous sections, some
other factors, such as modulus (E), stiffness (S) and S2/P, may also have an influence
on ISE measurement. The influences of each factor mentioned here on ISE
measurement will be assessed and estimated in this dissertation, with an emphasis on
the effects of sample preparation. Then the Nix-Gao model will be assessed by
systematic experiment results obtained in this dissertation. The research will be
structured according as follows (Figure 1.10).
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Figure 1.10 A matrix scheme of the proposed research: the influences of sample
preparation on nanoindentation size effect and pop-in behaviors
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Chapter 2 Sample preparation and
characterization
Nickel was chosen as model material for this study for several reasons [90]: (a) it is the
main constituent of one of the most frequently used families of hardfacing alloys [91];
(b) it is well understood from the micro-structural point of view (an FCC structure,
relatively high stacking fault energy and no phase transformations), which simplifies the
analysis of the deformation mechanisms; (c) it has been reported to exhibit a strong ISE
[55, 92], that can be described by the Nix–Gao model in a consistent manner [75]; and
(d) facilities are available to provide high quality single crystals.

2.1 Growth of single crystal Ni
As part of this research, we have grown single crystal Nickel (Ni), using facilities at
the Oak Ridge National Laboratory. Among the various techniques for single crystal
growth, the optical floating zone method has been the subject of rapid development
since its first use nearly fifty years ago. Following extensive development, in particular
at SEC in Japan, image furnaces have become commercially available in the 1980s. The
basic principle of this technique is melting a small section of a polycrystalline feed rod,
by means of infrared radiation generated by two halogen or xenon light bulbs.
Ellipsoidal or parabolic mirrors focus the IR radiation onto the feed rod to produce a
molten zone. Early designs of the image furnace had only one or two mirrors, but since
the late 1990s, image furnaces usually have four mirrors to produce more uniform
heating and to improve furnace power. The molten zone is then translated along the
sample length by moving the sample with respect to the radiation focus. The crystal
grows on the solidifying end of the floating zone on a seed rod. The crystal growth
process always proceeds in the vertical direction. In addition, a rotation movement of
the two rods improves the micro-structural homogeneity during directional
solidification. Since the molten zone is shielded by a quartz tube, one can choose the
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atmosphere and pressure under which the growth takes place. Figure 2.1 shows the
system used in this research.
When growing single crystals with the floating zone technique, careful control
of certain experimental parameters is of prime importance in order to optimize both
the stability of the molten zone and the eventual crystal quality. Those parameters
include feed rod characteristics, the growth rate and rotation rate, the temperature
gradient along the sample, as well as the growth atmosphere and gas pressure, all of
which can play key roles during single crystal growth.

Figure 2.1 Schematic of floating zone furnace [93]
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To prepare the feed rod, nickel pellets (purity higher than 99.99at%) were arc
melted and drop cast into a cylindrical copper mold measuring in 10mm in diameter and
100mm in length. The drop cast ingots were directionally solidified using the optical
floating zone furnace. Heat from a xenon arc-lamp was focused on specimens enclosed
in a quartz tube, which was first evacuated and then back filled with flowing argon gas.
Drop-cast rods were used as the feed material, and pieces cut from directionally
solidified rods were used as seeds. The seed rod and feed rod were rotated at a fixed
rotation rate of 60 rpm in opposite directions during the zone melting to form a
homogeneous molten zone.

2.2 Nanoindentation sample preparation
The single crystal was annealed in vacuum (~5×10-6 torr) at 1200℃ for 72 hours
to produce an initially low dislocation density. After cooling to room temperature at a
rate of 1ºC/min, it was oriented by Laue back-scatter diffraction, and disc-shaped
specimens were cut along planes (100) by electrical discharge machining. Representative
samples were mounted in epoxy.
Cooling with running water, the sample was carefully ground with SiC abrasive
papers through 4000 grit. Great cares was taken to assure that during successive grinding
and polishing steps, the scratches from previous steps are adequately removed. After
grinding with 4000 grit abrasive paper, the sample was observed with optical microscopy
to make sure that there were no remaining scratches. Then the sample was polished for
48 hours with a 0.05 µm alumina slurry (ɑ-Al2O3) using an automatic vibratory
polishing machine. In order to assure total removal of any remaining mechanical
damage, the sample was electropolished in a solution of 40% H2SO4 and water with a
DC voltage of ~15V to remove approximately 100 µm of the surface, as measured by a
micrometer.
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Figure 2.2 Schematic illustration of (001) Ni specimen in epoxy mount showing the
locations of the Vickers indentations used to assess the amount of material removed in
each polishing step. Triangular indents were used to identify the Vicker indents.

After characterizing the nanoindentation pop
pop-in behavior and ISE of the pristine
electropolished surface, a thin, controlled damage layer was produced by polishing once
again with the 0.05 µm alumina slurry in the vibratory polisher for 24 hours. As shown in
Figure 2.2,, several relatively large Vickers hardness impressions were then made at key
locations around the periphery of the specimen at a load of 0.5 Kg, and the small
indentation impressions were used as to identify the large Vickers impressions. The
Vickers impressions were employed to assess the amount of material removed in each
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polishing step. The pile-up around these impressions was removed by polishing again
with the 0.05 µm alumina slurry for another 24 hours. Then a thin, controlled damage
layer was produced by the 48 hours’ polishing the pristine surface with the slurry of 0.05
µm alumina in the automatic vibratory system. This defined the initial damage state.
Even though the 0.05 µm alumina slurry is regularly used to produce mirror-like final
finishes for metallographic observation, it has a profound effect on the pop-in behaviors
and ISE measurements. The damaged layer was subsequently removed in several steps
by polishing with Buehler MasterMet®2 non-crystallizing colloidal silica (SiO2)
polishing suspension (0.02µm) using another vibratory polishing machine. The colloidal
silica polishing was interrupted at 8, 30, 62, 96 and 108 hours to measure the amounts of
material removed and characterize the pop-in behaviors or ISE. Material removal was
determined by measuring the reduction in depth of the Vickers hardness impressions by
means of an ADE Phaseshift MicroXAM three-dimensional non-contacting optical
profiling system with a depth resolution of 1 nm. For such measurements to be accurate,
material must be removed by the colloidal silica at the mechanically polished surface
only, that is, there can be no removal of material inside the hardness impression by
chemical dissolution alone. The validity of this assumption was checked by statically
immersing an indented Ni sample into the colloidal silica polishing suspension for 5
days. During this time, no measurable change in the depth or geometry of the Vickers
hardness impressions could be identified.
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Figure 2.3 Thickness of material removed during polishing with 0.02 µm colloidal silica
as a function of polishing time

Figure 2.3 shows that the colloidal silica polishing removes material at a constant
rate of about 13nm/h. This allowed us to carefully control how much material was
removed from just a few nanometers up to a micrometer, simply by controlling the
polishing time. To check the reproducibility of the pop-in measurements, the procedure
was partially repeated after removing an additional 100 µm of the surface in a second
round of electropolishing. Table 2.1 summarizes the polishing sequence and assigns a
number to all the polishing steps after which nanoindentation measurements were made.
Numbers 1 through 7 represent the first round of polishing, and 1* through 7* designate
the same polishing steps in the second round of measurements.
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Table 2.1 Summary of polishing procedures including type of polish, amount of material
removed
Polishing
Step Number

Type of Polish

Amount of
Material
Removed

Round 1
1

Electropolish

~ 100 um

2

0.05 µm ɑ-alumina – 48 hrs

3

0.02 µm colloidal silica – 8 hrs

112nm

4

0.02 µm colloidal silica – 30 hrs

415 nm

5

0.02 µm colloidal silica – 62 hrs

757 nm

6

0.02µm colloidal silica – 96 hrs

1290 nm

7

0.02µm colloidal silica – 108 hrs

1487nm

Round 2
1*

Electropolish

~ 100 µm

2*

0.05 µm ɑ-alumina – 48 hrs

3*

0.02 µm colloidal silica – 8 hr

120nm

5*

0.02 µm colloidal silica – 62 hr

820nm

6*

0.02 µm colloidal silica – 96 hr

1197nm

The roughness of the specimen at different surface states was measured by Atomic Force
Microscopy (AFM), and the chemical components of the different surface chemical
species were examined by X-ray Photoelectron Spectroscopy (XPS). From the
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information of chemical components, it can be inferred whether there is surface
contamination and whether the surface oxide layer is in a specific surface state.

2.3 Surface roughness measurement
2.3.1 The definition of roughness
Surface roughness, is a measure of the texture of a surface. It is quantified by the
vertical deviations of a real surface from its ideal form. If these deviations are large, the
surface is rough; if they are small, the surface is smooth. Roughness is typically
considered to be the high frequency, short wavelength component of a measured surface.
Roughness plays an important role in determining how a real object will interact
with its environment. Rough surfaces usually wear more quickly and have higher friction
coefficients than smooth surfaces. Roughness is often a good predictor of the
performance of a mechanical component, since irregularities in the surface may form
nucleation sites for cracks or corrosion.
Surface roughness is also important in nanoindentation measurement because the
contact area is calculated from the contact depth and area function rather than observed
directly. Thus, the degree of required smoothness depends on the magnitude of the
measured displacements and the tolerance for uncertainty in the contact area.
Furthermore, surface roughness is critical in determining the certainty in surface location
in nanoindentation experiments. Roughness measurements in this dissertation were
performed with AFM.

2.3.2 AFM experiments
AFM is a high-resolution type of scanning probe microscopy, with demonstrated
resolution on the order of fraction of a nanometer, more than 1000 times better than the
optical diffraction limit. The AFM (Figure 2.4) consists of a cantilever with a sharp tip
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(probe) at its end that is used to scan the specimen surface. The cantilever is typically
silicon or silicon nitride with a tip radius of curvature on the order of nanometers. When
the tip is brought into proximity of a sample surface, forces between the tip and the
sample lead to a deflection of the cantilever according to Hooke’s law. The deflection is
measured using a laser spot reflected from the top surface of the cantilever into an array
of photodiodes. The displacement of laser spot is detected and transferred to an electric
signal. The electric signal is pre-amplified and filtered, and then input to controller and
computer. The electric signal is not only used to display the images, but also used as the
feedback to control the force or height between the tip and the sample.
Three typical samples, the electrochemically polished sample (Step 1), the 48h alumina
polished sample (Step 2), and the 96h silica-polished sample (Step 6), were chosen for
monitoring the change of roughness during the sample preparation process. The surface
roughness was measured by an Asylum Research MFD-3D AFM operated in contact
mode under ambient conditions at room temperature ~20ºC.The spring constant of the
silicon nitride cantilever was 0.06 N/m. The tip radius is about 10nm. All AFM images
presented in the dissertation are raw images without applying any modification.
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Figure 2.4 schematic of AFM

2.3.3 Statistical characterization of surface roughness
In general, it is necessary to employ mathematical tools for extracting quantitative
information on surface roughness from AFM image. Valuable analytical tools, based on
mathematical principles, already exist in most of the cases where rough surfaces are to
be assessed. Several parameters can be used to define surface roughness, but mainly Ra
and Rq are preferred. Ra is defined as the arithmetical mean deviation or it can be also
defined as a roughness average. Rq is the root mean square (RMS) of the assessed
profile. According to statistics theory, Rq is equal to the standard deviation.
From the initial digitized elevation profiles, znm, acquired at each point xn=n∆ and
ym=m∆ of the an NxN square array, scanned with a constant space increment ∆ (smallest
sampling distance), these statistical parameters are defined as follows:
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Where N2 is the number of data points per scanning image.

2.3.4 Results and Discussion of roughness measurement
Observed with the naked eye, the three surfaces examined in this studying all appeared
smooth without any scratches. When observed in optical microscopy at 1000x, there
were also no scratches on the three samples. The resolution of AFM is 1nm, is much
higher than that of optical microscopy. Under AFM observation, no scratches were
observed on the electropolished sample (Figure 2.5), but scratches were everywhere on
both the alumina-polished sample (Figure 2.6) and the silica polished sample (Figure
2.7). The scratches on alumina polished sample usually were wider and deeper than
those on silica polished sample, which is in agreement with the fact that alumina particle
size (50nm in diameter) is much larger than silica particle size ( 20 nm in diameter).
Although the electropolished sample is free from scratches, it exhibit surface fluctuations
of a few nanometers which are significant in AFM observation (Figure 2.5). The surface
fluctuation of alumina polished sample is not as significant as the electropolished
sample, but the scratches are much deeper. Thus, the surface of the electropolished
sample looks much rougher than the surface of the alumina polished sample. The
previous steps of electropolishing were grinding with abrasive paper through 4000 grit
and polishing with 0.05µm alumina slurry, thus the surface roughness before
electropolishing was not better than that of the alumina polishing specimen, and the
surface chemical activities were not homogeneous. Heterogeneousness of chemical
activities led to surface fluctuation in electropolishing. A lot of surface removal (about
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100µm) in electropolishing step aggravated surface fluctuation, which made the surface
become rougher than before. The following step of electropolishing was polishing with
0.05µm alumina slurry, which diminished the surface fluctuation and led to a relatively
flat surface. So the surface of the alumina polished specimen is smoother than the
electropolished specimen. The surface fluctuation of silica polished is insignificant in
AFM observation, and its surface looks flatter than that of alumina polished sample. The
particle size of silica slurry was 20nm in diameter, much smaller than that of alumina
slurry (50nm). Polishing in silica slurry was the following step of alumina polishing,
which further diminished the surface fluctuation with smaller particles. Thus the surface
of silica polished specimen became much smoother than alumina polished specimen.
The roughness measurements are summarized in the Tables 2.2 and 2.3.

( a)
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(b)

(c)

Figure 2.5 Contact mode AFM images of electropolished single crystal Ni (100) under
ambient conditions. (a) scan size 30x30µm, (b) scan size 4x4µm (c)scan size 2x2µm
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(a)

(b)
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(c)

Figure 2.6 Contact mode AFM images of alumina-polished single crystal Ni (100) under
ambient conditions. (a) scan size 30x30µm, (b) scan size 4x4µm (c)scan size 2x2µm

(a)
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(b)

(c)

Figure 2.7 Contact mode AFM images of silica-polished single crystal Ni (100) under
ambient conditions. (a) scan size 30x30µm, (b) scan size 4x4µm (c)scan size 2x2µm
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Table 2.2 Arithmetic average roughness (Ra):
Area
4x4um
2X2um

Electropolished
< 4nm
<4nm

Al2O3 slurry Polished
1-2nm
< 1.5nm

Silica slurry polished
< 1nm
<1nm

Table 2.3 Root mean roughness (Rq)
Area
4x4um
2X2um

Electropolished
4-5 nm
< 4nm

Al2O3 slurry Polished
2-3nm
1-2nm

Silica slurry polished
1-2 nm
<1 nm

It is obvious in Tables 2.2 and 2.3 that electropolished sample is the roughest among the
three samples, and silica slurry polished sample is the flattest. These tables show that
polishing with the smaller particle size leads to lower roughness. To get a better surface
finish, it is a good choice to use small-size particle for the final polishing step.

2.4 XPS analysis
2.4.1 XPS experiments
X-ray photoelectron spectroscopy (XPS) is a quantitative spectroscopic technique that
measures the elemental composition, empirical formula, chemical state and electronic
state of the elements that exist near the surface of a material. XPS spectra are obtained
by irradiating a material with a beam of X-rays while simultaneously measuring the
kinetic energy and number of electrons that escape from the top 1 to 10 nm of the
material being analyzed. XPS is also known as Electron Spectroscopy for Chemical
Analysis (ESCA).
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Figure 2.8 Basic components of a monochromatic XPS system [94]
For XPS, Al Kα (1486.6eV) or Mg K
Kα (1253.6eV) or Ti Kα (2040eV) are the x-ray
photon energies of choice.
e. Because of the short range of the photoelectrons excited from
the solid, the
he XPS technique is highly surface specific. A Concentric Hemispherical
Analyzer (CHA) is used to determine tthe energies of the photoelectrons leaving the
sample, and a spectrum with a series of photoelectron peaks is given by this.
this The binding
energies of the peaks are characteristic of each element. The peak areas can be employed
(with appropriate sensitivity factors) to determin
determinee the composition of the materials
surface. The
he binding energy and the shape of each peak can be slightly altered by the
chemical state
tate of the emitting atom. Thus XPS can also provide chemical
ical bonding
information. XPS can detect all the elements except hydrogen
drogen and helium because it is
not sensitive to these two elements
elements. The energy of an X-ray
ray with a particular wavelength
is known, so the electron binding energ
energy of each of the emitted electrons can be
calculated by using an equation based on the work of Ernest Rutherford (1914):
(2-4
4)
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where Ebinding is the binding energy (BE) of the electron, Ephoton is the energy of the X-ray
photons being used, Ekinetic is the kinetic energy of the electron as measured by the
instrument and φ is the work function of the spectrometer (not the material).
A typical XPS spectrum (Figure 2.8) is a plot of the number of electrons detected (Yaxis, ordinate) versus the binding energy of the electrons detected (X-axis, abscissa).
Each element gives rise to a characteristic set of XPS peaks at characteristic binding
energy values, which are the fingerprints of each element and directly identify each
element that exist in or on the surface of the material under analysis. These characteristic
peaks correspond to the electron configuration of the electrons within the atoms, e.g., 1s,
2s, 2p, 3s, etc. The number of detected electrons in each of the characteristic peaks is
directly related to the amount of element within the area (volume) irradiated. To generate
atomic percentage values, each raw XPS signal must be corrected by dividing its signal
intensity (number of electrons detected) by a "relative sensitivity factor" (RSF) and
normalized over all of the elements detected.
The electron counting detectors in XPS instruments are typically one meter away from
the material irradiated with X-rays. To minimize error in counting the number of
electrons at each kinetic energy value, XPS must be performed under ultra-high vacuum
(UHV) conditions.
XPS detects only those electrons that have actually escaped into the vacuum of the
instrument. The photo-emitted electrons originated from within the top 10 to 12 nm of
the material can escape into the vacuum of the instrument, while all of the deeper photoemitted electrons, which were generated as the X-rays penetrated 1– 5 micrometers of
the material, can not escape into vacuum, because they are either recaptured or trapped in
various excited states within the material. For most applications, XPS is a nondestructive technique that measures the surface chemistry of any material.
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Figure 2.9 Schematic of XPS physics
physics-photoelectric effect [94
94]
Table 2.4 Summary of XPS sample preparat
preparation
ion including polishing steps, and type of
polishing (#1-electropolished
electropolished specimen, #2
#2-alumina
alumina polished specimen, #3-silica
#3
polished specimen).
Polishing Step
Number

Type of Polish

Sample#

Step 1

Mechanical polishing with sandpaper from grid
through 4000grit in cooling water

1, 2, 3

Step 2

0.05 µm ɑ-alumina – 48 hrs

1, 2, 3

Step 3

electropolishing (~100µm was removed)

1, 2, 3

Step 4

0.05 µm ɑ-alumina – 48 hrs

2, 3

Step 5

0.02µm colloidal silica – 96 hrs

3
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Three typical samples, (a) electrochemically polished (sample# 1), (b) 48h alumina
polished (sample# 2), and (c) 96h silica-polished (sample# 3) were prepared exactly like
the nanoindentation samples excepting depth measurement. The sample preparation
procedures are summarized in Table 2.4. The specimens were rinsed with acetone,
distilled water, and then dried in pure N2 gas.
The three specimens were analyzed by XPS Al Kα radiation (E=ħν=ħc/λ=1486.6eV,
λ=8.36Å). Electron sputtering was employed to remove the adsorbed layer on the top
surface of the sample.

2.4.2 XPS data analysis
2.4.2.1 Peak identification
The identification of peaks in any survey spectrum is possible because Prof. Kai
Siegbahn improved the energy resolution of XPS measurement to the point that observed
signals were both tall and narrow with respect to the energy range measured (0-1400 eV).
The collection of spectra yielded peaks with energies (reported as binding energies (BEs))
that are characteristic for each specific element. Tables of BEs that identify the shell and
spin-orbit of each peak produced by a given element are included with modern XPS
instruments, and can be found in various handbooks [95, 96] and websites [97]. Because
these experimentally determined BEs are characteristic of specific elements, and they
can be directly used to identify experimentally measured peaks of a material with
unknown elemental composition.
To determine whether the BEs of the unprocessed survey spectrum (0-1400 eV)
have or have not been shifted due to a positive or negative surface charge, analysts must
be performed before beginning the process of peak identification. These analyses are
often done by looking for two peaks that due to the presence of carbon and oxygen.
Figure 2.10 presents the XPS spectrums of the electropolished specimen at
different sputtering times. At the beginning without sputtering, C, O and Ni were all
detected by XPS. It appears that there is a layer of some hydrocarbon compound (such as
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acetone, etc) or some compound containing O or O2 on the top surface. With increasing
sputtering time, the peaks of Ni became significant, while the peaks of C and O
diminished. After 15 minutes of sputtering, the peaks of C or O disappeared, and there
are only Ni peaks on the XPS curve. These suggest that there is a surface contamination
layer that is removed by the sputtering.
Figure 2.11 shows the XPS spectrum of the alumina polished specimen at different
stages of sputtering. The elements C, O, and Ni were detected by XPS on the specimen
top surface without sputtering. The Ni peaks were not as significant as peaks of O 1s and
C 1s. After 1 minute of sputtering, the elements Ni, O and Cu were detected on the top
surface. There is no C peak in the XPS curve of Figure 2.11b, which means that carbon
or carbon compounds were totally removed by 1 minute of sputtering. The peaks of Ni
became significant, and the O1s peak diminished. The peaks of Cu were very weak. The
appearance of Cu may be caused by the fact that the sample holder in the automatic
vibratory polishing system is made of brass. After 2 minutes of sputtering, the peaks of
Ni became more significant, the O1s peak became insignificant, and the Cu peaks
became a little stronger. After 15 minutes of sputtering, all peaks of O and Cu
disappeared, and only Ni peaks remain on the XPS curve (Figure 2.11d). There was no
Al peak on any of all the curves, which confirms that the specimen is free of
contamination by alumina, and there were no alumina particles embedded in the
specimen during polishing process.
Figure 2.12 presents the XPS spectra of the silica polished specimen at different
stages of sputtering. Figure 2.12 (a) is the XPS curve without sputtering. On this curve,
the elements C, O, N, Ni, and S were detected. The Ni peaks were not as significant as
the peaks of O1s, C1s. The appearance of S and N may be caused by the surfactants in
colloidal silica slurry, which was manufactured by Buehler. These surfactants are used to
stabilize the silica nano-particles by reducing the surface energy to prevent their
aggregation. The compositions of these surfactants are properties of unknown. After 1
minute of sputtering, the Cu peaks appeared, although the peaks were very weak. As
mentioned above, the Cu peaks may be caused by specimen holder. With increasing
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sputtering time, the Ni peaks became significant, and the other peaks diminished and
eventually disappeared. In all the XPS curves in Figure 2.12, no Si peak was detected,
which demonstrates that the specimen was not contaminated by silica particles.
The summary of XPS peak identifications is in the Table 2.5.

Table 2.5 Elements detected by XPS during sputtering

No sputter
1min sputter
2min sputter
15 min sputter

Totally
removed
thickness
0
~0.9nm
~1.2nm
~2nm

Electropolished Al2O3 polished
Ni
Ni
C,O, Ni
C, O, Ni
C, O, Ni
Ni
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C, O, Ni
O, Ni, Cu
O, Ni, Cu
Ni

Silica polished
Ni
C, N, O,S, Ni
C, O, S, Cu, Ni
C, O, S, Cu, Ni
Ni

(a)

(b)

(c)

(d)

Figure 2.10 XPS curves of electropolished Ni (100) at different sputtering conditions
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(a)

(b)

(c)

(d)

Figure 2.11 XPS curves of alumina polished Ni (100) at different sputtering conditions
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(a)

(b)

(c)

(d)

Figure 2.12 XPS curves of silica polished Ni (100) at different sputtering conditions
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2.4.2.2 Peak-fitting
The process of peak-fitting high energy resolution XPS spectra is a mixture of art,
science, knowledge and experience. The peak-fit process is affected by instrument
design, instrument components, experimental settings (aka analysis conditions) and
sample variables. Most instrument parameters are constant while others depend on the
choice of experimental settings. The peak fitting was accomplished with the software
package XPSPEAK41. Peaking fitting and the NIST X-ray Photoelectron Spectroscopy
(XPS) Database were employed to estimate the chemicals on the top surface. The results
are summarized in Table 2.6.
Before sputtering, XPS detected an adsorbed layer and did not detect Ni3C on the
three specimens. For the electropolished specimen, the adsorbed layer contains C
compounds, and XSP also detected NiO, Ni2O3 or Ni(OH)3 on the surface. For the
alumina polished specimen, the adsorbed layer contained H2O, O2, and C compounds,
but none of NiO, Ni2O3 or Ni(OH)3 was detected by XPS on the surface. For the silica
polished specimen, the adsorbed layer was composed of H2O, O2, and C compounds, and
Ni2O3 or Ni(OH)3 was detected on the surface.
After 1 minute of sputtering, XPS still detected an adsorbed layer and did not
detect Ni3C on the three specimens. For the electropolished specimen, the adsorbed layer
was composed of C compounds, and XSP also detected NiO, Ni2O3 or Ni(OH)3 on the
surface. For the alumina polished specimen, the adsorbed layer contained H2O, O2, but
no carbon; Ni2O3 or Ni(OH)3 began to show up on the surface after its above surface
was removed by sputtering; the surface became free of carbon since 1 minute of
sputtering removed all the absorbed C or C compounds. For the silica polished specimen,
the adsorbed layer was composed of H2O, O2, and C compounds; NiO and Ni2O3 or
Ni(OH)3 were also detected by XPS on the surface. 1 minute of sputtering removed some
of the adsorbed layer, and made the NiO under the layer become detectable.
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After 2 minutes of sputtering, what XPS detected on the three specimens were
the same as those for 1 minute of sputter, but both the adsorbed layer and the Ni
compounds layer diminished and became thinner.
After 15 minutes of sputtering, both the adsorbed layer and the Ni compounds
layers were totally removed, and only pure Ni was detected by XPS on surfaces of the
three specimens.

Table 2.6 Summary of peak-fitting results
Sputter
time

Totally
removed
thickness
0

Electropolished
Ni
Adsorbed C
compounds,
NiO, Ni2O3 or
Ni(OH)3,
no Ni3C

Adsorbed H2O,
adsorbed O2
Adsorbed C
compounds, no
Ni3C

1 min

~0.9 nm

Adsorbed H2O,
adsorbed O2,
Ni2O3 or Ni(OH)3
No carbon

2min

~1.2 nm

Adsorbed C
compounds,
NiO, Ni2O3 or
Ni(OH)3;
no Ni3C
Adsorbed C
compounds,
NiO, Ni2O3 or
Ni(OH)3
Ni3C
Ni

No
sputter

15 min

~2 nm
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Al2O3 polished Ni Silica polished Ni

Adsorbed H2O,
adsorbed O2,
Ni2O3 or Ni(OH)3
No carbon
Ni

Adsorbed H2O,
adsorbed O2,
Adsorbed C
compounds,
Ni2O3 or
Ni(OH)3; no Ni3C
Adsorbed C
compounds,
NiO, Ni2O3 or
Ni(OH)3
no Ni3C
Adsorbed C
compounds,
NiO, Ni2O3 or
Ni(OH)3
Ni3C
Ni

2.4.2.3 Estimating the thickness removed by sputter
To estimate the amount of surface removed by sputtering, XPS theory for the inelastic
mean free path (IMFP was used. IMFP is a measure of the average distance travelled by
an electron through a solid before it is inelastically scattered. It is dependent upon the
initial kinetic energy of the electron and the nature of the solid (but most elements show
very similar IMFP vs. energy relationships).
The IMFP is actually defined by the following equation which gives the probability of
the electron travelling a distance, d, through the solid without undergoing scattering
(2-5)

P(d) = exp ( - d / λ )

where λ is the IMFP for the electrons of energy E (note : λ = λ(E). This inelastic mean
free path of electrons in the solid is, of course, completely unrelated to the mean free
path in the gas phase once they escape from the solid).
We can now consider a situation where a substrate of one material, B, is covered by a
thin film of a different material, A (Figure 2.13). The XPS signal from the underlying
substrate will be attenuated (i.e. reduced in intensity) due to inelastic scattering of some
of the photoelectrons as they traverse through the layer of material A.

Figure 2.13 Thin film model
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The probability of such a scattering event for any single photoelectron passing through
this layer is simply given by:
(2-6)

P = exp ( - t / λ )

where: t is the thickness of the layer of material. It follows that the overall intensity of a
XPS signal arising from B is reduced by this same factor, i.e., if the intensity of this
signal in the absence of any covering layer is Io, then the intensity I in the presence of
the overlayer is given by :
(2-7)

I = Io exp ( - t / λ )

We assume that the A layer includes the adsorbed material and the compound consisting
of O and Ni (such as NiO, Ni2O3, Ni(OH)3); B is the bulk Ni; and that the A layer is
homogenous and uniform. To estimate the removed thickness after X minutes of
sputtering, the intensity of the Ni 2p3/2 peak at the condition of no sputter is used as I,
and the intensity of Ni 2p3/2 peak at the condition of X minutes of sputtering is used as I0.
The removed thickness after 1 minute of sputtering is about 0.9 nm, after 2 minutes of
sputtering is about 1.2 nm, after 15 minutes of sputtering is about 2 nm (Tables 2.5 and
2.6). Since the adsorbed layer was still detected by XSP on the three specimens after
2minutes of sputtering, the adsorbed layer at least is 1.2 nm thick (Table 2.6). Thus the
thickness of Ni compounds layer, under the adsorbed layer, is at most 0.8nm).

2.4.3 Summary of XPS analysis
XPS result clearly demonstrates that the polishing particles in slurry were not embedded
in sample surface. Despite of some minute differences among the XPS results for the
three specimens, there is common structure of the top surface for them before sputtering:
an adsorbed layer with a thickness that was estimated to be greater than 1.2nm and a
layer of Ni compound with a thickness less 0.8nm on the top surface, such that the total
thickness of the two layers is about 2nm (Figure 2.14); the adsorbed layer contains
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compounds consisted of O, C, and H, such as H2O, O2, CO2, CH3COCH3, and some
surfactants from slurry; the layer of Ni compounds may contain NiO, Ni2O3, and
Ni(OH)3.

Figure 2.14 The surface layers of Ni samples
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Chapter 3 A robust process for hardness
measurement by nanoindentation
To obtain reliable and meaningful mechanical measurements at nanometer scales
requires stringent experimental techniques coupled with careful data analysis.
Continuous stiffness measurement (CSM) is a very convenient technique for
continuously measuring hardness and elastic modulus at small depths in nanoindentation
experiments. However, it was reported that CSM can produce large errors when applied
at small depths in many materials, especially soft materials [60]. In addition, Durst
reported the problem that CSM hardnesses at small depths are significantly smaller than
those of the load/unload method (CSM off), but are similar at larger depth [61]. We
sought to devise an experiment at the outset that would minimize the experimental
uncertainties. Since the indentation hardness is defined as the load, which creates the
indentation impression, divided by its projected area, the experimental uncertainties are
in the measurement of the load and the projected area. Of these two, historically the
largest uncertainties have been in area measurement. To develop a robust method for
hardness measurements, the influencing factors for hardness measurement were carefully
examined in this work.

3.1 Instrumental compliance
Compliance usually refers to the elastic compliance or stiffness of the indentation
test instrument (although it often refers to the compliance of the indenter as well). When
load is applied to the indenter, an equal and opposite reaction force is applied to the
instrumental load frame. The resulting deflection of the frame (usually in the order of
nanometers) is registered by the depth sensor and thus, unless corrected for, introduces
an error into the load-displacement curve obtained for a particular specimen. The
stiffness of the load frame is taken to be a single value (i.e., a linear spring). The depth
output resulting from the indenter reaction force is thus linearly dependent on the applied
load. Thus, once the compliance of the instrument is known, the displacement of the load
frame, which is the product of the compliance and the indenter load at each load
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increment, can be subtracted from the total depth readings so that the depth readings only
refer to the localized deflections arising from the contact. It is desirable to have the
compliance of the instrument as low as possible so that the correction is not large portion
of the displacement (i.e., high signal to noise ratio). The validity of the compliance
correction relies solely on the determination of an accurate value of the instrument
compliance. A common fault is to arrive at a value of compliance for contact on, say, a
fused silica specimen without checking to see that this value provides consistent values
of modulus for stiffer materials (such as silicon or sapphire), for which the deflection of
the load frame can be a large proportion of the overall depth signal (these latter materials
having a large value of elastic modulus than fused silica). It is important to note that the
compliance referred to here does not apply to the localized deflection of the indenter due
to the indentation into the specimen. This deflection is accounted for by the use of the
“combined” or “reduced” modulus in the analysis procedure.
The value of compliance can be obtained by a number of methods. In one method,
a series of indentation is made into a series of specimens for which the elastic modulus is
well known. A plot of dh/dP vs. 1/hp yields a straight line whose intercept is the
compliance of the instrument. The compliance of the instrument used in this research:
Nominal AC KLF:

1.71x105 N/m

Nominal DC KLF:

1.645x105 N/m

During the course of this research it was found that the influence of compliance on
hardness measurement was insignificant, evidence for this will be presented later.

3.2 Thermal drift correction
Thermal drift correction seeks to adjust the measured displacements to account for
small amounts of thermal expansion or contraction in the test material and/or indentation
equipment. In all our nanoindentation experiments, near the conclusion of the
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indentation experiment, the indenter was held at a small constant load for at least 50
seconds. Displacement changes measured during this period were attributed to thermal
expansion or contraction in the test material or indentation equipment, and a drift rate
was calculated, say in nm/sec. All the displacements were then corrected according to
the time at which they were acquired. For example, if the indenter continues to penetrate
the material at a rate of 0.05 nm/sec while the load is held constant, then a displacement
measurement acquired 20 seconds into the experiment is corrected by -1.0 nm. This
change may or may not be significant, depending on the displacement magnitude.
Typical values for thermal drift in all our experiments were less than 0.05nm/sec.
The thermal-drift correction primarily affects the calculated contact area by
affecting the contact depth. It also affects the calculation of the contact stiffness from the
slope of the unloading curve.
To take full advantage of the fine displacement resolution available, several
precautions were taken in choosing and preparing the testing environment. Uncertainties
and errors in measured displacements arise from two separate environmental sources;
Vibration and variations in temperature that cause thermal expansion and contraction of
the sample and testing system. The nanoindenter device sits on a vibration isolation
table, and the table is placed on a quiet, solid foundation. The isolation cabinet in which
the instrument is enclosed provides some thermal stability, and the room temperature
was controlled to within ±1ºF

3.3 Area function calibration
Nanoindentation has proven to be one of the most practical and effective smallvolume mechanical testing methods through its successful application to a range of
materials. The method developed by Oliver and Pharr has become the widely accepted
method for nanoindentation data analysis and interpretation. Central to nanoindentation
data analysis is the precise determination of the indenter shape, which is known as the tip
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shape calibration. Oliver and Pharr proposed a greatly simplified tip shape calibration by
circumventing the need to directly image the tip shape, which was a difficult but
necessary component of previous indentation methodologies. In the Oliver and Pharr
(O&P) method, the indenter shape is indirectly measured by indenting into a smooth,
isotropic material of known mechanical properties (such as fused silica) and interpreting
the indenter response. To perform a tip shape calibration, Oliver and Pharr introduced
the polynomial tip shape function:
1

1

1

1

1

Ac ( hc ) = A0 hc2 + A1 hc + A2 hc 2 + A3 hc 4 + A4 hc 8 + A5 hc 16 + A6 hc 32 +
1

1

A7 hc 64 + A8 hc 128 + ....

(3-1)

where Ac is the contact area (normal to the axis of indentation), hc is the contact depth,
and Ai (i = 0, 1, 2, 3, 4, . . .) are fitting parameters.
The area function was carefully calibrated using the Oliver-Pharr method with
fused silica before and after each nanoindentation size effect measurement. The
calibration process involves making a series of indentations on fused silica. To avoid
interference, successive indentations were separated by at least 20 to 30 times the
maximum penetration depth when using a Berkovich indenter. The primary use of the
fused silica calibration sample is as a standard for measurement of modulus and
hardness. The theoretical modulus for fused silica is 73 GPa. The hardness is slightly
greater than 9 GPa. Since fused silica is amorphous and homogeneous, the hardness and
modulus should not vary with depth. In addition, fused silica is non-reactive and stable,
so surface effects are negligible if the surface is free of debris and moisture. With the use
of a contact area and a first-order correction, the geometry (asperities) and material
effects can be experimentally separated. The terms are separated using the S2/P approach
assuming a constant elastic modulus [98]. In this case, because the elastic modulus
values are relatively constant for all displacements, the correction can be applied. For
general indentation mechanics, the S2/P can be derived:
S 2 4 E *2
=
P π H
1 1 − υ 2 1 − υ '2
=
+
E*
E
E'

(3-2)

(3-3)
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Where P is the load, S is the stiffness, H is the hardness, E* is the reduced elastic
modulus, E is the elastic modulus of specimen, E’ is the elastic modulus of indenter, ν is
the Poisson’s ration of the specimen, ν’ is the poisson’s ratio of the indenter.
E, ν, and H are constant for fused silica, and E’and ν’ are constant for a diamond
indenter, so S2/P is a constant, i.e. S2/P is independent of indentation depth. In data
process, the frame stiffness (AC) and the harmonic frame stiffness (DC) were adjusted to
make S2/P level in its plot vs. displacement into surface (Figure 3.1). The original frame
stiffness value of the machine is 1.71E+5, and the original harmonic frame stiffness is
1.645E+5. The Frame Stiffness Correction is -7.700E+3, and Harmonic Frame Stiffness
Correction is -2.45E+4. Then, output data in excel style from nanoindentation device
was used to calibrate the area function by software Analyst (MTS). Figure 3.2 is the
output of area function parameters. This area function is valid in the range from 20nm to
280nm. When the indentation depth is less 20nm, this area function cannot be used.
Since the depths of nanoindentation experiments sometimes over 280nm, it is necessary
to extrapolate the area function to depth over 280nm. Figure 3.3 is the plot of
log10(Contact Area) vs. log10(Contact depth) for comparison of the fitting area function
and its extrapolation with the ideal area function for perfect Berkovich tip. The ideal area
function is the lead term of the fitting area function, i.e. 25.03hc2. The black dotted line is
the plot for the ideal Berkovich indenter; the red dotted line is for the fitting area
function, and the green line is for its extrapolation. It is obvious that when the contact
depth is over 200nm, the red line begins to overlap with the black line. This means that
difference between the fitting area function and the ideal tip function is becoming very
tiny at the depth over 200nm, although the difference at shallow depth is significant. It is
clear that the green line overlaps the black line, indicating the extrapolation of the fitting
area function is a good approach to the ideal tip area function at large depth. This also
displays the extrapolation is reasonable.
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Figure 3.1The S2/P of fused silica measured by nanoindentation vs. indented depth

Figure 3.2 The coefficients of the shape function decided from the area function
calibration
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Figure 3.3 comparison of the fitting area function with the ideal area function for perfect
Berkovich tip

3.4 Tip radius calibration
The DCM indenter is a brand new sharp tip with a nominal tip radius of 50 nm. Figure
3.4 is an image of the brand new tip, obtained by ADE Phaseshift MicroXAM® threedimensional non-contact optical system.
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Figure 3.4 Image of the brand new DCM tip, obtained by ADE Phaseshift MicroXAM®
three-dimensional non-contact optical system

The tip radius of the indenter was determined by making indentations in an annealed
single crystal of tungsten - an elastically isotropic material with a Young's modulus E =
410 GPa and Poisson's ratio ν= 0.28 [99]. The tungsten crystal exhibited nanoindentation
pop-in at depths of about 13 nm (Figure 3.4), and the load-displacement data up to that
point well-described by Hertzian spherical contact [74].
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(3-4)

where E* is the effective indentation modulus and R is the radius of the Berkovich
indenter tip. The effective indentation modulus is related to the Young’s moduli, E, and
Poisson’s ratio, ν, of the sample (s) and indenter (i) through the relation:
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1 1 −ν s2 1 − ν i2
=
+
Es
Ei
E*

(3-3)

Using procedures similar to those described by Shim et al, and assuming that E = 1141
GPa and ν= 0.07 for the diamond indenter, Hertzian fitting was done with the software
package Origin using the function
  $ #  %&
where
surface.

a=

(3-5)

4 *
E R , c=1.5 (fixed), and b represents the contact effect of the tip with W
3

In Figure 3.6, the black curve is the elastic part of the P-h curve in Figure 3.5, and the
red curve is the Hertz fitting. The values of parameters a and b are 0.00303 mN and
9 a2
0.74649 nm respectively. Using R =
, the tip of the indenter was found to be well
16 E *2
described as a sphere with radius R = 50 nm for indentation depths up to 30 nm. This
covers the range of pop-in depths observed in the current study.
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Figure 3. 5 Nanoindentation load-displacement curve showing the pop-in behavior of
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Figure 3.6 Hertz fitting (red) of the elastic portion (black) of P-h curve in Figure 3.5

3.5 Continuous Stiffness Measurement on and off
As mentioned in the Introduction part, turning on and off the continuous stiffness
measurement system (CSM) may have a great influence on ISE measurements. CSM is a
convenient technique for measuring hardness and elastic modulus at small depths in
nanoindentation experiments. An important advantage of the technique is that it allows
basic mechanical properties like hardness and elastic modulus to be evaluated
continuously as the indenter is driven in during loading, as opposed to the load-unload
technique, which applies only to one specific depth as in the original Oliver–Pharr
method, or the partial unloading methods that have been developed for spherical
indentation by Field and Swain [100, 101]. CSM is usually implemented by applying a
small, sinusoidally varying load to the primary load signal and measuring the amplitude
and phase of the displacement oscillation at the same frequency by means of a
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frequency-specific amplifier. The stiffness, which for an elastic contact is given by the
ratio of the load amplitude to the displacement amplitude, can then be measured
continuously during the loading cycle. By means of feedback control, the technique can
also be implemented for experiments performed at constant displacement oscillation
amplitudes, which are typically 1 or 2 nanometers. A basic assumption underlying
almost all CSM measurements is that the amplitude of the oscillation is small enough
that its effects on the overall loads and displacements can be ignored. As a result, the
standard 1 or 2 nanometer oscillation has often been used to measure hardness, H, and
elastic modulus, E, to depths as small as 20 nm. Pharr and Strader [60] found that
significant errors were observed in the nanoindentation measured properties, especially
the hardness, at penetration depth as large as 100nm, as the amplitude of the oscillation
was increased. As a result, the effect of the oscillation amplitude was carefully
examined in this work.

CSM-on, CSM-approach and CSM-off modes were employed in the hardness
measurement of electropolished Ni (100), fused silica, and electropolished W (100). The
CSM-approach mode refers to using the CSM when the indenter approaches the
specimen surface, but after the indenter contacts the specimen surface, the CSM is off. In
CSM-on mode, the CSM is on during the entire indentation process. For CSM-off mode,
the CSM is always off during the process. Fifteen independent hardness measurements
were taken on electropolished Ni for each mode, and the average results with errors are
plotted in Figure 3.7. The black dotted line corresponds to CSM-on measurement. The
red and green discrete data points correspond to CSM-approach and CSM-off. Since
CSM-approach and CSM-off can only measure the hardness from unloading curve, only
a few data points can be obtained. The red and green data points overlap or are very
close to the black dotted line, which indicates that the results measured by the three
modes are consistent. This consistency was observed for fused silica and electropolished
W(100).
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Figure 3.7 The statistical results of ISE measurements on electro
electropolished
polished Ni (100) by
three different methods: CSM
CSM-on, CSM approach, and CSM--off

Figure3.8 The load-displacement
displacement curves for CSM
CSM-on
on with different oscillation
amplitudes on electropolished Ni(100). Loss of contact and tapping emerges when the
amplitude is over 2nm.
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Figure 3.9 CSM hardness measurements on electropolished Ni(100) with amplitudes in
the range 0.25-2nm
The basic quantities measured in a nanoindentation test are the load on the
indenter, P, the displacement of the indenter, h, and the stiffness of the contact, S, as
measured by CSM techniques or from the initial slope of the unloading data. We now
focus on these quantities and how their measurement is influenced by the CSM
displacement oscillation amplitude. Figure 3.8 shows the load–displacement curves
obtained experimentally for each of 6 nominal amplitudes: 0.25, 0.5, 1.0, 2.0, 3.0 and 5.0
nm on electropolished Ni (100). Each curve in Figure 3.8 is the average of a batch of 15
raw loading curves from experiments with the same amplitude. It is clear from the data
in Figure 3.8 that the amplitude has a significant effect on the P–h curves. The curves for
the 3 and 5 nm amplitudes are lower than those for 0.25-2 nm amplitudes when the depth
is less than 275nm. The curves for 0.25-2nm amplitudes seem to overlap, and generally
look the same. When the oscillation amplitude increases from 2 to 5 nm, the P-h curve
shifts to lower. Pharr [60] showed that the data with the CSM off (amplitude = 0nm)
represent the true behavior, and that the net effect of the CSM oscillation is to move the
curves downward, as if the force on the specimen at a given displacement were reduced.
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In addition, the degree to which the curves shifted downward increased with increasing
oscillation amplitude. Although the trend is insignificant for amplitude in the range of
0.25-2nm, the trend becomes significant when amplitude is over 2nm, and due to loss of
surface contact and tapping during the oscillation, this produces a totally erroneous
hardness measurement within a depth of a few hundred nanometers. Thus, the best
choice of amplitude for hardness measurements on Ni was less than 2nm. The curves for
the 3- and 5-nm amplitudes terminate at smaller displacements than the others is due to
the fact that the testing system cannot apply enough force to maintain these large
oscillations when the contact stiffness becomes large at large depths. The data have been
discontinued at the point at which this happens.
Although there is not a loss of contact and tapping for oscillation amplitude in the
range of 0.25-2nm, the effect of amplitude on hardness measurement needs to be
carefully checked. Figure 3.9 is the average results of CSM hardness measurements on
electropolished Ni for amplitudes 0.25, 0.5, 1 and 2nm. When the depth is over 50nm,
the four curves seem overlap, and look like the same. This demonstrates that the
influence of amplitude (0.25-2nm) on hardness measurement is very insignificant when
indentation depth is greater than 50nm. But the influence of amplitude becomes
significant when the indentation depth is less than 30nm: with reduced depth, the
hardness tends to increase with an increase in amplitude from 0.25nm to 2nm.

3.6 Surface detection
Nanoindentation is usually referred to as depth-sensing indentation because the
technique usually involves the measurement of load and depth using instrumental
indentation instruments. The depth of penetration has to be measured from the specimen
free-surface. In order to “zero” the depth sensor, it is necessary to bring the indenter into
contact with the specimen surface at a very small initial contact load. When the initial
contact load is reached, the depth sensor output is set to zero. This becomes the depth
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reference point for the load-displacement curve subsequently obtained. However, at the
initial contact force, there is also a very small penetration. This is not accounted for in
the depth readings, so with respect to the specimen free surface, all the depth readings
have to be increased a small amount to account for the initial penetration. This is done by
fitting the load-displacement curve to a smooth polynomial and extrapolating to zero
force. The resulting depth offset is then the “initial penetration” and is added to all the
depth readings as a correction.
The surface find test segment in the nanoindentation software is completed during the
first test on a sample or when the tests are located over 100um apart; not all tests require
a surface find. Both methods (with or without CSM) start with a surface find in which
the indenter approaches the surface of the sample at a high rate of speed well removed
from the actual test location (the default value for the approach location is 50um in the x
and y directions from the testing location). The second part of the surface find is a slower
approach in which the system better characterizes the surface location. This second
surface find is completed at a location that is 50% closer to the actual test site than the
fast surface find. When the second approach detects the surface, the system then waits
for the thermal drift to stabilize below a given value (the default thermal drift is
0.05nm/s). Then, the Surface Approach Test Segment starts and the final approach takes
place at the test site at a rate designated by the Surface Approach Velocity. From this
point on, the two indentation processes differ. The diagram below shows the Surface
Approach Segment.
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Figure 3.10 Surface find test segment
Surface detection also is influenced by the surface roughness.

3.7 Location
Location of the specimen in the nanoindentation specimen tray has some influences on
the measured frame stiffness. To assess these effects, hardness measurements were
carried out at different locations in the same electropolished Ni (100) specimen to make
sure that the results and conclusions were not affected. Five positions (Figure 3.11) were
chosen for testing the influence of location on nanoindentaion measurement. Figure 3.12
is the average results of hardness measurement at the different locations. The results are
very consistent when the indentation depth is over 50nm, but for depth less 40nm,
location influences are complex and cannot be neglected.
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Figure 3.11 Five positions for specimen location influences on frame stiffness
measurement

Figure 3.12 The average results of hardness measurements at different locations
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3.8 A robust process for hardness measurement and
data evaluation
The results above demonstrate that location, CSM on/off, and amplitudes (0.252nm) all can influence hardness measurement by nanoindentation. There are other
factors that influence hardness measurement as well. According to the following
formula, modulus (E), S2/P and stiffness (S) are possible influencing factors for hardness
measurement.

(3-2)

S 2 4 E *2
=
P π H

S=

dP
= 2E *
dh

(3-6)

A
p

(3-7)
S π
2β A
Since modulus should be independent of indentation depth, h, for bulk materials, a

E* =

good data evaluation process is to adjust the frame stiffness and harmonic frame stiffness
to make E (or E2/P) level or to make the stiffness S become linear with depth. The
adjustment of frame stiffness and harmonic frame stiffness is equivalent to a change of
load frame compliance. Thus, load frame compliance (C) is also an important factor for
hardness measurement.
In data analyses procedures, the frame stiffness and harmonic frame stiffness can
be adjusted. Instrumental compliance produces a critical influence on the measurements
of harmonic stiffness (S) (Figure 3.13), modulus (E) (Figure 3.14), and S2/P (Figures
3.15). S, E and S2/P change dramatically with the adjustment of frame stiffness and
harmonic frame stiffness. But instrument compliance shows an insignificant influence on
hardness measurement (Figure 3.16). In Figure 3.16, the hardness shows only a very
small change with the adjustment of frame stiffness and harmonic frame stiffness. That
means hardness is not sensitive to the changes of E, S2/P and S. These demonstrate that
errors in S, E, and S2/P are relatively unimportant in hardness measurement. Rather,
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errors in Load (P), area function, and surface detection are the main factors that affect
hardness measurement.
In general, the hardness measurements of Ni (100) as measured using the procedures

Modulus (GPa)

here are relatively robust.
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Figure 3.13 The effect of frame stiffness on modulus (E) measurement
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800

Figure 3.14 The effect of frame stiffness on the measurement of harmonic contact
stiffness (S)

Figure 3.15 The effect of frame stiffness on S2/P measurement
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Figure 3.16 The effect of frame stiffness on hardness measurement
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Chapter 4 Influences of sample preparation on
pop-ins behavior and statistical characterization
of surface mechanical state
4.1 Pop-in measurement and tip calibration
Pop-in measurements were conducted at room temperature (~20°C) using a
Nanoindenter XP® (Nano Instruments Innovation Center, MTS Corporation, Knoxville,
TN) equipped with a spherical indenter with a nominal radius of 500nm. Displacements
(h) and loads (P) were measured with a resolution of 0.16 nm and 0.3 µN, respectively.
CSM was turned off to avoid complications caused by local oscillations. In each pop-in
measurement experiment, indentations were made at a constant displacement rate of 2
nm/s at a location in the center of the sample, with the indents spaced 20 µm apart. The
loads at which the first pop-in occurred were extracted from each set of loaddisplacement data. The minimum measureable pop-in load was about 10 µN, below
which it was assumed that pop-in did not occur.
The indenter used for these experiments was a brand new tip with a nominal radius
of 500nm. The tip radius of the indenter was determined by making indentations in an
annealed single crystal of tungsten - an elastically isotropic material with a Young's
modulus E = 410 GPa and Poisson's ratio ν= 0.28 [99]. The tip radius was determined to
be in the range between 250 and 430nm for elastic contact at depth in the range 10nm to
30 nm.

4.2 Results and Discussion
Table 4.1 is the summary of polishing procedures including type of polish, amount of
material removed, and the fraction of indents exhibiting a detectable pop-in. Pop-in was
observed and measurable in all 100 indents made on the electropolished surfaces (Table
4.1), but when the surface was subsequently damaged with 0.06 alumina, the pop-in
completely disappeared and was replaced with elastic-plastic deformation down to the
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smallest measurable depths and loads. Removal of the damaged layer with colloidal
silica polishing caused the pop-in to return in stages. After 8 hours of colloidal silica
polishing, pop-in was not observed, although the amount of material removed was
approximately 112 nm, estimated by the result in Chapter 2 that the colloidal silica
polishing removed material at a constant rate of about 13nm/hour. Polishing for 30 hours
was sufficient to increase the pop-in probability to 100%, and this was retained with all
further colloidal silica polishing up to 96 hours. At a certain silica polishing time
between 8 and 30 hours, pop-in should be frequently but not always observed, but these
polishing times were not included in the experiments.

Table 4.1 Summary of polishing procedures including type of polish, amount of material
removed, and fraction of indents exhibiting a detectable pop-in.
Polishing Step
Number

1st electropolished

Amount
of
material
removed

Number
s of
Indents

Number
of Indents
Exhibitin
g pop-in

Fraction
of Indents
Exhibiting
Pop-in

Mean of
pop-in
load
(mN)

Standard
deviation
of pop-in
load (mN)

~100µm

100

100

100%

0.4678

0.2448

100

0

0%

0

0

0

0

Alumina polished
(0.06µm)
8 hours silica
polished

104nm

100

0

0%

30 hours silica
polished

390nm

100

100

100%

96 hours silica
polished

1248nm

100

100

100%

0.6245

0.2754

2nd electropolished

~4-5µm

100

100

100%

0.4182

0.2106
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0.3711

0.1749

To more closely examine the statistical nature of the pop-in events, Figure 4.1
presents a plot of the cumulative probability of pop-in as a function of the pop-in load
for all of the polishing steps. Note that since no pop-in was observed for the specimens
polished with the alumina slurry, or more accurately, the pop-in load was less than the
smallest measurable load of 10 µN, the cumulative probability curve is shown as a
vertical band from 0 to 10µN load.
The first feature of interest in Figure 4.1 is that data for the 96 hour silica polished
surface are at the extreme right of the plot (curves 5), indicating that the highest pop-in
loads occur in this condition, while the data for the 30 hour silica polished surfaces are to
the left of the electropolished curve. The exact reason for this is unclear. At the
beginning, we thought that this may be caused by the embedding of silica particles in Ni
surface during polishing. But the XPS results clearly demonstrate that there is no silica in
the surface. The XPS results show that there is an adsorbed layer (~1.2nm) and a Ni
compound layer (~0.8nm) on the top surface of the 96 hour silica polished specimen
which is very similar to electropolished surface (Table 2.6, Figure 2.13). Thus, the
adsorbed layer and the Ni compound layer are not the reason for the high pop-in loads of
the 96 hour silica polished specimen. AFM results show that the surface of 96 hour silica
polished specimen is much flatter than the electropolished specimen. So it is conceivable
that the reduction in roughness increases the pop-in load by removing local stress
concentrators.
The mean pop-in load for the electropolished surface is 0.4678 mN. According to
standard Hertzian analysis, the maximum shear stress (ɑmax) at pop-in can be determined
using ɑmax = 0.31P0, where
 

'() 
*+ ,



-

(4-1)

Using this relation, the mean of pop-in loads for the electropolished condition,
E*=181.8 GPa, and R=250-430nm, ɑmax is determined to be 11.26-7.85 GPa. Since the
shear modulus (Gs) of nickel is 73 GPa [99], the measured , ɑmax of 7.09 GPa is about
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G/6-G/9, which is in the range generally quoted for the theoretical strength of crystalline
metals (~G/5 — ~G/30) [102]. This confirms numerous other reports in the literature that
pop-in occurs when the ɑmax under the indenter approaches ɑtheo [4, 9, 10, 12, 15, 16, 23,
31, 103]. The electropolished surface behaves as if it was damage free, and the pop-in
process corresponds to homogeneous nucleation of dislocations in dislocation-free
material. Therefore, the indentation measurements on electropolished surface are
expected to reflect more closely the properties of the pristine material. While for the 96
hours silica polishing, the mean of pop-in load is 0.6245 mN, its ɑmax is determined to
be 12.40-8.64 GPa, which is larger than the ɑmax for the electropolishing. There must be
some unknown factors under this phenomenon.
On the other hand, when this surface is altered by polishing with 0.06 µm alumina,
the pop-in totally disappears, and the cumulative probability curve shifts all the way to
the vertical band on the left of Figure 4.1 (curves 2). This indicates that the small amount
of surface damage introduced by the alumina slurry produces defects that are sufficient
to fully suppress pop-in. Removing about 100nm of this layer by 8 hours of colloidal
silica polishing, curves 3, does not cause pop-in to recover. Removing about 400nm of
the damaged layer by 30 hours of silica polishing, curve 4, causes all pop-ins to be
observed. The pop-in loads are smaller than for the electropolished surfaces, indicating
that plastic deformation under these conditions is controlled by activation of near-surface
dislocations or other defects rather than by homogeneous nucleation. With more and
more colloidal silica polishing, the curves shift progressively to the right.
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Figure 4.1 The cumulative probability of pop-in as a function of pop-in load

Another feature worthy of note in the data in Figure 4.1 concerns the
reproducibility of the observations in electropolishing step. The pop-in behavior
observed for the 1st electropolished surface (curve 1) was almost recovered (curve 6).
Thus, the process of electropolishing is quite reproducible and repeatable.
The experimental observations presented here show how extraordinarily sensitive
nanoindentation pop-in behavior can be to surface preparation. Although the medium
used to damage the electropolished surfaces was a very fine polishing medium (0.06µm
alumina) that is often used to provide mirror-finish surfaces on metals, it totally destroys
all pop-in activity in Ni single crystals. Removing this damage with 0.02 µm colloidal
silica, whose polishing action is based on chemical and mechanical processes, causes the
pop-in to gradually recover, and then shifts the pop-in cumulative curve to shift
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progressively to the right. Long time silica polishing causes the pop-in cumulative curve
to move to the right of the electropolished curve (Figure 4.1). Careful studies of the exact
nature of the phenomenon by, for example, cross-sectional TEM could help to elucidate
the exact nature of the mechanism(s). However, whatever the mechanism, it is clear that
nanoindentation pop-in is extremely sensitive to surface preparation details, and
experiments using pop-in to measure quantities such as the theoretical strength must be
performed with the utmost care. The observations also suggest that the detailed statistics
of pop-in behavior may prove useful in characterizing the mechanical state of surfaces
and help in identifying when surface defects are present.
The XPS results in Chapter 2 demonstrate that near the top surface of each
polishing state, there is an adsorbed layer with a thickness that was estimated to be
greater than 1.2nm and a layer of a Ni compound with a thickness less 0.8nm, such that
the total thickness of the two layers was about 2nm. To assess the influences of the two
layers on pop-in behavior, the results form pop-in experiments done in vacuum without
these two layers should be compared to those obtained in this dissertation.

4.3 Conclusion
In sum, with a decreasing thickness of the surface deformation layer of single crystal
Ni, pop-in events start to appear, and the cumulative probability increases until it reaches
100%. The cumulative probability curve shifts to the right with an increase of colloidal
silica polishing time. Long time silica polishing causes the cumulative probability curve
to shift to the right of the electropolished curve. The adsorbed layer and the Ni
compound layer on top surface with a total thickness of about 2nm have no influence on
the pop-in behavior. The surface mechanical state of each polishing step can be
characterized or described by the detailed statistics of pop-in behavior.
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Chapter 5 Influence of sample preparation on the
indentation size effect
In this chapter, indentation size effect (ISE) measurements were performed at different
polishing stages of the same specimen, and at the same time pop-in experiments were
also carried out. The ISE experiments presented here were done separate from the
experiments in Chapter 3. The ISE experiments were done several times, and all the
results were consistent with the results that follow.

5.1 Monitoring area function:
The area function for the DCM tip was determined by the Oliver-Pharr method and the
procedure discussed in Chapter 3. Figure 5.1 is an output of area function parameters.
This area function is valid in the range from 20nm to 280nm. It is clear that this area
function was different from that used in Chapter 3. When the indentation depth is less
20nm, this area function in Figure 5.1 cannot be used. Since the depths of
nanoindentation experiments were usually greater than 280nm, it is necessary to
extrapolate the area function to larger depths. Figure 5.2 is the plot of log10(Contact
Area) vs. log10(Contact depth) for comparison of the area function and its extrapolation
with the ideal area function for a perfect Berkovich tip. The ideal area function is the
lead term of the fitting area function, i.e. 24.53hc2. The black dotted line is the plot for
the ideal Berkovich indenter; the red dotted line is for the area function, and the green
line is for its extrapolation. It is obvious that when the contact depth is over 200nm, the
red line begins to overlap with the black line. This means that the difference between the
area function and the ideal tip function is very small at the depths over 200nm, although
the difference at shallow depths is significant. It is clear that the green line overlaps the
black line, indicating that the extrapolation of the area function is a good approximation
to the ideal tip area function at large depths. This also demonstrates that the extrapolation
is reasonable.
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Figure 5.1 The coefficients of the shape function determined from the area function
calibration

Figure 5.2 comparison of the area function with the ideal area function for a perfect
Berkovich tip
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The Oliver-Pharr method for measuring hardness and elastic modulus by
instrumented indentation techniques has been widely adopted and used in the
characterization of mechanical behavior of materials at small scales. The great advantage
of this method is that mechanical properties can be determined directly from indentation
load and displacement measurements without the need to image the hardness impression.
Although the method is very precise and refined, Sawa et al [104] found that the tip of an
indenter is easily changed in shape due to wear during the repeated indentation cycles.
To maintain the reliability of the results, it is necessary to periodically determine the
actual area function. The area function was monitored by indenting on amorphous fused
silica before and after each ISE measurement. The tip radius was also monitored by
indenting a single crystal W before and after each ISE measurement.
A great deal of data was obtained to monitor the indenter area function using the
same fused silica specimen. It is impossible to present all the data. Two of these datasets
were chosen for illustration: nanoindentation measurements on the same fused silica
specimen before and after all ISE experiments. Figures 5.3, 5.4, 5.5 and 5.6 present a
comparison of results for the two datasets. In Figure 5.3, the stiffness data measured after
all ISE experiments almost perfectly overlap those before all ISE experiments. In Figure
5.4, it is obvious that when the displacement into surface is over 50 nm, the S2/P data
obtained after the ISE experiments fluctuates closely to those obtained before the ISE
experiments, but at depths less than 50nm, the S2/P data obtained after ISE experiments
are a little higher. In Figure 5.5, when the depth is over 50 nm, the measured modulus
data after the ISE experiments overlap those before the ISE experiments; but at depth
less than 50 nm, the measured modulus data after the ISE experiments is a little higher.
In Figure 5.6, it is clear that the measured hardness after the ISE experiments almost
overlap those before the ISE measurements at depth over 50nm. The nanoindentation
measurements on the fused silica after the ISE experiments were thus reproducible
results with those before the ISE experiments when the depth was greater than 50nm,
Thus it is reasonable to assume that the area function for the indenter did not change
during the ISE experiment for depths over 50nm. The procedure for monitoring the tip
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radius also shows that the radius of the DCM indenter is around 100nm during the ISE
experiments.

5.2 Depth cut-off for ISE measurement
To obtain reliable and meaningful hardness measurement at shallow depth, there are
several factors to determine the cut-off depth, below which measurements are considered
unreliable.

5.2.1 Area function
The area function is valid from 20nm; thus hardness measurement at depth less than
20nm is not reliable. As mentioned above, the area function for the DCM indenter did
not change during the ISE experiment at depths over 50nm, thus the data truncation point
was increased from 20nm to 50nm.

5.2.2 Pop-in
In a load-controlled nanoindentation experiment, pop-ins are characterized by sudden
bursts of indentation displacement (Figure 1.1). During the pop-in process, the load is
constant, while the displacement increases. These will produce a totally erroneous
hardness measurement. Sometimes, there are several pop-ins in a load-displacement
curve. Thousands of load-displacement curves with pop-ins on silica polished or
electropolished Ni (100) were examined, and it was found that pop-in mostly took place
at depths less than 50nm.This is another reason that 50nm is a logical choice to the cutoff depth.

5.2.3 Surface detection
The error in surface detection is usually very small, and within a few nanometers.
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Figure 5.3 Comparison of measured stiffness of the fused silica specimen before and
after all ISE experiments

Figure 5.4 Comparison of the measured S2/P for the fused silica before and after all ISE
experiments
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Figure 5.5 Comparison of the measured modulus for the fused silica before and after all
ISE experiments

Figure 5.6 Comparison of the f measured hardness of the fused silica before and after all
ISE experiments
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5.2.4 Surface roughness
Surface roughness has an influence of surface detection, and further affects the data
truncation. The highest roughness (Rq) among the specimens used in this study was 5nm.

5.2.5 Tip radius
The tip radius of the brand new DCM indenter is 50nm (chapter 3). When the tip
radius is larger than the indentation depth, indenter tip radius effects must be accounted
for. To avoid the indenter tip radius effects, the displacement cut-off should not be less
than 50 nm.

5.2.6 Oscillation amplitude effect
The influence of oscillation amplitude (0.25-2nm) on hardness measurements is very
insignificant when indentation depth is greater than 50nm. But the influence of the
oscillation amplitude becomes significant when the indentation depth is less 30nm: with
reduced depth, hardness tends to increase with amplitude increases from 0.25nm to 2nm.

5.2.7 Location effect
When the indentation depth is over 50nm, the influences of locations are negligible
in hardness measurement. But for depth less than 40nm, location influences are complex,
and cannot be neglected (Chapter 3).
Taking all of the considerations above into account, the displacement cut-off point
was set at 50nm. When the depth is less than 50nm, the hardness measurement is
complex and not trustworthy. When the depth is greater than 50nm, the hardness
measurement is reliable.

5.3 Influence of sample preparation on the indentation
size effect
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Figure 5.7 The influences of sample preparation on ISE measurement
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Figure 5.7 shows a plot of the average hardness of a batch of 15 experiments as a
function of the indentation depth for several polishing steps. The first feature of interest
in Figure 5.7 is that the data for the electropolished surfaces (Curve 1 and Curve 6) are
the lowest on the plot, while the data for the Al2O3 slurry polished surface (Curve 2) are
the highest. The crystal used in our experiments underwent a long time anneal at 1200 ºC
in vacuum, so that the density of dislocations should be very low in the bulk. It is wellknown that mechanical polishing leaves a thin deformation zone on the surface which
may affect the hardness value, especially at the nano-scale. Electropolishing removed
~100µm of the surface, which should result in a mechanical-damage-free surface. As
mentioned in Chapter 4, pop-in was observed and measurable in all indents made on
electropolished surface (Figure 4.1). The measured maximum shear stress at pop-in was
about 11.26-7.85 GPa. The electropolished surface behaves as if it were damage free.
However, when the electropolished surface was subsequently damaged with Al2O3 slurry
polishing, a mechanically-damaged layer was produced and the pop-in completely
disappeared (Figure 4.1). The dislocation density in the mechanically-damaged layer is
higher than the bulk and the electropolished surface, which leads to a harder damage
layer. This accounts for the fact that the H-h curve for alumina polishing is higher than
that for the electropolished surface in Figure 5.7. This indicates that the small amount of
surface damage introduced by the alumina slurry produces defects that result in a
significant hardening, and are sufficient to fully suppress pop-in (Chapter 4).

From Figure 5.7, it is observed that the H-h curve gradually moves closer to that
for the electropolished surface with an increase of colloidal silica polishing time. The Hh data for 8 hours of colloidal silica polishing (curve 3) are the second highest, and it is
lower than the H-h curve for alumina polishing (Curve 2). The H-h curve for 30 hours of
colloidal silica polishing (curve 4) is much lower than Curve 3, but just a little higher
than the data for 96 hours of colloidal silica polishing (Curve 5). The H-h curve for 96
hours of colloidal silica polishing is a little higher than that for the electropolished
surface. The experimental observations presented here show how extraordinarily
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sensitive hardness measurement can be to surface preparation, just like pop-in behavior.
Although the medium used to damage the electropolished surfaces was a very fine
polishing medium (0.06µm alumina) that is often employed to provide mirror-finish
surfaces on metals, it totally destroys all pop-in activity in Ni single crystals and
produces hardening in the mechanically damaged layer. Removing this damage with
0.02 µm colloidal silica, whose polishing action is based on chemical and mechanical
processes, reduces the damage but never fully returns the material to the electropolished
state, since the H-h curve for 96 hours silica polishing is a little higher than that for the
electropolished surface. This suggests that the colloidal silica itself introduces some
mechanical damage and defects that still lead to hardening and reduce the pop-in
threshold. The thickness of the damage layer is between 400nm and 1250 nm (Chapter
5), which is about 7 to 20 times of the alumina particle size of 60 nm. According to the
XPS results in Chapter 2, the surface of the alumina polished specimen contains an
absorbed layer (~1.2nm), a Ni compounds layer (~0.8nm) (Figure 5.8). The total
thickness for the two layers was about 2.0nm, while the displacement cut-off point for
ISE measurements was about 50nm. So the influences of the two-layers on ISE
measurement did not exist.
It can be seen from Figure 5.7 and Table 5.1 that, with a decrease of indentation
depth, the hardness at each polishing stage increases. However, the hardness increase for
the electropolished surface is the smallest, and hardness increase of the alumina polished
sample is the largest. This demonstrates that hardness measurement at small depth is
very sensitive to the surface mechanical state.
At very larger depths, the hardness data of both the electropolished and the Al2O3
polished specimen should approach the same value. However, since the load limit of
DCM indentation head is 10mN, this point could not be reached.
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Table 5.1 Measured hardness at different depths for each polishing step
H at 500

H at 300

H at 200

H at 100

H at 50 nm

nm (GPa)

nm (GPa)

nm (GPa)

nm (GPa)

(GPa)

1 electropolished

1.29

1.45

1.60

2.01

2.47

Alumina polished

1.60

1.93

2.26

3.16

4.25

8 hrs silica polished

1.54

1.83

2.14

2.92

3.74

30 hrs silica polished 1.38

1.56

1.70

2.05

2.53

96 hrs silica polished 1.36

1.54

1.67

2.02

2.52

2nd electropolished

1.42

1.56

1.95

2.48

st

1.29

Figure 5.8 The surface layers of alumina polished specimen

5.4 Assess the Nix-Gao theory for ISE
The experimental results presented in this chapter are now used to access the Nix-Gao
theory for ISE. In the Nix and Gao model, the relationship between the hardness H and
depth ( H 2 = H 02 (1 +

h*
) ) can be rewritten as:
h

   270  %  1  23 4

56

%0  1  7$8 9:6

(5-1)
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where α is the Taylor factor (a constant), G is the shear modulus, b is the Burger’s
vector, ρs is the density of statistically stored dislocations, and θ is the indenter angle.
The first term here describes hardening due to the statistically stored dislocations and the
second term represents hardening due to the geometrically necessary dislocations created
during indentation. The relationship between H2 and 1/h should thus be linear. Figure 5.9
displays the experimental data plotted as H2 vs. 1/h. In this figure, it is obvious that the
datasets for the electropolished, alumina polished, 30 hour and 96 hour silica polished
surfaces are linear, indicating that the Nix-Gao model provides a reasonable description
of the data down to 50nm. The data set for 8 hours of silica polishing is also linear, but at
depths less than about 80nm, there is a small deviation. The extrapolated H2-intercept
(H02) and the slope (h*) for each of polishing steps are listed in Table 5.2.

Figure 5.9 the Nix Gao plots (H2 vs.1/h)
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Table 5.2 List of H02, H02h*, and h* for each polishing status
H02(=27α2b2G2ρs) H02h*(=40.5bα2G2tan2θ)

h* (nm)

1st electropolished

1.15

284.86

248

Alumina polished

0.70275

910.93

1296

8 hrs silica polished

1.017

718.65

707

30 hrs silica polished

1.525

265.42

174

96 hrs silica polished

1.38

276.75

201

2nd electropolished

1.14

263.80

231

5.5 Conclusion
In sum, the surface of the alumina polished specimen contains an absorbed layer with
a thickness about ~1.2nm, a Ni compounds layer of ~0.8nm thick, and a mechanically
damaged layer of ~400-1250 nm thick. With a decreasing thickness of the mechanically
damaged layer by colloidal silica polishing, the H-h curve gradually moves down from
the highest position for alumina polishing to the lowest position for the electropolished
surface. For each polishing steps, the measured hardness increases with the decrease of
indentation depth. However, the hardness increase for the electropolished surface is the
smallest, and hardness increase of alumina polished sample is the largest.
These results demonstrate hardness measurement at small depths is very sensitive to the
surface state.
The systematic experiment results are very consistent with the mathematical predictions
of the Nix-Gao model.
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Chapter 6 Summary and Future Work
Careful experiments were performed with a well characterized indenter to
systematically investigate the influences of sample preparation on the indentation size
effect and nanoindentation pop-in behavior in single crystal Ni. The Ni (100) surface
was prepared by electropolishing and then damaged in a controlled way by polishing
with alumina slurry (0.05 or 0.06 µm). The damaged layer with a thickness of ~400-1250
nm was systematically removed in steps by colloidal silica polishing (0.02 µm) with the
pop-in behavior statistically characterized by a MTS XP nanoindentation system, and the
depth dependence of the hardness measured by a MTS DCM Nanoindentor at each step.
AFM observations revealed that the electropolished surface was free from
scratches, and its roughness (Rq) was 4-5 nm (for a 4x4 µm area). Numerous scratches
were observed on the alumina polished and the colloidal silica polished specimens. The
scratches on alumina polished sample were usually wider and deeper than those on the
96 hour silica polished sample. The roughness (Rq) of the 96 hour silica polished surface
was 1-2nm (for a 4x4µm area), less than that of alumina polished surface (Rq: 2-3 nm
for a 4x4 µm area). Polishing with the smaller particle size led to lower roughness. To
get a better surface finish, it is a good choice to use small-size particle for the final
polishing step.
XPS results clearly demonstrate that the polishing particles in colloidal silica slurry
were not embedded in sample surface. There is common surface structure for each
polishing step: an adsorbed layer with a thickness that was estimated to be greater than
1.2nm and a layer of a Ni compound with a thickness less 0.8nm on the top surface, such
that the total thickness of the two layers is about 2nm. The adsorbed layer contains
compounds of O, C, and H, such as H2O, O2, CO2, CH3COCH3, and some surfactants
from the polishing slurry. The layer of Ni compounds may contain NiO, Ni2O3, and
Ni(OH)3.
Although there are many factors that affect nanoindentation hardness measurement,
errors in load (P), area function, and surface detection are the most important ones.
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However, the hardness measurement of Ni (100) as measured using the adopted
procedures here is relatively robust.
With a decreasing thickness of the surface damaged layer, pop-in events start to
appear, and the cumulative probability increases until it reaches 100%. The cumulative
probability curve shifts to the right with an increase of colloidal silica polishing time.
Long time silica polishing causes the cumulative probability curve to shift to the right of
the electropolished curve. The surface mechanical state for each polishing step can be
characterized by the detailed statistics of pop-in behavior.
To obtain reliable and meaningful hardness measurements at shallow depth, there
are several factors that determine the cut-off depth, such as area function, pop-in, surface
roughness, surface detection, tip radius, CSM oscillation amplitude, and indent location
effect. To minimize these effects, the displacement cut-off point was set at 50nm. When
the depth is less than 50nm, the hardness measurement is complex and not trustworthy.
When the depth is greater than 50nm, the hardness measurement is reliable and
repeatable.
With a decreasing thickness of the mechanically damaged layer by colloidal silica
polishing, the H-h curve gradually moved down from the highest hardnesses for alumina
polishing to the lowest hardnesses for electropolished surface. For each polishing
condition, the measured hardness increases with decreasing indentation depth. However,
the hardness increase after electropolishing stage is the smallest, and hardness increase
after alumina polishing is the largest. These observations demonstrate that hardness
measurement at small depths is very sensitive to the surface state. The experimental
observations are consistent with the mathematical predictions of the Nix-Gao model.
Additional work is needed to determine why long time silica polishing causes the
cumulative probability curve to shift to the right of the electropolished curve, and to
relate the observed pop-in behaviors and ISE observations to the surface dislocation
density at each polishing step.
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Appendix 1 How the data were collected
The data in the dissertation came from one single crystal Ni rod. The rod was cut
into many disc-shaped specimens along planes (100) by electrical discharge machining.
Four specimens were used for the data in Chapter 2. One specimen from the middle of
the rod was used for Chapter 3 data. Another specimen from the middle of the rod was
used in all the experiments in Chapters 4 and 5.
In Chapter 2, one of the four specimens was used to measure the thickness removed
by colloidal silica polishing. The depths of the Vicker indents (Figure 2.2) were
measured with surface mapping microscopy MicroXAM, which is a three-dimensional
non-contact scanning system. The vertical resolution of MicroXAM is 1 nm. The other
three specimens were used for roughness measurement (by AFM) and XPS

experiments.
In Chapter 3, the specimen from the middle part of the rod was employed to
investigate the influencing factors for hardness measurement and to develop a robust
process for hardness measurement.
In Chapters 4 and 5, another specimen from the middle part of the rod was used to
investigat the influences of sample preparation on indentation size effect and
nanoindentation pop-in behaviors at the same time.

A.1 Nanoindentation hardness measurement
experiments (Chapter 5)
The surface find test segment in the nanoindentation software is completed during
the first test on a sample or when the tests are located over 100um apart; not all tests
require a surface find. Both methods (with or without CSM) start with a surface find in
which the indenter approaches the surface of the sample at a high rate of speed well
removed from the actual test location (the default value for the approach location is
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50um in the x and y directions from the testing location). The second part of the surface
find is a slower approach in which the system better characterizes the surface location.
This second surface find is completed at a location that is 50% closer to the actual test
site than the fast surface find. When the second approach detects the surface, the system
then waits for the thermal drift to stabilize below a given value (the default thermal drift
is 0.05nm/s). Then, the Surface Approach Test Segment starts and the final approach
takes place at the test site at a rate designated by the Surface Approach Velocity.
Indentation size effect (ISE) measurements were conducted at room temperature
(~20°C) using MTS Nanoindenter XP with a dynamic contact module (DCM) head and
Berkovich diamond indenter tip. The displacement resolution of DCM is 0.0002 nm, and the
load resolution is 1 nN. The oscillation amplitude is 1nm. The maximum load of DCM is
10mN. To reach the system thermal balance and reduce noise, the experiments had 12

hours start delay and were run at night. The data acquisition frequency is 10 Hz. At a
location in the center area of the sample, the indents of a batch are an array of 5x3, and
space between two near indents is 20 µm. The sequences of the indents are listed in
Figure A1:

Figure A1 The sequences of the indents in a batch
To reduce the thermal drift and noise, the experiment had 12 hours start delay and
was run at night. Surface finding and waiting accounted for 30 minutes in a batch. Each
indent took about 10 minutes. Within an indent process, the measuring of depth
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simultaneously took place when the indent was pushed into the surface, which took 5-6
minutes. The process of the batch totally took about 180 minutes.
The nanoindentation data were analyzed with the software package Analyst. After
exporting my Testworks data to Excel, Analyst allowed me to compare test results from
different sample preparation stages. Analyst took the test level channels for each stage
and created an average channel or a summary sheet for each stage, depending on which I
specified in the Calculation dialog box (Figure A2). Analyst gave the average results
including mean and standard deviation.

Figure A2 The calculation dialog box of the software Analyst
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A.2 The measurement process within each indent
The detail of the measurement process within an indent is now described. At the
beginning of the experiment, the nanoindentation DCM head automatically managed to
find the surface of the sample. After it found the surface, it withdrew to the position
1000nm above the sample surface, and waited for the delay. When the delay was
satisfied, the DCM head moved to the programmed position (X, Y direction), and began
to approach the surface by feedback controlling. When the Surface Stiffness Criteria
reached 25 N/m, the DCM head considered the surface was found and the zero point of
the depth was set up. The indentation process on each single point was load control.
When the load reached the set-up value or the maximum limit, then the loading process
was finished, and unloading process began. Near the conclusion of the indentation
experiment, the indenter was held at a small constant load for at least 50 seconds.
Displacement changes measured during this period were attributed to thermal expansion
or contraction in the test material or indentation equipment, and a drift rate was
calculated in nm/sec. All the displacements at this point were then corrected according to
the time at which they were acquired. For example, if the indenter continues to penetrate
the material at a rate of 0.05 nm/sec while the load is held constant, then a displacement
measurement acquired 20 seconds into the experiment is corrected by -1.0 nm. This
change may or may not be significant, depending on the displacement magnitude.
Typical values for thermal drift in all our experiments were less than 0.05nm/sec. After
the thermal correction, the computer saved all the data, and the DCM head retreated to
the position 1000nm above the sample surface, and waited for the program command for
the next position.

A.3 What sources of variation does the standard
deviation capture?
Uncertainty of the results is a combination of uncertainties from many sources,
according to ISO-145771 (2002)-GUM. These may be separated into two categories:
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Type A and Type B. Type A corresponds to the uncertainty in measurements. Type B
corresponds to the uncertainty of the system itself.
A) Type A uncertainties include:
•

zero point detection and assignation;

•

measurement of force

•

measured displacement (including effects of ambient vibrations and magnetic
field strength changes);

•

fitting of the force-removal curve;

•

thermal drift rate;

•

contact area uncertainty due to surface roughness.

B) Type B uncertainties include:
•

force

•

displacement;

•

testing machine compliance;

•

indenter area function calibration values;

•

calibration drift due to uncertainty in temperature of testing machine and time
since last calibration;

•

tilt of test surface.

It is not possible to quantify all the separate contributions to the random uncertainty.
Estimate of combined Type A coefficient of variation (CV) (CV=standard
deviation/mean) may be obtained from the statistical analysis of repeated indentations
into the test material. Figure A3 lists the plot of CV vs. depth. Except for the alumina
polishing step, the CV is lower than 5% for all the other five polishing step. For the
alumina polishing step, CV is lower than 5% when the depths are larger than 125nm.
The CV for the alumina polishing step decreases from 11% to 5% when depth increases
from 50nm to 125nm.
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Figure A3 The combined Type A coefficient of variation for each polishing steps
We first consider the variation (Type B) that stems from the fundamental
calibrations of forces and displacement. The manufacture has determined the depth
relative uncertainty (UA(ξmax) /ξmax) (ξ is the sensed displacement):
for depth within 500nm
for depth within 1000nm
for all depth
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The manufacture has found that the largest relative uncertainty in the maximum
electromagnetic force is very small, <<0.07%.
A complete evaluation of the uncertainty shall be carried out in accordance with
ISO-145771 (2002)-GUM.
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Appendix 2 Statistical Analysis
1. Regression of “∆ removed thickness vs. ∆ polishing
time”:
Delta time=the time interval between two near polishing steps
Delta removed thickness=the removed thickness during the Delta time.
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Durbin-watson test: AutoCorrelation=-0.3226 and Prob(<DW)=0.7333>>0.05, thus the
data for the delta removed thicknesses are not shown a problem with autocorrelated.
Note: the p-value is for testing positive autocorrelation.
If we were performing a two-sided test, the p-value would still be 2(1-.7333), which is
still not significant
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2. Monitor area function before and after ISE
experiments:
The Overlay Plot is the comparison of the measured S2/P for the fused silica before
and after all ISE experiments. When depth was less than 50nm, the differences between
the two data sets were pronounced. When depth was over 50nm, the differences between
the two data were small and random. There is no statistical test for the results, because
there is no replication.
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3. Influences of sample preparation on indentation size
effect

The overlay plot of the Log10(hardness) vs. Depth clearly
demonstrates that the hardness curve for the 2nd electropolished
surface overlapped that for the 1st electropolished surface. The
consistent results for electropolished surfaces imply that the
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electropolishing step is reproducible and repeatable. The tiny
difference between the results for the electropolished surfaces
indicates the variation (or uncertainty) of the results.
The result of any polishing step highly depends on the
qualities of its former steps. All the data for the ISE measurement
are correlated. The following statistical analysis also proves this.
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Durbin-watson test: AutoCorrelation=0.9688 and Prob(<DW)=0.001<0.05, thus the
data for the delta removed thicknesses are highly autocorrelated.
Among the 5 data set, group 1(alumina polished, 8h silica polished) are significantly
different from group 2 (30h silica polished, 96 silica polished, 1st electropolished, 2nd
electropolished).
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