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Lors du fonctionnement d’un procédé de production ou de transformation, l’énergie thermique 
produite grâce aux combustibles n’est pas utilisée en totalité. Une partie de la chaleur est 
inévitablement rejetée. C’est en raison de ce caractère inéluctable qu’on parle de « chaleur fatale ». 
Disponible le plus souvent à des températures assez basses sa valorisation demeure délicate. Le mode 
de valorisation le plus courant reste aujourd’hui l’intégration du procédé dans un système plus 
complexe tel qu’un éco-parc ou un réseau de chaleur urbain et/ou son couplage avec le réseau 
électrique, donnant ainsi naissance à une véritable chaîne logistique de la chaleur fatale. Deux 
verrous majeurs freinent pour l’heure la généralisation de ce type de systèmes intégrés : la conception 
de la chaîne logistique d’une part, c’est-à-dire la définition des différents maillons depuis le 
fournisseur de chaleur fatale jusqu’à son utilisateur final (stockage, valorisation, transport …) et 
d’autre part la planification de ce système qui doit en effet tenir compte du caractère souvent 
intermittent de la disponibilité de la source, mais aussi de la variabilité de la demande.  
Dans ces travaux de thèse, une approche de planification de cette chaine logistique est introduite. 
Cette approche repose sur la formulation et la résolution d’un modèle de Programmation Non 
Linéaire Mixte (PNLM). Toutefois, pour faciliter le développement de ce modèle et son adaptation 
à différent types de chaîne de valorisation, une extension du formalisme ERTN (‘Extended Resource 
Task Network’) introduit dans des travaux précédents est proposée. L’EERTN (‘Energy Extended 
Resource Task Network’) permet notamment de rendre compte de manière plus fine de l’influence de 
la température sur les phénomènes physico-chimique complexes mis en jeu dans ce type de système 
et ainsi de proposer une planification du système conduisant à une réduction significative de la 
consommation de combustible primaire du système globale et à une exploitation efficiente de la 
chaleur fatale générée sur le site. L’approche est appliquée sur un cas d’étude constitué d’une unité 
industrielle dont les besoins en chaleur sont pourvus par une centrale de production d’utilité vapeur. 
Non loin de cette unité industrielle existe un réseau de chaleur urbain.  La chaleur fatale est 
constituée par les fumées issues de la chaudière de la centrale de production d’utilité. Dans cette 
étude, on supposera que la conception de la chaîne logistique visant à valoriser cette chaleur fatale 
a déjà été réalisée et qu’elle consiste à exploiter cette énergie pour subvenir à tout ou partie des 
besoins du réseau de chaleur urbain.  




When operating a production or a process, the thermal energy produced by the fuels is not entirely 
used. It is inevitable that a part of this heat will rejected. This part of the heat produced is known 
as "waste heat". Mostly available at low temperatures, its valuation remains delicate. The most 
common way of exploiting this energy is the integration of the process in a more complex system 
such as an eco-park or a district heat network and / or its coupling with the electricity network, 
giving rise to a real supply chain of waste heat. Actually, two major scientific locks restrict the 
generalisation of this type of integrated system. On the one hand, the design of the supply chain i.e.  
the definition of the various links from the supplier of the waste heat to its end user (storage, 
recovery, transport ...) is difficult. On the other hand, the planning of this system, which must take 
into account the often-intermittent nature of the source availability but also the variability of 
demand, is crucial. 
In this PhD thesis, a planning approach of this supply chain is established. This approach is based 
on the formulation and the resolution of a Mixed-Integer Non Linear Programming (MINLP) 
model. To facilitate the development of the model and its adaptation to different kinds of value 
chain, an extension of ERTN (Extended Resource Task Network) formalism, introduced in a previous 
work, is proposed. Mainly, the Energy Extended Resource Task Network (EERTN) framework 
provides a more detailed account of the influence of temperature on the complex physicochemical 
phenomena involved in the process. It proposes also a system planning leading to a significant 
reduction in the primary fuel consumption of the overall system and an efficient exploitation of the 
waste heat generated by the industrial site. The approach is applied to a case study consisting of an 
industrial unit whose heat requirements are provided by a steam utility plant. Not far from this 
industrial unit is a district heating network. The waste heat consists of the vapour from the boiler 
of the utility production plant. In this study, the design of the supply chain, able to exploit this 
waste heat, is assumed to be done and the problem consists to optimally plan the energy use of the 
district heating network. 
Keywords: Energy Planning, Waste Heat, EERTN, District Heating Netwo
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∆𝑇  Différence de température K 
𝑒  Epaisseur m 
𝜆  Conductivité thermique du matériau W/m/K 
𝑅  Résistance thermique K/W 
𝐹  Débit massique kg/s 
ℎ  Enthalpie spécifique massique (potentiel enthalpique) J/kg 
𝑄  Flux de chaleur W 
𝑃𝐶𝐼  Pouvoir calorifique inférieur (d’un carburant) J/kg 
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CHAPITRE – 1 CONTEXTE GENERAL 
DES TRAVAUX 
Dans le domaine de la valorisation énergétique, la première étape 
consiste à évaluer les flux présentant un potentiel de valorisation. La chaleur 
fatale est par définition un potentiel d’énergie valorisable. L’intégration de 
cette chaleur fatale dans une chaine logistique énergétique permet 
d’économiser une partie de la chaleur nécessaire à la satisfaction de la 
demande de certains consommateurs. C’est en substituant une partie de 
l’énergie produite par de la chaleur fatale (déjà produite par un autre 
système) que des économies peuvent être réalisées. Economie en combustible 
mais également en pollution. La conception de chaine logistique énergétique 
n’est pas une tâche simple, lier des producteurs de chaleur fatale à des 
consommateurs potentiels via la conversion, le transport et le stockage des 
flux pour les rendre accessible en type d’énergie, potentiel, puissance mais 
également en distance et en phase temporelle. Le recours à la planification a 




1.1. LA CHALEUR FATALE INDUSTRIELLE 
Consommant encore plus de 20 % de l'énergie en France, l'industrie dispose de nombreux gisements 
pour améliorer son efficacité énergétique (ATEE, 2015). Pour inciter les acteurs du monde industriel 
à maintenir un effort constant dans ce domaine, différentes mesures ont été prises dans le cadre d'une 
politique de maîtrise de l'énergie parmi lesquelles des dispositifs incitatifs (Certificats d'Economie 
d'Energie, prêts verts, Investissements d'Avenir ...), ou bien des mesures réglementaires.  Ainsi la 
directive relative à l’efficacité énergétique (Union Européenne, 2012), entrée en vigueur en décembre 
2012, exige des États membres qu’ils établissent des objectifs indicatifs nationaux en matière 
d’efficacité énergétique afin de garantir que l’Union atteindra son objectif clé de réduction de la 
consommation d’énergie de 20 % d’ici 2020. Pour l'industrie et en particulier les entreprises de plus 
de 250 salariés, cela se traduit par une obligation d'audit énergétique périodique (article 8 de la 
Directive) ou encore l'obligation pour toutes les installations d’une puissance thermique totale 
supérieure à 20 MW et soumises à autorisation au titre de la réglementation des installations classées 
(ICPE) de réaliser une analyse coût/avantage permettant d’évaluer l’intérêt de valoriser ses 
émissions industrielles à travers un réseau de chaleur ou de froid (legifrance, 2013). C'est aussi dans 
ce contexte qu'est apparue en 2011, la norme ISO 50001, relative au management de l'énergie. Elle 
propose aux organismes et entreprises du monde entier un cadre précis pour mettre en place un 
système de management de l’énergie (SMÉ) opérationnel et pérenne. Par ses objectifs et sa 
méthodologie, elle est complémentaire des normes ISO 9001 et 14001 dévolues respectivement au 
management de la qualité et au management environnemental. Sur la base d’un diagnostic 
énergétique préalable, la norme ISO 50001 offre les conditions et modalités d’une stratégie 
d’économie et de rationalisation conforme aux exigences du développement durable. Soumises aux 
variations du cours de l'énergie et aux réglementations environnementales sans cesse plus drastiques, 
les entreprises sont ainsi incitées à améliorer continuellement les performances énergétiques de leurs 
procédés. 
La Figure 1.1 adaptée d'un graphe proposé par l'ADEME (ADEME, 2017) représente le devenir des 
flux d'énergie thermique rencontrés sur un site industriel sous la forme d'un diagramme de Sankey 
et met ainsi en exergue les différents leviers susceptibles de concourir à l’optimisation énergétique 
des systèmes industriels.  
En entrée de ce diagramme est représentée l’énergie totale consommée par un site industriel, énergie 
souvent fournie par des combustibles fossiles par exemple. Une partie de cette énergie est considérée 
comme de la chaleur dite utile au système : il s'agit de la part de l'énergie thermique directement 
utilisée pour les besoins de la production. L’autre part, non négligeable, de l’énergie apportée est 
considérée comme de la chaleur dite fatale.   
D’après l’ADEME en effet (ADEME, 2017), « Lors du fonctionnement d’un procédé de production ou 
de transformation, l’énergie thermique produite grâce à l’énergie apportée n’est pas utilisée en totalité. Une 
partie de la chaleur est inévitablement rejetée. C’est en raison de ce caractère inéluctable qu’on parle de « 
chaleur fatale », couramment appelée aussi « chaleur perdue ». Cependant, cette appellation peut prêter 
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à confusion car, aujourd’hui, il existe divers leviers qui permettent de récupérer une partie de cette 
« chaleur fatale ». Ainsi, c’est seulement si elle n’est pas récupérée qu’elle est définitivement perdue.  
A titre d’illustration, une centrale nucléaire produit de l’électricité, à partir de la chaleur dégagée 
par la réaction nucléaire mise en jeu. Toute la chaleur n’est pas convertie en électricité. Le surplus 
est considéré comme chaleur fatale puisque l’objet premier est la production d’électricité. 
Considérons par ailleurs un four sidérurgique qui illustre la chaleur fatale telle que la décrit cette 
définition. Dans cet exemple, le métal est chauffé à hautes températures pour être malléable. Cette 
chaleur est produite grâce à la chaleur générée lors de la réaction de combustion (exothermique) d’un 
composé carboné. Pour que cette réaction soit continue, il faut apporter en continue de l’oxygène et 
du carburant (généralement du coke). La réaction génère des produits de combustion devant être 
évacués pour laisser place à de l’air riche en comburant. Les fumées chaudes produites par le procédé, 
et évacuées, peuvent alors être considérées comme de la chaleur fatale. Mais la chaleur contenue 
dans le métal chaud sortant est, elle aussi, de la chaleur fatale d’après cette définition, tout comme 
le laitier, car cette chaleur est inévitablement rejetée, donc considérée comme chaleur fatale. 
 
 
Figure 1.1. Leviers pour l’optimisation énergétique des systèmes industriels 
Comme le montre la Figure 1.1, il existe plusieurs leviers pour réduire globalement  la consommation 
d’énergie primaire et limiter le flux de chaleur fatale définitivement perdue :  
 Réduire le flux de chaleur utile pour la production, 
 Eviter de générer inutilement de la chaleur fatale, 
 Valoriser la chaleur fatale produite en interne 
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1.1.1. Réduire le flux de chaleur utile 
Le premier levier pour réduire la quantité d’énergie primaire apportée à une unité industrielle est 
d’améliorer l’efficacité énergétique du procédé et de la centrale produisant les utilités. Dans ce cadre, 
deux types d’actions sont possibles :   
 En améliorant l’efficacité énergétique de chaque équipement du procédé : des modifications 
simples sur certains équipements du procédé peuvent aussi contribuer à réduire les 
consommations énergétiques : utilisation d'échangeurs de chaleur compacts, de chaudières à 
récupération de chaleur, installation de préchauffeurs ou d'économiseurs... Un levier plus 
prometteur en terme de potentiel d'économie d'énergie consisteraient à substituer aux 
opérations unitaires actuelles des opérations jugées plus éco-efficientes; le développement de 
procédés intensifiés tels que les procédés de distillation réactive (Thery, et al., 2005), 
colonnes à paroi divisée (Worms, et al., 2017) ou encore colonnes HIDiC (« Heat Integrated 
Distillation Column ») (Yala, et al., 2017) pourra concourir à la réduction de la 
consommation globale d'énergie.  
 En améliorant l’efficacité du pilotage du procédé et de la centrale d’utilités : au niveau de la 
conduite temps-réel, la mise en place de systèmes de contrôle avancés peuvent permettre au 
procédé de fonctionner au plus près de son point opératoire optimal. Citons par exemple, le 
fait d'opérer au plus proche de la stœchiométrie dans les réacteurs, de limiter les processus 
d'évaporation au minimum, d'utiliser des compresseurs à vitesse variable, A un niveau 
tactique et opérationnelle, la mise en œuvre d’approche de planification et 
d’ordonnancement de la production intégrant des contraintes énergétiques (Sihn, et al., 
2018) peuvent notablement améliorer l’efficacité énergétique globale d’un site industriel. 
Enfin, comme évoqué dans le tableau de (Schulze, et al., 2016), la mise en œuvre de Systèmes 
de Management de l'Energie (ou MES) de plus en plus sophistiquée apparait comme une 
solution incontournable dans les années à venir. 
 
1.1.2. Eviter la génération inutile de chaleur fatale  
La part de la chaleur fatale dite évitable correspond au flux de chaleur qu'il est possible de réduire 
grâce à des pratiques relevant de la sobriété énergétique. Il s'agit en fait de réduire en amont le besoin 
en chaleur, et donc la consommation de combustibles, en évitant les « gaspillages ». Afin de limiter 
au plus tôt la chaleur fatale générée, les solutions souvent préconisées sont de deux types :  
 D’une part, la mise en œuvre de guides de bonnes pratiques à destination des équipes 
d’exploitation. Souvent basés sur des préconisations aisées et peu coûteuses à mettre en 
œuvre, on peut citer, par exemple, l'arrêt des équipements non utilisés, l'amélioration de 
l'isolation des bâtiments et des équipements, la réduction des temps morts.  
 D’autre part, le recours à la maintenance préventive des équipements peut contribuer à 
réduire notablement les pertes énergétiques dans les procédés et à prévenir les défaillances.  
Aujourd’hui, ces opportunités d'économie d'énergie existent dès lors que l'on constate des pertes de 
charge, des pertes thermiques, des fuites, des pertes électriques, etc. De par leur faible potentiel 
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d'économie, ces mesures sont souvent négligées alors que la somme de ces mesures pourrait déjà 
contribuer à une augmentation significative de l'efficacité énergétique des unités de production.  
 
1.1.3. La chaleur fatale valorisable par recyclage interne de l'énergie 
Une part significative de la consommation de combustible pourrait être évitée en combinant de 
manière plus efficiente les sources et les puits de chaleur présents sur le procédé. A titre d'exemple, 
il pourrait s'agir de récupérer le maximum de chaleur utile au sein du procédé lui-même, (Linnhoff 
& Hindmarsh, 1983). A ce niveau, il s'agit de recourir à une analyse en profondeur du procédé visant 
à proposer un remodelage du réseau d'échangeurs de chaleur. Comme en attestent les nombreuses 
publications (Friedler, 2010), la méthode du pincement introduite par Linnhoff et al. (March, 1998) 
est sans conteste la méthode d'intégration la plus utilisée en industrie.  Cette approche, très 
interactive et intuitive, a initialement été conçue pour améliorer l'efficacité énergétique des procédés 
; elle a ensuite été étendue à la conception des réseaux d'eau (Water Pinch) et plus généralement aux 
réseaux de matière première (Mass Pinch) (Klemes, 2013). D'abord développée pour l'industrie 
pétrolière et pétrochimique, l'analyse pincement a depuis été largement appliquée à d'autres secteurs 
industriels, comme l'industrie agroalimentaire (Tokos, et al., 2010), (Miah, et al., 2014), l'industrie 
des pâtes et papiers (Brown, et al., 2005), (Bonhivers & Stuart, 2013), la production d'électricité 
(Domenichini, et al., 2010), (Arriola-Medellin, et al., 2014), la métallurgie (Matsuda, et al., 2012) , 
(Matsuda, 2013), etc. 
Le principe de l'analyse pincement consiste à privilégier les recyclages énergétiques internes en 
associant de la manière la plus pertinente possible les courants « sources d'énergie » (courants 
chauds) avec les courants « puits d'énergie » (courants froids). A cette fin, des outils graphiques 
(Courbes Composées et Grande Courbe Composée) et calculatoires visent à évaluer et à ajuster les 
consommations d'utilités chaudes et froides au procédé (Kemp, 2011). L'analyse de la Grande Courbe 
Composée permet aussi de déterminer le niveau de température des utilités requises, et ainsi de 
concevoir le système de production d'utilités associé au procédé. Le réseau d'échangeurs de chaleur 
(HEN en anglais pour Heat Exchanger Network) est alors construit en mettant en œuvre les 
recyclages énergétiques identifiés, permettant de se rapprocher de la cible de consommation 
minimale préalablement déterminée, aussi appelée Minimum d'Énergie Requise (Minimal Energy 
Requirement - MER).  
Particulièrement adaptée à la conception des systèmes de récupération interne d'énergie, la méthode 
du pincement est largement utilisée pour estimer le potentiel d'amélioration énergétique des 
procédés. En outre, pour des raisons technico-économiques, la solution correspondant au MER, 
obtenues via l'aide de l'analyse pincement, est souvent irréalisable dans l'industrie (échangeurs de 
trop faible taille, investissement trop important, etc). Pour pallier cette limite, des travaux récents 
menés au Laboratoire de Génie Chimique ont contribué à proposer une approche originale dédiées 
au remodelage des réseaux d’échangeurs de chaleur (Payet, 2018), (Payet, et al., 2017), (Payet, et 
al., 2018). Dans cette approche, les principes fondateurs de l’analyse pincement sont exploités pour 
Chapitre – 1 contexte general des travaux  
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distinguer les échangeurs déjà existants et bien positionnés des échangeurs à reconsidérer car 
pénalisants la marge de récupération énergétique. En outre, l’intérêt de cette approche est qu’elle 
conduit à l’obtention d’une série de bonnes solutions d’aménagement du réseau d’échangeurs, 
solutions parmi lesquelles l’ingénieur pourra faire son choix au regard des contraintes du site 
industriel et de leurs performances énergétique, économique et de robustesse.  
 
1.1.4. La chaleur fatale récupérable par valorisation des effluents  
Parfois, la chaleur disponible sur un site est incompatible avec les puits existants car les calories sont 
rejetées à de trop faibles températures. Le recyclage interne de l'énergie étant impossible, il convient 
d'envisager la valorisation des effluents à l'extérieur du site de production (Woolley, et al., 2018), 
(Xu, et al., 2019), (Bagajewicz & Rodera, 2000). Différentes voies de valorisation sont possibles : 
 
1.1.4.1. La valorisation mécanique et/ou électrique 
Cette voie consiste à transformer la chaleur en énergie mécanique. Il est possible de recourir aux 
cycle thermodynamique : Cycle de Rankine (Tchanche, et al., 2011), Cycle de Kalina (Ogriseck, 
2009), etc. et ainsi permettre la conversion de la chaleur fatale en énergie mécanique, généralement 
aussitôt transformées en électricité pour être injectée sur le réseau. 
 
1.1.4.2. La valorisation chimique 
Cette voie exploite la réversibilité d’une réaction (adsorption-désorption ou chimique), qui est selon 
le sens de la réaction considérée, soit endothermique (absorbe), soit exothermique (libère de la 
chaleur) (Chan, et al., 2013). Elle est principalement utilisée pour le stockage de la chaleur, avec la 
possibilité d’être utilisée pour le transport. 
 
1.1.4.3. La valorisation thermique 
La dernière voie s’intéresse à transformer la chaleur fatale en un autre vecteur thermique. Soit un 
courant chaud, soit un courant froid. Pour générer un courant plus chaud, il est possible de recourir 
à des pompes à chaleur (Reasy & Machmichael, 1988) (Chua, et al., 2010) (Mikielewicz & Wajs, 
2019), des pompes à chaleur à absorption (Chan, et al., 2013), etc. Ou tout simplement l’usage d’un 
échangeur de chaleur permet de transférer la chaleur fatale à un autre flux portant de la chaleur 
(Zhang, et al., 2018). Le cycle à absorption (Rodríguez-Muñoz & Belman-Flores, 2014) permet de 
générer un courant froid.  
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1.1.4.4. Choix d’une voie de valorisation 
De multiples critères peuvent influer le choix de la voie de valorisation à mettre en œuvre. Parmi 
ceux-ci, citons :  
 
 la propriété des effluents à valoriser  
Un critère particulièrement pertinent pour aider à ce choix peut consister à exploiter le concept 
d’exergie largement abordé dans les travaux de Stéphane Gourmelon (Gourmelon, 2015), 
(Gourmelon, et al., 2014), (Gourmelon, et al., 2015), (Gourmelon, et al., 2016). D’après (Ahmadi & 
Ibrahim, 2011), (Boyano, et al., 2011), l'exergie peut être considérée comme un concept 
interdisciplinaire mêlant des notions d'énergie, d'environnement et de développement durable. Des 
méthodes couplant l'analyse du cycle de vie (ACV) et l'analyse exergétique ont également été 
développées pour, notamment, étudier l'impact des effluents sur l'environnement (Portha, 2008). A 
ce titre, les travaux d’Ali Ghannadzadeh (Ghannadzadeh, et al., 2011) et de Stéphane Gourmelon 
(Gourmelon, 2015), (Gourmelon, et al., 2014), (Gourmelon, et al., 2015), (Gourmelon, et al., 2016) 
ont permis de proposer une formulation générique de l’exergie d’un flux matière, quel que soit le 
modèle thermodynamique employé. D’après la Figure 1.2, l’exergie d’un flux matière peut être 
décomposé en trois contributions, l’exergie chimique, l’exergie mécanique et l’exergie thermique. Le 
type de valorisation à privilégier pourrait donc être sélectionné en fonction des valeurs respectives 
de ces contributions.  
 
Figure 1.2. Représentation de l’exergie d’un flux matière 
 
 Le contexte géographique 
L'environnement immédiat du site fournisseur de chaleur fatale est aussi un critère 
prépondérant : ainsi l'existence (ou non) de sites demandeurs potentiels (réseau de chaleur, autre 
usine ...) à proximité de l'unité permettra d'envisager une valorisation thermique directe. Dans 
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un dispositif de stockage de la chaleur peut s'avérer nécessaire. Enfin, si le site fournisseur est un 
site isolé, alors une valorisation électrique voire chimique pourra être préférée (Brunner & 
Rechberger, 2015) car il est peu envisageable de transporter de la chaleur sur une longue 
distance.  
 
1.2. LA CHALEUR FATALE 
Elle est générée lors du fonctionnement d’un procédé. Par exemple, lors du fonctionnement d’un 
four, seulement 20 à 40% de l’énergie du combustible utilisé constitue de la chaleur utile, soit 60 à 
80% de chaleur fatale potentiellement récupérable (ADEME, 2017). Le Tableau 1.1 propose des 
données caractéristiques des quantités et de la qualité (température) de la chaleur fatale pour 
différents secteurs industriels de différentes régions du monde, les États-Unis, la Chine et l’Europe. 
 
Tableau 1.1. Statistiques de la chaleur fatale dans différentes régions (Xu, et al., 2019) 
Région Industries sélectionnées Statistiques de la chaleur fatale 
États-
Unis 
Verre, ciment, fer/acier, aluminium, fonderie de 
métaux et éthylène. 
● 1.56 EJ de chaleur fatale dissipé par an, 
● ∼60% de la chaleur fatale est inférieure à 230 °C. 
Chine Ciment, fer/acier, verre. ● 41 GW, 2,9 GW et 1,8 GW de chaleur fatale respectivement, 
● 20 GW, 1,9 GW et 0,8 GW sont inférieure à 150°C. 
EU Fer/acier, métaux non ferreux, chimique, 
aliments/boissons/tabac, papier/impression, etc.  
● 300 TWh/an de chaleur fatale dissipé, 
● ∼1/3 de la chaleur fatale est inférieur à 200°C. 
 
Ce tableau montre qu’une grande quantité de la chaleur fatale est produite à différents niveaux de 
température. De nombreuses technologies existent pour valoriser, transporter et stocker cette 
dernière. Dans cette section, un bref inventaire des technologies existantes est réalisé.  
 
1.2.1. Technologies de valorisation de la chaleur fatale thermique  
La Figure 1.3 récemment construite par l’ADEME référence les différentes technologies disponibles 
et les associe à différents usages.  
Hormis la valorisation directe qui se réfère à la valorisation de la chaleur en interne évoquée dans le 
paragraphe précédent, on note trois voies de valorisation :  
 une voie consistant à utiliser la chaleur fatale telle quelle, sans transformation. La 





Figure 1.3. Les différents usages de la chaleur fatale (ADEME, 2017) 
 
 une voie consistant simplement à élever le niveau thermique de la chaleur sans en changer 
le vecteur. Les technologies dédiées sont : la pompe à chaleur (PAC) (Figure 1.4), un 
dispositif qui permet de capter de la chaleur d’une source froide et par une compression d’un 
fluide caloporteur, amener cette chaleur à une source chaude (Reasy & Machmichael, 1988) ; 
la recompression mécanique de vapeur qui permet de relever le niveau de température en 
rehaussant la pression de la vapeur (Yang, et al., 2016) ; etc.  
 
 
Figure 1.4. Schéma d’une machine thermique réceptrice (ex : PAC) 
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 Une voie consistant à changer la forme du vecteur énergétique finale (mécanique ou 
chimique). La conversion en énergie mécanique repose sur les cycles thermodynamique 
(Figure 1.5) : cycle de Rankine (Tchanche, et al., 2011), Cycle de Kalina (Ogriseck, 2009), 
Cycle Stirling (Kai, et al., 2016), etc. Tous ces cycles thermodynamiques transforment sous 
forme mécanique une partie de l’énergie qui est échangée entre la source chaude (exemple : 
chaleur fatale) et la source froide (généralement l’environnement).  
 
 
Figure 1.5. Schéma d’une machine thermique motrice (ex : Cycle Stirling) 
 
 La conversion en énergie chimique repose sur les réactions endothermique/exothermique 
(par réaction d’absorption/désorption ou chimique) (Chan, et al., 2013). Cette conversion est 
principalement utilisée pour le stockage de la chaleur, une description du mécanisme est 
fournie dans la section dédiée au stockage de la chaleur.  
 
1.2.2. Transport et stockage de la chaleur fatale thermique  
Les études qui ont vocation à associer un fournisseur et un consommateur de chaleur fatale 
mettent systématiquement en exergue un décalage entre ces derniers qu’ils s’agissent 
d’incompatibilités temporelle et/ou spatiale. Le choix et la mise en œuvre de technologie de transport 
et de stockage sont donc nécessaires pour coordonner la demande et la production de chaleur fatale.  
 
1.2.2.1.   Mise en adéquation temporelle : le stockage de chaleur fatale 
La chaleur fatale étant par définition un surplus d’énergie généré par les procédés industriels, la 
quantité d’énergie disponible, son niveau de température sont susceptible de varier de manière 
significative au gré des différentes politiques de production. Or, les technologies de conversion que 
nous avons évoquées dans la section précédente requièrent des sources de chaleur présentant des 
températures stables. Dans certains cas, par ailleurs, la demande du consommateur est, elle aussi, 
instable. Pour pallier l’asynchronisme entre producteur et consommateur, et stabiliser l’ensemble 
des acteurs de la chaîne de valorisation, le stockage devient nécessaire. Différentes formes de 
stockage sont disponibles pour un flux thermique (Tableau 1.2).  
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Tableau 1.2. Liste des stockage thermiques (Kousksou, et al., 2014) 
Type de stockage Vecteur énergétique stocké Référence 
Chaleur sensible Thermique (Fernandez, et al., 2010) 
Chaleur latente Thermique (Kousksou, et al., 2008) 
Thermochimique Chimique (Bales, et al., 2008) 
 
 Chaleur sensible : l’énergie est stockée par changement de température de la masse stockée. 
Cette masse peut être liquide ou solide, et généralement contenue dans un réservoir isolé 
pour prévenir des pertes thermiques. L’avantage d’un stockage sur support solide est que le 
matériau ne gèle pas et ne bout pas (Hasnain, 1998). Cependant, lorsque le stock est solide, 
un fluide doit apporter la chaleur à ce support, par exemple de l’eau chaude vient chauffer 
du gravier retenu dans un réservoir. 
 
 Chaleur latente : l’énergie est stockée par changement de phase de la masse stockée, 
également appelé stockage PCM (phase change material). Le stockage par chaleur latente 
nécessite un volume de stockage plus faible et la température ne varie pas lors de l’opération 
contrairement au stockage par chaleur sensible (Dincer & Rosen, 2002). Cependant, la 
principale difficulté du stockage PCM arrive avec le changement de densité du matériau à 
changement de phase. 
 
  Thermochimique : (Bales, et al., 2008) sépare le stockage thermochimique en réaction 
thermochimique et opérations de sorption. Le stockage par réaction thermochimique 
consiste à utiliser la chaleur récupérée pour activer une réaction chimique endothermique. 
La chaleur stockée est ensuite récupérée par la réaction inverse. La sorption peut être définie 
comme un phénomène de fixation ou de capture d’une substance condensée (solide ou 
liquide) par un gaz ou une vapeur (sorbant). Le fonctionnement de la sorption peut être 
trouvé dans la référence (Hauer, 2007). Que ce soit par sorption ou réaction chimique, le 
principe repose sur une réaction réversible qui peut être définie comme suit : 
𝐶 + 𝑐ℎ𝑎𝑙𝑒𝑢𝑟 ⇔ 𝐴 + 𝐵 
Lors du stockage, la chaleur apportée permet de produire A et B par la réaction 
endothermique suivante : 
𝐶 + 𝑐ℎ𝑎𝑙𝑒𝑢𝑟 → 𝐴 + 𝐵 
Après la charge, les produits A et B sont stockés séparément. Enfin pour restituer la chaleur 
stockée, A et B sont combinés dans la réaction exothermique : 
𝐴 + 𝐵 → 𝐶 + 𝑐ℎ𝑎𝑙𝑒𝑢𝑟 
Dans le cas de la sorption, le composé 𝐶 est en réalité l’association 𝐴𝐵. 
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Le Tableau 1.3 compare les performances de différents systèmes de stockage applicables à la 
récupération de la chaleur fatale industrielle. Le tableau focalise la comparaison sur différentes 
technologies pour les différentes formes de stockage : stockage par chaleur sensible (eau chaude et 
sel fondus), par chaleur latente (paraffine) et le stockage thermochimique (sur lit de zéolithe : 
réaction d’adsorption/désorption). La technologie thermochimique présente des avantages tels que 
la durée de stockage et la distance de transport, toutes deux liées à la faible chute d’efficacité au 
cours du temps, cependant, sa durée de vie, sa complexité et sa maturité en font un allié futur. Les 
technologies liées à la chaleur sensible sont pour l’heure les principales utilisées pour le stockage de 
la chaleur. 
 
Tableau 1.3. Comparaison de différents stockages de chaleur (CETIAT, 2019) 
 
 
Lorsque la chaleur fatale est convertie en une autre forme d’énergie (mécanique, électrique, etc.), 
d’autres formes de stockage peuvent être utilisées. Le Tableau 1.4 fournit une liste non exhaustive 
de stockage faisant intervenir d’autres formes d’énergie pour le stockage. 
 
Tableau 1.4. Liste de stockage complémentaire 
Type de stockage Vecteur énergétique stocké Référence 
Compressed Air Energy Storage (CAES) Mécanique (pression) (Budt, et al., 2016) 
Volent d’inertie Mécanique (cinétique) (Bolund, et al., 2007) 
Station de Transfert d'Energie par 
Pompage (STEP) 
Mécanique (potentielle) (Stenzel & Linssen, 2016) 
Hydrogène Chimique (Viswanathan, 2017) 
Batterie à flux Chimique (Ponce de Leon, et al., 2006) 
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1.2.2.2.   Mise en adéquation spatiale : le transport de chaleur fatale 
Le transport thermique permet d’assurer la valorisation de la chaleur fatale entre un site 
producteur et un site consommateur distant. Cependant, transporter efficacement l’énergie 
thermique constitue un vrai défi. Les méthodes traditionnelles de transport de l’énergie thermique, 
qui sont habituellement basées sur la chaleur sous sa forme sensible ou la chaleur latente de l'eau 
sont limitées sur une petite plage de température (moins de 300 °C) et la distance (moins de 10 km) 
(RECORD, 2011). On distingue deux types de transport : le transport à basse température destiné 
essentiellement aux réseaux de chauffage urbain et/ou d’eau chaude sanitaire et le transport à haute 
température réservé aux applications industrielles (RECORD, 2011). Mais ces méthodes requièrent 
une bonne isolation, qui augmente considérablement les coûts pour de longues distances. De plus, 
cela impose des taux de transport de l’énergie faible. La Figure 1.6 illustre ce taux de transport par 
la température, pour un transport par chaleur sensible la température est directement liée à la 
quantité d’énergie transporté : plus la distance est grande, plus la température sortante du flux 
transporté est faible. Comparé à la température injectée en entrée du transport, le taux de transport 
diminue avec la distance.  Des chercheurs proposent pour améliorer le taux de transport d’énergie 
de recourir à l’absorption (Xie & Jiang, 2017). 
Dans ce cas, la chaleur disponible sur le site producteur à haute température est convertie en un 
vecteur chimique, transportable par pipeline ou camion. Elle est ensuite reconvertie en un vecteur 
thermique directement utilisable sur le site consommateur. Dans le cas d’une demande de chaleur 
ou d’une production de chaleur fatale intermittente, il est alors possible d’envisager le stockage de 
cette chaleur, avant, pendant et/ou après le transport. 
 
 
Figure 1.6. Illustration d’un producteur haute température couplé à un consommateur 
 
Ainsi, le vecteur énergétique employé dépend de plusieurs paramètres. On peut en effet avoir du 
transport de vapeur, coulis de glace, … (par chaleur latente), de fluide caloporteur/frigoporteur (par 
chaleur sensible) ou, de gaz ou liquide réactif (par chaleur de réaction). 
Pour bien comprendre l’enjeu et la complexité de la problématique d’une gestion optimale d’une 
ressource énergétique sous forme de chaleur – par exemple, les rejets thermiques des usines 
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d’incinération – il est intéressant d’imaginer la structure d’un réseau énergétique partant de la source 
thermique (en l’occurrence les rejets thermiques non valorisés directement de l’usine) à l’usage dont 
nous savons qu’il peut être extrêmement varié. 
La chaîne logistique de la source de chaleur fatale à l’utilisateur est une succession de phase de 
transport, et de conversion d’énergie c’est à dire de transformation de l’énergie thermique en énergie 
mécanique, électrique voire thermique à tout autre niveau de température. 
 
1.3. VERROUS SCIENTIFIQUES 
Bien qu’elle présente un potentiel de valorisation conséquent, la conception et la mise en œuvre de 
véritables chaînes logistiques de la chaleur fatale se heurte actuellement à plusieurs difficultés 
d’ordre technique et organisationnel. Parmi ceux-ci citons :  
 La température du fluide porteur de la chaleur fatale varie sensiblement d’un site à l’autre, 
rendant difficile la définition de méthodes génériques et universelles de sélection de la 
technologie de valorisation 
 La difficulté de mettre en adéquation disponibilité d’énergie sous forme de chaleur fatale et 
besoin d’énergie sur un même site (adéquation géographique) et sur une même période 
(adéquation temporelle) contraint à envisager des dispositifs technologiques de transport et 
de stockage de chaleur. 
Les travaux de recherche de (Ghannadzadeh, 2013) (Gourmelon, 2015) ont contribué à développer 
une méthodologie et à implémenter un outil d’aide au diagnostic énergétique des procédés reposant 
sur la simulation et l’analyse exergétique des procédés et sites industriels. Toutefois, la méthodologie 
permet certes de localiser et de quantifier en terme énergétique et exergétique les flux de matière et 
d’énergie non valorisés dans un procédé, c’est-à-dire de caractériser et quantifier la chaleur fatale 
disponible, mais elle n’offre pas la possibilité de sélectionner la filière de valorisation la plus 
pertinente compte-tenu du type de courant à recycler et de l’environnement du procédé considéré. 
Par ailleurs, comparativement à un produit manufacturier « classique », la chaleur présente des 
spécificités bien identifiées :  
 La chaleur est « versatile ». Elle ne se présente pas toujours sous la même forme (eau chaude, 
vapeur à différents niveaux de pression …) et sa qualité se dégrade au cours du temps et lors 
des différents traitements qu’elle est amenée à subir au cours de son cycle de vie : 
transformation, transport, stockage…  
 La chaleur n’est pas transportable ni stockable sous toutes ses formes : les étapes de 
transport et de stockage nécessitent donc elle-même des transformations. 
 Enfin contrairement à une chaîne logistique « classique », qui est contrainte par la demande 
en produit fini, dans le cas de la chaleur fatale, c’est la disponibilité de la chaleur au niveau 
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de sa « production » qui contraint le système et les sites demandeurs ne sont pas connus a 
priori.  
 Les technologies de valorisation, transport et stockage sont multiples, interdépendantes et 
parfois même intimement intégrées. Elles présentent aussi des degrés de maturité très 
différents.  
 
1.3.1. Conception de la chaîne logistique 
Un premier verrou concerne la conception de la chaîne logistique. Dans ce cadre, pour un 
procédé fournisseur de chaleur et un ou plusieurs sites consommateurs donnés, il s’agit de déterminer 
l’ensemble de la chaîne de transformation permettant de transporter, voire valoriser et stocker la 
chaleur.  
 
1.3.1.1. Cas de la chaleur fatale récupérée en interne 
A l’échelle du procédé, la méthode de référence est l’analyse pincement (Linnhoff & Hindmarsh, 
1983) (Douglas, 1988) (Linnhoff, 1993) (Shenoy, 1995) (Biegler, et al., 1997) (Seider, et al., 1999) 
(Smith, 2005). Cette approche, largement abordée récemment au Laboratoire de Génie Chimique 
dans le cadre des travaux de Lucille Payet (Payet, 2018) ne sera pas traité dans nos travaux. 
 
1.3.1.2. Cas de la chaleur fatale récupérée directement sur un procédé annexe 
Au niveau du site, une extension de l’analyse pincement appelée « Total Site Analysis » (Klemeš, et 
al., 1997) ou « Total Site Heat Integration » (Chew, et al., 2013) (Liew, et al., 2016) (Liew, et al., 
2016), permet de minimiser la consommation d’énergie primaire du système intégrant sources et 
puits de l’ensemble des procédés ainsi que les utilités. 
 
1.3.1.3. Cas de la chaleur fatale valorisée en externe 
Dans ce dernier cas, la variété des technologies de valorisation, transport et stockage disponibles est 
telles que la construction de la chaîne logistique constitue un problème extrêmement complexe. 
Différents outils et méthodes pour aider à la conception sont proposés, une analyse économique de 
différentes technologies de valorisation de la chaleur fatale (Brückner, et al., 2015), une méthode 
pour coupler des sources et puits de chaleur par des échangeurs de chaleur en analysant leurs 
compatibilités par une analyse exergétique sur plusieurs périodes de temps (Woolley, et al., 2018), 
une analyse de différentes technologies de stockage et transport thermique (Miro, et al., 2016), etc. 
Malgré de multiples apports, aucune méthode permettant de sélectionner une solution de 
valorisation ne fait consensus. 
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1.3.2. Planification de la chaîne logistique 
Une fois la filière sélectionnée, le pilotage de la filière retenue constitue, elle aussi, une tâche délicate. 
(Cajot, et al., 2015) portent l’analyse du contexte de planification applicable à un site urbain 
moderne. Ils montrent la complexité liée au contexte scientifique, politique, administrative, etc.  
(Georgiou, 2016) propose un modèle MILP multi-échelle applicable à la planification de l’énergie, 
illustré par une application au système électrique de la Grèce. (Liu, et al., 2018) analysent différentes 
méthodes de planification applicables à un site isolé (îles, communautés, villages isolés, etc.). Ces 
articles montrent la complexité et la diversité des méthodes de planification appliquées à différentes 
échelles du système. Très peu d’études toutefois s’intéressent simultanément à l’énergie thermique 
et à répondre aux besoins d’un consommateur précis (lieu et temps), c’est pourquoi une nouvelle 
approche est proposée pour répondre à cette problématique. 
Les travaux abordés dans ce manuscrit visent à définir un processus de modélisation des 
systèmes énergétiques en vue de réaliser la planification court terme d’un système global et de 
dégager des marges d’économies énergétiques profitables à tous les acteurs de ce système. Ces 
travaux s’inscrivent dans la continuité des travaux réalisés au département PSI et se basent 
notamment sur les travaux de M. Agha (Agha, 2009) qui a défini les fondements du formalisme 
ERTN. Etendu par (Hétreux, 2012), l’utilisation du formalisme ERTN permet de paramétrer de 
manière systématique le modèle de pilotage des systèmes énergétiques et ainsi d’évaluer et de valider 
la filière de valorisation de la chaleur fatale étudiée. Dans ce cadre, un cas d’étude est défini et servira 
tout au long de ce manuscrit d’exemple illustratif aux méthodes proposées. 
 
1.4. ORGANISATION DU MANUSCRIT 
Le manuscrit s’organise en trois parties, elles-mêmes décomposées en plusieurs chapitres. 
La première partie présente le contexte de ces travaux de thèse. 
 Le chapitre 1 correspond à ce chapitre introductif. 
 Le chapitre 2 présente un cas d’application « fil rouge » qui est traité tout au long de ce 
manuscrit. 
La deuxième partie s’intéresse à la planification de la valorisation de la chaleur fatale avec 
l’utilisation du formalisme ERTN. 
 Le chapitre 3 présente le modèle d’optimisation ERTN dédié à la planification des procédés, 
découlant des travaux de (Agha, 2009). 
 Le chapitre 4 propose une méthode couplant le modèle présenté dans le chapitre précédent 
et un simulateur de procédés pour l’évaluation de ses paramètres. La suite de ce chapitre 
traite de l’application au cas d’étude de la méthode et du modèle précédemment cités. 
 
18 
La troisième partie s’intéresse à la planification de la valorisation de la chaleur fatale avec 
l’utilisation du formalisme EERTN. 
 Le chapitre 5 présente le nouveau modèle d’optimisation EERTN reposant sur le formalisme 
ERTN et intégrant des bilans énergétiques, appliqué à l’enthalpie. Celui-ci est suivi de la 
description d’une bibliothèque de modules spécifiques à la chaîne logistique énergétique de 
l’énergie thermique. 
 Le chapitre 6 adapte la méthode décrite dans le chapitre 4 au nouveau modèle. S’ensuit 
l’application au cas d’étude et la confrontation aux résultats trouvés avec le modèle ERTN. 
Le manuscrit se termine enfin sur une conclusion qui résume les contributions de la thèse, en établit 
les conclusions et dresse les perspectives pour de futurs travaux. 
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CHAPITRE – 2 UN CAS D’ETUDE        
‘FIL ROUGE’ 
La planification d’un système de référence (sans valorisation) avec les 
différents scénarios permet d’établir une base de comparaison pour évaluer 
les filières de valorisation proposées. Ces dernières seront comparées au 
système de référence, en termes d’économie de combustible et/ou d’émission 
de pollution. Dans ce chapitre, la première section propose le cas d’étude de 
référence. La seconde section décrit les différents scénarios de valorisation 
visant à améliorer le couplage entre un site industriel et un site urbain. La 
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2.1. PRESENTATION DU SYSTEME CONSIDERE 
Afin d’illustrer les méthodes, modèles et outils développés dans le cadre de nos travaux, nous allons 
développer une étude de cas, représentée sur la Figure 2.1.  
 
Figure 2.1 Synoptique du cas d'étude 
 
Cette étude s’articule autour de deux principaux systèmes : 
 Un Site Industriel (SI) composé d’une usine de production de produits chimiques et d’une 
chaudière industrielle visant à satisfaire les besoins de chaleur de l’usine sous la forme de 
vapeur, 
 Un Site Urbain (SU) composé d’habitations consommatrices de chaleur. Une unité de 
Valorisation Energétique (UVE) est couplée à un Réseau de Chaleur Urbain (RCU) permet 
ainsi de produire et de distribuer l’eau chaude au site urbain 
 Chacun de ces systèmes fait l’objet d’une présentation détaillée dans les sections suivantes.  
 
2.1.1. Le site industriel 
L’unité de production présente sur le site industriel est une unité multi-produit composée de 
























RESEAU DE CHALEUR URBAIN
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opérations continues et discontinues). L’unité de production est disponible 24 heures/24 et 7 jours/7 
mais elle est susceptible de présenter des périodes d’inactivité. La consommation de vapeur, 
fortement dépendante de la campagne de production en cours et de la nature des opérations en 
activité, présente donc un profil variable au cours du temps semblable au profil représenté sur la 
Figure 2.2. Sur ce graphe, le profil est représenté sur un horizon de deux jours et il est discrétisé sur 
des périodes de 1 heure, période sur laquelle la demande est supposée constante.  
 
 
Figure 2.2 Profil type de demande en vapeur du SI 
 
La demande en vapeur est satisfaite par une chaudière industrielle voisine qui produit de la vapeur 
14 bar surchauffée (300 °C). Elle est alimentée par du gaz naturel dont la composition est détaillée 
dans le Tableau 2.1. Les fumées sortant de la chambre de combustion à 800 °C sont refroidies pour 
vaporiser l’eau des condensats qui sont introduits à 90 °C. La température des fumées en sortie de 
l’échangeur dépend du débit de vapeur à fournir : une demande accrue de vapeur induit une 
augmentation du débit de fumées. A surface d’échange fixée, cela entraine une augmentation de la 
température des fumées en sortie (performances de qualité d’échange dégradé).  
 
Tableau 2.1 Composition du gaz naturel et de l’air 
 
 












Pour une demande en vapeur égale à 30 t/h, la température des fumées rejetées est égale à 150 °C. 
Ce flux de fumées, actuellement rejeté directement à l’atmosphère, constitue une source de chaleur 
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fatale pour le site industriel SI. Les travaux de thèse présentés dans ce manuscrit s’inscrivent dans 
une démarche de valorisation de celle-ci au travers du RCU. 
 
2.1.2. Le site urbain 
Le site urbain considéré est composé d’une zone résidentielle constituée d’habitations alimentées par 
un réseau de chaleur. De manière générale, un réseau de chaleur est un système de distribution de 
chaleur permettant de desservir plusieurs usagers (Cerema, 2011). Précisons que la demande en 
chaleur de ces usagers dépend de plusieurs paramètres, parmi lesquels la température extérieure, la 
performance énergétique des bâtiments et la température attendue à l’intérieur des locaux.  
Dans le cas considéré, le site urbain est composé d’une unité de valorisation énergétique, d’un réseau 
de distribution primaire dans lequel la chaleur est transportée par un fluide caloporteur et d’un 
ensemble de sous-stations d’échange qui alimentent des réseaux secondaires desservant les  
bâtiments (voir Figure 2.3).  
 
Figure 2.3 Schéma de principe d’un réseau de chaleur (source : ADEME sur base Cerema) 
 
L’Unité de Valorisation Energétique (UVE) est composée de deux chaudières. La première chaudière 
est alimentée par du bois, qui sera considéré comme une ressource illimitée. La seconde chaudière 
est alimentée par de la biomasse issue de l’agriculture. La disponibilité de ce combustible pour sa 
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part, fortement dépendante de l’activité agricole locale,  est soumise à des variabilités. La Figure 2.4 
présente un profil type d’apport en biomasse agricole sur un horizon de deux jours.  
 
 
Figure 2.4 : Profil type d'apport en biomasse agricole 
 
Le réseau de distribution permet de transporter la chaleur des chaudières sous la forme d’eau à 60°C 
jusqu’aux points de consommation. Le débit du fluide caloporteur dépend de la demande émise par 
le site consommateur. L’eau retourne à 25°C à l’UVE pour être à nouveau chauffée.  
La zone résidentielle est le site consommateur du réseau de chaleur urbain. Elle comprend un 
ensemble de sous-stations d’échange à partir desquelles les bâtiments sont desservis en chaleur. Des 
données météorologiques types sous forme de température horaire correspondant à l’horizon de 
planification sont fournies sur la Figure 2.5. 
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2.2. LOCALISATION ET CARACTERISATION DE LA 
SOURCE DE CHALEUR FATALE 
La chaleur portée par les fumées sortant de la chaudière industrielle, de température 
comprise entre 90 °C et 150 °C et de débit compris entre la dizaine de tonne à l’heure et la centaine 
de tonne à l’heure, constitue la chaleur fatale à valoriser.  
Afin de valoriser ce flux, différentes configurations sont envisagées.  
 La première couple directement le site urbain à proximité avec le site industriel par 
l’intermédiaire d’un échangeur de chaleur. 
 La seconde est le couplage direct avec l’ajout d’un stockage permettant de pallier 
l’asynchronisme entre le producteur (SI) et le consommateur (SU) 
 
 Valorisation directe 
La valorisation directe permet de récupérer une partie de la chaleur portée par les fumées 
industrielles pour chauffer de l’eau du réseau de chaleur urbain (Figure 2.6). 
 
 






























Le couplage direct nécessite de dimensionner l’échangeur permettant le transfert de la 
chaleur entre le site industriel et le site urbain. 
 Valorisation avec stockage 
La valorisation avec stockage doit permettre de récupérer la chaleur déjà valorisable avec 
l’échangeur et une partie de la chaleur, produite lorsque le réseau de chaleur urbain n’en a pas besoin, 
est stockée pour être consommée lorsque la demande réapparait (Figure 2.7). 
 
 
Figure 2.7. Schéma de principe du couplage avec stockage 
Un dimensionnement du système de stockage peut être nécessaire. Mais laisser libre la 
quantité stockable peut aussi permettre de laisser à la résolution le soin de calculer ce qu’il est 
réellement nécessaire de stocker pour satisfaire au mieux la demande. 
 
2.3. OBJECTIF DE LA PLANIFICATION 
Dans le premier cas considéré dans ce chapitre, l’objectif de la démarche de planification 
consiste à déterminer les profils de demandes en combustible (au niveau de la chaudière industrielle 
et des chaudières de l’UVE) qui permettront de fournir la vapeur nécessaire à la production de 
l’unité industrielle et au chauffage de la zone résidentielle. C’est-à-dire de satisfaire les besoins en 
chaleur du Site Industriel et du Site Urbain indépendamment l’un de l’autre en minimisant la 
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consommation de combustible. Ce premier cas servira de référence pour comparer tous les scénarios 
de valorisation envisagés. 
Dans les scénarios de valorisation, la comparaison au scénario de référence permet d’évaluer 
les économies de combustible ainsi que la quantité d’énergie issue de la valorisation. Toujours en 
cherchant à minimiser la consommation de combustible des différentes chaudières pour satisfaire la 
demande des sites consommateurs (unité industrielle et zone résidentielle). 
 
2.4. CONCLUSION 
Au travers d’un cas d’étude, la conception de la chaine logistique énergétique est appliquée à un 
système de référence et à deux améliorations successives.  
Le système de référence est constitué : 
 un site industriel produisant de la vapeur pour son unité de production  
 un site urbain produisant de l’eau pour un réseau de chaleur urbain alimentant une zone 
résidentielle.  
La première amélioration consistant à coupler les deux sites initialement indépendants, puis 
à ajouter un stockage pour pallier les intermittences (par exemple : consommation de chaleur de la 
zone résidentielle la nuit et site industriel produisant exclusivement le jour). 
Ce cas d’étude est défini pour servir d’application aux modèles présentés dans les chapitres suivant 
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CHAPITRE – 3  LE FORMALISME 
EXTENDED RESOURCE TASK 
NETWORK 
Ce chapitre présente le formalisme « Extended Resource Task 
Network » (ERTN). Le formalisme ERTN est composé d’une représentation 
graphique du système de production et d’une formulation mathématique 
générique construite à partir de cette représentation graphique. La première 
section introduit les principes généraux liés au formalisme ERTN. La seconde 
section décrit le formalisme ERTN graphique et les contraintes 
mathématiques associés à chaque élément graphique. La troisième section 
présente un exemple de construction graphique en appliquant le formalisme 
graphique ERTN à la chaudière du site industriel de l’exemple du fil rouge. 
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Le nouveau formalisme proposé (nommé EERTN pour Extended Energy Resource Task 
Network) est une extension du formalisme ERTN dont une description détaillée peut être trouvée 
dans (Agha, 2009). L’objectif de cette section est de décrire le modèle de Programmation Linéaire 
Mixte associé à chaque élément sémantique du formalisme ERTN.  
 
3.1. PRINCIPES GENERAUX DU FORMALISME ERTN 
3.1.1. Exploitation du formalisme ERTN 
Le formalisme ERTN permet de modéliser de manière unifiée et non ambigüe la topologie 
d’un système, la procédure de fabrication (recette) et les contraintes de ressources (disjonctives et 
cumulatives). Au-delà d'offrir une sémantique et des règles de construction, un modèle mathématique 
est associé à ce formalisme. Ainsi, toute structure sémantique du formalisme ERTN est modélisée 
par un jeu de contraintes spécifiques. Directement paramétrable via la représentation graphique, 
cette caractéristique confère la nature générique de cet outil puisque chaque instance de problème 
est définie via un simple fichier de paramètres.  
 
 
Figure 3.1. Exploitation du formalisme ERTN 
 
Le modèle de Programmation Linéaire Mixte (PLM) permet de prendre en compte de 
nombreuses caractéristiques classiquement rencontrées dans les systèmes de production tels que :  
 Topologie du système/ procédé, 
 Affectation exclusive des équipements, 
 Capacité et connectivité des unités/appareils du système / installation,  
 Capacité et politiques de stockage/transfert,  
 Détermination du débit / taille du lot de chaque tâche de production, 
 Temps de traitement des opérations, 
 Prise en compte du profil des demandes sur l’horizon d’étude, 


































































Modélisation du système et des 
échanges selon le formalisme ERTN








































Tk – Operation name
(Vk
min, Vk
max, pfk, pvk, ddr,k)
Discontinuous processing task k
the batch size Bk,t is such that Vk
min  Bk,t  Vk
max, the processing time is pk = pfk + pvkBk,t and 
the delivery time of resource r is ddr,k (by default, ddr,k = pk)




Continuous processing task k
the flow rate Bk,t is such that Vk
min  Bk,t  Vk
max, the processing time is pk = pfk and the 






the amount Sr,t of stored resource r is such that Sr,t  Cr
max, the initial amount is S0r, the 
storage policy is UIS or NIS or FIS (by default, FIS) and the transfer policy can be ZW (by 
default, none)
Disjunctive resource r






























Fixed proportion flow of cumulative resource
Cumulative resource flow governed by a conservative mass balance. (resp.          ) is the 
fixed proportion of resource r consumed (resp. produced) with respect of Bk,t (by default,                 













Free proportion flow of cumulative resource
Cumulative resource flow governed by a conservative mass balance. The    on arc indicates a 
free proportion of resource r consumed (resp. produced) with respect of Bk,t.           or           is
























Production/consumption flow of cumulative resource
Cumulative resource flow not governed by a conservative mass balance. The produced (resp. 


















Tk – OperationRessourceResource Name
« Use » relationship between a processing task and a disjunctive resource

















In/out flow of state resource
Indicates an evolution of the actual state (modeled by state resources r) of the disjunctive
resource which performes  the  processing task k. The  integer (resp.              ) if a 
transition state arc exists between state resource r and task k, 0 otherwise. By default,                   








Node Opk – Operation name
Processing operation k
Processing operation of a generic recipe. No annotation is indicated at this level except its name.
Macro task
Node
MTk – Macro-Task name
Macro-Task k
Semantic element that only simplify the modeling of a sequence of task nodes. No annotation is
indicated except its name. 
Semaphore resource r
the amount Sr,t is an integer indicating the actual state of the disjunctive resource r. It is such
that Sr,t  Cr
max, the initial marking is S0r and the transfer policy can be ZW (by default, none)
Source  and Sink
Node 
Source and Sink node k
Import (source) and export (sink) of cumulative resource. 
ILOG Solver















3.1.2. Représentation du temps 
La manière de prendre en compte le temps est un aspect important dans la formulation des 
modèles de planification court-terme. De manière globale, les formulations mathématiques 
couramment rencontrées dans la littérature peuvent être classées en deux catégories principales : les 
modèles à temps discret et les modèles à temps continu. Ces deux approches sont illustrées sur la 
Figure 3.2.  
 
 
Figure 3.2. Discrétisation de l’horizon temporel selon la représentation 
 
Approches basées sur des modèles à temps discret :  
Les approches basées sur un modèle dit « à temps discret » consistent principalement à :  
a) diviser l'horizon temporel d’étude en un certain nombre de périodes de durée uniforme, 
b) permettre que les « événements » (début ou fin des tâches) ne se produisent qu'aux limites 
de ces périodes (Figure 3.2.a).  
L’intérêt de cette approche est qu'elle fournit des lieux précis et connus (points bornant la 
période de temps) où tous les événements peuvent se produire. Cela réduit la complexité du problème 
de séquencement des opérations qui peut être résolu en travaillant seulement aux bornes des 
périodes. En revanche, l’approche à temps discret présente un inconvénient lié à la finesse de 
représentation de la solution.  En effet, la précision du modèle dépend directement de la durée de la 
période. Plus la durée de la période de temps est petite, plus précis sera le modèle. En contrepartie, 
cela augmente le nombre de périodes à considérer et par voie de conséquence, le nombre de variables 
et de contraintes du modèle. Comme la taille du modèle a un lien direct avec le temps de calcul, la 
discrétisation doit résulter d'un compromis entre précision et temps de calcul.  
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Approches basées sur des modèles à temps continu :  
Dans les approches basées sur des modèles à temps continu, a contrario de l’approche à temps discret, 
les « événements » (début ou fin des tâches) peuvent se produire à n'importe quel instant sur 
l’horizon. Pour cela, le concept de points d'événements variables est exploité, ces points pouvant être 
définis pour l'ensemble du système ou pour chaque appareil. L’intérêt de cette approche est qu’il 
n’est alors nécessaire de définir les variables et les contraintes que sur un nombre limité de points 
d'événement (Figure 3.2.b), réduisant ainsi la complexité du modèle résultant.  
Cependant, la nature variable des dates d’événements peut rendre plus complexe la modélisation du 
problème de planification. En fait, cette approche peut engendrer l'introduction de plus nombreuses 
contraintes de type « big M » ou rendre non linéaires certaines contraintes, ce qui n’est généralement 
pas souhaitable.   
Compte tenu de la nature des systèmes à considérer dans ce travail, notre choix s’est porté 
sur une approche basée sur un modèle à temps discret. Dans ces conditions, l’horizon de temps est 
discrétisé en P périodes dont la durée t constante est un paramètre du modèle (Figure 3.3). Dans 
ces conditions, toutes les variables du modèle sont identifiées par un indice de période. Par ailleurs, 
les événements du système (début et fin de tâches, changement dans la disponibilité des ressources, 
demande en produits finis, etc.) peuvent seulement être occurrents aux bornes des intervalles de 
temps. Enfin, la durée opératoire discrétisée pk d’une tâche k est donnée en nombre de périodes et 
est égale au plus petit multiple de t supérieur à la durée opératoire dop telle que 1)(  t
dop
Entd .  
 
Figure 3.3 Positionnement des tâches selon une approche à temps discret 
 
  













Time periods with uniform durationPériode de temps de durée unif rme 
Date de livraison 
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3.2. DESCRIPTION DU MODELE DE PLM ASSOCIE A UN 
ERTN 
3.2.1. Nomenclature du modèle de programmation linéaire mixte PLM 
 
Indices 
 𝑡     : indice de période, 
 𝑘     : indice de tâche, 
 m     : indice de ressource disjonctive, 
 r     : indice de ressource cumulative, 
 l    : indice de ressource logique, 
 
Ensembles 
 𝑇     : Ensemble des périodes de temps, 
 𝐾     : Ensemble des tâches, 
 𝑅𝐷     : Ensemble des ressources disjonctives, 
 𝑅𝐶     : Ensemble des ressources cumulatives, 
 𝑅𝐿     : Ensemble des ressources logiques, 
 𝑅𝑘
𝑐𝑜𝑛𝑠     : Ensemble des ressources cumulatives r consommées par la tâche k, 
 𝑅𝑘
𝑝𝑟𝑜𝑑
     : Ensemble des ressources cumulatives r produites par la tâche k, 
 𝐾𝑚     : Ensemble des tâches k pouvant s’exécuter sur la ressource disjonctive m, 
 𝐾𝑟
𝑐𝑜𝑛𝑠     : Ensemble des tâches k consommant de la ressource cumulative r, 
 𝐾𝑟
𝑝𝑟𝑜𝑑
     : Ensemble des tâches k produisant de la ressource cumulative r, 
 𝐾𝑑       : Ensemble des tâches discontinues k, 




min     : quantité ou débit minimal que la tâche k peut traiter, 
 𝑉𝑘
max     : quantité ou débit maximal que la tâche k peut traiter, 
 𝑝𝑓𝑘     : durée de la tâche k en périodes, = 1 si tâche continue, ≥1 si tâche discontinue 
 𝐶𝑟
max     : quantité maximale de ressource cumulative r qui peut être stockée, 
 𝑆0𝑟     : quantité de ressource cumulative r en stock à t = 0, 
 𝜌𝑟,𝑘
𝑐𝑜𝑛𝑠     : proportion massique de ressource cumulative r consommée par la tâche k, 
 𝜌𝑟,𝑘
𝑝𝑟𝑜𝑑
     : proportion massique de ressource cumulative r produite par la tâche k, 
 𝜇𝑟,𝑘
𝑐𝑜𝑛𝑠     : 𝜇𝑟,𝑘
𝑐𝑜𝑛𝑠=1 indique que la ressource cumulative r est consommée par la tâche k,  
       0 sinon 
 𝜇𝑟,𝑘
𝑝𝑟𝑜𝑑
     : 𝜇𝑟,𝑘
𝑝𝑟𝑜𝑑
=1 indique que la ressource r est produite par la tâche k, 0 sinon 
 𝑢𝑣𝑘,𝑟
𝑐𝑜𝑛𝑠    : coefficient de la partie variable de la consommation de ressource r par la tâche k, 
 𝑢𝑓𝑘,𝑟
𝑐𝑜𝑛𝑠    : coefficient de la partie fixe de la consommation de ressource r par la tâche k, 
 𝑢𝑣𝑘,𝑟
𝑝𝑟𝑜𝑑
    : coefficient de la partie variable de la production de ressource r par la tâche k, 
 𝑢𝑓𝑘,𝑟
𝑝𝑟𝑜𝑑
    : coefficient de la partie fixe de la production de ressource r par la tâche k, 
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 𝑅0𝑙     : état initial à t = 0 de la ressource logique l, 
 𝛼𝑘,𝑙
𝑐𝑜𝑛𝑠     : quantité de ressource logique l requise pour activer la tâche k, 
 𝛼𝑘,𝑙
𝑝𝑟𝑜𝑑
     : quantité de ressource logique l libérée par la tâche k à la fin de son exécution, 
 𝐶𝑙
max     : nombre maximale de ressource logique l qui peut être stockée, 
 𝐼𝑚𝑝𝑟
𝑚𝑎𝑥  : quantité ou débit de ressource r maximal pouvant être importé par période, 
 𝐸𝑥𝑝𝑟
𝑚𝑎𝑥  : quantité ou débit de ressource r maximal pouvant être exporté par période, 
 𝐷𝑒𝑚𝑟,𝑡
𝑐     : débit de ressource r demandé par l’extérieur durant la période t (en continue),  
 𝐷𝑒𝑚𝑟,𝑡
𝑑     : quantité de ressource r demandée par l’extérieur en fin de période t (en  
      discontinue), 
 𝐷𝑒𝑚𝑟,𝑡    : masse totale de ressource r demandée par l’extérieur pour la période t, 
 𝐴𝑝𝑝𝑟,𝑡
𝑐      : débit de ressource r apporté par l’extérieur durant la période t (en continue),  
 𝐴𝑝𝑝𝑟,𝑡
𝑑     : quantité de ressource r apportée par l’extérieur en début de période t (en  
      discontinue), 
 𝐴𝑝𝑝𝑟,𝑡    : masse totale de ressource r apportée par l’extérieur pour la période t, 
 
Variables 
 𝑊𝑘,𝑡     : Wk,t  = 1si la tâche k est lancée en début de période t, 0 sinon, 
 𝐵𝑘,𝑡     : quantité ou débit traité par la tâche k durant la période t, 
 𝑆𝑟,𝑡     : quantité de ressource cumulative r en stock en fin de période t, 
 𝑆′𝑟,𝑡     : quantité de ressource r en stock à la fin de la zone temporelle  de la période t,  
 𝑆"𝑟,𝑡     : quantité de ressource r en stock à la fin de la zone temporelle  de la période t,  
 𝑈𝐶𝑟,𝑘,𝑡     : quantité ou débit de ressource r consommé par la tâche k durant la période t, 
 𝑈𝑃𝑟,𝑘,𝑡    : quantité ou débit de ressource r produit par la tâche k durant la période t, 
 𝐶𝑟,𝑘,𝑡     : quantité ou débit de ressource r consommé par la tâche k durant la période t 
 𝑃𝑟,𝑘,𝑡     : quantité ou débit de ressource r produit par la tâche k durant la période t, 
 𝐼𝑚𝑝𝑟,𝑡
𝑐     : débit de ressource r importé durant la période t (en continue),  
 𝐼𝑚𝑝𝑟,𝑡
𝑑     : quantité de ressource r importée en début de période t, 
 𝐼𝑚𝑝𝑟,𝑡    : masse totale de ressource r importée dans la période t, 
 𝐸𝑥𝑝𝑟,𝑡
𝑐     : débit de ressource r exporté durant la période t (en continue),  
 𝐸𝑥𝑝𝑟,𝑡
𝑑     : quantité de ressource r exportée en fin de période t, 
 𝐸𝑥𝑝𝑟,𝑡    : masse totale de ressource r exportée dans la période t, 




3.2.2. Description des structures sémantiques ERTN et du modèle de PLM 
associé 
Un ERTN est un graphe orienté composé de 8 types de nœuds et de 5 types d’arcs dont la 
construction repose sur un ensemble de règles bien établies. Ces éléments permettent de modéliser 
les principales caractéristiques d’un système de production telles que les flux de matière et d’utilités, 
les procédures de fabrication, les contraintes de ressources (topologie de l’unité, capacité des 
appareils, durées opératoires, partage des ressources, etc.). Par ailleurs, chaque entité définie dans 
la représentation graphique correspond à un ensemble de contraintes mathématiques. Cette section 
dresse l'inventaire des éléments sémantiques ainsi que des contraintes spécifiques associées. 
 
3.2.2.1. Nœuds « Ressource cumulative » 
Les ressources dites « cumulatives » sont des ressources partageables par plusieurs 
opérations simultanément. Représentées par un rond (Figure 3.4) elles permettent de modéliser par 
exemple, une matière première, un mélange de plusieurs constituants, un intermédiaire, un produit 
fini, une utilité dans un état physique donné, etc. 
 
 
Figure 3.4. Ressource cumulative r 
 
Les ressources cumulatives sont identifiées par un numéro d’ordre de la forme Sr (où r est le 
numéro de la ressource) et un libellé qui explicite la nature de la ressource. Elles sont paramétrées 
par deux valeurs : 
 𝑆0𝑟 correspond à la quantité initiale (quantité de ressource r existant à t=0) 
 𝐶𝑟
max est la capacité maximale de stockage de cette ressource.  
Une annotation précise la politique de stockage ou de transfert associée à cette ressource. En 
effet, la présence d’une ressource cumulative dans un diagramme ERTN n’induit pas 
systématiquement la présence physique d’une zone de stockage. Quatre politiques sont considérées : 
 UIS (Unlimited Intermediate Storage) : dans ce cas, 𝐶𝑟
max =  , 
 FIS (Finite Intermediate Storage) : dans ce cas, 𝐶𝑟
max possède une valeur finie et induit 
une contrainte de capacité, 
Sr
nom 
 𝑆0𝑟, 𝐶𝑚𝑎𝑥𝑟 
Politique
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 NIS (No Intermediate Storage) : dans ce cas, 𝐶𝑟
max = 0 et ce nœud constituera un nœud 
de bilan pur. Où le transfert de ressource r ne peut se faire immédiatement, celle-ci doit 
être stockée dans l’appareil lui-même (nécessite d’introduire une tâche de stockage), 
 ZW (Zero Wait) : analogue à la politique NIS, on a encore  𝐶𝑟
max  = 0, mais cette 
politique impose en plus que le transfert de ressource r de l’appareil amont vers l’appareil 
aval se fasse immédiatement (pas de possibilité de stockage dans l’appareil amont), 
 
Soit 𝑆𝑟,𝑡, une variable d’état représentant la quantité d’état r en stock en fin de période t. 
Les contraintes (3.1) permettent de borner cette variable avec la capacité de stockage de cet état :  
 




Les contraintes (3.1) sont à définir uniquement lorsque le stockage est représenté par la ressource cumulative.  
Lorsque le stockage est représenté par les tâches, ces contraintes ne doivent pas être définis, seulement les 
contraintes (3.21) et (3.23) restent définis. 
 
 
Les contraintes (3.2) permettent d’initialiser la valeur du stock 𝑆𝑟,𝑡 à l’instant t = 0 : 
 
3.2.2.2. Nœuds « Tâches » 
Les nœuds tâches, représentés par une forme rectangulaire, modélisent toutes les opérations 
réalisant une transformation de la matière ou de l’énergie. De manière générale, les tâches sont 
identifiées par un numéro d’ordre de la forme Tk (où k est le numéro de la tâche) et un libellé qui 
explicite la nature de l’opération réalisée. En revanche, afin de tenir compte de son mode de 
production (continu/discontinu), une représentation spécifique permet de distinguer les nœuds 
tâches discontinues et les nœuds tâches continues (Figure 3.5). En conséquence, même si une 
tâche est toujours caractérisée par trois paramètres 𝑉𝑘
min, 𝑉𝑘
max et 𝑝𝑓𝑘 , leur valeur va dépendre du 
mode production de l’opération.  
𝑆𝑟,𝑡 ≤ 𝐶𝑟
𝑚𝑎𝑥 ∀𝑟 ∈ 𝑅𝐶 , ∀𝑡 ∈ 𝑇 (3.1) 
   
   




Figure 3.5. Représentation d’une tâche discontinue (a) et continue (b) 
 
 Cas d’une tâche discontinue (cf. Figure 3.5.a) :  
 Lorsque le mode de production est discontinu, cela induit que l’opération traite un lot (ou batch) 
indivisible de matière, chargé dans l’appareil au début de l’opération, rendu indisponible 
pendant la durée de traitement et libéré uniquement à la fin de cette durée de traitement. Les 
paramètres associés à ce type de tâche sont les suivants : 
 𝑉𝑘
min est la quantité minimum (en unité de masse) de matière traitée par l’opération. Ce 
paramètre peut être assimilé à un seuil minimum de lancement en production.  
 𝑉𝑘
max est la quantité maximum (en unité de masse) de matière traitée par l’opération. Ce 
paramètre correspond de manière générale à la capacité physique de l’appareil.  
 𝑝𝑓𝑘 est la durée de l’opération. Cette durée fixe est indépendante de la masse de matière 
traitée et doit être exprimée par un nombre entier de périodes.  
 
 Cas d’une tâche continue (cf. Figure 3.5.b) :  
 Lorsque le mode de production est continu, l’équipement est traversé par un flux de matière 
supposé continu et constant. En supposant que le temps de passage de la matière dans l’appareil 
est négligeable devant la durée de la période, ceci induit que de la matière est produite et 
disponible durant toute la durée de l’opération de production. Dans ces conditions, les 
paramètres associés à ce type de tâche sont les suivants : 
 𝑉𝑘
min est le débit minimum (en unité de masse/période) de matière traversant l’appareil 
assurant l’opération k.   
 𝑉𝑘
max est le débit maximum (en unité de masse/période) de matière traversant l’appareil 
assurant l’opération k. 
 𝑝𝑓𝑘, qui représente la durée de l’opération, est toujours égale à une période (soit 𝑝𝑓𝑘 = 1)  
pour une tâche continue. Si cette opération doit durer n périodes, il faut lancer consécutivement 
n instances de cette tâche.  
 
Quelle que soit la nature de la tâche considérée, elle est régie au moyen de deux variables de 
décision, notée respectivement Wk,t  et 𝐵𝑘,𝑡. 
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Wk,t  est une variable booléenne qui détermine l’activité d’une tâche k dans la période t. Ainsi, 
celle-ci vaut :  
 Wk,t  = 1 si une tâche k est lancée en début de période t, 
 Wk,t  = 0, sinon. 
 
𝐵𝑘,𝑡 est une variable réelle qui représente la quantité de matière traitée par la tâche k lancée 
en période t (soit lorsque 𝑊𝑘,𝑡 = 1). Les contraintes (3.3) permettent de borner la quantité produite 
par la tâche k durant la période t si la tâche k est lancée durant cette période t. Sinon, la variable 
𝐵𝑘,𝑡  est forcée à 0 puisque 𝑊𝑘,𝑡 = 0. 
 
Remarque :  
Précisons ici que, dans le cas d’une tâche discontinue dont la durée est telle que 𝑝𝑓𝑘 > 1, les 
variables Wk,t  et 𝐵𝑘,𝑡 seront non nulles uniquement à la période t de lancement de cette tâche. 
 
3.2.2.3. Arcs « flux » matière 
 Quelle que soit sa nature, une tâche k peut produire ou consommer une ou plusieurs ressources 
cumulatives r. Les quantités de ressources r traversant une tâche peuvent être soit régies au moyen 
d’une équation de bilan massique de conservation des flux entre entrées et sorties, soit non soumises 
à un tel bilan de conservation. Afin de distinguer ces deux situations particulières sur un diagramme 
ERTN, différents types d’arc sont introduits dans la sémantique. 
 
3.2.2.3.1. Arcs « flux » soumis à un bilan de conservation avec proportion fixe / libre 
 Soit 𝐶𝑟,𝑘,𝑡 , la quantité de ressource r consommée par la tâche k durant la période t et 𝑃𝑟,𝑘,𝑡, la 
quantité de ressource r produite par la tâche k durant de la période t. 
 














𝑐𝑜𝑛𝑠 =  𝑟1, 𝑟  𝑅𝑘
𝑝𝑟𝑜𝑑 =  𝑟 ,𝑟 , 𝑟  
𝑊𝑘,𝑡𝑉𝑘
𝑚𝑖𝑛 ≤ 𝐵𝑘,𝑡 ≤ 𝑊𝑘,𝑡𝑉𝑘
𝑚𝑎𝑥 ∀𝑘 ∈ 𝐾, ∀𝑡 ∈ 𝑇 (3.3) 
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En s’appuyant sur la Figure 3.6, le bilan de conservation sur les flux entrants (ou 
consommés) dans la tâche k induit la contrainte (3.4): 
De même, le bilan de conservation sur les flux sortants (ou produits) par la tâche k est défini 
par les contraintes (3.5) : 
 L’évaluation des flux 𝐶𝑟,𝑘,𝑡 et 𝑃𝑟,𝑘,𝑡 dépend de la nature des arcs liant la ressource r et la tâche k. 
Dans ce cadre, deux types d’arcs « flux » sont définis comme le montre la Figure 3.7:   
 
Figure 3.7. Représentation des arcs « flux » à proportion fixe (a) et libre (b) 
 Lorsqu’un arc flux à proportion fixe lie une ressource r et une tâche k, alors le flux 𝐶𝑟,𝑘,𝑡 (resp. 
𝑃𝑟,𝑘,𝑡) est égal à la proportion 𝜌𝑟,𝑘
𝑐𝑜𝑛𝑠 (resp. 𝜌𝑟,𝑘
𝑝𝑟𝑜𝑑
) du flux 𝐵𝑘,𝑡 traversant la tâche k, soit  𝐶𝑟,𝑘,𝑡 =
𝜌𝑟,𝑘
𝑐𝑜𝑛𝑠. 𝐵𝑘,𝑡. (resp. 𝑃𝑟,𝑘,𝑡 = 𝜌𝑟,𝑘
𝑝𝑟𝑜𝑑 . 𝐵𝑘,𝑡).   
 Lorsqu’un arc flux à proportion libre lie une ressource r et une tâche k, alors le flux  𝐶𝑟,𝑘,𝑡 (resp. 
𝑃𝑟,𝑘,𝑡) représente une part non fixée du flux 𝐵𝑘,𝑡 traversant la tâche k, tel que 𝐶𝑟,𝑘,𝑡 ≤ 𝐵𝑘,𝑡 et 𝑃𝑟,𝑘,𝑡 ≤
𝐵𝑘,𝑡. Dans ce cas, les flux 𝐶𝑟,𝑘,𝑡 et 𝑃𝑟,𝑘,𝑡 sont calculés lors de la résolution du problème d'optimisation 
et sont limités respectivement via les contraintes (3.4)et (3.5).  Les arcs flux à proportion libre entrant 
(resp. sortant) sont caractérisés par les paramètres 𝜇𝑟,𝑘
𝑐𝑜𝑛𝑠  (resp. 𝜇𝑟,𝑘
𝑝𝑟𝑜𝑑
) dont une valeur égale à 1 
indique la présence de l’arc et un 0, son absence. 
 Comme le montre la Figure 3.8, plusieurs arcs de type différent peuvent être incident à une même 
tâche k. Néanmoins, par construction, un couple (ressource r, tâche k) ne peut être lié que par un seul 
type d’arc entrant. Par conséquent, pour une ressource r consommée par la tâche k par exemple, soit  
𝜌𝑟,𝑘
𝑐𝑜𝑛𝑠 > 0 et 𝜇𝑟,𝑘
𝑐𝑜𝑛𝑠 = 0, soit  𝜌𝑟,𝑘
𝑐𝑜𝑛𝑠 = 0 et 𝜇𝑟,𝑘
𝑐𝑜𝑛𝑠 = 1. Il est de même pour une paire (tâche k, ressource 
r). 
𝐵𝑘,𝑡 = ∑ 𝐶𝑟,𝑘,𝑡
𝑟∈𝑅𝑘
𝑐𝑜𝑛𝑠
 ∀𝑘 ∈ 𝐾, ∀𝑡 ∈ 𝑇 (3.4) 




∀𝑘 ∈ 𝐾, ∀𝑡 ∈ 𝑇 (3.5) 




Figure 3.8. Bilan au niveau d’un nœud tâche 
 
 Les contraintes (3.6) et (3.7) associées aux flux produits par une tâche, quelle que soit la nature 
des arcs flux s’écrivent par conséquent de la manière suivante :  
 De manière analogue, les contraintes (3.8) et (3.9) associées aux flux consommés par une tâche, 
quelle que soit la nature des arcs flux, s’écrivent de la manière suivante :  
 Les contraintes (3.4) à (3.9) restent valides quelle que soit la nature des tâches k 
(continue/discontinue) considérées. En revanche, l’occurrence temporelle des flux 𝐶𝑟,𝑘,𝑡 et 𝑃𝑟,𝑘,𝑡 au 
sein d’une période t de durée ∆𝑡 dépend de la nature de la tâche k. Pour cette raison, une période t 
est divisée en 3 zones temporelles distinctes :  
 
     Une zone temporelle  située en tout début de période t de durée 𝑑𝑡 telle que 𝑑𝑡 ≪ ∆𝑡, 
     Une zone temporelle  située au milieu de la période t de durée 𝑑𝑡 telle que 𝑑𝑡 ≅ ∆𝑡, 
     Une zone temporelle  située en toute fin de période t de durée 𝑑𝑡 telle que 𝑑𝑡 ≪ ∆𝑡.   
  
   
  
𝑃𝑟,𝑘,𝑡  ≤ (𝜌𝑟,𝑘
𝑝𝑟𝑜𝑑 + 𝜇𝑟,𝑘
𝑝𝑟𝑜𝑑
). 𝐵𝑘,𝑡   
 
∀𝑘 ∈ 𝐾, ∀𝑟 ∈ 𝑅𝐶 , ∀𝑡 ∈ 𝑇 (3.6) 
𝑃𝑟,𝑘,𝑡  ≥ 𝜌𝑟,𝑘
𝑝𝑟𝑜𝑑 . 𝐵𝑘,𝑡   
 
∀𝑘 ∈ 𝐾, ∀𝑟 ∈ 𝑅𝐶 , ∀𝑡 ∈ 𝑇 (3.7) 
𝐶𝑟,𝑘,𝑡  ≤ (𝜌𝑟,𝑘
𝑐𝑜𝑛𝑠 + 𝜇𝑟,𝑘
𝑐𝑜𝑛𝑠). 𝐵𝑘,𝑡   
 
∀𝑘 ∈ 𝐾, ∀𝑟 ∈ 𝑅𝐶 , ∀𝑡 ∈ 𝑇 (3.8) 
𝐶𝑟,𝑘,𝑡  ≥ 𝜌𝑟,𝑘
𝑐𝑜𝑛𝑠. 𝐵𝑘,𝑡   
 
∀𝑘 ∈ 𝐾, ∀𝑟 ∈ 𝑅𝐶 , ∀𝑡 ∈ 𝑇 (3.9) 
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La Figure 3.9 montre le positionnement temporel des flux 𝐶𝑟,𝑘,𝑡 et 𝑃𝑟′,𝑘,𝑡 au sein d’une période t dans 
le cas d’une tâche continue k telle que 𝑘 ∈ 𝐾𝑐 . Par nature, une tâche continue k consomme la 
ressource r (si  𝑘 ∈  𝐾𝑐 ∩ 𝐾𝑟
𝑐𝑜𝑛𝑠)) et produit la ressource r’ (si  𝑘 ∈  𝐾𝑐 ∩ 𝐾𝑟
′𝑝𝑟𝑜𝑑
)) tout au long de 
la période t. En supposant les durées des zones temporelles  et  négligeables devant la durée ∆𝑡 
de la période, la consommation 𝐶𝑟,𝑘,𝑡 de la ressource cumulative r a lieu durant la zone temporelle  




Figure 3.9. Occurrence temporelle des flux pour un nœud tâche continue 
 
  La Figure 3.10 montre cette fois le positionnement temporel des flux 𝐶𝑟,𝑘,𝑡 et 𝑃𝑟′,𝑘,𝑡  au sein 
d’une période t dans le cas d’une tâche discontinue k telle que 𝑘 ∈ 𝐾𝑑 . Par nature, une tâche 
discontinue k consomme la ressource r (si 𝑘 ∈  𝐾𝑑 ∩ 𝐾𝑟
𝑐𝑜𝑛𝑠)) en tout début de période t (si cette tâche 
k démarre dans la période t) et délivre la ressource r’ (si 𝑘 ∈  𝐾𝑑 ∩ 𝐾𝑟′
𝑝𝑟𝑜𝑑
)) à la toute fin de la période 
t (si cette tâche k s’achève dans la période t). En d’autres termes, la consommation 𝐶𝑟,𝑘,𝑡  de la 
ressource cumulative r peut se faire uniquement durant la zone temporelle  (zone temporelle alors 
assimilable à une étape de chargement d’un appareil de durée 𝑑𝑡 négligeable devant ∆𝑡) et la mise 
à disposition 𝑃𝑟′,𝑘,𝑡 de la ressource cumulative r’ ne peut se réaliser qu’au sein de la zone temporelle 
 (zone temporelle alors assimilable à une étape de vidange d’un appareil de durée 𝑑𝑡 négligeable 
devant ∆𝑡 ). Ceci induit aussi qu’une tâche discontinue ne peut pas consommer ou générer des 
ressources cumulatives durant la zone temporelle  (zone temporelle alors assimilable à l’étape de 
traitement proprement dite de durée 𝑑𝑡 avoisinant ∆𝑡).   
 




Figure 3.10. Occurrence temporelle des flux pour un nœud tâche discontinue 
 
3.2.2.3.2. Arcs « flux » non soumis à un bilan de conservation 
Les flux non soumis à un bilan de conservation permettent de définir une consommation ou 
une production d’une ressource cumulative r indépendamment des autres ressources cumulatives r’ 
consommées ou produites par cette tâche. Les arcs associés sont symbolisés par une flèche en double 
trait pointillée (cf. Figure 3.11). Les flux portés par ces arcs comprennent une partie fixe et une 
partie proportionnelle à la quantité ou du débit traversant la tâche k. 
 
Figure 3.11. Arc « flux » non soumis à bilan de conservation 
Pour cette raison, ces arcs sont annotés par deux paramètres, 𝑢𝑓𝑘,𝑟
𝑐𝑜𝑛𝑠 (resp. 𝑢𝑓𝑘,𝑟
𝑝𝑟𝑜𝑑
) pour la 
partie fixe, et 𝑢𝑣𝑘,𝑟
𝑐𝑜𝑛𝑠 (resp. 𝑢𝑣𝑘,𝑟
𝑝𝑟𝑜𝑑
) pour la partie variable de la consommation (resp. production) 
de ressource r par la tâche k. 
  
  𝒓,𝒌
 𝒓  
,  𝒓,𝒌
 𝒓  
  𝒓,𝒌
    ,  𝒓,𝒌
    
(a) Consommation d’une ressource (b) Production d’une ressource
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Soit 𝑈𝐶𝑟,𝑘,𝑡  , la quantité de ressource r consommée par la tâche k durant la période t. 
L’évaluation de ce flux est donnée par la contrainte (3.10) dans laquelle la quantité totale de 
ressource r consommée par la tâche k est divisée par le nombre de période de fonctionnement car elle 
est supposée être répartie uniformément sur toute la durée de la tâche.   
 
 De manière analogue, la variable 𝑈𝑃𝑟,𝑘,𝑡 représente la quantité de ressource r produite par la 
tâche k durant de la période t. De même, la contrainte (3.11) suppose que la production de cette 
ressource r est répartie uniformément sur toute la durée de la tâche. 
 
Remarques :  
     Il est important de noter que ces flux sont toujours consommés (resp. produits) de manière 
continue sur une période, que le tâche k soit de nature continue ou discontinue (cf. Figure 
3.12).  
 
Figure 3.12. Occurrence temporelle des flux 𝑼𝑪𝒓,𝒌,𝒕 et 𝑼𝑷𝒓,𝒌,𝒕 
     De plus, précisons que par construction, une ressource cumulative r ne peut pas être 
consommée (resp. produite) par une tâche k à la fois via un arc « flux soumis à bilan de 



















 ∀𝑟 ∈ 𝑅𝐶 , ∀𝑘 ∈ 𝐾, ∀𝑡 ∈ 𝑇 (3.11) 
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3.2.2.4. Nœuds « Ressource disjonctive » et arc « disjonction » 
Une ressource disjonctive est une ressource qui, à un instant donné, ne peut être utilisée 
que pour réaliser une et une seule tâche. Deux éléments sémantiques permettent de représenter 
l’exclusion mutuelle (Figure 3.13). 
 
Figure 3.13. Notations pour la gestion des ressources disjonctives 
Les nœuds ressource disjonctive sont représentés par un ovale et modélisent de manière 
générale toute ressource disjonctive comme par exemple, un appareil, un opérateur, etc. Les arcs 
disjonction sont représentés par des flèches en trait discontinu. Il modélise que la ressource 
disjonctive à l’origine de l’arc peut exécuter l’opération pointée par l’arc et induit une utilisation 
exclusive de la ressource. Ainsi, dans le cas où une ressource disjonctive peut être le siège de plusieurs 
opérations différentes, alors on obtient une structure telle que le montre la Figure 3.14. 
 
Figure 3.14. Représentation d’une ressource disjonctive 
Chaque arc disjonction reliant une tâche à une ressource disjonctive conduit à la formulation 
d'une contrainte d'allocation. Pour une période t donnée, un équipement m ne peut exécuter qu’une 
opération k au plus. Par ailleurs, cet équipement m ne sera pas disponible pour réaliser une autre 
tâche pendant toute la durée de la tâche k (c.-à-d. pendant les périodes t’= t – pk+1 jusqu’à t’= t + pk 
–1).  La contrainte (3.12) associée est la suivante :  
 
 L'action de l’équation ci-dessus est illustrée sur la Figure 3.15 en considérant le système de la 
Figure 3.14 comprenant un réacteur pouvant réaliser 3 réactions distinctes, opérations nommées 
respectivement T2 (p2 =1 période), T3 (p3 = 2 périodes) et T6 (p6 = 1 période).    
: nœud ressource disjonctive : arc disjonction (signifiant est utilisé par )
















3A + D        2G
Réaction 3 :

















Figure 3.15. Action de la contrainte d’allocation (3.12) 
 
3.2.2.4.1. Eléments « Apport » et « Demande » 
Les éléments Apport et Demande permettent de modéliser des flux venant de ou partant vers 
l’environnement connus et fixés. Il s’agit donc de données du modèle. La Figure 3.16 montre les 
symboles associés.   
 
 
Figure 3.16. Apport (a.1 et a.2) et Demande (b.1 et b.2) de l’environnement 
 
Une évolution par rapport à la description du formalisme ERTN trouvée dans (Hetreux, 
2012) est la distinction entre des apports ou demandes réalisées en continu durant une période et les 
apports ou demandes s’effectuant respectivement en début et en fin de période de manière 
discontinue.  
Ainsi, le flux entrant (a) de chaque ressource cumulative r est caractérisé par un vecteur de 
composante 𝐴𝑝𝑝𝑟,𝑡  définie pour chaque période t de l’horizon. Ce vecteur peut représenter, par 
exemple, un planning prévisionnel d’approvisionnement en ressource r. Les composantes de ce 
vecteur résultent de la somme des composantes 𝐴𝑝𝑝𝑟,𝑡
𝑐  et 𝐴𝑝𝑝𝑟,𝑡
𝑑  des vecteurs 𝐴𝑝𝑝𝑟
𝑐  et 𝐴𝑝𝑝𝑟
𝑑, soit :  
 
où 𝐴𝑝𝑝𝑟,𝑡
𝑑  correspond à la quantité de ressource r apportée en début de période t (représentée par le 
symbole de la Figure 3.16 (a.1)) et 𝐴𝑝𝑝𝑟,𝑡
𝑐  correspond au débit de ressource r entrant durant la 
période t (représenté par le symbole de la Figure 3.16 (a.2)). 
Value Wk,t = 1
Value Wk,t = 0
Task duration:     T2 = 1 time interval, T3 = 2 time interval and T6 = 1 time interval 
Reactor 1
If  W3,t=1, then W2,t-1=W2,t=W3,t-2= W3,t-1=W6,t-1=W6,t= 0
W2,t-1 + W2,t + W3,t-2 + W3,t-1 + W6,t-1 + W6,t + W3,t  1      at   t
W2,t + W2, t+1 + W3,t-1 + W3,t + W3,t+1 + W6,t + W6,t+1  1     at   t+1
and W2,t+1=W3,t+1=W6,t+1=W2,t+2=W3,t+2=W6,t+2= 0
W2,t+1 + W2,t+2 + W3,t + W3,t+1 + W3,t+2 + W6,t+1 + W6,t+2  1  at   t+2
            𝐴𝑝𝑝𝑟,𝑡 = 𝐴𝑝𝑝𝑟,𝑡
𝑐 + 𝐴𝑝𝑝𝑟,𝑡
𝑑  ∀𝑟 ∈ 𝑅𝐶 , ∀𝑡 ∈ 𝑇 (3.13) 
Chapitre – 3 Le FORMALISME EXTENDED RESOURCE TASK NETWORK  
 
47 
De manière analogue, les flux sortants (b) de chaque ressource cumulative r est caractérisé 
par un vecteur de composantes 𝐷𝑒𝑚𝑟,𝑡 définie pour chaque période t de l’horizon. Ce vecteur peut 
représenter, par exemple, un planning prévisionnel de production en ressource r. Les composantes 
de ce vecteur résultent de la somme des composantes 𝐷𝑒𝑚𝑟,𝑡
𝑐  et 𝐷𝑒𝑚𝑟,𝑡
𝑑  des vecteurs 𝐷𝑒𝑚𝑟





𝑑  correspond à la quantité de ressource r demandée en fin de période t (représentée par le 
symbole de la Figure 3.16 (b.1)) et 𝐷𝑒𝑚𝑟,𝑡
𝑐  correspond au débit de ressource r demandée durant la 
période t (représenté par le symbole de la Figure 3.16 (b.2)). 
 
3.2.2.4.2. Eléments « Import » et « Export » 
Les éléments Import et Export permettent de modéliser des flux venant de ou partant vers 
l’environnement dont la valeur n’est pas connue. Il s’agit donc d’une variable de décision du modèle 
qui, dans ces certains cas de modélisation, peut apparaitre comme une variable de relaxation d’une 
contrainte. La Figure 3.17 montre les symboles associés. 
 
 
Figure 3.17. Import (a) et Export (b) depuis ou vers l’environnement 
 
Ici encore, une évolution par rapport la description du formalisme ERTN trouvée dans 
(Hetreux, 2012) est la distinction entre des imports ou exports réalisés en continu durant une période 
























            𝐷𝑒𝑚𝑟,𝑡 = 𝐷𝑒𝑚𝑟,𝑡
𝑐 + 𝐷𝑒𝑚𝑟,𝑡
𝑑  ∀𝑟 ∈ 𝑅𝐶 , ∀𝑡 ∈ 𝑇 (3.14) 
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Soit 𝐼𝑚𝑝𝑟,𝑡, une variable réelle représentant la masse totale de ressource r importée dans la 
période t. Ces variables sont la somme des variables  𝐼𝑚𝑝𝑟,𝑡
𝑐  et 𝐼𝑚𝑝𝑟,𝑡
𝑑 , soit : 
 
où 𝐼𝑚𝑝𝑟,𝑡
𝑑  correspond à la quantité de ressource r importée depuis l’environnement en début de 
période t (représentée par le symbole de la Figure 3.17(a.1)) et 𝐼𝑚𝑝𝑟,𝑡
𝑐  correspond au débit de 
ressource r importée depuis l’environnement durant la période t (représenté par le symbole de la 
Figure 3.17(a.2)). 
Les variables 𝐼𝑚𝑝𝑟,𝑡 sont limitées par une borne maximale 𝐼𝑚𝑝𝑟
𝑚𝑎𝑥 via les contraintes (3.16) 
suivantes : 
 
De la même manière, la variable réelle 𝐸𝑥𝑝𝑟,𝑡  représente la masse totale de ressource r 
exportée dans la période t. Ces variables sont la somme des variables  𝐸𝑥𝑝𝑟,𝑡
𝑐  et 𝐸𝑥𝑝𝑟,𝑡
𝑑 , soit : 
 
où 𝐸𝑥𝑝𝑟,𝑡
𝑑  correspond à la quantité de ressource r exportée vers l’environnement en fin de période t 
(représentée par le symbole de la Figure 3.17(b.1)) et 𝐸𝑥𝑝𝑟,𝑡
𝑐  correspond au débit de ressource r 
exportée depuis l’environnement durant la période t (représenté par le symbole de la Figure 
3.17(a.2)). 
Ces variables sont limitées par une borne maximale 𝐸𝑥𝑝𝑟
𝑚𝑎𝑥  via les contraintes (3.18) 
suivantes : 
 
3.2.2.5. Bilan dynamique de conservation sur un nœud « ressource cumulative » 
Comme le montre la Figure 3.18, pour une période t donnée, une ressource cumulative r est 
un nœud auquel arrivent et partent différents types de flux.  
          𝐼𝑚𝑝𝑟,𝑡 = 𝐼𝑚𝑝𝑟,𝑡
𝑐  + 𝐼𝑚𝑝𝑟,𝑡
𝑑  ∀𝑟 ∈ 𝑅𝐶 , ∀𝑡 ∈ 𝑇 (3.15) 
          0 ≤ 𝐼𝑚𝑝𝑟,𝑡 ≤ 𝐼𝑚𝑝𝑟
max ∀𝑟 ∈ 𝑅𝐶 , ∀𝑡 ∈ 𝑇 (3.16) 
            𝐸𝑥𝑝𝑟,𝑡 = 𝐸𝑥𝑝𝑟,𝑡
𝑐 + 𝐸𝑥𝑝𝑟,𝑡
𝑑  ∀𝑟 ∈ 𝑅𝐶 , ∀𝑡 ∈ 𝑇 (3.17) 
             0 ≤ 𝐸𝑥𝑝𝑟,𝑡 ≤ 𝐸𝑥𝑝𝑟
max ∀𝑟 ∈ 𝑅𝐶 , ∀𝑡 ∈ 𝑇 (3.18) 




Figure 3.18. Bilan de conservation des ressources cumulatives 
 
L’écriture de l’équation de bilan en dynamique nécessite de prendre en compte en plus, le 
stock 𝑆𝑟,𝑡−1 présent en fin de période t-1. Ainsi, pour une période t donnée, le stock 𝑆𝑟,𝑡 en fin de 
période t est égale au stock 𝑆𝑟,𝑡−1 présent en fin de période t-1 auquel on retranche préalablement ce 
qui est consommé dans la période t (flux  𝐶𝑟,𝑘,𝑡), plus ce qui est produit dans la période t (flux 𝑃𝑟,𝑘,𝑡 
et/ou flux 𝑈𝑃𝑟,𝑘,𝑡), plus ce qui est apporté (flux 𝐴𝑝𝑝𝑟,𝑡) et/ou importé (flux 𝐼𝑚𝑝𝑟,𝑡), moins ce qui est 
consommé (flux 𝑈𝐶𝑟,𝑘,𝑡) et moins ce qui est demandé (flux 𝐷𝑒𝑚𝑟,𝑡) et/ou exporté (flux 𝐸𝑥𝑝𝑟,𝑡). La 
contrainte (3.19) traduit ce bilan dynamique de conservation des flux de la ressource cumulative r 
en période t : 
 
Si ce bilan est évidemment toujours correct, il faut néanmoins prendre en compte la nature 
des opérations productrices et consommatrices de la ressource cumulative r afin de considérer la 
disponibilité ou l’occurrence réelle des différents flux au sein d’une période t.  De plus, dans cette 
formulation, on rappelle que les flux associés aux imports et aux apports se font de manière continue 
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𝑷𝒓,𝒌 
   𝒓
   𝒓





















+ 𝐼𝑚𝑝𝑟,𝑡 − 𝐸𝑥𝑝𝑟,𝑡 + 𝐴𝑝𝑝𝑟,𝑡
− 𝐷𝑒𝑚𝑟,𝑡 
∀𝑟 ∈ 𝑅𝐶 , ∀𝑡 ∈ 𝑇 (3.19) 
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représentation générale de tous les flux de ressource cumulative r pouvant transiter au sein d’une 
période t en superposant en amont et aval des tâches continues et discontinues : 
 
 
Figure 3.19. Evolution du stock et des flux de ressource r au cours d’une période t 
 
Le découpage en 3 zones temporelles de la période t (cf. section 3.2.2.3.1) permet d’établir 
des bilans intermédiaires au sein de la période, bilans utiles pour tenir compte de la nature des tâches 
et des flux en lien avec l’environnement. Pour faciliter la compréhension du schéma, on note :  
 
Soit 𝑆′𝑟,𝑡, le stock intermédiaire de ressource r présent à la fin de la zone temporelle  de la 
période t. L’équation de bilan au nœud  (cf. Figure 3.19) pour la ressource cumulative r en période 




𝑑 = 𝑆′𝑟,𝑡 + 𝐶𝑟,𝑘′,𝑡
𝑑                         ∀𝑟 ∈ 𝑅𝐶 , ∀𝑘′ ∈  𝐾𝑑 ∩ 𝐾𝑟
𝑐𝑜𝑛𝑠          
 
𝑃𝑟,𝑘,𝑡
𝑐 = 𝑃𝑟,𝑘,𝑡−𝑝𝑓𝑘+1   ∀𝑟 ∈ 𝑅
𝐶 , ∀𝑘 ∈  𝐾𝑐  ∩  𝐾𝑟
𝑝𝑟𝑜𝑑 , ∀𝑡 ∈ 𝑇  
𝑃𝑟,𝑘,𝑡
𝑑 = 𝑃𝑟,𝑘,𝑡−𝑝𝑓𝑘+1   ∀𝑟 ∈ 𝑅
𝐶 , ∀𝑘 ∈  𝐾𝑑  ∩  𝐾𝑟
𝑝𝑟𝑜𝑑 , ∀𝑡 ∈ 𝑇 
𝐶𝑟,𝑘,𝑡
𝑐 = 𝐶𝑟,𝑘,𝑡    ∀𝑟 ∈ 𝑅
𝐶 , ∀𝑘 ∈  𝐾𝑐  ∩  𝐾𝑟
𝑐𝑜𝑛𝑠 , ∀𝑡 ∈ 𝑇 
𝐶𝑟,𝑘,𝑡
𝑑 = 𝐶𝑟,𝑘,𝑡    ∀𝑟 ∈ 𝑅
𝐶 , ∀𝑘 ∈  𝐾𝑑  ∩  𝐾𝑟
𝑐𝑜𝑛𝑠 , ∀𝑡 ∈ 𝑇 
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Comme 𝑆′𝑟,𝑡  représente un stock (stock intermédiaire de ressource r restant après 
l’approvisionnement (apport ou import) en début de période t retranché de la consommation de la 
tâche discontinue k’), il faut vérifier que  0 ≤ 𝑆′𝑟,𝑡 ≤ 𝐶𝑟
𝑚𝑎𝑥. Par conséquent, en généralisant ce bilan 
à toutes les tâches discontinues k consommant la ressource r, il est nécessaire d’ajouter au modèle les 
contraintes (3.20) et (3.21) suivantes :  
 
Soit 𝑆"𝑟,𝑡, le stock intermédiaire de ressource r présent à la fin de la zone temporelle  de la 
période t. L’équation de bilan au nœud  (cf. Figure 3.19) pour la ressource cumulative r en période 





𝑐 + 𝑈𝑃𝑟,𝑘,𝑡 = 𝑆"𝑟,𝑡 + 𝐶𝑟,𝑘′,𝑡
𝑐 + 𝑈𝐶𝑟,𝑘′,𝑡 + 𝐷𝑒𝑚𝑟,𝑡
𝑐 + 𝐸𝑥𝑝𝑟,𝑡
𝑐                          
                                                                                  ∀𝑟 ∈ 𝑅𝐶 , ∀𝑘′ ∈ (𝐾𝑑 ∩ 𝐾𝑟
𝑐𝑜𝑛𝑠), ∀𝑘 ∈  𝐾𝑐 ∩ 𝐾𝑟
𝑝𝑟𝑜𝑑  
 
Comme 𝑆"𝑟,𝑡  représente aussi un stock (stock intermédiaire de ressource r avant de 
réceptionner la production des tâches discontinues), il faut vérifier que  0 ≤ 𝑆"𝑟,𝑡 ≤ 𝐶𝑟
𝑚𝑎𝑥 . Par 
conséquent, en généralisant ce bilan à toutes les tâches discontinues k’ consommant la ressource r et 
à toutes les tâches continues k produisant la ressource r, les contraintes (3.22) et (3.23) doivent être 
ajoutées au modèle :  
 
Enfin, l’écriture de l’équation de bilan au nœud  (cf. Figure 3.19) pour la ressource 
cumulative r en période t correspond à la contrainte (3.19) déjà présente dans le modèle. 





𝑑  ∀𝑟 ∈ 𝑅𝐶 , ∀𝑡 ∈ 𝑇 (3.20) 
             0 ≤ 𝑆′𝑟,𝑡 ≤ 𝐶𝑟








         𝑆"𝑟,𝑡 = 𝑆′𝑟,𝑡 + ∑ 𝑃𝑟,𝑘,𝑡−𝑝𝑓𝑘+1



















∀𝑟 ∈ 𝑅𝐶 , ∀𝑡 ∈ 𝑇 (3.22) 
             0 ≤ 𝑆"𝑟,𝑡 ≤ 𝐶𝑟
𝑚𝑎𝑥                 ∀𝑟 ∈ 𝑅𝐶 , ∀𝑡 ∈ 𝑇 (3.23) 
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Les contraintes (3.1) et (3.19) à (3.23) permettent d’une part, de modéliser les différents 
scénarios de production/consommation d’une ressource cumulative quelle que soit la nature des 
tâches amont et aval et d’autre part, de respecter la capacité de la ressource cumulative. Pour 
illustrer leur action, les quatre scénarios possibles de production/consommation de ressource 
cumulative r durant une période t sont considérés dans la suite.  
 
 Scénario 1 : alimentation d’une tâche continue par une autre tâche continue   
La Figure 3.20 illustre ce premier scénario. Par nature, une tâche continue peut produire et 
consommer la ressource r tout au long d’une période. De ce fait, la ressource r produite par la tâche 
en amont durant la période t et/ou provenant de l’extérieur (de manière continue ou discontinue) 
peut être consommée par la tâche en aval et/ou délivrée à l’extérieur durant cette même période t. 
Par conséquent, le seul nœud de bilan  concentre tous les flux de manière globale, et correspond à 
l’expression de la seule contrainte (3.19). 
 
 
Figure 3.20. Scenario continu – continu 
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 Scénario 2 : alimentation d’une tâche discontinue par une autre tâche discontinue   
La Figure 3.21 illustre ce second scénario. Par nature, une tâche discontinue ne peut être 
alimentée en ressource r qu’en début de période (sauf si cette ressource r est issue d’un arc « flux non 
soumis à bilan de conservation »  cf. section 3.2.2.3.2). 
 
 
Figure 3.21. Scenario discontinu - discontinu 
 
De ce fait, les seules tâches discontinues amont susceptibles d’alimenter la tâche discontinue 
aval en début de période t sont des tâches achevées en fin de période t-1, comme le montre la Figure 
3.21. Par conséquent, en plus de satisfaire la contrainte de bilan global (17), il faut, pour ce scénario, 
vérifier les contraintes (3.20) et (3.21) correspondant au point de bilan . Celle-ci garantit que le 
flux 𝑆′𝑟,𝑡 restant en stock en début de période t est positif ou nul et inférieur à la capacité 𝐶𝑟
𝑚𝑎𝑥.  
 
 Scénario 3 : alimentation d’une tâche continue par une tâche discontinue   
La Figure 3.22 illustre ce troisième scénario. Même si une tâche continue peut-être alimentée 
pendant toute la durée de la période t, la production en période t d’une tâche discontinue ne devient 
néanmoins disponible qu’en toute fin de période t. Par conséquent, les mêmes remarques qu’au 
scénario 2 peuvent être faites et notamment, que les seules tâches discontinues amont susceptibles 
d’alimenter la tâche continue aval durant la période t sont des tâches achevées en fin de période t-1. 
Par conséquent, en plus de satisfaire la contrainte de bilan global (3.19), il faut, pour ce scénario, 





Figure 3.22. Scenario discontinu – continu 
 
 Scénario 4 : alimentation d’une tâche discontinue par une tâche continue   
La Figure 3.23 illustre ce dernier scénario. Encore une tâche fois, comme l’alimentation de 
la tâche discontinue a lieu en début de période t, seules les tâches continues amont achevées en fin 
de période t-1 ont la possibilité d’alimenter la tâche discontinue aval. Par conséquent, en plus de 
satisfaire la contrainte de bilan global (3.19), il faut vérifier les contraintes (3.20) et (3.21) 
correspondant au point de bilan . 
 
 
Figure 3.23. Scenario continu – discontinu 
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3.2.2.6. Nœuds « ressource logique » et arcs « transition » 
Les ressources logiques permettent de contrôler l’exécution d’une tâche à un instant donné. 
Ils peuvent être assimilés à un jeton qui est réquisitionnée au démarrage d’une tâche et libérée à sa 
fin. Ces nœuds sont notamment utiles pour gérer les appareils dits multimodaux c'est-à-dire des 
appareils qui doivent réaliser une séquence prédéterminée de tâches avant d’atteindre un mode 
particulier de fonctionnement ou le mode nominal.  
Une ressource logique l est symbolisée par un hexagone (Figure 3.24) et est identifiée par un 
numéro d’ordre de la forme Rl (où l est le numéro de la ressource logique) et un libellé. Elle est 




Figure 3.24. Ressource logique 
 
A chaque ressource logique l est associée une variable de décision entière 𝑅𝑙,𝑡. Elle représente 
le marquage (nombre entier) de la ressource logique l en période t. Dans ces conditions, la contrainte 
(3.24) permet d’initialiser le marquage de la ressource logique l à l’instant t = 0. 
 
Dans chaque période t, les contraintes (3.25) garantissent que le marquage de la ressource 








𝑅𝑙,0 = 𝑅0𝑙 ∀𝑙 ∈ 𝑅𝐿 (3.24) 
0 ≤ 𝑅𝑙,𝑡 ≤ 𝐶𝑙
𝑚𝑎𝑥 ∀𝑙 ∈ 𝑅𝐿, ∀𝑡 ∈ 𝑇 (3.25) 
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Les ressources logiques sont reliées aux tâches par des arcs transition entrants ou sortants de 
la tâche (Figure 3.25). Ils portent une annotation correspondant au poids de l’arc, c’est à dire :  
 
Figure 3.25. Arcs « transition » 
 Pour un arc entrant dans une tâche k, 𝛼𝑘,𝑙
𝑐𝑜𝑛𝑠  est égal au nombre de « jeton » de la 
ressource logique l qui doivent être réquisitionnés par cette tâche pour son exécution,  
 Pour un arc sortant d’une tâche k, 𝛼𝑘,𝑙
𝑝𝑟𝑜𝑑
 est égal au nombre de « jeton » de la ressource 
logique l qui doivent être libérés une fois cette tâche terminée. 
 
Quelle que soit la nature de la tâche k, une ressource logique l est toujours consommée en 
début de période (soit dans la zone temporelle ) et libérée en fin de période (soit dans la zone 
temporelle ). Le marquage de la ressource logique l au cours du temps est alors régie par la 
contrainte (3.26) suivante :  
 
Cette contrainte traduit que le marquage 𝑅𝑙,𝑡  de la ressource logique l en période t est égale 
au marquage 𝑅𝑙,𝑡−1  de la période précédente t-1 auquel on soustrait préalablement les jetons 
réquisitionnés par les tâches qui démarrent en début de période t, plus ceux qui sont libérés par la 
fin d’exécution des tâches actives en période t. 
 
3.3. EXEMPLE 
La construction du modèle ERTN du système de production de vapeur (site industriel de 
l’exemple fil rouge) fait apparaitre différents éléments sémantiques de la modélisation ERTN. Dans 
un premier temps (Figure 3.26), il est à noter la présence d’une chambre de combustion (ressource 
J1) et d’un échangeur fumées/eau, vapeur (ressource J2) : 
 
(a) Consommation d’une ressource logique (b) Production d’une ressource logique
  ,𝒌
      ,𝒌
 𝒓  






 ∀𝑙 ∈ 𝑅𝐿 , ∀𝑡 ∈ 𝑇 (3.26) 




Figure 3.26. Ressources disjonctives du site industriel 
 
Une ressource disjonctive peut être associée à une ou plusieurs tâches, mais elles permettent 
d’exécuter une seule tâche associée à la fois. Cela permet par exemple de représenter des régimes de 
fonctionnement différents. Ici (Figure 3.27), la chambre de combustion permet d’effectuer la 
combustion (T1) et l’échangeur de chaleur permet de réaliser l’échange de chaleur (T2). 
 
 
Figure 3.27. Tâches de production de vapeur du site industriel 
 
Ces tâches consomment des ressources de type matière ou énergie. Ces ressources sont 
représentées par des états ERTN. Pour les consommer, les tâches sont reliées aux ressources par des 
arcs. Ceux-ci sont en trait plein pour les arcs avec bilan de conservation sur les tâches. La tâche de 
combustion (Figure 3.28) consomme du gaz naturel (état S1) et de l’air (état S2) pour produire des 
fumées (état S3).  
 
 
Figure 3.28. Graphe ERTN de la combustion 
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L’échangeur permet de chauffer de l’eau (état S5) en vapeur (état S6), la chaleur de vaporisation 
provient des fumées (flux utilitaire – double trait discontinu). Les fumées chaudes (état S3) entrent 
dans l’échangeur, après avoir transféré une partie de leur chaleur, les fumées sortent refroidis (état 
S4). (cf. Figure 3.29) 
 
 
Figure 3.29. Graphe ERTN de la chaudière industrielle 
 
Le système à présent détaillé, nécessite l’ajout des interactions avec son environnement. La 
demande (𝐷𝑒𝑚6,𝑡 ) en vapeur correspondant au scénario de fonctionnement. Pour satisfaire la 
demande en vapeur, le système doit pouvoir être alimenté en gaz naturel ( 𝐼𝑚𝑝𝑜𝑟𝑡1
𝑚𝑎𝑥 ), air 
(𝐼𝑚𝑝𝑜𝑟𝑡2
𝑚𝑎𝑥) et eau (𝐼𝑚𝑝𝑜𝑟𝑡5
𝑚𝑎𝑥). Mais il est aussi nécessaire de libérer les fumées dans l’atmosphère 
(𝐸𝑥𝑝𝑜𝑟𝑡4
𝑚𝑎𝑥). (cf. Figure 3.30) 
 




Figure 3.30. Graphe ERTN complet de la chaudière industrielle 
 
3.4. CONCLUSION 
Ce chapitre a présenté le formalisme ERTN dédié à la modélisation des processus de production. 
S’appuyant sur des éléments sémantiques simples et génériques, il permet de représenter 
graphiquement les différents flux traversant le système. A chaque structure sémantique correspond 
un ensemble de contraintes définissant le modèle mathématique associé au problème de 
planification. Ce modèle est formulé sous forme d’un programme linéaire mixte à temps discret.   
Dans le chapitre suivant, le formalisme ERTN et le modèle mathématique associé seront 
exploités via la mise en place d’une méthode de construction visant à déterminer les paramètres 
ERTN du modèle correspondant au système de l’exemple fil rouge. 
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CHAPITRE – 4 APPROCHE 
PLANIFICATION : COUPLAGE 
SIMULATION/ERTN 
Le formalisme ERTN détaillé dans le chapitre précédent est exploité 
dans ce chapitre pour la planification du système de l’exemple fil rouge. La 
première section présente la méthode de planification employée, méthode en 
trois étapes : la construction du modèle graphique ERTN, l’instanciation des 
différents paramètres du modèle et enfin la planification du système. La 
seconde section met en application la méthode présentée sur le système 
découplé de l’exemple fil rouge. L’analyse des résultats du système découplé 
met en lumière un potentiel de chaleur fatale du site industriel valorisable 
sur le site urbain. La troisième section s’intéresse à la valorisation de cette 
chaleur fatale en couplant le site industriel au site urbain par l’intermédiaire 
d’un échangeur de valorisation. La quatrième section souhaite aller plus loin 
en stockant une partie de l’excédent de chaleur fatale ne pouvant pas être 
consommé au moment de sa production. Enfin, la dernière section conclue en 
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4.1. LA METHODE DE PLANIFICATION 
Dans ce chapitre, une première planification du système est réalisée en exploitant le formalisme 
ERTN (Agha, 2009). Comme souligné dans le chapitre 3, le formalisme ERTN est un formalisme 
graphique permettant de modéliser le système qui doit faire l’objet de la planification. Comme 
l’illustre la Figure 4.1, la méthode de planification repose sur trois étapes : 
 Une phase de construction du modèle. Reposant sur une analyse de la topologie du système, 
cette étape vise à construire :  
 Une phase d’instanciation (ou paramétrisation) où l’ensemble des paramètres énumérés à 
l’issue de la phase précédente doivent être évalués.  
 Une phase de planification proprement dite reposant sur la résolution du modèle PLM ainsi 
établi à l’aide d’un solveur mathématique. Dans ce travail, le solveur CPLEX sera utilisé.  
Dans cette section, chacune de ces étapes est explicitée.  
 
4.1.1. Etape 1 : Construction des modèles – recette générique 
La première étape, intitulée ERTN Model Construction, consiste à établir les modèles nécessaires à 
la définition de la recette générique du système global.  Deux types de modèles doivent être établis :  
 Un modèle de type ERTN permettant de représenter la dynamique, nécessaire à la 
planification du système  
A ce niveau, il s’agit de représenter les étapes du processus de transformation de l’énergie mis en jeu 
sur le système sous la forme d’un graphe ERTN. Cette représentation est indépendante des 
caractéristiques propres des moyens de production utilisés (ex : chambre de combustion, échangeur 
de chaleur, etc.), ainsi que des scenarii de demande en chaleur (du site industriel et du site urbain). 
 Un (ou plusieurs) modèle(s) MESH (‘Material balance – Equilibrium – Summation – Heat 
balance’) qui permettent de réaliser la simulation en régime permanent de tout ou partie des 
composants du système. En vue de paramétriser le modèle précédent. 
Comme nous l’avons montré dans le chapitre 3, le modèle ERTN doit faire l’objet d’une 
paramétrisation. Si certains paramètres sont directement déductibles des données techniques du site 
à modéliser, les paramètres qui décrivent le comportement de certains composants énergétiques 
doivent être évalués via une modélisation détaillée. Ces composants sont prédéfinis de manière 
exhaustive. Dans le cas qui nous intéresse, il s’agit des éléments suivants : les trois chambres de 
combustion (gaz naturel, bois et biomasse) et les quatre échangeurs (chaudière au gaz naturel, 
chaudière au bois, chaudière à la biomasse et échangeur de valorisation). Compte tenu des 
phénomènes physico-chimiques et thermodynamiques mis en jeu, la détermination de certains 
paramètres peut nécessiter de recourir à une modélisation détaillée reposant sur des bilans matière 
et énergie et des équations d’équilibres entre phases (modèle MESH). Dans notre cas, c’est le 
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simulateur de procédés en régime permanent ProSimPlus (ProSim, 2019) qui a été retenu pour 
établir cette modélisation.  Les données techniques spécifiques aux opérations considérées 
constituent des données d’entrée de ces modèles.  
 
Figure 4.1 Approche ERTN « Construct-Instanciate-Planify » 
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4.1.2. Etape 2 : Instanciation de la recette générique - recette de site 
Comme déjà évoqué précédemment, l’étape 2 ERTN Model Instanciation vise à construire 
le réseau ERTN correspondant à la recette de site du système considéré. Plus précisément, il s’agit de 
déterminer les valeurs numériques des paramètres du modèle ERTN. Une partie des paramètres 
peut être renseignée à partir des informations directement mesurables sur le système, par exemple 
les proportions massiques sur les arcs déduits des débits mesurés sur le procédé. Une autre partie des 
paramètres peut être renseignée directement à partir des données techniques, par exemple les plages 
de débits servant à renseigner les bornes des tâches ERTN. Enfin, d’autres paramètre sont déduits 
de la modélisation MESH décrite précédemment. Cette étape donne lieu à la formulation d’un 
modèle PLM (Programmation Linéaire Mixte).   
 
4.1.3. Etape 3 : Planification 
Le graphe ERTN étant établi et paramétré, la troisième étape (ERTN Model Planning) 
consiste à réaliser la planification du système. Cette ultime étape requiert la définition des scenarios 
qui permettent de rendre compte des interactions du système avec son environnement ; il s’agit des 
demandes clients en produits finis ou en utilités (demande en vapeur), des disponibilités des 
fournisseurs en matières premières (disponibilité de la biomasse) ou en utilités….  Si certaines 
données relatives au scenario étudié peuvent être fournies directement au modèle (profils de 
demande en débit de vapeur du site industriel, par exemple), d’autres requièrent une phase de 
prétraitement afin d’alimenter le modèle. Ainsi, le profil de température extérieure, associé à la 
performance énergétique des bâtiments et aux températures intérieures attendues, doit être converti 
en profil de consommation d’eau chaude du réseau de chaleur urbain. Les scenarios étant définis, le 
modèle PLM (Programmation Linéaire Mixte) ainsi établi est résolu à l’aide du solveur CPLEX 
fourni avec le logiciel ILOG CPLEX Solver (IBM, 2019). Dans la suite de ce chapitre, nous allons 
appliquer cette méthode à l’exemple fil rouge introduit dans le chapitre 2.  
 
4.2. GESTION DECOUPLEE (STRATEGIE ‘DEC’) 
Dans ce scénario, les éléments « système industriel » et « système urbain » sont étudiés de façon 
découplée avec le formalisme ERTN. La description de la méthode décrite dans la section précédente 
est détaillée par son application sur la partie industrielle du système de l’exemple fil rouge. 
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4.2.1. Etape 1 : Construction des modèles 
4.2.1.1. Modèle ERTN 
o Chaudière industrielle  
Le modèle ERTN (Figure 4.2) de la chaudière industrielle fait apparaitre deux tâches :  
 
Figure 4.2 Graphe ERTN de la chaudière industrielle 
La tâche T1 correspond à la combustion du gaz naturel au sein de la chambre de combustion 
(ressource J1). La tâche T1 consomme du gaz naturel (état S1) et de l’air (état S2) pour produire des 
fumées (état S3). Le paramètre 𝝆 , 
     (resp. 𝝆 , 
    ) correspond à la fraction massique de gaz naturel 
(resp. air) alimentant l’opération de combustion. Ces fractions sont fixées de façon à produire des 
fumées dont la température est constante, dans notre cas 800 °C (état S3).  
 
La tâche T2 de type « échange de chaleur » permet de vaporiser l’eau au sein d’un échangeur de 
chaleur (ressource J2). Dans ce système, l’échangeur (J2) met en contact la fumée sortant de la 
chaudière (S3) à 800 °C et l’eau à 90 °C (S5). En sortie de l’échangeur, on obtient de la vapeur (S6) 
à 300 °C et des fumées refroidies (S4). Le niveau de pression et le débit de vapeur (S6), correspondant 
à la demande du site industriel sont des données fixes du système. De même, on suppose que la 
quantité d’air envoyée dans la chaudière est ajustée de manière à obtenir une température des 
fumées sortant des chaudières fixées à 800°C. C’est donc le débit de fumées ainsi que leur température 
en sortie de l’échangeur (S4) qui varient en fonction du débit de vapeur demandé.  
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o Unité de valorisation énergétique et site urbain  
Une démarche analogue est réalisée pour chaque composant de la chaine logisitique considérée : site 




Figure 4.3 Graphe ERTN du système urbain 
 
La chaudière à bois est représentée par la chambre de combustion (J4) et l’échangeur (J5), et la 
chaudière à biomasse agricole par la chambre de combustion (J6) et l’échangeur (J7). Ces deux 
chaudières produisent de l’eau à 60°C pour le réseau de chaleur urbain, réseau urbain qui est 
simplement représenté par une consommation correspondant à la demande en eau des batiments. Le 
réseau ERTN correspondant à la recette générique du système ainsi établi fait état d’un ensemble 




4.2.1.2. Modèle ‘MESH’  
Le réseau ERTN correspondant à la recette générique du système ainsi établi fait état d’un ensemble 
de paramètres qu’il convient dans un premier temps d’évaluer à partir des données techniques du 
site. Le Tableau 4.1 récapitule l’ensemble des paramètres du modèle ERTN du site industriel. Les 
valeurs numériques déjà renseignées correspondent à certaines données techniques accessibles 
directement, comme, par exemple, les plages de fonctionnement des chaudières. Les « points 
d’interrogation » apparaissant dans le tableau correspondent aux paramètres qu’il n’est pas possible 
de déduire directement des données techniques et qu’il sera donc nécessaire de déterminer lors de 
l’étape d’instanciation du modèle grâce au modèles MESH établis sous ProSimPlus lors de la 






) apparaissant sur 
la Figure 4.2 correspondent aux coefficients linéaires liant les débits de fumée en sortie de chaudière 
industrielle à la demande en vapeur. 
 
𝐷é𝑏𝑖𝑡𝑓𝑢𝑚é𝑒𝑠 = 𝑢𝑣 ∗ 𝐷é𝑏𝑖𝑡𝑣𝑎𝑝𝑒𝑢𝑟 + 𝑢𝑓 (4.1) 
 
La Figure 4.4 présente le modèle construit à l’aide du simulateur ProSimPlus pour modéliser la 
chaudière industrielle.  
 
Figure 4.4. Modèle ProSimPlus® de la chaudière industrielle 
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Tableau 4.1 : Cas d’application - Jeu de paramètres du modèle ERTN (site industriel) à la fin de l’étape 1 
TACHES k ARC UTILITE k,r 
paramètre description Valeur paramètre description Valeur 
𝑉𝑘





 𝑟1 𝑟 𝑟 𝑟 𝑟 𝑟6
𝑘1 0 0 0 0 0 0
𝑘 0 0 ? 0 0 0
 
𝑉𝑘





 𝑟1 𝑟 𝑟 𝑟 𝑟 𝑟6
𝑘1 0 0 0 0 0 0








 𝑟1 𝑟 𝑟 𝑟 𝑟 𝑟6
𝑘1 0 0 0 0 0 0
𝑘 0 0 0 ? 0 0
 
𝑑𝑑𝑘






 𝑟1 𝑟 𝑟 𝑟 𝑟 𝑟6
𝑘1 0 0 0 0 0 0
𝑘 0 0 0 ? 0 0
 
ETAT r ARC k,r 
paramètre description Valeur paramètre description Valeur 
𝑆𝑂𝑟 Stock initial 
𝑟1 𝑟 𝑟 𝑟 𝑟 𝑟6
? ? ? ? ? ?
 𝜌k,r
𝑐𝑜𝑛𝑠 Poids 
 𝑟1 𝑟 𝑟 𝑟 𝑟 𝑟6
𝑘1 ? ? 0 0 0 0
𝑘 0 0 0 0 1 0
 
𝐶𝑟
max Stock maximal 
𝑟1 𝑟 𝑟 𝑟 𝑟 𝑟6




 𝑟1 𝑟 𝑟 𝑟 𝑟 𝑟6
𝑘1 0 0 1 0 0 0
𝑘 0 0 0 0 0 1
 
IMPORT r EXPORT r 
paramètre description Valeur paramètre description Valeur 
𝐼𝑚𝑝𝑟
𝑚𝑎𝑥 Import maximal 
𝑟1 𝑟 𝑟 𝑟 𝑟 𝑟6
? ? 0 0 ? 0
 𝐸𝑥𝑝𝑟
𝑚𝑎𝑥 Export maximal 
𝑟1 𝑟 𝑟 𝑟 𝑟 𝑟6
0 0 0 ? 0 0
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4.2.2. Etape 2 : Instanciation du graphe ERTN 
L’objet de cette étape est d’instancier le graphe ERTN en définissant l’ensemble des paramètres du 
Tableau 4.1.  
 
4.2.2.1. Paramètre ERTN directement déduit des données techniques 
Les premiers paramètres définis sont les bornes de la tâche de l’échangeur déduites des données 
techniques, la chaudière produisant de la vapeur entre 5 et 30 t/h. Les seconds paramètres sont les 
stocks initiaux et les capacités des stocks, toutes ces valeurs étant égales à zéro car il n’y a pas de 
système de stockage. Ces valeurs spécifiées sont renseignées dans le Tableau 4.3 
 
4.2.2.2. Paramètres ERTN déduits de la simulation du procédé 
o Paramètres relatifs aux proportions gaz naturel / air  
Le modèle de simulation ProSimPlus (ProSim, 2019) représenté sur la Figure 4.4 doit être renseigné 
par un certain nombre de données relatives :  
- au gaz naturel et à l’air qui alimentent la chaudière, 
- aux conditions de fonctionnement du système,  
- ou bien à la technologie des systèmes.  
Ces données sont regroupées dans le  
Tableau 4.2. 
Les paramètres d’entrée 𝜌1,1
𝑐𝑜𝑛𝑠 et  𝜌1,2
𝑐𝑜𝑛𝑠 spécifiques aux arcs issus des états S1 (gaz naturel) et S2 
(air) dépendent des proportions air/gaz naturel en entrée de la chambre de combustion. Ces ratios, 
fixés de manière à obtenir une température de fumée égale à 800 °C, sont déterminés au moyen de la 
simulation ProSimPlus représentée sur la Figure 4.5.  
 
Figure 4.5. Schéma de procédé  ProSimPlus® de la chambre de combustion 









Un bilan enthalpique sur les courants entrants (air / gaz naturel) et sortants (fumées) de la combustion 
permet d’obtenir l’équation (4.2). Avec F les débits (kg/s), h les enthalpies spécifiques des courants (J/kg) 
et PCI le pouvoir calorifique inférieur massique du gaz naturel (J/kg). 
 
ℎ𝑓𝑢𝑚é𝑒𝑠 ∗ 𝐹𝑓𝑢𝑚é𝑒𝑠 =  ℎ𝐺𝑁 + 𝑃𝐶𝐼𝐺𝑁 ∗ 𝐹𝐺𝑁 + ℎ𝑎𝑖𝑟 ∗ 𝐹𝑎𝑖𝑟  (4.2) 
 












𝜌𝐺𝑁 + 𝜌𝑎𝑖𝑟 = 1 (4.5) 
 
En associant ces trois équations, on obtient l’équation (4.6) 
 
ℎ𝑓𝑢𝑚é𝑒𝑠 =  ℎ𝐺𝑁 + 𝑃𝐶𝐼𝐺𝑁 ∗ 𝜌𝐺𝑁 + ℎ𝑎𝑖𝑟 ∗  1 − 𝜌𝐺𝑁  (4.6) 
 
D’après les données techniques, les variables  𝑃𝐶𝐼𝐺𝑁 , ℎ𝐺𝑁  et ℎ𝑎𝑖𝑟  sont des constantes (composition et 
températures fixes). La variable ℎ𝑓𝑢𝑚é𝑒𝑠 ne dépend donc plus que de 𝜌𝐺𝑁. Pour une température des fumées 
fixée (ici à 800°C), l’enthalpie spécifique des fumées ℎ𝑓𝑢𝑚é𝑒𝑠 est aussi une constante. Les proportions de gaz 
naturel GN et d’air air sont donc constantes. Ainsi, une seule simulation est donc nécessaire pour la 




La simulation sous ProSimPlus de la chambre de combustion avec les données techniques du  
Tableau 4.2 (compositions et température du gaz naturel et de l’air ainsi que température des fumées 
souhaitée), permet ainsi de déterminer les paramètres des flux d’entrée de la combustion (4.7) et 
(4.8). Ces valeurs sont ajoutées au Tableau 4.3. 
𝜌𝐶𝑜𝑚𝑏𝑢𝑠𝑡𝑖𝑜𝑛,𝐺𝑎𝑧 𝑁𝑎𝑡𝑢𝑟𝑒𝑙
𝑐𝑜𝑛𝑠 = 𝜌1,1
𝑐𝑜𝑛𝑠 = 0,0186 (4.7) 
𝜌𝐶𝑜𝑚𝑏𝑢𝑠𝑡𝑖𝑜𝑛,𝐴𝑖𝑟
𝑐𝑜𝑛𝑠 = 𝜌1,2
𝑐𝑜𝑛𝑠 = 0,981  (4.8) 
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Tableau 4.2. Données techniques du site industriel 
Nom description valeur unité 
Composition molaire CH4 Composition du Gaz Naturel 0,96999  
Composition molaire C2H6 Composition du Gaz Naturel 0,022  
Composition molaire C3H8 Composition du Gaz Naturel 0,003  
Composition molaire C4H10 Composition du Gaz Naturel 0,001  
Composition molaire N2 Composition du Gaz Naturel 0,004  
Composition molaire H2S Composition du Gaz Naturel 0,00001  
Composition molaire N2 Composition de l'Air 0,7884  
Composition molaire O2 Composition de l'Air 0,2116  
Tfumées Température de sortie de la combustion 800 °C 
Dvapmax Débit de vapeur maximum 30 t/h 
Dvapmin Débit de vapeur minimum 5 t/h 
Tvap Température de sortie de la vapeur 300 °C 
Pvap Pression de fonctionnement de la vapeur 14 bar 
Tcond Température d'entrée des condensats 90 °C 
Dvap Point de fonctionnement de la chaudière 30 t/h 
Tfumées Point de fonctionnement de la chaudière 150 °C 
Tair température de l'air 25 °C 
TGN température du gaz naturel 25 °C 
 
o Paramètre liant débit de vapeur et débit de fumées 
Dans l’approche que nous proposons, nous faisons l’hypothèse qu’il existe une relation linéaire entre 
le débit de vapeur produit par la chaudière industrielle et le débit de fumées générées à 800°C. Pour 
rappel, les paramètres  uf2,3
cons , uv2,3




) mis en évidence sur la Figure 4.2 
correspondent donc aux coefficients linéaires liant les débits de fumées en sortie de chaudière 
industrielle à la demande en vapeur.  
 
𝐷é𝑏𝑖𝑡𝑓𝑢𝑚é𝑒𝑠 = 𝑢𝑣 ∗ 𝐷é𝑏𝑖𝑡𝑣𝑎𝑝𝑒𝑢𝑟 + 𝑢𝑓 (4.9) 
 
Pour déterminer Les paramètres  𝑢𝑓2,3
𝑐𝑜𝑛𝑠 et  𝑢𝑣2,3
𝑐𝑜𝑛𝑠  , un ensemble de simulations du modèle 
ProSimPlus sont réalisées sur la plage de fonctionnement supposée de la chaudière dans le 
but d’évaluer dans un premier temps les caractéristique de l’échangeur fumées/eau puis de tracer la 
courbe  Débit fumées = f(Débit Vapeur). 
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 Evaluation des caractéristiques de l’échangeur fumées/eau 
Le tracé de la courbe Débit fumées = f (Débit Vapeur) requiert d’abord une connaissance coefficient 
UA de l’échangeur fumées/eau déjà existant sur le site considéré (où U désigne le coefficient 
d’échange et A l’aire d’échange). Ce paramètre est rarement connu des exploitants. Une première 
simulation réalisée à partir des données du site peut permettre de l’identifier. 
 
 




Le produit UA est déduit de l’équation de transfert de chaleur, équation (4.10).  
 
𝑄 = 𝑈𝐴 ∗ ∆𝑇𝑚𝑙 (4.10) 
 
∆𝑇𝑚𝑙  est déduit de l’équation (4.11) où les températures aux entrées/sorties de l’échangeur sont déduites 
















La quantité de chaleur Q est déduite du bilan enthalpique sur l’échangeur côté eau.  (4.12) 
 
𝑄 = 𝐹𝑒𝑎𝑢 ∗  ℎ𝑒𝑎𝑢
𝑜𝑢𝑡 − ℎ𝑒𝑎𝑢
𝑖𝑛   (4.12) 
 
La quantité de chaleur obtenue pour passer de 30 t/h d’eau à 90 °C et 14 bars à de la vapeur à 300 °C et 14 




 800 −  00 −  1 0 − 90 
𝑙𝑛
 800 −  00 
 1 0 − 90 
 
=  07, °𝐶 
(4.13) 
 
Le coefficient UA est donc égal à : 
22330000
207,5
= 10766  𝑊/𝐾 
 
 
 Tracé de la courbe Débit fumées = f (Débit Vapeur) 
La valeur du paramètre UA ayant été déterminée, elle est exploitée comme paramètre dans le modèle 
ProSimPlus®. Un ensemble de simulations réalisées sur la plage de fonctionnement comprises entre 
5 t/h et 30 t/h de vapeur permet de tracer la courbe représentée sur la Figure 4.6. Plusieurs 
paramètres nécessaires à l’instanciation du modèle ERTN sont ainsi évalués.  
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On a ainsi pour la plage de fonctionnement de la combustion (tâche 1) : 
  𝑉1
𝑚𝑖𝑛 = 1  𝑡/ℎ 
   𝑉1
𝑚𝑎𝑥 = 110 𝑡/ℎ 
 
 
Figure 4.6 Débit de fumées rejetées par la chaudière en fonction du débit de vapeur 
 
Le coefficient de corrélation obtenu par régression pourrait être jugé acceptable en l’état. Toutefois 
une régression linéaire dite « par morceaux » peut améliorer encore le coefficient, chaque morceau 
étant alors défini par une droite. La Figure 4.7 qui illustre ce processus d’identification permet de 
démontrer que la loi de variation   Débit fumées = f (Débit Vapeur) est parfaitement définie par une 
discrétisation en deux morceaux sur des plages de débits respectivement comprises entre 5 et 20,78 
t/h et 20,79 et 30 t/h.  
Afin de tenir compte de ces deux plages de fonctionnement distinctes, il est nécessaire de faire évoluer 
légèrement le graphe ERTN représentatif du fonctionnement de la chaudière. La tâche d’échange 
est ainsi décomposée en autant d’opérations que de « morceaux » linéaires sur cette courbe (Figure 
4.7). Dans notre cas, deux tâches s’avèrent donc suffisantes. Une définition judicieuse des 
paramètres de fonctionnement associés à chacune de ces tâches permettra alors au modèle de 
basculer de manière exclusive d’une plage de fonctionnement à l’autre en fonction du débit de vapeur 
observé sur le site.  






















Débit de vapeur (t/h)




Figure 4.7 Débit de fumées rejetées par la chaudière en fonction du débit de vapeur (deux morceaux) 
 
 




 Lors de la phase de linéarisation, il est important de s’assurer que les intervalles [Vmin ; Vmax] 
soit parfaitement disjoints.  
 De même, pour s’assurer que le débit de fumée soit toujours défini, on vérifiera que   
 Vminj+1 = Vmaxj où j désigne l’indice d’un intervalle de linéarisation. 
 
 
Dans le système considéré, la tâche d’échange est ainsi convertie en deux tâches T2 et T3 pour 
lesquelles les lois caractéristiques sont définies respectivement par les équations (4.14) et (4.15).  
𝑄𝑓𝑢𝑚é𝑒𝑠 =  ,  ∗ 𝑄𝑣𝑎𝑝 − 0,790  pour   𝑄𝑣𝑎𝑝 ∈    ,  0,78]  𝑡/ℎ (4.14) 
𝑄𝑓𝑢𝑚é𝑒𝑠 =  ,09 ∗ 𝑄𝑣𝑎𝑝 − 1 ,8    pour  𝑄𝑣𝑎𝑝 ∈   0,78 ,  0]  𝑡/ℎ (4.15) 
 
La même démarche est adoptée pour procéder à l’identification des paramètres des deux chaudières 
de l’unité de valorisation. Les deux échangeurs (bois et biomasse) du site urbain nécessitent eux aussi 
deux morceaux chacun, soit deux tâches par échangeur. Sur la Figure 4.8 qui modélise le système 
complet, on note ainsi que les opérations d’échange de chaque chaudière ont été dupliquées. Les 
valeurs obtenues à l’issue de cette étape sont reportées dans le Tableau 4.3.   
y = 3,415x - 0,7896
R² = 0,9998



























Figure 4.8 Modèle ERTN final du système découplé. 
 




Tableau 4.3. Cas d’application. Jeu de paramètres instanciés du modèle ERTN (site industriel) à la fin de l’étape 2 
 
TACHES k ARC UTILITE k,r 
paramètre description Valeur paramètre description Valeur 
𝑉𝑘






0 0 0 0 0 0
0 0 0 −𝟎, 𝟕𝟗 0 0
0 0 0 −  , 𝟖 0 0
 
𝑉𝑘






0 0 0 0 0 0
0 0 0   ,      0 0









0 0 0 0 0 0
0 0 0 −𝟎, 𝟕𝟗 0 0
0 0 0 −  , 𝟖 0 0
 
𝑑𝑑𝑘







0 0 0 0 0 0
0 0 0   ,      0 0
0 0 0  , 𝟎𝟗  0 0
 
ETAT r ARC k,r 
paramètre description Valeur paramètre description Valeur 
𝑆𝑂𝑟 Stock initial 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝜌k,r
𝑐𝑜𝑛𝑠 Poids 
𝟎, 𝟎 𝟖𝟔 𝟎, 𝟗𝟖  0 0 0 0
0 0 0 0 1 0
0 0 0 0 1 0
 
𝐶𝑟
max Stock maximal 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝜌k,r
𝑝𝑟𝑜𝑑
 Poids 
0 0 1 0 0 0
0 0 0 0 0 1
0 0 0 0 0 1
 
IMPORT r EXPORT r 
paramètre description Valeur paramètre description Valeur 
𝐼𝑚𝑝𝑟
𝑚𝑎𝑥 Import maximal  ,    𝟎 0 0  𝟎 0 𝐸𝑥𝑝𝑟
𝑚𝑎𝑥 Export maximal 0 0 0   𝟎 0 0 
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4.2.3. Etape 3 : Planification 
 Comme l’illustre le Tableau 4.3, toutes les données techniques du site sont à présent connues. 
Pour mener à bien l’étape de planification, il convient à présent de définir les données de production.  
 L'objectif de la planification est de déterminer le fonctionnement du système (les régimes des 
tâches, les flux intermédiaires, etc.) et les interactions avec l’environnement du système 
(import/export) pour un scénario donné (apport/demande). Les régimes de fonctionnement sont les 
variables de décision du modèle, les leviers de libertés sont les imports et exports. La minimisation 
des combustibles bois et biomasse est l’objectif retenue pour le modèle d’optimisation. 
4.2.3.1. Données de production 
o Demande en vapeur du site industriel 
Concernant la demande en vapeur du site industriel, trois scénarios distincts sont envisagés.  
 Le premier, (scénario JOUR) définit un fonctionnement du site de production uniquement 
le jour, l’usine étant à l’arrêt la nuit (Figure 4.9.a).  
 Le second, (scenario JN) représente un fonctionnement jour et nuit, mais à marche réduite 
la nuit (Figure 4.9.b). 
 Enfin le troisième scénario (scénario 24), considère une fonctionnement 24 heures sur 24 sans 
changement de cadence (Figure 4.9.c). 
 
 
a. Scénario Jour 
 
b. Scénario JN 
 
c. Scénario 24 
Figure 4.9. Demande en vapeur du site industriel 
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o Demande du site urbain 
 La demande en chaleur sous forme d’eau chaude émise par le réseau de chaleur urbain doit 
être déduite du profil de températures extérieures et des caractéristiques techniques de la zone 
résidentielle consommatrice. Pour ce faire, quelques hypothèses sont posées sur les habitations :  
 La zone résidentielle est exclusivement composée de maisons individuelles, 
 Les habitations répondent toutes à la norme RT2012 (La résistance thermique des 
matériaux   
R = 8 m².K/W pour le toit et R = 4 m².K/W pour les murs et le sol) 
 Il n’y a pas d’inertie thermique (Le flux thermique à un instant t est uniquement dépendant 
de la température à ce même instant) 
 Les fenêtres ne sont pas prises en compte, induisant un apport par rayonnement solaire nul 
 La température du sol est considérée constante sous la maison (15 °C) 
 La température intérieure est régulée à 19 °C 
 
Compte-tenu de l’ensemble de ces hypothèses, la quantité de chaleur requise par une habitation peut 
être déduite de l’équation de transfert thermique Eq.(4.16). 
𝑄 = 𝑈 ∗ 𝐴 ∗ ∆𝑇 (4.16) 
avec :  
 Q : flux thermique (en Watts),  
 U : coefficient global d’échange thermique de la surface considérée (en W/m²/K),  
 A : surface d’échange (en m²),  
 ∆𝑻 : différence de températures de part et d’autre de la surface (K).  
 
Pour calculer le besoin de chaleur requis par la zone résidentielle, il convient donc d’évaluer la surface 
d’échange totale et le coefficient d’échange.  
 Calcul de l’aire d’échange A 
La superficie moyenne S est de 91 m2 sera supposée égale à la surface moyenne des habitations 
françaises (insee, 2017). Pour simplifier la modélisation, un pavé est utilisé pour représenter une 
habitation (Figure 4.10). 
 
Figure 4.10 : Schéma simplifié d'une habitation 
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Les parois extérieures sont des surfaces d’échange thermiques planes. Les surfaces de plafond 
et de sol sont déterminées par la surface moyenne de l’habitation soit 91 m2. Pour la surface de mur, 
en supposant que la base est carrée : 
Longueur totale de murs = √𝑠𝑢𝑟𝑓𝑎𝑐𝑒 ∗   (4.17) 
𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑑𝑒 𝑚𝑢𝑟𝑠 = ℎ𝑎𝑢𝑡𝑒𝑢𝑟 ∗ 𝑙𝑜𝑛𝑔𝑢𝑒𝑢𝑟 (4.18) 
𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑑𝑒 𝑚𝑢𝑟𝑠 =  √91 ∗  ∗  . = 9 ,  𝑚2 (4.19) 
 
 Calcul des coefficients globaux d’échange thermique 
Pour correspondre à la norme RT2012 et anticiper sur les nouvelles normes, nous supposons une 
résistance thermique R égale à 8 m².K/W pour le toit et à 4 m².K/W pour les murs et le sol, comme 
illustré par la Figure 4.11.  
 
 
Figure 4.11: Résistance thermique d'une habitation 
 














 hint et hext : coefficients d’échange par convection des surfaces intérieurs et extérieurs (en 
W/m²/K),  
 e : épaisseur du matériau entre la surface intérieure et la surface extérieur (en m),  
 λ : conductivité thermique du matériau (en W/m/K). 
 
Par ailleurs, nous posons les hypothèses simplificatrices suivantes :  
 𝑒 𝜆⁄ = 𝑅 où R est la résistance thermique du matériau  
 pour le sol,  1 ℎ𝑒𝑥𝑡
⁄ = 0 car il n’y a pas de convection avec la terre, 
 pour le toit et les murs : ℎ𝑒𝑥𝑡 = ℎ𝑎𝑖𝑟 ≈  0𝑊 𝑚
2⁄ 𝐾⁄  
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Dans ces conditions, les coefficients globaux d’échange sont les suivants : 
𝑈𝑡𝑜𝑖𝑡 = 0,1   𝑊 𝑚
2⁄ /𝐾 (4.21) 
𝑈𝑚𝑢𝑟 = 0,  9 𝑊/𝑚
2/𝐾 (4.22) 
𝑈𝑠𝑜𝑙 = 0,  8 𝑊/𝑚
2/𝐾 (4.23) 
 
 Calcul du flux thermique 
Le flux thermique par habitation est calculé au moyen de l’équation (4.24):  
𝑄 = ( 𝑈𝑡𝑜𝑖𝑡 ∗ 𝐴𝑡𝑜𝑖𝑡 + 𝑈𝑚𝑢𝑟𝑠 ∗ 𝐴𝑚𝑢𝑟𝑠 ∗  𝑇𝑖𝑛𝑡 − 𝑇𝑒𝑥𝑡 + 𝑈𝑠𝑜𝑙 ∗ 𝐴𝑠𝑜𝑙 ∗  𝑇𝑖𝑛𝑡 − 𝑇𝑠𝑜𝑙 ) (4.24) 
 
Le seul paramètre variable de l’équation (4.25) étant la température extérieure, on peut simplifier 
cette formulation et on obtient ainsi une relation liant la quantité de chaleur à fournir à la zone 
résidentielle en fonction de la température extérieure. 
𝑄 = 7  ,  −   ,9 1 ∗ 𝑇𝑒𝑥𝑡 (4.25) 
 
Cette quantité de chaleur est apporté par l’eau du réseau de chaleur. L’eau entre dans les habitations 
à 60°C pour être refroidi à 25°C. Le flux thermique est calculé au moyen de l’équation (4.26).  
𝑄 = 𝐹𝑒𝑎𝑢 ∗ 𝐶𝑝𝑒𝑎𝑢 ∗ ∆𝑇 (4.26) 
Avec : 
 𝐹𝑒𝑎𝑢 , débit d’eau du réseau de chaleur urbain en kg/s 
 𝐶𝑝𝑒𝑎𝑢 =  18  𝑊/𝑘𝑔/𝐾 
 ∆𝑇 = 60 −   =    𝐾 
Ainsi en combinant les équations (4.25) et (4.26), on obtient la relation liant le débit d’eau (en t/h) 
du réseau de chaleur urbain en fonction de la température extérieure pour une habitation. 
𝐹𝑒𝑎𝑢 𝑡/ℎ = −0,0008 9 ∗ 𝑇𝑒𝑥𝑡 °𝐶 + 0,018  (4.27) 
 
Le choix des scénarii sur la température extérieure est choisi en référence à la ville de Saint Nazaire 
(44) (Météo Bretagne, 2018) et s’est porté initialement sur le printemps et l’hiver (Figure 4.12). Pour 




Tableau 4.4. Lien entre saison et jour de référence. 
Saison Jour de référence 
Printemps 5 mai 2018 
Hiver 3 février 2018 
 
La température intérieure souhaitée étant fixé à 19 °C. La température pour l’hiver varie 
mais reste toujours sous la barre des 19 °C, donc un besoin en chauffage permanent et variable. Le 
printemps présente quant à lui un intérêt vis-à-vis de l’alternance entre besoin en chauffage et arrêt 
(température extérieure supérieure à la température intérieure). Ces deux scénarios, que nous notons 
Hiver et Printemps, seront examinés. 
 
 
Figure 4.12. Température extérieure au printemps et en hiver à Saint Nazaire (44) 
 
o Disponibilité du bois et de la biomasse 
Comme nous l’avons souligné dans le chapitre 2, le bois sera considéré dans le cadre de notre 
étude comme une ressource disponible à chaque instant et en quantité illimitée. La biomasse pour 
sa part, présente un profil de disponibilité plus contraignant car soumis à l’activité agricole. Dans 
notre étude, nous considérons quatre scénarios d’approvisionnement différents.  
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 Scénario SANS APPRO : aucun apport n’est effectué. La chaudière biomasse est donc 
toujours inactive et seule la chaudière bois fonctionne dès que nécessaire.  
 Scénario 3H : l’apport est de 50 kg sur les périodes 8h-9h, 9h-10h et 10h-11h (Figure 4.13 - 
rouge).  
 Scénario 10H : l’apport est de 10 kg toutes les heures entre 7h et 17h (Figure 4.13 - vert). 
 Scénario PONCT : l’apport est de 1 tonne le second jour à 17h, soit à l’instant 34.  
 
 
Figure 4.13. Approvisionnement de la biomasse 
 
4.2.3.2. Stratégies de planification et inventaire des scénarios à étudier  
Dans le cas Stratégie reposant sur un mode de fonctionnement dit « découplé » (DEC), la chaleur 
fatale émise par le site industriel n’est pas valorisée. Il s’agit du scénario dit « de référence » qui nous 
permettra d’évaluer les gains induits par les autres scénarios. Dans ce cas, il conviendra d’étudier 8 
scénarios concernant le réseau de chaleur urbain (voir Figure 4.14) et 3 scénarios pour ce qui concerne 
le site industriel. 
 
Figure 4.14. Arbre de scénario pour le site urbain 
 
4.2.4. Application et résultats 
4.2.4.1. Préambule 
L’objectif de cette section est d’étudier et de comparer chacune des stratégies évoquées 
précédemment. En d’autres termes, il s’agit de déterminer :  
o Pour le réseau de chaleur urbain, le profil de consommation en bois est évalué,  
o Pour le site industriel, le profil de quantité et de température de la chaleur fatale non 









La quantité de chaleur fatale disponible sur tout l’horizon de planification est la somme de la chaleur fatale 
disponible à chaque période. La quantité de chaleur fatale disponible à un instant t dépend du débit et de 
la température de fumées envoyées à l’environnement à l’instant t, Eq.(4.28).   
 
𝑄𝑐ℎ𝑎𝑙𝑒𝑢𝑟𝐹𝑎𝑡𝑎𝑙𝑒,𝑡 = 𝐹𝑓𝑢𝑚é𝑒𝑠,𝑡 ∗ 𝐶𝑝𝑓𝑢𝑚é𝑒𝑠 ∗  𝑇𝑓𝑢𝑚é𝑒𝑠,𝑡 − 𝑇0  (4.28) 
Avec : 
 𝑄𝑐ℎ𝑎𝑙𝑒𝑢𝑟𝐹𝑎𝑡𝑎𝑙𝑒 La puissance enthalpique (Watt) 
 𝐹𝑓𝑢𝑚é𝑒𝑠 Débit des fumées (kg/s) 
 𝐶𝑝𝑓𝑢𝑚é𝑒𝑠 Capacité calorifique des fumées (J/kg/K) déterminée à l’aide de ProSimPlus 
𝐶𝑝𝑓𝑢𝑚é𝑒𝑠 = 10 9 J/kg/K 
 𝑇𝑓𝑢𝑚é𝑒𝑠            Température des fumées (K) 
 𝑇0                        Température de l’environnement (K) 
 
Si le modèle ERTN établi permet de déterminer le débit de fumées 𝐹𝑓𝑢𝑚é𝑒𝑠 envoyée dans l’environnement 
à chaque instant, il ne permet pas de connaître la température 𝑇𝑓𝑢𝑚é𝑒𝑠 à laquelle celle-ci est disponible.  
Pour évaluer la température, il apparaît nécessaire de s’appuyer sur les simulations de la chaudière 
industrielle déjà réalisées pour établir une corrélation entre le débit de fumées et leur température. En effet, 
comme le montre la Figure 4.15 pour un débit de vapeur donnée, il existe un unique couple (débit fumées, 
température fumées) associé. 
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4.2.4.2. Mode de fonctionnement découplé 
 Site industriel  
L’évaluation de la chaleur fatale pour les différents scénarios du site industriel est donnée par le 
Tableau 4.5.  
 
Tableau 4.5. Évaluation de la chaleur fatale du site industriel 
 fonctionnement découplé 
Scénario 
quantité de chaleur fatale 
 (GJ) (MWh) 
JOUR 222,3 61,75 
JN 259,8 72,16 
24 333,5 92,63 
 
Le scénario Jour présente un potentiel de chaleur fatale important, pour les deux jours de 
planification, cette chaleur est de 222,3 GJ soit 61,75 MWh.  
Le scénario JN présente un potentiel de 259,8 GJ soit 72,16 MWh. Cette valeur est plus 
importante que dans le scénario Jour, car une partie de la vapeur est générée durant la nuit, le plus 
souvent à bas régime. 
Enfin le scénario 24, présente un potentiel de 333,5 GJ soit 92,63 MWh. Cette valeur est plus 
importante que les précédents scénarios, car le site industriel fonctionne au même rythme le jour que 
la nuit. 
La planification du site industriel est effectuée selon les trois scénarios présentés 




o Scénario Jour  
Pour ce scénario (Figure 4.16), la chaleur perdue sur l’horizon de planification a uniquement 
lieu le jour. La quantité de chaleur valorisable pour l’ensemble de l’horizon de planification présente 
un potentiel pour le site urbain, à condition que la demande du site urbain soit en phase avec la 
disponibilité. 
 Site urbain 
Le Tableau 4.6 récapitule les consommations respectives de bois et de biomasse nécessaire pour 
satisfaire la demande en chaleur de la zone résidentielle.  
 
Tableau 4.6. Résultats du site urbain découplé pour tous les scénarios 
Scénario Consommation bois (kg) Consommation biomasse (kg) 
DEC-SANS APPORT-HIVER 703  0  
DEC-SANS APPORT-PRINTEMPS 281  0  
DEC-3H-HIVER 425  300  
DEC-3H-PRINTEMPS 95  200  
DEC-10H-HIVER 508  210  
DEC-10H-PRINTEMPS 133  159  
DEC- PONCT -HIVER 511  207  
DEC- PONCT -PRINTEMPS 252  31  
 
Le premier scénario analysé est le DEC-SANS APPORT-HIVER, soit le site urbain seul 
sans apport de biomasse en saison hivernale. En comparant le diagramme de Gantt (Figure 4.17.a.2) 
au profil de demande en eau du réseau de chaleur urbain (Figure 4.17.a.1), nous pouvons remarquer 
le passage en mode « haut régime » (tâches bleu ciel) de l’échangeur lorsque la demande du réseau 
de chaleur urbain est élevée (supérieur à 2,174 t/h pour la chaudière au bois). 






Figure 4.16. Résultats du site industriel pour le scénario Jour 
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Le second scénario analysé est le DEC-3H-PRINTEMPS, soit le site urbain seul avec un 
apport en biomasse à 8h, 9h et 10h en saison printanière. Le diagramme de Gantt (Figure 4.17.b.2) 
de ce scénario fait apparaitre l’utilisation de la chaudière à la biomasse. Sur ce diagramme, les 
chaudières fonctionnent uniquement à « bas régime ». La comparaison du diagramme de Gantt au 
profil de demande en eau du réseau de chaleur urbain (Figure 4.17.b.1), montre l’absence de 
chauffage lorsque la température extérieure est suffisante pour maintenir la température de l’habitat 
supérieure à la consigne de 19°C. Ce qui correspond aux périodes de 14h à 20h les deux jours. 
 
Les planifications du site industriel d’une part et du site urbain d’autre part permettent de conduire 
aux conclusions suivantes : 
- Le site industriel présente un potentiel de chaleur fatale important et dépendant de sa politique 
de fonctionnement.  
- Le site urbain pour sa part consomme une quantité non négligeable de bois. Le site urbain 
apparaît donc comme un consommateur potentiel de la chaleur émise par le site industriel.  
 
Un couplage entre les deux systèmes est donc envisageable via l’ajout d’un échangeur de valorisation 
permettant de produire de l’eau chaude pour le réseau de chaleur urbain avec l’excédent de chaleur 
des fumées industrielles. 




Figure 4.17. Résultats du site urbain pour les scénarios DEC-SANS APPORT-HIVER (a) et DEC-3H-PRINTEMPS (b)
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4.3. VALORISATION DIRECTE DE LA CHALEUR FATALE 
(STRATEGIE VALO-D) 
Dans ce scénario, la chaleur fatale émise par le site industriel peut être exploitée pour satisfaire 
tout ou partie des besoins du réseau de chaleur urbain. Dans ce cas de figure, la chaleur fatale émise 
à un instant t doit être utilisée directement pour satisfaire des besoins en chaleur émis au même 
moment. Afin de valoriser la chaleur perdue par les fumées industrielles, un échangeur de 
valorisation est ajouté à la suite de la chaudière industrielle (Figure 4.18). Cet échangeur chauffe de 
l’eau du réseau de chaleur urbain par l’excédent de chaleur des fumées sortant de l’échangeur de 
production de vapeur.  
 
Figure 4.18. Synoptique du couplage direct 
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4.3.1. Inventaire des scénarios à étudier  
Pour cette stratégie, la combinaison des scénarios relatifs à chacun des composants du système nous 
conduit à envisager 24 scénarios (voir Figure 4.19) 
 
Figure 4.19. Arbre de scénarios du système couplé 
 
Afin de faciliter l’analyse, l’ensemble des résultats obtenus correspondant à une stratégie appliquée 
à un scénario seront associés à un nom défini comme suit : NomStratégie-NomScenario. A titre 
d’exemple, la planification obtenue en supposant une valorisation directe de chaleur fatale en hiver 
dans le cas du scénario jour du site industriel et scenario Sans Approvisionnement du RCU sera 
nommé VALO D-JOUR-SANS APPRO-HIVER.  
 
4.3.2. Etape 1 : Construction des modèles 
4.3.2.1. Modèle ERTN 
 L’élaboration du graphe ERTN (Figure 4.20) correspondant au système considéré fait 
apparaitre une tâche supplémentaire vis-à-vis du système découplé. L’échangeur de valorisation est 
représenté par la tâche 10, dont les flux principaux sont l’eau du réseau de chaleur urbain et les flux 
utilitaires sont les fumées sortant de la chaudière industrielle. Cet ajout fait apparaître de nouveaux 
paramètres à évaluer, à savoir les coefficients des flux utilitaires entre la valorisation et les fumées 
sortant de la chaudière industrielle (𝑢𝑓10,4
𝑐𝑜𝑛𝑠 et 𝑢𝑣10,4
𝑐𝑜𝑛𝑠) et entre la valorisation et les fumées sortant 
















Figure 4.20. Graphe ERTN du système couplé 
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4.3.2.2. Modèle ProSimPlus 
Les paramètres identifiés précédemment sont déterminés à l’aide du simulateur de procédés 
ProSimPlus. La Figure 4.21 présente le modèle construit à l’aide de ce simulateur de procédés pour 
modéliser l’échangeur de valorisation. 
 
Figure 4.21. Modèle ProSimPlus® de l’échangeur de valorisation 
 
4.3.3. Etape 2 : Instanciation du graphe ERTN 
L’objet de cette étape est d’instancier le graphe ERTN en définissant les nouveaux paramètres 
identifiés lors de l’étape précédente. 
 
4.3.3.1. Paramètres ERTN directement déduits des données techniques 
L’échangeur de valorisation est supposé fonctionner avec un débit maximum de 3 t/h d’eau du réseau 
de chaleur urbain. Ainsi, on fixe pour la tâche 10 les paramètres suivants : 
 
𝑉10
𝑚𝑖𝑛 =  0 t/h 
𝑉10
𝑚𝑎𝑥 =    t/h 
 
4.3.3.2. Paramètres à déduire de la simulation des opérations unitaires.  
Tout comme pour les échangeurs des chaudières, le coefficient UA de l’échangeur de valorisation 
doit être évalué. Par contre, contrairement aux cas des chaudières, l’échangeur de valorisation est 








L’échangeur conçu ici admet une production maximale de 3 t/h d’eau pour le réseau de chaleur urbain. 
D’après l’équation de chaleur (4.29) il est possible de calculer la quantité de chaleur transmise dans 
l’échangeur. 
 
𝑄𝑒𝑎𝑢 = 𝐹𝑒𝑎𝑢 𝐶𝑝𝑒𝑎𝑢   𝑇𝑒𝑎𝑢
𝑜𝑢𝑡 − 𝑇𝑒𝑎𝑢
𝑖𝑛   (4.29) 
Avec : 
- 𝑄𝑒𝑎𝑢 , la quantité de chaleur échangé (W) 
- 𝐹𝑒𝑎𝑢 , le débit d’eau pour le réseau de chaleur urbain (kg/s) 
- 𝐶𝑝𝑒𝑎𝑢 , la capacité calorifique massique de l’eau (J/kg/°C), 𝐶𝑝𝑒𝑎𝑢 =  18  J/kg/K 
- 𝑇𝑒𝑎𝑢
𝑜𝑢𝑡 , la température de sortie de l’eau, 𝑇𝑒𝑎𝑢
𝑜𝑢𝑡 =   °𝐶 
- 𝑇𝑒𝑎𝑢
𝑖𝑛 , la température de sortie de l’eau, 𝑇𝑒𝑎𝑢
𝑖𝑛 = 60°𝐶 
 
Pour calculer la quantité maximale de chaleur échangeable dans l’échangeur, il faut se placer au débit 
maximal. Pour un débit de 3 t/h d’eau, la quantité de chaleur à échanger est donc égale à 122 kW. Si l’on 
suppose que la production de la quantité maximale d’eau chaude correspond à la quantité maximale de 
fumées entrant dans l’échangeur de valorisation, on a d’après la Figure 4.15, une température de fumées 
𝑇𝑓𝑢𝑚é𝑒𝑠
𝑖𝑛 = 1 0 °𝐶 pour un débit de fumées 𝐹𝑓𝑢𝑚é𝑒 = 108,  𝑡/ℎ  
On a aussi  𝐶𝑝𝑓𝑢𝑚é𝑒 = 10 9 J/kg/K. 
 
𝑄𝑓𝑢𝑚é𝑒 = 𝐹𝑓𝑢𝑚é𝑒  𝐶𝑝𝑓𝑢𝑚é𝑒   𝑇𝑓𝑢𝑚é𝑒𝑠
𝑜𝑢𝑡 − 𝑇𝑓𝑢𝑚é𝑒𝑠
𝑖𝑛    (4.30) Eq. 3.1 
 
Nous obtenons  donc 𝑇𝑓𝑢𝑚é𝑒𝑠
𝑜𝑢𝑡 = 146,2 °C. 
On en déduit donc le coefficient global d’échange (UA) de l’échangeur à l’aide de l’équation (4.31). 
 
𝑄 = 𝑈𝐴 ∗ ∆𝑇𝑚𝑙 (4.31) Eq. 3.2 
 
Soit UA = 1165 W/K 
 
 
L’échangeur de valorisation étant caractérisé, il est à présent possible de déterminer les paramètres 
du modèle ERTN caractérisant le débit d’eau produite pour le réseau de chaleur urbain en fonction 
du débit de fumées total disponible. A UA fixé, l’étude de l’influence de production du débit d’eau 
en fonction du débit de fumées sortant de la chaudière industrielle est illustré par la Figure 4.22. 




Figure 4.22. Débit de production d’eau chaude pour le RCU en fonction du débit de fumées 
 
Cette figure fait apparaitre trois droites, par linéarisation par morceaux. Tout comme la linéarisation 
des échangeurs précédents qui nécessite deux morceaux et donc deux tâches, la linéarisation met en 
lumière la conversion de la tâche d’échange en trois tâches pour lesquelles les lois caractéristiques 
sont définies respectivement par les équations (4.32), (4.33) et (4.34). 
𝐹𝑓𝑢𝑚é𝑒𝑠 =  06, ∗ 𝐹𝑅𝐶𝑈 −    ,6  pour   𝐹𝑅𝐶𝑈 ∈  1,16  ;  1, 98]  𝑡/ℎ (4.32) 
𝐹𝑓𝑢𝑚é𝑒𝑠 =  1, 1 ∗ 𝐹𝑅𝐶𝑈 −   , 9  pour   𝐹𝑅𝐶𝑈 ∈  1, 98;   ,0  ]  𝑡/ℎ (4.33) 
𝐹𝑓𝑢𝑚é𝑒𝑠 =  6,91 ∗ 𝐹𝑅𝐶𝑈 +  7,7   pour   𝐹𝑅𝐶𝑈 ∈   ,0   ;   ]  𝑡/ℎ (4.34) 
 
Les paramètres de ces trois tâches sont fournis dans le Tableau 4.7. 
Tableau 4.7. Paramètres des tâches de l’échangeur de valorisation 
 𝑽𝒌
𝐦𝐢𝐧 𝑽𝒌
𝐦𝐚𝐱 𝐮𝐟𝐫,𝐤 𝐮𝐯𝐫,𝐤 
Morceau 1 1,164 1,298 -223,6 206,3 
Morceau 2 1,298 2,054 -22,39 51,31 
Morceau 3 2,054 3,000 27,73 26,91 
 
Cette paramétrisation est effectuée à débit de fumées maximal (toutes les fumées passent 
dans l’échangeur de valorisation), ce qui impose un débit d’eau minimal à produire lors de son 
fonctionnement. Lorsque le débit d’eau nécessaire du RCU est inférieur à ce débit minimal, il sera 



























Pour permettre à la valorisation de produire de faibles débits d’eau pour le RCU, l’ajout d’un 
bypass est effectué sur les fumées. Permettant de limiter l’apport de fumées et ainsi diminuer le débit 
d’eau à produire. En plus de ces trois tâches identifiées précédemment, une quatrième tâche est 
ajoutée. Cette tâche prend le rôle du bypass. Pour simplifier le fonctionnement, une droite est ajoutée 
entre l’origine du graphique et le premier morceau. L’équation (4.35) caractérise cette tâche. 
 
𝐹𝑓𝑢𝑚é𝑒𝑠 = 1 , 0 ∗ 𝐹𝑅𝐶𝑈  pour   𝐹𝑅𝐶𝑈 ∈  0 ;  1,16  ]  𝑡/ℎ (4.35) 
 
Les paramètres de cette droite sont donnés dans le Tableau 4.8. 
 
Tableau 4.8. Paramètre de la tâche de très bas régime de l’échangeur de valorisation 
 𝑽𝒌
𝐦𝐢𝐧 𝑽𝒌
𝐦𝐚𝐱 𝐮𝐟𝐫,𝐤 𝐮𝐯𝐫,𝐤 
Morceau 0 0 1,164 0 14,30 
 
L’instanciation de l’échangeur de valorisation fait ainsi apparaitre la nécessité de créer quatre 
tâches. La Figure 4.23 représente cette modification en fournissant le graphe ERTN complet du 
système couplé. 
 
4.3.4. Etape 3 : Planification 
Pour mener à bien l’étape de planification, les données de production exploitées sont les 
mêmes que celles déjà définies pour l’étude des systèmes découplés.  
 
4.3.5. Application et résultats 
La planification du système couplé (VALO-D) est effectuée pour les 24 scénarios envisagés. 
L’ensemble des résultats issus de cette planification est regroupé dans le Tableau 4.9. La 
consommation de combustibles de la stratégie VALO-D est confronté aux résultats de la stratégie 
DEC en analysant notamment pour chaque scénario la consommation en combustible. Pour la 
quantité de chaleur fatale non valorisée, aucune information n’est disponible sur la température de 
sortie des fumées de l’échangeur de valorisation, il est donc impossible de déterminer la quantité de 
chaleur fatale restante directement des informations sur les fumées. Cependant, la quantité d’eau 
produite par la valorisation permet de quantifier la quantité de chaleur ayant été valorisée. 
 
 








La quantité de chaleur fatale valorisée n’est pas une donnée directement récupérable de la planification. 
Pour accéder à cette information, il faut partir de la quantité d’eau produite par la valorisation. 
D’après l’équation de chaleur (4.36) il est possible de calculer la quantité de chaleur transmise dans 
l’échangeur. 
 
𝑄𝑒𝑎𝑢 = 𝑀𝑒𝑎𝑢 𝐶𝑝𝑒𝑎𝑢 𝛥𝑇𝑒𝑎𝑢 (4.36) Eq. 3.3 
Avec : 
- 𝑄𝑒𝑎𝑢 , la quantité de chaleur échangé (J) 
- 𝑀𝑒𝑎𝑢 , la quantité d’eau pour le réseau de chaleur urbain (kg) 
- 𝐶𝑝𝑒𝑎𝑢 , la capacité calorifique massique de l’eau (J/kg/K) 
- 𝛥𝑇𝑒𝑎𝑢  , la différence de température de l’eau aux bornes de l’échangeur (K) 
 
Le 𝐶𝑝𝑒𝑎𝑢 est pris égale à 4185 J/kg/K. 
L’eau entre à 25°C et ressort à 60 °C, le 𝛥𝑇𝑒𝑎𝑢  est égale à    °𝐶. 
 
 
 La quantité de chaleur valorisée est uniquement dépendante du couple : saison 
(Printemps/Hiver) et régime de production du site industriel (Jour/JN/24). La chaleur 
provenant de la valorisation ne coutant pas plus à produire que ce qu’elle a déjà couté pour 
satisfaire la demande en vapeur du site industriel, le réseau de chaleur urbain consomme en 
priorité cette chaleur avant d’utiliser ses chaudières dédiées.  
 
 Le passage du scénario JN (régime réduit la nuit) au scénario 24 (plein régime 24h/24) génère 
plus de chaleur fatale. Ce qui permet de produire plus d’eau pour le RCU (quantité d’eau de 
la valorisation en tonne augmente, 72,4 t à 80,6 t pour l’hiver et 32,1 t à 37,3 t pour le 
printemps), mais le pourcentage de chaleur fatale valorisé diminue (4,1% à 3,5% pour l’hiver 
et 1,8% à 1,6% pour le printemps). L’augmentation de régime a permis de produire plus 
d’eau par la valorisation, mais en produisant davantage de chaleur fatale. 
 
Ces résultats permettent une analyse globale des scénarios, pour une analyse temporelle, les 
diagrammes de Gantt sont disponible. Deux scénarios sont détaillés par la suite : JOUR-PONCT-
PRINTEMPS et 24-10H-HIVER. 
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Figure 4.23. Graphe ERTN final du système couplé 
Chapitre – 4 APPROCHE PLANIFICATION : COUPLAGE SIMULATION/ERTN  
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Tableau 4.9.Résultats de la valorisation  






















Eau de la 
valorisation 
(t) 








JOUR HIVER SANS APPORT 222,3 703 0 314 0 55%  52,4 7,68 3,5% 55,0% 
JOUR HIVER 3H 222,3 425 300 141 187 67% 38% 52,4 7,68 3,5% 55,0% 
JOUR HIVER 10H 222,3 508 210 171 155 66% 26% 52,4 7,68 3,5% 55,0% 
JOUR HIVER PONCT 222,3 511 207 266 52 48% 75% 52,4 7,68 3,5% 55,0% 
JOUR PRINTEMPS SANS APPORT 222,3 281 0 167 0 41%  15,8 2,31 1,0% 40,9% 
JOUR PRINTEMPS 3H 222,3 95 200 70 104 26% 48% 15,8 2,31 1,0% 40,9% 
JOUR PRINTEMPS 10H 222,3 133 159 70 104 47% 35% 15,8 2,31 1,0% 40,9% 
JOUR PRINTEMPS PONCT 222,3 252 31 153 15 39% 52% 15,8 2,31 1,0% 40,9% 
JN HIVER SANS APPORT 259,8 703 0 165 0 77%  72,4 10,60 4,1% 76,0% 
JN HIVER 3H 259,8 425 300 50 124 88% 59% 72,4 10,60 4,1% 76,0% 
JN HIVER 10H 259,8 508 210 47 127 91% 40% 72,4 10,60 4,1% 76,0% 
JN HIVER PONCT 259,8 511 207 135 32 74% 85% 72,4 10,60 4,1% 76,0% 
JN PRINTEMPS SANS APPORT 259,8 281 0 27 0 90%  32,1 4,70 1,8% 83,1% 
JN PRINTEMPS 3H 259,8 95 200 14 14 85% 93% 32,1 4,70 1,8% 83,1% 
JN PRINTEMPS 10H 259,8 133 159 14 14 89% 91% 32,1 4,70 1,8% 83,1% 
JN PRINTEMPS PONCT 259,8 252 31 27 0 89% 100% 32,1 4,70 1,8% 83,1% 
24 HIVER SANS APPORT 333,5 703 0 104 0 85%  80,6 11,81 3,5% 84,6% 
24 HIVER 3H 333,5 425 300 33 77 92% 74% 80,6 11,81 3,5% 84,6% 
24 HIVER 10H 333,5 508 210 30 80 94% 62% 80,6 11,81 3,5% 84,6% 
24 HIVER PONCT 333,5 511 207 85 21 83% 90% 80,6 11,81 3,5% 84,6% 
24 PRINTEMPS SANS APPORT 333,5 281 0 9 0 97%  37,3 5,46 1,6% 96,6% 
24 PRINTEMPS 3H 333,5 95 200 7 3 93% 99% 37,3 5,46 1,6% 96,6% 
24 PRINTEMPS 10H 333,5 133 159 7 3 95% 98% 37,3 5,46 1,6% 96,6% 
24 PRINTEMPS PONCT 333,5 252 31 9 0 96% 100% 37,3 5,46 1,6% 96,6% 
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 VALO D-JOUR-PONCT-PRINTEMPS 
La Figure 4.24 présente le diagramme de Gantt obtenu pour le scénario « JOUR-PONCT-
PRINTEMPS » c’est-à-dire le scénario pour lequel le site industriel fonctionne au printemps 
exclusivement le jour avec un apport de biomasse à la période 35.  
Pour ce scénario, l’échangeur de valorisation remplace les chaudières du réseau de chaleur urbain, 
sauf pour la période 7 où l’échangeur de valorisation ne suffit pas à satisfaire la demande en eau. 
Lorsque l’échangeur de valorisation ne fonctionne pas les chaudières du réseau de chaleur urbain 
fonctionnent à « bas régime ». 
 VALO D-24-10H-HIVER 
Le second diagramme de Gantt analysé est VALO D-24-10H-HIVER (Figure 4.25), soit le 
système couplé avec le site industriel fonctionnant à plein régime 24h/24, un apport de biomasse de 
7h à 17h et une saison hivernale.  
Sur ce diagramme, lorsque la valorisation est limitée par la quantité de fumées, les chaudières du 
site urbain prennent le relais (période 1 par exemple). On peut noter toutefois que l’échangeur de 
valorisation est suffisant sur certains horaires de jour (pour le jour 1 de 11h à 19h et pour le jour 2 
de 28h à 30h soit de 4h à 6h, de 33h à 36h soit de 9h à 12h et de 38h à 40h soit de 14h à 16h et de 
44h à 46h soit de 20h à 22h). 
Comme nous l’avons démontré, la démarche est efficace pour planifier le système mettant en jeu 
la valorisation de la chaleur fatale. Des économies substantielles de combustible sont en effet 
réalisées.  Cependant, le Tableau 4.9 montre qu’il demeure encore une marge d’amélioration puisque 
de la chaleur fatale non valorisée est encore disponible en grande quantité. Plusieurs pistes peuvent 
être envisagées : 
 D’autres clients, une augmentation du réseau de chaleur urbain, ou la connexion avec 
d’autres installations (serres, etc.),  
 Comme le montre la Figure 4.24 sur un scénario, sur la période 20 par exemple, la chaleur 
fatale n’est pas valorisée car elle n’est pas nécessaire ; en revanche, du bois est consommé sur 
les périodes suivantes (période 23 par exemple). Un stockage de la chaleur (journalier, 
saisonnier, etc.) pourrait donc accroître encore l’efficacité du système.  





Figure 4.24. Gantt du scénario VALO D-JOUR-PONCT-PRINTEMPS 
 
Figure 4.25. Gantt du scénario VALO D-24-10H-HIVER 
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4.4. VALORISATION ET STOCKAGE DE LA CHALEUR 
FATALE (STRATEGIE VALO-S) 
Dans cette stratégie, on suppose que des éventuels excédents de chaleur émis à un instant donné 
par le site industriel peuvent être stockés pour être restitués au réseau de chaleur urbain dès que 
nécessaire. La représentation ERTN permet une gestion des stocks par les états. Représenter les 
pertes sur un stock en utilisant le stockage sur les états n’est pas permit avec le formalisme ERTN. 
Pour tenir compte des pertes, l’utilisation des tâches pour représenter les stocks devient impératif. 
La tâche de stockage doit permettre la rétention du surplus des précédentes périodes, la mise à 
disposition durant la période en cours et mettre à disposition ce qu’il reste pour les périodes futures.  
Il s’agit d’une fonction que semble remplir une tâche discontinue. 
Mais lorsqu’il s’agit de représenter les pertes, il est uniquement possible de représenter les pertes de 
matière. En effet, le modèle ERTN n’intégrant que les bilans matière, une perte de potentiel 
thermique n’est pas modélisable. Il serait donc incorrect d’essayer de représenter le stockage avec 
pertes par les tâches avec le formalisme ERTN actuel. 
 
4.5. CONCLUSION 
La modélisation est effectuée dans ce chapitre avec des hypothèses simplificatrices. Pour être 
rigoureux avec la représentation, il aurait fallu ajouter N états pour discrétiser la température. Mais 
discrétiser les états en température impose que le système connecté en aval (valorisation en aval de 
la chaudière industrielle par exemple) soit lui aussi discrétisé en fonction de la température d’entrée 
de celui-ci, comme illustré par la Figure 4.26.  
Avec plusieurs maillons interconnectés, la représentation devient extrêmement complexe. De plus, 
la modification d’un élément en amont entraine la réévaluation des éléments en aval car les 
paramètres sont évalués en fonction de l’entrée de l’élément considéré (la discrétisation et les 
paramètres de la valorisation dépendent du couple débit/température du flux de fumées entrant par 
exemple). 




Figure 4.26. Représentation rigoureuse ERTN 
 
Pour aller plus loin, on peut améliorer encore le système en proposant d’ajouter de la valorisation 
vers d’autres systèmes (des serres à proximité par exemple). Dans ce cas, l’échangeur ajouté ne 
pourrait pas tenir compte de la température, car à la sortie de l’échangeur déjà présent, il est 
impossible d’accéder à cette information, même de façon implicite. Aucune information sur les 
températures n’est disponible après la valorisation. C’est par le débit que nous connaissons la 
température. Et le débit de fumées peut être divisé par le bypass pour n’en utiliser qu’une partie 
dans l’échangeur de valorisation. 
Ce chapitre a permis la mise en œuvre de la modélisation ERTN sur 2 sites pris indépendamment, 
puis en couplant ces deux sites avec un échangeur de valorisation. 
Il montre l’effectivité de la démarche, illustrée par la réalisation de 3 scénarios concernant le site 
industriel et de 8 scénarios en ce qui concerne le site urbain. Enfin, 24 scénarios résultent de la fusion 
des scénarios précédents. 
Il montre également la démarche de « collecte » de données directement ou via des modélisations 
phénoménologiques (via le simulateur ProSimPlus ou d’autres outils) qui reste le prix à payer pour 
une modélisation ERTN « fine » des phénomènes. 
Un des apports de la démarche illustrée est la quantification a posteriori de la chaleur fatale perdue 
en sortie de fumées de l’échangeur industriel, et des gains de valorisation. 
Malgré tous ces points, l’état actuel de la représentation ERTN est limité pour représenter le 
fonctionnement des systèmes énergétiques. 
La première limite est l’absence de potentiel thermique, qui impose une définition des paramètres 
d’un élément dépendant du fonctionnement des éléments amont.  
La seconde limite est l’impossibilité de représenter le stockage avec pertes.
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CHAPITRE – 5 LE FORMALISME 
EXTENDED ENERGY RESSOURCE TASK 
NETWORK 
Le chapitre précédent a mis en évidence la nécessité de développer un modèle 
dédié à la planification des chaînes logistiques énergétiques. Dans cette perspective, 
ce chapitre propose un nouveau formalisme nommé « Extended Energy Ressource 
Task Network » (EERTN). Ce formalisme est développé pour rendre explicite les 
bilans énergétiques. La première section introduit la notion de potentiel 
enthalpique, nécessaire à la prise en compte des flux thermiques. La seconde section 
introduit les éléments sémantiques du formalisme EERTN, ainsi que le modèle 
mathématique associé à ce formalisme. Chaque élément graphique est associé à un 
ensemble de contraintes mathématiques. La troisième section introduit la notion de 
bibliothèque de modules, éléments à la fois génériques dans la chaîne logistique 
énergétique, et spécifiques pour la représentation EERTN. Enfin, la dernière section 
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Après avoir décrit le formalisme ERTN et le modèle de PLM associé, le chapitre 3 a mis en évidence 
les éléments sémantiques et les contraintes qu’il faudrait intégrer afin d’étendre sa capacité de modélisation 
à la prise en compte plus précise des phénomènes thermodynamiques liés aux systèmes énergétiques. Dans 
ce contexte, l’objectif de ce chapitre est de décrire le formalisme renommé EERTN (Extended Energy 
Resource Task Network) qui étend le formalisme ERTN précédent, ainsi que les contraintes à ajouter au 
modèle de Programmation Linéaire Mixte antérieur. Les contraintes ajoutées, par nature non-linéaires, 
transforment celui-ci en un modèle de Programmation Non Linéaire Mixte (PNLM). Afin d’éviter des aller-
retours entre chapitres, l’ensemble des éléments sémantiques et des contraintes du modèle formel sont 
rappelés, mais avec un focus spécifique sur les aspects nouveaux. 
 
5.1. PRISE EN COMPTE DES FLUX THERMIQUES 
Comme le chapitre 3 l’a montré, le formalisme ERTN est un langage de modélisation graphique qui 
permet de représenter de manière unifiée et non ambigüe la topologie d’un système, la procédure de 
fabrication (recette), les contraintes de ressources (disjonctives et cumulatives) et les états matière. Par ailleurs, 
la possibilité de définir des flux régis par des bilans non soumis à conservation permet de représenter la 
consommation ou la production d’une certaine quantité de ressource comme de l’énergie par exemple (flux 
proportionnel au débit du flux matière traversant la tâche dépendant d’un coefficient défini en kW/kg). 
Dans une telle approche, on suppose que le courant matière et le courant d’utilités sont compatibles 
thermodynamiquement, rendant inutile la connaissance de l’état physique (température, composition, etc.) 
des différents flux.  
En revanche, lorsque cette compatibilité thermodynamique n’est plus garantie ou lorsque la 
détermination de cette compatibilité fait justement partie des résultats attendus du modèle, il s’avère 
nécessaire d’étendre le formalisme ERTN. Plus précisément, il s’agit d’ajouter une variable de potentiel sur 
chaque état et de définir les équations permettant d’exploiter ce potentiel. L’ajout de ces annotations sur 
les éléments sémantiques du formalisme ERTN, ainsi que les contraintes associées dans le modèle de 
programmation mathématique sont les deux points clés du nouveau formalisme EERTN.    
 
En première analyse, l’idée est d’ajouter une variable de température comme potentiel sur les états. 
Ainsi, dans le formalisme EERTN, un état est défini au moyen de deux variables de décision :  
 𝑆𝑟,𝑡 ∶ quantité d’état r disponible en fin de période t ,  
 𝑇𝑟,𝑡 : température de l’état r en fin de période t ,  
 
Néanmoins, pour établir les bilans thermiques, il apparait plus simple de se placer dans le référentiel 
enthalpique, notamment s’il peut survenir des changements de phase. On note alors : 
 ℎ𝑟,𝑡 ∶  potentiel enthalpique (ou enthalpie spécifique) de l’état r en fin de période t ,  
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Ainsi, par exemple, pour un courant d’eau en phase liquide de capacité calorifique Cpliq entrant à la 
température Te et sortant à la température Ts, la quantité d’énergie Q absorbée (ou cédée) est obtenue par 
l’équation suivante :  
𝑄 = 𝐹 ∗ 𝐶𝑝𝑙𝑖𝑞 ∗  𝑇𝑠 − 𝑇𝑒  
= 𝐹 ∗ (𝐶𝑝𝑙𝑖𝑞 ∗ (𝑇𝑠 − 𝑇𝑟𝑒𝑓) − 𝐶𝑝𝑙𝑖𝑞 ∗ (𝑇𝑒 − 𝑇𝑟𝑒𝑓)) 
 
        soit                        Q = 𝐹 ∗  ℎ𝑠 − ℎ𝑒     
 
              avec        ℎ𝑒 = 𝐶𝑝𝑙𝑖𝑞 .  𝑇𝑒 − 𝑇𝑟𝑒𝑓         
              et           ℎ𝑠 = 𝐶𝑝𝑙𝑖𝑞 .  𝑇𝑠 − 𝑇𝑟𝑒𝑓    
 
Il y a donc une correspondance entre Enthalpie et Température, correspondance illustrée sur la 
Figure 5.1 en supposant connues les données 𝑇𝑟𝑒𝑓, 𝑇𝑣𝑎𝑝, 𝐶𝑝𝑙𝑖𝑞, 𝐶𝑝𝑣𝑎𝑝 et ∆hliq→vap . 
 
 
Figure 5.1. Calcul des fonctions h=F(T) à pression constante 
 
En s’appuyant sur le diagramme de la Figure 5.1, l’équation (5.1) permet de calculer l’enthalpie 
d’une ressource cumulative en fonction de la température du fluide et de son état physique, soit la fonction  
ℎ = 𝐹 𝑇, 𝑒𝑡𝑎𝑡  :  
ℎ = 𝑙𝑖𝑞 ∗ 𝐶𝑝𝑙𝑖𝑞  (𝑇 − 𝑇𝑟𝑒𝑓) +   1 − 𝑙𝑖𝑞 − 𝑣𝑎𝑝 [𝐶𝑝𝑙𝑖𝑞(𝑇𝑣𝑎𝑝 − 𝑇𝑟𝑒𝑓) + 𝛼.Δhliq→vap ]  
                              + 𝑣𝑎𝑝[(𝑇 − 𝑇𝑣𝑎𝑝)𝐶𝑝𝑣𝑎𝑝 + Δhliq→vap + 𝐶𝑝𝑙𝑖𝑞(𝑇𝑣𝑎𝑝 − 𝑇𝑟𝑒𝑓)]          
(5.1) 
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où l’état physique (liquide, vapeur) est défini au travers des 2 variables binaires 𝑙𝑖𝑞 et 𝑣𝑎𝑝 ( 𝑙𝑖𝑞 = 1 indique 
que le courant est en phase liquide, 𝑣𝑎𝑝 = 1 indique que le courant est en phase vapeur), variables qui 
doivent toujours satisfaire la contrainte suivante :  
𝑙𝑖𝑞 +   𝑣𝑎𝑝 ≤ 1 
Cependant, il est parfois nécessaire de faire apparaitre explicitement la température. C’est le cas, 
par exemple, d’un échange thermique entre deux courants au sein d’un échangeur où il est nécessaire de 
connaitre les températures pour déterminer la quantité de chaleur échangée. Ainsi, l’équation (5.2) permet 
d’obtenir la température de l’état en fonction de son enthalpie spécifique, soit la fonction  𝑇 = 𝐺 ℎ, 𝑒𝑡𝑎𝑡 :  
  𝑇 = 𝑙𝑖𝑞 (
ℎ
𝐶𝑝𝑙𝑖𝑞





𝐶𝑝𝑙𝑖𝑞(𝑇𝑣𝑎𝑝 − 𝑇𝑟𝑒𝑓) + Δhliq→vap 
𝐶𝑝𝑣𝑎𝑝
+ 𝑇𝑣𝑎𝑝 ) 
(5.2) 
 
5.2. DESCRIPTION DE LA SEMANTIQUE EERTN 
Basé sur une philosophie identique au formalisme ERTN, le formalisme EERTN est un graphe 
orienté composé ici de 12 types de nœuds et de 6 types d’arcs dont la construction repose sur un ensemble 
de règles bien établies. Comme précédemment, ces éléments permettent de modéliser les principales 
caractéristiques rencontrées dans un système de production (flux de matière et d’utilités, procédures de 
fabrication, contraintes de ressources, etc.) mais étend ses capacités en intégrant la notion de potentiel 
thermique sur les ressources cumulatives, ainsi que les bilans associés. Cette section dresse l'inventaire des 
éléments sémantiques du formalisme EERTN en faisant un focus particulier sur les éléments nouvellement 




5.2.1. Nomenclature du modèle mathématique 
Cette nomenclature reprend les notations utilisées dans le cadre du formalisme ERTN et intègre les 
ensembles, paramètres et variables introduits pour le formalisme EERTN :  
Indices 
 𝑡   : indice de période, 
 𝑘   : indice de tâche, 
 m   : indice de ressource disjonctive, 
 r   : indice de ressource cumulative, 
 l  : indice de ressource logique, 
 e  : indice de ressource enthalpique, 
 
Ensembles 
 𝑇   : Ensemble des périodes de temps, 
 𝐾𝑑  :  Ensemble des tâches discontinues k, 
 𝐾𝑐  :  Ensemble des tâches continues k, 
 𝐾𝑐𝑑  :  Ensemble des tâches k consommant du continue et produisant du discontinue, 
 𝐾𝑑𝑐  :  Ensemble des tâches k consommant du discontinue et produisant du continue, 
 𝐾𝐵𝐸  : Ensemble des tâches avec Bilan Enthalpique 
 𝐾𝑆𝐵𝐸  : Ensemble des tâches Sans Bilan Enthalpique 
 𝐾   : Ensemble des tâches avec 𝐾 = 𝐾𝑑 ∪ 𝐾𝑐 ∪ 𝐾𝑐𝑑 ∪ 𝐾𝑑𝑐 = 𝐾𝐵𝐸 ∪ 𝐾𝑆𝐵𝐸  
 𝑅𝐷   : Ensemble des ressources disjonctives, 
 𝑅𝐶𝑆𝑃    : Ensemble des ressources Cumulatives Sans Potentiel thermique, 
 𝑅𝐶𝑃   : Ensemble des ressources Cumulatives avec Potentiel thermique, 
 𝑅𝐶    : Ensemble des ressources cumulatives avec 𝑅𝐶  = 𝑅𝐶𝑃 ∪ 𝑅𝐶𝑆𝑃   
 𝑅𝐿   : Ensemble des ressources logiques, 
 𝑅𝐸    : Ensemble des ressources enthalpiques, 
 𝑅𝑘
𝑐𝑜𝑛𝑠  : Ensemble des ressources cumulatives r consommées par la tâche k, 
 𝑅𝑘
𝑝𝑟𝑜𝑑
  : Ensemble des ressources cumulatives r produites par la tâche k, 
 𝑅𝑒
𝑐𝑜𝑛𝑠  : Ensemble des ressources enthalpiques e consommées par la tâche k, 
 𝑅𝑒
𝑝𝑟𝑜𝑑
  : Ensemble des ressources enthalpiques e produites par la tâche k, 
 𝐾𝑚  :  Ensemble des tâches k pouvant s’exécuter sur la ressource disjonctive m, 
 𝐾𝑟
𝑐𝑜𝑛𝑠  :  Ensemble des tâches k consommant de la ressource cumulative r, 
 𝐾𝑟
𝑝𝑟𝑜𝑑
  :  Ensemble des tâches k produisant de la ressource cumulative r, 
 𝐾𝑒
𝑐𝑜𝑛𝑠  :  Ensemble des tâches k consommant de la ressource enthalpique e, 
 𝐾𝑒
𝑝𝑟𝑜𝑑
  :  Ensemble des tâches k produisant de la ressource enthalpique e, 





min   : quantité ou débit minimal que la tâche k peut traiter, 
 𝑉𝑘
max   : quantité ou débit maximal que la tâche k peut traiter, 
 𝑝𝑓𝑘   : durée de la tâche k en périodes, 
 𝐶𝑟
max   : quantité maximale de ressource cumulative r qui peut être stockée, 
 𝑆0𝑟   : quantité de ressource cumulative r en stock à t = 0, 
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 𝑇0𝑟    : température de la ressource r à t = 0,   
 𝐶𝑝𝑟      : capacité calorifique de la ressource r, 
 𝜌𝑟,𝑘
𝑐𝑜𝑛𝑠   : proportion massique de ressource cumulative r consommée par la tâche k, 
 𝜌𝑟,𝑘
𝑝𝑟𝑜𝑑
   : proportion massique de ressource cumulative r produite par la tâche k, 
 𝜇𝑟,𝑘
𝑐𝑜𝑛𝑠   : 𝜇𝑟,𝑘
𝑐𝑜𝑛𝑠=1 indique que la ressource r est consommée par la tâche k, 0 sinon, 
 𝜇𝑟,𝑘
𝑝𝑟𝑜𝑑
   : 𝜇𝑟,𝑘
𝑝𝑟𝑜𝑑
=1 indique que la ressource r est produite par la tâche k, 0 sinon 
 𝑢𝑣𝑘,𝑟
𝑐𝑜𝑛𝑠   : coefficient de la partie variable de la consommation de ressource r par la tâche k, 
 𝑢𝑓𝑘,𝑟
𝑐𝑜𝑛𝑠   : coefficient de la partie fixe de la consommation de ressource r par la tâche k, 
 𝑢𝑣𝑘,𝑟
𝑝𝑟𝑜𝑑
   : coefficient de la partie variable de la production de ressource r par la tâche k, 
 𝑢𝑓𝑘,𝑟
𝑝𝑟𝑜𝑑
   : coefficient de la partie fixe de la production de ressource r par la tâche k, 
 𝑅0𝑙   : état initial à t = 0 de la ressource logique l, 
 𝛼𝑘,𝑙
𝑐𝑜𝑛𝑠   : quantité de ressource logique l requise pour activer la tâche k, 
 𝛼𝑘,𝑙
𝑝𝑟𝑜𝑑
   : quantité de ressource logique l libérée par la tâche k à la fin de son exécution, 
 𝐶𝑙
max   : nombre maximale de ressource logique l qui peut être stockée, 
 𝐼𝑚𝑝𝑟
𝑚𝑎𝑥  : quantité ou débit de ressource r maximal pouvant être importé par période, 
 ℎ𝐼𝑚𝑝𝑟,𝑡  : enthalpie spécifique de la ressource r importée depuis l’extérieur pour chaque période t, 
 𝐸𝑥𝑝𝑟
𝑚𝑎𝑥  : quantité ou débit de ressource r maximal pouvant être exporté par période, 
 𝐷𝑒𝑚𝑟,𝑡   : quantité ou débit de ressource r demandé par l’extérieur pour chaque période t, 
 𝐴𝑝𝑝𝑟,𝑡   : quantité ou débit de ressource r apporté par l’extérieur pour chaque période t, 
 ℎ𝐴𝑝𝑝𝑟,𝑡  : enthalpie spécifique de la ressource r apporté depuis l’extérieur pour chaque période t, 
 ℎ𝑈𝑃𝑟,𝑘,𝑡  : enthalpie spécifique de la ressource r produite par la tâche k en période t, 
 
Variables 
 𝑊𝑘,𝑡   : Wk,t  = 1si la tâche k est lancée en début de période t, 0 sinon, 
 𝐵𝑘,𝑡   : quantité ou débit traité par la tâche k durant la période t, 
 ℎ𝐵𝑘,𝑡   : enthalpie spécifique du flux traitée par la tâche k durant la période t, 
 𝑆𝑟,𝑡   : quantité de ressource r en stock en fin de période t, 
 𝑆′𝑟,𝑡   : quantité de ressource r en stock à la fin de la zone temporelle  de la période t,  
 ℎ′𝑟,𝑡   : enthalpie spécifique du stock de ressource r en fin de zone temporelle  de la période t, 
 𝑆"𝑟,𝑡   : quantité de ressource r en stock à la fin de la zone temporelle  de la période t,  
 ℎ"𝑟,𝑡   : enthalpie spécifique du stock de ressource r en fin de zone temporelle   de la période t, 
 𝑇𝑟,𝑡   : température de la ressource r en fin de période t, 
 ℎ𝑟,𝑡   : enthalpie spécifique de la ressource r en fin de période t, 
 𝑈𝐶𝑟,𝑘,𝑡   : quantité ou débit de ressource r consommé par la tâche k durant la période t, 
 ℎ𝑈𝐶𝑟,𝑘,𝑡  : enthalpie spécifique de la ressource r consommée par la tâche k en période t, 
 𝑈𝑃𝑟,𝑘,𝑡   : quantité ou débit de ressource r produit par la tâche k durant la période t, 
 𝐶𝑟,𝑘,𝑡   : quantité ou débit de ressource r consommé par la tâche k durant la période t 
 ℎ𝐶𝑟,𝑘,𝑡   : enthalpie spécifique du flux de ressource r consommé par la tâche k durant la période t, 
 𝑃𝑟,𝑘,𝑡   : quantité ou débit de ressource r produit par la tâche k durant la période t, 
 ℎ𝑃𝑟,𝑘,𝑡   : enthalpie spécifique du flux de ressource r produit par la tâche k durant la période t, 
 𝐼𝑚𝑝𝑟,𝑡  : quantité ou débit de ressource r pouvant être importé dans la période t, 
 𝐸𝑥𝑝𝑟,𝑡  : quantité ou débit de ressource r pouvant être exporté dans la période t, 
 ℎ𝐸𝑥𝑝𝑟,𝑡   : enthalpie spécifique du flux de ressource r exporté durant la période t, 
 ℎ𝐷𝑒𝑚𝑟,𝑡  : enthalpie spécifique du flux de demande en ressource r obtenu en période t, 
 𝑅𝑙,𝑡   : quantité stockée par la ressource logique l en fin de période t, 
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5.2.2. Nœud « ressource cumulative » 
Comme dans le formalisme ERTN, ce type de nœuds est utilisé pour modéliser des ressources 
partageables par plusieurs opérations simultanément telles que des matières premières, intermédiaires ou 
produits finis, des mélanges de plusieurs constituants, des utilités, etc. Néanmoins, une distinction est 
désormais faite entre les ressources cumulatives auxquelles sont associées un potentiel enthalpique et celles 
où l’évaluation de ce potentiel n’est pas nécessaire. La représentation par un rond en simple trait est 
conservée pour les ressources cumulatives sans potentiel 𝑟 ∈  𝑅𝐶𝑆𝑃  (Figure 5.2.a) alors que les ressources 
cumulatives avec potentiel 𝑟 ∈  𝑅𝐶𝑃  seront représentées par un rond en double trait (Figure 5.2.b). 
 
 
Figure 5.2. Représentation d’une ressource cumulative dans le formalisme EERTN 
 
Les ressources cumulatives sans potentiel 𝑟 ∈  𝑅𝐶𝑆𝑃  sont paramétrées de manière identique à la 
description faite en section 3.2.2.1.  
De manière analogue, les ressources cumulatives avec potentiel 𝑟 ∈  𝑅𝐶𝑃 sont identifiées par un 
numéro d’ordre de la forme Sr (où r est le numéro de la ressource) et un libellé qui explicite la nature de la 
ressource et sont paramétrées avec les deux valeurs déjà présentes sur les ressources 𝑟 ∈  𝑅𝐶𝑆𝑃, à savoir :  
 𝑆0𝑟  correspond à la quantité initiale (quantité de ressource r existant à t = 0)  
 𝐶𝑟
max  est la capacité maximale de stockage de cette ressource.  
ainsi qu’avec deux informations spécifiques :  
 𝑇0𝑟  correspond à la température initiale de la ressource r (c’est à dire, à t = 0),   
 𝐶𝑝𝑟  est la capacité calorifique de la ressource r.  
 
Enfin, une annotation précise, pour chaque ressource cumulative avec potentiel 𝑟 ∈  𝑅𝐶𝑃  , la 
politique de stockage ou de transfert associée. Les quatre politiques possibles sont identiques à celles définies 
pour les ressources cumulatives 𝑟 ∈  𝑅𝐶𝑆𝑃 (cf. section 3.2.2.1) : UIS (Unlimited Intermediate Storage), FIS 
(Finite Intermediate Storage),  NIS (No Intermediate Storage), ZW (Zero Wait). 
S r
nom 
 𝑆0𝑟, 𝐶𝑚𝑎𝑥𝑟 
Politique
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Quelle que soit la nature de la ressource cumulative r, la variable d’état 𝑆𝑟,𝑡 représente la quantité 
de ressource cumulative 𝑟 ∈  𝑅𝐶  en stock en fin de période t. Les contraintes (5.3) permettent de borner 
cette variable avec la capacité de stockage 𝐶𝑟
𝑚𝑎𝑥 de cet état :  
 
 




Les contraintes (5.3) sont à définir uniquement lorsque le stockage est représenté par la ressource cumulative.  
Lorsque le stockage est représenté par les tâches, ces contraintes ne doivent pas être définis, seulement les 
contraintes (3.25) et (3.27) restent définis. 
 
 
De même, les contraintes (5.4) permettent d’initialiser la valeur du stock 𝑆𝑟,𝑡 à l’instant t = 0 : 
 
Dans le cas spécifique d’une ressource cumulative avec potentiel 𝑟 ∈  𝑅𝐶𝑃 , la variable 
supplémentaire 𝑇𝑟,𝑡 est introduite. Cette variable réelle représente la température de la ressource cumulative 
𝑟 ∈  𝑅𝐶𝑃. Les contraintes (5.5) permettent d’initialiser la valeur de la température 𝑇𝑟,𝑡 à l’instant t = 0 : 
 
De plus, comme annoncé dans la section 5.1, une variable réelle ℎ𝑟,𝑡 représentant le potentiel 
enthalpique (ou enthalpie spécifique) de l’état r en fin de période t, est ajoutée pour chaque ressource 
cumulative avec potentiel 𝑟 ∈  𝑅𝐶𝑃. Les contraintes (5.6) assurent le lien entre température et potentiel 




𝑚𝑎𝑥 ∀𝑟 ∈ 𝑅𝐶 , ∀𝑡 ∈ 𝑇 (5.3) 
   
𝑆𝑟,0 = 𝑆0𝑟 ∀𝑟 ∈ 𝑅
𝐶  (5.4) 
𝑇𝑟,0 = 𝑇0𝑟  ∀𝑟 ∈ 𝑅
𝐶𝑃  (5.5) 
ℎ𝑟,𝑡 = 𝐶𝑝𝑟 ∗  𝑇𝑟,𝑡 − 𝑇𝑟𝑒𝑓   ∀𝑟 ∈ 𝑅
𝐶𝑃, ∀𝑡 = 0,… , 𝑁 (5.6) 
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5.2.3. Nœud « ressource enthalpique » 
La notion de nœud ressource enthalpique est un élément sémantique spécifiquement introduit dans 
le formalisme EERTN. Ce type de nœuds est utilisé pour modéliser une quantité d’énergie produite ou 
consommée par une ou plusieurs opérations simultanément. Comme le montre la Figure 5.3, ces ressources 
sont représentées par un rond en simple trait épais. 
 
 
Figure 5.3. Ressource enthalpique e 
 
Les nœuds ressource enthalpique sont identifiées par un numéro d’ordre de la forme Se (où e est le 
numéro de la ressource) et un libellé qui explicite la nature de la ressource. Par définition, ce type de 
ressource ne peut jamais être stockée. Cet élément possède donc, ni capacité de stockage, ni valeur initiale. 
La politique de transfert de ce type de nœud s’apparente donc à une politique ZW (Zero Wait  cf. section 
3.2.2.1). En revanche, cet état est annoté avec une équation du type 𝐹𝑒 𝑋𝑒 = 0 où 𝑋𝑒 est un sous-ensemble 
de variables du modèle (𝑋𝑒   𝑽) à définir. 
 
5.2.4. Nœud « Tâche » 
Comme dans le formalisme ERTN, les nœuds tâche modélisent toute opération réalisant une 
transformation de la matière ou de l’énergie. Elles sont identifiées par un numéro d’ordre de la forme Tk 
(où k est le numéro de la tâche) et un libellé qui explicite la nature de l’opération réalisée. Pour tenir compte 
de son mode de production (continu/discontinu), la représentation spécifique permettant de distinguer les 
nœuds tâche discontinue (rectangle avec barres verticales) et les nœuds tâche continue (rectangle avec 
barres horizontales) est conservée. Dans le formalisme EERTN, il faut aussi distinguer les tâches au sein 
desquelles un bilan enthalpique doit être réalisé. Pour cela, on représente les tâches nécessitant un bilan 
enthalpique avec un rectangle en double trait (par analogie avec les nœuds ressource cumulative), tel que le 








Figure 5.4. Représentation d’une tâche discontinue / continue avec ou sans bilan enthalpique 
 
 Le formalisme EERTN introduit aussi la notion de taches mixtes, c’est-à-dire des tâches dont le 
mode de production est mixte (continu/discontinu). Ainsi, une représentation spécifique permet de 
distinguer les nœuds tâche consommant en discontinu et produisant en continue (rectangle avec barre 
verticale à gauche et barre horizontale en bas) et les nœuds tâche consommant en continu et produisant 




Figure 5.5. Représentation des tâches mixtes avec ou sans bilan enthalpique 
Dans tous les cas, la définition des paramètres 𝑉𝑘
min, 𝑉𝑘
max et 𝑝𝑓𝑘 reste identique à celle fournie dans 
la section 3.2.2.2. 
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Par ailleurs, quelle que soit la nature des tâches considérées, elles restent régies via deux variables 
de décision notées respectivement Wk,t  et 𝐵𝑘,𝑡. 
Rappelons que la variable booléenne Wk,t  = 1 si la tâche k est lancée en début de période t,  Wk,t  = 
0, sinon. De même, 𝐵𝑘,𝑡 représente la quantité de matière traitée par la tâche k lancée en période t (soit 
lorsque 𝑊𝑘,𝑡 = 1). On retrouve ainsi les contraintes (5.7) permettant de borner la quantité produite par la 
tâche k durant la période t si la tâche k est lancée durant cette période t.  
 
En revanche, pour les tâches avec bilan enthalpique, une variable réelle supplémentaire est 
introduite. Soit, ℎ𝐵𝑘,𝑡, l’enthalpie spécifique de la masse 𝐵𝑘,𝑡 traitée dans la tâche k durant la période t. 
L’utilisation de cette variable est précisée dans les sections suivantes. 
 
5.2.5. Arcs régissant les « flux matière » 
 Par définition, une tâche k peut produire ou consommer une ou plusieurs ressources cumulatives r. Dans 
le formalisme EERTN, les quantités de ressources r traversant une tâche continuent à être régies, soit au 
moyen d’une équation de bilan massique de conservation des flux entre entrées et sorties, soit non soumises 
à un tel bilan de conservation. Par ailleurs, les points décrits dans la section 3.2.2.3 concernant la localisation 
temporelle au sein d’une période t des flux entrants et sortants d’une tâche selon sa nature 
(continue/discontinue) restent valides dans le formalisme EERTN et ne seront pas explicités ici. 
 
5.2.5.1. Arcs « flux matière » soumis à un bilan de conservation avec proportion fixe / libre 
 Dans le formalisme ERTN, les variables réelles 𝐶𝑟,𝑘,𝑡 définissent la quantité de ressource r consommée 
par la tâche k durant la période t, alors que les variables réelles 𝑃𝑟,𝑘,𝑡 détermine la quantité de ressource r 
produite par la tâche k durant la période t. La représentation de ces arcs est rappelée sur la Figure 5.6.  
 
 
Figure 5.6. Représentation des arcs « flux » à proportion fixe (a) et libre (b) 
𝑊𝑘,𝑡𝑉𝑘
𝑚𝑖𝑛 ≤ 𝐵𝑘,𝑡 ≤ 𝑊𝑘,𝑡𝑉𝑘
𝑚𝑎𝑥 ∀𝑘 ∈ 𝐾, ∀𝑡 ∈ 𝑇 (5.7) 
Chapitre – 5 Le formalisme Extended energy ressource task network  
 
117 
Dans le formalisme EERTN, la représentation de ces arcs et les variables de flux associées sont bien 
évidemment conservées. Par conséquent, les contraintes de bilan (5.8) à (5.13) associées à ces variables sont 
aussi maintenues à l’identique (cf. section 3.2.2.3 pour le détail de la description de ces contraintes), d’où :   
 
 
5.2.5.2. Arcs « flux » non soumis à un bilan de conservation 
Dans le formalisme ERTN, les flux non soumis à un bilan de conservation permettent de définir une 
consommation ou une production d’une ressource cumulative r indépendamment des autres ressources 
cumulatives r’ consommées ou produites par cette tâche. Il en est de même dans le formalisme EERTN. La 
Figure 5.7 rappelle que les arcs associés sont symbolisés par une flèche en double trait pointillée et que les 
flux portés par ces arcs sont déterminés en exploitant deux paramètres :  𝑢𝑓𝑘,𝑟
𝑐𝑜𝑛𝑠 (resp. 𝑢𝑓𝑘,𝑟
𝑝𝑟𝑜𝑑
) pour la 
partie fixe, et 𝑢𝑣𝑘,𝑟
𝑐𝑜𝑛𝑠  (resp. 𝑢𝑣𝑘,𝑟
𝑝𝑟𝑜𝑑
) pour la partie variable de la consommation (resp. production) de 
ressource r par la tâche k. 
 
Figure 5.7. Arc « flux » non soumis à bilan de conservation 
 
Les variables réelles 𝑈𝐶𝑟,𝑘,𝑡  qui représentent la quantité de ressource cumulative 𝑟 ∈ 𝑅
𝐶 
consommée par la tâche k durant la période t, sont régies par les mêmes contraintes (5.14) dans le formalisme 
EERTN :  
 
  𝒓,𝒌
 𝒓  
,  𝒓,𝒌
 𝒓  
  𝒓,𝒌
    ,  𝒓,𝒌
    
(a) Consommation d’une ressource (b) Production d’une ressource
𝐵𝑘,𝑡 = ∑ 𝐶𝑟,𝑘,𝑡
𝑟∈𝑅𝑘
𝑐𝑜𝑛𝑠
 ∀𝑘 ∈ 𝐾, ∀𝑡 ∈ 𝑇 (5.8) 
   




∀𝑘 ∈ 𝐾, ∀𝑡 ∈ 𝑇 (5.9) 
   
𝑃𝑟,𝑘,𝑡  ≤ (𝜌𝑟,𝑘
𝑝𝑟𝑜𝑑 + 𝜇𝑟,𝑘
𝑝𝑟𝑜𝑑). 𝐵𝑘,𝑡   ∀𝑘 ∈ 𝐾, ∀𝑟 ∈ 𝑅
𝐶 , ∀𝑡 ∈ 𝑇 (5.10) 
   
𝑃𝑟,𝑘,𝑡  ≥ 𝜌𝑟,𝑘
𝑝𝑟𝑜𝑑 . 𝐵𝑘,𝑡                                      ∀𝑘 ∈ 𝐾, ∀𝑟 ∈ 𝑅
𝐶 , ∀𝑡 ∈ 𝑇 (5.11) 
   
𝐶𝑟,𝑘,𝑡  ≤ (𝜌𝑟,𝑘
𝑐𝑜𝑛𝑠 + 𝜇𝑟,𝑘
𝑐𝑜𝑛𝑠). 𝐵𝑘,𝑡   ∀𝑘 ∈ 𝐾, ∀𝑟 ∈ 𝑅
𝐶 , ∀𝑡 ∈ 𝑇 (5.12) 
   
𝐶𝑟,𝑘,𝑡  ≥ 𝜌𝑟,𝑘
𝑐𝑜𝑛𝑠 . 𝐵𝑘,𝑡 ∀𝑘 ∈ 𝐾, ∀𝑟 ∈ 𝑅









 ∀𝑟 ∈ 𝑅𝐶 , ∀𝑘 ∈ 𝐾, ∀𝑡 ∈ 𝑇 (5.14) 
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Cependant, lorsqu’il s’agit d’une ressource cumulative avec potentiel 𝑟 ∈ 𝑅𝐶𝑃 , celle-ci est 
consommée avec une enthalpie spécifique ℎ𝑈𝐶𝑟,𝑘,𝑡 dont la valeur est déterminée par un bilan enthalpique 
au niveau de la ressource r (cf. section 5.2.9). De manière analogue, les variables 𝑈𝑃𝑟,𝑘,𝑡 qui représentent la 
quantité de ressource cumulative sans potentiel 𝑟 ∈ 𝑅𝐶 produite par la tâche k durant de la période t, sont 
aussi définies par les contraintes (5.15) dans le formalisme EERTN : 
 
Contrairement au cas précédent, lorsqu’il s’agit d’une ressource cumulative avec potentiel 𝑟 ∈ 𝑅𝐶𝑃, 
celle-ci est produite avec une enthalpie spécifique fixée et connue  ℎ𝑈𝑃𝑟,𝑘,𝑡  (et non pas définie par une 
variable du modèle). 
 
5.2.6. Arcs régissant les « flux énergie » 
Dans le formalisme ERTN, seuls les flux « matière » sont explicitement pris en compte. En 
revanche, aucun élément sémantique et aucune contrainte ne permette de prendre en compte l’enthalpie de 
ces flux. C’est précisément la gestion des flux enthalpiques qu’apporte le formalisme EERTN, notamment 
avec l’introduction des ressources cumulatives avec potentiel, des tâches avec bilan enthalpique et l’extension 
de la définition des arcs présentés en section 5.2.5. 
 
5.2.6.1. Arcs « flux matière » induisant un bilan enthalpique 
  Par définition, une tâche k peut produire ou consommer une ou plusieurs ressources cumulatives r. 
Comme indiquée dans la section 5.2.5, dans le formalisme EERTN, les arcs « flux matière » permettent de 
gérer les flux de ressources r, soit au moyen d’une équation de bilan massique de conservation des flux entre 
entrées et sorties, soit non soumises à un tel bilan de conservation. Cependant, lorsque ces arcs lient une 
ressource cumulative avec potentiel et une tâche avec bilan enthalpique, il faut alors ajouter des bilans de 
conservation enthalpique. La Figure 5.8 montre l’annotation des arcs « flux matière » dans le contexte où 










 ∀𝑟 ∈ 𝑅𝐶 , ∀𝑘 ∈ 𝐾, ∀𝑡 ∈ 𝑇 (5.15) 




Figure 5.8. Arc « flux matière » soumis à bilan enthalpique 
 
Deux nouvelles variables sont ainsi introduites. Soit ℎ𝐶𝑟,𝑘,𝑡 , l’enthalpie spécifique du flux de 
ressource r consommé par la tâche k durant la période t. De même, soit ℎ𝑃𝑟,𝑘,𝑡, l’enthalpie spécifique du flux 
de ressource r produit par la tâche k durant la période t. Les contraintes régissant ces deux variables sont 
décrites dans la suite. 
 
5.2.6.2. Arcs « flux enthalpique » 
Les flux entrants ou sortants des nœuds de type ressource enthalpique transitent au moyen d’un arc 
introduit spécifiquement dans le formalisme EERTN, nommé arc flux enthalpique. Représenté par une ligne 
composée de « vagues » (Figure 5.9), cet arc permet de lier une ressource enthalpique e et une tâche k 
(continue ou discontinue) avec bilan enthalpique.  
 
 
Figure 5.9. Arc flux enthalpique 
 
Lorsqu’un arc (tâche k, ressource enthalpique e) existe (Figure 5.9.a), celui-ci est annoté avec une 
expression   ,𝒌
 𝒓  
(𝑌𝑒,𝑘
𝑝𝑟𝑜𝑑
) définissant une fonction linéaire ou non-linéaire d’un sous-ensemble 𝑌𝑒,𝑘
𝑝𝑟𝑜𝑑
 de 
variables du modèle (𝑌𝑒,𝑘
𝑝𝑟𝑜𝑑    𝑽). Soit 𝑄𝑃𝑒,𝑘,𝑡 , une variable réelle représentant la quantité de ressource 
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enthalpique e produite par la tâche k dans la période t. Ces variables sont régies par la contrainte (5.16) 
définie de la manière suivante :  
Symétriquement, lorsque qu’un arc (ressource enthalpique e, tâche k) existe (Figure 5.9.b), celui-ci est 
annoté avec une expression   ,𝒌
     𝑌𝑒,𝑘
𝑐𝑜𝑛𝑠  définissant une fonction linéaire ou non-linéaire d’un sous-
ensemble 𝑌𝑒,𝑘
𝑐𝑜𝑛𝑠  de variables du modèle (𝑌𝑒,𝑘
𝑐𝑜𝑛𝑠   𝑽 ). Soit 𝑄𝐶𝑒,𝑘,𝑡 , une variable réelle représentant la 
quantité de ressource enthalpique e consommée par la tâche k dans la période t. Ces variables sont régies par 
la contrainte (5.17) définie de la manière suivante :  
 
5.2.6.3. Bilan sur les tâches avec bilan enthalpique 
La Figure 5.10 représente les différents flux entrants ou sortants d’une tâche k, impliqués dans un 
bilan enthalpique. 
 
Figure 5.10. Bilan enthalpique sur une tâche k 
 
En s’appuyant sur la Figure 5.10, le bilan de conservation enthalpique sur les flux entrants (ou 






































𝑄𝑃𝑒,𝑘,𝑡 =   ,𝒌
 𝒓  
 𝑌𝑒,𝑘
𝑝𝑟𝑜𝑑  ∀𝑒 ∈ 𝑅𝐸 , ∀𝑘 ∈ 𝐾𝑒
𝑝𝑟𝑜𝑑, 𝑌𝑒,𝑘
𝑝𝑟𝑜𝑑
  𝑽, ∀𝑡 ∈ 𝑇 (5.16) 
   
𝑄𝐶𝑒,𝑘,𝑡 =   ,𝒌
     𝑌𝑒,𝑘
𝑐𝑜𝑛𝑠  ∀𝑒 ∈ 𝑅𝐸 , ∀𝑘 ∈ 𝐾𝑒
𝑝𝑟𝑜𝑑, 𝑌𝑒,𝑘
𝑐𝑜𝑛𝑠  𝑽, ∀𝑡 ∈ 𝑇 (5.17) 






 ∀𝑘 ∈ 𝐾𝐵𝐸 , ∀𝑡 ∈ 𝑇 (5.18) 
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De même, le bilan de conservation enthalpique sur les flux sortants (ou produits) par la tâche k est 
défini par les contraintes (5.19) : 
 
L’évaluation des flux ℎ𝐶𝑟,𝑘,𝑡 et ℎ𝑃𝑟,𝑘,𝑡 dépend de la nature des tâches k et est détaillée dans la section 
5.2.9. 
Remarques importantes :  
 
 L’introduction de ces dernières contraintes de bilan modifie le modèle qui devient désormais un 
modèle de Programmation Non-Linéaire Mixte (PNLM) comportant des formes bilinéaires 
(contraintes (5.18) et (5.19)) et potentiellement des fonctions non linéaires définies par 
l’utilisateur (contraintes (5.16) et (5.17)). 
 Lorsqu’une tâche avec bilan enthalpique 𝑘 ∈  𝐾𝐵𝐸 génère plus d’une ressource 𝑐𝑎𝑟𝑑 𝑅𝑘
𝑝𝑟𝑜𝑑 >
1, une analyse de degré de liberté doit être effectuée afin de vérifier si le modèle est suffisamment 
contraint. Si cela n’est pas le cas, une spécification sur certaines variables ℎ𝑃𝑟,𝑘,𝑡  devra être 





 est la valeur de cette spécification. 
 
5.2.7. Nœud « Ressource disjonctive » et arc « disjonction » 
La notion de nœud ressource disjonctive (ressource qui, à un instant donné, ne peut être utilisée 
que pour réaliser une et une seule tâche) et l’arc disjonction associé sont conservés à l’identique dans le 
formalisme EERTN (cf. section 3.2.2.4). La Figure 5.11 rappelle les deux symboles sémantiques utilisés 
dans ce cadre. 
 
 
Figure 5.11. Notations pour la gestion des ressources disjonctives 
 
Evidemment, la contrainte d'allocation (5.20) formulée chaque fois qu’un arc disjonction relie une 
tâche à une ressource disjonctive est conservée dans le formalisme EERTN.  
: nœud ressource disjonctive : arc disjonction (signifiant est utilisé par )









∀𝑘 ∈ 𝐾𝐵𝐸 , ∀𝑡 ∈ 𝑇 (5.19) 





 ∀𝑚 ∈ 𝑅𝐷 , ∀𝑡 ∈ 𝑇 (5.20)  
 122 
5.2.8. Eléments sémantiques mettant en liaison le système avec son environnement 
Comme pour le formalisme ERTN, deux catégories d’éléments existent mais leur sémantique est 
étendue dans le cadre du formalisme EERTN.  
 
5.2.8.1. Eléments « Apport » et « Demande » 
Les éléments Apport et Demande sont des données connues et fixées du modèle permettant de 
modéliser des flux venant de ou partant vers l’environnement. La Figure 5.12 montre les différents symboles 
associés.   
Les représentation (a) et (b), déjà existantes dans le formalisme ERTN (cf. section 3.2.2.5.1), 
représentent respectivement les apports 𝐴𝑝𝑝𝑟,𝑡 de ressource r prévues en période t et les demandes 𝐷𝑒𝑚𝑟,𝑡 
en ressource r à satisfaire en période t. Quant aux représentations (c) et (d), elles sont spécifiques au 
formalisme EERTN.  
Comme dans le cas de la représentation (a), la représentation (c) modélise un apport 𝐴𝑝𝑝𝑟,𝑡 de 
ressource r prévue en période t, ces apports pouvant être réalisés de manière discontinue (c.1) ou continue 
(c.2). Cependant, ce flux est fourni avec une enthalpie spécifique fixée notée ℎ𝐴𝑝𝑝𝑟,𝑡. 
Réciproquement, comme dans le cas de la représentation (b), la représentation (d) spécifie une 
demande 𝐷𝑒𝑚𝑟,𝑡  en ressource r prévue en période t, ces demandes pouvant être délivrées de manière 
discontinue (d.1) ou continue (d.2). En revanche, l’enthalpie spécifique à laquelle doit être fournie ce flux 
de ressource r, est fixée par le paramètre ℎ𝐷𝑒𝑚𝑟,𝑡 associé.  
 
 
Figure 5.12. Apport ((a) et (c)) et Demande ((b) et (d)) de l’environnement 
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Comme le montre la Figure 5.12, par analogie avec la représentation des ressources cumulatives 
avec potentiel, un apport ou une demande avec potentiel fait apparaitre un trait double sur sa 
représentation, ainsi qu’une annotation donnant la valeur de l’enthalpie spécifique du flux. 
 
5.2.8.2. Eléments « Import » et « Export » 
Les éléments Import et Export d’une variable de décision du modèle permettant de modéliser des 
flux venant de ou partant vers l’environnement dont la valeur doit être calculée. La Figure 5.13 montre les 
différents symboles associés. 
Les représentation (a) et (b), déjà existantes dans le formalisme ERTN (cf. section 3.2.2.5.2), 
représentent respectivement les imports 𝐼𝑚𝑝𝑟,𝑡 de ressource r nécessaires en période t et les exports 𝐸𝑥𝑝𝑟,𝑡 
en ressource r réalisés en période t. Quant aux représentations (c) et (d), elles sont spécifiques au formalisme 
EERTN. 
 
Figure 5.13. Import ((a) et (c)) et Export ((b) et (d)) depuis ou vers l’environnement 
 
Comme dans le cas de la représentation (a), la représentation (c) modélise un import 𝐼𝑚𝑝𝑟,𝑡  de 
ressource r nécessaire en période t, ces imports pouvant être effectués de manière discontinue (c.1) ou 
continue (c.2). Cependant, ce flux est fourni avec une enthalpie spécifique fixée notée ℎ𝐼𝑚𝑝𝑟,𝑡 (donnée du 
problème). Ces variables restent évidemment limitées par la borne maximale 𝐼𝑚𝑝𝑟
𝑚𝑎𝑥 via les contraintes 
(5.21) suivantes : 
 
0 ≤ 𝐼𝑚𝑝𝑟,𝑡 ≤ 𝐼𝑚𝑝𝑟
max ∀𝑟 ∈ 𝑅𝐶 , ∀𝑡 ∈ 𝑇 (5.21) 
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Réciproquement, comme dans le cas de la représentation (b), la représentation (d) spécifie un 
export 𝐸𝑥𝑝𝑟,𝑡 en ressource r réalisé en période t, ces exports pouvant être effectués de manière discontinue 
(d.1) ou continue (d.2). En revanche, ce flux est fourni avec une enthalpie spécifique fixée notée ℎ𝐸𝑥𝑝𝑟,𝑡 
(donnée du problème). Comme pour les imports, ces variables restent aussi limitées par la borne maximale 
𝐸𝑥𝑝𝑟
𝑚𝑎𝑥 via les contraintes (5.22) suivantes : 
 
5.2.9. Bilan dynamique de conservation sur un nœud « ressource cumulative » 
Dans la section 5.2.2, deux types de ressources cumulatives ont été distinguées : les ressources 
cumulatives sans potentiel (𝑟 ∈  𝑅𝐶𝑆𝑃) et les ressources cumulatives avec potentiel (𝑟 ∈  𝑅𝐶𝑃). L’écriture 
des équations de bilan en dynamique pour les ressources cumulatives 𝑟 ∈  𝑅𝐶𝑆𝑃 ont été établies dans la 
section 3.2.2.6. Ces contraintes, qui régissent les flux matière, sont évidemment maintenues dans le modèle 
relatif au formalisme EERTN et sont étendues aux ressources cumulatives avec potentiel 𝑟 ∈  𝑅𝐶𝑃. Par 
conséquent, les contraintes numérotées (5.23) à (5.27) sont rappelées ci-dessous avec 𝑅𝐶 = 𝑅𝐶𝑃 ∪ 𝑅𝐶𝑆𝑃: 
 
Néanmoins, pour les ressources cumulatives avec potentiel 𝑟 ∈  𝑅𝐶𝑃 , il est nécessaire en plus 
d’établir les bilans enthalpiques. Comme pour les bilans matière, il faut évidemment prendre en compte la 
nature (continue/discontinue) des opérations productrices et consommatrices de la ressource cumulative r 
0 ≤ 𝐸𝑥𝑝𝑟,𝑡 ≤ 𝐸𝑥𝑝𝑟
max ∀𝑟 ∈ 𝑅𝐶 , ∀𝑡 ∈ 𝑇 (5.22) 













+ 𝐼𝑚𝑝𝑟,𝑡 − 𝐸𝑥𝑝𝑟,𝑡 + 𝐴𝑝𝑝𝑟,𝑡 − 𝐷𝑒𝑚𝑟,𝑡 
 
∀𝑟 ∈ 𝑅𝐶 , ∀𝑡 ∈ 𝑇 (5.23) 







∀𝑟 ∈ 𝑅𝐶 , ∀𝑡 ∈ 𝑇 (5.24) 
0 ≤ 𝑆′𝑟,𝑡 ≤ 𝐶𝑟
𝑚𝑎𝑥 
 
∀𝑟 ∈ 𝑅𝐶 , ∀𝑡 ∈ 𝑇 
 
(5.25) 
𝑆"𝑟,𝑡 = 𝑆′𝑟,𝑡 + ∑ 𝑃𝑟,𝑘,𝑡−𝑝𝑓𝑘+1


















∀𝑟 ∈ 𝑅𝐶 , ∀𝑡 ∈ 𝑇 (5.26) 
0 ≤ 𝑆"𝑟,𝑡 ≤ 𝐶𝑟
𝑚𝑎𝑥 ∀𝑟 ∈ 𝑅𝐶 , ∀𝑡 ∈ 𝑇 (5.27) 
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afin de considérer la disponibilité ou l’occurrence réelle des différents flux au sein d’une période t. Par 
ailleurs, il faut tenir compte dans ce bilan de la contribution des flux extérieurs (apport et import).  
 
La Figure 5.14 donne une représentation générale de l’évolution du stock et de l’enthalpie spécifique 
de la ressource cumulative r au cours d’une période t en superposant en amont et aval des tâches continues 
et discontinues.  
 
Figure 5.14. Evolution du stock et de l’enthalpie de la ressource r au cours d’une période t  
Comme expliqué dans la section 3.2.2.3, le découpage en 3 zones temporelles de la période t permet 
d’établir des bilans intermédiaires au sein de la période, bilans utiles pour tenir compte de la nature des 
tâches et des flux en lien avec l’environnement. Pour faciliter la compréhension du schéma, on note :  
 
Afin d’évaluer l’enthalpie des différents flux apparaissant sur la Figure 5.14, des points de bilan 
intermédaires sont identifiés à la fois aux frontières (variables du modèle ℎ′𝑟,𝑡 et ℎ"𝑟,𝑡)  et au sein de ces 3 
zones temporelles (variables temporaires ℎ1𝑟,𝑡, ℎ 𝑟,𝑡  et ℎ 𝑟,𝑡). 
𝑃𝑟,𝑘,𝑡
𝑐 = 𝑃𝑟,𝑘,𝑡−𝑝𝑓𝑘+1   ∀𝑟 ∈ 𝑅
𝐶 , ∀𝑘 ∈   𝐾𝑑 ∪ 𝐾𝑑𝑐  ∩  𝐾𝑟
𝑝𝑟𝑜𝑑 , ∀𝑡 ∈ 𝑇  
𝑃𝑟,𝑘,𝑡
𝑑 = 𝑃𝑟,𝑘,𝑡−𝑝𝑓𝑘+1   ∀𝑟 ∈ 𝑅
𝐶 , ∀𝑘 ∈   𝐾𝑐  ∪ 𝐾𝑐𝑑 ∩ 𝐾𝑟
𝑝𝑟𝑜𝑑 , ∀𝑡 ∈ 𝑇 
𝐶𝑟,𝑘,𝑡
𝑐 = 𝐶𝑟,𝑘,𝑡    ∀𝑟 ∈ 𝑅
𝐶 , ∀𝑘 ∈   𝐾𝑐  ∪ 𝐾𝑐𝑑 ∩ 𝐾𝑟
𝑐𝑜𝑛𝑠 , ∀𝑡 ∈ 𝑇 
𝐶𝑟,𝑘,𝑡
𝑑 = 𝐶𝑟,𝑘,𝑡    ∀𝑟 ∈ 𝑅
𝐶 , ∀𝑘 ∈   𝐾𝑑 ∪ 𝐾𝑑𝑐  ∩  𝐾𝑟
𝑐𝑜𝑛𝑠 , ∀𝑡 ∈ 𝑇 
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 Bilans dans la zone temporelle  : 
Soit 𝑆′𝑟,𝑡, le stock intermédiaire de ressource r présent à la fin de la zone temporelle  de la période 
t et ℎ′𝑟,𝑡 , l’enthalpie spécifique du stock intermédiaire 𝑆′𝑟,𝑡 , de ressource r présent à la fin de la zone 
temporelle  de la période t. Le bilan matière et le bilan enthalpique en entrée du nœud  (cf. Figure 5.14) 
pour la ressource cumulative r en période t permettent d’établir la valeur des variables 𝑆1𝑟,𝑡 et ℎ1𝑟,𝑡 via les 
équations suivantes :  
𝑆1𝑟,𝑡 = 𝑆𝑟,𝑡−1 + 𝐴𝑝𝑝𝑟,𝑡
𝑑 + 𝐼𝑚𝑝𝑟,𝑡
𝑑                                                                ∀𝑟 ∈ 𝑅𝐶𝑃 , ∀𝑡 ∈ 𝑇    
𝑆1𝑟,𝑡. ℎ1𝑟,𝑡 = 𝑆𝑟,𝑡−1. ℎ𝑟,𝑡−1 + 𝐴𝑝𝑝𝑟,𝑡
𝑑 . ℎ𝐴𝑝𝑝𝑟,𝑡 + 𝐼𝑚𝑝𝑟,𝑡
𝑑 . ℎ𝐼𝑚𝑝𝑟,𝑡             ∀𝑟 ∈ 𝑅
𝐶𝑃, ∀𝑡 ∈ 𝑇   
Le bilan matière et le bilan enthalpique en sortie du nœud  (cf. Figure 5.14) pour la ressource 
cumulative r en période t donnent les équations suivantes : 
𝑆1𝑟,𝑡 = 𝑆′𝑟,𝑡 + 𝐶𝑟,𝑘′,𝑡
𝑑                                                         ∀𝑟 ∈ 𝑅𝐶𝑃, ∀𝑘′ ∈   𝐾𝑑 ∪ 𝐾𝑑𝑐 ∩ 𝐾𝑟
𝑐𝑜𝑛𝑠 , ∀𝑡 ∈ 𝑇            
𝑆1𝑟,𝑡. ℎ1𝑟,𝑡 = 𝑆′𝑟,𝑡 . ℎ′𝑟,𝑡 + 𝐶𝑟,𝑘′,𝑡
𝑑 . ℎ𝐶𝑟,𝑘′,𝑡       ∀𝑟 ∈ 𝑅
𝐶𝑃, ∀𝑘′ ∈   𝐾𝑑 ∪ 𝐾𝑑𝑐 ∩ 𝐾𝑟
𝑐𝑜𝑛𝑠 ∩ 𝐾𝐵𝐸 , ∀𝑡 ∈ 𝑇        
 
Ces 2 dernières équations permettent d’établir que :  ℎ′𝑟,𝑡 = ℎ1𝑟,𝑡 = ℎ𝐶𝑟,𝑘′,𝑡. Par conséquent, la 
prise en compte des bilans dans la zone temporelle  conduit à ajouter au modèle les contraintes (5.28) et 
(5.29) suivantes : 
 
 
 Bilans dans la zone temporelle  : 
Soit 𝑆"𝑟,𝑡, le stock intermédiaire de ressource r présent à la fin de la zone temporelle  de la période 
t et ℎ"𝑟,𝑡 , l’enthalpie spécifique du stock intermédiaire 𝑆"𝑟,𝑡  de ressource r présent à la fin de la zone 
temporelle  de la période t. Le bilan matière et le bilan enthalpique en entrée du nœud  (cf. Figure 5.14) 
pour la ressource cumulative r en période t permettent d’établir la valeur des variables 𝑆 𝑟,𝑡 et ℎ 𝑟,𝑡 via les 
équations suivantes :  
     𝑆 𝑟,𝑡 = 𝑆′𝑟,𝑡 + 𝐴𝑝𝑝𝑟,𝑡
𝑐 + 𝐼𝑚𝑝𝑟,𝑡
𝑐 + 𝑃𝑟,𝑘,𝑡
𝑐  + 𝑈𝑃𝑟,𝑘,𝑡           ∀𝑟 ∈ 𝑅
𝐶𝑃, ∀𝑘 ∈   𝐾𝑐 ∪ 𝐾𝑑𝑐 ∩ 𝐾𝑟
𝑝𝑟𝑜𝑑 , ∀𝑡 ∈ 𝑇  
𝑆′𝑟,𝑡 . ℎ′𝑟,𝑡 = 𝑆𝑟,𝑡−1. ℎ𝑟,𝑡−1 − ∑ 𝐶𝑟,𝑘,𝑡 . ℎ𝐶𝑟,𝑘,𝑡
𝑘 ∈  𝐾𝑑∪𝐾𝑑𝑐 ∩𝐾𝑟
𝑐𝑜𝑛𝑠∩𝐾𝐵𝐸 
+ 𝐴𝑝𝑝𝑟,𝑡
𝑑 . ℎ𝐴𝑝𝑝𝑟,𝑡 + 𝐼𝑚𝑝𝑟,𝑡
𝑑 . ℎ𝐼𝑚𝑝𝑟,𝑡 
∀𝑟 ∈ 𝑅𝐶𝑃 , ∀𝑡 ∈ 𝑇 (5.28) 
ℎ𝐶𝑟,𝑘,𝑡 = ℎ′𝑟,𝑡 ∀𝑟 ∈ 𝑅𝐶𝑃 , ∀𝑘 ∈   𝐾𝑑 ∪ 𝐾𝑑𝑐 ∩ 𝐾𝑟
𝑐𝑜𝑛𝑠 ∩ 𝐾𝐵𝐸 , ∀𝑡 ∈ 𝑇 (5.29) 
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     𝑆 𝑟,𝑡 . ℎ 𝑟,𝑡 = 𝑆
′
𝑟,𝑡
. ℎ′𝑟,𝑡 + 𝐴𝑝𝑝𝑟,𝑡
𝑐 . ℎ𝐴𝑝𝑝𝑟,𝑡 + 𝐼𝑚𝑝𝑟,𝑡
𝑐 . ℎ𝐼𝑚𝑝𝑟,𝑡 + 𝑃𝑟,𝑘,𝑡
𝑐 . ℎ𝑃𝑟,𝑘,𝑡 + 𝑈𝑃𝑟,𝑘,𝑡 . ℎ𝑈𝑃𝑟,𝑘,𝑡                                           
                                                                                                 ∀𝑟 ∈ 𝑅𝐶𝑃 , ∀𝑘 ∈   𝐾𝑐 ∪ 𝐾𝑑𝑐 ∩ 𝐾𝑟
𝑝𝑟𝑜𝑑 ∩ 𝐾𝐵𝐸 , ∀𝑡 ∈ 𝑇    
 
Le bilan matière et le bilan enthalpique en sortie du nœud  (cf. Figure 5.14) pour la ressource 
cumulative r en période t donnent les équations suivantes : 
 
      𝑆 𝑟,𝑡 = 𝑆"𝑟,𝑡 + 𝐷𝑒𝑚𝑟,𝑡
𝑐 + 𝐸𝑥𝑝𝑟,𝑡
𝑐 + 𝐶𝑟,𝑘,𝑡
𝑐 + 𝑈𝐶𝑟,𝑘,𝑡         ∀𝑟 ∈ 𝑅
𝐶𝑃 , ∀𝑘 ∈   𝐾𝑐 ∪ 𝐾𝑐𝑑 ∩ 𝐾𝑟
𝑝𝑟𝑜𝑑 , ∀𝑡 ∈ 𝑇    
      𝑆 𝑟,𝑡 . ℎ 𝑟,𝑡 = 𝑆 »𝑟,𝑡 . ℎ »𝑟,𝑡 + 𝐷𝑒𝑚𝑟,𝑡
𝑐 . ℎ𝐷𝑒𝑚𝑟,𝑡 + 𝐸𝑥𝑝𝑟,𝑡
𝑐 . ℎ𝐸𝑥𝑝𝑟,𝑡 + 𝐶𝑟,𝑘′,𝑡
𝑐 . ℎ𝐶𝑟,𝑘′,𝑡 + 𝑈𝐶𝑟,𝑘′,𝑡. ℎ𝑈𝐶𝑟,𝑘′,𝑡                                           
                                                                                                 ∀𝑟 ∈ 𝑅𝐶𝑃 , ∀𝑘′ ∈   𝐾𝑐 ∪ 𝐾𝑐𝑑 ∩ 𝐾𝑟
𝑝𝑟𝑜𝑑 ∩ 𝐾𝐵𝐸 , ∀𝑡 ∈ 𝑇    
 
Ces 2 dernières équations permettent d’établir que l’enthalpie spécifique de tous les flux sortants du 
nœud de bilan   sont identiques, d’où : 
 
  ℎ"𝑟,𝑡 = ℎ 𝑟,𝑡 = ℎ𝐶𝑟,𝑘′,𝑡 = ℎ𝐷𝑒𝑚𝑟,𝑡 = ℎ𝐸𝑥𝑝𝑟,𝑡 = ℎ𝑈𝐶𝑟,𝑘′,𝑡 
 
Par conséquent, la prise en compte des bilans dans la zone temporelle  conduit à ajouter au modèle 




𝑆"𝑟,𝑡 . ℎ"𝑟,𝑡 = 𝑆′𝑟,𝑡 . ℎ′𝑟,𝑡 + ∑ 𝑃𝑟,𝑘,𝑡−𝑝𝑓𝑘+1






𝑘∈  𝐾𝑐∪𝐾𝑐𝑑 ∩ 𝐾𝑟
𝑐𝑜𝑛𝑠 







. ℎ𝑈𝐶𝑟,𝑘,𝑡 + 𝐼𝑚𝑝𝑟,𝑡
𝑐 . ℎ𝐼𝑚𝑝𝑟,𝑡 + 𝐴𝑝𝑝𝑟,𝑡
𝑐 . ℎ𝐴𝑝𝑝𝑟,𝑡     
−  𝐸𝑥𝑝𝑟,𝑡
𝑐 . ℎ𝐸𝑥𝑝𝑟,𝑡 − 𝐷𝑒𝑚𝑟,𝑡
𝑐 . ℎ𝐷𝑒𝑚𝑟,𝑡 
 
∀𝑟 ∈ 𝑅𝐶𝑃 , ∀𝑡 ∈ 𝑇 (5.30) 
ℎ𝐶𝑟,𝑘,𝑡 = ℎ"𝑟,𝑡 ∀𝑟 ∈ 𝑅𝐶𝑃 , ∀𝑘 ∈   𝐾𝑐 ∪ 𝐾𝑐𝑑 ∩ 𝐾𝑟
𝑐𝑜𝑛𝑠 ∩ 𝐾𝐵𝐸 , ∀𝑡 ∈ 𝑇 (5.31) 
ℎ𝑈𝐶𝑟,𝑘,𝑡 = ℎ"𝑟,𝑡 ∀𝑟 ∈ 𝑅𝐶𝑃 , ∀𝑘 ∈   𝐾𝑐 ∪ 𝐾𝑐𝑑 ∩ 𝐾𝑟
𝑐𝑜𝑛𝑠 ∩ 𝐾𝐵𝐸 , ∀𝑡 ∈ 𝑇 (5.32) 
ℎ𝐷𝑒𝑚𝑟,𝑡 = ℎ"𝑟,𝑡 ∀𝑟 ∈ 𝑅𝐶𝑃 , ∀𝑘 ∈   𝐾𝑐 ∪ 𝐾𝑐𝑑 ∩ 𝐾𝑟
𝑐𝑜𝑛𝑠 ∩ 𝐾𝐵𝐸 , ∀𝑡 ∈ 𝑇 (5.33) 
ℎ𝐸𝑥𝑝𝑟,𝑡 = ℎ"𝑟,𝑡 ∀𝑟 ∈ 𝑅𝐶𝑃 , ∀𝑘 ∈   𝐾𝑐 ∪ 𝐾𝑐𝑑 ∩ 𝐾𝑟
𝑐𝑜𝑛𝑠 ∩ 𝐾𝐵𝐸 , ∀𝑡 ∈ 𝑇 (5.34) 
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 Bilans dans la zone temporelle  : 
      Le bilan matière et le bilan enthalpique en entrée du nœud  (cf. Figure 5.14) pour la ressource 
cumulative r en période t permettent d’établir la valeur des variables 𝑆 𝑟,𝑡  et ℎ 𝑟,𝑡  via les équations 
suivantes :  
 
 𝑆 𝑟,𝑡 = 𝑆"𝑟,𝑡 + 𝑃𝑟,𝑘,𝑡
𝑑                                                                                         ∀𝑟 ∈ 𝑅𝐶𝑃, ∀𝑡 ∈ 𝑇    
 𝑆 𝑟,𝑡. ℎ 𝑟,𝑡 = 𝑆"𝑟,𝑡 . ℎ"𝑟,𝑡 + 𝑃𝑟,𝑘,𝑡
𝑑 . ℎ𝑃𝑟,𝑘,𝑡                                                         ∀𝑟 ∈ 𝑅
𝐶𝑃, ∀𝑡 ∈ 𝑇 
 
Le bilan matière et le bilan enthalpique en sortie du nœud  (cf. Figure 5.14) pour la ressource 
cumulative r en période t donnent les équations suivantes : 
 
 𝑆 𝑟,𝑡 = 𝑆𝑟,𝑡 + 𝐷𝑒𝑚𝑟,𝑡
𝑑 + 𝐸𝑥𝑝𝑟,𝑡
𝑑                                                                        ∀𝑟 ∈ 𝑅𝐶𝑃 , ∀𝑡 ∈ 𝑇    
 𝑆 𝑟,𝑡. ℎ 𝑟,𝑡 = 𝑆𝑟,𝑡 . ℎ𝑟,𝑡 + 𝐷𝑒𝑚𝑟,𝑡
𝑑 . ℎ𝐷𝑒𝑚𝑟,𝑡 + 𝐸𝑥𝑝𝑟,𝑡
𝑑 . ℎ𝐸𝑥𝑝𝑟,𝑡                        ∀𝑟 ∈ 𝑅
𝐶𝑃, ∀𝑡 ∈ 𝑇    
 
Ces 2 dernières équations permettent d’établir que :  ℎ𝑟,𝑡 = ℎ 𝑟,𝑡 =  ℎ𝐷𝑒𝑚𝑟,𝑡 = ℎ𝐸𝑥𝑝𝑟,𝑡 . Par 
conséquent, la prise en compte des bilans dans la zone temporelle  conduit à ajouter au modèle les 
contraintes (5.35) à (5.37) suivantes : 
 
5.2.10. Nœuds « ressource logique » et arcs « transition » 
Les ressources logiques, qui permettent de contrôler l’exécution d’une tâche à un instant donné, font 
aussi partie de la sémantique du formalisme EERTN. Rappelons qu’elles peuvent être assimilées à un jeton 
qui est réquisitionné au démarrage d’une tâche et libéré à sa fin (cf. section 3.2.2.7).  
𝑆𝑟,𝑡 . ℎ𝑟,𝑡 = 𝑆"𝑟,𝑡 . ℎ"𝑟,𝑡 
  + ∑ 𝑃𝑟,𝑘,𝑡−𝑝𝑓𝑘+1. ℎ𝑃𝑟,𝑘,𝑡−𝑝𝑓𝑘+1






𝑑 . ℎ𝐸𝑥𝑝𝑟,𝑡 
∀𝑟 ∈ 𝑅𝐶𝑃 , ∀𝑡 ∈ 𝑇 (5.35) 
ℎ𝐷𝑒𝑚𝑟,𝑡 = ℎ𝑟,𝑡 ∀𝑟 ∈ 𝑅𝐶𝑃 , ∀𝑘 ∈   𝐾𝑑 ∪ 𝐾𝑐𝑑 ∩ 𝐾𝑟
𝑐𝑜𝑛𝑠 ∩ 𝐾𝐵𝐸 , ∀𝑡 ∈ 𝑇 (5.36) 
ℎ𝐸𝑥𝑝𝑟,𝑡 = ℎ𝑟,𝑡   
 
∀𝑟 ∈ 𝑅𝐶𝑃 , ∀𝑘 ∈   𝐾𝑑 ∪ 𝐾𝑐𝑑 ∩ 𝐾𝑟
𝑐𝑜𝑛𝑠 ∩ 𝐾𝐵𝐸 , ∀𝑡 ∈ 𝑇 (5.37) 
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Une ressource logique l est symbolisée par un hexagone (Figure 5.15) et est identifiée par un numéro 
d’ordre de la forme Rl (où l est le numéro de la ressource logique) et un libellé. Elle est caractérisée par un 




Figure 5.15. Ressource logique 
 
A chaque ressource logique l est associée une variable de décision entière 𝑅𝑙,𝑡. Elle représente le 
marquage (nombre entier) de la ressource logique l en période t. Dans ces conditions, la contrainte (5.38) 
permet d’initialiser le marquage de la ressource logique l à l’instant t = 0. 
 
Dans chaque période t, les contraintes (5.39) garantissent que le marquage de la ressource logique l 
ne dépasse pas sa capacité. 
 
Les ressources logiques sont reliées aux tâches par des arcs transition entrants ou sortants de la tâche 
(Figure 5.16). Ils portent une annotation correspondant au poids de l’arc, c’est à dire :  
 
 
Figure 5.16. Arcs « transition » 
 pour un arc entrant dans un tâche k, 𝛼𝑘,𝑙
𝑐𝑜𝑛𝑠 est égal au nombre de « jetons » de la ressource 
logique l qui doivent être réquisitionnés par cette tâche pour son exécution,  
 pour un arc sortant d’une tâche k, 𝛼𝑘,𝑙
𝑝𝑟𝑜𝑑
 est égal au nombre de « jetons » de la ressource logique 






(a) Consommation d’une ressource logique (b) Production d’une ressource logique
  ,𝒌
      ,𝒌
 𝒓  
𝑅𝑙,0 = 𝑅0𝑙 ∀𝑙 ∈ 𝑅
𝐿  (5.38) 
0 ≤ 𝑅𝑙,𝑡 ≤ 𝐶𝑙
𝑚𝑎𝑥  ∀𝑙 ∈ 𝑅𝐿 , ∀𝑡 ∈ 𝑇 (5.39) 
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Quelle que soit la nature de la tâche k, une ressource logique l est toujours consommée en début de 
période et libérée en fin de période (comportement analogue à la consommation/production d’une tâche 
discontinue). Le marquage de la ressource logique l au cours du temps est alors régie par la contrainte (5.40) 
suivante :  
 
Cette contrainte traduit que le marquage 𝑅𝑙,𝑡  de la ressource logique l en période t est égale au 
marquage 𝑅𝑙,𝑡−1 de la période précédente t-1 auquel on soustrait préalablement les jetons réquisitionnés par 
les tâches qui démarrent en début de période t, plus ceux qui sont libérés par la fin d’exécution des tâches 
actives en période t. 
5.3. BIBLIOTHEQUE DE MODULES 
Les potentialités apportées par la définition de contraintes sur les flux enthalpiques permettent la 
définition de modules génériques permettant une construction plus aisée des systèmes énergétiques. Le 
regroupement de ces modules constitue une bibliothèque de composants qui, par assemblage, permettent 
de construire des systèmes énergétiques plus complexes. Dans cette section, seules les composants requis à 
la définition du système étudié dans l’exemple fil rouge sont détaillés, à savoir la chambre de combustion, 
l’échangeur de chaleur et le système de stockage. 
 
5.3.1. Chambre de combustion 
La chambre de combustion permet la libération de l’énergie de la réaction chimique entre un 
carburant (Etat S1) et un comburant (Etat S2). Le paramètre principal de la réaction est le 𝑃𝐶𝐼 pour 
Pouvoir Calorifique Inférieur. C’est la quantité d’énergie thermique libérée pour la réaction d’un 
kilogramme de carburant avec de l’oxygène. La représentation EERTN de ce module est donnée par la 
Figure 5.17. 






 ∀𝑙 ∈ 𝑅𝐿 , ∀𝑡 ∈ 𝑇 (5.40) 




Figure 5.17. Représentation EERTN du module chambre de combustion 
 
Pour représenter l’apport d’énergie de la réaction, un nœud ressource enthalpique est utilisé (nommé 
S4 sur la figure 5.17). Ce nœud est annoté avec une équation de la forme 𝐹𝑆4 𝑋𝑆4 = 0. Cet état est relié à 
la tache T1 via un arc flux enthalpique portant une annotation du type  𝑄𝐶𝑆4,𝑇1,𝑡 =  𝑺 ,𝑻 
     𝑌𝑆4,𝑇1
𝑐𝑜𝑛𝑠 . Dans 
notre cas, l’ensemble 𝑋𝑆4 = ∅, donc l’équation 𝐹𝑆4 𝑋𝑆4  n’existe pas. Par ailleurs, l’ensemble 𝑌𝑆4,𝑇1
𝑐𝑜𝑛𝑠 est tel 
que 𝑌𝑆4,𝑇1
𝑐𝑜𝑛𝑠 ={𝐶𝑆1,𝑇1,𝑡 }. La fonction  𝑺 ,𝑻 
     𝑌𝑆4,𝑇1
𝑐𝑜𝑛𝑠  est linéaire et s’exprime ainsi :  𝑺 ,𝑻 
     𝑌𝑆4,𝑇1
𝑐𝑜𝑛𝑠  =  𝑃𝐶𝐼 ∗
𝐶𝑆1,𝑇1,𝑡. Par conséquent, les variables 𝑄𝐶𝑆4,𝑇1,𝑡 sont régies par les contraintes linéaires (5.41) suivantes :  
 
  
𝑄𝐶𝑆4,𝑇1,𝑡 = 𝑃𝐶𝐼 ∗ 𝐶𝑆1,𝑇1,𝑡 ∀𝑡 ∈ 𝑇 (5.41) 
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5.3.2. Echangeur de chaleur 
L’échangeur de chaleur est modélisé dans le formalisme EERTN tel qu’illustré sur la Figure 5.18. 
Ce modèle est construit sur la base de deux tâches, chacune représentant le fonctionnement d’un demi-
échangeurs de chaleur. La tâche T2 est traversé par les fumées (état S3 en entrée, état S5 en sortie) qui 
constituent le flux chaud de l’échangeur. La tâche T3 est traversée par de l’eau en phase liquide en entrée 
(état S7) et en phase vapeur en sortie (état S5). Ceci constitue le flux froid de l’échangeur. La chaleur issue 
de la tâche T2 est utilisée pour chauffer le flux d’eau traversant la tache T3. La chaleur échangée est 
modélisée au moyen d’un nœud ressource enthalpique (notée S6 sur la figure 5.18) annotée avec l’équation 
𝐹𝑆6 𝑋𝑆6 = 0, d’un arc flux enthalpique entre la tache T2 et l’état S6 annotée par la fonction  𝑺𝟔,𝑻 
 𝒓  
 𝑌𝑆6,𝑇2
𝑝𝑟𝑜𝑑   
et d’un arc flux enthalpique entre l’état S6 et la tache T3 annotée par la fonction  𝑺𝟔,𝑻 
     𝑌𝑆6,𝑇3
𝑐𝑜𝑛𝑠 .   
 
 
Figure 5.18. Représentation EERTN d’un échangeur de chaleur 
 
Le flux 𝑄𝑃𝑆6,𝑇2,𝑡 produit par la tache T2 est défini au moyen de la contrainte (5.19). De même, le 
flux 𝑄𝐶𝑆6,𝑇3,𝑡 consommé par la tache T3 est régit par la contraint (5.18).  Cependant, pour définir la quantité 
de chaleur qu’il est possible d’échanger, il est nécessaire de prendre en compte la caractéristique propre de 
l’échangeur de chaleur, c’est-à-dire son coefficient UA. Ce coefficient définit la quantité de chaleur Q qui 
peut être échangée en fonction des températures présentes aux bornes de l’échangeur via l’équation (5.42) : 
𝑄 = 𝑈𝐴 ∗ ∆𝑇𝑚𝑙 (5.42) 
 









avec 𝛥𝑇𝑔 et  𝛥𝑇𝑑, définis pour un échange à contre-courant (Figure 5.19), sont tels que : 𝛥𝑇𝑔 = 𝑇ℎ
𝑖𝑛 − 𝑇𝑐
𝑜𝑢𝑡 
et 𝛥𝑇𝑑 = 𝑇ℎ
𝑜𝑢𝑡 − 𝑇𝑐
𝑖𝑛. 




Figure 5.19. Schéma de principe de l’échangeur à contre-courant 
Par conséquent, en tenant compte de la représentation de la figure 5.18, on déduit que les ensembles 
𝑌𝑆6,𝑇2
𝑝𝑟𝑜𝑑 = 𝑌𝑆6,𝑇3
𝑐𝑜𝑛𝑠 =  𝑇𝑆3,𝑡,𝑇𝑆5,𝑡, 𝑇𝑆7,𝑡, 𝑇𝑆8,𝑡  et que les fonctions  𝑺𝟔,𝑻 
 𝒓  
 𝑌𝑆6,𝑇2
𝑝𝑟𝑜𝑑  et  𝑺𝟔,𝑻 
     𝑌𝑆6,𝑇3
𝑐𝑜𝑛𝑠  sont 
respectivement telles que :  
𝑄𝑃𝑆6,𝑇2,𝑡 = 𝑈𝐴
 𝑇𝑆3,𝑡 − 𝑇𝑆8,𝑡 −  𝑇𝑆5,𝑡 − 𝑇𝑆7,𝑡 
ln
 𝑇𝑆3,𝑡 − 𝑇𝑆8,𝑡 
 𝑇𝑆5,𝑡 − 𝑇𝑆7,𝑡 
 
∀𝑡 ∈ 𝑇 (5.44) 
𝑄𝐶𝑆6,𝑇3,𝑡 = 𝑈𝐴
 𝑇𝑆3,𝑡 − 𝑇𝑆8,𝑡 −  𝑇𝑆5,𝑡 − 𝑇𝑆7,𝑡 
ln
 𝑇𝑆3,𝑡 − 𝑇𝑆8,𝑡 
 𝑇𝑆5,𝑡 − 𝑇𝑆7,𝑡 
 
∀𝑡 ∈ 𝑇 (5.45) 
 
En effet, comme il n’y a pas d’accumulation au niveau de l’état S6, alors  𝑺𝟔,𝑻 





     𝑌𝑆6,𝑇3
𝑐𝑜𝑛𝑠   ce qui induit que  𝑄𝑃𝑆6,𝑇2,𝑡 = 𝑄𝐶𝑆6,𝑇3,𝑡. Par ailleurs, des conditions sur les températures sont 
ajoutées pour garantir le sens de transfert de chaleur.  
𝑇𝑆3,𝑡 ≥ 𝑇𝑆8,𝑡 ∀𝑡 ∈ 𝑇 (5.46) 
𝑇𝑆5,𝑡 ≥ 𝑇𝑆7,𝑡 ∀𝑡 ∈ 𝑇 (5.47) 
 
Notons enfin que les contraintes (5.44) et (5.45) permettent aussi de garantir le fonctionnement 
simultané des taches T2 et T3, c’est-à-dire que 𝑊𝑇2,𝑡 = 𝑊𝑇3,𝑡. 
Remarque : Afin de s’affranchir des divisions par zéro, et du domaine limité du logarithme à 𝐑+
∗ , les 
équations (5.44) et (5.45) peuvent être transformées en deux contraintes (5.48) et (5.49) et les variables 
intermédiaires 𝐿𝑁𝐷𝑇𝑡 et 𝑄𝑡
𝑒𝑐ℎ
  sont ajoutées. 
𝐿𝑁𝐷𝑇𝑡 ∗ 𝑄𝑡
𝑒𝑐ℎ = 𝑈𝐴 ∗  𝛥𝑇𝑡
𝑔 − 𝛥𝑇𝑡
𝑑  ∀𝑡 ∈ 𝑇 (5.48) 
exp 𝐿𝑁𝐷𝑇𝑡 ∗ 𝛥𝑇𝑡
𝑑 =  𝛥𝑇𝑡
𝑔





Le système de stockage permet la conservation d’une quantité de matière portant l’énergie sur une ou 
plusieurs périodes. Pour représenter le stock, trois tâches sont utilisées, comme l’illustre la Figure 5.20.  
 
 
Figure 5.20. Représentation EERTN du système de stockage générique 
 
 La tâche T1 et le nœud ressource enthalpique S2 modélise le stock à proprement parlé, c’est-à-dire la 
quantité stockée entre deux périodes successives. Modélisée comme une tâche discontinue avec bilan 
enthalpique, la quantité maximale stockable est représentée par le paramètre 𝑉1
𝑚𝑎𝑥.  
 
 La tâche de mise en stock ou d’alimentation (T2) est une tâche mixte avec bilan enthalpique:  elle 
consomme le flux entrant (venant de l’extérieur) en continu et produit un flux sortant (allant vers 
l’état interne S2) en discontinu. Cette tâche permet d’ajouter au stock interne S2 un flux continu 
externe (état S1) pour lequel un bilan matière et enthalpique est réalisé. Le paramètre 𝑉2
𝑚𝑎𝑥 
représente la quantité maximale qu’il est possible d’ajouter au stock par période. 
 
 La tâche de déstockage (T3) est aussi une tâche mixte avec bilan enthalpique : elle consomme le 
flux entrant (provenant de l’état interne S2) en discontinu et produit le flux sortant (allant vers 
l’extérieur) en continu. Elle permet de mettre à disposition via l’état S1 tout ou partie du stock. La 
quantité maximale pouvant être mise à disposition est représentée par le paramètre 𝑉3
𝑚𝑎𝑥. 




Pour représenter les pertes, un arc flux enthalpique peut être ajouté vers l’état enthalpique S3. La 
« quantité » de perte peut être fixée librement par l’utilisateur. Par exemple, la contrainte (5.50) est 
proposée avec ce module et permet de représenter une perte thermique, depuis l’enceinte de stockage vers 
l’extérieur sans échange de matière. 
 
où %𝑝𝑒𝑟𝑡𝑒𝑠 (par exemple 0,05) est un paramètre définissant la perte, et ℎ𝑟𝑒𝑓 l’enthalpie spécifique du stock 
(par exemple à la température extérieure). Ainsi, si aucun ajout n’est réalisé, le stock va perdre de la chaleur 
jusqu’à atteindre l’enthalpie de référence. 
5.4. CONCLUSION 
Ce chapitre expose un modèle générique issus de l’ERTN (Chapitre 3) permettant de prendre en compte 
les transferts thermiques par l’ajout de bilans enthalpiques. Pour cela, l’ajout de nouveaux éléments 
sémantiques en complément du modèle ERTN existant permet de conserver la cohérence du modèle tout 
en ajoutant de nouvelles fonctionnalités. Ces éléments nouveaux sémantiques permettent notamment de 
modéliser des composants comme les échangeurs de chaleur ou les systèmes de stockage. 
La bibliothèque de modules reprenant les éléments de l’EERTN en ajoutant des spécifications permet 
de compléter la liste des éléments génériques, sans pour autant ajouter de la spécification au cœur du 
formalisme lui-même. 
La construction de l’exemple fil rouge avec l’utilisation de ces nouveaux éléments fait l’objet du chapitre 6.
𝑄𝑃𝑆3,𝑇1,𝑡 = %𝑝𝑒𝑟𝑡𝑒𝑠 ∗ 𝐵𝑇1,𝑡 ∗  ℎ𝐶𝑆2,𝑇1,𝑡 − ℎ𝑟𝑒𝑓  ∀𝑡 ∈ 𝑇 (5.50) 
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CHAPITRE – 6 APPROCHE 
PLANIFICATION : EERTN 
Sur le format du chapitre 4, mettant en application le formalisme 
ERTN, ce chapitre met en application le formalisme EERTN au cas d’étude. 
Dans une première section, la méthode en trois étapes déployée pour le 
formalisme ERTN est reprise et adaptée au formalisme EERTN. Dans la 
seconde section, la méthode est appliquée au système découplé site 
industriel/site urbain. La troisième section, applique à nouveau la méthode, 
cette fois-ci sur le système couplé en vue de valoriser la chaleur fatale du site 
industriel pour produire de l’eau pour le réseau de chaleur urbain. Enfin 
pour permettre de valoriser davantage cette chaleur fatale, la méthode est 
appliquée sur le système couplé avec stockage thermique d’eau chaude au 
niveau du site industriel. Ce stockage a pour rôle de pallier le déphasage entre 
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6.1. LA METHODE DE PLANIFICATION 
Dans ce chapitre, la planification du système va être réalisée en exploitant le formalisme EERTN. 
Comme souligné dans le chapitre 5, le formalisme EERTN est un formalisme permettant de 
modéliser le système qui doit faire l’objet de la planification. Comme pour la planification avec le 
formalisme ERTN, les bases de la méthode de planification en trois étapes (Chapitre 4) sont 
reprises : 
 Une phase de construction du modèle : reposant sur une analyse de la topologie du système 
cette étape vise à construire les modèles du système via le graphe EERTN 
 Une phase d’instanciation : l’ensemble des paramètres énumérés à l’issue de la phase 
précédente est évalué. Cette évaluation s’effectue de plusieurs façons : 
o Directement ou après calcul sur les données techniques. 
o Après évaluation par un modèle thermodynamique (pour calcul des propriétés 
physico-chimiques) des caractéristiques des différents nœuds (composants) du 
système qui requièrent une modélisation détaillée. La composition des flux de 
matière peut nécessiter le recours aux modèles MESH pour être évaluée. 
 Une phase de planification proprement dite reposant sur la résolution du modèle MINLP 
ainsi établi à l’aide du modeleur GAMS (solveur SCIP (Gamrath, et al., 2016)).  
 
6.1.1. Etape 1 : Construction du modèle – recette générique 
La première étape, intitulée EERTN Model Construction, consiste comme l’étape ERTN Model 
Construction du chapitre 4, à établir les modèles nécessaires à la définition de la recette générique du 
système global.  Un modèle de type EERTN permettant de représenter la dynamique, nécessaire à 
la planification du système énergétique est établi.  
 A ce niveau, comme pour l’ERTN, il s’agit de représenter les étapes du processus de 
transformation de l’énergie mises en jeu sur le système, mais ici sous la forme d’un graphe EERTN. 
Une banque de modules permet un assemblage de type « lego » pour constituer le système. Comme 
pour l’ERTN, cette représentation est indépendante des caractéristiques propres des moyens de 
production utilisés (ex : chambre de combustion, échangeur de chaleur, etc.), ainsi que des scenarios 
de demande en chaleur (du site industriel et du site urbain). 
 Contrairement au modèle ERTN du chapitre 4, il n’y a pas de modèles « MESH » à établir 
ici, car le modèle EERTN prend en charge une partie des calculs énergétiques (bilans enthalpiques), 
ce qui rend la première étape de modélisation EERTN plus simple à mettre en œuvre. 
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Figure 6.1 Approche EERTN « Construct-Instanciate-Planify » 
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6.1.2. Etape 2 : Instanciation de la recette générique - recette de site 
Comme déjà évoqué précédemment, l’étape 2 EERTN Model Instanciation vise à construire 
le réseau EERTN correspondant à la recette de site du système considéré. Plus précisément, il s’agit 
de déterminer les valeurs numériques des paramètres du modèle EERTN en fonction des moyens de 
production mis en œuvre.  
Une partie des paramètres peut être renseignée à partir des informations directement 
mesurables sur le système, par exemple les proportions massiques sur les arcs déduits des débits 
mesurés sur le procédé.  
Une autre partie des paramètres peut être renseignée directement à partir des données 
techniques, par exemple les plages de débits servant à renseigner les bornes des tâches EERTN. 
Enfin, pour les paramètres thermodynamiques, la détermination des paramètres peut nécessiter de 
recourir à une modélisation détaillée reposant sur des équations d’équilibres entre phases (modèle 
dit thermodynamique). Dans notre cas, le calculateur thermodynamique Simulis Thermodynamics 
(ProSim, 2019) est exploité pour identifier ces paramètres numériques manquants. 
L’instanciation du modèle ERTN nécessite l’utilisation de simulations de procédés pour 
l’ensemble des éléments du système : nœuds états, nœuds tâches, et surtout arcs utilitaires. Pour le 
modèle EERTN, il est uniquement nécessaire de déterminer les nœuds états (compositions, potentiel 
enthalpique, relation température/enthalpie), ce qui simplifie beaucoup la tâche de modélisation. 
 
6.1.3. Etape 3 : planification 
Le graphe EERTN étant établi et paramétré, la troisième étape (EERTN Model Planning) 
consiste à réaliser la planification du système. Cette étape est identique pour les deux modèles 
EERTN et ERTN. Elle s’appuie sur la définition d’un scenario qui permet de rendre compte des 
interactions du système avec son environnement. Enfin, cette étape de planification donne lieu à la 
formulation d’un modèle MINLP (Mixte Integer NonLinear Programming) résolu à l’aide du solveur 
SCIP implémenté dans le logiciel GAMS (GAMS, 2019).  
Dans la suite de ce chapitre, nous allons appliquer cette méthode à l’exemple fil rouge introduit 
dans le chapitre 2. Par mimétisme, la structure du chapitre 4 est reprise, en commençant par élaborer 
le système découplé (DEC) SI/SU, puis le système couplé (VALO D) sans stockage thermique et 
enfin le système avec stockage (VALO S). 
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6.2. GESTION DECOUPLEE (STRATEGIE DEC) 
6.2.1. Etape 1 : Construction du modèle EERTN 
La première étape consiste à élaborer le graphe EERTN correspondant au système considéré.  
 
o Chaudière industrielle  
A titre d’exemple, le modèle EERTN (Figure 6.2) de la chaudière industrielle fait apparaitre trois 
tâches :  
 
Figure 6.2 Graphe EERTN de la chaudière industrielle 
Semblable à l’ERTN pour la combustion, la tâche T1 correspond à la combustion du gaz 
naturel au sein de la chambre de combustion (ressource J1). La tâche T1 consomme du gaz naturel 
(état S1) et de l’air (état S2) pour produire des fumées (état S3). Le paramètre 𝝆 , 
     (resp. 𝝆 , 
    ) 
correspond à la fraction massique de gaz naturel (resp. air) alimentant l’opération de combustion. 
Ces fractions sont fixées de façon à produire des fumées dont la température est constante, dans 
notre cas 800 °C (état S3). Le paramètre 𝑃𝐶𝐼 correspond au Pouvoir Calorifique Inférieur du gaz 
naturel, c’est-à-dire la quantité de chaleur libérée par la combustion de 1 kg de combustible. 
L’échangeur de chaleur est représenté par deux demi-échangeurs (ressources J2 et J3). La 
tâche T3 de type « échange de chaleur » permet de vaporiser l’eau au sein du demi-échangeur de 
chaleur coté vapeur (ressource J3). L’énergie de vaporisation provient de la tâche T2, également de 
type « échange de chaleur », dans laquelle les fumées sont refroidies dans le demi-échangeur de 
chaleur coté fumées (ressource J2). Dans ce système, l’échangeur permet le transfert de chaleur (S6) 
portée par la fumée sortant de la chaudière (S3) à 800 °C à de l’eau à 90 °C (S7). En sortie de 
l’échangeur, on obtient de la vapeur (S8) à 300 °C et des fumées refroidies (S5). Le niveau de pression 
et le débit de vapeur (S8), correspondant à la demande du site industriel, sont des données fixes du 
système. De même, on suppose que la quantité d’air envoyée dans la chaudière est ajustée de manière 
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à obtenir une température des fumées sortant des chaudières fixées à 800°C. Comme précisé 
également dans le Chapitre 4, c’est donc le débit de fumées, ainsi que leur température en sortie de 
l’échangeur (S4), qui varient en fonction du débit de vapeur demandé.  
Contrairement au modèle ERTN, où lors de l’étape 2 l’échangeur évolue en fonction de la 
linéarisation de son fonctionnement, pour le modèle EERTN, l’échangeur a sa modélisation 
définitive dès l’étape 1, qui ne nécessite aucune linéarisation, ni simplification.  
 
o Unité de valorisation énergétique et site urbain  
Une démarche analogue est réalisée pour chaque composant de la chaine logisitique considérée : site 
industriel et site urbain. L’application de cette démarche au site urbain permet d’obtenir la Figure 
6.3.  
 
Figure 6.3 Graphe EERTN de l’unité de valorisation énergétique et du site urbain 
 
La chaudière au bois est représentée par la chambre de combustion (J4) et les demi-
échangeurs (J5 et J6), et la chaudière à biomasse agricole par la chambre de combustion (J7) et les 
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demi-échangeurs (J8 et J9). Ces deux chaudières produisent de l’eau à 60°C pour le réseau de chaleur 
urbain, dont la consommation est représentée par la demande en eau des batiments. Le réseau 
EERTN correspondant à la recette générique du système ainsi établi fait état d’un ensemble de 
paramètres qu’il convient dans un premier temps d’évaluer à partir des données techniques du site. 
 
Le Tableau 6.1 récapitule de manière exhaustive l’ensemble des paramètres du modèle 
EERTN du site industriel. Des « points d’interrogation » correspondent aux paramètres qu’il est 
nécessaire de déterminer lors de l’étape d’instanciation du modèle.  




Tableau 6.1 : Cas d’application - Jeu de paramètres du modèle EERTN (site industriel) à la fin de l’étape 1 
TACHES k ETAT r 
paramètre description Valeur paramètre description Valeur 
𝑉𝑘




 𝑆𝑂𝑟 Stock initial 
𝑟1 𝑟 𝑟 𝑟 𝑟7 𝑟8
? ? ? ? ? ?
 
𝑉𝑘





max Stock maximal 
𝑟1 𝑟 𝑟 𝑟 𝑟7 𝑟8









Potentiel fixe des 
états 
𝑟1 𝑟 𝑟 𝑟 𝑟7 𝑟8
? ? ? ? ? ?
 
ARC k,r ARC ENERGIE et EQUATIONS Spécifiques r,k,t 
paramètre description Valeur variable description Valeur 
𝜌k,r
𝑐𝑜𝑛𝑠 Poids 
 𝑟1 𝑟 𝑟 𝑟 𝑟7 𝑟8
𝑘1 ? ? 0 0 0 0
𝑘 0 0 1 0 0 0
𝑘 0 0 0 0 1 0
 𝑄𝐶4,1,𝑡 
Flux enthalpique de 
la combustion 




 𝑟1 𝑟 𝑟 𝑟 𝑟7 𝑟8
𝑘1 0 0 1 0 0 0
𝑘 0 0 0 1 0 0
𝑘 0 0 0 0 0 1
 𝑄𝐶6,3,𝑡 
Flux enthalpique de 
l’échangeur 
𝑈𝐴 ∗ ∆𝑇𝑙𝑚 
IMPORT r EXPORT r 
paramètre description Valeur paramètre description Valeur 
𝐼𝑚𝑝𝑟
𝑚𝑎𝑥 Import maximal 
𝑟1 𝑟 𝑟 𝑟 𝑟7 𝑟8
? ? 0 0 ? 0
 𝐸𝑥𝑝𝑟
𝑚𝑎𝑥 Export maximal 
𝑟1 𝑟 𝑟 𝑟 𝑟7 𝑟8
0 0 0 ? 0 0
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6.2.2. Etape 2 : Instanciation du graphe EERTN 
L’objet de cette étape est d’instancier le graphe EERTN en définissant l’ensemble des 
paramètres du Tableau 6.1.  
 
6.2.2.1. Paramètre EERTN directement déduit des données techniques 
Les premiers paramètres définis sont les bornes de la tâche d’échange thermique déduites des 
données techniques, la chaudière produisant de la vapeur entre 5 et 30 t/h. Les seconds paramètres 
sont les stocks initiaux et les capacités des stocks, toutes ces valeurs étant égales à zéro car il n’y a 
pas de système de stockage. Jusque-là nous retrouvons la même étape d’instanciation que pour 
l’ERTN. Mais d’autres paramètres sont directement déduits des données techniques, le PCI de la 
combustion fait également partie de cette liste. Ces valeurs spécifiées sont renseignées dans le 
Tableau 6.4. 
 
6.2.2.2. Paramètres EERTN calculés 
 
o Paramètres relatifs à la combustion  
La combustion fait intervenir une transformation de la matière (combustion). Afin de 
déterminer la composition du courant sortant de la combustion (fumées), le recours à un logiciel de 
simulation de procédés, tel ProSimPlus, est nécessaire et, les paramètres de la combustion sont 
identiques au modèle ERTN, la méthode employée dans la section 4.2.2.2. est reprise ici.  
Pour rappel, un bilan enthalpique sur les courants entrants et sortants de la combustion et 
un bilan matière permet d’obtenir l’équation (6.1). 
 
ℎ𝑓𝑢𝑚é𝑒𝑠 =  ℎ𝐺𝑁 + 𝑃𝐶𝐼𝐺𝑁 ∗ 𝜌𝐺𝑁 + ℎ𝑎𝑖𝑟 ∗  1 − 𝜌𝐺𝑁  (6.1) 
 
D’après les données techniques, les variables de l’équation (6.1)(3.1),  𝑃𝐶𝐼𝐺𝑁, ℎ𝐺𝑁  et ℎ𝑎𝑖𝑟 
sont constants (composition et températures fixes). La variable ℎ𝑓𝑢𝑚é𝑒𝑠 ne dépend donc plus que de 
𝜌𝐺𝑁 . La température des fumées étant fixée, l’enthalpie spécifique des fumées ℎ𝑓𝑢𝑚é𝑒𝑠  l’est 
également. Les proportions de gaz naturel GN et d’air air sont donc constantes. 
Mais certaines données sont manquantes. L’enthalpie de sortie des fumées n’est pas disponible. Une 
simulation sous ProSimPlus permet d’obtenir la composition des fumées. Le modèle de simulation 
ProSimPlus doit être renseigné par un certain nombre de données relatives au gaz naturel et à l’air 
qui alimentent la chaudière, aux conditions de fonctionnement du système ou bien à la technologie 
des systèmes. Ces données sont regroupées dans le Tableau 6.2. 
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Tableau 6.2. Données techniques du site industriel 
Nom description valeur unité 
Composition molaire CH4 Composition du Gaz Naturel 0,96999  
Composition molaire C2H6 Composition du Gaz Naturel 0,022  
Composition molaire C3H8 Composition du Gaz Naturel 0,003  
Composition molaire C4H10 Composition du Gaz Naturel 0,001  
Composition molaire N2 Composition du Gaz Naturel 0,004  
Composition molaire H2S Composition du Gaz Naturel 0,00001  
Composition molaire N2 Composition de l'Air 0,7884  
Composition molaire O2 Composition de l'Air 0,2116  
PCIGN PCI du Gaz Naturel 49,52 MJ/kg 
Tfumées Température de sortie de la combustion 800 °C 
Dvapmax Débit de vapeur maximum 30 t/h 
Dvapmin Débit de vapeur minimum 5 t/h 
Tvap Température de sortie de la vapeur 300 °C 
Pvap Pression de fonctionnement de la vapeur 14 bar 
Tcond Température d'entrée des condensats 90 °C 
Dvap Point de fonctionnement de la chaudière 30 t/h 
Tfumées Point de fonctionnement de la chaudière 150 °C 
Tair température de l'air 25 °C 
TGN température du gaz naturel 25 °C 
 
A composition, température et pression fixe, l’enthalpie des fumées est fixe et est obtenue 
avec le logiciel Simulis Thermodynamics (ProSim, 2019). Les enthalpies du gaz naturel et de l’air 
sont également obtenues avec ce même logiciel. Les valeurs spécifiées sont renseignées dans le 
Tableau 6.3. 
Tableau 6.3. Enthalpies nécessaire à la tâche de combustion 
Nom description valeur unité 
hGN Enthalpie spécifique du gaz naturel -0,001066 MJ/kg 
hair Enthalpie spécifique de l’air -0,00023381 MJ/kg 
hfumées Enthalpie spécifique des fumées (800 °C) 0,92082 MJ/kg 
 
 
Les paramètres d’entrée 𝜌1,1
𝑐𝑜𝑛𝑠 et  𝜌1,2
𝑐𝑜𝑛𝑠 spécifiques aux arcs issus des états S1 (gaz naturel) 
et S2 (air) dépendent des proportions air/gaz naturel en entrée de la chambre de combustion. Ces 
ratios, fixés de manière à obtenir une température de fumée égale à 800 °C, sont déterminés au moyen 
de l’équation (6.1). 
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La résolution a permis de déterminer les paramètres des flux d’entrée de la combustion (6.2) 




𝑐𝑜𝑛𝑠 = 0,0186 (6.2) 
𝜌𝐶𝑜𝑚𝑏𝑢𝑠𝑡𝑖𝑜𝑛,𝐴𝑖𝑟
𝑐𝑜𝑛𝑠 = 𝜌1,2
𝑐𝑜𝑛𝑠 = 0,981  (6.3) 
  
o Paramètre de l’échangeur 
Contrairement à l’ERTN, l’échangeur de chaleur dans le formalisme EERTN nécessite 
uniquement l’évaluation du paramètre UA, qui permet de définir intégralement son 
fonctionnement. Cette détermination est effectuée dans la section 4.2.2.2. 
 
La plage de débit maximal nécessaire pour satisfaire la demande maximale en vapeur peut 
être déterminée par l’équation (6.4), avec 𝑄 =   ,   MW, ℎ𝑓𝑢𝑚é𝑒𝑠
𝑖𝑛 = 0.9 08  MJ/kg et ℎ𝑓𝑢𝑚é𝑒𝑠
𝑜𝑢𝑡 =




𝑜𝑢𝑡 ) (6.4) 
 
𝐹𝑚𝑎𝑥 =
  ,  




≈  110 𝑡/ℎ  
 
Les valeurs obtenues à l’issue de cette étape sont reportées dans le Tableau 6.4.   
 
La même démarche est adoptée pour procéder à l’identification des paramètres des deux 
chaudières de l’unité de valorisation. La Figure 6.4 représente le système complet. 




Tableau 6.4. Cas d’application. Jeu de paramètres instanciés du modèle ERTN (site industriel) à la fin de l’étape 2 
 
TACHES k ETAT r 








 𝑆𝑂𝑟 Stock initial 
𝑟1 𝑟 𝑟 𝑟 𝑟7 𝑟8






𝑘1   𝟎
𝑘   𝟎
𝑘  𝟎
 𝐶𝑟
max Stock maximal 
𝑟1 𝑟 𝑟 𝑟 𝑟7 𝑟8











𝑟1 𝑟 𝑟7 𝑟8
−𝟎. 𝟎𝟎 𝟎𝟔𝟔 −𝟎. 𝟎𝟎𝟎   𝟖 − .  𝟖 𝟗𝟎𝟎 𝟎.  𝟗𝟕𝟔 𝟎
 
ARC k,r ARC ENERGIE et EQUATIONS Spécifiques r,k,t 
paramètre description Valeur variable description Valeur 
𝜌k,r
𝑐𝑜𝑛𝑠 Poids 
 𝑟1 𝑟 𝑟 𝑟 𝑟7 𝑟8
𝑘1 𝟎, 𝟎 𝟖𝟔 𝟎, 𝟗𝟖  0 0 0 0
𝑘 0 0 1 0 0 0










 𝑟1 𝑟 𝑟 𝑟 𝑟7 𝑟8
𝑘1 0 0 1 0 0 0
𝑘 0 0 0 1 0 0






𝟎.  𝟎𝟕𝟔𝟔 ∗ ∆𝑇𝑚𝑙 
IMPORT r EXPORT r 





𝑟1 𝑟 𝑟 𝑟 𝑟7 𝑟8





𝑟1 𝑟 𝑟 𝑟 𝑟7 𝑟8






Figure 6.4. Modèle EERTN final du système découplé
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6.2.3. Etape 3 : Planification 
 Comme l’illustre le Tableau 6.4, toutes les données techniques du site sont à présent connues. 
Pour mener à bien l’étape de planification, il convient à présent de définir les données de production.  
 L'objectif de la planification est de déterminer le fonctionnement du système (les régimes des 
tâches, les flux intermédiaires, etc.) et ses interactions avec l’environnement (import/export) en vue 
de minimiser les consommations de combustibles (bois et biomasse) du réseau de chaleur urbain, 
pour un scénario donné (apport/demande). Les régimes de fonctionnement sont les variables de 
décision du modèle, les leviers de libertés sont les imports et exports. La minimisation des 
combustibles bois et biomasse est l’objectif retenu pour le modèle d’optimisation, il serait également 
possible de définir d’autres objectifs comme la minimisation de la pollution (CO2, NOx, SOx, etc.). 
 
6.2.3.1. Données de production 
Les interactions avec l’environnement telles que définies par la demande et l’apport pour la 
modélisation EERTN sont identiques à la description faite pour la modélisation ERTN. L’ensemble 
de la démarche et les résultats sont repris de la section 4.2.3.1. 
 
6.2.4. Application et résultats 
6.2.4.1. Planification de la chaudière du site industriel 
La planification de la chaudière du site industriel permet d’obtenir la quantité de chaleur fatale 
disponible, pour les différents scénarios.  
 
 




En vue de valoriser la chaleur fatale du site industriel, une analyse de la quantité et de la 
qualité de chaleur disponible en sortie de l’échangeur vapeur est effectuée.  
Contrairement au formalisme ERTN où l’analyse reposait sur des simulations de la 
chaudière industrielle via le simulateur de procédés ProSim Plus effectuées en « post processing », 
pour le modèle EERTN, les potentiels sont directement accessibles au cours de l’optimisation. Ces 
données sont constituées par le débit massique (quantité) et le potentiel enthalpique (qualité) des 
fumées en sortie de l’échangeur.  
Le potentiel et le débit de fumées sont ainsi connus pour chaque période, permettant de 
déterminer la quantité de chaleur, via l’équation (6.5). 
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𝑄 = 𝐹 ∗  ℎ − ℎ𝑟𝑒𝑓  (6.5) 
 
Avec : 
 Q  Puissance enthalpique Watt 
 F Débit des fumées en kg/s 
 h  enthalpie des fumées en J/kg 
 href enthalpie de référence des fumées en  J/kg 
 
Pour l’enthalpie massique de référence, nous prenons celle à 25°C qui est la température 
des alimentations de la combustion. 
 
 
L’évaluation de la chaleur fatale pour les différents scénarios du site industriel est donnée par le 
Tableau 6.5.  
Tableau 6.5. Évaluation de la chaleur fatale du site industriel 
 fonctionnement découplé 
Scénario 
quantité de chaleur fatale 
 (GJ) (MWh) 
JOUR 305,4 84,82 
JN 372,4 103,5 
24 458,0 127,2 
 
Pour l’ensemble des scénarios étudiés, les quantités de chaleur fatale « disponibles » diffèrent 
de celles du tableau 4.5, paragraphe 4.2.4.2 où le modèle ERTN est employé. Ceci peut s’expliquer 
par le fait que dans le cas de la modélisation ERTN, le calcul est effectué « a posteriori » avec 
uniquement une capacité calorifique (Cp). Or, en dessous de 35°C environ, une partie des fumées se 
condense, faisant intervenir une chaleur latente de condensation. Dans le cas EERTN, l’utilisation 
de Simulis Thermodynamics (ProSim, 2019) permet de tenir compte de ce changement de phase. 
Ainsi entre le potentiel enthalpique à la température de référence (25°C) et le potentiel enthalpique 
des fumées, la différence d’enthalpie est plus grande ici que pour la modélisation ERTN. Attention 
toutefois, la condensation des fumées est à éviter pour limiter les risques de corrosion dans 
l’échangeur et il conviendrait de limiter la température à la température de rosée des fumées pour 
éviter ce risque.  
Le scénario Jour présente un potentiel de chaleur fatale « récupérable » important, pour les 
deux jours de planification, cette chaleur est de 305,4 GJ soit 84,82 MWh.  
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Le scénario JN présente un potentiel de 372,4 GJ soit 103,5 MWh. Cette valeur est plus 
importante que dans le scénario Jour, car une partie de la vapeur est générée durant la nuit, le plus 
souvent à bas régime. 
Enfin le scénario 24, présente un potentiel de 458,0 GJ soit 127,2 MWh. Cette valeur est plus 
importante que celles des précédents scénarios, car le site industriel fonctionne au même rythme le 
jour que la nuit et donc peut fournir un surplus de chaleur fatale utilisable sur une plus longue 
période et en phase avec la consommation du réseau urbain. 
La planification du site industriel a été effectuée selon les trois scénarios présentés 
précédemment. Cependant, seul le scénario Jour est détaillé ci-dessous. 
 
o Scénario Jour  
Pour ce scénario (Figure 6.5), la chaleur est « perdue » sur l’horizon de planification 
uniquement dans la journée. Cette quantité de chaleur présente un potentiel valorisable pour le site 
urbain. 
 
6.2.4.2. Planification de l’unité de valorisation énergétique 
Le Tableau 6.6 récapitule les consommations respectives de bois et de biomasse nécessaires 
pour satisfaire la demande en chaleur de la zone résidentielle pour l’ensemble des scénarios. 
 
Tableau 6.6. Résultats du site urbain découplé pour tous les scénarios 
Scénario Consommation bois (kg) Consommation biomasse (kg) 
DEC-SANS APPORT-HIVER 657 0  
DEC-SANS APPORT-PRINTEMPS 244 0  
DEC-3H-HIVER 427 248 
DEC-3H-PRINTEMPS 88 168 
DEC-10H-HIVER 505 163 
DEC-10H-PRINTEMPS 98 157 
DEC- PONCT -HIVER 477  193 
DEC- PONCT -PRINTEMPS 226 19 
 
Pour l’ensemble des scénarios étudiés, les quantités de bois et de biomasses consommées 
diffèrent de celles du tableau 4.6, paragraphe 4.2.4.2 où le modèle ERTN est employé. Ceci peut 
s’expliquer par le fait que dans le cas de la modélisation ERTN, la modélisation des échangeurs 
nécessite une étape de linéarisation. Dans le cas EERTN, une formulation plus rigoureuse de 
l’échangeur de chaleur est effectuée.  
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Figure 6.5. Résultats du site industriel pour le scénario Jour 
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Afin de comparer ces résultats à ceux analysés dans la partie ERTN (Chapitre 4) les mêmes 
scénarios sont étudiés ici.  
Les deux scénarios, DEC-SANS APPORT-HIVER (Figure 6.6.a) et DEC-3H-
PRINTEMPS (Figure 6.6.b) donnent lieu aux mêmes conclusions vis-à-vis de la planification que 
lors de l’utilisation du modèle ERTN, c’est-à-dire un fonctionnement cohérent vis-à-vis de la 
demande et des ressources disponibles. 
 
Les planifications du site industriel d’une part et du site urbain d’autre part permettent de 
conduire aux conclusions suivantes : 
- Le modèle EERTN permet d’évaluer la quantité de chaleur fatale plus rigoureusement et de 
modéliser les échangeurs de chaleur plus fidèlement que le modèle ERTN. 
- Le site industriel présente un potentiel de chaleur fatale important et dépendant de sa politique 
de fonctionnement.  
- Le site urbain pour sa part consomme une quantité non négligeable de bois et de biomasse. Le 
site urbain apparaît donc comme un consommateur potentiel de la chaleur émise par le site 
industriel.  
 
Un couplage entre les deux systèmes est donc envisageable via l’ajout d’un échangeur de 
valorisation permettant de produire de l’eau chaude pour le réseau de chaleur urbain avec l’excédent 
de chaleur des fumées industrielles, jusqu’alors inexploité. 
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Figure 6.6. Résultats du site urbain pour les scénarios DEC-SANS APPORT HIVER (a) et DEC-3H-PRINTEMPS (b)
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6.3. VALORISATION DIRECTE DE LA CHALEUR FATALE 
(STRATEGIE VALO-D) 
Dans ce scénario, la chaleur fatale émise par le site industriel peut être exploitée pour satisfaire 
tout ou partie des besoins du réseau de chaleur urbain. Dans ce cas de figure, la chaleur fatale émise 
à un instant t doit être utilisée directement pour satisfaire des besoins en chaleur émis au même 
moment. Afin de valoriser la chaleur perdue par les fumées industrielles, un échangeur de 
valorisation est ajouté à la suite de la chaudière industrielle (Figure 6.7). Cet échangeur chauffe de 
l’eau du réseau de chaleur urbain par l’excédent de chaleur des fumées sortant de l’échangeur de 
production de vapeur.  
 
Figure 6.7. Synoptique du couplage direct 
 
Contrairement à la détermination de cet échangeur de valorisation faite avec le modèle 
ERTN (chapitre 4)   nous optons, avec le modèle EERTN, pour une aide à la conception. Ce modèle 
va être mis à profit pour « prédimensionner » l’échangeur de valorisation, en l’occurrence déterminer 
la valeur du paramètre UA permettant de valoriser la chaleur fatale afin de satisfaire tout ou partie 
de la demande du réseau de chaleur urbain. 
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Figure 6.8. Graphe EERTN du système couplé 
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6.3.1. Etape 1 : Construction du modèle EERTN 
 L’élaboration du graphe EERTN (Figure 6.8) correspondant au système considéré fait 
apparaitre deux tâches supplémentaires vis-à-vis du système découplé. Ces deux tâches (T10 et T11) 
correspondent à l’échangeur de chaleur de valorisation, soit deux demi-échangeurs. Cet ajout fait 





𝑚𝑎𝑥). Pour le coéfficient global d’échange de l’échangeur 
(𝑈𝐴), il sera déterminé lors de la planification. 
 
6.3.2. Etape 2 : Instanciation du graphe EERTN 
L’objet de cette étape est d’instancier le graphe EERTN en définissant les nouveaux 
paramètres identifiés lors de l’étape précédente. Seul des paramètres directement déduits des 
données techniques sont à renseigner. 
L’échangeur de valorisation est supposé fonctionner avec un débit maximum de 3t/h d’eau 
du réseau de chaleur urbain. Ainsi, la tâche 11 reçoit les valeurs pour les paramètres suivants : 
 
𝑉11
𝑚𝑖𝑛 =  0 t/h 
𝑉11
𝑚𝑎𝑥 =    t/h 
 
L’échangeur peut consommer la quantité de chaleur de l’ensemble des fumées pour réchauffer l’eau 
chaude du réseau de chaleur urbain. Ainsi, la tâche 10 reçoit les valeurs pour les paramètres 
suivants : 
𝑉10
𝑚𝑖𝑛 =  0 t/h 
𝑉10
𝑚𝑎𝑥 =  110 t/h 
 
6.3.3. Etape 3 : Planification 
L’ensemble des données techniques du site sont disponibles. Pour mener à bien l’étape de 
planification, il convient de définir les données de production. Comme il s’agit d’une fusion des deux 
systèmes précédents, sans interaction supplémentaire avec l’extérieur, il n’y a pas de données de 
planification supplémentaire à déterminer par rapport aux systèmes découplés. Les données des 
systèmes découplés sont donc utilisées pour le système complet avec couplage. 
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6.3.4. Application et résultats 
La planification du système couplé (VALO D) est effectuée pour les 24 scénarios envisagés. 
L’ensemble des résultats issus de cette planification est regroupé dans le Tableau 6.7.  
La consommation de combustibles bois et biomasse de la stratégie de valorisation de la 
chaleur fatale sans stockage VALO D est confrontée à celle de la stratégie « découplée » DEC.
 Le calcul du UA est effectué pour chaque périodes de chaque scénario. Afin d’apporter des 
éléments d’aide à la décision, la valeur maximale du UA est identifié pour chaque scénario. Cela 








La quantité de chaleur fatale valorisée est une donnée disponible dans le modèle EERTN, 
contrairement au modèle ERTN. Elle correspond au flux d’énergie transitant par l’état enthalpique de 
l’échangeur de valorisation (état S26) . 
La méthode pour déterminer la quantité de chaleur fatale perdue est identique à la méthode de la 
section 6.2.4.1. Il faut cependant appliquer cette méthode aux deux courants de sortie des fumées, l’export 
des fumées entre l’échangeur de la chaudière industrielle et l’échangeur de valorisation (état S5) et l’export 
des fumées sortant de l’échangeur de valorisation (état S25). L’export de l’état S5 correspond au bypass en 
amont de l’échangeur de valorisation. 
 
 Ces résultats comparés aux résultats avec la modélisation ERTN (Tableau 3.9) montrent 
qu’il est possible de valoriser la chaleur fatale des fumées rejetées du SI pour satisfaire 
l’intégralité de la demande en eau du réseau de chaleur urbain, mais uniquement pour les 
scénarios liés au fonctionnement JN et 24 de la chaudière industrielle. En effet, il s’agit de 
scénarios de valorisation sans stockage de chaleur et, pour les scénarios liés au 
fonctionnement Jour de la chaudière industrielle, le déphasage de la demande en eau chaude 
du réseau de chaleur urbain ne peut être comblé et l’utilisation des chaudières bois et 
biomasse est alors nécessaire. 
 
 Certains problèmes numériques aboutissent à des « incohérences » dans les résultats (en 
rouge dans le Tableau 6.7). Ces erreurs sont dues à la limite de temps que nous avons imposé 
pour résoudre l’optimisation. Limite de temps que nous avons fixé à 180s pour les scénarios 
DEC et à 72 000s pour les scénarios VALO D. Lorsque cette limite de temps est atteinte, la 
solution, même locale, du problème d’optimisation n’est pas forcément obtenue. Cette limite 
de temps a été atteinte pour les scénarios DEC-10H-HIVER, ainsi que pour les scénarios 
VALO D-JOUR-10H-HIVER et VALO D-JOUR-10H-PRINTEMPS. Pour ces deux 
derniers scénarios, par exemple, la consommation de bois ou de biomasse est supérieure aux 
valeurs trouvées pour le système découplé… 
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Tableau 6.7. Résultats de la valorisation  



































JOUR HIVER SANS APPORT 305,4 657 0 245 0 63%   59,9 297,80 2,5% 62,8% 0,00257 
JOUR HIVER 3H 305,4 427 248 92 165 78% 33% 59,9 297,80 2,5% 62,8% 0,00247 
JOUR HIVER 10H 305,4 505 163 92 165 82% -1% 59,9 297,80 2,5% 62,8% 0,00247 
JOUR HIVER PONCT 305,4 477 193 215 33 55% 83% 59,9 297,80 2,5% 62,8% 0,00257 
JOUR PRINTEMPS SANS APPORT 305,4 244 0 155 0 37%   13,0 303,71 0,6% 36,5% 0,00126 
JOUR PRINTEMPS 3H 305,4 88 168 64 168 27% 0% 13,0 303,71 0,6% 36,5% 0,00218 
JOUR PRINTEMPS 10H 305,4 98 157 111 64 -13% 59% 10,7 304,01 0,5% 30,0% 0,00124 
JOUR PRINTEMPS PONCT 305,4 226 19 142 14 37% 27% 13,0 303,71 0,6% 36,5% 0,00124 
JN HIVER SANS APPORT 372,4 657 0 0 0 100%   95,4 360,40 3,2% 100,0% 0,00341 
JN HIVER 3H 372,4 427 248 0 0 100% 100% 95,4 360,40 3,2% 100,0% 0,00299 
JN HIVER 10H 372,4 505 163 0 0 100% 100% 95,4 360,40 3,2% 100,0% 0,00299 
JN HIVER PONCT 372,4 477 193 0 0 100% 100% 95,4 360,40 3,2% 100,0% 0,00269 
JN PRINTEMPS SANS APPORT 372,4 244 0 0 0 100%   35,7 367,93 1,2% 100,0% 0,00136 
JN PRINTEMPS 3H 372,4 88 168 0 0 100% 100% 35,7 367,93 1,2% 100,1% 0,00136 
JN PRINTEMPS 10H 372,4 98 157 0 0 100% 100% 35,7 367,93 1,2% 100,0% 0,00136 
JN PRINTEMPS PONCT 372,4 226 19 0 0 100% 100% 35,7 367,93 1,2% 100,0% 0,00136 
24 HIVER SANS APPORT 458,0 657 0 0 0 100%   95,4 453,54 1,0% 100,0% 0,00268 
24 HIVER 3H 458,0 427 248 0 0 100% 100% 95,4 453,54 1,0% 100,0% 0,00274 
24 HIVER 10H 458,0 505 163 0 0 100% 100% 95,4 453,54 1,0% 100,0% 0,00265 
24 HIVER PONCT 458,0 477 193 0 0 100% 100% 95,4 453,54 1,0% 100,0% 0,00274 
24 PRINTEMPS SANS APPORT 458,0 244 0 0 0 100%   35,7 446,01 2,6% 100,0% 0,00142 
24 PRINTEMPS 3H 458,0 88 168 0 0 100% 100% 35,7 446,01 2,6% 100,0% 0,00125 
24 PRINTEMPS 10H 458,0 98 157 0 0 100% 100% 35,7 446,01 2,6% 100,0% 0,00125 
24 PRINTEMPS PONCT 458,0 226 19 0 0 100% 100% 35,7 446,01 2,6% 100,0% 0,00185 
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 Le paramètre UA est déterminé pour l’ensemble des périodes de tous les scénarios. Dans le 
Tableau 6.7 apparaissent uniquement les valeurs maximales des paramètres UA trouvées 
pour le scénario considéré. Celui-ci correspond à un paramètre de conception de l’échangeur 
de valorisation (le scénario peut se dérouler avec un échangeur conçu et dimensionné à partir 
de cette valeur). La valeur maximale du paramètre UA pour tous les scénarios confondus est 
de 0,00341 MW/K. Cette valeur peut être retenue pour le dimensionnement de l’échangeur 
de valorisation, et sera utilisée pour l’étude de valorisation de la chaleur fatale avec stockage. 
 
Ces résultats permettent une analyse globale des scénarios. Pour une analyse temporelle, les 
diagrammes de Gantt sont disponibles. Les deux scénarios illustrés avec le modèle ERTN (Section 
4.3.5) sont détaillés par la suite : VALO D-JOUR-PONCT-PRINTEMPS et VALO D-24-10h-
HIVER. 
 
 VALO D-JOUR-PONCT-PRINTEMPS 
La Figure 6.9 présente le diagramme de Gantt obtenu pour le scénario « JOUR-PONCT-
PRINTEMPS » c’est-à-dire le scénario pour lequel le site industriel fonctionne au printemps 
exclusivement le jour avec un apport de biomasse à la période 35. 
En comparaison avec le diagramme de Gantt issu du modèle ERTN, les résultats obtenus avec 
le modèle EERTN sont similaires sur toutes les périodes avec une différence à la période 7, où, pour 
le modèle ERTN, la chaudière à bois a dû fonctionner en parallèle de l’échangeur de valorisation. 
 
 VALO D-24-10H-HIVER 
La Figure 6.10 présente le diagramme de Gantt obtenu pour le scénario « 24-10H-HIVER » 
c’est-à-dire le scénario pour lequel le site industriel fonctionne 24 heures sur 24 en hiver avec un 
apport de biomasse pendant 10h chaque jour. 
En comparaison avec le diagramme de Gantt issu du modèle ERTN, les résultats obtenus avec 
le modèle EERTN n’utilisent plus les chaudières du site urbain, l’échangeur de valorisation 
permettant de satisfaire la demande du réseau de chaleur urbain. On voit ici l’intérêt du couplage 
SI/SU et l’apport de la modélisation EERTN au diagnostic et à la prise de décision : pour quel 
scénario ce couplage est-il pertinent et à quel prix (UA) ?  
 
Comme nous l’avons montré, la démarche de modélisation EERTN est efficace pour concevoir 
l’échangeur de valorisation de la chaleur fatale.  Cette conception permet des économies 
substantielles de combustibles, plus importantes que celles identifiées avec le modèle ERTN, pour 
lequel l’échangeur de valorisation a été conçu avant la planification. Cependant, le Tableau 4.9 
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montre qu’il demeure encore une marge d’amélioration puisque de la chaleur fatale non valorisée est 
encore disponible en grande quantité. Les mêmes pistes que pour le modèle ERTN peuvent être 
envisagées : 
 D’autres clients avec une augmentation du réseau de chaleur urbain ou la connexion avec 
d’autres installations (serres, etc.),  
 Comme le montre la Figure 6.9 sur un scénario, à la période 22 par exemple, la chaleur n’est 
pas valorisée car elle n’est pas nécessaire ; cependant, du bois est consommé sur les périodes 
suivantes (période 23 par exemple). Un stockage de la chaleur (journalier, saisonnier, etc.) 
permettrait donc d’accroître encore l’efficacité du système. 
Par rapport au modèle ERTN, la quantification de la chaleur fatale est plus aisée et plus précise 
avec le modèle EERTN, en effet l’accès « direct » au potentiel thermique permet d’obtenir le 
potentiel énergétique sortant en chaque point du système et, ainsi, la quantité de chaleur utilisée 
par le SU via l’échangeur de valorisation. 
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Figure 6.9. Gantt du scénario VALO D-JOUR-PONCT-PRINTEMPS 
 
Figure 6.10. Gantt du scénario VALO D-24-10H-HIVER 
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6.4. VALORISATION ET STOCKAGE DE LA CHALEUR 
FATALE (STRATEGIE VALO-S) 
Dans ce scénario, la chaleur fatale émise par le site industriel peut être exploitée pour satisfaire 
tout ou partie des besoins du réseau de chaleur urbain. Dans ce cas de figure, la chaleur fatale émise 
à un instant t peut être mise en totalité ou en partie en stock en vue d’être utilisée pour satisfaire les 
besoins en chaleur émis ultérieurement. Afin d’améliorer la valorisation de la chaleur perdue par les 
fumées industrielles, un stockage de valorisation est ajouté au site industriel (Figure 6.11). L’eau 
produite par l’échangeur de valorisation est à présent portée à 90°C. En effet, le stock faisant 
apparaitre des pertes thermiques, si l’eau est stockée à 60°C, l’eau injectée ultérieurement sur le RCU 
serait inférieur.  
 
 




6.4.1. Etape 1 : Construction du modèle EERTN 
L’élaboration du graphe EERTN (Figure 6.12) correspondant au système considéré fait 
apparaitre quatre tâches supplémentaires. La tâche T12 correspond à la mise en stock de l’eau 
chaude. La tâche T13 correspond à l’extraction du stock pour la remettre sur le réseau. La tâche T14 
correspond au stock. Enfin la tâche T15 permet de ramener la température à 60°C de l’eau produite 
et stockée côté industriel. Cet ajout fait apparaître de nouveaux paramètres à évaluer, à savoir la 
quantité maximale  du stock (𝑉14
𝑚𝑎𝑥) et les capacités de mise en stock (𝑉12
𝑚𝑎𝑥) et de décharge(𝑉13
𝑚𝑎𝑥) 




Figure 6.12. Focus sur le Graphe EERTN du système de stockage 
 
6.4.2. Etape 2 : Instanciation du graphe EERTN 
Le stock n’est pas existant sur le système initial, son ajout est donc purement conceptuel. Ainsi, 
les valeurs des paramètres du système de stockage ne pouvant pas être déduites du système réel, elles 
sont choisies arbitrairement, avec pour objectif de permettre au système de stocker et déstocker à 
un débit suffisant. 
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Le débit maximal consommé par le réseau de chaleur urbain étant de 3t/h, cette valeur est 
adoptée pour les capacités de mise en stock (𝑉12
𝑚𝑎𝑥 =   t/h), de déstockage (𝑉13
𝑚𝑎𝑥 =   𝑡/ℎ) et de 
mélange (𝑉15
𝑚𝑎𝑥 =   t/h). 
Pour le dernier paramètre, la capacité de stockage, nous choisissons la capacité de 10 t (𝑉14
𝑚𝑎𝑥 =
10 𝑡), ce qui permet de stocker sur plusieurs périodes, mais de manière limitée. 
6.4.3. Etape 3 : Planification 
Pour mener à bien l’étape de planification, les données de production exploitées sont les 
mêmes que celles déjà définies pour l’étude des systèmes découplés et du système couplé. 
 
6.4.4. Application et résultats. 
La planification du système couplé avec stockage (VALO S) est effectuée sur le scénario 
« JOUR-SANS APPORT-PRINTEMPS », ce scénario présente l’un des plus faibles apports de la 
valorisation. Seulement 36,5% d’eau consommé par le RCU provient de la valorisation, contre 100% 
pour la majorité des scénarios analysés.  
L’application du scénario est effectuée sur 24 périodes afin de limiter la taille du problème 
d’optimisation. En effet, l’ajout de la gestion du stock permet le passage de matière d’une période à 
l’autre, et ainsi, de rendre les périodes dépendantes les unes des autres. La fenêtre de 24 heures est 
choisie entre 12h et 35h. Ce choix permet de laisser la production d’eau chaude par la valorisation 
en début de scénario en vue de stockage. Suivit par la consommation du RCU pouvant consommer 
ce qui a été stocké. 
La planification est dans un premier temps effectuée sans pertes, dont les résultats serviront 
d’initialisation de la planification avec pertes.  
 Stockage sans perte 
Les résultats issus de cette planification sont regroupés dans le Tableau 6.8. 
Tableau 6.8. Résultats du scénario VALO S-JOUR-SANS APPORT-PRINTEMPS  






















177,0 122 33 73% 13,0 166,82 5,7% 72,7% 
 
 D’après les résultats obtenus, l’économie de bois est passé de 37% à 73%, et le ratio d’eau 
provenant de la valorisation (direct ou issu du stockage) est passé de 36,5 % à 72,7%. De plus, le 
ratio de chaleur fatale valorisé est passé de 0,6% à 5,7%, ce nouveau ratio est plus élevé que tous les 
autres scénarios analysés en valorisation direct (VALO D). 
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Ces résultats permettent une analyse globale des scénarios, pour une analyse temporelle, le 
diagramme de Gantt du scénario est disponible.  
La Figure 6.13.a présente le diagramme de Gantt obtenu pour le scénario JOUR-SANS 
APPORT-PRINTEMPS c’est-à-dire le scénario pour lequel le site industriel fonctionne au 
printemps exclusivement le jour et sans apport de biomasse. 
 
 
Figure 6.13. Résultats pour le scénario VALO S-JOUR-SANS APPORT-PRINTEMPS 
 
Pour ce scénario, le stockage est effectué sur deux périodes, les périodes 19 et 21. Le stock est 
consommé sur toutes les périodes de 22h à 6h (heure 30). Ensuite la chaudière à bois est utilisée. La 
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chaudière industrielle fonctionne et devrait permettre de produire par la valorisation, c’est pourtant 
ce qui se passe sur la période 32. Il semblerait que cette solution trouvée avec un arrêt de 
l’optimisation au bout de 20h (72 000s) ne soit pas la solution optimale. 
Malgré le fait qu’elle ne semble pas être la meilleure solution, elle présente déjà des gains 
énergétiques vis-à-vis du même scénario découplé et avec couplage direct. Ce scénario permet de 
confirmer le fonctionnement du stockage sans perte. 
 
 Stockage avec pertes 
La planification du scénario avec pertes nécessite l’ajout de l’équation sur l’arc enthalpique entre la 
tâche T14 et la ressource enthalpique S28.  
L’équation (6.6) permettant de représenter une perte dépendant du potentiel enthalpique du 
stock est ajoutée au modèle. 
𝑄𝑝𝑒𝑟𝑡𝑒𝑠 = %𝑝𝑒𝑟𝑡𝑒𝑠 ∗ 𝐹𝑒𝑎𝑢 ∗  ℎ𝑒𝑎𝑢 − ℎ𝑒𝑎𝑢   °𝐶   (6.6) 
Avec :  
 𝑄𝑝𝑒𝑟𝑡𝑒𝑠, la quantité de chaleur perdue par le stock pour une période en W 
 %𝑝𝑒𝑟𝑡𝑒𝑠 fixé à 5%, soit pour un stock initial à 90°C, la première perte serait de 3,25°C 
 𝐹𝑒𝑎𝑢, la quantité traitée par la tâche de stock (𝐵𝑇14,𝑡) en kg/s 
 ℎ𝑒𝑎𝑢, le potentiel de l’eau entrant dans la tâche de stock (ℎ𝐶𝑆26,𝑇14,𝑡) en J/kg 
 ℎ𝑒𝑎𝑢 25°𝐶 , le potentiel de l’eau à 25°C en J/kg 
Avec cet ajout, l’optimisation en 20h n’a pas permis d’obtenir de résultats. 
L’équation de pertes est modifiée pour la rendre constante vis-à-vis du potentiel. L’équation 
(6.7) permettant de représenter une perte indépendamment du potentiel enthalpique du stock est 
ajouté au modèle. 
𝑄𝑝𝑒𝑟𝑡𝑒𝑠 = 𝐹𝑒𝑎𝑢 ∗ 𝛥ℎ𝑒𝑎𝑢 (6.7) 
Avec : 
 𝑄𝑝𝑒𝑟𝑡𝑒𝑠, la quantité de chaleur perdue par le stock pour une période en W 
 𝐹𝑒𝑎𝑢, la quantité traitée par la tâche de stock (𝐵𝑇14,𝑡) en kg/s 
 𝛥ℎ𝑒𝑎𝑢, la perte de potentiel par période en J/kg, fixée à 100 J/kg (équivalent à 0,0423 °C)  
Avec cet ajout, l’optimisation en 20h de temps calcul n’aboutit pas non plus à des résultats. 
Le stockage a permis d’améliorer l’efficacité du système considéré. Cependant, les performances 
de calculs et la complexité du problème ne permettent pas, pour l’heure, d’obtenir des résultats pour 
le système avec pertes dans un temps de calcul raisonnable.  
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6.1. CONCLUSION 
Ce chapitre a permis la mise en œuvre de la modélisation EERTN sur deux sites pris 
indépendamment. Puis en couplant ces deux sites avec un échangeur de valorisation. Et enfin en 
ajoutant un stockage pour faire face au déphasage entre la production de la chaleur fatale et sa 
consommation. 
Il montre l’effectivité de la démarche, illustrée par la réalisation de 3 scénarios concernant le site 
industriel et de 8 scénarios en ce qui concerne le site urbain. Mais le choix du passage à un modèle 
plus riche et plus complexe montre quelques limites. En effet, l’application sur les 24 scénarios 
résultant de la fusion des scénarios précédents n’a pas permis d’obtenir des résultats dans des temps 
souhaitables pour tous. 
Pour la stratégie de valorisation direct (VALO D), les scénarios liés au scénario JOUR du site 
industriel et avec apport de biomasse sur plusieurs périodes montrent plus de difficultés à converger 
que les autres. 
Pour la stratégie de valorisation avec stockage (VALO S) sur le scénario choisi, une réduction 
du nombre de périodes porté à 24 ne permet pas d’obtenir de solution idéale. Cependant, cette 
solution permet d’apporter la confirmation d’une amélioration de l’efficacité énergétique. Enfin, 
l’ajout des pertes thermiques n’a pas abouti à l’obtention de résultats. 
Nonobstant, la modélisation EERTN présente des atouts pour l’analyse et la construction du 
système énergétique : 
 L’indépendance des différents éléments de la chaîne logistique énergétique.  
 L’accès direct aux valeurs des enthalpies et donc des températures (soit directement, soit 
après calcul a posteriori) permettant d’évaluer rapidement et sans ambiguïté la chaleur 
fatale.
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Dans un contexte de changement climatique faisant consensus, l’heure n’est plus à prouver ce 
constat mais à chercher et proposer des solutions pour réduire notre impact environnemental. La 
chaleur fatale industrielle est un gisement conséquent faisant l’objet de nombreuses contributions 
de valorisation que ce soit au sein d’un procédé ou d’un site industriel. On peut citer au Laboratoire 
de Génie Chimique les travaux de Lucille Payet (Payet, 2018) sur les réseaux d’échangeurs de 
chaleur. Mais lorsque cette voie est exploitée, très peu de solutions sont proposées.  
Dans ce contexte, le présent travail a contribué à développer un outil visant à améliorer l’efficacité 
énergétique des procédés. Plus précisément, ce document décrit un nouveau formalisme de 
planification des systèmes industriels orienté énergie. Celui-ci a été validé sur un système de référence 
comprenant un site industriel « producteur » de chaleur fatale (fumées à haute température) et un 
site urbain potentiellement « consommateur ». 
Nous présentons ici le bilan de cette contribution, ses limites et ses perspectives. 
Les contributions de ces travaux se situent à la fois sur un plan théorique/méthodologique et sur un 
plan pratique. Nous commencerons par une présentation des apports théoriques et méthodologiques, 
puis nous exposerons les contributions pratiques. 
Une première contribution majeure de ces travaux de thèse réside dans la mise en œuvre d’une 
démarche (méthode CIP pour « Construction, Instanciation, Planification ») de planification d’un 
système, soit dans le formalisme ERTN (Extended Resource Task Network), soit dans le formalisme 
EERTN (Extended Energy Resource Task Network), plus spécifiquement adapté au contexte 
énergétique. Cette démarche explicite les divers niveaux d’élaboration des modèles et l’imbrication 
de ceux-ci au sein du formalisme ERTN/EERTN. 
Dans un premier temps, la méthode CIP a été appliquée avec le formalisme ERTN. Cette 
application a fait apparaitre la nécessité, pour l’évaluation de certains paramètres, de recourir à des 
outils de simulations des procédés (type « MESH »). Le logiciel ProSimPlus (ProSim, 2019) a alors 
été employé à cette tâche. L’évaluation de ces paramètres via un outil de simulation a rendu ce 
modèle ERTN figé aux conditions de fonctionnement utilisées pour la simulation. Qui plus est, 
l’évaluation de certains paramètres, en l’occurrence les paramètres de l’échangeur de valorisation, 
d’une assez grande complexité, a engendré une modélisation simplifiée et, par voie de conséquence, 
la perte d’informations (températures et débits) sur ce module de valorisation. 
Une seconde contribution majeure de ces travaux concerne l’élaboration d’un nouveau formalisme 
nommée EERTN pour Extended Energy Resource Task Network. Ce formalisme basé sur le 
formalisme plus ancien ERTN (Extended Resource Task Network), permet la prise en compte des 
bilans énergétiques (en l’occurrence pour les modules envisagés, les bilans enthalpiques).  Cet apport 
fait néanmoins évoluer le modèle mathématique associé de MILP vers MINLP (Mixed Integer 
NonLinear Programming). Le formalisme EERTN est construit en conservant la généricité de la 
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formulation ERTN. Cependant, les éléments de conversion, stockage et transport de l’énergie 
nécessitent une spécialisation de ce formalisme. Pour tenir compte de ces éléments, une bibliothèque 
de module complète le formalisme. Ces modules sont composés d’un ensemble d’éléments génériques 
du formalisme EERTN. L’ensemble de la modélisation EERTN permet une construction plus aisée 
du système à étudier. En effet, les paramètres à évaluer d’un module sont uniquement dépendants 
des caractéristiques de ce module.  Seuls les flux entrants et les caractéristiques du module ont un 
impact sur les sorties de ce mêmes module. Le recours systématique à un outil de simulation de 
procédé n’est plus nécessaire pour l’évaluation des paramètres des modules du formalisme EERTN. 
Cependant, pour les modules faisant apparaitre une conversion de la matière, et lorsque les 
compositions en certains points ne sont pas connues, il est encore nécessaire d’y avoir recours, mais 
uniquement pour déterminer les compositions des flux. 
Pour l’évaluation des potentiels aux différents nœuds le nécessitant, le recours à un outil de 
modélisation thermodynamique est nécessaire. Le logiciel Simulis Termodinamics (ProSim, 2019) a 
alors été employé à cette tâche. Il permet pour une composition et pression données d’accéder aux 
données d’enthalpie et de température. Et de ce fait, il devient un outil indispensable pour 
l’instanciation des modèles EERTN liés à l’énergie thermique. 
Une troisième contribution majeure de ces travaux concerne l’évaluation de la chaleur fatale et des 
performances des différentes stratégies appliquées au système étudié. Pour le formalisme ERTN, 
cette évaluation de la chaleur fatale est effectuée a posteriori, en recoupant les données de 
simulations et les données de la planification. Cette évaluation est plus aisée pour le formalisme 
EERTN, en effet, les données liées aux potentiels thermiques portées par les différents flux sont 
directement déterminées par le modèle. Ainsi, l’évaluation de la quantité de chaleur fatale et les 
performances pour chaque stratégie ne nécessite que de simples calculs sur les résultats du modèle. 
Une dernière contribution de ces travaux réside dans la définition du module de stockage, un atout 
majeur pour la valorisation temporelle de la chaleur fatale. Cet aspect est mis en avant avec la 
dernière stratégie de valorisation proposée sur le cas d’étude. Le stockage de l’énergie thermique est 
étudié dans un premier temps sans pertes, puis avec pertes. En effet, le formalisme EERTN permet 
de définir des pertes liées au stock pour rendre le système de valorisation plus réaliste. 
Ces développements théoriques sont également complétés, dans ce manuscrit, par un certain nombre 
d’apports pratiques. 
D’un point de vue pratique, les travaux de cette thèse ont porté sur un outil d’aide à la décision pour 
la validation de la conception de la chaine de valorisation de la chaleur fatale industrielle. Cet outil, 
bien que dans ces premières phases de développement, permet par la définition des données d’entrées 
liées aux graphes EERTN, une construction automatique des contraintes du modèle d’optimisation 
mathématique. Une liberté quant à la définition de la fonction objectif est laissé à l’utilisateur pour 
lui permettre d’orienter l’optimisation du système suivant ses besoins : optimisation économique 
(CAPEX, OPEX, etc.), écologique (CO2, NOx, SOx, etc.), etc. 
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PERSPECTIVES DE LA THESE 
L’application de l’ensemble de la démarche développée dans cette thèse, au travers de la 
procédure CIP à un exemple fils rouge avec l’utilisation du formalisme EERTN, a certes permis 
d’illustrer son efficacité, mais nous a également permis de souligner certaines limitations qui 
devraient donner lieu à des développements supplémentaires. Nous proposons des pistes 
d’amélioration et des perspectives sur chacune des étapes de la méthode. 
Les premières pistes d’évolution de ces travaux concernent la formulation du modèle mathématique 
EERTN.  
 Dans un premier temps, il serait bon de tenir compte de la relation température enthalpie 
de manière plus rigoureuse et précise, avec notamment l’intégration de données issues 
directement du logiciel Simulis dans l’outil. 
 En second lieu, il conviendrait d’explorer d’autres fonctions objectif comme l’évaluation 
économique (CAPEX, OPEX, etc.), écologique (CO2, NOx, SOx, etc.), etc.  
 Une troisième piste d’amélioration consisterait à intégrer la gestion du transport, comme 
cela a été fait pour le stockage avec un aspect temporel. D’autres pistes d’évolution 
concernent la bibliothèque de module. Bien que le module échangeur soit le plus complexe à 
représenter dans ce formalisme, d’autres modules pourraient être intégrés. 
 D’autres technologies de conversion, avec notamment les cycles thermodynamiques, les 
turbines ou encore les compresseurs, etc. pourraient être également intégrés, ainsi que 
d’autre formes de stockage, notamment le stockage thermochimique. 
Pour la partie pratique, plusieurs pistes d’amélioration sont envisagées : 
 Pour le cas d’application, l’ajout d’autres producteurs de chaleur fatale et/ou d’autres 
consommateurs permettant de valoriser davantage de chaleur fatale. 
 Le test d’autres stratégies de valorisation, en appliquant des modules développés dans les 
pistes citées précédemment (ORC, stockage thermochimique, etc.) 
 Enfin l’exécution de l’outil sur une machine performante (parallélisation, ...) permettant de 
résoudre plus rapidement les cas traités et ainsi d’obtenir de meilleures solutions optimales. 
Malgré toutes les pistes de progrès et les perspectives énumérées, la méthodologie et l’outil élaborés 
lors de cette thèse s’avère originaux et performants pour traiter des problématiques de valorisation 
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