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Spatiotemporal carrier dynamics in graphene
Roland Jago
Department of Physics
Chalmers University of Technology
Abstract
Graphene as an atomically thin material exhibits remarkable optical and
electronic properties that suggest its technological application in novel opto-
electronic devices, such as graphene-based photodetectors and lasers. To un-
derstand the properties of such devices on a microscopic level, we study the
interplay of optical excitation, carrier-carrier, carrier-phonon, and carrier-
photon scattering as well as diffusion processes. We apply a microscopic
model based on the density matrix formalism with spatiotemporal graphene
Bloch equations in its core. This approach provides microscopic access to
the temporally, spectrally and spatially resolved carrier dynamics both in
the presence and absence of an electric field, allowing the study of many-
particle mechanisms behind photodetection and gain in graphene.
The focus of this thesis lies in modelling optics, dynamics and transport
phenomena on consistent microscopic footing. We predict the possibility to
achieve a stable population inversion in graphene, which is the crucial pre-
requisite for using graphene as an active material in a nanolaser. Further,
we provide microscopic insights into the impact of an electric field on the
carrier dynamics revealing the appearance of an efficient dark carrier multi-
plication that can even enhance the field-induced current. We also provide a
microscopic foundation for the photoconduction and the bolometric effect as
important mechanisms in a graphene based photodetector. Furthermore, we
provide insights into the spatiotemporal dynamics of optically excited carri-
ers, which create density and temperature gradients resulting in a diffusion
of carriers. The gained insights can be used to study the thermoelectric effect
and dynamics at interfaces of spatial inhomogeneities.
Keywords: graphene, density matrix formalism, Bloch equations, carrier multi-
plication, relaxation dynamics, photoconduction effect, bolometric effect, spatio-
temporal dynamics
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CHAPTER 1
Methods
1.1 Introduction
Graphene is a two-dimensional material consisting of a monolayer of carbon
atoms. For a long time it was assumed that thermodynamic instabilities
would prevent the existance of such low-dimensional materials [1]. However,
graphene as two-dimensional material was demonstrated first in 2004 by A.
Geim and K. S. Novoselov who isolated graphene from graphite within me-
chanical exfoliation [2]. Only a few years later, in 2010, they received the
Nobel prize for their groundbreaking experiments. Graphene exhibits some
unique properties among others a vanishing bandgap and a linear band struc-
ture in the vicinity of the Dirac point [2, 3], which opens a broad spectrum
of new research fields and applications [4].
The linear band structure of graphene enables efficient Auger scattering,
which is a two-particle process where one carrier changes the band while the
other carrier remains in the band. This results into an increase of carriers,
which is quantified by the carrier multiplication (CM). This mechanism has
1
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been theoretically predicted [5–9] and experimentally demonstrated [6, 10–
12].
The linear electronic dispersion and the vanishing bandgap provides optically
active states in a broad range of frequencies. Together with the high electrical
conductivity [3, 13–15], this can be used to build graphene-based photode-
tectors [16–20] as well as graphene-based saturable absorbers [21–23]. The
underlying mechanisms of photodetection can be traced back to the following
effects [24, 25]: (i) photoconduction effect which describes the dynamics of
optically excited carriers in an external electric field; (ii) the photovoltaic
effect which occurs when photo-excited electrons and holes are seperated by
an internal electric field, which is generated between differently doped re-
gions; (iii) the bolometric effect which is the change of the conductivity due
to the heating of optically excited carriers; (iv) the thermoelectric effect that
is important in the presence of a temperature gradient, which is transformed
by the Seebeck effect into a photocurrent. Under certain conditions different
mechanisms dominate the dynamics of the photocurrent. In graphene-metal
and metal-graphene-metal junctions [17, 26–28] the photovoltaic effect is the
driving mechanism, in the case without external bias [29–32] the thermo-
electric effect dominates and under bias the photoconduction and the photo-
bolometric effect determine the behaviour of the photocurrent [33–36]. In
this thesis the focus lies on the explanation of the photoconduction and the
bolometric effect. Furthermore, we study spatio-temporal carrier dynamics
which are prerequisites for the photovoltaic and thermoelectric effect, since
these effect does not occur in a spatial homomgeneous system.
The aim of the thesis is to describe and understand the spatio-temporal
carrier dynamics and transport phenomena in graphene. The transport phe-
nomena studied in this thesis appear either due to an external electric field
or are diffusion induced. To get insight into the complex mechanisms, the
general non-equilibrium carrier dynamics in a spatial homogeneous system
without transport is investigated in chapter 2. A non-equilibrium situation
can be achieved by optical excitation of carriers. Due to many-particle scat-
tering the carriers thermalize and relax back into the initial carrier distribu-
tion, cf. Fig. 1.1(a). Since graphene exhibits excellent conditions for Auger
processes, carrier multiplication (CM) occurs, which means that optically
excited carriers generate additional carriers. In chapter 3 the case with no
optical excitation is considered and the impact of an external electric field on
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Figure 1.1: (a) Optically excited carriers thermalize. During the thermalization
they create additional carriers due to carrier multiplication (CM). (b) An electric
field shifts carriers which scatter back via many-particle processes and similar to
(a) they induce dark carrier multiplication (dCM).
the carrier dynamics is determined, cf. Fig. 1.1 (b). The field induced shift
of carriers leads to an asymmetric carrier distribution. Note that the carriers
are shifted in the opposite direction compared to the field since the electron
charge is negative. The many-particle scattering acts against the field such
that a quasi-equilibrium can be achieved and a dark current is formed. Again,
Auger scattering increases the number of carriers (this time in the absence
of optical light), which is denoted by dark carrier multiplication (dCM). In
chapter 4 the influence of both effects, optical excitation and applied electric
field, to the carrier dynamics, which means the photoconduction effect, is
discussed. Later on the investigations are extended to determine the bolo-
metric effect in chapter 5. The properties of the obtained photocurrents give
insights into the modelling of graphene-based photodetectors. Finally, the
dynamics of optical excited carriers for spatial inhomogeneous systems and
the impact of diffusion processes are discussed in chapter 6.
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1.2 Hamilton operator
The microscopic properties of optically excited graphene in the presence of
an electric field by including carrier-carrier and carrier-phonon scattering are
described by the many-particle Hamilton operator [37, 38]
H = H0 +Hc,c +Hc,ph +Hc,l +Hc,f . (1.1)
Here, H0 is the free Hamilton operator of carriers and phonons, Hc,c and Hc,ph
describe the carrier-carrier and carrier-phonon interactions, Hc,l is the carrier-
light coupling which is treated on a semi-classical level and Hc,f describes the
influence of an external electric field on the carriers. In second quantization
the carriers can be expressed with creation and annihilation operators a†kλ
and akλ, with the wave vector k and the bandindex λ ∈ {v,c} (valence and
conduction band). The phonon operators are b†qj and bqj with the momentum
q and the phonon mode j including optical and acoustic modes.
The free Hamilton operator reads
H0 =
∑
kλ
ελka
†
kλakλ +
∑
qj
h¯ωqjb
†
qjbqj, (1.2)
where ελk denotes the electronic band structure of graphene and ωqj is the
phonon frequency. The Hamilton operators for the carrier-phonon and carrier-
carrier interactions accounting for phonon- and Coulomb-induced intraband
scattering and non-radiative recombination processes are given by
Hc,ph =
∑
λλ′k
∑
qj
(
gλλ
′
kqj a
†
kλak−q,λ′bqj + h.c.
)
(1.3)
Hc,c =
1
2
∑
1234
V 1234 a
†
1a
†
2a4a3, (1.4)
with the carrier-phonon matrix element gλλ
′
kqj and the Coulomb matrix element
V 1234 , h.c. stands for Hermitian conjugate. The multi-indices 1,2,3,4 include
carrier momenta and band index. The Hamilton operator for the carrier-light
interaction is:
Hc,l = i
e0h¯
m0
∑
λλ′k
A(t) ·Mλλ′k a†kλakλ′ , (1.5)
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with the free electron mass m0 and the free electron charge e0. The carrier-
light coupling matrix element Mvck = 〈kλ|∇|kλ′〉[39, 40] describes the inter-
action between electrons and an external optical field, which is characterized
by the vector potential A(t).
The interaction of an external electric field (which is in the plane of the
graphene sheet) with the carriers can be derived by starting from the Hamil-
ton operator for the external electrostatic potential Φ,
Hc,f = −e0
∑
12
〈1|Φ|2〉a†1a2, (1.6)
with Bloch states 〈1| and |2〉. A possible representation of the electrostatic
potential is given by Φ = −r · E with the electric field E. The product of
the position operator r with the exponential factor of the Bloch state eir·k2
can be rewritten into reir·k2 = −i∇k2eir·k2 and after a partial integration in
k2 the carrier-field Hamilton operator finally reads
Hc,f = −ie0E
∑
kλ
a†kλ∇kakλ. (1.7)
1.3 Band structure and matrix elements
In this section the band structure of graphene as well as all coupling matrix
elements (for the carrier-phonon, Coulomb and carrier-light interactions) will
be derived.
Band structure of graphene
Lattice structure
Graphene is a two-dimensional honeycomb structure consisting of carbon
atoms. The unit cell is build-up with two equivalent sub-lattices A and B,
which are rotated to each other by an angle of pi/3, cf. Fig. 1.2a). The
unit cell is defined by the vectors a1 =
a0
2
(
√
3,1) and a2 =
a0
2
(
√
3, − 1)
with the lattice constant a0 = 0.246 nm, the area of the unit cell is given by
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Auc =
√
3a20/2. The corresponding reciprocal lattice is shown in Fig. 1.2b)
and is defined by the vectors k1 =
2pi
a0
√
3
(1,
√
3) and k2 =
2pi
a0
√
3
(1,−√3). The
high symmetry points are Γ, M , K and K ′. The vectors b1 = a02√3
(− 1,√3),
b2 =
a0√
3
(
1, 0
)
and b3 =
a0
2
√
3
(−1,−√3) connect one atom from the A-lattice
with the three nearest neighbour atoms in the B-lattice, cf. Fig. 1.2 (a).
Band structure
The starting point to compute the electronic band structure of graphene is
the stationary Schro¨dinger equation
H0,c|ψk(r)〉 = εk|ψk(r)〉, (1.8)
with the free electronic Hamilton operator H0,c. The electronic properties of
graphene are mainly determined by the pz orbitals. Due to the localization
of these atomic orbitals, the electronic wave function |ψk(r)〉 can be written
with a tight-binding Ansatz [41, 42] as a linear combination of the two wave
functions of the sub-lattices A and B
|ψk(r)〉 = cA(k)|ΦA,k(r)〉+ cB(k)|ΦB,k(r)〉, (1.9)
a0
b1
a1
a2
b2
b3
ex
ey(a) (b)
K
K'M
k1
k2
Γ
Figure 1.2: (a) The unit cell of graphene with the sub-lattices A (orange dots) and
B (red dots) is defined by the vectors a1 and a2. The bi are vectors from one atom
A to the three nearest neighbours in the B-lattice. (b) The first Brillouin zone of
graphene is defined by k1 and k2, with the high symmetry points Γ, M , K and K
′.
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where |Φj,k(r)〉 is the wave function of the sub-lattice j ∈ {A,B} and ci(k)
are the corresponding tight-binding coefficients. The eigenstates |φ(r−Rj)〉
and eigenenergies of the isolated atomic orbitals are known, and by linear
combination a Bloch state for the sublattices i = A,B can be constructed,
|Φj,k(r)〉 = 1√
N
∑
Rj
eikRj |φ(r−Rj)〉, (1.10)
where N is the number of unit cells in the system. To solve the Schro¨dinger
equation (1.8) analytically, this equation is separately multiplied with 〈ΦA,k(r)|
and 〈ΦB,k(r)|, which leads to the system of equations(
HAA − εkSAA HAB − εkSAB
HBA − εkSBA HBB − εkSBB
)(
cA
cB
)
= 0, (1.11)
with the defintions Hij = 〈Φi,k(r)|H0,c|Φj,k(r)〉 and Sij = 〈Φi,k(r)|Φj,k(r)〉.
Because of the equivalence of the sub-lattices and the symmetry properties of
the scalar product, it holds (H/S)AA = (H/S)BB and (H/S)AB = (H/S)
∗
BA.
To get non-trivial solutions, the secular determinante has to vanish and the
eigenvalues reads
εkλ = Ek ±
√
Ek −H2AA + |HAB|2 (1.12)
with
Ek =
HAASAA − Re
[
HABS
∗
AB
]
S2AA − |SAB|2
. (1.13)
The positive sign stands for λ = v (valence band) and the negative sign
stands for λ = c (conduction band). In the next step the matrix elements
will be determined within the tight-binding approximation. From (1.10) we
have
HAB =
1
N
∑
RARB
eik
(
RB−RA
)
〈φ(r−RA)|H|φ(r−RB)〉. (1.14)
Due to the strong localization of the atomic wave functions, the sum can be
computed with the nearest neighbour approximation. That means that the
sum contains for each atom from the A sub-lattice only the three nearest
neighbours from the B sub-lattice with RB = RA + bi, where bi, i = 1, 2, 3
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are the vectors between nearest neighbours, depicted in Fig. 1.2 (a). It
follows
HAB =
1
N
∑
RA
3∑
i=1
eikbi〈φ(r−RA)|H|φ(r−RA − bi)〉
= γ0e(k), (1.15)
with the constant integral γ0 = 〈φ(r−RA)|H|φ(r−RA−bi)〉 and the function
e(k) defined by
e(k) =
3∑
i=1
eikbi , (1.16)
which contains the symmetries of the lattice structure. The values for γ0
are in the range from −2.7 eV to −3.3 eV [43–45], in this work a value of
γ0 = −2.84 eV is assumed. All other matrix elements can be determined
analogous, such as HAA = ε0 = const., which is chosen to be ε0 = 0 eV,
taking into account that only relative energy values to the fermi level can
be measured. With normalized eigenfunctions |Φj,k(r)〉, SAA = 1 follows di-
rectly. SAB, which describes the overlap between neighboring atomic orbitals,
is given by
SAB = s0e(k), (1.17)
with the overlap integral s0 = 〈φ(r−RA)|φ(r−RA−bi)〉. Finally, the band
structure reads
εk,v/c =
±γ0|e(k)|
1± s0|e(k)| , (1.18)
and is shown in Fig. 1.3. The value of s0 can be computed numerically
within the pz-orbitals and an effective atomic charge number, which gives
s0 = 0.07. This overlap integral will be neglected in the following sections,
which provides a good description in the linear energy regime. The evaluation
of the function |e(k)| yields
|e(k)| =
√
3 + 4 cos
(
a0
2
ky
)
cos
(
a0
√
3
2
kx
)
+ 2 cos
(
a0ky
)
. (1.19)
1.3. BAND STRUCTURE AND MATRIX ELEMENTS 9
Figure 1.3: Band structure of graphene containing the conduction and the valence
band of the first Brillouin zone. Around the K-point is the band structure linear
and gapless. The energy is maximal at the Γ-point and has at the M -point a saddle.
Linearized band structure
At the Dirac point the valence band touches the conduction band and the
band structure can be linearly approximated. Using a Taylor expansion
around the K-point with K = (0, 4pi
3a0
) yields
e(k) ≈ e(K) +∇e(k + K)|k=0 · k = ∇e(k + K)|k=0 · k (1.20)
∇e(k + K)|k=0 = i
3∑
i=1
bi e
ibiK. (1.21)
Evaluation of the sum leads to |e(k)| =
√
3a0
2
|k| and the linear band structure
reads
ελk = ∓h¯vF |k|, (1.22)
with the Fermi velocity vF = −γ0
√
3a0
2h¯
≈ 0.92 nm
fs
.
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Carrier-phonon matrix element
In this work optical and acoustic phonon modes are considered, explicitly
the ΓLO, ΓTO, KTO and ΓLA phonon modes. The dispersion of the
optical modes can be approximated by constants [46], h¯ωΓLO = 198 meV,
h¯ωΓTO = 192 meV and h¯ωKTO = 162 meV. The optical phonons induce
inter- and intraband scattering of electrons. The Γ-modes account for in-
travalley scattering and the K-phonons induce intervalley scattering. The
acoustic phonon mode dispersion is approximately linear and is given by
h¯ωΓLA = vΓLA |q| with the phonon momentum q. Since vΓLA < vF , only
intraband scattering of electrons is possible. The electron-phonon matrix
elements have the explicit forms[47–49]
|gλλ′kq,ΓLO|2 = |gλλkq,ΓTO|2 =
1
N
〈g2ΓO〉
[
1 + cos
(
θ + θ′
)]
, (1.23)
|gλλ′kq,ΓTO|2 = |gλλkq,ΓLO|2 =
1
N
〈g2ΓO〉
[
1− cos(θ + θ′)], (1.24)
|gλλ′kq,K−TO|2 =
1
N
〈g2KO〉
[
1− σλλ′cos
(
θ′′
)]
, (1.25)
|gλλkq,ΓLA|2 =
1
L2
〈g2ΓA,q〉
[
1 + cos
(
θ′′
)]
, (1.26)
with the constants 〈g2ΓO〉 = 0.0994 eV2, 〈g2KO〉 = 0.0405 eV2 and 〈g2ΓA,q〉 =
q2D2ωq,ΓLA/ρm, where D = 16 eV is the deformation potential and ρm =
7.6 · 10−8 gcm−2 describes the mass density of graphene. N is the number
of unit cells, L2 is the area of the graphene sheet, θ is the scattering angle
between k and q, θ′ is the angle between k + q and q, and θ′′ is the angle
between k and k + q.
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Coulomb matrix element
The Coulomb matrix element determines the strength of carrier-carrier scat-
tering and reads [38]
V 1234 =
∫ ∫
drdr′ ψ∗1(r)ψ
∗
2(r
′)V (r− r′)ψ4(r′)ψ3(r), (1.27)
with the multi indices i =
(
ki, λi
)
, the Coulomb potential V (r − r′) =
e2
4pi0
1
|r−r′| and the graphene tight-binding wave functions ψi. To determine
the Coulomb matrix element, effective 2 pz hydrogen orbital functions cor-
responding to an effective charge number Zeff are applied. In the nearest
neighbour approximation the Coulomb matrix element can be expressed as
[37, 39]
V 1234 = Vq
[(
qaB
Zeff
)2
+ 1
]−6
α1234 δk1+k2,k3+k4 , (1.28)
with the Bohr radius aB, the Fourier transform Vq =
e2
2 0L2
1
q
of the two-
dimensional Coulomb potential and the transfer momentum q = |k3− k1| of
the interacting carriers. The energy and momentum conservation is described
by the Kronecker delta, which means that the sum of momenta of the initial
states 3,4 has to equal the sum for the final states 1,2. The form factor α1234
is given by
α1234 =
1
4
(
1 + σλ1λ3
e∗(k1)e(k3)
|e(k1)||e(k3)|
)
·
(
1 + σλ2λ4
e∗(k2)e(k4)
|e(k2)||e(k4)|
)
, (1.29)
where σλλ′ is equal to +1 for intraband processes (λ = λ
′) and −1 for inter-
band processes (λ 6= λ′).
Screening
The Coulomb potential is screened by the substrate as well as by the carriers
in graphene. It is assumed that the substrate with the dielectric constant εsub
is only on one side of graphene and on the other side is vacuum, resulting into
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Figure 1.4: Lindhard screening for initial carrier distributions with different tem-
peratures and doping. The increase of carriers, either with higher temperatures or
with doping, results into a larger screening for small momentum transfers.
the averaged background dielectric constant εbg = (εsub+εvac)/2. The carrier
induced screening ε(q,t) is determined by the static Lindhard formula [38]
ε(q,t) = 1− 2 Vq
εbg
∑
k,λλ′
ρλk(t)− ρλ′k-q(t)
ελk − ελ′k-q
∣∣Cλλ′q (k)∣∣2, (1.30)
with the form factor Cλλ
′
q (k) =
∫
drψ∗λ(k)e
−iqrψλ′(k). The time dependence
of the carrier distribution ρλk(t) is explicitly taken into account by solving
the graphene Bloch equations. The screened Coulomb potential reads V˜q =
Vq/εbgε(q,t).
Optical matrix element
The optical matrix element Mλλ
′
kk′ for the electronic momenta k, k
′ and the
band index λ, λ′ within the minimal coupling gauge is given by [37, 50]
Mλλ
′
kk′ = 〈kλ|∇|k′ λ′〉. (1.31)
Using the tight-binding wave functions of graphene in nearest neighbour
approximation (cf. section 1.3) and exploiting the symmetries of the 2 pz-
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Figure 1.5: Square of the absolute value of the interband matrix element |Mvck |2
with a maximum at the M point it vanishes at the Γ point. At the K point the
interband matrix element has the same strength as the intraband matrix element
|Mvvk |2.
orbitals, the following form of the optical matrix element can be obtained
Mvvkk′ =
iMδkk′
|b1||e(k)| Im
(
e∗(k)
3∑
i=1
eikbibi
)
= −Mcckk′ (1.32)
Mvckk′ =
Mδkk′
|b1||e(k)| Re
(
e∗(k)
3∑
i=1
eikbibi
)
= −Mcvkk′ , (1.33)
with the constant M ≈ 3 nm−1. The Kronecker delta δkk′ results from the
dipol approximation and reflects the neglection of the photon momentum, i.e.
only direct optical transitions are allowed. In the following Mλλ
′
kk′ = M
λλ′
k δkk′
is used.
Linear approximation
The band structure of graphene around the Dirac point is linear. Using this,
the optical matrix element can be expanded to give
Mvck ≈
3
2
M eˆφ and M
vv
k ≈ −
3
2
iM eˆk, (1.34)
with the unit vectors eˆk and eˆφ.
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1.4 Spatio-temporal Bloch equations
The dynamics of carriers in graphene are described by the following micro-
scopic quantities: (i) the carrier occupation ρλk = 〈a†kλakλ〉 in valence and
conduction band, (ii) the microscopic polarisation pk = 〈a†kvakc〉 which mea-
sures the probability of an electronic transition, and (iii) the phonon number
njq = 〈b†qjbqj〉. The carrier occupation of holes in the valence band is defined
as ρhk = 1 − ρvk. The time evolution is derived with the Heisenberg equa-
tions of motions [38], for example ρ˙λk =
i
h¯
〈[H,a†kλakλ]〉. To get a closed set of
equations it is necessary to apply some approximations.
Approximations
Correlation expansion
Equations which are derived within the density matrix formalism have a
hierarchy problem. This means that n-particle expectation values couple
to n+1-particle expectation values, i.e. solving a dynamical system needs
to consider an infinitly hierarchy of equations. The essential idea of the
correlation expansion [51, 52] is to factorize a n-particle expectation value in
all possible ways into correlations, which are denoted with 〈...〉c. To get a
finite system of equations for n particles, all correlations including n or more
particles will be neglected. The correlation expansion up to the second-order
(also known as second-order Born approximation) is given by
〈1〉 = 〈1〉c (1.35)
〈2〉 =
∑
σ∈Π
(−1)σf 〈1〉〈1′〉+ 〈2〉c, (1.36)
where the occuring sum includes all possible permutations σ of one particle
expectation values. Every fermionic permutation changes the sign, which is
taking into account by the pre-factor (−1)σf with the number of fermionic
permutations σf . For example, the correlation expansion in second-order for
electrons (by neglecting the two-particle correlation) is called Hartree-Fock
approximation and reads 〈a†ia†jakal 〉 ≈ 〈a†ial 〉〈a†jak〉 − 〈a†iak〉〈a†jak〉.
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Markov approximation
Within the Markov approximation it is possible to simplify the system of
equations by solving the equation for a n+1-particle. The obtained analytical
solution is then inserted into the equation of motion for a n-particles. In this
approximation memory effects are neglected. A differential equation of the
following form can be solved with the Markov approximation
d
dt
f(t) = −(iω + Γ)f(t) + i Q(t), (1.37)
with a free oscillating part iω, a damping −Γ and an inhomogeneity Q(t). A
formal integration of this equation with f(t→ −∞) = 0 yields
f(t) = i
∫ t
−∞
dt′Q(t′) e−
(
iω+ Γ
)(
t− t′
)
= i
∫ ∞
0
dsQ(t− s) e−
(
iω+ Γ
)
s. (1.38)
In the last step the substitution s = t− t′ was used. In the Markov approxi-
mation, the inhomogeneity is split up into a fast oscillating term eiω
′s and a
slow oscillating term Q˜(t). The slow part is now independent of s, therefore
it be taken out of the integral and the integral results into
f(t) = Q˜(t)
(
i
Γ
∆ω2 + Γ2
− ∆ω
∆ω2 + Γ2
)
, (1.39)
with the abbreviation ∆ω = ω′ − ω. The second term is the principal value
and will be neglected in the following. The first term describes a Lorentz
profile with width Γ. For vanishing damping, i.e. Γ→ 0, energy preservation
holds and is described by a delta function [53]
f(t) = ipi Q˜(t) δ
(
∆ω
)
. (1.40)
Many-particle scattering
The relaxation of non-equilibrium carriers is driven by carrier-phonon and
Coulomb induced relaxation processes, which can influence non-radiative re-
combination of carriers.
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Carrier-phonon scattering
The impact of phonons to the carrier occupation leads to scattering equations
for the carriers and the phonons. Starting from the Heisenberg equation of
motion, the dynamical equations for the carrier occupation (the equation for
the polarisation can be derived in an analogous way) and the phonon number
are given by
ρ˙λk
∣∣
Hc,ph
= − i
h¯
∑
qj
∑
λ′
[
gλλ
′
kqj 〈a†kλak−q,λ′bqj〉 − gλ
′λ
k+q,qj 〈a†k+q,λ′akλbqj〉
+ gλ
′λ∗
k+q,qj 〈a†kλak+q,λ′b†qj〉 − gλλ
′∗
kqj 〈a†k−q,λ′akλb†qj〉
]
,
(1.41)
n˙jq
∣∣
Hc,ph
= − i
h¯
∑
k
∑
λλ′
[
gλλ
′
kqj 〈a†kλak−q,λ′bqj〉 − gλλ
′∗
kqj 〈a†k−q,λ′akλb†qj〉
]
. (1.42)
The dynamics are driven by the phonon assisted polarisation 〈a†kλak−q,λ′bqj〉
and the corresponding equation of motion can be solved within the second-
order Born-Markov approximation. Inserting the solution into the equations
for the carrier occupation and the phonon number, we get
ρ˙λk
∣∣
Hc,ph
= Γ
in(cp)
kλ (1− ρλk)− Γout(cp)kλ ρλk (1.43)
n˙jq = Γ
em
qj (n
j
q + 1)− Γabsqj njq − γjph
(
njq − njq,B
)
. (1.44)
In the equation for the phonon number the experimental phonon lifetime
γjph = 1.2 ps
−1 [54] is introduced, which describes the decay of the phonon
number in the mode j towards the equilibrium Bose distribution njq,B. The
phonon induced in-scattering rate of carriers Γ
in(cp)
kλ and the phonon emission
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rate Γemqj are given by
Γ
in(cp)
kλ =
2 pi
h¯2
∑
qj
∑
λ′
[
|gλ′λk+q,qj|2 ρλ
′
k+q
(
njq + 1
)
δ
(
ωk+q,λ′ − ωkλ − ωqj
)
,
+ |gλ′λkqj|2 ρλ
′
k−qn
j
q δ
(
ωk−q,λ′ − ωkλ + ωqj
)]
(1.45)
Γemqj =
2 pi
h¯2
∑
kλλ′
|gλ′λkqj|2 ρλk(1− ρλ
′
k−q) δ
(
ωk−q,λ′ − ωkλ + ωqj
)
. (1.46)
The time- and momentum-resolved scattering rate Γ
in(cp)
kλ describes processes
where an electron with momentum k + q scatters to a state with momentum
k by emitting a phonon with momentum q, the energy conservation is given
by the delta function. Replacing ρλk by (1 − ρλk) and njq by (njq + 1) in the
in-scattering rate Γ
in(cp)
kλ as well as in the phonon emission rate Γ
em
qj , the out-
scattering rate Γ
out(cp)
kλ and the phonon absorption rate Γ
abs
qj can be obtained.
The equation of motion for the microscopic polarisation can be derived in a
similar way and reads
p˙k
∣∣
Hc,ph
= −γ(cp)k pk +
∑
k′
Ukk′pk′ , (1.47)
γ
(cp)
k =
1
2
∑
λ
(
Γ
in(cp)
kλ + Γ
out(cp)
kλ
)
, (1.48)
with the diagonal dephasing γ
(cp)
k . The off-diagonal dephasing Ukk′ will be
neglected in the following.
Carrier-carrier scattering
The scattering equation for Coulomb induced processes can be derived by
applying the correlation expansion and treating two-particle processes within
the second-order Born-Markov approximation. The equation for the carrier-
carrier scattering has the same form as the equation for the carrier-phonon
18 CHAPTER 1. METHODS
scattering
ρ˙λk
∣∣
Hc,c
= Γ
in(cc)
kλ (1− ρλk)− Γout(cc)kλ ρλk, (1.49)
p˙k
∣∣
Hc,c
= −γ(cc)k pk, (1.50)
with in-scattering rate Γ
in(cc)
kλ and diagonal dephasing γ
(cc)
k which are given
by
Γ
in(cc)
kλ =
2 pi
h¯2
∑
123
V kλ,12,3
[
4V 2,3kλ,1 − V 3,2kλ,1
](
1− ρ1
)
ρ2ρ3 δ
(
ωkλ + ω1 − ω2 − ω3
)
,
(1.51)
γ
(cc)
k =
1
2
∑
λ
(
Γ
in(cc)
kλ + Γ
out(cc)
kλ
)
. (1.52)
The out-scattering rate Γ
out(cc)
kλ can be obtained by replacing ρ with
(
1− ρ).
The coupling matrix element V kλ,12,3
[
4V 2,3kλ,1−V 3,2kλ,1
]
consists of two parts, one
for direct processes and the second one that describes exchange processes.
The factor 4 takes the spin and valley degeneracies into account.
Carrier-light and carrier-field interaction
The interactions of carriers with light Hc,l, the coupling with an external
electric field Hc,f as well as the free carriers H0 are described by a one-
particle Hamilton operator. Therefore the equations of motion for the carrier
occupation and polarisation do not couple to higher-order correlations and
can be directly derived from the Heisenberg equations of motion
ρ˙λk
∣∣
H0+Hc,l+Hc,f
= ±2 Im[Ωvc,∗k pk]− e0h¯ E · ∇kρλk, (1.53)
p˙k
∣∣
H0+Hc,l+Hc,f
=
i
h¯
(εvk − εck)− iΩvck
(
ρek(r) + ρ
h
k(r)− 1
)− e0
h¯
E · ∇kpk,
(1.54)
with the Rabi frequency Ωvck = i
e0
m0
Mvck · A. The ”+(-)” sign stands for
conduction (valence) band.
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Diffusion
In the previous sections we derived the equations of motion for the elec-
tron/hole occupation probability ρλk, the microscopic polarisation pk, and
the phonon number njq for a homogeneous system, this means with no spa-
tial dependecies. In this section spatial effects are introduced by transforming
the occupation probability into the Wigner formalism [55, 56]. We consider
fluctuations of the occupation probability ρλ˜k,q = 〈a†k−q/2,λak+q/2,λ〉 and per-
form the Fourier transformation Fq with respect to the momentum difference
q
fλk (r) = Fq
[
ρλk,q
]
=
∑
q
eiqrρλk,q. (1.55)
Note that the Wigner function fλk (r) is a quasi-probability function, i.e. f
λ
k (r)
can be negative. If this is the case, the negativity of the Wigner function
can be used to detect non-classical behaviour, but not every quantum state
implies a negative Wigner function, e.g. pure states provide non-negative
Wigner functions. Nevertheless, integration over r or k gives the actual
distribution in momentum space or the carrier density in real space, i.e.
ρλk =
1
L2
∫
dr fλk (r), (1.56)
n(r) =
1
L2
∑
kλ
fλk (r). (1.57)
Next, we derive the equations of motion for the Wigner function. We start
with the equation of motion for the carrier fluctuation ρλk,q for the free particle
Hamilton operator H0, which reads
ih¯ρ˙λk,q =
(
ελk+q/2 − ελk−q/2
)
ρλk,q. (1.58)
The dynamics of the fluctuation is driven by the energy difference of initial
and final state ελk+q/2− ελk−q/2. To determine the corresponding equation for
the Wigner function we perform a Fourier transform according to equation
(1.55)
ih¯f˙λk (r) = ih¯Fq
[
ρ˙λk,q
]
= Fq
[(
ελk+q/2 − ελk−q/2
) · ρλk,q]. (1.59)
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The evaluation of the right hand side of the equation of motion is not straight
forward since there is a product of two functions which implies a convolution
(which we denote with ∗) of the electronic dispersion ελk with the fluctuation
ρλk,q, i.e. Fq
[(
ελk+q/2 − ελk−q/2
) · ρλk,q] = Fq[(ελk+q/2 − ελk−q/2)] ∗ Fq[ρλk,q].
The aim in the following is to approximate equation (1.59) in such a way
that on the right hand side no integrals (or convolutions) occur. We start
with applying the inverse Fourier transform for ρλk,q =
∫
dr′e−iqr
′
fλk (r
′) which
leads to
ih¯f˙λk (r) =
∫
dr′
∑
q
(
ελk+q/2 − ελk−q/2
)
eiqr
′
fλk (r− r′), (1.60)
where we already shifted the integration from r′ to r − r′. To simplify this
integro-differential equation we expand the Wigner function to the first order
in r′
fλk (r−r′) ≈ fλk (r)− r′ · ∇r fλk (r). (1.61)
Next, we shift the momentum q→ ± 2 (q−k) to get (ελk+q/2−ελk−q/2) eiqr′ =
εq
(
e2 i(q−k)r
′−e−2 i(q−k)r′). We use the identity r′e±2 i(q−k)r′ = ∓ i
2
∇qe±2 i(q−k)r′
and shift the q-derivative to the electron dispersion via integration by parts.
Now, the r′-integral depends only on the exponential function which results
into a delta function δk,q. Since the q-derivative induces different signs on
the two exponentials the first order of the Wigner function does not vanish
(in contrast to the zeroth order).
Finally, the equation of motion for the Wigner function for the free Hamilton
operator is given by
f˙λk (r) = −
∇k ελk
h¯
· ∇r fλk (r). (1.62)
To derive the equations of motion for the Wigner function, the polarisation
and the phonon number with the full Hamilton operator we make the follow-
ing assumptions. We assume that diffusion processes in the polarisation can
be neglected, since the polarisation vanishes directly after the optical excita-
tion. In contrast, the relaxation of carriers is on a picosecond timescale which
is comparable to diffusion processes, and therefore the diffusion term can not
be neglected in the equation for the Wigner function. We neglect also diffu-
sion in the phonon number since the phonon diffusion is much slower than
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the electronic diffusion, which is a consequence of the flat phonon dispersion.
Additionally, scattering processes between different positions are not taken
into account, since we expect them to be small compared to the diffusion.
In summary, the previous equations of motion for ρλk remain unaltered when
transforming the carrier occupation into the Wigner function.
Spatio-temporal Bloch equations
Using the Heisenberg equation of motion for the Wigner function, we derive
the spatio-temporal graphene Bloch equations in second-order Born-Markov
approximation for the carrier and phonon dynamics under the influence of
an electric field and diffusion
f˙λk (r,t) = Γ
in
kλ(r,t)
(
1− fλk (r,t)
)
− Γoutkλ (r,t) fλk (r,t)
+ 2 Im
[
Ωvc,∗k (r,t)pk (r,t)
]
− e0
h¯
E(r) · ∇kfλk (r,t)−
∇k ελk(r)
h¯
· ∇r fλk (r,t), (1.63)
p˙k(r,t) = i∆ωk(r,t)pk(r,t)− iΩvck (r,t)
(
f ek(r,t) + f
h
k (r,t)− 1
)
− e0
h¯
E(r) · ∇kpk(r,t), (1.64)
n˙jq(r,t) = Γ
em
qj (r,t)
(
njq(r,t)+1
)
− Γabsqj (r,t)njq(r,t)
− γph
(
njq(r,t)− njq,B(r)
)
(1.65)
with ∆ωk =
1
h¯
(εvk − εck + iγk). This is a coupled system of differential equa-
tions for the carrier occupation ρλk for λ = e,h, the microscopic polarisation
pk and the phonon number n
j
q with dephasing γk = γ
cp
k +γ
cc
k and the in- and
out-scattering rates Γ
in/out
kλ = Γ
in/out(cp)
kλ +Γ
in/out(cc)
kλ . Note that in the equation
for the phonon number no contributions of Hc,c, Hc,l and Hc,f appear. These
contributions are neglected since they have only an impact on higher orders
of the correlation expansion, which goes beyond the scope of this thesis. The
equations describe the time- and momentum-resolved coupled dynamics of
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electrons/holes, phonons, and the microscopic polarisation. The dynamics
of electrons in the conduction band and holes in the valence band are sym-
metric, but have different initial conditions for doped graphene samples. In
a homogeneous system the diffusion term vanishes and the Wigner function
equals to the carrier occupation.
1.5 Electrical current
In this section we take a first look on how an electric field correspond to an
electrical current in the case of a homogeneous system. First, we determine
the current for graphene, and afterwards we introduce a moving coordinate
frame to simplify the equations of motion.
Current
The current density in two-dimensional materials is defined as
j(t) = − g e0
m0L2
∑
if
〈f |p− e0A|i〉〈a+f ai 〉 (1.66)
with the area of the graphene sheet L2, initial and final Bloch states i,f ,
the momentum p = −ih¯∇r and the factor g = 4 accounts for spin and
valley degeneracies. To study the transport properties in graphene only the
intraband current has to be considered, applying furthermore a homogeneity
assumption implies equal states i and f . The occuring quantity 〈f |∇r|f〉
can then be determined by solving the Schro¨dinger equation for the Bloch
functions |f〉 = ϕkλ(r)[
− h¯
2
2m0
+ V (r)
]
ϕkλ(r) = ε
λ
kϕkλ(r). (1.67)
Using the definition of the Bloch function and multiplying the Schro¨dinger
equation with ϕ∗kλ(r)∇k yields 〈f |∇r |f〉 = im0h¯2 ∇kελk and for the intraband
current density one has[42]:
j(t) = − g e0
h¯L2
∑
kλ
ρλk(t)∇kελk = −
g e0vF
L2
∑
kλ
ρλk(t) ek. (1.68)
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In conventional materials, the electronic dispersion is parabolic, i.e. ελk =
h¯2k2/(2m) and the current density is proportional to the momentum k,
such that the current diverges with time in the case without many-particle
scattering. The linear band structure of graphene ελk = h¯vF|k| with the Fermi
velocity vF leads to a qualitatively different behaviour of the current density.
The latter is now proportional to the unity vector ∇k|k| = k/|k| = ek.
As a result, the current is not affected by the magnitude of the momentum
but solely by its direction and thus in contrast to conventional materials
the generation and decay of the current density can be influenced by both
carrier-phonon and carrier-carrier scattering [57].
Shift of carriers
Now, we solve the equation for the field term which is given by
ρ˙λk(t) = −
e0
h¯
E · ∇kρλk(t). (1.69)
This equation can be solved by using the Ansatz ρλk(t) = g
λ(k − e0
h¯
Et) for
any function g, e.g. a Fermi distribution. This means that an electric field
shifts carriers in momentum space. The resulting current is given by
j(t) = −g e0vF
L2
∑
kλ
gλ
(
k− e0
h¯
Et
)
ek. (1.70)
Note that the amplitude of the current is determined by the asymmetry of
the shifted distribution gλ(k − e0
h¯
Et). The influence of the electric field on
the carrier dynamics will be discussed in more detail in chapter 3.
It is possible to transform the spatio-temporal Bloch equations in such a
way that the terms with the electric field vanishes by using the coordinate
transformation k→ k− e0
h¯
Et, which correspond to the transformation of the
system into a moving reference frame [58]. The time derivative is transformed
by d
dt
→ d
dt
− e0
h¯
E · ∇k, such that the field term is canceled. The resulting
equations correspond to the standard graphene Bloch equations without elec-
tric field, where the field induced dynamics are hidden in the motion of the
coordinates. Note that if impurities are taken into account these impurities
start moving in the new reference frame.
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To understand the transformation in more detail, we solve exemplary the
equation for the carrier density in the transformed coordinates, which is given
by ρ˙λ
k− e0
h¯
Et
(t) = hλ
k− e0
h¯
Et
(t) where h denotes the right hand side of equation
(1.63). The time derivative can be approximated by the differential quotient,
i.e. ρ˙λ
k− e0
h¯
Et
(t) = (ρλ
k− e0
h¯
E(t+dt)
(t + dt) − ρλ
k− e0
h¯
Et
(t))/dt = hλ
k− e0
h¯
Et
(t). Now,
we shift the momentum coordinate back to the original non-moving frame
which results into
ρλk− e0
h¯
Edt(t+ dt) = ρ
λ
k(t) + h
λ
k(t) dt. (1.71)
This equation demonstrates that applying an electric field induces a shift of
ρλk in k-space (the same holds for pk).
1.6 Analytic evaluation of diffusion
In this section we discuss the diffusion term analytically to get first insights
on the influence of the diffusion to the carrier dynamics. The diffusion term
reads
f˙λk (r,t) = −
1
h¯
∇kελk · ∇rfλk (r,t). (1.72)
In the following we consider electrons in the conduction band and suppress
the index λ (we get the same results for holes in the valence band). First, we
show that the diffusion term induces a current, which can be related to the
continuity equation. Afterwards, we find an expression for the corresponding
diffusion field (in analogy to an electric field) and discuss the occuring effects
on the current. In the last part we present analytic expressions for the
conductivity and the Seebeck coefficient.
Continuity equation
We start with the integration over the carrier momentum k. The integration
of the left hand side of equation (1.72) is the time derivative of the charge
carrier density n(r,t) which is defined as n(r,t) = −e0 gL2
∑
k fk(r,t). The
right hand side can be rewritten such that the spatial derivative acts on
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the whole expression as divergence, i.e. −−ge0
h¯L2
∑
k∇kεk · ∇rfλk (r,t) = −∇r ·( − ge0
h¯L2
∑
k∇kελk fλk (r,t)
)
= −div j(r,t), where we used the definition of the
charge current j(r,t). Finally, the integration of the diffusion term gives the
continuity equation[59]
n˙(r,t) = −div j(r,t). (1.73)
The continuity equation describes that a change of the local charge den-
sity corresponds to the generation of a local charge current, reflecting the
conservation of charge.
Current
According to the continuity equation the diffusion changes the local carrier
density and induces local currents. To understand the generation of currents
we assume that the carrier distribution can be described as Fermi distribu-
tion, i.e.
fk(r,t) = fk
(
µ(r,t), T (r,t))
)
=
(
e(εk−µ(r,t))/kBT (r,t) + 1
)−1
(1.74)
where we assumed that doping µ(r) and temperature T (r) depend on the
spatial position r and time t. With these specific dependencies of the carrier
distribution the spatial derivative can be rewritten as
f˙k(r,t) = −1
h¯
∂εk
∂k
∂fk
∂r
= −1
h¯
∂εk
∂k
(
∂fk
∂µ
∂µ
∂r
+
∂fk
∂T
∂T
∂r
)
. (1.75)
The temperature derivative in the second term can be transformed into a
doping derivative, i.e. ∂fk/∂T = (εk − µ)/T ∂fk/∂µ and we get
f˙k(r,t) = −1
h¯
(
∂µ
∂r
+
εk − µ
T
∂T
∂r
)
∂εk
∂k
∂fk
∂µ
. (1.76)
Now, we introduce a k derivative of the carrier distribution via ∂fk/∂k =
−∂εk/∂k ∂fk/∂µ which results into
f˙k(r,t) =
1
h¯
(
∇rµ(r,t) + εk − µ(r,t)
T (r,t)
∇rT (r,t)
)
· ∇kfk(r,t). (1.77)
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By defining the diffusion field Ediffk =
1
e0
∇rµ + εk−µe0 T ∇rT the equation looks
the same as the term for an external field, cf. equation (1.69). The first term
describes the photovoltaic effect and the second term denotes the thermo-
electric effect.
For example, local optical excitation of carriers lead to local heating which
correspond to temperature gradients and result into a diffusion current. Note
that in a homogeneous system the total diffusion current is zero, since carri-
ers diffuse into all directions.
In a p-n junction the gradient of doping between p- and n-region leads to dif-
fusion of electrons from n to p. Since the diffusion of electrons is favourable
from n to p the total diffusion current is non-zero. To reach a equilibrium
situation we have to take into account that diffusion of electrons from n to
p (and diffusion of holes from p to n) build up a depletion zone, where the
opposite charge of electrons and holes induces an electric field which counter
acts the diffusion field. Optically induced heating of a p-n junction leads to
a non-vanishing total current via the Seebeck effect, note that the diffusion
field scales with doping and temperature gradient.
Conductivity and Seebeck coefficient
Now, we solve the diffusion term in the relaxation time approximation and
determine the corresponding current. We assume that the carrier occupation
can be written as a sum of an unperturbated Fermi distribution ρ
λ(0)
k and
a small perturbation ρ
λ(1)
k , i.e. ρ
λ
k ≈ ρλ(0)k + ρλ(1)k . Furthermore, we assume
that the perturbation relaxes into the equilibrium with relaxation time τk.
Taking this into account we add a term − 1
τk
ρ
λ(1)
k and the diffusion term then
reads
ρ˙λk = ρ˙
λ(0)
k + ρ˙
λ(1)
k =
e0
h¯
Ediffk
(
∂ρ
λ(0)
k
∂k
+
∂ρ
λ(1)
k
∂k
)
− 1
τk
ρ
λ(1)
k (1.78)
with αk being the prefactor in equation (1.77). The time derivative of the
Fermi distribution ρ˙
λ(0)
k vanishes, since this is already the equilibrium distri-
bution and the momentum derivative ∂ρ
λ(1)
k /∂k will be neglected because it
describes higher order effects. The remaining ordinary differential equation
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can be directly solved
ρ
λ(1)
k =
∫ t
0
dt′e−(t−t
′)/τk e0
h¯
Ediffk
∂ρ
λ(0)
k
∂k
=
e0
h¯
Ediffk τk
∂ρ
λ(0)
k
∂k
(
1− e−t/τk). (1.79)
In the regime where scattering is important, i.e. t  τk, the exponential
vanishes and the solution simplifies. Now, we determine the corresponding
current which reads
j = −ge0vF
L2
∑
kλ
ρλk ek = −
ge0vF
L2
∑
kλ
(
ρ
λ(0)
k + ρ
λ(1)
k
)
ek. (1.80)
In equilibrium there is no current and the term going with ρ
λ(0)
k vanishes, since
the sum over an symmetric function ρ
λ(0)
k times an asymmetric function ek
is equal to zero. The remaining current is given by
j = −ge
2
0vF
h¯L2
∑
kλ
Ediffk τk
∂ρ
λ(0)
k
∂k
ek = −ge
2
0v
2
F
L2
∑
kλ
Ediffk τk
∂ρ
λ(0)
k
∂ελk
, (1.81)
where we used ∂ρ
λ(0)
k /∂k = ∂ρ
λ(0)
k /∂ε
λ
k ∂ε
λ
k/∂k with ∂ε
λ
k/∂k = h¯vFek in the
last step.
Finally, we plug in the definition of Ediffk and the current reads
j = σE + Sσ∇rT (1.82)
with E = ∇rµ/e0, conductivity σ and Seebeck coefficient S, the latter two
are defined as
σ = −ge
2
0v
2
F
L2
∑
kλ
τk
∂ρ
λ(0)
k
∂ελk
(1.83)
S = − 1
σ
ge20v
2
F
L2
∑
kλ
τk
ελk − µ
e0 T
∂ρ
λ(0)
k
∂ελk
. (1.84)
The first term in equation (1.82) describes Ohm’s law and the second term
represents the thermoelectric current stemming from the Seebeck effect.
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CHAPTER 2
Carrier dynamics in graphene
The focus in this chapter lies on the carrier dynamics in graphene without
an external electric field in order to understand the main mechanisms for the
relaxation of optically excited carriers[37, 39, 57, 60–63]. We use the solution
of the graphene Bloch-equations to get full microscopic access to the time-
and momentum resolved dynamics of coupled carriers and phonons. The
Bloch-equations have been used successfully to model other low dimensional
material like carbon nanotubes (CNTs)[64, 65] and transition metal dichalco-
genides (TMDs)[66–68]. The treatment of all considered interactions on the
same microscopic level allows the explanation of experimentally accessible
effects as well as for the suggestion of new phenomena. The chapter is struc-
tured as followed: after introducing the possible scattering mechanisms the
general relaxation processes are discussed. In the last section some results
(publications V-XII) are presented.
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2.1 Characterization of scattering channels
Coulomb scattering
Vc cc c Vc vc v Vc vv c
Figure 2.1: Examples of non-Auger scattering channels, the first two processes
show intraband scattering while the last one is a carrier-carrier interband process.
Coulomb scattering is a two particle process, whose strength is determined
by the matrix element V 1234 containing 2
4 = 16 different scattering channels.
In the linear approximation of the band structure the velocity of carriers is
the same in both bands and εck is equal to −εvk. In undoped graphene the
electron-hole symmetry reduces the possible scattering channels by a factor
of two. The transition where both carriers starts in the same band and
both scatter to the other band is energetically forbidden, corresponding to
V k1c,k2ck3v,k4v . The remaining seven scattering channels can be divided into two
classes: Auger processes (4 channels) and non-Auger processes (3 channels).
Both types include interband processes and the latter includes also intraband
scattering. The non-Auger intra- and interband processes are illustrated in
Fig. 2.1. Note that carrier-carrier processes with small transfer momentum
are most efficient due to the 1/q13 (cf. eq. (1.28)) dependence of the Coulomb
matrix element. Direct backscattering for intraband processes is forbidden
but for interband processes it is very effective, such that the strongest Auger
processes are on one line through the Dirac point.
Auger scattering and carrier multiplication
The linear band structure and the vanishing band gap in graphene enable
efficient Auger scattering. In these Auger processes carriers scatter in such
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a way that the number of carriers in one band changes and they can be di-
vided into two subprocesses, namely Auger recombination (AR) and impact
excitation (IE). For AR one carrier scatters from the conduction band to the
valence band whereas the second carrier remains in the same band. IE is
the corresponding inverse process. In conventional materials with parabolic
band structure Auger processes are strongly suppressed since the fullfilling
of momentum and energy conservation is unlikely in such systems. The main
advantage of Auger scattering is that impact excitation generates additional
carriers in the conduction band. This effect becomes important under opti-
cal excitation since one excited carrier excites other carriers via IE, resulting
into a carrier multiplication (CM) and a larger carrier density. The carrier
multiplication is quantified as the ratio CM(t) = n(t)−n0
nopt(t)
with the stationary
carrier density before the optical excitation n0, the pure optically-induced
carrier density nopt(t), and the total carrier density n(t) containing the opti-
cal excitation as well as all scattering processes. CM takes place, i.e. CM > 1,
when the impact excitation exceeds the inverse process of Auger recombina-
tion resulting in an increased carrier density.
Carrier-phonon scattering
Similar to the carrier-carrier scattering, the carrier-phonon processes can
be distinguished into intra- and interband scattering. A measure to divide
these processes is the size of the phonon momentum q compared to the Dirac
cone. For zero momentum the carrier-phonon scattering is vertical between
valenceband and conductionband and is therefore an interband process, this
process is only possible if the energetic distance between the two bands equal
the discrete phonon energy. All momenta in the range 0 < q <
ωjq
vF
fullfill
the condition for interband processes, such that one carrier in one band at
a given momentum and angle are able to scatter to all other possible angles
in the other band. Carrier-phonon scattering with q =
ωjq
vF
is named parallel
scattering, since the corresponding scattering processes are along the Dirac
cone and can be both intra- and interband scattering. Carriers scattering
with phonons with larger momenta remain in one band, i.e. the scattering
channel is flatter than the dispersion of the band structure, this process is
called intraband scattering. The involved phonons can be either absorbed
or emitted in the scattering process, which correspond to an energy transfer
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between the phononic system and the electronic system, e.g. carriers loose
energy when they scatter in a phonon-emission process.
The angular dependence of the different phonon modes (Γ-LO, Γ-TO, Γ-
LA and K-TO) is shown in Fig. 2.2. This is a view on top of the Dirac
cone, which means that circles centered around the Dirac point (at zero
momentum) describes the same energies but different angles. At the posi-
tion of the red area a non-equilibrium density is set, which decreases due
to carrier-phonon scattering, i.e. the difference of the carrier occupation
becomes negative (red), and the out-scattered carriers form parts of an (or-
ange) circle at lower energies. For interband scattering the dependence of
the optical modes on the orange circle is inverted, the acoustic mode allows
no interband transition since the dispersion of Γ-LA is much flatter than the
electronic dispersion. The optical Γ modes complements each other resulting
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Figure 2.2: Angular dependence of (a) Γ-LO, (b) Γ-TO, (c) Γ-LA and K-TO
phonon modes for intraband scattering. The out scattering from the initial carrier
density (red) induces the redistribution of carriers into the orange regions. The
carrier occupation is shown around the Dirac point.
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into angular and energy relaxation in steps of the phonon energy. The K-
TO mode describes the scattering between different Dirac valleys and favors
backscattering (if mapped to one valley). The acoustic phonons Γ-LA induce
forward scattering, in which the scattering strength scales with the phonon
momentum q. In contrast to the optical modes the acoustic mode provides
no significant energy relaxation, again due to the flat phonon dispersion, but
allows momentum relaxation and continous energy transitions [39, 69].
2.2 Optical excitation and relaxation
Figure 2.3: (a) The thermal Fermi distribution at room temperature is optically
excited (b), after a few tens of femtoseconds the anisotropy vanishes and the dis-
tribution thermalizes via carrier-carrier scattering, resulting into a hot Fermi dis-
tribution (c). Afterwards carrier-phonon processes lead to a cooling of carriers on
a picosecond timescale.
In this section the relaxation of carriers after an optical pulse excitation is
studied. The optical field is defined via the vector potential A(t), which in
the following is assumed to have a Gaussian shape
A(t) = A0eˆp cos(ωLt)e
− t2
2σ2t , (2.1)
with the amplitude of the field A0, the polarisation unity vector eˆp, the fre-
quency of the light ωL and the pulse width σt. The strength of the excitation
is given by the pump fluence Epf which can be determined from the intensity
of the light field. The pump fluence is given by
Epf = A
2
0ω
2
Lσtε0
√
pic/2 (2.2)
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with the velocity of light c. The angular dependence of the optical excitation
correspond to the scalar product |Mvck · eˆp|2 which follows a sinus of the
angle between electron momentum and polarisation and provides therefore
an anisotropic distribution of excited carriers. This behaviour is shown in
Fig. 2.3 (b) for y-polarised light.
After the optical excitation, carriers relax on a timescale of hundreds of
femtoseconds with respect to energy and momentum, i.e. the carriers form
again a Fermi distribution but with higher temperature. Thereafter the
electronic system equilibrate with the lattice on a picosecond timescale. The
temperature of the hot Fermi distribution can be estimated if we assume
that the whole absorbed energy of the optical pulse is transferred to the hot
Fermi distribution, i.e. the energy loss to the lattice is negligible until the
hot Fermi distribution is formed. Note, that a graphene sheet absorbs 2% of
the incident light.
The carrier density n and the total carrier energy ε for a Fermi distribution
with initial temperature T0 can be determined by using
∫∞
0
dx xj/(ex + 1) =
(1−2−j)Γ[j+1]ζ[j+1] and are given by n = k2Bpi/(3h¯2v2F )T 20 = c1T 20 and
ε = 6k3Bζ(3)/(h¯
2v2Fpi)T
3
0 = c2T
3
0 . Using theses formulas, the carrier density
can be expressed in terms of the energy n = c1(ε/c2)
2/3. Adding the energy
of the optical pulse εopt to the carrier energy results in n = c1(T
3
0 +εopt/c2)
2/3
and the final temperature is given by
T = (T 30 + εopt/c2)
1/3 (2.3)
the corresponding temperature increase is ∆T = T − T0. If εopt/c2 is large
compared to T0 the temperature increase simplifies to ∆T = (εopt/c2)
1/3−T0
and decays linearly with respect to the initial temperature.
Carrier-phonon relaxation
Consider first the case with pure carrier-phonon scattering. After the optical
excitation carriers scatter in discrete energy steps towards the Dirac point.
Note that the occupation of carriers increases with each lower energy level
since the density of states decreases, assuming a constant carrier density.
Recombination takes place when carriers are scattered to the energies of
the phonon transition. With only optical phonon modes no thermalization
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is possible, again due to the discrete energy steps. Taking carrier-phonon
scattering with acoustic phonons into account, the carriers relax to a Fermi
distribution on a timescale of hundreds of picoseconds. Due to the angular
dependence of the scattering with all phonon modes the optical induced
anisotropy is quickly reduced.
Carrier-carrier relaxation
The impact of carrier-carrier scattering on relaxation can be divided into
several mechanisms: intraband scattering which leads to a broadening of the
excited carriers, since if one carrier scatters towards lower energies a second
carrier has to scatter to higher energies fulfilling energy- and momentum con-
servation. The impact excitation correspond to an accumulation of carriers
near the Dirac point, due to the generation of carriers at the Dirac point
and the scattering of the second assisted carrier to smaller energies. Auger
recombination behaves in the opposite way, this means that the carrier oc-
cupation depopulates for small energies while the optically excited carriers
scatter to higher energies. Note that Coulomb scattering is most efficient for
collinear processes such that the angle relaxation is slow.
Full dynamics
Taking carrier-phonon as well as carrier-carrier scattering into account the
relaxation dynamics can be completely described: The initial Fermi distribu-
tion is excited by an optical pulse establishing an anisotropy at the excitation
energy, cf. Fig. 2.3(b). The carrier-carrier scattering leads to a thermaliza-
tion on a 100 fs timescale, i.e. the excited carriers reach a quasi-equilibrium
and form a hot Fermi distribution, cf. Fig. 2.3(c). The further relaxation is
governed by carrier-phonon processes, which cool down the carrier distribu-
tion on a picosecond time scale, until the carrier distribution is in equilibrium
with the phonon bath.
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2.3 Results
In this section, a brief summary of the main results from the attached papers
V-XI investigating the carrier dynamics in graphene will be provided.
Population inversion and graphene-based lasers
The scattering towards the Dirac point while the density of states is shrink-
ing results in carrier occupations above one half for small energies. Such
occupations are called population inversion, since for these carriers is the
occupation in the conduction band higher than in the valence band. Such a
broad population inversion was already measured [70, 71], and theoretically
described [72, 73] and is a crucial ingredient to create a laser. A disadvan-
tage in graphene is that non-radiative carrier recombination is very efficient
such that the population inversion is destroyed after few femtoseconds. The
strategy to achieve a long-lived population inversion, which enables optical
gain and lasing, is to reduce the non-radiative recombination and enhance
the carrier-photon coupling, cf. paper VI. The non-radiative scattering pro-
cesses can be reduced by applying high-dielectric substrates which screen the
carrier-carrier scattering. Another important aspect is the coupling of car-
riers to photons, which can be strengthen by using a high quality photonic
crystal nanocavity. Such structures provide high quality factors such that
the photonic losses are reduced. The statistics of the outcoming light reveals
that for large dielectric constants, high quality factors and long pump pulses
lasing can be achieved. In the presence of a magnetic field lasing can be
achieved between different Landau levels [74, 75].
Tuning of recombination channels
The dynamics can be tuned to be dominated by either carrier-carrier or
carrier-phonon scattering by applying different dielectric constants or ex-
citation strengths, cf. paper V. The recombination by phonon-interband
processes outperform the Auger induced recombination for large dielectric
constants, due to strong screening of the Coulomb interaction. Another pos-
sibility for phonon dominated recombination is to weakly excite graphene
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such that the optically generated carrier occupation and therefore the num-
ber of scattering partners is small. This suppresses the Coulomb scattering
since it is a two particle process, in contrast to phonon scattering where only
one electron is involved.
Double saturation
The carrier occupation generated by optical pumping, which correspond to
the absorption, saturates for high pump fluences (≈ 10 mJ cm−2) due to Pauli
blocking. Additionally, graphene shows an unconventional second saturation
at small fluences, which is three orders of magnitude smaller (≈ 10µJ cm−2)
and is governed by many-particle scattering processes, cf. paper VIII. The
saturation for low fluences can be traced back to the efficient Coulomb in-
duced out-scattering which depopulates the carriers at the excitation energy
(the in-scattering is negligible in this regime). The rise of the out-scattering
with the pump fluence is faster than the generation of carriers, such that the
carrier occupation saturates.
Optical saturation at low energies
For low energies the optical dipol moment diverges, such that the excitation
of carriers becomes faster than relaxation processes, which results into optical
saturation, cf. paper VII. If the optical response is treated pertubatively, the
saturated low energy states have to be excluded. Since more carrier states
are saturated for stronger fields, the nonlinear response coefficients calculated
with perturbation theory become field dependent.
Auger signatures
Carrier-phonon scattering can be suppressed by applying small temperatures
or optical pumping with excitation energies below the phonon energies. These
low excitation energies forbid scattering with optical phonons and small tem-
peratures weaken the scattering with acoustic phonons. As result, a Auger
dominated carrier dynamic is obtained, cf. paper XI. In the regime of low flu-
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ences the impact excitation dominates, since carriers scatter towards lower
energies and at the same time they excite additionally carriers, resulting
into an accumulation of carriers in the vicinity of the Dirac point. For high
fluences the dynamic is completely different, since many more carriers are
excited and provide therefore more scattering partners. Intraband Coulomb
scattering leads to a broadening of the excited carriers and, in contrast to the
low fluence regime, carriers are scattered above the excitation energy. Due to
efficient Auger recombination a pronounced loss of carriers can be observed
at the Dirac point.
Anisotropy
The optical excitation of graphene is anisotropic in k-space, cf. Fig. 2.3.
The many-particle scattering reduces the asymmetry on a timescale of tens
of femtoseconds due to carrier-phonon scattering. The reduction can be
manipulated with different substrates, fluences and dopings, cf. paper X.
At low fluences the asymmetry decays fast since carrier-phonon scattering
across the Dirac cone is very efficient. For high fluences the carrier occu-
pation at the excitation energy is also enhanced. The Coulomb scattering,
which is a two-particle process and therefore becomes more effective for in-
creased carrier occupations, induces fast energy relaxation. The scattering of
carriers to the vicinity of the Dirac point is faster than the phonon-induced
reduction of the asymmetry, such that an asymmetric carrier distribution
below the phonon energy, where the relaxation via carrier-phonon scattering
is suppressed, can be established. Subsequently, the anisotropy is reduced
by non-colinear Coulomb processes on a larger timescale. Another way to
enlarge the lifetime of the anisotropy is to apply a higher doping. The under-
lying mechanisms are twofold: (i) the phase space is reduced and therefore
the scattering is weaker and (ii) the doping induced enhancement of the
screening decreases the carrier-carrier scattering.
Paper IX is a review article summarizing the insights on the ultrafast phe-
nomena characterizing the carrier dynamics in graphene.
CHAPTER 3
Carrier dynamics in an electric field
In this chapter, the impact of an external in-plane electric field to the carrier
dynamics in graphene will be discussed. First, the influence of the field to the
carriers, resulting into a dark current is studied. Note that, due to the linear
band structure in graphene, carrier-carrier scattering has a crucial role in the
generation of the current [57, 76–78]. While most studies in literature focus
on the linear response and deploy the Drude approach for the conductivity,
there are only a few studies addressing the non-linear response of graphene
to an electric field [79–83]. In our microscopic theory, we investigate the
interplay of field induced shift of carriers and many-particle scattering.
3.1 Field induced shift of carriers
An external electric field, which is set to point into the negative x-direction,
E = (−E,0,0), shifts the carriers in graphene into the opposite direction
(positive x-direction). For undoped graphene the dynamic for electrons and
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holes is completely symmetric, such that it is sufficient to consider only the
electrons in the conduction band. Note that the shift of electrons and holes
in the same direction correspond to a moving into opposite directions in real
space.
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Figure 3.1: Carrier occupation at different times (with respect to the switch-on
of the electric field) for a field strength of E = 0.32 Vµm−1 and a temperature
of T = 300 K including (a) no scattering contributions, (b) only carrier-carrier
scattering, (c) only carrier-phonon scattering, and (d) full carrier dynamics.
To understand the impact of the field-induced shift of carriers, the case with-
out scattering will be discussed first. The behaviour of the carrier occupation
ρck(t) (initially a Fermi distribution) along the kx-direction, which is the same
direction of the applied field, is illustrated in Fig. 3.1(a). After switching
on the electric field the carriers are shifted into the positive kx-direction,
corresponding to the opposite direction of the field. The shift of the car-
rier occupation destroys the initial symmetry of the carrier distribution in k
space, since now more carriers are on the positive branch of the Dirac cone.
Influence of carrier-carrier scattering
Including now carrier-carrier scattering leads to only a slight shift of carrier
distribution, compared to the case without scattering. The redistribution of
carriers acts against the electric field (and the corresponding shift of carri-
ers) such that the position of the maximum of the carrier distribution equi-
librates, cf. Fig. 3.1(b). Interestingly, the distribution of carriers becomes
much broader than the initial Fermi distribution. The underlying mechanism
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is a density increase induced by efficient Auger processes, or more specific
impact excitation. The field induced shift favors impact excitation in two
ways: (i) it provides carriers at high energies and (ii) it depopulates the car-
rier occupation in the vicinity of the Dirac point, such that one carrier from
an energetically higher state scatters to lower energies while a second car-
rier scatters from the valence band into the conduction band and therefore
increases the carrier density. A measure for the density increase is defined
by the dark carrier multiplication (dCM) which is the ratio of the final and
initial densities n and n0: dCM =
n
n0
. Another possibility to generate more
carrier density in the conduction band is the Schwinger mechanism [82–84],
but this effect can be neglected at temperatures T ≥ 100 K, such that the
field induced dark carrier multiplication outweighs the Schwinger effect.
Influence of carrier-phonon scattering
In the case of pure carrier-phonon scattering the shape of the carrier distri-
bution deviates drastically from a Fermi distribution, cf. Fig. 3.1(c). Even
though it looks like the carrier density is strongly reduced, this is not the
case and the density changes only slightly. This impression occurs since in
Fig. 3.1(c) only the carrier distribution along the kx axis is depicted, but
considering the whole two-dimensional plane in k-space reveals that the car-
rier distribution is widely broadened, due to the carrier-phonon scattering.
In contrast to the carrier dynamics without electric field the scattering with
acoustic phonons in the presence of an electric field is crucial, due to the
influence of acoustic phonons to momentum relaxation.
The complete dynamics including both carrier-carrier and carrier-phonon
scattering is displayed in Fig. 3.1(d). The carrier distribution behaves simi-
lar to the case with pure Coulomb processes, where the continuous generation
of carriers induce an increasing broadening of the carrier distribution. When
the distribution becomes too broad, the efficiency of phonon-induced recom-
bination, which reduces the carrier density, is enhanced. Additionally, the
energy relaxation of phonon-intraband scattering then also enhances.
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3.2 Dark current
The current density for undoped graphene is given by
j(t) = − g e0
h¯L2
∑
k
ρck(t)∇kεck = e0n(t)vdrift(t), (3.1)
where g = 8 accounts for spin and valley degeneracies as well as electron
hole symmetry. The second expression can be obtained by introducing the
definitions for carrier density n(t) = (8/L2)
∑
k ρ
c
k(t) (sum of electrons and
holes) and using the electron group velocity vck = ∇kεck/h¯ to define the drift
velocity vdrift(t) = −(8/L2n(t))
∑
k ρ
c
k(t)v
c
k. The group velocity in conven-
tional materials with parabolic band structure is vck = h¯k/m with effective
mass m, this means that the current scales linearly with the shifting of carri-
ers. In contrast, graphene provides a linear band structure with εck = h¯vF|k|
resulting in vck = vFek. Note that the group velocity is now independent of
the magnitude of the electronic momentum k and therefore only the angle
between k and the applied electrical field E counts.
Since the current depends on the carrier density, Auger scattering processes
are crucial and have a positive effect on the current density (due to the
increase of the carrier density via carrier multiplication).
No scattering
The case without scattering demonstrates that the shift of carriers, which
destroys the initial symmetric carrier distribution, leads to an asymmetry
even though the shape of the carrier distribtion is not changed. The rise-
time of the current is determined by the strenght of the electric field and
the current increases until the whole carrier occupation lies completely on
the positive side of the Dirac cone. After this, the current rises much slower
which is determined by the alignment of the angles to the x-axis, since the
current depends on the unity vector ek. The current saturates when the
whole carrier distribution is completely on the x-axis and therefore the an-
gular dependency vanishes.
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Figure 3.2: Current for different scattering channels including full carrier dynamics
(blue), only carrier-carrier scattering (red, scaled by a factor 0.5), only carrier-
phonon scattering (orange, dashed without acoustic phonons), and no scattering
(grey).
The equation for the current can then be simplified by using
∑
k ρ
c
k ek ≈
ex
∑
k ρ
c
k and the generated saturation current density reads in x-direction
jsat =
8e0vF
L2
∑
k
ρck,0 = e0vFn0 =
e0pik
2
B
3 h¯2vF
T 2, (3.2)
where kB is the Boltzmann constant and ρ
c
k,0/n0 is the initial carrier occu-
pation/density. The saturated current is independent of the strength of the
electric field and scales with the square of the temperature T . Note that the
saturation of the current density sets in already at picosecond time scales and
long before the charge carriers leave the linear region of the Brillouin zone,
cf. the grey line in Fig. 3.2. The scenario that carriers leave the linear region
of the Brillouin zone, which would eventually result in Bloch oscillations, has
not been taken into account, since Coulomb- and phonon-induced scattering
processes will prevent this in all realistic situations.
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Carrier-carrier scattering
Consider now the case with only carrier-carrier scattering. The efficient
Auger processes, which correspond to strong dark carrier multiplication, in-
crease the carrier density. The lack of efficient energy relaxation processes
and the field induced shift lead to a permanent generation of carriers. Since
the carrier distribution is shifted and the intraband Coulomb scattering re-
distributes the carriers in such a way that the distribution is more or less
symmetric in respect to the maximum, an increase of the density implies
that the overall asymmetry increases and therefore also the current, which is
shown in Fig. 3.2. In summary, it is not possible to reach a quasi-equilibrium
with pure carrier-carrier scattering.
Carrier-phonon scattering
Taking only carrier-phonon scattering with optical phonons into account
(dashed orange line in Fig. 3.2), the field induced shift of carriers domi-
nates the first few hundreds femto seconds. The carrier-phonon scattering is
suppressed, since the carriers have to be shifted beyond the large phonon en-
ergies until carrier-phonon scattering can take place. After the carriers reach
these energies, carriers scatter back to lower energies and the field domi-
nates again, this oscillation can be seen in Fig. 3.2. Adding also acoustic
phonons (orange line) leads to a much smaller current since the relaxation is
now not longer restricted to the discrete phonon energies. Note that carrier-
phonon scattering parallel to the Dirac cone can be both intra- or interband
process. The field induced shifting of carriers to energetically higher states
enables parallel phonon emission processes, the hereby generated phonons
are able via absorption to induce parallel interband scattering, resulting into
a continously increase of the carrier density which correspond to an ongoing
enhancement of the current.
Full dynamics
Considering the complete dynamics including both carrier-carrier and carrier-
phonon scattering, the interplay of both scattering mechanisms now exhibits
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an equilibrium, since interband emission of optical phonons compete with the
density generating Auger processes. This stabilizes the carrier distribution
and therefore the current saturates. Note that the current with scattering
can be larger than in the case without scattering since (i) the current without
scattering saturates and (ii) the efficient dark carrier multiplication increases
the carrier density resulting in an enhancement of the current.
46 CHAPTER 3. CARRIER DYNAMICS IN AN ELECTRIC FIELD
CHAPTER 4
Photoconduction effect
In this chapter we study the photoconduction effect in graphene to model
photodetectors with high responsivities [85, 86]. This requires the description
of the carrier dynamics in presence of an electric field together with optical
excitation. In the following, we shine light on the contribution of the carrier
multiplication (which generates additional carriers) to the photocurrent and
we consider different experimental conditions for tuning the photocurrent.
4.1 Asymmetry and photocurrent
So far, we studied the processes which determine the (asymmetric) carrier
distribution before reaching a quasi-equilibrium. In the following section we
will discuss how such an asymmetry responds to a pertubation induced by
optical excitation, i.e. how the current and the asymmetry changes. The
corresponding photocurrent jph(t), which is defined as difference between
total current j(t) and stationary current jsat before the optical excitation is
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Figure 4.1: Asymmetry and photocurrent generation. (a) carrier distributions ρkx
for different electric fields after 0.2 ps of the maximum of the excitation pulse,
which is centered at the carrier momentum of 0.5 nm−1. (b) Photo-induced occu-
pation change ρphkx = ρkx − ρ0kx along the field direction. (c) The asymmetry of
the distribution in the kx-ky plane which is defined as ∆ρ
ph
k = ρ
ph
|k| − ρph−|k| for the
chosen field of strength 0.32 Vµm−1. (d) Resulting photocurrent density jphkx with
the excitation pulse in the background.
defined as
jph(t) = j(t)− jsat = −g e0vF
L2
∑
k
ρphk (t) ek, (4.1)
with the photo-induced occupation change ρphk (t) = ρ
c
k(t)− ρck,sat. To under-
stand the generation and decay of the photocurrent on a microscopic footing
it is necessary to have a closer look to the dynamics of the optically excited
carriers ρck(t).
In Fig. 4.1(a) the carrier occupation ρkx is shown for different field strengths,
shortly after the maximum of the optical excitation along the x-axis, corre-
sponding to the direction of the applied electric field. The carrier distribu-
tions look very similar to the quasi-equilibrium carrier distributions without
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optical excitation, which means a Fermi distribution which is shifted and
tilted along the direction of the electric field (the effect is more pronounced
for stronger fields). To get access to the dynamics induced by the optical
excitation, ρphkx has to be determined, which is illustrated in Fig. 4.1(b). The
maximum of the photo-induced occupation is higher in the negative kx di-
rection, but the occupation on the positive side of the Dirac cone is much
broader. The height of the maximum is determined by two effects: (i) asym-
metric optical excitation and (ii) asymmetric scattering. Both mechanisms
stem from the shifted quasi-equilibirum distribution which induces different
Pauli-blockings on different sides of the Dirac cone, i.e. it is more efficient
to excite carriers on the negative side. The same holds for the carrier-carrier
and carrier-phonon scattering which is more effective from the positive side
to the negative side of the Dirac cone than the other way round. Note that
the impact of the asymmetric scattering is in most situations the crucial
mechanism. The field induced shift of carriers determines the broadness of
the photo-induced occupation resulting into a narrower distribution on the
negative side, since the many-particle scattering to lower energies transports
the carriers in the same direction as the field, whereas the scattering starting
from the positive side of the Dirac cone acts against the shifting and the dis-
tribution is broader. The generated photocurrent can be roughly estimated
(by neglecting angular dependence) as the asymmetry of the photo-induced
carrier distribution ∆ρphk = ρ
ph
|k|−ρph−|k| which is depicted in Fig. 4.1(c) for an
electric field with strength 0.32 Vµm−1. The red and blue areas denote the
regions in which the asymmetry is negative and positive. This shows clearly
that even though the blue region is more extensive, the red area dominates
due to the much larger ampltidue resulting into a negative photocurrent
density, which is shown in Fig. 4.1(d).
Applying stronger electrical fields (corresponding to a larger shift of the carri-
ers) strenghten the asymmetry of the carrier distribution since the maximum
is shifted farther and the carrier distribution itself becomes more asymmetric
by a broader flank in the field direction. Note that a more asymmetric distri-
bution enhances also the asymmetric optical excitation and the asymmetric
carrier-carrier and carrier-phonon scattering, but the influence of sufficient
high fields on optically generated carriers outperforms these effects resulting
into a smaller negative amplitude of the photocurrent. If the field is strong
enough, the shift of carriers into the field direction is faster than the asym-
metric scattering into the opposite direction, and even positive amplitudes
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of the photocurrent can be observed, cf. Fig. 4.1(d).
In summary, the dynamics of optically excited carriers in the presence of an
electric field, forming the photocurrent can be traced back to four mecha-
nisms.
i. The asymmetric optical excitation which correspond to a negative
photocurrent. This contribution becomes only important under certain
circumstances, like small excitation energies or strongly distorted quasi-
equilibrium distributions, e.g. achieved by high temperatures or sub-
strates with high dielectric constants, such that the Pauli-blocking at
the excitation energy on different sides of the Dirac cone differ consider-
ably.
ii. The asymmetric many-particle scattering favors scattering from the
positive side of the Dirac one to the negative side due to a bigger Pauli-
blocking on the positive side induced by the shifted quasi-equilibrium
carrier distribution, accounting for a negative contribution to the pho-
tocurrent.
iii. The carrier-carrier and carrier-phonon scattering bring optically excited
carriers to lower energies into the vicinity of the Dirac point. When
these carriers are shifted by the electric field, the carriers starting
on the negative side of the Dirac cone are transported to the positive
side, resulting into a positive contribution to the photocurrent. This ef-
fect can be enhanced either by stronger field strengths or by suppressing
the many-particle scattering, for example with high-dielectric substrates
to suppress carrier-carrier scattering. Another possibility is to use high
temperatures, which correspond to strong Pauli-blocking due the broad-
ness of the carrier distribution.
iv. Finally, the carrier-carrier and carrier-phonon scattering relax
the system on a picosecond timescale back to the quasi-equilibirum dis-
tribution in the presence of the electric field. The timescale of the build
up of the photocurrent by the negative and positive contributions (i)-(iii)
is defined by the duration of the optical excitation.
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Figure 4.2: (a) Photocurrent for three different substrates characterized by the
dielectric background constants εSiO2bg = 2.45, ε
SiC
bg = 5.33 and an exemplary high-
dielectric substrate with εbg = 10. (b) Photocurrent for three different temperatures
T , since the difference of the photocurrent is very small in the range between 100 K
and 400 K we also show the extremely high temperature 700 K.
4.2 Influence of substrate and temperature
Having understood the microscopic mechanisms that govern the photocur-
rent, we now investigate how it can be controlled by external experimentally
accessible quantities, such as temperature and substrate. Our calculations
reveal that at enhanced temperatures, the amplitude of the photocurrent
density becomes smaller, cf. Fig. 4.2(a). Increasing the temperature cor-
responds to a much broader distribution with a less pronounced asymmetry
in the stationary carrier distribution ρ0k before the optical excitation (Fig.
4.2(b)). Hence, the photocurrent density, which mainly results from asym-
metric scattering, becomes smaller. At very large temperatures, we observe
the emergence of a positive photocurrent density component approximately
0.2 ps after the optical excitation (blue line in Fig. 4.2(a)). Analogously to
the field dependence, the sign of the photocurrent density is determined by
the interplay between field-induced shift of the optically excited carriers away
from the Dirac point and counteracting many-particle scattering processes
bringing the carriers towards the Dirac point.
At high temperatures, the field contribution jf becomes dominant and gives
rise to the observed positive photocurrent. While the initial rise of jf and
the underlying field rate Γf remains nearly unchanged with increasing tem-
peratures, the decrease of the scattering rates Γs in the first 0.2 ps due to
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higher symmetry in the carrier occupation and therefore weaker Pauli block-
ing is crucial (Fig. 4.2(d)). Since carrier-carrier scattering is more sensitive
to Pauli blocking (two electronic scattering processes) the rate decrease with
increasing T is more pronounced than in the case of carrier-phonon scatter-
ing. In fact, the carrier-phonon rate almost stays constant, since the phonon
occupation becomes larger at higher T , compensating the general reduction
of the scattering efficiency to a large extent. Note that scattering with K-
TO phonons is crucial here, since the strength of the corresponding matrix
element is the largest and since its angular dependence favours back scat-
tering across the Dirac cone having the largest impact on the asymmetry
of the carrier distribution [39]. Having in mind that scattering induces the
negative photocurrent contribution in Fig. 4.2(a) via carrier-phonon and
carrier-carrier scattering across the Dirac cone, the reduced many-particle
scattering explains the suppression of the negative photocurrent contribu-
tion and the eventual emergence of a positive current as the temperature
increases.
As we have seen so far, carrier-carrier scattering has a strong impact on the
photocurrent density in graphene. It is thus interesting to investigate how it
changes for different substrates, since the Coulomb scattering strength can be
controlled via the substrate-induced dielectric screening. A higher dielectric
constant of the substrate corresponds to a stronger background screening
and a weaker carrier-carrier scattering. Figure 4.2(a) shows the temporal
evolution of the photocurrent density jphx for three different substrates in-
cluding SiO2 (εbg = 2.45), SiC (εbg = 5.33) and an exemplary high-dielectric
substrate (εbg = 10). The larger εbg, the stronger is the substrate-induced
screening of the Coulomb interaction and the larger is the asymmetry in the
carrier occupation ρkx (Fig. 4.2(b)) resulting in a more pronounced nega-
tive amplitude of the photocurrent density. For substrates with εbg > 5,
we observe the appearance of a positive photocurrent density component ap-
proximately 0.5 ps after the optical excitation - similarly to the observation at
high temperatures in Fig. 4.2(a). This behaviour is due to the counteracting
contributions of the electric field and the many-particle scattering.
While carrier-phonon scattering becomes more efficient for large εbg due to
a higher asymmetry in the carrier occupation, the carrier-carrier scatter-
ing is generally strongly reduced through the substrate-induced screening.
In particular, the Coulomb-induced asymmetric scattering across the Dirac
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cone is strongly suppressed. Additionally, Auger processes are also reduced,
leading to a smaller carrier density especially during the duration of the op-
tical excitation, such that the scattering dominates up to 0.5 ps. Moreover,
carrier-phonon scattering, which competes with carrier-carrier scattering, is
enhanced. In total, the reduction of the field rate and the increased phonon
scattering explain the more pronounced negative part of the photocurrent
density for high dielectric constants.
4.3 Pulse characteristics
In this section we investigate how the photocurrent can be tuned with respect
to the properties of the optical pulse. According to equations (2.1) and
(2.2) the pulse is characterized by excitation energy h¯ωL, pulse width σt,
pump fluence Epf and polarisation eˆp. Fig. 4.3 (a) shows the photocurrent
for different pulse parameters, we use as standard pulse parameters h¯ωL =
600 meV, σt = 400 fs, Epf = 1µJ/cm
2 and eˆp = eˆy. Note that the pump
fluence is fixed when excitation energy or pulse width are changed. The
polarisation dependency for a pulse with large fluence Epf = 150µJ/cm
2
and excitation energy h¯ωL = 800 meV is depicted in Fig. 4.3 (b).
Excitation energy
The smaller the excitation energy the stronger is the negative and positive
photocurrent. For small excitation energies at ≈ 200 meV (red curve, Fig.
4.3 (a)) Pauli-blocking is strong and induces enhanced asymmetric excitation
resulting into a more pronounced negative photocurrent. Applying optical
pulses with small energies induce a more pronounced generation of carriers,
since the density of states is low for small energies and therefore the optical
excitation is more efficient. The increased density of optically excited carriers
correspond to a stronger impact of the field, since more carriers are shifted
corresponding to the larger positive photocurrent at later times.
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Figure 4.3: (a) comparison of the photocurrent for different pulse parameters,
namely excitation energy, pulse width and pump fluence. (b) amplitude of the
photocurrent for strong optical excitation in dependence of the angle of excited
carriers, i.e. 0◦ (90◦) correspond to carriers generated along the x-axis (y-axis).
Pulse width
With short pulses the negative and positive photocurrent is enhanced (or-
ange curve, Fig. 4.3 (a)). The width of the optical excitation determines how
many carriers are excited during one time interval, this means the carrier oc-
cupation rises faster for small pulses and therefore a larger carrier occupation
is established. For long pulses the carrier occupation is reduced since scat-
tering processes takes place during the optical excitation. The amplitude
of the carrier distribution correspond to the out-scattering of carriers such
that the asymmetric scattering is enhanced for short pulses and the nega-
tive photocurrent is more pronounced. In addition, high occupations provide
also good conditions for Auger scattering, especially impact excitation, re-
sulting into a larger number of optically excited carriers which contribute to
a stronger positive photocurrent.
Pump fluence
Increasing the pump fluence corresponds to an enhanced excitation of car-
riers, which leads to a more pronounced negative and positive photocurrent
(violet curve, Fig. 4.3 (a)). The negative amplitude of the photocurrent is
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enhanced because more carriers are generated which results in better condi-
tions for asymmetric scattering. The positive amplitude of the photocurrent
increases too with increasing pump fluence, since the more carriers are gen-
erated the more carriers can be shifted by the electric field and contribute
to the photocurrent. For stronger pump fluences ≈ 100µJ/cm2 the latter
effect of high occupations is dominant and the positive amplitude becomes
stronger than the negative amplitude.
Polarisation dependence
Now, we investigate the polarisation dependency of the positive photocur-
rent. To get well defined positive amplitudes we excite with higher excitation
energies (h¯ωL = 800 meV) to reduce asymmetric excitation and we use a large
pump fluence of Epf = 150µJ/cm
2 to have a dominant positive amplitude. In
Fig. 4.3 (b) the maximal positive amplitude of the photocurrent is depicted,
wheras 0◦ (90◦) means that carriers along the x-axis (y-axis) are generated
(corresponding to a pulse polarisation of eˆy (eˆx)). Note that the symmetries
of the system provide that angles with a difference of 180◦ exhibit the same
dynamics, the same holds for mirroring along the electric field axis (x-axis),
e.g. ϕ and −ϕ = 360◦ − ϕ.
The amplitude for in (x-direction) excited carriers is the strongest because
the asymmetric scattering becomes weaker. Since optically excited carriers in
−x-direction are shifted towards lower energies which are the same energies
in which the asymmetric scattering of carriers is most efficient, i.e. the shift
of carriers along the x-axis provide an enhanced Pauli-blocking reducing the
asymmetric scattering.
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CHAPTER 5
Bolometric effect
In the previous chapters we considered a situation in which the dark cur-
rent is given by Ohm’s law j = σE and the corresponding photocurrent
is generated by optically excited carriers. This means that the increase of
charged carriers changes the conductivity and therefore the photocurrent.
In the following section we take into account that a graphene sheet under
optical illumination heats up and the enlarged temperature induces a change
of the quasi-equilbrium conductivity. This mechanism is called bolometric
effect and the corresponding bolometric photocurrent[25] jbolo is given by
the change of the quasi-equilibrium conductivity σ with respect to the ini-
tial temperature dσ/dT0 = d
2j/(dT0dE) multiplied by the optically-induced
temperature change dT and applied electric field E. Since the current scales
linearly with the electric field (due to Ohm’s law) it is sufficient to consider
dj/dT0 instead of Edσ/dT0 and the bolomtric photocurrent reads
jbolo =
dj(T0)
dT0
·∆T. (5.1)
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Figure 5.1: (a) An electric field shifts the carriers in reciprocal space, whereas
many-particle scattering counteracts this field-induced shift and brings the hot car-
riers back to the Dirac point. Due to the linear band structure of graphene, Auger
scattering is efficient and results in a dark carrier multiplication (dCM) increas-
ing the charge carrier density. (b) Optical excitation without applied electric field:
Photo-excited carriers thermalize to the Dirac point and form a hot Fermi distri-
bution.
It is difficult to distinguish between the photoconduction and the bolometric
effect, since the optical excitation has two effects on the photocurrent, first,
the increase of charged carriers and second, the increase of temperature and
induced temperature change of the conductivity. To get access to the bolo-
metric effect we investigate the two contributions in equation 5.1 separately
(i) the change of the transport current dj/dT0 with initial temperature T0
calculated for the case without optical excitation (cf. Fig. 5.1(a)), and (ii)
the optically-induced temperature change ∆T which is evaluated for the case
without an electric field. (cf. Fig. 5.1(b)).
Since the bolometric effect is known to dominate the photoresponse of biased
graphene [33–36], it is crucial to investigate djdark/dT0 for a finite doping. An
investigation of jdark for different temperatures and doping reveals that it can
be significantly increased in doped samples. This is a direct consequence of
the increased initial carrier density in the presence of doping.
5.1. TRANSPORT CURRENT 59
Figure 5.2: (a) Temperature dependence of current for different doping values. The
dashed lines represent the current without dCM. (b) Doping dependence of dj0/dT0
(without dCM) and dj/dT0 (with dCM).
5.1 Transport current
The first contribution, i.e. the temperature dependence of the conductivity,
is obtained by determining the current density of graphene in a constant
electric field at different temperatures. The electric field induces a shift of
thermally excited charge carriers away from the Dirac point, while many-
particle scattering brings them back and thereby introduces a resistivity. In
the absence of optical excitation, the dark current jdark decreases linearly with
T0 for different doping values, cf. Fig. 5.2(a). The temperature dependent
decay of the dark current djdark/dT0 for different doping values is depicted in
Fig. 5.2(b) and shows a minimum of the amplitude at approximately 50 meV
(djdark/dT0 is negative). Note that our equations of motion are electron-hole
symmetric and thus the same current density is found when the sign of the
doping is reversed. The doping regime below 50 meV is governed by carrier-
carrier scattering and for larger doping values carrier-phonon scattering is
the prevailing mechanism.
First, we investigate the behaviour of djdark/dT0 for small doping values which
is determined by the interplay of the number of charge carriers and many-
particle scattering which redistributes the charge carriers and thereby coun-
teracts their shift in the electric field. In graphene, the two factors are not
independent of each other, since efficient Auger scattering has an impact on
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the carrier density. Auger scattering results in a carrier density increase when
graphene is exposed to an external in-plane electric field and the dark carrier
multiplication is the dominant mechanism behind the observed behaviour
of the dark current for doping values below 50 meV. In undoped graphene
the strong dCM and the corresponding increase of charged carriers for low
temperatures results into an enhanced dark current and the temperature de-
pendence of the current is steep. The dashed lines in Fig. 5.2 show that
increasing the doping level leads to weaker dCM, since more states are occu-
pied at low energies and the collinear Auger-type scattering does not longer
occur near the Dirac point, where it bridges the valence and the conduction
band, but it becomes a regular intraband scattering channel at higher ener-
gies. As a result the temperature dependence of the dark current becomes
flatter, i.e. the absolute value of djdark/dT0 decreases.
At higher doping values, i.e. doping values larger than 50 meV, the impact
of carrier-phonon scattering rises drastically and consequently dj/dT0 even-
tually decreases. The reason for the enhanced carrier-phonon scattering is
that the carrier distribution for higher doping values is much broader and
enables relaxation via optical phonons such that the current becomes more
sensitive to temperature changes and therefore also the conductivity shows
a sizeable variation with temperature.
5.2 Temperature increase
Now, we consider the situation without electric field but with optical exci-
tation. The graphene layer is excited with a laser pulse with energy h¯ωL =
0.6 eV and with a pump fluence of 1µJcm−2. The excited carriers relax
towards lower energies and redistribute the carrier distribution via many-
particle scattering in such a way that the carriers form a hot Fermi distribu-
tion, for more informations see chapter 2.
The dependence of the temperature change ∆T on initial temperature and
doping is depicted in Fig. 5.3 and exhibit a maximum around 70 meV. The
increase of temperature for doping values below 70 meV is a result of the in-
creasing phase space for holes in the valence band between optical excitation
and Fermi level which leads to a smooth transition from the excitation energy
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Figure 5.3: Maximal temperature increase ∆T (with respect to the initial tempera-
ture T0) after optical excitation as a function of doping µ and T0 at a fixed pump
fluence of 1µJ/cm2.
to the Fermi level resulting in a broader carrier distribution and therefore a
higher temperature. For larger doping the phase space induced temperature
increase saturates, since the phase space for electrons in the conduction band
gets smaller and at sufficient high doping values the Fermi level is so close to
the excitation energy that carrier scattering becomes weaker due to Pauli-
blocking and the increase of temperature decreases. The following decrease
of temperature for doping values above 70 meV is governed by the significant
increase of the charge carrier density since the Fermi level shifts to energies
with higher density of states. As a result, the energy induced by optical
excitation, can be distributed to more carriers and therefore the energy per
carrier decreases, which corresponds to a reduced temperature.
In conclusion, for small doping values the phase space increase in the valence
band determines the increase of temperature and for large doping the redis-
tribution of energy to more carriers results into a decrease of temperature.
5.3 Bolometric photocurrent
Finally, we combine the two contributions dj/dT0 and ∆T to determine the
bolometric photocurrent jbolo, according to equation 5.1. The bolometric
photocurent as function of doping for different temperatures is depicted in
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Fig. 5.4 and shows essentially the same behaviour as dj/dT0 with an addi-
tional temperature dependent parabolic distortion due to ∆T (T0), cf. Fig.
5.3. The bolometric photocurrent is negative with a minimal amplitude at a
doping of 50 meV. The current is slightly larger at lower doping values and
becomes significantly increased for doping values larger then 100 meV. This
reflects exactly the behaviour of dj/dT0 shown in Fig. 5.2(b). The bolomet-
ric photocurrent is enhanced at lower temperatures (Fig. 5.4), which stems
from a larger photo-induced temperature change ∆T , as shown in Fig. 5.3.
Figure 5.4: Bolometric photocurrent for two different temperatures in dependence
of doping. The amplitude of the photocurrent exhibit a minimum at 50 meV re-
flecting the behaviour of dj/dT0.
CHAPTER 6
Spatio-temporal carrier dynamics
Until now, we studied the carrier dynamics in spatial homogeneous situations,
but for optoelectronic applications, where carrier transport phenomena play
an important role it is crucial to understand the spatio-temporal carrier dy-
namics. So far, there have been only a few studies on spatio-temporal dynam-
ics and diffusion in graphene [87–89] and other low dimensional materials,
such as carbon nanotubes[90] and transition metal dichalcogenides[91–94].
In this chapter we study spatial inhomogeneous systems and determine the
spatio-temporal carrier dynamics. We consider a graphene sheet under local
optical excitation, see Fig. 6.1 (red arrows). After the excitation in region
II, carriers relax to lower energies via Coulomb scattering (orange arrows)
and phonon-induced scattering (green arrows). Since the excitation is local
there are spatial gradients of the carrier density, which causes diffusion of
exited carriers towards spatial positions with lower densities (purple arrows),
i.e. region I and III. In this work we will investigate the dynamics of carriers
along the x-axis going through the regions I-III. We excite carriers with a
200 fs optical pulse with energy 1 eV and fluence 1µJ/cm2 which has a spatial
Gaussian profile.
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Figure 6.1: (a) Optically excited carriers in spatial region II diffuse to regions
I and III. (b) Many-particle scattering leads to relaxation. Back-scattering via
carrier-phonon scattering and resulting back-diffusion counteract the diffusion.
The term ∇k ελk/h¯ · ∇r fλk (r,t), cf. equation (1.72), leads to diffusion of car-
riers, in such a way that carriers diffuse into the same spatial direction as
their momentum points ∇kελk ∝ ek = k/|k|. For example electrons with
positive/negative momentum move into positive/negative direction in space,
see Fig. 6.1 (b). Note that holes move into the opposite direction. In Fig.
6.3 (a) we evaluate the spatio-temporal carrier dynamics without scattering.
Carriers are excited around the origin in position with a radius of ≈ 200 nm.
After approximately 100 fs, carriers with different signs in momentum are
separated by diffusion and the initial spatial peak splits up into two peaks of
the same width but with half of the density. Therefore carriers with differ-
ent signs in momentum separate, which generate locally asymmetric carrier
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distributions in momentum space resulting into local currents j(r,t), cf. Fig.
6.3 (b). Note that in a homogeneous system the mean current vanishes.
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Figure 6.2: No scattering: (a) After optical excitation the carrier densities with
different sign of momenta splits up. (b) Spatial dependence of the current after
1.5 ps.
6.1 Diffusion and scattering
Now, we investigate the behaviour of different scattering mechanisms under
the influence of diffusion. The spatio-temporal evolution of the optically
excited carrier density is depicted in Fig. 6.3 (a), where we included carrier-
phonon scattering. The density at the spatial origin decreases with time
which is a result of phonon-induced relaxation processes. The broadening
of the density in position remains almost the same, which means that the
carrier-phonon scattering counteracts the diffusion via back-scattering and
following back-diffusion (see Fig. 6.1), which will be discussed later in more
detail.
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Figure 6.3: (a) Optical excitation and carrier-phonon scattering: The carrier dis-
tribution becomes smaller with time, due to back-scattering via phonons and fol-
lowing back-diffusion. (b) Optical excitation and carrier-carrier scattering: The
carrier density increases with time due to CM and gets broader.
Finally, we consider the case with optical excitation together with carrier-
carrier scattering (see Fig. 6.3 (b)). The carrier density diffuses with the
same speed as in the case without scattering (cf. Fig. 6.2 (a)). This is a
consequence of the symmetries of the carrier-carrier scattering which favors
parallel scattering and momentum flipping processes are very inefficient. In
contrast to the case without scattering the spatial region between the both
peaks contains carriers. This is a result of inefficient scattering processes
which scatter carriers from one side of the Dirac cone to the other side.
Carrier-phonon dynamics
To get a deeper understanding of the underlying processes of the spatio-
temporal carrier dynamics we investigate the spectral and spatial behaviour
of the Wigner function for different times. In 6.4 (a) and (b) we substracted
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show the change of the Wigner compared to the initial situation t = −∞, i.e.
f˜k(x,t) = fk(x,t)−fk(x,−∞). We start with the interplay between diffusion
and carrier-phonon scattering after optical excitation. The optically excited
carriers scatter via optical phonons to lower energies and form new peaks in
the spectral distance of the phonon energy (red lines in Fig. 6.4 (a), note that
in this figure the initial Fermi distribution is subtracted). Diffusion processes
lead to a spatial broadening of the carrier distribution and after 1 ps the car-
riers relaxed to low energies (cf. Fig. 6.4 (b)). To investigate the impact
of diffusion in more detail we performed the same calculation twice but in
the second computation we excluded diffusion. By looking at the difference
of both calculations we can directly see the influence of diffusion to carrier-
phonon scattering. As already mentioned in the theory section carriers with
positive/negative momentum diffuse to positive/negative positions. This be-
haviour is depicted in Fig. 6.4 (c), where carriers with positive momentum
are removed from negative positions (orange spots) and added to positive
positions (red spots). After 1 ps the carriers relaxed to energies below the
optical phonon energy and the scattering with acoustic phonons becomes
dominant. Since acoustic phonons play a crucial role for the angular relax-
ation, carriers with positive momenta are scattered to negative momenta and
vice versa. The inversion of momenta results into back-diffusion (cf. Fig. 6.1
(b) III), such that the overall carrier distribution becomes narrower in space,
cf. Fig. 6.3 (b). The back-diffusion is shown in Fig. 6.4 (d) by the inversed
colored regions (red to orange and vice versa) close to the Dirac point.
Carrier-carrier dynamics
Next we investigate the impact of diffusion to carrier-carrier scattering af-
ter optical excitation. Intraband carrier-carrier scattering is determined by
the Coulomb matrix element and the directional dependence (in momentum
space) of the scattering is given by the form factor ∝ 1 + eiϕ, with scattering
angle ϕ. This means that parallel scattering (ϕ = 0) is the preferable scatter-
ing channel, and for back-scattering (ϕ = pi) the amplitude of the Coulomb
matrix element vanishes, and therefore it is not possible to back-scatter with
carrier-carrier processes. As a result, scattering processes which change the
sign of the carrier momentum are inefficient and carriers with positive and
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Figure 6.4: Optical excitation and carrier-phonon scattering. (a), (b): Wigner
function for space and momentum for a given time (difference to the initial time).
(c), (d): Wigner function (case without diffusion subtracted). Carriers scatter
mainly via optical phonons to lower energies, while the overall spatial carrier distri-
bution becomes broader for larger momenta due to diffusion. At 1 ps back-scattering
with acoustic phonons dominates the dynamics and form additional peaks at low
energies. Since the momentum of the carriers is flipped they diffuse back and the
spatial distribution becomes smaller.
negative momenta are separated with respect to the position, similar to the
case without scattering (cf. Fig. 6.3).
6.2 Diffusion coefficient
Finally, we investigate the interplay of diffusion together with all relaxation
processes after optical excitation, i.e. carrier-phonon as well as carrier-carrier
scattering is considered. The relaxation and diffusion of optically induced
density is shown in Fig. 6.5 (a). Due to carrier multiplication the carrier
density increases after optical excitation. The diffusion is reduced due to
carrier-phonon scattering and resulting back-diffusion. To highlight the dif-
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fusion we normalized the density in Fig. 6.5 (b). To quantify the diffusion
we fit a Gaussian to the diffused carrier density via exp(−x2/w2) for every
time step. The temporal evolution of the width w of the Gaussian is de-
picted in Fig. 6.5 (c), which is connected to an effective diffusion coefficient
D via[95] w2 = w20 + 4D t. The determined diffusion coefficient is around
360cm2/s and fits well to experimental data[96, 97]. The diffusion coeffi-
cient can be translated into an effective mobility µ by using the Einstein
relation[98] µ = e0D/(kBT ). At room temperature we obtain a carrier mo-
bility of approximately 14000 cm2/Vs which is in the range of experimentally
reported values[99, 100].
Figure 6.5: (a) Dynamics of the carrier density after optical excitation including all
scattering mechanisms the temporal evolution of the width of the distribution cor-
respond to a diffusion coefficient of D = 360cm2/s. (b) Carrier density normalized
to the maximal density at each time step to highlight the diffusion of carriers.
Tuning the diffusion
The diffusion coefficient can be tuned by the experimentally accessible pa-
rameters pump fluence, substrate and temperature, cf. Fig. 6.6 (a). The
diffusion becomes less efficient with increasing pump fluence (blue curve)
due to hot-phonon enhanced back-scattering, this process is depicted in Fig.
6.6 (b). For large fluences more carriers are excited in the middle regions
II and III resulting in an increased number of emitted phonons. After a
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diffusion process, there are only carriers with negative momenta in region
II. The back-scattering occurs now in two different ways: (i) back-scattering
from higher energies to lower energies by emitting a phonon and (ii) back-
scattering by absorbing a hot phonon. The enhanced back-scattering gives
rise to additional channels for back-diffusion resulting in a smaller diffusion
coefficient for large pump fluences.
The diffusion coefficient is almost independent of the substrate (red curve),
Figure 6.6: (a) Diffusion coefficient as a function of different pump fluences, sub-
strates and temperatures. The x-axis is normalized to the maximal value of the
respective parameter. (b) Illustration of hot-phonon enhanced back-diffusion, which
is important for large pump fluences.
since the substrate determines the strength of the Coulomb interaction (via
screening), which play only a minor role for the diffusion of carriers. Fi-
nally, we observe that the diffusion can be most efficiently tuned by varying
the temperature (orange curve). The lower the temperature, the weaker
the carrier-phonon scattering, the less efficient the back-scattering and back-
diffusion resulting in a considerably increased diffusion coefficient.
6.3. THERMOELECTRIC EFFECT 71
6.3 Thermoelectric effect
The photocurrent induced by the thermoelectric effect stems from spatial
gradients of temperature, which are generated due to optical excitation. In
a first study we consider a undoped graphene sheet, i.e. we neglect contribu-
tions from the photovoltaic effect which correspond to gradients of doping.
To create a non-vanishing total current we introduce a spatial inhomogene-
ity. We assume that the graphene sheet lies on two different substrates in
the xy-plane, such that it is on SiC for the half-plane in −x-direction, and
on SiO2 for the half-plane in +x-direction. This means that the system is
homogeneous in y-direction and there is an interface at x = 0 between the
two different substrate regions.
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Figure 6.7: Wigner function (difference to the intial time) for position and mo-
mentum 50 fs after the optical excitation. The larger screening on the SiC side
reduces the carrier multiplication leading to a asymmetric carrier distribution.
After optical excitation at the interface the carriers relax towards lower en-
ergies and the carrier multiplication increases the carrier occupation at low
energies. Since the substrate determines the screening and therefore the
strength of Coulomb processes like impact excitation, the carrier multiplica-
tion is stronger on the SiO2 side (ε
SiC
bg < ε
SiO2
bg ), cf. Fig. 6.7. This results into
a spatial asymmetric distribution of excited carriers and their corresponding
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carrier temperature. Since diffusion take place already during the process
of carrier multiplication, carriers with negative momenta from the SiO2 side
diffuse into the SiC side and induce a Pauli-blocking reducing the carrier
multiplication which leads to a positive photocurrent shortly after the exci-
tation, cf. 6.8 (b). Due to the temperature difference at the interface the
gradient towards the SiC side is larger and the carrier diffusion into the −x-
direction is pronounced (Fig. 6.8 (a)) such that the corresponding current
is larger than the current in the +x-direction and the total current becomes
negative (Fig. 6.8 (b)). Additionally, the carrier relaxation via carrier-carrier
scattering is enhanced on the SiO2 side such that less carriers contribute to
the positive part of the total current.
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Figure 6.8: (a) Wigner function (difference to the intial time) for position and
momentum 750 fs after the optical excitation. The distributions for different sign
in momenta are asymmetric due to larger diffusion and slower relaxation in the
SiC side. (b) Photocurrent which is generated by a spatial inhomogeneity induced
by different substrates.
In further studies we want to consider the spatio-temporal dynamics in the
presence of an electric field, which is created by diffusing carriers and given by
the Poisson equation, to model a p-n junction and determine the photovoltaic
and thermoelectric effect.
CHAPTER 7
Summary and outlook
In this thesis the spatio-temporal dynamics of optically excited carriers in
graphene has been discussed. In the beginning, we investigated the relax-
ation dynamics (paper IX), proposed a graphene based laser (paper VI) and
we determined how the relaxation channels can be tuned (paper V). Addi-
tionally, we described saturation effects (paper VII, VIII), Auger scattering
(paper XI) which induces efficient carrier multiplication, anisotropy of ex-
cited carriers (paper X).
Afterwards we focused on transport mechanisms in graphene to describe pho-
todetection. In graphene the photodetection relies on different mechanisms
such as photoconduction, bolometric, photovoltaic and thermoelectric effect.
The photoconduction and the bolometric effect appear in biased graphene
whereas the photovoltaic and thermoelectric effect are determined by spatial
gradients of doping and temperature.
By studying the carrier dynamics in the presence of an electric field without
optical excitation we showed that under certain circumstances the current
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becomes larger than the current without scattering, which can be traced
back to the efficient density increase due to dark carrier multiplication (pa-
per IV). Considering also optical excitation, we investigated how asymmetric
scattering and asymmetric excitation generate a negative photocurrent (pa-
per III) and we studied different experimental scenarios (excitation energy,
pump fluence, pulse width, polarisation direction, different substrates, tem-
perature and fields). We presented the bolometric effect and showed that
this effect is strongest for large doping values (paper II) which is a result
of the change of conductivity (or current) with temperature as function of
doping.
We investigated the spatio-temporal carrier dynamics by using the Wigner
representation and we determined the interplay of diffusion processes and
many-particle scattering (paper I). We showed that back-scattering via carrier-
phonon scattering and back diffusion are crucial to prevent the spatial sep-
aration of carriers with different momenta. Understanding spatial effects on
the carrier dynamics enabled us to get first insights into the thermoelectric
effect.
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