Abstract
DSMC and Navier-Stokes simulations are performed as part of a code validation effort for hypersonic flows. The flowfield examined herein is the Mach 11, laminar flow over a 25 deg -55 deg blunted biconic for which experimental data are available for surface pressure and heat flux. Considerable effort is made to address the numerical accuracy of all simulations including iterative and grid convergence studies for Navier-Stokes and temporal, grid, and particle convergence studies for DSMC. Simulations of the biconic at a reduced freestream density are performed to explore the region of viability of the numerical methods for hypersonic separated flows. Excellent agreement is found between the DSMC and Navier-Stokes simulation approaches for surface properties as well as velocity profiles within the recirculation zone. The results of the rarefied biconic study indicate that the failure of prior DSMC simulations at the experimental densities is due to insufficient grid refinement within the recirculation zone. Additional DSMC and Navier-Stokes simulations are performed for the blunted 25 deg forecone using fine computational meshes to address discrepancies between the simulations and the experiment for the forecone heating. The results of this highly refined forecone study provide strong evidence for the presence of a bias error in the freestream conditions. 
Nomenclature

Introduction
Modeling and simulation plays an important role in the design, analysis, and optimization of hypersonic flight systems, primarily due to the difficulties of reproducing high flight enthalpies in ground test facilities. It is therefore critical to establish a strong degree of confidence in the ability of modeling and simulation to provide accurate predictions. The principal means by which one can build this confidence is through the processes of verification and validation.
In the definition currently accepted by the engineering community, 1,2 verification deals with the mathematical correctness or numerical accuracy of a simulation code and the subsequent numerical predictions. The first step towards determining the accuracy of the simulations is code verification, i.e., building confidence that the code is solving the governing equations correctly. Code verification can be done by comparison of the code results to exact solutions to the governing equations, highly accurate numerical solutions (or benchmark solutions), or by the method of manufactured solutions. 3, 4 Once one has confidence that the code is verified, then the numerical accuracy of the simulation predictions must be verified. For continuum mechanics codes, solution accuracy includes assessing the errors due to incomplete iterative convergence 5 (for steadystate problems), temporal convergence (for unsteady problems), and grid convergence. 6 Grid convergence error estimates for hypersonic flows are complicated by the presence of shock waves, which tend to reduce the spatial order of accuracy to first order, 7, 8 regardless of the nominal order of the spatial discretization scheme.
Validation, as defined in Ref. 1 , is "the process of determining the degree to which a model is an accurate representation of the real world from the perspective of the intended uses of the model." Validation addresses the question of whether or not the proper equations and models have been chosen. In order to validate a model or simulation code, experimental data must be used to gauge the accuracy of the model for a given range of conditions. This paper is an extension of an earlier validation effort 9 for laminar hypersonic flows with shock-induced separation. [10] [11] [12] [13] [14] There were two main configurations examined in the study: the hollow cylinder-flare and the double-cone configuration. A number of contributors 9, [15] [16] [17] [18] [19] submitted simulation predictions before the experimental data were released. This type of blind comparison is crucial for a true validation exercise. Two different simulation approaches were employed by the participants: continuum Navier-Stokes and Direct Simulation Monte-Carlo (DSMC). For both geometric configurations, the surface heat flux was consistently over-predicted in the attached flow region upstream of the separation zone by the two simulation approaches. The Navier-Stokes codes generally gave predictions of the size of the recirculation zone in agreement with the experimental data; however, the DSMC approaches tended to predict smaller recirculation zones. This lack of agreement is not unusual for initial validation comparisons, and often leads to significant improvements both in computational modeling and in the characterization of the experimental facilities employed in the validation study.
The focus of this paper is on one of the double-cone geometries. The double-cone configurations raised a number of questions regarding the surface heat flux for the attached flow on the forecone, as well as the agreement between the DSMC and Navier-Stokes simulation approaches in the separated flow region. The specific case examined herein is Case B55D, Run 31 of Ref. 12, which has Mach 11 laminar flow of nitrogen over a spherically-blunted 25 deg-55 deg biconic. The radius of the blunted nose is R N = 0.00635 m, and the Knudsen number based on this radius is 0.019. A large separated region exists near the 25 deg-55 deg juncture; however, significant regions of attached laminar flow are present both upstream and downstream of the separated region.
In the previous work by the authors, 9 a sensitivity study was performed for this case to examine the effects of experimental uncertainty in the freestream properties on the surface pressure and heat flux distributions. The surface quantities were found to be extremely sensitive to the vibrational excitation state of the gas at the test section. When the two limits of thermal equilibrium and thermally frozen flow at the plenum temperature were examined, differences on the order of 25% were found in the surface pressure and heat flux. The sensitivities of the surface properties to uncertainties in the vibrational excitation state at the test section far outweighed the uncertainties in the surface measurements 10 themselves (±3% for surface pressure and ±5% for heat flux) as well as the estimated numerical errors in the simulations.
Two simulation approaches are again employed to further examine the blunted biconic experiment: DSMC and Navier-Stokes. The particular DSMC method used in this study is that of Bird; 20 the massively parallel processor implementation, Icarus, is described by Bartel et al. 21 The Navier-Stokes code is SACCARA, the Sandia Advanced Code for Compressible Aerothermodynamics Research and Analysis. The SACCARA code was developed from a parallel distributed memory version 22, 23 of the INCA code, originally written by Amtec Engineering. This code has been developed to provide a massively parallel, three-dimensional compressible fluid mechanics/aerothermodynamics analysis capability for subsonic through hypersonic flows.
The remainder of this paper is arranged as follows. The first section gives details of the two modeling and simulation approaches. The second section includes simulation predictions from the previous blind validation study 9 along with the subsequently released experimental data. 14 In the third section, the discrepancies regarding the size of the recirculation zone between DSMC and Navier-Stokes will be addressed. In the fourth section, highly grid refined simulations of the blunted forecone are presented along with the experi-mental data to further examine the forecone heating issue. The final section contains conclusions and suggestions for further work.
Simulation Approaches Direct Simulation Monte Carlo (DSMC)
In brief, the DSMC method is applied as follows. The computational domain is populated with "computational molecules," each of which typically represents a large number of identical real molecules or atoms (e.g., 10 10 ). During one time step, computational molecules move from one location to another, interact with boundaries, experience collisions, and are sampled to accumulate statistics. During a move, computational molecules travel at constant velocity for the entire time step or until a boundary is encountered. In the latter situation, the appropriate boundary condition is applied and the remaining portion of the time step is completed.
Typical boundary conditions are "inflow" (computational molecules enter the domain with a prescribed Maxwellian distribution), "outflow" (computational molecules crossing this boundary are deleted, appropriate for supersonic applications), "diffuse wall" (computational molecules are reflected with a prescribed Maxwellian distribution), and "specular wall" (computational molecules are reflected with mirror symmetry).
Following movement and boundary interactions, computational molecules experience "collisions," which change their velocities. It should be noted that computational molecules have three-dimensional velocity vectors for collision purposes even if a two-dimensional geometry is considered. After the collision phase, statistics (e.g., number density, velocity, and temperature) are accumulated on the computational mesh, which exists only for this purpose and for determining possible collision pairs. To preclude nonphysical behavior, the mesh cell spacing is constrained to be less than one-third of a mean free path or a local flow gradient, and the time step is similarly constrained to less than a mean collision time.
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The Icarus DSMC code was written for massively parallel computing environments to allow for the extreme computational requirements of the DSMC method. 21 The DSMC simulations in the present work were performed on the 4500 node (9000 processor) ASCI Red platform (330 MHz Pentium II processors). The rarefied biconic runs used 1024 processors for 24 hours each, while the less intensive forecone runs each used 512 processors for 24 hrs.
Navier-Stokes
The SACCARA code is used to solve the NavierStokes equations for conservation of mass, momentum, global energy, and vibrational energy in axisymmetric form. The governing equations are discretized using a cell-centered finite-volume approach. The convective fluxes at the interface are calculated using the StegerWarming 24 flux vector splitting scheme. Second-order reconstructions of the interface fluxes are obtained via MUSCL extrapolation.
25 A flux limiter is employed which reduces to first order in regions of large second derivatives of pressure and temperature. This limiting is used to prevent oscillations in the flow properties at shock discontinuities. The viscous terms are discretized using central differences.
The SACCARA code employs a massively parallel distributed memory architecture based on multi-block structured grids. The solver is a Lower-Upper Symmetric Gauss-Seidel scheme based on the works of Yoon et al. 26, 27 and Peery and Imlay, 28 which provides for excellent scalability up to thousands of processors. 29 The SACCARA code has been used to obtain solutions for a wide variety of compressible flow problems. 5, [30] [31] [32] The Navier-Stokes simulations presented herein were run using a single 400 MHz processor of a Sun Enterprise 10000 shared-memory machine. The fine grid runs required approximately 1800 hours of run time for the rarefied biconic and 3500 hours for the forecone to converge to machine zero in double precision.
Computational Submodels
The molecular model used for the DSMC code is the Variable Hard Sphere (VHS) model of Bird with the parameters given in Ref. 20. The VHS model assumes that the cross section of a molecule increases as its energy increases. The rate of change is related to the coefficient of viscosity. The VHS model assumes an isotropic scattering in the center of mass frame of reference. For the simulations presented herein, the standard VHS constants were modified to better represent the viscosity coefficient in the temperature range of interest. 9 The power law viscosity model used for the DSMC simulations is (1) where Ref. 20) . According to this model, for a fraction of the collisions, the total energy is reassigned by sampling from the equilibrium distributions at a temperature that reflects the total collision energy. The DSMC simulations involving thermal nonequilibrium employed the quantized Borgnakke-Larsen vibrational model.
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For the Navier-Stokes simulations involving thermal nonequilibrium, the dimensionless specific heat (Cp/R), enthalpy (h/RT), and entropy (s/R) for diatomic nitrogen are determined via polynomial functions of the temperature (see Ref. 35) . These curve fits are for two ranges, 300 K to 1000 K and 1000 K to 6000 K. Below 300 K, the specific heat is held constant at the value at 300 K, and the enthalpy and entropy are determined appropriately. The vibrational contribution to the thermodynamic properties are evaluated at the vibrational temperature and the translational and rotational energy contributions are then subtracted out. The SACCARA code employs the standard Landau-Teller formulation for vibrational relaxation 36 and uses the vibrational relaxation time scale for nitrogen suggested by Millikan and White. 34 The Millikan and White time scale was originally developed through comparison to shock tube data, and is thus expected to be accurate in the nose region. However, this formulation may not produce accurate vibrational relaxation for strongly expanding flows 37 due to anharmonic effects and non-Boltzmann population distributions in the vibrational energy levels.
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Boundary Conditions
At the inflow boundary, the Navier-Stokes simulations fix the velocity, static pressure, static temperature, and vibrational temperature (where applicable). In the DSMC runs, the number density is fixed along with Maxwellian distributions of velocity and temperature about the specified mean values. Both approaches employ axial symmetry along the y-axis and supersonic outflow conditions (i.e., extrapolation) at the outflow boundaries. At solid walls, the Navier-Stokes simulations use standard no-slip wall boundary conditions with a fixed wall temperature of 297 K, while the DSMC approach employs a diffuse reflection condition with 100% thermal accommodation. The effect of changing the thermal accommodation coefficients has been shown to have a negligible influence on the results. 39 It will be shown that the use of a no-slip boundary condition for Navier-Stokes simulations is a good approximation at the experimental conditions, but may affect the predictions for the rarefied biconic.
Blind Validation Study
This section reports prior numerical predictions by the authors 9 along with the experimental data from Ref. 14. The nominal freestream and surface boundary conditions used for both the Navier-Stokes and DSMC codes are for Case B55D, Run 31 of Ref. 12 and are presented below in Table 1 . The gas is nitrogen, and the transport and thermal nonequilibrium models discussed earlier are used. Negligible dissociation was found in the previous study, thus the flow is assumed to consist of purely diatomic nitrogen (i.e., chemically frozen). Since the thermal state at the test section was not specified, the rotational and vibrational temperatures are assumed to be in equilibrium with the translational temperature at 144.44 K. Note that in all of the results presented herein, the axial coordinate x is measured from the virtual nose tip of the sharp forecone.
The general features of the axisymmetric flowfield are presented in Fig. 1 which shows Mach number contours (top) along with the Navier-Stokes grid mirrored across the symmetry line. A bow shock is produced in front of the spherically blunted nose and the 25 deg forecone. The presence of the 55 deg cone creates a shock-boundary layer interaction and subsequent flow separation at the 25 deg -55 deg juncture. Downstream of this juncture, a complex series of shocks and expansions occur. The cylindrical portion of the domain (x ≥ 0.15) is included only to provide a significant region of supersonic flow for the outflow boundary condition and is thus omitted from the results. Comparisons between the surface pressure predictions from the two approaches and the experimental data are presented in Fig. 2 . The Navier-Stokes predictions qualitatively match with the experimental data, while the DSMC approach predicts a much smaller recirculation zone as judged by the rapid rise in pressure at approximately x = 0.08 m. Quantitative comparisons are more appropriate for validation exercises and are presented in Fig. 3 in the form of percent difference between the simulation predictions and the experimental data, i.e.,
The peak differences of roughly ±100% for the DSMC approach are primarily due to the underprediction of the recirculation zone and the forward movement of the location of peak pressure. To a lesser extent, the same holds for the Navier-Stokes predictions which give differences at the beginning of the recirculation zone and near peak pressure as high as 25%.
Surface heat flux comparisons are given in Fig. 4 . The two simulation approaches show good agreement for the forecone heating, but significantly overpredict the heating relative to the experimental data. As shown in the quantitative comparison of Fig. 5 , the NavierStokes predictions are consistently 25% high on the forecone and 15% high on the aft cone. The DSMC predictions are also approximately 25% high on the forecone and as much as 50% high on the aft cone.
In the above comparison between the prior simulation results from Ref. 9 and the experimental data from Ref. 14, two basic questions arise: 1) why do the DSMC and Navier-Stokes approaches predict recirculation zones of different size, and 2) what is the source of the discrepancy in forecone heating between the simulation approaches (which appear to agree) and the experimental data.
The first question will be answered in the following section by applying the two simulation approaches to the study of the blunted biconic geometry but with a reduced freestream density. The computational submodels will also be simplified to ensure consistency between the approaches. The numerical accuracy of the NavierStokes simulations are verified by performing iterative and grid convergence studies, while the accuracy of the DSMC simulations are verified by examining temporal, grid, and particle convergence.
The second question regarding the overprediction of the surface heating by 25% for the attached, laminar flow on the forecone is more difficult and may ultimately require close collaboration between computational and experimental researchers. Further insight into this question will be provided by a re-examination of the blunted forecone with the two simulation approaches using highly refined meshes. Again, a careful study of the numerical accuracy of the two approaches is performed.
Rarefied Biconic
In order to explore the discrepancies in recirculation zone size between DSMC and Navier-Stokes, the blunted biconic geometry was computed with a reduced freestream density. The density (or pressure) was reduced by a factor of three from the conditions given in Table 1 in order to rigorously explore grid, temporal, and particle convergence of the DSMC method. As will be shown in this section, the simulation of the blunted biconic at the density found in the experiment is not yet possible, even with the most powerful computing platforms available. The Knudsen number based on the nose radius (R N = 0.00635 m) is 0.057 for this rarefied case. To minimize the uncertainties due to different modeling approaches between DSMC and Navier-Stokes, the computational submodels were simplified as follows. Both approaches employed the power law viscosity model of Eq. (1) with the 0.64 exponent. For the thermal conductivity, a constant Prandtl number of 0.74 was chosen for the Navier-Stokes simulations to match the effective conductivity in the DSMC approach. 20 Finally, the Navier-Stokes predictions used the perfect gas assumption (γ = 1.4 and the gas constant for nitrogen) and the DSMC predictions employed a rotational relaxation number of unity while the vibrational excitation modes were neglected.
Numerical Accuracy: Navier-Stokes
Iterative Convergence
The Navier-Stokes simulations were marched in pseudo-time until a steady state was reached. A steady state was assumed when the L2 norms of the residuals for all flow equations (mass, momentum, and energy) were reduced from their initial values by at least twelve orders of magnitude. The residual is defined by substituting the current solution into the steady state form of the discretized governing equations (i.e., without the time derivatives). The residuals will approach zero as a steady state solution is reached and the current solution satisfies the discretized form of the steady equations.
The L2 residual norms for a 256×128 cell biconic simulation are given in 
the demonstrated reductions in residual norms give confidence that the iterative errors in the discrete solution are small and may be neglected relative to the grid convergence errors discussed below.
Grid Convergence
Three meshes were used to estimate the grid convergence errors in the Navier-Stokes simulations of the rarefied biconic: Mesh 1 (512×256 cells), Mesh 2 (256×128 cells), and Mesh 3 (128×64 cells). The Richardson Extrapolation procedure is used to obtain a more accurate solution (4) where p is the order of accuracy of the numerical scheme and r is the grid refinement factor. The medium and coarse grids were obtained from the fine grid by eliminating every other grid line in each direction, thus giving a grid refinement factor of r = 2. While the theoretical order of accuracy of the SACCARA code is second order (p = 2), recent work has shown that the order of accuracy for multidimensional flows containing shock waves is reduced to first order (p = 1) on sufficiently refined meshes. 7, 8 Error estimates were obtained for the surface heat flux by comparing the discrete solutions on each of the grids to the Richardson Extrapolated values, i.e.,
If the three solutions are all in the first order asymptotic range, then the error on the three meshes will obey the following relationship (6) The errors in surface heat flux are given in Fig. 7 for the three mesh levels normalized according to Eq. (6). Since Eq. (4) is used to estimate the exact solution, the normalized errors on Mesh 1 and Mesh 2 will by definition be equal. The solution on Mesh 3 is employed to test whether all three meshes are in the first-order asymptotic range (i.e., when Eq. (6) is satisfied). The three solutions appear to be nearly asymptotic both upstream (x ≤ 0.08 m) and downstream (x ≥ 0.1 m) of the separation region. Within the recirculation zone, the three grids do not appear to be asymptotic. The grid convergence errors upstream and downstream of separation are less than 1% and 2%, respectively, for the finest mesh. Within the recirculation zone, the grid convergence error are as high as 5% and are partly due to slight changes in the size of the recirculation zone. Although not shown, the errors in the surface pressure were 1% upstream and 2% downstream of the beginning of the recirculation zone.
In order to obtain conservative estimates of the grid convergence errors, a factor of safety should be included in the above error estimates. For example, in his Grid Convergence Index (GCI), Roache employs a factor of safety of three when only two meshes are used. 6 For this case, three grids were used and the order of spatial accuracy was observed to be approximately first order. Thus, a factor of safety of two is proposed for the rarefied biconic solutions. The final error estimates of surface heat flux become 2%, 10%, and 4% upstream, within, and downstream of the separation zone, respectively.
Numerical Accuracy: DSMC
In order to judge the numerical accuracy of the DSMC simulations, a variety of runs were made for the rarefied biconic geometry (see Table 2 ). During the runs, the number of time steps, the mesh size, and the number of particles were independently varied to determine the effects on the solutions. The number of timeaccurate time steps is indicated by the number of moves to steady state. The time window over which statistics were collected for post processing can be found by subtracting the number of moves to steady state from the number of moves to the final state. For all simulations of the rarefied biconic, a global time step of ∆t = 5×10 -6 ms was used.
Statistical Steady State
One of the questions raised in the previous study 9 was whether the recirculation region formed between the two cones was stable and two-dimensional. The experimental shlieren photographs 14 indicated that the recirculation was indeed two dimensional and steady in time. The DSMC simulations (runs 1 through 6 in Table  2 ) were marched in time to determine when a steadystate solution was reached. Simulations 2 through 6 were restarted from their previous runs, each one consisting of a 24 hour run. Surface heat transfer distributions for the reduced density biconic were obtained from 0.4 ms to 2 ms. The heat transfer was considered a good indicator of statistical convergence since the V 3 dependence takes longer to reach steady state than the pressure, which has a V 2 dependence. Figure 8 presents the evolution of the heat transfer with time for Runs 1 through 5. An enlargement of recirculation zone and shock-shock interaction region is shown in Fig. 9 , confirming that steady state was reached by 0.8 ms.
Grid Convergence
The sensitivity of the recirculation zone to grid resolution is examined in Fig. 10 . A 5-region mesh was used for the biconic, encompassing the entire recirculation zone within the third region. Grids of 250×250 (coarse), 350×350 (medium), and 500×500 cells (fine) were used for the third region (Runs 8, 7, and 1, respectively). These runs were started from uniform initial conditions. The cell sizes in the recirculation zone were generally lower than one-third of a mean free path for all grids. It is clear from the figure that the 350×350 and 500×500 cell meshes produced virtually identical results. The 500×500 mesh was therefore used for the remainder of this study. By examining the surface shear stress in this region, it was found that the size of the recirculation zone changed by 7.2% from the coarse to the medium mesh, but only 1.1% from the medium to the fine mesh. It is important to note that the size of the recirculation zone was underpredicted when there was insufficient grid refinement (coarse mesh).
Particle Convergence
The effect of the number of particles on the predictions was also investigated. Figure 11 presents the results for the surface heat flux after 2 ms of run time with an average of 12 and 24 particles per cell (Runs 5 and 6, respectively). No difference in the behavior of the computed results is observed apart from a small reduction in the statistical noise. The reduction was small compared to the increase in the computational effort since doubling the number of particles reduces the statistical noise by only 40% (the statistical noise is a function of the square root of the collected samples). Figure 12 presents a field comparison between the Navier-Stokes and DSMC predictions for the temperature of the reduced density biconic. The DSMC results correspond to the 24 particle per cell, 2 ms case where the fine mesh for the third region was used with a total of 995,000 cells (Run 6), while the Navier-Stokes results employed the finest mesh (512×256 cells). For both methods, the temperature increases from 144 K in the freestream to roughly 3800 K in front of the spherical part of the cone. A detached shock is developed that interacts with the shock formed in front of the second cone creating an Edney Type V interaction. 16 The shock-shock interaction creates an area about 0.01 m long where the temperature is increased to roughly 3500 K. Downstream of the shock-shock interaction, the temperature gradually drops until the end of the second cone. Good qualitative agreement is seen between the predictions of the two numerical schemes. (Fig. 14) . After achieving a maximum at the stagnation point, the heat flux drops along the first cone to approximately 1×10 5 W/m 2 . The heat flux then drops significantly in the area of the recirculation zone to increase to a local maximum of about 3.5×10 5 W/m 2 in the area of the shock-shock interaction. The heat flux then drops rapidly along the second cone. Again, good agreement is found between the two approaches. The two simulation approaches show a small difference of about 10% for the size of the recirculation region. Based on the grid convergence studies of the previous sub-sections, this difference does not appear to be a grid resolution issue. This discrepancy could be attributed to the no-slip condition applied to the continuum solver. Lack of experimental data for this reduced density case does not allow one to draw conclusions about the validity of either of the predictions; however, the slip-condition on the surface is expected to play a more significant role in this reduced density case than in the original case.
Comparison of Methods
A qualitative assessment of the recirculation zones predicted by the two approaches is given in Fig. 16 which depicts representative streamlines in the recirculation zone. Good agreement is found between the two methods. Also shown in Fig. 16 are the axial locations where velocity profiles will be compared for the two methods. In Fig. 17 , axial velocity profiles are given across the recirculation zone at x = 0.082, 0.085, 0.09, 0.095, and 0.098 m. At the first three stations, the two approaches predict remarkably similar structures. The difference becomes noticeable at the two downstream locations, with the DSMC solution predicting a thicker shock layer. This behavior is typical of DSMC codes in the area of the shock precursor where bimodal velocity distributions are obtained. It is worth noting that even in these locations, near the surface (where the density is higher) the two schemes are in very good agreement.
It has been shown above that the DSMC and NavierStokes simulation approaches have achieved excellent agreement for the size and structure of this hypersonic shock-induced recirculation zone. Furthermore, the results of the DSMC grid convergence studies have shown that the size of the recirculation zone is underpredicted when there is insufficient grid refinement. We therefore conclude that the underprediction of the size of the recirculation zone with the DSMC method in the previous studies 9, 14, 17, 19 relative to both experiment and NavierStokes is due to insufficient grid refinement. In order to apply the DSMC method 20 at the actual experimental conditions of Case B55D, Run 31, the number of particles would have to be increased by roughly an order of magnitude. Accounting for the subsequent reduction in allowable time step, the computational effort would increase by approximately a factor of 30. Therefore, the computational resources to obtain a solution at the density found in the experiment would be prohibitive, even on today's fastest parallel computing platforms.
Forecone Study
The preliminary comparisons with experimental data for Case B55D, Run 31 of Ref. 12 (given in Figs. 2 through 5) indicated significant discrepancies for the attached flow over the forecone. These discrepancies are surprising considering that the flow over the blunted forecone is laminar and undergoes negligible chemical reactions. 9 Additional DSMC and Navier-Stokes simulations were performed on the forecone (omitting the aft cone) in order to allow higher resolution in this region. For the Navier-Stokes simulations, the biconic mesh extends only to the cone-cone juncture, while the DSMC mesh is truncated at the last experimental data location on the forecone where the flow is attached. For these truncated flow domains, very fine grids and long execution times are possible. The freestream conditions are those given in Table 1 , and all computational submodels discussed earlier and employed in the previous study are used here, including thermal nonequilibrium, with the freestream vibrational temperature assumed equal to the translational and rotational temperatures.
Numerical Accuracy: Navier-Stokes
Iterative Convergence
Iterative convergence was determined for the forecone simulation by again monitoring the L2 norms of the residuals for the governing equations (mass, momentum, energy, and vibrational energy). As shown in Fig. 18 , all norms for the 256×256 cell mesh were reduced by ten orders of magnitude except for the vibrational energy equation, which exhibited an eight order of magnitude drop. Similar norm reductions were obtained for the other mesh sizes. These reductions in the L2 norms again give confidence that the iterative convergence errors will be small relative to the grid convergence errors.
Grid Convergence
Three meshes were employed in order to assess the numerical errors due to incomplete grid convergence for the forecone simulations. The finest mesh employed was 512×512 cells and has double the resolution of the rarefied biconic simulations. Medium and coarse meshes of 256×256 and 128×128 cells, respectively, were found by eliminating every other grid line in each direction. An estimate of the exact solution is obtained via first-order Richardson Extrapolation (i.e, Eq. (4)). The errors in surface heat flux are presented in Fig. 19 . The medium and coarse mesh errors are divided by 2 and 4, respectively, in order to determine if the three meshes are within the first-order asymptotic grid convergence range (i.e., that Eq. (6) was satisfied). The three meshes appear to be nearly asymptotic, and the magnitude of the errors is generally small. The maximum errors in surface heat flux are approximately 0.5% for the finest mesh. Although not shown, the maximum errors in the surface pressure are also 0.5%. Employing a factor of safety of two, the grid convergence errors for the Navi-er-Stokes simulations of the forecone on the fine mesh are estimated to be under 1% for both surface pressure and heat flux.
Numerical Accuracy: DSMC
A number of DSMC runs were used to judge the numerical accuracy of the forecone simulations. These runs are summarized below in Table 3 . A time step of ∆t = 4×10 -6 ms was used in each case. Figure 20 presents DSMC predictions for the surface heat flux along the forecone. Two simulations were performed, one assuming steady state after 2 ms, and the other after 4 ms (runs 4 and 5, respectively, in Table 3 ). The two simulations are in good agreement indicating that steady state was achieved at 2 ms.
Statistical Steady State
Grid Convergence
Four different grids were used for the simulations from 20,000 to 625,000 cells (runs 1, 2, 4, and 6, respectively), with the results shown in Fig. 21 . In all cases the cells were clustered towards the surface of the body where the density is higher. The last two simulations of 312,000 and 625,000 cells were in good agreement, indicating that grid resolved results were achieved. In each refinement step from 20,000 to 312,000 cells, the number of cells was increased by two in each direction.
For the last refinement, only the number of cells in the direction normal to the surface was doubled.
Particle Convergence
To investigate the influence of the number of molecule simulators on the solution, the average number of particles per cell was doubled from 12.5/cell (Run 2) to 25/cell (Run 3) for the 80,000 cell case. The results presented in Fig. 22 show no significant difference between the two runs, thus supporting the assertion that an average of 10-12 simulators per cell is enough to produce statistically meaningful results.
Results
Figure 23 presents a comparison of the temperature contours for the Navier-Stokes simulation using 512×512 cells and the DSMC prediction of Run 6. The temperature reaches a maximum of 4000 K at the stagnation point and then gradually drops along the body. The simulations are in good qualitative agreement, with the DSMC approach predicting a more diffuse temperature shock as expected. In the area of the shock precursor, the molecular velocity distribution is a bimodal combination of the freestream maxwellian and the distribution emanating from the shock layer. Under such conditions, the very definition of temperature in the traditional sense is questionable. Figure 24 presents the surface pressure comparison between the experimental data and the DSMC and Navier-Stokes predictions. Qualitatively, the agreement with the data is good. A quantitative comparison for surface pressure is presented in Fig. 25 . The pressure distribution for both simulation approaches overpredict the experimental data by between 5% and 15%; however, the agreement between the two numerical methods is quite good.
The surface heat flux distributions are presented in Fig. 26 . The comparison between the two simulation approaches is good, while there are significant differences between the predictions and the experimental results. Although not shown, the heat transfer achieves a maximum at the stagnation point of roughly 1.2×10 6 W/m 2 in both simulations, drops rapidly after the expansion around the spherical nose region, and then drops gradually along the cone to about 1.6×10 5 W/m 2 . The quantitative comparison for heat flux, shown in Fig. 27 , indicates that both simulation approaches overpredict the heating by 30% at the first data station. The predictions become slightly better downstream until the last experimental data station in the attached flow region, where the predictions are 20% high.
The authors feel that the demonstrated numerical accuracy of and the good agreement between the DSMC and Navier-Stokes simulation approaches provide strong evidence for the presence of a bias error in the experimental data of Ref. 14. This bias error most likely occurs in the specification of the freestream conditions and is a result of the assumption of thermal equilibrium 9 in the experiment. However, in the current study, finer grids and longer execution times were afforded since only a fraction of the body that was simulated.
The vibrational excitation state of the gas at the test section is not addressed in the experimental description 10, 12 and is in fact not known. 40 This information is part of the mathematical characterization of the boundary conditions and is thus a source for uncertainty in the numerical predictions. The minimum 3 K) . This maximum vibrational excitation level could occur if, in the driven section of the tunnel, the fluid behind the reflected shock wave has sufficient flow residence time to thermally equilibrate at the stagnation temperature. Then, as the driven gas expands through the nozzle throat, the expansion ratio is sufficiently large enough that the vibrational temperature freezes out near the stagnation temperature. While the true state in the tunnel is somewhere in between these two limits (equilibrium and frozen flow), the experience of the authors with hypersonic expanding flows suggests that the vibrational temperature could be closer to the stagnation temperature than to the translational temperature at the test section. It was demonstrated in the previous study 9 that the uncertainty in the vibrational excitation state at the test section could lead to differences as high as 25% in the surface heat flux predictions.
Conclusions
DSMC and Navier-Stokes simulation were performed for the Mach 11, laminar flow over a 25 deg -55 deg blunted biconic geometry. The radius of the blunted nose was R N = 0.00635 m, and the Knudsen number based on this radius was 0.019. Results were presented from a previous blind validation study 9 along with experimental data for surface pressure and heat flux from Ref. 14. Two main issues arose from the earlier validation study. First, all DSMC simulations of the biconic geometries 9, 17, 19 significantly underpredicted the extent of the separated flow region relative to the Navier-Stokes simulations and the experimental data. These results bring into question the ability of the DSMC method to accurately predict separated flows. Second, the forecone heating in the attached region was overpredicted in nearly all simulations relative to the experimental data. These results were somewhat surprising since simulation predictions of laminar flow over a blunted biconic without chemical reactions are fairly routine.
The first issue is resolved in the current paper by examining the flow over the same blunted biconic from the previous study, but with a reduction of the freestream density by a factor of three. The density was decreased in order to reduce the computation burden on the DSMC method. Since no experimental data exist for these modified freestream conditions, the transport and thermochemical models were also simplified in order to improve the consistency between the DSMC and Navier-Stokes simulation approaches.
A rigorous study of the numerical accuracy was performed. For the Navier-Stokes simulations, the iterative convergence errors were shown to be small by reducing the L2 norms of the residuals for each conservation equation (mass, momentum, and global energy) by twelve orders of magnitude. The grid convergence errors in surface heat flux were assessed by running three meshes (512×256, 265×128, and 128×64 cells) and were estimated to be less than 4% in the attached flow regions and less than 10% in the separated region for the fine mesh. The accuracy of the DSMC simulations was assessed by independently varying the total simulation time, the grid density in the recirculation zone, and the number of particles, with converged results obtained in each case.
A comparison between the DSMC and Navier-Stokes simulations of the rarefied biconic showed excellent agreement for both surface properties along the biconic and velocity profiles within the recirculation zone. The remarkable agreement between the two simulation approaches suggests that the DSMC method is indeed capable of accurately predicting recirculating flows, a result supported by the prior findings of Bird. 41 Furthermore, the grid refinement study showed that the DSMC method underpredicted the size of the separated region on insufficiently refined meshes. These two results provide strong evidence that the reason for the underprediction of the recirculation zone with the DSMC method 20 in previous studies 9, 17, 19 was insufficient grid refinement in this region. It is estimated that fully resolved DSMC simulations at the experimental conditions are too computationally intensive for the computing resources currently available.
The discrepancies in the forecone heating were further examined by performing highly grid refined DSMC and Navier-Stokes simulations of the blunted 25 deg forecone at the experimental conditions. The grid convergence errors in the surface pressure and heat flux for the fine grid Navier-Stokes simulations (512×512 cells) were estimated to be below 1%. Studies were performed with the DSMC method to show that the predictions reached a steady state and were sufficiently grid and particle converged. Again, good agreement was found between the DSMC and Navier-Stokes simulation approaches. Comparisons in the attached flow region of the forecone showed percent differences between the simulations and the experimental data of 5-15% for surface pressure and 20-30% for surface heat flux, with the predictions consistently higher than the data. The demonstrated accuracy of and agreement between the two simulation approaches suggests the presence of a bias error in the experimental data.
Further work must be done to resolve the discrepancies in forecone heating between the experimental data and the simulation predictions. In order to reduce the uncertainty in the freestream conditions, more information must be obtained on the amount of vibrational excitation at the test section. Accurately determining the freestream vibrational excitation may require experimental procedures to be used in conjunction with modeling and simulation. 
