were introduced, by way of their real and imaginary parts on the unit circle C, by Fejér [6; 7] . Fejér showed that the number 24-7T
is an upper bound for the modulus both of the real and of the imaginary part of PB on C (w = l, 2, • • • ); a very simple proof that the polynomials Pn are uniformly bounded on C is given in [3, p. 43] . In view of recent applications of the Fejér polynomials in the study of Taylor series (see, for example, [3; 4; 8]), we have undertaken an investigation of their least upper bound on C (see §3) and of the distribution of their zeros (see §2).
Elementary considerations show that limn<0O nPn(z) =1/(1 -z) for \z\ <1, and that the convergence is uniform in every disc \z\ gr<l. From this and the fact that the reciprocal of every zero of P" is also a zero of P", it follows that the zeros of P" lie on or near the circle C. The theorem of Jentzsch and Szegö [9; 11] implies further that the arguments of the zeros are uniformly distributed in the interval [0, 27t]. Somewhat stronger results on the distribution of the arguments could be obtained by applying a theorem of Erdös and Turan [5, p. 106] ; but by using a method which involves nothing deeper than Rouché's theorem, we prove that each of the « -1 sectors
» n contains precisely two zeros of P".
2. The zeros of the Fejér polynomials. We shall state and prove various lemmas concerning the zeros of the polynomials P". At the end of the section, the contents of the lemmas will be gathered into a theorem. Lemma 1. The point z = 1 is the only positive zero of Pn. The reciprocal and the complex conjugate of every zero of P" are also zeros of Pn.
This lemma follows at once from Descartes' rule of signs, from the fact that the coefficients of the polynomial P" are real, and from the relation Pn(z~1) = -z-2n+1P"(z).
Lemma 2. Except for 8=1, P" has no zeros on the unit circle.
It is easily verified that (1) Pn(eie) = -2iei^-1^»C(n, 6), where ri m V sin {k -i/2)e C(n, 0) = 2^ t -i k
Using the identity in [10, § VI, Problem 17, p. 78] and Abel's summation, we obtain the formula
The lemma follows from the fact that the right member is positive for O<0<2ir.
In the sequel, it will be useful to deal with the function (4) is also satisfied on the circle \z\ =r", provided r" is sufficiently small or sufficiently large. By applying Rouché's theorem to the functions/« and fn+gn-Wn, with reference to a region which is bounded by two neighboring rays (3) and by arcs of two circles \z\ =r" and \z\ =r~1, we conclude that/" and I^n have the same number of zeros in this region. The lemma now follows from the fact that the zeros of /" are the 2« numbers
Lemma 4. P" has two or no negative zeros, depending on whether n is even or odd.
The function Wn has 2« zeros of which two lie at z = 1. If « is odd, Lemma 3 disposes of the remaining 2n -2 zeros. If n is even, Lemma 3 implies that at most two zeros are negative, and Lemmas 1 and 2 imply that at least two zeros are negative. It suffices to show that Wn(z) ?*0 for | z\ ^exp [ -(4+e)«-1 log »] and wè«o(e). By (2), znW"(z) = \/n+ Vn(z), where
We shall now show that | Vn(z)\ <l/n for the values of z indicated above.
Let 7? = 2+e/2. The sum of the moduli of the first [n/r¡\ terms on the right-hand side of (5) is less than
Since the remaining terms have coefficients of modulus at most 2, the modulus of their sum is at most
log n] tin log n It follows that, for large n,
\n log nj n and the lemma is proved.
Lemma 6. If n is even, the two negative zeros of P" are given asymptotically by the formula z = -[n log 16 + o(n)]±1'n.
To prove this lemma, we suppose that Wn(~r")=0, with r">l, and we write rn = nPnln = exp (pnn~l log «). (For the sake of typographical simplicity, we drop the subscript n in the remainder of the proof.) By Lemma 5, p<5 when n is sufficiently large. From equation (2) we obtain the relation (6) »p-1 + »-P-1 = h(r), where r + r-1 r2 + T2 r» + r~* r""1 + rl~n
The proof of the lemma hinges on an effective computation of h(r). For the purpose of this computation, we divide the right-hand member of (7) into two sections. The first section contains the number 2 and the first [3n/(p log n) ] terms that follow. The &th of these terms has the modulus 2/k(k+l)+ek, where
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Since cosh u<l+2u2 when 0<wiS3, Mkpn~x log n)2 0 < £* < -^TTT^-< 4^w_1 l0S w)2' k(k + 1) and 2 ., e* <-4(/>«~1 log n)2 = 12/w-1 log n = o(l).
*á3n/Cí> logn) ^ log w
It follows that the sum of the terms in the first section on the right of (7) is log 16+o(l).
To show that the sum of the terms in the second section is small, we shall first prove that each term is numerically larger than its predecessor. It will then follow that the sum of the terms in the second section is positive and smaller than the last term. We write
The second factor on the right is greater than 1 -2/k, that is, greater than 1 -(2/3)pn~l log n. To obtain a lower bound on the first factor, we use the fact that the derivative of cosh x is an increasing function, and we conclude that the factor is greater than cosh (kpn~x log n) + pn~l log n sinh (kpn~l log n) cosh (kpn~x log n) = 1 + (pn~l log n) tanh (kpn~x log «) > 1 + (tanh 3)pn~x log n.
Since tanh 3>2/3, the ratio between the numerical value of the (fe+l)st term and that of the kth term on the right of (7) is greater than 1 when k>3n/(p log n), if n is sufficiently large. Since the last term in (7) is less than (np+l)/(n -l)n<3np~i, it follows that (8) log 16 + o(l) ^ h(r) ^ log 16 + 3n*~2 + o(l).
We conclude from equation (6) and the first inequality in (8) that p>l; and from (6) and the second inequality in (8) that p-»1 as n-»°o. It follows, again from (8) , that &(r)=log 16+o(l). From (6) we now deduce that r" = np = n[h(r) -n~r~1], that is, r= {«[logló + oa)]}1'», as was to be proved.
Lemma 7. If e>0 and « is sufficiently large, the annulus
We now apply a theorem of Egerváry [2, p. 81 ] which, slightly specialized for our purpose, reads as follows:
If am>0 (0^m^2n -2) and if, for some p>\ and for m = 0, 1, • • • , « -2, «, » + 1, • • ■ , 2w -2, the condition (9) am-\ -(p + p~~l)am + am+1 > 0
(with the notation a_i=a2n-i = 0) is satisfied, then the polynomial 2mamzm has no zeros in the annulus p_1¿ \z\ ^p.
To establish a value of p for which our polynomial satisfies the condition (9), we write p -i+b. Applied to the case m=n-k, condition (9) becomes, after some elementary computations, b2 1
In order to find an upper bound for the denominator on the right side of (10), we note that this denominator has the value
The maximum of this, for k}t 1, is «+«2/2e. It follows that condition (10) is satisfied provided ¿>2<l/(«+«2/2e); that is, condition (9) is satisfied, for large w, if b = ((2e)ll2-e)/n.
The following proposition summarizes the results of this section: Theorem 1. The polynomial P" has a zero at z = l, and it has no other positive zero and no other zero on the unit circle. It has no negative zeros if « is odd; if « is even, it has two negative zeros which are given asymptotically by the formula z = -1 ± (log n log loc 16\
Each of the n -1 sectors (2k -\)ic/n<arg z<(2k+l)ir/n (k = l, 2,
• • • , n -1) contains exactly two zeros of P". For e > 0 and n sufficiently large, each of the zeros of P"(z)/(1 -z) lies in one of the annuli (4 + e)logw (2e)1'2-€ 1-< \z\ < 1-) n n í4 + e)locw . , The principal properties of these trigonometric polynomials are treated in [10, §VI, Problems 23-28]. The computations involved are so tedious that their publication is not justified.
