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Chapter 1: Introduction
Superconductivity was discovered by H. Kamerlingh Onnes (Leiden) in 1911 [1].
It is a macroscopic quantum phenomenon[2] and although it has been widely investi-
gated over the last century, the interest is far from declining[3]. Partly, because of the
search for superconductors with high critical temperatures (TC)[4] and also because su-
perconductors are the basis for future emerging technologies as quantum computation
and quantum information.
Superconductors have been used for a wide range of practical purposes. Since
the early days, they have been considered as zero-resistance conductors and ideal dia-
magnets. Among all the applications nowadays, the most notable still remain the use
of superconductors as zero-resistance elements to produce strong magnetic fields (e.g.
Large hadron collider at CERN) and as ideal diamagnets to levitate objects (e.g. Japans
Maglev trains). Superconductors are also used as precision detectors, due to the pres-
ence of a well defined superconducting gap, either to measure current [5, 6] or magnetic
fields with SQUIDs [7] (superconducting quantum interference device). The latter be-
ing a sensitive magnetometer, used for measuring extremely small magnetic fields and
based on superconducting loops.
Conventional superconductors, with low TC, are easy to manipulate and to use for
the fabrication of structures with sizes smaller than the characteristic coherence length,
which is on the order of a micron. In recent decades, the great achievement in making
high-quality contacts between superconductors and normal metals, ferromagnets, and
insulators has allowed the building of nanostructures large enough to be implemented
in a circuit but small enough to show quantum phenomena.
In such hybrid structures, interesting physics takes place due to the leakage of su-
perconducting correlations into non-superconducting materials. This phenomena is
called the proximity effect. In samples of a small size it leads to a wide range of inter-
esting phase-coherence effects. The proximity effect underpins several of the effects
discussed in the present thesis. Its study started back in 1932 in a work by R. Holm and
W. Meissner [8]. They observed a zero resistance state in a junction of two supercon-
ductors separated by a normal metal layer. This phenomenon was later studied in the
1950s and 1960s [9, 10, 11] in thin layer systems. Related experiments in the 1970s
and 1980s studied the effects of bias voltage[12], microwave irradiation [13], and mag-
netic fields [14] in SNS junctions. Here S is a superconductor and N a normal metal.
The achievement of building high-quality contacts between superconductors and nor-
mal metals at the nano scale in the 90s enabled better understanding of the proximity
effect [49, 50]. Subsequent work on this topic broadened the numbers of materials in
which the proximity effect could be studied to include: 2D electron gases in semicon-
ductors [15], novel materials such as carbon nanotubes [16, 17] and graphene [18],
and ferromagnets [19]. In particular, superconductor-ferromagnet (SF) structures have
attracted the attention of several research groups in the last decade[20].
In conventional superconductors, the ground state is described by pairs of elec-
trons (Cooper pairs) with opposite spins. It is well known that electrons with different
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spins belong to different energy bands. The energy shift of the two bands can be con-
sidered as an effective exchange field acting on the spin of the electrons. Therefore,
at first glance, ferromagnetism and conventional superconductivity cannot coexist in
bulk systems. However, in SF hybrids the interplay between superconductivity and
ferromagnetism leads to interesting physics. For example the exponential decay of the
condensate into the ferromagnet is accompanied by oscillations in space. This phe-
nomenon leads, for example, to oscillations of the critical temperature Tc as a function
of the thickness[21, 22, 23]. Furthermore, due to the oscillatory behaviour of the su-
perconducting condensate in the ferromagnetic region, the critical Josephson current
changes its sign in a SFS junction[25, 26, 27, 29, 30, 31]. Under certain conditions, it
is also possible that the presence of a ferromagnet leads to a long-range triplet super-
conducting pair correlation[32, 33]. Such pairs are not affected by the ferromagnetic
exchange field and, therefore, can propagate in the ferromagnet over long distances.
According to the theory, the triplet component of the superconducting condensate
can create highly polarized supercurrents, i.e. currents without dissipation, in Joseph-
son SFS junctions[34]. Such currents can be exploited for spintronics devices, an
emerging technology based on the manipulation and control of the spin currents in
electronic devices[35]. One of the bottlenecks in the development of nanoscale spin-
tronic devices are the large currents needed to control the spin states and the heat losses
associated with them. Spin-polarized supercurrents can help to overcome this problem
with the availability of fully polarized triplet supercurrents.
New technologies focused on miniaturization of electronic solid-state circuits face
the same problem as spintronics. Decreasing the size and increasing the transistor
speed leads to large ohmic dissipation and the associated heating is a significant ob-
stacle. Therefore, there is an increasing interest in the study of heat management and
control of heat at the nanoscale. The branch of electronics that studies the coupling
between charge and heat currents is called caloritronics. If one adds the spin degree
of freedom, one talks about spin caloritronics. Examples of effects studied in spin
caloritronics are the spin dependence of thermal conductance, the Seebeck and Peltier
effects, heat current effects on spin transfer torque, thermal spin, and anomalous Hall
effects.
In the present thesis, we extend the field of caloritronics and spin caloritronics by
adding superconductors as building blocks. On the one hand, this allows to reduce heat
losses and, on the other hand, to exploit phase coherent effects [36, 37, 38, 39, 40, 41].
Two types of heat-related topics are address in this thesis. First, we study super-
conducting hybrids for cooling applications. The flow of charge current in normal
metal/insulator/ superconductor (NIS) tunnel junctions at a bias voltage V is accompa-
nied by a heat transfer from N into S. This phenomenon arises due to the presence of
the superconducting energy-gap which allows for a selective tunnelling of high-energy
”hot” quasiparticles out of N. Such a heat transfer through NIS junctions can be used
for the realization of microcoolers [4, 43, 44, 45]. We extend these studies with the
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aim of increasing the cooling power by considering superconductor-magnetic hybrids.
The use of magnetic materials can reduce the Joule heating and, therefore, lead to an
increase of the cooling efficiency.
The study of the interplay between spin dependent fields and superconducting cor-
relations is also important for the realization of structures supporting Majorana bound
states, which are proposed as the basis for topological quantum computation [46]. Re-
cent experiments have suggested that Majorana modes are supported in a semiconduc-
tor with Rashba spin-orbit coupling in the presence of a Zeeman field[47]. Experimen-
tal results are, however, non conclusive and alternative explanations for the zero-bias
anomalous peak observed in the experiment are being considered. Parts of the present
thesis focus on the transport properties of nanostructures with induced superconduct-
ing correlations in the presence of spin-splitting fields and hence they contribute also
to this active research field.
Superconductors are also the building blocks for solid-state quantum bits (qubits).
Realization of superconducting qubits encompasses charge and flux qubits[28]. It has
been also theoretically proposed that a superconducting small constriction with a few
numbers of bounds states (Andreev bound states) could be used as a qubit (the Andreev
qubit[51]). The states of this qubit can be manipulated, for example, by an external rf-
field and read out by measuring the Josephson current through the junction. Part of
this thesis is devoted to the study of the electronic dynamics of quantum point contacts
in the presence of a microwave field.
1.1 Outline of the thesis
In chapter 1 we introduce basic superconducting phenomena. Such as, the BCS theory,
the Andreev reflection and the proximity effect, and the charge current transport in
superconducting tunnel junctions.
In chapter 2 we present the Keldysh nonequilibrium Green function formalism used
to obtain the results of this thesis, together with clarifying examples corresponding to
simple junctions. This chapter also includes the results of the critical temperature
calculations in a superconducting nanohybrid junction. It consist in a FSF spin valve
with a spin mixer at the SF interface. Here, the ferromagnetic layers surrounding the
thin superconducting layer generates the long-range triplet component. The feasibility
of superconducting spintronics depends on the spin sensitivity of ferromagnets to the
spin of the equal spin triplet Cooper pairs. This structure provides evidence of a spin
selectivity of the ferromagnet to the spin of the triplet Cooper pairs. As a second
example, we describe the Hanle effect in a spin valve geometry. With the help of the
quasiclassical Keldysh formalism we describe spin imbalance and spin injection in a
normal metal. Furthermore, we compare this results with the macroscopic theories
available to date.
4
Chapter 1: Introduction
The main results of the thesis are presented in three chapters. In chapter 3, the
subgap transport properties of a SIF structure is studied. We compute the differential
conductance and show that its measurement can be used as an accurate way of deter-
mining the strength of a spin-splitting field smaller than the superconducting gap. It is
also shown that for an SIFIF ′ system with arbitrary magnetization direction, one can
measure precisely the value of the effective exchange field. This is the averaged field
acting on the Cooper pairs in the multi-domain ferromagnetic region. For exchange
fields of the order of few ∆, the density of states of the FS bilayer at the outer border of
the ferromagnet shows a peak at the value of the field [48]. Thus, we propose a series
of accurate ways for determining the exchange field.
We also show that, contrary to what it could be expected, the Andreev current at
zero temperature can be enhanced by a spin-splitting field smaller than the supercon-
ducting gap. There is a critical value of the bias voltage above which the Andreev
current is enhanced by the spin-splitting field. This unexpected behaviour can be ex-
plained as the competition between two-particle tunnelling processes and decoherence
mechanisms originating from the temperature, voltage, and exchange field.
We devote chapter 4 to the study of thermal transport in superconducting nanohy-
brid structures. The first part of the chapter focuses on cooling (i.e. the heat flow out
of the normal metal reservoir), where we introduce two new cooling devices based on
spin filters and non collinear ferromagnets. The first contribution, consists of a cool-
ing device based on a SIFIF ′ structure with arbitrary magnetization. Here, we study
the role of the triplet superconducting component in the cooling phenomenon. We
demonstrate that the cooling efficiency depends on the strength of the ferromagnetic
exchange field and the angle between the magnetizations of the two F layers. Con-
trary to what we expected, for exchange fields lower than the superconducting gap,
the cooling power has a non-monotonic behaviour versus the exchange field. We also
study the dependence of the cooling power on the lengths of the ferromagnetic layers,
the bias voltage, the temperature, the transmission of the tunnelling barrier, and the
magnetization misalignment angle.
For the second cooling device, the spin-filtering effect leads to values of the cooling
power much higher than in conventional NIS coolers. The device, consisting of a
superconductor and normal metal separated by a spin filter, SISFN, shows a highly
efficient cooling in both ballistic and diffusive multi-channel junctions.
In the second part of chapter 4, we study the thermoelectric effects in hybrid super-
conducting structures. In thermoelectric devices a temperature gradient can generate
an electric potential (”Seebeck effect”) and viceversa (”Peltier effect”). In electronic
conductors a major contribution to thermoelectricity is given by the electron-hole
asymmetry in the system. This is the reason why semiconductors with their chemi-
cal potential tuned to the gap edge are used for this purpose. The chemical potential
in superconductors is not tunable, as charge neutrality dictates electron-hole symme-
try, thus, thermoelectric effects are weaker than those of normal metals. However,
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we propose to inject spin-polarized current in a superconductor with a spin splitting
field. This generates a huge thermoelectric effect: the resulting thermoelectric figure
of merit can far exceed unity, leading to heat engine efficiencies close to the Carnot
limit. We also show that spin-polarized currents can be generated in the supercon-
ductor by applying a temperature bias. This results look promising for a detector that
measures precisely small temperature changes. Conversion of waste energy is not en-
ergetically favourable, due to the need of cooling and keeping the superconductor at
low temperatures.
In chapter 5, we develop a general theory for the microwave-irradiated high-transmittance
superconducting quantum point contact (SQPC), which consists of a thin constriction
of superconducting material in which the Andreev states can be observed. We pro-
posed using the Andreev bound states of a SQPC for quantum computing applications
as qubits.
We show that a microwave field is an ideal tool to make a direct spectroscopy
of the Andreev bound states in a superconducting junction. This theoretical study
allows to understand the influence of a microwave field on the supercurrent through
superconducting weak links such as Dayem bridges or SNS junctions. Furthermore,
depending on the values of the different parameters of the system, one may observe
different physical phenomena, described in chapter 5. We predicted that for weak fields
and low temperatures, the microwaves can induce transitions between the Andreev
states leading to a large suppression of the supercurrent at certain values of the phase.
In contrast, at strong fields, the current-phase relation is strongly distorted and the
corresponding critical current does not follow a simple Bessel-function-like behaviour.
More importantly, at finite temperature, the microwave field can enhance the critical
current by means of transitions connecting the continuum of states outside the gap
region and the Andreev states inside the gap.
The thesis concludes with a summary of the obtained results in chapter 6. The de-
tailed derivation of the quasiclassical equations is presented in the appendix. Through-
out this thesis we set the Planck constant, h¯ = 1 and the Boltzmann constant, kB = 1.
Consequently, energies, frequencies and temperatures have the same units.
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1.2 Basic properties of conventional superconductors
The defining property of a superconductor is that below a certain temperature, TC (the
superconducting transition temperature), the electrical resistance vanishes. This per-
fect conductivity of metals was discovered in 1911 by H. Kamerlingh Onnes. Another
hallmark of superconductivity in bulk metals is the Meissner effect[52] (1933): for
an applied field smaller than the critical field H < HC, the superconductor expels the
magnetic field. This means that the superconductor behaves like a perfect diamagnet.
In 1935, the brothers F. and H. London[53] proposed two phenomenological equa-
tions, the London equations, to describe these two properties of superconductors. If E
is the electric field and H the magnetic flux density, the London equations read,
E =
∂
∂t
(ΛJS) , (1.1)
H =−ccurl ∂
∂t
(ΛJS) , (1.2)
where we define
Λ=
4piλ 2
c2
=
m
nse2
. (1.3)
In these expressions ns is the density of superconducting electrons. These are the
electrons in a metal that can transport current without dissipation. In contrast to the
”normal” electrons with density n.
Equation 1.1 shows that any electric field accelerates the superconducting electrons
rather than simply sustaining their velocity against resistance as described in Ohms law
in a normal conductor. Thus, it describes perfect conductivity in superconductors. The
second, eq.1.2, combined with the Maxwell equation curlH = 4piJ/c, leads to,
∇2H =
H
λ 2
. (1.4)
This implies that the magnetic field penetrates the superconductivity over the length λ .
The next theoretical step was given by V.L. Ginzburg and L.D. Landau[54] in 1950,
when they proposed a theory of superconductivity to describe the superconducting
electrodes. They introduced a complex pseudowave function ψ . This is the order
parameter within Landaus general theory of second-order phase transitions. The local
density of superconducting electrodes of the London equations 1.1 and 1.2, is then
given by,
ns = |ψ(x)|2 . (1.5)
Ginzburg and Landau wrote an expression for free energy near TC, the so-called Ginzburg
Landau (GL) free energy. By minimizing the free energy with respect to the order pa-
rameter one arrives to the G-L equations. These are valid for temperatures close to TC
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and read,
αΨ+β |Ψ|2Ψ+ 1
2m∗
(−i∇− e
∗
c
A)2Ψ= 0 , (1.6)
J =
c
4pi
curlH =
e∗
2m∗i
(Ψ∗∇Ψ−Ψ∇Ψ∗)− e
∗2
m∗c
Ψ∗ΨA . (1.7)
The first equation determines the order parameter Ψ and the second provides the su-
perconducting current J. Here α and β are treated as phenomenological parameters.
This theory allows the study of non-linear effects of fields strong enough to change
ns and its spatial variation. It also can handle the coexistence of superconductivity
and normal metal in the so-called intermediate state in a magnetic field comparable
to Hc. Here the field is strong enough to destroy superconductivity rather than simply
inducing screening currents to keep the field out of the interior of the sample.
Thus, according to the GL theory the superconducting state can be described by
a many-particle wave function, Ψ, with a macroscopic phase. According to Eq.1.7,
a finite (equilibrium) current can be generated by a gradient in the superconducting
phase.
Despite the good description of superconductivity given by the GL equations, there
was still no microscopic explanation for superconductivity. First, in 1957, Bardeen,
Cooper and Schrieffer[24] (BCS) presented their pioneering microscopic pairing the-
ory of superconductivity. The BCS theory is based on (Cooper) pairing between elec-
trons. At low temperatures electron-phonon interaction can lead to an effective weak
attraction that can bind pairs of electrons. These bound pairs of electrons occupy states
with equal and opposite momentum and spin. These are the so-called ”Cooper pairs”.
The concept that even a weak attraction can bind pairs of electrons into a bound
state was presented by Cooper [57] in 1956. He showed that the Fermi sea of elec-
trons is unstable against the formation of at least one bound pair, regardless of how
weak the interaction is, so long as it is attractive. The solution has spherical symme-
try; hence, it is an s state as well as a singlet spin state. This means that a Cooper pair
in a conventional superconductor is formed by an electron with spin up and momen-
tum~k, and another with spin down and momentum −~k. Notice that unconventional
pairs, for example those in a triple state, can also appear and will be discussed later
in section2.2.1.3. The size of the Cooper pair state is much larger than that of the
interparticle distance and thus, the pairs are highly overlapping.
The physical picture behind the idea of an effective attractive interaction is the
following: By interacting with the crystal lattice, conducting electrons generate a de-
formation in the lattice, due to coulomb attraction. The deformed lattice generates a
higher density of positive charge that attracts a second electron, resulting in an effec-
tive attractive interaction between two electrons. If this attraction is strong enough,
to override the repulsive screened Coulomb interaction, it gives rise to a net attractive
interaction, which in turn leads to superconductivity. Historically, the importance of
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the electron-lattice interaction in explaining superconductivity was first suggested by
Fro¨hlich [58] in 1950 and confirmed experimentally by the discovery of the ”isotope
effect” [59], i.e., the proportionality of TC to M−1/2 for isotopes of the same element.
The BCS theory predicts a gapped density of states described by
NS(E) =
E√
E2−|∆|2θ(|E|− |∆|) . (1.8)
The energy (E) is measured with respect to the Fermi level EF . In fig. 1.1 we show
the DoS described by Eq.1.8. There are two main features characteristic of the BCS
DoS: The energy gap ∆, which leaves states unavailable for quasiparticles with energy
|E|< ∆ and the square-root divergence of the density of states at E = ∆.
D
O
S
µ−∆ µ µ+∆
Figure 1.1: The density of states of a BCS bulk superconductor The chemical potential
is located in the middle of the gap.
The energy gap is temperature dependent and the critical temperature TC is the
temperature at which ∆(TC) = 0. So for T > TC the excitation spectrum becomes the
same as in the normal state. According to the BCS theory the energy gap at zero
temperature is related to TC in the following way,
∆(0) =
pi
eγ
TC . (1.9)
Here γ is the Euler constant. This exact value is usually approximated as 1.764. This
value has been tested in many experiments and found to be reasonably good.
The spatial extension of Cooper pairs is of the order of the coherence length, ξ0.
The coherence length is the second characteristic length of a superconductor together
with the penetration depth λ . In a pure superconductor, i.e. when ξ0 is much smaller
than the elastic scattering length l, it is given by
ξ clean0 =
vF
pi|∆| , (1.10)
and in the dirty case (ξ0 l) by
ξ dirty0 =
√
D
2∆
. (1.11)
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Here vF is the Fermi velocity and D the diffusion constant. Typical values for the
elastic mean free path range from l ∼ 3 to 60 nm . Thus, for the Fermi velocity of
Al, where vF = 2.03×106m/s, the diffusion coefficient D would be between 10−2−
10−4 m2/s. If, for example, we consider Al with ∆ = 180 µeV , then the coherence
length would be ξ0 = 190 nm. While for Nb with ∆ = 1.8 meV , the coherence length
is found to be ξ0 = 38 nm.
In 1959, a couple of years after the BCS theory was first presented, Gorkov[55]
showed that the GL theory is a limiting form of the BCS theory, valid near TC. He
showed that ψ is proportional to the gap ∆. The formulation of the BCS theory in
terms of the Gorkov Green functions will be presented in the next chapter.
Figure 1.2: Temperature dependence of the critical field. (From ref. [56])
As mentioned above another important property of the superconducting state has
been introduced, the Meissner effect. For a certain value of the field, known as the
critical field, the superconductivity is suppressed (orbital effect). This critical field is
reduced as we increase the temperature, as depicted in fig.1.2. This phenomena can be
derived from the BCS theory. In the case of a thin superconducting film, if the field is
applied in-plane, the critical field can reach values much larger than Hc,
Hc|| = 2
√
6
Hcλ
d
. (1.12)
Here λ is the London penetration length and d the film thickness. This means that, if
d/λ is small enough, it can exceed the critical field by a large factor.
Besides the orbital effect, a magnetic field can destroy superconductivity by means
of the paramagnetic effect. The magnetic field tends to align spins of Cooper pair in
the same direction, preventing pairing. For a pure paramagnetic effect, the critical field
of a superconductor Hp at T = 0 is given by the Chandrasekhar-Clogston limit[43, 44],
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Hp(0) =
∆√
2µB
. (1.13)
Furthermore, this paramagnetic effect causes a splitting in the BCS density of states
(DoS). As shown in fig. 1.3, four peaks are observed, corresponding to the summa-
tion of the BCS DoS of spin up and down particles, now shifted in energy by ±h,
respectively. The density of states now reads,
NSF(E)=
1
2
[
E +h√
(E +h)2−|∆|2θ(|E +h|− |∆|)+
E−h√
(E−h)2−|∆|2θ(|E−h|− |∆|)
]
.
(1.14)
Here h is the spin splitting that is related to the external magnetic field by h = gµBH.
Note that in the absence of a magnetic field, there is no shifting and the BCS peaks for
spin up and down are located at the same energies. The summation then leads back
to the two peak DoS of fig.1.1. Following this brief summary of the main properties
of homogeneous superconductors, we now introduce the superconductor-normal metal
hybrid structures and focus on the Andreev reflections and the proximity effect.
D
O
S
∆−h ∆+ h0−∆−h −∆+ h
Figure 1.3: Density of states of a BCS superconducting thin film in a Zeeman field,
where h is the value of the Zeeman field.
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1.3 Andreev Reflection and proximity effect
In this section we introduce the concept of Andreev reflection at the SN boundary. It is
a key phenomena in nanohybrid superconducting systems.
Figure 1.4: Sketch of the Andreev reflection process. The black circles represent elec-
trons and the grey ones holes. Black arrows represent the spin direction. The orange
lines represent the displacement direction.
Let us consider an interface between a superconductor and a normal metal. In prin-
ciple, electrons with energies E < ∆ in the normal metal cannot cross the interface
to the superconductor due to the gapped DoS. However, there is an additional reflec-
tion process, which was first identified by Andreev [21] and subsequently treated by
Artemenko et. al. [62] and by Zaitsev [63]. Upon reaching the interface, electrons can-
not be transferred as quasi-particles because there are no quasi-particle states in the
gap. Instead, a Cooper pair is created on the right side of the interface. In order for
the charge to be conserved, a hole (excitations below the Fermi energy) is reflected
back into the normal metal. This process transfers 2e across the interface to the super-
conducting Cooper pair condensate (see fig. 1.4). In other words, Andreev reflection
carries a charge current.
The electron-hole pair remain phase-coherent over distances of the order of the
coherence length. For T → 0 and eV <∆, in a perfectly transmitting barrier, essentially
all incident electrons are Andreev reflected. Thus, each reflection transfers a double
charge, giving a differential conductance twice that of the normal state. As T is raised
this value falls continuously, reaching unity at TC.
More generally, there is normally some sort of barrier causing normal reflection at
the NS interface, e.g. due to some oxide layer there, or because of the different Fermi
velocities associated with the different metals. To allow a simple comprehensive treat-
ment for the continuum of possibilities between no barrier and a strong tunnel barrier,
Blonder, Tinkham and Klapwijk [5] (BTK) introduced a δ -function potential barrier
12
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Figure 1.5: Plots of transmission and reflection coefficients at an NS interface. A
gives the probability of Andreev reflection, B of ordinary reflection, C of transmission
without branch crossing, and D of transmission with branch crossing. The parameter
Z is a measure of the barrier strength at the interface. (After Blonder et al.[5] )
of strength Z at the interface. They solved the Bogoliubov-de Gennes microscopic
equations[64] to find the probability for the various outcomes for an electron of en-
ergy E incident on the interface, as a function of Z. The probabilities of the different
possibilities are shown in fig. 1.5 for representative values of Z. A is the probability of
Andreev reflection as a hole on the other side of the Fermi surface. B is the probability
of ordinary reflection. C is the probability of transmission through the interface with
a wave vector on the same side of the Fermi surface, while D gives the probability of
transmission with crossing through the Fermi surface.
We now consider a normal metal placed between two identical superconductors
with different phases, as shown in fig. 1.6. An electron incident from the left in the
normal metal at energies smaller than ∆, experiences an Andreev reflection. The same
happens to the resulting hole in the left electrode, starting the process again. As it
is Andreev reflected at both sides, discrete energy levels arise in the system. We can
13
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Figure 1.6: Sketch of the process that generates the Andreev bound states.
Figure 1.7: The energies of Andreev bound states versus phase difference between the
superconductors for different values of T . For T : 1(red), 0.95(yellow), 0.9 (green),
0.7(blue), 0.5 (brown) and 0.3 (black).
conclude that, a coherent conductor between two superconducting reservoirs rise to
discrete bound energy states for quasiparticles, known as the Andreev bound states
(ABS).
The energies of the Andreev bound states envisioned separately by Saint James[68]
and Andreev[69], are described by to the expression,
EA =±∆
√
1− τ sin2(ϕ/2) . (1.15)
This is the expression for each transmission channel. Here τ is the transmission coef-
ficient and ϕ = ϕL−ϕR is the phase difference between the two superconductors [65].
The ± term corresponds to the existence of two Andreev bound states for quasiparti-
cles, one with positive energy and another with negative. In fig. 1.7 we plot the energies
of the ABS as we vary the phase difference. Here the ”continuum” represents the states
14
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outside the gap. It is shown that in order to observe the ABS deep inside the gap, high
transmission values are required and they only touch each-other for perfect transmis-
sion values. On the other hand, for low transmission values the ABS are very close to
the continuum. The DoS of this junction is plotted in fig. 1.8. In the case of a nanos-
tructure with multiple channels, each channel has a pair of ABS and depending on the
transmission values the energies vary. For a sufficient number of channels, there are
many pairs of ABS located in different energy positions inside the gap. In the case of
low transmission values, they form a continuum at the edges of the gap.
E
D
O
S
∆−∆ −EA EA
Figure 1.8: Density of states corresponding to a system of two BCS superconductors
with different phases and a nanostructure between them. The ABS can be observed
inside the superconducting gap.
We must bear in mind that the chemical potential is always located in the middle
of the gap. This is an intrinsic property of superconductors. For zero temperature,
only energies lower than the chemical potential are occupied, namely, the Andreev
level and continuum spectrum with negative energies (see Fig.1.8). Transitions of
quasiparticles from the negative ABS to the positive ABS or to the continuum can
occur by microwave irradiation. As we increase the temperature, the occupation of
the negative energy ABS decreases, whilst the occupation of the positive energy one
rises. A proof of the existence of the Andreev states has been provided in several
experiments[71, 72]. For example, a very strong proof for the existence of these states
in carbon nanotube is shown in fig. 1.9 [70]. The measurement of the DoS shows
that the height of the peaks of the ABS reduce as we increase the distance from the
interface. The above description of the junction in terms of the ABS is valid in clean
and small constriction.
For planar diffusive SN junctions the Andreev reflection leads to coherent electron-
hole pairs in the normal metal over the so called normal coherent length ξN =
√
D/(2piT ),
where D is the diffusion constant. For low temperatures this may be much larger than
ξ0. This is the so-called proximity effect. For typical metal samples, at T ∼ 100mK, it
is of the order of few microns and it is restricted by decoherence processes, namely in-
elastic or spin-flip scattering. The penetration of the condensate into the normal metal
over large distances, allows current with no dissipation in SNS structures. The prox-
imity effect leads to a change of the DOS of the normal metal, which in turn leads to
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Figure 1.9: Conductance and DoS versus phase difference obtained experimentally,
corresponding to the measurement of the ABS. (After ref. [70])
an increase of the local conductivity. On the other hand, the proximity of the normal
metal to the superconductor also has an effect on the properties of the latter. The super-
conductivity is suppressed over the correlation length ξ0, meaning that ∆ is reduced at
the interface in comparison with the bulk value. This phenomena is called the inverse
proximity effect.
If the normal metal in a SN junction is substituted by a ferromagnet(F), the Andreev
reflection and hence the proximity effect is suppressed. In a F metal electrons with
different spins belong to different energy bands. The energy shift of the two bands
can be considered as an effective exchange field acting on the spin of the electron
and the reflected hole. The suppression of the Andreev reflection is due to the fact
that all the electrons with spin-up do not find a ”partner” with spin-down. This effect
reduces the coherence length and the superconducting condensate decays fast in the
ferromagnetic region for SF interfaces. The estimation of the ratio of the condensate
penetration length in ferromagnets to that in non-magnetic metals with a high impurity
concentration, is of the order of
√
TC/h, where h is the exchange field. The highest
possible value of the critical field is given by the Chandrasekhar-Clongston limit[43,
44] hc ∼ 0.7∆. Using eq.1.9 we can write TC as a function of ∆. This leads to a
value of the ratio of the order of 0.9. Making the penetration depth in ferromagnets
much smaller than the one corresponding to normal metals, that we define as ξF ∼√
D/(2pih).
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In the next section we discuss transport phenomena in planar junctions involving
superconductors.
17
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1.4 Charge current through superconducting tunnel junc-
tions
We now proceed to describe transport phenomena of simple junctions with supercon-
ducting elements. These correspond to tunnel junctions between a superconductor and
a normal metal (SIN), where I is an insulator, and between two superconductors (SIS),
in which we impose a bias voltage. The most interesting phenomena is related to the
nontrivial and energy dependent density of states of the superconductor. From quan-
tum mechanics it is known, that there is a nonzero probability of charge transfer by
tunnelling of electrons between two conductors separated by a thin insulating barrier.
This probability falls exponentially with the width of the insulating barrier and depends
on the properties of the insulating material.
Figure 1.10: Density of states (horizontal) versus energy (vertical) as an example of
the semiconductor model to describe electron tunnelling. Here the dashed lines stand
for the occupation of the states. We present two figures: (a) N-S tunnelling at T =
0, with bias voltage that slightly exceeds the energy gap. Horizontal arrow depicts
electrons from the left tunnelling into empty states on the right. (b) S-S tunnelling at
T > 0, with bias voltage eV < ∆1+∆2. Horizontal arrows depict tunnelling involving
thermally excited electrons or holes.
In order to understand the physical picture of the transport at these tunnelling inter-
faces we use the so-called semiconductor model. In this method, illustrated in fig. 1.10,
the normal metal is represented in an elementary way as a continuous distribution of
energy independent particle states. The superconductor is represented like an ordinary
semiconductor with the BCS gap ∆. It reduces to the normal-metal density of states
as ∆→ 0. The occupation of the states is described by the Fermi distribution func-
tion. For T = 0, all states up to the chemical potential are filled, while for T > 0 the
18
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occupation numbers are given by the Fermi function.
Within this model, tunnelling transitions are all elastic, i.e. they occur at constant
energy after adjusting the relative levels of the chemical potential in the two metals
to account for the applied potential difference eV . This property facilitates the under-
standing of all the contributions to the current. As a simple example, in the next section
we determine first the current through a NIN junction.
1.4.1 NIN junction
We consider here a NIN junction and calculate the current flowing from the left to
the right normal metal when the junction is voltage-biased. The Fermi golden rule is
applied in order to calculate the transition rate,
IL→R =
1
eRT |T |2N0LN0R
∫ ∞
−∞
T 2NL(E) fL(E,µ,T )NR(E + eV )[1− fR(E + eV,µ,T )]dE .
(1.16)
Here eV is the applied voltage that results in a difference in the chemical potential
across the junction. N(E) is the normal density of states. For a finite temperature, one
has to include the Fermi distribution functions of the electrons, fi(E,µ,T ), in each
electrode. It reads fi(E,µ,T ) = {exp[(E−µ)/(T )]}−1 and µR = µL−eV . The factors
NL fL and NR(1− fR) give the numbers of occupied initial states and of empty final
states in unit energy interval. If the initial states are empty or the final states fully
occupied, the spectral current is zero. This expression assumes a constant tunnelling
factor T . The prefactor of this expression is often written in terms of the resulting
resistance RT and N0L,R, which is the normalization value of the corresponding density
of states. Subtracting the reverse current (current from the left to right minus that from
right to left), gives the total current
I = IL→R− IR→L = 1
eRT |T |2N0LN0R
T 2
∫ ∞
−∞
NL(E)NR(E + eV )[ f (E)− f (E + eV )]dE .
(1.17)
From this expression the current for a NIN system is obtained by replacing the
densities of states by energy independent ones,
INN =
1
eRT
∫ ∞
−∞
[ f (E)− f (E + eV )]dE = eV
eRT
≡ GTV. (1.18)
As expected it results in the ohmic behaviour. The conductance value reads GT =
1/RT , independent of temperature and voltage.
1.4.2 NIS junction
The next step is to introduce a NIS junction. The DoS of the superconductor is energy
dependent, corresponding to a BCS DoS, while for the normal metal NN(E) = N0N ,
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which is energy independent. Eq.1.17 thus converts to the following,
INIS =
1
eRT N0S
∫ ∞
−∞
NS(E)[ f (E,TR)− f (E + eV,TL)]dE . (1.19)
In general, this expression cannot be analytically integrated for an arbitrary voltage
and temperature but numerical integration is straightforward.
In the limit T → 0 the expression reduces to,
INISbT→0= 2eRT N0S
∫ eV
0
NS(E)dE . (1.20)
There is no tunnelling current for e|V | ≤ ∆, as the voltage has to overcome the gap
in order for tunnelling to be allowed. The magnitude of the current is independent
of the sign of V because hole and excitations have equal energies. For T > 0, the
energy of excitations already present allows tunnelling at lower voltages, resulting in
an exponential tail of the current in the region below eV = ∆.
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Figure 1.11: Current and differential conductance versus voltage for a normal metal-
superconductor tunnel junction. Black curves represent the T = 0 case while red ones
correspond to a finite temperature.
We calculate the differential conductance GNIS = dINIS/dV from eq. 1.19,
GNS =
dINS
dV
=
1
RT
∫ ∞
−∞
N2S(E)
N0S
[−∂ f (E + eV )
∂ (eV )
]dE. (1.21)
It is important to notice that −∂ f (E + eV )/∂ (eV ) = [4T cosh2((E + eV )/(2T ))]−1 is
a bell-shaped weighting function peaked at E = eV , with width ∼ 4T . Therefore, as
T → 0 this function reads as a delta function, leading to
GNSbT→0= dINSdV bT=0=
NS(|eV |)
N0S RT
. (1.22)
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Thus, in the low-temperature limit, measurements of the differential conductance re-
veal information about the density of states. In fig.1.11(b) the result corresponding to
the conductance in this limiting case is plotted, resulting in the BCS DoS. Electron
tunnelling was pioneered by Giaever [60], who used it to confirm the density of states
and temperature dependence of the energy gap predicted in the BCS theory.
At finite temperatures, as shown in fig. 1.11 (b), the conductance is smeared by
∼±2T in energy, as a result of the width of the derivative of the distribution function.
Due to the exponential tails, it turns out that the differential conductance at V = 0 is
related exponentially to the width of the gap. In the limit T  ∆, this relation reduces
to
GNS
GNN
bV=0=
(
2pi∆
T
)1/2
e−∆/T . (1.23)
The calculations of the tunnelling current do not take into account all the phenomena
related to SIN interfaces, such as the Andreev reflection. As we shall see in the next
chapter a large correction to the conductance is given by this subgap contribution. In
the low temperature limit this subgap conductance tends to a finite value.
1.4.3 SIS junction
In this section we study a junction of two superconductors with different superconduct-
ing gaps (∆1,∆2) connected by an insulating barrier. In this case both DoS are energy
dependent. Here we only consider the flow of quasiparticles and neglect the supercur-
rent that can flow through the junction (Josephson effect) In this case eq. 1.17 reads,
ISIS =
1
eRT
∫ ∞
−∞
NS(E)
N0S(1)
NS(E + eV )
N0S(2)
[ f (E)− f (E + eV )]dE
=
1
eRT N0S(1)N
0
S(2)
∫ ∞
−∞
|E|
|E2−∆21|1/2
|E + eV |
|(E + eV )2−∆22|1/2
[ f (E)− f (E + eV )]dE .
(1.24)
This integral excludes energy values that are inside the gaps of either superconductor,
|E|< |∆1| and |E+eV |< |∆2|. Numerical integration is required to compute complete
I-V curves.
In fig. 1.12 we show the qualitative features of the I-V characteristic. From the
semiconductor model, depicted in fig. 1.10(b), we can see that at low temperatures no
current can flow until the voltage exceeds the value ∆1+∆2. At this point, the potential
difference supplies enough energy for particles to tunnel. Since the density of states
is infinite at the gap edges, it turns out that there is a discontinuous jump in ISIS at
eV = ∆1+∆2 even at finite temperatures.
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Figure 1.12: Characteristic I-V curve corresponding to the Superconductor-
superconductor tunnelling case. Note that for finite temperatures T > 0 there is a
sharp peak at voltages corresponding to the difference of the two gap values. (From
ref.[56])
For T > 0, current also flows at lower voltages because of the availability of ther-
mally excited quasi-particles. This current rises sharply to a peak when eV = |∆1−∆2|
because this voltage provides just enough energy to allow thermally excited quasi-
particles with energy ∆1, to tunnel into the peaked density of available states at ∆2.
The existence of this peak leads to a negative resistance region [(dI/dV ) < 0] for
|∆1− ∆2 ≤ eV ≤ ∆1 + ∆2. This region cannot be observed with the usual current-
source arrangements since there are three possible values of V for a given I and the
one where dI/dV < 0 is unstable.
The existence of sharp features at both |∆1−∆2| and ∆1+∆2 allows easy determi-
nation of ∆1 and ∆2 values from the tunnelling curves. The SIS tunnelling method is
more accurate than the NIS tunnelling method in this regard, due to the existence of
very sharply peaked densities of states at the gap edges of both materials, which helps
to counteract the effects of thermal smearing[75, 76].
1.4.3.1 The Josephson effect
Previously, we have focused on the quasiparticle contribution to the current. How-
ever, a finite current can flow thought the SIS junction in the absence of a voltage
drop. This is the so-called Josephson effect. It results in a current without dissipa-
tion(supercurrent) generated by a gradient in the superconducting phase. In 1962,
Josephson [73] made the remarkable prediction that a zero voltage, the supercurrent
Is = IC sin(∆ϕ) (1.25)
should flow between two superconducting electrodes separated by a thin insulating bar-
rier. Here ∆ϕ is the phase difference between the wavefunctionsof the two electrodes.
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The critical current IC is the maximum supercurrent that the junction can support. This
phenomena was confirmed experimentally shortly afterwards by Anderson and Row-
ell [74].
Figure 1.13: Two possible geometries for a Josephson junction: (a) two supercon-
ductors in contact by a tunnel barrier and (b) superconductors separated by a normal
metal.
Josephson further predicted that if a voltage difference V is maintained across the
junction, the phase difference ∆ϕ would evolve according to
d(∆ϕ)
dt
=
2eV
}
, (1.26)
so that the current would be an alternating current of amplitude Ic and frequency
ν = 2eV/h. Thus, the quantum energy hν equals the energy change of a Cooper pair
transferred across the junction. These predicted effects are known as the dc and ac
Josephson effects.
Although Josephson′s prediction was made for SIS junctions, it is now clear that
the effects are much more general, and occur whenever two strongly superconducting
electrodes are connected by a ”weak link”. This ”weak links” can be an insulating layer
as Josephson originally proposed, or a normal metal layer made weakly superconduc-
tive by the proximity effect. It can also be a short narrow constriction in otherwise
continuous superconducting material. These three typical cases are often referred to as
SIS (fig. 1.13 (a)), SNS (fig. 1.13 (b)) or ScS junctions (see also section2.2.2), respec-
tively.
Given the two relations Eq. (1.25) and Eq. (1.26), one can derive the coupling free
energy stored in the junction by integrating the electrical work
∫
ISV dt =
∫
IS(}/2e)d(∆ϕ)
done by a current source in changing the phase. In this way, we obtain,
F = const.−EJ cos(∆ϕ) where EJ ≡ (}IC/2e) . (1.27)
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Clearly, the energy has a minimum when the two phases are equal, so that ∆ϕ = 0.
This corresponds to the energy minimum in the absence of a phase gradients in a bulk
superconductor. The critical current is a measure of how strongly the phases of the two
superconducting electrodes are coupled through the weak link. This depends on size
and material of the barrier. In the case of constriction weak links, it depends on the
cross-sectional area and length of the neck. In most applications IC lies in the range of
a microampere to a few miliamperes.
IC scales with dimensions of the bridge exactly as the inverse of its resistance RN
in the normal state. Thus, ICRN has an invariant value, which depends only on the
material and the temperature, and not on bridge dimensions. The ICRN product is
frequently used as a measure of how closely real Josephson junctions approach the
theoretical limit.
Ambegaokar-Baratoff formula for tunnel junctions Ambegaokar and Baratoff [76],
worked out an exact result for the full temperature dependence of IC in this system.
They applied a microscopic theory to a tunnel junction geometry, as had Josephson in
his original derivation. It reads,
ICRN = (pi∆/2e) tanh(∆/2T ) . (1.28)
This is an important general result. In the T = 0 limit, ICRN = pi∆(0)/2e. It is also
convenient to note that by using the BCS ∆(T ), we see that eq. 1.28 varies linearly
with T near TC and can be approximated by
ICRN = (2.34pi/e)(TC−T )∼ (TC−T )×635µV/K . (1.29)
Eq. 1.28 holds for tunnel junctions. The temperature dependence of eq. 1.28 is shown
in fig. 1.14, where we plot the linear dependence corresponding to temperatures near
TC.
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Figure 1.14: Ambegaokar-Baratoff dependence of the critical current with tempera-
ture. The linear dependence valid for temperatures near TC is added as a red dashed
line.
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1.5 Summary
In summary, in this chapter the basic properties of conventional superconductors have
been introduced. Furthermore, the properties that arise in junctions between supercon-
ducting and non-superconducting material have been studied. These include the An-
dreev reflection and the proximity effect, that are two faces of the same coin. Finally,
the current through NIN, NIS and SIS, planar tunnelling junctions has been described
using a simple semiconductor approach of the superconductor.
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Chapter 2: Fundamentals of the theory of superconducting nanohybrids
As it has been discussed in the first chapter, the BCS theory introduced in section1.2
gives a microscopic description of superconductivity improving the phenomenologi-
cal Ginzburg-Landau theory. In 1959, L.P. Gorkov[1] used the Green function (GF)
method developed in the context of quantum field theory to show that the BCS theory
reduced to the Ginzburg-Landau theory for temperatures close to the critical tempera-
tures.
The BCS theory formulated in terms of the Green function technique is a powerful
tool for description of superconductivity, in particular for the study of bulk supercon-
ductors. However, calculations involving microscopic Green functions are very cum-
bersome when dealing with inhomogeneous (hybrid) systems and in several cases the
solutions are impossible to be found. A step forward in the method of the Green func-
tion technique was provided by by G. Eilenberger [2] and in parallel by A. I. Larkin
and Yu. N. Ovchinnikov [3], who introduced the so-called quasiclassical method in
the theory of superconductivity.
This method is based on the fact that the energies and lengths involved in the su-
perconducting phenomena are usually much smaller that the Fermi energy and larger
than the Fermi wave length respectively. The quasiclassical approximation reduces the
Gorkov equations for the Green functions to a kinetic-like equations. By this means,
the two-coordinates dependent GFs G(r,r′) transform to the quasiclassical GFs with
dependence (r,pF ), where pF is the momentum direction at the Fermi level. In the
so called dirty limit, i.e. when the mean free path of the electrons is much smaller
than other characteristic lengths, the Eilenberger equation can be simplified and trans-
formed to a diffusion-like equation, as shown in 1970 by K. Usadel [4]. The resulting
equation is an extremely useful tool that is used in several chapter of this thesis.
The purpose of this chapter is to show the most important steps in the derivation
of the quasiclassical equations, whereas, most of the technical details are given in the
Appendix. This complete formalism allows to study the electronic transport in a wide
range of hybrid structures and phenomena related to the proximity effect.
2.1 The quasiclassical Green function technique
Our starting point is a general Hamiltonian describing hybrid systems:
Hˆ = HˆBCS+ Hˆimp+ Hˆso+ Hˆs f + Hˆex . (2.1)
The HˆBCS term is the BCS Hamiltonian for the description of superconducting ma-
terials in terms of the order parameter ∆ and reads,
HˆBCS = Σ{p,s}a†sp
(
ξpδpp′+ eV
)
δss′as′p′−∆
(
a†s¯pa
†
s′p′+ c.c.
)
. (2.2)
For ∆ = 0, HˆBCS describes the normal state. The summation is carried out over all
momenta (p, p′) and spins (s,s′) (the notation s¯, p¯ means inversion of both spin and
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momentum), ξp = p2/2m−EF is the kinetic energy counted from the Fermi energy
EF , V is a smoothly varying electric potential. The superconducting order parameter
∆ must be determined self-consistently.
In Eq.2.1, the term Hˆimp describes the interaction of the electrons with nonmagnetic
impurities, Hˆso the spin-orbit coupling due to impurities (extrinsic coupling), and Hˆs f
the spin flip interaction at magnetic impurities. In-plane magnetic fields or the presence
of ferromagnets (F) in the hybrid system are described by the Zeeman-like term Hˆex.
Along the thesis we use the symbols .˘ for 8× 8, .ˇ for 4× 4 and .ˆ for 2× 2 matrices.
The explicit expressions for all these terms can be found in the Appendix, section A.1.
We introduce the time ordered matrix Green functions (in the particle-hole×spin
space) in the Keldysh representation,
Gˇ(ti, t ′k) =
1
i
〈TC
(
cns(ti)c
†
n′s′(t
′
k)
)
〉 . (2.3)
In the Keldysh representation the time coordinates have subindices (k, j) that take the
values + and −. These correspond to the upper and lower branches of the contour C,
running from −∞ to ∞ and back to −∞. The new c†ns and cns operators are related to
the creation and annihilation operators a†s and as by the relation
(n = 1) c1s = as (n = 2) c2s = a
†
s¯ . (2.4)
These operators (for s = 1) were introduced by Nambu[2]. The new operators allow
one to express the anomalous averages 〈a↑a↑〉 introduced by Gorkov as the conven-
tional averages 〈c1c†2〉 and therefore the theory of superconductivity can be constructed
by analogy with a theory of normal systems.
In the Keldysh space G is a 2×2 matrix. The four elements of this matrix are not
independent and can be reduced to three. Thus, in the Keldysh space the matrix Green
functions read,
G˘ =
(
GˇR GˇK
0 GˇA
)
. (2.5)
The upper scripts stand for Retarded, Advanced and Keldysh components. The Re-
tarded and Advanced components contain information about the spectral properties
of the system, such as the density of states (DoS). Whereas the Keldysh component
describes how the states are occupied, i.e. it contains the distribution function.
The above introduced Green functions satisfy the so-called Gorkov equation[4],
which in coordinate space reads:
(Gˇ−10 − ˜ˆ∆⊗σ3+hτ3Sˆ− Σˇimp− Σˇso− Σˇsf)(r1, t1,r2, t2)⊗Gˇ(r2, t2,r′1, t ′1) = δ (r1, t1,r′1, t ′1)
(2.6)
Here ⊗ represents convolution over coordinates, while Σˇimp, Σˇs.o. and Σˇs.f. are the self-
energies. In this thesis the Pauli matrices τi and σi, correspond to Nambu and spin
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space respectively. In principle, this equation is valid for any self-energy but in the
present case these are given in the Born approximation, as shown in the Appendix.
The matrix order parameter equals ˜ˆ∆ = τ1Re∆− τ2Im∆. The spin vector takes the
form Sˆ = (σ1,σ2,σ3) and the exchange field vector reads h = (hx,hy,hz). Here hi
is the value of the exchange field in the ”i” direction. The Green function of a non-
superconducting bulk material reads,
Gˇ−10 (r1, t1,r
′
1, t
′
1) = δ (r1− r′1)δ (t1− t ′1)
[
i∂ t1+
1
2m
(∇r1− iA)2τ3+EF
]
. (2.7)
Figure 2.1: Main steps for the derivation of the quasiclassical Green functions. The
time dependence of the GFs (t, t ′) is omitted.
For example, the Retarded and Advanced GFs are given from Eq.2.6 of a homoge-
neous superconductor after Fourier transform reads:
GˇR(A)(ω,p) =
[
(ω± iη)τ3− ˜ˆ∆⊗σ3−EF
]−1
. (2.8)
η here is the Dynes parameter[6, 7, 5] that describes the inelastic scattering energy
rate within the relaxation time approximation. In principle, the Gorkov equation can
be used to describe hybrids structures consisting of different materials and interfaces.
However, dealing with full double coordinate Green functions becomes very cumber-
some and in several cases the solutions are impossible to be found. For this reason
it is convenient to introduce the quasiclassical GFs that satisfy more simple kinetic
equations. Its derivation can be found in several papers[10, 11, 12, 13] and in the ap-
pendix. Fig.2.1 shows schematically the main steps in obtaining from the Gorkov GFs
G(t, t ′;r,r′), the quasiclassical GFs (Eilenberger) g(t, t ′;R,pF) and Usadel GFs.
In the most general case (arbitrary impurity concentration (τ), spin orbit (τso) and
spin flip (τs f ) impurity spin relaxation times, intrinsic spin splitting field (h) and super-
conducting gap (∆), the equation describing the quasiclassical GF gˇ(t, t ′;R,pF) is the
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so-called Eilenberger equation [2] (we omit the coefficient for simplicity):
−(τ3∂t gˇ+∂t′gˇτ3+vF∇ˆ⊗ gˇ)= [−i∆ˇ−ihSˆ+ 12τ 〈gˇ〉vF+
1
2τso
〈gˇ〉vF+ 12τs f τ3〈gˇ〉τ3vF , gˇ]⊗ .
(2.9)
Here ∆ˇ = τ3 ˜ˆ∆. The term ∇ˆ⊗C = ∇RC− i[Aτ3,C]⊗ is the gauge-invariant gradient
involving the vector potential A(t, t′) = δ (t− t′)A(t). Here v f is the direction of the
momentum at the Fermi surface and |v f |= k f /m the Fermi velocity. This equation has
to be complemented by the normalization condition gˇ(t, t ′;R,pF)⊗ gˇ(t, t ′;R,pF) =
1ˇδ (t− t ′)[14, 15].
A further simplification can be done if the system is in the dirty limit, i.e. when the
mean free path of the electrons is smaller than other characteristic lengths. This trans-
forms the Eilenberger equation to a diffusion equation for the momentum-averaged
(i.e. s-wave) Green function Gˇ(t, t ′;R) = 〈gˇ(t, t ′;R,pF)〉pˇ. These obey the Usadel
equation [4] (see Appendix):
iD∇ˆ⊗
(
Gˇ⊗ ∇ˆGˇ
)
− i(τ3∂tGˇ+∂t′Gˇτ3) = [∆ˇ+hSˆ+ i2τso GˇvF +
i
2τs f
τ3Gˇτ3vF , Gˇ]⊗ .
(2.10)
Here D = v f l2/3 is the 3D diffusion constant corresponding to the elastic scattering
length l. Retarded, Advanced and Keldysh components are not independent from each
other. The first two fulfil the relation
GˇA =−τ3GˇR†τ3 . (2.11)
In addition, the Keldysh component relates to the Retarded and Advanced ones via the
distribution function fˇ as
GˇK = GˇR⊗ fˇ − fˇ ⊗ GˇA . (2.12)
The normalization condition Gˇ(t, t ′;R)⊗ Gˇ(t, t ′;R) = 1ˇδ (t− t ′) in terms of the compo-
nents implies GˇR⊗ GˇR = GˇA⊗ GˇA = 1ˇδ (t− t ′) and GˇR⊗ GˇK + GˇK⊗ GˇA = 0.
The matrix distribution function that appears in eq. 2.12 has the general form,
fˇ = τ0( fL+ fTiσi)+ τ3( fT + fLiσi), (2.13)
where i = 1,2,3. The functions with an ”L” subscript are odd in energy, while those
with ”T” subscripts are even. For example, fT is related to the charge imbalance and
fTi to the spin imbalance in the i direction. On the other hand, fL is related to the
heat imbalance and fLi to the heat spin imbalance (in the i direction). Here i = 1,2,3
correspond to x,y,z directions respectively.
In a stationary case, the GFs depend only on the time difference and therefore it
is convenient to introduce the Fourier transformed GF gˇ(E;R, pF). The corresponding
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Eilenberger equation reads
−vF∇ˆgˇ = [iEτ3σ0− i∆ˇ− ihSˆ+ 12τ 〈gˇ〉vF +
1
2τso
〈gˇ〉vF + 12τs f τ3〈gˇ〉τ3vF , gˇ] , (2.14)
while the Usadel equation now reads,
D∇(G˘∇G˘)+iE
[
τ3σ0, G˘
]
+i
[
∆ˇ, G˘
]
+
[
( hSˆ)τ3, G˘
]− i
τs f
[
Sˆτ3G˘τ3Sˆ, G˘
]− i
τso
[
SˆG˘Sˆ, G˘
]
= 0 .
(2.15)
Here x is the transport direction. All equations, including the Usadel equation, must
be complemented by the corresponding boundary conditions, that we introduce later
in section2.2.1.1. We define the matrix current, J˘, together with the normalization
condition that the solutions for the Usadel equation must obey.
Jˇ = Gˇ∂xGˇ, Gˇ(pF ,r;E)Gˇ(pF ,r;E) = 1ˇ . (2.16)
The superconducting gap ∆ is determined by the so-called self-consistency equation
(that we introduce in section 2.1.3), which reflects the dependence of the order param-
eter on temperature, exchange field or proximity effect. Combining this equation with
Usadel (or Eilenberger) and Maxwell equations, the set of equations is closed.
When studying out-of-equilibrium properties of a diffusive system, the Usadel
equation (eq.2.15) has to be solved. In such a case one first solves the equations for
GR and GA (spectral part). The distribution function obey an equation which can be
derived from the Keldyh component of the Usadel equation (eq.2.15) and reads:
D[GˆR∇GˆR∇ fˇ −∇GˆR∇ fˇ GˆA− GˆR∇ fˇ∇GˆA−∇ fˇ GˆA∇GˆA]+D[∇2 fˇ − GˆR∇2 fˇ GˆA]
+GˆR(ΛˇR fˇ − ΛˇK− fˇ ΛˇA)− (ΛˇR fˇ − ΛˇK− fˇ ΛˇA)GˆA = 0 , (2.17)
where
ΛˇR(A) = iEτ3− i hSˆ− ∆ˇ− 1τs f Sˆτ3Gˆ
R(A)τ3Sˆ− 1τso SˆGˆ
R(A)Sˆ (2.18)
and
ΛˇK =− 1
τs f
Sˆτ3GˆKτ3Sˆ− 1τso SˆGˆ
KSˆ. (2.19)
2.1.1 Quasiclassical Green Functions for bulk electrodes
A typical hybrid structure that consider in this thesis consist of a mesoscopic region
connected to electrodes. We restrict the analysis to realistic diffusive systems and
solve Eqs.2.15-2.16 in the mesoscopic region. The interfaces with the electrodes will
be described by suitable boundary conditions. In this section we introduce the GFs for
the electrodes, which are bulk GFs and discuss their analytical properties.
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2.1.1.1 Spectral functions
The Retarded and Advanced components of the Green function read,
GˇR(A)S (E) = σ0(τ3g
R(A)
S (E)+ τ1 f
R(A)
S0 (E)). (2.20)
Here we make a distinction between normal Greens functions gR(A) related to quasi-
particles and anomalous ones f R(A)0 that are related to superconducting properties or
pair correlation. For a conventional superconducting electrode, f R(A)0 describes sin-
glet superconducting correlations. Unconventional components of the condensate are
introduced in section 2.2.1.3. They read,
(gR(A)S , f
R(A)
S ) = (±E± iη , ±∆)/ε, ε =
√
(E± iη)2−∆2. (2.21)
Here η or the Dynes parameter is introduced in eq.2.8. It corresponds to a small
parameter in the calculations (∆ η → 0). Note that the sign of η is different for the
Retarded and Advanced component.
Figure 2.2: Plane of complex energy with the branch cut defining the Retarded and
Advanced components.
We can define
√
(E± iη)2−∆2 as an analytical function on the plane of complex
energy with the cut connecting the points ±∆∓ iη , as depicted in fig. 2.2. Applying
this definition we can study the values of the Greens functions for each energy range.
For |E|> ∆ they read,
gRS =
E + iη√
(E + iη)2−∆2 g
A
S =−
E− iη√
(E− iη)2−∆2 . (2.22)
In the region |E|< ∆, for the Retarded component we take the value
√
(E + iη)2−∆2
of the upper edge of the cut, that corresponds to i
√
∆2− (E + iη)2. Instead, for the Ad-
vanced component we take the lower edge of the cut, −i
√
∆2− (E− iη)2. Therefore,
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for this range of energies we obtain,
gRS =
−i(E + iη)√
∆2− (E + iη)2 g
A
S =
−i(E− iη)√
∆2− (E− iη)2 . (2.23)
In the limit ∆→ 0, that correspond to the normal metal case, this definition result in
gRS =−gAS = 1 . (2.24)
Similarly, for the anomalous component of the Greens functions we obtain for the
range |E|> ∆,
f RS =
∆√
(E + iη)2−∆2 f
A
S =−
∆√
(E− iη)2−∆2 . (2.25)
On the other hand for |E|< ∆,
f RS =
−i∆√
∆2− (E + iη)2 f
A
S =
−i∆√
∆2− (E− iη)2 . (2.26)
In this case, the limit ∆→ 0 corresponds to, as we could expect,
f RS = f
A
S = 0 . (2.27)
Finite values of the anomalous Greens functions are related to superconducting proper-
ties. In normal metals, this properties are absent, making this anomalous components
equal to zero.
−1 0 10
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S
Figure 2.3: Dependence of the BCS DoS on the inelastic scattering parameter. For
values of η : 10−3 (black), 10−2 (blue), 10−1 (green) and 1 (red).
The density of states (DoS) NS is defined in the following way,
NS = (gRS −gAS )/2 . (2.28)
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In fig. 2.3 we plot this quantity using the analytical expressions, eqs.2.22 and 2.23. For
very low η values, the peak at E =±∆ diverges, increasing it we cut off this divergence
and obtain a finite DoS inside the gap. For high values of η , the density of states takes
the shape of that corresponding to a normal metal, almost energy independent and
without a gap. Previous energy range dependent definitions, eq.2.22 and 2.23 show
that for the η = 0 case the DoS is only finite for |E|> ∆.
The normalization condition for the bulk BCS superconductor Greens functions
read,
(gR(A)S )
2− ( f R(A)S )2 = 1 . (2.29)
The Greens functions that correspond to a bulk normal metal can be derived from
the expressions eqs.2.21 by taking, ∆→ 0. The Retarded, Advanced and Keldysh
components read,
GˇR(A)N =±τ3σ0, GˇKN = 2τ3σ0 fˇ . (2.30)
The DoS of the normal metal is energy independent unlike that of a BCS superconduc-
tor. The distribution functions of the Keldysh component is that of the bulk electrodes
shown below.
For a ferromagnet the quasiclassical GFs are the same as the ones for a normal
metal reservoir. This is a limitation of this formalism, since the density of states for
up- and down electrons is the same. In other words, polarization of the electrons at
the Fermi level in a normal metal cannot be described. In order to overcome this
limitation we will introduce new boundary conditions in section2.2.1.7. The idea is to
model ferromagnets as normal metals with spin polarized interfaces at both ends.
The bulk Greens functions correspond to reservoirs or electrodes, big clusters of
materials (normal, ferromagnetic or superconducting), that due to their size when
placed in contact with other materials are not affected by the proximity effect. On
the other hand, for small size samples the GFs may be corrected due to the proximity
of other materials. Such corrections are described by the Usadel equation.
2.1.1.2 The Keldysh component of the quasiclassical Green Functions for bulk
electrodes
Per definition electrodes are in local thermal equilibrium. The distribution function in
eq. 2.12 describing the electrodes is given by:
fˇ = σ0(n+τ0+n−τ3), (2.31a)
n± =
1
2
(
tanh
E + eV
2T
± tanh E− eV
2T
)
. (2.31b)
Here V is the voltage bias and T the temperature of the electrode, we set EF = 0. It
is useful for practical purposes to split the distribution matrix into even (n−) and odd
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(n+) in energy components with respect to the Fermi surface. Deviations of n+ from
equilibrium are related to a difference in energy parametrized by a different effective
temperature between layers. Whereas, n− is related to a difference in particle number
parameter by a shift of the effective voltage. This relation becomes more clear when
the transport expressions for charge and heat current are introduced. In most of the
cases τ0 and σ0 terms are not explicitly expressed in the equations, nevertheless, we
have added them for clarity in this section.
In the absence of voltage bias (V = 0), n−(V = 0) = 0 and n = n+(V = 0) =
tanh(E/2T ), the distribution function is proportional to τ0. In this case, we can write
GˇK = tanh(E/2T )(GˇR− GˇA) . (2.32)
That results in a trivial structure of the Keldysh component of the Green functions.
For clarity we can write the previously introduced quantities n±, eq.2.31b, in terms
of the well known Fermi distribution functions fF(E) = [1+ exp(E/TN)]−1,
n−(E,V,T ) = fF(E− eV )− fF(E) , (2.33a)
n+(E,V,T ) = fF(E− eV )+ fF(E) (2.33b)
and n = (1+ fF(E))/2.
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2.1.2 Some experimental values for the main parameters of the
theory
The most common conventional superconductors used in experiments are Nb and Al,
with critical temperatures, TC, of 10K and 1K respectively. Although a very thin layer
of Al can show higher TC. The characteristic strong spin orbit coupling of Nb it is a
concern if we are interested in the study of certain properties. Such as spin imbalance in
the system. Generally, the use of Al is preferred in experiments if the corresponding TC
is reachable. Although in order to reach this temperatures electronic cooling techniques
are required.
Using the formula that relates critical temperature and superconducting gap, ∆0 =
1.764 TC, we can obtain the energy value of the superconducting gap for zero tempera-
ture and no applied magnetic field (∆0). For example, the value of the order parameter
for 10K Nb, ∆0(Nb), and 1K Al, ∆0(Al),
∆0(Nb) = 2.43×10−22 J = 1.52×10−3 eV = 10 ∆0(Al) . (2.34)
In the numerical calculation plots we usually normalize the energies by ∆0. In order
to compare then with experimental results it is useful to keep in mind its values.
For energies as the exchange field, which is related to the external magnetic field,
we normalize it using the energy ∆0. Remember that this field is the Zeeman field as
the orbital effect can be neglected. Here we describe the coupling between the field
and the spins of the cooper pairs. This gives us values of the external magnetic field,
B(Nb) =
∆0(Nb)
gµB
= 13.12 T . (2.35)
This coupling allows to reach much higher magnetic field values without destroying
superconductivity.
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2.1.3 Self consistency calculation of the order parameter, ∆
As mentioned above, the superconducting order parameter entering the quasiclassical
equations has to be calculated self-consistently. It is related to the condensate function
(or anomalous component) via the self-consistency equation. That in the Matsubara
representation (section A.3 and refs.[12, 13, 17]) has the form
∆= piTλΣnTr fˇ . (2.36)
Here λ =N0V is the electron-electron coupling constant leading to the formation of the
superconducting condensate. Here V is the interaction parameter in the BCS Hamilto-
nian and N0 is the density of states at the Fermi level. fˇ is the anomalous GF and the
trace should be taken over the spin variables. For a bulk superconductor in Matsubara
formalism we obtain Tr fˇ = f0 = ∆/
√
∆2+ω2n . Here ωn = piT (2n+ 1) are the Mat-
subara frequencies. The cut off for the Matsubara frequencies is the Debye frequency
ωD ∆. In this case is easy to check that
piTΣn
1
ωn
= log(
1.13ωD
T
) . (2.37)
For a bulk superconductor and T = TC eq. 2.36 reduces to
1 = piTCλΣn
1
|ωn| . (2.38)
Thus, using eq. 2.37 we obtain
λ−1 = log(
1.13ωD
T
) . (2.39)
Now, dividing eq. 2.36 by λ , subtract and add ∆/|ωn| and using the previous results
eq. 2.37, we obtain,
∆ log
T
TC
+piTΣn
∆
|ωn| − f0 = 0 . (2.40)
This expression allows us to obtain the TC of a superconductor if the anomalous singlet
component is known.
Other useful relations between the critical temperature and the zero temperature
order parameter with the interaction parameter λ are
TC = 1.13ωDe−λ
−1
, (2.41)
∆0 = 2ωDe−λ
−1
. (2.42)
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Figure 2.4: Temperature dependence of the self-consistent superconducting gap ∆.
This lead to the well known relation ∆0 ≈ 1.764TC. In this thesis we define ∆0 as the
order parameter for zero temperature and exchange field.
For weak coupling superconductors, those with a sufficiently weak attraction be-
tween the electrons, in which ωC/TC  1, ∆(T )/∆0 is a universal function of T/TC.
This decreases monotonically from 1 at T = 0 to zero at TC, as displayed in fig. 2.4.
Near T = 0, the temperature variation is exponentially slow since e−∆/T ≈ 0, so that the
hyperbolic tangent is very nearly unity and insensitive to temperature change. Phys-
ically speaking, ∆ is nearly constant until a significant number of quasiparticles are
thermally excited. On the other hand, near TC, ∆(T ) drops to zero with a vertical tan-
gent, approximately as
∆(T )
∆(0)
≈ 1.74
(
1− T
TC
)1/2
T ≈ TC . (2.43)
2.1.3.1 Dependence on the spin splitting field of the order parameter
The spin splitting field affects greatly singlet pairing in conventional superconductors
because electrons with different spins belong to different energy bands. Consequently,
the critical temperature of the superconductor TC is considerably reduced in SF struc-
tures i.e. a superconductor ferromagnet junction with high interface transparency. In
this section we study, in particular in SF junctions with a spin splitting field, the super-
conducting order parameter and thus, the critical temperature.
The critical temperature of the SF bilayers and multilayered structures was calcu-
lated in several works [19, 20, 21, 22, 37, 24, 25, 26, 27, 28, 29, 30, 31, 32]. Experi-
mental studies of the TC were also reported in many publications [33, 34, 35, 36, 37].
Fig. 2.5 is an example of the good agreement between theory and experiment that has
been achieved in some cases. This shows the critical temperature dependence on the
thickness of the F layer. Despite the many papers published, the problem of the tran-
sition temperature TC in this structures is not completely clear. For example ref. [38]
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and ref. [39] claimed that the nonmonotonic dependence of TC on the thickness of the
ferromagnet observed on Gd/Nb samples was due to the oscillatory behaviour of the
condensate function in the ferromagnet. However, ref. [40] showed that the interface
transparency plays a crucial role in the interpretation of the experimental data. That
showed both, nonmonotonic and monotonic dependence of TC on the length of the fer-
romagnet. In other experiments (ref. [41]) the critical temperature of the bilayer Pb/Ni
decreases with increasing length of the ferromagnet in a monotonic way.
Figure 2.5: Dependence of the critical temperature with the thickness of the F, as
determined by resistivity measurements. The dashed line is a fit assuming a perfect
interface transparency while the solid line corresponds to a non-perfect interface (From
ref. [36]).
From the theoretical point of view, the TC problem in a general case cannot be
resolved exactly. In most papers it is assumed that the transition to the superconducting
state is second order, i.e. the order parameter ∆ varies continuously from zero to a finite
value with decreasing temperature T . However, generally, this is not true. In the case
of a first order phase transition from the superconducting to the normal state, the order
parameter ∆ drops from a finite value to zero.
In order to illustrates these different behaviours, let us consider a SF junction with
dF < ξ , dS < ξ , where dF,S are the lengths of the Ferromagnet and Superconductor re-
spectively. In this case we can apply the short limit and the Usadel equation can be av-
eraged over the length of the mesoscopic structure. The Greens functions are uniform
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in space and correspond to a superconductor with an intrinsic exchange field h˜ = rFh
and superconducting gap ∆˜ = rs∆, where rF = 1− rS = NFdF/(NFdF +NSdS). Here
NS and NF are the densities of states in the superconductor and ferromagnet respec-
tively. The only difference between the bilayer and the superconductor with intrinsic
exchange field cases is that for the former the quantities depend on the lengths of the
layers, otherwise they are equivalent. The critical temperature of this bilayer was stud-
ied in ref. [72] . It was established that both first and second order phase transitions
may occur in these systems if h˜ < ∆˜.
Here we determine the critical temperature for thin SF bilayers, such that the GFs
are position independent (see section2.2.1.4). In the range of parameters for which a
second order phase transition occurs, one can linearise the Usadel equation for ∆ and
use the Ginzburg-Landau expression for the free energy, assuming that the temperature
is close to TC. The equation is obtained from the self-consistency condition and in the
Matsubara representation it reads,
log
TC
T ∗C
= (piT ∗C )Σω(
1
|ωn| − i fω/∆) . (2.44)
Here TC is the critical temperature in the absence of the proximity effect and T ∗C is the
same quantity affected by the ferromagnet. We introduce this equation to calculate the
order parameter dependence on the exchange field h. The solutions for a superconduc-
tor with a homogeneous exchange field (as described in section2.2.1.8) satisfying the
normalization condition can be expressed as
f± =∓ i∆ξ± g± =
ωn± ih
ξ±
, (2.45)
where ξ± =
√
(ωn± ih)2+∆2 and f0 = f++ f−. This leads to a self-consistency
equation,
1 =
1
2
piTµ0VΣn
1
ξ+
+
1
ξ−
. (2.46)
For numerical computation it is convenient to subtract the equation for the case h = 0,
ξ0, obtaining
0 =
1
2
piTµ0VΣn
1
2
(
1
ξ+
+
1
ξ−
)
− 1
ξ0
. (2.47)
In fig. 2.6 we show how the self-consistent order parameter ∆ varies as we increase
the exchange field h, so when reaching high enough fields the superconductivity is de-
stroyed (∆= 0). As expected, lowering the temperature the overall self-consistent gap
(and also its value at h = 0) increases. For high temperatures (T = 0.5,0.4 and 0.3∆0)
the self-consistent gap decreases monotonically by increasing the exchange field. In
this case the transition is of second order.
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Figure 2.6: Normalized self-consistent superconducting gap ∆/∆0 versus exchange
field h/∆0 for different temperatures: black (T = 0.1∆0), brown (T = 0.2∆0), blue
(T = 0.3∆0), green (T = 0.4∆0) and red (T = 0.5∆0).
In contrast, for low temperatures (T = 0.2 and 0.1∆0) and high exchange values,
∆ is not monoevaluated. The upper branch (the highest ∆ values of the two possible
ones) correspond to a equilibrium state while the lower one corresponds to metastable
states. For this kind of curves, the maximum value of the exchange field or the crossing
point from the lower to the upper branch, is the critical exchange field in which the gap
closes. A first order transition occurs at this point from superconducting to normal
state.
The self-consistency equation alone is not enough to determine the order parameter.
The nonzero solution for ∆ implies only the local minimum of the free energy, this
may correspond to a metastable rather than to an equilibrium state. In order to find out
whether the transition to the superconducting state really occurs, we must find the free-
energy difference between the normal and superconducting states. If the free-energy of
the superconducting state is higher than that of the normal state, the superconducting
transition does not occur. From the condition that both free-energies must be equal we
find the Chandrasekhar-Clogston (1962) [43, 44] limit, or paramagnetic limit at T = 0,
that the exchange field has to always fulfil,
h <
∆0√
2
= 0.707∆0 . (2.48)
This means that in the previous figure2.6 as h reaches this point a first-order transition
occurs form the superconducting phase with ∆ to the normal phase with ∆= 0.
A more detailed investigation shows that the real situation is more complicated.
In the preceding treatment we were concerned only with the possibility of the appear-
ance of superconductivity with ∆ = const. It turns out that at values of h larger than
the critical value may generate a superconducting phase with an inhomogeneous or-
der parameter ∆(r) by way of a second-order phase transition. This was found by
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Larkin and Ovchinnikov[45] and almost simultaneously but independently by Fulde
and Ferrel[46] in 1964. This new phase is called the LOFF phase and at T = 0
fulfils hFFLOC = 0.755∆0. This FFLO state only appears in the temperature interval
0< T < 0.56TC. In the dirty limit it is suppressed and the first-order transition into the
uniform superconducting state occurs instead.
Figure 2.7: Phase diagram of a superconductor for T and h= µBH. At temperatures be-
low T*=0.56Tc the second-order transition occurs from the normal to the nonuniform
superconducting FFLO phase. The bold line corresponds to the first-order transition
into the uniform superconducting state, and the dotted line represents the second-order
transition into the nonuniform superconducting state. (From ref. [47])
In fig. 2.7 we show the phase diagram of the superconductor for temperature and
magnetic field (where h = gµBH). As we could expect, values in the upper part cor-
respond to normal states and lower ones to superconducting states. The bold line
is the first-order transition corresponding to stable states, the ones limiting the self-
consistency equation. Here we can see how it varies with temperature reaching the
maximum value for T = 0, the Chandrasekhar-Clogston limit[43, 44]. The critical
exchange field follows approximately[47],
hC
∆0
∼ 0.707−0.1964 T
TC
, (2.49)
valid only for T < 0.56TC. The dotted line represents a second-order transition into the
non homogeneous superconducting state (LOFF phase). This allows higher exchange
fields in the superconductor than those of a homogeneous superconducting state. Fi-
nally, the simple solid line represents the previously introduced metastable states, those
corresponding to the lower branches of fig. 2.6 in the non monoevaluated case.
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2.2 Some properties of hybrid structures
In this section charge and heat transport in simple hybrid structures is analysed. First,
we provide a description of a planar junction within quasiclassics and study junctions
involving a single superconductor. In the second part of the section transport through
Josephson junctions and superconducting quantum point contacts is discussed.
2.2.1 Description of Planar Junctions
We first consider junctions between a superconductor (S) and a normal metal (N) or fer-
romagnetic (F) with thin insulating interlayer. For that purpose, we introduce boundary
conditions (b.c.) that allow s to model interfaces complementing the Usadel equation.
The transport equations presented in this chapter take into account the proximity effect,
unlike those presented in section1.4.
2.2.1.1 The Kupriyanov-Lukichev boundary conditions
The Usadel equation needs to be complemented by boundary conditions that describe
the interfaces. Here we introduce the one presented by Kupriyanov and Lukichev
(1988) [12] derived from the Zaitsevs boundary conditions [49]. Assuming that the
interface is located at x = 0, the boundary condition corresponds to the value of the
spectral matrix current at that point,
J˘LR
∣∣
x=0= G˘L∂xG˘L
∣∣
x=0= κt
[
G˘L, G˘R
]
x=0 . (2.50)
Here the subscripts stand for the left and right sides of the interface, where J˘LR is the
matrix current, that leaves the Left side to the Right one. G˘R/L correspond to the Green
functions of the right and left electrode. Calculating the matrix current at the opposite
side of the interface gives,
J˘RL
∣∣
x=0= G˘R∂xG˘R
∣∣
x=0= κt
[
G˘R, G˘L
]
x=0 =−J˘LR
∣∣
x=0 . (2.51)
This relation represents the current conservation at the interface and the subscripts of
the matrix current are omitted from now on. Here we define κt = 1/(σRIA), where σ
is the conductivity of the electrode in the normal state, RI is the interface resistance and
A is the area of the junction. The range of applicability of this b.c. corresponds to high
resistance (tunnelling) interfaces, which limits the calculations to values of κt  1.
In order to model higher transmission interfaces we introduce Nazarov b.c. [50] in
section2.2.2.1, these conditions reduce to the K-L case in the low transmission limit.
The charge current I, and heat current Q, at the interface are given by [34, 35, 63,
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64]
I(V,T ) =
σ
e
∫ ∞
−∞
I− dE, Q(V,T ) =
σ
e2
∫ ∞
−∞
EI+ dE , (2.52a)
I− ≡ (1/16)Trτ3JˇK, I+ ≡ (1/16)Trτ0JˇK , (2.52b)
JˇK ≡ (G˘∂xG˘)K = GˇR∂xGˇK + GˇK∂xGˇA . (2.52c)
In order to calculate the expressions for the current, we are interested in the Keldysh
component of the spectral matrix current. For the Kupriyanov-Lukichev case, this term
is proportional to the Keldysh component of the commutator, which reads,[
GˇL, GˇR
]K
= GˇRLGˇ
K
R + Gˇ
K
L Gˇ
A
R− GˇRRGˇKL − GˇKR GˇAL . (2.53)
The Green functions in eqs.2.52a and 2.52b have to be determined by solving the
Usadel equation eq.2.15 with the boundary condition eq.2.50.
2.2.1.2 NIN and NIS tunnel junctions
As a first simple example we consider two electrodes tunnel connected and voltage
biased. If the superconducting state the Green function of the electrode is given
by eq.2.20 and in the normal state by eq.2.30. The distribution functions are the
equilibrium ones, and given by eq.2.31a. Applying the voltage to the left electrode
the distribution functions read: fˇL = σ0(τ0n+(E,V,TL) + τ3n−(E,V,TL)) and fˇR =
σ0τ0n(E,TR). Due to the low transmission interface we use the K-L boundary con-
ditions.
Figure 2.8: The SIN tunnel junction. The superconductor (S) and normal metal (N)
are electrodes.
First, consider the simple case of two normal metal reservoirs, a NIN junction,
where I is the insulating layer. Here we insert the Green functions and distribution
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functions into the expression for the matrix current corresponding to the K-L boundary
conditions, eqs. 2.50,2.52a and 2.52b. We obtain the following expression,
I =
κtσ
2e
∫ ∞
−∞
dEn−(E,V,T ) =
κtσ
e
∫ V
0
dE =
V
R
. (2.54)
This is nothing but the Ohms law.
Let us now introduce a superconducting reservoir to the junction and study a SIN
system, as shown in fig. 2.8. Here the superconductor is grounded while the normal
metal is voltage biased. Superconductors have an intrinsic superconducting phase, in
this case, as we have a single superconductor, the phase is set to zero. If a voltage
is applied to the superconductor, the Josephson relation means that its phase is time
dependent. In order to avoid this complication, we always consider that the normal
metal is voltage biased and the superconductor grounded.
The heat and charge currents using the K-L b.c. take the form,
I =
1
eR
∫ ∞
0
dEn−(E,V,TN)RegS(E,∆,η), (2.55)
Q =
1
e2R
∫ ∞
0
dEE(n+(E,V,TN)−n(E,TS))RegS(E,∆,η). (2.56)
Here RegS = NS(E) = |E|Θ(|E| − ∆)/
√
E2−∆2 is the BCS normalized density of
states (DOS) and Θ(x) is the Heaviside step function. TN(S) stand for the temperature
of the normal metal (Superconductor) and eV is the voltage bias. Note that in the
absence of bias voltage and with both reservoirs set at the same temperature there
is no current of any kind. By applying V = 0 but setting the reservoirs at different
temperatures, we obtain a finite heat current.
All the expressions of the charge current of this section correspond to those of the
tunnelling current, eq.1.18 and eq.1.19. The phenomena corresponding to the Andreev
reflections is not present in these results, since we have not included the proximity
effect. In the next section we show how the proximity effect changes the transport
properties of mesoscopic structures.
2.2.1.3 Subgap transport in a SIN junction
Due to the proximity effect superconducting correlations are generated in a normal
metal. Mathematically this means that the anomalous component of the GFs is finite
in the non-superconducting region. Here, g are normal components of the Greens
functions and fi anomalous ones that correspond to superconducting properties. We
define f0 as the singlet component. In the case of a low transparency barrier (κt  1)
or for temperatures near the superconducting critical temperature, TC, the proximity
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effect is weak. As a consequence, the anomalous Greens functions are small for all
energies (| fˇ |  |gˇ|). Then the normalization condition reads,
(gR(A))2− ( f R(A))2 ' (gR(A))2 = 1 . (2.57)
This allows us to linearise the Green functions in the following way,
GˇR(A)N ' gˇR(A)+δ gˇR(A) = τ3σ0+ τ1 f R(A)0 σ0 . (2.58)
Here the correction to the Green function δ gˇR(A) corresponds to the anomalous compo-
nents. Using this approximation we only have to determine the anomalous component
from the Usadel equation. Even though linearisation can be a useful tool as it simpli-
fies the calculations, we should bear in mind that some part of the physics may be lost
in the process, as shown in section2.2.1.4.
We now determine heat and charge currents for the SIN system shown in fig. 2.10.
Here S is a superconducting reservoir and N a thin normal metal under the non-
linearised proximity effect. The charge and heat currents read,
I =
1
eR
∫ ∞
0
n−(E,V,TN)(Reg(x = 0)RegS+Re fS0 Re f0(x = 0)) dE, (2.59a)
Q =
1
e2R
∫ ∞
0
E(n+(E,V,TN)−n(E,TS))(Reg(x = 0)RegS− Im fS0 Im f0(x = 0)) dE.
(2.59b)
The main difference between these equations and eq.2.55 and 2.56, is that here we
have extra components corresponding to the pair correlation contributions. In other
words, there is a new subgap contribution related to the anomalous components in
the superconductor and normal metal. Here the Green functions without subscript
correspond to the N. As the normal metal is affected by the proximity effect, its Green
functions depend on the position and are evaluated at the interface, where we apply
the b.c. In order to obtain the expression of the current corresponding to the linearised
case, the normal component of the normal metal Green function is set close to unity.
Depending on the energy range, there are two different contributions to the current,
the quasiparticle contribution (|E|> ∆) and the subgap (Andreev) contribution (|E|<
∆). The former corresponds to single particles tunnelling through the barrier to the
energy states outside the gap. Theses are the only processes that we have studied up
to now and the only possible ones in the absence of the proximity effect. The subgap
(Andreev) contribution corresponds to particles that can not tunnel due to the presence
of the superconducting gap i.e. the absence of states to tunnel. This inability causes the
particle to reflect as a hole generating a cooper pair (charge neutrality) on the opposite
side, this is known as Andreev reflection, sec.1.3. It is important to notice that Andreev
reflections only transfer charge and never energy (heat), as no particle is transferred.
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Let us focus first on the single particle contributions that we denote as I1 and Q1.
For energies larger than the superconducting gap (E >∆) only the terms proportional to
RegS are non-zero, as can be seen from eq.2.21. Thus, the single-particle contribution
to the electric current is given as follows,
I1 =
1
eR
∫ ∞
∆
Reg(E,x = 0)NS(E)n−(E,V,TN) dE. (2.60)
Here NS(E) = |E|Θ(|E|−∆)/
√
E2−∆2 is the BCS normalized density of states (DOS)
and Θ(x) is the Heaviside step function. Now the DoS of the normal metal depends on
both energy and position, unlike in eq.2.55.
Let us study the limiting case of very low temperatures, TN  1. Now both (S
and N) DoS are energy dependent, making the integration more complex. We still
require voltages higher than the superconducting gap ∆ in order to observe a finite
single particle current, so the expression reads,
I1(TN  1) = 1eR
∫ V
∆
Reg(E,x = 0)NS(E) dE. (2.61)
The single-particle contribution to the heat current can be obtained from eq. 2.59b,
Q1 =
1
e2R
∫ ∞
∆
E(n+(E,V,TN)−n(E,TS))
[
NS(E)Reg(E,x = 0)−M+S (E) Im f0(E,x = 0)
]
dE,
(2.62)
where M+S (E) = ∆Θ(|E| −∆)/
√
E2−∆2. Unlike the expression of eq.2.56 with no
proximity effect, we now have an extra term given by the product of the two anomalous
functions of N and S.
For energies E < ∆, the electric charge IA (as QA = 0) is transferred by means of
the Andreev reflection, the subgap contribution to the current mentioned earlier. The
new anomalous component present in the N makes the Andreev current finite and it
reads,
IA =
1
eR
∫ ∆
0
n−(E,V,TN)M−S (E)Re f0(E,x = 0) dE. (2.63)
where M−S (E)=∆Θ(∆−|E|)/
√
∆2−E2. This expression is similar in shape to eq. 2.60
but for an ”anomalous DoS”. We neglect the contribution to the Andreev current due
to the partial Andreev reflection at energies above the superconducting gap. In the case
of strong enough tunnel barriers, this contribution leads to a small correction and can
be neglected.
In the opposite case, when we have a normal reservoir and a thin superconductor.
The inverse proximity effect is maximized and the proximity effect is neglected. Green
functions of the superconductor are perturbed and the superconducting gap starts to
close taking the form of a ”minigap”.
52
Chapter 2: Fundamentals of the theory of superconducting nanohybrids
Let us now calculate the subgap differential conductance,
GA =
∂ IA
∂V
=
1
eR
∫ ∆
0
∂n−
∂V
(E,V,TN)M−S (E)Re f0(E,x = 0) dE. (2.64)
In the low temperature limit, the diffusive SIN junction shows a zero bias anomaly
(ZBA) peak due to the impurity confinement and the electron-hole interference at the
Fermi level. It occurs at zero bias since the electron is perfectly retro-reflected as a hole
during the Andreev reflection process. Thus the electron and the reflected hole interfere
along the same trajectory and the interference effect strongly enhances the subgap
conductance at zero bias. First experimental evidences for such subgap conductance
have been reported in 1991[77, 78] (see Fig.2.9).
Figure 2.9: The measured normalized conductance-voltage characteristics at different
temperatures and zero magnetic field. At low temperatures it is clear to see the zero
bias anomaly (peak).(From Ref.[78])
2.2.1.4 Determination of the Green functions
The Green functions of the layers under the proximity effect depend on the charac-
teristic properties of the junction. They must be determined by the Usadel equation
(Eq. 2.15), complemented with the boundary conditions at the interfaces and the nor-
malization condition. Let us continue working with the SIN structure, depicted in
fig.2.10 where we assume that the right side of N is in contact with vacuum. In order
to model it we assume that there is no current flowing in that end, which leads to,
JˆR
∣∣
x=L= Gˆ
R∂xGˆR
∣∣
x=L= 0 . (2.65)
Here L is the length of the N layer, so that the position of the insulating barrier is
x = 0. Our purpose is to determine the GFs of the normal metal, where the Retarded
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components of the Usadel equation read,
D∂xJˆR =
[
Eτ3, GˆRN
]
, JˆR = GˆRN∂xGˆ
R
N . (2.66)
We are only left with the meaningful components corresponding to the N from of the
general equation 2.15. Due to the absence of an exchange field, the spin space is trivial
and the Retarded and Advanced GFs can be depicted as 2×2 in particle-hole space.
Figure 2.10: The SIN junction to illustrate the proximity effect.
Let us limit ourselves to the case of a short normal metal, due to the small length
of the layer, the Green functions inside this normal metal do not vary with position. In
general, all GFs depend on position, unlike the electrodes discussed in section 2.1.1.1
and these short layers. This approximation allows us to integrate eq. 2.66 over the
length of the N layer,
D(Jˆ
∣∣
x=L−Jˆ
∣∣
x=0) = L
[
Eτ3, GˆN
]
. (2.67)
Note that in the above equation we have omitted the R subscripts. The terms J˘|x=L/0
are given by the boundary conditions at both sides of the normal metal. In this case
they read,
Jˆ
∣∣
x=0= κt
[
GˆL, GˆR
]
x=0 , (2.68)
J˘
∣∣
x=L= 0 . (2.69)
That correspond to the K-L and vacuum boundary conditions from eq.2.50 and eq.2.65
respectively. Substituting the Retarded component of the Usadel equation gives,
f RS g
R
N = f
R
N (
LE
Dκt
+gRS ). (2.70)
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Figure 2.11: Density of States of a short normal metal in contact with a supercon-
ducting electrode for different κt values of the barrier: 0.1(red), 0.01 (blue) and
0.001(black). Here η = 0.07 and L = 0.1.
Here S(N) subscripts stand for the superconducting (normal metal) GFs, with those of
the superconductor corresponding to the electrode values in eq.2.21. We still lack one
equation, the normalization condition of the GFs shown here,
(gRN)
2− ( f RN )2 = 1. (2.71)
These are the results which we obtain for the anomalous and normal GFs of the normal
metal,
( f RN )
2 =
( f RS )
2
( f RS )
2+( LEiκtD +g
R
S )
2
, (2.72)
(gRN)
2 =
( LEiκtD +g
R
S )
2
( f RS )
2+( LEiκtD +g
R
S )
2
. (2.73)
In the limiting cases of a very high interface resistance κt→ 0 then gRN→ 1 and f RN → 0
, the GFs return to the normal metal reservoir values. By making the barrier very trans-
parent κt → ∞, then gRN → gRS and f RN → f RS , the normal metal takes the values of the
superconducting reservoir. As we decrease the resistance of the barrier a ”minigap”,
generated by the proximity effect of the superconducting reservoir, is formed inside
the normal metal as seen in fig. 2.11. The peaks on either side of the gap also decrease
their height with increasing resistance. If we increase the length of the N layer, it has
the opposite effect and reduces the proximity effect.
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Figure 2.12: (From ref. [57]) Tunnelling density of states measured at 60 mK at the
Au surface of Nb-Au bilayer samples with a varying Au thickness.
Experiments determining the density of states of SN bilayers with the help of tun-
nelling spectroscopy were performed many years ago [53, 54]. While spatially re-
solved density of states were later measured in refs. [55, 56]. An especially interesting
experiment is the one depicted in fig. 2.12. Here we observe in a detail way the vari-
ation of the minigap with the length of the normal metal. With decreasing length, the
minigap becomes smaller, whilst the DoS inside the minigap is finite and the peaks at
both sides of the minigap smear.
2.2.1.5 Ferromagnets in superconducting hybrid structures
Following the study of superconducting nanohybrids we now introduce the effect of
ferromagnets and how to model them in this notation. These ferromagnets, under the
proximity effect, give rise to new and interesting phenomena, which are the core of the
superconducting hybrids field. In this notation with respect to ferromagnets, all normal
metal layers have an internal exchange field: normal metals with externally applied
magnetic field and in contact with ferromagnetic insulator. The finite exchange field
term in the Usadel equation is characteristic of these kind of structures.
The GFs of a ferromagnet under the proximity effect have a non-trivial spin struc-
ture. They read,
GˇR(A)F = τ3(g
R(A)σ0+g
R(A)
2 σ2+g
R(A)
3 σ3)+τ1( f
R(A)
0 σ0+ f
R(A)
2 σ2+ f
R(A)
3 σ3) . (2.74)
Here gi, i = /0,2,3, are the normal components of the GFs. In general there are three
anomalous components, f0 is the singlet, whilst f3, f2 are the triplet components with
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Figure 2.13: The SIF junction to illustrate the proximity effect.
zero and ±1 projections on the spin quantization axis respectively. In this case, the z
axis. This means that in order for the f2 and f3 components to be finite, ferromagnets,
spin polarisers or externally applied magnetic fields must be present in the system (the
exact conditions are explained in sections 2.2.1.6, 2.2.1.7, and the current section). In
the absence of exchange fields in the system, the only finite anomalous component
is f0. This is determined by means of the Usadel equation, complemented by the
boundary conditions.
Determining whether the f2 or f3 triplet term is the short range component depends
on the definition of the quantization axis. That with zero projection on the axis is
the short range component. The long range triplet component describes Cooper pairs
with parallel spins which survive the strong exchange splitting and can diffuse into
ferromagnets over larger distances compared to the singlet component. [36, 30, 61, 62].
It is shown in section 2.2.1.5 that while f0(E,x) and f3(E,x) decay into the ferromagnet
over the magnetic length
√
D/2h the long-range component f2(E,x) decays over the
length given by
√
D/2E.
In section2.2.1.3, we introduced the concept of linearised GFs and in this section
we continue to focus on it in more detail. For that purpose we present the linearised
Usadel equation, that contains only the anomalous component of the GFs, fˇ . The
linearised GFs of a ferromagnet reads,
GˇR(A)F ' gˇR(A)+δ gˇR(A) = τ3σ0+ τ1( f R(A)0 σ0+ f R(A)2 σ2+ f R(A)3 σ3) . (2.75)
Let us now study a SIF system where F is a ferromagnet under the influence of the
proximity effect, as depicted in fig. 2.13. After manipulating the linearised Usadel
equation for the Retarded component reads (we omit the R subscript),
D∂ 2x fˇ = 2E fˇ −
{
h Sˆ, fˇ
}
, Jˇ = ∂x fˇ . (2.76)
Here {., .} stands for the anticommutator. We also show the non linearised Usadel
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equation obtained from eq. 2.15,
D∂xJˆR(A) =
[
τ3(E−hSˆ), GˆR(A)F
]
. (2.77)
The result strongly depends on the direction of the exchange field. For example, in
a ferromagnet with an exchange field in the z direction, hSˆ = hσz, the Usadel equa-
tion 2.77 has the form,
D∂xJˆ =
[
τ3(E−hσz), GˆF
]
. (2.78)
This is the simplest case for the appearance of an exchange field in the system. The
direction of the exchange field is arbitrary but by rotating the GFs it can be reduced to
this case. Assume that the exchange field takes the form,
hσ = hσz exp(−iσxα) = hσz(cosασ0− isinασx) = h(sinασy+ cosασz) . (2.79)
The above represents an exchange field rotated from the z axis to the y axis, spun
through α degrees. In this case it is convenient to introduce the Green functions rotated
in spin-space [37], ˜˘G = R†G˘R, R = exp(iσxα/2) . (2.80)
In this new basis the exchange field is now located in the z direction and the rotated
function ˜˘G can be determined by Eq. (2.78). Once the result is obtained, by applying
the inverse rotation we can obtain the solution for the original GF. This method is
especially useful when the direction of the exchange fields varies with the position,
which is discussed in section2.2.1.6.
Let us assume that the proximity effect in the SIF system, with exchange field in
the ”z” direction, is weak. Thus, we linearise the Usadel equation (eq.2.78) with all
anomalous components, which gives us,
D∂ 2x fˇ = 2E fˇ −
{
hσz, fˇ
}
= 2E fˇ +h( f0σz+ f3σ0). (2.81)
This is a matrix equation that contains three scalar equations. By solving the eigenvalue
problem, we obtain,
∂ 2x f± = k
2
± f±, k± =
√
2(E∓h)
iD
, (2.82a)
∂ 2x f2 = k
2
2 f2, k2 =
√
2E
iD
. (2.82b)
Here f± = f0± f3 andD is the diffusion constant. The k± values corresponding to sin-
glet and short range triplet components depend on the exchange field. While k2, cor-
responding to the long range triplet component is independent of h, as both electrons
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of the Cooper pairs are parallel to the exchange field. This means that the penetration
depth of the f2 component into the ferromagnet is independent of the exchange field,
unlike for f0 and f3. Increasing the exchange field of the ferromagnet results in a de-
crease in the penetration length of the latter components whilst that of the long range
component remains constant. This is one of the superconducting nanohybrid topics
that has drawn most attention in recent years, mostly due to the wide range of potential
applications [88].
The position dependent solutions of the anomalous components in the ferromagnet
can take the exponential or trigonometric form,
f±(E,x) = Aek±x+Be−k±x (2.83)
or
f±(E,x) = Asinh(k±x)+Bcosh(k±x) (2.84)
and
f2(E,x) =Cek2x+De−k2x (2.85)
or
f2(E,x) =C sinh(k2x)+Dcosh(k2x) . (2.86)
Here A,B,C and D are constants that must determined by the boundary conditions at
both side of the ferromagnet, two equations on the right side and another two on the
left.
Considering the case of a long ferromagnet (L ξ ), we can reduce the anomalous
function expressions to just an exponentially decaying factor. We stipulate that very
far away from the S there is no proximity effect i.e. f±,2(x→∞) = 0. Thus, we obtain,
f±(E,x) = Be−k±x, (2.87a)
f2(E,x) = De−k2x. (2.87b)
This process is equivalent to imposing a boundary condition at the right side of the
ferromagnet. Now we only have two constants (B,D) to be determined by the boundary
condition of the left side. In this case that is the K-L relation (eq.2.50). The geometry
is described in fig. 2.13.
Another setup closely related with experimental work is for the ferromagnet to be
in good contact with a ferromagnetic reservoir at the right end, as shown in fig. 2.14.
Usually the thin ferromagnetic layer is etched from a big ferromagnetic electrode, be-
ing a smaller part of the same piece. Until now we have introduced two boundary
conditions: Kupriyanov Lukichev, eq.2.50 and vacuum, eq.2.65. The new boundary
condition we introduce here corresponds to transparent interfaces. In this case the GF
and their derivatives are equal at both sides of the interface.
GˇL
∣∣
x=L−0= GˇR
∣∣
x=L+0, ∂xGˇL
∣∣
x=L−0= ∂xGˇR
∣∣
x=L+0 . (2.88)
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Figure 2.14: The SIFF tunnel junction. Here the thin ferromagnet is sandwiched be-
tween a superconductor and a F electrode.
In ferromagnetic reservoirs, as in normal metal ones, the anomalous components equal
zero. This corresponds to the condition f±,2(x= L)= 0, which is set at a finite position,
x = L. Using the trigonometric representation we obtain,
f±(E,x) = A(sinh(k±x)− tanh(k±L)cosh(k±x)) , (2.89a)
f2(E,x) =C(sinh(k2x)− tanh(k2L)cosh(k2x)) . (2.89b)
Again, only two constants are left to be determined by the equations of the boundary
conditions at the left side. Applying the K-L relation, eq.2.50, to model the tunnel
interface at x = 0 gives,
∂x f±
∣∣
x=0= 2κt(gS f±− fS)
∣∣
x=0 , (2.90a)
∂x f2
∣∣
x=0= 2κtgS f2
∣∣
x=0 . (2.90b)
It is easy to see that in this case the f2 component does not have a ”source term”,
whilst for f±, fS is given by eq.2.21. This leads us to the following f±,2 anomalous
components in a SIF structure for the linearised case,
f± =
−2κt fs
k±−2κtgS tanh(k±L)(sinh(k±x)− tanh(k±L)cosh(k±x)) , (2.91a)
f2 = 0 . (2.91b)
Remember that f0 = ( f++ f−)/2 and f3 = ( f+− f−)/2. Unlike the singlet and short
range triplet components, the long range triplet component is not present. We have
found the explicit expressions of the linearised GFs in a SIF system with a small prox-
imity effect. This is the first example in which the anomalous short range triplet com-
ponent is present.
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Arbitrary polarization direction for ferromagnets We apply the Usadel equation
to a ferromagnet with an arbitrary exchange field direction with small proximity effect.
The ferromagnet is in contact with a superconductor but due to the tunnelling barrier
between them, the anomalous component can be linearised. The exchange field of
the ferromagnet is not parallel to the z axis and instead of the method mentioned in
section2.2.1.5, where the GFs are rotated, we proceed with the original ones. We
define h = h(0,sinα,cosα) and the linearised Usadel equation now reads,
∂ 2x fˇ −κ2E fˇ −
iκ2h
2
{ hσ , fˇ}= 0 . (2.92)
Here σ = (σ1,σ2,σ3) and fˇ = f0+ f2σ2+ f3σ3. Also,
κ2E = 2E/D κ
2
h = 2h/D . (2.93)
Again, we have a value of κ that is independent of the exchange field and one that is
dependent on it. So we obtain,
∂ 2x f0−κ2E f0− iκ2h (cosα f3+ sinα f2) = 0 (2.94a)
∂ 2x f3−κ2E f3− iκ2h cosα f0 = 0 (2.94b)
∂ 2x f2−κ2E f2− iκ2h sinα f0 = 0 . (2.94c)
In order to solve this equation system, we must obtain the eigenvalues and eigenvec-
tors, where the following determinant must be equal zero,∣∣∣∣∣∣
κ2−κ2E −iκ2h cosα −iκ2h sinα
−iκ2h cosα κ2−κ2E 0
−iκ2h sinα 0 κ2−κ2E
∣∣∣∣∣∣= 0 . (2.95)
As we assumed that the general solutions reads,
f0 = A1e−κx+A2eκx (2.96a)
f3 = B1e−κx+B2eκx (2.96b)
f2 =C1e−κx+C2eκx . (2.96c)
This results in the following three eigenvalues κ0,κ±,
κ0 = κE κ± = κ2E ± iκh . (2.97)
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The following relations are also extracted,
A0 = 0 B10 cosα =−C10 sinα (2.98a)
B± =±cosαA± C± =±sinαA± . (2.98b)
The general solutions then reads, f0f3
f2
=
 0−sinα
cosα
(A0 coshκ0x+B0 sinhκ0x)
 1cosα
sinα
(A+ coshκ+x+B+ sinhκ+x)+
 1−cosα
−sinα
(A− coshκ−x+B− sinhκ−x) .
(2.99)
In order to obtain the anomalous components of the Green functions anomalous com-
ponents in the arbitrary direction ferromagnet we now need to apply the b.c. corre-
sponding to the two ends. Note that when α = 0, the exchange field aligns to the z
axis. The rotation of the GFs is an equivalent method to this one. As mentioned be-
fore, which might be considered intuitive, the long range triple component is not finite
in this case. This is related to the fact that the source component of the superconduc-
tor is an anomalous singlet component, this means mixing between both components
is required for the long range triplet to be finite.
2.2.1.6 Ferromagnets with spatially rotating exchange field in superconducting
hybrid structures
We now consider a domain-wall type of structure, which consists of a F layer with
a nonhomogeneous magnetization, i.e. position dependent magnetization, which is
shown in fig. 2.15. For simplicity we assume that the exchange field vector takes the
form h = h(0,sinα(x),cosα(x)), as it rotates with position. The rotation angle has
a simple position dependence α = Qx. This means that at x = 0 the exchange field
vector is aligned parallel to the z axis and at x = pi/Q antiparallel.
We want to calculate the condensate function in this layer, so we assume it to be in
contact with a bulk superconductor. We also assume that due to a tunnelling barrier or
a mismatch of the Fermi velocities between the superconductor and the ferromagnet,
the condensate function in the F region is small. Finding the condensate functions now
that the magnetization varies continuously in space is more difficult. This is when the
rotation of GFs become an extremely useful tool. We introduce a rotation in Nambu
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Figure 2.15: The SIF tunnel junction with a rotating exchange field.
and spin space that depends on position. We define a new matrix ˆ˜f related to fˆ by a
unitary transformation,
fˆ = Rˆ ˆ˜f Rˆ† , (2.100)
where Rˆ = exp[iτ3σ1α(x)/2]. Performing this transformation the linearised Usadel
equation for ˆ˜f now reads,
(∂ 2x −Q2/2) ˆ˜f −κ2E ˆ˜f +
iκ2h
2
{σ3, ˆ˜f}− Q
2
2
σ1 ˆ˜fσ1+ iQτ3{σ1,∂x ˆ˜f}= 0 . (2.101)
For the boundary condition it is important to show that the first position derivative
of the anomalous component transforms in the following way,
∂x fˆ ⇒ ∂x ˆ˜f + iτ3(Q/2){σ1, ˆ˜f} . (2.102)
The eigenvalues κ now obey the following equation,
[(κ2−Q2−κ2E)2+4Q2κ2h ](κ2−κE)+κ4h [κ2−Q2−κE ] = 0 , (2.103)
where κE,h were defined in eq. 2.93. Now we obtain two solutions for κ , κ2Q =Q
2+κ2E
and κ± that remains unchanged, provided Q,κE  κh. In the opposite limit where
Q κh, the eigenvalues κ± take the form
κ± =±iQ[1∓ iκ2h/
√
2Q2] . (2.104)
This quantity is imaginary in the main approximation, which means that the function
ˆ˜f oscillates fast in space with period 2pi/Q. In this case the second eigenvalue takes
the form κ2 = κ2E +κ4h/Q
2. Therefore the limit of a very fast rotating magnetization
(κh/Q→ 0) is analogous to the case of a normal metal. However, more interesting
and realistic is the opposite limit, Q,κE  κh, where the long range penetration of the
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triplet component into the ferromagnet becomes possible. In the limit of large κh, the
singlet component penetrates into the ferromagnet over a short distance of the order
ξF = 1/κh, while the long range triplet penetrates over a length ∼ 1/κQ.
In conclusion the general solutions now reads,
f0 =−A+e−κ+x+A−e−κ−x , (2.105a)
f3 = A+e−κ+x+A−e−κ−x , (2.105b)
f2 = BeκQx+ B¯e−κQx . (2.105c)
This lead us to f˜0f˜3
f˜2
=
 1Γ+
Ω+Γ+
A+e−κ+x+
 1Γ+
−Ω+Γ+
 A¯+eκ+x
+
 1Γ−
Ω−Γ−
A−e−κ−x+
 1Γ−
−Ω−Γ−
 A¯−eκ−x
+
 1ΓQ
ΩQΓQ
AQe−κQx+
 1ΓQ
−ΩQΓQ
 A¯QeκQx . (2.106)
Here we define,
Γ±,Q =
κ2±,Q−κ2E
iκ2h
Ω±,Q =
2κ±,QQ
κ2±,Q−Q2−κ2E
Γ±,Q . (2.107)
After obtaining the general solutions for the system, we just have to apply the
boundary conditions at the two ends in order to obtain the Green functions. This is the
only system described up to now in which the long range triplet component is finite.
2.2.1.7 Spin Filters in superconducting hybrid structures
So far, the boundary conditions we presented (eq.2.50, eq.2.88 and eq.2.65) are not
spin-dependent. The first set of boundary conditions that describes spin dependent
transport in normal systems has been proposed by Brataas, Nazarov, and Bauer [73].
These boundary conditions are able to describe interfaces with spin-dependent trans-
mission, so-called spin filters. They have been generalized for the superconducting
structures by Cottet et. al. [72]. However, the later boundary conditions are only
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Figure 2.16: The SIs f N tunnel junction with a spin filter barrier. The normal metal is
assumed to be infinitely long.
valid for the case of a small spin-polarization of the barrier. More recently Bergeret
et. al. [89, 90] derived from the tunnelling Hamiltonian effective boundary conditions
for the description of spin-filtering barriers for arbitrary spin polarization. We shall
present these conditions below and use them in several examples.
The tunnelling amplitude for the spin up (down) case for the spin filter is given by
T↑(↓) = T±U. So U = (T↑−T↓)/2 and T = (T↑+T↓)/2 are the spin dependent and
independent tunnelling matrix elements, respectively. We also define the spin-filtering
efficiency of the barrier as,
P =
T 2↑ −T 2↓
T 2↑ +T
2
↓
=
2TU
T2+U2
. (2.108)
In order to obtain the non spin filter barrier of section2.2.1.1 both tunnelling amplitudes
must be equal, T↑ = T↓. This means that U= 0 and T = T↑, so the efficiency takes the
value P = 0, as expected. For the case of a fully polarized barrier we set the amplitude
T↓ = 0, we specify that particles with spin down cannot tunnel. So U= T = T↑/2 with
P = 1, for a a fully polarized spin-filtering barrier.
We introduce a new tunnelling matrix, Γˇ = Tτˆ0σˆ0 +Uτˆ0σˆ3. The new b.c. fro the
GFs of the left side at the spin filter read,
J˘
∣∣
x=SF= G˘L∂xG˘L
∣∣
x=SF=−
(RIAσL)−1
T2+U2
[
G˘L, ΓˇG˘RΓˇ
]
, (2.109)
with the equivalent for the GFs of the Right side written as,
J˘
∣∣
x=SF= G˘R∂xG˘R
∣∣
x=SF=
(RIAσR)−1
T2+U2
[
G˘R, ΓˇG˘LΓˇ
]
x=SF . (2.110)
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Here we define κt/R(L) = (RIAσR(L))−1, as described in section2.2.1.1. Here the sub-
scripts stand for Left and Right sides of the spin filter. The spectral matrix functions
relate in the following way,
Tr(G˘R∂xG˘R)
∣∣
x=SF=−Tr(G˘L∂xG˘L)
∣∣
x=SF . (2.111)
The commutation property of the trace is required for this equality.
For clarity, we use the new b.c. to study the proximity effect in a simple NIs f S
system with a spin-filtering barrier (Is f ), corresponding to fig. 2.16. Here we assume a
weak proximity effect in N. We obtain (omitting the R upperscript),
∂x fN
∣∣
x=0=−rκt fS . (2.112)
Here we have defined the spin filter parameter as r = (2T↑T↓)/(T 2↑ +T
2
↓ ). The latter
is related to the spin-filter efficiency of the barrier P by the expression r =
√
1−P2.
Therefore, for a fully polarized barrier r = 0, while for a non-polarized one r = 1.
We obtain the value of the anomalous GF in the normal metal from the linearised
Usadel equation,
∂ 2x fN = k
2
E fN . (2.113)
That, complemented with the boundary condition at x = 0 gives us,
f (x) =
rγκt fS
kE
e−kE x . (2.114)
Here (kE)2 = 2iE/D. Thus, the amplitude of the induced condensate is proportional to
the spin filter parameter r. In particular, the proximity effect is completely suppressed
if the barrier is fully spin polarized (r = 0), as in this case where we are only allowing
tunnelling of particles with spin up. Although this result is quite obvious it has not
been obtained previously without using this new b.c..
Other types of junctions can also be described using the general form of this new
boundary condition. Consider a generic tunnel junction Xl/Is f /Xr as shown in fig. 2.17,
the left and right electrodes, Xl and Xr, posses intrinsic ferromagnetic fields with their
corresponding directions. The layer Is f (x = 0) is a spin-filter barrier, i.e. a spin-
dependent tunnelling barrier. A rotation in the (y,z) plane is described by the matrix
Rˇα = cos(α/2)+ iτ3σ1 sin(α/2), (2.115)
where α is the rotation angle with respect to the spin filtering axis. It is important to
know that all directions, in this b.c., are defined with respect to the spin filtering axis.
The generalized BCs now read,
J˘
∣∣
x=0= G˘∂xG˘
∣∣
x=0=
κt
T2+U2
[
Rˇ†α ΓˇRˇβ GˇrRˇ
†
β ΓˇRˇα , Gˇl
]
. (2.116)
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Figure 2.17: The Xl/Is f /Xr tunnel junction.
That can be written taken into account the commutation properties as,
J˘
∣∣
x=0= G˘∂xG˘
∣∣
x=0=
κt
T2+U2
[
ΓˇRˇβ GˇrRˇ
†
β Γˇ, RˇαGˇlRˇ
†
α
]
. (2.117)
The Greens functions Gˇl,r correspond to the case of the magnetization vector oriented
parallel to the ”z” axis. In a similar way as we did with the ferromagnets, we are
rotating the GF relative to the arbitrary (relative to z) orientation of the exchange field.
Note that for the α = β = 0 case we obtain eq.2.109. In order to have more compact
notation we can define Γˇαβ = Rˇ
†
α ΓˇRˇβ .
One should have in mind that by going over to the quasiclassical Green functions
we lose the spin dependence of the DoS in the normal state. In that case the retarded
(advanced) Greens functions gˇR(A)l,r in the ferromagnet have a trivial structure in spin-
space, gˇR(A)F = ±τ3σ0, so that the normalized density of states is the same for spin
up and down. This approach is valid for electrodes with small spin-splitting at the
Fermi level and was used for the calculation of the Josephson current through a SIs f S
junction. However, if the spin-polarization of the electrodes at the Fermi Level is large
enough one has to use this new boundary condition to compute the current.
We emphasize that the derivation of the b.c. cannot be regarded as a microscopic
derivation. However, it has been shown that this boundary condition give correct phys-
ical results, and hence they can be used, for example, for the calculations of the tunnel
current in SMIs f SM junctions and for the study of the proximity effect in Is f SM and
other systems as shown in ref. [89, 90].
2.2.1.8 Ferromagnetic superconductors
The ferromagnetic superconductors play a major role in the calculations. Here the
presence of a finite exchange field inside the superconductor generates a spin splitting
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in the DoS. This exchange field can be due to a Zeeman effect generated by an applied
magnetic field [65, 67] (fig. 2.18 (b)) parallel to the easy axis of the ferromagnet or
from a magnetic proximity effect with either a ferromagnetic insulator [68, 69, 70, 71]
or with a thin ferromagnetic metallic layer [72, 73] placed directly below the supercon-
ductor (fig. 2.18 (a)). It shifts the energies of electrons with parallel and antiparallel
spin orientations to opposite directions. This breaks the electron-hole symmetry for
each spin separately, but conserves charge neutrality, as the total density of states re-
mains electron-hole symmetric.
Figure 2.18: Two ways to create a ”ferromagnetic superconductor”: (a) by placing a
ferromagnetic insulator in contact with a conventional superconductor, or (b) by ap-
plying an in-plane magnetic field.
Figure 2.19: Spin up N↑, spin down N↓, symmetric N0 = N↑+N↓ and antisymmetric
NZ = N↑−N↓ DoS of a ferromagnetic superconductor.
In this formalism the main difference with a BCS superconductor is the non trivial
spin space structure of the GFs. They correspond to those of a BCS superconductor
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shifted depending on the direction of the spin. Assuming that the exchange field is set
in the z direction they read,
G˘S = τ3σ0g+ τ3σ3gz+ τ1σ0 f + τ1σ3 fz , (2.118a)
f(z) = ( f↑± f↓)/2,g(z) = (g↑±g↓)/2 , (2.118b)
(g↑,↓, f↑,↓) =
1
2
(E±h, i∆)/ε, ε =
√
(E±h+ iη)2−∆2 . (2.118c)
Here we have omitted the Retarded upperscript and ↑,↓ correspond to the orientation
of the spin in the z axis. In fig. 2.19 we plot the density of states of all the components.
First, we introduce N↑,↓= gR↑,↓−gA↑,↓ that corresponds to the density of states of spin up
and down particles. They are just BCS DoS, eq.2.21, shifted by the exchange field in
opposite directions (and divided by two). Next, we define N0 = N↑+N↓ as the regular
DoS used up to now. It is just the sum of the two spins and is symmetric in energy.
The new DoS, NZ = N↑−N↓, asymmetric in energy, is finite only in the case in which
a finite exchange field is present. In other words, when the DoS of spin up and down
are different, which is the reason it has not appeared earlier in the text.
Superconductivity is suppressed in the presence of a exchange field and can never
exceed the Chandrasekhar-Clogston limit, h = 0.707∆0. A detailed study of the self
consistent ∆ dependence with temperature and exchange field was presented in Sec. 2.1.3.
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2.2.2 Superconducting Point Contacts
In all previous sections we have considered large planar diffusive junctions, i.e. junc-
tions with many conduction channels. It is however possible, to fabricate very small
contacts between superconductors, with only few channels. Such junctions are called
superconducting quantum point contacts (SQPC). As shown in fig. 2.20, the constric-
tion in contact with the two electrodes has a length Lc much smaller than the supercon-
ducting coherence length of the electrodes ξ . Also, the width of the constriction WC,
is of the order of the Fermi length λF of the electrons in the system. This fact only al-
lows a few conduction channels [79]. Inside the definition of a SQPC we can include
many systems with very rich physics. With the recent advances in the fabrication of
nanoscale devices, a closer comparison between the predictions of simple quasi-one-
dimensional theories and experimental results is now at hand. References [74] and [75]
provide two different examples of the progress made in the experimental field of super-
conducting quantum point contacts, fig. 2.21 shows an experimental setup. It turns out
that, in spite of its apparent simplicity, the case of a single-channel SQPC still contains
nontrivial physical behavior under certain regimes. For example, the high transmis-
sion values allow nontrivial ABS located deep into the gap, which give rise to new
interesting physics.
Figure 2.20: Schematic representation of a superconducting quantum point contact.
The properties of quantum transport in a SQPC are similar to those of a waveg-
uide with a potential barrier. Assume that we have a waveguide extended along the x
direction with variable cross section, bounded by impenetrable potential walls and a
constriction. Different channels in the waveguide have different energies that we com-
pare with the maximum barrier height of the impenetrable barrier. If the energy is
bigger than the height, the electrons traverse the constriction, otherwise they are re-
flected back. This means a certain value of open channels can pass the constriction.
Each channel has it own transmission and reflection amplitudes, so we can obtain a
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Figure 2.21: Experimental picture of a quantum point contact.(From Ref. [76])
channel dependent transmission coefficient. The adiabaticity implies an almost clas-
sical potential barrier, for open channels we have T = 1 and for closed ones T = 0
(this is strange as there is no potential barrier). The only exception is when the energy
interval aligns with the top of the barrier.
The expression for the current in the SQPC takes the simple expression,
I = GQNOPENV . (2.119)
Here V is the applied voltage difference, NOPEN stands for the number of open chan-
nels and GQ = 2Se2/(2pi)is the so called conductance quantum. Conductance appears
to be quantized in units of GQ, this unit does not depend on material properties, nanos-
tructure size or geometry, as it is made up from fundamental constants.
The conductance of the system, meaning the number of open channels, is deter-
mined by the narrowest part of the waveguide. We can change the shape of the waveg-
uide and maintain the conductance if we do not change the narrowest part of it. So
if the distance between waveguides goes to infinity we obtain a quantum point con-
tact (SQPC) instead of a waveguide. What distinguishes waveguides is that they have
a finite number of channels at each energy and the spectrum consist of discrete energy
branches. SQPCs have a infinite number of channels and the spectrum is continuous,
but due to the constriction only a finite number are transmitted.
2.2.2.1 Nazarov Boundary Conditions
Structures like SQPC usually show high values of transmission for which the Kupriyanov-
Lukichev boundary conditions are not valid. In section2.2.1.1 and 2.2.1.7 we dealt
with tunnel and low transmission interfaces, now the structure shows arbitrary trans-
mission channels and eigenvalues. In order to study this system we have to introduce
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the last boundary conditions of this manuscript, the Nazarov boundary conditions [50],
in which the matrix current reads,
Jˇ = Σn
2τn[GˇL, GˇR]
4− τn(2−{GˇL, ˇGR})
. (2.120)
Here the “[. . .]” stands for anticonmutator and “{. . .}” for commutator. The scalars τn
are transmission eigenvalues of transmission channels n. They describe the properties
of the interface and take values from 0 to unity. Note that the summation prefactor
is over all the channels. For simplicity we assume a single channel, once the result
is obtained we can replace the transmission values of each channel and sum them.
Bear in mind that the difficulty for using this b.c. comes from the fact that there is a
denominator with a nontrivial structure in Keldysh space.
In this case we are considering many transmission channels while for K-L we only
have a single parameter. At the tunnelling limit, when the transmission in the junction
is low τn << 1, equation 2.120 reduces to
Jˇ = Σn
τn
2
[GˇL, GˇR] . (2.121)
By direct comparison we can state that κt = ΣnTτn/2. If the transmission values of
the channels are low, there can be multiple channels in the K-L case as well, as long
as the condition κt  1 is fulfilled. More precisely, we can not talk about channels in
this case as this concept is not present in tunnelling. Only with the inclusion of higher
transmission values does the concept of transport channels arise. This fact does not
change any of the theory related to the tunnelling case but allows us to connect both
boundary conditions.
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2.2.3 Critical temperature of a superconductor-ferromagnet mul-
tilayered structure
In this section we use the quasiclassical equations to calculate the critical temperature
TC of a ferromagnet-superconductor multilayer structure. Our main motivation is to
describe the setup shown in Fig.2.22 which corresponds to the experiment of Ref.[91].
It consist of a Py(8 nm)/Ho(dHo)/Nb(dNb)/Ho(dHo)/Py(5 nm)/FeMn(5 nm) structure.
The bottom Py layer is pinned by exchange bias to an antiferromagnetic layer, whereas
the orientation of the free (top) Py layer can be switched by applying an in-plane mag-
netic field that is greater than its coercive field so that parallel or anti parallel states can
be achieved. The Nb is interfaced by Ho, as this rare earth helimagnet has previously
been shown in [80] and by Sosnin et al. [82] to be a spin-mixer.
Figure 2.22: An illustration of a Py(8 nm)/Ho/Nb/ Ho/Py(5 nm)/FeMn(5 nm) spin
valve.(From Ref.[91])
In order to model this experimental setup we consider the geometry show in Fig. 2.23
and used the method described in section 2.1.3 for the calculation of TC. The geometry
under consideration consists of four ferromagnetic and one superconducting layers. Ls
is the length of the superconducting layer, while L1/3 corresponds to the Ho layers and
L2/4 Py layers (compare Fig. 2.23 and Fig. fig1N). Ho is a material with a spiral-like
magnetization, whereas Py has a fixed exchange field direction. We model here the ro-
tating exchange field of Ho by an effective non collinear exchange field. We describe
the SF1,3 interfaces by the parameter κt (that we introduce in eq.2.50) and assume a
perfect transparent contact between F4,2 and F3,1. We focus here on the study of the TC
changes by switching the magnetization of the F2 layer from parallel (P) to antiparallel
(AP) with respect to F4
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Figure 2.23: The F4F3ISIF1F2 tunnel junction with non-collinear ferromagnets. We
use it to model the Py/Ho/S/Ho/Py strcuture of Ref.[91](see Figure2.22).
The exchange field in the F1,3 layers is in the yz-plane h=(0,hsin(α(x)),hcos(α(x))).
To obtain α(x) we impose the constraint that both magnetic orientations must be equal
at the interface. Thus for P (α(x) = Q1 ∗ (x+L1+Ls)) and AP (α(x) = Q1 ∗ (x+L1+
Ls)+pi) cases α(x) is different. β (x) = Q3 ∗ (x−Ls−L3) is obtained in the same way
and for the P case the system is symmetric. Q1 = Q3 in this simulations.
In accordance to the experimental values, we assume that the exchange field of F1,3
is smaller than the one of F2,4 and a symmetric structure, hence h1 = h3 and h2 = h4,
also L1 = L3 and L2 = L4, with κt1 = κt2.
The Usadel equation, eq.2.15, for the superconductor in the Matsubara representa-
tion,
D∂x(g˘s∂xg˘s)−ωn[τˆ3, g˘s]− i[∆˘, g˘s] = 0 (2.122)
In order to observe a significant change on TC the superconductor layer has to be thin
enough. This justifies to work in the short limit approximation (i.e. LS is shorter than
the coherence length). In this limit the Green functions do not dependent on the spatial
coordinate. Since we are interesting in temperatures close to TC, we also linearise the
Greens functions.
At the interfaces with the superconductor we use the Kuprianov-Lukichev bound-
ary conditions, eq.2.50
σs
σF
gs∂gs = gF1∂gF1 =−κt [gs,gF1] , (2.123)
which after linearisation have the form,
∂ fˆF1 =−κt1( fˆF1− fˆs)
∣∣
x=−Ls , (2.124)
∂ fˆF3 = κt3( fˆF3− fˆs)
∣∣
x=Ls
. (2.125)
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By defining γ = σF/σs we obtain
fˆs =
εb3 fˆF3(Ls)+ εb1 fˆF1(−Ls)+∆
εb3+ εb1+∆
, (2.126)
where εb j = γDκt j/4Ls, note that the length of the superconductor is 2Ls and not Ls.
This last equations express fs in terms of the GFs of the ferromagnets at the bound-
ary. This means, that all what remains to be done is to solve the linearised Usadel
equation in one of the sides of the junction, for example F1/F2, as we have done in
section2.2.1.4. Once the GFs are determine we solve the self-consistency equation
2.36 and determine TC. As mentioned above, we focus here only on the parallel P and
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Figure 2.24: Variation of the ratio of the critical temperatures with the length of the F1
and F3 layers in ξ units as we vary h1. Correspondence with different plots: 12 (black
solid), 20 (blue dashed) and 30 (red dotted). h2 = 2∗h1 and L2 = 30nm
antiparallel AP, configurations and determine the ratio TcP/TcAP versus the length of
the Ho layer L1. In fig. 2.24 typical results of our theoretical calculations are depicted.
The main feature of this figure is the fact that without the Ho layer this structure shows
the usual spin valve effect. This means that the critical temperature of the parallel
configuration is smaller than that of the antiparallel configuration TcP< TcAP. The in-
clusion of the Ho layer leads to the inverse spin valve effect, TcP > TcAP. Moreover,
the ratio TcP/TcAP oscillates from positive to negative values due to the oscillations of
the superconducting condensate.
Experimentally both the spin-valve (without Ho) and the inverse spin-valve be-
haviour (with Ho) predicted by our theory, have been proved. However, the oscillations
of the ratio TcP/TcAP with respect to the thickness of Ho have not been observed. In-
deed, all samples with Ho show the inverse spin-valve effect.
The reason for the discrepancy between experiment and theory in this respect, is
that the theory does not include the spin selectivity at the interfaces. In general, spin
selectivity is not taken into account in the quasiclassical formalism.
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Figure 2.25: A cartoon illustrating the possible behaviour of spin-one triplet pairs in
Py/Ho/Nb/Ho/Py/FeMn FSF spin valves in the parallel (top) and antiparallel states
(bottom).(From Ref.[91])
Fig. 2.25 illustrates schematically how spin-selectivity at the interfaces works. If
upup and down−down triplet pairs, that are generated by the spin mixer, are equally
involved in proximity coupling with the F layer, then the TC suppression would be
independent of the magnetic orientation of the spin valve. Instead, we assume that at
the interface those triplet pairs with spins parallel to the majority spin direction in a
Py are more likely to enter it. Spin conservation at the interface therefore implies that
opposite spin pairs are more likely to return to the Nb layer. On the Nb side, these
have a spatial range of at least the singlet coherence length [81] and so, for the spin
valve systems considered here, can interact with the other SF interface. If this F layer
is AP to the other F layer, then the pair has a higher probability of entering it. In other
words, the proximity suppression of TC due to the presence of spin-one triplet pairs,
which is governed by the probability of pairs exiting S, is enhanced in the AP state in
comparison with the P state. This is consistent with the observations. This explanation
necessarily requires both the spin-triplet pairs to be able to cross Nb and that the F
layers are spin selective to the spin of the triplet pairs. In view of theory [83, 84],
these assumptions are most likely to be fulfilled in the samples: first, spin selectivity
is an intrinsic property of ferromagnets with large spin splitting at the Fermi level [85]
and, second, all triplet components of the condensate induced at the SF boundary can
propagate into a superconductor a distance close to the superconducting coherence
length [83] ξ =
√
D/TC, which is at best ∼ 3035 nm in Nb where D is the electron
diffusivity in Nb. This effect leads to a finite magnetic moment in the superconductor
as predicted in refs. [83, 84, 86] and observed in ref. [87].
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One of our near future goals is to add spin selectivity into the above calculation
with the help of the boundary conditions presented in section2.2.1.7. This will allow
for a better understanding of the TC behaviour in multilayered SF structures.
77
Chapter 2: Fundamentals of the theory of superconducting nanohybrids
2.2.4 The Hanle effect in a spin valve
In this second example we study the spin diffusion in a normal metal. In particular, we
analyse the geometry shown in figure 2.26. It consists of a metal (S) that can be in the
normal or superconducting state. At x = 0 one injects a spin-polarized current from
a ferromagnet whose magnetization points in x-direction. A second ferromagnet (de-
tector), also polarized in x direction, is situated at x = L. Notice that the current flows
towards negative x and therefore no current is flowing into the second ferromagnet. A
field B is applied perpendicular to the normal metal (in z direction). In this situation,
the injected spins undergo precession (Hanle effect) while diffusing from the injector
towards the detector. The detector signal oscillates with the perpendicular field. The
signal is maximum in the absence of field (no precession). It vanishes at fields when
the average spin precession angle is of 90 degrees and it is minimum for 180 degrees.
In fig.2.27 we show how the spin signal precesses with the field.
Figure 2.26: Schematic diagram of the system under study. A superconductor with
an applied magnetic field B¯ in the z direction, in contact with two ferromagnets po-
larized in x direction. One is located at x = 0 and injects (polarized) current into the
superconductor. The other, located at x = L, works as a detector of spin imbalance.
Here we focus on the normal case where the spectrum is trivial and the retarded
and advance GFs are very simple simple: gˇR(A) = ±τ3. Thus, we only have to solve
the kinetic equation for the distribution functions. By taking the trace of Eq.2.17,
multiplied by τ0σ1, τ0σ2, and τ0σ3, one obtains,
different traces we obtain:
D∂ 2xx fT 1 = h fT 2+
1
τ f
fT 1, (2.127a)
D∂ 2xx fT 2 =−h fT 1+
1
τ f
fT 2, (2.127b)
D∂ 2xx fT 3 =
1
τ f
fT 3, (2.127c)
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Figure 2.27: Measurement of nonlocal spin resistance versus perpendicular magnetic
field. The dots are the experimental results and the solid line is the fitting. For parallel
and anti-parallel magnetization of the injector/detector electrodes.(From Ref.[92])
which describe the spin imbalance and
D∂ 2xx fT = 0, (2.128)
the charge imbalance. According to eqs.2.127a and 2.127b, the applied magnetic field
(in z direction) leads to a precession (and decay) of the spin accumulation. The latter
is given by:
µTi =
∫
dE fTi , where i = 0,1,2,3 (2.129)
and can be obtained by integrating Eqs.2.127a-2.128 over the energy. The linear sys-
tem of equations can solved analytically . In particular the general solution for the
geometry shown in Fig. (2.26) is given by
µT 1(x) = Aeχ+x+Beχ−x, (2.130a)
µT 2(x) = i(Aeχ+x−Beχ−x), for x < 0 (2.130b)
µT 1(x) =Ce−χ+x+De−χ−x+Eeχ+x+Feχ−x, (2.130c)
µT 2(x) = i(Ce−χ+x−De−χ−x+Eeχ+x−Feχ−x), for 0 < x < L (2.130d)
µT 1(x) = Ge−χ+x+He−χ−x, (2.130e)
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µT 2(x) = i(Ge−χ+x−He−χ−x), for x > L. (2.130f)
Here χ2± = (τ
−1
f ± ih)/D. Since the electrochemical potential should be finite at
x→±∞, the solutions for x < 0 (x > L) contain only the exponentially decaying (in-
creasing) terms. For 0 < x < L the solution contains 4 terms so that the back flow
of spins, generated by the detector, can be taken into account. These 8 coefficients
(A,B,C,D,E,F,G,H) has to be obtained from the boundary conditions at the interfaces
with the ferromagnetic electrodes and the continuity conditions at x= 0 and x= L. Be-
fore solving the problem we note that in the well-known Bloch equations used in the
literature[92] for describing the spin precession in a normal metal by the action of an
external field
D∂ 2xx~m =~h×~m+
1
τ f
~m, (2.131)
are identical to the Eqs. 2.127a, 2.127b and 2.127c by making ~m= (µT 1,µT 2,µT 3) and
the exchange field~h = (0,0,h). In other words, this equations that are derived form a
microscopical model provide a proof for the phenomenological equation (2.131).
Now we calculate the coefficients in Eqs. (2.130). In order to describe the spin-
injection at the SF interface and the voltage at the one at x = L we used the effective
boundary conditions derived in Ref.[93]. After integration over energy we obtain at
x = 0 we obtain,
∂xµT 1(0) = 2κt1 [P1(µT (0)−µF)+µT 1(0)] , (2.132a)
∂xµT 2(0) = 2κt1µT 2(0), (2.132b)
∂xµT (0) = 2κt1 [(µT (0)−µF)+P1µT 1(0)] , (2.132c)
and at the detector (x = L),
∂xµT 1(L) = 2κt2µT 1(L), (2.133a)
∂xµT 2(L) = 2κt2µT 2(L), (2.133b)
∂xµT (L) = 2κt2P2µT 1(L). (2.133c)
Here, κt1(2) = 1/(2σ(RI1(2)+RF)A), where A is the area of the contact. RI1(2), RF
is the resistance per unit area of the detector (injector) interface and the ferromagnet,
respectively. P1(2) is the polarization of the detector (injector) interface, that we assume
to be equal to the polarization of the ferromagnets, P1(2) = PF1(2). We also assume that
the polarization is small, so 1−P21(2) ∼ 1. The term µF is the electrochemical potential
of the injecting ferromagnet. Therefore we define (µT (0)−µF)/(RI1+RF) =−eI as
the injected current and assume that it is constant. Note that if µF = 0 and µT (0) is
finite, there will be current flowing from the normal metal to the ferromagnet.
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As now the µT 1 and µT components are not coupled, the boundary conditions at
the detector (x = 0) for different polarizations read,
σA∂xµT 1(0) = σA(∂xµT 1(0+)−∂xµT 1(0−))
=−ePI+ µT 1(0)
RI1+RF
, (2.134a)
σA∂xµT 2(0) = σA(∂xµT 2(0+)−∂xµT 2(0−)) = µT 2(0)RI1+RF . (2.134b)
For the injector (x = L),
σA∂xµT 1(L) = σA(∂xµT 1(L+)−∂xµT 1(L−)) = µT 1(L)RI2+RF , (2.135a)
σA∂xµT 2(L) = σA(∂xµT 2(L+)−∂xµT 2(L−)) = µT 2(L)RI2+RF . (2.135b)
The physical interpretation of this boundary conditions is the following. At the x = 0
position we inject polarized current in the x direction, Ix(0) = PI. This spin current
diffuses to the left and to the right in the normal metal or flows back into the contact.
The spin current into the contact is given by the spin accumulation in the contact po-
sition divided by the resistance of the interface and ferromagnet, µT 1(0)/e(RI1+RF).
The spin currents that diffuse in the normal metal are given by σA∂xµT 1(0±)/e.
As for the y axis polarized spin current, we are not injecting current in that direc-
tion so the equivalent Iy(0) = 0. In the detector we are not injecting currents in any
polarization direction, so Ix(L) = Iy(L) = 0.
We also impose continuity conditions of the different µ components,
µT 1(0+) = µT 1(0−) µT 2(0+) = µT 2(0−) (2.136a)
µT 1(L+) = µT 1(L−) µT 2(L+) = µT 2(L−). (2.136b)
We write the nonlocal resistance measured at the detector as
RS(L) =
P2µT 1(L)
eI
. (2.137)
Using that σA/λN = 1/RN , where RN represents the normal metal resistance and λN =√
Dτ f . P2 being the polarization of the detector. We obtain,
RS(L) =
P1P2(RI1+RF)(RI2+RF)λN
RN
81
Chapter 2: Fundamentals of the theory of superconducting nanohybrids
Re[χ+]Re[e−χ+L]
(1+ 2Re[χ+](RI1+RF )λNRN )(1+
2Re[χ+](RI2+RF )λN
RN
)−Re[e−2χ+L]
. (2.138)
This is the result obtained in the supplementary information of Ref.[94] in the small
exchange field limit. Hence, Re[χ+e−χ+L] ≈ Re[χ+]Re[e−χ+L]. In the absence of ex-
ternal spin splitting field this formula reads,
RS(L) =
2χ0P1P2(RI1+RF)(RI2+RF)λN
RN((1+
2χ0(RI1+RF )λN
RN
)(1+ 2χ0(RI2+RF )λNRN )− e−2χ0L)
. (2.139)
Here χ0 = χ±(h = 0).
82
Chapter 2: Fundamentals of the theory of superconducting nanohybrids
2.3 Summary
In this chapter we have introduced the quasiclassical Green function technique which
is the theoretical tool mainly used in this thesis. Several simple examples on how to
use this technique and calculate physical quantities are presented in section2.2. In
sections2.2.3 and 2.2.4 we also present two interesting examples: In the first one we
calculate the critical temperature of a FSF trilayer with spin-mixing interfaces and in
the light of our results we discuss the experimental results of Ref.[91]. In section2.2.4
we derive from the quasiclassical formalism the spin-diffusion equations governing
the spin-precession in normal metals. In particular we analyse the Hanle effect in a
standard spin-valve configuration.
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Transport properties of hybrid structures consisting of superconducting and non-
superconducting materials have been studied extensively in the last decades [1]. In
particular, there is a renewed interest in the study of the subgap conductance of super-
conducting hybrid structures in the presence of spin-dependent fields in view of the
presumable detection of Majorana Fermions [2]. As explained in section2.2.1.3, at
voltages smaller than the gap ∆ the charge transport through a superconductor-normal
metal (SN) junctions is dominated by the process of Andreev reflection. This effect
generates a finite subgap conductance, as shown in experiments on SN structures.[3]
This behavior was discussed theoretically in Refs. [4, 5]. It was demonstrated that the
conductance of a SNN e structure, where N e denotes a normal metal electrode, shows
a peak at a voltage smaller than the superconducting gap in the case of finite SN bar-
rier resistances or if N is a diffusive metal [4, 5]. A similar behavior is also predicted
if one substitutes the normal by a ferromagnetic metal (F)[6, 7, 8].
As discussed in section 2.2.1.5, the Andreev reflection at a SF interface is sup-
pressed since the incoming electron and reflected hole belong to different spin bands
[9]. Thus, this suppression is stronger the larger the exchange field h, i.e. the spin-
splitting at the Fermi level. In the ferromagnet the coherence length of the electron-
hole pairs is given by the minimum between the thermal and the magnetic (∼√D/h)
lengths. It has been shown in section2.2.1.5 that in the diffusive case this is the char-
acteristic length in a ferromagnet. One expects that by increasing the strength of the
field h the electron-hole coherence would be suppressed and hence the subgap current
reduced. As we show below, this intuitive picture does not hold always.
In this chapter we investigate the subgap transport properties of a SIFNe structure.
By solving the quasiclassical equations we first analyse the behaviour of the subgap
current (the Andreev current) as a function of the field strength for different values
of the voltage, temperature and length of the junction. We show that there is a criti-
cal value of the bias voltage V ∗ above which the Andreev current is enhanced by the
spin-splitting field. This unexpected behaviour can be explained as the competition be-
tween two-particle tunnelling processes and decoherence mechanisms originated from
the temperature, voltage and exchange field respectively. We also show that at finite
temperature the Andreev current has a peak for values of the exchange field close to
the superconducting gap. Finally, we compute the differential conductance and show
that its measurement can be used as an accurate way of determining the strength of
spin-splitting fields smaller than the superconducting gap. For a spin-splitting field, h,
of the order of few ∆, the DoS of the SF bilayer, (measured at the outer border of the
ferromagnet) shows a peak at energy equal to h.
We also analyse the subgap transport of a SIFF ′ structure and investigate the An-
dreev current. It is shown that all features studied in the SIFN structure occur now at
the value of the effective field, i.e. the field acting on the Cooper pairs in the multi-
domain ferromagnetic region, averaged over the decay length of the superconducting
condensate into a ferromagnet. In principle all these predictions can be verified by a
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usual tunnelling microscopy experiments.
3.1 Andreev current and subgap conductance of SFN
structures
Figure 3.1: Schematic representation of the SIFN structure under consideration. The
interface at x = 0 it is an insulating barrier and the interface at x = L is fully transparent.
h is the exchange field in the ferromagnet.(From ref.[10])
We consider the ferromagnetic wire F shown in fig.3.1. Its length, L is smaller
than the inelastic relaxation length. The wire is attached at x = 0 to a superconducting
(S) and at x = L to a normal (N e) electrode. The ferromagnet (F) can also describe a
normal wire in a spin-splitting field B (in which case h = µBB, where µB is the Bohr
magneton) or in proximity with an insulating ferromagnet [42]. We assume that the F
wire is in the diffusive case, i.e. the elastic mean free path is much smaller than the
decay length of the superconducting condensate into the F region. For this reason we
can use the Usadel equation, eq.2.15, in the so called θ− parametrization (sectionA.5),
which reads,
∂ 2xxθ± = 2i
E±h
D
sinhθ±. (3.1)
Here the upper (lower) index denotes the spin-up (down) component. The normal and
anomalous Green functions are given by g± = coshθ± and f± = sinhθ± respectively.
Because of the high transparency of the F/N e interface the functions θ± vanish at x= L,
i.e. superconducting correlations are negligible at the F/N e interface. We consider a
tunnelling barrier at the SF interface and assume that its tunnelling resistance RT is
much larger than the normal resistance RF of the F layer. Thus, by voltage-biasing
the N e the voltage drop takes place at the SF tunnel interface. To leading order in
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Figure 3.2: The h-dependence of the ratio IA(h)/IA(0) for L = 10ξ and W = 0.007.
Left panels correspond to (a) eV = 0.8∆ and (b) eV = 0.3∆. The different curves are
for T = 0 (black solid line), T = 0.12∆0 (blue dashed line) and T = 0.25∆0 (red point-
dashed line). The right panels corresponds to (c) T = 0.25∆0 and (d) T = 0, while the
different curves to eV = 0.3∆ (black solid line), eV = 0.55∆ (blue dashed line) and
eV = 0.8∆ (red point-dashed line). In the (a) panel curves are vertically shifted with
respect to each other for clarity.(From ref.[10])
RF/RT  1 the Green functions obey the Kupriyanov-Lukichev boundary condition at
x = 0, eq.2.50,
∂xθ±|x=0 = RFLRT sinh[θ±|x=0−θS], (3.2)
where θS = arctanh(∆/E) is the superconducting bulk value of the function θ . Once
the functions θ± are obtained one can compute the current through the junction. In par-
ticular, we are interested in the Andreev current, i.e. the current for voltages smaller
than the superconducting gap due to Andreev processes at the SF interface. This cur-
rent is given by eq.2.63, where we substitute the anomalous components corresponding
to this system. The resulting expression reads,
IA = ∑
j=±
∫ ∆
0
n−(E) dE/2eRT
2Wα j(E)−
√
1− (E/∆)2 Im−1(sinhθ j|x=0)
, (3.3)
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where n−(E) = 12(tanh[(E + eV )/2T ]− tanh[(E − eV )/2T ]) is the quasiparticle dis-
tribution function in the N e electrode, α±(E) = (1/ξ )
∫ L
0 dx cosh
−2[Reθ±(x)], W =
ξRF/2LRT is the diffusive tunnelling parameter [12, 13], and ξ =
√
D/2∆ is the su-
perconducting coherence length. Eq. (3.3) is the expression used throughout this article
in order to determine the subgap charge transport [14].
(a) (b)
Figure 3.3: Schematic energy diagram for a non magnetic (a) and magnetic (b) metal.
The thick solid parabolas are the dispersion of free electrons with spin up (↑) and spin-
down (↓). The k axis corresponds to the Fermi level in the superconductor. We consider
quasi-electrons and -holes with energies ±eV < ∆ and momentum k1,2 . Time-reversal
pairing requires that k1 = k2. In case of a normal metal [panel (a)] this condition is
satisfied only for eV = 0 while for a ferromagnet (h 6= 0) if h = eV .(From ref.[10])
We first compute the Andreev current numerically by solving Eqs. (3.1-3.3). In
Fig. 3.2 we show the dependence of the Andreev current on the exchange field h for
different values of the bias voltage and temperature for a ferromagnetic F wire of the
length L = 10ξ .
We consider first the zero-temperature limit. For small enough voltages ( e.g eV =
0.3∆, black solid line in Fig. 3.2b) the Andreev current decays monotonously with
increasing h. This behaviour is the one expected, since by increasing h the coherence
length of the Andreev pairs in the normal region is suppressed, leading to a reduction of
the subgap current. For large enough voltages ( e.g eV = 0.8∆ in Fig. 3.2) and keeping
the temperature low, the Andreev current first increases by increasing h, reaches a
maximum at h ≈ eV , and then drops by further increase of the exchange field, as it is
shown for example by the black solid line in Fig. 3.2a. A common feature of all the
low- temperature curves in Fig. 3.2 is the sharp suppression of the Andreev current at
h≈ eV .
For large enough temperatures (T = 0.25∆0 in Fig.3.2c) one observes a peak at
h ≈ ∆ [Fig. 3.2(c)]. The relative height of this peak increases with temperature and
voltage as one sees in Figs. 3.2a and 3.2c respectively. In the case of large enough
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values of V and T , one is able to observe both the enhancement of the Andreev current
by increasing h and the peak at h≈∆ (see for example blue dashed line in Fig 3.2a). For
values of the exchange field larger than ∆, the Andreev current decreases by increasing
h in all cases . In principle all the behaviours of the Andreev current can be observed
by measuring the full electric current through the junction as the single particle current
is almost independent of h.
In order to give a physical interpretation of these results, we first recall the details
of the process of two-electron tunnelling that gives rise to subgap current [4] in diffu-
sive systems in the absence of an exchange field. The value of this current is governed
by two competing effects. On the one hand, the origin of the subgap current is the tun-
nelling from the normal metal to the superconductor of two electrons with energies ξk1
and ξk2 , respectively and momenta k1 and k2, that form a Cooper pair. This process is
of the second order in tunnelling and therefore involves a virtual state with an excita-
tion on both sides of the tunnel barrier. The relevant virtual state energies are given by
the difference Ek−ξk1,k2 , where Ek =
√
∆2+ξ 2k is the excitation energy of a quasipar-
ticle with the momentum k in the superconductor. Typical values of ξk are T or eV .
Hence under subgap conditions T,eV  ∆, the virtual state energy is typically given
by the superconducting gap ∆. However, when these characteristic energies become
larger and approach the value of the gap, the difference Ek−ξk1,k2 eventually vanishes.
As a result, the amplitude for two-electron tunnelling increases drastically, leading to
a strong increase of the Andreev current, accompanied by the onset of single-particle
tunnelling at energies above the gap ∆. On the other hand, two-electron tunnelling
is a coherent process: the main contribution to two-electron tunnelling stems from
two nearly time-reversed electrons k1 ' −k2 located in an energy window of width
δε ∼ eV,T close to the Fermi energy, diffusing phase-coherently over a typical dis-
tance Lcoh =
√
D/(δε) in the normal metal before tunnelling [4]. This coherence
length decreases upon increasing the characteristic energies δε ' eV,T , thereby de-
creasing the Andreev current.
We now turn to the effect of the exchange field h on two-electron tunnelling. If h
is nonzero, the majority and minority spin electrons at the Fermi level are character-
ized by different wave vectors kF,± = kF ∓ δk, where δk ∼ h/vF and vF is the Fermi
velocity. In Fig. 3.3 we show a schematic energy diagram. The wave vectors kF,± are
determined by intersection between the parabolas and the k-axis. For a given value of
eV . ∆ and in the absence of an exchange field the relevant excitations with energies
∼±eV and wave vectors k1,2 are not time-reversed (see Fig. 3.3a) and therefore their
contribution to the current is not coherent. However upon increasing h, |k1| → |k2|, i.e
the relevant excitations become more and more coherent, leading to an additional in-
crease of two-electron tunnelling. In particular when h= eV , k1 =−k2 ( cf. Fig. 3.3b).
If T → 0 there are no occupied states for ξk > eV . Consequently as soon as h> eV , the
energy window around the Fermi level does not contain time-reversed electrons. This
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leads to the drop of the Andreev current shown for example in Fig. 3.2d. In contrast,
for finite values of T , there are thermally induced quasiparticles with energy ∼ ∆, that
become exactly time-reversed whenever h = ∆. This leads to the maximum of the cur-
rent at h= ∆when the temperature is finite ( cf. Fig. 3.2c). The effects are most clearly
seen when plotting the ratio IA(h)/IA(0), as the Andreev pair decoherence effects due
to temperature or voltage are then divided out.
L/ξ
eV
/
∆
2 4 6 8 10
0.5
0.7
0.9
T/TC
0 0.1 0.2 0.3 0.4 0.5 0.60
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Figure 3.4: Voltage-junction length (a) and voltage-temperature (b) diagrams. The
black solid line represents the values of eV ∗/∆. For the range of parameters situated
below this line the Andreev current decreases in the presence of a small exchange field
(suppression), while in the region above the line the current increases (enhancement).
We set W = 0.007 in both panels, T = 0 in panel (a) and L = 10ξ in panel (b).(From
ref.[10])
A more quantitative understanding of the effects discussed above can be get by
analysing some limiting cases in which simple analytical expressions for the current
can be derived. We first focus the analysis on the zero-temperature limit. Due to the
tunnelling barrier at the SF interface the proximity effect is weak and hence one can
linearise Eqs. (3.1-3.2) with respect to RF/RT  1. Due to the zero-temperature limit
the integration of eq.3.3 is limited by the value of the voltage. For RF/RT  1, the
term proportional to W in the denominator is neglected. This lead to the following
expression of the Andreev current in this limit,
IA =
W∆20
2eRT
∑
j=±
∫ eV
0
dE
∆20−E2
Re
[√
i∆0
E + jh
tanh
(√
E + jh
i∆0
L
ξ
)]
.
For a large exchange field, h ∆0 > eV one can evaluate this expression obtaining
IA ≈ RF∆08eLR2T
√
D
h
log
[
∆0+ eV
∆0− eV
]
. (3.4)
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Thus, the Andreev current decays as h−1/2 for large values of h in accordance with the
numerical results (see Fig. 3.2).
In the case of small values of h, h . eV < ∆0, one can evaluate Eq. (3.4) in the
long-junction limit, i.e. when L√D/h. In this case the Andreev current reads
IA =
∆0ξRF
eLR2T
∑
j=±
arctanh
(√
eV+ jh
∆0+ jh
)
+ arctan
(√
eV− jh
∆0+ jh
)
√
∆0+ jh
. (3.5)
This expression describes the two different behaviours obtained in Fig. 3.2 for h≤ eV .
For small voltages IA decreases by increasing the field h. However, for large enough
values of the voltage IA is enhanced by the presence of the field. From Eq. (3.5) we can
determine the voltage V ∗, at which the crossover between these two behaviours takes
place, by expanding the expression for the current up to second order in h/eV  1, i.e.
up to the first non-vanishing correction to IA due to the exchange field. This expansion
leads to the following transcendental expression which determine the voltage V ∗ at
which the crossover takes place,(
∆0
eV ∗
)3/2
=
3
2
(
arctanh
√
eV ∗/∆0+ arctan
√
eV ∗/∆0
)
. (3.6)
From here we get eV ∗ ≈ 0.56∆0. For V < V ∗ the Andreev current decays monotoni-
cally with h while for V >V ∗ it increases up to a maximum value at h. eV . This is in
agreement with the numerical results in Fig. 3.2.
For an arbitrary length L and finite temperature we have computed the value of V ∗
numerically. In Fig. 3.4 we show the results. The solid black line gives the values of V ∗
as a function of L and T [the (a) and (b) panels of Fig. 3.4 respectively]. The area below
the black curve corresponds to the range of parameters for which the Andreev current
is suppresses by the presence of a spin-splitting field, while the area above the solid
line corresponds to the range of parameters for which the unexpected enhancement of
the subgap current takes place. According to Fig. 3.4(a) at T = 0 the value of V ∗ first
decreases as L increases, reach a minimum and then grows again up to the asymptotic
value eV ∗ ≈ 0.56∆0. Also the dependence of V ∗ on the temperature is non-monotonic
having a maximum value at T ∼ 0.2∆0.
Small spin-splitting fields, as those studied in the present work, can be created by
applying an external magnetic field B, in which case h = µBB or by the proximity
of a ferromagnetic insulator as discussed in Ref. [42]. It may be also an intrinsic
exchange field of weak ferromagnetic alloys (see, for example, Ref. [40]). Such small
exchange fields are in principle difficult to detect. However, as we show in Fig. 3.5, by
measuring the subgap differential conductance G = dI/dV at low temperatures, one
can accurately determine the value of h. At T = 0 the conductance shows two well
defined peaks, one at eV = h and the other at eV = ∆. These are related to a sudden
98
Chapter 3: Subgap charge transport in superconductor-ferromagnet junctions
0.2 0.4 0.6 0.8 10
0.5
1
eV/∆
G˜
A
(V
)
Figure 3.5: The bias voltage dependence of differential conductance at T = 0 for
fields: h= 0.3 (black solid) and h= 0.8 (blue dashed). Here G˜A = 4RT GA, W = 0.007
and L = 10ξ .(From ref.[10])
increase of the coherence length between the electron-hole pairs in the ferromagnet and
of the two-particle tunnelling amplitude respectively. As we have seen above, at small
voltages eV < h electrons with majority spins do not find time-reversed partners in the
narrow energy window around the Fermi energy, i.e. such pairs show weak coherence.
By increasing the voltage eV > h, the contribution of time-reversed electrons to the
current gradually increases and consequently the differential conductance increases,
reaching a maximum at eV = h. Further increase of the voltage, eV > h, leads to an
increasing contribution to the current from non time-reversed electron-hole pairs and
therefore to a suppression of the coherent contribution to G. At h < eV . ∆ the two-
electron tunnelling amplitude increases as (eV −∆)−1 due to virtual state contributions
with energies eV close to the gap; as a result the conductance shows a sharp increase.
For h→ 0 (normal metal) the peak moves toward eV → 0 (not shown here), which
corresponds to the zero bias peak discussed, for example, in Ref. [17].
3.1.1 Detection of exchange fields larger than the superconducting
gap
In the present section we consider just a simple FS bilayer with a transparent interface:
wire F of a length d f (smaller than the inelastic relaxation length [36, 13]) is attached
at x = 0 to a superconducting electrode by a transparent interface. We show that the
density of states (DOS) measured at the outer border of the ferromagnet (x= d f ) shows
a peak at the energy equal to the exchange field for d f  ξ f in case when h is of the
order of few ∆ [23, 16]. Thus, h > ∆ can be determined in experiments by measuring
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the DOS at the outer border of the ferromagnetic metal in corresponding SF bilayer
structure, which can be done by scanning tunnelling microscopy (STM).
The DOS N f (E) normalized to the DOS in the normal state, can be written as
N f (E) =
[
N f↑(E)+N f↓(E)
]
/2, (3.7)
where N f↑(↓)(E) are the spin resolved DOS written in terms of spectral angle θ f ,
N f↑(↓)(E) = Re
[
coshθ f↑(↓)
]
. (3.8)
To obtain N f , we use a self-consistent two-step iterative procedure [23, 27]. In the
first step we calculate the pair potential coordinate dependence ∆(x) using the self-
consistency equation in the S layer in the Matsubara representation. Then, using the
∆(x) dependence, we solve the Usadel equations in the S layer,
D
2i
∂ 2xxθs = E sinhθs+ i∆(x)coshθs , (3.9)
together with the Usadel equations in the F layer and corresponding boundary condi-
tions, repeating the iterations until convergence is reached [23]. At the outer border of
the ferromagnet (x= d f ) we have ∂xθ f↑(↓) = 0. At x= 0 we use Kupriyanov-Lukichev
boundary conditions which in case of the transparent interface is convenient to write
as
γ∂xθ f |x=0 = ∂xθs|x=0, (3.10a)
ξnγB∂xθ f |x=0 = sinh(θ f −θs)|x=0. (3.10b)
Here γ = σ f /σs, σ f (s) are the conductivities of the F (S) layers correspondingly, ξn =√
D/2piTc, Tc is the critical temperature of the superconductor, and γB = d f RT/ξnRF =
ξs/ξnW . The parameter γ determines the strength of suppression of superconductivity
in the S layer near the interface (inverse proximity effect). No suppression occurs for
γ = 0, while strong suppression takes place for γ  1. In the numerical calculations
we assume small γ  1. Since we consider the transparent interface RF  RT and
contrary to section3.1, κt  1, therefore γB 1. Notice that in the Eqs. (3.9)-(3.10)
we have omitted the subscripts ↑ (↓) because equations for both spin directions are
identical in the superconductor.
In Fig. 3.6 we plot the DOS N f (E) at the outer border of the F layer in the FS bilayer
calculated numerically for different values of the exchange field h and for different F
layer thicknesses d f . At large enough d f we see the peak at E = h [see Fig. 3.6 (c)
and (d)]. For small d f the peak is not visible and DOS tends monotonously to unity
for E > ∆ [see Fig. 3.6 (a) and (b)]. The amplitude of the peak is decreasing with
increasing h: peak is only visible for h of the order of few ∆ (see [23] for details).
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Figure 3.6: DOS N f (E) at the outer border of the F layer in the FS bilayer calculated
numerically for different values of the exchange field h. Parameters of the FS interface
are γ = γB2 = 0.01, T = 0.1Tc. Plots (a) and (b): d f /ξn = 1; plots (c) and (d): d f /ξn =
3. For plots (a) and (c) solid black line corresponds to h/∆ = 2, dashed red line to
h/∆ = 2.5, dash-dotted blue line to h/∆ = 3. For plots (b) and (d) solid black line
corresponds to h/∆ = 4, dashed red line to h/∆ = 5, dash-dotted blue line to h/∆ =
6.(From ref.[27])
To better illustrate the conditions when the peak at E = h is visible in experiments
we consider an analytic limiting case. If the F layer is thick enough (d f  ξ f ) and
γ = 0 in Eq. (3.10), the DOS at the outer border of the ferromagnet can be written as
[22, 28]
N f↑(↓)(E) = Re[cosθb↑(↓)]≈ 1−
1
2
Reθ 2b↑(↓). (3.11)
Here θb↑(↓) is the boundary value of θ f at x = d f , given by
θb↑(↓) =
8F(E)√
F2(E)+1+1
exp
(
−pd f
ξ f
)
, (3.12)
where we use the following notations,
p↑(↓) =
√
2/h
√
−iER± ih, (3.13a)
F(E) =
∆
−iER+
√
∆2−E2R
, ER = E + iη . (3.13b)
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From Eqs. (3.11)-(3.12) we obtain for the full DOS the following expression in the
limit d f  ξ f and for E ≥ ∆,
N f (E) = 1+ ∑
j=±
16∆2 cos(b j)exp(−b j)
(E + ε)(
√
E + ε+
√
2ε)2
, (3.14)
b j =
2d f
ξ f
√
|E + jh|
h
, ε =
√
E2−∆2.
We can clearly see the exponential asymptotic of the peak at E = h from the Eq. (3.14).
We should keep in mind that Eq. (3.14) is valid for large d f /ξ f , but nevertheless we
may qualitatively understand why we do not see the peak at E = h for small ratio of
d f /ξ f : if this factor is small the variation of the exponent exp{−2(d f /ξ f )
√|E−h|/h}
near the point E = h is also small. The peak is observable only for h of the order of
a few ∆. For larger exchange fields the peak is difficult to observe, since the energy
dependent prefactor of the exponent in Eq. (3.14) decays as E−2 for E ∆. Detecting
this peak one can carefully measure the value of small exchange filed h > ∆ in the
ferromagnetic metal.
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3.2 Andreev current and subgap conductance of spin-
valve SFF structures
The purpose of this section is to consider a hybrid structure with a multi-domain ferro-
magnetic metal, instead of the mono-domain FIS hybrid system of the section3.1. The
model of a SF1F2N junction we are going to study is depicted in Fig. 3.7 and consists
of a ferromagnetic bilayer F1F2 of thickness l12 = l1+ l2 connected to a superconduc-
tor (S) and a normal (N) reservoirs along the x direction. As in the rest of the document
we consider the diffusive limit, i.e the elastic scattering length ` is much smaller than
the decay length of the superconducting condensate into a ferromagnet ξh =
√
D/2h
and the superconducting coherence length ξ =
√
D/2∆, where D is the diffusion co-
efficient and h is the value of the exchange field (for simplicity we assume the same
D in the whole structure). We also assume that the F1F2 and F2N interfaces are trans-
parent, while the SF1 is a tunnel barrier. Thus, the two ferromagnetic layers are kept
at the same potential as the voltage-biased normal reservoir. The F1F2 bilayer can ei-
ther model a two domain ferromagnet or an artificial hybrid magnetic structure. The
applicability of this same structure for the purpose of cooling is studied in section3.2.
The magnetization of the F1 layer is along the z direction, while the magnetization
of the F2 layer forms an angle α with the one of the layer F1. Both magnetization
vectors lie in the yz plane. Correspondingly the exchange field vector in the F1 is given
by h = (0,0,h), and in the F2 layer by h = (0,hsinα,hcosα), where the angle α
takes values from 0 (parallel configuration) to pi (antiparallel configuration).
S N
l
1
0 xl
12
a
h h
F
1
F
2
Figure 3.7: The SF1F2N junction. The interface at x = 0 corresponds to the insulating
barrier (thick black line). Interfaces at x = l1 and x = l12 are fully transparent. α is the
angle between the magnetization directions of F1 and F2.(From ref.[38])
Under these conditions, the microscopic calculation of the electric current through
the structure requires solution of the quasiclassical equation for the 8× 8 Keldysh-
Green function G˘ in the Keldysh × Nambu × spin space in the F1F2 bilayer. That we
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obtain using eq.2.15,
iD∂xJ˘ =
[
H˘, G˘
]
, G˘2 = 1 . (3.15)
Here H˘ = τ3 (E− hσ ) is the Hamiltonian, J˘ = G˘∂xG˘ is the matrix spectral current,
σ = (σ1,σ2,σ3) are the Pauli matrices in spin space and τ3 in Nambu space. In
Eq. (3.15) we neglect the inelastic collision term, assuming l12 to be smaller than the
inelastic relaxation length [36].
In the F1 region hσ = hσ3 and the equation Eq. (3.15) has the form
iD∂xJ˘ =
[
τ3 (E−σ3h) , G˘
]
. (3.16)
In the F2 region hσ = hσ3 exp(−iσ1α) and it is convenient to introduce Green’s func-
tions rotated in spin space [37],˜˘G =U†G˘U, U = exp(iσ1α/2) . (3.17)
The rotated function ˜˘G is then determined by Eq. (3.16).
The Eq. (3.16) should be complemented by boundary conditions at the interfaces.
As mentioned above, we assume that the F1F2 and F2N interfaces are transparent and
therefore the boundary conditions at x = l1, l12 read, as in eq.2.88,
G˘
∣∣
x=l1−0 = G˘
∣∣
x=l1+0
, (3.18)
∂xG˘
∣∣
x=l1−0 = ∂xG˘
∣∣
x=l1+0
, (3.19)
G˘
∣∣
x=l12−0 = τ3. (3.20)
At x = 0, the SF1 interface is a tunnel barrier, where the boundary conditions are given
by the relation, eq.2.50,
J˘
∣∣
x=0= κt
[
G˘S, G˘
]
x=0 . (3.21)
Here G˘S is the Green function of a bulk BCS superconductor and κt is the well-known
prefactor of K-L boundary conditions. In the calculations we set a small inelastic
scattering parameter, η = 10−3∆0, where ∆0 is the superconducting gap at zero tem-
perature. Below we omit η in analytical expressions for simplicity.
The electric current through the structure is given by the following expression[34,
35],
I =
gN
8e
∫ ∞
0
Trτ3JˇK dE, (3.22)
where J˘K ≡ (G˘∂xG˘)K = GˇR∂xGˇK + GˇK∂xGˇA.
In particular, we are interested in the Andreev current, i.e. the current for voltages
smaller than the superconducting gap due to Andreev processes at the SF1 interface. It
is given by the expression[5, 18],
IA =
1
eR
∫ ∆
0
n−(E)MS(E)Re f0 dE. (3.23)
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where MS(E) = ∆Θ(∆− |E|)/
√
∆2−E2 is the condensate spectral function, Θ(x) is
the Heaviside step function and the function f0 is the singlet component of fˆ at x = 0.
This equation is used throughout the article to determine the Andreev transport. We
neglect the contribution to the Andreev current due to the partial Andreev reflection
at the energies above the superconducting gap. In the case of strong enough tunnel
barrier at x = 0 this contribution leads to negligible corrections[18].
Because of the low transparency of the tunnel SF1 barrier, the proximity effect is
weak and the retarded Green function can be linearised (we omit the superscript R),
Gˇ≈ τ3+ τ1 fˆ , (3.24)
where fˆ is the 2×2 anomalous Green function in the spin space (| fˆ |  1) that obeys
the linearised equation,
iD∂ 2xx fˆ = 2E fˆ −
{
hσ , fˆ
}
, (3.25)
where {·, ·} stands for the anticommutator. The general solution of this equation has
the form
fˆ (x) = f0(x)+ fy(x)σ2+ fz(x)σ3, (3.26)
where f0 is the singlet component and f3,2 are the triplet components with respectively
zero and ±1 projections on the spin quantization axis[36].
Solving Eq. (3.25) in the F1 layer we obtain for the components of Eq. (3.26),
f±(x) = a± cosh(k±x)+
2κt
k±
(ua±− v)sinh(k±x), (3.27a)
f2(x) = ay cosh(k2x)+
2κt
k2
ua2 sinh(k2x), (3.27b)
where f± = f0± f3, ai are the boundary values of fi at x = 0 (i stands for +,−,2) and
the characteristic wave vectors are
k± =
√
2(E∓h)
iD
, k2 =
√
2E
iD
. (3.28)
In the F2 layer the general solution has the form,
f˜i(x) = bi sinh [ki(x− l12)] , (3.29)
where f˜i are the components of the rotated Green function, Eq. (3.17). Using the
boundary conditions at the F1F2 interface, Eqs. (3.18-3.19) we obtain a set of six
linear equations for the six coefficients ai and bi, that can be solved straightforwardly.
In particular we are interested in f0 = (a++ a−)/2 which enters the equation for the
Andreev current, Eq. (3.23). Since the analytical expression is cumbersome we do not
present it here.
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Figure 3.8: The h-dependence of the ratio IA(h)/IA(0) for l1 = ξ and l2 = 9ξ , κt =
0.007, α = 0 (solid black line), α = pi/2 (dashed blue line) and α = pi (dash-dotted
red line). (a) eV = 0.8∆, T = 0; (b) eV = 0.8∆, T = 0.12∆; (c) eV = 0.3∆, T = 0.25∆;
(d) eV = 0.8∆, T = 0.25∆.(From ref.[38])
Now let us reconsider the features found in the SIFN system for the two-domain
situation in case of α = pi/2 (dashed blue lines in Fig. 3.8) and α = pi (dash-dotted red
line in Fig. 3.8). As the α = 0 case is equivalent to the aforementioned system. The
thickness of the F layers is chosen to be l1 = ξ and l2 = 9ξ , l1 short enough for the
superconducting condensate penetrates both ferromagnetic layers and l2 long enough
for the full development of the proximity effect in F1F2 bilayer (at small values of l2
the Andreev current is suppressed by the proximity of the normal reservoir at x = l12)
[26].
Firs of all, we see that increasing α the features (peaks at h ≈ eV,∆) smear and
their amplitude reduces. For α = pi we do not see any more the enhancement of the
Andreev current. Secondly, we see shift of these peaks to the larger values of h, which
is explicitly seen for α = pi/2. The peak at h ≈ eV is shifted to the right (Fig. 3.8
(a), dashed blue line) as well as the peak at h ≈ ∆ (Fig. 3.8 (d), dashed blue line).
This can be explained as follows. The superconducting condensate penetrates both
ferromagnetic layers and feel the “effective exchange field” h¯ acting on the Cooper
pairs, averaged over the length ξh [38]. The h¯(α) is gradually reduced as α increases
from 0 to pi . As before the Andreev current peak is at h¯(α) ≈ ∆ which in the case of
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a finite α corresponds to larger values of the bare h, therefore we observe shift of the
Andreev current peak to the right.
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Figure 3.9: The bias voltage dependence of the differential conductance at T = 0 for
exchange fields (a) h= 0.3∆ and (b) h= 0.5∆ for l1 = ξ and l2 = 9ξ , κt = 0.007, α = 0
(solid black line), α = pi/2 (dashed blue line) and α = pi (dash-dotted red line). Here
G˜A = 4RT GA.(From ref.[38])
Let us now calculate the subgap differential conductance GA = dIA/dV at zero
temperature. It is known that for a diffusive NIS junction the differential conductance
at low temperatures has a peak at eV = ∆ and a zero bias anomaly (ZBA) peak due
to the impurity confinement and the electron-hole interference at the Fermi level[29,
30, 4]. It occurs at zero bias since for V = 0 the electron is perfectly retro-reflected
as a hole during the Andreev reflection process. Thus the electron and the reflected
hole interfere along the same trajectory and the interference effect strongly enhance
the subgap conductance at zero bias[30].
For the FIS structures with h < ∆ the ZBA peak is now shifted to the finite voltage
eV = h[10, 6], see Fig. 3.9, solid black lines. This can be described as follows. Upon
entering of the Cooper pair into the ferromagnetic metal the spin up electron in the
pair lowers its potential energy by h, while the spin down electron raises its potential
energy by the same amount. In order for each electron to conserve its total energy,
the spin up electron must increase its kinetic energy, while the spin down electron
must decrease its kinetic energy, to make up for these additional potential energies in
F[37]. Therefore the electron-hole pair in F has now the momentum mismatch, i.e.
the electron is not perfectly retro-reflected. However, if eV = h there is a possibility
for exact retro-reflection (and interference along the trajectory) of an electron to a hole
with a same kinetic energy equal to the Fermi energy.
In case of the two-domain ferromagnetic metal we now have the ZBA shift to the
“effective exchange field” eV = h¯(α). The “effective field” is smaller than the bare
h, h¯(α) < h, and therefore we observe the shift of the differential conductance peak
to the left. We can explicitly see this for α = pi/2 (Fig. 3.9, dashed blue lines). For
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α = pi the situation is more complicated as the effective exchange field is rather small
in the antiparallel configuration. For l1 = ξ we observe a broad ZBA peak at V = 0
for α = pi for both values of h = 0.3∆ and 0.5∆ (Fig. 3.9, dash-dotted red lines). For
l1 6= ξ the maximum is shifted from the zero bias, see Fig. 3.10, dash-dotted red lines.
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Figure 3.10: The bias voltage dependence of the differential conductance at T = 0 for
exchange field h = 0.5∆ for (a) l1 = 0.5ξ and (b) l1 = 2ξ , l2 = 9ξ , κt = 0.007, α = 0
(solid black line), α = pi/2 (dashed blue line) and α = pi (dash-dotted red line). Here
G˜A = 4RT GA.(From ref.[38])
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3.3 Summary
In this chapter we have presented an exhaustive study of the Andreev current and
conductance through SIFN e and SIFF ′ hybrid structures in the presence of a spin-
splitting field, h. This field is either the intrinsic exchange field of a ferromagnet or
a spin-splitting field in a normal metal caused by either an external magnetic field or
the proximity of an insulating ferromagnet[42]. We focus the study on weak fields,
h 6 ∆ and h & ∆. We find an interesting interplay between phase-coherent diffusive
propagation of Andreev pairs due to the proximity effect and decoherence mechanisms
originated from the temperature, voltage and exchange field respectively. This inter-
play leads to a non-monotonic behaviour of the transport properties as a function of h.
For very low temperatures and voltages eV  ∆ the Andreev current decays monoton-
ically by increasing h as expected. If one keeps the voltage low but now increases the
temperature, the Andreev current shows a peak at h≈ ∆. An unexpected behaviour is
obtained when the voltage exceeds some critical value V ∗. In this case, the Andreev
current is enhanced by the field h reaching a maximum at h ≈ eV . We show that the
value of V ∗ depends on the length of the F wire and the temperature. In particular,
for zero-temperature and in the long-junction limit, i.e. when the length of F is much
larger than the coherence length, we show that eV ∗ ≈ 0.56∆0, where ∆0 is the value of
∆ at T = 0. We also compute the subgap conductance of the system at low tempera-
tures and small fields h < ∆. We show that it has a peak at eV = h. Thus, transport
measurements of this type can be used to determine the strength of a weak exchange
or Zeeman-like field in the nanostructure.
Beyond the fundamental interest, these results can also be useful for the imple-
mentation of a recent and interesting proposal [42] which suggests a way to detect
the odd-triplet component [32] of the superconducting condensate induced in a normal
metal in contact with a superconductor and a ferromagnetic insulator. The latter in-
duces an effective exchange field in the normal region. The amplitude of such induced
exchange fields is smaller than the superconducting gap[20]. Therefore the proposed
ferromagnet proximity system in Ref. [42] is a candidate to observe the phenomena
described in the present work. In order for the calculation to be of wider application
range, there is a method for detecting exchange fields larger than the superconducting
gap.
We have also studied the Andreev current and the subgap conductance behaviour in
SIFFN hybrid structures with arbitrary direction of magnetization of the F layers. This
structure is known as a “superconducting spin-valve” [31]. We show that the features
we mention in section3.1 of the Andreev current and subgap conductance in a SIFN
system occur at the value of the “effective exchange field” h¯(α) < h. This is the field
acting on the Cooper pairs in the multi-domain ferromagnetic region, averaged over the
decay length of the superconducting condensate into a ferromagnet, ξh[38]. Increasing
α from 0 to pi one gradually reduce the effective field h¯(α).
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Chapter 4: Electron Cooling and Thermoelectric effect in nanoscale
superconducting devices
Thermoelectric and thermomagnetic effects originate from the coupling between
heat and charge currents. They have been known for almost two centuries, since the
discovery of the Seebeck and Nersnst effects[1] and have applications in the fabrication
of detectors, power generators and coolers.
One of the major challenges in the road to electronic nanodevices is to reduce
and harvest waste heat. Further decrease in size and increase of the transistor speed
go in parallel with very high levels of ohmic energy dissipation, and the breakdown
of Moores law. The study of the coupling between charge and heat currents at the
nanoscale is called ”caloritronics” (from calor, the Latin word for heat and electron-
ics). If magnetic materials are involved in the nanodevices, the additional degree of
freedom provided by the electron spins allows for further ways of heat management at
the nanoscale. This shapes the field of spin caloritronics.
In this chapter, we broaden the field of caloritronics by studying heat/charge trans-
port in superconducting devices. We focus mainly in two effects: Electronic cooling
in superconducting hybrid structures and the thermoelectric effect in superconducting
ferromagnets.
4.1 Electronic cooling in superconducting hybrid struc-
tures
The main goal of this section is to study heat transport related to the electrons of the
systems. Thermal energy is transferred via finite heat current from a part of the circuit
to another that heats up. The latter is usually a heat bath with constant temperature.
This process is known as cooling. The first kind of thermoelectric cooling, was discov-
ered more than 180 years ago (J.C.A. Peltier, 1834). A finite heat flux was generated by
the application of an electric voltage. The thermoelectric effects have been used in ther-
moelectric generators, that work as heat engines, refrigerators, with no fluid or moving
parts and thermocouples to measure temperature difference. During the last decade,
solid-state refrigerators for low temperature applications and in particular, operating in
the subkelvin temperature range have been intensely investigated. The motivation for
this investigation is the successful development and implementation of ultrasensitive
radiation sensors and quantum circuits. These require on-chip cooling[2] for proper
operation at cryogenic temperatures. Solid-state refrigerators as the thermoelectric de-
vices are based on circuits of solid materials. These typically have lower efficiency
as compared to more traditional systems (e.g., Joule-Thomson or Stirling gas-based
refrigerators), nevertheless, they are more reliable, cheaper and on top of all, easily
scaled down to mesoscopic scale. This gives an unique opportunity for combining
on-chip refrigeration with different microdevices and nanodevices.
The schematic idea of a setup studied in a typical cooling experiment is the one
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depicted in fig.4.1. The main object is a diffusive metal wire connected to large elec-
trodes acting as reservoirs where electrons thermalize quickly to the surroundings. The
electrons in the wire interact among themselves and are coupled to the phonons in the
film and to the radiation and the fluctuations in the electromagnetic environment. The
temperature of the film phonons Tph can, in a nonequilibrium situation, differ from
that of the substrate phonons and this can even differ from the phonon temperature in
heat bath which is externally cooled. However, in this section we assume the phonon
temperatures equal that of the bath, due to a good thermal conductance. The energy
distribution function of electrons depends on each of this couplings and it is character-
ized by the electron temperature Te. In this section we explain how Te can be driven
much below the lattice temperature and how this can be exploited.
Figure 4.1: Schematic picture of the system considered in the following calculations.
The heat flow and thermal conductances between the studied electron system and the
phonons in the lattice are indicated by arrows.
Superconductors can be also efficiently exploited for cooling purposes at cryogenic
temperatures. They can be used both as passive and active elements. When using the
superconductors as a passive element, properties like their low thermal conductivity
and zero electric resistance are relevant. For example, a superconductor as a passive
element can be used in one of the two arms in Peltier cooling[3].
As an example for active element we consider a simple setup. It consists of a
N/I/S (normal metal reservoir/insulator/ superconductor reservoir) tunnel junctions at
a bias voltage V . The flow of charge current is accompanied by a heat transfer from
N into S. Let us assume that we have a ”hot” N that we want to cool by putting it
in contact with a ”cold” S. Particles are transmitted from the N to the empty states
of the S. Particles with energies within the energy gap cannot be transmitted. Only
those with energies E > ∆, the higher energy or ”hotter” ones, go to the S, as shown
schematically in fig.4.2. Thus, the presence of the superconducting energy gap leads to
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a selective tunnelling of high-energy quasiparticles out of the normal metal. [4, 3] This
phenomenon generates a heat current from the normal metal to the superconductor
(also referred to as “cooling power”).
Figure 4.2: Schematic picture illustarting the DoS at both sides of a SIN junction. At
finite temperature only particles with high enough energies can tunnel to the empty
states (red arrow). S is kept at zero temperature.
The N/I/S junctions are indeed used for the realization of microcoolers. [4, 3, 5, 6,
7] Present state-of-the-art experiments allow the reduction of the electron temperature
in a normal metal lead from 300 to about 100 mK, offering perspectives for on-chip
cooling of nano or micro systems, such as high-sensitive sensors, detectors and quan-
tum devices. [8, 9, 10, 11]
The cooling power of tunnel junctions depends on several parameters, some of
them controllable. For example the cooling power can be optimized by controlling the
voltage across the junction. A maximized cooling effect is reached at a voltage bias
just below the superconducting energy gap ∆. Larger values of voltage, eV & ∆, lead
to a larger charge current I through the junction and hence to larger values of the Joule
heating power, i.e. to a negative cooling power. A limitation of the performance of a
NIS microcooler arises also from the fact that nonequilibrium quasiparticles injected
into the superconducting electrode accumulate near the tunnel interface. [11, 12, 13]
As a consequence hot quasiparticles may tunnel back into the normal metal, leading to
a reduction of the cooling effect. [13, 14] In order to overcome this problem a so called
quasiparticle trap,[15] made of an additional normal metal layer has been attached to
the superconducting electrode, removing hot quasiparticles from the superconductor.
Recently, it was also shown that a small magnetic field enhances relaxation processes
in a superconductor and leads to significant improvement of the cooling power in NIS
junctions.[16] Improved cooling performance can be also achieved by proper tuning of
the tunnelling resistances of the individual NIS tunnel junctions in a double junction
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SINIS cooling device. [17] In fig. 4.3 we show several experimental setups.
Figure 4.3: (a) Scanning electron micrograph of a typical SINIS microrefrigera-
tor. The structure was fabricated by standard electron beam lithography combined
with Al and Cu UHV e-beam evaporation (from ref.[12]). (b) SEM micrograph of an
Al/Al2O3/Cu SINIS microrefrigerator exploiting large-area junctions (∼ 10 µm2) with
quasiparticle traps (from ref.[18]). (c) SEM image of a Si3N4 membrane (in the center)
with self-suspended bridges. Two normal-metal cold fingers extending onto the mem-
brane are used to cool down the dielectric platform. The Al/Al2O3/Cu SINIS coolers
are on the bulk (far down and top) and the thermometer stands in the middle of the
membrane (from ref.[19]). (d) SEM micrograph of a NIS refrigerator device with a
neutron transmutation doped (NTD) Ge resistance thermometer attached on top of it
(from ref.[20]).
Another important limitation for NIS microcoolers arises from the intrinsic multi-
particle nature of current transport in NIS junctions. As discussed in section2.2.1.3,
the transport is governed not only by single-particle tunnelling but also by two-particle
processes due to the Andreev reflection.[21] The single-particle current and the as-
sociated heat current are due to quasiparticles with energies E > ∆. While at low
temperatures or high junction transparencies, the charge transport in NIS junctions is
dominated by the Andreev reflection, i.e. by subgap processes. The Andreev current
IA does not transfer heat through the NS interface, as no quasiparticles are transferred.
Rather, it generates the Joule heating IAV . At low enough temperatures this heating ex-
ceeds the single-particle cooling.[22, 23, 24, 25] The interplay between the single-par-
ticle tunnelling and Andreev reflection sets a limiting temperature for the refrigeration
Tmin.[24]
One way to decrease Tmin is to decrease the NIS junction transparency. However,
large values of the contact resistance hinder carrier transfer and lead to a severe limi-
tation in the achievable cooling powers. In order to increase the junction transparency
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and at the same time to reduce the Andreev current, it was suggested to use mate-
rials where the proximity effect is suppressed, such as ferromagnets, ferromagnetic
insulators, and half-metals. In particular Giazotto et al. studied theoretically a bal-
listic normal metal - ferromagnet - superconductor structure within a phenomenolog-
ical model and predicted an enhancement of the cooling efficiency compared to NIS
junctions.[26] The reason for that increase lies in the suppression of the Andreev re-
flection due to the band structure of the ferromagnetic metals. As explained in Section
1.3, the electron involved in Andreev reflection and its time-reversed counterpart (hole)
must belong to opposite spin bands; thus, suppression of the Andreev current occurs in
a FS junction and its intensity depends on the degree of the electron polarization at the
Fermi level which is proportional to the exchange field of the F layer.[27, 28, 29, 30]
Note that theoretical studies of electron cooling in SF proximity systems were per-
formed only in the ballistic case, [26, 32] while real metallic systems are in the dif-
fusive limit. Moreover, ferromagnets show in general a multi-domain structure that
was not considered in previous articles. Another way to suppress the Andreev reflec-
tion in a superconductor/two-dimensional electron gas nanostructure was also studied
in Ref. [31].
We now quantify these effects by introducing the quantity corresponding to cooling
power Q˙ in this formalism, i.e. the heat current flowing out of the wire to the reservoir
at the same temperature as the heat sink. As discussed above, the cooling power can
be written as the sum of two different contributions,[24]
Q˙ = Q− IV = Q˙1+ Q˙A , (4.1)
where
Q˙1 = Q1− I1V , Q˙A =−IAV . (4.2)
The cooling power Q˙ corresponds to the energy current flowing out of the wire to the
reservoir minus the joule heating generated in the system by the electric current. Here
Q1(A) and I1(A) are respectively the single-particle (Andreev) energy-current and the
single-particle (Andreev) charge-current. Notice, that the contribution of the Andreev
processes to the energy current vanishes, QA = 0. Therefore the Andreev process
contributes only to the Joule heating (i.e. Q˙A = −IAV ), which is fully released in
the N electrode and leads to a severe reduction of the cooling power. It is clear that for
equal temperature of the electrodes (TN = TS) and no bias voltage the cooling power
vanishes.
Next, we introduce the concept of the final electron temperature of the normal
metal. So, we need to consider the mechanism of energy transfer. Our purpose is to
calculate which final electron temperature of the wire (smaller than the reservoir tem-
perature) can be achieved in the NIS system. We illustrated this process in fig.4.4. In
this case the electron temperature correspond to the temperature of the N. It depends on
the efficiency with which heat generated in the electron population can be transferred
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to the low-temperature bath. Due to the voltage biasing some power is dissipated as
heat, this power is supplied initially to the electrons in the metal and is transmitted
to the bath by phonons. In thin films at low temperatures, the wavelength of a ther-
mal phonon is much less than the film thickness so the temperature of the phonons is
the same as the temperature of the bath, the lattice temperature, Tbath . Then the elec-
tron temperature is determined by the rate at which electrons can transfer energy to the
phonons which is given by [33]
Q˙e−ph = ΣV(T 5e −T 5bath) . (4.3)
Here V is the volume of N, Te(Tbath) is the electron (bath) temperature and Σ is a material
dependent parameter.
The final electron temperature Te is determined by the energy-balance equation
Q˙(Te,Tbath)+ Q˙e−ph(Te,Tbath) = 0 , (4.4)
where we set the temperature of the superconductor reservoir (TS) equal to the bath
temperature Tbath. This is an idealized assumption since the presence of hot quasi-
particles in S, that may strongly decrease the real cooling capability of the device, is
expected. In real applications, however, one can overcome this problem through the
exploitation of ”quasi-particle traps”[34]. Note that in the absence of bias voltage there
is no cooling and thus, Te = Tbath. It is only when we apply a bias voltage that the N
reaches lower temperatures.
Figure 4.4: Schematic description of the cooling process in SIN junctions. We are
interesting in the Te of the normal metal, which due to the bias voltage is lowered by
the superconductor (kept at the temperature of the bath, Tbath). The Te is also affected
by the electron phonon coupling with the heat bath.
In order to quantify the efficiency of a refrigerator we introduce the coefficient
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performance (ηe f f ). It reads,
ηe f f =
Q˙max
IVopt
. (4.5)
It is the ratio between the optimum cooling power and the total input power. Irre-
versible processes (e.g. thermal conductivity and Joule heating) degrade the efficiency
of refrigerators and are essential elements that need to be evaluated for the optimization
of any device.
Besides the SIN system other junctions can be used for cooling. In this chapter we
present a study of different SF structures that can be used as coolers. In the first part
we investigate we investigate heat and charge transport through a diffusive SIF1F2N
tunnel junction, where N (S) is a normal (superconducting) electrode, I is an insu-
lator layer and F1,2 are two ferromagnets with arbitrary direction of magnetization.
The flow of an electric current in such structures at subgap bias is accompanied by a
heat transfer from the normal metal into the superconductor, which enables refrigera-
tion of electrons in the normal metal. We demonstrate that the refrigeration efficiency
depends on the strength of the ferromagnetic exchange field h and the angle α be-
tween the magnetizations of the two F layers. As expected, for values of h much larger
than the superconducting order parameter ∆, the proximity effect is suppressed and
the efficiency of refrigeration increases with respect to a NIS junction. However, for
h ∼ ∆ the cooling power (i.e. the heat flow out of the normal metal reservoir) has a
non-monotonic behaviour as a function of h showing a minimum at h ≈ ∆. We also
determine the dependence of the cooling power on the lengths of the ferromagnetic
layers, the bias voltage, the temperature, the transmission of the tunnelling barrier and
the magnetization misalignment angle α .
In the second part of this chapter, we propose another more efficient way of Joule
heating suppression by inserting a spin filter. A normal-metal/spin-filter/superconductor
junction is proposed and demonstrated theoretically. The spin-filtering effect leads to
values of the cooling power much higher than in conventional normal-metal/nonmagnetic-
insulator/superconductor coolers and allows for an efficient extraction of heat from the
normal metal. We demonstrate that highly efficient cooling can be realized in both
ballistic and diffusive multi-channel junctions in which the reduction of the electron
temperature from 300 mK to around 50 mK can be achieved. Our results indicate the
practical usefulness of spin-filters for efficiently cooling detectors, sensors, and quan-
tum devices.
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4.1.1 Cooling in a SF1F2N junction
In this section we present a quantitative analysis of the thermal and electric transport
using the expressions introduced in section2.2.1.3. As it was shown in Ref.[26], a fer-
romagnetic interlayer in a SFN structure can, in principle, enhance the cooling power
of structure due to the suppression of the Andreev Joule heating. In that work the fer-
romagnet was assumed to be monodomain, i.e. its magnetization is spatially homoge-
neous. However, it is well known, that usual ferromagnets consists of many magnetic
domains separated by domain walls. Therefore, it is important to understand how such
a magnetic inhomogeneity may affect the cooling power.
In order to model such situation, we consider a simple structure consisting of two
magnetic domains with arbitrary magnetization direction (so called “superconducting
triplet spin-valve”[35]). As shown in Fig.4.5. By using the Keldysh quasiclassical
Green function formalism that is introduced in chapter2, we calculate the charge and
heat currents and the cooling power of the structure.
The SIF1F2N junction is depicted in Fig. 4.5. A ferromagnetic bilayer F1F2 of
length l12 = l1+ l2 smaller than the inelastic relaxation length[36] is connected to a su-
perconductor (S) and a normal (N) reservoirs along the x direction. The F1F2 bilayer
can either model a two domain ferromagnet or an artificial hybrid magnetic structure.
We consider the diffusive limit, i.e the elastic scattering length `min(ξh,ξ ), where
ξh =
√
D/2h is the characteristic penetration length of the superconducting conden-
sate into the ferromagnet, h is the value of the exchange field, ξ =
√
D/2∆ is the
superconducting coherence length and D is the diffusion coefficient (for simplicity we
assume the same D in the whole structure).
Figure 4.5: The SIF1F2N junction. The interface at x = 0 corresponds to the insulating
barrier (thick black line). Interfaces at x = l1 and x = l12 are fully transparent. α is the
relative angle between the magnetization directions of F1 and F2. (From ref.[46])
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We also assume that the F1F2 and F2N interfaces are transparent, while the SF1 is
a tunnel interface. Thus, the two ferromagnetic layers are kept at the same potential
as the voltage-biased normal reservoir. The magnetization of the F1 layer is along
the z direction, while the magnetization of the F2 layer forms an angle α with the
one of the layer F1. Both magnetization vectors lie in the yz plane. Correspondingly,
the exchange field vector in the F1 is given by h = (0,0,h), and in the F2 layer by
h = (0,hsinα,hcosα), where the angle α takes values from 0 (parallel configuration)
to pi (antiparallel configuration).
The Usadel equation, eq.2.77, for this system reads,
iD∂xJ˘ =
[
τz (E−hσ ) , G˘
]
, J˘ = G˘∂xG˘, G˘2 = 1, (4.6)
where σ = (σ1,σ2,σ3) are the Pauli matrices in spin space. In the F1 region hσ = hσ3
and the Usadel equation Eq. (4.6) has the form
iD∂xJ˘ =
[
τz (E−σ3h) , G˘
]
, G˘2 = 1. (4.7)
In the F2 region hσ = hσ3 exp(−iσ1α). It is convenient to introduce Green’s functions
rotated in spin-space, [37]˜˘G =U†G˘U, U = exp(iσ1α/2) . (4.8)
The rotated function ˜˘G is then determined by Eq. (4.7).
The Usadel equation Eq. (4.7) should be complemented by boundary conditions at
the interfaces. As mentioned above, we assume that the F1F2 and F2N interfaces are
transparent and therefore the boundary conditions at x = l1, l12 read, eq.2.88,
G˘
∣∣
x=l1−0 = G˘
∣∣
x=l1+0
, (4.9)
∂xG˘
∣∣
x=l1−0 = ∂xG˘
∣∣
x=l1+0
, (4.10)
G˘
∣∣
x=l12−0 = τz. (4.11)
At x = 0, the SF1 interface is a tunnel barrier, and we may use the Kupriyanov-
Lukichev boundary conditions, eq.2.50,
J˘
∣∣
x=0= κt
[
G˘S, G˘
]
x=0 , (4.12)
where G˘S is the Green function of a bulk BCS superconductor and κt is defined in sec-
tion2.2.1.1. We set η ' 10−3∆0 in this calculations, where ∆0 is the superconducting
gap at T = 0. In the following we omit the inelastic scattering rate η in the analytical
expressions for simplicity.
Because of the low transparency of the SF1 barrier, the proximity effect is weak
and the retarded Green function can be linearised (we omit the superscript R),
Gˇ≈ τz+ τx fˆ , (4.13)
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where fˆ is the 2×2 anomalous Green function in the spin space (| fˆ |  1) that obeys
the linearised Usadel equation,
iD∂ 2xx fˆ = 2E fˆ −
{
hσ , fˆ
}
, (4.14)
where {·, ·} stands for the anticommutator.
The general solution of Eq. (4.14) has the form
fˆ (x) = f0(x)+ f2(x)σ2+ f3(x)σ3, (4.15)
where f0 is the singlet component and f3, f2 are the triplet components with respec-
tively zero and ±1 projections on the spin quantization axis (we choose the z-axis).
The charge and energy currents, I and Q respectively, take the expressions from
section2.2.1.3,
I =
gN
e
∫ ∞
0
I− dE, Q =
gN
e2
∫ ∞
0
EI+ dE, (4.16a)
I− ≡ (1/8)Trτ3JˇK, I+ ≡ (1/8)Trτ0JˇK, (4.16b)
JˇK ≡ (G˘∂xG˘)K = GˇR∂xGˇK + GˇK∂xGˇA. (4.16c)
where J˘K is the Keldysh component of the matrix current defined in Eq. (4.6) and τ0
is the unitary matrix in Nambu space. Next, we calculate the cooling power of the
SIF1F2N junction as a function of the different parameters by solving equations 4.16a
and 4.16b.
In the linear case both the electric and heat currents are determined by the singlet
component f0 of the anomalous Green function, Eq. (4.15), evaluated at the SF1 in-
terface (x = 0). Solving Eq. (4.14) in the F1 layer we obtain for the components of
Eq. (4.15),
f±(x) = a± cosh(k±x)+
2κt
k±
(ua±− v)sinh(k±x), (4.17a)
f2(x) = ay cosh(kyx)+
2κt
k2
ua2 sinh(k2x), (4.17b)
where f± = f ± fz, ai are the boundary values of fi at x = 0 (i stands for +,−,2) and
k± =
√
2(E∓h)
iD
, k2 =
√
2E
iD
. (4.18)
In the F2 layer the general solution has the form,
f˜i(x) = bi sinh [ki(x− l12)] , (4.19)
where f˜i are the components of the rotated Green function, Eq. (4.8).
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Figure 4.6: Cooling power versus exchange field for different orientations of the ex-
change field vector in the second ferromagnetic layer F2: α = 0 (black solid line),
α = pi/2 (blue dashed line) and α = pi (red dash-dotted line), calculated at op-
timum bias; κt = 7× 10−3, T = 0.25∆0, l1 = ξ and l2 = 6ξ . We have defined
˜˙Q = 102P(Vopt)e2R0/∆20. (From ref.[46])
Using the boundary conditions at the F1F2 interface, Eqs. (4.9-4.10) one obtain a
set of six linear equations for the six coefficients ai and bi, that can be solved straight-
forwardly.
In particular we are interested in the value of the singlet component of the anoma-
lous Green function at x = 0 which is given by f0 = (a++a−)/2. Once we obtain f0
we compute the charge and energy currents from (4.16a). Finally, using eq.4.1 we de-
termine the cooling power. In what follows we assume that the temperatures of the S
and N reservoirs to be equal, TS = TN = T , and neglect nonequilibrium effects in the
ferromagnetic interlayer.[24]
The bias voltage between the S and N reservoirs is an easily adjustable experi-
mental parameter, so all the curves except those presented in Fig. 4.9 are calculated for
optimal value of the voltage bias Vopt , at which the cooling power reaches its maximum
for given values of the other parameters. In what follows, we assume the quantity κt to
be taken at T = 0, allowing for its temperature dependence in Eqs. (4.17) by means of
corresponding temperature-dependent factors. In the subsequent analysis the cooling
power P is given in units of ∆20/e
2R0, where ∆0 is the value of ∆ at zero temperature
and R0 is the junction resistance at a fixed value κt = 10−2 of the tunnelling parameter.
We first study the dependence of the cooling power on the strength of the exchange
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Figure 4.7: The Andreev current as a function of (a) the exchange field for l2 = 6ξ and
as a function of (b) the F2 length for h = 0.7∆(T ). Different magnetic configurations
are chosen: α = 0 (solid black line), α = pi/2 (dashed blue line), α = pi (dash-dotted
red line). The Andreev current is calculated at optimal bias; κt = 7×10−3, T = 0.25∆0,
l1 = ξ . We have defined I˜A = IA(Vopt)eR0/∆0. (From ref.[46])
field h. This dependence is shown in Fig. 4.6 for three different angles α = 0,pi/2,pi
between the magnetizations of F1 and F2 layers at the optimum value of bias voltage.
We have chosen the values of the temperature and tunnelling parameter κt such that
the Andreev current role in the cooling processes is essential (see Fig. 4.10).[24] The
thickness of the F layers is chosen to be l1 = ξ and l2 = 6ξ .
Depending on the value of l1/ξh, where ξh =
√
D/2h is the characteristic pene-
tration length of the superconducting condensate into F1, one identifies different be-
haviours. If l1 ξh, i.e. for large values of h/∆(T ) the amplitude of the superconduct-
ing condensate in F2 can be neglected, as well as the dependence of the f0 function
on the angle α . Thus, in the limit h/∆(T ) 1, the value of the cooling power does
not depend on α . Moreover, this asymptotic value is larger than in the nonmagnetic
case (h = 0). This is a consequence of the strong suppression of the singlet correla-
tions in F1 due to the exchange field and hence of the Joule heating associated to the
Andreev current [see eq.4.1]. Note that for the value of temperature used in the figures
∆(T )≈ ∆0 .
In the opposite limit, l1/ξh  1, the characteristic penetration length depends
weakly on h, and therefore the cooling power is also α-independent. However, by
increasing h the cooling power first decreases and reaches a minimum. This unex-
pected behaviour is qualitatively similar for all magnetic configurations and is a con-
sequence of the Andreev current peak at h ≈ ∆(T ) (for mono-domain case) in the
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Figure 4.8: Cooling power versus length l2 of the F2 layer for (a) h = 0.7∆(T ) and
(b) h = 1.7∆(T ). We consider different orientations of the exchange field vector in the
second ferromagnetic layer F2 with respect to the one in F1: α = 0 (solid black line),
α = pi/2 (dashed blue line), α = pi (dash-dotted red line), and calculate the cooling
power at optimal bias; κt = 7×10−3, T = 0.25∆0 and l1 = ξ . ˜˙Q is defined in Fig.4.6.
(From ref.[46])
finite temperature and finite voltage regime, see Fig. 4.7(a), solid black line. However,
there are quantitative differences between the mono-domain (α = 0) and two domain
(α = pi,pi/2) configurations. For α = 0, P(h) shows a minimum at h ≈ ∆(T ). It is
worth mentioning that around this minimum the cooling power of the SIF1F2N system
is lower than that of the NIS junction (h = 0). By increasing the angle α the minimum
is less pronounced and shifts to larger values of h& ∆(T ). For these values of h and for
l1 = ξ the superconducting condensate can penetrate both ferromagnetic layers. Thus,
the effective exchange field h¯ acting on the Cooper pairs is a field, averaged over the
length ξh.[38] The h¯(α) is gradually reduced as α increase from 0 to pi . As before
the cooling power minimum is at h¯(α) ≈ ∆(T ) which in the case of a finite α corre-
sponds to larger values of the bare h. The minimum of the cooling power (Fig. 4.6),
corresponds to a maximum of the Andreev current [Fig. 4.7(a)]. The unexpected non-
monotonic behaviour of the Andreev current at small exchange fields h∼ ∆(T ) is due
to the competition between two-particle tunnelling processes and decoherence mecha-
nisms as quantitatively explained in a recent work by the authors. [39]
We analyse now the dependence of the cooling power on the length of the ferro-
magnetic bridge F1F2. To do this, we fix the thickness of F1 at l1 = ξ and vary l2.
Fig. 4.8 shows the P(l2) dependence for two different values of the exchange field
h/∆(T ) = 0.7,1.7 and different magnetic configurations α = 0,pi/2,pi . As expected
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Figure 4.9: Cooling power versus bias voltage for h = ∆(T ) (a), h = 1.7∆(T ) (b)
and h = 8∆(T ) (c) for different orientations of the exchange field vector in the second
ferromagnetic layer F2: α = 0 (black solid line), α = pi/2 (blue dashed line) and α = pi
(red dash-dotted line); κt = 7×10−3, T = 0.25∆0, l1 = ξ and l2 = 6ξ . ˜˙Q is defined in
Fig.4.6. (From ref.[46])
all curves tend to a finite asymptotic value when l2 ξ . This value however depends
on α .
In the case of an exchange field smaller than the superconducting gap [h= 0.7∆(T ),
see Fig. 4.8(a)] the cooling power first reduces monotonically to a minimum by in-
creasing l2, then enhances to a maximum and finally reduces to the asymptotic value.
Such behaviour is preserved for all magnetic configurations and it follows from the
nonmonotonic behaviour of the Andreev current, shown in Fig. 4.7(b). Decrease of the
Andreev current corresponds to the increase of the cooling power and vice versa. As
shown in Fig. 4.7(b), at large values of l2 the Andreev current increases by decreas-
ing l2, reaches a maximum and finally decreases for l2 . ξ . The strong suppression
of the Andreev current for small values of l2 is due to the proximity of the N reser-
voir at x = l12. On the other hand for larger values of l2 the superconducting proximity
effect in the ferromagnetic bridge is fully developed and leads to an increase of the
Andreev current. It is remarkable that the cooling power for α = pi is larger than the
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one at α = 0 for all values of l2. In this case a lower effective exchange field h¯ leads to
larger values of the cooling power, due to the shift of the minimum of P(h) observed
in Fig. 4.6.
For an exchange field larger than ∆(T ) [h= 1.7∆(T ), see Fig. 4.8(b)] the behaviour
of the cooling power as a function of l2 strongly depends on α . For a mono-domain
magnet, α = 0, the cooling power increases monotonically by increasing l2 until it
reaches the asymptotic value due to the suppression of the Andreev current as in the
ballistic case studied in Ref. [26]. Similarly, in the antiparallel configuration (α = pi),
the cooling power first increases by increasing l2, however for a larger value of l2
reaches a maximum and then decreases. The presence of F2 with a magnetization
antiparallel to the one of F1 leads to a reduced effective exchange field of the F1F2
bridge. Thus, the Andreev current contribution is enhanced with respect to the one in
the case l2 = 0. As intuitively expected the cooling power (Andreev current) reaches
a minimum (maximum) when l2 ∼ l1 = ξ , i.e. when the average magnetization is
minimized. Further increase of l2 > ξ leads to a suppression of the Andreev current
and therefore to an increase of P until the asymptotic values are reached. Fig. 4.8(b)
also shows the intermediate case α = pi/2.
We now analyse the dependence of the cooling power on the bias voltage eV , tun-
nelling parameter κt and temperature T . In the subsequent analysis we consider three
different values of the exchange field h = ∆(T ),1.7∆(T ),8∆(T ), and three magnetic
configurations α = 0,pi/2,pi . We set l1 = ξ , short enough for the pair correlation to be
substantial in the F2 layer [for h = ∆(T ),1.7∆(T )] and l2 = 6ξ , long enough to ensure
the asymptotic regime [see Fig. 4.8]. Figs. 4.9, 4.10 and 4.11 show the cooling power
as a function of eV , κt and T . A common feature of these figures is that the range of
values of V , κt and T , for which the cooling power is positive increases by increasing
h. Also the magnitude of the cooling power increases with h. This is in agreement with
the qualitative predictions of Ref. [26]. Note that the shape of all curves in Figs. 4.9,
4.10 and 4.11 does not depend significantly on the angle α .
Figs. 4.9 and 4.10 show that for low values of eV and κt , respectively, the cool-
ing power depends only weakly on the relative magnetization angle α . However, by
increasing eV and κt the difference becomes appreciable, in particular for h≈ ∆(T ).
As shown in Fig. 4.9 at certain value of eVopt . 0.8∆(T ), the cooling power reaches
its maximum value Q˙max = Q˙(Vopt). The eVopt value is the one used as optimal bias
value in the figures. For voltages larger than this optimal value, the quasiparticle cur-
rent I and hence the Joule heating power IV increase drastically leading to a rapid
decrease of the cooling power. As can be seen from Figs. 4.9, 4.10 and 4.11 the op-
timal voltage Vopt depends on the temperature T , tunnelling parameter κt and mag-
netic configuration angle α . For the exchange field equal to the superconducting gap
the maximal cooling power Q˙max is largest in the antiparallel configuration, while for
larger h= 1.7∆(T ) the largest value Q˙max is in the parallel configuration, in agreement
with Fig. 4.6.
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Figure 4.10: Dependence of the cooling power on the tunnelling parameter κt for
h = ∆(T ) (a), h = 1.7∆(T ) (b) and h = 8∆(T ) (c) and for different orientations of
the exchange field vector in the second ferromagnetic layer F2: α = 0 (black solid
line), α = pi/2 (blue dashed line) and α = pi (red dash-dotted line). P is calculated
at optimum bias; T = 0.25∆0, l1 = ξ and l2 = 6ξ . We have defined ˙¯Q(κt ,Vopt) =
Q˙(κt ,Vopt)e2R0/∆20. Note the logarithmic scale. (From ref.[46])
Fig. 4.10 shows that the cooling power has also a maximum as a function of κt .
Increasing κt the cooling power first linearly increases as single electron tunnelling
dominates. For larger values of the tunnelling parameter, the Andreev current heating
dominates over the single-particle cooling and leads to a rapid decrease of the cooling
power, which tends to zero at a certain onset point. As the exchange field increases, the
role of Andreev processes becomes less important, therefore the onset shifts towards
larger values of κt . This means that for higher exchange field in the ferromagnetic
interlayer one may use weaker tunnel barriers for the microcooler fabrication, which
leads to higher amplitudes of the cooling power [see Fig. 4.10 (c)] and more effective
electron refrigeration.
In Fig. 4.11 we show the temperature dependence of the cooling power. At T &
0.42∆0 ≈ 0.75Tc, where Tc is the critical temperature of the superconductor, the cool-
ing power becomes negative for all voltages. This value of the temperature holds for
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a wide range of parameters.[24] The existence of such a maximal temperature is due
to the increase of the number of thermally excited quasiparticles which produce en-
hanced Joule heat. By lowering the temperature the cooling power at optimal bias first
increases and reaches a maximum. At lower temperatures, the Joule heat due to An-
dreev processes causes the cooling power to decrease. At a certain temperature Tmin,
the cooling power tends to zero, which defines the lower limiting temperature for the
cooling regime. As follows from Fig. 4.11, the temperature Tmin decreases when in-
creasing the exchange field; this is because the Andreev current and the associated
Joule heat are suppressed by the exchange interaction in the ferromagnet. Finally, one
can see from Fig. 4.11 that the minimum cooling temperature in the parallel T Pmin and
antiparallel T APmin configuration satisfy: T
AP
min < T
P
min for h = ∆(T ), while T APmin > T Pmin for
h = 1.7∆(T ). For h = 8∆(T ) [Fig. 4.11(c)] P(T ) is almost independent on α .
A common feature of Fig. 4.9, 4.10 and 4.11 is that for rather small value of the
exchange field, h = ∆(T ), the antiparallel configuration is more favourable for cooling
[see (a) panels]. For larger exchange field h = 1.7∆(T ), on the contrary, the parallel
configuration is favourable for cooling [see (b) panels]. As expected, in the case of
strong enough ferromagnet [h = 8∆(T )] the thickness of F1 layer l1 ξh and the su-
Figure 4.11: Temperature dependence of the cooling power for h = ∆0 (a), h = 1.7∆0
(b) and h = 8∆0 (c) and for different orientations of the exchange field vector in the
second ferromagnetic layer F2: α = 0 (black solid line), α = pi/2 (blue dashed line)
and α = pi (red dash-dotted line). P is calculated at optimum bias; κt = 7× 10−3,
l1 = ξ and l2 = 6ξ . ˜˙Q is defined in Fig.4.6. (From ref.[46])
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perconducting condensate practically does not penetrate into F2 layer. Thus the cooling
power is α-independent [see (c) panels of Figs. 4.9, 4.10 and 4.11].
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4.1.2 Spin-filter cooling
In this section we theoretically propose an alternative and novel N/I/S microcooler with
a ferromagnetic insulator as a tunnelling barrier which acts as a spin-filter. This kind
of spin-filter barrier was demonstrated in experiments using europium chalcogenides
tunnelling barriers. [47] The spin-filtering effect suppresses the Andreev reflection in
a N/spin-filter(SF)/S junction as the one shown in Fig. 1(a). [48, 49] We show that
this suppression leads in both, ballistic and diffusive, N/SF/S junctions to dramatic
enhancement of the cooling power which gives rise to a dramatic reduction of the final
achievable electron temperature.
Figure 4.12: (a) The schematic of a clean normal-metal/spin-filter/superconductor
(N/SF/S) cooler and the delta-function model of an SF barrier which allows the spin-
selective tunnelling and the suppression of the Andreev reflection. (b) The differential
conductance G for various values of P vs the bias voltage V at T = 0K for an N/SF/S
junction with t↑ = 0.1. GN is the conductance of a N/SF/N junction, ∆0 is the super-
conducting gap at T = 0K, and P is the spin-filtering efficiency. (From ref.[58])
To begin with, we illustrate the basic cooling mechanism using spin-filters in a
one-dimensional clean N/SF/S junction [Fig. 4.12(a)]. As now we study clean and
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not diffusive contacts the Keldysh Usadel Greens Function formalism is not valid any
more and we have to switch to Bogoliubov-de Gennes equation.
The SF barrier can be modelled by a spin-dependent delta-function potential [see
Fig. 4.12(a)], i.e., Vσ (x) = (V +ρσU)δ (x), where V is the spin-independent part of the
potential, U is the exchange-splitting, and ρσ = +(−)1 for up (down) spins. [48, 50]
The degree of the spin-filtering is characterized by the spin-filtering efficiency P =∣∣t↑− t↓∣∣/(t↑+ t↓), where tσ = 1/[1+(Z+ρσS)2] is the transmission probability of
the SF barrier for spin σ with m, kF , Z ≡ mV/kF , and S ≡ mU/kF being the mass
of electrons, the Fermi wave number, the normalized spin-independent and -dependent
potential barrier-height, respectively. For a perfect SF (t↑> 0 and t↓= 0), we get P= 1.
The normal-reflection probability Bσ and the Andreev-reflection probability Aσ of
the junction are obtained by solving the Bogoliubov-de Gennes equation[
H0−ρσUδ (x) ∆(x)
∆∗(x) −H0+ρσUδ (x)
]
Φσ (x) = EΦσ (x), (4.20)
together with the appropriate boundary conditions at the SF barrier (x= 0), [48] where
H0 is the spin-independent part of the single-particle Hamiltonian, i.e., H0 =−∇2/2m+
Vδ (x)−µF , ∆(x) = ∆(T )eiφΘ(x) is a pair potential [φ is the phase of the pair potential
and Θ(x) is the Heaviside step function], Φσ (x) is the eigenfunction, and the eigenen-
ergy E is measured from the chemical potential µF .
We first focus on the spin-dependent charge-transport of the junction and address
the suppression of the Andreev reflection by the spin-filtering effect. The voltage V
dependence of the differential conductance G of the system can be calculated from the
Blonder-Tinkham-Klapwijk formula, [51]
G = (e2/2pi) ∑
σ=↑,↓
(1−Bσ +Aσ )|E=eV . (4.21)
In Fig. 4.12(b) we plot the spin-filtering efficiency P dependence of G/GN vs eV/∆0
for a junction with t↑ = 0.1 at T = 0K, where GN = (e2/2pi)(t↑+ t↓) is the conduc-
tance of a N/SF/N junction and ∆0 ≡ ∆(T = 0K). When P is increased, the sub-gap
conductance for |eV | ≤ ∆0 is largely reduced. [48] Importantly if P = 1, the Andreev
reflection is completely inhibited, indicating that the SF would suppress the unwanted
Andreev Joule heating.
To see the benefit of the spin-filtering effect on the electron cooling, we calculate
the cooling power by using the Bardas and Averin formula. [43] This formula cor-
responds to the heat current in the N/I/S contact with arbitrary transparency of the
insulator barrier for a clean contact. It is obtained from solving the Bogolyubov-de
Gennes (BdG) equation. Here we modify it for a spin-filter barrier, it reads,
Q˙ = (e/pi) ∑
σ=↑,↓
∫ ∞
−∞
dE[E(1−Bσ −Aσ )− eV (1−Bσ +Aσ )][ f (E− eV )− f (E)],
(4.22)
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Figure 4.13: (a) The cooling power Q˙ vs the bias voltage V of a clean N/SF/S refrigera-
tor with t↑= 0.1 at T = 0.5Tc for several spin filtering efficiencies P. (b) The maximum
cooling power Q˙max as a function of P at T = 0.5Tc for several values of t↑. The dot-
ted line is the theoretical upper-limit of Q˙max ≈ 0.001(∆20/2pi) for N/I/S refrigerators,
which is achieved in the case of T/Tc ≈ 0.5 and t↑ = t↓ ≈ 0.05. Inset: The temperature
T dependence of Q˙max for several values of P. The dashed curve shows Q˙max for an
N/I/S refrigerator with t↑ = t↓ = 0.05. (From ref.[58])
where f (E) is the Fermi-Dirac distribution-function. The positive (negative) Q˙ means
the cooling (heating) of N. In the calculation, we have determined ∆(T ) by solving the
BCS gap equation numerically. The P dependence of the cooling power Q˙ vs the bias
voltage V for t↑= 0.1 is shown in Fig. 4.13(a). We have assumed that T = 0.5Tc, where
Tc is the superconducting transition temperature. If we increase P, the cooling power Q˙
is largely enhanced. This result is attributed to the suppression of the Andreev reflec-
tion and the undesirable Andreev Joule heating. Therefore we can conclude that the
spin-filtering effect boosts dramatically the cooling power with respect to conventional
N/I/S coolers. In Fig. 4.13(b) we plot the spin-filtering efficiency P dependence of the
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cooling-power Q˙max at T = 0.5Tc and the optimal bias voltage V = Vopt in which Q˙
is maximized as a function of V . The maximum cooling-power Q˙max can be achieved
in the case of the perfect SF (P = 1) because of the complete suppression of the An-
dreev reflection. Notably for the case of a large t↑ = 0.3 and P = 1, the amount of heat
extracted from N can be about a factor of 15 larger than the theoretical upper-limit of
Q˙max for conventional N/I/S coolers [Q˙max ≈ 0.001(∆20/2pi)], which can be achieved
for t↑ = t↓ ≈ 0.05 and T/Tc ≈ 0.5 [see the dotted line in Fig. 4.13(b)]. [43] It is crucial
to note that even for small P values [e.g., P > 0.0 for t↑ = 0.05], Q˙max overcomes the
upper limit of N/I/S coolers. By calculating the temperature dependence of Q˙max, we
also found that the Q˙max is maximized at around T ≈ 0.5Tc irrespective of the value of
P [see the inset in Fig. 4.13(b)].
We consider a more realistic N/SF/S diffusive junction in which the coherence
length is much larger that the elastic mean free path, l ξ . Here ξ =√D/2∆ is the
superconducting coherence length and D is the diffusion coefficient (in the following
for simplicity we assume the same D in the whole structure). In the previous section
a perfect contact was considered, now elastic scattering by impurities is taken into
account. We assume that the SF is a tunnel barrier and the N reservoir is infinite along
the x direction [see the inset in Fig. 4.14(a)].
The cooling power expression for diffusive contacts corresponds to eq.4.1. We only
need to compute the charge and energy currents through the junction to obtain the cool-
ing power. The general expression for the current is given by eq.2.52a, complementing
it with the spin-filter boundary condition eq.2.109, we obtain,
I =
1
eRN
∫
dεn−(RegS+ r Re fS Re f0(x = 0)) , (4.23)
Q =
1
e2RN
∫
dεε(n+−n−)(RegS− r Im fS Im f0(x = 0))) , (4.24)
where n = tanh(E/2TS) and TS are the equilibrium quasiparticle distribution function
and temperature in the superconducting reservoir respectively. The function f0(x = 0)
is the singlet component evaluated at the SF. According to the latter expressions the
Andreev reflection is proportional to r =
√
1−P, the spin filter parameter. Thus, by
increasing P we expect a suppression of the unwanted Andreev Joule heating, i.e. an
enhancement of the cooling power, as it turns out from the following quantitative anal-
ysis. In order to compute the currents I and Q we assume a large SF barrier resistance
RN , such that ξ/(RNσNA) 1. This assumption allows for a linearisation of the Us-
adel equation in the normal metal. [46] Solving for a semi infinite normal metal, the
solution is built only from descending modes. We obtain the explicit expression of the
components.
f R±(x) =
r
(RNAσNk±+gS)
e−k±x (4.25)
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Figure 4.14: (a) The maximum cooling power Q˙max as a function of the temperature
T for a diffusive N/SF/S junction shown in the inset and different values of P. (b)
The dependence of Q˙max on P for T/Tc=0.7 (red), T/Tc=0.5 (blue), and T/Tc=0.3
(black). Other parameters are A= 1 µm2, σN = 0.015 (µΩcm)−1 and RN = 1.0 MΩ.
Inset: The refrigeration efficiency η as a function of T . The horizontal dotted line in
(a) and (b) is the theoretical upper-limit of Q˙max for diffusive N/I/S junctions, which
is achieved in the case of A = 1 µm2, σN = 0.015 (µΩcm)−1, RN = 2.7 MΩ, and
T/Tc = 0.45. (c) The electron temperature Te as a function of V for different values of
P and Tl = TS = 300 mK. Inset: the minimum electron temperature T mine as a function
of the starting lattice temperature Tl (= Te at V = 0) for P = 1. As a reference we
show T mine = Tl line. We have chosen Σ = 2× 10−9 WK−5µm−3, V = 0.5 µm3, and
∆= 180 µeV. (From ref.[58])
where k± =
√
2(E∓h)/iD, here h is the exchange field of the material and f± = f0±
fz. Note that for a fully polarized system P= 1 (U=±T), we no longer have proximity
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effect in the normal metal, as expected. On the other hand by making P = 0, the
expression of the anomalous Greens function corresponds to a Kupriyanov-Lukichev
tunnelling barrier, as shown in Sec.2.2.1.1.
By following the procedure described above, we compute numerically the cool-
ing power Q˙ of this system as a function of the different parameters. We assume
a junction area A = 1 µm2, a conductivity of N σN = 0.015 (µΩcm)−1, [9] and
RN = 1.0 MΩ. [47] In Fig. 4.14(a), we plot the maximum cooling power Q˙max as a
function of temperature T . As in the ballistic junction limit Q˙max increases dramat-
ically by increasing P reaching much larger values than for a diffusive N/I/S cooler
[the dotted line in Fig. 4.14(a) and (b)], which is achieved in the case of A = 1 µm2,
σN = 0.015 (µΩcm)−1, RN = 2.7 MΩ, and T/Tc = 0.45. Moreover, the window of
positive values for Q˙max is larger for the larger P. As for the N/I/S junctions, there is
a maximum value of temperature, Tmax ∼ 0.75Tc for which cooling is achieved [c. f.
Fig. 4.14(a)]. This maximum value holds for a wide range of parameters. [44, 46]
and is due to the increase of the number of thermally excited quasiparticles that con-
tribute to Joule heat. By lowering the temperature from T = Tmax, the cooling power
(at optimal bias Vopt) first increases, reaches a maximum and finally decreases due to
the Joule heat produced by the Andreev processes. At certain temperature the cooling
power tends to zero, which defines the lowest temperature for the cooling regime.
In Fig. 4.14(b) we show the dependence of the cooling power on the spin-filter
efficiency P. For all temperatures Q˙max increases monotonically by increasing P. The
efficiency of a refrigerator is characterized by the ratio between the optimum cooling-
power and total input power: η = Q˙max/IVopt. The inset of Fig. 4.14(b) shows the
temperature T dependence of η for several P values. For a fully polarized SF barrier
(P = 1), η reaches up to 23%, which is mach larger than that for N/I/S cooler (η =
15%) and comparable to that for a half-metallic N/FM/S cooler with P= 1. [5] We can
then conclude that the spin-filtering effect gives rise to highly efficient refrigeration.
We now determine the final electron temperature introduced in eq.4.3. Fig. 4.14(c)
shows Te as a function of bias voltage for 4 different P in the case of the starting
lattice temperature Tl = 300 mK. The junction parameters were taken according to
experimental values: Σ= 2×10−9 WK−5µm−3, V= 0.5 µm3 and assuming that Al is
the superconductor (∆= 180 µeV). [45] Fig. 4.14(c) shows a remarkable reduction of
Te, as we increase the value of voltage, the temperature tends to lower until it reaches
a optimum voltage (eV ∼ ∆0). We observe that the increment of P reduces drastically
the minimum electron temperature, i. e. T mine ∼ 50 mK for P = 1. In the inset of
Fig. 4.14(c) we plot the minimum electron temperature T mine vs the starting lattice
temperature Tl(= Te at V = 0). The straight dotted line marked T mine = Tl as a reference.
The result indicates that in a wide T range, we can effectively cool down the electron
temperature of N.
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4.2 Thermoelectric effects in ferromagnetic supercon-
ductor hybrid structures
Thermoelectric effects, electric potentials generated by temperature gradients and vice
versa, are intensely studied because of their possible use in converting the waste heat
from various processes to useful energy. The conversion efficiency is defined as η =
W˙/Q˙, the ratio of output power W˙ to the rate of thermal energy consumed Q˙. In
thermoelectric devices it typically falls short of the theoretical Carnot limit and is low
compared to other heat engines. This fact has motivated an extensive search for better
materials. [59]
In electronic conductors a major contributor to thermoelectricity is given by the
electron-hole asymmetry in the system[60]. Thus, semiconductors with their chemical
potential tuned to the gap edge are usually used for this purpose. This thermoelectric
effects are studied by the Mott formula, that describe materials where the charge carri-
ers are in motion, so this motion is dependent of other carriers and other dynamics as
phonons. In metals, where transport only occurs near the Fermi level, one can perform
a Sommerfeld expansion that leads to the Mott relation[61]. This is much less general
than the Mott formula expressed above. It predicts thermoelectric effects of the order
∼ T/E0, where T is the temperature and E0 a microscopic energy scale describing the
energy dependence in the transport. This is usually a large atomic energy scale (in met-
als, the Fermi energy), so that E0 T even at room temperature and these effects are
often weak. Larger electron-hole asymmetries are however attainable in semiconduc-
tors, as the chemical potential can be tuned close to the band edges, where the density
of states varies rapidly. [59, 62]
The situation in superconductors is superficially similar to semiconductors. The
quasiparticle transport is naturally strongly energy dependent due to the presence of
the energy gap ∆, which can be significantly smaller than atomic energy scales. How-
ever, the chemical potential is not tunable in the same sense as in semiconductors, as
charge neutrality dictates that electron-hole symmetry around the chemical potential
is preserved. This implies that the thermoelectric effects in superconductors are often
even weaker than in the corresponding normal state, in addition to being masked by
supercurrents [63, 64].
This is not true for the case of a ferromagnetic superconductor, i.e. a superconduc-
tor with an intrinsic exchange field. Here huge electron-hole asymmetry per spin can
be achieved, but not charge. This idea is explained below in detail.
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Figure 4.15: Top: Schematic systems studied in this work. In both of them a ferro-
magnet (F) is coupled via a tunnelling contact to a thin-film superconductor (S), whose
tunnelling density of states is modified by an exchange field. In (a) the exchange field
is induced by the proximity of a ferromagnetic insulator (FI), whereas in (b) it is in-
duced by the Zeeman energy due to an applied magnetic field ~B parallel with the easy
axis of the ferromagnet. Bottom: Tunnelling densities of states for spin ↑ / ↓, aver-
aged over spin (N0), and the difference of them (Nz) obtained for an exchange field
h = ∆/2.(From ref.[102])
4.2.1 Huge thermoelectric effects in ferromagnet-superconductor
junctions in the presence of a spin-splitting field
In this section we show how the symmetry problem can be overcome in a conventional
superconductor by applying a spin-splitting field h. It shifts the energies of electrons
with parallel and antiparallel spin orientations to opposite directions. [65] This breaks
the electron-hole symmetry for each spin separately, but conserves charge neutrality,
as the total density of states remains electron-hole symmetric. In this situation, ther-
moelectric effects can be obtained by coupling the superconductor to a spin-polarized
system. A same type of a mechanism was found to be present in proximity coupled
multiterminal superconductor-ferromagnet devices within the model of spin-active in-
terfaces [66].
We propose that this effect can be realized in structures such as shown schemat-
ically in Fig. 4.15: There, a ferromagnet with a relatively large spin polarization is
connected to a thin-film superconductor via a tunnel contact. Moreover, we assume
the presence of a finite exchange field h inside the superconductor. Such an exchange
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field can result from a Zeeman effect due to an applied magnetic field (Fig. 4.15b)
[65, 67], or from a magnetic proximity effect with either a ferromagnetic insulator
[68, 69, 70, 71] or with a thin ferromagnetic metallic layer [72, 73] placed directly be-
low the superconductor (Fig. 4.15a). For simplicity, we assume this exchange field to
be collinear with the magnetization inside the ferromagnet.
A standard tunnelling Hamiltonian calculation, as the one described in chapter1 to
obtain the current, is performed. This yields, for spin-σ electrons from the ferromagnet
the charge and heat currents
Iσ =
Gσ
e
∫ ∞
−∞
dENσ (E)[ fF(E)− fS(E)] , (4.26a)
Q˙σ =
Gσ
e2
∫ ∞
−∞
dE(E−µF)Nσ (E)[ fF(E)− fS(E)] . (4.26b)
Here N↑/↓(E) = NS(E ± h) is the tunnelling density of states (DOS) for spin ↑ / ↓
particles divided by the normal-state density of states at Fermi energy, [65] NS(E) =
|E|/√E2−∆2θ(|E| −∆) is the BCS DOS, Gσ is the conductance through the junc-
tion for spin σ particles in the normal state, and fF/S(E) are the (Fermi) distribution
functions of electrons inside the ferromagnet and the superconductor, respectively. We
disregard the energy dependence of the density of states inside the ferromagnet as well
as the tiny electron-hole asymmetry possibly existing in the superconductor. More-
over, we fix the electrochemical potential of the superconductor to zero and describe
the applied voltage via the potential µF = −eV in the ferromagnet. Note that super-
current cannot flow into the ferromagnet, which prevents it from short-circuiting this
potential difference.
The spin-dependent densities of states Nσ (E) are plotted in Fig. 4.15c in the pres-
ence of a non-zero exchange field. We can see that they break the symmetry with
respect to positive and negative energies for each spin. This symmetry breaking al-
lows for the creation of a large spin-resolved thermoelectric effect, which can be
converted to a spin-averaged effect via the spin filtering provided by the polariza-
tion P ≡ (G↑−G↓)/(G↑+G↓). This can be seen better by introducing the charge
and spin currents I = I↑+ I↓ and IS = I↑− I↓ as well as the heat and spin heat currents
Q˙ = Q˙↑+ Q˙↓ and Q˙S = Q˙↑− Q˙↓ along with N0 ≡ (N↑+N↓)/2, Nz ≡ N↑−N↓,
I =
GT
e
∫ ∞
−∞
dE
[
N0+
PNz
2
]
[ fF − fS] , (4.27a)
IS =
GT
e
∫ ∞
−∞
dE
[
PN0+
Nz
2
]
[ fF − fS] , (4.27b)
Q˙ =
GT
e2
∫ ∞
−∞
dE(E−µF)
[
N0+
PNz
2
]
[ fF − fS] , (4.27c)
Q˙S =
GT
e2
∫ ∞
−∞
dE(E−µF)
[
PN0+
Nz
2
]
[ fF − fS] . (4.27d)
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Here GT =G↑+G↓ is the conductance of the tunnel junction that would be measured in
the absence of superconductivity. The average density of states N0(E) is symmetric and
the difference Nz(E) antisymmetric with respect to E = 0 as shown in Fig. 4.15c. This
means that they pick up a different symmetry component of the distribution function
difference in Eqs. (4.27) and eventually lead to a thermoelectric effect. In this notation,
exchanging the Fermi distribution functions by the ”n” equilibrium distributions we
could write, taking into account the cancellations due to symmetry,
I =
GT
e
∫ ∞
−∞
dE
[
N0n−(V,TF)+
PNz
2
(n+(V,TF)−n(0,TS))
]
, (4.28a)
IS =
GT
e
∫ ∞
−∞
dE
[
PN0n−(V,TF)+
Nz
2
(n+(V,TF)−n(0,TS))
]
, (4.28b)
Q˙ =
GT
e2
∫ ∞
−∞
dE(E−µF)
[
N0(n+(V,TF)−n(0,TS))+ PNz2 n−(V,TF)
]
, (4.28c)
Q˙S =
GT
e2
∫ ∞
−∞
dE(E−µF)
[
PN0(n+(V,TF)−n(0,TS))+ Nz2 n−(V,TF)
]
. (4.28d)
Bear in mind that for no voltage difference between the reservoirs, V = 0→ n− = 0
and for no temperature difference (with V = 0), TF − TS = 0→ n+− n = 0. From
this notation it is easy to see that each current is divided in two parts, the regular one
(proportional to N0) and the one that generates the thermoelectric effect (proportional
to Nz).
In order to grasp the size of the thermoelectric effects we assume either a small
voltage V or a small temperature difference ∆T/T = 2(TL−TR)/(TL +TR) across the
junctions and find the currents in Eqs. (4.27) up to linear order in V and ∆T/T . Previ-
ous Eq. 4.28 is not limited and gives us the full solution of the system of the system
up to first order.
The charge and heat currents together with the spin and spin heat currents can be
written in the most general way as a function of the voltage, temperature, spin voltage
VS and spin temperature TS,

I
Q˙
IS
Q˙S
=

G˜ α˜ G˜(S) α˜(S)
α˜ G˜thT α˜(S) G˜th(S)TS
G˜′ α˜ ′ G˜′(S) α˜
′
(S)
α˜ ′ G˜′thTS α˜
′
(S) G˜
′
th(S)TS


V
∆T/T
VS
∆TS/TS
 . (4.29)
Here we assume small spin voltage and temperature difference and ∆TS/TS is defined
in a equivalent way to ∆T/T . In this calculation we are only interested in the electrical
potential difference and temperature dependence so the expression can be reduced to
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Figure 4.16: Thermoelectric coefficients vs. exchange field h at T/∆0 = 0.1 (black),
0.2 (blue) and 0.3 (red). From top left to bottom right: conductance, heat conduc-
tance (G′th = Gth/(GT∆0/e
2)), thermoelectric coefficient, and thermopower. The solid
lines are numerical integrals of Eqs. (4.31), the dashed lines are the approximations in
Eqs. (4.32,8). The curves have been calculated for Γ = 10−6∆0 and P = 1. ∆0 is the
superconducting order parameter at T = 0 and h = 0.(From ref.[102])
the following compact form,
I
Q˙
IS
Q˙S
=

G Pα
Pα GthT
PG α
α PGthT
( V∆T/T
)
. (4.30)
These response matrices are expressed in terms of three coefficients,
G = GT
∫ ∞
−∞
dE
N0(E)
4T cosh2
( E
2T
) , (4.31a)
Gth =
GT
e2
∫ ∞
−∞
dE
E2N0(E)
4T 2 cosh2
( E
2T
) , (4.31b)
α =
GT
2e
∫ ∞
−∞
dE
ENz(E)
4T cosh2
( E
2T
) . (4.31c)
Besides the main topic of this calculations, the thermoelectric effect, that we describe
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in detail below. We can obtain some conclusions from the already presented Eqs. (4.29-
4.31): First, the matrices in Eq. (4.29) obey the Onsager reciprocal relations [74, 75,
66]. For a generic thermoelectric response matrix L describing response in a magnetic
field ~B for magnetization ~m this relations read L(~B,~m) = LT (−~B,−~m). Furthermore,
the coefficients satisfy a thermodynamic stability condition α2/(T GGth) ≤ 1, due to
Cauchy-Schwartz inequality. Second, when NZ = 0, i.e., when either no exchange field
is applied (h= 0) or when ∆= 0, there is no thermoelectric effect. The inversion of the
exchange field changes the sign of the thermoelectric coefficients as Nz(−h) =−Nz(h).
Bear in mind that in the absence of spin polarization P of the interface there is no spin-
averaged thermoelectric effect. Third, according to Eq. (4.29), a finite spin-polarized
current can flow if there is a temperature difference across the junction. The spin-
polarized current is finite even for a zero spin polarization P = 0. This effect is the
longitudinal analogue to the spin-Seebeck effect observed in metallic magnets [76, 77].
The exchange field h dependence of the response coefficients from Eqs. (4.31) is
plotted in Fig. 4.16. The thermoelectric coefficient α increases linearly for small h val-
ues. It reaches a maximum for h< ∆0 (here, ∆0 is the superconducting order parameter
at T = 0 and h = 0). For high enough h values the superconductivity is destroyed and
it drops to zero. The thermal conductance Gth has a similar non-monotonic behaviour.
While the conductance G increases monotonically toward its normal-state value GT .
In the limit of low temperature T  ∆− |h|, the coefficients can be approximated in
the following way
G≈ GT
√
2pi∆˜cosh(h˜)e−∆˜ , (4.32a)
Gth ≈ GT∆e2
√
pi
2∆˜
e−∆˜
[
eh˜(∆˜− h˜)2+ e−h˜(∆˜+ h˜)2
]
, (4.32b)
α ≈ GT
e
√
2pi∆˜e−∆˜
[
∆sinh(h˜)−hcosh(h˜)] , (4.32c)
where ∆˜ = ∆/(T ) and h˜ = h/(T ). For h = 0, the expressions reduce to the standard
results for the NIS charge and heat conductance G and Gth, [78, 3] whereas α vanishes.
Rather than measuring the thermally induced current, the typical thermoelectric
observable is the thermopower or the Seebeck coefficient S =−Pα/(GT ). This quan-
tity is defined as the voltage V observed due to a temperature difference ∆T in a open
circuit so that I = 0. It is calculated from Eqs. (4.31). The Seebeck coefficient for this
FIS junction is plotted in the lower right panel of Fig. 4.16. Although its qualitative
behaviour is close to that of α , it is quantitatively changed by the dependence of G on
h.
In the low temperature limit, S can be obtained from Eqs. (4.32), S≈−P∆eT [tanh(h˜)−
h/∆]. Thus, for low temperatures the thermopower is maximized for h=T arcosh(
√
∆˜),
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where
Smax ≈−1e P
[
∆
T
− arcosh
(√
∆
T
)]
, (4.33)
It can hence greatly exceed 1/e and seems to diverge towards low temperatures as 1/T .
In practice this divergence is cut off by additional contributions beyond the standard
BCS tunnel formula. These are often described via the phenomenological “broaden-
ing” parameter Γ [12]. Practical reasons for the occurrence of an effectively non-zero
Γ are due to the fluctuations in the electromagnetic environment [79], the presence
of Andreev reflection [80, 81], or the inverse proximity effect from the ferromagnet
[82, 83]. The main effect of the broadening parameter for the thermopower is to in-
duce a finite density of states inside the gap that in turn leads to a correction of the
charge conductance (4.32) of the order δG = Γ∆GT (valid for Γ T  ∆). The cor-
rections for the other coefficients are less relevant. Within this limit we get for the
thermopower
S = P
∆
eT
hcosh
( h
T
)−∆sinh( hT )
Γe∆/(T )
√
T
2pi∆ +∆cosh
( h
T
) . (4.34)
The result for S is shown in the lower right panel of Fig. 4.16.
Typically in the literature, linear-response thermoelectric properties of metals are
described by using the Sommerfeld expansion, which amounts essentially to expanding
the electronic spectra around the Fermi energy. For the thermopower, this results into
the celebrated Mott relation,
SMott =
pi2T
e
∂E lnG (4.35)
where E denotes an energy dependence either of spectrum or of the scattering time
in the sample. For the FIS thermopower, one would replace G by the (exchange field
shifter) density of states N0(E) in this relation. However, the Mott relation does not
work for the FIS thermopower described here in the limit Γ T,∆ because major
contributions to the energy integral do not come from the energy window within ∼ T
around the chemical potential, as assumed in the Sommerfeld expansion, but rather
from energies above the gap.
The power conversion ability of thermoelectric devices is usually characterized by
a dimensionless figure of merit ZT , which can here be related to the junction param-
eters by ZT = S2GT/G˜th, where G˜th is the thermal conductance at zero current [84].
At linear response, ∆T  T , this determines the efficiency at maximum output power,
η = ηCAZT/(ZT +2), where ηCA = 1−
√
Tcold/Thot is the Curzon-Ahlborn efficiency
[85]. Best known thermoelectric bulk materials have ZT . 2, but better efficiencies
are achievable in nanostructures [59].
144
Chapter 4: Electron Cooling and Thermoelectric effect in nanoscale
superconducting devices
0 0.2 0.4 0.6 0.80
1
2
3
4
h/∆0
Z
T
 
 
Figure 4.17: Figure of merit ZT as a function of exchange field at T/∆0 = 0.1 (black),
0.2 (blue) and 0.3 (red) and P= 0.9. The solid lines are the exact results and the dashed
line the results obtained from Eq. (4.36). The dotted line indicates the zero-temperature
limit ZT = P2/(1−P2).(From ref.[102])
Assuming that the thermal conductance is dominated by the electronic contribution,
we find at T  ∆−|h|
ZT =
P2
1−P2+ ∆2[
hcosh
(
h
T
)
−∆sinh
(
h
T
)]2 , (4.36)
which is shown and compared to numerical results in Fig. 4.17. For T  h, we find
ZT = P2/(1−P2). For P→ 1 (half-metal injector), ZT approaches infinity, and the
efficiency approaches theoretical upper bounds. From a practical point of view the
main challenge in achieving large values for ZT is the fabrication of barriers with large
spin-polarization P.
The ”broadening” parameter or inelastic scattering parameter Γ plays a crucial role
when determining ZT. We have considered the limiting case of vanishing Γ. Now
we study the effect of a finite value in the power conversion ability of the system.
In real systems, i.e. experimental setups, the value of Γ is always finite.[101] The
following calculations are of special interest in order to study an experimental setup of
the proposed junction. The expression now reads,
ZT =
P2(1+ΓGT/(∆G))
1−P2+ ∆2[1+Γe∆˜/cosh(h˜)
√
T/(2pi∆)]2[
hcosh
(
h
T
)
−∆sinh
(
h
T
)]2 . (4.37)
Note that for a finite Γ we no longer obtain the maximum value at T = 0 but for finite
temperatures as shown in Fig.4.18. Increasing the value of Γ the maximum value of
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ZT decreases and it is obtained for higher temperature values. While in the absence of
Γ the figure of merit decays monotonically with increasing temperature, finite Γ curves
show a maxima at low temperatures, tending to zero for T → 0 and high temperatures.
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Figure 4.18: Figure of Merit (ZT) as a function of temperature for different values of
the inelastic scattering parameter Γ. We plot for reference the ZT curve for Γ = 0 as
a solid line, the dashed lines represent finite values of Γ: 0.1 (red), 10−3 (green) and
10−5 (blue).(From ref.[102])
Let us characterize the efficiency at temperature differences for which the current
dependence on temperature cannot be linearised. This means that we use the expres-
sions for the currents Eqs.4.28. Figure 4.19 shows the maximum extractable power as
a function of the temperature difference, together with the conversion efficiency η . For
a 1kΩ tunnel junction to aluminium, the maximum power in this figure corresponds
to W˙ ≈ 1.5pW. The efficiency can be rather high, η = 0.7, also when the extracted
power is large.
Other known mechanisms in superconductors generating thermoelectric signals in
addition to the normal-state mechanisms include condensate flow [89]. Here a su-
perconductor carrying a supercurrent in a temperature gradient develops a charge-
imbalance voltage. Another mechanism is electron-hole symmetry breaking by mag-
netic impurities [90]. Here the thermoelectric effect is caused by the violation of the
symmetry between electronlike and holelike excitations due to the formation of sub-
gap bound Andreev states in the vicinity of magnetic impurities. Thermopower signif-
icantly larger than the normal-state effect appears also in hybrid N/S systems.[91] This
is due to a deviation of the distribution functions from the equilibrium form generated
by a temperature gradient. This changes the current flowing across the N/S interface.
The efficiencies of this devices are much lower than the one presented in this calcula-
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Figure 4.19: Maximum power W˙ = maxV [−IV ] generated by the FIS junction from
a temperature difference TF −TS (solid), and the corresponding heat engine efficiency
η (dashed). We fix P = 1.0, TS = 0.2∆0, h = 0.6∆0, and Γ = 10−5∆0. The linear-
response result η = ηCAZT/(ZT + 2) for ZT = 4.04 and the Carnot efficiency ηC =
1−Tcold/Thot are also shown (dotted).(From ref.[102])
tion.
The cooling effect found in NIS junctions in the nonlinear regime [92, 6] is also
similar to the effect described here, if one substitutes the exchange field with a finite
voltage V ≈ ∆/e. Indeed, the extracted power found above is comparable to the max-
imum cooling power of a NIS junction. NIS junctions, however, cannot be used for
power conversion, as their cooling power Q˙NIS is a symmetric function of the bias
voltage. The effect of ferromagnetism on NIS cooling was also discussed earlier,
[93, 46, 58] but in those works the exchange field was introduced in order to sup-
press the Joule heating due to the Andreev current and did not affect the density of the
states of the superconductor. According to the results the induced exchange field in the
superconductor may lead to a larger cooling efficiency than in NIS junctions.
The assumption about equilibrium electron distributions in the above model holds
if the resistance G−1T is large compared to the quasiparticle boundary resistance Rq ∼
ρN`in/A, [86] which depends on the inelastic charge and spin relaxation length `in (A is
the junction area and ρN the normal-state resistivity). In the opposite limit, the kinetics
of injection and relaxation of quasiparticles in the superconductor (and the ferromag-
net) need to be modelled [87, 88] taking the split density of states into account, which
can alter the quantitative details.
We also note that in the geometry of Fig. 4.15(b), where the Zeeman field is induced
by a magnetic field, the orbital effect of the magnetic field will also influence the form
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of the density of states and for large fields it will eventually lead to a destruction of
superconductivity. We previously describe this phenomenon in detail in section1.2.
Due to the application of an in-plane field, we have disregarded this effect in the above
calculation. In practice, to minimize this effect, the magnetic field should be applied
preferably in the longitudinal direction of the wire [94], as depicted in Fig. 4.15(b).
Second order correction The results described above are obtained by assuming that
the electron charge, spin and energy relax immediately around the tunnel junction.
This assumption can be lifted by considering the non-equilibrium state formed inside
the ferromagnetic or the superconducting wire due to the biasing. This is the case when
the conductance of the tunnel junction is high enough, so we do not have to limit this
calculation to first order in tunnelling. Because charge and spin relaxation in ferro-
magnets typically occurs on very short lengths, we consider only the non-equilibrium
state inside the superconductor. This system can be described by the quasiclassical
Green function approach introduced in chapter2. For a superconductor in a spin split-
ting field, and describing the effect of the finite spin polarization inside the ferromagnet
via a effective boundary conditions described in section2.2.1.7.
The calculation of the charge and heat currents and their spin parts leads now to a
full result with different orders in transmission. For example, we can write the charge
current as a series of currents with different orders in transmission,
I = I(1)+ I(2)+ . . . (4.38)
Here I1 stands for the term in first order obtained in the eqs.4.27, and I2 is the cor-
rection that we introduce in this section. This becomes relevant for higher values of
transmission. We limit ourselves to the study of this quantity although higher order
terms for the current can be obtained. This kind of series expansion applies to all the
currents in the system.
The terms in second order read,
I(2)=
rGT
e
∫ ∞
−∞
dE[n−[(D2L−D2T 3)(N20−N2z )+2DT 3(1−P2)N0Nz+DL[(P2−2)N20 +P2N2z ]]
+(n+−n)P(N2z −N20 )DT 3]/λ¯FS , (4.39)
I(2)S =
rGT
e
∫ ∞
−∞
dE[n−P(N20−N2z )(D2T 3−D2L−DL)+(n+−n)[2DL(P2−1)N0Nz−DT 3((P2−2)N2z
+P2N20 )]]/λ¯FS ,
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Q(2)=
rGT
e2
∫ ∞
−∞
dEE[n−PDT 3(N2z −N20 )+(n+−n)[(D2L−D2T 3)(N20−N2z )+2DT 3(1−P2)N0Nz
+DL[(P2−2)N0+P2N2z ]]]/λ¯FS , (4.40)
Q(2)S =
rGT
e2
∫ ∞
−∞
dEE[n−[2DL(P2−1)N0Nz−DT 3((P2−2)N2z +P2N20 )]]
+(n−n+)[P(D2T 3−D2L−DL)(N20 −N2z )]]/λ¯FS . (4.41)
Here
λ¯FS = (D2L−D2T 3) (4.42)
and
DL = 1− (Im f )2+(Im fz)2− (Im g)2+(Im gz)2− (Re f )2+(Re g)2− (Re fz)2+(Re gz)2 ,(4.43)
DT 3 = 2(Im gIm gz− Im f Im fz+Re gRe gz−Re f Re fz) . (4.44)
In addition, the density of states that appear here correspond to; N0 = gR− gA and
Nz = gRz − gAz . The Green functions corresponding to those of a ferromagnetic super-
conductor.
Assuming either a small voltage or temperature difference, our second order cor-
rection up to linear order in V and ∆T can be written in a compact way,
I(2)
Q˙(2)
I(2)S
Q˙(2)S
=

δG Pδα
Pδα δGthT
PδG2 δα2
δα2 PδGth2T
( V∆T/T
)
. (4.45)
The second order correction does not seem to satisfy the same symmetry as eq.4.30,
first order calculation. As δα 6= δα2. Note that in the same way as eq.4.30, eq.4.45
has in principle a 4×4 matrix. We define 6 components for the linear response,
δG = GT
∫ ∞
−∞
dE
(N20 −N2z )
4T cosh2
( E
2T
) + 2DT 3(1−P2)N0Nz+DDL[(P2−2)N20 +P2N2z ]
4T cosh2
( E
2T
)
λ¯FS
,
(4.46)
δα =
GT
2e
∫ ∞
−∞
dE
E(N2z −N20 )DT 3
4T cosh2
( E
2T
)
λ¯FS
, (4.47)
δG2 = GT
∫ ∞
−∞
dE
(N20 −N2z )(D2T 3−D2L−DL)
4T cosh2
( E
2T
)
λ¯FS
, (4.48)
149
Chapter 4: Electron Cooling and Thermoelectric effect in nanoscale
superconducting devices
δα2 =
GT
2e
∫ ∞
−∞
dE
E[2DL(P2−1)N0Nz−DT 3((P2−2)N2z +P2N20 )]
4T cosh2
( E
2T
)
λ¯FS
, (4.49)
δGth =
GT
e2
∫ ∞
−∞
dE
E2(N20 −N2z )
4T 2 cosh2
( E
2T
)+E2[2DT 3(1−P2)N0Nz+DL[(P2−2)N20 +P2N2z ]]
4T 2 cosh2
( E
2T
)
λ¯FS
,
(4.50)
δGth2 =
GT
e2
∫ ∞
−∞
dE
E2(N20 −N2z )(D2T 3−D2L−DL)
4T 2 cosh2
( E
2T
)
λ¯FS
. (4.51)
These terms have similar form to the previously introduce linear response coefficients,
eqs.4.31. From eq.4.45, we observe that the general polarization P prefactors in the
correction are equivalent to those in eq.4.29. This means, for example, that the cor-
rection to the thermoelectric effect is only finite if the polarization P is finite. We
still require a finite exchange field h in the superconductor for δα and δα2 to be non
zero. As in the h = 0 case, NZ = 0, together with DT 3 = 0. The second order correc-
tions give a positive contribution to the thermoelectric effect. Due to an increase in the
thermoelectric coefficients given by δα and δα2.
On the other hand, corrections to the charge and thermal conductances, δG, δG2,
δGth and δGth, are finite in this h = 0 limit. This means that, in the absence of po-
larization and exchange field, there is still a finite correction δG and δGth but no δG2
and δGth2. The λ¯FS denominator does not generate divergences. In the limit h = 0 it
takes the value λ¯FS = 1− (Im f )2− (Im g)2− (Re f )2+(Re g)2.
4.2.2 Further works on the thermoelectric effect in SF structures
Our ideas have motivated two further works in the field. In Ref.[95] a Josephson junc-
tion with two superconductors SL and SR coupled through a ferromagnetic insulator
(FI) and a non-magnetic (I) barrier is studied. The FI has different transmissivities
for spin-up and spin down electrons and therefore acts as a spin-filter. An effective
spin-splitting field h in the left electrode SL, that decays away from the interface over
the superconducting coherence length, is generated by the FI. We assume the thick-
ness of SL is smaller than the coherence length so that the induced h is spatially uni-
form. While SR is prevented of such splitting by the thin I layer. The junction is
temperature biased and a finite phase difference is set between superconductors. The
study was focused on the static (i.e., time-independent) regime so that a dc Josephson
current could flow in response to the applied thermal gradient but no thermovoltage
developed across the junction. It has been predicted the occurrence of a giant ther-
mophase in thermally-biased Josephson junctions based on FIs. This effect can be de-
tected in a structure realizable with current state-of-the-art nanofabrication techniques
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and well-established materials. The very sharp thermophase response combined with
the low heat capacity of superconductors could allow realizing ultrasensitive radiation
detectors[96] where radiation induced heating of one of the superconductors is de-
tected via the thermophase. The presence of magnetic material also allows for adding
a new control parameter to the experimental investigation of coherent manipulation of
heat flow at the nanoscale[97, 98, 99, 100].
In another recent paper[101], our SFIN structure has been optimized in order to
reach higher values of ZT. It has been demonstrated theoretically that a superconduct-
ing thermoelectric transistor which offers unparalleled figures of merit of up to ∼ 45
and Seebeck coefficients as large as a few mV/K at sub-Kelvin temperatures can be
built. The device is also phase-tunable, meaning its thermoelectric response for power
generation can be precisely controlled with a small magnetic field. Upon application of
an external magnetic flux, the interferometer enables phase-coherent manipulation of
thermoelectric properties whilst offering efficiencies which approach the Carnot limit.
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4.3 Summary
In this chapter we have studied heat transport related to the electrons of the system. In
particular cooling a particular section of our structure. Together with thermoelectric ef-
fects that originate from the coupling between heat and charge. The major contribution
being given by the electron-hole asymmetry in the system.
In the first section we have shown that the cooling power of a SIF1F2N junction
shows a minimum value for h≈ ∆. In the previous works as ref.[26], it has been sug-
gested that the larger the exchange field the more efficient the cooling. In this case
the enhancement of the cooling is due to the suppression of the Andreev processes
and therefore suppression of the Joule heating, released in the normal metal electrode.
However, our results have shown that this hypothesis is only valid in the case of strong
ferromagnets [h ∆]. For weak ferromagnets with an exchange field comparable to
the superconducting order parameter ∆ the cooling power shows a non-monotonic de-
pendence on h, with a minimum at h ≈ ∆ (in mono-domain case) that corresponds to
a maximum in the Andreev current IA. Moreover, around this minimum the cooling
power of the SIF1F2N structure is even lower than the one of the NIS junction. We
have also shown that in the two-domain case, a finite value of α shifts the minimum
of cooling power to larger values of h if the thickness of F1 is comparable to the mag-
netic length ξh. In this case, the effective exchange field h¯ acting on the Cooper pairs
is gradually reduced as α increases from 0 to pi . The minimum then is at h¯≈ ∆ which
corresponds to larger values of the bare h. Thus, for exchange fields h . ∆ the an-
tiparallel magnetic configuration (α = pi) of magnetization leads to larger values of
the cooling power. Such small exchange fields can be realized in weak ferromagnetic
alloys,[40] or in hybrid structures consisting of ferromagnetic insulators in contact
with superconductors.[41, 42] For values of h larger than ∆, the parallel configura-
tion (α = 0) is the one that leads to larger values of the cooling power. For values of
h ∆ the cooling is almost independent of α . We also analyse the dependence of the
cooling power on the bias voltage, the tunnelling parameter and the temperature. The
optimized values for more efficient cooling are shown in Figs. 4.9, 4.10 and 4.11.
Finally we have proposed, we have proposed a novel electron-refrigerator based
on spin-filter barriers. The N/SF/S junction can suppress Andreev Joule heating ef-
fectively leading to cooling power values higher than those predicted for conventional
N/I/S coolers. This junction can be build using using well known spin-filters barriers,
as for example EuS/Al (P∼ 0.86) [47], EuSe/Al (P∼ 1) [52] and GdN/NbN junction
(P ∼ 0.75). [53] This allow refrigeration efficiencies of 15% ∼ 23%. Another possi-
bility for spin-filter materials are spinel ferrites (e.g., NiFe2O4) [54, 55] or manganites
(e.g., LaMnO3+δ and Pr0.8Ca0.2Mn1−yCoyO3). [56, 57] The proposed junction is fea-
sible so the derived results can be applied in efficient solid-based refrigerators. This
devices have a wide range of applications, such as, superconducting X-ray detectors,
single-photon detectors, magnetic sensors, NEMSs, and qubits.
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We have also shown that a junction between a conventional superconductor in the
presence of an exchange field and a ferromagnet with polarization P exhibits huge ther-
moelectric effects. The thermopower diverges at low temperatures in the absence of
limiting effects, yielding a figure of merit ZT ≈ P2/(1−P2) and heat engine efficien-
cies close to theoretical upper bounds. Furthermore, we studied the dependence of ZT
with the inelastic scattering parameter. Moreover, even in the case of P = 0 our model
predicts finite spin currents in the presence of a temperature gradient, provided there
is a spin-splitting of the density of states. These mechanisms in principle can work
also in semiconductors without requiring doping which typically deteriorates the ther-
moelectric effects. We showed the second order correction to the currents of our all
order calculation using the Keldysh Greens function formalism. This gives a positive
correction to the thermoelectric coefficient and thus an increase in the thermoelectric
effect.
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Chapter 5: Superconducting quantum point contact in a microwave field
In this section we analyse the supercurrent through a quantum point contact. In
Section 2.2.2 the concept of superconducting quantum point contact (SQPC) has been
introduced. These are highly transmissive junctions generated by a constriction in a
superconducting material. This has a length much smaller than the superconducting
coherence length.
In order to study the Josephson effect in SQPC, two basic concepts of mesoscopic
physics are used. Namely, conduction channels and Andreev bound states. In the
normal state, the coherent transport through a mesoscopic system can be described in
terms of the independent contributions of the eigenfunctions of the transmission matrix
of the structure, known as conduction channels, and these contributions are determined
by the corresponding transmission coefficients τi. The index ”i” denotes the channel.
In the case of a single-channel SQPC with transmission τ , the energies of the ABSs
are given by[1, 2]
E±A(ϕ,τ) =±E A(ϕ,τ) =±∆
√
1− τ sin2(ϕ/2), (5.1)
where ∆ is the superconducting gap and ϕ is the phase difference between the order
parameters on both sides of the junction. Due to the high transmission values of the
channels in the SQPC, the ABS are deep in the gap, far from the continuum.
The ground-state of the system is contributed to by all excitations energies: propa-
gating quasiparticles above ∆ and those of the ABS. In order to obtain the expression
for the supercurrent, that only depends on the phase of the superconductors ϕ , we focus
on the last part. The energy shift per unit time is given by
dE
dt
=
∂EA(ϕ)
∂ϕ
dϕ
dt
. (5.2)
This theory is global gauge invariant, the time derivative of the superconducting phase
is simply the potential ϕ˙ = 2eV . The energy change per unit time is the power dissi-
pated at the junction, which is the product of current and voltage. In conclusion, the
expression for the supercurrent reads,
IA(ϕ) = (2e)∂EA/∂ϕ . (5.3)
In equilibrium, the two ABS carry opposite supercurrents I±A (ϕ) = (2e)∂E
±
A /∂ϕ ,
which are weighted by the occupation of the ABSs (determined by the Fermi func-
tion). In the case of a multichannel SQPC, the supercurrent is simply given by the sum
of the contributions from the individual channels.[2].
This microscopic formulation of the dc Josephson effect has been confirmed ex-
perimentally in the context of atomic contacts by Della Rocca and coworkers.[3] In
particular, these authors measured the current-phase relation (CPR) of an atomic con-
tact placed with a tunnel junction in a small superconducting loop and found an ex-
cellent agreement with the theory using the independently determined transmission
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coefficients. The supercurrent depends on the occupation of the ABS. Thus, one can
imagine that by modifying this occupation by, for example, an external field, the su-
percurrent can be controlled. This is an issue that we explore in this section and for
this purpose, we present here an extensive theoretical analysis of the supercurrent and
the dynamics of the ABSs of a SQPC under microwave irradiation. The control of the
supercurrent in a SQPC via microwave irradiation is relevant for the field of quantum
computing. Since the ABSs of a SQPC have been proposed as a possible qubit.[4, 5, 6]
In this proposal, a microwave field can be used to do the spectroscopy of the two-level
system or to probe its quantum state by current measurements.
In the process of understanding the results of the exact theory, we wonder to what
point the transport in a microwave-irradiated SQPC can be understood in terms of the
dynamics of the ABSs. In principle we could extend the argument of the junction in
equilibrium and derive the current in a similar way. For that purpose we study this sys-
tem using the two-level Hamiltonians of a SQPC existing in the literature[5]. Then,
we compare this results with the exact theory. By this study we establish the range of
validity of these two-level models. In order to carry out the computation within this
model of any dc properties, a very complex and powerful tool was developed. This is
valid for an arbitrary two-level system driven out of equilibrium by a periodic pertur-
bation. This is described in section5.3 and constitutes one of the main results of this
chapter. In this section we show that with the Hamiltonian of Ref. [5] one can nicely re-
produce the exact results at low temperatures and low radiation powers. Furthermore,
we obtain analytical results for the supercurrent dips produced by microwave-induced
transitions between the ABSs.
In combination with the two level model we use the Keldysh-Green function tech-
nique of chapter2. This method provides deep insight into the physics and quantitative
predictions for arbitrary range of parameters. This formalism is specially useful for
the case of strong fields, where the the current-phase relation is strongly distorted and
the corresponding critical current does not follow a simple behaviour. It is also used to
study the case of finite temperatures, when we allow transitions connecting the contin-
uum of states outside the gap region and the Andreev states. This leads to enhancement
of the critical current by irradiation of the microwave field.
The first microscopic analysis of a SQPC of arbitrary transparency under microwave
irradiation was reported by Shumeiko and coworkers.[7] These authors studied the
limit of weak fields and predicted the possibility to have a large suppression of the cur-
rent due to resonant transitions between the ABSs. Later, other aspects of this problem,
including the dynamics of the ABSs, have been addressed focusing on the linear re-
sponse regime.[8, 9, 10] Here, we present in detail this theory and, in particular, we
show new analytical results that elucidate the origin of the microwave-enhanced super-
currents. This analytical expression also generalize the microwave-enhanced critical
current theory presented by Eliashberg[11] in 1970.
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5.1 The Josephson current through a point contact
The charge transport in a SQPC it is studied now. This structure consists of two bulk
superconductors with a gap ∆ in contact by a single conduction channel of transmission
τ . In the absence of microwaves the supercurrent can be expressed as as sum of the
contributions of the two ABSs,
I eq(ϕ) = I−An F(E
−
A)+ I
+
An F(E
+
A) . (5.4)
Here I±A (ϕ) = 2e∂E
±
A /∂ϕ and n F(E) are the Fermi distribution functions. This yields
to,[12]
I eq(ϕ) =
e∆2
2
τ sinϕ
E A(ϕ)
tanh
(
E A(ϕ)
2k BT
)
, (5.5)
where E A is defined in Eq. (5.1) and T is the temperature. In the tunnel regime (τ 1),
the ABS take the value of the gap edges and this expression reduces to the sinusoidal
CPR given by the Ambegaokar-Baratoff formula:[13] I eq(ϕ) = I C sinϕ , with I C =
(e∆τ/2) tanh(∆/2k BT ). At perfect transparency (τ = 1), this expression reproduces
the Kulik-Omelyanchuk formula:[14] I eq(ϕ) = I0 sin(ϕ/2) tanh(∆cos(ϕ/2)/2k BT ).
Here, I0 = e∆ is the zero-temperature critical current for τ = 1 and we frequently use it
to normalize the supercurrent in the different graphs. In the limit of zero temperature,
only the lower ABS are occupied and contribute to the supercurrent, i.e. nF(E) = 0 for
E > 0. Thus, Eq. 5.5 reads I eq = I+A. For a finite temperature the upper ABS have a
finite occupation, leading to a decrease of the total supercurrent.
0 0.2 0.4 0.8 10
0,2
0,4
0.6
0.8
1
ϕ/pi
h¯
I
e
∆
Figure 5.1: Current versus phase difference for different transmission values: 1(red),
0.9 (green), 0.7 (blue), 0.5 (brown) and 0.3 (black).
In fig. 5.1 we plot the phase dependence of the equilibrium supercurrent in a SQPC.
For low enough transmission values, the current shows the sin(ϕ) dependence. As we
increase the transmission, the maxima is displaced to higher values of the phase and
the decrease after is more sudden. In the limiting case of perfect transmission, τ → 1.
We observe an abrupt fall at ϕ ∼ pi , after a monotonic increase of the current. Also,
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the average value for all ϕ of the supercurrent, as we could expect, increases with
transmission.
5.2 The Josephson current in the presence of an ”adia-
batic” field
We compute the supercurrent through a SQPC when it is subjected to a monochromatic
microwave field of frequency ω . We assume that the external radiation generates a
time-dependent voltage V (t) = V0 sinωt,[15] where the amplitude V0 depends on the
power of the external radiation source , and eventually also on the polarization of
the radiation. According to the Josephson relation, introduced in section1.4.3.1, this
voltage induces a time-dependent superconducting phase difference given by
φ(t) = ϕ+2α cosωt, (5.6)
where ϕ is the dc part of the phase and α = eV0/ω is a parameter that measures the
strength of the coupling to the electromagnetic field.
The microwave-assisted supercurrent in SQPCs is often discussed in the framework
of the so-called adiabatic approximation.[15] Within this approximation the ABSs fol-
low adiabatically the microwave field. This approximation does not take into account
the possible transitions between the ABSs. Therefore, the current at high frequencies
or for highly transmissive contacts, where the separation between the states can be
rather small it is not described properly. Thus, the CPR in this approximation is ob-
tained by replacing the stationary phase ϕ in Eq. (5.5) by the time-dependent phase
φ(t) of Eq. (5.6).
The equilibrium CPR in the absence of microwaves, Eq. (5.5), can be written as
I(ϕ) =
∞
∑
n=1
In sin(nϕ) . (5.7)
Here In = (1/pi)
∫ 2pi
0 dϕ Ieq(ϕ)sin(nϕ) are the harmonics of the equilibrium CPR of
Eq. (5.5). In order to add the effect of the microwaves now we insert the time-
dependent phase φ(t) to the expression,
I(ϕ) =
∞
∑
n=1
In
2i
{einφ(t)− e−inφ(t)} . (5.8)
We apply the Jacobi-Anger expansion that reads,
eiα cos(ωt) =
∞
∑
n=−∞
(i)nJn(α)einωt . (5.9)
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Here Jn(α) are the n-th order Bessel normal functions. Thus, the dc supercurrent in
the adiabatic approximation can be expressed as,
I ad(ϕ,α) =
∞
∑
n=1
InJ0(2nα)sin(nϕ), (5.10)
where J0 is the zero-order Bessel function of the first kind. Notice that the current in
this approximation does not depend explicitly on the radiation frequency.
In the limit of low transmission τ  1 and zero temperature, the integral In of the
Fourier components can be calculated analytically. They read,
I1 =
e∆τ
2
; In = 0 if n > 1 . (5.11)
The supercurrent in this case then reads,
I(ϕ) = I1J0(2α)sin(ϕ0) . (5.12)
We illustrate the results of the adiabatic approximation in Fig. 5.2 for the zero-
temperature case. In particular, in the two upper panels we show the CPR (obtained
from Eq. (5.10)) for two different transmissions and several values of the α parameter
(related to the microwave power). Panel (a) corresponds to the tunnel limit (τ = 0.2)
where the CPR is sinusoidal irrespective of the radiation power, while in panel (b) we
show the results for a high transmission of τ = 0.95. In this latter case, the critical
current is reached at different values of the phase depending on the value of α . Notice
that no matter the value of the phase ϕ , the magnitude of the supercurrent is always
suppressed by the microwaves as compared with the zero-field result (α = 0), which
is true at any temperature. The critical current IC(α), as one can see in Fig. 5.2(c),
decays in a non-monotonic manner, which is governed by the Bessel function J0.
5.3 The QPC as an effective two-level system
It is instructive to also analyse this system by restricting ourselves to the study of the
contribution of ABSs present inside the gap, fig.5.9. We ignore, for the moment, the
contribution of the continuum part of the spectrum, at energies |E|> ∆. This leaves us
with a system with just the two ABS. What it is known as an effective two-level model.
Previously, the dynamics of a SQPC under external ac fields were described with the
help of a effective two-level model[5], that ensures charge neutrality. For this reason,
we base the discussion here on the model put forward by Zazunov and coworkers.[5]
In this model, the SQPC is described with the following 2×2 Hamiltonian
Hˆ B(t) = ∆e−iσˆxrφ/2
(
cos
φ
2
σˆz+ r sin
φ
2
σˆy
)
, (5.13)
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Figure 5.2: Panels (a) and (b): The current-phase relation in the adiabatic approxi-
mation for τ = 0.2 (a) and τ = 0.95 (b). The different curves correspond to different
values of α as indicated in the graphs. The current is given in units of I0 = e∆, where
∆ is the value of the superconducting gap at T = 0. (c) The zero-temperature criti-
cal current as a function of α for three different values of the transmission τ . Notice
that critical current is normalized by its value in the absence of microwaves. (From
Ref.[16])
where r=
√
1− τ and φ(t) is the time-dependent phase given by Eq. (5.6). This Hamil-
tonian is written in the ballistic basis of right- and left moving electrons, which are
eigenvectors of the current operator in the perfectly transmitting case (τ = 1). For the
subsequent analysis it is more convenient to work in the instantaneous Andreev basis
{|+〉φ(t), |−〉φ(t)}, whose basis vectors are time-dependent. This is the basis where the
Hamiltonian of Eq. (5.13) becomes diagonal in equilibrium. The Andreev basis is ob-
tained from the ballistic basis by means of a transformation generated by the following
unitary matrix
Rˆ(t) = e−iσˆxr
φ
4 e−i
pi
4 σˆze−iθ(φ)σˆy , (5.14)
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where θ(φ)= (1/2)arctan[r tan(φ/2)]. With this transformation the Schro¨dinger equa-
tion for a state vector Ψ(t) = (α(t),β (t))T becomes
i∂tΨ(t) = Hˆ A(t)Ψ(t) , (5.15)
where
Hˆ A(t) = E A(φ(t))σˆz− rτ∆
2 sin2(φ(t)/2)
4[E A(φ(t))]2
φ˙(t)σˆy, (5.16)
and φ˙(t) = ∂φ(t)/∂ t.
The corresponding current operator can be written as
Iˆ A(t) = 2E ′A(φ(t))σˆz+
rτ∆2 sin2(φ(t)/2)
E A(φ(t))
σˆx, (5.17)
where the prime in E ′A means derivative with respect to the argument (the time-dependent
phase in this case). To obtain the expectation value of the current at different times,
Eq. (5.15) needs to be solved. Despite the apparent simplicity, this task has nontriv-
ial aspects: straightforward numerical approaches run into problems, as both very fast
(t−1 ∼ ω) and very slow (t−1 ∼ E A−nω) time scales can be simultaneously present.
No closed-form analytical solution can be obtained either,[21] and the significantly
nonlinear coupling to the drive makes it more difficult to derive approximations via
standard routes.[22, 23]
Focusing this analysis on time-averaged quantities, we can obtain accurate analyti-
cal and numerical results via a systematic Floquet-type approach. We are interested in
two physical quantities: the dc current
I¯ = lim
t→∞
1
t
∫ t
0
dt ′Ψ†(t ′)Iˆ(t ′)Ψ(t ′) , (5.18)
and the time-averaged populations of the Andreev levels
p¯± = lim
t→∞
1
t
∫ t
0
dt ′Ψ†(t ′)
1ˆ± σˆz
2
Ψ(t ′) . (5.19)
Below, we show how to obtain I¯, although the method described can as well be used to
compute any other time-averaged quantity, including p¯±.
We first introduce a modified Hamiltonian
Hˆ A(t,χ) = Hˆ A(t)+χ Iˆ A(t) , (5.20)
where χ is a parameter conjugate to the observable, and it is set to zero at the end of the
calculation. The solution of the Schro¨dinger equation Ψ(t,χ) can be formally written
by introducing the time evolution operator Uˆ(t,0;χ)
Ψ(t,χ) = Te−i
∫ t
0 dt
′HˆA(t ′,χ)Ψ0 ≡ Uˆ(t,0;χ)Ψ0 , (5.21)
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where T indicates time ordering and Ψ0 is the state vector at t = 0. We define now the
generating function:
S(t,χ) =Ψ†0U(0, t;χ = 0)U(t,0;χ)Ψ0 . (5.22)
One can easily check that the dc current defined in Eq. (5.18) can be written as
I¯ = lim
t→∞
i
t
∂χS(t,χ)|χ=0 . (5.23)
Thus, we only need to compute the function S, or, equivalently, the evolution operator
Uˆ(t,0;χ)≡ Uˆ(t;χ).
Since the Hamiltonian is periodic in time with a period T = 2pi/ω , i.e., H A(t,χ) =
H A(t+T ;χ), we can define two periodic (Floquet) states v± via the eigenvalue prob-
lem
Uˆ(T ;χ) v±(χ) = e±iE(χ)T v±(χ) . (5.24)
The symmetry of the two eigenvalues follows here from the fact that Hˆ A(t,χ) and
log[U(T ;χ)] are traceless, and U(T ;χ) is unitary. Moreover, from the periodicity of
the Hamiltonian it follows that
Uˆ(nT ;χ) = Uˆ(T ;χ)n = Vˆ (χ)eiE(χ)nT σˆzVˆ−1(χ) , (5.25)
where the eigenvectors v± form the columns of the unitary matrix Vˆ . Replacing in
Eqs. (5.22) and (5.23) t by nT and taking the limit n→ ∞ we now find the derivative
with respect to χ:
1
nT
∂χUˆ(nT ;χ)
n→∞−→ iVˆ−1(χ)σˆzeiE(χ)nT σˆzVˆ (χ)∂E(χ)∂χ . (5.26)
Thus, the dc current is given by
I¯ =−Ψ†0
(
v+ v
†
+− v− v†−
)
Ψ0
∂E(χ)
∂χ
∣∣∣∣
χ=0
. (5.27)
This exact expression for the dc current is very useful for numerics. It is easy to
compute and it handles the fast and slow time scales of the problem separately. In
order to obtain the dc current, one needs first to integrate the Schro¨dinger equation
with the Hamiltonian of Eq. (5.20) over one period to find the 2× 2 matrix Uˆ(T ;χ),
then one computes its eigenvalues ±E and eigenvectors v±, and finally the derivative
∂χE(χ) is computed via numerical differentiation.
In order to have a first impression of the results from this two-level model, we show
in Fig. 5.3 a few examples of the CPR of a highly transmissive channel (τ = 0.95)
computed with the numerical recipe that we have just described.[24] The upper panels
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Figure 5.3: (a-c) Zero temperature supercurrent, in units of I0 = e∆, as a function of
the phase for τ = 0.95, α = 0.15 and three different values of the microwave frequency,
as indicated in the upper part of the graphs. The solid lines correspond the numerical
results obtained with the two-level model, while the dashed lines is the result obtained
with the adiabatic approximation. (d-f) Time-average occupation of the upper ABS for
the cases shown in the upper panels.
of this figure show the CPR for a moderate power (α = 0.15) and three different values
of the microwave frequency. For comparison, we also show the result obtained with
the adiabatic approximation of Eq. (5.10). As one can see, the main difference is the
appearance in the results of the two-level model of a series of dips at certain values of
the phases where the current is largely suppressed. It is easy to understand that such
dips are due to transitions between the ABSs that are induced by the microwave field.
These transitions enhance the population of the upper ABS, which at zero temperature
is empty otherwise, and at the same time they reduce the occupation of the lower
ABS. This redistribution of the quasiparticles results in turn in a suppression of the
current. The microwave-induced transitions occur with the highest probability when
the distance in energy between the ABSs (the Andreev gap) is equal to a multiple of the
photon energy, i.e., when 2E A(ϕ) = nω , where n = 1,2, . . . is the number of photons
involved in the transition. If this condition is expressed in terms of the phase ϕ , it
adopts the following from
ϕn = 2 arcsin
√
[1− (nω/2∆)2]/τ, n = 1,2, . . . . (5.28)
A detailed analysis shows that this expression reproduces the positions of all the dips
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appearing in the examples of Fig. 5.3.
This interpretation of the origin of the dips in the CPR can be corroborated by a di-
rect analysis of the occupations of the ABSs. Following the same numerical recipe, we
have also computed the average occupation of the upper ABS, p¯+, for the examples
shown in the upper panels of Fig. 5.3. The results can be seen in the lower panels of
this figure and, as one can observe, there is a nice one-to-one correspondence between
the current dips and the enhancement of the population of the upper state. In particu-
lar, whenever the upper states reaches a population equal to 1/2, the current vanishes
exactly.
The method described above is not only very convenient for numerical calcula-
tions, but it also provides a route to obtain analytical results. In what follows, we show
how this method can be used, in particular, to gain a further insight into the microwave-
induced supercurrent dips. In order to obtain analytical results, we must first rewrite
Eq. (5.27) in a more convenient form. In particular, we would like to avoid the calcula-
tion of eigenvectors in this equation. This can be done by noting that the unperturbed
Hamiltonian (5.16) obeys
σˆxHˆ Aσˆx =−Hˆ A . (5.29)
Consequently, v− ∝ σx v+, and the dc current given by Eq. 5.27 can be written as
I¯ =− v†+ (ρˆ0− σˆxρˆ0σˆx) v+
∂E(χ)
∂χ
∣∣∣∣
χ=0
, (5.30)
where ρˆ0 = Ψ0Ψ†0. Using the expression for the change of an eigenvalue due to a
perturbation, we can finally write
I¯ =
∂E(χ,µ)
∂µ
∂E(χ,µ)
∂χ
∣∣∣∣
χ,µ=0
, (5.31)
where E(χ,µ) is an eigenvalue of the matrix
Mˆ(χ,µ) =
i
T
ωˆ(T,χ)+µ (ρˆ0− σˆxρˆ0σˆx) , (5.32)
where ωˆ(T,χ) ≡ log[U(T,χ)] and µ is an additional perturbation parameter. The
problem is now reduced to finding the eigenvalues of a 2×2 matrix.
As we have seen above, the dc current for weak fields only deviates from the adia-
batic result close to the resonant conditions nω = 2E A (with n= 1,2,3, . . .), where the
transitions between the ABSs are more likely. In order to study what happens close to
these resonant situations, we can consider the problem in a rotating frame, and rewrite
the evolution operator Uˆ(t) defined in Eq. (5.21) as
Uˆ(t) = e−iWˆntTe−i
∫ t
0 dt
′ ˆ˜Hn(t ′) ≡ e−iWˆnt ˆ˜Un(t) , (5.33)
171
Chapter 5: Superconducting quantum point contact in a microwave field
where Wˆn = nωσˆz/2 and the rotating-frame Hamiltonian is
ˆ˜Hn(t) = eiWˆnt [Hˆ A(t)−Wˆn]e−iWˆnt . (5.34)
The generating function can then be written as in Eq. (5.22) simply by substituting
Hˆ A by ˆ˜Hn. The additional exponential factors simply cancel out, and the Hamiltonian
ˆ˜Hn(t) remains periodic. Thus, we can proceed exactly as we have done above.
The key idea that allows to obtain analytical results is the fact that for weak fields
(α  1), the dynamics in the rotating frame are slow ( ˆ˜Hn is small) around the corre-
sponding resonance. For this reason, we can use the Magnus expansion[25] to deter-
mine the matrix ωˆ appearing in Eq. (5.32):
ωˆ(T ) =− i
∫ T
0
dt1Hˆn(t1) (5.35)
− 1
2
∫ T
0
dt1
∫ t1
0
dt2
[
Hˆn(t1), Hˆn(t2)
]
+ . . . .
This is essentially an expansion in the parameter λn ∼ 2npi(E A− nω/2)/ω , which
indeed is small close to a resonance.
We proceed now computing the dc current close to the first resonance ω = 2E A,
assuming that initially the system is in its ground state Ψ†0 = (0,1). We choose Wˆ =
ωσz/2, and take only the first term of the expansion (5.35), expanding up to first order
in α and χ . The time integral is straightforward to evaluate, and we obtain
i
T
ˆ˜ω1(T,χ)'
[
E A−ω/2+χE ′A
]
σˆz (5.36)
+
r
2E2A
α
[
(∆2−E2A)ω/2−χ(∆2+E2A)E ′A
]
σˆx .
Note that this expression is analogous with the well-known rotating wave approxima-
tion, with the difference that by considering the generating function, this formalism
takes the time dependence of the operator Iˆ(t) into account. For the eigenvalues of the
matrix ˆ˜M1 = (i/T ) ˆ˜ω1+µσz we obtain
E2 = [E A−ω/2+µ+χE ′A]2 (5.37)
+(rα/2E2A)
2[(∆2−E2A)ω/2−χ(∆2+E2A)E ′A]2 .
Finally, working in the limit (ω − 2E A)/∆ 1 for simplicity, we find the dc current
from Eq. (5.31):
I¯1(ϕ,ω,α)≈−2eE ′A
(
1− ω
2
r,1
(ω−ω1)2+ω2r,1
)
, (5.38)
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where ω1 = 2E A is the resonant frequency equals the unperturbed Andreev level spac-
ing 2E A (up to first order in α), and ωr,1 = rαω(∆2−E2A)/2E2A is the corresponding
Rabi frequency. This expression tells us that the current vanishes exactly at the res-
onant condition ω = ω1 and that the width of the current dip is given by ωr,1, which
is linear in α . Moreover, its form clearly suggests that the populations of the two
states undergo Rabi oscillations with the frequency ωr,1, as usual in two-state sys-
tems, and the time-averaged populations of the ABS coincide at the resonance. As a
consequence, the dc current drops to zero at the resonance, a result that qualitatively
coincides with the prediction in Ref. [7].
We can also determine the dc current at the higher resonances, for example for ω ≈
EA. In this case we work in the frame corresponding to Wˆ2 = ωσˆz. As the resonance
is due to two-photon processes, terms up to order α2 must be taken into account,
which requires including the first two terms in Eq. (5.35). The computations are again
straightforward, and up to second order in α we obtain
i
T
ˆ˜ω2 ≈
[
E A−ω+α2E ′′A+χE ′A+ r2α2ω
(∆2−E2)2
12E4A
]
σˆz (5.39)
− rα
2E ′A
2E2A
[
∆2
( ω
E A
+1
)−E2A)]σˆx .
For simplicity, we dropped terms of order αχ , which do not essentially affect the
form of the resonance. As above, the current is obtained from the eigenvalues of
ˆ˜M2 = (i/T ) ˆ˜ω2+µσz, and it adopts the form expression
I¯2(ϕ,ω,α)'−2eE ′A
(
1− ω
2
r,2
(ω−ω2)2+ω2r,2
)
, (5.40)
whereω2 =E A+α2E ′′A+r
2α2(∆2−E2A)2/12E3A andωr,2 = rα2(2∆2−E2A)E ′A/2E2A.
Here, one can observe that the resonant frequency is shifted from the position 2ω =
2E A by two contributions: the first arises from nonlinearities, and the second is the
Bloch-Siegert shift.[22]
One can also go further and compute the dc current around resonances n > 2, al-
though this gets progressively more cumbersome as an increasing number of terms
are required in the Magnus expansion, reflecting the increasing number of allowed
multiphoton processes generated by the nonlinearities. One can however see from
Eqs.(5.38,5.40), and also check for higher resonances, that the width of the resonances
scales with αn. Moreover, one can show that within this model, the time-averaged
current vanishes exactly at each resonance, i.e., I¯|ω=ωn = 0.
The results Eqs.(5.38,5.40) can be combined into a single approximate expression
I¯ ≈−2eE ′A
(
1− ω
2
r,1
(ω−ω1)2+ω2r,1
)(
1− ω
2
r,2
(ω−ω2)2+ω2r,2
)
. (5.41)
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Figure 5.4: (a) Current-phase relation in the two-level model, obtained from Eq. (5.41)
(solid line) and numerics based on Eq. (5.27) (dotted line). Parameters are ω = 0.6∆,
τ = 0.95, and α = 0.05. The n = 3 resonance is not included in the analytical approx-
imation. Inset: close-up of the second resonance. (b) Time-averaged population p¯+ of
the upper Andreev state for the same parameters. (From Ref.[16])
The quality of this approximation can be established by comparing it with the exact
numerical results. This is done in Fig. 5.4 where we have considered the case of a
weak microwave field (α = 0.05). As one can see, there is an excellent agreement with
the numerical results, apart from the fact that the numerics also include a dip produced
by three-photon processes, which we have left out from the above approximation.
In spite of the simplicity of the two-level model considered here, such a model
captures the essential physics of a microwave-irradiated SQPC and it provides accu-
rate results for not too high frequencies and up to moderate radiation power. As we
establish in the next section, the limitations of the two-level model are related to the
fact that it does not take into account the contribution of the the continuum of states
outside the gap region.
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5.4 The contribution to the current from the contin-
uum part of the spectrum
Up to this point, we have analysed the supercurrent through a microwave irradiate
SQPC assuming that the only contribution comes from the ABSs. This is true for a
SQPC in equilibrium but it is not obvious that this should be the case in the pres-
ence of a microwave field. High frequencies or high radiation powers and specially
finite temperatures is what allows this phenomena to happen. Therefore, in order to
describe the complete phenomenology of irradiated SQPCs we must develop a fully
microscopic theory. This is the goal of this section.
Our microscopic theory is based on the Keldysh-Green function approach intro-
duced in section2.1. In this approach the starting point is the expression for the qua-
siclassical Green functions of the left (L) and right (R) electrodes, where we use the
time dependent notation. The Green functions of the electrodes are position indepen-
dent, as shown in section2.1.1.1. Due to the time dependent phase, eq.5.6, we have to
use the time dependent notation. For all this, the Green functions can be expressed in
terms of the equilibrium Green functions gˇ(t− t ′) as follows
GˇR(L)(t, t
′) = e±iφ(t)τˆ3/2gˇ(t− t ′)e∓iφ(t ′)τ3/2 , (5.42)
where φ(t) is the time-dependent phase given by Eq. (5.6). This time dependent Green
functions are related to the until now used energy dependent ones in the following way,
gˇ(t) =
∫ ∞
−∞
dE
2pi
e−iEt gˇ(E) . (5.43)
Here the Retaded (R), Advanced (A) and Keldysh (K) components read,
gˆR(A)(E) = gR(A)(E)τ3+ f R(A)(E)τ1 (5.44)
gˆK(E) =
[
gˆR(E)− gˆA(E)
]
tanh(E/2k BT ) (5.45)
and
gR(A)(E) =
E√
(E± iη)2−∆2 =
E
∆
f R(A)(E) , (5.46)
where η describes the inelastic scattering energy rate within the relaxation time ap-
proximation and T is the temperature.
Different authors have shown that the transport properties of a point contact with an
arbitrary time-dependent voltage can be described by making use of adequate boundary
conditions for the full quasiclassical propagators.[26, 27, 28, 29] For the case of a
single-channel SQPC of arbitrary transmission τ the Green functions of Eq. (5.42)
follow the Nazarov boundary conditions[27]
Jˇ(t, t ′) = 2τ
[
GˇL, GˇR
]
◦ ◦
[
4− τ (2−{GˇL, GˇR}◦)]−1 (t, t ′). (5.47)
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Here, the symbol ◦ denotes the convolution over intermediate time arguments. For
low transmission values τ  1, this expression reduces to well known Kupriyanov
Lukichev boundary condition,
Jˇ(t, t ′) =
τ
2
[
GˇL, GˇR
]
◦ (t, t
′). (5.48)
Finally, the electric current is obtained by taking the following trace
I(t) =
e
4
Trτ3JˆK(t, t) , (5.49)
where τˆ3 is the third Pauli matrix in Nambu space.
Due to the periodic time dependence of the phase, the Green functions GˇL(R), and
any product of them, admit the following Fourier expansion
Gˇ(t, t ′) =
∞
∑
m=−∞
eimωt
′
∫ dE
2pi
e−iE(t−t
′)Gˇ0m(E), (5.50)
where Gˇnm(E) ≡ Gˇ(E +nω,E +mω) are 3 the corresponding Fourier components in
energy space, and n,m are integer numbers. In particular, the Fourier components of
GˇL(R) can be easily deduced from Eq. (5.42). Thus for instance, for the left electrode
Gˇnm(E) is given by
(GˇL)nm =∑
l
Γˇnl gˇlΓˇ∗lm, (5.51)
where
Γˇnm =
(
Γˆnm 0
0 Γˆnm
)
, Γˆnm =
(
Pnm 0
0 P∗nm
)
. (5.52)
Here, Pnm = (i)m−nJm−n(α/2)eiϕ/4, where Jn is the Bessel function of order n, and
gˇn = gˇ(E +nω) is the equilibrium Green function matrix with shifted argument. Here
the Bessel functions are obtained from the previously introduced relations, eq.5.9.
From this discussion, it is easy to understand that the current adopts the following
general expression
I(t) =
∞
∑
m=−∞
Imeimωt , (5.53)
which means that the current oscillates in time with the microwave frequency and all its
harmonics. These current components can be computed from the Fourier components
in energy space of Iˇ in Eq. (5.47). From that equation, it is straightforward to show
that the Fourier components of IˆK are given by
JˆKnm =∑
l
[AˆRnlXˆ
K
lm+ Aˆ
K
nlXˆ
A
lm]. (5.54)
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Here, we have defined the matrices Aˇnm≡ 2τ[GˇL, GˇR]nm and Xˇnm≡ [41ˇ−τ(2−{GˇL, GˇR})]−1nm .
Once the components of JˆKnm are obtained, one can compute the current. We are only
interested here in the dc component, which reads
I(ϕ,ω,α) =
e
4
∫ dE
2pi
Trτˆ3JˆK00(E,ϕ,ω,α) . (5.55)
The dc current can be calculated analytically in certain limiting cases like in the ab-
sence of microwaves, where it reduces to Eq. (5.5), or in the tunnel regime or for very
weak fields, as we show below.
Let us assume that transmission of the channel τ is very low. In this case the
denominator of the boundary condition reduces to Xˇ ≡ [41ˇ]−1. The expression for the
current now reads,
I(ϕ,ω,α)=
eτ
8
Trτˆ3AˆK00 =
∞
∑
l=−∞
∞
∑
k=−∞
−i
4eRN
sinϕ[Jl(α/2)Jk−l(α)J−k(α/2)]
∫
dE( f Rl g
K
k +g
K
l f
A
k ) .
(5.56)
The residue theorem cannot be applied to this expression due to the absence of simple
poles. In order to deal with this inconvenience, we use the approximation ω∆  1. The
value of the superconducting gap (in Al) is usually of the order of 1 meV which is
equivalent to 100 GHz. The frequency of the microwave field is usually of the order
of 1 GHz, two orders of magnitude or more lower, which makes the approximation
reasonable. Then we can assume that E =±∆± lω '±∆, so we obtain,
I(ϕ,ω,α) =
∞
∑
l=−∞
∞
∑
k=−∞
−i
4eRN
sinϕ[Jl(α/2)Jk−l(α)J−k(α/2)]
∫
dE[( f R(E))2− f R(E) f A(E)]tanh(E + kω
2T
)+[ f R(E) f A(E)−( f A(E))2] tanh(E + lω
2T
) .
(5.57)
Neglecting the anomalous cross terms, we obtain simple poles in the expression and
the residue theorem can be applied. We end up with the following expression for the
dc current of a SQPC under microwave irradiation in the tunnelling case,
I(ϕ,ω,α)=
∞
∑
l=−∞
∞
∑
k=−∞
pi∆
4eRN
sinϕJl(α/2)Jk−l(α)J−k(α/2)
[
tanh(
∆+ kω
2T
)+ tanh(
∆+ lω
2T
)
]
.
(5.58)
However, for arbitrary transmission and radiation power one needs to evaluate Eq. (5.55)
numerically. In the next subsections we present the results for the dc current of this mi-
croscopic theory and we compare them with those obtained from the two-level model
of section 5.3.
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5.4.1 The zero-temperature limit
We now focus on the results of the exact theory at zero temperature. This allows to
establish the range of validity of this formalism and to make a comparison with the
two-level model that we present in section 5.3.
In Fig. 5.5 we show several examples of the CPR calculated with the microscopic
approach (solid lines) for a highly conductive channel (τ = 0.95) for several frequen-
cies and low values of the radiation power (α  1). For comparison, we also show
the results of both the two-level model (dashed lines) and the adiabatic approximation
(dotted lines). As one can see, the main deviation from the adiabatic results is the ap-
pearance of a series of dips, as discussed in section III. These features, which originate
from the microwave-induced transitions between the ABSs, are accurately reproduced
by the two-level model (both the position and the width of the dips). There is a small
discrepancy between the exact result and those of the two-level model for phases close
to pi , i.e., when the level spacing between the ABS is very small. This is understand-
able since the model assumes that φ˙(t) 2E A, which is not fulfilled when ϕ ∼ pi and
τ is close to 1. Notice also that for the high-order dips (due to high-order photonic pro-
cesses), the current suppression for the two-level model is larger than in the case of the
exact theory. The reason is the additional broadening introduced by the finite inelastic
scattering rate used in the calculations with the microscopic theory, which in this case
is η = 10−4∆.
The good agreement between the microscopic theory and the two-level model in
these examples can be easily understood. At zero temperature, the lower ABS is fully
occupied, while the upper one is empty. Therefore, for small values of α and ω < ∆
transfer of quasiparticles between the continuum and the ABSs is not possible. The
agreement between these models is further confirmed in Fig. 5.6(a), where the CPR
is shown for ω = 0.6∆, α = 0.1 and two lower values of the transmission (τ = 0.6
and 0.8). In this case, the agreement is almost perfect for all phases. The reason is
that now the smallest energy gap between the ABSs, which occur at ϕ = pi , is large
enough to avoid the overlap of the levels in the presence of the microwave field. If the
transmission is further reduced, no transitions can occur between the Andreev states
and the adiabatic approximation becomes exact.
From the discussion above, we can conclude that the two-level model provides an
excellent description of the supercurrent at zero temperature and for weak fields (α
1). However, as the radiation power increases, the situation changes. This is illustrated
in Fig. 5.6(b), where we show the CPR for a highly conductive channel (τ = 0.95),
a frequency ω = 0.3∆ and two values of α . As one can see, the deviations between
the results of the two-level model and the microscopic theory become more apparent
as the power increases. The main reason for this discrepancy is the occurrence of
multiphotonic processes, which become more probable as the power increases. These
processes induce quasiparticle transitions between the ABSs and the continuum part
178
Chapter 5: Superconducting quantum point contact in a microwave field
Figure 5.5: Four examples of the zero-temperature current-phase relation for τ =
0.95 obtained from the microscopic model (solid lines), the two level model (dashed
lines) and the adiabatic approximation (dotted lines). The parameters characterizing
the microwave field are indicated in the different panels. (From Ref.[16])
of the energy spectrum, which are not included in the two-level model.
As one could already see in Fig. 5.6(b), as the radiation power increases the super-
current dips broaden and the CPR acquires a very rich structure. We illustrate this fact
in more detailed in Fig. 5.7 where we show the evolution of the CPR with α for two
values of the transmission (0.95 and 0.8) and a frequency ω = 0.3∆. Notice that as
the power increases, the dips disappear, the CPRs become highly non-sinudoidal, and
in some regions of the phase the current can reserve its sign. These results are clearly
at variance with those found within the adiabatic approximation (see section II). They
are a consequence of a complex interplay between the dynamics of the ABSs, which
are broadened by the coupling to the microwaves, and the multiple transitions induced
between the ABSs and the continuum of states. This very reach behaviour has also
important implications for the critical current, which for high transmission strongly
deviates from the standard behaviour described by the adiabatic approximation. This
is discussed below in detail. Finally, it worth stressing that the values of α used in
Fig. 5.7 are easily achievable, as demonstrated in the context of atomic contacts,[30]
semiconductor nanowires[17] or graphene junctions.[18, 19] Therefore, these results
indicate that the microscopic theory presented here is always necessary to describe
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Figure 5.6: (a) The current-phase relation for α = 0.1, ω = 0.6∆ and two values
of the transmission coefficient, τ = 0.8 and τ = 0.6. (b) The current-phase relation
for ω = 0.3∆, τ = 0.95 and two values of the α , 0.2 and 0.6. In both panels the solid
lines correspond to the microscopic theory and the dashed lines to the two-level model.
(From Ref.[16])
the experimental results of highly transmissive junctions at sufficiently high power, no
matter high low the microwave frequency is.
In a typical experimental situation the QPC consists of few conducting channels
with different transmissions. According to Eqs. (5.47, 5.55) the total dc current is
given by the sum of the contributions of each of the channels. In Fig. 5.12 we show
the CPR for a three-channel point contact similar to the one of the QPC studied in the
experiments of Ref. [30]. The set of transmission coefficients is τ = 0.17,0.6,0.97.
Due to the contribution from the two low transiting channels the current at the first
resonance does not vanished completely, but nevertheless it still shows a dip.
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Figure 5.7: The zero-temperature current-phase relation for ω = 0.3∆ and two values
of the transmission: (a) τ = 0.95 and (b) τ = 0.8. The different curves correspond to
different values of α , as indicated in the graphs. The inelastic broadening used in these
calculations is η = 10−3∆. (From Ref.[16])
5.4.2 Finite temperature: Enhacement of the supercurrent
We now turn to the analysis of the supercurrent at finite temperature, which is carried
out within the microscopic model. The new ingredient at finite temperature is the fact
that the ABSs are neither fully occupied nor fully empty, which means that quasiparti-
cle transitions between the continuum of states and the bound states are possible, even
for frequencies ω < ∆. As we see below, this has important consequences.
In Fig. 5.8 we show the CPR for ω = 0.6∆, α = 0.1, τ = 0.95 and two different
temperatures. For comparison, we also show the results in the absence of microwaves
(dashed lines). Apart from the dips, whose origin has been already discussed in detail,
one can observe that at certain value of the phase (ϕ ≈ 0.78pi) the current is suppressed.
Notice that the suppression is larger as the temperature increases. Moreover, for phases
smaller than ϕ the supercurrent exceeds its value in the absence of microwaves. In
other words, for ϕ < ϕ there is an enhancement of the supercurrent induced by the
microwave field. The origin of this enhancement is the promotion of quasiparticles
from the continuum below −∆ to the lower ABS by the microwave field. Of course,
there is another contribution, which is identical, coming from transitions connecting
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Figure 5.8: The current-phase relation for ω = 0.6∆, α = 0.1, τ = 0.95 and two dif-
ferent temperatures: (a) T = 0.2∆ and (b) T = 0.3∆. The solid lines in both panels
correspond to the results of the microscopic theory and the dashed lines to the super-
current in the absence of microwaves (α = 0). (From Ref.[16])
the upper state and the continuum above +∆. These processes can only occur if the
field frequency is larger than the distance in energy between the gap edges and the
nearest ABS, i.e., if ω > ∆−E A(ϕ), and they become possible at finite temperature
because the lower state is not fully occupied and the upper state is not fully empty.
For the parameters of Fig. 5.8 the previous condition is satisfied if E A(ϕ) > 0.4∆,
which corresponds to a phase ϕ < 0.78pi . Obviously, the phenomenon of microwave-
enhanced supercurrent cannot be described by the two-level model since this models
ignores the contribution of the continuum part of the spectrum.
In order to confirm this interpretation of the origin of the microwave-enhanced
supercurrent, we have derived analytical results describing this phenomenon in the
limit of weak microwave fields. We are interested in the correction to the current due
to the microwave field which is responsible for this variation. The perturbative analysis
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to lowest order in the parameter α shows that the supercurrent can be written as
I(ϕ) = I eq(ϕ)+δ I(ϕ), (5.59)
where I eq is the equilibrium supercurrent given by Eq. (5.5), and the correction δ I con-
tains several contributions of order α2. The approach described in section5.4 happens
to be very cumbersome in order to obtain analytical results. This is the reason why we
develop an alternative approach to the problem.
The following results have been obtained with the help of the method known as
Hamiltonian approach, which for SQPCs has been shown to be equivalent to the mi-
croscopic theory described at the beginning of this section.[31, 28, 32] In this approach,
a point contact is described in terms of a tight-binding-like Hamiltonian and the trans-
port properties are calculated following a perturbative approach, where the coupling
between the electrodes is treated as the perturbation. One of the advantages of this
method is that it allows to obtain the density of states (DOS) at the contact. Moreover,
a perturbative analysis (in the field) is much simpler than using Eq. (5.55).
In this approach a single-channel SQPC can be described in terms of the following
tight-binding-like Hamiltonian
Hˆ = HˆL+ HˆR+∑
σ
{
tcˆ†Lσ cˆRσ + t
∗c†Rσ cˆLσ
}
, (5.60)
where HˆL,R are the BCS Hamiltonians describing the left (L) and right (R) electrodes
and the last term describes the coupling between the electrodes. In this last term, t is a
hopping element that determines the transmission of the contact.
In this model the current evaluated at the interface between the two electrodes
adopts the form
I(t) = ie∑
σ
{
t〈c†Lσ cˆRσ 〉− t∗〈c†Rσ cˆLσ 〉
}
. (5.61)
This expression can be rewritten in terms of the Keldysh Green functions as follows
I(t) = eTr
[
τ3
(
tˆGˆKRL− tˆ†GˆKLR
)]
(t, t) , (5.62)
where τ3 is the corresponding Pauli matrix, Tr denotes the trace in Nambu space, and
tˆ is the hopping matrix in Nambu space given by
tˆ =
(
teiφ(t)/2 0
0 −t∗e−iφ(t)/2
)
. (5.63)
Here, φ(t) is the time-dependent superconducting phase given by Eq. (5.6).
In order to determine the Green functions appearing in the current expression, we
follow a perturbative scheme and treat the coupling term in Hamiltonian (5.60) as a
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perturbation. The unperturbed Green functions describe the uncoupled electrodes in
equilibrium. Thus for instance, the retarded and advanced functions are given by
gˆR(A)j j (E) =
−i
W
1
ζR(A)(E)
(
E ∆
∆ E
)
, (5.64)
where j = L,R, ζR(A) =
√
(E + iη)2−∆2, and W is an energy scale related to the
normal density of state at the Fermi energy. The full Green functions can then be de-
termined by solving a Dyson equation, where the retarded and advanced self-energies
are simply given by the hopping matrix of Eq. (5.63).
Since we are interested in the limit of weak fields (α  1), we can expand the
phase factors in Eq. (5.63) as follows
eiφ(t)/2 ≈ eiϕ/2
(
1+α cosωt+
1
2
α2(cosωt)2+ · · ·
)
. (5.65)
Moreover, for the perturbative treatment in α it is convenient to use the full Green
functions of the contact in the absence of microwaves (α = 0), Gˆi j. It is straightforward
to show that these functions can be expressed as
GˆR(A)LL =
−iζR(A)
W (1+β )ξR(A)
(
E± iη E∗g
Eg E± iη
)
(5.66)
GˆR(A)RL =
−t
W 2(1+β )ξR(A)
(
aR(A) bR(A)
−bR(A)∗ −aR(A)∗
)
, (5.67)
where Eg = ∆(1+βeiϕ)(1+β ), β = (t/W )2, ξ = E2−E2A, a = E2e−iϕ/2−∆E∗g eiϕ/2
and b = E(Ege−iϕ/2− ∆eiϕ/2). Similar expressions hold for GRR and GLR. These
Green functions are now the zero-order propagators of the perturbation theory. It is
important to emphasize that by substituting these functions in the current expression
of Eq. (5.62) and identifying the transmission coefficient as τ = 4β/(1+β )2[31], one
obtains the expression for the equilibrium current of Eq. (5.5). On the other hand, from
the previous expressions one can determine the local density of states at the contact and
in the absence of microwaves, which is defined as ν j(E)=W (1+β )(i/2)(GˆRj j−GˆAj j)11
(νL = νR in the symmetric contacts). This density of states is given by Eq. (5.71) and
it is shown in Fig. 5.9.
Going into the energy representation, the first correction to the current of Eq. (5.62),
which is of order α2, contains the following three terms
δ I = e
∫ dE
2pi
Tr
[
tˆ(2)Gˆ(0)RL + tˆ
(0)Gˆ(2)RL + tˆ
(1)Gˆ(1)RL
]−L↔ R , (5.68)
where the superindices denote the order of perturbation in α . To obtain a complete
analytical expression for an arbitrary value of the field frequency is quite cumbersome.
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Instead, we concentrate on the parameter range where the current enhancement takes
place. For that purpose, we focus on frequency values far from the resonant condition
ω = 2E A and close to ∆−E A. In this region, it turns out that the second term in
Eq. (5.68) is proportional to the parameter ∆/η . All the other terms give a contribution
which depends only weakly on the frequency. Assuming a small inelastic scattering
rate, one can approximate the correction to the current by Eqs. (5.69) and (5.70), where
ρ j = (i/2)W (1+β )[GˆRj − GˆAj ]1,2, ρ˜ j = (i/2)W (1+β )[GˆRj − GˆAj ]2,1 , and Fn = F(E +
nω).
This correction to the current can be written in the spirit of Eq. (5.5) as follows
δ I enh(ϕ) = I−A(ϕ)δn
−(ϕ)+ I+A(ϕ)δn
+(ϕ), (5.69)
where let us remind that I±A(ϕ) = 2e∂E
±
A/∂ϕ give the contribution of the states to
the equilibrium supercurrent, and δn±(ϕ) are the corrections to the occupations of the
ABSs due to application of the microwave field. These corrections can be written as
δn±(ϕ) =
α2τ
8
[
Re
{
eiϕρL(E±A)ρ˜R(E
±
A±ω)
}
+
ν(E±A)ν(E
±
A±ω)
]
[F0−F±1]. (5.70)
Here, Fn is the distribution function with shifted arguments Fn = tanh[(E+nω)/2k BT ],
ν(E) is the density of states at the contact in the absence of microwaves, and ρ j and ρ˜ j
are the real part of the anomalous Green functions on the left (L) and (R) side o the in-
terface ( j = L,R) without field. Eq. (5.70) has a very appealing form and it tells us that
the occupations of the ABSs can be changed by microwave-induced transitions con-
necting these states between the continua below and above the gap. These transitions
are illustrated in Fig. 5.9, where we also present an example of the density of states of
the contact in the absence of microwaves, ν(E). This density of states is given by
ν(E) = Re
{
E
√
(E + iη)2−∆2
(E + iη)2−E2A
}
, (5.71)
where the poles correspond to the ABSs and, as one can see in Fig. 5.9, there is no
longer singularities at the gap edges E =±∆.
From Eq. (5.70) one can show that the transitions between the continuum of states
below −∆ and the lower ABS increases the population of this state (δn− > 0), while
the photon processes connecting the continuum above +∆ and the upper ABS decrease
the occupation of this state (δn+ < 0). As one can see from Eq. (5.69), both type of
processes give a positive contribution to the current at finite temperatures and thus,
they are responsible for the supercurrent enhancement. Indeed, due to the electron-
hole symmetry of this problem, terms in Eq. (5.69) give the same contribution to the
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Figure 5.9: The local density of states at the contact in the absence of microwaves,
as defined in Eq. (5.71), as a function of energy for τ = 0.95, ϕ = 3pi/4 and η =
10−3∆. The lower arrows represent the microwave-induced transitions between the
continuum part of the spectrum and the Andreev bound states which are responsible
for the supercurrent enhancement at finite temperatures. The upper arrow indicates
the resonant transition between the ABSs, which suppresses the supercurrent. (From
Ref.[16])
current. Finally, the correction to the current due to these microwave-induced transi-
tions involving the continuum can be written as
δ I enh(ϕ) = α2
(
2eE ′A
) τ
16
× (5.72)√
(E A+ω)2−∆2
√
∆2−E2A
ηωE A(2E A+ω)
×[
E Aω+∆2(1+ cosϕ)
]
[F1−F0]Θ(|E A+ω|−∆) .
This expression gives a positive contribution to the supercurrent and it explicitly shows
that the enhancement can only take place when ω > ∆−E A. This analytical result
reproduces the exact results obtained with the microscopic approach in the limit of
weak fields and in the range of frequencies where the transitions between the ABSs
cannot take place. This is illustrated in Fig. 5.10 where we show the supercurrent for a
fixed value of the phase (ϕ = pi/2) as a function of the frequency for τ = 0.95, α = 0.1
and k BT = 0.4∆. As one can see, the exact result (solid line) remains constant for small
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Figure 5.10: The dc Josephson current as a function of the frequency ω of the mi-
crowave field for a fixed value of the phase ϕ = pi/2, and α = 0.1, τ = 0.95 and
T = 0.4∆. (From Ref.[16])
frequencies. Then, at ω = ∆−E A there is rise of the supercurrent due to the onset of
the transitions connecting the ABSs with the continuum of states. This increase of
supercurrent is well described by the analytical result of Eq. (5.72) (dashed line). At
higher frequencies, one can observe the dips due to the transitions between the ABSs.
The dip at ω = E A corresponds to a two-photon process, while the one at ω = 2E A
is produced by a single-photon process. Finally, at ω = ∆+E A the supercurrent starts
to decrease due to microwave-induced transitions between the continuum below −∆
and the upper ABS and similar ones between the continuum above +∆ and the lower
ABS. These transitions, which can also occur at zero temperature, tend to increase the
occupation of the upper state and to reduce the population of the lower one, which
results in a reduction of the net supercurrent.
As one can see in Fig. 5.8 and 5.10, the maximum supercurrent sustained by the
junction, i.e. the critical current, can also be enhanced by the microwave field at finite
temperatures. A microwave-enhanced critical current was first reported in experiments
on superconducting microbridges[33, 34] and explained by Eliashberg[11] in 1970 in
terms of the stimulation of the superconductivity in the electrodes, which were made
of thin films. Such a stimulation, and the corresponding microwave-enhanced critical
current, only occur at temperatures very close to the critical temperature. Enhance-
ments at much lower temperatures were reported in the 1970’s in the context of SNS
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structures[35, 36], and they have been recently explained in terms of the redistribution
of the quasiparticles induced by the field.[37] In this case, for the enhancement to oc-
cur, the temperature must be of the order of the minigap in the normal wire, which can
be much lower than the critical temperature of the superconducting leads.
Figure 5.11: The critical current as a function of α for ω = 0.6∆. The different curves
correspond to different values of the temperature and the transmission as indicated in
the graphs. The solid lines correspond to the exact results, while the dashed lines show
the results of the adiabatic approximation. In the three panels the critical current has
been normalized by e∆(T ), where ∆(T ) is the gap at the corresponding temperature.
(From Ref.[16])
As discussed above, in the case of a point contact the mechanism is similar to that
of diffusive SNS structures,[37] but it involves discrete ABSs, rather than a continu-
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ous band of ABSs, as in the case of diffusive proximity structures. For this reason,
the enhancement of the critical current in SQPCs is expected to occur at intermediate
temperatures, when k BT is of the order of the energy distance between the ABSs and
the gap edges (∆−E A(ϕ max)), where ϕ max is the phase value at which the supercur-
rent reaches its maximum. This is illustrated in Fig. 5.11, where we show the critical
current as a function of α for different temperatures and several values of the transmis-
sion. Thus for instance, panel (a) shows the critical current for a highly transmissive
channel (τ = 0.97) and three values of the temperature. Notice first that at finite tem-
peratures, the critical current at finite α (α . 0.5) exceeds the value in the absence of
microwaves (α = 0). Notice also that as α increases, the critical currents clearly devi-
ate from the behaviour described by the adiabatic approximation, which is shown here
as dashed lines. It is also important to emphasize that the microwave-enhancement of
the critical current is not exclusive of high conductive channels and it persists up to rel-
atively low transmissions, as we show in Fig. 5.11(b-c). The relative enhancement of
the critical current is larger the larger is the temperature. It is also worth remarking that
at sufficiently high power, the critical current depends only weakly on the temperature.
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5.5 Summary
In this chapter we have performed a theoretical analysis of the supercurrent in a phase-
biased SQPC in a microwave field. It was shown that the transport properties of the
structure depend strongly on the value of the microwave frequency ω . If this is not
high enough to induce transitions between the ABSs or between the ABSs and the
continuum of states outside the gap. The standard adiabatic approximation gives a
proper description of the transport phenomena. Nevertheless, for the case when ω
is comparable to the Andreev gap (energy distance between the ABSs), quasiparticle
transitions between the ABSs can occur. This can lead to a large suppression of the su-
percurrent at the corresponding values of the phase difference. It was shown in these
calculations that this phenomenon can be nicely explained within a two-level model
that describes the dynamics of the ABSs.[5] This model indicates that the enhance-
ment of the occupation of the uppper ABS by resonant transitions form the lower state
is what causes the suppression of the supercurrent. Furthermore, at low temperatures
and weak fields, this model is quantitatively correct if the following conditions are ful-
filled: (i) the microwave frequency is not high enough to induce transitions connecting
the ABSs and th continuum of states, and (ii) the Andreev gap is large compared to
the broadening acquired by the ABSs by means of the coupling to the electromag-
netic field. We conclude by showing that when the microwave transitions between
the ABSs and the continuum of states are activated (due to finite temperatures, high
frequencies or high radiation powers), the two-level Hamiltonian is not enough and
a full microscopic theory is required to describe the supercurrent. This theory was
developed in the calculations and we predicted the following effects. In the finite tem-
perature case it is possible to enhance both the supercurrent and the critical current by
the application of a microwave field. This effect is caused by the quasiparticle tran-
sitions between the ABSs and the continuum of states, which increase the occupation
of the lower Andreev state, reducing the population of the upper one. In the case of
high powers, the current-phase relation is strongly distorted. It can become highly
non-sinusoidal exhibiting sign changes in the region between 0 and pi . Finally, the
critical current can exhibit large deviations from the standard adiabatic approximation
described by a Bessel-function behaviour, when plotted as a function of the radiation
power. We have to mention a related work[20] where the theory of the supercurrent
through a microwave-irradiated SQPC in the framework of the Keldysh-Green func-
tion technique is developed.
It is interesting to understand the connection between the results and the experi-
ments. In order to explain most of the experimental results related to the effect of mi-
crowaves on the supercurrent of a point contact, the adiabatic approximation is enough.
The reason for this is the typical frequency used in experiments. This is relatively low
(ω  ∆) and does not allow any transitions between the ABSs. Nevertheless, there
are no fundamental limitations to study the parameter regime where we predict the oc-
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currence of novel effects presented in this chapter. Such as, supecurrent dips in the
current-phase or the microwave-enhances critical current. Note that this effects are
easier to observe the smaller the Andreev gap becomes(much smaller than ∆). That
is the reason to use highly transmissive point contacts. The ideal experimental system
where to test these predictions is a superconducting atomic contact for many reasons.
First, these contacts are designed to sustain a reduced number of channels, which fa-
cilitates the comparison with the theory. Second, it is possible to determine indepen-
dently the set of transmission eigenvalues {τi},[38] which has allowed to establish a
more direct comparison between theory and experiment for many different transport
properties.[39, 30, 3]. Third, it is possible to tune, at least to a certain extent, the trans-
mission coefficients and, in particular, to achieve very transmission coefficients, as
demonstrated in the context of Al atomic contacts.[38, 30, 3] Lastly, the current-phase
relation in this systems is amenable to measurements,[3]. Measurements of the trans-
port properties of superconducting atomic contacts under microwave irradiation have
already been performed.[30, 40]
Figure 5.12: The zero-temperature current-phase relation for a point-contact consist-
ing of three channels with transmissions τ = 0.17,0.6,0.97, for α = 0.1 and ω = 0.6∆.
The dashed lines show the contribution of each channel, while the solid line corre-
sponds to the total current.. (From Ref.[16])
In a experiment in superconducting atomic junctions, even at the level of a single-
atom contact, one often has the contribution of several conduction channels. It may
happen that the presence of low transmission channels can hide the results presented
in this chapter. In Fig. 5.12 we show the CPR for a junction with three conducting
channels with transmissions τ = 0.17,0.6,0.97. The total current that flows through
the junction is obtained by adding the contribution of each channel, according to Eq.
5.47. The result is shown in Fig. 5.12. Here we still observe the dips at the resonances
corresponding to the channel with the highest transmission (τ = 0.97). But the cur-
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rent does not vanish completely at the dips due to the contribution of the other low
transmissive channels.
Note that the major problem when comparing the theory presented in this chapter
and the experiments is that we have assumed a phase-biased junction. The fact is that
in reality the phase across the junction may undergo fluctuations (both classical and
quantum), which can affect the value of the critical current or the shape of the current-
phase relation. These depend on the details of the electromagnetic environment seen
by the point contact. Hence, in order to compare quantitatively the theory with the
experiments. We may require in some cases to combine the results with a description
of the phase fluctuations. For classical fluctuations, this can be done as in Ref. [41].
Here an extension of the resistively shunted junction using the microscopic current-
phase relation as a starting point is used.
Let us conclude by saying that in this chapter we have shown that the application of
microwaves to one of the simplest superconducting systems, namely a SQPC, leads to
a very rich phenomenology, which has remained largely unexplored. Specifically, we
have shown the role of a microwave field as an ideal tool to make direct spectroscopy
of the Andreev bound states of a superconducting junction. The ideas presented in this
chapter, open the way to understand the effect of a microwave field on the supercurrent
of highly transmissive superconducting weak links.
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This thesis deals with the study of charge and heat transport in superconducting
nanoscopic hybrid structures, which consist of conventional (s-wave) superconductors
in contact with normal metal, ferromagnets or insulators. We have presented a num-
ber of novel transport phenomena and proposed new devices as building blocks for
nanocoolers and thermoelectric elements.
In the first chapter, we have presented a brief introduction of conventional super-
conductivity and the proximity effect between superconductors and non-superconducting
materials. Being in electric contact, the two materials influence each other and, if the
structure is in equilibrium, their spectrum is modified on the scale of the coherence
length away from the interface. The proximity effect, resulting from the fundamental
process of the Andreev reflection, is also introduced in the first chapter.
In chapter 2, we present the main theoretical tool used in this thesis: the quasi-
classical Keldysh Green function formalism. All central quantities, such as the charge
and heat currents as well as the critical temperature, are introduced in terms of the
quasiclassical Greens functions. As an example of how this formalism can be used,
we calculate the critical temperature of a FSF trilayer with spin-mixing interfaces and
study the influence of the triplet pairing on the critical temperature. This is a relevant
issue in the context of the emerging technology of spintronics with superconductors,
which aims to overcome large heat losses. This structure provides evidence of a spin
selectivity of the ferromagnet to the spin of the triplet Cooper pair. In a second ex-
ample we use the quasiclassical formalism for studying the Hanle effect in a typical
spin-valve structure. From the microscopic model we are able to derive the results of
phenomenological formulations of the precession of the spin-accumulation in normal
metals.
In chapter 3, we analyse the subgap transport in an SIF structure. We demonstrate
that, in contrast with the common knowledge, the Andreev current for some critical
value of the voltage is enhanced by the exchange field. This unexpected behaviour
can be explained as the competition between two-particle tunnelling processes and de-
coherence mechanisms originating from the temperature, voltage, and exchange field.
We also demonstrate that if the ferromagnet consists of two domains the same features
occur at the value of the exchange field corresponding to the average one. This results
are relevant for the purpose of building accurate exchange field detectors.
In chapter 4, we study the thermal transport and its coupling to the charge transport
in different nanostructures. We begin analysing two hybrid cooling devices at the
nanoscale : an SIF1F2N structure with an arbitrary magnetization difference between
F1 and F2 and an S/ISF/N structure with a spin filter interlayer. For the first system, in
the weak ferromagnet case, the cooling power shows a non-monotonic dependence on
h. This is related to the maximum in the Andreev current discussed in chapter 3. We
have also shown that different orientations of magnetizations can shift the minimum of
cooling power towards larger values of the exchange field. Furthermore, the cooling
power has a nontrivial dependence on the magnetization direction. For the S/ISF/N
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system, we propose a novel way of refrigeration based on spin-filter barriers. This
device can suppress Joule heating due to Andreev reflections very effectively, leading
to cooling power values higher than those of NIS coolers. This high efficiency cooling
is demonstrated for both ballistic and diffusive multi-channel junctions. The proposed
junctions are feasible to make, so the derived results have a wide range of applications,
ranging from detectors to qubits.
Also in chapter 4, we address thermoelectric effects in hybrid superconducting
structures. We demonstrate an unexpectedly large thermoelectric effect in the super-
conductor, provided that its density of states is spin-splitted. This can be achieved
either by applying an external magnetic field or placing a ferromagnetic insulator in
contact with the superconductor. Additionally, a spin polarized current needs to be
injected. If the spin polarization is close to 100%, the thermopower the heat engine ef-
ficiency are close to the Carnot limit. We also demonstrate that the spin-splitting of the
density of states can generate a finite spin current if a temperature gradient is present
in the system. Our work suggests to build a very precise heat detector.
In chapter 5 we present an exhaustive theory for the microwave irradiated super-
conducting quantum point contact(SQPC). Transport properties in this system depend
strongly on the frequency of the microwaves,ω , and the dynamics of the Andreev
bound states(ABSs). We demonstrate that the supercurrent through the SQPC can
be greatly suppressed if ω is comparable to the Andreev gap (energy distance between
Andreev bound states). In a first step, we describe this phenomenon using an effective
two-level model. When the microwave transitions between ABSs and the continuum
of states are activated, the full microscopic Keldysh formalism is required to describe
the supercurrent. With its help we demonstrate that at finite temperature it is possible
to enhance the supercurrent by applying a microwave field. We derive an analytical
expression for the current that generalizes the result presented several years ago by
Eliashberg for the description of microwave-enhanced critical current.
This thesis does not only present a number of new predictions and phenomena, but
also opens new directions of research. We plan to investigate nonequilibirum properties
of superconducting hybrid junctions with non-collinear magnetizations and long-range
triplet correlations.
Future directions of our work relate to the study of superconductors with a spin-
splitted density of states in contact with spin filters barriers with arbitrary direction of
magnetization. The existing spin transport theory for diffusive superconductors is lim-
ited to the study of conventional superconductors and collinear configurations of spin
injectors. We plan to go beyond that theory and study the completely unexplored case
of non-collinear ferromagnets. Effects, such as the Hanle effect and the coupling be-
tween spin and heat transport, have to be re-addressed in the presence of superconudct-
ing correlations. These studies will further help to set up the basis for the development
of spintronics, caloritronics, and spin caloritronics devices using superconductors.
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A.1 The quasiclassical approximation
In this Appendix we present a brief derivation of equations for the quasiclassical Green
functions. We start with the general Hamiltonian describing hybrid systems:
Hˆ = HˆBCS+ Hˆimp+ Hˆso+ Hˆs f + Hˆex . (A.1)
The HˆBCS term describes superconducting materials. However, for the ∆ = 0 case it
also describes normal metals. It reads,
HˆBCS = Σ{p,s}a†sp
(
ξpδpp′+ eV
)
δss′as′p′−∆
(
a†s¯pa
†
s′p′+ c.c.
)
. (A.2)
The summation is carried out over all momenta (p, p′) and spins (s,s′) (the notation
s¯, p¯ means inversion of both spin and momentum), ξp = p2/2m−EF is the kinetic
energy counted from the Fermi energy εF , V is a smoothly varying electric potential.
The superconducting order parameter ∆ must be determined self-consistently.
The term Hˆimp describes the interaction of the electrons with nonmagnetic impuri-
ties. It reads,
Hˆimp = Σ{p,s}a†spUimpδss′as′p′ . (A.3)
The potential Uimp =U(p− p′) describes the interaction of the electrons with nonmag-
netic impurities.
The term Hˆso that describes the possible spin orbit interaction reads,
Hˆs.o. = Σ{p,s}a†spUs.o.as′p′ . (A.4)
The potential Us.o. is described by[1],
Us.o. = Σi
u(i)s.o.
p2F
(p×p′)S (A.5)
Here the summation is performed over all impurities. p is the momentum vector and
S = (σ1,σ2,σ3) the matrix vector. The term Hˆs. f . is similar and can be derived from
this expression.
In order to describe the ferromagnetic region we use a simplified model. This effect
is caused by the electron-electron interaction between electrons belonging to different
bands that can correspond to localized and conducting states. Only the latter participate
in the proximity effect. If the contribution of free electrons strongly dominates, the
exchange energy is caused mainly by free electrons. Using the value of the exchange
field h, the term describing magnetic fields reads,
Hˆex =−Σ{p,s}a†sphSas′p′ . (A.6)
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Here we define h = (hx,hy,hz), where hi is the value of the exchange field in the ”i”
direction.
Starting from the Hamiltonian eq.A.1, one can derive the Eilenberger and Usadel
equations. Initially these equations have been derived for 2× 2 matrix Green func-
tions gn,n′ , where indices n,n′ relate to normal (g11,g22) and anomalous or condensate
( f12, f21) Green functions. These functions describe the singlet component. In the case
of a non-homogeneous magnetization considered in this thesis one has to introduce ad-
ditional Green functions depending on spins describe not only the singlet but also the
triplet component. These matrices depend not only on n.n′ indices but also on the spin
indices s,s′, and are 4× 4 matrices in the spin and Gorkov space (usually the n,n′)
space is called the Nambu or Nambu-Gorkov space).
In order to define the Green functions in a customary way it is convenient to write
the Hamiltonian eq.A.1 in terms of new operators c†nsp and cnsp that are related to the
creation and annihilation operators a†s and as by the relation (we drop the index p
related to momentum)
(n = 1) c1s = as (n = 2) c2s = a
†
s¯ . (A.7)
These operators (for s = 1) were introduced by Nambu[2]. The new operators allow
one to express the anomalous averages 〈a↑a↑〉 introduced by Gorkov as the conven-
tional averages 〈c1c†2〉 and therefore the theory of superconductivity can be constructed
by analogy with a theory of normal systems. Thus, the index n operates in the particle-
hole (Nambu-Gorkov) space, while the index s operates in the spin space. In terms of
the cns operators the Hamiltonian can be written in the form
H = Σ{p,n,s}c†nsH(nn′)(ss′)cn′s′ , (A.8)
where the summation is performed over all momenta, particle-hole and spin indices.
The matrix Hˇ is given by
Hˇ =
1
2
([
(ξpδpp′+ eV )+Uimp
]
τ3⊗σ0+ ˜ˆ∆⊗σ3−hτ3S+Σi u
(i)
s.o.
p2F
(p×p′)S
)
.
(A.9)
The matrices τi and σi are the Pauli matrices in the particle-hole and spin space respec-
tively; i = 0,1,2,3. The matrix order parameter equals ˜ˆ∆= τ1Re∆− τ2Im∆.
We introduce the time ordered matrix Green functions (in the particle-hole×spin
space) in the Keldysh representation,
Gˇ(ti, t ′k) =
1
i
〈TC
(
cns(ti)c
†
n′s′(t
′
k)
)
〉 . (A.10)
In the Keldysh representation the time coordinates have subindices (k, j) that take the
values + and −. These correspond to the upper and lower branches of the contour C,
running from −∞ to ∞ and back to −∞.
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In the Keldysh space G is a 2×2 matrix. The four elements of this matrix are not
independent and can be reduced to three. Thus, in the Keldysh space the matrix Green
functions read,
G˘ =
(
GˇR GˇK
0 GˇA
)
. (A.11)
The upper scripts stand for Retarded, Advanced and Keldysh components. The Re-
tarded and Advanced components contain information about the spectral properties
of the system, such as the density of states (DoS). Whereas the Keldysh component
describes how the states are occupied, i.e. it contains the distribution function.
The Dyson equation[3] it is a perturbative expansion up to first order but can be
expanded to higher orders. In the Keldysh space after the unitary transformation reads,
for the Retarded and Advanced Green functions,
GR,A = GR,A0 +G
R,A
0 Σ
R,A GR,A . (A.12)
Here Σ is the self-energy, G0 the unperturbed GF and G the perturbed one. It will be
shown that this equation is only valid for the homogeneous case and that in order to
study hybrid systems a Boltzman type of equation is required. In this case we define
the self energy as (omitting the R subscript),
Σ=− ˜ˆ∆⊗σ3+hτ3Sˆ− Σˇimp− Σˇso− Σˇsf . (A.13)
We can solve eq.A.12 for the perturbed GFs G and we obtain the so-called Gorkov
equation[4], which in coordinate space reads:
(Gˇ−10 − ˜ˆ∆⊗σ3+hτ3Sˆ− Σˇimp− Σˇso− Σˇsf)(r1, t1,r2, t2)⊗Gˇ(r2, t2,r′1, t ′1) = δ (r1, t1,r′1, t ′1)
(A.14)
Here ⊗ represents convolution over coordinates, while Σˇimp, Σˇs.o. and Σˇs.f. are the self-
energies. In principle, this equation is valid for any self-energy but in this case these
are given in the Born approximation by
Σˇimp = Nimpu2impτ3〈Gˇ〉τ3, 〈Gˇ〉= µ
∫
dξp
∫ dΩ
4pi
Gˇ (A.15)
Σˇs.o. = Nimpu2s.o.〈Gˇ〉s.o. (A.16)
Σˇs.f. = Nimpu2s.f.τ3〈Gˇ〉s.o.τ3, 〈Gˇ〉s.o. = µ
∫
dξp
∫ dΩ
4pi
(n×n′)SˇGˇSˇ(n×n′) . (A.17)
Here Nimp is the impurity concentration, µ is the density of states at the Fermi level
and n is a unit vector parallel to the momentum. The free Green function of a non-
superconducting bulk material in the Nambu space reads,
Gˇ−10 (r1, t1,r
′
1, t
′
1) = δ (r1− r′1)δ (t1− t ′1)
[
i∂ t1+
1
2m
(∇r1− iA)2τ3+EF
]
. (A.18)
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For example, the Retarded and Advanced GFs are given from Eq.2.6 of a homogeneous
superconductor after Fourier transform reads:
GˇR(A)(ω,p) =
[
(ω± iη)τ3− ˜ˆ∆⊗σ3−EF
]−1
. (A.19)
η here is the Dynes parameter[6, 7, 5] that describes the inelastic scattering energy
rate within the relaxation time approximation. In principle, the Gorkov equation can
be used to describe hybrids structures consisting of different materials and interfaces.
However, dealing with full double coordinate Green functions becomes very cumbersome[8,
9] and in several cases the solutions are impossible to be found.
For simplicity in the formulation of the equations of motion within the quasiclassi-
cal approximation, we restrict ourselves to equilibrium and stationary nonequilibrium
situations. Although the quasiclassical approximation can be applied to time depen-
dent problems. The Green function oscillates as a function of the relative coordinate
|r− r′| on a scale of the Fermi wavelength λF . This is much shorter than the char-
acteristic length scales in the typical problems in superconductivity, ξ0 = vF/∆ and
ξN = vF/2piT . Moreover, in those problems, it is important to study the phase of
the two-electron wave function, which depends on the center of mass coordinate. For
these reasons it is possible, and sufficient for most applications, to integrate out the
dependence on the relative coordinate. This was first understood by Eilenberger[10]
and by Larkin and Ovchinikov[11]. We should take into account that the reduction is
not allowed for another class of mesoscopic effects, e.g. weak localization and persis-
tent currents, which are controlled by the phase coherence of the single electron wave
function, contained in the relative coordinates. However, these effects are usually much
weaker than those related to superconductivity. On the other hand, the reduction is pos-
sible also for problems involving Andreev reflection, since the essential information is
again contained in the difference of electron and hole wave-vectors close to the Fermi
surface.
Gradient expansion
When integrating over the difference of variables, the convolution ⊗ in the Gorkov
equation, eq.A.14, requires some care. It can be expressed, after the Fourier transfor-
mation, as a Taylor series
(A⊗B)( p,R,E) = exp i
2
(∂AR ∂
B
p−∂Ap∂BR )A( p,R,E)B( p,R,E) , (A.20)
where R refers to the center of mass coordinate. In the problems to be discussed we can
neglect short-range oscillations, hence we expand this expression up to linear order. To
proceed, first we subtract the Gorkov equation, eq.A.14 from its conjugated form. We
205
Appendix A : The Keldysh quasiclassical Green functions technique
observe that the Green functions and the self energies are linear combinations of Pauli
matrices not including the unit matrix. This simplifies the equation of motion to
[i p∂ˆ R+Eτ3− i∆ˆ− Σˆ,Gˆ]− [∂ˆ (∆ˆ+ Σˆ+ eφ +µ),∇pGˆ]+ [∇pΣˆ, ∂ˆ RGˆ] = 0 . (A.21)
This form is much simple than the original. We note that it still accounts for particle-
hole asymmetry, which is necessary e.g. for the description of the thermoelectric effect.
A.2 Quasiclassical Greens functions
We want to ignore the information contained in the fast oscillations of the full Greens
functions Gˆ as a function of |R1−R2|, which produces, after Fourier transformation,
a pronounced peak at | p| = pF . On the other hand, we have to pay attention to the
dependence on the transport direction, i.e. on the direction of the velocity, vF , at the
Fermi surface. To make this explicit we write Gˆ(ε, vF ,R,E) where ε = p2/(2m)−µ
depends on the magnitude of the momentum. The quasiclassical Greens functions is
then defined by
gˆ(R, vF ,E)≡ ipi
∫
dεGˆ(ε,R, vF ,E) , (A.22)
where the integration contour has two parts covering both half planes[14]. Form
eq.A.21 we get, now setting p = pF , the Eilenberger equation of motion for quasi-
classical Green functions,
−[ vF ∂ˆ , gˆ(R, vF ,E)] = [−iEτ3+ ∆ˆ+ 12τ 〈gˆ(R, vF ,E)〉vF , gˆ(R, vF ,E)] . (A.23)
Here gˆ reads,
gˆ =
(
g f
f † −g
)
, (A.24)
which is still linear combination of three Pauli matrices τ1,2,3 with f † being the time-
reversed counterpart of f . This symmetry can be used for convenient parametrization
of the Eilenberger equation.
As the right hand side of eq.A.23 vanishes (in contrast to the Gorkov equation), it
only defines the Greens functions up to a multiplicative constant. The constant can be
fixed by the following argument, gˆ is a linear combination of the Pauli matrices so the
square of the Green functions is proportional to the unit matrix gˆgˆ= c1ˆ. From eq.A.23
we see that the proportionality constant c is space independent. If we now consider a
system containing a sufficiently large superconductor, we can identify a region ”deep
inside the superconductor”. Here gˆ equals its bulk values, which can be calculated by
performing the steps used in the quasiclassical approximation form the know solution
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of the homogeneous Gorkov equation. This procedure yields c = 1, i.e. the Green
functions are normalized,
gˆgˆ = 1ˆ i.e g2+ f f † = 1 . (A.25)
A more general mathematical derivation of the normalization condition can be found
in ref.[16].
From the knowledge of the retarded and advanced Greens functions alone, we can
calculate energy-dependent quantities like the density of states
N(R,E) = N0Re[〈gR(R, vF ,E)〉] . (A.26)
This and similar expression including the off-diagonal Greens functions, will be de-
noted in the following as spectral quantities. In thermal equilibrium, the distribution
functions are known and these quantities also determine all properties of the system.
Equivalently, the thermal Green function may be calculated in Matsubara imaginary
time technique. Then, the spectral quantities are found by analytic continuation.
We need in addition, information on how the quasiparicle states are occupied i.e.
about distribution functions. To evaluate those under nonequilibrium conditions we
will use the Keldysh technique. Both techniques are described in numerous references,
so we will not rederive them but rather explain the basic idea.
A.3 Matsubara representation
The Matsubara Green function technique[17] has been developed to describe many-
body systems in equilibrium at finite temperature[12, 13]. In thermal equilibrium, the
eigenvalues of physical observables do not depend on (real) time. In order to calcu-
late thermal expectation values, we trace over all states using the Boltzmann weight
exp(−H/t), which can be viewed as an analytic continuation of the time-evolution op-
erator exp(iHt) to imaginary direction τ = it. It is sufficient to know this operator (and
with it the Green function) only in the interval 0 < τ < 1/T . By Fourier transforma-
tion and exploiting the fermionic symmetry one sees that all the necessary information
is contained in the Greens functions defined for a discrete set of energies E = iωn,
proportional to the Matsubara frequencies ωn = (2n+1)piT with integer values of n.
For those frequencies, in a bulk superconductor, the Green functions reads
gω = ω/Ω, fω = ∆/Ω with Ω=
√
|∆2|+ω2 . (A.27)
This form is frequently used as a boundary condition. The Green functions in imagi-
nary times show usually no singular or oscillatory structure and behave rather smooth
and monotonic. In addition, gω is real-valued in the absence of field or phase gradients,
this two facts simplify the numerical calculations in thermal equilibrium.
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Expectation values of physical quantities can be expressed via Green functions.
To calculate thermal averages we rotate onto the imaginary time axis and perform the
quasiclassical approximation. Similarly, the self-consistency equation for the pair po-
tential can be obtained from the corresponding expression for Gorkov Green functions.
The integrations leading to the quasiclassical Green function can be performed and the
self-consistency relation reads,
∆= λN02piTΣω〈 fω〉 . (A.28)
A.4 The dirty limit and the Usadel equation
In most cases the superconducting material has strong elastic impurity scattering and
it is described by the so-called ”dirty limit”. Here conductors with high amount of
impurities, scatter electrons and randomize their trajectories, which implies that the
elastic scattering length fulfils l  ξ . The requirement is that the elastic scattering
self-energy dominates all other terms in the Eilenberger equation. In this limit the
electron motion is diffusive and the Green functions are nearly isotropic. This allows
to expand the Green functions in spherical harmonics
gˆ(E,R, vF) = Gˆ(E,R)+ vF ˆ¯g(E,R) . (A.29)
We denote the angular average of the quasiclassical Green function by a capital letter.
Along this calculation we use the energy representation. In the expansion we assumed
v f ˆ¯g Gˆ. From the normalization condition, eq.A.25, it follows that Gˆ2(E,R) = 1
and the anticommutator {Gˆ(E,R), ˆ¯g(E,R)} = 0. Angular averaging of eq.A.23 leads
to,
−1
3
v2F [∂ˆ R, ˆ¯g(E,R)] = [−iEτ3+ ∆ˆ, Gˆ(E,R)] , (A.30)
while averaging eq.A.23 after multiplication by vF yields
ˆ¯g(E,R) =− l
vF
Gˆ(E,R)[∂ˆ R, Gˆ(E,R)] . (A.31)
Here the condition gˆ(R)vF/l  −iEτ3 + ∆ˆ has been used. Inserting eq.A.31 into
eq.A.30 leads to the Usadel equation[18],
D[∂ˆ R, Gˆ(E,R)[∂ˆ R, Gˆ(E,R)]] = [−iEτ3+ ∆ˆ, Gˆ(E,R)] , (A.32)
where D = vF l2/3 is the diffusion constant. This equation is much simpler than the
original Eilenberger equations and has been widely applied to describe properties of
mesoscopic proximity system. The matrix current becomes in the dirty limit
Jˆ =
σN
4e
T
∫
dEGˆ(E,R)[∂ˆ R, Gˆ(E,R)] , (A.33)
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where σN = 2e2N0D is the normal state conductivity.
For the Keldysh Greens functions the reduction to the dirty limit can also be per-
formed, similar to the procedure outlined above. It reads,
D[∂ˆ R, Gˇ(E,R)[∂ˆ R, Gˇ(E,R)]] = [−iE τˇ3+ ∆ˇ, Gˇ(E,R)] , (A.34)
where
τˇ3 =
(
τ3 0
0 τ3
)
∆ˇ=
(
∆ˆ 0
0 ∆ˆ
)
. (A.35)
The Keldysh technique also works for time-dependent situations. The normalization
condition holds, GˇGˇ = 1ˇ, which in terms of the components implies
GˆRGˆR = GˆAGˆA = 1ˆ, and GˆRGˆK + GˆKGˆA = 0 . (A.36)
As a consequence of the second relation GK can be parametrized as
GˆK = GˆR fˆ − fˆ GˆA . (A.37)
From the Keldysh Usadel equation, eq.A.34 we obtain a kinetic equation of motion for
the distribution function fˆ ,
D[∇2 fˆ +(GˆR∇GˆR)∇ fˆ −∇ fˆ (GˆA∇GˆA−∇(GˆR(∇ fˆ )GˆA)]− (GˆR[∆ˆ, fˆ ]− [∆ˆ, fˆ ]GˆA)
+iE(GˆR[ fˆ ,τ3]− [ fˆ ,τ3]GˆA) = 0 . (A.38)
The values GR(A) satisfy the respective components of the Usadel equation. Since the
kinetic equation has only two independent entries and it is a linear equation, we can
assume fˆ to be diagonal. Returning to the definitions, we can relate it to the distribution
functions for electrons and holes,
fˆ =
(
1−2 fe 0
0 2 fh−1
)
. (A.39)
Here the energy is measured from the chemical potential of the superconductor. In
thermal equilibrium, for instance in the reservoirs at voltage VR, it can be expressed via
Fermi function,
fˆ =
(
1−2 f (E) 0
0 2 f (−E)−1
)
=
tanh(E+eVR2T ) 0
0 tanh
(
E−eVR
2T
) . (A.40)
For practical purposes, it is convenient to split the distribution function into odd and
even components with respect to the Fermi surface fˆ = n++n−τ3. Here, n+ is related
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to difference in energy parametrized by a different effective temperature, whereas n−
is related to a difference in particle number parametrized by a shift of the effective
chemical potential. The form of this two parameters is
n± =
1
2
[
tanh
(
E + eVR
2T
)
± tanh
(
E− eVR
2T
)]
. (A.41)
Here this two values obey the relation 2 f (E) = 1−n+−n−.
A.5 The θ parametrization
For better handling of the Usadel equation, both numerically and analytically, we will
parametrize the Greens functions in a convenient way by making use of the normaliza-
tion condition.
GˇR(E) =
(
cos(θ) sin(θ)exp(iχ)
−sin(θ)exp(−iχ) −cos(θ)
)
GˇA(E) =
( −cos(θ ∗) sin(θ)exp(iχ)
−sin(θ ∗)exp(−iχ∗) cos(θ ∗)
)
(A.42a)
Here θ(E) and χ(E) are complex functions and ” ∗ ” upperscript denotes complex
conjugation. It is also possible to parametrize using sinh and cosh functions. In the
present convention, we are required to choose the gauge of ∆ such that for a imaginary
pair potential ∆= |∆| and ∆ˇ ∝ τ1. The Usadel equation, eq.A.32, in a normal metal can
be written using this notation as
D∂ 2x θ =−2iE sinθ +
D
2
(∂xχ)2 sin2θ , τ3Jˇ = 2sin2θ∂xχ . (A.43)
In imaginary time, it is more convenient to parametrize[19]
gˇω =
(
cosh(θ) sinh(θ)exp(iχ)
sinh(θ)exp(−iχ) −cosh(θ)
)
. (A.44)
Now θ and χ are real value functions. The Usadel equation in a normal metal now
reads,
D∂ 2x θ = 2ω sinhθ + 2
(∂xχ)2 sinh2θ , τ3Jˇω = sinh2θ∂xχ . (A.45)
Consider a good interface to a superconducting reservoir with ∆eiφ0 , the boundary
conditions, eq.2.88, will now read
θ = θS = arctanh(∆/E) , (A.46a)
χ = φ0 . (A.46b)
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For a normal reservoir we set θ = 0. While the value corresponding to χ is arbitrary
as it is related to sin(θ) terms. In the presence of tunnelling barriers, we apply the
Kupriyanov Lukichev boundary conditions, eq.2.50. For a normal metal layer con-
nected to a superconductor it reads,
∂xθ = κt sinh(θ −θS) . (A.47)
We must take into account that this parametrization has also several downsides: θ
is unbounded, ξ can undergo rapid spatial changes where θ is small and hyperbolic
functions can lead to spurious solutions. For all this reasons and even if it is more diffi-
cult to handle, instead of the θ parametrization we can use the Ricatti parametrization.
The latter can be in practice more useful for numerical work[20, 21, 22].
A.6 Two-times Green functions
Let us assume that we have a Josephson junction, Left and Right superconductors have
a well defined phase and we apply a bias voltage. We set the phase ϕL = −ϕR =
ϕ/2 and the voltage VL = −VR = V , where the subindex denotes the superconducting
reservoir. According to the Josephson relation, for any given voltage the value of the
total phase of the superconducting reservoir is the intrinsic one plus the one induced
by the voltage. For right and left superconductors respectively,
φL(R)(t) =±ϕ/2±
∫
V (t)dt . (A.48)
Thus, by applying a bias voltage the phase becomes time dependent.
Previously we had Green functions in superconductors, gˆR(A), now we must add
them to the calculations with the help of this phase factors,
Gˇ j(t, t ′) = eiφ j(t)τˆ3/2gˇ j(t− t ′)e−iφ j(t)τˆ3/2 . (A.49)
Were eiφ j(t)τˆ3/2 corresponds to (
eiφ j(t)/2 0
0 e−iφ j(t)/2
)
(A.50)
in Nambu space. The time dependent Green functions in the stationary case will be
given by
gˇ(t− t ′) =
∫ dE
2pi
e−iEt gˇ(E) . (A.51)
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