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Two new approahes to numerial QFT are presented.
1. Introdution
Traditional Monte Carlo (MC) approahes
have produed many good results but they do
have well known limitations. These inlude re-
quiring large amounts of omputation time as a
result of the neessity to treat fermions very dif-
ferently from bosons, as well as problems with
fermion multipliity assoiated with the lattie.
Moreover, non-positive denite ations, ations
with rapid osillations inluding phase transi-
tions and symmetry breaking are generally not
tratable. Finally, highly aurate answers an
require immense resoures.
For these reasons we have been working on
two alternative approahes. The rst is a tuned
Monte Carlo method, whih we all Mollied
Monte Carlo (MMC), while the seond, involving
nested approximations to the ShwingerDyson
equations, is alled the Soure Galerkin method
(SG). These two methods are losely related be-
ause MMC is initiated by starting from a sta-
tionary phase point of an ation, while the sim-
plest appliations of SG tend to favor suh points
in initial iterations. The talks by Ferrante and
Petrov [1,2℄ give a few more details.
2. Mollied Monte Carlo
Unlike normal MC, the integrands for problems
approahed using MMC are very arefully on-
trolled before any atual heavy duty alulation
takes plae. Regions of high osillation are iden-
tied and smoothed (mollied) by using simple
exponential funtions that do not hange the val-
ues of any of the integrals but do suppress unim-
portant osillatory ontributions. The resulting
integrals are evaluated around stationary points
using appropriate importane funtion weighting
and MC integration. In the ases we have exam-
ined this approah allows aurate evaluation of
normally intratable integrands, inluding om-
plex integrands. In partiular, theories an be
diretly evaluated in symmetry breaking or other
phases with omparative ease. MMC still suf-
fers from the traditional problems assoiated with
fermions (although with the potential for more
rapid onvergene of integrals) but does onsid-
erably extend the lass of ations and regions of
evaluation open to the usual approahes.
3. Soure Galerkin Methods
Our Soure Galerkin method, while requiring
less familiar numerial tehniques, is powerful be-
ause it is dened on the ontinuum and treats
fermions, exept for anti-ommutativity, in the
same way as bosons. The basi idea is simple:
We assume that the QFT ation is written with
soures Ji(x) for every eld φi(x) so that the am-
plitude Z = 〈+0|0−〉Ji satises the dierential
equation,
F
( δ
δJi(x)
)
︸ ︷︷ ︸
essentially the
eld equations
Z = 0 .
A familiar but far from straightforward exam-
ple is φ4 salar QFT,
(∂2 +m2)φ(x) + g φ3(x) = J(x) ,
2whih beomes (in Eulidean spae),[
(∂2x +m
2)
δ
δJ(x)
+ g
( δ
δJ(x)
)3
− J(x)
]
Z[J ] = 0 .
This is a very non-trivial innite set of oupled
dierential equations. To get some idea of its
omplexity, examine the one point (0-dim) ase,[
m
2 d
dJ
+ g
( d
dJ
)3
− J
]
Z[J ] = 0 .
Even this simple equation has three independent
solutions and requires the input of parameters for
a full solution [3℄. These three solutions an be
haraterized by their degree of singularity:
• Regular at g → 0: onsistent with pertur-
bation theory;
• ∼ g−1/2 at g → 0: symmetry breaking;
• ∼ exp(µ2/4 g) at g → 0: instanton.
In the path integral language, these solutions or-
respond to the three saddle points of the path
integral in the omplex φ-plane.
The Shwinger ondition,
dZ
d g
=
w
(dx)
(
δ
δJ(x)
)4
Z ,
is used to stabilize the phase hoie [3℄ using SG in
iterative approximations as is disussed in what
follows.
A diret approah to solving these is to assume
a trunated funtional expansion in the soures
and introdue some way to minimize the error.
It is the presene of a method for error ontrol
that dierentiates our approah from any older
Shwinger-Dyson approximations. Formally, the
orret answer is,
Z= exp
{
A0+
w
Ai(x) Ji(x)+
w
Aij(x, y) Ji(x) Jj(y)+· · ·
}
The problem is to introdue a proedure to iter-
atively alulate the Ai's. In order to do this, we
put information we already have about the eld
theory (spetral information, relativity, Lehman-
Kallen representations) and make deompositions
by assuming
Z = exp
{
a+
w
nJ(x) +
w
J(x)G(x− y)J(y)
}
+
+ {all possible higher order Green's funtion terms
all onstruted from terms involving only funtions
G(x− y) but with possibly dierent parameterization.}
The above representation is highly symboli.
To make alulations tratable we have spanned
the solution spae involving produts of soures
by multiplying these, in turn, with all possible
produts of free eld propagators with arbitrary
weights and masses. For example, the quarti
soure ontribution, JJG4JJ is represented by all
possible graphs involving only the free G(x− y)
with four external lines. TheG(x−y) an have ar-
bitrary numerial weights and mass. The result is
a very general, very ompliated expression on-
sistent with Lorentz and translation invariane.
The propagator G(x− y) is,
G(x − y) =
w
dK2 d4k
ei k(x−y)
−k2 +K2
a(K2)
This satises spae-time restritions, and the
a(K2) are weight funtions. When inserted into
the eld equations the above expansion yields
onstraints on a(K2). In general, this is too om-
pliated to diretly solve, sine this would be tan-
tamount to an exat solution of a eld theory. Fi-
nally, there are ross-terms in any equation and
the equations are non-linear!
We simplify as follows:
• Trunate the expansion in J ;
• Limit the number of masses in eah propa-
gator;
• Limit the number of graphs onsidered for
eah J .
We do this in an organized, systemati, way so
that after a rst guess more terms an be inluded
so as to iterate answers.
Roughly this works as follows: Approximating
yields Z∗[J ] and, of ourse,
F
(
δ
δJ
)
Z
approx
[J ] 6= 0 .
The idea of Soure Galerkin is to require that,
w
dJ1 · · · dJn Fi(J1, . . . , Jn)F
(
δ
δJ
)
Z
approx
[J ] = 0 ,
so that Z
approx
[J ] satises the eld equations on
the average. An appropriate number of Fi are
3piked so that all the undetermined weights in
Z∗[J ] are determined.
In general, these equations are non-linear, and
must be solved in a very areful and system-
ati manner. Theorems for simpler Galerkin ap-
proahes promise onvergene and we onjeture
that the same is true for QFT. We have applied
this approah to many models (with amazing a-
uray when a hek is available) but the stability
and onvergene must be onrmed. Higher iter-
ations are simple in priniple, but introdue om-
putational diulties. To understand these we
have re-examined perturbation theory using vari-
ants of our numerial tehniques [4℄ and also re-
analyzed trivial 0-dimensional models for higher
order Galerkin expansion [2℄.
4. Perturbation Theory
The usual graphial rules apply (not our ex-
tended exat rules). Appliation of our ideas
have lead to a new way to numerially alulate
graphs [4℄. The major ingredients of our new pro-
edure are the Sin-funtion expansion:
Sk(h, x) ≡
sin(pi (x− k h)/h)
pi (x− k h)/h
, k ∈ Z ;
and the uto propagator
GΛ(x) =
w d4p
(2 pi)4
ei p x
p2 +m2
e−p
2/Λ2 .
Using the Sin expansion gives [4℄
GΛ,h(x) =
m2 h
(4 pi)2
∞∑
k=−∞
p(k) exp
[
−
m2 x2
4C(k)
]
C(k) = ek h +
m2
Λ2
, p(k) =
ek h−e
k h
C2(k)
.
Typially, this an be approximated to very
high auray (1 part in 1016) with fewer than 100
terms in the sum and similar statements hold for
fermion propagators. Using these propagators,
graphs an be redued to multi-dimensional sums
whih an then be quikly (relative to the anal-
ogous Monte Carlo integral) alulated to high
preision. We believe this may be a powerful
way to hek high order magneti moment al-
ulations, whih are urrently of great interest.
Tehnial issues with auray using an auto
renormalization based on approahes used in lat-
tie gauge theory sheme have slowed us down,
but we hope to release some more omputations
emphasizing the power of this method in the near
future. Moreover, the ease and speed of these per-
turbative alulations gives us hope that we an
iterate Soure Galerkin alulations to moderate
order with relatively small amounts of omputer
time.
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