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Abstract
Valiant developed a nonuniform algebraic analogue of the theory of NP-completeness for
computations with polynomials over a eld k in (Valiant, Proceedings of the 11th ACM STOC,
1979, pp. 249{261; Logic Algorithmic: An International Symposium held in honor of Ernst
Specker, Vol. 30, 1982, pp. 365{380). This theory centers around his hypothesis VPk 6= VNPk ,
the analogue of Cook’s hypothesis P 6= NP. We identify the Boolean parts of Valiant’s algebraic
complexity classes VPk and VNPk as familiar nonuniform complexity classes. As a consequence,
we obtain rather strong evidence for Valiant’s hypothesis: if it were wrong, then the nonuniform
versions of NC and PH would be equal. In particular, the polynomial hierarchy would collapse to
the second level. We show this for elds of characteristic zero and nite elds; in the rst case
we assume a generalized Riemann hypothesis. The crucial step in our proof is the elimination
of constants in k, which relies on a recent method proposed by Koiran [16]. c© 2000 Elsevier
Science B.V. All rights reserved.
Keywords: Algebraic complexity; NP-completeness; Elimination of constants;
Reduction modulo primes
1. Introduction
In [22, 25] Valiant developed an algebraic analogue of the theory of NP-completeness,
which grew out of his studies of enumeration problems and led to the concept of #P-
completeness [23, 24]. This algebraic theory seems to be most natural for discussing
complexity question for polyomials. But also for investigating structural questions in
complexity theory, the algebraic (or arithmetic) approach has proved to be useful (com-
pare Babai and Fortnow [2]).
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In the sequel we briey recall the main features of Valiant’s algebraic model. For
detailed expositions see von zur Gathen [10], Burgisser et al. [7, Chapter 21], and
Burgisser [5].
A p-family over a xed eld k is a sequence f=(fn) of multivariate polyno-
mials fn 2 k[X1; : : : ; Xv(n)] such that the functions n 7! v(n) and n 7! degfn are p-
bounded, i.e., majorized by a polynomial. An important example is the permanent
family PER= (PERn), where PERn is the permanent of an n by n matrix with distinct
indeterminate entries.
Let L(fn) denote the (total) complexity of fn 2 k[X1; : : : ; Xv(n)], that is, the mini-
mum number of arithmetic operations +;−;  to compute fn from the variables Xi and
constants in k by a straight-line program (or arithmetic circuit). We call a p-family
p-computable i n 7! L(fn) is p-bounded. The p-computable families constitute the
complexity class VPk . We remark that the restriction to p-bounded degrees is a se-
vere one: although X 2
n
can be computed with only n multiplications, the corresponding
sequence is not considered to be p-computable, as the degrees grow exponentially.
A p-family is called p-denable i there exists a p-computable family g=(gn) with
gn 2 k[X1; : : : ; Xu(n)] such that for all n
fn(X1; : : : ; Xv(n))=
P
e2f0;1gu(n)−v(n)
gn(X1; : : : ; Xv(n); ev(n)+1; : : : ; eu(n)):
The set of p-denable families form the complexity class VNPk . Obviously, VPk 
VNPk , and Valiant’s hypothesis claims that this inclusion is strict. We can consider
this as an algebraic counterpart of the well-known hypothesis P 6= NP due to Cook
[8].
We will employ a very simple and restrictive notion of reduction. A polynomial fn
is called a projection of a polynomial gm 2 k[X1; : : : ; Xu], fn6gm, i fn(X1; : : : ; Xv(n))=
gm(a1; : : : ; au) for some ai 2 k [fX1; : : : ; Xv(n)g. That is, fn can be derived from gm
through substitution by indeterminates and constants. A p-family f=(fn) is called a
p-projection of g=(gm)2VNPk i there is a p-bounded t :N! N such that fn is a
projection of gt(n) for all n. Finally, a p-family g2VNP is called VNPk -complete i
any f2VNPk is a p-projection of g.
In [22] Valiant obtained the remarkable result that the permanent family (if char k 6=
2) and the family of Hamilton cycle polynomials are VNP-complete. It turns out that
the \generating functions" corresponding to several other NP-complete graph problems
like Cliques, factors, Hamilton cycles in planar graphs etc. yield VNP-complete families
as well (cf. [5]). Quite astonishingly, there exist specic families in VNPk over nite
elds k, which are neither VNPk -complete nor p-computable, provided the polynomial
hierarchy does not collapse (see [5, 6]).
The goal of this paper is to establish close relations between Valiant’s algebraic
model and discrete complexity theory based on the computational model of Turing
machines. In particular, we will show that Valiant’s hypothesis is a consequence of
standard hypotheses in discrete complexity theory.
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We assign now to the algebraic classes VPk and VNPk their \Boolean parts" which
consist of certain string functions f0; 1g ! f0; 1g. Let f=(fn) be a p-family over
k such that fn 2 k[X1; : : : ; Xn]. If char k =0, we assume that fn(x) is a natural number
of bitsize nO(1) for all x2f0; 1gn. If char k =p > 0, we assume that the coecients
of fn are contained in the prime eld Fp of k. We dene the Boolean part of such an
f as the string function which maps x2f0; 1gn to the binary encoding of fn(x). The
Boolean part BP(VPk) of VPk is the set of the Boolean parts of all f2VPk for which
it is dened. The Boolean part BP(VNPk) is dened analogously.
Our main result identies the Boolean parts of VPk and VNPk as familiar nonuniform
complexity classes. (For denitions of these classes see Section 2.) (GRH) denotes the
generalized Riemann hypothesis for number elds (cf. Section 4).
Theorem 1.1. 1. Under (GRH) we have for elds k of characteristic zero
FNC1=poly BP(VPk)  FNC3=poly;
#P=poly BP(VNPk)  FP#P=poly:
2. For nite elds of characteristic p we have
FNC1=polyBP(VPk)FNC2=poly; #pP=poly =BP(VNPk) :
The main diculty in proving this theorem comes from the fact that Valiant’s model
allows the use of arbitrary constants in k. Assume we had a straight-line program  n
of polynomial size, which computes the permanent per(A) of a given matrix A us-
ing some complex constants. In order to transform  n into a polynomial size Boolean
circuit which computes the permanent of 0; 1-matrices, we would have to replace the
complex constants by something discrete of small size. In fact, we can show that
for each n there is a large prime number pn > n! of polynomial bitsize, and that
there are constants in Fpn , such that the simulation of  n on these constants in Fpn
computes per(A)modpn=per(A). This strategy works due to our Theorem 4.1 stat-
ing that a system of integer polynomial equations, which is solvable over the com-
plex numbers, is also solvable over many nite elds Fp. This is an improvement
of Theorem 8 in Koiran [16], which we think is of considerable interest in its own
right.
A second ingredient of the proof is Valiant et al.’s [26] ecient parallelization of
straight-line programs (Theorem 2.5).
Our main Theorem 1.1 is related to similar investigations in the realm of the
BSS-model [4], where one also tries to identify the Boolean parts of certain nondis-
crete complexity classes (see Koiran [15], Blum et al. [3], and Cucker and Grig-
oriev [9]). There also, the \elimination of constants" is the main diculty. The ab-
sence of uniformity conditions and the fact that only straight-line computations (no
branching) are considered, form the major dierences between Valiant’s model and the
BSS-model.
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Corollary 1.2. 1: We assume (GRH). If Valiant’s hypothesis were false over a eld
of characteristic zero; then we had
NC3=poly =P=poly =NP=poly =PH=poly
and #P=poly =FP=poly.
2: If Valiant’s hypothesis were false over a nite eld k of characteristic p; then
we had
NC2=poly =P=poly =NP=poly =ModpNP=poly =PH=poly:
In both situations; the polynomial hierarchy would collapse to the second level.
To conclude this corollary from Theorem 1.1 over nite elds, we use Theorem 3.1,
which is obtained by combining a technique of Valiant and Vazirani [27] with Adle-
man’s trick [1]. The statement about the possible collapse of the polynomial hierarchy
follows from a well-known result of Karp and Lipton [13].
We conjecture that Theorem 1.1 can be strengthened to #P=poly =BP(VNPk).
Problem. Can similar conclusions be drawn for innite elds of positive characteristic?
2. Preliminaries
In the sequel (’n) will stand for a sequence of Boolean functions
’n : f0; 1gn ! f0; 1gm(n); x 7! (’n;1(x); : : : ; ’n;m(n)(x)) :
This denes the function ’ : f0; 1g ! f0; 1g, x2f0; 1gn 7! ’n(x), having the prop-
erty that the length of ’(x) depends only on the length n= jxj of x. We will call such
’ string functions and identify them with (’n).
Let us recall the denition of some complexity classes. (For a survey of complexity
classes see Johnson [12].)
 FP denotes the class of all string functions which can be computed by a polynomial
time Turing machine.
 FNCi is the class of string functions which can be computed by log-space uniform
families of Boolean circuits of polynomial size and depth O(logi n).
 #P consists of the functions  : f0; 1g ! N for which there exists a polynomial-time
nondeterministic Turingmachine M such that (x) equals the number of accepting
computations of M on x for all x2f0; 1g. These are exactly the functions  of
the form (x)= #fy j (x; y)2Rg, where Rf0; 1g  f0; 1g is a string relation
decidable in polynomial time such that there is p-bounded function t :N ! N
satisfying jyj6t(jxj) for all (x; y)2R.
 FP#P is the class of string functions computable in polynomial time using an oracle
in #P.
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 Let p be a prime number. #pP consists of the functions  : f0; 1g ! Fp; x 7!
(x)modp, where  is a function in #P.
The corresponding complexity classes P and NCi of languages are obtained by re-
stricting attention to string functions of the form ’ : f0; 1g ! f0; 1g. The class NP
consists of the languages fx2f0; 1g j (x)>1g, whereas ModpNP is the set of lan-
guages fx2f0; 1g j (x)  1modpg, where 2 #P. Finally, PH denotes the class of
languages in the polynomial hierarchy (cf. [12]).
In the sequel, it will be useful to consider the elements of #P and #pP as string
functions by identifying natural numbers or elements of Fp with their binary encoding.
More specically, a string function (’n) will be considered as an element of #P i
the map f0; 1g ! N sending x2f0; 1gn to Pm(n)i=1 ’n; i(x)2i−1 is contained in #P.
Similarly, (’n) is considered as an element of #pP i m(n)= blogpc+ 1=:m for all
n and the map




is contained in #pP.
Using this identication, we have the obvious chain of inclusions
FNC1FNC2    FP #P:
For any complexity class C of string functions we may dene the correspond-
ing nonuniform complexity class C=poly as follows (cf. Karp and Lipton [13]). Let
f0; 1g  f0; 1g ! f0; 1g; (x; y) 7! hx; yi be the pairing function obtained by du-
plicating each bit of x and y and inserting 01 in between. A polynomial advice is a
function  :N ! f0; 1g such that n 7! j(n)j is p-bounded. The class C=poly now
consists of all string functions  of the form
 (x)=’(hx; (jxj)i);
where ’2C and  is some polynomial advice function.
It is well known that FP=poly is the class of string functions which can be computed
by families of Boolean circuits of polynomial size. If we additionally require that the
nth circuit has depth O(logi n), we get the class FNCi=poly.
Finally, we give a detailed denition of the notion of Boolean parts.
Denition 2.1. 1. Let (fn) be a p-family with fn 2 k[X1; : : : ; Xn]. A string function (’n)
is called a Boolean part of (fn) if we have









’n; i(x)2i−1 modp :
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2. The Boolean part BP(VPk) of VPk is dened as the set of all Boolean parts of
p-computable families over k. The Boolean part BP(VNPk) is dened as the set of
all Boolean parts of p-denable families over k.
Remark 2.2. Let (fn) be a p-family with fn 2 k[X1; : : : ; Xn].
1. If char k =p > 0, then the family (fn) has a Boolean part (’n) i all fn have
coecients in the prime eld Fp. In this case (’n) is unique. We remark that the
restriction to the prime eld is just for convenience and not essential in the sequel.
2. If char k =0, then the family (fn) has a Boolean part if fn(x) are natural numbers
of bitsize nc for all x2f0; 1gn and some constant c. In this case, (fn) has innitely
many Boolean parts (leading zeros).
The following two simple lemmas will be useful later on.
Lemma 2.3. Let (’n) be in FP=poly and u :N! N be p-bounded such that n < u(n).




’u(n); i(x1; : : : ; xn; en+1; : : : ; eu(n)) 2i−1 ;
where the sum is over all 16i6m(u(n)) and e2f0; 1gu(n)−n. Then ( n) is in #P=poly.
Proof. We set ~m(n) :=m(u(n)). Consider the set Rn consisting of the tupels (x; y; z; e)
in f0; 1gn  f0; 1g ~m(n)  f0; 1g ~m(n)  f0; 1gu(n)−n satisfying for some 06i < ~m(n):
y=(0; : : : ; 0; 1; 0; : : : ; 0) (the 1 at position i)
z=(z1; : : : ; zi−1; 0; : : : ; 0) for some z1; : : : ; zi−1 2f0; 1g
’u(n); i(x; e)= 1
The union R of the sets Rn over all n2N is obviously decidable in nonuniform poly-
nomial time. We have




’u(n); i(x; e) 2i−1 =  jxj(x):
Hence ( n) is contained in #P=poly.
In fact, it is not hard to see that the conclusion of the lemma is also valid if (’n)2
#P=poly.
We dene the weight wt(f) of a polynomial f2Z[X1; : : : ; Xn] as the sum of the
absolute values of its coecients. It is easy to check that the weight is subadditive and
submultiplicative:
wt(f + g)6wt(f) + wt(g); wt(f  g)6wt(f)  wt(g):
Let   be a straight-line program using the operations +;−; . Each node  in the
acyclic digraph associated with   has a multiplicative depth d(), which is dened
similarly as the usual depth, but only multiplication nodes are counted. Analogously,
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we dene the additive depth d+() (counting only additions and subtractions). The
multiplicative and additive depth of   are dened as the maximum of the numbers
d() and d+() taken over all , respectively.
Lemma 2.4. Let f2Z[X1; : : : ; Xn] be computed by a straight-line program   from
the variables Xi and integers of absolute value at most b>2. Then we have
degf62d ; log wt(f)6(d+ + 1) 2d log b;
where d and d+ denote the multiplicative and additive depth of  .
Proof. Let (g) be the result sequence of  . We prove by induction on  that
log wt(g)6(d+() + 1) 2d() log b:
If g= gi gj with i; j<, then d()= 1+maxfd(i); d(j)g and d+()= maxfd+(i);
d+(j)g. We thus have
log wt(g)6 log wt(gi) + logwt(gj)
6 2 (d+() + 1)maxf2d(i); 2d( j)g log b
= (d+() + 1) 2d() log b:
If g= gi + gj, i; j<, then d()= maxfd(i); d(j)g and d+()= 1 + maxfd+(i);
d+(j)g. Hence
log wt(g)6 1 + maxflog wt(gi); log wt(gj)g
6 1 + d+() 2d() log b6(d+() + 1) 2d() log b:
The induction start is clear, and the proof of the degree estimate is left to the reader.
For later use, we also note the following important result on ecient parallelization
of straight-line programs.
Theorem 2.5 (Valiant et al. [26]). Let f be an n-variate polynomial of degree d>1
over k with complexity L(f). Then f can be computed by a straight-line program
of size O(d6L(f)3) and depth O(log(dL(f)) log d+ log n).
3. Relating NP to counting classes
In order to deduce Corollary 1.2 from Theorem 1.1 over nite elds, we need the
following result.
Theorem 3.1. For a prime p we have
NP=polyModpNP=poly:
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Proof. We denote by # the number of satisfying assignments of a Boolean formula .
It is sucient to nd a function mapping a conjunctive normal form (cnf)  to a cnf
 such that
#>0 , #  1modp: (1)
The map  7!  should be moreover computable in nonuniform polynomial time.
The easy proof of the following lemma is left to the reader.
Lemma 3.2. Let  and  be cnfs in the disjoint set of variables X1; : : : ; Xm and
Y1; : : : ; Yn.
(1) #( ^  )= #  # .
(2) The formula  := (Z!) ^ Vnj=1(Z ! Yj) ^ ( Z !  ) ^ Vmi=1( Z ! Xi) satises
#=#+ # . It can be transformed into an equivalent cnf in polynomial time.
(3) From the cnf  and t 2N (given in binary); we can compute in polynomial time
a cnf t satisfying #t = t.





(p− 1 + #j):
Our proof of Theorem 3.1 heavily relies on the reduction in Valiant and Vazirani
[27]. They showed that one can assign to a cnf  in n variables and to a random
bitstring w of length n a cnf  such that
#=0) #=0; #>0) Prob[# 6= 1]61− (4n)−1:
Moreover, the map (; w) 7!  is computable in polynomial time.
Let now a cnf  with n variables and an odd natural number q be given. Choose q
random bitstrings w1; : : : ; wq of length n. Let i be the cnf assigned to  and wi by the
reduction of Valiant and Vazirani. Further, let  be the cnf corresponding to 1; : : : ; q
(and the xed prime p) according to Lemma 3.2(4). Then  can be computed from
(;w1; : : : ; wq) in polynomial time. Moreover, we have
#=0) #  0modp; #>0) Prob[# 6 1modp]6(1− (4n)−1)q:
Now we proceed with \Adleman’s trick" [1]. Let Na be the number of cnfs of size
a>n. It is easy to see that logNa= aO(1). If we choose q= aO(1) big enough, then
Na(1− (4n)−1)nq=n6Nae−q=4n<1:
This implies that for each a there exist w1; : : : ; wq such that for all cnfs  of size a
we have
#>0) #  1modp:
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The bitstrings w1; : : : ; wq then serve as an advice to the cnfs of size a. This proves the
claim (1) and thus the theorem.
We deduce now Corollary 1.2 from Theorem 1.1. Assume we had VPk =VNPk . For
char k =0 we then obtain from Theorem 1.1 under (GRH) that
#P=polyBP(VNPk)=BP(VPk)FNC3=polyFP=poly #P=poly;
thus we have equality everywhere. In particular, P=poly =NP=poly. It is well-known
that P=NP implies P=PH (cf. [12]). A similar argument shows that P=poly =NP=poly
implies P=poly =PH=poly. Moreover, by Karp and Lipton [13], the statement
P=poly =NP=poly implies the collapse of the polynomial hierarchy at the second level.
In the case of a nite eld k of characteristic p we argue as follows. If VPk =VNPk ,
we get from Theorem 1.1 as above
#pP=polyFNC2=polyFP=poly:
Switching to the corresponding classes of languages we obtain
ModpNP=polyNC2=polyP=polyNP=poly:
By invoking Theorem 3.1 we see that we have equality in the above chain of inclusions.
4. Reduction modulo primes
Let f1; : : : ; fs 2Z[X1; : : : ; Xn] be polynomials of degree and weight bounded by d>n
and w, respectively. We assume that the system of equations
(S) f1 = 0; f2 = 0; : : : ; fs=0
is solvable over C. Let (x) denote the number of primes 6x, and let S(x) stand for
the number of primes p6x such that (S) is solvable over the nite eld Fp.
The goal of this section is to deduce the following improvement of Theorem 8 in
Koiran [16], which is of considerable interest in its own right.





for all systems (S) solvable over C.
4.1. A bound on the heights
The rst ingredient of the proof of Theorem 4.1 is an estimate of the heights of
solutions of the system (S), which we are going to derive in the sequel.
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Lemma 4.2. Let U1; : : : ; Ut be proper linear subspaces of Qs+1 and let s(t)= fa2
Ns+1jPs=0 a= tg be the set of lattice points of an s-dimensional simplex. Then we
have
s(t) 6U1 [ U2 [    [ Ut:
Proof. We proceed by induction on s+ t. The start is clear. For the induction step we
distinguish two cases. Assume rst that Qs  f0g is not contained in any of the U.
Then the U 0 dened by U
0
 f0g=U\ (Qsf0g) are proper linear subspaces of Qs,
and we have by the induction hypothesis
s−1(t) 6U 01 [    [ U 0t ;
hence s(t) 6U1 [    [ Ut . If Qs  f0g equals one of the U, say Ut , then we get
s(t − 1) ’ s(t) \ fas>0g 6U1 [    [ Ut−1
by the induction hypothesis. Therefore s(t) 6U1 [    [ Ut .
We remark that the lemma is optimal in the sense that t+1 proper linear subspaces
are sucient to cover s(t).
In what follows, let  denote the codimension of the zeroset Z(f1; : : : ; fs) in Cn.










Proof. Assume we have already constructed F1; : : : ; Fr such that the codimension of
the zeroset W of these polynomials equals r<. Let C1; : : : ; Ct be the irreducible
components of W of (maximal) dimension n−r. By Bezout’s inequality (cf. [7, 8:28]),
we know that t6
Pt
=1 degC6d






af vanishes on C

are proper subspaces of Qs, since otherwise C would be contained in the zeroset
of f1; : : : ; fs, which implied the contradiction r=codimC>. By Lemma 4.2, there
exists a2Ns satisfying a 62U1[  [Ut and
Ps
=1 a= t. We dene Fr+1 :=
Ps
=1 af
and obtain codim Z(F1; : : : ; Fr+1)= r + 1 as desired.
We note that Lemma 4.3 implies the following (well known) fact: if C1; : : : ; Ct are
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Lemma 4.4. There exist ane linear polynomials g1; : : : ; gn− such that the zeroset
Z(f1; : : : ; fs; g1; : : : ; gn−) is zero-dimensional and wt(g)6dn−1 + 1.
Proof. Assume we have already constructed g1; : : : ; gm, m<n − , such that W :=
Z(f1; : : : ; fs; g1; : : : ; gm) has codimension + m. Let C1; : : : ; Ct be the irreducible com-




We need to prove the existence of a \small" nonzero a2Nn+1 such that the ane
hyperplane H := Z(a0 +
Pn
i=1 aiXi) has a nonempty intersection with W , but does not
contain any of the C. For this, it is convenient to take a projective point of view.
Think of Cn as being embedded in Pn and let H be the Grassmannian consisting of
the hyperplanes in Pn. Note that H can be naturally identied with Pn itself.
There is a a curve K contained in C1 such that degK6 degC1. (Just intersect C1 with
an ane subspace of complementary dimension which is in general position, and apply
Bezout’s inequality.) Let K be the projective closure of K . Then we have K =K[K1,
where K1 is the nite set of points of K at innity. By Bezout’s inequality, we have
jK1j6 degK . For p2Pn consider the hyperplanes
Vp := fH 2H jp2Hg
in H. If some H 2H does not intersect W , then it does not intersect the ane part
K of K , hence it must intersect K in one of its points at innity. To put it dierently:
any hyperplane H lying in none of the Vp, p2K1, must necessarily intersect W .
Consider now the following proper linear subspaces of H
U := fH 2H j CHg:













i=0 ai= t + jK1j. (To obtain this, interpret the U and Vp as linear subspaces
of Cn+1). Since
t + jK1j6 t + degC16 degC1 +    degCt + 1
6 d+m + 16dn−1 + 1;
this proves the assertion.
Let (S) be a system of equations as introduced at the beginning of Section 4. Based
on a result in Krick and Pardo [17, 18], which itself heavily relies on the techniques
in Giusti and Heintz [11], we can now specify a solution of (S) as follows.
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Theorem 4.5. The system (S) has a solution x=(xi) of the form xi= −1vi(y). Here
 is a positive integer, vi 2Z[Y ] is an integer polynomial, and y is an algebraic
number with primitive integer minimal polynomial g2Z[Y ] such that
maxfdeg g; deg vig=dO(n); maxflog ; log wt(g); log wt(vi)g=dO(n) logw:
Proof. By Lemma 4.4, we can add to the system (S) suitable linear equations of weight
at most dn, such that the resulting system becomes zero-dimensional. By Lemma 4.3,
we obtain n integer polynomials F1; : : : ; Fn satisfying degFi6d, wt(Fi)6wd2n, and such
that V :=Z(F1; : : : ; Fn) is zero-dimensional and contains a solution of the original system
(S).
We can now apply Proposition 27 of [18], which claims the existence of an integer
linear form = 1X1 +    + nXn, of a positive integer , and of univariate integer
polynomials vi 2Z[Y ], 16i6n, such that the following holds:
(1) The linear form  separates the points of V .
(2) We have xi= vi((x)) for all x=(x1; : : : ; xn)2V .
(3) wt()=dO(n).
(4) Both  and the coecients of the vi are integer polynomials in the coecients
of F1; : : : ; Fn, and they can be evaluated from these coecients and the constant
1 by a division-free straight-line program of size dO(n) and multiplicative depth
O(n log d).
(The original statement in [18, Proposition 27] is about nonscalar straight-line programs,
but it is easily seen to be equivalent to our formulation.)
Taking into account that the coecients of Fi are bounded by wd2n, we conclude
with Lemma 2.4 that
deg vi=dO(n); maxflog ; log wt(vi)g=dO(n) logw:
Choose x2V and set y := (x). Let g be a minimal polynomial of y, which we
moreover assume to be a primitive integer polynomial. We need to show the desired
estimates of the degree and weight of g. Consider the univariate integer polynomials
Gi(Y ) := dFi(−1v1(Y ); : : : ; −1vn(Y )):
We may assume that at least one of the Gi is nonzero, since otherwise all vi are
constant, and we are done already. Note that Gi(y)= 0 for all i. Hence g is a divisor











1    vnn ;
hence degGi6 degFi  maxi deg vi=dO(n). Using the subadditivity and submultipli-
cativity of the weight we infer that wt(Gi)6dwt(Fi)(maxi wt(vi))d, which implies
log wt(Gi)=dO(n) logw.
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implies the desired estimate of wt(g). (Here, lc(g) denotes the leading coecient of g
and kGik is the L2-norm of the coecient vector of Gi.)
Remark 4.6. We adopt the notation of Theorem 4.5. Let y be a root of g in Fp and
assume that p is not a factor of . Consider the integer polynomials
hi(Y ) := dfi(−1v1(Y ); : : : ; −1vn(Y )):
As (−1vi(y))i is a solution of (S), we have hi(y)= 0. Therefore, the minimal poly-
nomial g is a factor of hi in Q[Y ]. Since we assume g to be primitive, it is even a
factor of hi in Z[Y ]. By our assumption, we have g( y)= 0 in Fp. Hence hi( y)= 0 and
we conclude that (−1vi( y)i is a solution of (S) over Fp.
So it remains to investigate the distribution of the roots mod p of univariate poly-
nomials. This will be done in the next subsection.
4.2. Roots of univariate polynomials modulo a prime
Let g be an irreducible univariate integer polynomial of degree d. It is well known
that there is a bijection between the irreducible factors of g modulo p and the primes
of the number eld K =Q[Y ]=(g) lying over p, provided p is not a divisor of the
discriminant  of g (cf. [20]). Under this bijection, the roots of g modulo p correspond
to the primes of degree one lying over p. Let K (x) denote the number of primes of
K having norm at most x, and li(x)=
R x
2 du=ln u  x=ln x be the logarithmic integral. It
is known that under a generalized Riemann hypothesis (GRH) the following eective
version of the \prime number theorem" for number elds is true (Weinberger [28], see
also Lagarias and Odlyzko [19]):
jK (x)− li(x)j=O(x1=2 log(jjxd)): (3)
(The constant implicit in the O-term does not depend on g.) Of course, this contains
an eective version of the usual prime number theorem (K =Q) as a special case. We
recall that the generalized Riemann hypothesis (GRH) claims that all complex roots
s+ it of K in the critical strip 06s61 satisfy s= 12 .
A prime ideal of K having norm 6x and degree >1 lies over a rational prime
p6x1=2. Hence there are at most dx1=2 such primes of K . Moreover, there are at
most log jj prime factors of . By taking into account these considerations, and using
also the eective prime number theorem for Q, one can easily deduce from (3) the
following result (cf. Weinberger [29]).
Theorem 4.7. Let g2Z[Y ] be irreducible with degree d and discriminant . Then
the total number Ng(x) of roots of g modulo all the primes up to x satises
jNg(x)− (x)j=O(x1=2 log(jjxd) + d log jj);
provided (GRH) is true.
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Let g(x) stand for the number of primes p6x such that g has a root modulo p. It
is obvious that Ng(x)6dg(x). Moreover, if w is an upper bound on the weight of g,
then we have the estimate log jj=O(d log(dw)) for the discriminant . Taking these
observations into account, we obtain the following corollary.
Corollary 4.8. For all irreducible univariate polynomials g2Z[Y ] of degree d and




− O(x1=2 log(dwx) + d log(dw));
provided (GRH) is true.
The proof of Theorem 4.1 follows now easily by combining Theorem 4.5,
Remark 4.6, and Corollary 4.8.
5. Proof of Theorem 1.1
(A) We rst discuss the more complicated case where char k =0.
(A1) FNC1=polyBP(VPk):
Let (Cn) be a sequence of Boolean circuits of size sn= nO(1) and depth dn=O(log n)
and ’n be the function computed by Cn. Using the relations
8x; y2f0; 1g: x ^ y= xy; :x=1− x; x _ y= x + y − xy
we can simulate Cn by a straight-line program  n of size 63sn and depth 62dn. If
gn; i are the polynomials computed by  n, we have gn; i(x)=’n; i(x) for all x2f0; 1gn.
Thus (’n) is a Boolean part of (fn) dened by fn :=
Pm(n)
i=1 gn; i2
i−1. The family (fn)
is p-computable, since its degree is growing at most polynomially due to
deg gn62depth  n6nO(1):
(A2) #P=polyBP(VNPk):
Let (’n) be a string function in #P and set (x) :=
P
i ’n; i(x)2
i−1 for x2f0; 1gn. By
our denition  : f0; 1g ! N is also in #P, hence there is a polynomial-time nondeter-
ministic Turingmachine M such that (x) equals the number of accepting computations
of M on x for all x2f0; 1g. The proof of Cook’s theorem [8] shows that for each
n2N there is a 3-conjunctive normal form n in the variables X1; : : : ; Xn; Y1; : : : ; Ym(n);
m(n)= nO(1), having nO(1) clauses, such that
(x)= #fy2f0; 1gm(n) jn(x; y) trueg:
It is easy to see that for each 3-clause K there is a polynomial gK in three variables
of degree 63 and with coecients of size O(1) such that
8e2f0; 1g3: gK (e)=

1 if K(e) true,
0 otherwise.
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(For instance, for K = u_ v_w take gK := uvw+ uv(1−w)+ u(1− v)w+(1− u)vw+
u(1− v)(1− w) + (1− u)v(1− w) + (1− u)(1− v)w.)
Let fn be the product of the gK over all clauses K of n. Clearly, (fn) is p-





Then we have gn(x)=(x) for all x2f0; 1gn. Therefore, (’n) is a Boolean part of
(gn). This shows that #PBP(VNPk).
Now let ( n) be in #P=poly. By denition, there is some (’n) in #P and some
polynomial advice function  such that for all x2f0; 1gn
 n(x)=’t(n)(hx; (n)i);
where t(n)= 2n+2j(n)j+2 is the length of hx; (n)i. By the reasoning before, there
exists (gn)2VNPk such that gn(x)=
P
i ’n; i(x)2
i−1 for x2f0; 1gn. Now dene the
polynomial hn(X ) := gt(n)(hX; (n)i) (the pairing has the obvious meaning). (hn) is p-








Therefore, ( n) is a Boolean part of (hn) and hence ( n)2BP(VNPk).
(A3) BP(VPk)FNC3=poly:
Assume (fn)2VPk has a Boolean part. Hence there is some p-bounded function
t :N ! N such that fn(x)<2t(n) for x2f0; 1gn. By Theorem 2.5 there is for each n
some straight-line program  n of size nO(1) and depth O(log
2 n) which computes fn
from X1; : : : ; Xn and constants y1; : : : ; ym(n) in k. (In particular, m(n)= nO(1).) Replace
the yj by indeterminates Yj and let Fn(X; Y ) denote the integer polynomial computed
by  n from the Xi and Yj. We conclude from Lemma 2.4 that
degFn62O(log
2 n); log wt(Fn)62O(log
2 n):
Obviously, Fn(X; y)=fn, hence the system of equations
Fn(x; Y )− fn(x)= 0 for all x2f0; 1gn (Sn)
has a solution y2 km(n). By the Nullstellensatz, the system (Sn) is also solvable over
the algebraic closure of Q and thus over C.
Note that wt(Fn(x; Y ))6wt(Fn) for x2f0; 1gn. Hence the degree as well as the log-
arithm of the weight of the polynomials in (Sn) are bounded by 2O(log
2 n). Theorem 4.1
implies that for a suitable constant c>0
Sn(2
nc)>2t(n)
for suciently large n. Therefore, there is some prime number pn satisfying t(n)<
logpn6nc such that (Sn) is solvable over Fpn . Let yn 2 Fm(n)pn denote such a solution.
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We remark that the addition and multiplication in Fp can be performed by (uniform)
Boolean circuits of size (logp)O(1) and depth O(log logp) (cf. Karp and Ramachandran
[14, Section 4:2:2]). Using this, we see that we can simulate the straight-line program
 n in Fpn with constants yn by a Boolean circuit Cn satisfying
size(Cn)= (logpn)O(1)  size( n)= nO(1);
depth(Cn)=O(log logpn  depth( n))=O(log3 n):
The circuit Cn computes a bit representation of Fn(x; yn)2 Fpn on input x2f0; 1gn.
(We can think of pn and yn as being \hard-wired" in Cn.) Since
fn(x)modpn=Fn(x; yn)
and fn(x)<2t(n)6pn; Cn actually computes a bit representation of fn(x).
(A4) BP(VNPk)FP#P=poly:
Assume (fn)2VNPk has a Boolean part. By denition, there is a p-computable




gu(n)(X1; : : : ; Xn; en+1; : : : ; eu(n)): (4)
Under the additional assumption that also (gn) has a Boolean part (’n), we could
easily nish the argumentation. By the inclusion (A3) just proved before, we had








and Lemma 2.3 would imply that the map f0; 1g ! N; x 7! fjxj(x) is in #P=poly.
In the general situation, we may argue similarly as in the proof of (A3). Let t :N!
N be p-bounded such that fn(x)<2t(n) for x2f0; 1gn. For each n there is some straight-
line program  n of size nO(1) and depth O(log
2 n) which computes gn from indeter-
minates X1; : : : ; Xn; En+1; : : : ; Eu(n) and constants y1; : : : ; ym(n) in k. Let Gn(X; E; Y ) be
the integer polynomial computed by  n if we replace the yj by indeterminates Yj. It
is clear that gn=Gn(X; E; y). We will apply Theorem 4.1 to the system
P
e2f0;1gu(n)−n
Gu(n)(x; e; Y )− fn(x)= 0 for all x2f0; 1gn; (S 0n)












Hence the degree as well as the logarithm of the weight of the polynomials in (S 0n)
are bounded by 2O(log
2 n). By Theorem 4.1 there is some prime number pn>2t(n) of
bitsize nO(1) such that (S 0n) has a solution yn 2 Fm(n)pn .
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As in (A3), we can construct for each n a Boolean circuit Cn of size nO(1) and depth
O(log3 n) which computes from (x; e)2f0; 1gu(n) the bit representation of a natural





satises  n(x)modpn=fn(x). The map  : f0; 1g ! N; x 7!  jxj(x) is in #P=poly by
Lemma 2.3. Hence f0; 1g ! N; x 7! fjxj(x) is in FP#P=poly.
(B) Let now k = Fpe be a nite eld with pe elements. We can represent the ele-
ments of k by bit vectors using the isomorphism k ’ Fp[T ]=(h) for some irreducible
polynomial h over Fp of degree e. The arithmetic in k can be very eciently simulated
by Boolean circuits; however, for our purposes, any simulation will do.
Our proofs for (A1) and (A2) can be immediately translated to show the inclusions
FNC1=polyBP(VPk) and #pP=polyBP(VNPk).
To prove BP(VPk)FNC2=poly we start as in (A3) with straight-line programs  n
of size nO(1) and depth O(log2 n) using constants in k. As k is nite,  n can be directly
simulated by Boolean circuits of size nO(1) and depth O(log2 n).
In order to show BP(VNPk) #pP we assume that fn 2 Fp[X1; : : : ; Xn] has a rep-
resentation as in (4) with some (gn)2VPk . Let b1 = 1; b2; : : : ; be be a basis of k
over Fp and write gn(x; e)=
P
i gn; i(x; e)bi with gn; i(x; e)2 Fp. It is easy to see that
fn(x)=
P
e gn;1(x; e). A Boolean circuit of size n
O(1) can be constructed which com-
putes a bit representation of gn;1(x; e) from x; e. Lemma 2.3 shows now that x 7! fjxj(x)
is in #P=poly.
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