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UNIVERSAL GYSIN FORMULAS FOR THE UNIVERSAL
HALL-LITTLEWOOD FUNCTIONS
MASAKI NAKAGAWA AND HIROSHI NARUSE
Abstract. It is known that the usual Schur S- and P -polynomials can be described
via the Gysin homomorphisms for flag bundles in the ordinary cohomology theory.
Recently, P. Pragacz generalized these Gysin formulas to the Hall-Littlewood poly-
nomials. In this paper, we introduce a universal analogue of the Hall-Littlewood
polynomials, which we call the universal Hall-Littlewood functions, and give Gysin
formulas for various flag bundles in the complex cobordism theory. Furthermore, we
give two kinds of the universal analogue of the schur polynomials, and some Gysin
formulas for these functions are established.
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1. Introduction
1.1. Gysin formulas. Any continuous map f : X −→ Y between topological spaces
defines pull-back homomorphism f ∗ : H i(Y ) −→ H i(X) in cohomology, and push-
forward homomorphism f∗ : Hi(X) −→ Hi(Y ) in homology for all i ∈ Z. If X is a
compact oriented smooth manifold of dimension m, the m-th homology group Hm(X)
is isomorphic to Z, with a generator [X ] the fundamental class of X , and the following
Poincare´ duality map
PX : H
i(X) −→ Hm−i(X), α 7−→ α ∩ [X ]
is an isomorphism. If f : X −→ Y is a smooth map, with X and Y compact oriented
smooth manifolds of dimensions m and n respectively, then we get a push-forward
homomorphism in cohomology:
f∗ : H
i(X)
∼
−→ Hm−i(X)
f∗
−→ Hm−i(Y )
∼
←− H i−(m−n)(Y ).
This map is called a Gysin map (homomorphism), push-forward, or Umkehr map. Intu-
itively the intersection of cycles in homology is turned into the product of cohomology
classes by means of Poincare´ duality. This conversion, together with the computation
of the Gysin maps, enables us to make some geometric problems into algebraic com-
putations. For example, the computation of the Gysin map for various flag bundles is
used to determine the cohomology class corresponding to a Schubert variety (see e.g.,
Akyildiz [2], Damon [17, Theorem 3 (Chern’s formula)]). Furthermore, the similar
computation is applied to determining the cohomology class of degeneracy locus (see
e.g., Damon [17, Corollary 3], Fulton [23, Chapter 14], Porteous [57, p.298]). Thus the
computation of various Gysin maps has a lot of applications in geometry, and there are
many formulas describing Gysin maps. These formulas are called Gysin formulas or
push-forward formulas in general. Although we do not intend to survey these formulas
thoroughly here, we shall quote some results related to our work:
– Gysin formulas for flag bundles, Grassmann bundles, or projective bundles are
described in Borel-Hirzebruch [7, §8], [8, §20], Buch [14, §7], Damon [16], [17],
Darondeau-Pragacz [18], Fel’dman [22, §4], Fulton [23, §14.2], Fulton-Pragacz
[25, Chapter IV, Appendices E, F], Harris-Tu [27, §2], Ilori [35], Kajimoto-
Sugawara [40], Pragacz [58, §2], [60, §4], [61], Quillen [62], Sugawara [65], Tu
[68], [69], Vishik [70, §5.7].
– For a connected complex (semi-simple) Lie group GC with a Borel subgroup
B and a parabolic subgroup P containing B, Gysin formulas for the natural
projection GC/B −→ GC/P are described in Akyildiz [2], Akyildiz-Carrell [3],
[4], Fulton-Pragacz [25, Appendix E], Brion [12], Kajimoto [39].
As we mentioned above, most of these formulas are formulated in the ordinary coho-
molgy (or Chow) theory, and many different approaches such as the residue symbol
(Damon [16]), the zeros of holomorphic vector fields on flag varieties (Akyildiz-Carrell
[3], [4]), representation theory (Brion [12]), and the equivariant localization formula of
Atiyah-Bott-Berline-Vergne for a torus action (Tu [68], [69]) have been used to prove
them.
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On the other hand, it is known that the ordinary cohomology theory is a special
case of complex-oriented generalized cohomology theories which corresponds to an
additive formal group law (see Example 2.2 (1)). Therefore it is natural to ask if
the above Gysin formulas in the ordinary cohomology theory can be generalized to
any complex-oriented generalized cohomology theory. For example, Buch [14, §7]
proved a K-theoretic analogue of Pragacz’s Gysin formula [58]. Quillen [62] stated
(without proof) the Gysin formula for a projective bundle in the complex cobordism
theory. As shown by Quillen [62], the complex cobordism theory MU∗(−) is universal
among complex-oriented generalized cohomology theories, and therefore it is desirable
to formulate these Gysin formulas in the complex cobordism theory. The first main
purpose of this paper is to establish the Gysin formulas for general flag bundles in the
complex cobordism theory.1 One of our main results, Theorem 4.10, is a generalization
of Pragacz’s result [61, Proposition 5] to the complex cobordism theory. Note that
Pragacz derived his formula from Brion’s result [12, Proposition 2.1] which is proved
by the Weyl character formula and the Grothendieck-Riemann-Roch theorem. Here
we adopt a topological approach which was developed by Bressler-Evens [10, §1].
Main tools are the Becker-Gottlieb transfer [6, Theorem 4.3] and the Brumfiel-Madsen
formula [13, Theorem 3.5]. It should be remarked that most of our results in this
paper seems to be valid in the algebraic cobordism theory due to Levine-Morel [47].
1.2. Gysin formulas for Schur functions. In the previous subsection §1.1, we
collected various Gysin formulas related to our work. Some formulas involve symmetric
functions such as Schur S- and P -functions (see e.g., Fulton-Pragacz [25, Chapter IV],
Pragacz [58, §2], [60, §4]). In order to clarify what we are considering, we shall give
one typical example: Let E
p
−→ X be a complex vector bundle of rank n over a variety
X . Let π : G1(E) −→ X be the associated Grassmann bundle of hyperplanes in E.2
On G1(E), we have the tautological exact sequence of vector bundles:
0 −→ S −֒→ π∗(E) −։ Q −→ 0.
Let ξ := c1(Q) ∈ H
2(G1(E)) be the first Chern class of the line bundle Q, and
x1 := ξ, x2, . . . , xn be the Chern roots of E.
3 Then as for the Gysin homomorphism
π∗ : H
∗(G1(E)) −→ H∗(X), it is well-known that
(1.1) π∗(ξ
k) = sk−n+1(E) (k ≥ 0),
where si(E) is the i-th Segre class of E (see e.g., Fulton-Pragacz [25, §4.1]). Since the
Chern classes ci(E) can be identified with the i-th elementary symmetric polynomial
ei(xn) in xn = (x1, . . . , xn),
4 the Segre class sj(E) can be identified with the j-th
homogeneous complete symmetric polynomial hj(xn), which is nothing but the Schur
S-polynomial s(j)(xn) corresponding to the “one-row” (j). Therefore the formula (1.1)
can be interpreted as5
(1.2) π∗(x
k
1) = s(k−n+1)(xn).
1 Universal Gysin formulas in the title of this paper signifies Gysin formulas in the complex
cobordism theory which is universal among all complex-oriented generalized cohomology theories.
2 One can naturally identify G1(E) with the associated projective bundle P (E∨) of lines in the
dual bundle E∨.
3 By the splitting principle, the vector bundle E splits into the sum of line bundles when pulled-
back to the full flag bundle Fℓ(E) via the projection τ : Fℓ(E) −→ X . The Chern roots of E are the
first Chern classes of these line bundles on Fℓ(E).
4 by means of τ∗ : H∗(X) −→ H∗(Fℓ(E)), which is known to be injective.
5 Strictly speaking, this formula should be considered in H∗(Fℓ(E)).
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The formula (1.2) can be generalized to the full flag bundle τ : Fℓ(E) −→ X as follows:
Let λ = (λ1, λ2, . . . , λn) (λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0) be a partition of length ≤ n. Then
Fulton-Pragacz [25, (4.1)] (see also Pragacz [58, Lemma 2.3], [60, Proposition 4.4], [61,
Example 8]) showed the following formula6:
(1.3) τ∗(x
λ1+n−1
1 x
λ2+n−2
2 · · ·x
λn
n ) = sλ(xn).
The formula (1.3) gives the usual Schur S-polynomial as the push-forward image of
the Gysin map from the full flag bundle, and is called the Jacobi-Trudi identity in
Fulton-Pragacz [25, p.42]. The essentially identical formula has been obtained by
many authors (Damon [17, Corollary 2], Harris-Tu [27, Proposition 2.3], Manivel [50,
Exercise 3.8.3], Pragacz [60, Proposition 4.4], [61, Example 8], Sugawara [65, Theorem
A]). An analogous formula for Schur P -polynomial is also given by Pragacz [58, Corol-
lary 2.7], [61, Example 11]. Recently, Pragacz [61] succeeded in generalizing the above
Gysin formulas for Schur S- and P -polynomials to the Hall-Littlewood polynomials,
which interpolate between Schur S- and P -polynomials (see Macdonald [48, Chapter
III, §2]).
On the other hand, it is well-known that the usual Schur S-polylnomials (resp.
P -polynomials) represent the Schubert classes of the complex Grassmannian (resp.
Lagrangian Grassmannian) in the ordinary cohomology (see e.g., Fulton [24, §9.4],
Pragacz [59, §6]). In order to generalize the above facts to other cohomology theories
such as K-theory, complex cobordism theory (or algebraic cobordism theory) and
their torus equivariant versions, various generalizations, analogues, and deformations
of Schur functions have been introduced by many authors. We shall quote some of
them for convenience of the readers (in the following, λ (resp. ν) is understood to be a
partition (resp. strict partition) of length ≤ n, and xn = (x1, . . . , xn) is a sequence of n
independent variables, and b = (b1, b2, . . .) is a sequence of “deformation paremeters”):
– The factorial Schur polynomials sλ(xn|b) (see Ikeda-Naruse [32, §5.1], Mac-
donald [48, Chapter 1, Examples 20], [49, 6th variation], Molev-Sagan [54])
represent the Schubert classes of the torus equivariant cohomology of the com-
plex Grassmannian (see Knutson-Tao [42, §6], Ikeda-Naruse [32, Theorem 5.4]).
– The factorial Schur P - and Q-polynomials Pν(xn|b), Qν(xn|b) introduced by
Ivanov [36, Definitions 2.10 and 2.13] (see also Ikeda-Mihalcea-Naruse [33,
§4.2]) represent the Schubert classes of the torus equivariant cohomology of
the orthogonal and Lagrangian Grassmannians (see Ikeda [31, Theorem 6.2],
Ikeda-Naruse [32, Theorem 8.7]).
– The factorial Grothendieck polynomials Gλ(xn|b) introduced by McNamara
[51, Definition 4.1] (see also Ikeda-Naruse [34, (2.13), (2.14)]) represent the
Schubert classes of the torus equivariant K-theory of the complex Grassman-
nian (see Ikeda-Naruse [34]).
– The K-theoretic factorial P - and Q-polynomials GPν(xn|b), GQν(xn|b) intro-
duced by Ikeda-Naruse [34, Definition 2.1] represent the Schubert classes of the
torus equivariant K-theory of the orthogonal and Lagrangian Grassmannians
(see Ikeda-Naruse [34, Theorem 8.3]).
– The universal factorial Schur (S-) functions7 sLλ(xn|b), P - and Q-functions
P Lν (xn|b), Q
L
ν (xn|b) were introduced by the authors (see [55, Definitions 4.1
6 This formula is also considered in H∗(Fℓ(E)).
7 Notice that sλ(xn|b) and Gλ(xn|b) are polynomials in xn, whereas sLλ(xn|b) is a formal power
series in xn.
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and 4.10] or (3.1) and (3.4) in this paper). These functions are universal
analogue of the above polynomials.
Thus our second main purpose of this paper is the introduction of the universal ana-
logue of the Hall-Littlewood polynomials, and to establish the Gysin formulas for
various Schur functions in the complex cobordism theory. The universal analogue of
the Hall-Littlewood polynomials denoted by HLλ (xn; t) are defined in Definition 3.2,
and we call them the universal Hall-Littlewood functions. Then our main result in
this direction is Corollary 4.11 which gives the universal Hall-Littlewood function as
the push-forward image of the Gysin map from a partial flag bundle, thus general-
izing Pragacz’s result (see Corollary 4.4). The Jacobi-Trudi identity (1.3) can also
be formulated in the complex cobordism theory (see Corollary 4.8). With regard
to the universal Schur functions sLλ(xn) and the universal Hall-Littlewood functions
HLλ (xn; t), a comment is in order: The usual Hall-Littlewood polynomial denoted by
Pλ(x1, . . . , xn; t) in Macdonald’s book [48, Chapter III, §2] reduces to the usual Schur
polynomial sλ(x1, . . . , xn) under the specialization t = 0. However, we found that
our HLλ (xn; t) does not necessarily reduce to the universal Schur function s
L
λ(xn) when
t = 0. Thus the specialization HLλ (xn; 0) gives another universal analogue of Schur
functions, which we call the new universal Schur functions.8 We shall discuss these
new functions denoted SLλ(xn) (and their factorial version denoted S
L
λ(x|b)) separately
in the final section §5. Among our results in this section are Theorem 5.6 which reveals
the difference between the “old” and the “new” universal factorial Schur functions. As
an application of the Gysin formulas for the new universal factorial Schur functions,
we formulate the Thom-Porteous fromula in the complex cobordism theory (see The-
oren 5.11). Moreover, we shall show that the new universal factorial Schur functions
represent the Schubert classes of the complex Grassmannian in the complex cobordism
theory (see Theorem 5.12).
1.3. Organization of the paper. The paper is organized as follows: In Section 2, we
shall give topological preliminaries needed to develop our work. The key concepts are
complex-oriented generalized cohomology theory, Gysin maps, Becker-Gottlieb transfer,
Brumfiel-Madsen formula, Bressler-Evens formula. Various types of Gysin formulas
are reviewed at the end of this section. Section 3 is devoted to the introduction of the
universal analogue of the usual Schur S-, P -, Q-, and Hall-Littlewood polynomials.
Especially, the universal Hall-Littlewood functions, which are the central theme of this
paper, are introduced. In Section 4, after reviewing the Gysin formulas for various
Schur functions, we shall give the universal analogues of these formulas. In order to
establish these formulas, the Bressler-Evens formula plays the crucial role. In Section 5,
we introduce the new universal factorial Schur functions. If we set all the deformation
parameters to be 0, the new universal Schur functions can be obtained, and these
functions coincide with the universal Hall-Littlewood functions under the specialization
t = 0. We also give some Gysin formulas for these new universal Schur functions.
Acknowledgments. We would like to thank Takeshi Ikeda, Thomas Hudson,
Tomoo Matsumura for helpful comments and valuable conversations. Especially, To-
moo Matsumura kindly explained his recent work (Hudson-Matsumura [29]) to us,
that is closely related to our current work.
2. Topological preliminaries
8 It is desirable to give these functions more specific name which characterize them (a poposal will
be given in §5.5).
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2.1. Complex-oriented generalized cohomology theory. A generalized cohomol-
ogy theory h∗(−) =
⊕
n∈Z h
n(−) is a contravariant functor from the category CW of
CW complexes to the category of graded abelian groups which satisfies all the axioms
of Eilenberg-Steenrod [21, Chapter I, 3c] except the dimension axiom. Thus hn(pt) is
not necessarily zero even if n 6= 0. Here pt means a space consisting of a single point.
The cohomology h∗ := h∗(pt) of a point is called the coefficient group. In what follows,
we assume that the theory h∗(−) is multiplicative, that is, for CW pairs (X,A) and
(Y,B), there exists an external product
hk(X,A)⊗ hl(Y,B) −→ hk+l((X,A)× (Y,B)) k, l ∈ Z,
that satisfies certain axioms (see e.g., Dold [20, §4]). Under this assumption, h∗
becomes a graded-commutative ring, and for a space X , the cohomology ring h∗(X)
has an h∗-module structure. Furthermore, if we consider the infinite CW complexes,
we need suitable axioms about limits such as the additivity axiom or wedge axiom due
to Milnor [52]. In what follows, when we refer to a generalized cohomology theory, it
means a multiplicative generalized cohomology theory defined on CW satisfying the
additivity axiom unless otherwise stated. Let h˜∗(−) denote the corresponding reduced
cohomology theory,9 and let j : CP 1 −֒→ CP∞ be the canonical inclusion of CP 1 ≈ S2
into the infinite complex projective space.
Definition 2.1 (Adams [1], Part II, p.37; Switzer [66], §16.27). A generalized cohomol-
ogy theory h∗(−) is called complex-orientable if there exists an element xh ∈ h˜2(CP∞)
such that j∗(xh) is a generator of h˜2(CP 1) ∼= h˜2(S2) ∼= h˜0(S0) ∼= h0(pt) = h0.
If this element xh is specified, then h∗(−) is said to be complex-oriented, and xh is
called the orientation class. Then it is known that the cohomology ring of the infinite
projective space CP∞ is h∗(CP∞) = h∗[[xh]], a formal power series ring with the given
generator xh ∈ h˜2(CP∞) (see Adams [1, Part II, Lemma 2.5]).
Complex-orientability implies a lot of useful properties. We recall here some of
them.
2.1.1. Chern classes. For a complex vector bundle E
p
−→ X , one can define the
h∗-theory Chern classes chi (E) ∈ h
2i(X) (i = 0, 1, 2, . . . , n = rankE) by the usual
Grothendieck’s method (see Conner-Floyd [15, Theorem 7.6], Grothendieck [26, §3],
Switzer [66, Theorem 16.2]). The total Chern class of E is given by ch(E) :=
∑n
i=0 c
h
i (E).
Then the usual Whitney product formula is given by ch(E ⊕ F ) = ch(E) · ch(F ) for
two complex vector bundles E, F .
2.1.2. Formal group law. If L, M are complex line bundles over X , then
ch1(L⊗M) = Fh(c
h
1(L), c
h
1(M)),
where
Fh(X, Y ) = X + Y +
∑
i,j≥1
ahi,jX
iY j ∈ h∗[[X, Y ]] (ahi,j ∈ h
2(1−i−j))
is a (one dimensional commutative) formal group law over the graded ring h∗ associated
with the cohomology theory h∗(−). Then the formal power series Fh(X, Y ) satisfies
the conditions
(i) Fh(X, 0) = X , Fh(0, Y ) = Y ,
(ii) Fh(X, Y ) = Fh(Y,X),
9 For a CW-complex X with base point x0, the reduced cohomology h˜
∗(X) is defined to be
h∗(X, x0).
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(iii) Fh(X,Fh(Y, Z)) = Fh(Fh(X, Y ), Z).
We shall use this formal group law to define the formal sum, formal inverse, and formal
subtraction. For two indeterminates X , Y , the formal sum X +F Y is defined as
X +F Y := Fh(X, Y ) = X + Y +
∑
i,j≥1
ahi,jX
iY j ∈ h∗[[X, Y ]].
Denote by
[−1]F (X) = ιF (X) = X = −X +
∑
j≥2
chjX
j ∈ h∗[[X ]]
the formal inverse series. To be precise, [−1]F (X) is the unique formal power series
satisfying the condition Fh(X, [−1]F (X)) ≡ 0, or equivalently X +F [−1]F (X) = 0.
This formal inverse allows us to define the formal subtraction:
X −F Y := X +F [−1]F (Y ) = X +F Y .
Finally, we define [0]F (X) := 0, and inductively,
[n]F (X) := [n− 1]F (X) +F X = Fh([n− 1]F (X), X) = X +F X +F · · ·+F X︸ ︷︷ ︸
n
for n ≥ 1. We also define [−n]F (X) := [n]F ([−1]F (X)) = [−1]F ([n]F (X)) for n ≥ 1.
We call [n]F (X) the n-series in the following.
Example 2.2.
(1) For the ordinary cohomology theory (with integer coefficients) h = H, the co-
efficient ring is H∗ = H∗(pt) = Z (H0 = Z, Hk = 0 (k 6= 0)). We choose the
standard orientation, namely the class of a hyperplane xH ∈ H˜2(CP∞). Then
the associated formal group law is the additive formal group law FH(X, Y ) =
Fa(X, Y ) = X + Y , and the formal inverse is given by [−1]H(X) = −X.
(2) For the (topological) K-theory h = K, the coefficient ring is K∗ = K∗(pt) =
Z[β, β−1], with β := 1 − η∨1 ∈ K
−2(pt) ∼= K˜(S2), where η1 stands for the
tautological (or Hopf) line bunlde over CP 1 ∼= S2, and η∨1 its dual. We choose
the standard orientation xK := β−1(1− η∨∞) ∈ K˜
2(CP∞), where η∞ stands for
the tautological line bundle over CP∞.10 Then the associated formal group law
is the multiplicative formal group law FK(X, Y ) = Fm(X, Y ) = X +Y −βXY ,
and the formal inverse is given by
[−1]K(X) = −
X
1 − βX
= −X − βX2 − β2X3 − β3X4 − · · · .
(3) For the complex cobordism theory h =MU , the coefficient ringMU∗ = MU∗(pt)
is a polynomial algebra over Z on generators of degrees −2,−4, . . . (see e.g.,
Adams [1, Part II, Theorem 8.1]). As in Adams [1, Part II, Examples (2.4)],
Ravenel [64, Example 4.1.3], we take the orientation class xMU ∈ M˜U
2
(CP∞)
to be the (stable) homotopy class of the map CP∞ ≃ BU(1)
∼
−→MU(1), where
MU(1) denotes the Thom space of the universal line bundle over BU(1). Then
the associated formal group law
FMU(X, Y ) = X + Y +
∑
i,j≥1
aMUi,j X
iY j , aMUi,j ∈MU
2(1−i−j),
10 We adopt the convention due to Bott [9, Theorem 7.1], Levine-Morel [47, Example 1.1.5] so that
the K-theory first Chern class of a line bundle L (over a space X) is given by cK1 (L) = β
−1(1−L∨),
where L∨ denotes the dual bundle of L. In this convention, the orientation class xK is equal to the
K-theory first Chern class of the bundle η∞, namely c
K
1 (η∞) = β
−1(1− η∨∞).
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is a universal formal group law first shown by Quillen [62, Theorem 2]. To
be precise, for any formal group law F over a commutative ring R with unit,
there exists a unique ring homomorphism θ : MU∗ −→ R such that F (X, Y ) =
(θ∗FMU)(X, Y ) := X + Y +
∑
i,j≥1 θ(a
MU
i,j )X
iY j. Quillen also showed that the
coefficient ringMU∗ is isomorphic to the Lazard ring L (see §3.1 in this paper).
2.2. Gysin maps. For a certain kind of map f : X −→ Y between spaces, the so-
called Gysin map, push-forward, or Umkehr map, usually denoted by f∗ : h
∗(X) −→
h∗(Y ) can be defined. Here are some examples of Gysin maps:
– (Classical Gysin map in the ordinary cohomology theory): For a smooth map
f : M −→ N,
between compact oriented smooth manifolds, the Gysin map
f∗ : H
q(M) −→ Hq−(dimM−dimN)(N)
can be defined by f∗ := P
−1
N ◦ f∗ ◦ PM , where PM (resp. PN) denotes the
Poincare´ duality isomorphism from cohomology to homology.
– (Integration along (over) the fiber): For a fibration F −֒→ E
π
−→ B with the
base B simply-connected and the fiber F a compact connected manifold, Borel-
Hirzebruch [7, §8] defined a push-forward map called the integration along the
fiber:
π∗ = ♮ : H
q(E) −→ Hq−dimF (B).
– (Gysin map in the K-theory K(−)): For a proper morphism f : X −→
Y of non-singular varieties, Grothendieck constructed an additive map f! :
K◦(X) −→ K◦(Y ) defined by
f!([F ]) :=
∑
i≥0
(−1)i[Rif∗(F)],
for F a coherent sheaf. Here Rif∗(F) is Grothendieck’s higher direct image
sheaf (see e.g., Fulton [23, §15.1]).
– (Gysin map in the complex cobordism theory MU∗(−)): In [63], Quillen gave
a geometric interpretation of the complex cobordism theory MU∗(X), where
X is assumed to be a manifold. In his interpretation, an element ofMU∗(X) is
given by a cobordism class of a proper and complex-oriented map f : Z −→ X .
A proper complex-oriented map g : X −→ Y of dimension d induces a map
g∗ : MU
q(X) −→ MU q−d(Y )
which sends the cobordism class of f : Z −→ X into the cobordism class of
g ◦ f : Z −→ Y .
All these Gysin maps have the common properties which can be axiomatized as
follows (see Bressler-Evens [10, p.801, (E)], Levine-Morel [47, Definition 1.1.2], Quillen
[63, §1]): Let h∗(−) be a complex-oriented generalized cohomology theory defined on
a suitable category of spaces. For a morphism f : X −→ Y , one has a Gysin map
f∗ : h
∗(X) −→ h∗(Y ) having the following basic properties:
(1) (Naturality): For a composite g ◦f : X
f
−→ Y
g
−→ Z, one has (g ◦f)∗ = g∗◦f∗.
(2) (Projection formula): For x ∈ h∗(X) and y ∈ h∗(Y ), one has f∗(f
∗(y) · x) =
y · f∗(x).
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(3) (Base-change): For the following commutative diagram
X ×Z Y
f˜
−−−→ Y
g˜
y yg
X
f
−−−→ Z,
one has f ∗ ◦ g∗ = g˜∗ ◦ f˜
∗. Here X ×Z Y denotes the fiber product of X and Y
over Z, namely X ×Z Y = {(x, y) ∈ X × Y | f(x) = g(y)}.
2.3. Becker-Gottlieb transfer. Let F
ι
−֒→ E
π
−→ B be a fiber bundle whose fiber
F is a compact smooth manifold, whose structure group G is a compact Lie group
acting smoothly on F , and whose base space B is a finite complex. In this setting,
Becker-Gottlieb [6, §3] constructed a stable map11
τ(π) : B+ −→ E+,
called the Becker-Gottlieb transfer. Here B+ means the union of B with a point.
For any generalized cohomology theory h∗(−), the map τ(π) : B+ −→ E+ induces a
“wrong-way” degree-preserving homomorphism
τ(π)∗ : h∗(E) −→ h∗(B),
which is also called the Becker-Gottlieb transfer. τ(π)∗ is not a ring homomorphism,
but is an h∗(B)-module homomorphism (Becker-Gottlieb [6, (5.3)]), that is, the fol-
lowing formula holds:
τ(π)∗(π∗(x) · y) = x · τ(π)∗(y), x ∈ h∗(B), y ∈ h∗(E).
Furthermore the Gysin map and the Becker-Gottlieb transfer are related as follows
(see Becker-Gottlieb [6, Theorem 4.3]):
(2.1) τ(π)∗(x) = π∗(χ
h(Tπ) · x) (x ∈ h
∗(E)).
Here Tπ is the (tangent) bundle along the fibers (of π) (see e.g., Borel-Hirzebruch [7,
§7.4]),12 and χh(Tπ) denotes the h
∗-theory Euler class of Tπ. Here Tπ is regarded as a
real vector bundle, and assumed to be h∗-oriented (For the notion of h∗-orientablility,
see Atiyah-Bott-Shapiro [5, §12], Dold [20, §4]). The h∗-theory Euler class χh(Tπ) is
defined with respect to this orientation. In practice (see Bressler-Evens [10, §1] and
§2.5), we require that the fiber F is smooth and almost complex, and the structure
group of F preserves the almost complex structure. Hence the tangent bundle T (F ) has
a complex vector bundle structure, and so does the bundle along the fibers Tπ. If the
cohomology theory h∗(−) is complex-oriented, then the h∗-theory Euler class χh(Tπ)
is nothing but the h∗-theory top Chern class chf (Tπ), where 2f is the real dimension of
F .
11 For a suitable positive integer m, we have a map
τ(π) : Sm(B+) −→ Sm(E+),
where S denotes the reduced suspension.
12 If we assume that E, B are also smooth manifolds, Tpi is a subbundle of the tangent bundle
T (E) of E. The fiber of Tpi over a point y ∈ E consists of all tangent vectors at the point y which
are tangent to the fiber (∼= F ) through y. If we denote by ι : F −֒→ E the fiber inclusion, then
ι∗(Tpi) ∼= T (F ), the tangent bundle of F .
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2.4. Brumfiel-Madsen formula. Let G be a compact connected (semi-simple) Lie
group (of rank ℓ) with a maximal torus T (∼= (U(1))ℓ). Let H be a closed connected
subgroup of G of maximal rank, i.e., T ⊂ H . Denote by WG and WH the Weyl group
of G and H respectively. We then have a natural inclusion WH ⊂ WG. Suppose that
G −֒→ P−→B is a principal G-bundle, and consider the following associated bundles:
G/T −֒→ E1 := P ×G (G/T )
π1−→ B,
G/H −֒→ E2 := P ×G (G/H)
π2−→ B.
Then there is a fiber bundle H/T −֒→ E1
π
−→ E2, where the projection π is induced
from the natural projection (also denoted by the same symbol) π : G/T −→ G/H ,
and we have the following commutative diagram:
(2.2)
E1 = P ×G (G/T )
π
−−−→ E2 = P ×G (G/H)
π1
y yπ2
B
=
−−−→ B.
The usual right action of the Weyl group WG on G/T induces a right action on
E1 = P ×G (G/T ) over B, i.e., a bundle map over B. As a subgroup of WG, the Weyl
group WH of H also acts on E1, which is a bundle map over E2. Therefore the coset
w = wWH ∈ WG/WH defines a well-defined map π ◦ w : E1
w
−→ E1
π
−→ E2, which
induces a homomorphism in cohomology: w ◦ π∗ : h∗(E2)
π∗
−→ h∗(E1)
w
−→ h∗(E1).
Then Brumfiel-Madsen established the following useful formula:
Theorem 2.3 (Brumfiel-Madsen [13], Theorem 3.5; Bressler-Evens [10], Theorem
1.3). In the above setting, we have
π∗1 ◦ τ(π2)
∗ =
∑
w∈WG/WH
w ◦ π∗.
As a special case where H = T , we have
Corollary 2.4 (Bressler-Evens [10], Corollary 1.4).
π∗1 ◦ τ(π1)
∗ =
∑
w∈WG
w.
We apply Corollary 2.4 to the case where P = EG, the universal space13 for G, so
that B = BG, the classifying space of G, and E1 = EG×G (G/T ) ≃ BT . In this case,
the fibration G/T −֒→ E1
π1−→ B becomes the following classical Borel fibration:
G/T
ι
−֒→ BT
ρ= ρ(T,G)
−→ BG.
Thus we have the following:
(2.3) ρ∗ ◦ τ(ρ)∗ =
∑
w∈WG
w.
Combining (2.1) and (2.3), we have
(2.4) ρ∗ ◦ ρ∗(χ
h(Tρ) · f) =
∑
w∈WG
w · f for f ∈ h∗(BT ).
From this formula, Bressler-Evens [10] derived a useful formula which is explained
briefly in the next subsection.
13 EG is a contractible space on which G acts freely.
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2.5. Bressler-Evens formula. Before stating their result, we shall recall some facts
from Lie theory. Let T ⊂ G be as above and G/T
ι
−֒→ BT
ρ
−→ BG the Borel
fibration. Let GC and TC be the complexification of G and T respectively. Thus GC is
a connected complex (semi-simple) Lie group with maximal compact subgroup G, and
TC ∼= (C
∗)ℓ. Denote by B a Borel subgroup of GC containing TC. Then the natural
inclusion G →֒ GC induces a diffeomorphism G/T
∼
→ GC/B. By this identification,
the full flag manifold G/T is equipped with a complex structure. Let g and t be the
Lie algebras of G and T , and gC = g ⊗R C and tC = t ⊗R C their complexification.
Then gC and tC are the Lie algebras of GC and TC respectively. Then we have the root
space decomposition
(2.5) gC = tC ⊕
⊕
α∈∆+
(gα ⊕ g−α),
where gα = {x ∈ gC | [h, x] = α(h)x (∀h ∈ tC)}, and the system of positive roots
∆+ ⊂ HomC(tC,C) corresponds to the Lie algebra b of B. Thus b = tC ⊕
⊕
α∈∆+ gα.
We set ∆− := −∆+, the system of negative roots, and ∆ := ∆+ ⊔∆−, the system of
roots. It is well-known that the tangent bundle T (G/T ) to G/T is isomorphic to the
vector bundle G ×T (g/t) associated with the principal T -bundle T −֒→ G −→ G/T
and T -module g/t. Since we have the natural identification g/t ∼= gC/b, we have the
following isomorphism as complex vector bundles:
T (G/T ) ∼= G×T (gC/b).
Hence the tangent bundle along the fibers Tρ is isomorphic to the complex vector
bundle ET ×T (gC/b) associated with the universal T -bundle T →֒ ET → BT . Thus
(2.6) Tρ ∼= ET ×T (gC/b).
For each character χ ∈ Hom (T, U(1)) ∼= Hom (TC,C
∗) = TˆC, we have the associated
complex line bundle Lχ over BT defined by Lχ := ET ×T C = (ET × C)/(y, v) ∼
(y ·t, χ(t)−1v). Each root α ∈ ∆ ⊂ HomC(tC,C) defines a character χα ∈ Hom(TC,C
∗),
and we have the associated complex line bundle Lχα , which is also denoted by Lα for
simplicity. By (2.5) and (2.6), we have
Tρ ∼= ET ×T
⊕
α∈∆+
g−α ∼=
⊕
α∈∆+
L−α.
Therefore the h∗-theory top Chern class (Euler class) of Tρ is given by
(2.7) chtop(Tρ) = c
h
top
(⊕
α∈∆+
L−α
)
=
∏
α∈∆+
ch1(L−α).
From (2.7) and the formula (2.4), Bressler-Evens deduced the following:14
Theorem 2.5 (Bresser-Evens [10], Theorem 1.8). Let h∗(−) be a complex-oriented
generalized cohomology theory. We assume that the coefficient ring h∗ is torsion-free.15
Then for f ∈ h∗(BT ), we have
ρ∗ ◦ ρ∗(f) =
∑
w∈WG
w ·
[
f∏
α∈∆+ c
h
1(L−α)
]
.
14 For the ordinary cohomology theory h = H , this formula was already proved by Borel-Hirzebruch
[8, Theorem 20.3] (see also Tu [69, §11.1]).
15 We made this assumption for simplicity. See Bressler-Evens [11, Remark 1.10] for less restrictive
assumptions.
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One can easily extend Theorem 2.5 to the case of partial flag manifolds. Thus let
Θ ⊂ Π := {simple roots} ⊂ ∆+ be a subset of the set of simple roots, and P = PΘ
be the corresponding parabolic subgroup, and put H = HΘ := G ∩ P . Then it is
known that H is the centralizer of the toral subgroup defined by “α = 0” for ∀α ∈ Θ,
and hence a closed connected subgroup of G of maximal rank, i.e., T ⊂ H . The
homogeneous manifold G/H has a complex structure (see e.g., Borel-Hirzebruch [7,
§13.5]), and we have the following Borel fibration
G/H
ιH
−֒→ BH
σ=ρ(H,G)
−→ BG.
There exists a natural identification G/H
∼
→ GC/P , and this homogeneous manifold
is called a partial flag manifold (see e.g., Borel-Hirzebruch [7, §14.3]). Denote by
∆H = ∆
+
H ⊔∆
−
H the system of roots of H with respect to T . The Lie algebra p = pΘ
of P is given by
(2.8) p = b⊕
⊕
α∈∆+
H
g−α = tC ⊕
⊕
α∈∆+
gα ⊕
⊕
α∈∆+
H
g−α.
The tangent bundle of G/H
∼
→ GC/P is given by
T (G/H) ∼= G×H (gC/p).
Hence the tangent bundle along the fibers Tσ is isomorphic to the complex vector
bundle EH ×H (gC/p) associated with the universal H-bundle H −֒→ EH −→ BH .
Thus
(2.9) Tσ ∼= EH ×H (gC/p).
We apply Theorem 2.3 to the case where P = EG and H = HΘ, so that B = BG,
and E2 = EG×G (G/H) ≃ BH . Then the fibration G/H −֒→ E2
π2−→ B becomes the
Borel fibration G/H
ι
−֒→ BH
σ
−→ BG, and the commutative diagram (2.2) yields the
following commutative diagram:
(2.10)
BT
π=ρ(T,H)
−−−−−−→ BH
ρ=ρ(T,G)
y yσ=ρ(H,G)
BG
=
−−−→ BG.
Then by Theorem 2.3, we have
(2.11) ρ∗ ◦ τ(σ)∗ =
∑
w∈WG/WH
w ◦ π∗.
Combining (2.1) and (2.11), we have
(2.12) ρ∗ ◦ σ∗(c
h
top(Tσ) · f) =
∑
w∈WG/WH
w · π∗(f) for f ∈ h∗(BH).
On the other hand, pulling back the tangent bundle along the fibers Tσ to BT via
tha map π = ρ(T,H), we have from (2.9), (2.5), and (2.8),
π∗(Tσ) ∼= ET ×T (gC/p) ∼= ET ×T
⊕
α∈∆+\∆+
H
g−α ∼=
⊕
α∈∆+\∆+
H
L−α.
Therefore the h∗-theory top Chern class (Euler class) of π∗(Tσ) is given by
(2.13) π∗chtop(Tσ) = c
h
top

 ⊕
α∈∆+\∆+
H
L−α

 = ∏
α∈∆+\∆+
H
ch1(L−α).
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Then by the analogous argument to that of Bressler-Evens [10, Theorem 1.8], (2.13),
and the formula (2.12), one obtains the following (Note that by the commutativity of
the diagram (2.10), one has ρ∗ ◦ σ∗ = π
∗ ◦ σ∗ ◦ σ∗):
Corollary 2.6. For f ∈ h∗(BH), we have
(2.14) π∗ ◦ σ∗ ◦ σ∗(f) =
∑
w∈WG/WH
w ·
[
π∗(f)∏
α∈∆+\∆+
H
ch1(L−α)
]
.
2.6. Various Gysin formulas. As mentioned in the introduction, various types of
Gysin formulas related to the Gysin maps are known (see e.g., Akyildiz [2], Akyildiz-
Carrell [4], Buch [14], Damon [16], [17], Darondeau-Pragacz [18], Fel’dman [22], Fulton
[23], Fulton-Pragacz [25], Harris-Tu [27], Ilori [35], Jozefiak-Lascoux-Pragacz [37], Ka-
jimoto [39], Quillen [62], Pragacz [58], [60], [61], Sugawara [65], Tu [68], [69]). In this
subsection, we shall take up typical examples of these formulas.
2.6.1. Gysin formulas of type “GC/B −→ GC/P”. First recall the result due to
Akyildiz-Carrell [4]. In order to state their result, we shall use the same notation as
in §2.5 with a slightly minor change. So Let GC ⊃ B ⊃ TC be as in §2.5. Consider the
parabolic subgroup P = PΘ corresponding to a subset Θ ⊂ Π = {simple roots} ⊂ ∆
+.
Thus the homogeneous variety GC/P is a partial flag variety. Denote byWΘ (resp. ∆Θ)
the Weyl group (resp. root system) corresponding to PΘ. Let χ ∈ TˆC = Hom(TC,C
∗)
be a character. By composing the natural projection16 B −։ TC with χ : TC −→ C
∗,
we have a character χB = χ : B −→ C
∗. Then one can define a complex line bundle
Mχ over GC/B in the usual manner. By assigning each character χ ∈ TˆC the first
Chern class c1(Mχ) ∈ H
2(GC/B;C), the characteristic homomorphism
17
c : R := Sym (TˆC)→ H
∗(GC/B;C)
is defined. Here Sym (TˆC) means the symmetric algebra of TˆC over C. Let π :
GC/B −→ GC/P be the natural projection. Then Akyildiz-Carrell showed the fol-
lowing formula (see also Brion [12]):
Theorem 2.7 (Akyildiz-Carrell [4], Theorem 1; Brion [12], Proposition 1.1). The
Gysin homomorphism π∗ : H
∗(GC/B;C) −→ H
∗(GC/P ;C) is given by
(2.15) π∗ ◦ π∗ (c(f)) = c
( ∑
w∈WΘ
det(w) w · f∏
α∈∆+Θ
α
)
for f ∈ R.
Here det (w) means (−1)ℓ(w), where ℓ(w) denotes the length of the Weyl group element
w. Since w ·
∏
α∈∆+Θ
α = (−1)ℓ(w)
∏
α∈∆+Θ
α for any w ∈ WΘ, the above formula (2.15)
can also be written as follows:
π∗ ◦ π∗ (c(f)) = c
( ∑
w∈WΘ
w ·
[
f∏
α∈∆+Θ
α
])
for f ∈ R.
16 Recall that B is the semi-direct product of TC and its unipotent part.
17 In topology, it is customary that the character group TˆC ∼= Hom(T, U(1)) is identified with
H1(T ) ∼= H2(BT ) (this latter identification is given by the negative transgression (see Borel-
Hirzebruch [7, §10.1])). Under this identification, one has the isomorphism Sym (TˆC) ∼= H∗(BT ;C) as
algebras, and the characteristic homomorphism c can be identified with the induced homomorphism
ι∗ : H∗(BT ;C) −→ H∗(G/T ;C).
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Akyildiz-Carrell proved this formula by the method based on the zeros of holomorphic
vector fields on relevant flag varieties. Brion proved this formula by the Weyl character
formula and Grothendieck-Riemann-Roch theorem.
2.6.2. Gysin formulas of type “Fℓ(E) −→ X”. Next recall the result due to Fulton-
Pragacz [25, Chapter IV]. Let E
p
−→ X be a complex vector bundle of rank n over a
variety.18 Denote by τ = τE : Fℓ(E) −→ X the associated flag bundle parametrizing
successive flags of quotients of E of ranks n−1, . . . , 2, 1. Thus we have the tautological
sequence of flag of quotient bundles
τ ∗E = Qn −։ Qn−1 −։ · · · −։ Q2 −։ Q1 −։ Q0 = 0,
where rank (Qi) = i (i = 0, 1, 2, . . . , n).19 Define the line bundles Li := Ker (Qi −։
Qi−1) (i = 1, 2, . . . , n) over Fℓ(E). Put xi := c1(L
i) ∈ H2(Fℓ(E)) (i = 1, 2, . . . , n)
(the Chern roots of E). Then Fulton-Pragacz showed the following formula:
Theorem 2.8 (Pragacz [58], Lemma 2.4; [60], Proposition 4.3 (ii); Fulton-Pragacz
[25], p.41). For a polynomial f(X1, . . . , Xn) ∈ H
∗(X)[X1, . . . , Xn], we have
τ ∗ ◦ τ∗(f(x1, . . . , xn)) =
∑
w∈Sn
w ·
[
f(x1, . . . , xn)∏
1≤i<j≤n(xi − xj)
]
.
Thus the Gysin map τ∗ is given by a certain symmetrizing operator called the Jacobi
symmetrizer in Fulton-Pragacz [25, §4.1]. As is well-known, the flag bundle Fℓ(E) can
be constructed as a sequence of projective bundles, and Fulton-Pragacz proved this
formula by the induction on the rank of E.
2.6.3. Application of the Bressler-Evens formula. Most of these Gysin formulas are
formulated in the ordinary cohomology rings or Chow rings, and proved by many dif-
ferent ways. We remark that the Bressler-Evens formulas (Theorem 2.5 and Corollary
2.6) enable us to show these Gysin formulas by a unified manner.
For Theorem 2.7, one can argue as follows: Put H = G∩P as in §2.5. Then by the
classification theorem of principal bundles, we have a classifying map h : G/H −→ BH
and its lift h˜ : G/T −→ BT , and the following diagram is commutative:
GC/B ∼= G/T
h˜≃ι
−−−→ BT
π
y yρ=ρ(T,H)
GC/P ∼= G/H
h≃ιH−−−→ BH.
Note that the above classifying map h (resp. h˜) coincides with the fiber inclusion
ιH : G/H −֒→ BH (resp. ι : G/T −֒→ BT ) up to homotopy. Then by Theorem 2.5
18 Actually it is enough to assume that the base space is some nice space, say, a paracompact space,
so that the classification theorem of vector bundles holds.
19 Here we followed the convention as in e.g., Pragacz [58, §2]. On Fℓ(E), we also have the
tautological sequence of flag of subbundles
0 = S0 ⊂ S1 ⊂ S2 ⊂ · · · ⊂ Sn−1 ⊂ Sn = τ
∗E,
where rank (Si) = i (i = 0, 1, 2, . . . , n). These two tautological sequences are related by Q
i =
τ∗E/Sn−i. Therefore if we define the line bundles Li := Si/Si−1 (i = 1, 2, . . . , n), then we have
Li = Ln+1−i (i = 1, 2, . . . , n).
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and the base-change property of Gysin maps, we compute
π∗ ◦ π∗ (c(f)) = π
∗ ◦ π∗ ◦ ι
∗(f) = π∗ ◦ ι∗H ◦ ρ∗(f) = ι
∗ ◦ ρ∗ ◦ ρ∗(f)
= ι∗
( ∑
w∈WΘ
w ·
[
f∏
α∈∆+Θ
c1(L−α)
])
= c
( ∑
w∈WΘ
w ·
[
f∏
α∈∆+Θ
α
])
,
as required. Here we used the convention that c1(Lα) = −α for a root α ∈ ∆.
For Theorem 2.8, one can argue as follows: By the classification theorem of com-
plex vector bundles, we have the classifying map h : X −→ BU(n), and its lift
h˜ : Fℓ(E) −→ BT n, and the following diagram is commutative:
Fℓ(E)
h˜
−−−→ BT n
τ
y yρ
X
h
−−−→ BU(n).
Let χi : T
n −→ U(1) be the character which takes an element t = diag (t1, . . . , tn) ∈ T
n
to the i-th entry ti ∈ U(1) (i = 1, 2, . . . , n). The line bundles Lχi over BT
n can be
constructed as in §2.5. Put yi := −c1(Lχi) = c1((Lχi)
∨) ∈ H2(BT n) (i = 1, 2, . . . , n)
(notice our convention). Then the positive root system for G = U(n) is given by
∆+ = {yi−yj (1 ≤ i < j ≤ n)} as a subset ofH
2(BT n). The Weyl groupWU(n) of U(n)
can be identified with the symmetric group Sn by the usual manner. Let γ
n −→ BU(n)
be the universal or canonical vector bundle over BU(n) (see Milnor-Stasheff [53, §14,
p.161]). Then the associated flag bundle Fℓ(γn) −→ BU(n) can be identified with the
Borel fibration BT n
ρ
−→ BU(n). As noted in §2.6.2, there is the tautological sequence
of flag of subbundles S0 ⊂ S1 ⊂ S2 ⊂ · · · ⊂ Sn−1 ⊂ Sn = ρ
∗(γn) over BT n. The usual
line bundles Li (i = 1, 2, . . . , n) over BT
n are defined by Li := Si/Si−1 (i = 1, 2, . . . , n).
Then it is easily verified that the line bundle Li can be identified with the line bundle
Lχi . Therefore as for the Chern roots of E, we have
xi = c1(L
i) = c1(Ln+1−i) = c1(h˜
∗(Ln+1−i)) = h˜
∗(c1(Ln+1−i)) = h˜
∗(−yn+1−i).
Then by Theorem 2.5 and the base-change property of Gysin maps, we compute20
τ ∗ ◦ τ∗(f(x1, . . . , xn)) = τ
∗ ◦ τ∗ ◦ h˜
∗(f(−yn, . . . ,−y1))
= h˜∗ ◦ ρ∗ ◦ ρ∗(f(−yn, . . . ,−y1))
= h˜∗

 ∑
w∈WU(n)
w ·
[
f(−yn, . . . ,−y1)∏
α∈∆+ c1(L−α)
]
= h˜∗
(∑
w∈Sn
w ·
[
f(−yn, . . . ,−y1)∏
1≤i<j≤n(yi − yj)
])
=
∑
w∈Sn
w ·
[
f(x1, . . . , xn)∏
1≤i<j≤n(xi − xj)
]
,
as required.
20 We also used the well-known fact that the map h˜∗ : H∗(BT n) −։ H∗(Fℓ(E)) is surjective.
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2.6.4. Thom-Porteous formula. Finally, we briefly review the Thom-Porteous formula
(see Porteous [57, p.298, Proposition 1.3]) as an application of Gysin formulas. Here we
adopt the formulation as in Fulton [23, §14.4], Fulton-Pragacz [25, §2.1], Pragacz [58],
[60] which is slightly different from Porteous’ original one. Let E
pE−→ X and F
pF−→ X
be complex vector bundles of ranks e and f on a varietyX . Let ϕ : E −→ F be a vector
bundle homomorphism. For each point x, denote by ϕx : Ex = p
−1
E (x) −→ Fx = p
−1
F (x)
the linear map on the fiber. Then we set
Dr(ϕ) := {x ∈ X | rankϕx ≤ r} ⊂ X,
which is called the rth degeneracy locus of ϕ (r = 0, 1, . . . ,min (e, f)). It is known that
if the map ϕ is sufficiently generic, the subvariety Dr(ϕ) has codimension (e−r)(f−r),
and defines a cohomology class [Dr(ϕ)] ∈ H
2(e−r)(f−r)(X). Then Thom [67] observed
that there must be a polynomial in the Chern classes of E and F which is equal to
[Dr(ϕ)]. Thom posed a problem to find such a polynomial, and later Porteous gave
the answer (see Fulton-Pragacz [25, Chapter II, (2.1), (2.5)], Pragacz [58, p.414]):
(2.16) [Dr(ϕ)] = det (cf−r−i+j(F −E))1≤i,j≤e−r.
Here c(F − E) is defined to be c(F )/c(E). Notice that the right-hand side of (2.16)
is equal to the relative version of the Schur polynomial s((e−r)(f−r))(F − E), where
((e− r)(f−r)) is a rectangular partition with (f − r) rows and (e− r) columns (for the
notation, see Fulton-Pragacz [25, §3.2]), and the above formula becomes as follows:
(2.17) [Dr(ϕ)] = s((e−r)(f−r))(F −E).
We shall give an outline of the proof of the above formula for reader’s convenience: Let
πF : G
f−r(F ) −→ X be the Grassmann bundle parametrizing rank (f − r) quotient
bundles of F . On Gf−r(F ), we have the tautological exact sequence of vector bundles:
0 −→ SF −֒→ π
∗
F (F ) −։ QF −→ 0.
Then the vector bundle homomorphism π∗F (E)
π∗Fϕ−→ π∗F (F ) −։ QF over G
f−r(F ) gives
a cross-section sϕ ∈ Γ(Hom (π
∗
F (E), QF ))
∼= Γ(π∗F (E)
∨ ⊗ QF ). Denote by Z(sϕ) ⊂
Gf−r(F ) the zero locus of ϕ. Then for an elementW ∈ Gf−r(F ) with πF (W ) = x ∈ X ,
one sees immediately that W ∈ Z(sϕ) implies Im ϕx ⊂ W , and hence rank ϕx ≤
dimW = r. Thus we have x ∈ Dr(ϕ). From this, the set Z(sϕ) maps onto Dr(ϕ).
Then under appropriate conditions, the class [Z(sϕ)] is given by the top Chern class
ce(f−r)(π
∗
F (E)
∨ ⊗QF ). Therefore we have the following formula:
πF∗(ce(f−r)(π
∗
F (E)
∨ ⊗QF )) = [Dr(ϕ)],
and we have to compute the left-hand side of the above equation. This can be done
by making use of Gysin formulas. Let x1, . . . , xf (resp. a1, . . . , ae) be the Chern
roots of F (resp. E) as in §2.6.2. The Chern roots of QF are x1, . . . , xf−r. By the
splitting principle, the top Chern class ce(f−r)(π
∗
F (E)
∨ ⊗ QF ) is given by the product∏f−r
i=1
∏e
j=1(xi − aj). On the other hand, by a similar argument as in the previous
subsection §2.6.2, the Gysin map πF∗ : H
∗(Gf−r(F )) −→ H∗(X) is described by the
following symmetrizing operator (see also Pragacz [58, Lemma 2.5], [60, Proposition
4.2]):
πF∗(g(x1, . . . , xf )) =
∑
w∈Sf/Sf−r×Sr
w ·
[
g(x1, . . . , xf)∏
1≤i≤f−r
∏
f−r+1≤j≤f(xi − xj)
]
16
for a polynomial g(X1, . . . , Xf) ∈ H
∗(X)[X1, . . . , Xf ]
Sf−r×Sr . From this description,
one can compute πF∗(
∏f−r
i=1
∏e
j=1(xi−aj)), and obtain the formula (2.17).
21 We remark
that the K-theoretic analogue of this formula is also given by Buch [14, Theorem 2.3].
In §5.4, we shall generalize the Thom-Porteous formula for cohomology to the complex
cobordism theory.
3. Universal Hall-Littlewood functions
As mentioned in the introduction (see also Example 2.2), Quillen [62] showed that
the complex cobordism theory MU∗(−) (with the associated formal group law FMU)
has the following universal property: for any complex-oriented cohomology theory
h∗(−) (with the associated formal group law Fh), there exists a homomorphism of rings
θ :MU∗ −→ h∗ such that Fh(X, Y ) = (θ∗FMU)(X, Y ) = X+Y +
∑
i,j≥1 θ(a
MU
i,j )X
iY j .
Thus it will be sufficient to consider the case when h = MU , for general case follows
immediately from the universal one by the specialization aMUi,j 7−→ θ(a
MU
i,j ) (i, j ≥ 1).
Recall that, by Quillen again, the coefficient ring MU∗ = MU
−∗ is isomorphic to
the Lazard ring L. In our previous paper [55], we introduced the universal Schur
(S-) functions sLλ(xn) for λ partitions, and the universal Schur P - and Q-functions
P Lν (xn), Q
L
ν (xn) for ν strict partitions. In this section, we introduce the universal Hall-
Littlewood functions HLλ (xn; t) which will be expected to interpolate the univerasal
Schur S-functions and the universal Schur P -functions. Since these functions will
be of independent interest in terms of, e.g., algebraic combinatorics, so apart from
geometry, we shall deal with these functions purely algebraically, and slightly changes
the notation concerning the formal group law in this section.
3.1. Lazard ring L and the universal formal group law. We begin with collecting
the basic facts about the Lazard ring. We use the convention as in Levine-Morel’s book
[47]. In [44], Lazard considered a universal commutative formal group law of rank one
(L, FL), where the ring L, called the Lazard ring, is isomorphic to the polynomial ring
in countably infinite number of variables with integer coefficients, and FL = FL(u, v)
is the universal formal group law (for a construction and basic properties of L, see
Levine-Morel [47, §1.1]):
FL(u, v) = u+ v +
∑
i,j≥1
aLi,ju
ivj ∈ L[[u, v]].
This is a formal power series in u, v with coefficients aLi,j of formal variables which
satisfies the axiom of the formal group law (see §2.1). For the universal formal group
21 As in Ikeda-Naruse [32, §5.1], Molev-Sagan [54, §2], let us introduce the following notation (cf.
§3.2): Set
(t|a)k :=
k∏
i=1
(t− ai) = (t− a1)(t− a2) · · · (t− ak)
for any integer k ≥ 0 (Here a = (a1, . . . , ae) = (a1, . . . , ae, 0, 0, . . .) is the Chern roots of E). Then
one can rewrite
f−r∏
i=1
e∏
j=1
(xi − aj) =
f−r∏
i=1
(xi|a)
e.
Then one computes πF∗(
∏f−r
i=1 (xi|a)
e) by the above symmetrizing operator description of πF∗, and
obtains the factorial Schur polynomial s((e−r)(f−r))(xf |a), which is equal to s((e−r)(f−r))(F − E).
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law, we shall use the notation (see Levine-Morel [47, §2.3.2])
u+L v = FL(u, v) (formal sum),
u = [−1]L(u) = χL(u) (formal inverse of u).
Note that u ∈ L[[u]] is a formal power series in u with initial term −u, and first few
terms appear in Levine-Morel [47, p.41]. The n-series [n]FL(u) introduced in §2.1.2
shall be denoted simply by [n]L(u) in the sequel. In what follows, we regard L as a
graded algebra over Z, and the grading of L is given by deg (aLi,j) = 1− i− j (i, j ≥ 1)
(see Levine-Morel [47, p.5]). Be aware that in topology, it is customary to give aLi,j the
cohomological degree 2(1− i− j).
3.2. Universal factorial Schur S-, P -, and Q-functions. In this subsection, we
recall the definitions of the universal factorial Schur S-, P -, and Q-functions following
Nakagawa-Naruse [55, §4]. Besides the variables x = (x1, x2, . . .), we prepare another
set of variables b = (b1, b2, . . .). We provide the variables x = (x1, x2, . . .) and b =
(b1, b2, . . .) with degree deg (xi) = deg (bi) = 1 for i = 1, 2, . . .. In what follows, when
considering polynomials or formal power series f(x1, x2, . . .) with coefficients in L (or
L[[b]]), we shall call the degree with respect to x1, x2, . . . , b1, b2, . . ., and a
L
i,j (i, j ≥ 1)
the total degree of f(x1, x2, . . .).
For an integer k ≥ 1, we define a generalization of the ordinary k-th power tk by
[t|b]k :=
k∏
i=1
(t+L bi) = (t+L b1)(t +L b2) · · · (t +L bk)
and its variant by
[[t|b]]k := (t+L t)[t|b]
k−1 = (t+L t)(t+L b1)(t +L b2) · · · (t +L bk−1),
where we set [t|b]0 = [[t|b]]0 := 1. For a partition,22 i.e., a non-increasing sequence of
non-negative integers λ = (λ1, . . . , λr) (λ1 ≥ λ2 ≥ · · · ≥ λr ≥ 0),
23 we set
[x|b]λ :=
r∏
i=1
[xi|b]
λi and [[x|b]]λ :=
r∏
i=1
[[xi|b]]
λi .
Let Pn denote the set of all partitions of length ≤ n. For a positive integer n, we
set ρn = (n, n − 1, . . . , 2, 1). For partitions λ, µ ∈ Pn, λ + µ is a partition of length
≤ n defined by (λ + µ)i := λi + µi (1 ≤ i ≤ n). With this notation, the universal
factorial Schur (S-) function sLλ(xn|b) = s
L
λ(x1, . . . , xn|b) corresponding to a partition
λ = (λ1, . . . , λn) ∈ Pn is defined to be
(3.1) sLλ(xn|b) = s
L
λ(x1, . . . , xn|b) :=
∑
w∈Sn
w ·
[
[x|b]λ+ρn−1∏
1≤i<j≤n(xi +L xj)
]
.
We also define
(3.2) sLλ(xn) = s
L
λ(x1, . . . , xn) := s
L
λ(x1, . . . , xn|0).
The function sLλ(xn) will be called just the universal Schur function.
22 For notation and terminology on partitions which will be used throughout this paper, we mainly
follow those in Macdonald’s book [48, Chapter I].
23 It is customary not to distinguish two partitions which differ only by a string of zeros at the
end.
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Remark 3.1. The non-equivariant version sLλ(xn) is already defined by Fel’dman [22,
Definition 4.2]. These are called the generalized Schur polynomials there. In that paper,
the author also established a Gysin formula for these generalized Schur polynomials (see
[22, Theorem 4.5]).24
Since
xi +L xj = (xi − xj)(1 + higher degree terms in xi and xj with coefficients in L),
the function sLλ(xn|b) is a formal power series with coefficients in L in the variables
x1, . . . , xn and b1, b2, . . . , bλ1+n−1. It is also a homogeneous formal power series of total
degree |λ| =
∑n
i=1 λi, the size of λ. In (3.1), if we put a
L
i,j = 0 for all i, j ≥ 1 and
bi = −ai (i = 1, 2, . . .), where a = (a1, a2, . . . , ) is another sequence of parameters,
the functions sLλ(xn|b) reduce to the factorial Schur polynomials usually denoted by
sλ(xn|a) (for its definition, see Ikeda-Naruse [32, §5.1], Macdonald [48, I, §3, Examples
20], Molev-Sagan [54, p.4431]). If we put aL1,1 = β and a
L
i,j = 0 for all (i, j) 6= (1, 1),
25
then sLλ(xn|b) reduce to the factorial Grothendieck polynomials Gλ(xn|b) (for its def-
inition, see Ikeda-Naruse [34, (2.12), (2.13)], McNamara [51, Definition 4.1]). Thus
our functions sLλ(xn|b) are generalizations of these polynomials and hence universal in
this sense. Note that unlike the usual factorial Schur and Grothendieck polynomials,
the function sL∅ (xn|b) corresponding to the empty partition ∅ = (0
n) is not equal to 1.
For instance, we have
sL∅ (x2|b) =
x1 +L b1
x1 +L x2
+
x2 +L b1
x2 +L x1
= 1 + aL1,2x1x2 + a
L
1,1a
L
1,2b1x1x2 + · · · 6= 1.
As mentioned in Remark 3.1, in order to formulate Fel’dman’s Gysin formula for
the universal Schur functions, we need to extend the above definition to arbitrary
sequences of non-negative integers. Thus, for a sequence I = (I1, I2, . . . , In) of non-
negative integers, we define sLI (xn) to be
(3.3) sLI (xn) :=
∑
w∈Sn
w ·
[
xI+ρn−1∏
1≤i<j≤n(xi +L xj)
]
.
Next let us recall the definition of the universal factorial Schur P - and Q-functions.
Denote by SPn the set of all strict partitions of length ≤ n, i.e., a sequence of positive
integers ν = (ν1, . . . , νk) with k ≤ n such that ν1 > · · · > νk > 0. Then, for a strict
partition ν = (ν1, . . . , νk) ∈ SPn, the unviersal factorial Schur P - and Q-functions
are defined to be
(3.4)
P Lν (xn|b) = P
L
ν (x1, . . . , xn|b) :=
1
(n− k)!
∑
w∈Sn
w ·
[
[x|b]ν
k∏
i=1
n∏
j=i+1
xi +L xj
xi +L xj
]
,
QLν (xn|b) = Q
L
ν (x1, . . . , xn|b) :=
1
(n− k)!
∑
w∈Sn
w ·
[
[[x|b]]ν
k∏
i=1
n∏
j=i+1
xi +L xj
xi +L xj
]
,
where the symmetric group Sn acts only on the x-variables x1, . . . , xn by permutations.
24 Fel’dman’s formula is a generalization of Fulton-Pragacz’ formula [25, (4.2)] (see also (4.2) in
this paper) to the complex cobordism theory as well as to general partial flag bundles . However, we
think that his formula should be modified correctly. In the later section §4.2.2, we shall establish a
Gysin formula for the universal Schur functions, thus correcting Fel’dman’s formula.
25 Notice that the sign convention of β is opposite from the one given in Example 2.2. In the rest
of this paper, we shall use this sign convention that fits in with the listed references here.
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We also define
P Lν (xn) = P
L
ν (x1, . . . , xn) := P
L
ν (x1, . . . , xn|0),
QLν (xn) = Q
L
ν (x1, . . . , xn) := Q
L
ν (x1, . . . , xn|0).
The functions P Lν (xn|b) and Q
L
ν (xn|b) are formal power series with coefficients in L in
the variables x1, . . . , xn and b1, b2, . . . , bν1 for P
L
ν (resp. b1, b2 . . . , bν1−1 for Q
L
ν ). These
are homogeneous formal power series of total degree |ν|. In (3.4), if we put aLi,j = 0
for all i, j ≥ 1 and bi = −ai (i = 1, 2, . . .), the functions P
L
ν (xn|b), Q
L
ν (xn|b) reduce
to the factorial Schur P - and Q-polynomials Pν(xn|a), Qν(xn|a) (for their definitions,
see Ikeda-Mihalcea-Naruse [33, §4.2]), Ikeda-Naruse [32, Definition 8.1], Ivanov [36,
Definitions 2.10 and 2.13]). If we put aL1,1 = β and a
L
i,j = 0 for all (i, j) 6= (1, 1), then
P Lν (xn|b), Q
L
ν (xn|b) reduce to the K-theoretic factorial Schur P - and Q-polynomials
GPν(xn|b), GQν(xn|b) due to Ikeda-Naruse [34, Definition 2.1]. Thus our functions
P Lν (xn|b), Q
L
ν (xn|b) are generalizations of these polynomials and hence universal in
this sense.
3.3. Universal Hall-Littlewood functions. In this subsection, we introduce the
universal Hall-Littlewood functions which interpolate the S-functions and the P -functions.
We use the notation as in Pragacz [61]. Let λ = (λ1, . . . , λn) ∈ Pn be a partition of
length ℓ(λ) ≤ n. Consider the maximal “intervals” I1, I2, . . . , Id in [n] := {1, 2, . . . , n},
where the sequence λ is “constant”. Thus we have a decomposition
[n] = I1 ⊔ I2 ⊔ · · · ⊔ Id (disjoint union).
Here and in what follows, we keep the following convention: when we refer to such
a decomposition, we always arrange “intervals” I1, I2, . . . in increasing order, that is,
max Ir < min Ir+1 for each r. Let mr be the “length” of the interval Ir for r =
1, 2, . . . , d, namely the cardinality of Ir so that
∑d
r=1mr = n. We write n(i) the
number of the interval containing i for i ∈ [n], namely if i is in Ir, then n(i) = r.
Notice that, since λ = (λ1, . . . , λn) is a partition, n(i) < n(j) is equivalent to λi > λj
for i, j ∈ [n]. We define a subgroup Sλn of Sn as the stabillizer of λ. Thus
Sλn =
d∏
i=1
Smi = Sm1 × Sm2 × · · · × Smd .
Denote by ℓL(x) ∈ L[[x]] the logarithm
26 of FL, i.e., a unique formal power series with
leading term x such that
ℓL(a+L b) = ℓL(a) + ℓL(b).
Using the logarithm ℓL(x), one can rewrite the n-series [n]L(x) for a non-negative
integer n, aforementioned in §3.1, as
ℓL([n]L(x)) = ℓL(x+L + · · ·+L x︸ ︷︷ ︸
n
) = ℓL(x) + · · ·+ ℓL(x)︸ ︷︷ ︸
n
= n · ℓL(x),
26 See e.g., Kono-Tamaki [43, Lemma 6.27], Levine-Morel [47, Lemma 4.1.29], Quillen [62], Ravenel
[64, Appendix A2]. If we put aLi,j = 0 for all i, j ≥ 1, then FL(u, v) reduces to the additive formal group
law Fa(u, v) = u+ v, and both ℓL(x) and ℓ
−1
L
(x) reduce to x. If we put aL1,1 = β and a
L
i,j = 0 for all
(i, j) 6= (1, 1), then FL(u, v) reduces to the multiplicative formal group law Fm(u, v) = u+v+βuv. In
this case, ℓL(x) reduces to β
−1 log (1+βx) =
∑∞
i=0
(−β)i
i+ 1
xi+1, and ℓ−1
L
(x) reduces to β−1(eβx− 1) =∑∞
i=0
βi
(i+ 1)!
xi+1.
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in other words, [n]L(x) = ℓ
−1
L (n · ℓL(x)). This formula allows us to define
[t]L(x) := ℓ
−1
L (t · ℓL(x))
for an indeterminate t. This is a natural extension of t · x as well as the n-series
[n]L(x).
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Definition 3.2 (Universal Hall-Littlewood function). With the above notation, for a
partition λ ∈ Pn, we define
(3.5) HLλ (xn; t) :=
∑
w∈Sn/Sλn
w ·

xλ ∏
1≤i<j≤n, n(i)<n(j)
xi +L [t]L(xj)
xi +L xj

 .
If we put aLi,j = 0 for all i, j ≥ 1, the functions H
L
λ (xn; t) reduce to the usual Hall-
Littlewood polynomials denoted by Pλ(x1, . . . , xn; t) in Macdonald’s book [48, Chapter
III, §2, (2.2)]. For the usual Hall-Littlewood polynomial Pλ(x1, . . . , xn; t), it is known
that
Pλ(x1, . . . , xn; 0) = sλ(x1, . . . , xn)
under the specialization t = 0 (see Macdonald [48, Chapter III, §2, (2.3)]), and
Pλ(x1, . . . , xn; 1) = mλ(x1, . . . , xn),
under the specialization t = 1 (see Macdonald [48, Chapter III, §2, (2.4)]). Here
mλ denotes the monomial symmetric polynomial corresponding to λ. Moreover, for a
strict partition ν of length ℓ(ν) ≤ n, one obtains that
(3.6) Pν(x1, . . . , xn;−1) = Pν(x1, . . . , xn)
under the specialization t = −1 (see Macdonald [48, Chapter III, §8, Examples 1.]).
For the universal Hall-Littlewood functions HLλ (xn; t), it follows immediately from
(3.5) that HLλ (xn; 1) = mλ(xn) under the specialization t = 1. Let us next consider
the specialization t = −1. Let ν = (ν1, . . . , νk) ∈ SPn be a strict partition with length
ℓ(ν) = k ≤ n. Then we have a decomposition [n] = I1 ⊔ · · · ⊔ Ik ⊔ Ik+1, where Ir =
{r} (r = 1, . . . , k) and Ik+1 = {k+1, . . . , n}. Therefore we have mr = 1 (r = 1, . . . , k),
mk+1 = n−k and n(i) = i (i = 1, . . . , k), n(i) = k+1 (i = k+1, . . . , n). The stabilizer
of ν is given by Sνn = (S1)
k × Sn−k. Therefore it follows from Definition 3.2 and (3.4),
we have
HLν (xn;−1) =
∑
w∈Sn/(S1)k×Sn−k
w ·
[
xν
∏
1≤i<j≤n, 1≤i≤k
xi +L xj
xi +L xj
]
=
1
(n− k)!
∑
w∈Sn
w ·
[
xν
k∏
i=1
n∏
j=i+1
xi +L xj
xi +L xj
]
= P Lν (xn).
We now consider the specialization t = 0. Let λ = (λ1, . . . , λn) ∈ Pn be a partition
with length ℓ(λ) ≤ n. Then we have a decomposition [n] = I1 ⊔ I2 ⊔ · · · ⊔ Id as
above. Letting mr be the cardinality of Ir for r = 1, . . . , d, one can rewrite λ =
27 [t]L(x) reduces to just t · x for the additive formal group law Fa(u, v) = u + v, and β−1{(1 +
βx)t − 1} =
∑∞
i=1
(t)i
i!
βi−1xi for the multiplicative formal group law Fm(u, v) = u + v + βuv. Here
(t)i means t(t− 1)(t− 2) · · · (t− i+ 1).
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(nm11 n
m2
2 . . . n
md
d ) (n1 > n2 > · · · > nd ≥ 0). We put ν(r) := m1 + · · · + mr for
r = 1, 2, . . . , d and ν(0) := 0. Then the specialization t = 0 gives
(3.7)
HLλ (xn; 0) =
∑
w∈Sn/Sλn
w ·

xλ ∏
1≤i<j≤n, n(i)<n(j)
xi
xi +L xj


=
∑
w∈Sn/Sλn
w ·

 n∏
i=1
xλii
∏
1≤i<j≤n, n(i)<n(j)
xi
xi +L xj


=
∑
w∈Sn/Sλn
w ·

∏dr=1
(∏
m1+···+mr−1<i≤m1+···+mr
x
nr+n−(m1+···+mr)
i
)
∏
1≤i<j≤n, n(i)<n(j)(xi +L xj)


=
∑
w∈Sn/Sλn
w ·

∏dr=1
(∏
ν(r−1)<i≤ν(r) x
nr+n−ν(r)
i
)
∏
1≤i<j≤n, n(i)<n(j)(xi +L xj)

 .
We shall consider this function in later section §5.
4. Applications of Gysin formulas to the Schur functions
In §2.6, we reviewed various Gysin formulas in the ordinary cohomology (or Chow)
theory, and in the previous section §3, we introduced universal analogues of the or-
dinary Schur S-, P -, Q-, and Hall-Littlewood functions. In this section, we pursue
the Gysin formulas in the complex cobordism theory which relate Gysin maps for flag
bundles to these universal Schur functions. The following §4.1 is devoted to the recol-
lection of various known Gysin formulas in the ordinary cohomology theory, and their
generalization to the complex cobordism theory will be treated in §4.2. Our main tool
for establishing Gysin formulas in the complex cobordism theory is the Bressler-Evens
formula reviewed in §2.5.
4.1. Gysin formulas for various Schur functions. We use the same notation as
in §2.6.2. Let E
p
−→ X be a complex vector bundle of rank n (over a variety).
Denote by τ = τE : Fℓ(E) −→ X the associated flag bundle parametrizing successive
flags of quotient bundles of E of rank n − 1, . . . , 2, 1. The usual Schur polynomial
sλ(X1, . . . , Xn) corresponding to a partition λ ∈ Pn is a symmetric polynomial in
the n-variables X1, . . . , Xn, and therefore it can be written as a polynomial in the
elementary symmetric polynomials ei(X1, . . . , Xn)’s. Let x1, . . . , xn be the Chern roots
of E as in §2.6.2. Then the Chern classes ci(E)’s can be identified with ei(x1, . . . , xn)’s
as usual, and hence sλ(x1, . . . , xn) can be expressed as a polynomial in ci(E)’s. Let
us define a cohomology class sλ(E) ∈ H
2|λ|(X) to be τ ∗(sλ(E)) := sλ(x1, . . . , xn) ∈
H2|λ|(Fℓ(E)).28 Then the following formula is known:
Proposition 4.1 (Pragacz [58], Lemma 2.3; Fulton-Pragacz [25], (4.1)). The image
of the monomial xλ+ρn−1 = xλ1+n−11 x
λ2+n−2
2 · · ·x
λn
n under the Gysin homomorphism
τ∗ : H
∗(Fℓ(E)) −→ H∗(X) is given by
(4.1) τ∗(x
λ+ρn−1) = sλ(E).
28 It is well-known that the induced homomorphism τ∗ : H∗(X) −֒→ H∗(Fℓ(E)) is injective, and
hence the cohomology class sλ(E) is well-defined.
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The formula (4.1) is called the Jacobi-Trudi identity, from which Fulton-Pragacz [25]
derived some useful formulas for Grassmann bundles, which we recall a bit later.
Furthermore, the analogous Gysin formulas which relate the Hall-Littlewood poly-
nomials and more general flag bundles are considered in Pragacz [61]. Let us recall
these formulas. We use the same notation as in §3.3 (see also Pragacz [61]). Let
λ = (λ1, . . . , λn) ∈ Pn be a partition of length ≤ n. Then we have a decomposition
[n] = {1, 2, . . . , n} = I1 ⊔ I2 ⊔ · · · ⊔ Id,
where λ is “constant” on each Ir (r = 1, 2, . . . , d). Denote by mr the length of the
interval Ir for r = 1, 2, . . . , d so that
∑d
r=1mr = n, and n(i) the number of the interval
containing i for i ∈ [n]. We put ν(p) =
∑p
r=1mr for p = 1, . . . , d and ν(0) = 0. The
stabilizer of λ is denoted by Sλn . Associated to a complex vector bundle E −→ X , one
can define a “(d− 1)-step flag bundle” with steps of lengths mr
ηλ : Fℓ
λ(E) −→ X,
parametrizing flags of quotient bundles of E of ranks
n−md = ν(d− 1), n−md −md−1 = ν(d− 2), . . . , n−md −md−1 − · · · −m2 = ν(1).
If λ = ∅, the empty partition, then Fℓ∅(E) is understood to be the base space X . Here,
for later discussion, we shall fix the notation about partial flag bundles associated to
a complex vector bundle E
p
−→ X of rank n (see Fulton’s book [24, §9.1, 10.6]): For
a sequence of integers 0 < r1 < r2 < · · · < rk < n, let us denote by Fℓr1,r2,...,rk(E)
a partial flag bundle consisting of flags of subbundles 0 ( S1 ( S2 ( · · · ( Sk ( E
with rankSi = ri (i = 1, . . . , k). Since giving a flag of subbundles of E as above is
equivalent to giving a flag of quotient bundles E ։ Qk ։ Qk−1 ։ · · · ։ Q1 ։ 0
with rankQi = n − rk+1−i (i = 1, . . . , k), this partial flag bundle is also denoted by
Fℓn−r1,n−r2,...,n−rk(E). Moreover, dualizing the sequence of vector bundles
0 →֒ S1 →֒ S2 →֒ · · · →֒ Sk →֒ E ։ Q
k
։ Qk−1 ։ · · ·։ Q1 ։ 0
gives the sequence of vector bundles
0 →֒ (Q1)∨ →֒ (Q2)∨ →֒ · · · →֒ (Qk)∨ →֒ E∨
։ (Sk)
∨
։ (Sk−1)
∨
։ · · ·։ (S1)
∨
։ 0.
Therefore we have the canonical isomorphism
Fℓr1,r2,...,rk(E) = Fℓ
n−r1,n−r2,...,n−rk(E) ∼= Fℓn−rk,n−rk−1,...,n−r1(E
∨) = Fℓrk,rk−1,...,r1(E∨).
Using this notation, we can write
Fℓλ(E) = Fℓν(d−1),ν(d−2),...,ν(1)(E) = Fℓn−ν(d−1),n−ν(d−2),...,n−ν(1)(E)
= Fℓν(1),ν(2),...,ν(d−1)(E
∨) = Fℓn−ν(1),n−ν(2),...,n−ν(d−1)(E∨).
Example 4.2 (See Pragacz [61], Example 2).
(1) Let ν = (ν1, . . . , νk) ∈ SPn be a strict partition with length ℓ(ν) = k ≤ n. Then
as we saw at the end of §3.3, we have d = k + 1, and
(m1, . . . , mk, mk+1) = (1, 1, . . . , 1︸ ︷︷ ︸
k
, n− k), Sνn = (S1)
k × Sn−k.
Then the corresponding flag bundle ην : Fℓ
ν(E) −→ X is often denoted by
τk = τkE : Fℓ
k,k−1,...,2,1(E) −→ X, and parametrizes flags of successive quotient
bundles of E of ranks k, k − 1, . . . , 2, 1. As a special case of this example, the
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flag bundle corresponding to the partition ρn−1 = (n − 1, n − 2, . . . , 2, 1, 0) is
the full flag bundle τ : Fℓn−1,n−2,...,2,1(E) = Fℓ(E) −→ X.
(2) Let λ = (a, . . . , a︸ ︷︷ ︸
q
, b, . . . , b︸ ︷︷ ︸
n−q
) = (aq bn−q) ∈ Pn be a partition of two rows with
a > b ≥ 0. Then we have a decomposition [n] = I1 ⊔ I2, where I1 = [1, q] =
{1, . . . , q} and I2 = [q + 1, n] = {q + 1, . . . , n}. Therefore we have
(m1, m2) = (q, n− q), and S
λ
n = Sq × Sn−q.
Thus the corresponding flag bundle is the Grassmann bundle π : Gq(E) −→ X
parametrizing rank q quotient bundles of E.
Now we recall the useful formula for Grassmann bundle derived from the Jacobi-
Trudi identity mentioned above. Let π : Gq(E) −→ X be the Grassmann bundle
parametrizing rank q quotient bundles of E as in Example 4.2 (2). On Gq(E), we have
the tautological exact sequence of vector bundles:
0 −→ S −֒→ π∗(E) −։ Q −→ 0,
where rank S = n − q and rank Q = q. Set r := n − q. Then by the repeated
applications of the Jacobi-Trudi identity (4.1), Fulton-Pragacz [25, (4.2)] showed the
following formula:29 For any partitions λ = (λ1, . . . , λq), µ = (µ1, . . . , µr),
(4.2) π∗(sλ(Q) · sµ(S)) = sλ1−r,...,λq−r, µ1,...,µr(E).
In §4.2.2 below, we shall give a generalization of the above formula (4.2) as a special
case of the corrected version of Fel’dman’s Gysin formula.
Let us recall Gysin formulas for more general flag bundles. The following proposition
is a generalization of Theorem 2.8 to the partial flag bundle ηλ : Fℓ
λ(E) −→ X , which
was proved by Pragacz [61] as a particular case of Brion [12, Proposition 2.1]:
Proposition 4.3 (Pragacz [61], Proposition 5). For an Sλn-invariant polynomial f(X1, . . . , Xn)
∈ H∗(X)[X1, . . . , Xn]
Sλn , we have
(ηλ)∗(f(x1, . . . , xn)) =
∑
w∈Sn/Sλn
w ·
[
f(x1, . . . , xn)∏
1≤i<j≤n, n(i)<n(j)(xi − xj)
]
.
Here the element f(x1, . . . , xn) is regarded as an element in H
∗(Fℓλ(E)) →֒ H∗(Fℓ(E)).30
From this, Pragacz showed (implicitly) the following formula:
Corollary 4.4. For the Gysin homomorphism (ηλ)∗ : H
∗(Fℓλ(E)) −→ H∗(X), the
following formula holds:
(ηλ)∗

xλ ∏
1≤i<j≤n, n(i)<n(j)
(xi − txj)

 = Pλ(E; t),
where the cohomology class Pλ(E; t) is defined from the Hall-Littlewood polynomial
Pλ(x1, . . . , xn; t) in the same way as sλ(E) at the beginning of this subsection.
By Corollary 4.4, one can deduce Gysin formula for Schur P -polynomials (see Pra-
gacz [61, Examples 2 and 11, Corollary 6]):
29 Note that in case the sequence (λ1 − r, . . . , λq − r, µ1, . . . , µr) is not a partition, the right-hand
side is either 0 or ±sν(E) for some partition (see Fulton-Pragacz [25, p.42, Footnote]).
30 Strictly speaking, this formula should be considered in H∗(Fℓ(E)) via the pull-back H∗(X)
η∗λ
−֒→
H∗(Fℓλ(E))) −֒→ H∗(Fℓ(E)) (cf. Corollary 2.6). In what follows, we often use such abbreviation to
simplify the presentation.
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Corollary 4.5 (Pragacz [61], Corollary 6). In the setting as in Example 4.2 (1), the
following formula holds:
(τk)∗
(
xν
∏
1≤i≤k, 1≤i<j≤n
(xi − txj)
)
= Pν(E; t).
Since we know that Pν(xn;−1) = Pν(xn) (see (3.6)), we obtain the following:
Corollary 4.6. With the above notation, the following formula holds:
(τk)∗
(
xν
∏
1≤i≤k, 1≤i<j≤n
(xi + xj)
)
= Pν(E).
4.2. Universal Gysin formulas for the universal Schur functions.
4.2.1. Application of the Bressler-Evens formula. Since the Bressler-Evens formula
(Theorem 2.5) is formulated in complex-oriented generalized cohomology theories, it
can be applied especially to the complex cobordism theory MU∗(−). We use the
same notation as in §2.6.2. For a complex vector bundle E
p
−→ X of rank n, one can
associate the MU∗-theory Chern classes31 cMUi (E) ∈ MU
2i(X) (i = 1, 2, . . . , n) and
cMU0 (E) := 1. Put xi = x
MU
i := c
MU
1 (L
i) ∈ MU2(Fℓ(E)) (i = 1, 2, . . . , n) (the MU∗-
theory Chern roots of E). Then the MU∗-cohomology of Fℓ(E) is given as follows
(see e.g., Hornbostel-Kiritchenko [28, Theorem 2.6]):
MU∗(Fℓ(E)) = MU∗(X)[x1, . . . , xn]/(
n∏
i=1
(1 + xi) = c
MU(E)),
where cMU(E) =
∑n
i=0 c
MU
i (E) is the total Chern class of E. Then we obtain the
following result, which is a universal analogue of Theorem 2.8:
Theorem 4.7. With the same notation as in Theorem 2.8, we have
τ ∗ ◦ τ∗(f(x1, . . . , xn)) =
∑
w∈Sn
w ·
[
f(x1, . . . , xn)∏
1≤i<j≤n(xi +L xj)
]
for a polynomial f(X1, . . . , Xn) ∈MU
∗(X)[X1, . . . , Xn].
Thus the Gysin map τ∗ in the complex cobordism theory is also given by a certain
symmetrizing operator which is a universal analogue of the Jacobi symmetrizer (see
Theorem 2.8).
By Theorem 4.7 and (3.1), we obtain the following corollary, which is a universal
analogue of Proposition 4.1:
Corollary 4.8 (Characterization of the universal Schur functions). The image of
the monomial xλ+ρn−1 = xλ1+n−11 x
λ2+n−2
2 · · ·x
λn
n under the Gysin homomorphism τ∗ :
MU∗(Fℓ(E)) −→MU∗(X) is given by
τ∗(x
λ+ρn−1) = sLλ(E).
Here the characteristic class sLλ(E) ∈ MU
2|λ|(X) is defined by the same manner as
sλ(E) ∈ H
2|λ|(X).
31 For the historical reason, they are also called Conner-Floyd Chern classes (see Adams [1, Part
I, §4], Conner-Floyd [15, Corollary 8.3]).
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Remark 4.9. Since τ ∗(sLλ(E)) = s
L
λ(xn) ∈ MU
∗(Fℓ(E)), and τ ∗ is injective, the
above formula can be written as
τ∗(x
λ+ρn−1) = sLλ(xn).
More generally, the symmetrizing operator description of τ∗ (Theorem 4.7) yields for-
mally the following formula:
(4.3) τ∗([x|b]
λ+ρn−1) = sLλ(xn|b).
Here b = (b1, b2, . . .) is a sequence of certain elements in MU
∗(X), which behaves as
scalars with respect to τ∗.
The universal analogue of Proposition 4.3 can also be obtained. Under the same
setting as in Proposition 4.3, we have a classifying map h : X −→ BU(n) and its
lift h˜ : Fℓλ(E) −→ B(U(m1) × U(m2) × · · · × U(md)), and the following diagram is
commutative:
Fℓλ(E)
h˜
−−−→ B(U(m1)× U(m2)× · · · × U(md))
ηλ
y yσ
X
h
−−−→ BU(n).
By Corollary 2.6 and the base-change property of Gysin maps, we obtain immediately
the following generalization of Proposition 4.3:
Theorem 4.10. For an Sλn-invariant polynomial f(X1, . . . , Xn) ∈MU
∗(X)[X1, . . . , Xn]
Sλn ,
we have
(ηλ)∗(f(x1, . . . , xn)) =
∑
w∈Sn/Sλn
w ·
[
f(x1, . . . , xn)∏
1≤i<j≤n, n(i)<n(j)(xi +L xj)
]
.
From this, we have the following corollary which is a universal analogue of Corollary
4.4:
Corollary 4.11 (Characterization of the universal Hall-Littlewood functions). For
the Gysin homomorphism (ηλ)∗ : MU
∗(Fℓλ(E)) −→ MU∗(X), the following formula
holds:
(ηλ)∗

xλ ∏
1≤i<j≤n, n(i)<n(j)
(xi +L [t]L(xj))

 = HLλ (E; t).
For a strict partition ν ∈ SPn, we saw that H
L
ν (xn;−1) = P
L
ν (xn) at the end of §3.3.
From this and Corollary 4.11, we obtain the following corollary, which is a universal
analogue of Corollary 4.6:
Corollary 4.12. With the same notation as in Corollary 4.6, we have
(τk)∗
(
xν
∏
1≤i≤k, 1≤i<j≤n
(xi +L xj)
)
= P Lν (E).
4.2.2. Fel’dman’s Gysin formula. As promised in the footnote after Remark 3.1, we
shall reformulate Fel’dman’s Gysin formula [22, Theorem 4.5] in the complex cobor-
dism theory, and prove it. To this end, we use the universal Schur function sLI (xn)
for a sequence of non-negative integers I defined in §3.2. For two sequences I =
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(I1, I2, . . . , Iq), J = (J1, J2, . . . , Jr) of non-negative integers, denote by IJ their juxta-
position, i.e.,
IJ := (I1, I2, . . . , Iq, J1, J2, . . . , Jr).
Let λ = (λ1, . . . , λn) ∈ Pn be a partition of length ≤ n, and rewrite it as λ =
(nm11 n
m2
2 · · ·n
md
d ), n1 > n2 > · · · > nd ≥ 0, according to the decomposition [n] =
I1 ⊔ I2 ⊔ · · · ⊔ Id. Then consider the (d− 1)-step partial flag bundle
ηλ : Fℓ
λ(E) −→ X
associated with a complex vector bundle E −→ X (for the notation, see §4.1). We are
concerned with the induced Gysin map in the complex cobordism theory:
(ηλ)∗ : MU
∗(Fℓλ(E)) −→MU∗(X).
On Fℓλ(E), we have the tautological sequence of flag of sub and quotient bundles:
S0 = 0 −֒→ S1 −֒→ · · · −֒→ Sr −֒→ · · · −֒→ Sd−1 −֒→ Sd = η
∗
λ(E),
η∗λ(E) = Q
d −։ Qd−1 −։ · · · −։ Qr −։ · · · −։ Q1 −։ Q0 = 0,
where, Qr := η∗λ(E)/Sd−r (r = 1, 2, . . . , d). Define the vector bundles over Fℓ
λ(E) by
Er := Ker (Q
r −։ Qr−1) (r = 1, 2, . . . , d).
Then we have η∗λ(E)
∼=
⊕d
r=1Er, and the MU
∗-theory Chern roots of Er are given
by xν(r−1)+1, . . . , xν(r) (r = 1, 2, . . . , d). Here x1, . . . , xn are the MU
∗-theory Chern
roots of E (see the beginning of §4.2.1), and ν(r) :=
∑r
i=1mi for r = 1, 2, . . . , d and
ν(0) := 0 (see the end of §3.3). With this notation, our version of Fel’dman’s Gysin
formula is stated as follows:
Theorem 4.13 (cf. Fel’dman [22], Theorem 4.5). For sequences of non-negative in-
tegers I(r) = (I
(r)
1 , I
(r)
2 , . . . , I
(r)
mr) (r = 1, 2, . . . , d), we have
(ηλ)∗
(
d∏
r=1
sLI(r)+((n−ν(r))mr )(Er)
)
= sLI(1)I(2)···I(d)(E).
Here the partition ((n− ν(r))mr) means (n− ν(r), n− ν(r), . . . , n− ν(r)︸ ︷︷ ︸
mr
).
Proof. As in Fel’dman’s proof, it suffices to prove the assertion for the case of a
Grassmann bundle. Therefore we may assume that the partition λ is of the form
λ = (aq bn−q) with a > b ≥ 0, and consider the associated Grassmann bundle
π : Gq(E) −→ X (see Example 4.2 (2)). On Gq(E), we have the tautological ex-
act sequence of vector bundles:
0 −→ S −֒→ π∗(E) −։ Q −→ 0.
Note that E1 = Q, and E2 = Ker (π
∗(E) −։ Q) ∼= S. For given two sequences of
non-negative integers I = (I1, I2, . . . , Iq), J = (J1, J2, . . . , Jn−q), consider the universal
Schur function corresponding to the juxtaposition IJ = (I1, . . . , Iq, J1, . . . , Jn−q):
sLIJ(x1, . . . , xq, xq+1, . . . , xn) =
∑
w∈Sn
w ·
[
xIJ+ρn−1∏
1≤i<j≤n(xi +L xj)
]
.
27
We decompose the denominator and the numerator inside the bracket in the right-hand
side as∏
1≤i<j≤n
(xi +L xj) =
∏
1≤i<j≤q
(xi +L xj)×
∏
q+1≤i<j≤n
(xi +L xj)×
∏
1≤i≤q, q+1≤j≤n
(xi +L xj),
xIJ+ρn−1 =
q∏
i=1
xIi+n−ii ×
n∏
i=q+1
x
Ji−q+n−i
i = (x1 · · ·xq)
n−q ×
q∏
i=1
xIi+q−ii ×
n∏
i=q+1
x
Ji−q+n−i
i .
Since
∏
1≤i≤q, q+1≤j≤n(xi +L xj) and (x1 · · ·xq)
n−q are both Sq × Sn−q-invariant, we
compute
sLIJ(x1, . . . , xq, xq+1, . . . , xn) =
∑
w∈Sn
w ·
[
xIJ+ρn−1∏
1≤i<j≤n(xi +L xj)
]
=
∑
w∈Sn/Sq×Sn−q
w ·
[
(x1 · · ·xq)
n−q∏
1≤i≤q, q+1≤j≤n(xi +L xj)
×
∑
(u,v)∈Sq×Sn−q
u ·
[ ∏q
i=1 x
Ii+q−i
i∏
1≤i<j≤q(xi +L xj)
]
× v ·
[ ∏n
i=q+1 x
Ji−q+n−i
i∏
q+1≤i<j≤n(xi +L xj)
]
=
∑
w∈Sn/Sq×Sn−q
w ·
[
(x1 · · ·xq)
n−qsLI (x1, . . . , xq)s
L
J(xq+1, . . . , xn)∏
1≤i≤q, q+1≤j≤n(xi +L xj)
]
= π∗((x1 · · ·xq)
n−qsLI (x1, . . . , xq) s
L
J(xq+1, . . . , xn))
= π∗(s
L
I+((n−q)q)(x1, . . . , xq) s
L
J(xq+1, . . . , xn)).
In the final step, we used the formula “(x1 · · ·xn)
c × sLI (xn) = s
L
I+(cn)(xn)” for any
non-negative integer c, which follows immediately from the definition of sLI (xn). Thus
we have
π∗(s
L
I+((n−q)q)(x1, . . . , xq)s
L
J(xq+1, . . . , xn)) = s
L
IJ(x1, . . . , xn).
Rewriting this expression in terms of vector bundles, we have the desired formula:
π∗(s
L
I+((n−q)q)(E1) s
L
J(E2)) = s
L
IJ(E).

5. New universal factorial Schur functions
5.1. Definition of the new universal factorial Schur functions. In §3.3, we
defined the universal Hall-Littlewood function HLλ (xn; t) for a partition λ ∈ Pn.
We saw that for a strict partition ν ∈ SPn, this function reduces to the universal
Schur P -function P Lν (xn) under the specialization t = −1. As announced in §3.3, we
shall consider the specialization t = 0 in this subsection. In fact, unlike the usual
Hall-Littlewood polynomial Pλ(x1, . . . , xn; t), the universal Hall-Littlewood function
HLλ (xn; t) need not coincide with the universal Schur function s
L
λ(xn) under the spe-
cialization t = 0. Thus one obtains another universal analogue of the Schur polyno-
mial, which we call the “new universal (factorial) Schur function”. We shall use the
same notation as in §3.3. Let λ = (λ1, . . . , λn) ∈ Pn be a partition of length ≤ n.
Then we rewrite λ = (nm11 n
m2
2 . . . n
md
d ), n1 > n2 > · · · > nd ≥ 0 as before. Put
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ν(r) =
∑r
i=1mi for r = 1, 2, . . . , d and ν(0) = 0. Define
(5.1) (x|b)[λ] :=
d∏
r=1

 ∏
ν(r−1)<i≤ν(r)
[xi|b]
nr+n−ν(r)

 .
When the parameters b = 0, then we write simply x[λ] for (x|0)[λ]. With the above
notation, we make the following definition:
Definition 5.1 (New universal factorial Schur functions). For a partition λ = (λ1, . . . , λn)
∈ Pn, we define
SLλ(xn|b) = S
L
λ(x1, . . . , xn|b) :=
∑
w∈Sn/Sλn
w ·
[
(x|b)[λ]∏
1≤i<j≤n, n(i)<n(j)(xi +L xj)
]
.
We also define
SLλ(xn) = S
L
λ(x1, . . . , xn) := S
L
λ(x1, . . . , xn|0).
It follows immediately from Definition 5.1 and (3.7) that when t = 0, the universal
Hall-Littlewood function HLλ (xn; t) reduces to the new universal Schur function S
L
λ(xn).
Moreover, one sees directly from the definition that if we specialize the universal formal
group law FL(u, v) to the additive one Fa(u, v) = u + v (and bi = −ai (i = 1, 2, . . .)),
then the new universal factorial Schur function SLλ(xn|b) reduces to the factorial Schur
function sλ(xn|a) (see the proof of Macdonald [48, Chapter III, §1, (1.5)]). On the
other hand, it is not obvious from Definition 5.1 that SLλ(xn|b) reduces to the facto-
rial Grothendieck polynomial Gλ(xn|b) under the specialization from FL(u, v) to the
multiplicative one Fm(u, v) = u + v + βuv. We shall show that this is the case after
establishing some Gysin formulas for the new universal factorial Schur functions (see
§5.2). Thus the new universal factorial Schur functions are also universal analogues
of the usual Schur functions. Note that, by definition, SL∅ (xn|b) = 1 for the empty
partition ∅, whereas sL∅ (xn|b) 6= 1 (see §3.2).
Example 5.2.
(1) Let λ ∈ Pn be a partition such that λ1 > λ2 > · · · > λn−1 > λn ≥ 0. Then we
have a decomposition [n] = I1⊔I2⊔· · ·⊔In, where Ii = {i}. Therefore we have
(m1, m2, . . . , mn) = (1, 1, . . . , 1︸ ︷︷ ︸
n
) and Sλn = S1 × · · · × S1︸ ︷︷ ︸
n
= {1}.
In this case, one sees immediately from (5.1) that (x|b)[λ] = [x|b]λ+ρn−1, and
hence
sLλ(xn|b) = S
L
λ(xn|b).
Thus for such a distinct partition λ, the function sLλ(xn|b) coincides with the
function SLλ(xn|b). However, for a partition with equal parts, the difference
does occur (see the end of §5.2).
(2) Let k ≥ 1 be a positive integer, and consider the case where λ is “one-row”,
namely λ = (k) = (k 0n−1). Then we have a decomposition [n] = I1⊔ I2, where
I1 = {1}, I2 = [2, n] = {2, . . . , n}. Thus we have
(m1, m2) = (1, n− 1) and S
λ
n = S1 × Sn−1,
29
and one sees immediately that x[λ] = xk+n−11 . Therefore the function S
L
k (xn) :=
SL(k)(xn) corresponding to the one-row (k) is given by
(5.2) SLk(xn) =
∑
w∈Sn/S1×Sn−1
w ·
[
xk+n−11∏n
j=2(x1 +L xj)
]
=
n∑
i=1
xk+n−1i∏
j 6=i(xi +L xj)
.
Here we assumed that k ≥ 1 is a positive integer. However, the right-hand side
of (5.2) makes sense for k ≥ 1 − n, which could be non-positive, or actually
negative if n ≥ 2. Therefore one can formally define SLk (xn) for each integer
k ≥ 1−n by the right-hand side of the above expression. For instance, one has
SL0 (xn) =
n∑
i=1
xn−1i∏
j 6=i(xi +L xj)
,
which differs from 1.32 Moreover, as we will see in the next subsection §5.3,
one can define SLk (xn) for any integer k ∈ Z.
Remark 5.3. In our previous paper [55, §4.5], we investigated various properties of
the universal factorial Schur functions sLλ(xn|b) such as “vanishing property”, “basis
theorem”. The new universal factorial Schur functions SLλ(xn|b) also have the similar
properties. We shall discuss this problem elsewhere.
5.2. Gysin formulas for the new universal Schur functions. In this subsection,
we shall establish Gysin formulas for the new universal factorial Schur functions. Using
these formulas, we are able to compare the new universal factorial Schur functions
(“new” functions for short) SLλ(xn|b) with the universal factorial Schur functions (“old”
functions for short) sLλ(xn|b) introduced in §3.2.
5.2.1. Gysin formulas for the new universal Schur functions. We begin with the fol-
lowing theorem: From Theorem 4.10, we have immediately
Theorem 5.4 (Characterization of the new universal Schur functions). For the Gysin
homomorphism (ηλ)∗ : MU
∗(Fℓλ(E)) −→MU∗(X), the following formula holds:
(ηλ)∗(x
[λ]) = SLλ(xn),
where x1, . . . , xn are the MU
∗-theory Chern roots of E as before. More gererally, the
following factorial version holds for a sequence b = (b1, b2, . . .) of certain elements in
MU∗(X):
(5.3) (ηλ)∗((x|b)
[λ]) = SLλ(xn|b).
Example 5.5.
(1) Let us consider the “one-row” case λ = (k) as in Example 5.2 (2). Thus
the corresponding flag bundle is the projective bundle π1 : G
1(E) −→ X, and
Theorem 5.4 implies the following formula:
π1∗(x
k+n−1
1 ) = S
L
k (xn).
(2) Let λ = (a, . . . , a︸ ︷︷ ︸
q
, b, . . . , b︸ ︷︷ ︸
n−q
) = (aq bn−q) ∈ Pn be a partition of two rows with
a > b ≥ 0 as in Example 4.2 (2). Then the corresponding flag bundle is
the Grassmann bundle π : Gq(E) −→ X, and one sees directly that x[λ] =
xa+n−q1 · · ·x
a+n−q
q x
b
q+1 · · ·x
b
n, and Theorem 5.4 implies
π∗(x
a+n−q
1 · · ·x
a+n−q
q x
b
q+1 · · ·x
b
n) = S
L
(aq bn−q)(xn).
32 Note that SL
∅
(xn) = 1 by definition.
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(3) Let λ ∈ Pn be a distinct partition such that λ1 > λ2 > · · · > λn−1 > λn ≥ 0 as
in Example 5.2 (1). Then the corresponding partial flag bundle is the full flag
bundle τ : Fℓ(E) −→ X. In this case, one obtains that x[λ] = xλ+ρn−1, and
Corollary 4.8 and Theorem 5.4 imply
sLλ(xn) = τ∗(x
λ+ρn−1) = SLλ(xn),
which was already seen in Example 5.2 (1) (with b = 0).
5.2.2. Comparison of “new” functions SLλ(xn|b) with “old” functions s
L
λ(xn|b). More
generally, the above Gysin formulas (Theorem 5.4) can be formulated as those between
two partial flag bundles of the form “πµλ : Fℓ
µ(E) −։ Fℓλ(E)”, where the partition µ
is a “refinement” of λ. Let us explain what the word “refinement” means: We use the
notation in the beginning of this subsection (see also §3.3 and §4.1). For two positive
integers a, b with a < b, denote by [a, b] the set of integers i such that a ≤ i ≤ b. Let
λ, µ ∈ Pn be two partitions of length ≤ n. Then as explained in §3.3, one obtains two
decompositions
[1, n] = I1 ⊔ I2 ⊔ · · · ⊔ Id, [1, n] = J1 ⊔ J2 ⊔ · · · ⊔ Je
of the interval [1, n] corresponding to λ, µ respectively. Suppose that the decomposition
[1, n] = J1 ⊔ · · · ⊔ Je is a refinement of the decomposition [1, n] = I1 ⊔ · · · ⊔ Id in the
usual sense, i.e., I1 = J1 ⊔ · · · ⊔ Jk1 , I2 = Jk1+1 ⊔ · · · ⊔ Jk2 , and so on, for some positive
integers 1 ≤ k1 < k2 < · · · ≤ e. Then we say that µ is a “refinement” of λ.
33 By the
construction of the associated partial flag bundle Fℓλ(E) (see §4.1), we have a natural
projection from Fℓµ(E) to Fℓλ(E), denoted by πµλ . Furthermore, for three partitions
λ, µ, and ν ∈ Pn, if ν is a refinement of µ, and µ is a refinement of λ, then ν is also
a refinement of λ, and the relation πµλ ◦ π
ν
µ = π
ν
λ holds. For example, the partition
ρn−1 = (n − 1, n − 2, . . . , 1, 0) ∈ Pn is a refinement of any partition λ ∈ Pn, and any
partition λ ∈ Pn is a refinement of the empty partition ∅ = (0
n). In particular, we are
concerned with the following three projections and the induced Gysin homomorphisms
in complex cobordism:
(5.4)
π
ρn−1
∅ = τ : Fℓ
ρn−1(E) = Fℓ(E) −։ Fℓ∅(E) = X,
πλ∅ = ηλ : Fℓ
λ(E) −։ Fℓ∅(E) = X,
π
ρn−1
λ : Fℓ
ρn−1(E) = Fℓ(E) −։ Fℓλ(E).
The theorem below (Theorem 5.6) will be useful in describing the difference between
the “new” function SLλ(xn|b) and the “old” one s
L
λ(xn|b). Note that τ is written as a
composite ηλ ◦ π
ρn−1
λ , and hence τ∗ = (ηλ)∗ ◦ (π
ρn−1
λ )∗.
Theorem 5.6.
(1) For the Gysin map (π
ρn−1
∅ )∗ = τ∗ : MU
∗(Fℓ(E)) −→ MU∗(X), the following
formula holds:
(π
ρn−1
∅ )∗([x|b]
λ+ρn−1) = sLλ(xn|b).
(2) For the Gysin map (πλ∅ )∗ = (ηλ)∗ : MU
∗(Fℓλ(E)) −→ MU∗(X), the following
formula holds:
(πλ∅ )∗((x|b)
[λ]) = SLλ(xn|b).
33 Note that even though µ is a “refinement” of λ, this does not necessarily mean µ ⊂ λ.
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(3) For the Gysin map (π
ρn−1
λ )∗ : MU
∗(Fℓ(E)) −→ MU∗(Fℓλ(E)), the following
formula holds:
(π
ρn−1
λ )∗([x|b]
λ+ρn−1) = (x|b)[λ] ·
d∏
r=1
sL∅ (xν(r−1)+1, . . . , xν(r)|b[+[nr + n− ν(r)]]).
Here b = (b1, b2, . . .) is a sequence of elements in MU
∗(X), and b[+m] :=
(bm+1, bm+2, . . .) for a positive integer m.
Proof. (1) and (2): The Gysin maps (π
ρn−1
∅ )∗ = τ∗ and (π
λ
∅ )∗ = (ηλ)∗ were already
considered in (4.3) and (5.3) respectively.
(3) We shall show the assertion when the partition λ ∈ Pn is of the form λ = (a
q bn−q)
(see Example 5.5 (2)). In this case, one sees
[x|b]λ+ρn−1 =
q∏
i=1
[xi|b]
a+n−i ×
n∏
i=q+1
[xi|b]
b+n−i
=
q∏
i=1
[xi|b]
a+n−q ×
n∏
i=q+1
[xi|b]
b ×
q∏
i=1
[xi|b[+(a+ n− q)]]
q−i ×
n∏
i=q+1
[xi|b[+b]]
n−i
= (x|b)[λ] ×
q∏
i=1
[xi|b[+(a + n− q)]]
q−i ×
n∏
i=q+1
[xi|b[+b]]
n−i.
Since (x|b)[λ] is Sq×Sn−q-invariant, we have by the Bressler-Evens formula (Theorem
2.5),
(π
ρn−1
λ )∗([x|b]
λ+ρn−1) =
∑
w∈Sq×Sn−q
w ·
[
[x|b]λ+ρn−1∏
1≤i<j≤q(xi +L xj)×
∏
q+1≤i<j≤n(xi +L xj)
]
= (x|b)[λ] ×
∑
w∈Sq×Sn−q
w ·
[∏q
i=1[xi|b[+(a+ n− q)]]
q−i ×
∏n
i=q+1[xi|b[+b]]
n−i.∏
1≤i<j≤q(xi +L xj)×
∏
q+1≤i<j≤n(xi +L xj)
]
= (x|b)[λ] × sL∅ (x1, . . . , xq|b[+(a + n− q)])× s
L
∅ (xq+1, . . . , xn|b[+b]),
and the theorem holds.
For an arbitrary partition λ ∈ Pn, write λ as the following form: λ = (n
m1
1 n
m2
2 · · · n
md
d ),
n1 > n2 > · · · > nd ≥ 0. Here mi > 0 for i = 1, 2, . . . , d, and
∑d
i=1mi = n. Put
ν(r) =
∑r
i=1mi for r = 1, 2, . . . , d and ν(0) = 0. Then analogous computation to the
above case leads to the result of (π
ρn−1
λ )∗([x|b]
λ+ρn−1). Note that in the case where
λ = (aq bn−q), the “parameter shift” is given by a + n − q = n1 + n − ν(1) and
b = n2 + n− ν(2). 
With the aide of Theorem 5.6, we observe that
(5.5)
sLλ(xn|b) = τ∗([x|b]
λ+ρn−1) = (ηλ)∗ ◦ (π
ρn−1
λ )∗([x|b]
λ+ρn−1)
= (ηλ)∗
(
(x|b)[λ] ·
d∏
r=1
sL∅ (xν(r−1)+1, . . . , xν(r)|b[+[nr + n− ν(r)]])
)
,
SLλ(xn|b) = (ηλ)∗((x|b)
[λ]).
Thus the difference between the “new” function SLλ(xn|b) and the “old” one s
L
λ(xn|b)
is given by the product of “old” functions corresponding to the the empty partition
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∅. From this, “new” function SLλ(xn|b) reduce to Gλ(xn|b) under the specialization
from FL(u, v) to Fm(u, v) because of the fact G∅(xn|b) = 1 (see e.g., Ikeda-Naruse [34,
§2.4]).
5.3. Generating function for SLk (xn). As we mentioned in Example 5.2 (2), the
new universal Schur functions SLk (xn) := S
L
(k)(xn) for k ≥ 1 can be extended to non-
positive integers. Thus one has the functions SLk (xn) for all integers k ∈ Z. In this
subsection, we shall give the generating function for these. For this purpose, we
make use of Quillen’s result. Recall from Quillen [62] that the normalized invariant
differential form34 ωL(t) associated with the universal formal group law FL(u, v) =
u+ v +
∑
i,j≥1 a
L
i,ju
ivj is defined by
ωL(t) :=
dt
∂FL
∂v
(t, 0)
=
dt
1 +
∑
i≥1 a
L
i,1t
i
.
The logarithm ℓL(x) of FL is then determined by the equations
ℓ′L(t) dt = ωL(t), ℓL(0) = 0.
Then Quillen gave the following formula (see also Damon [16, p.650, Proposition]):
Theorem 5.7 (Quillen [62], Theorem 1). Let E −→ X be a complex vector bundle
of rank n, let π1 : G
1(E) ∼= P (E∨) −→ X be the associated projective bundle of
lines in the dual E∨ of E, and let Q ∼= O(1) be the canonical quotient line bundle on
G1(E) ∼= P (E∨). Then the Gysin homomorphism π1∗ : MU
∗(G1(E)) −→ MU∗(X) is
given by the residue formula
(5.6) π1∗(f(ξ)) = Rest=0
f(t)ωL(t)∏n
i=1(t +L xi)
= Rest=0
f(t) dt
(1 +
∑
i≥1 a
L
i,1t
i)
∏n
i=1(t +L xi)
.
Thus π1∗(f(ξ)) is given by the coefficient of t
−1 in the Laurent series
f(t)
(1 +
∑
i≥1 a
L
i,1t
i)
∏n
i=1(t +L xi)
.
Here f(t) ∈ MU∗(X)[t], ξ := cMU1 (Q) ∈ MU
2(G1(E)), and x1 = ξ, x2, . . . , xn are the
MU∗-theory Chern roots of E.
On the other hand, in the same setting as in Examples 5.2 and 5.5, together with
Theorem 4.10, we obtain
(5.7) π1∗(f(ξ)) =
n∑
i=1
f(xi)∏
j 6=i(xi +L xj)
.
The equivalence of (5.6) and (5.7) is shown by Vishik [70, Lemma 5.36]. Therefore if
we take f(t) = tk+n−1 (k ≥ 1), we have by Example 5.2 (2),
(5.8)
SLk(xn) =
n∑
i=1
xk+n−1i∏
j 6=i(xi +L xj)
= π1∗(ξ
k+n−1)
= Rest=0
tk+n−1 dt
(1 +
∑
i≥1 a
L
i,1t
i)
∏n
i=1(t+L xi)
.
34 If we put aLi,j = 0 for all i, j ≥ 1, then ωL(t) reduces to dt. If we put a
L
1,1 = β and a
L
i,j = 0 for
all (i, j) 6= (1, 1), then ωL(t) reduces to
dt
1 + βt
.
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Thus the coefficient of t−1 in the formal Laurent series
tk+n−1
(1 +
∑
i≥1 a
L
i,1t
i)
∏n
i=1(t+L xi)
is equal to SLk(xn).
Remark 5.8. It should be remarked that the above residue formula is closely related
to the recent work of Darondeau-Pragacz [18]. The following comment might be useful
when one wants to relate the residue formula to their work. We borrow the notation
from [18, §0]. For a Laurent series f(t) in one indeterminate t, we shall denote by
[tk](f(t)) the coefficient of tk in f(t). The the above residue formula means
SLk (xn) = [t
−1]
(
tk+n−1
(1 +
∑
i≥1 a
L
i,1t
i)
∏n
i=1(t+L xi)
)
= [tn−1]
(
tk+n−1 ·
tn
(1 +
∑
i≥1 a
L
i,1t
i)
∏n
i=1(t+L xi)
)
.
If one wants to consider the ordinary cohomology theory, we put aLi,j = 0 for all i, j ≥ 1.
Then the above formula leads to
sk(xn) = [t
n−1]
(
tk+n−1 ·
tn∏n
i=1(t− xi)
)
.
Here the left-hand side is the usual Schur polynomial corresponding to the one row (k),
namely, the k-th homogeneous complete symmetric polynomial. We see easily that the
rational function
tn∏n
i=1(t− xi)
in the right-hand side is the “reversed Segre polynomial”
s1/t(E) of E if we think the variables x1, . . . , xn the Chern roots of a complex vector
bundle E. This is the fundamental formula given in [18, §0, p.2].35
From the above interpretation, we can obtain the generating function for SLk (xn) (k ∈
Z). We argue as follows: Set
Fn(t) :=
tn
(1 +
∑
i≥1 a
L
i,1t
i)
∏n
i=1(t+L xi)
.
Then it follows from the above interpretation that the coefficient of t−k of Fn(t) is
equal to SLk (xn) for each positive integer k ≥ 1. By defining S
L
k (xn) for k ≤ 0 by the
same procedure, one obtains
Fn(t) =
∑
k∈Z
SLk (xn)t
−k.
Thus we have the following:
Theorem 5.9. The generating function for SLk (xn) (k ∈ Z) is given by
(5.9)
∑
k∈Z
SLk (xn)u
k = Fn(t)|t=u−1 =
u−n
(1 +
∑
i≥1 a
L
i,1u
−i)
∏n
i=1(u
−1 +L xi)
.
Remark 5.10.
35Since Darondeau-Pragacz uses the projective bundle of lines G1(E) = P (E) −→ X , not G1(E) ∼=
P (E∨), in their formulation, one has to change E in their result to its dual E∨.
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(1) In Hudson-Matsumura [29, Definition 3.1], the Segre class in the algebraic
cobordism theory Sm(E) (m ∈ Z) of a complex vector bundle E is defined
by using the push-forward image from the projective bundle G1(E) ∼= P (E∨).36
By definition, these classes coincide with our SLm(E). Furthermore, they ob-
tained the generating function S (E; u) :=
∑
m∈Z Sm(E)u
m of the Segre classes
[29, Theorem 3.6] by a different method from ours. One can check directly that
their result coincides with our Theorem 5.9. As for their argument, readers are
recommended to consult Hudson-Ikeda-Matsumura-Naruse [30, §3.1]. In that
paper, the K-theoretic Segre classes are introduced by the same way as above,
and the generating function of the stable Grothendieck polynomials is given [30,
Theorem 3.2, Appendix 8]. Their result can also be obtained from Theorem 5.9
by the specialization aL1,1 = β and a
L
i,j = 0 for all (i, j) 6= (1, 1).
(2) Since our formula (5.9) is universal, one can obtain the generating function
of the “h∗-theory Segre classes” of vector bundle by sepecializing the universal
formal group law FL(u, v) to the formal group law Fh(u, v) corresponding to a
given complex-oriented cohomology theory h∗(−). For instance, we recently ob-
tained a concrete expression of the “Elliptic Schur functions” corresponding to
a cohomology theory, denoted SE∗(−), whose formal group law is that of a sin-
gular cubic curve in Weierstrass form, called hyperbolic (see Lenart-Zainoulline
[45], [46]).
5.4. Application of the Gysin formulas for the new universal Schur functions
–Thom-Porteous formula for the complex cobordism theory–. Using the new
universal Schur functions, one can formulate the Thom-Porteous formula (2.17) in
the universal setting. We use the same notation as in §2.6.4. As explained in that
subsection, in order to obtain the class determined by Dr(ϕ), we have to compute
the image πF∗(c
MU
e(f−r)(π
∗
F (E)
∨ ⊗ QF )). Let x1, . . . , xf (resp. b1, . . . , be) be the MU
∗-
theory Chern roots of F (resp. E). The Chern roots of QF are x1, . . . , xf−r. Let
λ = ((e− r)(f−r)) be the rectangular partition with (f − r) rows and (e− r) columns
as in §2.6.4. Then by the splitting principle, the top Chern class is given by
cMUe(f−r)(π
∗
F (E)
∨ ⊗QF ) =
f−r∏
i=1
e∏
j=1
(xi +L bj) =
f−r∏
i=1
[xi|be]
e = (x|be)
[λ].
Here be = (b1, . . . , be, 0, 0, . . .). Therefore by (5.3) (see also Theorem 5.4 and Example
5.5 (2)), one obtains37
πF∗(c
MU
e(f−r)(π
∗
F (E)
∨ ⊗QF )) = πF∗((x|be)
[λ]) = SLλ(xf |be).
Theorem 5.11 (Thom-Porteous formula for the complex cobordism theory). If the
codimension of Dr(ϕ) is (e − r)(f − r), then the class determined by Dr(ϕ) is given
by the new universal factorial Schur function SL
((e−r)(f−r))
(xf |be).
5.5. Application of the Gysin formulas for the new universal Schur func-
tions –Class of Damon’s resolution–. As we mentioned in the introduction §1.2,
it is well-known that the usual Schur polynomials sλ(xd), with λ contained in the
36 For the K-theoretic analogue of the Segre classes of a vector bundle, see Buch [14, Lemma 7.1].
37 Since we have SL
(e(f−r))
(xf−r|be) =
∏f−r
i=1 [xi|be]
e, this formula can be written as
πF∗(S
L
(e(f−r))(xf−r|be)) = S
L
((e−r)(f−r))(xf |be).
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rectangular partition ((n − d)d), represent the Schubert classes in the ordinary coho-
mology ring H∗(Gd(C
n)) of the complex Grassmannian Gd(C
n) of d-dimensional linear
subspaces in Cn (see, e.g., Fulton [24, §9.4]). In this subsection, by making use of the
Damon’s resolution of the Schubert varieties (Damon [17, §3, p.258]), together with
our Gysin formula (5.3), we shall show that the new universal Schur functions SLλ(yd),
here y1, . . . , yd are the MU
∗-theory Chern roots of the dual bundle S∨ of the tauto-
logical vector bundle S on Gd(C
n), give the “correct” representatives of the “Schubert
classes” in the complex cobordism ring MU∗(Gd(C
n)).
5.5.1. Bundle of Schubert varieties. In fact, we can formulate our assertion in more
general situation: Let E
p
−→ X be a complex vector bundle of rank n over a variety
X . For a positive integer 1 ≤ d ≤ n − 1, consider the associated Grassmann bundle
π : Gd(E) −→ X of d-dimensional subspaces in the fibers of E. On Gd(E), one has
the tautological exact sequence of vector bundles
0 −→ S −֒→ π∗(E) −։ Q −→ 0,
where rankS = d and rankQ = n − d. Suppose that we are given a complete flag of
subbundles
F• : 0 = F0 ⊂ F1 ⊂ · · · ⊂ Fi ⊂ · · · ⊂ Fn−1 ⊂ Fn = E,
where rankFi = i (i = 0, 1, 2, . . . , n). For any partition λ = (λ1, . . . , λd) ⊂ ((n− d)
d),
the bundle of Schubert varieties38 Ωλ(F•) ⊂ Gd(E) is defined by the so-called “Schubert
conditions”, namely
Ωλ(F•) := {W ∈ Gd(E) |W ⊂ Ex (x ∈ X), dim (W∩(Fn−d+i−λi)x) ≥ i (i = 1, 2, . . . , d)}.
5.5.2. Damons’s resolution of singularities of Ωλ(F•). Following Damon [17, §3, p.258],
we will construct a resolution of singularities (or desingularization) of Ωλ(F•) (with
a slight modification). For a partition λ = (λ1, . . . , λd) ⊂ ((n − d)
d), we have a
decomposition [d] = I1 ⊔ I2 ⊔ · · · ⊔ Ik as in §3.3. Putting mi := ♯Ii (i = 1, 2, . . . , k), we
can rewrite
λ = (nm11 n
m2
2 · · ·n
mk
k ) (n− d ≥ n1 > n2 > · · · > nk ≥ 0).
We put ν(p) :=
∑p
i=1mi (p = 1, 2, . . . , k) and ν(0) := 0. Since the variety Ωλ(F•)
is determined by the Schubert conditions corresponding to “outside corners” of the
Young diagram of λ (see Fulton [24, §9.4, Exercise 18]), one can also define Ωλ(F•) by
(5.10)
Ωλ(F•) = {W ∈ Gd(E) |W ⊂ Ex (x ∈ X),
dim (W ∩ (Fn−d+ν(p)−np)x) ≥ ν(p) (p = 1, 2, . . . , k)}.
Now consider the partial flag bundle ̟ : Fℓν(1),ν(2),...,ν(k−1)(S) −→ Gd(E) associated
with the tautological subbundle S over Gd(E). The fiber over a point W ∈ Gd(E)
consists of partial flags in a d-dimensional linear subspace W ⊂ Ex for some point
x ∈ X , namely a nested sequence of linear subspaces of the form
W1 ⊂W2 ⊂ · · · ⊂ Wk−1 ⊂Wk =W,
where dimWp = ν(p) (p = 1, . . . , k). On Fℓν(1),ν(2),...,ν(k−1)(S), one has the tautological
sequence of flag of sub and quotient bundles
D1 −֒→ D2 −֒→ · · · −֒→ Dp −֒→ · · · −֒→ Dk−1 −֒→ Dk = ̟
∗(S),
̟∗(S) −։ Q1 −։ Q2 −։ · · · −։ Qp −։ · · · −։ Qk−1 −։ Qk = 0,
38cf. Damon [17, §1, p.251], Hudson-Ikeda-Matsumura-Naruse [30, §4.1], Darondeau-Pragacz [19,
§1.1].
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where rankDp = ν(p), and Qp is defined by Qp := ̟
∗(S)/Dp (p = 1, 2, . . . , k). Then
the partial flag bundle Fℓν(1),ν(2),...,ν(k−1)(S) is constructed as a tower of Grassmann
bundles (here we omit the pull-back notation of vector bundles as is customary):
Fℓν(1),ν(2),...,ν(k−1)(S) = Gmk(Qk−1)
̟k−→
=
Gmk−1(Qk−2)
̟k−1
−→ · · ·
̟3−→ Gm2(Q1)
̟2−→ Gm1(S)
̟1−→ Gd(E).
The natural projection ̟ = ̟1 ◦̟2 ◦ · · · ◦̟k : Fℓν(1),ν(2),...,ν(k−1)(S) −→ Gd(E) sends
a point (0 ⊂ W1 ⊂ · · · ⊂ Wk−1 ⊂ Wk = W ) ∈ Fℓν(1),ν(2),...,ν(k−1)(S) to the point
W ∈ Gd(E). Note that the tautological exact sequence of vector bundles over the
Grassman bundle Gmp(Qp−1) is regarded as
0 −→ Dp/Dp−1 −֒→ Qp−1 −։ Qp −→ 0.
We then define a subvariety Xk of Fℓν(1),ν(2),...,ν(k−1)(S) by
Xk := {(0 ⊂W1 ⊂ · · · ⊂ Wk−1 ⊂Wk =W ) ∈ Fℓν(1),ν(2),...,ν(k−1)(S)
|W ⊂ Ex (x ∈ X), Wp ⊂ (Fn−d+ν(p)−np)x (p = 1, 2, . . . , k)}.
By definition, a point (0 ⊂ W1 ⊂ · · · ⊂ Wk−1 ⊂ Wk = W ) ∈ Xk satisfies the
conditions Wp ⊂ (Fn−d+ν(p)−np)x, and hence W ∩ (Fn−d+ν(p)−np)x ⊃ Wp for p =
1, 2, . . . , k. Therefore its image W ∈ Gd(E) under the projection ̟ satifies the con-
ditions dim (W ∩ (Fn−d+ν(p)−np)x) ≥ ν(p) (p = 1, 2, . . . , k). Thus W is in Ωλ(F•) by
the definition (5.10) of Ωλ(F•). The map ̟|Xk : Xk −→ Ωλ(F•) is a resolution of
singularities of Ωλ(F•) constructed by Damon.
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5.5.3. Class of Damon’s resolution. Having constructed the resolution Xk of Ωλ(F•),
we then define the Damon class δλ ∈MU
∗(Gd(E)) associated to a partition λ ⊂ ((n−
d)d) as the push-forward image ̟∗([Xk]) of the class [Xk] ∈MU
∗(Fℓν(1),ν(2),...ν(k)(S)).
One can compute the class [Xk] explicitly by the standard fact about the top Chern
class of a vector bundle (see e.g., Quillen [63, §2], Levine-Morel [47, Lemma 6.6.7]): The
vector bundle homomorphismDp/Dp−1 −֒→ E −։ E/Fn−d+ν(p)−np over Fℓν(1),ν(2),...,ν(k−1)(S)
defines a section sp of the vector bundle Hom (Dp/Dp−1, E/Fn−d+ν(p)−np)
∼= (Dp/Dp−1)
∨⊗
E/Fn−d+ν(p)−np for p = 1, 2, . . . , k, and the conditions Wp ⊂ (Fn−d+ν(p)−np)x for p =
1, 2, . . . , kmeans that this section sp vanishes. Thus the varietyXk ⊂ Fℓν(1),ν(2),...,ν(k)(S)
is given by the zero locus of the section s =
⊕k
p=1 sp of the vector bundle
⊕k
p=1(Dp/Dp−1)
∨⊗
E/Fn−d+ν(p)−np. Therefore the class [Xk] is given by the top Chern class of this vector
bundle, that is,
[Xk] =
k∏
p=1
cMUmp+np+d−ν(p)((Dp/Dp−1)
∨ ⊗E/Fn−d+ν(p)−np).
In order to proceed with the computation, we consider the full flag bundle Fℓ1,2,...,d−1(S) =
Fℓ(S) −→ Gd(E). On Fℓ(S), one has the tautological sequence of flag of subbundles
S1 −֒→ S2 −֒→ · · · −֒→ Si −֒→ · · · −֒→ Sd−1 −֒→ Sd = S,
where rankSi = i (i = 1, 2, . . . , d). By the natural projection Fℓ(S) −→ Fℓν(1),ν(2),...,ν(k)(S),
the bundle Dp over Fℓν(1),ν(2),...,ν(k)(S) is pulled-back to
⊕ν(p)
i=1 Si. Now we set
yi := c
MU
1 ((Si/Si−1)
∨) (i = 1, 2, . . . , d).
39Damon’s resolution is one of the small resolution of singularities of a Schubert variety constructed
by Zelevinsky [71].
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These are the MU∗-theory Chern roots of the dual bundle S∨. Also we set
bi := c
MU
1 (Fn+1−i/Fn−i) ∈MU
∗(X) (i = 1, 2, . . . , n).
These are the MU∗-theory Chern roots of E. Then by the splitting principle, we have
[Xk] =
k∏
p=1
cMUmp+np+d−ν(p)((Dp/Dp−1)
∨ ⊗E/Fn−d+ν(p)−np) =
k∏
p=1

 ∏
ν(p−1)<i≤ν(p)
1≤j≤np+d−ν(p)
(yi +L bj)


=
k∏
p=1

 ∏
ν(p−1)<i≤ν(p)
[yi|bn]
np+d−ν(p)

 = (y|bn)[λ].
Here bn = (b1, . . . , bn, 0, 0, . . .). Thus we have
δλ = ̟∗((y|bn)
[λ]).
Now, for a partition
λ = (nm11 n
m2
2 · · · n
mk
k ), n− d ≥ n1 > n2 > · · · > nk ≥ 0,
consider the partial flag bundle ηλ : Fℓ
λ(S∨) −→ Gd(E) associated with the vector
bundle S∨ −→ Gd(E). Since we have
Fℓλ(S∨) = Fℓd−mk,d−mk−mk−1,...,d−mk−mk−1−···−m2(S∨) = Fℓmk,mk+mk−1,...,mk+mk−1+···+m2(S
∨)
∼= Fℓm1,m1+m2,...,m1+m2+···+mk−1(S) = Fℓν(1),ν(2),...,ν(k−1)(S),
the partial flag bundle̟ : Fℓν(1),ν(2),...,ν(k−1)(S) −→ Gd(E) is identified with the partial
flag bundle ηλ : Fℓ
λ(S∨) −→ Gd(E). Therefore computing ̟∗((y|bn)
[λ]) is equivalent
to computing (ηλ)∗((y|bn)
[λ]). Our Gysin formula (5.3) then yields the following:
Theorem 5.12. The Damon class δλ is represented by the new universal factorial
Schur function. More precisely, we have
δλ = S
L
λ(yd|bn) ∈MU
∗(Gd(E)).
By Theorem 5.12, one may call the new universal factorial Schur function SLλ(xn|b)
the universal factorial Schur function of Damon type.
5.6. Concluding remarks and related work. So far, we have considered two types
of universal analogues of usual Schur polynomials, namely, the universal factorial Schur
functions sLλ(xn|b) and the new universal factorial Schur functions or the universal
factorial Schur functions of Damon type SLλ(xn|b). In closing this paper, we shall
introduce another type of universal analogue of Schur polynomials, which was essen-
tially introduced by Hudson-Matsumura [29, Definition 4.1], and state briefly our new
results. Details will be discussed in our forthcoming paper [56]. Hudson-Matsumura
introduced the class κλ (in the algebraic cobordism ring Ω
∗(Gd(E))) using the Kempf-
Laksov resolution (see op. cit. [29, §4.2], Kempf-Laksov [41]) of the Schubert varieties.
They call the class κλ the Kempf-Laksov class. Using the Gysin formula (5.3) and
Theorem 4.10, we are able to show that the Kempf-Laksov class κλ is given explicitly
by (here r is the length of λ)
(5.11)
κλ = (ηρr)∗([y|bn]
λ+ρr−1+(d−r)r)
=
∑
w∈Sd/(S1)r×Sd−r
w ·
[
[y|bn]
λ+ρr−1+(d−r)r∏
1≤i≤r
∏
i<j≤d(yi +L yj)
]
.
Motivated by this formula, we make the following definition:
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Definition 5.13 (Universal factorial Schur functions of Kempf-Laksov type40). For a
partition λ ∈ Pn with length ℓ(λ) = r ≤ n, we define
sL,KLλ (xn|b) :=
∑
w∈Sn/(S1)r×Sn−r
w ·
[
[x|b]λ+ρr−1+(n−r)
r∏
1≤i≤r
∏
i<j≤n(xi +L xj)
]
=
∑
w∈Sn/(S1)r×Sn−r
w ·
[ ∏r
i=1[xi|b]
λi−i+n∏
1≤i≤r
∏
i<j≤n(xi +L xj)
]
.
We also define
sL,KLλ (xn) := s
L,KL
λ (xn|0).
From Theorem 4.10, we obtain the following theorem:
Theorem 5.14 (Characterization of the universal Schur functions of K-L type). For
the Gysin homomorphism (τ r)∗ : MU
∗(Fℓr,r−1,...,2,1(E)) −→ MU∗(X), the following
formula holds:
(τ r)∗(x
λ+ρr−1+(n−r)r) = sL,KLλ (E).
Here x1, . . . , xn are the MU
∗-theory Chern roots of E as in §4.2.1.
On the other hand, following Hudson-Matsumura [29, Definition 3.1], we define the
MU∗-theory k-th Segre class S Lk (E) of a complex vector bundle E to be
(5.12) S Lk (E) := π1∗(x
k+n−1
1 )
in the same setting as in Theorem 5.7. Let
S
L
t (E) = S
L(E; t) =
∑
k∈Z
S
L
k (E)t
k
be the Segre series of E in the complex cobordism theory. Then by Example 5.5 (1)
and (5.12), we see immediately that SLk (E) = S
L
k (E), and therefore the Segre series
S Lt (E) is given by Theorem 5.9. Using the Segre series S
L
t (E), the universal push-
forward formula for full flag bundle of type A established by Darondeau-Pragacz [18,
pp.4–5]41 can be generalized to the complex cobordism theory.
Theorem 5.15 (Darondeau-Pragacz formula in complex cobordism). In the same
setting as in Theorem 5.14, one has
(τ r)∗(f(x1, . . . , xr)) = [t
n−1
1 · · · t
n−1
r ]
(
f(t1, . . . , tr)
∏
1≤i<j≤r
(tj +L ti)
∏
1≤i≤r
S
L
1/ti
(E)
)
for a polynomial f(X1, . . . , Xr) ∈MU
∗(X)[X1, . . . , Xr].
This formula, together with Theorem 5.14, enables us to obtain the generating
function of the universal Schur functions of K-L type (see Nakagawa-Naruse [56]).
40 “K-L type” for short.
41 Note that this type of Gysin formula is also obtained by Ilori [35, p.623, Theorem], Kaji-
Terasoma [38, Theorem 0.4 (Push-Forward Formula)].
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