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Abstract
Text mining is a technique for analysing text documents to extract useful knowl-
edge and information. Most text mining methods such as classification, cluster-
ing, and summarisation require features such as terms (words), patterns (frequent
term sets), or phrases (n-grams) to represent text documents. To enhance the
performance of text mining methods, text feature selection is a process to select
a subset of text features relevant to the mining task, and use these features to
represent the document of interest. However, guaranteeing the high quality of
selected features from text is a challenge because of the large amount of irrelevant
(noisy) information in text documents. For example, text features usually include
some features that may be redundant or irrelevant; these will be considered as
noisy features in this research. Some term-based or pattern-based approaches
have been proposed to find possible relevant features for a given topic; however,
these approaches have not provided an adequate way to understand relationships
between features, especially between patterns and n-grams. Therefore they are
unlikely to find the right subset of features.
In this research, we introduce two ways to consider the relations between
features in text. The first method is to use a co-occurrence matrix to describe the
relationships between patterns. We also present an extended random set theory to
understand the relations between n-grams or patterns based on their components.
v
We then propose algorithms to select features using the extended random set
theory and methods. To evaluate the proposed algorithms and methods, we use
the selected features for an information filtering system. These experiments are
conducted using two standard data sets: Reuters Corpus Volume 1 (RCV1) and
Reuters 21578. Substantial experiments on both data sets have been compared
with the state of the art methods, and the results of the proposed methodologies
show a significant increase in the percentage changes in performance for text
feature selection.
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Chapter 1
Introduction
1.1 Motivation
With the explosive growth of information sources available on the Web, it is clear
that search engines return large numbers of documents; however, these documents
are not necessarily all relevant and beneficial to what the users need [82]. It is
becoming essential to provide users with text mining tools that can effectively
analyse text data (such as text classification, filtering, or clustering) in order to
meet users’ needs.
Finding relevant documents to meet the user’s information needs is a funda-
mental problem in text mining and information retrieval (IR) [107]. This problem
is challenging because it is often difficult for users to express their needs using
natural language. For example, in the case of user queries about “Apple”, some
users might be interested in information about “Apple Inc. products” such as
iPhones or iPads, while other users might be interested in information about the
1
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apple as a fruit. Text mining aims to solve this problem. It can extract or find
knowledge or interesting information from user feedback to describe user infor-
mation needs [26].
Relevance feedback is a technique used widely in IR to find useful features
based on returned feedback sets, including relevant and irrelevant documents
based on user needs [73, 98, 99]. Text feature selection is a basic technique to
select a subset of features from text to improve text mining system performance
and reduce the complexity of models by reducing the irrelevant features or redun-
dant information [81]. Various models have been developed to improve selection
and retrieval of useful information to meet the users’ needs, such as the bag-of-
words model (BoW) [104] that used a vector space model to weight terms, and
probabilistic models [95] which weight the terms based on their frequency and the
document length. More details about these models will be explained in Section
2.3.2.1.
Different IR models have been developed for relevance, including term-based
models and pattern-based models. Popular term-based models include the Roc-
chio algorithm [100], probabilistic models, Okapi BM25 [79] and language models.
Language models estimate the probabilities of words or sequences of words (also
called n-grams) in text documents. Usually, language is approximated by uni-
gram, bigram or trigram models [21,69,111]. However, it is still a big challenge to
discover high quality relevant features in documents because of the large number
of extracted features (terms, patterns, n-grams) that could be used to represent
the documents.
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Pseudo-relevance feedback is another technique to automate the manual part
of the relevance feedback [79]. In this process, the user provides sorted and ranked
features to use with an application such as Information Filtering (IF) to remove
redundant and irrelevant information and help users find their relevant features in
a large dataset [85,133]. Generally, information filtering systems work to classify
the incoming documents as relevant or irrelevant based on users’ needs. Informa-
tion filtering systems can be classified into three different approaches: adaptive
filtering, batch filtering and routing filtering; all three approaches try to filter
documents based on user feedback [97]. IF systems have been used in different
applications, like filtering news, and emails [44,67]. In this thesis, we will imple-
ment several information filtering systems to test the proposed models of feature
selection.
Both relevance feedback and pseudo-relevance feedback techniques try to rep-
resent relevant information by selecting low-level features (terms). Finding rele-
vant low-level features in relevant and irrelevant documents is a challenge that has
been answered by many effective term-based methods to produce efficient systems
for weighing terms [19, 85, 98]. Most IR models are term-based methods [56, 80],
such as the Rocchio model. The Rocchio model is one of the popular models that
uses relevant and irrelevant feedback and updates the user profile by focusing on
revising the weight of features that appear in both sets of feedback [120].
Most of the studies involving term-based methods present an efficient method
for improving the retrieval and performance of extracting useful information, as
well as offering the benefits of term weighting techniques [85,98]. However, many
noisy features may be extracted from the documents, which could decrease the
performance of IR and IF systems [13]. Also, many of these extracted features
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are limited by the ambiguity of polysemies and synonyms. A polysemy is a word
that has two or more different meanings, while a synonym is a word that means
exactly or nearly the same as another word (e.g. taxi and cab) [128].
As well as term-based methods, phrases have been used as features to repre-
sent documents. A phrase is a high-level feature that refers to a sequence of words
or a single word that forms part of a sentence or a paragraph [110]. Phrases ap-
pear to carry more context and more meaningful information than a single term.
However, phrase-based models have not improved the performance of IR and IF
significantly in comparison with term-based models [118]. The main reasons are
that many phrases have words with inferior statistical properties and there are a
large number of noisy, inconsistent, and redundant phrases among the extracted
phrases in documents [73]. The difficulty of finding useful phrases for text min-
ing has led to some research into the use of sequential patterns instead [55, 128],
especially as words and patterns have more statistical properties.
Pattern-based methods are an important approach in the field of text mining.
Different types of pattern can be extracted, such as sequential patterns [4], graph
patterns [6], and tree patterns [27] using different algorithms such as Apriori-like
algorithms [5],PrefixSpan [89], and Graph Search Techniques (GST) [113] algo-
rithms.
Sequential pattern mining is one of the important techniques in data mining
for extracting useful features over a long period of time [4, 78, 88]. A sequential
pattern in text is a list of words that appear together in a sentence, paragraph,
or document in the same order [55]. A sequential pattern is called a frequent
pattern if its frequency is greater than a threshold (minimum support). Due to
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some limitations in sequential pattern mining, such as redundant and irrelevant
patterns, other techniques have been developed, such as maximal patterns [18],
closed patterns [119], and representative patterns [129].
To avoid the disadvantages of a phrase-based model, the pattern-based mod-
els, such as the Pattern Taxonomy Model (PTM) [126], use concepts such as
closed sequential patterns and pruned non-closed patterns. The closed pattern
is currently favoured as one of the alternatives to phrases [126], because these
patterns enjoy good statistical properties like terms, and pruned non-closed pat-
terns from the representation with an attempt to remove noisy and redundant
patterns as well described more in section 2.3.2.2. Despite this, irrelevant and
duplicated patterns still occur due to the text mining technique processes that
extract patterns. Furthermore, PTM has difficulty using specific long patterns.
To overcome this limitation, a method has been proposed which evaluates the
property of pattens by deploying all the closed sequential patterns into terms
based on their correlations to the pattern taxonomies. Experiments in deploying
show that the method is very effective in using closed sequential patterns in text
mining [128].
To illustrate all these pattern features, Figure 1.1 shows a sample of the
RACV1 dataset document [100], which is basically a set of paragraphs. Then the
PrefixSpan algorithm [89] is used to extract all the frequent patterns from the
text document (Table 1.1). All these extracted patterns are called frequent pat-
terns with minimum support min sup ≥ 0.2, as used in a PTM Study [126]. The
frequent patterns appear in each paragraph sequentially. A frequent sequential
pattern X is called a closed sequential pattern if there exists no frequent sequen-
tial pattern Y , such that X @ Y and suppa(X) = suppa(Y ) [127], where the
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relation @ represents the strict part of subsequence relation v and the absolute
support suppa is the number of occurrences of that pattern. Table 1.2 shows a
list of closed sequential patterns, 16 out of 56 frequent patterns in this example,
as shown in Table 1.1. Thus, it is clear that closed sequential patterns clean out
most of the noise and redundant patterns. Furthermore, a deploying method is
applied to the closed sequential pattern to deploy them into terms (as shown in
Figure 1.2) which treats all terms in the pattern equally, a kind of simple relation
between patterns.
Figure 1.1: A sample of dataset documents
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Table 1.1: Sequential patterns extracted from the sample document in Figure 1.1
with min sup ≥ 0.2
Frequent Pattern Frequency Frequent Pattern Frequency
(test) 2 (german, detain) 2
(vw) 5 (german, men) 2
(men) 5 (german, spy) 2
(camera) 3 (vw, camera) 3
(track) 3 (vw, track) 2
(photograph) 3 (vw, photograph) 3
(industri) 2 (vw,car) 2
(work) 2 (men, spy) 2
(car) 3 (men, volkswagen) 4
(spy) 2 (men, car) 2
(german) 2 (men,vw) 2
(believ) 2 (men, work) 2
(detain) 2 (men, carmak) 2
(carmak) 2 (vw, camera, photograph) 3
(prosecutor) 2 (vm, camera, track) 2
(test,photograph) 2 (camera, track, photograph) 2
(test, track) 2 (camera, track, vm) 2
(believ, vw) 2 (men, work, car) 2
(detain, spy) 2 (men, work, volkswagen) 2
(camera, photograph) 3 (men, volkswagen, car) 2
(camera, vw) 2 (work, volkswagen, car) 2
(camera, track) 3 (test, track, photograph) 2
(camera, test) 2 (camera, test, photograph) 2
(work, car) 2 (camera, test, track) 2
(work, volkswagen) 2 (german, datein, spy) 2
(track, photograph) 2 (german, men, spy) 2
(track,vw) 2 (camera, test, track, photograph) 2
(volkswagen, car) 2 (men, work, volkswagen, car) 2
Table 1.2: Closed sequential patterns extracted from the sample document in
Figure 1.1
Closed Sequential Patterns Frequency
(vw) 5
(men) 4
(industri) 2
(vw,car) 2
(believ, vw) 2
(men, volkswagen) 3
(men,vw) 2
(men, carmak) 2
(camera, photograph) 3
(camera, track) 3
(german, men, spy) 2
(vw, camera, photograph) 3
(vw, camera, track) 2
(german, detain, sw) 2
(camera, track,vw) 2
(camera, test, track, photograph) 2
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Figure 1.2: Deploying patterns to a term space model
In addition, many other models have been proposed for extracting features,
using both relevant and irrelevant feedback for information filtering. For instance,
the Rocchio model [56] and the SVM-based filtering model [35] usually focus on
revising weights of terms that appear in both feedbacks. On the other hand, the
probabilistic models [112] and BM25 model [96] rely on how often terms appear
or do not appear in both relevant or irrelevant feedbacks.
Despite all these approaches, the quality features extracted by using existing
term-based methods or pattern-based methods suffer from two main problems.
The first problem is that many extracted high-level features struggle with noise,
inconsistencies, and some long and specific features are missing due to the com-
mon data mining process for extracting these high-level features from low-level
features [127]. The second problem is that the support usually used to calculate
the weight of features is not very efficient in answering user needs [73]. Therefore,
the issue for these two problems is the relationship between extracted features
and how these relations can be represented, which could affect the quality of ex-
tracting low and high-level features.
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In summary, the text feature selection has played an important role in the text
mining process for a long time. Due to the large number of extracted features
(e.g. term, pattern, and n-gram) and the computational complexity, finding rele-
vant features has been a challenge for researchers and remains an open problem.
The importance of feature selection not only consists in finding features, it also
concerns the accuracy with which these features meet user needs and combine to
improve extraction performance.
1.2 Problem statement
In high level terms, this thesis addresses the problem of selecting relevant features
with high quality that can be used in filtering systems to enhance the systems
performance. A review of published studies in text mining shows that extracted
features usually have two main limitations: many extracted noisy features are
extracted, and some of the extracted features are of poor quality. We tackled
these two problems by studying the relationships between the extracted features,
in order to remove irrelevant features and enhance the extracted feature quality.
The use of closed sequential patterns in PTM [126] has been proposed to
overcome the limitation of extracting features using traditional term-based ap-
proaches. This approach focuses mainly on pruning noisy patterns with respect
to redundancy. The PTM method has shown some improvement in the qual-
ity of extracted features. However, not all extracted patterns are useful because
extracted patterns usually contain noisy and inconsistent patterns due to the
different data mining processes that are used for extracting these patterns. We
believe that there are certain relationships between these patterns extracted from
documents which can be used to improve the quality of pattern extraction in the
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PTM model. The key challenge is how to find these relationships and use them
to improve the quality of extracted features.
As mentioned earlier, extracting patterns on the basis of support is not very
effective; for example, using a large minimum support (min sup) leads to extrac-
tion of short patterns and misses long and specific patterns. On the other hand,
low min sup values can be used to extract long patterns which are considered
specific patterns compared with short ones; however, most of them are noisy.
Several approaches to text mining have been proposed that aim to improve the
efficiency and quality of extracting knowledge by reducing the amount of infor-
mation extracted. For example, some approaches select the k sets of the frequent
sets [1] and summarise the collection of patterns [131]. Despite this, results of
these methods continue to be limited by noisy and low-quality output. Thus,
weighing the extracted features accurately and selecting the specific ones is a
crucial approach to pattern-based text mining.
Another issue with using support is that the method based on frequency of
extracted features is affected by the feature size. For example, Table 1.3 shows
some extracted patterns with their frequencies in the document shown in Figure
1.1. It is clear that small patterns have a large frequency, while the large patterns
have a small frequency. However, large features are usually more important than
the small ones because they are more meaningful and carry more information.
Table 1.3: Frequencies of different pattern size
Extracted Patterns Frequency
(vw) 6
(men, volkswagen) 4
(camera, test, track, photograph) 2
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This thesis focuses on developing methods of selecting features that will satisfy
user needs by understanding the relations between extracted features to reduce
the number of noisy features and improve the quality of the extracted features.
Initially, we propose a new pattern-based model called Pattern Co-occurrence
Matrix (PCM) that adopts the concept of pattern taxonomy with closed sequen-
tial patterns. We propose an efficient algorithm for calculating the co-occurrence
matrix in order to find the semantic relationship between the extracted closed
sequential patterns. Some of the discovered patterns that have no relation with
other patterns are considered as noisy patterns. However, cleaning these noisy
patterns may affect the quality of extracted features because some of them may
include useful low-level features (such as terms).
It is necessary to overcome the problem of using support for weighting ex-
tracted high-level features where the features frequency is usually low, because
it is hard to match high-level features in documents, especially when the length
of the feature is long [126]. In this study, instead of calculating frequency only,
the random set is extended (ERS) to calculate the probability of the extracted
high-level features from documents by considering their low-level features. The
extended random set theory has been applied in two different feature types: closed
sequential patterns and n-grams.
A pattern mining model, Specific Closed Sequential Pattern (SCSP), is pro-
posed for removing noisy patterns from closed sequential patterns. In this model,
the closed sequential patterns are extracted using a small min sup, which gener-
ates long and specific patterns. Then, we extended the random set to calculate
the patterns’ weight (probability) accurately based on pattern distribution in the
documents and the distribution of their terms in the patterns.
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Further, in n-gram extraction, we propose a model called GERS to extract
n-grams using the ERS theory. A similar wrapper based approach is applied to
help to decide the low-level terms first. Then, the random set is extended to
calculate the n-gram probability by considering the relations between n.-grams.
1.3 Contribution
The main contributions of this thesis are:
1. A method to find the semantic relationships between patterns in a document
by using a co-occurrence matrix, and use these relations to find the noisy
patterns in closed sequential patterns and cleans them;
2. A new theory for estimating features’ weight (probability) by extending the
random set (ERS) based on feature distribution in the documents;
3. An innovative method for finding a specific pattern among extracted closed
sequential patterns (SCSP) by using ERS to calculate the pattern proba-
bility;
4. An enhancement of n-gram extraction by selecting specific terms of different
methods and extending the random set to estimate the n-gram probability.
1.4 Publications
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appear in Web Intelligence (WI) and Intelligent Agent Technologies (IAT),
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• Y. Li, A. Algarni, M. Albathan, Y. Shen, and M. Bijaksana. Relevance
feature discovery for text mining. Knowledge and Data Engineering, IEEE
Transactions on, 27(6):1656–1669, June 2015.
• M. Albathan, Y. Li, and Y. Xu. Using extended random set to find spe-
cific patterns. In Web Intelligence (WI) and Intelligent Agent Technolo-
gies (IAT), 2014 IEEE/WIC/ACM International Joint Conferences on,
volume 2, pages 30–37. IEEE, 2014. (Awarded Best Student Paper).
• M. A. Bashar, Y. Li, Y. Shen, and M. Albathan. Interpreting discovered
patterns in terms of ontology concepts. In Web Intelligence (WI) and In-
telligent Agent Technologies (IAT), 2014 IEEE/WIC/ACM International
Joint Conferences on, volume 1, pages 432–437. IEEE, 2014.
• M. Albathan, Y. Li, and A. Algarni. Enhanced n-gram extraction using
relevance feature discovery. In AI 2013: Advances in Artificial Intelligence,
pages 453–465. Springer, 2013.
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IEEE Computer Society, 2012.
1.5 Thesis Structure
The rest of this thesis is organised as follows:
• Chapter 2 comprehensively reviews works related to text feature selec-
tion in text mining, including knowledge discovery and text mining, feature
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selection algorithms and methods. The current work on finding useful pat-
terns by data mining is reviewed. Finally, the classical and current work on
enhancing feature selection will be discussed.
• Chapter 3 provides a theoretical framework for the PCM approach. It will
describe the use of a co-occurrence matrix to find the relationships between
closed sequential patterns and then use these relations to clean the noisy
patterns among them.
• Chapter 4 seeks to overcome the problem of feature selection by using
support and confidence for weighting features. It presents an approach to
extending the random set in order to calculate the extracted text features’
weight. Then, ERS is applied in two different models to extract patterns
and n-grams. The SCSP model extracts specific closed sequential patterns
using small min sup and uses the ERS model to reweigh the extracted
patterns and select the specific patterns among them. In addition, the
GERS model extracts high-level n-grams based on selected low-level terms,
and then uses the ERS model to reweigh the extracted n-grams considering
both high and low feature levels.
• Chapter 5 details the benchmark datasets and performance measures, and
discusses the application of the proposed pattern-mining models to IF. A
detailed analysis and comparison of the results of the experiments is also
presented in this chapter.
• Chapter 6 concludes the thesis and outlines the direction for future work.
Chapter 2
Literature Review
This chapter reviews the literature concerning feature selection in text mining. To
ensure complete coverage of the relevant literature, the literature review has been
constructed around three major topics. The first section describes the background
of knowledge discovery and its approaches and discusses methods of extracting
text knowledge using text mining. From text mining, the second section of the
literature explains the feature selection idea and different feature selection algo-
rithms as a foundation for other parts. The third section describes how the text
features are selected and what are the relevant text features, and then presents
different methods for text feature selection and how these methods try to find
the relevant features. Then, some applications used in text feature selection are
described.
From the review of researches and studies presented throughout this chapter,
it appears that there is a gap in research into conceptions, algorithms and methods
applied to study the relationships between extracted text features and to remove
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irrelevant features and improve quality of the selected ones. It is this gap that
the this study seeks to fill.
2.1 Knowledge Discovery and Text Mining
Knowledge discovery is the process of extracting useful information from data
according to the user’s needs. Several studies have defined knowledge discovery.
A common definition is “the nontrivial process of identifying valid, novel, poten-
tially useful, and ultimately understandable patterns in data” [34, 38]. In other
words, it can be defined thus: given a set of facts (data) F and a language L,
and some measure of certainty C, a pattern is a statement S in L that describes
relationships among a subset Fs of F with a certainty C. A pattern is called
knowledge if it is interesting and certain enough, according to the user’s interests
and criteria. Thus knowledge discovery is the extraction of interesting patterns
from a set of facts in a database [40].
There is some confusion about the definitions of data mining and knowledge
discovery. Some researchers consider data mining a synonym for knowledge dis-
covery; however, data mining is just one step of the knowledge discovery process,
which can be called different names, such as: knowledge extraction, information
discovery, and data pattern processing [28].
2.1.1 Process of Knowledge Discovery
The process of knowledge discovery is applied to databases to extract useful
knowledge from the data for user needs [28]. Knowledge discovery consists of
different steps, and each of these steps is applied to complete specific tasks using
different methods.
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Since the 1990s, there have been several studies of the knowledge discovery
process. In 1996, Fayyad et al. [38] proposed the first basic model, which was
later improved by other groups. This model is considered the leading model
by researchers. The model consists of different sequence steps, where each step
relies on the previous one. Fayyad et al.’s model consists of five main steps [38],
as shown in Figure 2.1:
1. Data selection: This process focuses on mining the data to generating a
target dataset and selecting the subset of variables to be used in discovery
tasks.
2. Pre-processing: This process involves on cleaning and removing noisy
data. It also includes collecting all information of the selected data to
provide appropriate strategies to deal with missing data and cleaning re-
dundant data.
3. Transformation: This step transform the preprocessed data to a suit-
able format depend on the data mining task. This process represent the
data based in selected appropriate type of features. The feature selection
method is one of the steps at this stages in this process to reduce the data
dimensionality.
4. Data mining: This process runs over the transformed data in order to
discover patterns based on user needs. These patterns can be a set of
features that occurred together, a maximum set of features, or simply a
pairs of features from the given dataset.
5. Evaluating: This process is the final stage to evaluate if the discovered
patterns useful and valid to the user needs.
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these five main steps of the process could be executed iteratively many times
with loops between any two steps. Also, some of these five steps include extra
steps which can be divided into nine steps, as shown in Figure 2.1.
Figure 2.1: Knowledge discovery process
2.1.2 Text Mining
The revolution in text usage has increased the quantity of data enormously, but
this has worsened the availability of relevant online information. Data that are
useful for users can only be extracted if specific pre-processing methods and al-
gorithms manage the storage, processing and handling of this information, which
is no more than a very long sequence of characters. Text mining can be defined
as a knowledge-intensive process in which a user interacts with a document col-
lection process using a suite of analysis tools [39]. Generally, the term refers to
extracting useful information and knowledge from semi-structured data-text that
is neither completely structured nor completely unstructured. For instance, a
document can contain structured data (like title, author, publication date and
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category) and unstructured data such as its abstract and contents. Different
information retrieval techniques, such as the text index method and the term
weighting method, have been developed to handle these data [54]. Text mining is
combined with other disciplines, too, such as information extraction, data min-
ing, machine learning, text classification, text clustering and natural language
processing [51].
2.1.2.1 Pre-processing Text
To guarantee high-speed text mining by removing uninformative text, and rep-
resenting the document as well as a defined sequence of words, every text needs
to be pre-processed. There are several different processes for pre-processing, for
example [51,79]:
1. Tokenisation process: this is the process of splitting the text into pieces
of words, simultaneously removing punctuation and replacing tabs (and
other non-text characters) with single spaces.
2. Filtering process: in every text, there are common words like articles,
prepositions and conjunctions, which carry little or no useful content infor-
mation. These are called stop words and are removed.
3. Lemmatization process: this process attempts to convert all verbs to
their dictionary keywords by mapping them to their infinitive forms.
4. Stemming process: this process chops off the ends of words in the hope of
returning them to their dictionary keywords. For instance, plurals become
singular and present participles lose their -ing ending.
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2.1.2.2 Text Representation
To discover knowledge from text data, the text needs to be represented as numer-
ical data. Text representation allows the identification of similarities among the
text, including topic identification and text linkages that may not be clear. The
selection of a text representation model is based on the task at hand, such that a
model is chosen that will make data manipulation easier and more efficient [114].
There are two main representations for text, as follows.
2.1.2.2.1 Keyword-based Representation
Keyword-based representation, or the bag-of-words scheme is widely used in IR,
and can also be referred to as the vector space model (VSM) [114]. Gerard
Salton invented the vector space model in 1960 for indexing and information re-
trieval [104]. It has been used in most information retrieval systems and several
text mining approaches, where it represents the text documents and finds similar-
ities among them [77]. The VSM represents each document d as a feature vector
in multidimensional space w(d) = (x(d; t1);x(d; t2); . . . .;x(d; tn)), each element of
the vector representing the frequency of the term t in the document [51,79].
Despite VSM’s usefulness, it has some limitations: long documents are poorly
represented because they have poor similarity values, search keywords must pre-
cisely match document terms and the method exhibits a high degree of semantic
sensitivity [104].
2.1.2.2.2 Phrase-based Representation
As mentioned above, keyword-based representation focuses on a single word,
which might lead to semantic ambiguity [127]. Therefore, phrase-based repre-
sentation was invented to solve this problem; this method represents the text as
2.2. Feature Selection 21
a set of words, and is preferable to keyword-based representation [52]. Keyword-
based representation is usually not used because of the limitation in the meaning
of single words compared with phrases [62].
N -gram-based representation can be considered a kind of phrase-based repre-
sentation. In text mining, different data mining techniques can be used to discover
text patterns such as the n-gram. The n-gram is used to find all sequential pat-
terns of which the length does not exceed n [127]. N -gram-based representation
provides a more robust representation of the document in the presence of gram-
matical and typographical errors. Also, this representation does not require any
text pre-processing methods like stemming or tokenization process [25]. However,
this method has some limitations; for instance, the number of extracted patterns
will be limited to the number of n which could limit the discovery of long patterns
in the text [127].
In addition to previous two main representations, and compared to the use of
traditional VSM vectors for text representation, the tensor space model (TSM)
represents each text document by high order tensors and uses multilinear algebraic
techniques to increase the performance efficiency of information retrieval [77]. The
VSM represents each document as a vector and each word as a dimension, but
the TSM represents each document as a tensor and each element in the tensor
represents a feature [102].
2.2 Feature Selection
In recent years, with the rapid increase in data created by new technology such
as smart devices and the internet, it is a challenge to manage and extract use-
ful information from data stored on-line for users’ needs. The collected data is
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usually associated with high dimensional extracted features and different levels
of noise. Data mining and information retrieval researchers have done extensive
studies trying to solve these issues by providing tools to automatically analyse
and recognise these features. Specifically, in text mining, there will be a large
number of features (e.g. terms and patterns) extracted from text using different
data mining methods; however, most of these extracted features are noisy and
irrelevant. Feature selection is one of the most frequent techniques for reduc-
ing irrelevant features in text, based on different criteria derived from statistical
information.
2.2.1 Definition
Feature selection is a simple method for reducing irrelevant and redundant data
and improving the performance of learning. The benefits of this method for
learning are that it reduces the amount of data needed to be achieved, improves
predictive accuracy, and reduces execution complexity [48]. The method identi-
fies two qualities of the features: relevancy and redundancy; the features selected
must be predictive to the decision feature [53].
In general, the feature selection process consists of four main steps, as shown
in Figure 2.2 [65]: subset generation, evaluation of subset, stopping criteria, and
result validation. Subset generation is the process of extracting subsets of features
from the data and consists of two processes, search organisation and successor
generation. The next step is to evaluate the extracted feature subset based on
some selected evaluation criteria to determine how good the extracted features
are. Finally, before the results are validated, a stop point for feature selection has
to selected, such as: maximum or minimum number of extracted features, the
completion of the search, or if the new features have not produced a significant
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change to the results.
Figure 2.2: Feature selection procedure
For example, Algorithm 1, presented in the following section, starts to ex-
tract subsets of features using certain search methods. After each extraction, an
evaluation process is included to check if each extracted subset meets the chosen
criteria or not (steps 1 and 2). The evaluation process is repeated (steps 3 to 6)
until some stopping criterion is set, as described previously (step 7).
2.2.1.1 Benefits and challenges of feature selection
Unlike the process of constructing new features, feature selection has the poten-
tial to be automatic and has an efficient process. Ideally, any feature selection
model should be able to detect important features, discard irrelevant features,
and remove any redundant features. Furthermore, there are several potential
benefits of feature selection techniques, including [46,53]:
1. Performance improvements: the complexity of any algorithm is based
on the number of features that have been used. Removal of the noisy or
irrelevant features in the training set should increase the efficiency of the
system and improve performance by reducing the computational process.
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Algorithm 1: Feature Selection Algorithm
Input : X : Set of features of a data set having features
SG : Successor Generator Operator
E : Evaluation measure
Output: Xopt : Optimal feature set or weighted features
Initialize:
1 X
′
:= Start point(X)
2 Xopt := Best of X
′
using E
Repeat:
3 X
′
:= Search Strategy(X
′
, SF (E), X)
4 Xopt := Best of X
′
according to E
5 if E(X
′
) > E(Xopt) or (E(X
′
) == E(Xopt) |X ′ | < |Xopt|) then
6 Xopt = X
′
Until:
7 Stop criteria is not found
2. Data compression: storing and retrieving features requires storage space,
which is an issue. Reducing the number of features will help to retrieve data,
for there is no need to retrieve and store a feature that is not required.
3. Data visualisation: reducing data to fewer dimensions tends to make the
data more readable and facilitates the comprehension and visualisation of
the data.
4. Time utilisation: reducing redundant and noisy features reduces the
training and testing time, which could also lead to saving some compu-
tational resources such as memory.
Despite all the benefits and advantages of feature selection, some problems
and challenges remain. Selecting the best feature is based on how good the algo-
rithm is that is used to select, which could mean that some important features are
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missed. Therefore, to find an optimal subset of features from the data, we need
to find optimal models which differ from each other in the way of selection [31].
In addition, some feature selection algorithms cannot specify noisy features and
rely on the user’s decision, which could lead to low performance and additional
time required for learning [48,101].
2.2.2 Feature Selection Algorithms
Different feature selection algorithms have been used to to select subsets of fea-
tures. These algorithms can be divided into three different categories, as follows.
2.2.2.1 Filtering algorithm
Figure 2.3: The feature filter algorithm
Filtering algorithms try to characterise the training data to select the best
features without involving any learning algorithm, as shown in Figure 2.3. This
algorithm consists of two main steps. First, the extracted features are ranked
according to an evaluation criteria. The second step is to select the highest ranked
features [117]. several filtering algorithms have been used such as Chi-square
statistic (χ2) and information gain (IG) in different studies falls under different
approaches such as FOCUS [14] and RELIEF [105]. The filtering algorithm is
considered fast and efficient in computing; however, important features can be
missed using this algorithm [65] and the effect of the selected subset of features
to the learning algorithm is ignored [48].
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2.2.2.2 Wrapper algorithm
Figure 2.4: The feature wrapper algorithm
The wrapping model requires a learning algorithm to be applied first to iden-
tify the subset of features to be selected and evaluated [105]. Therefore, the wrap-
per algorithm usually shows better results than the filtering models; however, the
filtering models tend to give better computational efficiency if the number of fea-
tures is large [106]. Various studies have been conducted using this algorithm.
Kohavi & John [61] in their study, introduced the weak and strong relevant fea-
ture using wrapping methods, where they used different learning algorithms such
as ID3, Naive Bayes, and C4.5. In general, the wrapper algorithm performs in
three steps as illustrated in Figure 2.4 and listed below:
1. Searching for the subset of features in data using select search criteria;
2. Evaluating the performance of the selected subset of features based on the
learning algorithm;
3. Repeating step 1 and step 2 until the goal of quality of features is achieved.
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2.2.2.3 Hybrid algorithm
Filtering algorithms give low performance and the computational cost of wrapping
algorithms is high, hybrid algorithms have recently been proposed to combine the
advantages of these two algorithms [45]. A hybrid algorithm uses the filter algo-
rithm to find the optimal subset of features, as shown in Figure 2.5. Therefore,
a hybrid algorithm uses the advantage of fast and less computation in the filter
algorithm and interacts with the learning algorithm to produce high quality fea-
tures. Examples of the feature selection algorithms of the hybrid type include
HGA [87], and BBHFS [30].
Figure 2.5: The feature hybrid algorithm
2.3 Text Feature Selection
As feature selection can be used in different data types, in this thesis we focus on
literature about text feature selection. Text features are mostly ranked according
to the features’ weight. Feature weight describes the feature’s importance, where
features with high weight like top-k features are selected.
28 Chapter 2. Literature Review
2.3.1 Extracting Relevant Text Features
Using data mining methods, a large number of terms can be extracted from text
files. Over the years, data mining and information retrieval have developed many
methods to extract and reduce these features from text documents to fulfil user
information needs [73].
The feature selection technique is one of the methods that relies on selection
according to the weight of the extracted feature. Usually, terms appear to be
general if the term has a large weight, because it frequently appears in both rel-
evant and irrelevant documents [12]. Therefore, a good feature selection method
should be able to find the relevant features and disregard the noisy and redundant
features. Two feature qualities must be considered by feature selection methods:
relevancy and redundancy. The feature is considered as relevant to user needs if
it can be predicted; otherwise, it is an irrelevant feature. A redundant feature is
one that is highly correlated with other features in the document [53].
The relevance of the extracted text can be classified into three different de-
grees: strongly relevant, weakly relevant, and irrelevant features, as shown in
Figure 2.6. The relevance of features has been defined in different studies [23,57].
The strongly relevant feature is one that cannot be removed without some loss
of accuracy, while the weakly relevant feature is not strongly relevant but holds
some relation to other features in the document. On the other hand, irrelevant
features are those that can be removed from the document and do not have any
relation with other features, and could be noisy or redundant features.
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Figure 2.6: The feature relevance
Furthermore, Li et al. recently proposed a specificity function to classify
low-level terms into levels based on their specificity and distribution [73]. Three
categories of terms have been proposed: positive specific terms, general specific
terms and negative specific terms. The general terms appear more frequently in
relevant and irrelevant documents with larger weights.
2.3.2 Text Feature Selection Methods
Data mining, machine learning, and natural language processing (NLP) tech-
niques work together to automatically discover features from text documents.
Several text mining methods rely on the bag-of-words representation of docu-
ments. The bag-of-words is the basic text representation which usually uses a
Vector Space Model (VSM) to represent the document as a vector, using the
frequency of each term in the document [104] to find the importance of the term
in the document. There are some limitations in the bag-of-words and VSM; for
instance, representation has high dimensionality and loses some semantic relation
between terms [20].
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The research presented in this thesis tests different features that have been
selected using different methods including term-based methods, pattern-based
methods, phrase-based methods, topic-based methods, and mixed-based meth-
ods, as follows.
2.3.2.1 Term-based Methods
Most IR methods use term-based methods as a traditional weighting approach to
weight terms represented as bag-of-words (BoW). In BoW representation, each
term in the vector is associated with a weight to distinguish the term’s impor-
tance, as shown in Figure 2.7. The next section will present example of some
methods used in this thesis.
Figure 2.7: Bag-of-words representation
2.3.2.1.1 Term Frequency Inverse Document Frequency (TF.IDF)
TF.IDF is a common weight method used in information retrieval and text min-
ing. It is a function combining term frequency tf and inverse document frequency
idf, to produce a combined weight for each term in each document as follows:
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TF.IDFt,d = tft,d × idft (2.1)
where the tft,d is the number of occurrences of the term t in the document d. The
idft is the inverse number of documents which are used to measure the specificity
of terms in document collection. Usually the term that occurs in many documents
in the collection is not a good discriminator and should be given lower weight
than one that occurs in only a few documents. IDF can be expressed as:
idft = log
N
dft
where N is the total number of documents in a collection [79].
2.3.2.1.2 Rocchio’s algorithm
Rocchio’s algorithm was introduced by Salton’s SMART system in 1971 [99].
This algorithm has been widely used in the area of text mining and information
retrieval. It is a relevance feedback algorithm which represents documents as vec-
tor space models, each word in the vector having a weight based on tf.idf weight.
This algorithm has two parts: the first one uses important terms that appear
in relevant documents; whereas the second part uses irrelevant terms extracted
from irrelevant feedback documents to reduce the side effects of using the im-
portant terms. Therefore, this algorithm is efficient in computation, easy to
implement and a fast learner; however, it has a low classification accuracy [16].
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2.3.2.1.3 Okapi BM25
The Okapi BM25 method is slightly different from the two previous methods,
which used a vector space to weight terms. The BM25 method is a probabilistic
model developed in the 1970s and 1980s by Stephen E. Robertson et al. [94]. It
is a state-of-the-art term-based model weighting a term based on its frequency
and the document length.
2.3.2.1.4 Mutual Information (MI)
MI is another popular method for feature selection to measure the variables mu-
tual dependence. MI is used to compute the A(t, c) as the expected mutual
information of term t and class c. Also, MI measures how much information of
presence/absence of a term with another random term. Thus, the mutual infor-
mation A(t, c) is the reduction in the uncertainty of term t due to the knowledge
of d [29].
2.3.2.1.5 Chi-Square (χ2)
The chi-square (χ2) test is a statistical test commonly used in testing indepen-
dence and goodness of fit. Testing independence determines whether two or
more observations across two populations are statistically associated on each
other. For instance, the two events A and B called statistically independent
if P (A|B) = P (A) and P (B|A) = P (B) [79].
2.3.2.2 Pattern-based Methods
2.3.2.2.1 Pattern Taxonomy Model (PTM)
The Pattern Taxonomy Model (PTM) [126] aims to find useful features, such
as patterns, terms and their weight, from a training set D, which consists of
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positive documents D+ and negative documents D−, where each document d is
represented as a set of paragraphs PS(d). To clearly understand the concepts of
patterns, we present the concepts of frequent patterns, closed patterns and closed
sequential patterns in this section.
• Frequent and Closed Patterns: Let T = {t1, t2, ..., tn} be a set of terms
extracted from positive documents D+. Given a termset X, a set of terms
in document d, coverset(X ) is used to denote the covering set of X for d,
which includes all paragraphs dp∈PS (d) such that X⊆dp, and its absolute
support (suppa) is the number of occurrences of X in PS (d), that is:
suppa(x, d) = |coverset(X)| (2.2)
Moreover, the relative support (suppr) is the fraction of the paragraphs that
contain the pattern, that is:
suppr(x, d) =
suppa(x)
|PS(d)| (2.3)
Therefore, termset X is called a frequent pattern if its suppa(x) or suppr(x)
is greater than or equal to a minimum support (min sup) [127].
On the other hand, given a set of paragraphs Y ⊆ PS(d), we can define its
termset, which satisfies:
termset(Y ) = {t|∀dp ∈ Y =⇒ t ∈ dp} (2.4)
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and the closure of X is defined as:
Cls(X) = termset(coverset(X)) (2.5)
Therefore, a pattern X is called closed if and only if X = Cls(X) [73].
Table 2.1 shows an example of a document d and its paragraphs and their
terms, PS(d)= {dp1, dp2, . . . .,dp6}, where duplicated terms have been re-
moved. Let the minimum support = 0.2, giving rise to the 10 frequent
patterns and their covering set, as illustrated in Table 2.2.
Table 2.1: A Set of Paragraphs and their Terms
Paragraph Terms
dp1 {t1t2}
dp2 {t3t4t6}
dp3 {t3t4t5t6}
dp4 {t3t4t5t6}
dp5 {t1t2t6t7}
dp6 {t1t2t6t7}
Based on the previous definition, there are only three closed patterns ({t3, t4, t6},
{t1, t2} and {t6}) in Table 2.2 [75].
Table 2.2: Frequent Patterns and Covering Sets
Frequent Pattern Covering Set
{t3, t4, t6} {dp2, dp3, dp4}
{t3, t4} {dp2, dp3, dp4}
{t3, t6} {dp2, dp3, dp4}
{t4, t6} {dp2, dp3, dp4}
{t3} {dp2, dp3, dp4}
{t4} {dp2, dp3, dp4}
{t1, t2} {dp1, dp5, dp6}
{t1} {dp1, dp5, dp6}
{t2} {dp1, dp5, dp6}
{t6} {dp2, dp3, dp4, dp5, dp6}
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• Sequential Pattern: The sequential pattern X is called a frequent pat-
tern if its suppr > min sup. A frequent sequential pattern X is called a
closed sequential pattern if there exists no frequent sequential pattern Y ,
such that X @ Y and suppa(X) = suppa(Y ) [127], where the relation @
represents the strict part of subsequence relation v.
For example, Table 2.3 shows a set of sequences of terms. We can find
frequent sequential patterns and closed sequential patterns if the min sup =
0.5. Figure 2.8 shows the result of sequential patterns, where the closed
sequential patterns are shown within the dashed-line rectangles [127].
Table 2.3: Set of Sequence of Terms in Paragraphs
Transaction Sequence
1 S1 :< t1, t2, t3, t4 >
2 S2 :< t2, t4, t5, t3 >
3 S3 :< t3, t6, t1 >
4 S4 :< t5, t1, t2, t7, t3 >
Figure 2.8: An example of pattern taxonomy where the patterns in the dashed
boxes are closed patterns
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Pattern Deploying based on Support (PDS): Due to some limitations
on using patterns, such as the inadequate use of the extracted patterns, low fre-
quency and the complexity in evaluation, PTM was improved by using pattern
deploying based on the support (PDS) method [131]. PDS aims to deploy the
patterns into terms and calculate the terms’ weight, which would help to solve the
limitation of using patterns and reduce the number of noisy terms in documents.
Pattern Deploying based on Support (PDS) uses SPMining(D+,min sup),
which is proposed in [126] to find closed sequential patterns for all positive doc-
uments based on min sup and then deploy all these patterns into terms; their
weight (support) is calculated based on patterns in all documents from which the
patterns are extracted, as shown in Equation 2.6 [128].
support(t,D+) =
n∑
i=1
|{p|p ∈ SPi, t ∈ p}|∑
p∈SPi |P |
(2.6)
Where |P| is the number of terms in pattern p, and n is the number of positive
documents |D+|.
Table 2.4: Discovered Closed Sequential Patterns
pi Extracted Patterns
p1 india
p2 fire
p3 caught,fire
p4 children,burnt,death,india
p5 children,burnt,death,bu,fire
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For instance, from Table 2.4 if we need to calculate the weight for term fire:
support(fire,D+) =
1
1
+
1
2
+
1
5
=
17
10
= 1.7 (2.7)
2.3.2.3 Phrase-based Methods
2.3.2.3.1 N-gram
The n-gram model has been used extensively in many areas related to data min-
ing such as language modelling, information retrieval, information filtering, and
information extraction. The n-gram is a sequence of characters or words gen-
erated from a document as a result of moving a window of size n [115]. The
simplest n-gram type when we select n = 1 is called unigram, that looks at one
word at a time. N-gram becomes interesting when we increase the n size wisely
to be a bigram when n = 2, and a trigram when n = 3.
Wei et al. [122] used n-grams with feature selection and extraction methods.
Their study compared the use of different feature selection methods on Chinese
text classification using n-grams. They performed two-step feature selection.
First, they reduced the number of features in the created class (inter-class) us-
ing two methods: the relative text frequency method and the absolute frequency
method. Second, they selected the best features among all the classes (cross-class)
in the training set by assigning a weight to the feature based on the occurrence
of the feature within the different document classes.
In another study using n-grams, Haidar et al. [47] used the n-gram for topic
modelling. They proposed an n-gram weighting technique for unsupervised lan-
guage model adaptation using Latent Dirichlet Allocation (LDA) for weighting
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the topics. Tandon et al. [115] used n-gram with information extraction to ex-
tract structured data from web-scale and n-gram datasets.
Phrase extraction is another area that aims to identify phrases (n-grams) in
text. Wang et al. also proposed a topical n-gram model (TNG) to automatically
extract unigram words and phrases based on the context surrounding them and
assign a combination of topics to both individual words and n-gram phrases [121].
More algorithms and methods that use n-gram extraction can be found in [41,83].
2.3.2.4 Topic-based Methods
2.3.2.4.1 Latent Dirichlet Allocation (LDA)
The LDA method was introduce by Blei et al. [22] as a probabilistic model for
collection of documents and is used to discover topics in these documents. Each
document can represent several topics and each discovered topic is represented as
a distribution over words. It is considered the most common topic modelling tool
currently in use and has two main advantages: first, compared with the tradi-
tional term-based document representation, topic-based representation overcomes
the issue of semantic confusion. Secondly, instead of describing documents on a
general level using a single topic in traditional information filtering methods, LDA
can describe these documents using multiple topics [43].
Using the appearance of words in documents, LDA can discover hidden topics
in a collection of documents, where these topics consist of a list of terms ranked
by relevance [116]. Therefore, for a term to be relevant, its should be highly
ranked in some of the discovered topics.
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The LDA model can be described as a probabilistic mixture of topics for each
document. Each topic is treated as a probability distribution over the terms that
are related to that topic. For instance, for term t in document d, the probability
can be calculated as follow [63]:
P (ti|d) =
z∑
j=1
P (ti|zi = j)P (zi = j|d) (2.8)
where P (ti|d) is the probability of term ti in document d,and zi is the latent topic.
2.3.2.5 Mixed-based Methods
2.3.2.5.1 Relevance Feature Discovery (RFD)
The RFD model is a term weighting technique for relevant feature discovery [73].
It describes the relevant features in relation to three groups, namely: positive
specific terms, general terms and negative specific terms based on their appear-
ances in a training set. In this thesis, we will use this method as one of the main
baseline models to compare our works.
In the RFD model, the specificity of a given term t in the training set D =
D+ ∪D− was defined as follows:
spe(t) =
|coverage+(t)| − |coverage−(t)|
n
(2.9)
where coverage+(t) = {d ∈ D+|t ∈ d}, coverage−(t) = {d ∈ D−|t ∈ d},
and n = |D+|. spe(t) > 0 means that term t is used more frequently in relevant
documents than in irrelevant documents.
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Based on the spe function, the following are the classification rules for de-
termining its general terms G, positive specific terms T+, and negative specific
terms T−:
G = {t ∈ T |θ1 ≤ spe(t) ≤ θ2},
T+ = {t ∈ T |spe(t) > θ2}, and
T− = {t ∈ T |spe(t) < θ1}
where θ2 is an experimental coefficient, the maximum boundary of the speci-
ficity for the general terms, and θ1 is also an experimental coefficient, the mini-
mum boundary of the specificity for the general terms. It is assumed that θ2 > 0
and θ2 ≥ θ1. where θ2 is an experimental coefficient, the maximum boundary of
the specificity for the general terms, and θ1 is also an experimental coefficient,
the minimum boundary of the specificity for the general terms. It is assumed
that θ2 > 0 and θ2 ≥ θ1.
To improve effectiveness, the RFD used irrelevant documents in the train-
ing set to remove the noise. The first issue in using irrelevant documents is
how to select a suitable set of them because we usually obtain a very large set of
negative samples. Obviously, using all of the irrelevant documents is not efficient.
Most models can rank documents using a set of extracted features. If an irrel-
evant document gets a high rank, the document is called an offender [74] because
it is a false discovery. Offenders are normally defined as the top-K ranked irrel-
evant documents. The basic hypothesis is that the relevance features should be
mainly discovered from the relevant documents. Therefore, RFD sets K = n
2
, as
half of the number of relevant documents.
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Once the top-K irrelevant documents are selected, the set of irrelevant docu-
ments D− is reduced to include only K offenders (irrelevant documents); there-
fore, we have |D+| ≥ 2|D−|.
The spe function can get its maximum value, 1, if there is a term t such that
coverage−(t) = ∅, and its minimum value, −1
2
, if there is a term t such that
coverage+(t) = ∅.
The RFD model uses the terms’ support and the terms’ specificity to define
the terms’ weights as follows:
w(t) =

w(t) + w(t)× spe(t), t ∈ T+
w(t), ift ∈ G
w(t)− |w(t)× spe(t)|, t ∈ T−
(2.10)
2.3.3 Text Feature Selection Application
As shown in Figure 2.9, feature selection can be used in many applications, in-
cluding text classification, clustering, social networks, recommendation systems,
information filtering, and others. This thesis will focus on three applications as
examples: text classification, clustering, and social networks.
For text classification, feature selection has been used in this area widely. In
general, the feature selection phase usually affects the features in training be-
fore testing the whole features [117]. Therefore, after generating features from
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the data and before sending the whole features, feature selection methods try to
select sub-features based on various algorithms and send them to the learning
algorithm to test them. The Support Vector Machine (SVM) is one of the well-
known models used for classification [124]. In 1997, Yang and Pedersen [132] used
k-Nearest Neighbors (kNN) and Linear Least Squares Fit (LLSF) classification
algorithms as replacement of the SVM model to evaluate the feature selection
metrics. In addition, they proposed a method for personalised text classification.
This approach uses some data mining methods to extract features from relevant
and irrelevant documents, and select the specific ones and remove the noisy fea-
tures [90].
Figure 2.9: Feature selection applications
Using feature selection in clustering is more challenging than using it in clas-
sification (supervised learning). In supervised learning, the label of the features
is clear, so it is easy to specify the relevant and irrelevant features. However, in
unsupervised learning, the label of the features is not known. Therefore, it is a
challenge to select a subset of relevant features. Hence, data clustering tries to
group similar data together in different groups [11]. Several methods of feature
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selection have been used with clustered data, which can be categorised under
one of the three algorithms described in Section 2.2.2, such as Spectral Feature
Selection (SPEC) in filtering [134], and k -means in clustering [60].
Social networking is one of the new fields recently used by feature selection
methods. In this context, social networks are online platforms that allow users
to contact each other using different types of data such as text, pictures, videos,
and hyperlinks; the text is the most used one [58]. Twitter ∗, Facebook †, and
Instagram ‡ are examples of the social network platforms that are used these days.
The text in social networks hold some special attributes compared to traditional
texts, such as: time sensitivity, short length, and unstructured phrases [2]. These
attributes make selection of features more challenging and require more work. For
example, in 2008, Agichtein [3] and his group tried to find high quality content
from Yahoo! Answers§, by introducing a classification method to combine the
evidence from different sources of information. Another study [59] proposed an
algorithm to classify twitter feeds based on a hybrid approach.
2.4 Summary
In this chapter, the background of text mining and feature selection has been
discussed, as has the related research work regarding the selection of relevant
features and improving the quality of the extracted features. Firstly, knowledge
discovery is defined and the typical process of knowledge discovery explained, and
then the theory and methodology of text mining and its preprocessing techniques
and text representation processes are outlined. The next main section is about
∗http://www.twitter.com/
†https://www.facebook.com/
‡http://www.instagram.com/
§https://answers.yahoo.com/
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general feature selection: the process of feature selection is defined, showing the
benefits of feature selection as well as the problems and challenges. Then, a
comprehensive review of the current work of feature selection algorithms is pre-
sented. Finally, text feature selection, the main focus of this thesis, is described
in detail. The relevant text features are defined and different methods and mod-
els are explained and illustrated by different applications of text feature selection.
All the reviewed methods in the literature seek to select the best features
and reduce noise and redundancy from the text data. However, the studies show
that noise and redundant features still exist, and some important features are
missing. To deal with these issues, an innovative feature selection models has
been proposed to understand the relations between extracted features in order
to remove the irrelevant features and improve the quality of the extracted features.
The next chapter will introduce the first model proposed in this research the
Pattern Co-occurrence Matrix (PCM). The PCM models studies the semantic
relation between closed sequential patterns to improve the quality of patterns
and reduce the noisy ones.
Chapter 3
Pattern Co-occurrence Matrix
(PCM)
Text co-occurrence matrices, such as co-citation, co-word and co-link matrices,
can define concepts that occur within the same term in a text [15], and which
provide us with useful information for understanding the structure of documents.
Not all extracted patterns are useful because extracted patterns usually con-
tain noisy patterns and inconsistencies due to the different data mining processes
that are used for extracting these patterns. It is clear that there are relationships
between patterns in documents based on their appearance in paragraphs.
The co-occurrence matrix method attempts to identify the semantic relation-
ships between these patterns and the important relationships between them. Fig-
ure 3.1 illustrates the directions of weighted relations between the patterns, based
on the pattern co-occurrence matrix. The pattern that has more relations with
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other patterns should be assigned a high weight, since it is more important than
others; for example P1 and P4 in Figure 3.1.
Figure 3.1: Example of pattern relations based on co-occurrence matrix
In this study, the Pattern Co-occurrence Matrix (PCM) is chosen to find the
relationships between patterns in a document and identify the important relation-
ships between them. Therefore, we can define the co-occurrence matrix in our
research as a matrix that is defined over a document to describe the co-occurrence
relation between patterns. For example, let A be the n*n pattern co-occurrence
matrix, while the element Aij is the number of times that the pattern Aj occurred
after pattern Ai in the paragraphs of the document.
As mentioned in Chapter 2, closed sequential patterns are extracted from doc-
uments based on their support and confidence, and this study seeks to re-evaluate
the extracted patterns based on the pattern co-occurrence matrix, in order to re-
duce the noisy patterns. Further, the extracted patterns are deployed and the
weight of their terms calculated based on the pattern co-occurrence matrix.
3.1. Calculating Pattern Co-occurrence Matrix (PCM) 47
3.1 Calculating Pattern Co-occurrence Matrix
(PCM)
This research applies the PCM on top of the closed sequential patterns, with
the aim of removing the noisy patterns that have no relation with other pat-
terns. Let P = {p1, p2, . . . , pn} be a set of extracted closed sequential patterns
with a min sup (e.g. min sup = 0.2 in PTM) from all paragraphs dp∈PS (d) in
document d ∈ D+, where PS (d)= {dp1, dp2, . . . , dpm}.
An∗n =

p1 p2 ... pj ... pn
p1 A1,1 A1,2 ... A1,j ... A1,n
p2 A2,1 A2,2 ... A2,j ... A2,n
... ... ... ... ... ... ...
pi Ai,1 Ai,2 ... Ai,j ... Ai,n
... ... ... ... ... ... ...
pn An,1 An,2 ... An,j ... An,n

As shown in matrix An∗n, the pattern co-occurrence matrix A with size n*n,
where n = |P |, is the number of extracted patterns and Ai,j (read pi → pj) is
the number of co-occurrences of patterns pj which occur after pi in the same
paragraph.
To calculate the co-occurrence of any two patterns in the matrix, such as
patterns Ai,j, we run over all the document paragraphs PS (d), looking for two
patterns in the same paragraph and in the same order (pj occurs after pi). The
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occurrence is only calculated once for each of the two patterns in each paragraph.
Finally, to calculate the total co-occurrence of pattern pi in document d, we first
calculate the total co-occurrence WR(pi) for the row and WC(pi) for the column
as follows:
WR(pi) =
n∑
j=1
Ai,j (3.1)
Where WR(pi) is the total row co-occurrences of pi
WC(pi) =
n∑
j=1
Aj,i (3.2)
Where WC(pi) is the total column co-occurrence of pi
And the total co-occurrence for pattern pi will be:
WR(pi) +WC(pi)
Finally, considering the length of the documents, we normalise the the total
co-occurrence of a pattern (PCM) as follows:
PCM(pi) =
WR(pi) +WC(pi)
n ∗m (3.3)
where m is the number of paragraphs in the document.
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Therefore, after calculating the patterns co-occurrence (PCM), any pattern
that has no relation with other patterns (PCM(pi) = 0) in the documents, will
be considered as noisy patterns. The reason is that we assume a large document
or set of documents focuses on a few topics or sub-topics, and these sub-topics are
related to each other. These topics are usually described by some co-relations of
features related to each other. Therefore, we assume in this proposed method any
pattern is not related to any other patterns in the document will be considered
as irrelevant or noisy information to the topic. In that case, we consider the
irrelevant patterns as a noisy patterns.
3.2 Updating Terms’ Weight in deployment
The PTM model extract patterns consist of terms which are considered to be
more specific, but the frequency of which is relatively low; whereas the content
terms occur more frequently on their own in the document than do the patterns,
as illustrated in Figure 3.2. Therefore, in this section we will develop an equation
for deploying the extracted close sequential patterns into terms by evaluating the
terms’ co-occurrence based on their patterns’ co-occurrence. The main objective
of deploying is to improve and enhance the limitation and efficiency of extracted
patterns.
Let P= {p1, p2, . . . .,pn} be a set of extracted closed sequential patterns using
the PTM model with minimum support (e.g. min sup=0.2 ) from all paragraphs
dp∈PS (d) and from all documents di ∈ D+. For a specified term t, its co-
occurrence (or weight) in discovered patterns can be described as:
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Figure 3.2: Deploying patterns into a term space
co− occurrence(t,D+) =
∑
pi∈D+
PCM(pi)
|pi| (3.4)
where |pi| is the number of terms in the pattern.
Algorithm 2 describes the procedure for calculating the pattern co-occurrence
matrix, the row co-occurrence, the column co-occurrence and the total co-occurrence
using PCM . Firstly, the pattern co-occurrence matrix An∗n = (0) is initialised
(step 3 to step 5). The value for each elopement Ai,j is then calculated (step 6
to step 11).Then, the co-occurrences for each pattern (PCM) are calculated (step
12 to step 16). Finally, all the patterns are deployed into terms to calculate the
terms’ weight (steps 17 and 18).
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Algorithm 2: Calculating the Pattern Co-occurrence Matrix PCM
Input : A list of Closed Sequential Patterns P from document d ∈ D+,
Minimum Support; min sup, and PS(d)= {dp1, dp2, . . . .,dpm}.
Output: A pattern co-occurrence matrix, An∗n, total pattern
co-occurrence matrix function PCM
1 Let n = |P |;
2 Let m = |PS(d)|;
3 for i = 1 to n do
4 for j = 1 to n do
5 Let Aij = 0;
6 for pattern pi ∈ P do
7 if sup(pi) ≥ min sup then
8 for paragraph dp ∈ PS(d) do
9 for pattern pj ∈ P do
10 if pi then pj in dp then
11 Ai,j = Ai,j + 1;
//Count only one for each dp
12 for pattern pi ∈ P do
13 WR(pi) =
∑n
j=1 pi,j;
14 WC(pi) =
∑n
j=1 pj,i;
15 for pattern pi ∈ P do
16 PCM(pi) =
WR(pi)+WC(pi)
n∗m ;
//For deploying
17 for term ti ∈ pi do
18 co− occurrence(t,D+) = ∑
pi∈D+
PCM(pi)
|pi| ;
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For instance, Table 3.1 shows five closed sequential patterns P= {p1, p2, p3,
p4, p5} extracted from document 85553.xml in the RVC1 dataset as shown in
Figure 3.3 . Assume we have the following pattern co-occurrence matrix A5∗5 for
the five extracted patterns in 3 paragraphs:
Table 3.1: Discovered Closed Sequential Patterns
pi Extracted Patterns
p1 india
p2 fire
p3 caught,fire
p4 children,burnt,death,india
p5 children,burnt,death,bu,fire
Figure 3.3: Example of RCV1 document after preprocessing
[h]A =

p1 p2 p3 p4 p5
p1 0 1 0 1 1
p2 1 0 0 0 0
p3 1 2 0 0 0
p4 2 2 1 0 2
p5 2 2 1 2 0

(3.5)
After computing the co-occurrence matrix A, the row co-occurrence WR(pi),
the column co-occurrence WC(pi), and the total co-occurrence PCM(pi), which
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can be calculated by applying equation 3.3, the result is described in Table 3.2.
Table 3.2: Calculating PCM (pi) from the row and column’s co-occurrence weights
pi WR(pi) WC(pi) PCM (pi)
p1 3 6
3+6
3∗5 = 0.6
p2 1 7
1+7
3∗5 = 0.5
p3 3 2
3+2
3∗5 = 0.3
p4 7 3
7+3
3∗5 = 0.7
p5 7 3
7+3
3∗5 = 0.7
Finally, all the patterns are deployed into terms by applying Equation 3.4 to
calculate the terms’ co-occurrence weight. For instance, the term fire occur in
three different patterns: p2, p3 and p5, hence the co-occurrence weight for fire will
be:
co− occurrence(fire,D+) = 0.5
1
+
0.3
2
+
0.7
5
= 0.79
3.3 Summary
This chapter describes how the proposed PCM model is applied in this study to
clean the extracted patterns using the co-occurrence matrix. The PCM model
studies the semantic relationships between extracted closed sequential patterns
and removes any pattern that has no relation with other patterns. Also, using
the co-occurrence matrix, the model can identify the important patterns based
on the matrix evaluation. Then, the proposed model improves the pattern terms’
weight by deploying all the cleaned patterns into their terms and calculates their
weight based on the co-occurrence evaluation. The results from Reuters Corpus
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Volume 1 data collection (RCV1) using the PCM model show that the proposed
method is promising. However, there are still some noise patterns included. This
problem is approached by reweighing the extracted patterns to avoid the issues
caused by support and confidence. This process is described in the next chapter.
Chapter 4
Extended Random Set Method
For Feature Selection
In the last chapter, we proposed the PCM model to study the relations between
extracted features using the co-occurrence matrix to remove the noisy features.
However, this method still leaves some noisy features, which required us to con-
ceive a way of reweighing the extracted features accurately. Usually, researchers
in text mining and information retrieval pay more attention to two main issues.
The first one is how to extract useful features from a training set. The second
issue is how to distinguish the importance of each feature and give it a suitable
weight.
In the features extraction stage, features can be classified into two types: low-
level features such as terms and high-level features such as patterns or n-grams.
The terms are usually extracted using a term-based method which is widely used
in the fields of IR and IF; the bag-of-words is the most popular document repre-
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sentation. It uses terms to represent the document and uses the term’s occurrence
to evaluate its weight, as in the Rocchio classifier and ranking SVM. However, at
this level of features, the relation between terms cannot be identified [109]. Also,
the ambiguity of a single word can cause a synonym or polysemy as described in
chapter 1. On the other hand, the higher-level features such as patterns overcome
some of the limitations of low-level terms with less ambiguity, discriminative, and
carry more semantic weight than low-level terms.
In addition, weighting features is one of the important methods in text min-
ing. Weighting of features is the only way to distinguish their importance and
the relationship between extracted features. The process of feature extraction
is normally based on a feature weighting function which indicates the degree of
information represented by the feature’s occurrences in a document and reflects
the relative importance of the feature. A number of popular term weighting func-
tions, such as tf.idf (term frequency inverse document frequency) [103], Latent
Semantic Analysis (LSA) [36], Probabilistic LSA (pLSA) [50], Latent Dirichlet
Allocation (LDA) [22], Information Gain and χ2 test [132], Mutual Informa-
tion [37], semantic structure [108], NGL coefficient [86], Okapi BM25 [95], belief
revision method [68], distributional feature [130], relevance frequency (RF) [66]
and pattern deploying method [135], have been developed and used.
The problem with most of the reviewed methods in high-level feature extrac-
tion is that they use support for weighting features, which relies on the feature’s
frequency. However, frequency alone is not enough to weight the high-level fea-
ture accurately, especially when the document is long. For example, for feature
f1 =< t1, t2, t3 >, if the t2 in the feature has a very low weight (e.g., low fre-
quency), that might lead to the decreased probability of the f1 and vice versa.
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Thus, if a search is conducted for “Apple TV”, most of the retrieved documents
will be about information technology; alternatively, if the search is for “Apple
Fruit,” the retrieved documents will be about food and fruit. Thus, each individ-
ual word “TV” and “Fruit” could affect the results, which affects the probability
of the feature based on the user’s need.
Another problem of using support for weighting is that long high-level features
have low frequency compared with short high-level features. Usually, a long fea-
ture is more important than a small one because it carries more information and
is more meaningful than short high-level features. For example, the frequency of
the long pattern “earthquake hits Nepal and neighbouring countries” will be low
compared to the short ones such as “earthquake hits”, “neighbouring countries”,
and “Nepal”. Thus, the long patterns will be more informative to the topic; how-
ever, they occur relatively infrequently in comparison to the short patterns.
Therefore, this chapter addresses these problems by introducing a novel method
to calculate the probability of extracting high-level features. We propose a theory
called Extended Random Set (ERS) to calculate the features’ weight accurately,
based on their distribution in the documents and their content distribution in
terms of both low and high-level features. This chapter also introduces a new
way to extract and select a specific pattern from a closed sequential pattern using
the ERS theory. Finally, this chapter shows how we can select low-level features
(terms) and use them to extract high-level features (n-gram) and weight them
using the ERS theory.
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4.1 Extended Random Set (ERS) Theory
A random set is a random element with values selected as subsets of some
space [84]. Let E and Ω be finite sets. We call E the evidence space. In or-
der to deal with imprecise data, set-valued mapping Γ : E → 2Ω has been
proposed. If Γ is a set-valued mapping from E onto Ω, and P is a probability de-
fined on the evidence space, in this case the pair (P,Γ) is called a random set [64].
Set-valued mapping Γ : E → 2Ω can be extended to an extended set-valued
mapping [71]:
ξ :: E → 2Ω×[0,1] (4.1)
which satisfies
∑
(fst,snd)∈ξ(e)
snd = 1 (4.2)
for all e ∈ E.
The extended set-valued mapping can decide a probability function on Ω,
which satisfies
pr :: Ω→ [0, 1]
such that
pr(ω) =
∑
e∈E,(ω,snd)∈ξ(e)
(P (e)× snd)
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Theorem 1. pr is a probability function on Ω.
Proof. ∑
ω∈Ω
pr(ω) =
∑
ω∈Ω
(
∑
e∈E,(ω,snd)∈ξ(e)
(P (e)× snd)) =
∑
e∈E
(
∑
(fst,snd)∈ξ(e)
(P (e)× snd)) =
∑
e∈E
(P (e)(
∑
(fst,snd)∈ξ(e)
snd)) =
∑
e∈E
(P (e)× 1) = 1.
The ERS method tries to calculate the probability of the extracted features.
Usually, the probability of a feature f = {t1t2...tn} is calculated using the following
equation [21]:
P (t1t2...tn) = P (t1)P (t2|t1t2)...P (tn|t1t2...tn−1)
It is hard to calculate this probability because of the noise of low-level features
inside the high-level features and the complex relationship between terms. Usu-
ally, feature selection can largely reduce the number of noisy features; however,
it is still very difficult to understand the relationship between terms. The only
information about the relationship is the term weighting function that is used to
select the top features. We found in our experiments that the distribution of term
weights in a feature could influence the probability of the feature as described on
apple TV and Apple fruit example.
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Let the training set D = D+ ∪ D−, F be the set of features and T be the
set of selected terms, which correspond to E and Ω in Equation 4.1, respectively.
The relationship ξ between terms and features can be described based on their
appearance in features:
ξ : T → 2F×[0,1]
where,
ξ(t) = {(hf, f(hf))|t ∈ hf, f(hf)
(4.3)
=
∑
d∈D+ suppa(hf, D
+)∑
d∈D suppa(hf, D)
}
for all high-level features hf ∈ F , and term t ∈ T .
Differently than in Equation 4.2, we give a unique probability value to each
term. In this assumption Equation (4.2) ≤ 1 rather than = 1. The prior proba-
bility of terms can be described by the weighting function used for the phase of
feature selection, which satisfies
p(t) = w(t)/
∑
tj∈T
w(tj) (4.4)
where term t ∈ T and w(t) is the tf.idf weight for each low-level feature.
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Based on the previous definitions, we can then calculate the probability of
features using the following equation:
pr : F → [0, 1]
such that,
pr(hf) =
∑
t∈T,(hf,f(hf))∈ξ(t)
(f(hf)× p(t))
(4.5)
= f(hf)×
∑
t∈hf
p(t)
for all high-level features hf ∈ F .
For an example for calculating the features’ weight using the ERS model, Al-
gorithm 3 describes the procedure. It begins with calculating the probability of
each low-level (term (t)) from the terms list T in the high-level feature hfi based
on their individual weight (step 1 to step 3). These steps estimate the probability
of low-level terms by calculating the weight (w) of individual terms divided into
the total terms’ weight. It then estimate the probability of each high-level feature
Pr(hfi) which is based on the frequency of the high-level feature and the total
probability of included terms (step 4 and step 5).
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Algorithm 3: Extending the random set to calculate feature weight (ERS
model)
Input : A list of high-level features F from document d ∈ D+, where
D+ ∈ D, set of terms T= {t1, t2, . . . .,tn}, and weight function w
for terms.
Output: Weight for each feature
1 for feature hfi ∈ F do
2 for term(t) in high-level feature hfi do
3 // Estimate the probability for each low-level term in the feature
p(t) = w(t)/
∑
tj∈T w(tj)
4 for high-level feature hfi ∈ F do
5 // Estimate the probability for each high-level feature
Pr(hfi) =
∑
d∈D+ suppa(hfi,D
+)∑
d∈D suppa(hfi,D)
×∑t∈hfi p(t)
The next two sections will explain how we can extract and select low-level and
high-level features by using the proposed weighting method in the ERS model.
The first section explains how we can find specific closed sequential patterns
(SCSPs) while the second section applies the model GERS to improve the quality
and construct the n-gram using feature selection and using the ERS model to
weight extracted n-grams.
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4.2 Specific Closed Sequential Pattern Model
(SCSP)
Feature selection is the simplest method to reduce the number of irrelevant ex-
tracted terms. This method selects a set of terms as features in the training
set to improve the system’s efficiency. This method also improves the quality
of extraction of high-level features such as n-grams and patterns by decreasing
the number of noisy low-level features that cause errors in the new data [79]. As
many high-level features are extracted from different datasets, feature extraction
on a large corpus yields a large number of extracted features. Only some will be
interesting to the user; the others will be noisy or irrelevant. Therefore, extract-
ing specific features from selected features will improve the quality of high-level
feature extraction [123].
In this section, we propose a model to extract the specific closed sequential
patterns (SCSP). In this model, we have two main aims: the first one is to
extract more long patterns which we consider as specific patterns in comparison
with short ones. The second aim is to re-weight these extracted patterns using
the proposed ERS theory to give the long patterns more weight.
4.2.1 Extracting Specific Patterns
The Pattern Taxonomy Model (PTM) is a pattern mining method used to ex-
tract closed sequential patterns; it treats each extracted pattern (ptn) as a whole
without considering included terms and assigns a weight using the following equa-
tion [126]:
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W (ptn) =
|{da|da ∈ D+, ptn ∈ da}|
|{db|db ∈ D, ptn ∈ db}| (4.6)
where da and db denote documents, and D
+ ⊆ D is the set of positive documents
in D.
The PTM model has shown a certain improvement in the quality of closed
sequential patterns extracted [126]. We believe that there are certain relations
between these extracted patterns in documents which can be used to improve
the quality of pattern extraction in the PTM model. The relationship between
extracted closed sequential patterns using the PTM model can be described as
an “is-a” relation (v) [127]. Therefore, most likely, there will be an overlap be-
tween these extracted patterns. In Chapter 3, we described how we can find
the co-occurrence relation between extracted patterns using the PCM model [7].
However, there are still some noisy and redundant patterns.
Extraction of closed sequential patterns in PTM uses the SPMining algorithm
with use of relative support (suppr) for a pattern. The relative support of a
pattern is used to estimate the significance of the pattern which is based on
absolute support (suppa), where the absolute support is the number of occurrences
of feature f in document d. The problem with using suppa is that the feature
occurrences will signify more in a shorter document than in the longer ones. On
the other hand, the relative support suppr of f is the fraction of paragraphs that
contain f in document d, which is calculated as follows:
suppr(f) = suppa(f)/|d|
where, |d| is the number of paragraphs in document d.
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One of the pattern mining challenges is how to find relevant features in doc-
uments using low minimum support (min sup). This is because, if the min sup
is large, a large number of short patterns will be discovered and the important
patterns will be missed. On the other hand, using low min sup will discover
long patterns which might considered specific patterns; however, a lot of noise
patterns will be introduced. Also, these large patterns suffer from low frequency
as it is hard to find large patterns. Therefore, as a long pattern is more reliable
and meaningful than a short one, SCSP tries initially to reduce the min sup,
aiming to extract more long and specific patterns and reduce the extraction of
noisy patterns, as illustrated in the first stage in Figure 4.1.
Figure 4.1: Specific Closed Sequential Pattern Model (SCSP)
However, as the closed sequential pattern is extracted based on support and
confidence, we believe that not all the extracted patterns are relevant to the user,
especially when we have low frequency for long patterns. To avoid this problem,
we tried to find the specific patterns among these extracted closed sequential
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patterns by reweighing the extracted patterns using the ERS model, in order
to extend the calculation method to consider the pattern content, as will be
described in the next section.
4.2.2 Specific Pattern Weighting and Selection
As mentioned earlier, the extracted closed sequential pattern in the previous stage
uses small min sup to extract long patterns. However, these patterns are still
weighted using support, which could affect the system’s performance with long
patterns. Therefore, the SCSP model avoids this issue by revising the extracted
patterns’ weight. As the extracted features have two levels, as presented in Fig-
ure 4.2, high-level patterns and low-level terms. The SCSP model revises the
extracted patterns, using the ERS model to consider both the probability of pat-
terns and their term contents, as illustrated in the second stage in Figure 4.1.
Figure 4.2: Feature distribution space
The SCSP model revises the weight of the extracted patterns by first calculat-
ing the probability for each low-level term in high-level patterns using Equation
4.4. The equation calculates probability for each term (t) by calculating the
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weight of individual terms divided into the total terms’ weight. Then, the ERS
model calculates the probability of each high-level pattern Pr(pi) using Equation
4.5, which is based on the frequency of the high-level pattern and the total prob-
ability of included terms.
The final stage in the SCSP model is to select the most specific patterns
based on the ERS weighting function in the previous stage. Therefore, the third
stage, as shown in Figure 4.1, is to select the top-k patterns among the extracted
patterns. To select the specific patterns, the SCSP model attempts to sort all the
patterns based on the new weight (ERS weight) and select the %top-k patterns.
This study calculates the different percentages of top − k patterns to find the
most relevant SCSPs.
Algorithm 4: Finding Specific Closed Sequential Patterns (SCSPs)
Input : A list of Frequent Sequential Patterns PL from document
d ∈ D+, Minimum Support; min sup, top− k, and set of terms
T= {t1, t2, . . . .,tn}.
Output: Specific Closed Sequential Patterns (SCSP)
// Extract closed Sequential Patterns Ptn using SPMining() method
1 Ptn = SPMining(PL,min sup= 0.1 )
// call for ERS method
2 for pattern ptni ∈ Ptn do
PtnL = ERS(Ptn, T )
3 Sort Ptn list based on feature weight.
4 Select top− k patterns ∈ PtnL
Algorithm 4 describes the details of the procedure to find the specific patterns.
It begins with using SPMining method [127] to extract the closed sequential pat-
terns using min-sup = 0.1, while the PTM model used min-sup = 0.2 (step 1),
to extract all possible specific patterns. Then the algorithm reweighs each ex-
tracted pattern Pr(ptni) using the ERS method in Algorithm 3 (step 2). Then,
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the algorithm tries to select the specific extracted patterns by sorting them based
on the new weight and selecting the top − k patterns (step 3 and 4), which are
called SCSPs.
Overall, the SCSP model consists of three main stages: first, a long closed se-
quential pattern is extracted using a low min sup. Subsequently, the ERS model
is used to reweigh the extracted patterns and their terms. Finally, the model
selects the specific patterns (SCSPs) based on the new ERS weight.
The next section describes how we can use the ERS model to extract and
weight another high-level feature (n-gram). The GERS model extracts a high-
level n-gram from documents based on selected low-level terms. Then the ERS
model is used to weight the extracted features.
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4.3 N -gram Extraction Using Relevant Feature
Selection (GERS)
Feature selection is a challenging task in data mining and has long been studied
in data mining and machine learning. The n-gram extraction technique has been
used widely in many areas related to data mining, such as language modelling,
information retrieval, information filtering, and information extraction. N -gram
extraction in this study is a cumulative process of generating a sequence of words
from a document by moving a window of (n) size that has been selected. For
example, let T = {t1, t2, . . . , ti} be a set of features extracted from documents D.
The n-gram extraction from T where n=3 will be:
G = {{t1}, {t2}, {t3}, {t1, t2}, {t2, t3}, {t1, t2, t3}, . . . , {ti}}
N -gram extraction in the proposed method (GERS) consists of two main
stages: first, selecting the best low-level terms, which attempts to improve the
quality of extracting n-grams and thereby reduce the computational complex-
ity and noisy features. Then these selected features are used to extract high-
level features (n-grams) using the ERS model to reweigh the extracted n-grams
which improves the performance significantly compared with other feature selec-
tion methods. The next two sections will present the idea of the proposed method
(GERS) as shown in Figure 4.3.
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Figure 4.3: N -gram extraction using ERS model (GERS)
4.3.1 Select Low-level Features
The main aim for discovery of relevant features is to find features available in
documents that are useful for describing what users want. There are many feature
selection methods to extract and weight features. The GERS model can group
the existing methods for finding relevant features into two approaches. The first
approach is to revise feature terms that appear in both positive samples and
negative samples (e.g., Rocchio models). The second approach is based on how
often terms appear in positive documents and negative documents (e.g., Okapi
BM25 model).
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The GRES model tries first to select the low-level terms from documents
using BM25 model features to be used in higher-level n-gram extraction. The
reason the BM25 model features are selected to extract the n-grams is that the
BM25 models are probabilistic, and in information retrieval we deal with uncer-
tain information [33]. Probability is a mathematical language to understand the
uncertainty. Therefore, probability theory seems to be the best way to quantify
uncertain information.
However, not all the extracted features from documents are relevant to user
needs. Thus, GERS attempt to filter these features and select the most specific
features based on their weight. Different percentages of top-k have been tested
to enhance the n-gram extraction as presented in Figure 4.3.
4.3.2 Extracting and Weighting High-level Features
The next stage in this model is to extract the n-grams. High-level n-gram extrac-
tion is controlled by the size of window. Fu¨rnkranz [41] showed that using word
sequences of two or three words usually improves the performance compared with
using n > 3, which reduces the performance.
In our implementation, extracting the n-grams is a cumulative process based
on the number of (n) that have been selected. Let T = {t1, t2, t3, t4} be a set
of features extracted from documents D. The first window of n-gram extrac-
tion from T where n=3 will be G = {{t1}, {t2}, {t3}, {t1, t2}, {t2, t3}, {t1, t2, t3}}
as shown in Figure 4.4 considering the order of the words with no gap between
them [92]. Therefore, in this experiment all three grams have been used: Uni-
gram, which is 1-gram only, Bigram, which is 1-gram and 2-gram, and Trigram,
which is 1-gram, 2-gram and 3-gram.
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Figure 4.4: N -gram extraction for Trigram
After extracting the high-level n-grams from low-level terms as described
in [115], the next step in this stage is to reweight the extracted features. For
this weighting process, the ERS model is used to calculate the probability of
both high-level features and their content low-level terms using Equation 4.5.
Algorithm 5: N -gram Extration using Relevant Feature Selection (GERS)
Input : A set of low-level terms T= {t1, t2, . . . ,tn} from selected
method, n-gram window size (n), and top− k percentage.
Output: weighted extracted n-gram using the ERS model
// Sort all terms in descending order
1 FL = sort(T )
// Select top-k terms
2 SL = select(FL, k%)
// Extract all possible n-gram Gs
3 Gs = n-gram(SL, n)
// Call for the ERS method to reweigh
4 for n-gram Gsi ∈ Gs do
5 GL = ERS(Gs,SL )
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As shown in Algorithm 5, the process of the GERS model starts with sorting
all terms in descending order based on their weight, and then selects the top-k
terms of a selected method (step 1 and step 2). Then the n-gram extraction
starts using a window size (n) (step 4). The n-gram extraction process is a cu-
mulative process to include all possible n-grams. Finally, the algorithm calls the
ERS theory to reweight all the extracted n-grams (steps 5 and 6) and calculate
the probability for all grams.
4.4 Summary
This chapter presents the details of the proposed novel approaches for weighting
features by extending the random set (ERS) to calculate the probability of the
extracted features. The ERS theory calculates the probability of extracted high-
level features and their low-level contents. This theory is proposed to overcome
the limitations of using support for weighting extracted features.
In addition, this chapter shows that the ERS theory has been tested using
two different feature selection methods (pattern and n-gram) for extraction. The
pattern method (SCSP) attempts to extract specific closed sequential patterns
and then uses the ERS theory to reweigh the extracted patterns and select the
most specific patterns to meet the user needs. With the n-gram model (GERS),
we start with selected specific low-level terms to extract a high-level n-gram.
Then the ERS theory is used to weight the extracted grams. Overall, from the
experiment described in the next chapter, we found that the ERS theory is ro-
bust enough to be used for weighting some specific type of features as used in
this thesis.
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Chapter 5
Evaluation
This chapter describes the experimental evaluation of our proposed method. The
main aims of this thesis are:
• To design a post-processing method to study the relation between extracted
closed sequential patterns in order to clean and improve the quality of the
extracted features, and thus achieve a better solution to user information
needs.
• To review the weight of the extracted high-level features by extending the
random set (ERS theory) to include such feature contents as would improve
the quality of the extracted features and overcome the limitations of using
support to weight features.
To evaluate these aims, this chapter discusses the testing environment, in-
cluding the datasets, baseline models, and evaluation methods. For the first aim,
the results are presented and discussed to show that the proposed method is sig-
nificantly more efficient than the baseline models, because of the effectiveness of
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using a post-processing method to reduce noisy patterns from positive feedback
documents. In addition, it explains the semantic relation between patterns using
a co-occurrence matrix to identify the patterns’ importance.
Regarding the second aim, the ERS theory shows a significant improvement in
efficiency and effectiveness compared to other baseline models. The ERS theory
is applied in two different high-level features: patterns and n-grams, to demon-
strate the efficiency and effectiveness of the ERS theory. Also, it provides an
improvement by considering the content of high-level features.
In this study, information filtering (IF) has been conducted to evaluate the two
proposed aims. Two famous Reuters corpuses have been chosen as our benchmark
collections for the experiments. The effectiveness of the method is determined
by both standard information retrieval/filtering measurements and statistically
significant different measurements by the paired t-test.
5.1 Experimental Datasets
The Reuters dataset is used frequently in text categorisation and information
filtering. Several versions of Reuters have been released over the past years, such
as Reuters Corpus Volume 1 (RCV1) [70], Reuters-21578 [32], OHSUMED [49],
and 20 Newsgroups collection [67]. In our experiments in this thesis, we used the
two most common datasets: RCV1 and Reuters-21578. The reason is that the
RCV1 is the latest one among those common data collections; the Reuters-21578
is currently the most widely used dataset, and it is predicted to be superseded
by RCV1 in the upcoming years [70, 100]. Table 5.1 show the overall statistics
for the two datasets.
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Table 5.1: Current Reuters data collections
Version #Docs #Trainings #Tests #Topics Release year
Retuers-21578 12,902 9,603 3,299 90 1996
RCV1 804,414 23,149 781,265 100 2000
5.1.1 Reuters Corpus Volume 1 (RCV1)
RCV1 consists of 100 topics; each topic contains different numbers of documents
with relevance judgements in training and testing sets, as illustrated in Figure
5.1. As shown in Table 5.1, the total number of documents in these topics is
804,414 documents, collected from English language news stories produced by
Reuters journalists between August 20, 1996, and August 19, 1997.
Figure 5.1: Training and testing documents
The RCV1 100 topics are judged in two different ways; the first 50 topics
were judged by human researchers and the rest by intersecting two Reuters topic
categories (machine). Thus, the first 50 topics are more reliable than the last 50
topics. The description of each topic is listed in Appendix C. As shown in Table
5.2, the dataset is divided into two sets: training and testing. The training set has
a total of 5,127 news stories with dates up to and including September 30, 1996,
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and the testing set contains 37,556 news stories from the rest of the collection.
As the table shows, each topic is divided into sets of documents: relevant and
irrelevant. For example, topic 101 has a total of 23 documents, where 7 of them
are positive (relevant) documents D+ and 16 documents are negative (irrelevant)
documents D−.
The RCV1 documents were structured in XML format. As illustrated in Fig-
ure 5.2, each document is distinguished by a unique item ID and corresponds with
a title in the field marked by the tag < title >. The main content of the docu-
ment is < text > which has several paragraphs. Each paragraph is enclosed with
the XML tag < p >. In this research, we used both < title > and < text >, and
each paragraph in < text > is viewed as a transaction in a document database,
and the < title > is added as an additional paragraph (transaction).
In our experiments, we used the first 50 assessor topics (from topics 101 to
150) to evaluate the proposed systems, because the Text Retrieval Conference
(TREC ) topics are realistic and reliable. In addition, before our methods were
applied, different operations were conducted on the data, such as preprocessing
the documents and removing a given list of stop-words. Further, the terms were
stemmed by applying the Porter stemmed algorithm [91] for suffix, stripping as
will be explained in section 5.5.1.
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Table 5.2: Statistical information about the RCV1 assessor topics
Topic ID
Training Set Test Set
|D| |D+| |D−| |D| |D+| |D−|
101 23 7 16 577 307 270
102 199 135 64 308 159 149
103 64 14 50 528 61 467
104 194 120 74 279 94 185
105 37 16 21 258 50 208
106 44 4 40 321 31 290
107 61 3 58 571 37 534
108 53 3 50 386 15 371
109 40 20 20 240 74 166
110 91 5 86 491 31 460
111 52 3 49 451 15 436
112 57 6 51 481 20 461
113 68 12 56 552 70 482
114 25 5 20 361 62 299
115 46 3 43 357 63 294
116 46 16 30 298 87 211
117 13 3 10 297 32 265
118 32 3 29 293 14 279
119 26 4 22 271 40 231
120 54 9 45 415 158 257
121 81 14 67 597 84 513
122 70 15 55 393 51 342
123 51 3 48 342 17 325
124 33 6 27 250 33 217
125 36 12 24 544 132 412
126 29 19 10 270 172 98
127 32 5 27 238 42 196
128 51 4 47 276 33 243
129 72 17 55 507 57 450
130 24 3 21 307 16 291
131 31 4 27 252 74 178
132 103 7 96 446 22 424
133 47 5 42 380 28 352
134 31 5 26 351 67 284
135 29 14 15 501 337 164
136 46 8 38 452 67 385
137 50 3 47 325 9 316
138 98 7 91 328 44 284
139 21 3 18 253 17 236
140 759 11 48 432 67 365
141 56 24 32 379 82 297
142 28 4 24 198 24 174
143 52 4 48 417 23 394
144 50 6 44 380 55 325
145 95 5 90 488 27 461
146 32 13 19 280 111 169
147 62 6 56 380 34 346
148 33 12 21 380 228 152
149 726 5 21 449 57 392
150 51 4 47 371 54 317
AVG 5408 1278 413 37802 6968 30834
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Figure 5.2: An XML document in RCVl dataset
5.1.2 Reuters-21578
Reuters-21578 corpus is widely used for text mining. The data were originally
collected and labelled by Carnegie Group, Inc. and Reuters, Ltd. in the course
of developing the CONSTRUE text categorisation system in 1987 ∗. In 1990,
the documents were made available for researchers. In the same year, David D.
Lewis and Stephen Harding formatted the dataset documents at the Information
∗Reuters-21578, http://www.daviddlewis.com/resources/
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Retrieval Laboratory. The collection is categorised in 22 files. Each of the first
21 files contains 1000 documents, while the last file contains 578 documents.
The Reuters-21578 dataset originally was formatted as a Standard Generalized
Markup Language (SGML) as shown in Figure 5.3. Each file has five attributes:
TOPICS, LEWISSPLIT, CGISPLIT, OLDID, and NEWID ; these attributes are
used to identify documents and groups of documents. The main attributes used
in this thesis are TOPICS, LEWISSPLIT, and NEWID, and the LEWISSPLIT
is used to indicate that the file is in training or testing categories. For consistency
with the RCV1 dataset, the format of files was converted to XML and tagged
with < title > and < text > to be used as paragraphs.
Figure 5.3: Example of a Reuters-21578 document
Originally, Reuters-21578 documents were categorised into three subset cate-
gories; (1) A set of 10 categories R(10) with a high number of positive documents
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in the training set; (2) A set of 90 categories R(90) with at least one positive
document in the training and testing set; (3) A set of 115 categories R(115) with
at least one positive document in the training set. Because R(90) and R(115)
categories include only a few positive files and that could make the interpreta-
tion of the effectiveness of results problematic, some researchers claim that it is
preferable to use R(10) [32]. In this study, we selected the R(10) set, which we
called R8 because two the classes corn and wheat are intimately related to the
class grain, and so they were appended to the class grain. Table 5.3 shows some
statistical information about R8. This subset version provides an easier testbed
than using all classes.
Table 5.3: Statistical information about the Reuters-21578(R8) classes
Class # train docs # test docs Total # docs
acq 1,596 696 2,292
crude 253 121 374
earn 2,840 1,083 3,923
grain 41 10 51
interest 190 81 271
money-fx 206 87 293
ship 108 36 144
trade 251 75 326
Total 5,485 2,189 7,674
5.2 Evaluation Methods
To evaluate the effectiveness of this study, several means will be used, specifically
precision and recall measures. Based on precision and recall, different means will
be used, specifically: Mean Average precision (MAP) , the average precision of
the top-20 documents returned; F-scores, the F 1−score measure; the break-even
point (b/p); and interpolated precision on 11-points. These evaluation metrics
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are widely used in information retrieval research. In our measurement, we have
a collection of documents and every document is known to be either relevant or
irrelevant to the topic.
Table 5.4: Contingency table
Human Judgement
Yes No
System judgement
Yes TP FP
No FN TN
The precision p is the fraction of the retrieved documents that is relevant to
the topic, where, recall r is the fraction of relevant documents that have been
retrieved. In Table 5.4, precision and recall measures are calculated as follows [76]:
p =
TP
TP + FP
(5.1)
r =
TP
TP + FN
(5.2)
where TP (True Positive) is the number of positive (relevant) documents that
have been identified; FP (False Positive) is the number of negative (irrelevant)
documents identified as positive documents; FN (False Negative) is the number
of positive (relevant) documents identified as negative documents; and TN (True
Negative) is the number of negative (irrelevant) documents identified.
By using the previous definitions of precision and recall, the following list
measures are used for experimental evaluation:
• Top-k precision top-k : Precision takes all retrieved documents into ac-
count. It can also be evaluated at a given cut-off rank, considering only the
top-most results returned by the system. This measure is also called top-n
precision. This research uses the top-20.
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• F-score (F 1−score) : This measure combines precision and recall together,
because it is hard to compare classifiers based on two measures. F-score
is a harmonic means of precision and recall that tends to be closer to the
smaller of the two. Thus, if the F-score is high, this means that both the
precision and the recall must be high. The measure is calculated as follows:
F1 =
2 ∗ p ∗ r
p+ r
(5.3)
• Break even Point (b/p) : This measure is used when the value of precision
is equal to the recall value for a topic. The higher the value of b/p, the
more effective the system is. Both b/p and F-score are used to reflect the
performance of the documents.
• Mean Average Precision (MAP) : This measure is calculated by mea-
suring the precision for each relevant document first, and then averaging
the precision over all the topics. It combines precision, relevance ranking
and overall recall together to measure the quality of the retrieval engines.
• Interpolated Average Precision (IAP) : To evaluate the whole system,
the interpolated precision on 11-points is usually used for comparison of
the performance of different systems by averaging precisions at 11 standard
recall levels (i.e., recall = 0.0, 0.1, ..., 1.0).
A statistical method is also used to analyse our experimental results. The
T-test method will be also used to analyse statistically the differences between
different pairs of means in the experiment. If the p-value in the test is lower than
0.05 (p < 0.05) that means the difference between these two pairs is significant.
The t-test is a widely used statistical data analysis procedure for hypothesis
testing. Several kinds of t-test are used to test the hypothesis; however, the most
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used type is the “two-sample t-test” also known as the “student’s t-test”. The
two-sample t-test assesses whether the mean values of the two groups are statis-
tically different from each other on some measures.
5.3 Baseline Models and Setting
To compare our proposed models with others, we need to compare our results to
two different main categories of state-of-the-art models:
1. Phrase-based models: This category includes all pattern mining methods
such as: frequent patterns, frequent closed patterns, sequential patterns,
sequential closed patterns and n-grams.
2. Feature selection models: in this category, we included well-known fea-
ture selection methods such as: RFD, PDS, Rocchio, BM25, LDA, Mutual
information (MI), and chi-square χ2.
5.3.1 Phrase-based models
In order to provide a comprehensive evaluation, in this study we selected dif-
ferent phrase-based baseline models, as introduced in Chapter 2. We used five
baseline models: the first four baseline models were frequent patterns (Freq Ptns),
frequent closed patterns (Fre Closed Ptns), sequential patterns (Seq Ptns) and
closed sequential patterns (Closed Seq Ptns) [127].
The last model used is the n-gram model: n represents the length of the se-
quence S, which indicates the number of words contained in S. In this study, the
length of the sequence n = 3, (i.e., 3 grams).
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PTM is a pattern mining method used to extract the closed sequential pat-
terns, which treats each extracted pattern as whole without considering including
terms and assigns a weight using the following equation:
W (ptn) =
|{da|da ∈ D+, ptn ∈ da}|
|{db|db ∈ D, ptn ∈ db}|
where da and db denote documents, and D
+ ⊆ D indicate positive documents in
D.
In order to reduce the number of extracted patterns with lower relative support
and to increase the efficiency of the system computation time, PTM extracted
patterns use low minimum support (min sup = 0.2).
For consistency in our research, we extracted the closed sequential patterns
in the PCM model using same min sup with PTM. Then we removed the noisy
patterns based on the co-occurrence relation, as explained in Chapter 3. However,
in the SCSP model we aimed to extract specific closed sequential patterns, so we
reduced the minimum support to be (min sup = 0.1). Using very small minimum
support provided us with long patterns which would be assumed to be specific
patterns as clarified in Section 4.2.1.
5.3.2 Feature Selection Models
To compare our n-gram extraction using the ERS model, we have to compare
our results with well-known feature selection models (also known as term-based
models) such as: RFD, PDS, Rocchio, BM25, LDA, Chi-square (X2), and Mutual
Information (MI).
• Relevance Feature Discovery (RFD) is one of the latest and most effective
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feature selection methods. It is categorises the features into three groups:
positive, general, and negative, based on the proposed specificity function
for features:
spe(t) =
|coverage+(t)| − |coverage−(t)|
n
where coverage+(t) = {d ∈ D+|t ∈ d}, coverage−(t) = {d ∈ D−|t ∈ d},
and n = |D+|. spe(t) > 0 means that term t is used more frequently in
relevant documents than in irrelevant documents.
Based on the spe function, the following are the classification rules for
determining its general terms G, positive specific terms T+, and negative
specific terms T−:
G = {t ∈ T |θ1 ≤ spe(t) ≤ θ2},
T+ = {t ∈ T |spe(t) > θ2}, and
T− = {t ∈ T |spe(t) < θ1}.
Where θ2 is an experimental coefficient, the maximum boundary of the
specificity for the general terms, and θ1 is also an experimental coefficient,
the minimum boundary of the specificity for the general terms. It is as-
sumed that θ2 > 0 and θ2 ≥ θ1. Where θ2 is an experimental coefficient,
the maximum boundary of the specificity for the general terms, and θ1 is
also an experimental coefficient, the minimum boundary of the specificity
for the general terms. It is assumed that θ2 > 0 and θ2 ≥ θ1.
In RFD, the minimum support (min sup = 0.2) (relative support), θ1 = 0.2
and θ2 = 0.3. For each topic in the datasets, RFD chooses 150 terms in the
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positive documents, based on tf.idf values.
• Pattern Deploying based on Support (PDS) [128] is an extension to the
PTM model, which is described in the previous section. The PDS model
uses the deploying method to deploy all extracted pattern into terms and
calculate the terms’ weight based on support. Given a term t ∈ D+, the
support of term t can be computed as the following function:
support(t,D+) =
n∑
i=1
|{p|p ∈ SPi, t ∈ p}|∑
p∈SPi |P |
Where |P| is the number of terms in a pattern p, and n is the number of
positive documents |D+|. The extracted low-level terms are used to score
a test document based on the total weight of the terms contained in the
document.
• The Rocchio model is widely used in the area of information filtering. It is
used to build the user profile by extracting terms from relevant documents
and irrelevant documents. The centroid −→c of a topic can be generated as
follows:
−→c = α 1|D+|
∑
−→
d ∈D+
−→
d
||−→d ||
− β 1|D−|
∑
−→
d ∈D−
−→
d
||−→d ||
(5.4)
where the parameters α and β control the relative effect of the original
weight, ||−→d || is the normalised vector for document d, the relevant D−
documents, and irrelevant D− documents .
There are two recommendations for setting parameters α and β in the
Rocchio model [24, 56]: α = 16 and β = 4; and α = β = 1.0. Both
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recommendations were tested on both datasets, and α = β = 1.0 gave the
best result. Therefore, α = β = 1.0 Equation 5.3.2 [73].
• Okapi BM25 [94] is a probabilistic state-of-the-art term-based model. The
term weights are estimated as follows:
W (t) =
tf · (k1 + 1)
k1 · ((1− b) + b DLAVDL) + tf
· log
(r+0.5)
(n−r+0.5)
(R−r+0.5)
(N−n−R+r+0.5)
where N is the total number of documents in the training set; R is the
number of relevant documents in the training set; n is the number of docu-
ments that contain the term t; r is the number of relevant documents that
contain the term t; tf is the term frequency; DL and AVDL are the doc-
ument length and average document length, respectively; and k1 and b are
the experimental parameters (the values of k1 and b are set at 1.2 and 0.75,
respectively, in this thesis).
• Topic modelling LDA has become one of the most popular probabilistic
text modelling techniques used in text mining communities. LDA word
uses different topics with words associated to represent user needs. Also,
this model uses word frequency to represent topic relevance. The document
d′s relevance is calculated using the following equation:
Rank(d) =
V∑
j=1
nj∑
k=1
fjk × ϑD,j
where the V is the number of themes in each topic. More details about this
model can be found in [42].
90 Chapter 5. Evaluation
• Mutual information (MI) and chi-square (χ2) also have been used as baseline
models in our study. Details of these two models have been described in
Chapter 2. Both of them have popular feature selection methods which are
used in this thesis to extract features from positive documents. MI is used
to compute the A(t, c) as the expected most common information of term t
and class c. Also, MI measures how much information of presence/absence
of a term with another random term. The mutual information A(t, c) is
computed as follows:
A(t; d) =
N11
N
log2
NN11
N1.N.1
+
N01
N
log2
NN01
N0.N.1
+
N10
N
log2
NN10
N1.N.0
+
N00
N
log2
NN00
N0.N.0
The chi-square (χ2) test is a statistical test commonly used for testing in-
dependence and goodness of fit. Testing independence determines whether
two or more observations across two populations are dependent on each
other. The χ2 is computed using the following equation:
X2(D, t, c) =
(N11 +N10 +N01 +N00)× (N11N00 −N10N01)2
(N11 +N01)× (N11 +N10)× (N10 +N00)× (N01 +N00)
where Ns in both equations count the number of documents that contain
the term t. N11 is the number of positive documents D
+ that include term
t; N01 is the number of positive documents D
+ that do not include term
t; N10 is the number of negative documents D
− that include term t; and
N00 is the number of negative documents D
− that do not include term t.
Also, where N1. = N11 + N10; N.1 = N01 + N11; N.0 = N10 + N00; and
N0. = N01 +N00 [79].
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For each topic in both datasets, we used only positive documents from the
training set. Further, we selected different numbers of top-k terms with a set
of relevant documents based on tf.idf values to extract features. Finally, for a
given testing document, the weighted features are used to estimate the relevance
of the document based on the total weight of discovered features contained in the
document.
5.4 Experimental Setting
All the experiments reported in this thesis have been carried out on a PC with
an Intel(R) Core(TM) i7-2600 CPU @ 3.40 GHz and 8 GB memory running a
Windows 7 operating system. The application of the proposed model was pro-
grammed using Java programming language with J2SDK version 1.8.0 as the
development environment. The data is collected from two different sources. The
RCV1 is collected from a licensed CD from TREC organisation † and used in
our experiments without any modification. The Reuters-21578 was originally
collected and labelled by Carnegie Group, Inc. and Reuters, Ltd ‡. The in-
formation concerning relevance judgements for each topic in both training and
test datasets was also derived from files directly downloaded from these web sites.
The value of minimum support used for the experiments is different; for more
consistency we test all the models using the same min sup = 0.2, such as in
the PCM model. However, in the SCSP model we try to reduce the minimum
support to extract more long patterns. For this reason we used min sup = 0.1.
Moreover, the loop to extract the features in the proposed algorithms should stop
and exit when no more features are found except in some cases when the loop
†RCV1, http://trec.nist.gov/data/t2002 filtering.html
‡Reuters-21578, http://www.daviddlewis.com/resources/
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did not seem to stop (e.g. topic 193 and 199 in RCV1), as some documents in
these topics contain a large number of long features.
5.5 Evaluation Procedures
In order to evaluate the proposed models, we applied them in information fil-
tering (IF) tasks. As mentioned in Chapter 2, the IF system aims to filter the
incoming documents and remove irrelevant documents based on user needs. The
information filtering system can be classified into three different types: adaptive
filtering, batch filtering and routing filtering, as described in [133]. This thesis
uses routing filtering to avoid the use of thresholds and the system’s performance
is measured based on the ranked documents.
To evaluate the proposed models, the system used two datasets: RCV1 and
Reuters-21578. As illustrated in Figure 5.4, the general evaluation procedure
starts by using each topic in the datasets as a user feedback collection given by
the user. Tables 5.2 and 5.3 show that both of the dataset topics consist of two sets
of documents in the training and testing stages. All the documents in these two
datasets are used in the stages of profile learning and document evaluation. The
following sections will describe each stage of the general procedure for evaluation
of our methods.
5.5.1 Document Preprocessing
Preprocessing is the first stage of the work after we received the feedback docu-
ments from the training set. While we used two different datasets in our experi-
ments RCV1 and Reuters-21578, the preprocessing for each dataset was different.
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Figure 5.4: The evaluation procedure
The format for the two datasets is different. The RCV1 dataset document
format is an Extensible Markup Language (XML) format. The Reuters-21578
dataset is originally a Standard Generalized Markup Language (SGML), which
for the purpose of our experiments was converted to XML format. There are
many fields in the documents tagged with 〈title〉, 〈headline〉, 〈dateline〉, 〈text〉,
〈copyright〉, and 〈metadata〉.
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Figure 5.5: Document preprocessing steps
The preprocessing consisted of different steps, as shown in Figure 5.5:
1. For the experiment’s purpose, we selected only the 〈title〉 and 〈text〉 fields
in the XML document to represent the documents’ content.
2. All the stopwords were removed to reduce the noise in documents. Stop-
words can be defined as common words that frequently occur in the docu-
ment such as articles, prepositions, and conjunctions. Common stopwords
in English include [76]:
a, about, an, are, as, at, be, by, for, from, how, in, is, of, on, or
that, the, these, this, to, was, what, when, where, who, willwith.
All the stopwords used in this thesis are illustrated in Appendix A
3. Word stemming is a further step in preprocessing to remove some noise in
the document. Thus, word stemming tries to solve the problem in a variety
of forms of the word by inflecting words into their stem or root form. In
this thesis the Porter algorithm is used for suffix stripping [125].
4. Different k -words were selected for each experiment based on tf.idf weight-
ing schema to reduce further noise keywords.
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5. The final preprocessing step was to transform the 〈title〉 and 〈text〉 fields
in the document into paragraphs which were tagged with 〈p〉 in an XML
file, where the 〈text〉 section contained one or more paragraphs and each
paragraph consisted of low-level features (terms).
5.5.2 High-level Feature Discovery
The next procedure after the preprocessing of the training document was to ex-
tract the high-level features (e.g. pattern and n-gram). In the preprocessing stage
the low-level feature “terms” were extracted, while in this stage, the aim was to
extract to high-level features. To extract these high-level features, we needed to
apply some data mining algorithms such as SPMininig algorithm to extract the
patterns as described in Chapter 3, or use a window size to extract n-grams, as
described in Chapter 4.
In the use of the SPMininig algorithm to extract patterns, the algorithm re-
quires users to specify the minimum support threshold (min sup) to remove noisy
patterns. The discovered patterns extracted with the algorithm are called closed
sequential patterns, the aim being to reduce some noise and redundant patterns;
however, the extracted patterns still include noisy patterns.
For this purpose, the PCM model was proposed to find the relation between
patterns by studying the co-occurrence pattern matrix and removing all the pat-
terns that had no relation with others, as described in Chapter 3. Additionally, in
Chapter 4 we used the ERS model to reweight the extracted patterns and select
specific patterns based on the ERS weight.
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In addition to extracting high-level features, we extracted the n-grams which
required us to specify the window size (i.e. 1 for unigram, 2 for bigram, or 3 for
trigram). Before we extracted the n-grams, we tried to select the best feature
based on different methods, such as: BM25 and Rocchio features. after the n-
grams were extracted we used the ERS model to reweigh the extracted n-grams,
as explained in Chapter 4.
5.5.3 Document Evaluation
The next step after the high-level feature discovery is the evaluation of the doc-
uments, based on the relevant features extracted. In this study, two approaches
were required to evaluate the documents. Firstly, the PCM model was used to
evaluate the patterns based on the pattern co-occurrence matrix. Secondly, the
ERS model was used to search for patterns and n-grams to extend the random
set and calculate the probability of extracting features.
5.5.4 Testing and Evaluation
The final stage was to test each document in the testing set by using the score
of relevant documents in the training set. Then all the testing documents were
ranked based on their scores.
The performance of the system was measured using different effectiveness
measures, such as: b/p, MAP , top − k, precision, F − score, and AIP to mea-
sure each document in each topic. The T-test method was also used to analyse
statistically the differences between different pairs of means in the experiment.
If the p-value in the test is lower than 0.05, that means the difference between
these two pairs is significant.
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5.5.4.1 Cross Validation Evaluation
For further evaluation of the system, cross validation was selected to test the
validity of all methods. The RCV1 dataset was selected as the newest dataset
with a large number of documents and topics to be evaluated. Refaeilzadeh et
al. define the cross validation in [93] as a statistical method of evaluating and
comparing learning algorithms by dividing data into two sets: (1) a training set
to train the model; (2) a testing set to validate the model. Cross validation can
be used in different fields such as regularisation to fine tune model complexity
using an augmented error function. Also, this method can be used in variable
selections like feature selection.
This study used the k -fold cross validation form as the basic one. We selected
10-fold cross validation, where the data in the first stage divided into 10 folds,
each fold containing 10% of the files, as illustrated in Figure 5.6. Subsequently, 10
iterations of training and testing were performed, such that within each iteration,
a different fold of the data was held back for training, containing 10% of the files,
while the remaining 90% of the files were used for testing. The advantage of
k -fold cross validation is that all the documents in the dataset are used for both
training and testing. Therefore in this case, each document is used for training
once, and 9 times for testing.
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Figure 5.6: 10-fold cross validation
At each fold, the selected evaluation measures described in section 5.2 were
used to calculate the performance of each fold. Then the differences in perfor-
mance between the proposed models and the baseline models for the 10 folds of
data were calculated and illustrated.
5.6 Pattern Co-occurrence Matrix (PCM) Eval-
uation
As described in Chapter 3, the PCM model attempts to find the relationship
between patterns and to clean noisy patterns that could affect performance. The
PCM model calculates the pattern co-occurrence matrix for each pattern on top
of closed sequential patterns. This section shows the results of this model and
compares it with other similar methods.
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5.6.1 PCM Evaluation procedure
The whole evaluation procedure of the PCM model can be described in these
steps:
1. The system starts with one of the dataset topics and retrieves the related
information with regards to the training set, such as the file name list and
the number of documents.
2. Each document is preprocessed with word stemming and stopword removal
and transformed into a set of transactions based on its document structure
(paragraphs) as described in Section 5.5.1.
3. The system uses the PrefixSpan algorithm to extract closed sequential pat-
terns from positive documents.
4. The system calculates the relation between extracted patterns using the
co-occurrence matrix.
5. Based on the co-occurrence matrix, each pattern is assigned a new weight.
6. Patterns that does not have any relation with other patterns will be con-
sidered as noisy patterns and will be cleaned.
7. All the patterns are deployed into terms and the terms’ weights are calcu-
lated based on the patterns’ new weights assigned in step 5.
8. The result of the filtering tasks is evaluated.
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5.6.2 Results
This section first compares the PCM model results with language models (n-
grams) and other pattern-based models, especially with PTM, which extracts
closed sequential patterns and is considered as the best pattern-based model.
Then, it compares the results of deployed patterns into terms, with term-based
methods underpinned by Rocchio, BM25, MI, X2, and Lasso for each variable
top − 20, B/P , MAP ,Fβ=1, and IAP in RCV1 dataset. The larger a measure’s
score is, the better the system performs.
5.6.2.1 Pattern co-occurrence matrix weight
Introducing PCM to find the co-occurrence relation between patterns helps to
identify the important patterns and improve the efficiency of closed sequential
patterns. Table 5.5 shows an excellent improvement in PCM model compared
with n-gram and other pattern-based models. All the baseline models mentioned
in this table use support as the weighting technique, while this experiment uses
the pattern co-occurrence matrix as the weighting technique for patterns.
Table 5.5: Comparison results between PCM pattern (phrase) based methods
Method top-20 b/p MAP Fβ=1 IAP
PCM 0.437 0.371 0.381 0.397 0.406
Closed Seq. Ptns. 0.406 0.353 0.364 0.390 0.392
Seq. Ptns. 0.401 0.343 0.361 0.385 0.384
Freq. Ptns. 0.412 0.352 0.361 0.386 0.384
Freq. Closed Ptns. 0.428 0.346 0.361 0.385 0.387
n-gram 0.401 0.342 0.361 0.386 0.384
%change +8% +5% +5% +2% +4%
The results of this experiment show a significant improvement in all five mea-
sure factors over the 50 topics. It shows that PCM has 8% maximum and 2%
minimum percentage changes on average for all measures when compared with
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the best pattern-based model closed sequential patterns. Further, Figure 5.7 il-
lustrates the 11 points, which shows the improvement in performance between
the PCM and the closed sequential patterns.
Figure 5.7: Average 11-points of closed sequential patterns and PCM models
(min sup = 0.2)
For further evaluation for the performance of the PCM model with others,
Table 5.6 and Figure 5.8 compare the details and the performance differences of
10-fold cross-validation results for the PCM model with the best baseline model
on the RCV1 dataset for the pattern-based models. It is clear from the results
that the PCM still performs better than closed sequential patterns on all 10 folds.
Table 5.6: Cross-validation results for PCM and closed sequential patterns
Method top-20 b/p MAP Fβ=1 IAP
PCM 0.420 0.351 0.362 0.379 0.387
Closed Seq. Ptns. 0.401 0.345 0.354 0.376 0.380
%change +5% +2% +2% +1% +2%
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Figure 5.8: Comparison of PCM model and closed sequential patterns model in
difference of performance for 10-fold cross-validation
5.6.2.2 Deploying PCM patterns (PCMD)
Deployment tries to improve on the limitation of the PCM model. The co-
occurrence patterns are deployed into simple features (terms) based on the co-
occurrence weight. Table 5.7 shows that the results of the first 50 topics have
some improvement in all the measured factors compared with other term-based
models. The PCMD achieves some performances with 3% maximum in b/p, MAP
and IAP , and 1% minimum in top 20 and Fβ=1 .
Table 5.7: Comparison of results between PCMD and term-based model
(min sup = 0.2)
Method top 20 b/p MAP Fβ=1 IAP
PCMD 0.505 0.445 0.456 0.445 0.478
PDS 0.496 0.430 0.443 0.439 0.464
LDA 0.475 0.422 0.443 0.440 0.465
Rocchio 0.501 0.424 0.440 0.433 0.459
BM25 0.445 0.407 0.407 0.414 0.428
X2 0.322 0.326 0.319 0.355 0.345
MI 0.316 0.311 0.312 0.347 0.337
%change 1% 3% 3% 1% 3%
5.6. Pattern Co-occurrence Matrix (PCM) Evaluation 103
Furthermore, Figure 5.9 compares the 11-point results from the PCMD and
PDS models. The results shows a slight improvement in performance, which
could be further improved in future work.
Figure 5.9: Average 11-points of PCMD and PDS models (min sup = 0.2)
5.6.3 Discussion
Closed sequential patterns are good alternatives for phrases (n-grams); however,
they still struggle with some noisy and inconsistent patterns due to the common
data mining process for extracting these patterns [127]. Moreover, support and
confidence are not sufficient to answer what users need. For instance, short pat-
terns usually occur more frequently; this could be considered as a general pattern
since it can occur frequently in relevant and irrelevant documents. Therefore, the
difficult problem is how to use the discovered patterns to accurately weight useful
features.
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The Pattern Co-occurrence Matrix model (PCM) introduces a new way to
weight and clean irrelevant patterns. The PCM process consists of three main
stages: weighting patterns using the co-occurrence matrix, cleaning noisy patterns
based on the pattern co-occurrence matrix weights, and then updating the weights
using the deployment method.
5.6.3.1 Pattern co-occurrence matrix weight
As mentioned above, support is not sufficient to answer what users’ needs. Using
the co-occurrence matrix between patterns as weights shows a better result com-
pared with the support method. Table 5.8 compares the results of using the PCM
model with using the co-occurrence matrix to clean the noisy patterns only and
use support as the weighting method. It is noticeable that using co-occurrence
weights still performs better than support.
Table 5.8: Comparison of PCM and Cleaned closed sequential patterns
Method top-20 b/p MAP Fβ=1 IAP
PCM 0.437 0.371 0.381 0.397 0.406
Cleaned Closed Seq. Ptns. 0.382 0.341 0.343 0.374 0.371
%change 13% 8% 10% 6% 9%
It is clear that the co-occurrence matrix is effective for weighting the ex-
tracted closed sequential patterns. Figure 5.10 illustrates the improvement in
performance between the PCM, the closed sequential patterns, and the cleaned
closed sequential patterns by using the co-occurrence matrix to clean the noisy
patterns, as will be described in the next section.
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Figure 5.10: Average of 11-points for PCM, closed sequential patterns and cleaned
closed sequential patterns
5.6.3.2 Cleaning noisy patterns
Usually, long patterns are more important than short patterns, as proved in the
Relevance Feature Discovery model (RFD) [73]. To extract long patterns from
text documents using data mining methods, we have to use a very small min-
imum support (e.g., min sup = 0.1). However, low min sup would generate a
large number of patterns and most of them would be noisy patterns. The closed
sequential pattern technique is one of the pruning methods that is used to remove
some of the redundant and noisy patterns. To further reduce the number of noisy
patterns, the PCM model studies the relationship among closed sequential pat-
terns based on the co-occurrence matrix. For example, Figure 5.11 shows that if
the min sup is low, a large number of patterns will be generated, including some
noisy patterns. The figure also shows that noisy patterns can be successfully
reduced using the PCM model.
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Figure 5.11: Average number of extracted patterns in PCM and Closed Sequential
Patterns
We observed that some patterns have no relationship with others, that is,
they have zero co-occurrence (PCM(pi) = 0), as shown in Figure 3.1. The
patterns that have no relationship with other patterns will be considered as noisy
patterns. These noisy patterns can be deleted from the patterns list. Figure 5.12
shows the average number of extracted patterns for the PCM model, the frequent
patterns, and the closed sequential patterns in the 50 topics, and the number of
noisy patterns that can be cleaned by each model. As presented in Table 5.9,
closed sequential patterns clean about 59% of the redundant patterns in frequent
patterns. Moreover, the PCM model can further clean about 10% of the patterns
from the closed sequential patterns.
Table 5.9: Comparision of Number of Patterns
Method # extracted patterns % noisy patterns
Freq Ptns 290.18 59%
Closed Seq .Ptns. 99.16 10%
PCM 89.04
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Figure 5.12: Average number of relevant and noisy patterns
For example, Table 5.10 shows the number of extracted patterns between the
PCM and the closed sequential patterns for the first ten topics (min sup = 0.2).
Some topics in closed sequential patterns have a large number of suspected noisy
patterns, which make up between 50% and 2% of extracted patterns (e.g. top-
ics 108, 104 and 102), and Figure 5.13 illustrates the difference between the two
models in all 50 used topics. Thus, the PCM model provides a promising method
to significantly reduce the number of noisy patterns in the extracted patterns.
Figure 5.13: Number of extracted patterns in PCM and PTM models
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Table 5.10: Comparison of number of patterns in PCM and closed sequential
patterns in first 10 topics
Topic Closed Seq Ptns PCM % Change
101 64 64 0%
102 563 458 -19%
103 63 62 -2%
104 440 344 -22%
105 139 130 -6%
106 62 62 0%
107 33 32 -3%
108 64 32 -50%
109 208 204 -2%
110 35 33 -6%
5.6.3.3 Updating Terms’ Weights
The deployment method has been proposed to distribute all extracted closed
sequential patterns into a set of terms. The PDS method deploys all patterns
into terms using support weight. Usually if the min sup is low, the performance
should be high, and if the min sup is big, performance will be low. Comparing
the precision results in PDS and PCM in different min sup, as shown in Figures
5.14 and 5.15, it is clear that there are significant improvements with the PCM
model, especially when min sup = 0.5. In Figure 5.14, we can notice that there
is a drop in the middle area between min sup 0.4 and 0.6 which is not satisfying
the idea that we presented earlier. Even so, Figure 5.15 illustrates that if the
min sup becomes smaller the precision increases steadily, which satisfies the idea
that if we use small min sup, long patterns will be produced and the precision
will be high, while using big min sup produces short patterns with low precision.
In addition to this improvement, the number of patterns and terms in PCM is
less than that used in the PDS model. Figure 5.16 shows that the PCM model uses
56% fewer patterns, which leads to 64% fewer terms. The significant reduction
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of these number of patterns and terms is because the experiment removed all
patterns suspected as noisy patterns, based on studying the relation between the
patterns using the co-occurrence matrix.
Figure 5.14: Average precision on PDS for different min sup
Figure 5.15: Average precision on PCM for different min sup
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Figure 5.16: Average number of extracted patterns and terms
5.7 ERS Model Evaluation
As described earlier in Chapter 4, the ERS model aims to calculate the probability
(weight) of features in documents. The ERS model weighting is based on the
distribution of the high-level and low-level features in the document. This model
has been applied and tested using two different high-level features: patterns and
n-grams. This section presents the results and discusses the selection of specific
patterns from closed sequential patterns with use of the ERS model to calculate
the pattern weights. Further, this section discusses the use of the ERS model
with high-level n-gram extraction and selection of low-level terms.
5.7.1 Evaluation of Finding Specific Patterns (SCSPs)
Finding relevant long and specific patterns with the use of support to weight the
patterns is an issue in text mining. As mentioned earlier, using small min sup to
extract patterns is an issue because of the patterns’ frequency and noise, especially
when we have a long document. This section illustrates the results and discusses
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the method of finding specific closed sequential patterns with the use of an ERS
model to reweight the extracted patterns.
5.7.1.1 Procedure for Finding Specific Patterns (SCSPs)
The steps required for the whole evaluation procedure are as follows:
1. The system starts with one of the dataset topics and retrieves the related
information with regard to the training set, such as the file name list and
the number of documents.
2. Each document is preprocessed with word stemming and stopwords removal,
and transformed into a set of transactions based on document structure
(paragraphs), as described in Section 5.5.1.
3. The system uses PrefixSpan algorithm and small minimum support to ex-
tract high-level closed sequential patterns from positive documents.
4. The probability for each extracted low-level term is calculated.
5. The random set is extended to calculate the pattern probability using the
terms’ probability as calculated in the previous step.
6. The system then sorts the extracted patterns based on the new weight and
selects top-k patterns which are assumed to be specific patterns.
7. The results of pattern extraction using the ERS model are evaluated.
5.7.1.2 Results
The SCSP model results can be shown in two stages. In the first stage the high-
level closed sequential patterns were extracted, and the ERS model applied to
calculate the probability of the extracted patterns. In the second stage, the closed
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sequential patterns were extracted with small min sup to gather long patterns,
and then specific patterns selected from the top-k patterns. The effectiveness of
our model is measured by the five different means listed in the previous section.
The larger a measure score is, the better the system performs.
Table 5.11 presents a comparison of the results of extracting all closed sequen-
tial patterns and applying the ERS model with the results of other pattern-based
models in the first stage. Here, %change means the percentage change from using
the ERS model (Closed Seq Ptns + ERS) compared with the best result in the
presented pattern-based models on RCV1. The most important findings revealed
in this table are that closed sequential patterns (Closed Seq Ptns) perform bet-
ter than n-grams and other pattern-based models for the important measures
(MAP and F1), and that using the ERS model on the closed sequential patterns
largely outperforms the closed sequential patterns. As shown in Table 5.11, us-
ing the ERS model achieves excellent performance with 5.6% average change (5%
minimum in F1 and 9% maximum in precision (MAP)) for all 50 topics on RCV1.
Table 5.11: Comparison of all pattern (phrase) based methods on 50 topics with
an Extended Random Set (ERS) on RCV1
Method top-20 b/p MAP Fβ=1 IAP
Closed Seq Ptns + ERS 0.424 0.382 0.395 0.409 0.419
Closed Seq Ptns 0.406 0.353 0.364 0.390 0.392
Seq Patterns 0.401 0.343 0.361 0.385 0.384
Freq Patterns 0.412 0.352 0.361 0.386 0.384
Closed Freq Ptns 0.428 0.346 0.361 0.385 0.387
n-gram 0.401 0.342 0.361 0.386 0.384
%change -1% +8% +9% +5% +7%
Furthermore, the results for all eight topics in the Reuters-21578 dataset used
are reported in Table 5.12. The average result for all five measures used with
the best pattern-based model is 2.4% change, with good improvement in average
precision (MAP) of 8% change.
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Table 5.12: Comparison of all pattern-(phrase) based methods on 8 topics in the
Reuters-21578(R8) dataset with an Extended Random Set (ERS)
Method top-20 b/p MAP Fβ=1 IAP
Closed Seq Ptns + ERS 0.719 0.598 0.640 0.538 0.637
Closed Seq Ptns 0.750 0.583 0.594 0.545 0.599
%change -4% +3% +8% -1% +6%
In the second stage, the proposed method additionally used small min sup =
0.1 and selected the top 40% patterns for RCV1 to find the specific closed sequen-
tial pattern (SCSP). The comparison of results of the proposed method SCSP and
n-gram and other pattern-based models is illustrated in Table 5.13 for the RCV1
dataset. The experimental results are for all 50 assessing topics with the per-
centage changes compared with the other best model’s results. The SCSP model
has improved the performance of the extracted patterns significantly up to 12.4%
(8% min and 15% max) change on average for all five measures.
Table 5.13: Comparison of all pattern (phrase) based methods on 50 topics with
specific closed sequential patterns (SCSP) on RCV1
Method top-20 b/p MAP Fβ=1 IAP
Specific Closed Seq Ptns (SCSP) 0.480 0.407 0.420 0.423 0.440
Closed Seq Ptns 0.406 0.353 0.364 0.390 0.392
Seq Patterns 0.401 0.343 0.361 0.385 0.384
Freq Patterns 0.412 0.352 0.361 0.386 0.384
Closed Freq Ptns 0.428 0.346 0.361 0.385 0.387
n-gram 0.401 0.342 0.361 0.386 0.384
%change +12% +15% +15% +8% +13%
The results of applying the proposed SCSP on Reuters-21578 are presented in
Table 5.14. The proposed method shows an excellent improvement in all the eight
topics in Reuters-21578. Table 5.14 shows the results for the proposed method
compared with the best pattern-based model in RCV1 as illustrated in Table 5.13
with maximum 7% change in average precision (MAP) and average 2% change
over all the five used measures.
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Table 5.14: Comparison of selected top-k features with SCSP for all 8 assessing
topics in Reuters-21578(R8)
Method top-20 b/p MAP Fβ=1 IAP
SCSP 0.719 0.593 0.639 0.537 0.633
Closed Seq Ptns 0.750 0.583 0.594 0.545 0.599
%change -4% +2% +7% -1% +6%
Overall, the improvements are consistent and very significant on all five mea-
sures as shown by the results of 11 points. Figure 5.17 shows the performance of
11 points for all 50 assessing topics for the proposed model on RCV1. Further,
Figure 5.18 shows the performance of the proposed model for all eight topics in
Reuters-21578 used. Also, the t-test p-values in Table 5.15 indicates that the pro-
posed model SCSP is extremely statistically significant, with a p− value < 0.05.
Figure 5.17: Average of Closed Sequential Patterns and SCSP patterns for 11
points in RCV1
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Figure 5.18: Average of Closed Sequential Patterns and SCSP patterns across 11
points in Reuters-21578(R8)
Table 5.15: p-values for Closed Sequential patterns using ERS method and SCSP
method in 50 Topics in RCV1
Method top-20 b/p MAP Fβ=1 IAP
Closed Seq Ptns + ERS 0.460 0.066 0.041 0.060 0.061
SCSP 0.003 0.001 0.001 0.005 0.002
For cross-validation results, Table 5.16 and Figure 5.19 show the details and
the performance differences of 10 data folds. The results show that the SCSP
model still significantly perform better than the closed sequential patterns on all
10 folds.
Table 5.16: Cross-validation results for SCSP and closed sequential patterns
Method top-20 b/p MAP Fβ=1 IAP
SCSP 0.419 0.365 0.382 0.390 0.406
Closed Seq. Ptns. 0.401 0.345 0.354 0.376 0.380
%change +4% +6% +8% +4% +7%
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Figure 5.19: Comparison of SCSP model and closed sequential patterns model in
difference of performance for 10-fold cross-validation
5.7.1.3 Discussion
Closed sequential patterns are excellent extracted patterns and alternatives for
phrases (n-grams); however, they are still limited by noise, inconsistencies and
absence of some long and specific patterns, due to the common data mining pro-
cess for extracting these patterns [127].
Moreover, support and confidence, which are used to extract the closed se-
quential patterns, are not very efficient in answering user needs [73]. To improve
the performance of extracting features, term weighting schemes are often used,
where the weights reflect the importance of a term. Using an ERS model, as
described in Chapter 4, gave us a new method for weighing extracted high-level
features, such as patterns or n-grams, and helps to find the specific closed se-
quential patterns (SCSP). Thus, the process of SCSP consists of two main steps:
extraction of long high-level patterns using low min sup = 0.1, and then using
the ERS model to calculate the pattern’s probability (weight) and select top-k
specific patterns based on the new weight.
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5.7.1.3.1 Specific Patterns
Usually, long patterns are more important and specific than short patterns, as
proven in the Relevance Feature Discovery (RFD) model [73]. To extract long
patterns from text documents, we have to use a very small minimum support. A
PTM study found that using min sup = 0.2 extracts the best closed sequential
patterns and provides good performance. Therefore, in our study we tried to
find patterns that are more specific in the extracted closed sequential patterns.
We tried to use a very low minimum support (min sup = 0.1) to generate more
specific and long patterns.
For example, Figure 5.20 illustrates the average size of extracted patterns in
the SCSP model compared to PTM using minimum support (min sup = 0.2)
on RCV1. It is clear that the average size of extracted patterns in the SCSP is
larger than the patterns’ size extracted in PTM. The average size for the SCSP
model is 3.32 terms maximum and 2.16 terms minimum; whereas, the PTM is
2.85 terms maximum and 1.81 terms minimum.
Figure 5.20: Average pattern size for different selected top-k patterns in closed
sequential patterns and SCSP
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5.7.1.3.2 Extended Random Set (ERS) to calculate pattern probabil-
ity and select specific patterns
Estimating the probability of extracting patterns is based on calculating the pat-
tern frequency, as shown in Equation 4.3. However, the distribution of the ex-
tracted pattern content could affect the results of calculating the probability.
Thus, in addition to calculating the probability of extracting high-level patterns,
we revised the method for calculating the probability of patterns using an ERS
model. We extended the random set by revising the calculation method for deter-
mining pattern probability based on the patterns’ distribution in the documents
and their low-level term distribution in pattern, as shown in Equation 4.5.
In this experiment, we focused on closed sequential patterns only and we im-
plemented this method on positive documents in the training dataset because
the PTM originally used positive documents. As presented in Table 5.11, we
compared our results using the ERS model with five different types of pattern-
based methods: sequential patterns, closed sequential patterns, frequent patterns,
closed frequent patterns, and n-grams using (min sup = 0.2). The results show
that using the ERS model to consider the patterns’ content improved the perfor-
mance results for the extracted patterns significantly.
As mentioned before, low min sup would generate a large number of patterns
and most of them would be noise patterns. Thus, in this experiment we tried to
extract the specific extracted patterns by selecting top-k patterns. As shown in
Figure 5.21, the performance of the extracted patterns’ changes is based on the
proportion of the selected top-k patterns. From our observations, we found that
on RCV1, using the top 40% of the extracted patterns improved the performance
of our results, while on Reuters-21578, we found that using the top 60% of pat-
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terns improved the performance as presented in Figure 5.22. Table 5.17 shows
the details of the number of extracted patterns for closed sequential patterns and
SCSP model in both datasets. Also, Figures 5.23 and 5.24 show the overview of
extracted patterns for all used topics.
Figure 5.21: Average precision for different selected top-k patterns in RCV1
Figure 5.22: Average precision for different selected top-k patterns in Reuters-
21578 (R8)
120 Chapter 5. Evaluation
Table 5.17: Number of extracted features in RCV1 and R8 datasets
RCV1 R8
Closed Seq. Ptns. 320.48 6873.25
SCSP 128.192 4123.95
Figure 5.23: Number of extracted features for SCSP in RCV1 dataset
Figure 5.24: Number of extracted features for SCSP in R8 dataset
Comparison precision results between the proposed model and closed sequen-
tial patterns is illustrated in Figure 5.25. The figure shows the significant dif-
ference between using top-k in the SCSP model and PTM to extract patterns.
For more details, Table 5.18 shows the average precision of extracting patterns
between the closed sequential patterns and the SCSPs for the first 10 topics on
RCV1. This shows that some topics have made large improvements (e.g. topics
103, 104 and 108).
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Figure 5.25: Comparison using different min sup on SCSP and PTM models
Table 5.18: Comparison of average precision of closed sequential patterns and
SCSP for first 10 topics
Topic Closed Seq Ptns SCSP % improvement
101 0.709 0.848 20%
102 0.709 0.851 20%
103 0.324 0.513 58%
104 0.494 0.738 49%
105 0.519 0.706 36%
106 0.269 0.193 -28%
107 0.152 0.055 -64%
108 0.097 0.158 63%
109 0.396 0.355 -10%
110 0.213 0.216 1%
Finally, to test the proposed model with term-based models, we deployed the
extracted high-level patterns in their low-level terms and compared the results
with term-based models. For example, Table 5.19 presents the comparison results
for deploying the specific closed sequential pattern (SCSPD). Comparing the SC-
SPD with PDS (the deployed terms of closed sequential pattern) shows a good
improvement, of maximum 4% in average precision(MAP) and IAP measures,
and minimum of 1%.
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Table 5.19: Comparison of results between SCSPD and term-based models on
RCV1
Method top 20 b/p MAP Fβ=1 IAP
SCSPD 0.506 0.436 0.461 0.445 0.483
PDS 0.496 0.430 0.444 0.439 0.464
Rocchio 0.501 0.424 0.440 0.433 0.459
LDA 0.447 0.410 0.415 0.423 0.440
BM25 0.445 0.407 0.407 0.414 0.428
X2 0.322 0.326 0.319 0.355 0.345
MI 0.316 0.311 0.312 0.347 0.337
%change +1% +1% +4% +1% +4%
5.7.2 N -gram Extraction Using Relevant Feature Selec-
tion (GERS) Evaluation
Extracting the best features and weighting them is an important task in data min-
ing and information retrieval. Many features such as high-level n-grams can be
extracted from datasets using various methods; however, many of these features
are irrelevant to user needs. In addition, calculation of the high-level n-gram’s
weight could be inaccurate if the distribution of the n-gram’s contents (low-level
terms) is not considered.
5.7.2.1 Procedure for Evaluation of N -gram Extraction
The steps required for the GERS evaluation procedure are listed as follows:
1. The system starts with one of the dataset topics and retrieves the related
information with regard to the training set, such as the file name list and
the number of documents.
2. Each document is preprocessed with word stemming and stopword removal
and transformed into a set of transactions based on its document structure
(paragraphs) as described in Section 5.5.1.
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3. The best top-k low-level terms extracted from some models such as Rocchio
and BM25 are selected to be used in high-level n-gram extraction.
4. The system then extracts the high-level n-grams a using window size based
on the selected low-level features.
5. The system calculates the probability for each extracted term.
6. The random set is extended to calculate the n-gram probability using the
terms’ probability, as calculated in the previous step.
7. Finally, the results of n-gram extraction using the ERS model are evaluated.
5.7.2.2 Results
This experiment introduces a novel method of extracting high-level n-grams using
different low-level features and extending the random set by calculating the n-
gram weight, taking into account the n-gram’s content distribution. Thus, the
results of this experiment are divided into two stages: extracting high-level n-
grams using various low-level terms; then using the ERS model to calculate the
extracted n-grams’ weight. The next two sections will show results for using best
model features with other feature selection models, and for how calculating the
weight using the ERS model affects the performance of the n-gram extraction.
5.7.2.2.1 Extracting n-grams using different models’ features
Two different state of the art model features have been tested in this model to
extract the high-level n-grams from documents using specified window size (n =
3). These low-level features include BM25 features as a probabilistic model and
the Rocchio features as a vector space model in both RCV1 and Reuters-21578
(R8) datasets.
124 Chapter 5. Evaluation
Results of the experiment show that the Rocchio model extracted good low-
level features in compared to BM25 features to be used for high-level n-gram
extraction in both datasets. The Rocchio model, as described in Chapter 2, is a
relevant feedback algorithm which represents documents as vector space models,
each word in the vector having a weight based on tf.idf weight.
Comparison of the results of extracting n-grams using Rocchio features with
other feature selection models in RCV1 for all 50 assessing topics is reported
in Table 5.20. In the table, n-grams using Rocchio features are compared with
results from RFD (which is the best model for feature selection), where %change
means the percentage change of extracting n-gram using Rocchio features over
the best result in the presented models.
Table 5.20: Comparison results of using Rocchio features with feature selction
methods on RCV1
Method top-20 b/p MAP Fβ=1 IAP
n-gram + Rocchio features 0.444 0.400 0.407 0.420 0.434
RFD 0.557 0.474 0.493 0.470 0.513
PDS 0.496 0.430 0.444 0.439 0.464
LDA 0.475 0.423 0.443 0.440 0.465
Rocchio 0.501 0.424 0.440 0.433 0.459
BM25 0.445 0.407 0.407 0.414 0.428
X2 0.322 0.326 0.319 0.355 0.345
MI 0.316 0.311 0.312 0.347 0.337
%change -23% -17% -20% -11% -17%
Even though the Rocchio model shows the best results in comparison with
BM25 features in extraction, as we will explain, performance is decreased in com-
parison with other feature selection methods, as shown in Table 5.20. The table
compares the results of extracting n-grams using Rocchio features with the perfor-
mance of seven different feature selection methods which showed no improvement
in all five measures used. The average percentage of changes in performance over
the standard measures is -17.6%.
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In addition, Table 5.21 presents the experiment results on Reuters-21578(R8),
where the Rocchio model features are still the best ones to extract the n-grams
in compared with BM25 features. In the table we compared the use of Rocchio
features with the best feature selection model (RFD) in the RCV1 dataset to
extract n-grams. N -gram extraction using Rocchio features in all the eight topics
in Reuters-21578 performs better than in RCV1. The results are still not showing
any improvement, however, though not decreasing the performance.
Table 5.21: Comparison of results using Rocchio features with best feature
selction method on Reuters-21578(R8)
Method top-20 b/p MAP Fβ=1 IAP
n-gram + Rocchio features 0.806 0.679 0.749 0.606 0.744
RFD 0.794 0.704 0.747 0.601 0.748
%change +2% -4% 0% +1% 0%
The results in Tables 5.20 and 5.21 show that selecting low-level relevance fea-
tures only is not enough for high-level n-gram extraction. Therefore, reweighting
the high-level features is essential to improve the performance, as demonstrated
in the next section.
5.7.2.2.2 Extend the random set to calculate the n-gram probability
A probabilistic model attempts to find the specific patterns among closed sequen-
tial patterns by using the extended random set method to calculate the patterns’
probability.
The failure to improve the n-gram extraction by using different methods’
features required us to revise the extracted features’ weight. Calculating the ex-
tracted n-gram weight based on n-gram frequency, as shown in Equation 4.3,
is also not enough. Therefore, the distribution of the extracted n-gram content
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could affect the results of calculating the probability. In addition to using differ-
ent features to extract n-grams, we also revised the method for calculating the
probability of n-grams by extending the random set. Extending the random set
for n-gram probability is based on their distribution in the documents and their
terms’ distribution in n-grams, as shown in Equation 4.5.
The ERS model algorithm as shown in Algorithm 3 was applied to the n-gram
extraction to revise the extracted features’ weight. The experiment tried first to
select the top-k features to find the most specific low-level relevant features to
extract the high-level n-grams. The experiment tried different models’ features
with different top-k features.
In the RCV1 dataset, we found that extracting n-grams with BM25 features
produced an excellent achievement with the top 75 keywords. As illustrated in
Table 5.22, the proposed method (GERS) with the top 75 keywords from BM25
model features achieved over 6% maximum change and 2% minimum change for
all five selected measures compared with the best feature selection method.
Table 5.22: Comparison of selected top-k features with GERS for all 50 assessing
topics on RCV1
Method top-20 b/p MAP Fβ=1 IAP
GERS 0.569 0.496 0.521 0.486 0.538
RFD 0.557 0.474 0.493 0.470 0.513
PDS 0.496 0.430 0.444 0.439 0.464
LDA 0.475 0.423 0.443 0.440 0.465
Rocchio 0.501 0.424 0.440 0.433 0.459
BM25 0.445 0.407 0.407 0.414 0.428
X2 0.322 0.326 0.319 0.355 0.345
MI 0.316 0.311 0.312 0.347 0.337
%change 2% 5% 6% 4% 6%
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Furthermore, comparing the proposed method on Reuters-21578 for all 8 se-
lect topics, the BM25 model features are still the best features combined with
the ERS model for weighting the features. In this dataset, the number of selected
top-k is different from the RCV1 dataset due to the different size of the two
datasets. In Reuters-21578 we found that selecting the top 250 keywords gives
the best number with the proposed method.
As shown in Table 5.23, the proposed method performs more significantly
for Reuters-21578 than it does with the best model in RCV1. Extending the
random set greatly improves the performance, with 16% in precision and b/p the
maximum % change, and over 6% in top-20 precision as the minimum.
Table 5.23: Comparison of selected top-k features with ERS for all 8 assessing
topics on Reuters-21578
Method top-20 b/p MAP Fβ=1 IAP
GERS 0.844 0.819 0.869 0.643 0.852
RFD 0.794 0.704 0.747 0.601 0.748
%change 6% 16% 16% 7% 14%
The statistical significance tests are illustrated in Table 5.24 to compare the
performance of the proposed model with best feature selection methods (RFD)
on both datasets, RCV1 and Reuters-21578. The results show that the proposed
model is significant as p-values are less than 0.05 in most measures.
Table 5.24: p-values for GERS with RFD model
top-20 b/p MAP Fβ=1 IAP
p-value 0.25719 0.04091 0.03289 0.06278 0.03520
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Finally, for cross-validation results, the details and the performance differences
of 10-fold cross-validation are illustrated in Table 5.25 and Figure 5.26. The
results show that the GERS model performs significantly better than the RFD
model on all 10 folds.
Table 5.25: Cross-validation results for GERS and closed sequential patterns
Method top-20 b/p MAP Fβ=1 IAP
GERS 0.566 0.486 0.515 0.477 0.535
RFD 0.493 0.415 0.435 0.424 0.456
%change +15% +17% +18% +13% +17%
Figure 5.26: Comparison of GERS model and RFD model in difference of perfor-
mance for 10-fold cross-validation
5.7.2.3 Discussion
The main process of the proposed method consists of two steps: find and select the
best features from other models to extract n-grams and then revise the extraction
weight considering the extraction content. In this section, we will discuss how
selecting different features could improve the extraction performance and how we
can extend the random set to consider the n-gram content in order to revise the
n-gram weight.
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5.7.2.3.1 Selecting best low-level features
In this experiment, we test two different feature selection methods in two dif-
ferent ways for calculating the features weight, including Rocchio and BM25 to
select the best low-level features in both RCV1 and Reuters-21578(R8). As the
experiment focuses only on positives, all of the features we used were extracted
from the positive document.
The experiment extracts the n-grams from documents using all features for
each method for all selected topics. Comparing the results between different se-
lected methods, we found that the features of the Rocchio method are the best
ones for extracting the n-grams in both datasets when we use all features.
Comparison of the performance results of using the Rocchio features with
BM25 features for all 50 assessing topics in RCV1 and all eight topics in Reuters-
21578 is reported in Table 5.26. It is clear that Rocchio features perform better
in both datasets; however, the improvement is not as big in all measures in all
datasets.
Table 5.26: Results of using different features only on RCV1
RCV1
Method top-20 b/p MAP Fβ=1 IAP
Rocchio 0.444 0.340 0.407 0.420 0.434
BM25 0.449 0.400 0.406 0.419 0.432
Reuters-21578(R8)
Method top-20 b/p MAP Fβ=1 IAP
Rocchio 0.806 0.679 0.749 0.606 0.744
BM25 0.806 0.678 0.748 0.606 0.743
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As described earlier, using word sequences with average of three words as win-
dow size to extract the high-level n-gram usually improves performance compared
with using n > 3, which reduces the performance. For example, in Figure 5.27,
we present the results of precision using the BM25 features to extract Unigram,
Bigram, Trigram, four-gram, five-gram, and six-gram. It is clear from the fig-
ure that the Trigram (3-grams) produced the best results for n-gram extraction.
Therefore, this experiment used the Trigram for all extraction.
Figure 5.27: Comparison of extracting n-grams using different window sizes in
GERS
5.7.2.3.2 Weighting extracted high-level n-gram
As described before, in this experiment we extended the weighting function and
ran all the methods again to show the differences between using the frequency
method and the ERS method to weight extracted n-grams. Table 5.27 shows the
results for all methods used in RCV1 and Reuters-21578 using all features. The
performance of all methods has increased, especially the BM25 features. This
time the BM25 features perform better than the Rocchio ones when we extend
the random set to calculate the features’ probability.
5.7. ERS Model Evaluation 131
Table 5.27: Comparison results of all features with ERS in RCV1
RCV1
Method top-20 b/p MAP Fβ=1 IAP
BM25 0.521 0.437 0.462 0.450 0.484
Rocchio 0.524 0.442 0.461 0.449 0.482
Reuters-21578(R8)
Method top-20 b/p MAP Fβ=1 IAP
BM25 0.756 0.644 0.696 0.554 0.680
Rocchio 0.756 0.644 0.696 0.554 0.679
Comparison of the effect of using the ERS model to reweight the extracted
n-grams is reported in Tables 5.28 and 5.29 for the Rocchio and BM25 models.
It is clear that in RCV1, using the ERS model improves the performance of both
Rocchio and BM25 models significantly. However, in Reuters-21578, the perfor-
mance of the two models is not improved, as shown in Figure 5.28. We believe the
reason for the difference in performance between the two datasets is the nature
of each dataset in terms of the number of documents and the classification of
the negative and positive documents in the training and testing sets. This could
affect the extracted features’ quality, especially in the Reuters-21578 dataset, by
introducing many noisy low-level features.
Figure 5.28: Comparing use of ERS model for weighting extracted n-grams in
both datasets
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Table 5.28: Comparing Rocchio performance before and after using ERS weight-
ing
RCV1
Method top-20 b/p MAP Fβ=1 IAP
Rocchio before ERS 0.444 0.400 0.407 0.420 0.434
Rocchio after ERS 0.524 0.442 0.461 0.449 0.482
%changes 18% 11% 14% 7% 11%
Reuters-21578(R8)
Method top-20 b/p MAP Fβ=1 IAP
Rocchio before ERS 0.806 0.679 0.749 0.606 0.744
Rocchio after ERS 0.756 0.644 0.696 0.554 0.679
%changes -6% -5% -7% -9% -9%
Table 5.29: Comparing BM25 performance before and after using ERS weighting
RCV1
Method top-20 b/p MAP Fβ=1 IAP
BM25 before ERS 0.449 0.400 0.406 0.419 0.432
BM25 after ERS 0.521 0.437 0.462 0.450 0.484
%changes 16% 9% 14% 7% 12%
Reuters-21578(R8)
Method top-20 b/p MAP Fβ=1 IAP
BM25 before ERS 0.806 0.678 0.748 0.606 0.743
BM25 after ERS 0.756 0.644 0.696 0.554 0.680
%changes -6% -5% -7% -9% -9%
5.7. ERS Model Evaluation 133
Despite the improvement in RCV1, we believe that not all the used low-
level features are relevant to the user and some of them are noisy, especially in
Reuters-21578. To improve the performance and the quality of extracted high-
level features, we tried to filter the low-level features by sorting them based on
their weights, and selected the top-k features as the most relevant low-level fea-
tures. For example, in Figure 5.29, we tested BM25 model features on Reuters-
21578(R8) from all the features down to a small number of features. As illustrated
in the figure we ran the system for different top groups of eight features and we
found that the top 250 of the features gave us the best performance. Table 5.30
shows the best selected top-k features for each model used in our experiment
in both datasets, RCV1 and Reuters-21578(R8). In addition, Table 5.31 shows
the average number of low-level features used and average number of extracted
high-level features; Figures 5.30 and 5.31 illustrate the overview of all extracted
features used on all topics selected.
Figure 5.29: Comparison of recision for top-k features in BM25 in Reuters-
21578(R8)
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Table 5.30: Best selected top-k features for all methods used in both datasets
RCV1 R8
Methods top-k Methods top-k
BM25 75 BM25 250
Rocchio 150 Rocchio 150
Table 5.31: Average number of extracted features for GERS in RCV1 and R8
datasets
RCV1 R8
# low-level features 623.08 3401.375
# high-level features 434.78 3547
Figure 5.30: Number of extracted features for GERS in RCV1 dataset
Figure 5.31: Number of extracted features for GERS in R8 dataset
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For both datasets, the results of the proposed method using best selected top-
k features for each model are presented in Table 5.32. It is clear that using the
ERS model with the best low-level features improved the weight accuracy and
quality of high-level features for all models, especially when using BM25 features.
In overall comparison, BM25 features improve the performance of the extracted
high-level n-gram significantly. In addition, Figures 5.32 and 5.33 illustrate the
11 points, which indicates the improvement in performance between the proposed
method using BM25 features and the best feature selection method (RFD).
Table 5.32: Comparison for the best selected top-k features for each model in
RCV1
RCV1
Method top-20 b/p MAP Fβ=1 IAP
BM25 0.569 0.496 0.521 0.486 0.538
Rocchio 0.514 0.452 0.466 0.454 0.488
Reuters-21578(R8)
Method top-20 b/p MAP Fβ=1 IAP
BM25 0.844 0.819 0.869 0.643 0.852
Rocchio 0.781 0.657 0.728 0.581 0.720
Figure 5.32: Comparison of n-gram extraction with BM25 features in RCV1
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Figure 5.33: Comparison of n-gram extraction with BM25 features in R8
Tables 5.33 and 5.34 present the comparison of results for the percentage
changes between using the ERS model only and using the ERS model with selec-
tion of the top-k low-level features. The tables show that filtering the low-level
features at first stage will improve the high-level n-gram extraction, especially
when using BM25 features as illustrated in the tables. Figure 5.34 shows that
most of the measures improved compared with using the ERS model only to
weigh the feature, as reported in Tables 5.28 and 5.29.
Figure 5.34: Comparison of extracted n-grams using different features with GERS
model only
5.7. ERS Model Evaluation 137
Table 5.33: Comparing Rocchio performance before and after selecting top-k
(GERS)
RCV1
Method top-20 b/p MAP Fβ=1 IAP
Rocchio after ERS 0.524 0.442 0.461 0.449 0.482
GERS 0.514 0.452 0.466 0.454 0.488
%changes -2% 2% 1% 1% 1%
Reuters-21578(R8)
Method top-20 b/p MAP Fβ=1 IAP
Rocchio after ERS 0.756 0.644 0.696 0.554 0.679
GERS 0.781 0.657 0.728 0.581 0.720
%changes 3% 2% 5% 5% 6%
Table 5.34: Comparing BM25 performance before and after selecting top-k
(GERS)
RCV1
Method top-20 b/p MAP Fβ=1 IAP
BM25 after ERS 0.521 0.437 0.462 0.450 0.484
GERS 0.569 0.496 0.521 0.486 0.538
%changes 9% 14% 13% 8% 11%
Reuters-21578(R8)
Method top-20 b/p MAP Fβ=1 IAP
BM25 after ERS 0.756 0.644 0.696 0.554 0.680
GERS 0.844 0.819 0.869 0.643 0.852
%changes 12% 27% 25% 16% 25%
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For further analysis and to check reliability of this theory, we tested this theory
in a real-time dataset. We select the 20 Newsgroups collection [67] as a collection
of emails which contains a lot of noisy [10]. Table 5.35 shows the results of
comparing the GERS model and RFD model using this dataset. Also, Figure 5.35
illustrates the performance results between the two compared models. Despite
the noisy in data collection, the comparison results show that the proposed theory
has a potential improvement. Therefore, it will be interested as a future work to
improve the ERS theory to deal with noisy data.
Table 5.35: Comparison of GERS and ERD models on 20 Newsgroup
Method top-20 b/p MAP Fβ=1 IAP
GERS 0.513 0.513 0.517 0.509 0.555
RFD 0.510 0.503 0.507 0.505 0.547
%change 0.49% 2.08% 1.93% 0.94% 1.48%
Figure 5.35: Performance of GERS and ERD models on 20 Newsgroup
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5.8 Summary
This chapter reports on the results of extensive experiments to evaluate the pro-
posed feature selection methods, PCM, SCSP, and GERS. All these methods try
to select the best features relevant to the user’s needs. Firstly, the noisy patterns
in closed sequential patterns in the PCM model were cleaned. Then the proposed
SCSP model looked deeply into the extracted closed sequential pattern to find the
specific patterns and reweight patterns using the ERS model. Finally, the GERS
model was used to extract high-level features from selected low-level features and
they were weighted using the ERS model.
This chapter also describes the data collections, RCV1 and Reuters-21578
corpus, as our datasets selected for evaluation, since these datasets come with
a large number of documents and relevance judgements. There are some dif-
ferences between these two datasets; for instance, the number of documents is
different in each. The RCV1 dataset includes a larger number of files compared
with Reuters-21578 dataset, as described in Section 5.1. Another main difference
is in the documents’ relevance. RCV1 needs manual judgement to decide the
documents’ relevance because it is hard to decide the relevant document based
on topic only, as described in Li and Zhong’s study in [74]. Therefore, to find the
relevant documents, we have to read the topic description. On the other hand,
in Reuters-21578, the relevant document can be decided based on the topic cate-
gories. Therefore, the precision of selection is usually higher in the Reuters-21578
dataset than in RCV1, as the experimental results show.
The results in this chapter compare various state of the art models using five
popular standard evaluating measures to estimate the system’s performance. The
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results from the PCM and SCSP models were compared with the pattern-based
models. On the other hand, the GERS model was compared with popular rele-
vant feature selection methods. This research provides a promising methodology
for evaluating high-level and low-level features’ weight. The results support the
aims of this research.
Chapter 6
Conclusions and Future Work
Extracting relevant features from documents to meet users’ needs is a challeng-
ing issue in data mining and information retrieval. This issue draws researchers
to investigate ways of extracting features based on individual user requirements.
However, many of these extracted features suffer from low quality, noise, inconsis-
tency, redundancy, and sometimes the common data mining process for extraction
misses some features.
The major research problem addressed by this thesis is how to understand the
relation between extracted features to retrieve good quality features and reduce
the amount of noisy features extracted from text documents. This study devel-
ops an effective knowledge discovery model using a pattern-based approach to the
search for relevant features. The concept of pattern cleaning is introduced as a
method of refining the quality of discovered closed sequential patterns in relevant
documents using the Pattern Co-occurrence Matrix (PCM) as a pattern-based
model (3).
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The second approach of the study is based on the finding that information
retrieval usually deals with uncertain information, and that the probability func-
tion is the best way to understand the uncertainty. Therefore, we introduce the
method of extended the random set (ERS) to calculate probability of extracted
features instead of using frequency on support. One of the main advantages of
our proposed ERS model is that calculating probability seems to be the best way
to quantify uncertainty information. This novel approach is used in combination
with a pattern-based method to find specific closed sequential patterns (SCSP)
by extracting long specific patterns and reweighting the patterns by extending
the random set (ERS model) to consider the pattern content (Chapter 4). Also,
the ERS method is used with a relevant feature selection model (GERS) where
we extract high-level n-grams from low-level terms and use the ERS model to
reweight the extracted grams (Chapter 4).
Multiple experiments in the domain of text mining and information filtering
have been conducted in this study. RCV1 and Reuters-21578 have been selected
as two popular Reuters datasets to test the proposed models. The results show
that the proposed models outperform not only several pure data mining methods,
but also traditional probabilistic and Rocchio methods.
Section 6.1 presents the main contributions of this research. Section 6.2 dis-
cusses the limitations of this research and the possible directions for future work
in this area.
6.1 Contribution
The main contributions of this research research are as follows:
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• New method to find relation between patterns: not all the extracted
patterns are relevant to the user, as usually the extracted patterns contain
noisy and inconsistent patterns due to the different data mining processes
that are used for extracting these patterns. New methods are proposed
to identify the semantic relationships between patterns and identify the
important relationships between them by using the co-occurrence matrix.
The new method, pattern co-occurrence matrix, finds the noisy patterns in
closed sequential patterns and cleans them.
• A promising theory to evaluate high-level features considering
low-level features: using support and confidence for weighting high-level
features is not suitable, especially for short high-level features in long docu-
ments. Therefore, the ERS method is used to revise the weight of high-level
features in order to calculate the probability of features; the random set is
extended to calculate the low-level features and accurately weight the ex-
tracted features.
• An effective pattern mining method: finding relevant features in doc-
uments using low minimum support (min sup) is a challenge in pattern
mining. If the min sup is large, a lot of short patterns will be extracted,
included many noisy patterns. On the other hand, using low min sup in-
troduces long patterns with low frequency, as it is hard to find relevant
features in documents. A novel pattern mining model has been proposed
to find specific closed sequential patterns (SCSPs) using small min sup to
extract long patterns which are considered as specific patterns. Then all
the extracted patterns are reweighted using the ERS method to calculate
pattern probability. Finally, the SCSP model evaluates the patterns by fil-
tering them according to probability weight and selecting top-k patterns as
specific closed sequential patterns.
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• Effective relevant feature selection: this thesis demonstrates the ben-
efit of extracting high-level features by using low-level features. The GERS
model investigates the features of different models to find specific low- level
features and extract high-level n-grams. Then the extracted high-level n-
gram weight is revised and the ERS method is used to calculate the high-
level n-gram by including the probability of low-level terms in the content.
In summary, this research work presents four different methods:
1. The PCM model for pattern cleaning using the co-occurrence matrix to
study pattern relations.
2. The ERS theory to calculate feature probability by extending the random
set to consider the features’ contents based on their distribution in the
documents and their content distribution in documents.
3. The SCSP model is a pattern-based model to extract long closed sequential
patterns and revise their weight, and select specific patterns based on the
new weights.
4. The GERS model is a relevant feature selection method to select specific
low-level terms and use them to extract high-level n-grams and weight them
using the ERS model.
6.2 Limitations and Future Work
At this stage, two main approaches have been described to study the relations
between extracted features. PCM model to study the semantic relation between
patterns, and the ERS theory to study the relation between high-level and their
low-level features. The ERS theory has been tested in two types of features: pat-
terns and n-grams only. Therefore, not all features have been tested using the
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proposed methods; it will be interested to test and update our models to check
other features such as phrases and POS (Part Of Speech) concepts.
Furthermore, this research proposes different models in pattern mining and
relevant feature selection from positive documents, discarding the negative docu-
ments. It has been proved in many studies [72,128] that using negative documents
to extract features reduces the space of the negative documents and reduces the
side effects of noisy features. Therefore, it is desirable to extend the feature se-
lection method to include negative documents, with the aim of improving the
quality of extracted features from positive documents.
In addition, in this research we propose a PCM model to study the relation
between high-level features. The proposed method provides a promising way to
reduce the number of noisy features. It will be interesting to study the relations
of features in the low-level space. Further research into this relation could help to
filter the noisy low-level features, which will improve the subsequent extraction
of high-level features.
Finally, we might also aim to try the proposed methods in real-time datasets
such as social networking datasets (e.g. Twitter, Facebook, and Amazon). These
datasets contain different types of data with specific characteristic such as short
text like Twitter or opinion text like Amazon dataset. We are interested to test
and apply our methods in these types of datasets in the future.
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Appendix A
List of Stopwords
a, about, above, according, across, after, afterwards, again, against, albeit, all,
almost alone, along, already, also, although, always, am, among, amongst, an,
and, another any, anybody, anyhow, anyone, anything, anyway, anywhere, apart,
are, around, as at, av, be, became, because, become, becomes, becoming, been,
before, beforehand behind, being, below, beside, besides, between, beyond, both,
but, by, can, cannot, canst certain, cf, choose, contrariwise, cos, could, cu, day,
do, does, doesn, doing, dost, doth double, down, dual, during, each, either, else,
elsewhere, enough, et, etc, even, ever, every everybody, everyone, everything, ev-
erywhere, except, excepted, excepting, exception exclude, excluding, exclusive,
far, farther, farthest, few, ff, rst, for, formerly, forth forward, from, front, fur-
ther, furthermore, furthest, get, go, had, halves, hardly, has, hast hath, have, he,
hence, henceforth, her, here, hereabouts, hereafter, hereby, herein, hereto here-
upon, hers, herself, him, himself, hindmost, his, hither, hitherto, how, however
howsoever, i, ie, if, in, inasmuch, inc, include, included, including, indeed, in-
doors inside, insomuch, instead, into, inward, inwards, is, it, its, itself, just, kind,
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kg, km, last latter, latterly, less, lest, let, like, little, ltd, many, may, maybe,
me, meantime, meanwhile might, moreover, most, mostly, more, mr, mrs, ms,
much, must, my, myself, namely need, neither, never, nevertheless, next, no, no-
body, none, nonetheless, noone, nope nor, not, nothing, notwithstanding, now,
nowadays, nowhere, of, off, often, ok, on, once one, only, onto, or, other, oth-
ers, otherwise, ought, our, ours, ourselves, out, outside over, own, per, perhaps,
plenty, provide, quite, rather, really, reuter, reuters, round, said sake, same, sang,
save, saw, see, seeing, seem, seemed, seeming, seems, seen, seldom selves, sent,
several, shalt, she, should, shown, sideways, since, slept, slew, slung, slunk smote,
so, some, somebody, somehow, someone, something, sometime, sometimes some-
what, somewhere, spake, spat, spoke, spoken, sprang, sprung, stave, staves, still
such, supposing, than, that, the, thee, their, them, themselves, then, thence,
thenceforth there, thereabout, thereabouts, thereafter, thereby, therefore, therein,
thereof, thereon thereto, thereupon, these, they, this, those, thou, though, thrice,
through, throughout, thru thus, thy, thyself, till, to, together, too, toward, to-
wards, ugh, unable, under, underneath unless, unlike, until, up, upon, upward,
upwards, us, use, used, using, very, via, vs want, was, we, week, well, were, what,
whatever, whatsoever, when, whence, whenever whensoever, where, whereabouts,
whereafter, whereas, whereat, whereby, wherefore wherefrom, wherein, where-
into, whereof, whereon, wheresoever, whereto, whereunto whereupon, wherever,
wherewith, whether, whew, which, whichever, whichsoever while, whilst, whither,
who, whoa, whoever, whole, whom, whomever, whomsoever whose, whosoever,
why, will, wilt, with, within, without, worse, worst, would, wow, ye yet, year,
yippee, you, your, yours, yourself, yourselves
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Table B.1: PCM details results in RCV1
Topic top-20 b/p MAP Fβ=1 Recall IAP 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
101 0.850 0.759 0.801 0.502 0.617 0.819 1.000 0.918 0.918 0.918 0.904 0.861 0.766 0.766 0.766 0.663 0.532
102 0.900 0.761 0.825 0.503 0.625 0.833 1.000 0.955 0.955 0.941 0.889 0.885 0.843 0.789 0.741 0.646 0.516
103 0.800 0.557 0.580 0.508 0.542 0.587 1.000 1.000 1.000 0.808 0.743 0.660 0.418 0.303 0.205 0.187 0.129
104 0.900 0.628 0.694 0.505 0.585 0.699 1.000 1.000 0.905 0.791 0.780 0.723 0.652 0.543 0.494 0.442 0.363
105 0.500 0.440 0.506 0.510 0.508 0.527 1.000 1.000 0.588 0.514 0.500 0.472 0.456 0.434 0.396 0.242 0.195
106 0.200 0.194 0.136 0.516 0.215 0.150 0.222 0.222 0.176 0.155 0.155 0.123 0.123 0.123 0.123 0.117 0.114
107 0.350 0.189 0.177 0.514 0.264 0.196 0.600 0.600 0.174 0.169 0.126 0.106 0.106 0.080 0.065 0.065 0.065
108 0.150 0.200 0.170 0.533 0.257 0.196 0.400 0.400 0.273 0.240 0.240 0.139 0.139 0.111 0.094 0.068 0.050
109 0.300 0.324 0.355 0.507 0.417 0.399 0.571 0.393 0.393 0.393 0.393 0.393 0.393 0.393 0.381 0.368 0.312
110 0.200 0.129 0.163 0.516 0.248 0.181 0.333 0.333 0.211 0.194 0.194 0.194 0.179 0.147 0.078 0.065 0.064
111 0.150 0.133 0.062 0.533 0.111 0.079 0.176 0.176 0.176 0.056 0.047 0.039 0.039 0.039 0.039 0.039 0.039
112 0.200 0.200 0.107 0.525 0.177 0.126 0.333 0.286 0.200 0.109 0.096 0.071 0.062 0.058 0.058 0.056 0.056
113 0.250 0.157 0.182 0.507 0.268 0.204 0.500 0.213 0.213 0.213 0.200 0.200 0.149 0.149 0.145 0.134 0.128
114 0.350 0.435 0.359 0.508 0.420 0.378 0.500 0.500 0.448 0.444 0.444 0.420 0.400 0.314 0.299 0.217 0.173
115 0.700 0.460 0.436 0.508 0.469 0.479 1.000 0.750 0.750 0.704 0.619 0.354 0.277 0.209 0.209 0.209 0.185
116 0.800 0.621 0.673 0.506 0.577 0.691 0.909 0.909 0.846 0.778 0.766 0.688 0.654 0.610 0.568 0.519 0.351
117 0.400 0.438 0.428 0.516 0.468 0.457 1.000 1.000 0.538 0.471 0.471 0.471 0.311 0.311 0.206 0.137 0.113
118 0.100 0.143 0.104 0.536 0.174 0.125 0.200 0.200 0.136 0.136 0.136 0.136 0.112 0.112 0.077 0.077 0.054
119 0.350 0.375 0.341 0.513 0.409 0.395 1.000 0.433 0.433 0.433 0.364 0.350 0.320 0.315 0.284 0.255 0.158
120 0.400 0.430 0.452 0.503 0.476 0.495 1.000 0.533 0.461 0.452 0.452 0.452 0.452 0.419 0.419 0.411 0.392
121 0.900 0.512 0.564 0.506 0.534 0.574 1.000 1.000 1.000 0.722 0.596 0.532 0.455 0.358 0.297 0.206 0.147
122 0.750 0.471 0.433 0.510 0.468 0.454 1.000 0.800 0.789 0.667 0.538 0.286 0.265 0.181 0.171 0.168 0.133
123 0.400 0.412 0.252 0.529 0.342 0.303 0.444 0.444 0.444 0.444 0.444 0.323 0.244 0.176 0.135 0.116 0.116
124 0.050 0.091 0.125 0.515 0.202 0.163 0.333 0.148 0.148 0.148 0.148 0.148 0.148 0.148 0.148 0.142 0.135
125 0.750 0.409 0.506 0.504 0.505 0.518 1.000 0.750 0.700 0.597 0.427 0.427 0.425 0.401 0.365 0.354 0.247
126 0.950 0.820 0.850 0.503 0.632 0.856 1.000 0.962 0.927 0.923 0.855 0.824 0.824 0.824 0.824 0.822 0.637
127 0.450 0.429 0.464 0.512 0.487 0.507 1.000 0.667 0.600 0.545 0.545 0.457 0.439 0.405 0.374 0.362 0.180
128 0.450 0.455 0.342 0.515 0.411 0.376 0.500 0.500 0.500 0.500 0.484 0.436 0.355 0.316 0.214 0.190 0.139
129 0.450 0.351 0.265 0.509 0.349 0.314 1.000 0.563 0.377 0.377 0.226 0.172 0.156 0.155 0.155 0.149 0.129
130 0.150 0.125 0.224 0.531 0.315 0.284 1.000 0.320 0.320 0.320 0.320 0.320 0.167 0.129 0.087 0.071 0.071
131 0.850 0.514 0.577 0.507 0.540 0.604 1.000 0.875 0.850 0.800 0.608 0.538 0.523 0.424 0.377 0.345 0.301
132 0.100 0.091 0.062 0.523 0.111 0.075 0.120 0.120 0.086 0.064 0.064 0.064 0.064 0.064 0.064 0.064 0.056
133 0.450 0.357 0.399 0.518 0.451 0.419 1.000 1.000 1.000 0.692 0.222 0.189 0.153 0.093 0.093 0.082 0.079
134 0.250 0.194 0.193 0.507 0.280 0.213 0.286 0.212 0.212 0.212 0.212 0.208 0.208 0.208 0.196 0.196 0.191
135 0.850 0.757 0.811 0.501 0.620 0.822 1.000 0.909 0.857 0.857 0.843 0.843 0.825 0.787 0.727 0.721 0.677
136 0.150 0.209 0.196 0.507 0.283 0.256 1.000 0.227 0.219 0.187 0.180 0.180 0.168 0.168 0.168 0.168 0.153
137 0.350 0.556 0.701 0.556 0.620 0.697 1.000 1.000 1.000 1.000 0.833 0.833 0.538 0.538 0.348 0.290 0.290
138 0.400 0.341 0.378 0.511 0.435 0.406 1.000 0.714 0.519 0.519 0.305 0.303 0.245 0.245 0.245 0.225 0.152
139 0.300 0.353 0.390 0.529 0.449 0.416 1.000 0.833 0.833 0.667 0.269 0.217 0.211 0.211 0.139 0.104 0.096
140 0.300 0.224 0.209 0.507 0.296 0.228 0.324 0.324 0.275 0.240 0.239 0.207 0.198 0.198 0.174 0.165 0.159
141 0.400 0.488 0.464 0.506 0.484 0.498 1.000 0.507 0.507 0.507 0.507 0.500 0.491 0.430 0.384 0.366 0.280
142 0.250 0.208 0.229 0.521 0.318 0.287 1.000 0.600 0.250 0.168 0.168 0.168 0.168 0.168 0.168 0.168 0.128
143 0.050 0.043 0.062 0.522 0.111 0.069 0.094 0.094 0.072 0.072 0.062 0.062 0.062 0.062 0.062 0.062 0.060
144 0.650 0.400 0.443 0.509 0.474 0.474 1.000 0.714 0.684 0.419 0.413 0.413 0.413 0.373 0.373 0.263 0.145
145 0.000 0.037 0.071 0.519 0.125 0.083 0.139 0.139 0.091 0.079 0.079 0.075 0.066 0.066 0.063 0.059 0.059
146 0.500 0.532 0.542 0.505 0.523 0.569 1.000 0.586 0.564 0.564 0.564 0.553 0.533 0.533 0.479 0.479 0.399
147 0.650 0.500 0.555 0.515 0.534 0.560 1.000 0.889 0.889 0.750 0.593 0.515 0.440 0.436 0.272 0.265 0.109
148 1.000 0.825 0.875 0.502 0.638 0.867 1.000 1.000 0.928 0.920 0.920 0.905 0.849 0.849 0.830 0.725 0.613
149 0.100 0.140 0.133 0.509 0.211 0.142 0.200 0.160 0.153 0.135 0.135 0.133 0.132 0.132 0.131 0.128 0.128
150 0.100 0.167 0.178 0.509 0.264 0.252 1.000 0.190 0.190 0.183 0.183 0.183 0.183 0.183 0.177 0.151 0.147
AVG 0.437 0.372 0.381 0.514 0.397 0.406 0.744 0.581 0.516 0.464 0.410 0.375 0.336 0.310 0.278 0.250 0.203
151
Table B.2: SCSP details results in RCV1
Topic top-20 b/p MAP Fβ=1 Recall IAP 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
101 0.850 0.837 0.852 0.502 0.631 0.857 1.000 0.912 0.909 0.909 0.909 0.882 0.871 0.871 0.848 0.785 0.534
102 0.850 0.774 0.851 0.503 0.632 0.846 1.000 0.943 0.943 0.943 0.943 0.871 0.850 0.800 0.766 0.727 0.521
103 0.800 0.443 0.518 0.508 0.513 0.533 1.000 0.875 0.833 0.714 0.532 0.459 0.383 0.355 0.286 0.257 0.171
104 0.850 0.670 0.741 0.505 0.601 0.746 1.000 0.909 0.909 0.909 0.909 0.825 0.750 0.687 0.524 0.424 0.357
105 0.800 0.600 0.702 0.510 0.591 0.716 1.000 1.000 0.923 0.882 0.700 0.636 0.625 0.597 0.597 0.511 0.407
106 0.250 0.290 0.193 0.516 0.281 0.216 0.310 0.310 0.310 0.213 0.200 0.200 0.200 0.170 0.166 0.151 0.144
107 0.000 0.027 0.055 0.514 0.100 0.077 0.079 0.079 0.079 0.079 0.079 0.079 0.079 0.079 0.074 0.072 0.066
108 0.200 0.200 0.231 0.533 0.322 0.276 0.429 0.429 0.429 0.313 0.313 0.313 0.313 0.208 0.203 0.047 0.044
109 0.350 0.338 0.357 0.507 0.419 0.391 0.452 0.452 0.426 0.384 0.384 0.384 0.384 0.384 0.365 0.360 0.322
110 0.350 0.290 0.217 0.516 0.305 0.238 0.600 0.571 0.438 0.256 0.189 0.157 0.106 0.093 0.070 0.070 0.064
111 0.050 0.067 0.037 0.533 0.070 0.046 0.066 0.066 0.066 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039
112 0.200 0.200 0.276 0.525 0.362 0.361 0.800 0.800 0.800 0.290 0.290 0.233 0.168 0.168 0.168 0.164 0.085
113 0.450 0.371 0.350 0.507 0.414 0.377 0.833 0.700 0.417 0.412 0.337 0.303 0.293 0.245 0.235 0.234 0.135
114 0.350 0.387 0.373 0.508 0.430 0.407 1.000 0.400 0.400 0.400 0.400 0.373 0.328 0.328 0.309 0.281 0.254
115 0.350 0.206 0.281 0.508 0.362 0.335 1.000 0.412 0.275 0.275 0.275 0.275 0.275 0.268 0.226 0.219 0.187
116 0.600 0.609 0.662 0.506 0.573 0.688 1.000 0.818 0.730 0.730 0.660 0.657 0.642 0.642 0.625 0.612 0.451
117 0.600 0.438 0.490 0.516 0.502 0.507 1.000 0.833 0.625 0.625 0.538 0.486 0.435 0.414 0.302 0.210 0.113
118 0.200 0.214 0.196 0.536 0.287 0.203 0.333 0.250 0.250 0.238 0.220 0.220 0.220 0.200 0.117 0.095 0.095
119 0.600 0.400 0.480 0.513 0.495 0.517 1.000 0.889 0.889 0.706 0.421 0.356 0.356 0.341 0.330 0.226 0.172
120 0.850 0.646 0.666 0.503 0.573 0.678 1.000 0.870 0.782 0.738 0.714 0.712 0.674 0.631 0.536 0.415 0.387
121 0.900 0.548 0.596 0.506 0.547 0.612 1.000 0.900 0.900 0.813 0.644 0.611 0.447 0.411 0.402 0.385 0.223
122 0.700 0.471 0.484 0.510 0.497 0.493 1.000 0.833 0.786 0.708 0.538 0.441 0.287 0.274 0.213 0.183 0.164
123 0.350 0.412 0.214 0.529 0.305 0.280 0.500 0.500 0.500 0.500 0.500 0.182 0.149 0.094 0.050 0.050 0.050
124 0.150 0.121 0.127 0.515 0.204 0.143 0.150 0.146 0.146 0.141 0.141 0.141 0.141 0.141 0.141 0.141 0.141
125 0.600 0.545 0.527 0.504 0.515 0.552 1.000 0.615 0.557 0.556 0.556 0.556 0.547 0.495 0.449 0.422 0.322
126 0.900 0.831 0.861 0.503 0.635 0.868 1.000 0.913 0.875 0.870 0.870 0.870 0.870 0.866 0.848 0.833 0.735
127 0.350 0.452 0.427 0.512 0.466 0.462 0.750 0.600 0.465 0.465 0.465 0.444 0.441 0.441 0.352 0.336 0.323
128 0.550 0.424 0.487 0.515 0.501 0.501 1.000 0.800 0.700 0.647 0.468 0.468 0.468 0.329 0.301 0.204 0.123
129 0.800 0.526 0.561 0.509 0.534 0.579 1.000 0.938 0.938 0.783 0.585 0.558 0.417 0.394 0.313 0.260 0.189
130 0.500 0.563 0.494 0.531 0.512 0.516 1.000 0.750 0.667 0.571 0.571 0.571 0.500 0.400 0.295 0.185 0.167
131 0.500 0.541 0.472 0.507 0.489 0.548 1.000 0.553 0.553 0.553 0.553 0.553 0.523 0.517 0.517 0.370 0.338
132 0.250 0.273 0.255 0.523 0.342 0.267 1.000 1.000 0.455 0.111 0.063 0.052 0.052 0.052 0.052 0.052 0.050
133 0.650 0.500 0.502 0.518 0.510 0.524 1.000 1.000 0.706 0.706 0.706 0.560 0.362 0.282 0.205 0.163 0.074
134 0.150 0.164 0.197 0.507 0.284 0.246 0.273 0.256 0.256 0.256 0.256 0.256 0.256 0.256 0.256 0.193 0.193
135 0.800 0.801 0.808 0.501 0.619 0.820 0.900 0.900 0.866 0.838 0.826 0.826 0.819 0.806 0.806 0.757 0.678
136 0.150 0.239 0.185 0.507 0.271 0.203 0.254 0.254 0.254 0.203 0.203 0.195 0.181 0.180 0.174 0.174 0.157
137 0.350 0.556 0.432 0.556 0.486 0.478 0.556 0.556 0.556 0.556 0.556 0.556 0.462 0.438 0.364 0.333 0.333
138 0.550 0.341 0.352 0.511 0.417 0.378 0.800 0.778 0.571 0.368 0.299 0.297 0.248 0.237 0.221 0.180 0.159
139 0.350 0.353 0.344 0.529 0.417 0.359 0.500 0.429 0.429 0.429 0.417 0.417 0.400 0.400 0.286 0.152 0.096
140 0.150 0.254 0.205 0.507 0.292 0.218 0.273 0.265 0.265 0.250 0.218 0.202 0.198 0.195 0.193 0.188 0.156
141 0.950 0.573 0.668 0.506 0.576 0.669 1.000 1.000 1.000 0.758 0.685 0.616 0.575 0.518 0.465 0.446 0.294
142 0.200 0.167 0.216 0.521 0.305 0.238 0.600 0.600 0.194 0.182 0.171 0.171 0.155 0.146 0.146 0.125 0.125
143 0.050 0.087 0.091 0.522 0.155 0.099 0.111 0.111 0.103 0.103 0.101 0.101 0.101 0.096 0.096 0.096 0.072
144 0.850 0.582 0.693 0.509 0.587 0.690 1.000 0.864 0.864 0.864 0.821 0.718 0.623 0.623 0.542 0.421 0.255
145 0.050 0.074 0.064 0.519 0.114 0.073 0.103 0.103 0.069 0.069 0.069 0.069 0.068 0.068 0.068 0.061 0.058
146 0.600 0.550 0.540 0.505 0.521 0.555 0.667 0.609 0.600 0.600 0.590 0.573 0.556 0.549 0.509 0.453 0.399
147 0.600 0.382 0.465 0.515 0.489 0.484 1.000 0.857 0.857 0.857 0.378 0.378 0.280 0.258 0.228 0.130 0.105
148 0.950 0.820 0.896 0.502 0.644 0.887 1.000 0.983 0.983 0.972 0.942 0.906 0.872 0.849 0.829 0.802 0.621
149 0.200 0.105 0.123 0.509 0.198 0.138 0.214 0.131 0.131 0.131 0.131 0.131 0.131 0.131 0.129 0.128 0.128
150 0.300 0.111 0.167 0.509 0.251 0.215 0.333 0.316 0.195 0.195 0.195 0.195 0.195 0.195 0.195 0.195 0.151
AVG 0.480 0.407 0.420 0.514 0.423 0.442 0.718 0.621 0.557 0.502 0.451 0.421 0.386 0.363 0.329 0.286 0.228
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Table B.3: SCSP details results in Reuters-21578(R8)
Topic top-20 b/p MAP Fβ=1 Recall IAP 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
101 1.000 0.640 0.686 0.501 0.579 0.685 1.000 0.837 0.783 0.770 0.749 0.716 0.671 0.631 0.572 0.475 0.330
102 0.950 0.806 0.864 0.505 0.638 0.834 1.000 1.000 0.977 0.977 0.977 0.968 0.968 0.821 0.806 0.574 0.101
103 0.950 0.796 0.840 0.500 0.627 0.831 1.000 0.929 0.884 0.874 0.863 0.846 0.837 0.817 0.793 0.754 0.541
104 0.150 0.429 0.471 0.571 0.517 0.485 1.000 1.000 1.000 0.750 0.750 0.154 0.136 0.136 0.136 0.135 0.135
105 0.950 0.754 0.789 0.509 0.619 0.751 1.000 1.000 1.000 0.957 0.889 0.838 0.814 0.784 0.568 0.382 0.030
106 0.650 0.406 0.454 0.507 0.479 0.455 1.000 0.714 0.640 0.520 0.414 0.387 0.362 0.314 0.275 0.248 0.135
107 0.100 0.114 0.122 0.514 0.197 0.185 1.000 0.174 0.113 0.113 0.113 0.109 0.109 0.109 0.104 0.067 0.021
108 1.000 0.795 0.883 0.507 0.644 0.841 1.000 1.000 1.000 1.000 0.970 0.950 0.927 0.889 0.797 0.629 0.093
AVG 0.719 0.593 0.639 0.514 0.537 0.633 1.000 0.832 0.800 0.745 0.716 0.621 0.603 0.563 0.507 0.408 0.173
153
Table B.4: GERS details results in RCV1
Topic top-20 b/p MAP Fβ=1 Recall IAP 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
101 0.950 0.808 0.882 0.502 0.640 0.881 1.000 0.979 0.961 0.950 0.919 0.908 0.883 0.857 0.810 0.778 0.646
102 0.950 0.805 0.897 0.503 0.645 0.882 1.000 1.000 0.981 0.981 0.962 0.955 0.917 0.824 0.806 0.744 0.530
103 0.950 0.639 0.702 0.508 0.590 0.701 1.000 1.000 0.950 0.950 0.926 0.816 0.771 0.439 0.363 0.267 0.225
104 0.900 0.755 0.767 0.505 0.609 0.759 1.000 1.000 0.864 0.850 0.847 0.847 0.819 0.819 0.551 0.405 0.346
105 0.800 0.540 0.613 0.510 0.557 0.629 1.000 1.000 0.917 0.889 0.800 0.703 0.441 0.315 0.301 0.290 0.259
106 0.250 0.226 0.221 0.516 0.310 0.235 0.333 0.333 0.250 0.239 0.239 0.239 0.233 0.225 0.184 0.178 0.128
107 0.350 0.243 0.223 0.514 0.311 0.254 1.000 0.500 0.364 0.185 0.138 0.132 0.124 0.107 0.103 0.072 0.067
108 0.250 0.333 0.280 0.533 0.368 0.295 0.500 0.500 0.500 0.455 0.286 0.256 0.256 0.183 0.174 0.065 0.065
109 1.000 0.689 0.809 0.507 0.623 0.799 1.000 1.000 1.000 1.000 1.000 1.000 0.852 0.684 0.513 0.419 0.325
110 0.250 0.258 0.297 0.516 0.377 0.329 0.667 0.500 0.341 0.341 0.341 0.308 0.274 0.256 0.252 0.248 0.091
111 0.250 0.267 0.213 0.533 0.304 0.238 1.000 0.400 0.375 0.263 0.231 0.108 0.057 0.053 0.053 0.040 0.037
112 0.600 0.600 0.552 0.525 0.538 0.611 1.000 1.000 1.000 0.688 0.688 0.688 0.667 0.412 0.221 0.188 0.167
113 0.250 0.300 0.257 0.507 0.341 0.276 0.302 0.302 0.302 0.302 0.302 0.302 0.302 0.286 0.276 0.206 0.149
114 0.550 0.435 0.461 0.508 0.483 0.486 1.000 0.667 0.552 0.511 0.472 0.472 0.426 0.379 0.345 0.302 0.218
115 0.850 0.651 0.742 0.508 0.603 0.736 1.000 0.889 0.889 0.889 0.872 0.872 0.760 0.643 0.571 0.504 0.203
116 0.850 0.701 0.773 0.506 0.611 0.776 1.000 0.880 0.880 0.818 0.818 0.787 0.781 0.710 0.703 0.630 0.530
117 0.550 0.469 0.509 0.516 0.512 0.518 1.000 1.000 1.000 0.688 0.538 0.486 0.323 0.221 0.166 0.166 0.108
118 0.250 0.214 0.228 0.536 0.319 0.268 0.429 0.429 0.429 0.278 0.250 0.219 0.184 0.184 0.184 0.184 0.184
119 0.400 0.350 0.379 0.513 0.436 0.423 1.000 0.667 0.471 0.381 0.381 0.318 0.318 0.318 0.318 0.292 0.186
120 0.800 0.734 0.748 0.503 0.602 0.758 1.000 0.854 0.854 0.791 0.773 0.773 0.773 0.760 0.706 0.636 0.422
121 0.900 0.571 0.659 0.506 0.573 0.654 1.000 1.000 0.947 0.788 0.756 0.712 0.528 0.527 0.466 0.248 0.223
122 0.850 0.627 0.717 0.510 0.596 0.737 1.000 0.923 0.923 0.864 0.648 0.648 0.648 0.630 0.630 0.630 0.567
123 0.250 0.294 0.182 0.529 0.271 0.204 0.375 0.375 0.357 0.222 0.175 0.175 0.175 0.162 0.085 0.073 0.072
124 0.250 0.303 0.205 0.515 0.294 0.241 0.500 0.321 0.321 0.313 0.219 0.180 0.169 0.162 0.162 0.162 0.142
125 0.500 0.326 0.368 0.504 0.425 0.431 1.000 0.556 0.459 0.376 0.376 0.346 0.346 0.346 0.346 0.324 0.270
126 0.900 0.895 0.921 0.503 0.651 0.909 1.000 0.949 0.949 0.937 0.931 0.930 0.926 0.926 0.922 0.894 0.637
127 0.550 0.476 0.453 0.512 0.480 0.470 0.636 0.636 0.571 0.552 0.529 0.453 0.435 0.356 0.355 0.355 0.290
128 0.550 0.394 0.411 0.515 0.457 0.435 0.833 0.833 0.647 0.647 0.373 0.373 0.313 0.221 0.211 0.211 0.121
129 0.550 0.456 0.475 0.509 0.491 0.502 1.000 0.857 0.630 0.613 0.548 0.407 0.407 0.369 0.311 0.220 0.165
130 0.450 0.500 0.505 0.531 0.518 0.532 1.000 1.000 0.833 0.833 0.500 0.500 0.400 0.255 0.255 0.163 0.114
131 0.750 0.676 0.752 0.507 0.605 0.746 1.000 1.000 0.842 0.842 0.842 0.842 0.842 0.618 0.575 0.476 0.332
132 0.450 0.409 0.452 0.523 0.485 0.469 1.000 1.000 1.000 0.636 0.450 0.355 0.195 0.182 0.143 0.125 0.073
133 0.850 0.750 0.838 0.518 0.640 0.818 1.000 1.000 1.000 1.000 1.000 1.000 0.895 0.870 0.742 0.321 0.170
134 0.200 0.433 0.301 0.507 0.377 0.340 0.500 0.452 0.452 0.452 0.452 0.250 0.250 0.250 0.248 0.240 0.191
135 1.000 0.834 0.917 0.501 0.648 0.913 1.000 1.000 0.990 0.982 0.946 0.937 0.928 0.908 0.850 0.804 0.693
136 0.500 0.507 0.454 0.507 0.479 0.493 0.667 0.667 0.522 0.522 0.522 0.522 0.513 0.458 0.458 0.378 0.199
137 0.150 0.222 0.282 0.556 0.374 0.317 0.500 0.500 0.500 0.250 0.250 0.250 0.250 0.250 0.250 0.243 0.243
138 0.200 0.318 0.315 0.511 0.390 0.361 1.000 0.338 0.338 0.338 0.338 0.338 0.338 0.292 0.265 0.244 0.148
139 0.500 0.588 0.636 0.529 0.578 0.637 1.000 1.000 0.833 0.750 0.750 0.750 0.520 0.520 0.378 0.291 0.213
140 0.600 0.597 0.562 0.507 0.533 0.585 1.000 0.750 0.677 0.677 0.643 0.642 0.594 0.540 0.415 0.294 0.202
141 0.800 0.646 0.697 0.506 0.586 0.702 1.000 0.867 0.862 0.862 0.824 0.824 0.781 0.590 0.434 0.369 0.313
142 0.300 0.250 0.328 0.521 0.402 0.389 1.000 0.750 0.375 0.274 0.274 0.274 0.274 0.274 0.274 0.274 0.233
143 0.150 0.130 0.095 0.522 0.160 0.106 0.250 0.188 0.161 0.111 0.088 0.066 0.065 0.063 0.062 0.057 0.057
144 0.750 0.527 0.650 0.509 0.571 0.669 1.000 1.000 0.923 0.750 0.697 0.549 0.538 0.538 0.500 0.446 0.420
145 0.150 0.111 0.147 0.519 0.229 0.191 1.000 0.333 0.128 0.101 0.098 0.098 0.083 0.082 0.061 0.061 0.059
146 0.600 0.514 0.550 0.505 0.526 0.596 1.000 0.667 0.625 0.621 0.556 0.538 0.538 0.538 0.527 0.482 0.468
147 0.600 0.529 0.625 0.515 0.565 0.617 1.000 1.000 1.000 0.619 0.529 0.529 0.500 0.500 0.459 0.376 0.276
148 0.950 0.912 0.930 0.502 0.652 0.917 1.000 0.964 0.964 0.964 0.944 0.923 0.923 0.923 0.921 0.915 0.642
149 0.200 0.246 0.224 0.509 0.311 0.280 1.000 0.269 0.269 0.269 0.250 0.188 0.180 0.179 0.169 0.169 0.144
150 1.000 0.759 0.837 0.509 0.633 0.811 1.000 1.000 1.000 1.000 1.000 0.968 0.921 0.909 0.579 0.380 0.163
AVG 0.569 0.496 0.521 0.514 0.486 0.538 0.870 0.742 0.680 0.612 0.566 0.535 0.493 0.442 0.393 0.337 0.255
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Table B.5: GERS details results in Reuters-21578(R8)
Topic top-20 b/p MAP Fβ=1 Recall IAP 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
101 1.000 0.850 0.900 0.501 0.643 0.875 1.000 0.963 0.963 0.961 0.961 0.945 0.910 0.892 0.875 0.843 0.312
102 1.000 0.898 0.961 0.505 0.662 0.927 1.000 1.000 1.000 1.000 1.000 0.985 0.985 0.974 0.964 0.865 0.428
103 1.000 0.958 0.988 0.500 0.664 0.953 1.000 1.000 0.997 0.997 0.996 0.996 0.996 0.996 0.994 0.985 0.521
104 0.350 0.857 0.929 0.571 0.707 0.909 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.500 0.500
105 0.950 0.772 0.869 0.509 0.642 0.861 1.000 1.000 1.000 0.962 0.962 0.909 0.881 0.800 0.767 0.703 0.487
106 0.600 0.551 0.585 0.507 0.543 0.595 1.000 0.818 0.667 0.659 0.659 0.636 0.552 0.531 0.441 0.364 0.221
107 0.850 0.800 0.803 0.514 0.627 0.805 1.000 1.000 0.933 0.933 0.933 0.839 0.839 0.839 0.824 0.395 0.315
108 1.000 0.863 0.917 0.507 0.653 0.895 1.000 1.000 1.000 1.000 1.000 1.000 0.925 0.915 0.873 0.815 0.317
AVG 0.844 0.819 0.869 0.514 0.643 0.852 1.000 0.973 0.945 0.939 0.939 0.914 0.886 0.868 0.842 0.684 0.388
Appendix C
Topic Codes of TREC RCVl
dataset
CODE DESCRIPTION
lPOL CURRENT NEWS - POLITICS
2ECO CURRENT NEWS - ECONOMICS
3SPO CURRENT NEWS - SPORT
4GEN CURRENT NEWS - GENERAL
6INS CURRENT NEWS - INSURANCE
7RSK CURRENT NEWS - RISK NEWS
8YDB TEMPORARY
9BNX TEMPORARY
ADSlO CURRENT NEWS - ADVERTISING
BNW14 CURRENT NEWS - BUSINESS NEWS
BRPll CURRENT NEWS - BRANDS
C11 STRATEGY /PLANS
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C12 LEGAL/ JUDICIAL
C13 REGULATION /POLICY
C14 SHARE LISTINGS
Cl5 PERFORMANCE
C151 ACCOUNTS/EARNINGS
C1511 ANNUAL RESULTS
C152 COMMENT /FORECASTS
C16 INSOLVENCY /LIQUIDITY
C17 FUNDING/CAPITAL
C171 SHARE CAPITAL
C172 BONDS/DEBT ISSUES
C173 LOANS/CREDITS
C174 CREDIT RATINGS
C18 OWNERSHIP CHANGES
C181 MERGERS/ ACQUISITIONS
C182 ASSET TRANSFERS
C183 PRIVATISATIONS
C21 PRODUCTION /SERVICES
C22 NEW PRODUCTS/SERVICES
C23 RESEARCH/DEVELOPMENT
C24 CAPACITY /FACILITIES
C31 MARKETS/MARKETING
C311 DOMESTIC MARKETS
C312 EXTERNAL MARKETS
C313 MARKET SHARE
C32 ADVERTISING /PROMOTION
C33 CONTRACTS/ORDERS
157
C331 DEFENCE CONTRACTS
C34 MONOPOLIES/COMPETITION
C41 MANAGEMENT
C411 MANAGEMENT MOVES
C42 LABOUR
CCAT CORPORATE/INDUSTRIAL
Ell ECONOMIC PERFORMANCE
E12 MONETARY /ECONOMIC
E121 MONEY SUPPLY
E13 INFLATION /PRICES
E131 CONSUMER PRICES
E132 WHOLESALE PRICES
E14 CONSUMER FINANCE
E141 PERSONAL INCOME
E142 CONSUMER CREDIT
E143 RETAIL SALES
E21 GOVERNMENT FINANCE
E211 EXPENDITURE/REVENUE
E212 GOVERNMENT BORROWING
E31 OUTPUT /CAPACITY
E311 INDUSTRIAL PRODUCTION
E312 CAPACITY UTILIZATION
E313 INVENTORIES
E41 EMPLOYMENT /LABOUR
E411 UNEMPLOYMENT
E51 TRADE/RESERVES
E511 BALANCE OF PAYMENTS
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E512 MERCHANDISE TRADE
E513 RESERVES
E61 HOUSING STARTS
E71 LEADING INDICATORS
ECAT ECONOMICS
ENT12 CURRENT NEWS - ENTERTAINMENT
Gll SOCIAL AFFAIRS
Glll HEALTH/SAFETY
G112 SOCIAL SECURITY
G113 EDUCATION /RESEARCH
G12 INTERNAL POLITICS
G13 INTERNATIONAL RELATIONS
G131 DEFENCE
G14 ENVIRONMENT
G15 EUROPEAN COMMUNITY
G151 EC INTERNAL MARKET
G152 EC CORPORATE POLICY
G153 EC AGRICULTURE POLICY
G154 EC MONETARY /ECONOMIC
G155 EC INSTITUTIONS
G156 EC ENVIRONMENT ISSUES
G157 EC COMPETITION/SUBSIDY
G158 EC EXTERNAL RELATIONS
G159 EC GENERAL
GCAT GOVERNMENT /SOCIAL
GCRIM CRIME, LAW ENFORCEMENT
GDEF DEFENCE
159
GDIP INTERNATIONAL RELATIONS
GDIS DISASTERS AND ACCIDENTS
GEDU EDUCATION
GENT ARTS, CULTURE, ENTERTAINMENT
GENV ENVIRONMENT AND NATURAL WORLD
GFAS FASHION
GHEA HEALTH
GJOB LABOUR ISSUES
GMIL MILLENNIUM ISSUES
GOBIT OBITUARIES
GODD HUMAN INTEREST
GPOL DOMESTIC POLITICS
GPRO BIOGRAPHIES, PERSONALITIES, PEOPLE GREL RELIGION
GSCI SCIENCE AND TECHNOLOGY
GSPO SPORTS
GTOUR TRAVEL AND TOURISM
GVIO WAR, CIVIL WAR
GVOTE ELECTIONS
GWEA WEATHER
GWELF WELFARE, SOCIAL SERVICES
Mll EQUITY MARKETS
M12 BOND MARKETS
M13 MONEY MARKETS
M131 INTERBANK MARKETS
M132 FOREX MARKETS
M14 COMMODITY MARKETS
M141 SOFT COMMODITIES
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M142 METALS TRADING
M143 ENERGY MARKETS
MCAT MARKETS
MEUR EURO CURRENCY
PRB13 CURRENT NEWS - PRESS RELEASE WIRES
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