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We study the position distribution of a single active Brownian particle (ABP) on the plane. We
show that this distribution has a compact support, the boundary of which is an expanding circle.
We focus on a short-time regime and employ the optimal fluctuation method (OFM) to study large
deviations of the particle position coordinates x and y. We determine the optimal paths of the
ABP, conditioned on reaching specified values of x and y, and the large deviation functions of the
marginal distributions of x, and of y. These marginal distributions match continuously with “near
tails” of the x and y distributions of typical fluctuations, studied earlier. We also calculate the large
deviation function of the joint x and y distribution P (x, y, t) in a vicinity of a special “zero-noise”
point, and show that lnP (x, y, t) has a nontrivial self-similar structure as a function of x, y and
t. The joint distribution vanishes extremely fast at the expanding circle, exhibiting an essential
singularity there. This singularity is inherited by the marginal x- and y-distributions. We argue
that this fingerprint of the short-time dynamics remains there at all times.
I. INTRODUCTION
Spatio-temporal dynamics of active self-propelled par-
ticles has been a subject of much current interest, both
theoretically and experimentally. Contrary to passive
Brownian particles, that are driven by thermal noise,
generated via the collisions with molecules in a surround-
ing fluid, a self-propelled active particle consumes en-
ergy directly from the environment and moves ballisti-
cally in a stochastically evolving direction with an in-
trinsic velocity v0. Such active particles occur in many
biological and soft matter systems including E. coli bac-
teria, fish schools, colloidal surfers amongst others (for
reviews, see e.g. Refs. [1–4]). Interaction between self-
propelled particles leads to new phases and other in-
teresting collective properties. Numerous recent studies
have revealed that, even without interaction, just a single
self-propelled particle displays interesting and complex
spatio-temporal patterns that are yet to be fully under-
stood. Three simple models of a single self-propelled
particle have been studied extensively: active Brown-
ian motion (ABM), run-and-tumble particle and active
Ornstein-Uhlenbeck process. In this paper, we focus
on the ABM only and study its position distribution in
two dimensions at short times (or equivalently in the
strongly-active limit) when the position distribution is
highly anisotropic and non-Gaussian. We show that, at
short times, the large deviation properties of the posi-
tion distribution can be extracted analytically using the
optimal fluctuation method.
The ABM in two dimensions is defined as follows.
Let (x(t), y(t)) denote the position of the self-propelled
particle at time t. There is an intrinsic velocity
vector attached to the particle (like a “spin”) ~v =
(v0 cosφ(t), v0 sinφ(t)), where φ(t) denotes the angle of
∗ satya.majumdar@u-psud.fr
† meerson@mail.huji.ac.il
orientation of the spin vector at time t. The orientation
angle φ(t) performs a rotational Brownian motion with
diffusion constant D. We assume that there is no direct
translational noise present. The three degrees of freedom
x, y and φ then evolve in time according to the equations
x˙ = v0 cosφ(t), (1)
y˙ = v0 sinφ(t), (2)
φ˙ =
√
2Dη(t) , (3)
where η(t) is a Gaussian white noise with zero mean and a
correlator 〈η(t)η(t′)〉 = δ(t−t′). We assume that the par-
ticle starts from the origin, x(0) = 0 and y(0) = 0, with
an initial orientation angle φ(0). The most basic ques-
tion in this problem concerns the position distribution
P (x, y, t) of the particle in the xy plane at time t [3–12].
To establish some basic properties of the distribution
P (x, y, t), let us first integrate (1) and (2) up to time t
starting from the origin
x(t) = v0
∫ t
0
cosφ(t′) dt′ , (4)
y(t) = v0
∫ t
0
sinφ(t′) dt′ . (5)
Taking squares of Eqs. (4) and (5) and adding the two
equations, we obtain, for arbitrary t ≥ 0:
x2(t) + y2(t) = v20
∫ t
0
∫ t
0
cos [φ(t1)− φ(t2)] dt1 dt2
≤ v20 t2 . (6)
That is, the particle cannot be found beyond the expand-
ing circle of radius v0t, as to be expected on physical
grounds. Moreover, the equality in Eq. (6) is satisfied if
and only if φ(t1) = φ(t2) for all t1 and t2 in the time inter-
val [0, t], i.e., if φ(t′) = φ(0) for all t′ ∈ [0, t]. Therefore,
the equality x2(t) + y2(t) = v20 t
2 holds only at the zero-
noise point (v0 t cosφ(0), v0 t sinφ(0)) on the circumfer-
ence of the circle of radius v0t. At any other point on
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2the circumference, the strict inequality holds: again, as
to be expected. That is, the distribution P (x, y, t) must
be supported over the circle of radius v0 t and, moreover,
it must strictly vanish at all points on the circumference
of the circle except at (v0 t cosφ(0), v0 t sinφ(0)). How-
ever, calculating P (x, y, t) inside this circle is a challeng-
ing problem.
In fact, the ABM model was originally introduced in
the mathematics literature, as the ‘random curvature’
model, by Mumford [13]. He studied random algebraic
curves in two dimensions in the context of computer vi-
sion, much before the ABM re-surfaced in the literature
on active systems. The position distribution P (x, y, t)
can, in principle, be obtained by integrating out the ori-
entational degree of freedom from the full probability
density, P (x, y, t) =
∫
P (x, y, φ, t) dφ, where P (x, y, φ, t)
satisfies the Fokker-Planck equation
∂
∂t
P (x, y, φ, t) = −v0
(
cosφ
∂P
∂x
+ sinφ
∂P
∂y
)
+D
∂2P
∂φ2
(7)
with the initial condition,
P (x, y, φ, t = 0) = δ(x) δ(y) δ(φ− φ(0)) .
However, solving this Fokker-Planck equation and ex-
tracting P (x, y, t) explicitly is hard (to quote Mumford,
“I have looked for an explicit formula for P but in vain”
[13]). When averaged over the initial orientation φ(0)
distributed uniformly in [0, 2pi] (that makes P (x, y, t)
isotropic at all times), it is possible to write a formal
expression for the Fourier transform f(k, t) = 〈ei~k·~r(t)〉
in terms of the eigenfunctions of Mathieu operator [8].
Nevertheless, to explicitly extract from this formal ex-
pression the position distribution P (x, y, t) in the real
space is not easy.
The origin of the difficulty in the deceptively simple
process (1)-(3) is in the nonlinearity of the functions
cosφ and sinφ, leading to a strongly non-Gaussian char-
acter of the orientationally driven noises acting on x
and y. Moreover, writing x˙ = v0 cosφ(t) = ξx(t) and
y˙ = v0 sinφ(t) = ξy(t), we see that the noises ξx(t) and
ξy(t) are both correlated in time. Using the Brownian
properties of φ(t), the two-time correlation function of
ξx(t) can be easily computed [9]
〈ξx(t1)ξx(t2)〉 ' v
2
0
2
exp [−D |t1 − t2|] , (8)
for large t1 and t2 with |t1 − t2| fixed, and similarly for
ξy(t). Thus, for short times, t D−1, the noise ξx(t) is
strongly correlated in time (as opposed to passive Brow-
nian motion where the noise is delta-correlated). This
makes the process non-Markovian and hence more diffi-
cult to analyse. The short-time limit t  D−1 is called
the strongly active limit.
In contrast, for t D−1, the noise correlator converges
to 〈ξx(t1)ξx(t2)〉 → 2Deff δ(t1 − t2) with an effective dif-
fusion constant Deff = v
2
0/(2DR). Thus, in this strongly
passive limit t D−1, the ABM effectively reduces to an
ordinary 2-d Brownian motion, and the position distribu-
tion, irrespective of the initial orientation φ(0), converges
to an isotropic Gaussian form
P (x, y, t) ' 1
4Deff t
exp
[
− (x
2 + y2)
4Deff t
]
, (9)
which holds for typical fluctuations, i.e., when x ∼ √t
and y ∼ √t. For large atypical fluctuations, when r =√
x2 + y2 ∼ v0 t, the position distribution is described
by the large deviation form
P (x, y, t) ∼ exp
[
−tDR Ψ
(√
x2 + y2
v0 t
)]
, (10)
where the rate function Ψ(z) was recently computed an-
alytically [11].
It was pointed out in Ref. [9] that in the strongly
active short-time regime t  D−1, the position distri-
bution at time t remembers the initial orientation φ(0)
and is strongly anisotropic and non-Gaussian, which are
fingerprints of ‘activity’ that gets washed out at late
times when t  D−1. For a fixed initial orientation,
say φ(0) = 0, it was shown in Ref [9] that P (x, y, t), at
t D−1, is peaked at (x = v0 t, y = 0) with typical fluc-
tuations of x and y scaling as v0 t− x ∼ t2 and y ∼ t3/2.
The position distribution, in this typical regime, is de-
scribed by the scaling form [9]
P (x, y, t) ' 1√
2 v20 D
3/2 t7/2
P˜
(
v0t− x
v0D t2
,
y
v0
√
2D t3/2
)
,
(11)
where the double Laplace transform of the scaling func-
tion P˜ (a1, a2) was computed exactly [9]. Inverting ex-
plicitly this Laplace transform to extract P (x, y, t) in
the typical regime of x and y is difficult and has not
been performed up to now. In contrast, the marginal
distributions px(x, t) =
∫
dy P (x, y, t) and py(y, t) =∫
dxP (x, y, t) were explicitly computed in the typical
fluctuation regime, leading to the expressions
px(x, t) =
1
v0D t2
fx
(
v0 t− x
v0D t2
)
, (12)
py(y, t) =
1
v0
√
2D, t3/2
fy
(
y
v0
√
2D t3/2
)
, (13)
The scaling function fx(z), supported over z ∈ [0,∞], is
highly non-Gaussian and has the asymptotic tails [9]
fx(z) '

1
2
√
pi z3
e−1/(8 z) as z → 0 ,
1√
2 z
e−pi
2 z/8 as z →∞ .
(14)
In contrast, the scaling function for the y marginal is a
pure Gaussian [9]
fy(z) =
√
3
2pi
e−3z
2/2 , z ∈ [−∞,∞] . (15)
3However, the tails of the marginal distributions px(x, t),
py(y, t), and the joint distribution P (x, y, t) that charac-
terize the atypical fluctuations of the positions x and y,
on a scale x ∼ v0 t and y ∼ v0 t at short times t D−1,
are yet to be understood.
In this paper, we derive these large deviation tails by
using the optimal fluctuation method. Our main results
can be summarized as follows. For the marginal distri-
butions we show that
− ln px(x, t) ' 1
2Dt
sX
(
X =
x
v0 t
)
, (16)
− ln py(y, t) ' 1
2Dt
sY
(
Y =
y
v0 t
)
, (17)
where the two rate functions sX(X) and sY (Y ) are com-
puted analytically in Eqs. (38) and (39), and Eqs. (49)
and (50), respectively. We show that when X  1 and
Y  1, these large deviation tails match smoothly with
the typical behaviors in Eq. (12) and (13), respectively.
At the edges of their supports, x = −v0t and y = ±v0t,
respectively, the marginal distributions vanish extremely
rapidly and exhibit essential singularities, see Eqs. (41)
and (53). Equations (16) and (17) are asymptotically
exact in the limit of Dt→ 0.
The joint distribution P (x, y, t) exhibits the large de-
viation form
− lnP (x, y, t) = 1
2Dt
s
(
X =
x
v0 t
, Y =
y
v0 t
)
. (18)
In a close vicinity of the point (X = 1, Y = 0) where
the joint distribution has its maximum, we show that
the rate function s(X,Y ) has an interesting self-similar
structure:
s(X,Y ) ' (1−X)F
(
1−X
Y 2
)
, (19)
which follows from invariance of the governing equations
in this limit under a stretching transformation. We com-
puted the scaling function F (z) analytically, see Eq. (82),
and plotted it in Fig. 6. Similarly to the marginal distri-
butions, this large deviation tail matches smoothly with
the typical behavior of the joint distribution. Close to the
point (X = 1, Y = 0) Eqs. (18) and (19) become asymp-
totically exact in the limits of Dt → 0, 1 − X → 0 and
Y → 0 while keeping the ratio z = (1−X)/Y 2 constant.
The rest of the paper is organized as follows. In Section
II we briefly introduce the optimal fluctuation method
(OFM) and formulate the OFM problem for the posi-
tion statistics of the ABP. The complete marginal distri-
butions are calculated in Section III. In Section IV we
study the joint distribution. Section V contains a brief
summary and discussion. Some technical details are rel-
egated to the three appendices.
II. THE SHORT-TIME POSITION STATISTICS
AND THE OFM
We consider the ABM model in two dimensions, de-
fined in Eqs. (1)-(3), with the initial conditions x(0) =
y(0) = 0 and φ(0) = 0. Let us first establish some general
facts. Purely on dimensional ground, the joint distribu-
tion P (x, y, t), for arbitrary t, can be written as
P (x, y, t) =
1
v20t
2
Φ (X,Y,Dt) , (20)
where X = x/(v0t) and Y = y/(v0t) are the rescaled
coordinates, and∫ ∞
−∞
∫ ∞
−∞
dX dY Φ(X,Y, D t) = 1. (21)
In their turn, the exact marginal x- and y-distributions
scale as
px(x, t) =
∫ ∞
−∞
P (x, y, t)dy =
1
v0t
f (X,Dt) , (22)
and
py(y, t) =
∫ ∞
−∞
P (x, y, t)dx =
1
v0t
g (Y,Dt) , (23)
where
f(X,Dt) =
∫ ∞
−∞
Φ(X,Y,Dt) dY, (24)
g(Y,Dt) =
∫ −∞
−∞
Φ(X,Y,Dt) dX. (25)
As argued in the introduction, the exact distribution
P (x, y, t) vanishes outside the circle of unit radius X2 +
Y 2 = 1. Consequently, the marginal x and y distribu-
tions live on the intervals |X| ≤ 1 and |Y | ≤ 1, respec-
tively.
Here we will study the short-time behavior, Dt  1,
of px(x, t), py(y, t) and P (x, y, t). Since we are interested
in the large deviation regime X ∼ O(1) and Y ∼ O(1),
we can employ the OFM.
A. Optimal fluctuation method
At short times we can calculate P (x, y, t) up to a pre-
exponential factor by applying the OFM which, for the
Brownian motion, becomes geometrical optics [14–19].
The OFM boils down to a minimization of the action S
of the Brownian motion of the angle φ(t′),
− lnP (x, y, t) ' S = 1
4D
∫ t
0
φ˙2(t′) dt′, (26)
4over all paths φ(t′) subject to the integral constraints
v0
∫ t
0
cosφ(t′)dt′ = x , v0
∫ t
0
sinφ(t′)dt′ = y. (27)
The boundary conditions for φ(t′), for 0 ≤ t′ ≤ t, are
φ(t′ = 0) = 0 and φ˙(t′ = t) = 0, (28)
where the second condition is the free-end boundary con-
dition of the calculus of variations [20]. Going over to the
rescaled variablesX = x/(v0t), Y = y/(v0t) and τ = t
′/t,
we immediately arrive at the OFM scaling behavior, an-
nounced in Eq. (18) [compare it with the exact scaling in
(20)]. The rescaled OFM action
s(X,Y ) =
1
2
∫ 1
0
φ˙2(τ) dτ (29)
plays the role of a rate function. The rescaled integral
conditions (27) become∫ 1
0
cosφ(τ)dτ = X (30)
and ∫ 1
0
sinφ(τ)dτ = Y . (31)
The two boundary conditions in (28) become
φ(τ = 0) = 0 and φ˙(τ = 1) = 0 . (32)
III. MARGINAL DISTRIBUTIONS
We first study the short-time behavior of the marginal
distributions px(x, t) and py(y, t).
A. Marginal distribution px(x, t)
Within the OFM framework, the marginal x-
distribution has the form (16), where the rescaled action
sX(X) should be evaluated by accounting only for the
constraint (30). Introducing a Lagrange multiplier λ to
enforce this constraint, we can write the effective action
as
sX(X) =
1
2
∫ 1
0
φ˙2(τ) dτ − λ
(
X −
∫ 1
0
cosφ(τ) dτ
)
.
(33)
This action corresponds to the Lagrangian of a Newto-
nian particle in an effective potential V (φ) = −λ cosφ.
The Euler-Lagrange equation reads
φ¨+
∂V
∂φ
= φ¨+ λ sinφ = 0 . (34)
This is the pendulum equation. Its energy integral is
φ˙2
2
− λ cosφ = E = const . (35)
In view of the boundary conditions (32), the pendulum
must start at τ = 0 from φ = 0 and stop at τ = 1. The
least-action solution (the optimal path) is such that φ(τ)
is a monotonic function on the interval 0 < τ < 1, and we
can choose it to be monotone increasing [21]. Therefore,
(35) yields ∫ φ(τ)
0
dz√
2λ(a+ cos z)
= τ. (36)
Here we have already accounted for the condition φ(0) =
0 and introduced the parameter a = E/λ, so that |a| <
1. The stopping point of the pendulum at τ = 1 is at
φ(τ = 1) ≡ φ∗ = arccos(−a), and 0 < φ∗ < pi. Setting
τ = 1 in (36), we obtain a relation between λ and a:
√
2λ =
∫ φ∗
0
dz√
a+ cos z
=
2√
a+ 1
F
(
φ∗
2
,
2
a+ 1
)
,
(37)
where F (φ,m) =
∫ φ
0
(1 − m sin2 z)−1/2dz is the elliptic
integral of the first kind. The constraint (30) yields a
relation between a and X:
X =
∫ 1
0
cosφ(τ) dτ =
∫ φ∗
0
cosφ
dτ
dφ
dφ
=
∫ φ∗
0
cos z dz√
2λ (a+ cos z)
=
(a+ 1)E
(
φ∗
2 ,
2
a+1
)
F
(
φ∗
2 ,
2
a+1
) − a,(38)
where E(φ,m) =
∫ φ
0
(1 − m sin2 z)1/2 dz is the elliptic
integral of the second kind, and we have used (37). Now
we can express the action s in (33) via a. Using the
energy integral (35), we obtain
sX(a) = λ
∫ 1
0
(a+ cosφ) dτ = λ (a+X)
= 2F
(
φ∗
2
,
2
a+ 1
)
E
(
φ∗
2
,
2
a+ 1
)
, (39)
where we have used Eqs. (30), (37) and (38).
Equations (38) and (39) determine the action s =
sX(X) in the parametric form X = X(a), s = sX(a).
A plot of s = sX(X) is shown in Fig. 1. Also shown
are two asymptotes of sX(X), for 1 − X  1 and for
1 +X  1:
sX(X) '

pi2
4 (1−X) , 1−X  1,
4
1+X , 1 +X  1.
(40)
The upper line in (40) correspond to 1+a 1, the lower
line to 1− a 1.
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FIG. 1: Solid line: the rescaled action sX(X), given by
Eqs. (38) and (39). The dashed lines are the asympto-
tics (40).
Equation (16) with the OFM rate function, defined
parametrically by Eqs. (38) and (39), gives a complete
description of large deviations of x. The asymptotic 1−
X  1 from (40) describes an exponential tail of px(x, t),
− ln px(x, t) ' pi
2(v0t− x)
8Dv0t2
, Dv0t
2  v0t− x v0t.
(41)
The left strong inequality guarantees that the action (26)
is large, S  1, as required for the applicability of the
OFM. The “near tail” (41) agrees with the tail of of the
typical behavior of px(x, t) in the second line of Eq. (14).
The asymptotic 1 + X  1 in (40) describes an es-
sential singularity of the marginal distribution px(x, t) at
the leftmost point of its support, x = −v0t, where the
distribution vanishes, together with all its x-derivatives,
extremely fast:
− ln px(x→ −v0t, t) ' 2v0
D(v0t+ x)
. (42)
B. Marginal distribution py(y, t)
In this case the OFM ansatz takes the form Of Eq. (17),
where the rescaled action sY (Y ) should be evaluated by
accounting only for the constraint (31). Introducing a
proper Lagrange multiplier λ, we can write the effective
rescaled action as
sY (Y ) =
1
2
∫ 1
0
φ˙2(τ) dτ + λ
(
Y −
∫ 1
0
sinφ(τ) dτ
)
.
(43)
This is the Lagrangian of a Newtonian particle in an ef-
fective potential V (φ) = λ sinφ. The Euler-Lagrange
equation reads
φ¨+
∂V
∂φ
= φ¨+ λ cosφ = 0, (44)
with the energy integral
φ˙2
2
+ λ sinφ = E . (45)
As the y-distribution is symmetric with respect to y = 0,
it suffices to consider y > 0. Here φ(τ) increases mono-
tonically from φ = 0 until the pendulum stops at τ = 1.
The calculations are similar to those for the px(x, t).
We define, as before, a = E/λ (note that |a| < 1)
and integrate Eq. (45), using the boundary conditions
φ(τ = 0) = 0 and φ˙(τ = 1) = 0. This gives
√
2λ =
∫ φ(1)
0
dφ√
a− sinφ , (46)
where sinφ(1) = a. Defining φ∗ = arccos(−a), we obtain
φ(1) = φ∗−pi/2. Making a change of variable φ = z−pi/2,
one can express the integral in Eq. (46) in terms of the
elliptic function F (φ,m), defined earlier. We obtain
√
2λ =
2√
a+ 1
[
F
(
φ∗
2
,
2
a+ 1
)
− F
(
pi
4
,
2
a+ 1
)]
.
(47)
Using Eq. (45), we express the constraint (31) as
Y =
∫ 1
0
sinφ(τ) dτ =
∫ φ(1)
0
sinφ(τ)
dτ
dφ
dφ
=
1√
2λ
∫ φ(1)
0
sinφdφ√
a− sinφ
=
1√
2λ
[
a−
∫ φ(1)
0
√
a− sinφdφ
]
, (48)
where we used the identity sinφ = a − (a − sinφ) in ar-
riving at the third line from the second line. Making the
same change of variable φ = z − pi/2, we can express the
integral in terms of the elliptic function E(φ,m). Finally,
eliminating
√
2λ from Eqs. (48) and (47), we obtain
Y = a− (a+ 1)
E
(
φ∗
2 ,
2
a+1
)
− E
(
pi
4 ,
2
a+1
)
F
(
φ∗
2 ,
2
a+1
)
− F
(
pi
4 ,
2
a+1
) . (49)
The action s in (43) can also be evaluated:
sY (a) = λ(a− Y )
= 2
[
F
(
φ∗
2
,
2
a+ 1
)
− F
(
pi
4
,
2
a+ 1
)]
×
[
E
(
φ∗
2
,
2
a+ 1
)
− E
(
pi
4
,
2
a+ 1
)]
, (50)
where we used Eq. (47) for λ and Eq. (49) for Y . Again,
we obtained sY (Y ) in a parametric form, determined by
Eqs. (49) and (50). A plot of sY (Y ) vs. Y , is shown
in Fig. 2. One can also derive the following asymptotic
behaviors of sY (Y ) for |Y |  1 and 1− Y  1:
sY (Y ) '

(3/2)Y 2, |Y |  1,
2(3−2√2)
1−|Y | , 1− |Y |  1.
(51)
These two asymptotics are also plotted in Fig. 2.
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FIG. 2: Solid line: the rescaled action sY (Y ), given by
Eqs. (38) and (39). The dashed lines are asymptotics
(51).
Using the asymptotic behavior (51) for |Y |  1 in
Eq. (17), and normalizing to unity, we obtain a Gaus-
sian distribution which describes typical fluctuations of
y, that is small distances, |y|  v0t:
py(y, t) ' 1√
2piσ2y
e
− y2
2σ2y , where σ2y =
2
3
v20Dt
3, (52)
This distribution is in perfect agreement with the typical
behavior in (15). The complete y-distribution, however,
is strongly non-Gaussian, as one can see from Eq. (50). In
particular, it vanishes extremely rapidly at the leftmost
and rightmost points of its support, y = ±v0t:
− ln py(|y| → v0t, t) ' (3− 2
√
2)v0
D(v0t− |y|) , (53)
and has an essential singularity there, which is similar to
that of the x-distribution at x = v0t, see Eq. (42).
IV. JOINT DISTRIBUTION P (x, y, t)
Now we consider the joint distribution P (x, y, t) in the
(X,Y ) plane where X = x/(v0t) and Y = x/(v0t) are the
rescaled co-ordinates. As we showed in the Introduction,
the joint distribution is supported on the circleX2+Y 2 =
1 of unit radius. For the initial condition φ(0) = 0, the
distribution is peaked at (X = 1, Y = 0) and vanishes
at all other points on the circumference of the circle. At
short times P (x, y, t) obeys the OFM scaling behavior
(18), and the rescaled action s(X,Y ) can be written as
s(X,Y ) =
1
2
∫ 1
0
φ˙2(τ) dτ − λ1
(
X −
∫ 1
0
cosφ(τ) dτ
)
+ λ2
(
Y −
∫ 1
0
sinφ(τ) dτ
)
. (54)
The two Lagrange multipliers λ1 and λ2 enforce the two
constraints in Eqs. (30) and (31), respectively. In princi-
ple, one can determine the complete joint distribution in
this formalism. This would require solving the effective
mechanical problem, defined by the action (54), exactly.
The exact solution can be obtained in elliptic functions.
In this paper, however, we restrict ourselves for simplic-
ity to a close vicinity of the point (X = 1, Y = 0) where
the probability density is the largest. Near this point we
can use a small-angle approximation, which considerably
simplifies the OFM analysis.
Indeed, when X is very close to 1, and Y is small, it
is clear from Eqs. (30) and (31), that φ(τ) stays close
to 0 for all 0 ≤ τ ≤ 1. This justifies the small-angle
approximation, cosφ ' 1 − φ2/2 and sinφ ' φ. In this
approximation the rescaled OFM action in (54) becomes
s(X,Y ) ' 1
2
∫ 1
0
φ˙2(τ) dτ − λ1
(
X − 1 + 1
2
∫ 1
0
φ2(τ) dτ
)
+ λ2
(
Y −
∫ 1
0
φ(τ) dτ
)
(55)
subject to the constraints
X = 1− 1
2
∫ 1
0
φ2(τ) dτ , (56)
Y =
∫ 1
0
φ(τ) dτ . (57)
The approximate effective action s(X,Y ) in Eq. (55) cor-
responds to the Lagrangian of a Newtonian particle in a
parabolic potential
V (φ) =
λ1
2
φ2 + λ2 φ . (58)
The Euler-Lagrange equation for the optimal path φ(t)
reads
φ¨ = −∂V (φ)
∂φ
= −λ1 φ− λ2 = −λ1(φ+B) , (59)
where B = λ2/λ1. The solution is elementary, but with
a twist: It turns out that there are two branches of the
solution, depending on the sign of λ1. Let us consider
the two cases separately.
1. λ1 ≤ 0: Branch I
For λ1 ≤ 0 the particle moves in an inverted parabolic
potential. Let us set λ1 = −w2 with w ≥ 0. Solving
Eq. (59) with the boundary conditions φ(τ = 0) = 0 and
φ˙(τ = 1) = 0, we obtain
φ(τ) = B
[
cosh (w(τ − 1))
coshw
− 1
]
, 0 ≤ τ ≤ 1 . (60)
This solution is monotonic on the whole time interval
τ ∈ [0, 1]: the Newtonian particle moves in one direction.
Indeed, the time derivative
φ˙(τ) = Bw
sinh [w(τ − 1)]
coshw
(61)
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FIG. 3: (a) The function z1(w) vs. w from (67). As w increases, z1(w) decreases monotonically from z1(0) = 3/5
and approaches z1 = 1/2 as w →∞. (b) The function F1(w) vs. w from (68). It increases monotonically with w
starting from F1(0) = 5/2. Asymptotically, F1(w)→ w/2 as w →∞. (c) The scaling function FI(z) vs. z, defined
for 1/2 ≤ z ≤ 3/5 and determined parametrically by Eqs. (77) and (76). When z → 3/5, FI(z)→ 5/2, while for
z → 1/2, FI(z) diverges as [8 (z − 1/2)]−1.
does not change sign on the interval 0 ≤ τ < 1 and
vanishes only at the end of the interval τ = 1.
The two constants w and B in (60) are just
reparametrizations of λ1 and λ2, and they have to be
determined from the two constraints (56) and (57). Plug-
ging the solution (60) into these constraints gives
1−X = B
2
4
[
3
(
1− tanhw
w
)
− tanh2 w
]
, (62)
Y = B
(
tanhw
w
− 1
)
. (63)
Eliminating B from Eqs. (62) and (63), we determine w
in terms of X and Y :
1−X
Y 2
=
3 (1− tanhw/w)− tanh2 w
4 (tanhw/w − 1)2 . (64)
Furthermore, by substituting the solution (60)) in the
action (55) and eliminating B2 using (62), we obtain
s(X,Y ) = (1−X) w
2
(
tanh2 w + tanhw/w − 1)
3 (1− tanhw/w)− tanh2 w . (65)
Therefore, the action has a self-similar structure:
s(X,Y ) = (1−X)FI
(
1−X
Y 2
)
, (66)
where the scaling function FI(z) is parametrically deter-
mined by the equations
z = z1(w) =
3 (1− tanhw/w)− tanh2 w
4 (1− tanhw/w)2 , (67)
FI = F1(w) =
w2
(
tanh2 w + tanhw/w − 1)
3 (1− tanhw/w)− tanh2 w . (68)
A plot of the function z1(w) vs. w is shown in Fig. 3a.
This function has the following asymptotic behaviors:
z1(w) '

3
5 − w
2
175 + . . . w → 0 ,
1
2 +
1
4w + . . . w →∞ .
(69)
A plot of F1(w) vs. w is shown in Fig. 5b, and the asymp-
totic behaviors are
F1(w) '

5
2 +
w2
42 + . . . w → 0 ,
w
2 +
3
4 + . . . w →∞ .
(70)
The scaling function FI(z), obtained parametrically from
F1(w) and z1(w) in Eqs. (68) and (67) in the range
1/2 ≤ z ≤ 3/5, is plotted vs. z in Fig. 3c. It has the
limiting behaviors
FI(z) '

1
8 (z−1/2) +
3
4 + . . . , z → 1/2+ ,
5
2 +
175
42 (
3
5 − z) + . . . , z → 35 .
(71)
We will refer to this range of z ∈ [1/2, 3/5] as branch I.
Here the optimal path φ(τ) is monotonic on the whole
time interval τ ∈ [0, 1].
2. λ1 ≥ 0: Branch II
In this case we can set λ1 = ω
2 (with ω ≥ 0) and solve
(59) with the boundary conditions φ(τ = 0) = 0 and
φ˙(τ = 1) = 0. The solution,
φ(τ) = B
[
cos (w(τ − 1))
cosw
− 1
]
, 0 ≤ τ ≤ 1 , (72)
can be obtained by replacing w = i ω in Eq. (60). In
contrast to the branch I, where the optimal path was
always monotonic, here one can have both monotonic
and non-monotonic paths depending on the range of ω.
To see this, consider the time derivative
φ˙(τ) = B ω
sin[ω (1− τ)]
cosω
. (73)
As τ increases from 0, the first zero of φ˙ occurs when
ω (1 − τ) = pi, i.e. at τ = τc = 1 − pi/ω. If τc > 1, i.e.
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FIG. 4: The function z2(ω) vs. ω from (76). It has an
infinite number of branches, but only the first branch
corresponds to the optimal path. For this branch z2(ω)
diverges at ω = ω∗ = 4.49341 . . . , which is the smallest
positive root of the equation tanω = ω.
0 < ω < pi, φ˙ does not vanish in the interval 0 ≤ τ ≤ 1,
and the optimal path is monotonic. On the contrary, if
ω > pi, we have 0 ≤ τc ≤ 1 and the path is nonmonotonic:
our Newtonian particle changes its direction of motion at
τ = τc ≤ 1 before reaching τ = 1.
The rest of calculations are very similar to the preced-
ing case: one only needs to replace w by i ω everywhere.
In particular, Eq. (64) is now replaced by
1−X
Y 2
=
3 (1− tanω/ω) + tan2 ω
4 (1− tanω/ω)2 . (74)
As a result, the action s(X,Y ) has the same self-similar
form as in (65),
s(X,Y ) = (1−X)FII
(
1−X
Y 2
)
, (75)
but the scaling function FII(z) is now parametrically de-
termined by the equations
z = z2(ω) =
3 (1− tanω/ω) + tan2 ω
4 (1− tanω/ω)2 , (76)
FII = F2(ω) =
ω2
(
1− tanω/ω + tan2 ω)
3 (1− tanω/ω) + tan2 ω . (77)
Note that the function z2(ω) in (76) has multiple
branches, see Fig. 4. As a result, for a fixed z = z2(ω),
there are multiple solutions for ω. The function, as-
sociated with the first branch in Fig. 4, diverges at
ω = ω∗ = 4.49341 . . . , which is the smallest positive root
of the equation tanω = ω, corresponding to a pole in
Eq. (76). As one can show, the solutions, corresponding
to the other branches, lead to larger values of the action
s = (1−X)F2(ω) for a fixed X, where F2(ω) is given in
(77). Hence, for the optimal (least action) path, we must
select the first branch in Fig. 4, i.e. restrict ourselves to
0 ≤ ω ≤ ω∗. In this range of ω the function z2(ω) is
monotonically increasing, see Fig. 5a, with the limiting
behaviors
z2(ω) '

3
5 +
ω2
175 + . . . , ω → 0,
1
4 (ω∗−ω)2 + . . . , ω → ω∗ .
(78)
The function F2(ω) vs. ω is plotted in Fig. 5b. It
starts from F2(0) = 5/2, first decreases with increasing
ω, reaches a minimum value pi2/4 at ω = pi/2 and then
grows monotonically untill ω = ω∗. It has the limiting
behaviors
F2(ω) '

5
2 − ω
2
42 + . . . , ω → 0,
(ω∗)2 − 4ω∗(ω∗ − ω) + . . . , ω → ω∗ .
(79)
The scaling function FII(z) for z ≥ 3/5, determined para-
metrically by Eqs. (77) and (76), is plotted in Fig. 5c.
As z → ∞, FII(z) approaches the constant (ω∗)2 =
20.1907 . . . . The limiting behaviors of FII(z) are given
by
FII(z) '

5
2 − 17542 (z − 35 ) + . . . , z → 35 ,
(ω∗)2 − 2ω∗√
z
+ . . . , z →∞ .
(80)
We will refer to the solution for z ≥ 3/5 as branch II.
Here the optimal path φ(τ) is monotonic on the time
interval τ ∈ [0, 1] for 0 ≤ ω < pi, and non-monotonic for
pi < ω < ω∗.
3. Summary
To summarize the results of this section, the joint prob-
ability P (x, y, t) at short times, as predicted by the OFM
at 1−X  1 and |Y |  1, is given by Eq. (18) with the
self-similar rate function
s(X,Y ) = (1−X)F
(
1−X
Y 2
)
, (81)
where
F (z) =

FI(z),
1
2 ≤ z ≤ 35 , Eqs. (67) and (68),
FII(z), z ≥ 35 , Eqs. (76) and (77).
(82)
The branches I and II of the scaling function F (z) join
smoothly at z = 3/5, where F (z) = 5/2. The asymptotic
behaviors of F (z) are the following:
F (z) '

1
8 (z−1/2) + . . . , z → 1/2,
(ω∗)2 − 2ω∗√
z
. . . z →∞.
(83)
where ω∗ = 4.49341 . . . is the smallest positive root of
the equation tanω = ω. Figure 6 shows a plot of F (z)
over the full range z ≥ 1/2.
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FIG. 5: (a) The function z2(ω) vs. ω from (76). It increases monotonically from z2(0) = 3/5 and diverges as ω
approaches ω∗ = 4.49341. (b) The function F2(ω) vs. ω, as defined by (77). It starts from F2(0) = 5/2, slightly
decreases [see the inset in (c)], and then grows monotonically until ω = ω∗ = 4.49341 . . . , reaching the value
F2(ω
∗) = (ω∗)2 = 20.1907 . . . . (c) The function FII(z) vs. z , defined for 3/5 ≤ z <∞ and described in a parametric
form by Eqs. (77) and (76). The horizontal dashed line is the large-z asymptote FII(z →∞) = (ω∗)2 = 20.1907 . . . .
The function FII(z) reaches a minimum value pi
2/4 at z = pi2/16 = 0.61685 . . . , see the inset.
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FIG. 6: The scaling function F (z) in the full range
z ≥ 1/2, obtained by combining F (z) = FI(z) for
1/2 ≤ z ≤ 3/5 (branch I: the left one) and
F (z) = FII(z) for z ≥ 3/5 (branch II: the right one).
The horizontal dashed line is the large-z asymptote
F (z →∞) = (ω∗)2 = 20.1907 . . . . The vertical dashed
line is the asymptote z = 1/2. The two branches join
smoothly at z = 3/5, where F (z) = 5/2. F (z) reaches
the minimum value pi2/4 at z = pi2/16 = 0.61685 . . . ,
see the inset.
In its turn, Fig. 7 shows a contour plot of the rate func-
tion s(X,Y ), described by Eq. (75). There is a single
point (X = 1, Y = 0) where s = 0. This point corre-
sponds to the trivial (noiseless) optimal path φ(t) = 0.
Then there are nested contours with increasing values of
s as one moves away from the point (X = 1, Y = 0).
The OFM solution exists only for z > 1/2, that is for
Y 2 < 2(1 − X). Using the asymptotics of F (z) in the
first line of (83), we see that, as z → 1/2 from above,
0.2
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1
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0.0
0.1
0.2
0.3
0.4
X
Y
FIG. 7: The isolines s = 0.1, 0.2, 1 and 2 of the rate
function s(X,Y ) near X = 1 and Y = 0, as described
by Eq. (81). The dotted line |Y | = √(5/3)(1−X) is
the boundary between the two branches I and II. The
dashed line corresponds to the boundary of support of
the distribution |Y | = √2(1−X), which is the
leading-order approximation, close to X = 1 and Y = 0,
to the exact boundary of support X2 + Y 2 = 1. The
rate function in the region Y < 0 (not shown) is
symmetric, with respect to Y = 0, to the rate function
in the region Y > 0.
s(X,Y ) in Eq.(81) diverges:
s(X,Y ) ' 1−X
8(z − 1/2) , where z =
1−X
Y 2
. (84)
Consequently, the joint distribution P (x, y, t) vanishes at
z = 1/2 extremely fast, via an essential singularity:
P (X,Y, t) ∼ exp
[
− 16(1−X)
Dt(z − 1/2)
]
. (85)
Indeed, Fig. 7 shows a very steep growth of s as we ap-
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proach the limiting parabola Y 2 = 2(1−X). For z ≤ 1/2,
that is at Y 2 > 2(1−X), P (x, y, t) is identically zero. All
these features are in agreement with the exact analysis
in the Introduction. In particular, close to X = 1 and
Y = 0, the parabola Y 2 = 2(1 − X) is nothing but the
leading-order approximation to the exact boundary of
support of the joint distribution: the circle X2 +Y 2 = 1.
The self-similarity of the rate function (81) close to the
zero-noise point is a natural consequence of an invariance
property of the governing equations (29), (56) and (57)
and the homogeneous boundary conditions (32). Under
a stretching transformation φ → c φ, where c = const, s
becomes c2s, 1−X becomes c2(1−X), and Y becomes
c Y . As a result, both s/(1−X) and (1−X)/Y 2 remain
invariant, leading to the self-similar structure of s(X,Y ).
Overall, the applicability conditions of our asymp-
totic (18) and (81) of the joint distribution P (x, y, t) are
Dv0t
2  v0t− x v0t and |y|  v0t , (86)
where the strong inequality Dv0t
2  v0t− x guarantees
that the action S from Eq. (26) is much larger than unity.
Equations (18) and (81) become asymptotically exact if
we take the limits of Dt → 0, 1 − X → 0 and Y → 0
while keeping the ratio z = (1−X)/Y 2 constant.
Finally, in Appendix A we show that the OFM predic-
tion (18) and (81) for P (x, y, t) in the vicinity of the point
(X = 1, Y = 0) perfectly agrees, at Dv0t
2  v0t−x with
the “near tail” of the expression for the joint distribution
of typical fluctuations, derived by a different method in
Ref. [9].
V. SUMMARY AND DISCUSSION
Even a single active Brownian particle (ABP) on the
plane exhibits unusual and non-intuitive properties. Here
we studied the position statistics of the ABP at short
times, when the initial conditions are still important, and
the activity aspects are the most pronounced. We em-
ployed the optimal fluctuation method (OFM), which is
well suited for studying large deviations of the position
coordinates x and y of the ABP from their expected val-
ues. Besides the large deviation functions themselves,
the OFM predicts important additional observable quan-
tities: the optimal paths of the particle, conditioned on
reaching specified values of the coordinates.
At all times, the joint distribution P (x, y, t) has a com-
pact support, the boundary of which is a uniformly ex-
panding circle x2 + y2 = v20t
2. The circumference of
this circle includes the zero-noise point (x = v0t, y = 0),
where P (x, y, t) has its maximum. The joint distribu-
tion vanishes in all other points of the circumference and
outside of the circle.
Returning to short times: we showed that, close to
the zero-noise point, the logarithm of P (x, y, t) has an
interesting self-similar structure, see Eqs. (18) and (81).
This joint distribution matches smoothly with the tail of
the joint distribution of typical fluctuations of x and y,
previously found by a different method in Ref. [9]. De-
termining the complete joint statistics of x and y inside
the expanding circle is left for a future work. Here we de-
termined the complete marginal x- and y-distributions,
see Secs. III A and III B. One important feature of the
marginals is that they vanish extremely fast, via essential
singularities, at the edges of their support: at x = −v0t
for the x-marginal, and at y = ±v0t for the y-marginal.
Since the corresponding x- and y- OFM actions diverge
there, the essential singularities are not limited to short
times and are expected to hold at all times. These
large-deviation features are informative fingerprints of
the short-time dynamics at long times, see also Ref. [11].
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Appendix A: Matching of the typical behavior of
P (x, y, t) with its large deviation form obtained via
OFM
In Sec. IV we employed the OFM to evaluate, up to a
pre-exponential factor, the joint distribution P (x, y, t) at
short times near X = 1 and Y = 0. The results are given
by Eqs. (18) and (81), and they involve two branches of
solution, I and II. Here we show that these results match
perfectly with the left tail of the expression for P (x, y, t),
which describes typical fluctuations of x and y and was
obtained, by a different method, in Ref. [9].
To see this, we consider Eq. (8) of Ref. [9], where
the double Laplace transform of the joint distribution in
the region of typical fluctuations was computed at short
times near x = v0 t and y = 0. More precisely, it was
shown in Ref. [9] that for Dt 1, and setting x−v0t ∼ t2
and y ∼ t3/2, the joint distribution in this typical regime
takes the scaling form as in (11). [which of course is com-
patible with the exact scaling behavior (20)]. The dou-
ble Laplace transform of the scaling function P˜ (a1, a2) as
computed explicitly using path integral method [9]
∫ ∫
P˜ (a1, a2) e
−p1a1−p2a2 da1 da2 =
exp
[
p22 C(p1)
]√
cosh
√
2p1
,
(A1)
where
C(p1) =
1
4 p1
(
1− tanh
√
2p1√
2p1
)
. (A2)
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Inverting formally this Laplace transform, we get
P˜ (a1, a2) =
∫
dp1
2pii
ea1p1√
cosh
√
2p1
∫
dp2
2pii
ep2a2+p
2
2 C(p1) ,
(A3)
where the integrals are over the Bromwich contours in
the complex p1 and the complex p2 planes, respectively.
The integration over p2 can be performed exactly as it
is just a Gaussian integral, leading to a single Laplace
integral in the complex p1 plane,
P˜ (a1, a2) =
∫
dp1
2pii
ea1p1−a
2
2/4C(p1)√
4pi C(p1) cosh
√
2p1
, (A4)
where C(p1) is given in (A2). It is convenient to rewrite
this integral in a more suggestive form
P˜ (a1, a2) =
∫
dp1
2pii
e−
a1
2 F(p1,z)√
4pi C(p1) cosh
√
2p1
, (A5)
where we set
F(p1, z) = 1
4 z C(p1)
− 2 p1 and z = a1
2 a22
. (A6)
So far Eqs. (A5) and (A6) are exact. It remains to
perform the complex integral over p1 in (A5). The exact
evaluation of this integral seems difficult. However, for
large a1 and a2, with the ratio z = a1/(2 a
2
2) fixed, we can
evaluate the integral by the saddle point method. The
saddle point p∗1 in the complex p1 plane is obtained from
the saddle-point equation
∂F(p1, z)
∂p1
∣∣∣
p1=p∗1
= 0 . (A7)
By analyzing (A7), one can see that there is a saddle
point for all z ≥ 1/2. For 1/2 ≤ z ≤ 3/5, the saddle
point occurs at a real positive p1. Setting p1 = w
2/2,
we find, after some algebra, that the saddle point equa-
tion (A7) exactly coincides with (67) for the branch I of
the OFM solution. The associated saddle point action
F(w2/2, z) yields the OFM function F1(w) for branch
I in (68). Consequently, the tail of the joint distribu-
tion P (x, y, t) of the typical fluctuations, for large a1 and
a2 but with z = a1/(2 a
2
2) fixed, behaves (up to a pre-
exponential factor) as
P (x, y, t) ∼ exp
[
−a1
2
F
(
w2
2
, z
)]
. (A8)
We recall that a1 = (v0 t − x)/(v0D t2) and a2 =
y/(v0
√
2D t3/2). Therefore,
z =
a1
2 a22
=
v0 t (v0 t− x)
y2
. (A9)
In terms of the rescaled positions X and Y we obtain
z =
1−X
Y 2
, (A10)
which coincides with the scaling ratio, defined in (64).
Similarly, the factor a1/2 inside the exponent in (A8)
reads
a1
2
=
1
2Dt
(1−X) . (A11)
As a result, the tail of the joint distribution P (x, y, t),
describing the typical fluctuations, matches exactly with
the OFM tail for 1/2 ≤ z ≤ 3/5.
Similarly, for z ≥ 3/5, it turns out that the saddle
point of (A7) is on the negative side of the real p1 axis.
Setting p1 = −ω2/2, and carrying out exactly the same
analysis as above, one can reconstruct the OFM solution
for branch II, i.e., for λ1 ≥ 0. Therefore, the match-
ing between the asymptotics of the joint distributions
P (x, y, t) for the typical fluctuations and for the large
deviations (the latter described by the OFM) occurs for
all z ≥ 1/2.
Appendix B: Asymptotics of the marginal
distributions from the joint distribution
Here we show how one can obtain the exponential
asymptotic (41) of the near tail of px(x, t), and the Gaus-
sian asymptotic (52) of py(y, t), from the OFM expres-
sions (18) and (81) for the joint distribution P (x, y, t)
near the point (x = v0t, y = 0).
The marginal distribution px(x, t) is given by the in-
tegral of P (x, y, t) over y. At short times this integral
can be evaluated by the saddle-point method. Working
with our OFM expressions, which were derived up to pre-
exponential factors, we should ignore any such factors in
the calculation. We obtain, therefore,
px(x, t) ∼
√
2(1−X)∫
−
√
2(1−X)
dY exp
[
−1−X
2Dt
F
(
1−X
Y 2
)]
.
(B1)
A change of the integration variable from Y to z = (1−
X)/Y 2 brings us to
px(x, t) ∼
∫ ∞
0
dz exp
[
−1−X
2Dt
F (z)
]
(B2)
where we ignored all pre-exponential factors, both inside
and outside the integrals. The saddle point is at z =
pi2/16, where F (z) = FII(z) has its minimum value pi
2/4,
and we obtain
px(x, t) ∼ exp
[
−pi
2(1−X)
8Dt
)
]
. (B3)
Back to the variable x, this expression coincides with the
near-tail asymptptic (41).
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FIG. 8: A plot of the function zF (z), where F (z) is
defined in (82).
The marginal distribution py(y, t) is given by the inte-
gral of P (x, y, t) over x, and we obtain
py(y, t) ∼
1−Y 2/2∫
−1
dX exp
[
−1−X
2Dt
F
(
1−X
Y 2
)]
. (B4)
The lower integration limit −1 is of course beyond the
applicability domain of our P (x, y, t), but this fact is in-
consequential, because at short times the integral is dom-
inated by a close vicinity of the upper integration limit.
Going over from X to z, we obtain
py(y, t) ∼
∫ ∞
1/2
dz exp
[
− Y
2
2Dt
zF (z)
]
. (B5)
Now the saddle point is the minimum point of the func-
tion zF (z). A plot of the function zF (z) vs. z is shown
in Fig. 8. The minimum value 3/2 is achieved at z = 3/5,
that is at the matching point of the two branches FI(z)
and FII(z). As a result,
py(y, t) ∼ exp
(
−3Y
2
4Dt
)
. (B6)
This Gaussian can be properly normalized, leading to
Eq. (52).
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