Abstract. In this work, we study locally finite simple Lie superalgebras containing a Cartan subalgebra and equipped with an invariant nondegenerate even supersymmetric bilinear form. We call these Lie superalgebras locally finite basic classical simple Lie superalgebras, classify them and study the conjugacy classes of their Cartan subalgebras under the group of automorphisms. a weight space decomposition with respect to a Cartan subalgebra H of the even part whose root system is a union of a finite root system and a subset of the dual space H * of H consisting of some elements which are self-orthogonal with respect to the induced form on H * .
Locally finite root supersystems which are finite had been studied by V. Serganova in 1996 under the name generalized root systems [12] . Almost all generalized root systems appear as the root systems of f.d.b.c.s Lie superalgebras. For a locally finite root supersystem R, the self-orthogonal elements are called nonsingular roots and the elements which are not self-orthogonal, are called real roots. Real roots of R form a locally finite root system ( [5] , [10] ) and if R is irreducible with nonzero nonsingular part, its nonsingular roots have either one or two conjugacy classes under the Weyl group action depending on whether an arbitrary nonzero nonsingular root is conjugate to its opposite or not [14] . This helps us to know the structure of a Lie superalgebra L whose root system is an irreducible locally finite root supersystem; more precisely, as real roots form a locally finite root system, we get that the derived algebra of the even part of L is semisimple and considering the conjugacy classes of imaginary roots under the action of the Weyl group, we can show that the odd part of L is a completely reducible module for the even part with at most two irreducible constituents; see Theorem 2.30.
Extended affine root supersystems appear as the root systems of the super version of invariant affine reflection algebras [11] called extended affine Lie superalgebras [15] . Roughly speaking, a nonzero Lie superalgebra is called an extended affine Lie superalgebra, if it is equipped with an invariant nondegenerate even supersymmetric bilinear form and that it has a weight space decomposition with respect to a toral subalgebra of its even part whose root vectors satisfy some natural conditions. Extended affine Lie superalgebras whose corresponding toral subalgebras are self-centralizing (referred to as Cartan subalgebras) are important in some sense, namely, finite dimensional basic classical simple Lie superalgebras and affine Lie superalgebras are examples of such Lie superalgebras. We study extended affine Lie superalgebras having a Cartan subalgebra and figure out the properties of their root spaces; in particular, we find the dimension of root spaces corresponding to so-called nonisotropic roots. We then focus on a special subclass of extended affine Lie superalgebras whose elements are called locally finite basic classical simple Lie superalgebras (l.f.b.c.s Lie superalgebras for short); the root system of a l.f.b.c.s. Lie superalgebra is an irreducible locally finite root supersystem. Locally finite basic classical simple Lie superalgebras with zero odd part are exactly locally finite split simple Lie algebras [10] . We classify l.f.b.c.s Lie superalgebras; due to our classification, a l.f.b.c.s Lie superalgebra with nonzero odd part is either a finite dimensional basic classical simple Lie superalgebra or isomorphic to one and only one of the Lie superalgebras osp(2I, 2J) (I, J index sets with |I ∪ J| = ∞, |J| = 0), osp(2I + 1, 2J) (I, J index sets with |I| < ∞, |J| = ∞) or sl(I0, I1) (I an infinite superset with |I0|, |I1| = 0); see Subsection 2.1 for the definitions of these Lie superalgebras. We conclude the paper with studding the conjugacy classes of Cartan subalgebras of l.f.b.c.s. Lie superalgebras under the group of automorphisms. We show that if I is an infinite set and J is a nonempty set, osp(2I + 1, 2J) is isomorphic to osp(2I, 2J) while their root systems with respect to their standard Cartan subalgebras are not isomorphic. This in particular means that these two standard Cartan subalgebras are not conjugate. We then prove that these are the only representatives for the conjugacy classes of Cartan subalgebras of osp(2I + 1, 2J) ≃ osp(2I, 2J). We finally show that if L is a locally finite basic classical simple Lie superalgebra which is not isomorphic to osp(2I + 1, 2J) ≃ osp(2I, 2J) (I an infinite set and J a nonempty set), then all Cartan subalgebras of L are conjugate under the automorphism group of L.
Extended Affine Lie Superalgebras And Their Root Systems
Throughout this work, F is a field of characteristic zero. Unless otherwise mentioned, all vector spaces are considered over F. We denote the dual space of a vector space V by V * . We denote the degree of a homogenous element v of a superspace by |v| and make a convention that if in an expression, we use |u| for an element u of a superspace, by default we have assumed u is homogeneous. We denote the group of automorphisms of an abelian group A or a Lie superalgebra A by Aut(A) and for a subset S of an abelian group A, by S , we mean the subgroup generated by S. For a set S, by |S|, we mean the cardinal number of S. For a map f : A −→ B
and C ⊆ A, by f | C , we mean the restriction of f to C. For two symbols i, j, by δ i,j , we mean the Kronecker delta. We also use to indicate the disjoint union. We finally recall that the direct union is, by definition, the direct limit of a direct system whose morphisms are inclusion maps.
In this section, we recall the notions of extended affine Lie superalgebras and extended affine root supersystems from [15] and gather the information we need through the paper regarding them. In the sequel, by a symmetric form on an additive abelian group A, we mean a map (·, In this case, we set A 0 := {a ∈ A | (a, A) = {0}} and call it the radical of the form (·, ·). The form is called nondegenerate if A 0 = {0}. We note that if the form is nondegenerate, A is torsion free and we can identify A as a subset of Q ⊗ Z A. Throughout the paper, if an abelian group A is equipped with a nondegenerate symmetric form, we consider A as a subset of Q ⊗ Z A without further explanation. Also if A is a vector space over F, bilinear forms are used in the usual sense.
We call a triple (L, H, (·, ·)) a super-toral triple if
• L = L0 ⊕ L1 is a nonzero Lie superalgebra, H is a nonzero subalgebra of L0 and (·, ·) is an invariant nondegenerate even supersymmetric bilinear form (·, ·) on L,
• L has a weight space decomposition L = ⊕ α∈H * L α with respect to H via the adjoint representation.
We note that in this case H is abelian; also as L0 as well as L1 are H-submodules of L, we have L0 = ⊕ α∈H * (L0) α and L1 = ⊕ α∈H * (L1) α with (Lī) α := Lī ∩ L α , i = 0, 1,
• the restriction of the form (·, ·) on H is nondegenerate.
We call R := {α ∈ H * | L α = {0}}, the root system of L (with respect to H). Each element of R is called a root. We refer to elements of R 0 := {α ∈ H * | (L0) α = {0}} (resp. R 1 := {α ∈ H * | (L1) α = {0}}) as even roots (resp. odd roots). We note that R = R 0 ∪ R 1 .
Suppose that (L, H, (·, ·)
) is a super-toral triple with corresponding root system R. Since the form is invariant and even, we have (1.1) ((Lī) α , (Lj) β ) = {0}, α, β ∈ R, i, j ∈ {0, 1}, i = j, α + β = 0.
This in particular implies that for α ∈ R and i ∈ {0, 1}, the form restricted to (Lī) α + (Lī) −α is nondegenerate.
Take p : H −→ H * to be the function mapping h ∈ H to (h, ·). Since the form is nondegenerate on H, the map p is one to one (and so onto if H is finite dimensional). So for each element α of the image H p of H under the map p, there is a unique t α ∈ H representing α through the form (·, ·). Now we can transfer the form on H to a form on H p , denoted again by (·, ·) and defined by (1.2) (α, β) := (t α , t β ) (α, β ∈ H p ).
Although R ⊆ H * = H p if H is finite dimensional, in general, by Lemma 3.1 of [15] , α ∈ R is an element of H p if there are i ∈ {0, 1}, x ∈ (Lī) α and y ∈ (Lī) −α with 0 = [x, y] ∈ H; moreover, if α ∈ R ∩ H p , x ∈ L α and y ∈ L −α with [x, y] ∈ H, using the same lemma, we have • L0 is a finite dimensional semisimple Lie algebra with the only simple ideals I 1 and I 2 ,
• for Cartan subalgebras H 1 and H 2 of simple Lie algebras I 1 and I 2 respectively, (L,
is a super-toral triple with L 0 = H,
• for each 0 = h ∈ H, there is δ ∈ R 1 with δ(h) = 0 and t δ ∈ H 1 ∪ H 2 , then L is a simple Lie superalgebra in the sense that it has no nontrivial ideal (non necessarily Z 2 -graded).
Proof. Suppose that I is a nonzero ideal of L. Then by [7, Pro. 2.1.1],
Through the following steps, we prove that I = L.
Step 1. I ∩ H = {0} : Since I is nonzero, there is α ∈ R with L α ∩ I = {0}. If α = 0, there is nothing to prove. Suppose that α = 0 and 0 = x ∈ L α ∩ I. Since the form is nondegenerate on
with (x, y) = 0. So (1.3) implies that t α ∈ I ∩ H and so I ∩ H = {0}.
Step 2. I = L : Using Step 1, one finds 0 = h ∈ I ∩ H. We take δ ∈ R 1 to be such that δ(h) = 0 and
for all x ∈ L δ , we have L δ ⊆ I. Now since the form restricted to L δ ⊕ L −δ is nondegenerate, there are x ∈ L δ1 , y ∈ L −δ1 such that (x, y) = 0, so (1.3) implies that t δ ∈ I. But I ∩ L0 is an ideal of the semisimple Lie algebra I 1 ⊕ I 2 and t δ ∈ (I ∩ H) \ (H 1 ∪ H 2 ), so I ∩ L0 = I 1 ⊕ I 2 = L0; in particular H ⊆ I. Now for each α ∈ R \ {0}, there is k ∈ H with α(k) = 0. Therefore, for each x ∈ L α , α(k)x = [k, x] ∈ I and so L α ⊆ I. These altogether complete the proof. • (1) for each α ∈ R i \{0} (i ∈ {0, 1}), there are x α ∈ (Lī) α and x −α ∈ (Lī) −α such that 0 = [x α , x −α ] ∈ H,
• (2) for each α ∈ R with (α, α) = 0 and x ∈ L α , ad x : L −→ L, mapping y ∈ L to [x, y] , is a locally nilpotent linear transformation.
By [15, Cor. 3.9] , the root system of an extended affine Lie superalgebra is an extended affine root supersystem in the following sense: Definition 1.6. Suppose that A is a nontrivial additive abelian group, R is a subset of A and (·, ·) :
is a symmetric form. Set
is an extended affine root supersystem if the following hold:
(S1) 0 ∈ R and R = A,
(root string property) for α ∈ R × re and β ∈ R, there are nonnegative integers p, q with 2(β, α)/(α, α) = p − q such that {β + kα | k ∈ Z} ∩ R = {β − pα, . . . , β + qα}; we call {β − pα, . . . , β + qα} the α-string through β, (S5) for α ∈ R ns and β ∈ R with (α, β) = 0, {β − α, β + α} ∩ R = ∅.
If there is no confusion, for the sake of simplicity, we say R is an extended affine root supersystem in A. Elements of R 0 are called isotropic roots, elements of R re are called real roots and elements of R ns are called nonsingular roots. A subset X of R × is called connected if each two elements α, β ∈ X are connected in X in the sense that there is a chain α 1 , . . . , α n ∈ X with α 1 = α, α n = β and (α i , α i+1 ) = 0, i = 1, . . . , n − 1. An extended affine root supersystem R is called irreducible if R re = {0} and R × is connected (equivalently, R × cannot be written as a disjoint union of two nonempty orthogonal subsets). An extended affine root supersystem (A, (·, ·), R) is called a locally finite root supersystem if the form (·, ·) is nondegenerate and it is called an affine reflection system if R ns = {0}; see [11] .
Lemma 1.7. Suppose that A is a nontrivial additive abelian group, R is a subset of A and (·, ·) :
is a nondegenerate symmetric form. If (A, (·, ·), R) satisfies (S1) and (S3) − (S5), then (S2) is also satisfied. In particular, a subset S of a locally finite root supersystem R is a locally finite root supersystem in its Z-span if
• the restriction of the form to S is nondegenerate,
• 0 ∈ S,
• for α ∈ S ∩ R × re , β ∈ S and γ ∈ S ∩ R ns with (β, γ) = 0, r α (β) ∈ S and {γ − β, γ + β} ∩ S = ∅.
Definition 1.8. Suppose that (A, (·, ·), R) is a locally finite root supersystem.
• The subgroup W of Aut(A) generated by r α (α ∈ R × re ) mapping a ∈ A to a − 2(a,α) (α,α) α, is called the Weyl group of R.
• A subset S of R is called a sub-supersystem if the restriction of the form to S is nondegenerate, 0 ∈ S, for α ∈ S ∩ R × re , β ∈ S and γ ∈ S ∩ R ns with (β, γ) = 0, r α (β) ∈ S and {γ − β, γ + β} ∩ S = ∅.
• A sub-supersystem S of R is called closed if for α, β ∈ S with α + β ∈ R, we have α + β ∈ S.
• If (A, (·, ·), R) is irreducible, R is said to be of real type if span Q R re = Q ⊗ Z A; otherwise, we say it is of imaginary type.
• If {R i | i ∈ I} is a class of sub-supersystems of R which are mutually orthogonal with respect the form (·, ·) and R \ {0} = ⊎ i∈I (R i \ {0}), we say R is the direct sum of R i 's and write R = ⊕ i∈I R i .
• The locally finite root supersystem (A, (·, ·), R) is called a locally finite root system if R ns = {0}; see [5] .
• (A, (·, ·), R) is said to be isomorphic to another locally finite root supersystem (B, (·, ·) ′ , S) if there is a group isomorphism ϕ : A −→ B and a nonzero scalar r ∈ F such that ϕ(R) = S and (a 1 , a 2 ) =
I} is a class of locally finite root supersystems, then for X := ⊕ i∈I X i and (·,
is a locally finite root supersystem.
(b) Suppose that (A, (·, ·), R) is a locally finite root supersystem with Weyl group W. Then we have the following:
(i) Connectedness is an equivalence relation on R \ {0}. Also if S is a connected component of R \ {0}, then S ∪ {0} is an irreducible sub-supersystem of R. Moreover, R is a direct sum of irreducible sub-supersystems.
(ii) For A re := R re and (·, ·) re := (·, ·) | Are ×Are , (A re , (·, ·) re , R re ) is a locally finite root system.
Proof. See [14, §3] . Lemma 1.10. Suppose that V is a vector space equipped with a symmetric bilinear form and R is a subset
is a locally finite root supersystem. If {α 1 , . . . , α n } ⊆ R re is Q-linearly independent and δ ∈ R ns \ span Q {α 1 , . . . , α n }, then {α 1 , . . . , α n } and {δ, α 1 , . . . , α n } are F-linearly independent.
Proof. We just show that {δ, α 1 , . . . , α n } is F-linearly independent; the other statement is similarly proved. Take {1, x i | i ∈ I} to be a basis for Q-vector space F. Suppose that r, r 1 , . . . , r n ∈ F and rδ + n j=1 r j α j = 0. Suppose that for 1 ≤ j ≤ n, r j = s j + i∈I s i j x i with {s j , s i j | i ∈ I} ⊆ Q. We first show r = 0. To the contrary, assume r = 0. Without loss of generality, we assume r = 1.
This implies that for α ∈ R re and i ∈ I,
(α,α) = 0 and so ( n j=1 s i j α j , α) = 0. But it follows from Lemma 1.9(b)(ii) that the form on span Q R re is nondegenerate, so n j=1 s i j α j = 0 for all i ∈ I. Now as
Thus we have δ = − n j=1 s j α j which is absurd. This shows that r = 0. Now repeating the above argument, one gets that s i j = 0 for all i ∈ I, j ∈ {1, . . . , n} and that 0 = n j=1 s j α j . Thus we have s j = 0 for all 1 ≤ j ≤ n. This implies that r j = s j + i∈I s i j x i = 0 for all 1 ≤ j ≤ n and so we are done.
Using Lemma 1.9, to know the classification of irreducible locally finite root supersystems, we first need to know the classification of locally finite root systems. Suppose that T is a nonempty index set with |T | ≥ 2 and U := ⊕ i∈T Zǫ i is the free Z-module over the set T. Define the form
These are irreducible locally finite root systems in their Z-span's. Moreover, each irreducible locally finite root system is either an irreducible finite root system or a locally finite root system isomorphic to one of these locally finite root systems. We refer to locally finite root systems listed in (1.11) as type A, D, B, C and BC respectively.
We note that if R is an irreducible locally finite root system as above, then (α, α) ∈ N for all α ∈ R. This allows us to define
The elements of R sh (resp. R lg , R ex ) are called short roots (resp. long roots, extra-long roots) of R. We point out that following the usual notation in the literature, the locally finite root system of type A is denoted byȦ instead of A, as all locally finite root systems listed above are spanning sets for F ⊗ Z U other than the one of type A which spans a subspace of codimension 1; see [5] and [16, Rem. 1.6(i)].
In the following two theorems, we give the classification of irreducible locally finite root supersystems. |T | = |T ′ | if T, T ′ are both finite. Fix a symbol α * and pick t 0 ∈ T and p 0 ∈ T ′ . Consider the free Z-module X := Zα * ⊕ ⊕ t∈T Zǫ t ⊕ ⊕ p∈T ′ Zδ p and define the symmetric form
Take R to be R re ∪ R × ns as in the following table:
in which W is the subgroup of Aut(X) generated by the reflections r α (α ∈ R re \ {0}) mapping β ∈ X to
is an irreducible locally finite root supersystem of imaginary type and conversely, each irreducible locally finite root supersystem of imaginary type is isomorphic to one and only one of these root supersystems.
, for some n ∈ {2, 3}, are irreducible locally finite root systems. Set X := X 1 ⊕ · · · ⊕ X n and (·, ·) := (·, ·) 1 ⊕ · · · ⊕ (·, ·) n and consider the locally finite root system (X, (·, ·), S := S 1 ⊕ · · · ⊕ S n ). Take W to be the Weyl group of S. For 1 ≤ i ≤ n, we identify X i with a subset of Q ⊗ Z X i in the usual manner. If 1 ≤ i ≤ n and S i is a finite root system of rank ℓ ≥ 2, we take
to be a set of fundamental weights for S i and if S i is one of infinite locally finite root systems B T , C T , D T or BC T as in (1.11), by ω i 1 , we mean ǫ 1 , where 1 is a distinguished element of T. Also if S i is one of the finite root systems {0, ±α} of type A 1 or {0, ±α, ±2α} of type BC 1 , we set ω 
is an irreducible locally finite root supersystem of real type and conversely, if (X, (·, ·), R) is an irreducible locally finite root supersystem of real type, it is either an irreducible locally finite root system or isomorphic to one and only one of the locally finite root supersystems listed in the above table.
Remark 1.14. (i) We make a convention that from now on, for the types listed in column "type" of Theorems 1.12 and 1.13, we may use a finite index set T and its cardinal number in place of each other, e.g., if T is a nonempty finite set of cardinal number ℓ, instead of type B(1, T ), we may write B(1, ℓ). We also mention that as we will see in Example 2.36, there is an extended affine Lie superalgebra with nonzero odd part whose root system is isomorphic to the locally finite root system of type BC T . In order to distinguish the root system of that Lie superalgebra from the locally finite root system of type BC T , we denote it by B(0, T ); more precisely, the underlying vector space of the locally finite root supersystem of type B(0, T ) is the same as the one of BC T and the corresponding symmetric form is the opposite of the defined form for type BC T .
In what follows we collect some information regarding R which we will use in Lemma 2.16. Keep the same notation as in Theorem 1.13 and fix p, q ∈ T ′ with p = q and i ∈ T (i := 0 if |T | = 1). If |T | = 1, set
Then for γ := δ p + δ q ,
, (γ, θ 2 ) = 0 and the following elements are not roots: (i) A is a free abelian group and R contains a Z-basis for A.
(ii) If X = A(ℓ, ℓ), R contains a Z-basis Π for A satisfying the partial sum property in the sense that for each α ∈ R × , there are α 1 , . . . , α n ∈ Π (not necessarily distinct) and r 1 , . . . , r n ∈ {±1} with α = r 1 α 1 + · · · + r n α n and r 1 α 1 + · · · + r t α t ∈ R × , for all 1 ≤ t ≤ n. which we shall use in the sequel. For an irreducible locally finite root supersystem R of type X, set In this section, we study simple extended affine Lie superalgebras (L, (·, ·), H) with L 0 = H. We show that the root system R of such a Lie superalgebra L is an irreducible locally finite root supersystem. We show that R contains a pair (δ 1 , δ 2 ) of nonorthogonal nonsingular roots with δ 1 + δ 2 , δ 1 − δ 2 ∈ R if and only if R is of type A(1, 1); in this case, the root spaces corresponding to nonzero nonsingular roots are 2 dimensional while in all other cases the root spaces corresponding to nonzero roots are 1 dimensional. We also prove that the derived subalgebra of the even part of the Lie superalgebra L is a semisimple Lie algebra and that L1 is a completely reducible L0-module with at most two irreducible constituents. We next conclude that L is a direct union of finite dimensional basic classical simple Lie subsuperalgebras.
From now on till the end of this section, we assume (L, H, (·, ·)) is an extended affine Lie superalgebra with corresponding root system R with R × = ∅. By [15, Pro. 3.10] (2.1)
Also for α ∈ R i (i = 0, 1) with (α, α) = 0, by [15, Lem. 3.6] , there are e α ∈ (Lī) α and f α ∈ (Lī) −α such that
Moreover, the subsuperalgebra G(α) of G generated by {e α , f α , h α } is either isomorphic to sl 2 or to osp(1, 2) ≃ spo(2, 1); see [15, §2] . Now for α ∈ R 0 \ {0} with (α, α) = 0,
is an automorphism of L. Also one can easily check that θ α (h) = h − α(h)h α for all h ∈ H. Now let β ∈ R and
This implies that if
where
if at least one of the following conditions is satisfied:
Proof. (i) Suppose that α ∈ R i (i ∈ {0, 1}). Fix an sl 2 -super triple (y α , y −α , h α ), with y α ∈ (Lī) α and y −α ∈ (Lī) −α , corresponding to α. Take G(α) to be the subsuperalgebra of L generated by
take V k (x) to be the submodule of V generated by x. Then by the proof of Proposition 3.8 of [15] , V k (x) is finite dimensional and so V is completely reducible as G(α) is a typical f.d.b.c.s Lie superalgebra. Moreover, the action of h α on V is diagonalizable with the set of eigenvalues 
and so we are done.
(ii) Set γ := α + β. 
re , α is an element of R 0 if and only if 2α ∈ R.
Proof. We first note that using [15, Pro. 3.10 
Then by (1.3) and the fact that the only scalar multiples of α which can be roots are 0, ±2α, ±α, ±(1/2)α, we get that M is a G(α)-submodule of L. Now using the same argument as in part (i) 
with [15, Lem. 3.6 ] completes the proof.
We have the following statements:
(ii) Suppose ( R , (·, ·), R) is a locally finite root supersystem. Assume S is a sub-supersystem of R and set
S to be the function mapping α ∈ H * to α | HS . Then for α, β ∈ R with α − β ∈ S , if π(α) = π(β), we have α = β; in particular π restricted to S is injective.
Proof. (i) Contemplating (2.6), (2.1) and (1.1), one finds i ∈ {0, 1} with
This shows that [x, y] = 0 and so we are done.
(ii) Suppose that α, β ∈ R and α − β ∈ S . If α − β = 0, then since the form (·, ·) restricted to S is nondegenerate, one finds γ ∈ S with (α − β, γ) = 0. This means that (α − β)(t γ ) = 0. But by (2.2),
. This completes the proof.
Then we have the following:
the form on each of the following subspaces
is nondegenerate.
which is a contradiction. So 2α ∈ R. Similarly, 2β ∈ R. This together with Proposition 2.5 and (2.6) implies
in particular, we have
We next note that for i, j with {i, j} = {1, 2} and r, s ∈ {±1}, we have
This means that (2.10)
, then by Lemma 2.7(i) and (2.10), we have
Next set
and to the contrary assume 
= 0, the form restricted to M is nondegenerate and so using Lemma 1.4, we get that M is a finite dimensional basic classical simple Lie superalgebra with M0 = sl 2 ⊕ sl 2 . But all odd roots of M are nonsingular, so M is isomorphic to A(1, 1). This is a contradiction as dim(M ) = 10 while
(ii) Using the fact that the form is invariant and supersymmetric together with part (i), we have
and
Now contemplate the fact that the form is supersymmetric and consider the matrix
is an element of the radical of the form on X × X. Then since by (1.1), we have
so BX = 0 has sole solution 0. This in particular implies that the from restricted to X × X is nondegenerate.
Next suppose that
is an element of the radical of the form restricted to Y × Y. Using (1.1), we have
But by the Jacobi superidentity, we have
Now as the form is invariant, (2.12) and (2.13) implies that
This together with (1.1) implies that
are elements of the radical of the form on X × X. Therefore, m ′ = n ′ = 0 and so m = [f, m ′ ] = 0 and n = [e, n ′ ] = 0. Thus P = 0. This completes the proof.
In particular, if R is an irreducible locally finite root supersystem of
Proof. Suppose that δ ∈ R × ns . If there is η ∈ R ns with (δ, η) = 0 and δ − η ∈ R, then δ + η ∈ R × re and so we have dim(L δ+η ) = 1 by Proposition 2.5. Use (1.3) to fix x ∈ L η and y ∈ L −η with [x, y] = t η and consider the map
Then by Lemma 2.7(i), the map ϕ is an injective linear map from L δ into a one dimensional vector space and so it is onto, in particular, dim(
there is η ∈ R ns with δ + η, δ − η ∈ R × re . Set
As in the proof of Lemma 2.8, we have
β and y ∈ L −β with [e, f ] = t α and [x, y] = t β and set
Then using [16, Lem. 2.1(ii)], (2.15), (2.10), (2.1) and (1.3), one can see that M := M0 ⊕ M1 with
It follows from Lemma 2.8(i) and (2.11) that the form restricted to M is nondegenerate and so by Lemma 1.4, M is a finite dimensional basic classical simple Lie superalgebra with M0 ≃ sl 2 ⊕ sl 2 . So M is a finite dimensional basic classical simple Lie superalgebra isomorphic to A(1, 1) as all odd roots are nonsingular. Therefore, its root spaces corresponding to nonzero nonsingular roots are 2-dimensional. This in particular implies that a 1 and b 4 are linearly independent and so dim(L δ1 ) ≥ 2. Now to the contrary assume c ∈ L δ1 is linearly independent from {a 1 , b 4 }. Since the form is supersymmetric and invariant, we have (a, [f, [y, c] 
. Now contemplating (2.11) and Lemma 2.8(i), we set
Since det(A) = 0, the system AX = 0 has a nonzero solution (r, s, k) t (t indicates the transposition). Setting
which is absurd. Thus s = 0. This implies that {a, c ′ , [e, [x, b] ]} is linearly independent. Next considering the fact that the form is nondegenerate on
, it is not hard to see that the form is nondegenerate on K × K where K := K0 ⊕ K1 with
So by Lemma 1.4, K is a finite dimensional basic classical simple Lie superalgebra with K0 ≃ sl 2 ⊕ sl 2 . Since all odd roots are nonsingular, we get that K is of type A(1, 1) which is absurd due to its dimension. This completes the proof of the first assertion. Now suppose R is an irreducible locally finite root supersystem of imaginary type
, there is η ∈ R ns with (δ, η) = 0; on the other hand, we know from the classification theorem for imaginary types that there are no two nonorthogonal nonsingular roots whose both summation and subtraction are again roots. So there is s ∈ {±1} with δ + sη ∈ R and δ − sη ∈ R. Now the result follows from the first assertion.
Lemma 2.16. Suppose that L 0 = H. If R is an irreducible extended affine root supersystem of type X = A(1, 1), BC(1, 1), then for δ 1 , δ 2 ∈ R ns with (δ 1 , δ 2 ) = 0, there is a unique r ∈ {±1} with δ 1 + rδ 2 ∈ R.
Proof. Suppose that δ 1 , δ 2 ∈ R ns with (δ 1 , δ 2 ) = 0. Since R is an extended affine root supersystem, there is at least one r ∈ {±1} with δ 1 + rδ 2 ∈ R. Now to the contrary, we assume α := δ 1 + δ 2 , β := δ 1 − δ 2 ∈ R and get a contradiction. Since X = A(1, 1), BC(1, 1) and there are two non-orthogonal nonsingular roots whose summation and subtraction are again roots, using Lemma 1.18 together with Theorems 1.12 and 1.13, we get that R is of one of the types C(1, T ) or C(T, T ′ ), BC(T, T ′ ) with |T ′ | > 1. Considering Lemma 1.18 and Theorem 1.13 together with Remark 1.14(iii), there is γ ∈ R re such that (α, γ) = 0, (γ, δ 1 ), (γ, δ 2 ) = 0, (β, β) = 2(β, γ),
(γ,γ) = 2 and that the following elements are not elements of R :
Since (γ, δ 1 ), (γ, δ 2 ) = 0 and γ + δ 1 ∈ R, γ − δ 2 ∈ R, we have η := δ 1 − γ, ζ := −γ − δ 2 ∈ R. We next note that 2(β,γ) (γ,γ) = 2 and that β + γ ∈ R, so we have using the root string property that β − γ, β − 2γ ∈ R × re . In particular,
we have
, to be as in the following table: Next we note that if
Also if t α ∈ span F {t β , t γ }, one concludes (t α , t α ) = 0 which is absurd, so {t α , t β , t γ } is a linearly independent subset of H. Now set
We claim that M is a subsuperalgebra of L. To prove our claim, we need to know the multiplication table of the elements of a basis of M. Since [L1, L1] ⊆ L0, we first show that for z, z
In the following tables, we denote the weight [z,
the (r, s)-th entry of each table denotes the summation of the weights of r-th entry of the first column and s-th entry of the first row; the red parts denote the elements which are not roots.
Using these two tables together with ( 
Also contemplating Lemma 2.4 as well as Proposition 2.5 and setting
we get that
as (δ 2 , η), (ζ, δ 1 ) = 0 and η + δ 2 , δ 1 − ζ ∈ R. We consider the following tables; as before, the (r, s)-th entry of the following tables denotes the summation of the weights of r-th entry of the first column and s-th entry of the first row and the red parts denote the elements which are not roots.
Now one can easily check the following multiplication table:
Take r 1 , . . . , r 7 , s 1 , . . . , s 6 , k 1 , . . . , k 4 ∈ F \ {0} to be such that
Then we have 
Now setting ǫ := α/2, θ 1 := β/2 and θ 2 := −γ + β/2, M has a weight space decomposition with respect to K with the set of weights
that is a locally finite root supersystem of type C(1, 2). It follows from Lemma 2.8(i) that for θ ∈ {±δ 1 , ±δ 2 , ±η, ±ζ}, the form on M θ ⊕ M −θ is nondegenerate. Also the corresponding matrix of the from restricted to K with respect to the ordered basis {t α , t β , t γ } is
whose determinant is (α, α)(β, γ) 2 = 0. This implies that the form is nondegenerate on K and so the form is nondegenerate on M. We note that span F {t θ | θ ∈ {±δ 1 , ±δ 2 , ±ζ, ±η}} = span F {t θ | θ ∈ {±α, ±β, ±γ} = K and the form is nondegenerate on K, so for each 0 = h ∈ K, there is θ ∈ {±δ 1 , ±δ 2 , ±ζ, ±η} such that θ(h) = (h, t θ ) = 0. Now as M0 is a finite dimensional semisimple Lie algebra of type A 1 ⊕ C 2 , using Lemma A(1, 1) or BC(1, 1) . We show that R cannot be of type BC (1, 1) 
Proof. By Lemma 2.16, R is either of type
We note that by (2.1) and Proposition 2.5, for α ∈ {±ǫ 0 ± δ 0 , ±ǫ 0 , ±δ 0 }, L α ⊆ L1. Set δ 1 := rǫ 0 + sδ 0 and δ 2 := rǫ 0 − sδ 0 for some r, s ∈ {±1} and note that [L
Take α, β, e, f, x, y, a 1 , . . . , a 4 , b 1 , . . . , b 4 to be as in the proof of Proposition 2.14; contemplating Proposition 2.5 and (2.18), as in Proposition 2.14, one can check that
is a finite dimensional basic classical simple Lie superalgebra. But the even part of M is isomorphic to sl 2 ⊕ sl 2 with Cartan subalgebra Ft α + Ft β and the root system of M with respect to Ft α + Ft β is BC (1, 1) . This is a contradiction using the classification of finite dimensional basic classical simple Lie superalgebras. So to complete the proof, we assume R is of type A(1, 1) and show that R is a locally finite root supersystem. Take V := span F R and denote the induced form on V again by (·, ·). Using the same argument as in [14, Lem. 3.10] , one can see thatR re is locally finite in its F-span in the sense that it intersects each finite dimensional subspace of span FRre in a finite set. So using Lemmas 3.10, 3.12 and 3.21 of [14] , we get thatR is an irreducible locally finite root supersystem in its Z-span. Also using [14, Lem. 3.5]; we get thatR re is a locally finite root system and the restriction of the form (·, ·) toV re := span FRre is nondegenerate. Therefore we have (2.19) the restriction of the form (·, ·) toV Q := span QRre is nondegenerate.
SinceR re is a locally finite root system, by [6, Lem. 5.1], it contains a Z-linearly independent subset T such that (2.20)
in which by W T , we mean the subgroup of the Weyl group ofR re generated by rᾱ for allᾱ ∈ T. On the other hand, we know there is a subset Π of R such thatΠ is a Z-basis for span ZR ; see [16, Lem. 2.3] . This allows us to define the linear isomorphism ϕ : span QR −→ Q ⊗ Z span ZR mappingᾱ to 1 ⊗ᾱ for all α ∈ Π. Now suppose thatR is of real type, then
which in turn implies that span QR = span QR re . Therefore, span QR = span Q T and so span FR = span F T. But T is Z-linearly independent and so it is Q-linearly independent. We now prove that T is F-linearly independent.
Suppose that {ᾱ 1 , . . . ,ᾱ n } ⊆ T and {r 1 , . . . , r n } ⊆ F with n i=1 r iᾱi = 0. Take {a j | j ∈ J} to be a basis for Q-vector space F. For each 1 ≤ i ≤ n, suppose {r
Since 2(ᾱi,ᾱ)(ᾱ ,ᾱ)¯∈ Z, we get that for each j ∈ J andᾱ ∈ T,
So by (2.19), n i=1 r j iᾱ i = 0 for all j ∈ J. But T is Q-linearly independent and so r j i = 0 for all 1 ≤ i ≤ n and j ∈ J. This means that (2.21)
T is F-linearly independent.
Next suppose thatR is of imaginary type and fix α * ∈ R × ns . Using a modified version of the above argument together with [14, Lem 3.14] (see also [14, Lem. 3 .21]), we get that
For each element α ∈ T, we fix a preimageα ∈ R of α under¯and set
* } ifR is of imaginary type.
We have using [14, Pro. 3.14] together with (2.20) thatV = span FK . Therefore settingV := span F K and using (2.21) and (2.22), we get that V =V ⊕ V 0 . We setṘ := {α ∈V | ∃σ ∈ V 0 ,α + σ ∈ R}, thenṘ is a locally finite root supersystem in its Z-span isomorphic toR. Also since K ⊆ R ∩Ṙ, −K ⊆ R ∩Ṙ. So the subgroup W K of the Weyl group of R generated by the reflections based on real roots of K, we have
ifR is of real type, R × ifR is of imaginary type.
We finally set Sα := {σ ∈ V 0 |α + σ ∈ R} forα ∈Ṙ. Then R = ∪α ∈Ṙ (α + Sα). Now using Suppose that δ 1 , δ 2 ∈ R ns with (δ 1 , δ 2 ) = 0 and
such that δ 1 =δ 1 +σ and δ 2 =δ 2 +τ. Since δ 1 ±δ 2 ∈ R, we get using (2.23) that σ +τ, σ −τ = 0 and so σ = τ = 0.
Therefore, takingṘ = {0, ±2ǫ 0 , ±2δ 0 , ±ǫ 0 ± δ 0 }, we have ǫ 0 ± δ 0 ∈ R. Now if r ∈ {±1} and δ ∈ S ǫ0+rδ0 , since (ǫ 0 − rδ 0 , ǫ 0 + rδ 0 + δ) = 0, either 2rδ 0 + δ ∈ R or 2ǫ 0 + δ ∈ R which together with (2.23) implies that δ = 0.
This shows R ⊆Ṙ and so V =V. Therefore R =Ṙ is a locally finite root supersystem in its Z-span of type
Lemma 2.24. Suppose that L 0 = H and that L is simple. Then R is an irreducible locally finite root supersystem.
Proof. Set V := span F R and denote the induced form on V again by (·, ·). As in Lemma 2.17, there is a subspacė V of V, a subsetṘ ofV and a class {Sα |α ∈Ṙ} of subsets of V 0 , the radical of the form (·, ·), such that V =V ⊕ V 0 andṘ is a locally finite root supersystem inV isomorphic to the imageR of R in V/V 0 under the canonical projection map, with R = ∪α ∈Ṙ (α + Sα). Take K to be the subsuperalgebra of L generated by
Since K is a nonzero ideal of L, we have K = L. Now to the contrary, assume that R is not irreducible, then there are nonempty subsets A 1 , A 2 of R × such that R × = A 1 ⊎ A 2 and that (A 1 , A 2 ) = {0}. Now if α, β ∈ A i (i = 1, 2) are such that α + β ∈ R, then for j ∈ {1, 2} with j = i, we have (α + β, A j ) = {0}, so either α + β ∈ A i or α + β ∈ R 0 . Therefore, either α + β ∈ A i or α =α + σ and β = −α + τ for someα ∈Ṙ × and σ ∈ Sα, τ ∈ S −α . Also if {i, j} = {1, 2}, α ∈ A i and β ∈ A j , then (α + β, A i ) = (α, A i ) = {0} and (α + β, A j ) = (β, A j ) = {0}. This implies that α + β neither belongs to R × nor belongs to R 0 . So α + β ∈ R.
Therefore, forȦ i :
nontrivial ideal of L = K. This makes a contradiction, so R is an irreducible extended affine root supersystem.
We next note that if δ ∈ R 0 \ {0}, then t δ is a nonzero element of the center of L = K which is a contradiction.
Now if R is not of type A(ℓ, ℓ), [16, Lem. 1.13] implies that R is a locally finite root supersystem in its Z-span.
Also if R is of type A(ℓ, ℓ), Lemma 2.14 and Proposition 2.5 imply that L is finite dimensional, in particular,
Therefore, H * = span F R and the induced form on H * is nondegenerate. But V = span F R = H * , and so the form on V is nondegenerate. This in turn implies that the form restricted to R is nondegenerate. This means that R is an irreducible locally finite root supersystem.
Lemma 2.27. Suppose that L 0 = H. If the root system R of L is a locally finite root supersystem in its Z-span,
Proof. Set A := R , V := span F R and denote the induced form on V again by (·, ·). Since R is a locally finite root supersystem in A, the form restricted to A is nondegenerate and so using the same argument as in [14, Lem.
3.21], the form on V is also nondegenerate. Suppose that R = ⊕ i∈I S i is the decomposition of R into irreducible sub-supersystems and set
We prove that each L(i) (i ∈ I) is a simple ideal of L. We note that each S i is a closed sub-supersystem of R, so L(i) is an ideal of L. Suppose that i ∈ I and note that L(i) has a weight space decomposition
We claim that there is α ∈ S × i with J ∩L(i) α = {0}. To the contrary, assume J = J ∩L(i) 0 and suppose h := α∈Si r α t α ∈ L(i) 0 is a nonzero element of J, then since α∈Si r α α is a nonzero element of S i , one finds β ∈ S i with ( α∈Si r α α, β) = 0, therefore,
So L(i) ⊆ J. This completes the proof. Proof. We first note that R is an irreducible locally finite root supersystem by Lemma 2.24. We now assume L is infinite dimensional. Contemplating Lemma 2.4(iii) of [16] , we get that R is a direct union of its irreducible closed finite sub-supersystems of the same type as R, say R = ∪ γ∈Γ R(γ), where Γ is a nonempty index set. For
. Considering Lemma 2.14 and Proposition 2.5 and using the same argument as in Lemma 2.27, one can see that L(γ) is a finite dimensional simple subsuperalgebra.
We next show that L(γ) is a finite dimensional basic classical simple Lie superalgebra. Since the form restricted to L(γ) is nonzero and even, we just need to show L(γ)0 is a reductive Lie algebra or equivalently L(γ)1 is a completely reducible L(γ)0-module. We carry out this throughout the following two cases:
R is of real type: In this case, span
where n is a positive integer, is the decomposition of the finite root system R(γ)0 into irreducible subsystems. Using the same argument as in Lemma 2.27, we get that for each 1 ≤ i ≤ n, R is of imaginary type: Take W to be the Weyl group of R and fix δ * ∈ R × ns . Without loss of generality, we assume each R(γ) contains δ * . We recall from Lemma 1.9(iii) that R × ns = ±Wδ * and note that −δ * ∈ Wδ * as otherwise −δ * ∈ δ * + R re which contradicts the fact that R is of imaginary type. For γ ∈ Γ, take W γ to be the Weyl group of R γ and set S 1 := W γ δ * as well as S 2 := −W γ δ * . We note that by Proposition 2.5 and (2.1), R1 = R × ns and claim that for i = 1, 2, α∈Si (L1) α is an irreducible L(γ)0-module. By [14, Lem.
by Proposition 2.14, we have dim(L1) γ = 1. Suppose that β ∈ S i , then there are γ 1 , . . . , γ n ∈ (R γ )0 \ {0} such that β = r γ1 · · · r γn (γ). Now considering (2.3), we have
This together with the fact
Finally, suppose that L is finite dimensional, using the same argument as above, if R is of real type, L0 is a finite dimensional semisimple Lie algebra and if R is of imaginary type, L1 is a completely reducible L0-module, so L is a finite dimensional basic classical simple Lie superalgebra. The last assertion follows easily form the facts that L is a direct union of finite dimensional basic classical simple Lie superalgebras and that nonzero invariant forms on such Lie superalgebras are proportional.
Definition 2.29.
A nonzero Lie superalgebra L = L0 ⊕ L1 over an algebraically closed field is called a locally finite basic classical simple Lie superalgebra if
• L is locally finite and simple,
• L0 has a nontrivial subalgebra H with respect to which L has a weight space decomposition L = α∈H * L α via the adjoint representation with corresponding root system R such that L 0 = H and
• L is equipped with an invariant nondegenerate even supersymmetric bilinear form. Proof. Suppose that L is a locally finite simple Lie superalgebra equipped with an invariant nondegenerate even supersymmetric bilinear form (·, ·) and that L0 has a nontrivial subalgebra H with respect to which L has a weight space decomposition L = α∈H * L α via the adjoint representation with corresponding root system R such that L 0 = H and R × = ∅. Use the same notation as in the text and suppose α ∈ R i \ {0} for some i ∈ {0, 1}.
Since the form is nondegenerate and even, we get that the form on (Lī) α ⊕ (Lī) −α is nondegenerate and so there are x ∈ (Lī) α and y ∈ (Lī) −α such that (x, y) = 0. Now [x, y] ∈ H and for each h ∈ H,
the subsuperalgebra of L generated by x, y is finite dimensional, so there is a positive integer n such that (ad x ) n (y) ∈ L nα+β equals to zero. This means that ad x is locally nilpotent. Altogether, we concluded that (L, (·, ·), H) is a simple extended affine Lie superalgebra. This together with Lemma 2.28 completes the proof of the first assertion.
Now suppose L is a locally finite basic classical simple Lie superalgebra, (i) and (ii) follow from Lemmas 2.24 and 2.28. For (iii), we note that if
Finally for (iv), we first suppose R is of imaginary type, then by Proposition 2.5 and (2.1), R 1 = R ns \ {0} and by Proposition 2.14, dim L δ = 1 for δ ∈ R × ns . Now one can use the same argument as in the proof of Lemma 2.28 to get that L1 is completely reducible L0-module with two irreducible constituent. Next suppose R is of type A(ℓ, ℓ), then by Propositions 2.14 and 2.5, L is finite dimensional and so by Lemma 2.28 and the theory of finite dimensional basic classical simple Lie superalgebras, we are done. Finally, suppose R is of a real type other than type A(ℓ, ℓ). Then by Propositions 2.5, 2.14 and Lemma 2.17,
Also using the classification theorem for real types, we have the following:
re ;2α∈R L α and suppose that U is a submodule of L0-module
ns or for some α ∈ R × with 2α ∈ R. Now (2.32) together with Lemma 2.4 and (2.31) imply that U ∩ S 1 = {0} and if S 2 = {0}, U ∩ S 2 = {0}. Now considering (2.31) and using the same argument as in the proof of Lemma 2.28 together with the fact that all roots β ∈ R 1 with 2β ∈ R and also all nonzero nonsingular roots are conjugate under the Weyl group action, we get that S 1 + S 2 ⊆ U. So U = L1. This completes the proof. Proof. There is nothing to prove if L is a Lie algebra. So suppose that L1 = {0}. If R is of type B(0, T ), take δ := 0 and otherwise, take δ to be a fix nonzero nonsingular root. We know that R ns = {0} ∪ ±Wδ in
and by (2.1) and Theorem 2.30,
is a semisimple ideal of L0. Also contemplating [14, Lem. 3.5] , the induced form on span F R restricted to span F R re is nondegenerate. Now it follows that t δ ∈ span F {t α | α ∈ R re } if and only if t δ ∈ span Q {t α | α ∈ R re }; see [16, Lem. 1.8]. So we have
−α ] and so L0 = K which is a semisimple Lie algebra. Conversely, suppose L0 is a semisimple Lie algebra and to the contrary assume R is of imaginary type. Then L0 = K ⊕ Ft δ . Since L0 is a semisimple Lie algebra and K is an ideal of L0 of codimension 1, there is a 1-dimensional ideal I of L0 such that L0 = K ⊕ I. Fix 0 = x ∈ I. We have I = Fx.
. This means that I is a central ideal of L0 which is absurd. So x ∈ H. Therefore x = α∈R × 0 x α + α∈Rre r α t α + rt δ in which r α ∈ F (α ∈ R re ), r ∈ F \ {0} and for each α ∈ R × 0 , x α ∈ (L0) α with x γ = 0 for some γ ∈ R 0 \ {0}. Since I = Fx is an ideal, we have
Now (2.34) implies that t γ ∈ F( α∈Rre r α t α + rt δ ) ∩ ( α∈Rre Ft α ) which is a contradiction as R is of imaginary type. This completes the proof.
2.1. Examples. For a unital associative superalgebra A and nonempty index supersets I, J, by an I × J-matrix with entries in A, we mean a map A : I × J −→ A. For i ∈ I, j ∈ J, we set a ij := A(i, j) and call it the (i, j)-th entry of A. By a convention, we denote the matrix A by (a ij ). We also denote the set of all I × J-matrices with
is called the supertransposition of A and denoted by A st . If A = (a ij ) ∈ A I×J and B = (b ij ) ∈ A J×K are such that for all i ∈ I and k ∈ K, at most for finitely many j ∈ J, a ij b jk 's are nonzero, we define the product AB of A and B to be the I × K-matrix C = (c ik ) with c ik := j∈J a ij b jk for all i ∈ I, k ∈ K. We note that if A, B, C are three matrices such that AB, (AB)C, BC and A(BC) are defined, then A(BC) = (AB)C. We make a convention that if I is a disjoint union of subsets I 1 , . . . , I t of I, then for an I × I-matrix A, we write
in which for 1 ≤ r, s ≤ t, A r,s is an I r × I s -matrix whose (i, j)-th entry coincides with (i, j)-th entry of A for all i ∈ I r , j ∈ I s . In this case, we say that A ∈ A I1⊎···⊎It and note that the defined matrix product obeys the product of block matrices. If {a i | i ∈ I} ⊆ A, by diag(a i ), we mean an I × I-matrix whose (i, i)-th entry is a i for all i ∈ I and other entries are zero. If A is unital, we set 1 I := diag(1 A ). A matrix A ∈ A I is called invertible if there is a matrix B ∈ A I such that AB as well as BA are defined and AB = BA = 1 I ; such a B is unique and denoted by A −1 . For i ∈ I, j ∈ J and a ∈ A, we define E ij (a) to be a matrix in A I×J whose (i, j)-th entry is a and other entries are zero and if A is unital, we set e i,j := E i,j (1).
Take M I×J (A) to be the subspace of A I×J spanned by {E ij (a) | i ∈ I, j ∈ J, a ∈ A}. M I×J (A) is a superspace with M I×J (A)ī := span F {E r,s (a) | |r| + |s| + |a| =ī}, for i = 0, 1. Also with respect to the multiplication of matrices, the vector superspace M I×I (A) is an associative F-superalgebra and so is a Lie superalgebra under the Lie bracket [A, B] := AB − (−1) |A||B| BA for all A, B ∈ M I×I (A). We denote this Lie superalgebra by pl I (A). We note that for X, Y ∈ pl I (A), (XY )
For an element X ∈ pl I (A), we set str(X) := i∈I (−1) |i| x i,i and call it the supertrace of X.
|X||Q| QX} is a Lie subsuperalgebra of pl I (F).
(ii) If Q 1 , Q 2 are homogeneous elements of F I and T is an invertible homogeneous element of F I of degree
(iii) Suppose that I and J are two supersets and η : I −→ J is a bijection preserving the degree. For a matrix
. If Q is a homogeneous element of F I and
Proof. (i), (ii) It is easy to verify.
(iii) Suppose that matrices A, B ∈ F I are such that AB is defined, then for i, j ∈ I, we have
This in particular implies that if A, B, C, D ∈ F I are such that AB and CD are defined and AB = CD, then
Moreover, as η preserves the degree, we have (
st . Now it is easy to see that the
Example 2.36. For two disjoint index sets I, J with J = ∅, suppose that {0, i,ī, | i ∈ I ∪ J} is a superset with |0| = |i| = |ī| = 0 for i ∈ I and |j| = |j| = 1 for j ∈ J. We setİ := I ∪Ī,İ 0 := {0} ∪ I ∪Ī andJ := J ∪J in whichĪ := {ī | i ∈ I} andJ := {j | j ∈ J}.
For I =İ ∪J or I =İ 0 ∪J, we set
Now by Lemma 2.35,
is a Lie subsuperalgebra of pl I (F) which we refer to as osp(2I, 2J) or osp(2I + 1, 2J) if I =İ ∪J or I =İ 0 ∪J respectively. Set (2.37)
in which for t ∈ I and k ∈ J, h t := e t,t − et ,t and d k := e k,k − ek ,k and for i ∈ I and j ∈ J, define
(t ∈ I, k ∈ J). One sees that G I has a weight space decomposition with respect to h. Taking R(I) to be the corresponding set of weights, we have (2.38)
in which ±(ǫ r ± ǫ s )'s are disappeared if |I| = 1 and ±ǫ r 's, ±(ǫ r ± ǫ s )'s as well as ±(ǫ r ± δ p )'s are disappeared if |I| = 0. Moreover, for r, s ∈ I, p, q ∈ J with r = s and p = q, we have
Then (G I , h, (·, ·)) is a locally finite basic classical simple Lie superalgebra whose root system is an irreducible locally finite root supersystem of type X as in the following table:
We refer to h as the standard Cartan subalgebra of G I . We note that (G I )0 is centerless unless I =İ ∪J with |I| = 1; see Lemma 2.33. In this case, suppose I = {1}, then for a fixed index j ∈ J, t ǫ1+δj − (1/2)t 2δj is a nonzero central element of the even part of G I . ♦ Lemma 2.39. Suppose that I, J are two nonempty index sets with |I| = ∞, then osp(2I, 2J) ≃ osp(2I + 1, 2J).
Proof. Consider the following matrices of F {0}⊎I⊎Ī⊎J⊎J :
then we have S st QS = Q e . Also for matrices
Example 2.40. Suppose that J is a superset with J0, J1 = ∅. Set G := sl(J0, J1) = {X ∈ pl J (F) | str(X) = 0}
and H := span F {e i,i − e r,r , e j,j − e s,s , e i,i + e j,j | i, r ∈ J0, j, s ∈ J1}. For t ∈ J0, k ∈ J1, define
ei,i − er,r → δi,t − δr,t, ej,j − es,s → 0, ei,i + ej,j → δi,t,
If |J| < ∞ and |J0| = |J1|, take K := F j∈J e jj and note that it is a subset of the radical of the form (·, ·). So it induces a bilinear form on G/K denoted again by (·, ·). Set
Then (L := sl s (J0, J1), (·, ·), H/K) is a locally finite basic classical simple Lie superalgebra with root system
which is an irreducible locally finite root supersystem of type X as in the following table:
Also if (|J0|, |J1|) = (1, 1), for i, j ∈ J0 and p, q ∈ J1 with i = j and p = q, we have
We refer to H/K as the standard Cartan subalgebra of L = sl s (J0, J1). We now need to discuss the center of L0 for our future purpose. We recall from finite dimensional theory of Lie superalgebras that if |J0|, |J1| < ∞, L0 has nontrivial center if and only if |J0| = |J1| and that in this case, it has a one dimensional center. Now suppose |J0 ∪ J1| = ∞, say |J0| = ∞. Fix i 0 ∈ J0 and j 0 ∈ J1. Then {e i,i − e i0,i0 , e j,j − e j0,j0 , e i0,i0 + e j0,j0 | i ∈ J0 \ {i 0 }, j ∈ J1 \ {j 0 }} is a basis for H. Suppose i 1 , . . . , i ℓ are distinct elements of J0 \ {i 0 } and j 1 , . . . , j n are distinct elements of J1 \ {j 0 }. If z = ℓ t=1 r t (e it,it − e i0,i0 ) + n t=1 s t (e jt,jt − e j0,j0 ) + k(e i0,i0 + e j0,j0 ) (where Moreover, in each of the first three cases, the mentioned isomorphism can be chosen such that the standard Cartan subalgebra of G is mapped to the standard Cartan subalgebra of L.
Proof. We first note that for two Lie algebras and its Cartan matrix is symmetrizable. We define Chevalley bases in a somehow different manner from the one they have defined. Throughout this section we assume the field F is algebraically closed. 
α, α ′ ∈ R and some k ∈ F \ {0}, then there is a linear isomorphismf : span F R 1 −→ span F R 2 whose restriction to R 1 coincides with f and for α, α
Proof. We know that R 1 is of real type if and only if for each nonsingular root δ, there exists a nonzero integer n with nδ ∈ (R 1 ) re or equivalently span Q (R 1 ) re = span Q R 1 . Now fix a basis {α i | i ∈ I} ⊆ (R 1 ) re for span Q (R 1 ) re as well as a nonzero nonsingular root δ of R 1 if R 1 is of imaginary type. Set
Then by Lemma 1.10, B is F-linearly independent and so by Lemma 1.9(b)(iii), it is a basis for both span F R 1 and span Q R 1 . Similarly, f (B) is a basis for span F R 2 . We define the linear transformationf mapping α ∈ B to f (α).
It is immediate that
rj sj β j where r j , s j ∈ Z and β 1 , . . . , β n ∈ B, so for s = s 1 · · · s n and r We denote the induced nondegenerate symmetric bilinear form on H * again by (·, ·). We recall that for α ∈ H * , t α indicates the unique element of H representing α through the form (·, ·). For α ∈ H * , set
Next fix r ∈ F \ {0} and for each α ∈ R × , set
One can see that
ℓ} is called a Chevalley basis for G if
• there are a nonzero scalar r and a subset {β 1 , . . . , β ℓ } of R × such that {h 1 := h β1 , . . . , h ℓ := h β ℓ } is a basis for H where for α ∈ R × , by h α , we mean rt α ,
Suppose that {X α , h i | α ∈ R × , i = 1, . . . , ℓ} is a Chevalley basis for G. We know from Lemma 2.4 that
This together with the fact that dim(G α+β ) = 1 implies that there is a nonzero scalar N α,β with [X α , X β ] = N α,β X α+β ; we also interpret N α,β as zero for α, β ∈ R × with α + β ∈ R. We refer to {N α,β | α, β ∈ R × } as a set of structure constants for G with respect to {X α , h i | α ∈ R × , i = 1, . . . , ℓ}. Using a modified argument as in [1, Pro. 7 .1], one can see the following proposition but for the convenience of readers, we give its proof in details; see also [3, §3] .
Proposition 3.4. Keep the same notation as above; we have the following:
(ii) If α, β ∈ R × with α + β ∈ R × , then for s α,β := σ α σ α+β , we have
where p = 0 if α, β ∈ R ns and otherwise, p is the largest nonnegative integer such that β − pα ∈ R.
(iv) If α, β, γ, δ ∈ R × with α + β + γ + δ = 0 such that each pair is not the opposite of the one another, then
This completes the proof.
(ii) Set γ := −α − β and consider the Jacobi superidentity for X α , X β , X γ , then we have
So as |α| + |β| = |γ|, we have
Now if α, β are linearly independent, {h α , h β } is linearly independent and so we get
Therefore, as |α| + |β| = |γ|, we have
If α, β are linearly dependent, then using [16, Lem. 2.1(ii)] and [15, Pro. 3.8(i) ], one of the following cases can happen: α = ±β, α = ±2β or β = ±2α but since α + β ∈ R \ {0}, we just have α = β, β = −2α or α = −2β.
In the first case, since 2α = α + β ∈ R \ {0}, we have |α| = |β| = 1 and |γ| = 0. So (3.5) together with part (i) implies that
In the second case, |α| = |γ| = 1 and |β| = 0 and so the result is immediate using part (i). In the last case, |β| = |γ| = 1 and |α| = 0. Therefore (3.5) together with part (i) implies that
(iii) We first assume α, β ∈ R re . Let 0 ≤ i ≤ p and set β ′ := β − iα. We make a convention that
and consider the Jacobi superidentity for X α , X −α , X β ′ . Then we have
This implies that
Using part (ii) respectively for (−β ′ , −α) and (α − β ′ , −α), we get
Thus we get
So we have
Therefore, we have
This means that
as we desired. We next assume α, β ∈ R ns , then since α + β ∈ R, we have α − β ∈ R; see Proposition 2.16. Then the Jacobi superidentity for X α , X −α , X β together with parts (i) , (ii) turns into
(iv) In what follows if η 1 , η 2 ∈ H * are such that either η 1 or η 2 is not a nonzero root, we define N η1,η2 to be zero. Suppose that α, β, γ, η are as in the statement. Considering the Jacobi superidentity for X α , X β and X γ , we have
Note that if α + β is not a root, the above equality is nothing but the natural identity 0 = 0. Similarly, we have
and so we get
Thus we have
We know that there are roots α, γ such that α = ±γ and (α, γ) = 0. So either α + γ ∈ R × or α − γ ∈ R × .
Replacing γ with −γ if necessary, we assume η := −(α + γ) ∈ R × . Since α + γ + η = 0, either two of α, γ, η are positive or two of −α, −γ, −η are positive. Selecting this pair of positive roots in an appropriate order, we get a pair (η 1 , η 2 ) among the 12 pairs
such that 0 ≺ η 1 η 2 ; following [1] , we call such a pair a special pair. More precisely, a pair (α, β) of elements of R × is called a special pair if 0 ≺ α β and α + β ∈ R. A special pair (α, β) is called an extraspecial pair if for each special pair (δ, γ) with α + β = δ + γ, we get α δ.
Lemma 3.6. Suppose that A is the set of all extraspecial pairs (α, β) of R × and {N α,β | (α, β) ∈ A} is an arbitrary set of nonzero scalars. Then there is {e α ∈ G α \ {0} | α ∈ R + } such that [e α , e β ] = N α,β e α+β for all
Proof. Suppose that R + = {α 1 , . . . , α n } with α 1 ≺ . . . ≺ α n and take t to be the smallest index such that α t is the summation of the components of an extraspecial pair. We choose arbitrary elements e αi ∈ G αi , for 1 ≤ i ≤ t − 1. We know that there is a unique extraspecial pair (α, β) with α t = α + β, so there is a unique pair (i, j) with i ≤ j < t such that α t = α i + α j and define e αt = N −1 αi,αj [e αi , e αj ]. Now using an induction process, we can complete the proof; indeed, suppose that t < r ≤ n and that {e αs | 1 ≤ s ≤ r − 1} with the desired property has been chosen. If α r is not the summation of the components of an extraspecial pair, we choose e αr arbitrary, but otherwise we pick the unique pair (i
. This completes the proof. 
with corresponding sets of structure constants {N α,β | α, β ∈ R × } and {M γ,η | γ, η ∈ S × } respectively such that
(ii) {N α,β | α, β ∈ R × } is completely determined in terms of N α,β 's for extraspecial pairs (α, β).
(iii) There is an isomorphism from G to L mapping H to T and e α to x f (α) for all α ∈ R \ {0}.
′ for all α, β ∈ R. Use Lemma 3.1 to extend the map f to a linear isomorphism, denoted again by f, from H * = span F R to T * = span F S with
For α ∈ H * , take t α to be the unique element of H representing α through (·, ·) and for β ∈ T * , take t ′ β to be the unique element of T representing β through (·, ·)
′ . Next set (3.9) h α := rt α and h
Fix a total ordering " " on span Q R as at the beginning of this subsection and transfer it through f to a total ordering, denoted again by " ", on span Q S. For α ∈ H * and β ∈ T * , set (3.10)
Suppose that A is the set of all extraspecial pairs of R, then
Fix a subset {N α,β | (α, β) ∈ A} of nonzero scalars and set M f (α),f (β) := N α,β , for all (α, β) ∈ A. Using Lemma 3.6, one can find
Now for each α ∈ R + and γ ∈ S + , choose e −α ∈ G −α and x −γ ∈ L −γ such that
and note that we have
Now for each pair (α, β) of R × with α + β ∈ R × and (α, β) ∈ A, take N α,β to be the unique nonzero element of F with [e α , e β ] = N α,β e α+β ; also for each pair (γ, η) of S × with γ + η ∈ S × such that (γ, η) is not an extraspecial pair, take M γ,η to be the unique nonzero element of F with [x γ , x η ] = M γ,η e γ+η . Fix {β 1 , . . . , β ℓ } such that {h i := h βi | 1 ≤ i ≤ ℓ} is a basis for H and set
Chevalley bases for G and L respectively. We complete the proof through the following two steps. As usual we also set N α,β := 0 and M γ,η := 0 if α, β ∈ R × and γ, η ∈ S × with α + β ∈ R × and γ + η ∈ S × . By a conventional notation in these cases, we set N ζ,α+β := 0 and M ξ,η+γ := 0 for ζ ∈ R × and ξ ∈ S × . Step 1. For a special pair (α, β), we have N α,β = M f (α),f (β) and N α,β is determined in terms of N α ′ ,β ′ 's for extraspecial pairs (α ′ , β ′ ) : Suppose that (α, β) is a special pair which is not an extraspecial pair. So there is a unique extraspecial pair (γ, δ) with α + β = γ + δ. We have α + β + (−γ) + (−δ) = 0. Therefore by Proposition 3.4, we have But γ ≺ α β ≺ δ, so if each of pairs (γ, β − γ), (α, δ − α), (γ, α − γ) and (β, δ − β) is a pair of roots, it is a pair of positive roots whose sum of its components is less than α + β = γ + δ with respect to the ordering " ". Now we use induction on α + β with respect to the ordering to complete the proof. If (α, β) is a special pair such that α + β is as small as possible with respect to " ", it follows from the above argument that (α, β) is an extraspecial pair and so there is nothing to prove. Next suppose (α, β) is a special pair and that we have the result for N ζ1,ζ2 , where (ζ 1 , ζ 2 ) is a special pair satisfying ζ + ζ 2 ≺ α + β. If (α, β) is extraspecial, there is nothing to prove, otherwise we are done using (3.11) together with (3.8) and the induction hypothesis.
Step 2. For α, β ∈ R × with α + β ∈ R × , we have N α,β = M f (α),f (β) and N α,β is completely determined in terms of N α ′ ,β ′ 's for extraspecial pairs (α ′ , β ′ ) : Suppose that α, β ∈ R × and α + β ∈ R × , then for γ := −(α + β),
we have α + β + γ = 0, so as we have seen before, there is a special pair (η 1 , η 2 ) among the 12 pairs (α, β), (α, γ), (β, γ), (β, α), (γ, α), (γ, β), (−α, −β), (−α, −γ), (−β, −γ), (−β, −α), (−γ, −α), (−γ, −β). Now using Proposition 3.4, for each pair (γ 1 , γ 2 ) of these 12 pairs, N γ1,γ2 = M f (γ1),f (γ2) are uniquely determined in terms of N η1,η2 = M f (η1),f (η2) . Now we get the result using Step 1 together with (3.8).
(iii) Use the same notation as above. Define θ : G −→ L mapping h i = h βi to t i = h ′ f (βi) and e α to x f (α) for all α ∈ R × and 1 ≤ i ≤ ℓ. We claim that θ is a Lie superalgebra isomorphism. We first note that by Proposition 2.5, (2.6) and (2.1), f (R 0 ) = S 0 and f (R 1 ) = S 1 . Therefore, we have θ(Gī) ⊆ Lī for i = 0, 1. Now we need to show θ[x, y] = [θ(x), θ(y)] for all x, y ∈ G. If x = h βi and y = e α , for some 1 ≤ i ≤ ℓ and α ∈ R × , by (3. This completes the proof.
Suppose that G is a finite dimensional basic classical simple Lie superalgebra with a Cartan subalgebra H and corresponding root system R. For a group homomorphism φ : R −→ F \ {0}, the linear transformatioñ φ : G −→ G mapping x ∈ G α (α ∈ R) to φ(α)x is a superalgebra automorphism referred to as a diagonal automorphism.
Lemma 3.13. Keep the same notations and assumptions as in Theorem 3.7 and its proof. Suppose that Π is an integral base for R and fix nonzero elements f α ∈ G α and y α ∈ L f (α) for all α ∈ Π. Then there is an isomorphism from G to L mapping f α to y α and h α to h ) ′ for all α, β ∈ R. These all together imply thatφ | R defines an isomorphism from R to S. The reverse part follows from Proposition 3.14, Proof. We first assume I is an infinite index set, J a nonempty index set and L ≃ osp(2I + 1, 2J) ≃ osp(2I, 2J). and take H to be its standard Cartan subalgebra, so by Proposition 3.14, there is an isomorphism φ : L −→ G mapping T to H. Now since L ≃ G, using Lemma 2.41, there is an isomorphism ψ form L to G mapping h to H.
Therefore, ψ −1 • φ is an automorphism of L mapping T to h. This completes the proof.
