Abstract--We study the least square regression with data dependent hypothesis and coefficient regularization algorithms based on general kernel. An explicit expression of the solution of this kernel scheme is derived. Then we provide a sample error with a decay of 1 ( ) O m and estimate the approximation error in terms of some kind of K -functional.
INTRODUCTION AND MAIN RESULTS
We establish in this paper the mathematical foundations of least square regression learning with general kernel and coefficient regularization. Our goal is to find an estimator z f on the base of given data z that approximates f ρ well with high probability. This is a ill-posed problem and the regularization technique is needed. In many areas of machine learning, the following Tikhonov regularization scheme is commonly used to overcome the ill-posedness:
We take H to be a reproducing kernel Hilbert space (RKHS) induced by a Mercer kernel. Recall a Mercer kernel K is a function on X X × which is continuous, symmetric and positive semi-definite, i.e., for any given positive integer m and any finite set of distinct points X = 
.
The reproducing property takes the form , (
This kind of kernel scheme has been studied due to a lot of literatures, c.f. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] .
In this paper we consider a different kernel scheme. 
Every hypothesis function is determined by its coefficients and the penalty is imposed on these coefficients. Then, there comes the general co -efficient regularized scheme (3) is a data dependent scheme which has been found many applications in the design of support vector machines, micro-array analysis and variable selection (see e.g. [12] - [18] ). the coefficient regularization was first introduced by Vapnik [1] to design linear programming support vector machines. It has some advantages. Firstly, the algorithm is directly a finite dimensional optimization problem and easy to be adapted to other algorithms. Secondly, one can freely choose the regularizer for different purposes. For instance the sparse representation can be obtained if the norm of the coefficients is used as the regularizer while it gives back the regularization scheme Besides these advantages, an important observation is, when the positive definite kernel is used, the coefficient regularization scheme usually provides quite comparable performance as the regularization scheme in a reproducing kernel Hilbert space. We now study a particular coefficient regularization. We endow m ℜ with usual inner product, i.e., for any 1 2 ( , , , )
we take 2 1 ( , ) . 
We notice that (4) is a strict convex optimization problem whose solution may be analyzed with tools from convex analysis (see [19] ). Based on this consideration, we shall give the explicit expression for the solution of (4), with which and a inequality for convex functions show the robustness of the solutions (see Lemma 3) . Thus we will use a new approach to estimate the learning rate 2,
For this purpose we define the integral regularized risk scheme corresponding to (4) as
Then, we have the following error decomposition.
where the first term of the righthand-side is called the sample error and the second term is called the approximation error.
Throughout this paper, we always assume | | y M < almost surely. So the regression function f ρ is bounded and square integrable with respect to X ρ . For the kernel function K , we only assume it is continuous and bounded. We denote ( )
Combining this estimate with (6) and (7) 
II. ESTIMATE OF SAMPLE ERROR AND APPROXIMATION ERROR
We reduce the estimate of sample error to that of 
( )
Hence, (12) holds. The proof of Lemma 1 is complete. We now recall a law of large numbers for random variables with values in a Hilbert space from [11] . There are other forms of the large number law (see e.g. [4] ). 
The next lemma shows the robustness for the solutions of (5). (5) for ρ and µ respectively. Then, there holds
Proof. Let ( ) V x be a differentiable convex function on . ℜ Then, it is well known that the following inequality
In this paper, we take 
It follows ( )
Integrating above inequality with respect to µ on both sides, we have the following useful inequality ( )
Note that
By (16) and (17), we have 
( ) Y
