How accurate is the streamline-diffusion FEM inside characteristic (boundary and interior) layers? by Kopteva, Natalia
HOW ACCURATE IS THE STREAMLINE-DIFFUSION FEM INSIDE
CHARACTERISTIC (BOUNDARY AND INTERIOR) LAYERS? ∗
NATALIA KOPTEVA†
Abstract. Two model two-dimensional singularly perturbed convection-diffusion problems are
considered whose solutions may have characteristic boundary and interior layers. They are solved nu-
merically by the streamline-diffusion finite element method using piecewise linear or bilinear elements.
We investigate how accurate the computed solution is in characteristic-layer regions if anisotropic
layer-adapted meshes are used. It is shown that the streamline-diffusion formulation may, in the max-
imum norm, imply only first-order accuracy in characteristic-layer regions. Numerical experiments
are presented that support our theoretical predictions.
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1. Introduction. The aim of this paper is to contribute to a better understand-
ing of the streamline-diffusion finite element method (SDFEM). This well-known sta-
bilized method was introduced by Hughes and Brooks [4]—see also [14, III.3.2.1]—for
the numerical solution of convection-dominated convection-diffusion problems. Al-
though the SDFEM does not always satisfy the discrete maximum principle, it does
combine good stability properties with high accuracy in subdomains that exclude
boundary and interior layers. The accuracy of this method in regions away from lay-
ers, including its pointwise accuracy, has been extensively studied. Roughly speaking,
if piecewise linear or bilinear elements are used, the order of pointwise convergence is
between 3/2 and 2 in subdomains where the solution is smooth [6, 11, 17, 18]; for an
overview see also [14, p.248]. In layer regions the SDFEM fails to compute accurate
solutions unless special meshes are used. Thus, if anisotropic layer-adapted meshes
are used, it is of great interest to determine how accurate, in the pointwise sense, the
computed solution is in layer regions. For outflow boundary layers this was addressed
in [9]. In this paper we shall focus on characteristic layers, which are much more
important for applications. A preliminary investigation for the case of characteristic
boundary layers was presented in [7]. A proof was outlined there that the streamline-
diffusion formulation may, in the maximum norm, imply only first-order accuracy in
characteristic-boundary-layer regions. In this paper we present a full analysis and
extend it to the case of interior layers.
We shall consider the linear two-dimensional convection-diffusion problem
Lu = −ε4u+ b · ∇u+ cu = f in Ω ⊂ R2, u = g on ∂Ω,(1.1)
where ε is a small positive parameter: 0 < ε ¿ 1. The solution of this problem
typically exhibits layers. For example, if Ω = (0, 1)× (0, 1) and b = (1, 0), i.e.,
Lu = −ε4u+ ux = f(x, y),(1.2)
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Fig. 1.1. Solutions of (1.2) combined with various Dirichlet boundary conditions; ε = 10−3,
f(x, y) = ϕ′(x), where ϕ is from (2.14).
the solution typically has two boundary layers of width O
(√
ε ln(1/ε)
)
along the char-
acteristic boundaries y = 0 and y = 1 and a layer of width O
(
ε ln(1/ε)
)
along the
outflow boundary x = 1; see the left-hand picture in Figure 1.1. If u(x, y) is dis-
continuous at the inflow boundary x = 0, e.g., at (0, 0.5), in addition, this causes an
interior layer of width O
(√
ε ln(1/ε)
)
spreading from the discontinuity point along the
corresponding characteristic y = 0.5; see the right-hand picture in Figure 1.1. In this
paper we shall only focus on characteristic boundary and interior layers.
To describe the SDFEM, we introduce a triangulation T of Ω, whose arbitrary
element T can be a triangle or a rectangle. Clearly, the solution u ∈ H2(Ω) of (1.1)
satisfies
ε(∇u,∇v) + (b · ∇u+ cu, v) +
∑
T∈T
δT (Lu− f, b · ∇v)T = (f, v) ∀ v ∈ H10 (Ω).
Here the parameter δT is constant in each T . The notation (·, ·)T and (·, ·) is used for
the inner products in L2(T ) and L2(Ω) respectively. Note that if we omit the sum
term, which equals zero, we get a standard weak formulation of problem (1.1).
Let V N ⊂ H1(Ω) be a finite element space that consists of continuous piecewise
linear or bilinear functions: V N = { v ∈ C(Ω¯) : v|T is linear or bilinear ∀T }.
The SDFEM for problem (1.1) is defined as follows:
Find uN ∈ V N that satisfies the Dirichlet boundary condition uN = g at the
boundary nodes of the mesh and such that
ε(∇uN,∇vN ) + (b · ∇uN + cuN, vN ) +
∑
T∈T
δT (LuN − f, b · ∇vN)T = (f, vN )
∀ vN∈ V N0 := V N∩H10 . In particular, for equation (1.2) we have
ε(∇uN ,∇vN ) + (uNx , vN ) +
∑
T∈T
δT (LuN − f, vNx )T = (f, vN ) ∀ vN ∈ V N0 .(1.3)
Remark 1.1. Note that linear and bilinear elements imply that in the interior of
each T we have −ε4uN = 0 and
LuN − f = uNx − f.
3The choice of the streamline-diffusion parameter δT is crucial. The standard
choice is [14, p.233]
δT =
{
δ0 hT if PeT > 1,
δ1 h
2
T /ε if PeT ≤ 1, where PeT =
|b|hT
2ε
,(1.4)
with some constants δ0 > 0 and δ1 ≥ 0. Here hT is the diameter of T . A more
sophisticated choice [2] is to replace hT with the streamline diameter hb,T that is the
length of the longest segment parallel to b contained in T .
In this paper we shall consider only the standard choice (1.4) and show that the
SDFEM is only first-order accurate in characteristic-layer regions. Our preliminary
presentation [7] gave rise to the recent investigation [8] by Linß into an alternative
choice of the SDFEM sabilization parameter, which was followed by [13]. In [8] and
[13] the alternative choice δ = O(N−2 ln2N) was proposed for layer-adapted meshes
in characteristic boundary-layer regions.
For simplicity, we shall restrict ourselves to equation (1.2) in certain rectangular
and unbounded domains. We shall consider streamline-oriented rectangular tensor-
product meshes that are uniform in the x-direction with the x-direction-meshsize
N−1x , but may be anisotropic in the y-direction with y-direction-meshsizes that are
bounded by CN−1x , where C denotes a generic positive constant that is independent
of ε and any mesh used. Our analysis holds for bilinear elements on such rectangular
meshes, and also for linear elements on the meshes obtained by, e.g., dissecting each
rectangle of such rectangular meshes into two triangles. Furthermore, we assume that
ε ≤ CN−1x ,
which is not a restriction in practical situations. These assumptions, combined with
(1.4), imply that
δT = δ := δ0N−1x
is constant in the whole domain Ω¯. Note that one popular choice is δ0 = 0.5 [4, 2].
Now, the SDFEM (1.3) for equation (1.2) may be interpreted as follows:
• Start with the original equation (1.2):
−ε4u+ ux = f.
• Multiply it by δ and differentiate in the streamline direction:
−εδ(4u)x + δuxx = δfx
• Subtract:
εδ(4u)x − ε4u− δuxx + ux = f − δfx.
• Omit the term εδ(4u)x—see Remark 1.1—to get the Stabilized Streamline-
Diffusion Equation:
LsdU = −(ε+ δ)Uxx − εUyy + Ux = f − δfx.(1.5)
Since it is a new equation, its solution is denoted U .
• Apply the standard Galerkin FEM to the Stabilized Equation (1.5) to get (1.3).
4In short, we have the following
Interpretation of the SDFEM:
Step 1. Switch from the original equation (1.2) to the Stabilized Equation
(1.5) by omitting the term εδ(4u)x.
Step 2. Apply the standard Galerkin FEM to the Stabilized Equation (1.5).
We expect Step 2 to be high-order accurate on properly chosen meshes. We shall
focus on the accuracy of Step 1 and prove that
• Step 1 is only O(δ)-accurate in characteristic-layer regions.
To understand this, note that we omitted the term εδ(4u)x = εδuxxx + εδuxyy,
and one expects that [16, 10]
εδ |uxyy| =
{
O(εδ) ≤ CεN−1 away from layers,
O(δ) = O(N−1) in layer regions,
while εδ |uxxx| = O(εδ) ≤ CεN−1.
We shall study the accuracy of Step 1 for two simple model problems whose
solutions exhibit characteristic boundary layers—see Section 2; and characteristic
interior layer—see Section 3.
Furthermore, for the computed solution uN of the SDFEM we expect that the
error
• uN − u ≈ U − u = O(δ) in characteristic-layer regions.
Numerical experiments will be presented to confirm this theoretical prediction.
Notation. Throughout the paper, C, sometimes subscripted, denotes a generic
positive constant that is independent of ε and any mesh used. We use the notation
‖F‖Ω˜ for the usual maximum norm of any function F in a specified region Ω˜, and we
write ‖F‖ when the maximum is taken over the domain of F .
2. Characteristic boundary layers.
2.1. A convection-diffusion problem in a semi-infinite strip. To focus
on characteristic boundary layers, in this Section we shall consider the simple model
problem whose solution has no outflow boundary layers or corner singularities:
Find a bounded function u(x, y) such that
Lu = −ε4u+ ux = f in Ω, u(x, y) = 0 on ∂Ω,(2.1)
where f(x, y) = ϕ′(x), while Ω is the semi-infinite strip:
Ω = Ω∞ = (0,∞)× (0, 1).
We shall also consider the equation Lu = f in finite subdomains Ωα of Ω:
Ωα := (0, α)× (0, 1).
In (2.1) we assume that f(x, y) = ϕ′(x), where ϕ(x) is a smooth function that
satisfies
ϕ(k)(0) = 0 for k = 0, . . . , 3,(2.2a)
ϕ(x) = 0 for x ≥ C0 > 0.(2.2b)
5Assumptions (2.2a) are certain compatibility conditions that simplify the asymptotic
expansion representation of the solution (see Lemma 2.4) while assumption (2.2b)
ensures that the problem has a bounded solution.
Lemma 2.1 (Comparison Principle). Suppose that 0 < α ≤ ∞, and bounded
functions v(x, y) and B(x, y) in C(2)(Ωα) ∩ C(Ω¯α) satisfy |Lv| ≤ LB in Ωα and
|v| ≤ B on ∂Ωα. Then |v| ≤ B in Ω¯α.
Proof. This Lemma follows from the maximum principle applied to the functions
B(x, y)± v(x, y) [12].
Here in the case of the unbounded domain Ω∞ we used the Phragme`n-Lindelo¨f
maximum principle [12, p.99, Corollary] with, e.g., w(x, y) = ex/ε, which grows faster
than any bounded function.
Remark 2.1. If the conditions of Lemma 2.1 are satisfied, we say that B(x, y) is a
barrier function for v(x, y).
Corollary 2.2. Under condition (2.2b), the solution of problem (2.1) satisfies∣∣u(x, y)∣∣ ≤ (8/3)C0‖ϕ′‖ for (x, y) ∈ Ω¯.(2.3)
Proof. Use the barrier function B(x, y) = (8/3)C0‖ϕ′‖β(x) with β ∈ C(2)[0,∞)
defined by β(x) = 1 − (1 − x/(2C0))3 for x ≤ 2C0 and β(x) = 1 for x ≥ 2C0. Then
LB ≥ ‖ϕ′‖ for x ≤ C0 and LB ≥ 0 for x ≥ C0, which yields the statement of the
Corollary.
Corollary 2.3. Let 1 ≤ α <∞. Suppose that v(x, y) satisfies |Lv| ≤ 1 in Ω2α,
|v| ≤ 1 on ∂Ω ∩ ∂Ω2α, and |v(2α, y)| ≤ ε−2 for y ∈ [0, 1]. Then |v| ≤ 2 + α in Ω¯α.
Proof. Use the barrier function B(x, y) = (1 + x) + ε−2e−(2α−x)/ε.
Remark 2.2. Corollaries 2.2 and 2.3 still hold true with the operator L replaced
by Lsd from (1.5), and ε replaced by ε+ δ in Corollary 2.3.
The solution u of problem (2.1) may have boundary layers of width
√
ε ln(1/ε)
along the characteristic parts of the boundary y = 0 and y = 1. This follows, e.g.,
from a first-order asymptotic expansion of u in the small parameter ε that we shall
consider now. First, we introduce the solutions z0(x, Y ) and z1(x, Y ) of the heat
equations in the quarter plane
−z0,Y Y + z0,x = 0, −z1,Y Y + z1,x = z0,xx for x > 0, Y > 0,(2.4a)
that satisfy the initial conditions
z0(0, Y ) = z1(0, Y ) = 0,(2.4b)
and the boundary conditions
z0(x, 0) = ϕ(x), z1(0, Y ) = ϕ′(x), z0(x, Y ), z1(x, Y )→ 0 as Y →∞.(2.4c)
Lemma 2.4. Under conditions (2.2), the solution u(x, y) of problem (2.1) has the
representation
u(x, y) = uas(x, y) + ε2R(x, y),
where
uas(x, y) = [ϕ(x) + εϕ′(x)]− [z0(x, y/
√
ε) + εz1(x, y/
√
ε)](2.5)
− [z0(x, (1− y)/
√
ε) + εz1(x, (1− y)/
√
ε)],
6for the residual R we have∣∣R(x, y)∣∣+ ∣∣LR(x, y)∣∣ ≤ C in Ω¯2,(2.6)
while z0(x, Y ) and z1(x, Y ) are the solutions of problems (2.4).
Remark 2.3. The boundary-layer terms z0 and z1 of our asymptotic expansion
have the following integral representations [15, Theorem 3.7]:
z0(x, Y ) =
√
2
pi
∫ ∞
Y/
√
2x
e−s
2/2 ϕ
(
x− Y
2
2s2
)
ds, z1(x, Y ) = z0,x(x, Y ) + w(x, Y ),
where
w(x, Y ) =
1
2
√
pi
∫ x
0
∫ ∞
0
1√
t
[e−(Y−s)
2/(4t) − e−(Y+s)2/(4t)] z0,xx
(
x− t, s) ds dt.
Note that here w(x, Y ) is the solution of the problem
− wY Y + wx = z0,xx for x > 0, Y > 0,(2.7a)
w(0, Y ) = w(x, 0) = 0, w(x, Y )→ 0 as Y →∞.(2.7b)
Proof. Lemma 2.4 is a simplified version of the asymptotic expansion for a
convection-diffusion problem in a rectangle given in [15]; see also [5]. Unlike [15],
our asymptotic expansion has no outflow-boundary-layer terms and, by (2.2a), no
elliptic-boundary-layer terms. However, since our domain is unbounded, we shall
sketch the proof.
A careful inspection of the proof of [15, Theorem 3.8] shows that
∣∣ ∂k
∂xk
z0(x, Y )
∣∣+∣∣ ∂k
∂xk
z1(x, Y )
∣∣+∣∣ ∂k
∂xk
w(x, Y )
∣∣ ≤ Ce−Y for x ≤ 4, k = 0, 1, 2.(2.8)
Combining this with
LR = −ϕ′′′(x) + [z1,xx(x, y/√ε) + z1,xx(x, (1− y)/√ε)],
we get |LR| ≤ C in Ω4. Now, combining (2.8) with (2.4b,c) and (2.3), one has |R| ≤ C
on ∂Ω ∩ ∂Ω4 and |R(4, y)| ≤ ε−2C. Applying Corollary 2.3 with α = 2, we obtain
(2.6) and complete the proof.
2.2. Streamline-diffusion error. Now we shall compare the bounded solution
of the stabilized streamline-diffusion problem
LsdU = f − δfx in Ω = Ω∞, U(x, y) = 0 on ∂Ω,(2.9)
where Lsd is from (1.5), with the solution u(x, y) of our original problem (2.1).
Theorem 2.5. Let u(x, y) be the bounded solution of (2.1),(2.2) and U(x, y) be
the bounded solution of (2.9). Then
u(x, y) = U(x, y) + δW (x, y) +
(
ε2 + δ2
)R(x, y),(2.10)
where
W (x, y) = w(x, y/
√
ε) + w(x, (1− y)/√ε)(2.11)
7and w is given by (2.7), while
|R(x, y)| ≤ C in Ω¯1.(2.12)
Proof. It suffices to prove this with u(x, y) replaced by its asymptotic expan-
sion uas = u− ε2R from Lemma 2.4.
Note that Luas = f − ε2LR implies that
Lsd uas = [f − ε2LR]− δ(uas)xx.
Subtract LsdU = f − δfx. Then the error e(x, y) := uas(x, y)− U(x, y) satisfies
Lsd e = −δ
[
(uas)xx − fx
]− ε2LR.
Recalling (2.5) and that f(x, y) = ϕ′(x), we obtain
Lsd e(x, y) = δ
[
z0(x, y/
√
ε) + z0(x, (1− y)/
√
ε)
]
xx
− δε[f(x, y)− z1(x, y/√ε)− z1(x, (1− y)/√ε)]xx − ε2LR(x, y).
One can easily check that (2.7a) yields
LsdW (x, y) = [z0(x, y/
√
ε) + z0(x, (1− y)/
√
ε)
]
xx
− (ε+ δ)Wxx(x, y).
Hence, for R defined by (2.10) we have
Lsd
[
(ε2 + δ2)R(x, y)] = Lsd[e(x, y)− δW (x, y)]
= δ(ε+ δ)Wxx(x, y)− δε
[
f(x, y)− z1(x, y/
√
ε)− z1(x, (1− y)/
√
ε)
]
xx
− ε2LR(x, y).
Combining this with (2.6),(2.8), we get |LsdR(x, y)| ≤ C in Ω2 and |R(x, y)| ≤ C on
∂Ω∩∂Ω2. Furthermore, by (2.3) and a similar formula for U(x, y)—see Remark 2.2—
we get |R(2, y)| ≤ (ε+δ)−2C. Applying the analogue of Corollary 2.3 for Lsd described
in Remark 2.2 with α = 1, we obtain (2.12) and complete the proof.
Remark 2.4. By (2.8), we have |w(x,Y )|≤Ce−Y. Combined with (2.11), this yields
W (x, y) ≈
 w(x, y/
√
ε) along y = 0,
0 away from layers,
w(x,(1− y)/√ε) along y = 1.
Remark 2.5. Note that ε2 + δ2 ≤ CN−2x , while δ = δ0N−1x . Hence, Theorem 2.5
combined with Remark 2.4 yields |u − U | ≤ CN−2x in regions away from the layers.
In the layer regions since W (x, y) is not small, δW (x, y) is the principal part of the
error:
u(x, y)− U(x, y) ≈ δW (x, y).
Here the right-hand side is of order δ = δ0N−1x . Thus, the switch from the original
equation (2.1) to the stabilized streamline-diffusion equation (2.9) is only first-order
accurate in characteristic-boundary-layer regions. Hence, for the SDFEM computed
solution uN we expect the similar estimate
u(x, y)− uN (x, y) ≈ δW (x, y) ≈
{
δ w(x, y/
√
ε) along y = 0,
δ w(x,(1− y)/√ε) along y = 1.(2.13)
in the boundary-layer regions.
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Fig. 2.1. Normalized principal part of the error w(x, Y ) and its contour plot; ϕ is from (2.14).
2.3. Numerical results. To check our theoretical prediction (2.13), we study
the performance of the SDFEM when applied to problem (2.1) in which
ϕ(x) = sin4(pix/2) for x ∈ [0, 1].(2.14)
Note that, by Lemma 2.4, we have u(x, y) ≈ uas(x, y) for x ≤ 1. Hence, we shall
use uas instead of u to compute errors. Unlike (2.1), in our computations we switch
from the semi-infinite strip Ω∞ to its subdomain Ω1 imposing the Dirichlet outflow
boundary conditions
uN (1, y) = uas(1, y) for y ∈ [0, 1]
so that the solution has no outflow boundary layer.
This problem was solved numerically by the SDFEM (1.3) using bilinear elements
on a rectangular piecewise-uniform Shishkin mesh [3, 10, 16]. We used the mesh ωx×
ωy that is the tensor-product of the uniform mesh ωx = {xi = i/Nx, i = 0, . . . , Nx}
and the piecewise-uniform mesh ωy = {yj , j = 0, . . . , Ny} constructed dividing each
of the subintervals [0, τ ], [τ, 1− τ ], and [1− τ, 1] into Ny/3 equal subintervals. Thus,
the domain Ω¯1 is dissected by the transition lines y = τ and y = 1 − τ into three
parts, and the restriction of our mesh to each of them is a rectangular uniform mesh.
In our computations we used
τ =
√
ε ln(Ny/6), Ny = 3Nx.
Shishkin meshes usually provide ε-uniform accuracy of order N−px +N
−p
y ln
pNy, where
p is the order of convergence in domains away from layers [3, 10, 16]. Since the SDFEM
may be interpreted as the standard Galerkin FEM using streamline-oriented bilinear
elements applied to equation (1.5), for Step 2 we expect p = 2. Hence, we expect the
principal part of the SDFEM error to be as in (2.13).
Prediction (2.13) uses the solution w(x, Y ) of problem (2.7); see Figure 2.1. The
graphs of the error u−uN in Figure 2.2 agree with (2.13) except for the narrow region
along x = 1, where we imposed (u − uN )(1, y) := 0 when switching from Ω∞ to Ω1.
The comparison of Figure 2.1 and the lower pictures in Figure 2.2 clearly shows that
u− uN is very close to δw(x, y/√ε) in the layer region along the boundary y = 0.
In Table 2.1 we present the errors eN := u − uN in Ω¯3/4. The odd rows contain
the maximum nodal values of |eN | and |eN − δW |, while the even rows contain the
rates of convergence computed by the standard formula log2
(‖eN‖/‖e2N‖) and its
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Fig. 2.2. Bilinear elements: computed solution uN (upper left), the error u−uN (upper right),
a boundary-layer fragment of the error (lower left), and its contour plot (lower right); ε = 10−6,
Nx = 32, δ = 0.5N
−1
x .
Table 2.1
Bilinear elements: maximum nodal values of the errors eN = u− uN and the errors eN − δW
of (2.5) in Ω¯3/4
δ = 0.5N−1x δ = N−1x
ε = 10−6 ε = 10−8 ε = 10−6 ε = 10−8
Nx ‖eN‖ ‖eN − δW‖ ‖eN‖ ‖eN − δW‖ ‖eN‖ ‖eN − δW‖ ‖eN‖ ‖eN − δW‖
16 1.294e-2 1.682e-3 1.293e-2 1.682e-3 2.523e-2 4.607e-3 2.520e-2 4.622e-3
0.91 1.768 0.91 1.768 0.87 2.091 0.87 2.095
32 6.878e-3 4.939e-4 6.878e-3 4.940e-4 1.378e-2 1.082e-3 1.378e-2 1.082e-3
0.97 1.611 0.97 1.611 0.96 1.869 0.96 1.869
64 3.525e-3 1.617e-4 3.525e-3 1.618e-4 7.100e-3 2.961e-4 7.100e-3 2.962e-4
0.98 1.606 0.98 1.606 0.98 1.805 0.98 1.805
128 1.789e-3 5.313e-5 1.789e-3 5.315e-5 3.605e-3 8.474e-5 3.605e-3 8.476e-5
0.99 1.631 0.99 1.631 0.99 1.78 0.99 1.78
256 9.035e-4 1.715e-5 9.035e-4 1.716e-5 1.818e-3 2.471e-5 1.818e-3 2.472e-5
analogue for ‖eN − δW‖. Note that the errors are very similar for ε = 10−6 and
ε = 10−8. Furthermore, the rates of convergence for ‖eN‖ are very close to one, while
the values ‖eN − δW‖ are much smaller than ‖eN‖. Finally, when we switch from
δ = 0.5N−1x to δ = N
−1
x , all the errors ‖eN‖ are approximately doubled.
Dissecting each rectangle of the rectangular Shishkin meshes used into two trian-
gles and switching to linear elements, we obtained very similar numerical results; see
Table 2.2.
In summary, our numerical results are fully consistent with our theoretical pre-
diction (2.13).
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Table 2.2
Linear elements: maximum nodal values of the errors eN = u − uN and the errors eN − δW
of (2.5) in Ω¯3/4
δ = 0.5N−1x δ = N−1x
ε = 10−6 ε = 10−8 ε = 10−6 ε = 10−8
Nx ‖eN‖ ‖eN − δW‖ ‖eN‖ ‖eN − δW‖ ‖eN‖ ‖eN − δW‖ ‖eN‖ ‖eN − δW‖
16 1.403e-2 3.775e-3 1.403e-2 3.586e-3 2.6006e-2 8.118e-3 2.597e-2 8.067e-3
0.97 2.23 0.97 2.15 0.89 2.24 0.89 2.21
32 7.163e-3 8.068e-4 7.165e-3 8.099e-4 1.406e-2 1.723e-3 1.406e-2 1.738e-3
0.99 1.68 0.99 1.69 0.97 2.28 0.97 2.23
64 3.605e-3 2.512e-4 3.605e-3 2.514e-4 7.181e-3 3.539e-4 7.181e-3 3.700e-4
0.99 1.65 0.99 1.65 0.98 1.80 0.98 1.87
128 1.813e-3 8.005e-5 1.813e-3 8.007e-5 3.628e-3 1.015e-4 3.628e-3 1.016e-4
0.99 2.94 0.99 2.78 0.99 2.46 0.99 2.12
256 9.106e-4 1.042e-5 9.106e-4 1.169e-5 1.825e-3 1.845e-5 1.825e-3 2.331e-5
3. Interior characteristic layers.
3.1. Problem with discontinuous inflow boundary condition. To focus
on characteristic interior layers, in this Section we shall consider the simple model
problem in the half plane with discontinuous inflow boundary condition:
Find a bounded function u(x, y) such that
Lu = −ε4u+ ux = 0 for x > 0, −∞ < y <∞, u(0, y) =
{
1 for y > 0,
−1 for y < 0.(3.1)
Due to the symmetry, u(x,−y) = u(x, y) and u(x, 0) = 0. Hence, for y > 0 the
solution u(x, y) solves the problem in the quarter plane:
Lu = −ε4u+ ux = 0 for x > 0, y > 0,(3.2a)
u(0, y) = 1 for y > 0, u(x, 0) = 0 for x > 0.(3.2b)
Remark 3.1. The solution of problem (3.2) in the quarter plane has a layer along
the boundary y = 0 and a corner singularity at the inflow corner (0, 0). We shall ig-
nore the corner singularity. Similarly to Section 2, we expect the stabilized streamline-
diffusion equation be only first-order accurate in the boundary-layer region. Hence,
the solution of problem (3.1) in the half plane has an interior layer along the character-
istic y = 0 and a corner singularity at (0, 0), and we expect the stabilized streamline-
diffusion equation be only first-order accurate in the interior-layer region.
Lemma 3.1. The solution of problem (3.1) has the representation
u(x, y) = V (x/ε, y/ε)
where
V (X,Y ) = pi−1XeX/2
∫ Y
0
µ(
√
X2 + s2)ds, µ(r) := r−1K1(r/2),(3.3)
and K1 is the modified Bessel function of the second kind of the first order.
Proof. It suffices to derive this representation for the solution of problem (3.2).
We introduce the stretched variables (X,Y ) := (x/ε, y/ε) and V (X,Y ) := u(x, y),
which satisfies the differential equation −4V + VX = 0 and the boundary conditions
(3.2b). Now, the transformation V (X,Y ) := w(X,Y ) eX/2 yields the differential
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equation −4w + w/4 = 0 and the boundary conditions (3.2b) for w(X,Y ). The
solution of this problem has the integral representation
w(X,Y ) =
∫ ∞
0
X
2pi
[
µ(
√
X2 + (s− Y )2)− µ(
√
X2 + (s+ Y )2)
]
ds;
see the proof of [15, Theorem 3.5]. Furthermore, elementary calculations show that
w(X,Y ) =
∫ ∞
−Y
X
2pi
µ(
√
X2 + s2) ds−
∫ ∞
Y
X
2pi
µ(
√
X2 + s2) ds.
This implies the desired integral representation of u(x, y).
Since we ignore the corner singularity, we are interested in the case of x ≥ εC:
Lemma 3.2. Let X ≥ C and ρ := Y/√X ≤ C. Then
V (X,Y ) = v0(ρ) +X−1 v1(ρ) +X−2 γ(X, ρ),
where
v0(ρ) = erf(ρ/2), v1(ρ) = (1/8)pi−1/2ρ(6− ρ2)e−ρ2/4, |γ(X, ρ)| ≤ C.
Remark 3.2. Here and throughout this Section, γ = γ(X, ρ) or γ = γ(x, y) denote
generic bounded functions such that |γ(X, ρ)| ≤ C or |γ(x, y)| ≤ C.
Proof. Changing from the variable s to the variable τ := s/
√
X in (3.3), we get
V (X,Y ) = pi−1
∫ ρ
0
[
eX/2e−r/2
] [
er/2r−1K1(r/2)
]
X3/2dτ,(3.4)
where r = X(1 + τ2X−1)1/2.
An asymptotic expansion of the function K1 for large arguments [1, p. 378] yields
er/2 r−1K1(r/2) =
√
pi
[
r−3/2 + (3/4) r−5/2 + γ r−7/2
]
.
Note that τ2X−1 ≤ C implies that (1 + τ2X−1)−7/4 = γ, and
(1 + τ2X−1)−3/4 = 1− (3/4) τ2 X−1 + γ X−2, (1 + τ2X−1)−5/4 = 1 + γ X−1.
Hence,
er/2 r−1K1(r/2) =
√
piX−3/2
[
1 + (3/4)(1− τ2)X−1 + γX−2](3.5)
Now, since (1 + τ2X−1)1/2 = 1 + (1/2)τ2X−1 − (1/8)τ4X−2 + γX−3, we obtain
eX/2e−r/2 = e−τ
2/4e(1/16)τ
4X−1+γX−2 = e−τ
2/4[1 + (1/16) τ4X−1 + γ X−2].
Combining this with (3.4) and (3.5), we get
V (X,Y ) = pi−1/2
∫ ρ
0
e−τ
2/4
[
1 +
{
(3/4)− (3/4)τ2 + (1/16)τ4}X−1 + γX−2] dτ.
Now, evaluating the two integrals with respect to τ yields the desired representation
and completes the proof.
Corollary 3.3. Let x ≥ Cε and y ≤ C√εx. Then
u
(
x, y
)
= v0
(
y/
√
εx
)
+ ε x−1 v1
(
y/
√
εx
)
+ ε2 x−2 γ(x, y).
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3.2. Streamline-diffusion error.
We introduce the stabilized streamline-diffusion problem in the half-plane
LsdU = 0 for x > 0, −∞ < y <∞, U(0, y) =
{
1 for y > 0,
−1 for y < 0.(3.6)
to compare its solution with the solution of our original problem (3.1).
Lemma 3.4. The bounded solution of problem (3.6) has the representation
U
(
x, y
)
= V
(
x/δ0, y/
√
εδ0
)
, where δ0 := ε+ δ,
while V (X,Y ) is from Lemma 3.2. If x ≥ C(ε+ δ) and y ≤ C√εx , then
U
(
x, y
)
= v0
(
y/
√
εx
)
+ (ε+ δ) x−1 v1
(
y/
√
εx
)
+ (ε+ δ)2 x−2 γ(x, y).
Proof. Introducing the stretched variables
(
X¯, Y¯
)
:=
(
x/δ0, y/
√
εδ0
)
, one can
easily check that U(x, y) = V (X¯, Y¯ ); see the proof of Lemma 3.1. Combining this
with Lemma 3.2, we complete the proof.
Theorem 3.5. Let u(x, y) be the bounded solution of (3.1) and U(x, y) be the
bounded solution of (3.6). If x ≥ C(ε+ δ) and y ≤ C√εx , then
U
(
x, y
)− u(x, y) = δ W (x, y) + (ε+ δ)2 x−2 γ(x, y),
where
W (x, y) = x−1 v1
(
y/
√
εx
)
, v1(ρ) = (1/8)pi−1/2ρ (6− ρ2) e−ρ2/4.
Proof. This follows immediately from Lemma 3.4 combined with Corollary 3.3.
Remark 3.3. Note that ε2 + δ2 ≤ CN−2x , while δ = δ0N−1x . Hence, for the case
of x > C and |y| ≤ C√ε, i.e., in the interior-layer region away from the corner
singularity, Theorem 3.5 yields
U
(
x, y
)− u(x, y) ≈ δ W (x, y).
Here the right-hand side is of order δ = δ0N−1x . Thus, the switch from the original
equation (3.1) to the stabilized streamline-diffusion equation (3.6) is only first-order
accurate in characteristic-interior-layer regions. Hence, for the SDFEM computed
solution uN we expect the similar estimate
uN
(
x, y
)− u(x, y) ≈ δ W (x, y)(3.7)
in the interior-layer region away from the corner singularity.
3.3. Numerical results. To check our theoretical prediction (3.7), we study
the performance of the SDFEM when applied to problem (3.1). In our computations
we switch from the half-plane to its subdomain Ω = (0, 1) × (−1, 1) imposing the
Dirichlet boundary conditions
uN (x, y) = u(x, y) for (x, y) ∈ ∂Ω
so that the solution has no boundary layers; see the left-hand picture in Figure 3.1.
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Fig. 3.1. Solution u(x, y) of problem (3.1) with ε = 0.02 (left). Normalized principal part of
the error W (x, y) (right).
This problem was solved numerically by the SDFEM (1.3) using bilinear elements
on a rectangular piecewise-uniform Shishkin mesh [3, 10, 16]. We used the mesh
ωx × ωy that is the tensor-product of the uniform mesh ωx = {xi = i/Nx, i =
0, . . . , Nx} and the piecewise-uniform mesh ωy = {yj , j = 0, . . . , Ny} constructed
dividing each of the subintervals [−1,−τ ], [−τ, 0], [0, τ ], and [τ, 1] into Ny/4 equal
subintervals. Thus, the domain Ω¯ is dissected by the transition lines y = −τ and
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Fig. 3.2. Bilinear elements: computed solution uN (upper left), the error u−uN (upper right),
an interior-layer fragment of the error (lower left), and the error compared with δW for x = 0.25
(lower right); ε = 10−6, Nx = 32, δ = 0.5N−1x .
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Table 3.1
Bilinear elements: maximum nodal values of the errors eN = uN − u and the errors eN − δW
of (3.7) in the subdomain [0.25, 0.75]× [−1, 1]
δ = 0.5N−1x δ = N−1x
ε = 10−6 ε = 10−8 ε = 10−6 ε = 10−8
Nx ‖eN‖ ‖eN − δW‖ ‖eN‖ ‖eN − δW‖ ‖eN‖ ‖eN − δW‖ ‖eN‖ ‖eN − δW‖
32 1.467e-2 2.592e-3 1.467e-2 2.592e-3 2.857e-2 6.307e-3 2.857e-2 6.306e-3
0.90 1.75 0.90 1.75 0.88 1.79 0.88 1.79
64 7.870e-3 7.686e-4 7.870e-3 7.685e-4 1.554e-2 1.829e-3 1.554e-2 1.829e-3
0.95 1.77 0.95 1.77 0.93 1.84 0.93 1.84
128 4.088e-3 2.248e-4 4.088e-3 2.248e-4 8.146e-3 5.098e-4 8.146e-3 5.097e-4
0.97 1.79 0.97 1.79 0.96 1.87 0.96 1.88
256 2.089e-3 6.516e-5 2.089e-3 6.514e-5 4.176e-3 1.391e-4 4.176e-3 1.390e-4
y = τ into three parts, and the restriction of our mesh to each of them is a rectangular
uniform mesh. In our computations we used
τ =
√
ε ln(Ny/4), Ny = 6Nx.
Similarly to Subsection 2.3, we expect the principal part of the SDFEM error to be
as in (3.7).
Prediction (3.7) uses W (x, y) from Theorem 3.5; see the right-hand picture in
Figure 3.1. The graphs of the error u − uN in Figure 3.2 for x ≥ 0.25, i.e., away
from the discontinuity, agree with (2.13) except for the narrow region along x = 1,
where we imposed (u − uN )(1, y) := 0 when switching to the bounded domain Ω.
The comparison of the right-hand picture in Figure 3.1 and the lower-left picture in
Figure 3.2 clearly shows that u − uN is very close to δW (x, y) in the layer region
along the characteristic y = 0; see also the lower-right picture in Figure 3.2.
In Table 3.1 we present the errors eN := uN −u in in the subdomain [0.25, 0.75]×
[−1, 1]. The odd rows contain the maximum nodal values of |eN | and |eN−δW |, while
the even rows contain the rates of convergence computed by the standard formula
log2
(‖eN‖/‖e2N‖) and its analogue for ‖eN − δW‖. Note that the errors are very
similar for ε = 10−6 and ε = 10−8. Furthermore, the rates of convergence for ‖eN‖
are very close to one, while the values ‖eN−δW‖ are much smaller than ‖eN‖. Finally,
when we switch from δ = 0.5N−1x to δ = N−1x , all the errors ‖eN‖ are approximately
doubled.
In summary, our numerical results are quite consistent with our theoretical pre-
diction (3.7).
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