Abstract. Let a : I → R 3 be a real analytic curve satisfying some conditions. In this article, we show that for any real analytic curve l : I → R 3 close to a (in a sense which is precisely defined in the paper) there exists a translation of l, and a minimal surface which contains both a and the translated l.
Introduction
Let a : I → R 3 , (I an open interval) be a real analytic curve with a ′ (t) = 0 1 , t ∈ I and n : I → R 3 be a real analytic map such that n(t), a ′ (t) = 0, t ∈ I and |n(t)| = 1, t ∈ I. Then n is called the normal vector field along a. The Björling's problem (see page 120, [2] ) is to find a minimal surface X : Ω → R 3 with I ⊂ Ω ⊂ C, Ω simply connected, such that the following conditions are satisfied: X(u, 0) = a(u), N(u, 0) = n(u), ∀ u ∈ I, where N : Ω → R 3 is a normal to the surface X. The solution to the Björling's problem is given by H. Schwartz where n(w) and a(w) are the complex analytic extensions of n(u) and a(u) over Ω.
Observe that the map, w → a(w)−i w u 0 n(w)×a ′ (w)dw, from Ω to C 3 is an isotropic curve. In general, an isotropic curve is defined as follows. Definition 1.1. (see page 91, [2] ) Any holomorphic map f : Ω ⊂ C → C 3 is said to be an isotropic curve if it satisfies f ′ (z), f ′ (z) = 0, z ∈ Ω; where ′ denotes the complex derivative with respect to z and , is the usual dot product in C 3 .
Let f : Ω ⊂ C → C 3 be a holomorphic map defined by f (z) = a(z) − id(z) such that a ′ (z), a
, f ′ (z) = 0 for all z ∈ Ω, and hence defines an isotropic curve.
In this article, we interpolate a given real analytic curve a in R 3 with certain conditions as in Lemma 4.1 to another real analytic curvel which is a specific translation of the curve l where l lie close to a (in an "appropriate neighborhood" of a as mentioned in Thereom 4.5) by a minimal surface X : Ω ⊂ C → R 3 which comes from an isotropic curve of the form a − id, i.e., X = Re{a − id} where a, d : Ω ⊂ C → C 3 are analytic maps.
The question of the existence of a minimal surface spanning a given set of closed curves has a very rich history, the very first question of one of this kind is the classical problem of Plateau which asks "given a Jordan curve γ in R 3 , does there exist a minimal surface having its boundary as γ". It was, in fact, not until 1930 that a sufficiently general solution was obtained by J. Douglas ([5] ) and simultaneously by T. Radó ( [8] ). In fact, in [6] , Douglas also solves the problem of Plateau for the case of two closed curves (non-intersecting) in R n . It is interesting to note that in ( [9] ), the author uses implicit function theorem for Banach spaces in order to solve Plateau's problem for all curves which lies sufficiently close to a given plane curve in R 3 . In ([1]), we solved a type of existence problem for maximal surfaces (these are analogous to minimal surfaces in R 3 ) in the 3-dimensional Lorentz-Minkowski space L 3 . This problem was about the interpolating a given space-like closed curve and a point (which is by default a closed curve) by a maximal surface in L 3 , such that this point becomes it singularity. We named it an "Interpolation problem" for maximal surfaces.
The above discussion motivates us to pursue the "Interpolation problem" for minimal surfaces. Roughly, this can be explained as follows. Suppose if we have given a real analytic curve a in R 3 , and also an another real analytic curve l : I → R 3 lying sufficiently close to a, then we ask the following question does there exists a translationl of the curve l, wherel(u) = l(u) + v 0 for some v 0 ∈ R 3 , and an isotropic curve of the form z → (a − id)(z) where a, d : Ω ⊂ C → C 3 are complex analytic maps and γ : I → Ω is a curve inside Ω such that we have for u ∈ I, Re{a − id}((u, 0)) = a(u) and Re{a − id}(γ(u)) =l(u). Now we fix some notations which we will be using throughout this article.
Notations 1.2.
(1) A map a : I → R 3 will always denote a real analytic curve which can be extended analytically on a simply connected convex domain Ω containing I, and this extension is differentiable till Ω.
(2) For the purpose of this article, I (as in (1)) will always denote the open or closed interval in R and Ω (as in (1)) denotes a simply connected convex domain such that Ω is a bounded subset of C. (3) Let f : I → R 3 be a map such that it can be extended analytically on Ω and continuously till Ω, such an extension is unique. We use the same notation f to denote the respective maps. (4) For a bounded function f : Ω → C n , where f = (f j ); j = 1, 2, .., n, we define its norm as f C n := max j {sup z∈Ω |f j (z)|}.
In this article, we prove mainly two results, namely, Theorem 3.3 and Theorem 4.5. Roughly speaking, in Theorem 3.3, we have showed that for a map a as in Notations 1.2 one can get an open set V Ω (in sup norm topology) containing a : Ω → C 3 , such that if we take any isotropic curve c ∈ V Ω , then there is a minimal surface X which contains both the curve a(u) and c 1 (u) + v 0 where c 1 (u) := Re(c(u, 0)).
As an application of Theorem 3.3, we proved our main result Theorem 4.5. Now, we explain very briefly the statement of Theorem 4.5.
Let a, Ω as in the Notations 1.2 and a also satisfy certain necessary conditions. Then Theorem 4.5 guarantee the existence of an η > 0 such that whenever one chooses any other real analytic curve l : I → R 3 , where l can be analytically extended in Ω and this extension is differentiable on Ω. Also, if l and l ′ are η-close to a and a ′ respectively. Then there exists a translationl of l and a minimal surface X : Ω → R 3 which contains both the curves a andl.
This paper is organized as follows: In Section 2, we set up the domain and codomain of the map
Here we first discuss the smoothness of this map, compute its derivative at a specific point and then show that the derivative map is invertible. In Section 3, we show that the map (1.2) is actually locally invertible and as a consequence of this we prove Theorem 3.3. Finally, in Section 4, we prove Theorem 4.5.
Calculus on functional spaces
Let Ω ⊂ C be a simply connected convex domain which contains an interval I as in the Notations 1.2. For n ≥ 1, let C ω (Ω, C n ) denotes the space of all complex analytic maps on Ω which can be continuously extended to the boundary of Ω, i.e., Ω. This forms a Banach space under the norm f C n := max i {sup z∈Ω |f i (z)|}, where
denotes the space of Ω-valued complex analytic functions defined on Ω. This is an open subset of C ω (Ω, C). We recall the definition of a smooth map between two Banach spaces and the calculation of the derivative of such a map. Let E and F be two locally convex vector spaces (in particular Banach spaces) and U be an open subset of E. Then a map F : U ⊂ E → F is smooth if and only if for any smooth curve γ in U, F • γ is smooth in F . By ( [10] , see Theorem 3.18), we know that the derivative of a map F at a point x ∈ U and v ∈ E is given by
Now we state the following proposition,
is a smooth curve which is given by Γ(t) = (α t , f t ), let us write Γ 1 (t) = α t , Γ 2 (t) = f t , smoothness of the curve Γ implies all order derivatives exist, i.e., Γ (n) (t) exists for all n. For a fixed t, note that Γ (n) 1 (t) and Γ (n) 2 (t) are actually some maps defined on appropriate domains,
We have F (α, f ) = f • α, now let us consider the image of the curve Γ(t) under the map F which is given by
, we show that the curve γ(t) is smooth. For this let us consider the net of quotients
. Also, we know for every z ∈ Ω, the evaluation at z, ev z :
Since f t and α t are smooth cuvre with parameter t. Hence as h tends to zero we have
Therefore we have
In a similar way, we see that all order derivatives of γ := F • Γ exists. Now let us consider the following set defined as T
Ω signifies the fact that the definition of T 3 Ω does not involve any condition on d 3 . In a similar manner we can define the sets
is given by Proof. Following the same argument as in the proof of Proposition 2.1, we can show that the map
Using the continuity of evaluation map at z we obtain
The following proposition shows that the derivative map computed above in Proposition 2.2 is invertible under certain conditions.
Proof. From Proposition 2.2, we know that
In particular, since I ⊂ Ω, ∀u ∈ I we must have
This gives us a set of three equations
2)
. Now by using the first two equations of (2.2) and the fact that Im{d 1 (u, 0)} = 0, Im{d 2 (u, 0)} = 0, we get two more equations
The system of equations (2.3) is consistent and have a unique solution, given by
Next we put the value of V as obtained in (2.5), in the system of equations (2.2) to get three equations with complex coefficients having three complex unknown which is also consistent and gives us unique X, Y, Z :
can be extended analytically on Ω and continuously on Ω. Thus X(u), Y (u)
Interpolation of isotropic curves
We start by defining the following set
2 is never zero on Ω}. The sets N 
Remark 3.1. We are denoting the neighbourhood of γ 0 by U Ω d 0 . The reason for this is that γ 0 is always fixed, the only thing which could vary is d 0 independently of γ 0 .
We define
Then we have an immediate corollary. where u ∈ I ⊂ Ω.
Proof. Let V Ω as in the Corollary 3.2. Since N Ω = ∅, V Ω = ∅. Now given c ∈ V Ω . Then by appealing to Corollary 3.2, we have d ∈ W Ω and γ, such that on Ω,
is satisfied. Without loss of generality we can assume that
Ω . Thus for all z ∈ Ω, we have
Since c is non-constant, there is an open
As c is isotropic on Ω, we have c ′ , c ′ = 0 and for z ∈ Ω ′ , γ ′ (z) = 0. Thus by equation (3.3), for z ∈ Ω ′ , we have
Since γ is not constant on Ω ′ and a ′ − id ′ , a ′ − id ′ is a holomorphic function on Ω, which vanishes on the trace of γ and hence a ′ − id ′ , a ′ − id ′ = 0 on Ω. Thus, we see on Ω, a − id defines an isotropic curve. Since a ′ , d ′ = 0, we have in particular for u ∈ I, where a
. ′ we have
We can apply the same arguments as above for the rest of isolated points u 2 , ..u k , .., to conclude Im(d In the next section we see an application of Theorem 3.3.
Local interpolation of two nearby curves by a minimal surface
In this section, we prove the main result of our paper. Before we proceed, let us make some convention, we always choose w to be the square root of √ w 2 out of its two square roots namely w and −w, and we also fix cos(θ(w)) := 1 − sin 2 (θ(w)).
Lemma 4.1. Let a = (a 1 , a 2 , a 3 ) : Ω → C 3 be an analytic map such that ∀w ∈ Ω,
For |z| < 1, f defines a convergent power series in z, and thus an analytic function on the open unit disk. Infact, f defines an analytic branch of arcsin z on open unit disk. Now let us consider the function z :
, which is analytic in Ω and continuous on Ω where D denotes the open unit disk.
is continuous on Ω and analytic on Ω. Moreover, f being a branch of arcsin z the function θ satisfies the following equation
Next as a
′ is real on I therefore θ is real on I ⊂ Ω. Now using the equation (4.1) we get
2 admits an analytic branch of square root. Moreover, we also conclude that
Remark 4.2. In Lemma 4.1, we constructed a function θ(w) on Ω for which the map Q 0 (w) := a
2 admits an analytic square root branch. For some α 0 fixed , we can write
Note that θ 0 = θ. Now we fix an analytic branch of q 0 of Q 0 on Ω, it is given by,
Now with the θ and q 0 considered as above, we define a map n 0 = (n 01 , n 02 , n 03 ) = (p 01 /q 0 , p 02 /q 0 , p 03 /q 0 ) which is analytic on Ω and continuous on Ω, where 
Since n 0 and a ′ restricted to the interval I are real, therefore 2 ) is never zero, where θ as in Lemma 4.1, and it admits an analytic square root branch B (B 2 = B 0 ) in a way that the map V = (V 1 , V 2 , V 3 ) defined on Ω is given by
and it satisfies
where n 0 is considered as in Remark 4.2.
Proof. Before we start let us fix some notations. On Ω, we have
2 ) denotes a polynomial in t. For given ǫ > 0, we choose δ < min{
}, where τ = inf Ω |q 0 |. Since t 2 P (t) is an increasing function and rapidly going to zero as t goes to zero. Therefore, for δ > 0, there exists ǫ 1 > 0 such that ǫ for every w ∈ Ω. Next for every w ∈ Ω, the following inequality holds,
where M = a ′ C 3 and we have also used the fact that |s Therefore, we have the following inequality for functions on Ω,
Thus on Ω, we have
Therefore, B 0 never vanishes on Ω. Hence, B 0 admits an analytic square root branch. Let us use the same α 0 as in equation (4.3), then for all w ∈ Ω we have
We choose the analytic branch B of B 0 on Ω, given by
Next, we have for each w ∈ Ω, |B 0 (w) − Q 0 (w)| < δ < This implies in the triangle △, the angle between B 0 (w) and Q 0 (w) is acute. Therefore, for each w ∈ Ω, we have |θ 0 (w)/2 − α(w)/2| < π/4
and as a result for each w ∈ Ω, we have Re(q 0 (w)B(w)) = √ r 0 .r cos |θ 0 /2(w) − α/2(w)| > 0.
Therefore, on Ω, we also have
This imply on Ω, we have A similar estimation can be done for the other two components of E(w), namely E 2 (w) and E 3 (w). Then by using that, we obtain (4.13) E C 3 < 2r((M + ǫ Thus, we have shown C V ∈ W ǫ 0 . Now by appealing to Theorem 3.3, we get a minimal surface X := Re{a − iD} and γ : I → Ω such that (X • γ)(u)) =l(u) and X(u, 0) = a(u) for all u ∈ I.
Remark 4.6. The conditions which we have put on "a" in above Theorem 4.5 may not be necessary. These conditions help us to extend nearby curves l : I → R 3 isotropically in such a way that it lies in V Ω . There are alternate ways to achieve this. One can have different conditions on "a" which will be sufficient as long as one can use the Theorem 3.3.
Remark 4.7. There could be other choices of V in theorem 4.5 and hence in principle many ways to have an isotropic curve C V . It would be interesting to study the question of how many minimal surfaces interpolate between a and l (or its translation), if there is more than one.
