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In this paper a class of algorithms is presented for minimizing a nonlinear 
function subject to nonlinear equality constraints along curvilinear search paths 
obtained by solving a linear approximation to an initial-value system of differential 
equations. The system of differential equations is derived by introducing a 
continuously differentiable matrix whose columns span the subspace tangent to the 
feasible region. The new approach provides a convenient way for working with the 
constraint set itself, rather than with the subspace tangent to it. The algorithms 
obtained in this paper may be viewed as curvilinear extensions of two known and 
successful minimization techniques. Under certain conditions, the algorithms 
converge to a point satisfying the first-order Kuhn-Tucker optimality conditions at 
a rate that is asymptotically at least quadratic. 
1. INTR~OUCTION 
In this paper we consider the equality constrained nonlinear programming 
problem 
minimize f(x), f: R” + R, (1.1) 
subject o h(x) = 0, h: R” -+ Rm, m < n, (l-2) 
where f and h are continuously differentiable functions of the decision 
variables x1 ,..., xi,..., x . 
The class of methods presented here for solving the above problem 
generate a monotonically improving sequence (xk}, k = 0, 1, 2,..., of feasible 
points along curvilinear search paths obeying an initial-value system of 
differential equations. The derivation of the differential equations is based on 
the observation that if xk is a feasible point for (1.1~(1.2) and if x(t), 
x(0) = xk, x: R + + R”, is a continuously differentiable curve in x-space, then 
x(t) lies on the feasible region 
Y = (x E R”/h(x) = 0, h: R” + R”, m < n) 
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if and only if 
V/z(x) i(t) = 0, t E [O, co), (1.4) 
where V/z(x) is the m x n Jacobian of the mapping h(x). Note that Vh(x) a(t) 
is the rate of change of h along x(t). 
Indeed, suppose that (1.4) is satisfied for all t E [ 0, co). Then 
dh(x(t))/dt = VIZ(x) i(t) = 0, tE [O, co), 
and therefore, 
/2(x(t)) = h(Xk) = 0, tE [O, co> (1.5) 
since xk ESr, i.e., h(xk) = 0. On the other hand, if h(x(t)) = 0 for all 
t E [0, co), then clearly dh(x(t))/df = V/z(x) i(t) = 0. 
As may now be seen, the m equality constraints viewed as a system of m 
equations in n unknowns reduce the degrees of freedom of our problem from 
n to (n - m). Thus, one could try to convert the constrained problem 
(1.1~(1.2) into an unconstrained problem in R"-m. Another way of 
approaching the problem is to generate an arc emanating from xk along 
which the constraints are exactly satisfied and to obtain a sufficient descent 
in the value of the objective function along that arc. This may be done by 
introducing a continuously differentiable matrix P(x), P: R” -+ R”X(“-m’, 
whose columns are linearly independent, such that 
V/z(x) P(x) = 0. (l-6) 
Then, the solution curve, x(t), to the system of differential equations 
i(t) = P(x) i(t), x(0) = xk, z E R”-“‘, (1.7) 
satisfies (1.4) for any continuously differentiable curve z(t) in Rnmm. Hence, 
by the previous argument, x(t) stays on the constraint surface h(x) = 0 for 
all t E [0, co). Furthermore, system (1.7) defines a function w: R”-” + R” 
such that 
x = w(z), ty: R”-m + R”. (1.8) 
The above argument makes it possible to convert he original constrained 
problem (1.1~( 1.2) into an unconstrained problem in R"-", since f may 
now be viewed as a function of the z variables only, i.e., 
f(x) = f(W(Z)) = 4(z), $zR"-~+R. (1.9) 
Given the matrix P(x), the curvilinear path z(t) is determined so as to 
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obtain, a maximal decrease in the function value when moving along the 
resulting trajectory x(t). Note that P(x) is a matrix whose columns span the 
tangent subspace to jT at x. As will be seen, the system of differential 
equations (1.7) provides a convenient way for working with the constraint 
set jr itself, rather than with the subspace tangent to ST. 
2. NOTATION 
Given a function f: R” -+ R, its gradient g at x is the n X 1 column vector 
VT’(x) with components af(x)la i = l,..., II.The matrix of second partial 
derivatives of f at x, i.e., the Hessian matrix, is denoted by F(x) = 
[~~(x)/c?x, ax,], i, j = l,..., n. 
For the mapping h: R”+ Rm with components h,, i= l,..., n, Vh(x) 
represents the m x n Jacobian matrix at x with components &,(x)/axj, 
i = l,..., m, j = l,..., n. The second derivative of h at x is denoted by H(x) and 
should best be regarded as the m-tuple H = [H, ,..., Hi ,..., IS,,,], where Hi is 
the Hessian of hi. Given a vector u E R” we can define the operation Hu, 
associating an element u of R” and an m-tuple H of RnXflXm into an element 
of R”‘“, by 
Hu=u,H,+--.+u,H,+...+u,H,. (2.1) 
xk is the value of x at the beginning of iterationk; tkis the step length during 
the kth iteration; s(xk, t) is the curvilinear search path generated at xk; i(t) is 
the derivative of the vector x with respect o the parameter t; bi is the ith 
component of a vector b; Z(x, u) is the Lagrangian function, 
O,u)=f(x)-UTh( >; ( > x u x is an estimate of the Kuhn-Tucker multiplier at 
x; llxll is the E UC i 1 d ean norm of a vector x; .i7 is the feasible region; I, is the 
nth-order identity matrix; V/(x, u) is the derivative of the Lagrangian with 
respect o x; L(x, u) is the Hessian of the Lagrangian with respect o x; 
VP(x) is the derivative of the matrix P(x). 
3. DERIVATION OF THE CURVILINEAR SEARCH PATH 
Let us consider the rate of change, df(x)/dt, of the objective function 
along the solution curve to the system of differential equations (1.7). We 
have 
df(x)/dt = Vf(x) i(t) 
= g’(x) P(x) i(t), x(0) = Xk. (3.1) 
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As is proved in [2], under the usual Euclidean norm, the minimum of (3.1) 
over all (n - m)-dimensional nonzero vectors z(t) occurs when 
i(t) = -P’(x) g(x). (3.2) 
Note that P’(x) g(x) is the gradient of 0 or, equivalently, the gradient off 
with respect o the z variables. The Hessian @ of 4 is given by 
Q(x) = v [P’(x) g(x)](dx/dz). (3.3) 
From (1.7) we obtain 
dx/dz = P(x). 
Therefore, 
Q(x) = [P’(x) F(x) + VP(x) g(x)] P(x). 
(3.4) 
(3.5) 
Recognizing now that P(x) satisfies 
P’(x) m(X) = 0 (3.6) 
and differentiating theabove expression, we find 
VP(X) V%(X) + P’(x) H(x) = 0. (3.7) 
At this point we recall [6, Chap. 21, that a necessary condition for X to be 
a local minimizer to problem (1. I)-( 1.2) is that there exists a multiplier 
CE Rm such that (2, zi) is a stationary point of the Lagrangian I(x, u), i.e., 
Vz(.f,zT)=g(~)-V%(~)27=0 (3.8) 
provided that the constraint gradients are linearly independent. Substituting 
g(x) = VT/z(x) U(X) into (3.5), where U(X) is an estimate of the Kuhn-Tucker 
multiplier at x, we obtain 
@(x) = [P’(x) F(x) + VP(X) WI(X) u(x)] P(x). 
Equations (3.7) and (3.9), finally, ield 
(3.9) 
@(x) = P’(x)[F(x) - H(x) u(x)] P(x) 
= P’(x) qx, u(x)> P(x), (3.10) 
where L(x, u) is the Hessian of the Lagrangian with respect o x. Clearly, 
O(x) represents a restriction fL(x, U) to the tangent subspace to ST at x. 
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Let us now introduce an (n - m) x n continuously differentiable matrix 
A(x), A E R(“-m)x”, such that the partitioned matrix VW) lm M(x) = ----- [ 1 A(x) }n-m 
is invertible, and let us define P(x) by 
in n-m 
-;- 
M-‘(x)= [ W(x) I P(x) 1. 
(3.11) 
(3.12) 
Clearly, V/z(x) P(x) = 0, since 
[ 
VIZ(x) W(x) j Vh(x)P(x) 
&qx)M-yx) =I, = _------__I ---- ----- 
A(x) W(x) I A(x) P(x) 1 
[ znl ; 0 mx(n-m) = - ____ -- l- - ---- 1 . (3.13) 0 : I,-, (n-rn)Xrn , 
This is the basis of a class of methods proposed by Buckley [4] for solving 
linearly constrained minimization ,problems. 
An estimate, u(x), of the Kuhn-Tucker multiplier at x may be obtained 
premultiplying (x) = V%(x) U(X) by W(x). This yields 
w’(x) V%(X) u(x) = w’(x) g(x) 
from which we find, since by (3.13) w’(x) VT/z(x) = I,, 
4x> = w’(x) g(x). 
(3.14) 
(3.15) 
Introducing the above estimate for u into VZ(x, u), we obtain 
Vl(x, u(x)) = g(x) - VWX) w’(x) &T(X) 
= [I, - m(X) wT(x)] g(x). (3.16) 
On the other hand, (3.11) and (3.12) yield 
M- ‘(x) M(x) = W(x) Vh(x) + P(x) A(x) = I,. (3.17) 
Therefore, 
Z” - V%(X) w’(x) = A’(x) P’(x) (3.18) 
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and 
vqx, u(x)) = A’(x) P’(x) g(x). (3.19) 
Note now that for M(x) to be nonsingular, A(x) must be of rank (n - m). 
Hence, Vf(x, u(x)) = 0 is equivalent to
P’(x) g(x) = 0. (3.20) 
Therefore, ifx is a local minimizer to problem (l.l)--(1.2), thenboth 
VZ(x, u(x)) and the gradient P’(x) g(x) off with respect to the z variables 
must be zero at x, where U(X) is given by (3.15). 
At this point let us consider the system of differential equations 
i(t) = P(x) i(t), x(0) = Xk, Xk E x, (3.21) 
i(t) = -P’(x) g(x), z(0) = Zk. (3.22) 
As has been proved, the actual solution curve, x(t), to the above system of 
differential equations is a steepest descent curve for the objective function 
the surface h(x) = 0. 
Solving system (3.21)-(3.22) is, in general, not easy owing to the 
nonlinearity of the problem functionsf and h. An approximate solution curve 
may, however, be obtained by expanding in (3.21) and (3.22) the right-hand 
side in a Taylor series about xk. Linearizing system (3.21) we obtain 
i(t) = P(x”) i(t) + VP(xk)[z(t) - z”] i(t), (3.23) 
where VP(x), the derivative ofP(x) with respect to z, may be obtained by 
differentiating (1.6). We have 
from which 
P’(x) ‘P(x) + V/r(x) VP(x) = 0 (3.24) 
(3.25) 
Therefore, 
i(t) = P(xk) i(t) - W(xk)[..., [z(t) - zk]’ PT(xk) H,(xk) P(xk) i(t),...]’ (3.26) 
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and 
x(t) = Xk + P(x”)[z(t) - z”] - Hqx”) r(xk, t), (3.27) 
where r(xk, t) is the m-dimensional vector 
r(xk, t) = f [..., [z(t) - zklTPT(xk) Hj(xk) P(xk)[z(t) - z~],...]? (3.28) 
Linearizing ow system (3.22) we obtain 
i(t) = -P’(Xk) g(xk) - @(x”)[z(t) - z”] 
which yields [I] 
z(t) - Zk = [e--‘) -I,-,] CP-‘(x”) P’(Xk) g(xk) 
[ 
n-m 
= 1 
,-tnicx~) _ 1 
ni(xk> 
Ui(Xk) $(Xk) P’(x”) g(x”) 
i=l 1 
= c(xk, t), 
(3.29) 
(3.30) 
where [Ai( oi(xk)], i = l,..., n - m, is the eigensystem of@(x”). 
Hence, an approximate solution to(3.21)-(3.22) is given by 
x(t) = Xk + P(x”) C(Xk, t) - W(Xk) r(xk, t). (3.3 1) 
In the following section an algorithm is presented for solving problem 
(1. l)-( 1.2) by iteratively constructing a sequence (xk} of feasible points 
using the curvilinear search path 
s(x, t) = P(x) c(x, t) - W(x) t-(x, t). (3.32) 
4. OUTLINE OF THE METHOD 
Let xk be the current feasible point and yk the point obtained along 
S(Xk, t) = P(x”) C(Xk, t) - W(x”) r(xk, t) (4.1) 
by means of a suitable unidimensional search. Note that since 
x(t) = Xk + S(Xk, t) (4.2) 
is only an approximate solution to the differential equation of the steepest 
descent curve on the feasible r gion F, yk will not in general be a feasible 
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point. To obtain a feasible point, xk+ l, the following system of nonlinear 
equations has to be solved: 
h(y) = 0, h: R” + R”. (4.3) 
The continuation by differentiation approach for solving the above system 
[9] under the homotopy 
R( y, t) = h(y) - ec’h(yk) = 0, Vt[O, m> 
yields 
Vh(y) W + h(y) = 0, Y(O) = Yk 
from which we obtain, since Vh(y) W(y) = Z,,,, 
i)(t) = -WY> h(y), Y(O) = Yk. 
(4.4) 
(4.5) 
(4.6) 
Then, assuming that yk is sufficiently close to a root of (4.3), the iterative 
process 
Y j+ 1 = yj - w( yj) h( yj), y” = yk, j = 0, 1) 2 )...) (4.7) 
converges to a point xk+ ’ satisfying them equality constraints. In fact, there 
is a value rk of the step-length parameter tsuch that (4.7) converges for all 
points obtained along (4.1) for t E [0, rk]. Therefore, the unidimensional 
search along (4.1) must be restricted into the interval [0, r”]. In practice, 
however, rules are necessary for deciding when to cease iterating on (4.7), 
either because sufficient convergence has been achieved or because the 
iterations arediverging. 
It is now important to select the step length tk according to a rule nsuring 
that the sequence so generated is convergent. Each iteration must result in a 
descent in the value of the objective function and convergence can be 
established if this improvement is sufficient ough. Suffkient descent in the 
objective may be achieved by scaling down the step length by a factor /I until 
f(Xk”) -j-(x”) < -dk “‘T;;;x;;k)“’ ) 
where 0 is a positive number, u E (0, l/2), p E (0, I), and 
ek = 1 -et’. (4.9) 
Note that it may be necessary to decrease the step length tk by scaling 
down Bk by a factor p E (0, l), possibly several times, until the restoration 
phase is successful. 
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The following algorithm for solving problem (1.1~( 1.2) may now be 
stated. A pseudo-ALGOL language is used. 
Step 0. Select a feasible point x0 E R” such that the level set 
Lo = {x E R/j(x) < f(x”)} is compact. 
Step 1. Set k = 0; set u, y E (0, 1 ] and the damping parameters /3, 
p E (0, 1); set the tolerance E and the maximal number of iterations, M, 
during the restoration phase. 
Step 2. Compute P(x”), II’( the gradient P’(xk)g(xk) inthe reduced 
space, and the Kuhn-Tucker multiplier u(x”) = IV@) g(xk). If 
P’(x”) g(x”) = 0, stop. 
Step 3. Procedure “determine the curvilinear search math.” Compute 
@(x”) = PT(Xk) L ( xk, u(xk)) P(xk); find the eigensystem [J,(x”), Vi(Xk)], 
i= 1 ,..., n - m, of @(x”); set the curvilinear search path s(xk, t) using (3.28), 
(3.30), and (3.32); set rYk = y. 
Step 4. Procedure “move along the arc.” Set tk = -ln(l - #k); set 
yk = Xk + S(Xk, tk). 
Step 5. Procedure “restoration of constraints.” Setj = 0; set y” = yk; 
while ]] h( y’)]] > sandj<Mdo:setyj+‘=y’-W(yj)h(yj)andj=j+l. 
Step 6. If ]] QJ)]] 2 E, then set Bk = ~6~ and go to step 4; else set 
Xk+l = 
JJ. 
Step I. Procedure “obtain a sufftcient descent in the objective.” If 
f(x”+ ‘) -f(xk) > -06~ ]]P’(xk) g(xk)]]‘/]] @(x”)]], then set ok = /Isk and go to 
step 4; else go to step 8. 
Step 8. Set k = k + 1 and go to step 2. 
5. ON THE CONVERGENCE OF THE ALGORITHM 
Let us call a point ff desirable ifand only if 2 satisfies thefirst-order 
Kuhn-Tucker optimality conditions for problem (1. l)-( 1.2), viz., 
g(f) - V%(q u(f) = 0 (5.1) 
or, equivalently, 
P’(f) g(f) = 0, (5.2) 
where u(n) is given by 
u(2) = W’(f) g(f). (5.3) 
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Throughout his ection we shall make the following: 
Assumption A, (constraint qualification). The set {V&(x), i= l,..., m} of 
constraint gradients i linearly independent. 
Assumption A,. The eigenvalues of the restricted Hessian Q(x) are 
bounded from above and below by A and A, respectively, for all x E L,, 
where A > A > 0. 
The following theorem ay now be stated. 
THEOREM 5.1. If f and h are twice continuously d@erentiable functions 
and A,, A, hold, then every accumulation point of the sequence constructed 
by the algorithm is desirable. 
Proof: Let us define the mapping A: R” x R” x R + + R by 
4x, s(x, t)) =f(x + s)) -f(x), (5.4) 
where s(x, t) is the search curve given by (3.32). Using Taylor’s formula for 
second-order expansion, we obtain 
A@., s(x, t)) = g’(x) stx, t)+(l/2) sT(x, t) F(x) s(x, 0 +0(/l s(x, t)l13> 
= g’(x) P(x) 4x, t) -k?(x) WY> r(x, t>
+ (l/2) cyx, t) P’(x) F(x) P(x) c(x, t)
- rT(x, t) IV(x) F(x) P(x) c(x, t) 
+ (l/2) rT(x, t) W’(x)F(x) W(x) r(x, t) + O(lls(x, t)l13). (5.5) 
Recognizing that 
g’(x) W(x) r(x, t) = u’(x) r(x, t) 
= (l/2) cT(x, t) P’(x) H(x) u(x) P(x) c(x, t), (5.6) 
(5.5) yields 
A@, stx, t)> = g’(x) P(x) 4x, 0
+ (l/2) CT(X, t) P’(x>[F(x) - H(x) u(x)lP(x) 44 t>
+ O(llc(x, t)l13) 
= g’(x) P(x) c(x, t) + (l/2) CT(X, t) G(x) c(x, t) 
+ O(llc(x, Ql13>. (5.7) 
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Now, by assumption A,, we have 
4% 4x3 4) <[ e 
-tA- 1 A I ll@““l [e-y 11’1 
x II Wx) g(x)l12 + O(llP’(x) &II”> 
< 
[ 
e-” - 1 
‘4 
I ll@~)ll [e-‘;- I]‘] 
x IIP’(x) d4ll’ + OW’(x) &)ll”)* (5.8) 
The steplength parameter t minimizing the right-hand side of the above 
expression isgiven by the solution f 
dd(x, s(x, t))/dt = 0 (5.9) 
from which we obtain 
t= l - A II@(x)ll ’ 
t = e-“‘. 
Therefore, 
f(x + 4% 0) -.m> G -w2)w42 IIm4 g(x)ll’lll %>ll* (5.11) 
We conclude that there xists a u E (0, l/2) and a 6(x) E (0, 11 such that 
f(x + & 0) -m> < -wx> lIm4 &W/II @J(xIl. (5.12) 
Hence, after at most a finite number of scalings bythe factor p E (0, 1) from 
the initial determination 6(x) = y the test (4.8) is satisfied. The above 
argument proves that if P’(x) g(x) # 0, then there xists a 6(x), bounded 
from below, for which Eq. (4.8) holds. 
At this point let us consider the sequence {xk} constructed by the 
algorithm, and suppose that for a subsequence of (x”} converging to some 
accumulation point f, we have P’(f) g(f) # 0. Note that since by (4.8) 
{f(xk)} is a monotonically decreasing sequence and the level set L, is 
compact, accumulation points do exist. 
Let now {x’}, i E S c (0, 1,2,...} denote the subsequence of (x” 1 
converging to 2. The continuity ofg(x), V/z(x) and A(x), and our regularity 
assumption A, imply the continuity ofP’(x) g(x). Therefore, there xists an 
e(Z) > 0 and a j E S such that 
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j-(x” 1) -j-(x’) ,<- 06’ IIP’(x’) g(x’)ll’/ll @(x’)ll 
,< -q II fw d-f)ll’/ll WI 
< - g ,,P’(X) g(Z)ll2 (5.13) 
and 
llxi - XII < E(Z) (5.14) 
for all i > j, i E S. Recognizing that 6’ > 8 and that P’(Z) g(F) # 0, since 2
is not desirable, w  obtain from (5.13) 
j-(x” ‘) - j-(x’) < d(f) < 0, (5.15) 
where 
d(X) = - & 79 lIP(f) g(X)ll”. (5.16) 
Hence, for any two consecutive points xi, xif9 of the subsequence, with 
i>jandi,i+qES,wemusthave 
jyxi+9) -f(xi) = [jyxi+9) .-jyxi+9-1)] + [jyxi+9-l) -f(xi+9-*)] + . . . 
+ [j-(x” ‘) - f(x’)] < j-(x” ‘) - j-(x’) 
< 6(X) < 0 (5.17) 
since {f(x’)}, i E S, is a monotonically decreasing sequence. Now, {f(x’)}, 
i E S, must converge, since f(x) is a continuous function. But this is 
contradicted by (5.17) which shows that he sequence {f(x’)}, i E S, is not a 
Cauchy sequence. 
Therefore, any accumulation point 2 of the sequence (xk} must satisfy 
P’(X) g(2) = 0 (5.18) 
and the theorem is proved. m 
Let us now consider the change of- variable 
t = -ln(l - 6) (5.19) 
where 6 is obtained by scaling down y E (0, 1 ] by a factor /.I E (0, I), 
possibly several times, until the test (4.8) is satisfied. Since by A,, Q(x) is 
positive d finite over the level set L,, we can let in (3.30) t+ +co, thus 
obtaining the point 
Xk+ ’ = Xk - P(Xk) d(Xk) - W(Xk) iI( (5.20) 
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where 
d(Xk) = @ - ‘(x”) PT(Xk) g(x”) 
anf b(xk) is an m-dimensional vector with components 
(5.21) 
b,(x”) = idT(Xk) PT(Xk) Ifi P(x”) d(Xk), i = l,..., m  (5.22) 
Clearly, this corresponds tothe choice tik = 1. 
In the following we prove that after a finite number of iterations, the point 
(5.20) is a feasible point that satisfies thetest (4.8) and, therefore, no 
reduction f the step length is required. 
THEOREM 5.2. There exists an integer N such that for k > N no 
reduction of the original step length tik = 1 is required. 
Proof: An expansion off (xk+ ‘) about xk to second order gives 
j-(x”+ ‘) = Ax”) - g’(xk)[P(xk) d(xk) + W(x”) b(xk)] 
+ (1/2)[P(xk) d(xk) + W(x”) b(xk)]’ 
x F(xk)[P(xk) d(xk) + W(x”) b(xk)] 
+ OW(xk)l13>~ (5.23) 
Using (5.6) and (5.21), we obtain 
f(xk+ ‘) - f(x”) = - gT(xk) P(x”) d(xk) 
+ (l/2) dT(xk) @(x”) d(xk) + O(ll d(x”)ll’) 
= - (l/2) g’(x”) P(Xk) @- ‘(x”) P’(Xk) g(x”) 
+ OWT(Xk) &“>ll’). (5.24) 
From the constraint equations at xk+’ we have 
h(xk+ ‘) = h(xk) + Vh(xk)(xk+ ’ - x”) 
+ (1/2)(xk+’ - x~)~ H(xk)(xktl - xk) + O(ll xk+ ’ - xkl13). (5.25) 
Since xk is feasible, h(xk) = 0. Introducing (5.20) into (5.25) and using 
(3.13) as well, we finally obtain 
h(xk+ ‘) = O(lld(x”)ll” = O(ll PT(xk) g(xk)l13). (5.26) 
Now, for N large nough and k > N, IIP’(xk) g(x”)ll is, by the previous 
theorem, very small. Hence xk+’ is a feasible point. 
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On the other hand, since Q(x) is positive d finite, (5.24) yields 
f(xk”) -f(xk> G -W) IP’(xk> dxk)l12/II @(Xk)ll~ k > N. (5.27) 
We conclude that there xists a u E (0, l/2) such that 
f(Xk’ ‘1 -.mk) < -fJ IIWk) &“>ll’/ll @(x”>lL k > N (5.28) 
and therefore the test (4.8) is satisfied fortik = 1. 1 
The following theorem proves that he convergence rate of the algorithm is
asymptotically at least quadratic. 
THEOREM 5.3. If f and h are three times continuously difJ’erentiable 
functions, then the asymptotic onvergence rate of the algorithm is at least 
quadratic. 
Proof. Introducing the error vector 
ek+l =Xktl-jj 
and expanding h(xk+ ‘) about f, we obtain 
h(xktl ) - h(Z) = 0 = Vh(Y)(xktl -2) t O(]]ekt’]]3) 
(5.29) 
(5.30) 
from which, since Vh(Y) P(f) = 0, 
ek+’ = O(llzk+’ -Zll). (5.3 1) 
By the previous theorem, for k > N and N sufficiently large, we have 
Zkt l = Zk - @- ‘(x”) PT(Xk) g(xk). (5.32) 
As may be proved [8], the convergence rate of the above iterative process is 
of second order, i.e., 
llz kf l - Zll = O(ll Zk- 511’). (5.33) 
Hence, 
ektl = O(l(ekl12) (5.34) 
and the theorem is proved. m 
6. A CLASS OF ALGORITHMS 
It is now clear that different choices of the matrix A(x) will lead to 
different algorithms. Indeed, suppose that the n decision variables are 
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partitioned into m basic variables and n - m independent variables denoted 
by the vectors x, and x,, respectively, and let 
0) = P,@) / VR @)I (6.1) 
(the subscripts B and R denote differentiation with respect to the basic and 
the independent variables, respectively). Finally, let 
A(x) = [O I z,-,I. (6.2) 
Then it is easy to verify that 
provided that the linearly independent. Hence, 
As may be seen, under the above choice for A(x), we obtain the algorithm 
presented in[3]. 
Let us now compute by Householder transformations [5], an n x n 
orthogonal matrix Q(x) such that 
VW) Q(x) = [U(x) / 01, (6.5 >
where U(x) is an m x m lower triangular matrix. If h(x) is a continuously 
differentiable mapping from R” to R’“, and if the constraint gradients are 
linearly independent, hen the elements of Q(x) and U(x) are continuous 
functions ofx. Let us also partition Q(x) as 
and set 
m n-m 
Qtx,=[~I~] (6.6) 
A(x) 5 P’(x). (6.7) 
Then, as may be proved, 
M- ‘(x) = [S(x) u- l(x) / P(x)] (6.8) 
and 
W(x) = S(x) u- l(x). (6.9) 
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In this case, we obtain a curvilinear extension of the method proposed in [ 71 
by Gill and Murray for solving linearly constrained problems. 
7. CONCLUSIONS 
We have presented a unified approach for minimizing a nonlinear function 
subject o nonlinear equality constraints which has the following properties: 
(1) The search for the minimum is performed along curvilinear search 
paths obtained by solving a linear approximation to an initial-value system 
of differential equations. 
(2) The system of differential equations provides a convenient way for 
working with the constraint set itself, rather than with the subspace tangent 
to it. Its actual solution curve is a steepest descent curve for the objective 
function on the constraint surface. 
(3) The system of differential equations is derived by introducing a
continuously differentiable matrix whose columns span the subspace tangent 
to the feasible region. The algorithms obtained for two different choices of 
the above matrix may be viewed as curvilinear extensions to the nonlinear 
case of two known and successful minimization methods. 
(4) The eigensystem of the restricted Hessian of the Lagrangian 
appears directly in the expression for the curvilinear search path, thus 
reflecting the structure of the problem in space. Moreover, the search curve is 
always defined and descent, even when the restricted Hessian is singular, or 
nonpositive definite. 
(5) The algorithms do not require a unidimensional minimization. 
(6) The algorithms converge to a point satisfying the first-order 
Kuhn-Tucker optimality conditions at a rate that is asymptotically atleast 
quadratic. 
(7) The numerical results obtained so far indicate a superiority ofthe 
new approach. 
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