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Development of successful therapies for neurological disorders depends on our ability to diagnose and moni-
tor the progression of underlying pathologies at the cellular level. Physics and physiology limit the resolution
of human MRI to millimeters, three orders of magnitude coarser than the cell dimensions of microns. A
promising way to access cellular structure is provided by diffusion-weighted MRI (dMRI), a modality which
exploits the sensitivity of the MRI signal to micron-level Brownian motion of water molecules strongly hin-
dered by cell walls. By analyzing diffusion of water molecules in human subjects, here we demonstrate that
biophysical modeling has the potential to break the intrinsic MRI resolution limits. The observation of a uni-
versal power-law scaling of the dMRI signal identifies the contribution from water specifically confined inside
narrow impermeable axons, validating the overarching assumption behind models of diffusion in neuronal tis-
sue. This scaling behavior establishes dMRI as an in vivo instrument able to quantify intra-axonal properties
orders of magnitude below the nominal MRI resolution, spurring our understanding of brain anatomy and
function.
The viability of model-based “super-resolution” MRI
rests on validating fundamental model assumptions. In
white matter (WM), the most essential assumption un-
derpinning most biohysical models1–13 is compartmen-
talization — i.e. representing the dMRI signal as a sum
of independent contributions from separate pools of wa-
ter, corresponding to locally anisotropic intra- and extra-
axonal spaces, Fig. 1.
In particular, the defining architectural signature of
neuronal tissue from the water diffusion standpoint has
been the conjecture1–4 of the narrow impermeable chan-
nels (“sticks”) representing axons (and possibly glial
cell processes) inside which diffusion is locally one-
dimensional. The proven ability to map the correspond-
ing directional diffusion coefficients inside these “sticks”
(D‖a) and outside them (D
‖
e andD⊥e ), as well as the com-
partment water fractions, would turn dMRI into a unique
non-invasive instrument able to discern between specific
intra- and extra-cellular disease processes, such as de-
myelination, axonal loss, oedema and inflammation.
However, the Achilles’s heel of model-based ap-
proaches has been the lack of validation of underlying
model assumptions. As histology is not directly related
to a diffusion measurement, it neither can quantify MRI-
relevant markers of cell integrity, such as diffusion coef-
ficients and membrane permeability, nor prove the over-
arching picture of “sticks” for the neurites, Fig. 1.
Here we argue that our experimental in vivo observa-
tion of the universal power-law form (Fig. 2)
S(b→∞) ' β · b−α + γ (1)
a)Corresponding author: Jelle.Veraart@nyumc.org
of the dMRI signal S, with exponent α = 1/2, in the
human brain validates for the first time the key mis-
crostructural assumptions behind models of diffusion in
WM: That one-dimensional “sticks” (axons) form a uni-
versal anisotropic diffusion compartment; the exchange
between intra- and extra-axonal water is not relevant; and
that the fraction γ of fully restricted water is negligible
in the clinically accessible regime.
The dMRI signal S =
∫
dr e−iqrGt,r is the Fourier
transform of the diffusion propagator Gt,r averaged over
all water molecules within an imaging voxel10, and the
diffusion weighting14 parameter b = q2t. Here we use
a diffusion time t ≈ 50 ms as available on clinical scan-
ners, and vary q, achieving an order of magnitude greater
weightings than typical b ∼ 1 ms/µm2 used in the clinic.
The asymptotic power-law (1) with exponent α = 1/2
can only originate from the intra-axonal water. In-
deed, consider the dMRI signal (henceforth normalized
to S|b=0 ≡ 1)
S(gˆ, b) = f
∫
dnˆP(nˆ)ψnˆ(gˆ, b) + γ + Seas(gˆ, b)
(2)
in the unit direction gˆ. The first term comes from the
collection of sticks representing axons and possibly glial
cell processes, with net water fraction f , and parame-
terized by the orientational distribution function (ODF)
P(nˆ), Fig. 1. If the overarching brain dMRI model-
ing assumption1–9 is correct, the signal (“stick response
function”) ψnˆ (gˆ, b) from water confined within a stick
pointing in the direction nˆ, can be approximated by
a simple Gaussian one-dimensional diffusion propaga-
tor ψnˆ (gˆ, b) ≡ e−bD‖a(gˆnˆ)2 . In the limit bD‖a  1,
this response function yields a non-negligible contribu-
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Figure 1. Microstructural origin of dMRI signal: The existing conjecture1–9 presents water diffusion in WM (a, b) as restricted
diffusion in an array of axons, represented by “sticks” (red) embedded in the hindered extra-axonal water (blue), whereas contri-
bution of myelin water (yellow) is considered to be negligible due to its short T2. (c) Schematic representation for water diffusion
properties of an individual stick. Given the diffusion time t ∼ 100 ms, the associated diffusion length scale of ' 10µm is at least
two orders of magnitude smaller than the imaging resolution (d). Hence, the measured intra-axonal signal reflects the averaging
over an ensemble of sticks, whose directions are captured by an orientational distribution function P(nˆ). (e) Qualitatively, only the
directions within the range δθ ∼ (bD‖a)−1/2  1 transverse to the diffusion direction gˆ contribute to the observed signal at large
b, yielding the asymptotic signal scaling (1) solely from intra-axonal water because the extra-axonal signal decays exponentially
fast with b.
tion only from axons falling within a thin “pancake”
|nˆ · gˆ| . (bD‖a)−1/2 nearly transverse to gˆ, Fig. 1(e),
whose thickness scaling as b−1/2 results in the asymp-
totic form (1).
It is essential, for the power-law scaling (1) to hold
and to originate solely from “intra-stick” water, that the
dMRI signal exactly transverse to a stick, gˆ ⊥ nˆ, is not
suppressed: ψnˆ⊥gˆ does not decay at large b, equivalent
to a negligible transverse diffusion coefficient D⊥a and
axonal radius (Fig. 1). In contrast, the extra-axonal con-
tribution Seas(gˆ, b) ∼ e−bDe(gˆ), coming from water dif-
fusion in a simply-connected space characterized by a fi-
nite diffusion coefficient De(gˆ) in any direction gˆ (with
De(gˆ) ≥ D⊥e , Fig. 1), decays exponentially faster than
the intra-axonal signal, by virtue of e−bD
⊥
e  1 for large
b, and can be eventually neglected, as further shown be-
low. Finally, γ ≡ S|b=∞ is the possible contribution of
immobile (fully restricted) water, which we will show to
fall below our detection threshold. It is clear from the
above argument that either a finite axonal radius, or a no-
table exchange rate between intra- and extra-axonal wa-
ter, would destroy the very particular b−1/2 scaling (1).
Figure 2(a) demonstrates the asymptotic behavior (1)
based on diffusion measurements in all WM voxels (col-
ored lines) with 0 ≤ b ≤ 10 ms/µm2 (see Methods sec-
tion for details of signal processing, minimizing signal
biases due to scan drift, imaging artifacts, and correcting
for the Rician noise floor15). Here, the signal was av-
eraged over 64 diffusion directions gˆ evenly distributed
on a sphere for each b to boost the signal-to-noise ra-
tio, with an added advantage being the cancellation of
the ODF shape16, S(b) =
∫
dnˆP(nˆ) ∫ dgˆ e−bD‖a(gˆnˆ)2 '√
pi
2 (bD
‖
a)−1/2, since
∫
dgˆ e−bD
‖
a(gˆnˆ)
2
is independent
of fiber direction nˆ, and the ODF is normalized to
∫
dnˆP(nˆ) ≡ 1. This yields the prefactor β = √pi/4 ·
f/
√
D
‖
a in equation (1) for the direction-averaged signal
in terms of the intra-axonal parameters f and D‖a. As an
average of power-law contributions (over directions and
voxels) with the same α yields the same power law, the
asymptotic behavior (1) becomes most pronounced for
the WM- and direction-averaged signals (red line in Fig.
2(a)), and is reproducible in every subject, Fig. 2(b).
Fit robustness with respect to the range of b, Fig. 2(c-
f), and to the number of degrees of freedom, Fig. 2(g),
was evaluated by considering the full and nested models
to equation (1) for the ranges b ≥ bmin, with bmin vary-
ing between 0 and 8.5 ms/µm2. More specifically, the
evaluated models were (I) βb−α + γ Eq. (1), (II) βb−α,
(III) βb−1/2 + γ, and (IV) βb−1/2. We compared the
relative fit quality of the nested models by means of the
corrected Akaike information criterion17, see Methods.
Fig. 2(g) shows that fixing α = 1/2, models (III) or (IV),
leads to better fit quality than constraining γ, as long as
b & 6µm2/ms.
Intersubject variability and bmin-dependence is shown
in Fig. 2(c,d). The exponent αII and intercept γIII have
both been evaluated as function of bmin, for all WM vox-
els, and for all subjects. Overall, α→ 1/2 and γ → 0.
Histograms and maps of the αII and γIII for sub-
ject #1 and bmin = 7 ms/µm2 are shown in Fig. 2(e-
f). The maps look fairly homogenous in the WM with
αII and γIII values centered around 1/2 and 0, respec-
tively, which suggests that the observed power law be-
havior (1) with exponent α = 1/2 and negligible im-
mobile water fraction γ is universal in the human WM
in vivo. This observation validates for the first time the
overarching biophysical picture that has been the corner-
stone conjecture for numerous diffusion MRI models1–9
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Figure 2. Observation of power law (1) with α = 1/2:
(a) Asymptotically linear scaling of the isotropically averaged
signal as function of 1/
√
b in all WM voxels for subject #1.
(b) For each subject, the average signal decay is shown (solid
line), as well as the linear approximation for b > 6 ms/µm2
(dashed). (c, d) Estimating the power exponent α and intercept
γ from data in the b-range [bmin, 10] for all WM voxels shows
asymptotic convergence to 1/2 and 0, respectively, as function
of bmin. The mean and 95% confidence intervals are plotted
in solid and dashed lines. (e, f) The maps and histograms of
α and γ for subject #1 and bmin = 7 ms/µm2 are shown.
(g) Model selection via the AICc indicates that models with
fixed α = 1/2 should be preferred over the others in case of
bmin > 6 ms/µm
2.
since 2003: Axons (and more generally, neurites) are
represented by one-dimensional “sticks”, with negligible
transverse intra-axonal diffusivity; negligible exchange
between intra- and extra-axonal water; and negligible im-
mobile water contribution.
In Fig. 3 we argue that a slight, yet significant (sig-
nificance level of 0.05) bias in the estimation in α and γ
is expected due to residual exponentially decaying extra-
axonal signal, i.e. a signature of strongly hindered radial
extra-axonal diffusion (D⊥e ≈ 0.5µm2/ms)12,13, and
that the biases cannot be attributed to finite axonal radii
(cf. Methods section for details of simulations). Conse-
quently, we conclude that our measurement is practically
insensitive to axonal radii as long as they fall within the
range obtained by histology18,19.
The insensitivity to axonal radii should help resolve
the on-going debate12,20,21 about the feasibility of in vivo
axonal diameter mapping in the brain. Histological stud-
ies extensively reported axonal diameters 2r to be in
the range 0.5 − 2µm for human WM18,19, with only
1% of all axons having a diameter larger than 3µm19,
while MRI-derived axonal diameters fall in the range
3.5 − 15µm20,22,23. On the MRI side, the bias has been
attributed to the volume-weighted contributions ampli-
fying the tail of the distribution12,22, to the wide diffu-
sion pulses reducing the effect of signal attenuation12,24,
and to the effect of residual time-dependence of extra-
axonal diffusion D⊥e (t) overshadowing the relatively
small D⊥a ' r2/4t12,13. On the other hand, shrinkage
during tissue fixation has been suggested as a potential
shortcoming of histology20, implying that in vivo ax-
ons are thicker than their histologically reported values.
Fig. 3 shows that the effect of strong tissue shrinkage by
a factor η & 2, for which the large MRI-derived axonal
radii20,22 could make sense, leads to a qualitatively dif-
ferent form of S(b) with α notably exceeding 1/2, and
unphysical γ < 0, both incompatible with our measure-
ment.
Figure 4 shows the strong directional dependence of
the signal S(gˆ, b), providing additional evidence for the
lack of an isotropically restricted component, i.e. γ → 0.
Here, we select voxels characterized by a single fiber
population (SFP)25, and focus on the signal S˜b(θ) as a
function of the angle θ between the gradient direction
gˆ and the principal fiber direction nˆ0 (determined as a
principal diffusion tensor direction). To increase preci-
sion, we averaged S˜b(θ) over all SFP voxels, normaliz-
ing voxel-wise contributions by the spatially-dependent
noise level σ(x)26. We observe a remarkably high signal-
to-noise ratio SNR & 5 even for an “extreme” diffu-
sion weighting b = 10 ms/µm2 in the radial direction
(θ ≈ 90◦, gˆ ⊥ nˆ0). We emphasize that it is the pres-
ence of effectively zero-radius “sticks” that explains any
visible anatomy in Fig. 4b; in non-neuronal tissues, with
large and non-“stick-like” cells, at b = 10 ms/µm2 and
D ∼ 1µm2/ms, one would observe pure noise since for
such parameters, e−bD ∼ 10−4.
Conversely, the signal S˜b(θ) in the axial direction,
binned within the cone θ ≤ 20◦ (when gˆ is almost par-
allel to the principal fiber direction), is fully suppressed,
as it reaches the Rician noise floor S˜ =
√
pi/2 for the
magnitude MR images. Furthermore, the axial signal
statistics is precisely governed by the Rayleigh distribu-
4Figure 3. Effects of the residual extra-axonal diffusion and
finite axonal radii. Simulations with varying D⊥e demonstrate
the feasibility to identify the power law exponent α = 1/2
if axons have radii according to values reported in the histol-
ogy studies of Aboitiz et al.18 (solid lines) or Caminiti et al.19
(dashed lines), when corrected by a shrinkage factor between η
= 1 and 2 (cf. Methods). Comparison with Fig. 2(c,d) (observed
curves falling within the greyed-out area) excludes strong tis-
sue shrinkage, η & 2.
tion (Rice distribution with zero signal)26, the blue line in
Fig. 4(a) drawn without any adjustable parameters, cor-
roborating the accuracy of our noise estimation method
and our conclusion about the unobservable γ.
The presence of isotropic immobile water has been
conjectured27 in 1997, as water possibly trapped inside
the small glial cells such as the oligodendrocytes, and
other small compartments (e.g. vesicles). However, the
negligible γ and the pure-noise statistics in the axial di-
rection indicates that in vivo human diffusion MRI is
practically insensitive to such contributions, either be-
cause their volume fraction is too small, or because their
T2 relaxation time is too short, or because the water ex-
change rate is too fast on the scale of our diffusion time
t ≈ 50 ms for treating them as coming from separate
compartments.
Finally, we use the directional signal dependence
S˜b(θ) in order to determine an SFP-averaged fiber ODF
P˜(nˆ), Fig. 4c, and to obtain estimates of the intra-axonal
diffusivity D‖a and axonal orientational dispersion (i.e.
the degree of their misalignment within SFP voxels). Our
method rests on the following intuition: For bD‖a →
∞, the stick response function becomes infinitely sharp,
such that the corresponding S˜b→∞(θ) ∝ P˜(θ¯), where
the complementary angle θ¯ = pi/2 − θ, Fig. 1e. Since
we bin the distribution S˜b(θ) only as function of the
polar angle θ to reduce the effects of noise, our aver-
age SFP ODF P˜(nˆ) ≡ P˜(θ¯) will be axially symmetric.
Fig. 4c shows the gradual sharpening of S˜b(θ), illustrat-
ing the approach toward the intrinsic P˜(θ¯), for the in-
creasing b. By focusing on the small-θ¯, Gaussian part
P˜ (θ¯) ∼ e− sin2 θ¯/2σ2 of the ODF, we can deconvolve its
intrinsic variance σ2 from a sequence of finite-b mea-
surements. In Methods, we prove that in this approxi-
mation, the signal S˜b(θ) ∼ e− sin2 θ¯/2σ2b approaches the
Gaussian shape with the variance σ2b = σ
2 + 1
2bD
‖
a
, i.e.
the intrinsic variance and that from the stick response
function add up, as it could be intuitively expected. In
Fig. 4d, we observe that this variance σ2b , calculated via
the slope of S˜b with respect to sin2 θ¯ around θ¯ = 0, in-
deed scales linearly with 1/b in all subjects. This scaling
of the variance is consistent with the signal scaling (1),
confirming our picture of asymptotic sensitivity only to
the intra-axonal water within narrow impermeable sticks,
and further allows us to determine both the intrinsic fiber
orientational dispersion σ, and the intra-axonal diffusiv-
ity D‖a separately from the axonal water fraction f . This
shows the added value of studying the directional sig-
nal variance, as compared to the overall signal magni-
tude for a given direction, or the directional average S
(Fig. 2), in which these quantities are mixed in the pa-
rameter β ∝ f/
√
D
‖
a. We estimate the intra-axonal
diffusivity D‖a to be in the range [1.9, 2.2] µm2/ms,
whereas the axonal water fraction f ranges between 0.6
and 0.7 amongst the four subjects (Fig. 4e). Extrapolat-
ing the observed linear function to the 1/b = 0 intercept
provides an in vivo estimate of intrinsic ODF dispersion
σ. The estimated dispersion angle sin−1 σ ≈ 17◦ in all
subjects is in excellent agreement with previous histolog-
ical studies yielding dispersion of about 18◦28,29.
To conclude, this study represents the first observation
of a scale-invariant functional form S ∼ b−1/2 for an
in vivo human diffusion-weighted MRI signal. Exper-
imental detection of specific functional forms – a vali-
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Figure 4. Directional dependence of the high-b signal: (a,b) Full suppression of S˜b(θ) is observed in the directions approximately
parallel to the underlying axonal fibre (axial); signal statistics for θ ≤ 20◦ (blue bars) obeys the Rayleigh distribution, i.e. SNR=0
(solid line). In the radial directions (red), SNR & 5 even at b = 10 ms/µm2. The distribution of the probability-normalized
distribution of S˜b(θ) as function of sin2 θ¯ is non-Gaussian (c) and its variance σ2b (computed as the slope of ln S˜ vs sin
2 θ¯, panel
(c)) decays as 1/b (d). The intercept and slope of the variance as function of 1/b returns an in vivo estimate of the intrinsic axonal
orientational dispersion σ2 and intra-axonal diffusivity D‖a, respectively, panel (e). Axonal water fraction f is estimated using D
‖
a
and the parameter β from equation (1). Error bars span the 95% confidence interval; bar plots show reproducibility over 4 subjects.
dation paradigm borrowed from the physical sciences –
is instrumental for selecting11–13 the family of plausible
microstructural models, and for non-invasively validat-
ing their assumptions. The remarkably slow decay (1)
of the signal, retaining much SNR even for very high
b, provides an exciting avenue for probing brain tissue
microstructure with extremely strong diffusion gradients
on clinical systems, such as on Human Connectom scan-
ners, potentially enabling much higher resolution in fiber
tractography used in mapping brain anatomical connec-
tivity and in the presurgical planning, as well as higher
precision in estimating biophysical parameters1–9 of mi-
crostructural tissue integrity, thereby fostering the trans-
lation of advanced diffusion MRI methods into basic
neuroscience research and clinical practice.
METHODS
MRI: Four healthy volunteers underwent imag-
ing on a Siemens Prisma 3T MR scanner, equipped with
a 80 mT/m gradient system, after obtaining informed
consent, using a 64-channel receiver head coil. The body
coil was used for transmission. An echoplanar read-
out diffusion-weighted sequence was used to acquire the
dMRI data. Diffusion weighting was applied along 64
isotropically distributed gradient directions for each of
the 21 b-values that were equidistantly distributed in the
range [0, 10 ms/µm2]. Following imaging parameters
were kept constant throughout the data acquisition se-
quence: TR/TE : 4000/105 ms, matrix: 80× 80, NEX:
1, in-plane resolution: 3×3 mm2, slice thickness: 3 mm,
slices: 38, parallel imaging: GRAPPA with acceleration
factor 2, reconstructed using the adaptive combine algo-
rithm to ensure Rician data distribution, multiband accel-
eration with factor 2, and no partial Fourier.
Image processing: MPPCA noise estimation and
denoising26 allowed to strongly reduce the noise in the
data and to estimate the noise map σ(x) by exploiting
the inherent redundancy in diffusion MRI data. The pos-
itive signal bias, inherent to low-SNR magnitude MR
data, was removed by using the method of moments30,
where the denoised signal was used as a proxy for
the Rician expectation value. Denoised and Rice-floor-
corrected images were subsequently corrected for Gibbs
ringing31,32, geometric eddy current distortions and sub-
ject motion33,34. Using FSL’s FAST algorithm33, an ini-
tial WM mask was extracted from the b = 0 images.
To avoid voxels affected by partial voluming with the
grey matter, a more conservative segmentation was ob-
tained by omitting all voxels with a fractional anisotropy
smaller than 0.6.
Model selection: The corrected Akaike’s information
criterion17 (AICc) was used to compare the relative fit
quality of following nested models: (I) βb−α + γ [equa-
tion (1)], (II) βb−α, (III) βb−1/2 + γ, and (IV) βb−1/2.
Model (II) was linearized by the log transformation, i.e.
lnS(b ≥ bmin) = lnβ − α ln b, and fitted using linear
regression. The models’ degrees of freedom were 3, 2,
2, and 1, respectively. Fig. 2(g) shows that the decreased
complexity of models (II), (III), or (IV) should be pre-
ferred over the full model (I). The row of markers on top
of the graphs indicates which model has the lowest AICc
for a given minimal b-value. Significant differences, i.e.
∆AICc > 2, are indicated by black markers. AICc dif-
ferences between the nested models (II), (III), and (IV)
6are typically small, and even not always statistically sig-
nificant, i.e. ∆AICc < 2. However, in case of significant
differences, fixing α = 1/2, i.e. for models (III) or (IV),
always leads to better fit quality than constraining γ, as
long as b & 6µm2/ms.
Noise propagation and effect of finite axonal radii:
In order to evaluate the feasibility to detect the α = 1/2
power law scaling, Rice-distributed synthetic data was
generated for the same imaging protocol using a two-
compartmental signal-generating model of orientation-
ally dispersed WM (γ = 0). Without loss of general-
ity, we choose P(nˆ) to be the axially symmetric Watson
distribution: P(nˆ) = M (1/2, 3/2, κ)−1 eκ(gˆnˆ)2 , where
M is a confluent hypergeometric function and κ is the
concentration parameter that describes the axonal disper-
sion. The hindered extra-axonal signal
Seas(gˆ, b) = (1−f)e−bD⊥e
∫
dnˆP(nˆ)e−b(D‖e−D⊥e )(gˆnˆ)2
(3)
is parameterized by axial diffusivity D‖e and transverse
diffusivity D⊥e , relative to each axonal fiber in direction
nˆ, Fig. 1. D‖e was sampled from a normal distribution
with mean±sd 2 ± 0.2µm2/ms, whereas the effect of
varying D⊥e was evaluated by sampling from distribu-
tions with mean values D¯⊥e = 0.25, 0.50, 0.75, and sd =
0.1. The intra-axonal compartment had f = 0.65±0.10,
D
‖
a = 2± 0.2µm2/ms (cf. Fig. 4e), Watson concentra-
tion parameter κ ranging from 0.1 to 30, and finite axon
radii ri. Radial signal attenuation within the imperme-
able cylinders24 accounted for the axonal radii distribu-
tion by adding the signals for every ri weighted by r2i ,
using ri from the bins of the measured distributions18,19.
To account for possible tissue shrinkage in histology, we
multiplied the digitized histograms18,19 with a uniform
shrinkage factor η = {1, 1.5, 2, 2.5, 3}. We also used
η = 0 to simulate the effect of zero-radius axons. Note
that the shrinkage factor is histologically accepted to be
at most ≈ 30% (η ≈ 1.43). No immobile water was
added. For each η, 1000 “voxels” were simulated by
sampling the ground truth values in their respective in-
tervals, with SNR = 30 for S(b = 0), to mimic our in
vivo data sets. Processing of the simulated data included
denoising and Rician bias correction, as described above.
Stick response deconvolution: Assuming fiber tract
direction nˆ0 ‖ zˆ and a sufficiently narrow axially-
symmetric ODF P(nˆ), we can approximate it by the
Gaussian (Watson) shape in the vicinity of zˆ. In this
limit, the intra-axonal contribution to the signal
S(gˆ, b) = fcκ
∫
dnˆ e−κ(n
2
x+n
2
y)−bD‖a(gˆnˆ)2
= 2fcκ
∫ ∞
−∞
dλ
2pi
eiλ
∫
d3n
4pi
e−nAn
=
fcκ
2pi
∫ ∞
−∞
dλ
2pi
pi3/2 eiλ
det1/2A(λ)
where the ODF normalization cκ ' 2κ follows from
c−1κ =
∫ pi/2
0
sin θdθ e−κ sin
2 θ ' ∫∞
0
θdθ e−κθ
2
= 12κ in
the narrow-ODF limit κ  1, and in the second equal-
ity we introduced the integration over the 3d space of
n using the constraint δ(|n| − 1) = 2δ(n2 − 1) ≡
2
∫
dλ
2pi e
iλ(1−n2), such that the symmetric matrix A =
iλ+bD
‖
a gˆ⊗gˆ+κ(1−zˆ⊗zˆ). The 3d Gaussian integration
is performed exactly by means of a unit-Jacobian orthog-
onal transformation n → Rn diagonalizing A, yielding
the last equality. Using
detA = (iλ+ κ)
[
(iλ)2 + (bD‖a + κ) · iλ+ κbD‖ag2z
]
≡ (iλ+ κ)(iλ+ x−)(iλ+ x+)
where 2x± = bD
‖
a+κ±
√
(bD
‖
a + κ)2 − 4κbD‖ag2z , and
deforming the integration contour from the real axis into
the upper half-plane of the complex variable λ according
to the Jordan’s lemma, the resulting integration encircles
the two branch cuts: between ix− ' iκbD‖ag2z/(κ +
bD
‖
a) and iκ, and between ix+ ' i(bD‖a + κ − x−)
and i∞, along the positive imaginary axis. Parametriz-
ing λ = iy, we obtain
S(gˆ, b) =
fcκ
2
√
pi
[∫ κ
x−
dy e−y√
(κ− y)(y − x−)(x+ − y)
−
∫ ∞
x+
dy e−y√
(y − κ)(y − x−)(y − x+)
]
.
Our goal is to find the dependence of the signal on
gz = cos θ ≡ sin θ¯ (Fig. 1) in the limit bD‖a & κ  1,
i.e. when our stick response function is sharper than
the ODF, and the ODF is sufficiently sharp to justify
using the Gaussian (Watson) shape around its apex. In
this limit, the second term is exponentially suppressed
as ∼ e−bD‖a and can be neglected in comparison with
the first term. The first term is dominated by the region
around its lower bound x− ' κg2z extending up to y . 1
due to the exponentially decaying weight e−y . Extend-
ing the upper bound from y = κ to y = ∞ would result
in an exponentially negligible error; this in turn makes
the resulting integral exactly solvable after neglecting
the y-dependence under the square root, except around
7y = x−:
S(gˆ, b) ' fcκ
2
√
piκ(x+ − x−)
∫ ∞
x−
dy e−y√
y − x−
=
cκ
2
√
κ
e−x−√
x+ − x− .
As a result, we obtain the asymptotically Gaussian shape
of the direction-dependent signal
S(gˆ, b) ≡ Sb(θ¯) ' f√
1 + bD
‖
a/κ
e− sin
2 θ¯/2σ2b (4)
with σ2b =
1
2κ +
1
2bD
‖
a
, where the intrinsic ODF variance
σ2 = 12κ is increased by that from the stick response
function width, scaling as 1
2bD
‖
a
∼ 1b .
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