Introduction
To understand biological processes beyond single gene analyses, molecular biologists and geneticists often examine biomolecules in the framework of pathways and networks. This way the relationships of the molecules and the logic of operations can be readily captured and visualized. Cell cycle pathways, for example, have been beautifully delineated by yeast genetic analyses. However, no pathway is isolated. Even the fairly complete cell cycle pathway has by no means been comprehensively captured. Instead, cell cycle pathways are interconnected to many other cell processes through yet unknown mechanisms, for instance, their coupling to metabolism [1] and cellular growth and differentiation [2] .
In the cell biomolecules are all interconnected with each other in a network, whose nodes are bio-molecules (proteins, genes, metabolites, and soon miRNAs) and whose edges are functional relationships among the nodes. Functional relationships include transcriptional and translational regulation, protein interactions, gene modifications, protein modifications, metabolic reactions, and indirect interactions like genetic interactions (e.g. synthetic lethality). The structure of these networks can vary over time and space constituting 'network dynamics' [3, 4] . Although 'molecular networks', 'genetic networks' or 'gene networks' are sometimes used interchangeably, genetic or gene networks are actually the genetic templates for molecular networks, since interactions among gene products or between gene products and regulatory sequences are encoded by the genomic sequences ( Figure 1 ).
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Jing-Dong Jackie Han 225 npg fates or phenotypes. Waddington did not know much about the material nature of genes; neither did he say anything about the molecular nature of cellular metabolism. Given current knowledge Waddington's landscapes model can be extended to incorporate molecular details. Translating 'cellular metabolism' as 'molecular networks' turns steady states into network representations or snapshots. Such steady states and the transition trajectories between them have been examined computationally through simulated genetic networks [6] [7] [8] , and experimentally probed by gene expression profiling, such as profiles examining proliferation to differentiation transitions, gene mutation perturbations, or environmental or physiological challenges [9] [10] [11] . The transition from one stable state to another is usually physiological but can be pathological, such as normal to diabetes mellitus, or normal to cancerous proliferation. More explicitly, genetic networks are inheritable and thus subject to evolutionary selections and encode molecular networks (Figure 1) . The landscape or dynamics of molecular networks can be revealed through their molecular signatures, such as conditional connectivity and gene expression profiles, which can be viewed as the molecular phenotypes of the networks [6, 12] (Figure 1 ). The functional phenotypes, such as growth rate of an organism, is the result of the molecular phenotypes, and often correspond to the steady states of the molecular networks [13] (Figure  1 ). Environmental factors and developmental history of an organism can alter both the genetic and molecular networks and the information transfer between them ( Figure 1) .
Not only the function of the gene products, but also their communication with each other, determines the function of the network and the selective advantage of the genes ( Figure 1 ). Signal transduction research has been concerned with both function and communication. In this sense, network biology has been practiced for the last two decades, but the networks studied were often limited. Now with full gene lists available for many genomes, researchers can look beyond the few well-known genes to probe a larger unbiased network and address research questions in a larger context.
Figure 1
Genetic network encodes molecular network, which in turn determines phenotypes. Although genes (except the regulatory sequences of the genes) do not directly participate in the molecular interactions, the potential interaction patterns (or what the molecular network is capable of doing) are encoded in genomic DNAs, and inherited from generation to generation. This concept is illustrated by the projections from genetic interactions to various types of molecular interactions between gene products, or between gene products and gene regulatory elements. However, both the genetic template and the actual steady states of the molecular interaction network are subject to change by environmental factors and developmental histories. Inside a system, the steady states of the molecular network directly correspond to the functional phenotype of the system, be it an organism, a tissue in an organisms, or other functional unit. When the changes affect the germlines of an organism, the changes become inheritable and play a role in evolution. Along with the change in context, a change in research methodology is needed. Because mapping gene relationships entails a myriad of repetitive, labor-intensive experiments, improved high-throughput and automated technologies are needed; the fact that high-throughput experiments generate a sea of data that can no longer be catalogued or processed by hand means greater reliance on computer technologies; because high-throughput datasets can be filled with technical and biological noise and have different technical biases and coverage, improved statistics are needed to distinguish signal from noise, as well as better data integration to annotate the biologically relevant relationships; because the logical interpretation of the whole network is not easily comprehensible to the human brain, computational modeling is needed to predict the output from the signal input or system perturbation; because no analysis and modeling method is perfect, more detailed targeted biological experiments are needed to validate models before a hypothesis can be used to approach health and medical problems ( Figure 2 ). Therefore network biology merits an independent research field because of different approaches, rather than different questions or conclusions. Although any approach has unique advantages and limitations, network biology as a new approach is bound to discover many properties that are not readily accessible by conventional molecular biology or genetics approaches.
Genes
Below I summarize the common methodologies, then review the information flow of network biology, with a focus on the dynamic modularity of the networks, and lastly take a look into the future (Figure 2 ).
Methods to acquire raw data for molecular networks
Small-scale gene-centric studies have delineated many valuable genetic and biochemical relationships between genes and pathways. This information forms the skeleton of the entire complete network and can serve as annotation standards. For now, such information covers only a tiny fraction of the full network and is biased towards certain biological functions. For example, protein interactions in the literature curated by HPRD (Human Protein Reference Database) [14] cover only 20 000 interactions out of a conservative estimate of 150 000 interactions and are strongly biased for cancer-related processes (Supplementary information, table S1). Large-scale experiments and data mining are obviously more effective for mapping genetic networks [15] . Large-scale mapping approaches include: for transcription factor-target gene interactions, chromatin immunoprecipitation followed by microarray identification (ChIP-chip) or sequencing (ChIP-seq) and yeast one-hybrid screens; for protein-protein interactions (PPIs), co-affinity purification followed by mass spectrometry identification and yeast two-hybrid screens; and synthetic lethal screens for genetic interactions. Data mining efforts have been based on genomic sequences, such as gene fusion, gene neighborhood and phylogenic profiles [16] , or on data generated by high-throughput experiments, such as correlated mRNA expression [17, 18] , correlated phenotypic profiles [19] , shared protein interaction partners [20] , shared genetic interaction profiles [21, 22] , shared subcellular localizations [23] , or on a combination of genomic and experimental data, such as interolog and regulog predictions [24, 25] .
Similar experimental and computational approaches have been used to generate small but more detailed maps for some specific biological processes, such as maps of the TGF-β pathway [26, 27] , or C. elegans early embryogenesis [19] . For further details on mapping molecular networks there are other more comprehensive reviews [15, 28, 29] .
Inferring biological information by integration of raw data
How to use the sea of data to derive biological hypotheses is a most important and challenging task in the post-genomic era. Large-scale data are often noisy and cross-species annotation transfers are unreliable. Different interaction mapping techniques have dissimilar advantages and disadvantages, and often achieve limited coverage Figure 2 Information flow in network biology research. Data or raw maps generated by large scale experiments first need to be annotated to extract biologically relevant information. Atop the annotated information, statistical analysis examines the design principles or dynamic parameters of the networks. Then, predictions can be made by applying the design principles and parameters in network models or simulations. Last but not least, the principles, parameters and predictions must be subjected to iterative experimental verification and refinement to approximate the true biological network as nearly as possible. With each step, data are churned or sublimed into information with a reduction in the amount of bits but an increase in accuracy, quality and usefulness. [30] . Therefore, data integration is needed to obtain a more comprehensive, less technically biased and more accurate view of the true network. Integration approaches range from simple intersection analysis [18, 31, 32] , to more sophisticated probability-based scoring systems where Bayesian probabilities are derived based on the number and strength of evidence an edge is associated with [33] [34] [35] (Figure 3 ).
Figure 3
An example of data integration by a probabilistic model. Heterogeneous dataset types can be evaluated by gold standard positive (GSP) and gold standard negative (GSN) functional relationships, for example PPIs. The potential of forming a true functional relationship can be scored as the likelihood ratio (LR) for protein/gene pairs to be true positive interactions versus true negative interactions, according to the GSP and GSN datasets. Taking each data type as independent, a Naïve Bayesian model can be used to integrate heterogeneous data. Each interaction is assigned a LR within a data type. When evidence arises from more than one dataset within a data type, the maximal LR among the datasets is used for a gene pair. Data integration can provide important guidance to downstream biological experimentation. Through integrating gene co-expression data, proteomics data and physical map of candidate disease loci, Mootha et al. narrowed a familial human cytochrome c oxidase deficiency down to a single gene and then validated the candidate gene by sequencing [36] . By integrating transcriptome, interactome and phenome data, Gunsalus et al. identified molecular machines functioning in C. elegans early embryogenesis, and further inferred and experimentally verified the biological functions of ten previously uncharacterized proteins [19] . By integrating anatomical expression, phenotype, functional annotation, microarray co-expression and PPI data from yeast, C. elegans and Drosophila using logistic regression analysis, Zhong and Sternberg predicted more than 18 000 genetic interactions, then experimentally validated the interactions for two human disease-related genes and identified 14 new modifier genes [37] . By combining microarray analysis with interactome analysis, Gilchrist et al. found clues that ATF3 and Rel act downstream of a Toll-like receptor, then through further promoter analysis, experimental validation and kinetics modeling, they established a new regulatory circuit among the genes and downstream targets [38] .
For small networks, where measurements based on system perturbations are plentiful, Bayesian networks [39] and correlation-based learning techniques [40] have been used to reverse engineer the active genetic networks. Based on thousands of single-cell data points measuring the level of 11 phosphoproteins and phospholipids upon activating or inhibiting each of them in human primary T cells, Bayesian network analysis accurately inferred the causal relationships among the 11 molecules [39] . Based on the gene expression level changes upon overexpressing nine bacteria SOS pathway genes, multiple regression coefficients were successfully used to infer the key transcriptional regulations among the nine genes, which was further used to infer drug targets [40] .
A recurring problem with data integration such as these is that once the integration is done, the results get out-of-date rapidly because of the continuous and ever-accelerating data generation from large-scale experiments. To solve this problem, a flexible integration method is needed to keep integrating new data as they are produced and updating the database. A Naïve Bayesian probability model is suitable for this purpose because it can easily integrate different types of biological data in different data formats. Using such a model, over 180 000 PPIs (protein-protein interactions) have been predicted among 10 000 human proteins based on 27 different 'omics' datasets, and deposited in the online database 'IntNetDB', which is intended to be updated whenever new datasets appear [41] .
Uncovering network properties by statistical analyses
Networks have "emergent" properties that are distinct from those of their individual components. Emergent properties are non-linear, aggregated and combinatory effects generated by the interaction of the components of the networks. For example, properties such as topology, information flow and the stable states of a network can only be detected at the network level, not by examining the individual genes or proteins. The large number of nodes and edges in a network allow uncovering of network properties statistically in comparison to randomized or randomly generated networks. As the structural and dynamic features of genetic networks ultimately contribute to biological functions, robustness and evolvability [42] of these networks, a first step toward deciphering the design principles of genetic networks is to identify the physical and biological properties of the networks and, more importantly, the links between physical and biological properties.
Nearly all biological networks, including regulatory, interactome and metabolic networks, are scale-free networks. In a scale-free network most nodes have only one or two functional links, whereas a small number of nodes, the hubs, have many links. In scale-free networks the degree distribution (number of links per node) follows a power-law [43] . Even though the scale-free topology of the marginally sampled networks may not represent the true topology of the complete networks [30] , that hubs exist in these networks is unlikely to be derived randomly [30] . "Degree centrality" has been linked to essentiality and conservation of genes [44, 45] . Another network property of interest is node 'betweenness', the number of shortest paths between any pair of nodes passing through a node. "Betweenness centrality" better predicts the essentiality of a gene than degree centrality [46] .
Networks of many different local topologies can all have the same degree distribution. Therefore the local topologies inform more about the details of the network structure. Most biological networks are small-world networks, that is, they tend to form local neighborhoods or communities as measured by the clustering coefficient [47] , Jaccard index and cliquishness [20] . The proteins in a local community tend to have similar functions and therefore likely correspond to a functional gene cluster or neighborhood or module [48] . Various algorithms have been applied to find local communities based solely on the static structure of networks [49] [50] [51] .
Certain local interaction patterns or "network motifs", such as feedback and feed-forward loops, are enriched in molecular networks [52, 53] . In regulatory networks, where the directions of the edges are identifiable, feedback and feed-forward loops are apparently over-represented www.cell-research.com | Cell Research Jing-Dong Jackie Han 229 npg compared to randomly generated networks of the same degree distributions [52] . Similar networks can be identified based on their distinct signatures of enriched motifs. In other words, the appearance frequency of different motifs within each network is a characteristic shared by networks of the same type. For example, the regulatory networks of microorganisms and higher organisms can be clearly distinguished by the preference for feed-forward loops in the former and both feed-forward and feedback loops in the latter [54] . The scale-free and small-world properties and network motifs have been reviewed extensively before [43] . Biological networks are not static; their functions are determined not only by their static structures but also by their dynamic structural rearrangements. Yeast gene regulatory networks have different properties under different conditions. Active networks under normal physiological conditions tend to have long average path length and are densely connected, whereas active networks under exogenous challenges tend to have short average path length and are less inter-connected [55] . Analyses on signal propagation within a network composed of 23 ligand-induced signaling pathways in hippocampal CA1 neurons revealed that signals branch early in the network for ligands that induce rapid and transient changes, late for G protein-coupled receptors and little for those ligands that cause permanent changes. Negative and positive feedback loops are concentrated at early and late steps, respectively, suggesting a balancing barrier in the early stages and a persistent effect in the late stages of signaling. At 15 steps from the ligand-receptor interactions, nearly all the genes in the network are engaged, so any ligand ultimately affects the entire network [56] .
Genetic networks differ from non-biological networks in that they are subject to evolutionary selection. First, genetic buffering may be important in accelerating evolution of the molecular networks. Simulated evolution of the gene network has shown that many single gene mutations or deletions can give rise to phenotype variations in the progeny. That is, many genes may have buffering effects towards genetic perturbations, while removing or mutating the genes can accelerate evolutionary adaptation [6] . Second, environmental constraints are important determinants of the evolutionary direction of the molecular networks. For instance, given the nutrient environment of the symbiotic bacteria and the metabolic network of their ancestral free-living bacteria, the minimal metabolic network of these symbiotic bacteria can be predicted with fairly good accuracy [57] . Thus, environmental constraints are pivotal to shape the steady states of the molecular networks (molecular phenotypes) and to select the corresponding genetic networks (genotypes) (Figure 1 ). Third, local functional units of the networks, such as protein complexes and signaling circuits, are likely evolutionarily selected and preserved. Indeed genes inside the same protein complexes and pathways are conserved across species [53, 58] . However, within a single organism, the network motifs are mostly not conserved among different sets of paralogous genes. Network motifs in regulatory networks have been suggested to evolve by convergent evolution or divergence after gene duplication, because simple duplications of network motifs with paralogous genes in either E. coli or yeast gene regulatory networks are rare [59, 60] . Instead, the whole genome duplication in yeast may have served to derive functional sub-networks under different regulatory controls [61, 62] . Such results are naturally expected if the selections on network motifs within a species are driven by function rather than driven by structure.
Predicting network behavior by in silico modeling
A network can be represented in silico and its properties studied using computer-simulated perturbations. Several models have been successfully employed to predict the behavior of networks. The most successful is the flux balance model for metabolic networks. The model assumes that metabolic pathways are utilized to maximize the metabolites required under particular growth conditions. Flux balance optimizes metabolic flow for maximal biomass production of certain metabolites, for example ATP, under mass balance and physicochemical constraints of steady states to compute whole-cell metabolic fluxes and growth rates [63] .
In principle, if a signaling network follows similar optimization rules and has known constraints, a constraintsbased model can predict the output of the signaling network ( Figure 4) . However, signaling networks are more complex than metabolic networks, whose function is mainly energy generation and whose output is change in growth rate. Currently not enough is known about what principles guide the flow of information in signaling networks, or genetic networks in general, and what constraints limit the functions and outputs of such networks.
Network motifs can be viewed as building blocks of the networks, and are also small enough for accurate mathematic modeling and sometimes ex vivo reconstitution (a.k.a. 'synthetic biology') [64] . When only a few network motifs are considered and kinetic parameters are well-measured, kinetic models have been successfully used to predict the signaling properties of small networks [4] . For example, the function of the PKC (protein kinase C) mediated positive feedback loop and the function of MAPK phosphatase in tuning ligand sensitivity have been revealed through kinetic analyses of the MAP kinase signaling module [65] . In similar scale networks, probability-based reverse-engineered network model can predict the qualitative instead of quantitative or dynamic outputs of networks [40] . In small networks where the kinetic parameters are unknown, but all deterministic nodes and edges are known, Boolean network models have been used to predict outputs and steady states of the networks, such as the cell cycle network [8] and the segment polarity gene expression network in Drosophila embryo [66] .
Today most kinetic parameters of the interactions are unknown and the eukaryotic cellular networks are far from being completely mapped, so these modeling approaches remain ambitious future projects for accurate systems modeling of multicellular organisms. The potential of such models to personalize medical treatment based on individual variations and to predict systems-level drug effects will drive biomedical and pharmaceutical research toward such systems models.
Building accurate and practically useful models needs to start with experimental observations. To test the validity of and refine the models or to get individualized parameters for the models needs iterative experimental probing of network features according to the predictions of the models [67, 68] .
Dynamic modular networks for mathematical modeling
Mounting evidence points to a modular structure for the transcriptome and interactome. For example, transcriptionally co-regulated genes, or tightly interacting gene neighborhoods (cliquish clusters) in the interactome networks, often correspond to molecular machines and other functional modules [17, 69] . Although some modules, such as stable protein complexes are constantly present in multiple cellular conditions, other functional modules are dynamically constructed and deconstructed. For instance, cell cycle dependent protein complexes are dynamically constructed and disassembled during different phases of the cell cycle [70] . As another example, hubs in the yeast interactome network can be categorized as 'date' or 'party' hubs, where a date hub interacts with its partners at different times and a party hub interacts with its partners simultaneously. Date hubs tend to connect different functional modules, whereas party hubs tend to function within the modules, suggesting dynamically organized modularity in the yeast interactome network [31, 71] . A network module has been defined as meeting three criteria: precisely defined inputs and outputs, comparable timescale, and spatial colocalization under certain condition [3] . Such a definition covers both static and dynamic network modules with an emphasis on context-coherence.
As the genes or proteins inside a module are synchronously regulated and functionally insulated from other parts of the network, they can sometimes be regarded as a single functional unit, that is, one single node in the network [72] . Such modules can be extracted from a static network through statistical analysis by examining the dynamic changes of the nodes and/or edges. For example, by examining a subnetwork of the PPIs between genes that have similar or opposite expression patterns across different human brain samples, or across different fruit fly populations, we could dissect PPI network modules where 1) the expression profiles of genes within a module are similar, 2) the PPIs between genes that have similar expression patterns are maximally enclosed within a module, and 3) Figure 4 Constraint-based modeling. Constraint-based modeling has been successfully used in metabolic networks. In principle, if the constraints for signaling networks can be identified, such a model can be also applied to signaling networks. Stoichiometric, thermodynamic and capacity constraints are the major constraints for metabolic networks. Major constraints for signaling networks are probably temporal and spatial constraints, which have yet to be fully understood. (Modified based on [63] with permission from the authors and Proc Natl Acad Sci USA). the PPIs between genes that have opposite expression patterns are optimally distributed between modules. Two of the modules so found are transcriptionally anti-correlated modules at the tissue and organismal levels, and relate to cellular proliferation and differentiation states. The two modules reflect the temporal switch between two alternative states -proliferation and differentiation states [73] .
Computationally, the expression profiles of proliferation and differentiation modules found at tissue and organism levels can be explained by a simply toggle switch ( Figure  5a ). However, even with current limited network coverage, there are over 15 feedback control loops between the two modules. The PPIs connecting the two modules preferentially connect regulatory genes, especially oncogenes and tumor suppressor genes. It seems that to robustly coordinate and fine-tune the relationship between the two modules, nature has selected for greater redundancy and more complex regulatory circuitry than what is merely sufficient (Figure 5b ) [73] .
We have found that genes inside the aging-related subnetworks aggregate into several modules related to cellular temporal switches [74] . Two modules of a switch not only correspond to two alternative cellular states, but also assume opposite expression changes during aging. Such modules are connected through concerted transcriptional regulation and extensive PPIs, with genes connecting these modules through PPIs more likely to affect network stability and organism lifespan [74] .
Network complexity is incurred by robustness, fine tuning, spatial and temporal compartmentalization and dynamic reorganization between and within functional modules under different conditions [75] . Such complexity makes it difficult to intuitively infer the output of a modular network. Therefore, computational modeling is necessary to simplify and dissect the circuitry required to achieve the observed functional states of the modules. With well-defined inputs and outputs of the modules, a module-level network will tremendously simplify the view of a cellular network and make it amenable to computational modeling. Modeling metabolic network at the modular level, epistatic relationships have been revealed for modules in these networks [76] . When the complex regulatory network of pattern formation during Drosophila embryogenesis is reduced to two or three coarse grain modules, the functional output of the full regulatory network can still be robustly reproduced through computational simulation of the modular network. Thus modular network topology and kinetics are sufficient to capture the overall function of the network [77] .
Synthetic biology can help reconstitute and verify modeling results. Many types of simple regulatory networks have been successfully constructed [64] . The output of some of these networks has been demonstrated to be exactly as computationally predicted, whereas that of others is not yet fully predictable by computational modeling [78] . Synthetic biology has unique advantages in formulating or predicting the modular interactions in a modular network. If a catalog of synthetic circuitry with accompanying dynamics is available, one can compare a dynamic profile at hand with such a catalog to find a possible minimal regulatory circuit generating the profile. Instead of going into the complex in vivo system to test various models and parameters for constructing a correct computational model, a synthetic 'model' biological network system provides a simpler middle ground.
In summary, modular network models may bridge the current gap between statistical analyses and computational modeling, overcome the computational hurdles imposed by the large sizes of systems-wide networks, and allow examination of dynamic outputs.
Dynamic network modularity links genotypes to complex phenotypes
A complex phenotype is usually determined by multiple genes, although the genes do not necessarily have the same influence over a phenotype. Traditional genetic linkage and genetic association tests are insufficient for complex diseases [79] . Because of the weak effect of each individual gene, it is hard to distinguish a true genetic association from background noise. Even when an associative locus is found, it usually encloses a large genetic interval, often covering more than 100 genes [80, 81] , making it hard to determine the molecular functions of the associated locus. Here enters network integration. The state of the molecular network that corresponds to the current overall phenotype of the system is determined by the gene network and its interactions with environmental and developmental factors ( Figure 1) . Genes contributing to a particular complex phenotype or a complex disease are usually connected to each other to form a subnetwork [19, 82] . The genes within the subnetwork are more densely connected to each other than toward those outside of the subnetwork. A gene subnetwork usually contains a few functional modules, with genes inside the module having similar biological functions [19, 73] .
Lage et al. have developed a Bayesian predictor using the phenotypes of the first degree interactors to narrow down the associative genes in large genomic intervals that are previously mapped as disease-associated loci. They obtained confident predictions for 91 of a total of 870 intervals [81] . As this result is based on only the first degree interactors, including information from a disease-related subnetwork or modules may further increase the coverage. Using as query genes four genes known to be associated with breast [84] . Although their network included only co-expression relationships, the approach can be potentially adapted for networks composed of other types of 'omics' data.
A network approach can reveal not only which genes are associated with a complex disease, but also the genetic interactions, potential pathways and regulatory networks contributing to the disease. New integrative strategies based on network analysis are undoubtedly promising approaches to link genotypic variations to susceptibility for complex diseases.
An outlook
Network biology still faces many challenges. Datasets are both data-rich and data-poor, that is, false positives and limited coverage are still the rule. The transition from model organisms to human means magnitudes of increase in complexity of both experimentation and computation. Most edges in network maps are still missing the signs and directions. Post-transcriptional modifications cannot be easily monitored at large scale. Tissue and cell type specificities are not considered. Genome-wide dynamic measurements are costly. However, with development of novel high-throughput and single cell dynamic measurement techniques and with improvement of accuracy and coverage over existing technologies, high-throughput experiments will continue to accelerate data acquisition and www.cell-research.com | Cell Research Jing-Dong Jackie Han 235 npg raise further need for data processing, integration, analysis and modeling. Physics and mathematics have provided important tools for network biology on data mining, network metrics and modeling techniques, and will be driven by new challenges and requirements of network biology to develop new network metrics and dynamic models. However, the change to network biology does not simply entail handing over biology to physicists and mathematicians. A good understanding of biology is needed to ask the right questions, to choose proper network analysis tools, and to confirm analysis results by solid experimentation. After all, network biology is biology. The fundamental goal of network biology is the same as molecular biology: to understand basic biological processes and the mechanisms of human diseases.
Since there is no need to understand how a computer works to use a computer, there is no need to be mathematicians or physicists to use network analysis and modeling approaches to study biology. In fact, many of the analysis and modeling approaches I've discussed have been implemented in ready-to-use and freely accessible databases and software. BIND, DIP, GRID, MINT, IntAct and KEGG are databases aiming to collect all the interactions and pathways for cellular networks. Cytoscape is a free and easy-to-use network visualization tool [85] . TopNet is an online package that extracts standard network properties such as degree distribution, clustering coefficient and shortest distances [86] . MCode is a program to extract highly clustered gene neighborhoods [69] . MFinder and FANMOD are programs for finding over-represented network motifs [54, 87] . Dizzy, BioNetS and RMBNToolbox are network kinetics simulators [88] [89] [90] (Table 1) . The functions and performances of 12 different modeling tools have been compared in detail [91] . Free, ready-to-use and user-friendly software will soon be available for other analysis and modeling approaches. Soon, I expect that biologists will be able to use these programs as they use molecular biology reagents and kits, or homology search tools like BLAST. Network-based interactive modeling and experimental approaches will then be the norm rather than a hope for modern biologists.
