Abstract-In several complex applications, the use of multiple autonomous robotic systems (ARS) becomes necessary to achieve different tasks, such as foraging and transport of heavy and large objects, with less cost and more efficiency. They have to achieve a high level of flexibility, adaptability and efficiency in real environments. In this paper, a reinforcement learning (RL)-based group navigation approach for multiple ARS is suggested. Indeed, the robots must have the ability to form geometric figures and navigate without collisions while maintaining the formation. Thus, each robot must learn how to take its place in the formation, and avoid obstacles and other ARS from its interaction with the environment. This approach must provide ARS with the capability to acquire the group navigation approach among several ARS from elementary behaviors by learning with trialand-error search. Then, simulation results display the ability of the suggested approach to provide ARS with capability to navigate in a group formation in dynamic environments. With its cooperative behavior, this approach makes ARS able to work together to successfully fulfill the desired task.
INTRODUCTION
The integration of group behavior in the field of cooperating systems is becoming increasingly important and useful in many complex applications. Indeed, for several robotic applications in space, underwater explorations or factories, it is more reliable and sometimes necessary to use a group of autonomous robotic systems (ARS) in place of humans to achieve a desired goal [1 -6] . Some of these applications need to achieve a formation of the ARS, such as transport of heavy or large objects, to perform the desired goal well. For these types of tasks, it is more advantageous for the ARS to move in a prescribed formation from one place to another. Therefore, there must be cooperative control of the ARS so that they successfully achieve these tasks. Thus, these ARS must be endowed with an effective group navigation approach to know how to interact dynamically with partially structured environments. This intelligent control that is experiential based rather than model based is designed as a new emerging discipline to overcome system complexity, non-linearities and uncertainty [7, 8] . This control allows the ARS to react to changes in the environment, learn from errors in behavior and solve some unforeseen situation classes independently [8, 9] . In fact, most of the research conducted to date on learning in autonomous robots deals with the behavior-based paradigm [7] . This bottom-up approach concentrates on physical systems situated in the world, and promotes simple associative learning between sensing and acting [10] . This learning is aimed at avoiding the need for a human operator to model all of the complexities, interactions or other influences in the real world [8, 11] . Among these adaptive approaches currently available, reinforcement learning (RL) is one of the most investigated approaches [8, 11, 12] . This paper deals with the planning and cooperative control of ARS group behavior in dynamic environments. Indeed, the ARS are required to form an approximation of a simple geometric object, such as a circle, to surround a given large object and to move towards a defined place. These robots need to be able to acquire knowledge on their own, using sensors and actuators [8] . Therefore, a RL-based group navigation approach for multiple ARS is suggested as one of the principal functions of the robots. This approach uses an adaptive method for acquisition of the elementary behaviors to learn how to behave in formation while avoiding collision with other robots and obstacles.
Although several investigations on the problem of controlling multiple ARS in geometric formation have been developed [3, 6, 13 -16] , further efforts must be made to apprehend and understand the group behavior notion of how the ARS motion can be efficiently coordinated to achieve a given goal.
In this paper, an adaptive group navigation approach based on RL for ARS is suggested. This approach exploits a learning paradigm to learn to achieve a formation of figures and to perform the displacement of these formations from an initial state to a final state while avoiding obstacles in dynamic environments. In fact, this approach uses an adaptive method for acquisition of the elementary behaviors to form a defined geometric figure and move in formation to a desired goal. The appropriate behaviors for group navigation can be successfully acquired through the suggested learning process. Indeed, the system based on RL improves its performance by receiving feedback in the form of a scalar reward (or penalty) that is commensurate with the appropriateness of its response. Thus, this behaviorbased approach must provide robots with the capability to achieve a group formation and a displacement in formation by interaction with the environment.
In this paper, a RL-based group navigation approach is suggested. In Section 2, an overview of robot formations and RL-based navigation is presented. In Section 3, the group navigation approach to form a geometric pattern of an object and to move in this formation is suggested. A RL approach essentially based on robot interaction with the environment to acquire the group navigation behavior is presented. Indeed, the approach uses elementary behaviors to learn how to behave to form and move in a defined formation to reach their target in a multi-robot environment. This behavior-based approach promotes simple reflex-like actions and associative learning between sensing and acting. The robot improves its behavior as a result of interaction with the environment where situations in the environment are perceived and an action is generated using a situation-action mapping function. Finally, Section 4 summarizes the simulation results underlying the ability of the robots to find the appropriate ways to reach their targets in formation.
ROBOT FORMATION APPROACHES
Designing robots that learn by themselves to perform complex real-world tasks is still an open challenge for the field of robotics and artificial intelligence [8, 12, 17] . Indeed, several researchers have developed approaches that are based on learning from interaction with the environment and experience. Such type of learning is pertinent to intelligent control since it leads to systems that do not depend upon a priori knowledge for decision making. RL as a pertinent type of this learning maintains an explicit policy function that maps situations directly into actions instead of using an explicit domain model to generate a sequence of actions which is then executed in an open loop as in classical planning [10, 12, 18] . Indeed, approaches based on RL allow a quick response to unexpected contingencies and opportunities leading to situated and reactive systems, which are of a great interest in robotics, particularly in multi-robot systems. Situatedness and reactiveness are in fact two important properties of systems using RL. Situatedness refers to existing in, and having one's behavior strongly affected by, dynamically changing environments [19] . Indeed, robots are situated since they must control the whole interaction with the environment, i.e., the world must always be seen from the perspective of the robots [20] . In other words, the robots are situated if their control decision is based on the current situation (as determined by sensor readings and possibly a limited amount of internal state). Consequently, the robots have to be able to bring in their own experience in dealing with the current situation [12, 20] . However, robots are reactive if they generate actions (behaviors) at a rate that is commensurate with the dynamics of the environment in which they are embedded. For such robots, decision making consists of evaluating a policy function, which typically requires a small constant amount of time [12] . These robots are also characterized by their incremental learning to adapt their policies based on experience accumulated over time. They gradually reach the correct answer through successive approximations even if their models are incomplete or inaccurate, leading then to robust robots. This robustness also implies that these models can be learned during the process of RL, which then allows their use by the robots themselves [10, 12] . In fact, RL is a computational approach to understanding and automating goal-directed learning and decision making. It is distinguished from other computational approaches by its emphasis on learning by the individual from direct interaction with its environment, without relying on exemplary supervision or complete models of the environment. Indeed, RL is the first field to seriously address the computational issues that arise when learning from interaction with an environment in order to achieve long-term goals [10] . RL has been shown to be flexible in handling noisy data and does not need expert domain knowledge; the learner is given no explicit built-in knowledge about the task. This paradigm is used in several approaches where multiple robots learn how to behave in a common environment. They can cooperate to achieve a common goal or increase the performance of a given task by multiplying the number of robots and therefore gaining time.
This problem of controlling and coordinating multiple ARS has interested many researchers in recent years. Indeed, several works have studied navigation of multiple robots in dynamic environments [21 -25] which used the RL paradigm to learn a defined task. For instance, an adaptive acquisition for collision avoidance among multiple autonomous mobile robots which are equipped with 'LOcally Communicable Infrared Sensory System (LOCISS)' has been developed in Refs [21 -23] . An improvement of this approach has been made by Fujii et al. [24] by proposing a multilayered RL scheme for acquisition of appropriate collision avoidance behaviors. Another effective collision avoidance algorithm for two robots [25] has been generated by a very simple learning process that simulated a naive human trial-anderror learning process.
On the contrary, the robot formation problem is still an open problem since little work has been proposed. The dynamically reconfigurable robotic system developed in Ref. [26] consisting of many simple cells can detach and combine autonomously to change its shape depending on the task and environment. Mataric [7] studied how local interactions of artificial agents can be designed to produce emergent group behaviors and how different levels of individual robot intelligence affect the group dynamics. Fredslund and Mataric [14, 15] studied the problem of achieving global behavior in a group of robots using only local sensing and interaction in the context of a football marching band. In this work, no global positioning system is needed, but with this type of information (e.g., global map or global positioning edge of all robots' positions) more reliable performance is possible. Wang [6] also focused his attention on the global dynamic behavior of a group of robots by developing simple navigation strategies based on nearest-neighbor and multi-neighbor tracking. Fredslund and Mataric [13] developed a behavior-based approach for formations where each robot is designated a unique friend robot to follow by visual servoing. A decentralized behavior-based approach to assembling and maintaining robot formations is presented in Ref. [27] . This approach allows formations of different shapes such as line segments and larger formations, and is different from the previous one in that there are no pre-assigned orderings to members of the formation. Another work developed in Ref. [28] is based on the concept of multi-agent systems. This work consists of organizing a cooperative group of multiple agents by using negotiation and complementing missed or reduced functions by other agents. Sugihara and Suzuki [16] developed an approach for controlling a group of mobile robots in a distributed manner. They presented distributed algorithms to form an approximation of a simple geometric object, distribute the robots nearly uniformly within an area of a particular shape or divide the robots into two or more groups. Chen and Luh [3] presented algorithms based on those developed in Ref. [16] to form geometric patterns and align each robot's orientation in accordance with the goal requirements.
However, these approaches do not introduce control learning in their process. The latter is an important point when using embedded systems for group behavior to achieve a given task. In such tasks, each robot interacts with its environment within which it seeks to achieve a goal despite uncertainty about the environment and where robots must coordinate to realize a designed task. The robot's actions are permitted to affect the future state of the environment (e.g., the next location of the robot), thereby affecting the options and opportunities available to the agent at later times. Thus, in order to survive, they must be able to predict future events by generalizing the consequences of their behavioral responses to similar situations experienced in the past. Therefore, these agents (autonomous robots) need not be given all the details of the environment in which they are going to act -they acquire them by direct interaction.
In this paper, an approach based on RL is suggested to achieve a group navigation approach in multi-robot environments by integrating the mechanism for adaptive acquisition of the appropriate behaviors into each robot in order to realize different geometric shapes. This approach allows ARS to interact and adapt their behaviors to achieve a desired task.
RL-BASED GROUP NAVIGATION APPROACH FOR MULTIPLE ARS
In this section, the group navigation problem in multi-robot environments is developed using the suggested RL-based approach. Since RL can be applied to problems for which significant domain knowledge is either unavailable or costly to obtain, as in group navigation, the suggested approach is used to teach robots to form geometric figures. Each robot learns incrementally an efficient decision policy over state space by trial-and-error, where the only input from the environment is a delayed scalar reward. The task of each agent is then to maximize the long-term discounted reward per action. In this paper, the suggested approach is based on simple cooperation among them since the robots are homogeneous. Indeed, in this approach the robots communicate instantaneous information among them (such as locations) and update the same decision policy inspired by the work of Tan [29] . They benefit by sharing the policies they have learned because they are faced with the same problem (figure formation). We suggest then to update the same policy. A policy in this work is represented by a table of Q values, where rows correspond to situations and columns to possible actions. Therefore, the common knowledge is learned by all robots, like the pheromone communication approach in an artificial ant colony [30] . Since all agents exploit and reinforce the common knowledge, each agent uses indirect experimental knowledge that is acquired by other agents and quick learning is achieved as shown in Refs [29, 31] .
In fact, to produce group behavior, all of these ARS must be able to follow these simple maneuvering control rules:
• stay together as a group.
• Avoid obstacles within the group.
• Follow the group according to the group speed and heading.
The group of ARS must be able to form specific geometric patterns and move in formation from an initial state to a final one. For instance, lifting a large and heavy cylindrical object requires the ARS to form a circular ring around the object. To achieve this type of task, the suggested adaptive group navigation approach must be able to form a desired shape by the ARS and move together in this formation to reach a given target. This approach shown in Fig. 1 is composed of two parts. In the first part, the ARS are distributed randomly in the environment and they must move to form a given figure based on RL. Afterwards, this formation group must navigate in partially structured environments to reach its target using a 'leader-followers' technique.
ARS and sensors
Each ARS is endowed with LOCISS [21, 22] . LOCISS is a sensing device based on local communication with other robots using infrared sensors. This system has eight transmitters and receivers radially, as shown in Fig. 2 , and is capable of detecting relative position of another robot within its sensing range (80 cm around). By transmitting/receiving motion information, i.e. moving direction and speed, each robot can recognize other robot's motion easily [21, 22] .
System description
In several current real-world applications, there must be a situation in which three or more robots have to achieve some defined geometric figures to carry a heavy or a large object from one place to another. Therefore, ARS must have the ability to form the desired shape and to move all together maintaining this formation, and they must also avoid obstacles and each other while moving. The objective of the learning process is to acquire appropriate behavior to achieve to each robot's own goal while avoiding collision with other robots and obstacles based on information communicated by the sensors.
In the suggested system, a situation s in the environment is defined by the state of the sensor set. This state represents the distance between robots and robots or robots and obstacles. The group navigation problem in such a multi-robot environment is solved by interacting with it. Each robot acquires the capacity to intelligently avoid collisions with other robots and with obstacles while achieving its own goal (moving to a desired position so as to achieve a given geometric figure and afterwards navigating in formation). This group navigation approach is essentially based on a RL scheme acquired by interaction, as shown in Fig. 3 . The objective of the ARS is to collect the maximum of rewards. Therefore, it must choose the most rewarded actions and avoid the most punished actions.
Learning by interaction.
In order to accomplish group navigation in a multi-robot environment where the situation becomes very complicated, it is necessary to introduce learning schemes. This learning lets the robot acquire adaptive behaviors with little or no a priori knowledge of the environment where the robot will work. In fact, the robot learns through trial-and-error interactions with the environment. During the navigation, each ARS must build an implicit internal map (i.e., obstacles and free spaces) from sensor data, update it and use it for intelligently controlling its behavior. This behavior is acquired without any teaching signals from sensory information as shown in Fig. 3 .
Indeed, unlike most learning algorithms that have been studied in the field of machine learning, RL techniques allow us to find optimal action sequences in temporal decision tasks where the external evaluation is sparse, and neither the effects of actions nor the temporal delay between actions and their effects on the learner's performance are known to the learner beforehand [29] . The designated goal of learning is to find an optimal policy, which is a policy for action selection that maximizes future pay off (reward). In order to do so, most current RL techniques estimate the value of actions, i.e., the future pay off one can expect as a result of executing an action, using recursive estimation techniques [29, 30] .
The state of the sensors defines a situation s (see Fig. 3 ). For every situation s ∈ S, the robot can take an action a from the action set A. The action a ∈ A for the situation s ∈ S causes the transition of the situation to s . The purpose of the RL is to find an optimal policy to select the action a for the situation s that maximizes the discounted sum of the reinforcement signals r received over time. Watkins' Q-learning algorithm [11] gives us an efficient solution to this problem.
In Q learning, the learning agent is embedded in an environment in such a way that it can discriminate the set S of distinct world discrete situations and can take the set A of actions on the world. The world is modeled as a Markov process, making stochastic transitions based on its current state and the actions taken by the agent. Let T (s, a, s ) be the probability that the world will be in transition to the state s given that it was in state s and the agent executed action a. In addition, for each state s and action a, r(s, a) is the reinforcement value of taking action a in situation s. In general, this value is a scalar random variable; it must have a stationary distribution, but the same situation-action pair may have different results on different trials.
The general RL problem is typically stated as finding a policy that maximizes expected discounted reinforcement. A policy π is a mapping from S to A. The expected discounted reinforcement of a policy π in a situation s is defined as:
where r t is the expected value of the reinforcement obtained at step t given that the agent started in situation s and executed policy π . The variable γ is the discounting factor; it controls to which degree rewards in the distant future affect the total value of a policy and is usually slightly less than 1.
Watkins' Q-learning algorithm gives an efficient method to simultaneously learn the dynamics of the world and construct the policy. Let Q * (s, a) be the expected discounted reinforcement for taking action a in situation s and continuing thereafter with the optimal policy. Because T and r are not initially known, incremental estimates of the Q values are constructed on-line. Starting with Q(s, a) at any value (but typically 0), every time an action is taken, update the Q values as follows:
where r is the actual reinforcement value received for taking action a in situation s, s is the next state and α is a learning rate (between 0 and 1). Given the Q values, there is a policy defined by taking, in any situation s, the action a that maximizes Q(s, a). Watkins [11] showed that, given some assumptions, including that every state-action pair is tried infinitely often on an infinite run, the Q values will converge to the true Q * values (for more details, see Refs [10, 12] ).
Learning procedure.
The task of navigation involves interaction between an active decision-making agent (robot) and its environment, within which the robot seeks to achieve a goal despite uncertainty about its environment.
Q-learning works by incrementally updating the expected values of actions in states. For every possible state, every possible action is assigned a value which is a function of both the immediate reward for taking that action and the expected reward in the future based on the new state that is the result of taking that action. The adaptive acquisition process based on Q-learning is then conducted for a specific situation recognized by the sensory system according to the procedure shown in Fig. 4 . The value base, which is the value table (i.e., Q matrix) of Watkins [11] , is a series of values allowing selection of actions. An ARS learns a given behavior by being told how well or how badly it is performing as it acts in each given situation. As feedback, it receives a single information item from the environment. The feedback is interpreted as positive or negative scalar reinforcement. The goal of the learning system is to maximize positive reinforcement (reward) and/or minimize negative reinforcement (punishment) over time. By successive trials and/or errors, the robot determines a mapping function (the action-value function Q) which is adapted through the learning phase as shown in Fig. 4 . In this paper, this learning procedure uses a single common value table shared and updated by all the ARS. Therefore, the learning is shared within the group and the ARS quickly learn how to form a given shape because they take advantage of the other robot's experiences. In fact, it is necessary to define cooperative mechanisms that help to reduce searching by providing the robot with auxiliary sources of experience (such as shared learning). These cooperative mechanisms are essential to achieve complex tasks where in most cases the robots do not exist in isolation, but are embedded in a society that guides and structures learning. These robots cannot be expected to learn complex tasks in isolation by trial-and-error alone. Instead, they must be embedded in cooperative environments and algorithms must be developed to facilitate the transfer of knowledge among them [12] . The use of a common value table can be a step for achieving a cooperative mechanism, since the robots exploit the knowledge of their teammates to solve the group navigation problem.
RL-based formation of geometric figures
In this section, formation of a circle or a full circle based on a RL paradigm is suggested. This approach uses a set of elementary behaviors by interacting with the environment to achieve the desired figures.
To achieve the desired circle formation, all the ARS use the learning procedure of Section 3.2.
Elementary behaviors.
The robot has no knowledge a priori of the environment where it moves. Its structure must allow it to learn to behave only from interactions in the environment. The robot uses three elementary behaviors to act on the environment to change its state:
Forward: The robot moves towards its target (another robot). Avoid: The robot turns when detecting an obstacle. Movewithcondition: The robot moves while maintaining some predefined separation D.
The predetermined separation D between robots corresponds to a diameter of a desired circle.
These behaviors conduct the following actions which are used in the suggested approach:
Ignore: The robot moves towards its target ignoring the objects around it. TurnL: The robot turns left according to its orientation. TurnR: The robot turns right according to its orientation. MoveTowards: The robot moves towards a furthest robot while maintaining some predetermined minimum separation. MoveAway: The robot moves away from a nearest robot while maintaining some predetermined separation. Stop: The robot stops to move. The set of actions is then: A F = {I, TL, TR, MT, MA, S}.
Reward functions.
A reward function defines the goal in a RL problem. It maps perceived states (or state-action pairs) of the environment to a single number, a reward, indicating the intrinsic desirability of the state, and defines what are the good and bad events for the agent. A RL agent's objective is to maximize the total reward it receives in the long run. Rewards are the immediate and defining features of the problem faced by the agent. As such, the reward function must necessarily be fixed [10] . The value of this function is usually hand-tuned and emerges after a lot of experiments. Indeed, in RL, the behavior is synthesized using, as a unique source of information, a scalar, the so-called reinforcement value, which evaluates behavior actions: the robot receives either positive or negative reinforcements according to the utility (i.e. desirability) of the obtained situation as a consequence of the performed action.
In this paper, two reward functions corresponding to the two kinds of figures considered are defined. The ARS receives the following reward functions during learning.
(i) Circle formation reward function. The reward function for the circle formation is: where ξ is a small constant, ξ = 0.3.
(ii) Full circle formation reward function. The reward function is given by the following function. Note that the algorithm is terminated automatically.
Alignment of ARS orientations.
The ARS come to their positions in the geometric figures from various locations so that their final directions are different. These directions must be aligned with the direction of moving. To do this, each ARS must have knowledge of the global reference coordinates and its own current orientation with respect to the global reference coordinates, in addition to the given direction for initiating the displacement of the formation [3] .
RL-based displacement of ARS group formation
Once a group of ARS forms a geometric pattern and aligns their directions in accordance with the desired goal (moving from an initial position to a final position), each ARS must coordinate with the others. Thus, this combined effort tends to achieve the desired goal. In fact, this ARS group can be compared to a flock of birds, a group of insects or a school of fish, where the pattern could be similar to following the leader, depending on the relative position of the one before it or any other combinations [3, 6] .
The suggested approach is based on a leader-followers formation [3, 6] where the leader changes during the motion. Indeed, in this approach, to decide the leader, all the ARS acquire information (ARS-obstacles distances) through their communication systems and sensors by interaction with the environment.
Leader determination.
Most leader-followers group navigation approaches use a single ARS to guide the entire group to a certain destination for mission execution. In these approaches, the followers could have very simple communication and/or control systems [3] . However, in the suggested approach, all the ARS must use a RL approach developed in Ref. [31] , since the leader changes during group motion.
In the suggested approach, a suitable ARS is selected as a leader during the motion depending on a certain criterion. Therefore, this leader must guide the ARS group to move towards their target (final position) while avoiding possibly encountered obstacles efficiently. In fact, the leader is chosen to be the nearest ARS to the target to start the group motion. Afterwards, the leader changes to be the closest ARS to the obstacles from the environment information.
Leader-followers formation of ARS.
The leader determines the group behavior and broadcasts information (its orientation) which is received by the followers through their communication systems. This information is used by these followers to obtain their own motion with respect to the leader motion.
Thus, to keep the geometric figure formation, the leader detects the obstacles, localizes the target and moves towards it while the other ARS follow this leader in its navigation. Therefore, the leader gives to its teammates the directives to navigate in partially structured environments. In this manner, the ARS are able to stay together and steer away to avoid collisions with obstacles while heading to the target (final position). Thus, this ARS group acts autonomously on the basis of the local ARS perception. Therefore, each ARS is endowed with a RL-based navigation approach to reach their target without collisions with possibly encountered obstacles. The RL paradigm based on Q-learning algorithm [11] is introduced in the robot learning process to acquire the appropriate behavior to navigate while avoiding collisions as suggested in Ref. [31] .
Elementary behaviors. The robot uses two elementary behaviors to act on the environment to change its state:
Forward: The robot moves towards its target. Avoid: The robot turns when detecting an obstacle.
These behaviors translate to the following actions which are used in the navigation process:
Ignore: The robot moves towards its goal ignoring the objects around. Goforward: The robot moves maintaining its orientation. With this adaptive learning, the robot is only guided by reinforcements fed back by the environment, and is performed incrementally and progressively since its parameters are updated at each step and then are sensitive to all changes in the environment. The ARS endowed with this approach succeed in their navigation without collision in a priori unknown environment.
SIMULATION RESULTS
To reflect ARS group navigation based on the suggested approach, ARS group navigation is simulated to form the different shapes and to move in a prescribed formation in a dynamic environment.
Each robot has eight infrared sensors, as in Refs [21, 22] , measuring a distance between the edge of the robot and the obstacle, provide an eight-dimensional sensor vector s. For a situation s, the robot moves by applying one of the seven actions: Ignore, TurnL, TurnR, MoveTowards, MoveAway, Stop or GoForward defined in Section 3. After several epochs corresponding to the formation of a given figure and displacements of the robots from the initial point to the final one, the robots succeed in forming geometric figures and reaching their target without collisions with other robots or obstacles. The robot has learned when there is no collision from the departure to the arrival to the target. Indeed, a complete optimal policy has been found, and performance of forming and maintaining a figure is attained. In this case, the Q table does not change and therefore there is no improvement of the process. This on-line learning allows robots to become more autonomous because it adapts to the changing and foreseen conditions occurring in the environment. However, when dealing with a real robot the state space is typically too large to explore. A solution to this problem is to introduce decision trees or neural networks [10, 34, 35] to approximate the value function (state-action function) in order to generalize from a certain number of situations.
Simulation of the geometric figures formations
The parameters used in the learning algorithm are summarized in Table 1 .
At first, the group of 11 ARS forms an approximation of a circle as shown in Fig. 5 using the suggested approach. Figure 5 shows the different episodes where the ARS try to learn to form a circle. As can be seen, from episode 1 to episode 6, the ARS Table 1 . Q-learning parameters for geometric figure formation
Parameter Value
Learning rate α 0.9 Discounting factor γ 0.5 Exploration ratio ε 2% have not learnt the required shape (i.e., circle formation) since lots of collisions occurred in these episodes as illustrated in Fig. 5b . However, from episode 7, they acquire good behavior since they learn to form a circle. In Fig. 6 , a group of 10 ARS tries to learn the full circle formation using the suggested approach. As shown in Fig. 6a , the robots succeed in learning the formation after four episodes. The number of collisions from this episode is equal to zero, showing that the robots have learnt the figure as illustrated in Fig. 6b .
These examples illustrate that the suggested approach allows the robots to learn different geometric figures using only elementary behaviors. That is, with these behaviors a complex behavior emerges from the interaction of the ARS with the environment. The collected knowledge is then stored in the value table.
To illustrate the efficiency of the suggested approach, the value table obtained in the previous learning of the circle formation is used to allow nine robots to form a circle; they succeed without any learning, obtaining the circle in the first episode as illustrated in Fig. 7 , even when the initial state is different and that the number of robots is smaller.
Simulation of the leader-followers formation
The obtained geometric formation of the ARS group moves towards a prescribed target while avoiding obstacles, navigating in a formation (Figs 8 and 9 ). The parameters used in the RL navigation of the group are given in Table 2 . In Figs 8 and 9 the ARS have learnt to reach their target without collisions after the two first episodes for circle formation (Fig. 8) and after three first episodes in full circle formation as shown in Fig. 9 .
To show the efficiency of the suggested approach, the environment of Fig. 8 is used, but with a little difference where the gap between obstacles is smaller than the radius of the formation. At first, robots in the group collide with obstacles when trying to take the same way as in Fig. 8 ; however, by trial-and-error and, particularly, the exploration capacity of RL, the group finds a new way to reach their target without collisions as illustrated in Fig. 10 .
CONCLUSION AND DISCUSSION
To solve the group navigation problem of multiple ARS in multi-robot environments, several learning algorithms can be used such as neural networks, genetic algorithms, fuzzy logic or RL. In such environments, it is difficult to prepare a teaching signal or to collect the sample necessary for the training. Indeed, RL allows us, at least in principle, to bypass the problems of building an explicit model of the behavior to be synthesized or needing a meaningful learning base for supervised learning. It learns the evaluation by directly executing the actions in the world by observing the consequences in terms of new states and rewards experienced. However, in neural networks (or supervised learning in general) the agent is presented with examples of state-action pairs, along with an indication that the action was either correct or incorrect. The goal in supervised learning is to induce a general policy from the training examples. In contrast, RL does not require prior knowledge of correct and incorrect decisions. The system 'keeps an open mind' to any solution for the problem at hand, instead of being constrained to the one solution the supervisor has decided on. It can always keep striving for better performance rather than hold on to a fixed or pre-determined solution; whereas the neural network solution may work in one stable environment, when the environment changes that solution becomes worthless. The supervisor would have to specify a new solution. Therefore, using neural networks to learn the geometric figures task is not as efficient as using RL and it needs training examples that are obtained with difficulty or are not available at all. The suggested RL-based approach can notice that the success of its behavior deteriorates, perhaps as a result of a changing environment, and it can then automatically start exploring again, looking for outputs that do well in this new environment (Fig. 10 ). With this adaptive learning approach, the robot is only guided by reinforcements fed back by the environment, and is done incrementally and progressively, since its parameters are updated at each step and then are sensitive to all changes in the environment, especially the value table that is shared by the group of ARS. This table, which gives an evaluation of the selected behavior, allows learning by interaction with the environment. The ARS endowed with the suggested approach succeed in their navigation without collision in an environment a priori unknown as presented in the simulation results. Thus, this approach allows real-time navigation based on continual learning in a dynamic environment. It is based on elementary behaviors of simple states such as forward, avoid, etc. The evaluation criteria for making the decision is a reward function whose result is a scalar. Nevertheless, there are number of issues that need to be investigated further from the perspective of implementation on real robots. First, since the construction of the reward function requires a lot of experiments (as discussed), it is interesting to automatically generate this function. One solution is to use emotion in the RL framework [36] . Therefore, the emotion can be introduced in the learning process to avoid deriving the reward function empirically which generally requires lots of hand tuning. By using an emotional module, the rewards are calculated based on some emotional function giving a 'badness' or 'goodness' of the action taken. Therefore, the reward function during the process could be optimized to give the best learning. Thus, emotional processing presents the opportunity to deal with unpredictable stimuli making adequate decisions efficiently, i.e., without the need for wasting time in exhaustively analyzing the cognitive aspect of the stimuli [37] . This quick response to the environment should not be confused with that exhibited by reactive systems. Although the latter uses the environment as the sole representational mechanism, emotional processing is able to build its own associations to learn with the environment [38] . More, the given reward function can be improved by giving less knowledge specified in terms of the desired end state to allow a more efficient learning. This work is in progress and some preliminary results are expected in a near future.
As used in the suggested RL-based approach, most group navigation approaches, e.g., those developed in Refs [7, 17, 20, 22] , are based on acquisition by learning of different behaviors such as flocking, foraging, group band formation, etc. Recently, a promising modular RL perspective for robots was presented in Refs [39, 40] . In fact, in real-world applications there must be unpredictable random noises and the answers to complicated group navigation problems cannot be derived easily by human designers. It is, then, favorable that the answers to the problems can be automatically acquired through the learning process in real or simulated worlds (from experience). When the situation space becomes so large combined with all possible actions, an exhaustive exploration or memorization of all situation-action pairs is impossible. One solution to this problem is the generalization process through the use of artificial neural networks, as suggested in Refs [29, 34, 35 ], but problems with high-dimensional movement systems remain daunting [39] . A possible way to reduce the computational complexity of learning a control policy comes from modularizing the policy. This modular learning must allow the re-use of some sub-policies in another task such that learning new tasks should be strongly facilitated. That is one of the interesting and important characteristics of modular learning that can improve learning in real robots.
