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Abstrakt 
Práca sa zaoberá počítačovou sieťou veľkej výrobnej firmy a jej aktuálnym problémom 
s častou nedostupnosťou spojenia. Cieľom práce je na základe uskutočnenej analýzy 
navrhnúť vhodné riešenie na zaistenie dostupnosti podnikovej siete. Navrhované 
riešenie bude zodpovedať poţiadavkám spoločnosti, bude zohľadňovať vývojové trendy 
a bude rešpektovať platné normy. 
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kabeláţ 
 
 
 
 
 
 
Abstract 
The thesis deals with computer network of big manufacturing company and its current 
frequent unavailable connection issue. Aim of the thesis is to suggest appropriate 
solution for securing company network availability based on proceeded analysis. 
Suggested solution will correspond with company requirements, consider development 
trends and respect valid norms.  
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Úvod 
 
Tak ako väčšina spoločností, aj táto sa stretáva s mnohými problémami 
a ťaţkosťami spojenými so svojou činnosťou. Tieto problémy sú ešte znásobené 
veľkosťou a počtom zamestnancov, keďţe sa jedná o pomerne veľký podnik. 
Informačný systém spoločnosti by preto mal byť pre spoločnosť oporou a 
„spojencom“ pri riešení, prípadne predchádzaní akýchkoľvek ťaţkostí. Vytvoriť taký 
systém však nie je jednoduché. Odhliadnuc od toho, ţe si vyţaduje nemalé finančné 
prostriedky, potrebuje taktieţ vzdelaných a kvalifikovaných odborníkov na vytvorenie 
a udrţiavanie takéhoto systému a neustále vylepšovanie.  
Pre veľkú výrobnú spoločnosť je jedným z rizík výpadok v systéme. Výpadok 
spôsobuje prestoje vo výrobe a prestoje sú drahé. Preto sa v tejto práci zameriam na 
nedostupnosť siete a na nájdenie vhodného riešenia, ako vzniku týchto problémov 
zabrániť, alebo ich aspoň obmedziť.  
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1 Vymedzenie problému a ciele práce 
 
Cieľom tejto práce je navrhnúť riešenie, ktoré umoţní zvýšenie dostupnosti siete 
podniku pre jej uţívateľov v rámci podniku. Tento návrh bude podloţený analýzou 
a zhodnotením súčasného stavu siete a taktieţ teoretickými východiskami, z ktorých 
budem pri tvorbe návrhu vychádzať. V návrhu tieţ zohľadním predstavu a poţiadavky 
vedenia spoločnosti na sieť. Budem sa snaţiť navrhnúť také riešenie, ktoré zohľadní aj 
súčasný trend neustáleho zvyšovania nárokov na kapacitu a prenosové vlastnosti siete 
a vytvoriť určitú rezervu na tieto poţiadavky.  
V tejto práci sa budem zaoberať chrbtovou časťou siete, to znamená časťou siete od 
hlavného routra po switche na úrovni jednotlivých budov. Hlavný problém, na ktorý sa 
v tejto práci zameriam je nedostupnosť siete. Budem sa snaţiť nájsť vhodné riešenie 
tohto problému pri zachovaní čo najniţších finančných nákladov. 
Na záver tejto práce sa zameriam na kalkuláciu nákladov navrhovaného riešenia a 
na jeho finančné zhodnotenie.   
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2 Analýza súčasného stavu 
 
V tejto časti práce sa zameriam na základné údaje o spoločnosti a jej stručnú 
charakteristiku a popis pre lepšie znázornenie momentálneho stavu siete a 
taktieţ poţiadaviek a nárokov spoločnosti na podnikovú sieť. Ďalej v tejto časti 
popíšem stav, v akom sa sieť momentálne nachádza, problémy, s ktorými sa spoločnosť 
v súvislosti s momentálnym stavom stretáva a načrtnem  ţelaný stav tejto siete.  
 
2.1 O spoločnosti 
Názov: Vacuumschmelze, s.r.o.  (ďalej len „spoločnosť“) 
Právna forma: Spoločnosť s ručením obmedzeným 
Sídlo:   č. 1325/14 
Horná Streda 
916 24 
Počet zamestnancov: v roku 2010 dosahuje počet 1050 zamestnancov 
Spoločníci: Vacuumschmelze GmbH & Co. KG, Hanau – 100% 
 
Predmet podnikania podľa ORSR:   
 kúpa tovaru v rozsahu voľnej ţivnosti za účelom jeho predaja konečnému 
spotrebiteľovi (maloobchod) 
 kúpa tovaru v rozsahu voľnej ţivnosti za účelom jeho predaja iným 
prevádzkovateľom ţivnosti (veľkoobchod) 
 výroba nástrojov 
 kovoobrábanie 
 výroba, inštalácia a opravy elektrických strojov a prístrojov 
 výroba, montáţ a opravy výrobkov a zariadení spotrebnej elektroniky 
 
Na slovenskom trhu pôsobí firma od roku 1997 ako dcérska spoločnosť 
nemeckého koncernu. Pobočka sa nachádza v obci Horná Streda pri Piešťanoch. Pri 
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výbere tejto lokality rozhodovali mnohé faktory, ako napríklad geografická poloha, 
rozvinutá infraštruktúra a v neposlednom rade aj kvalifikovaní pracovníci.  
Ako súčasť koncernu je táto spoločnosť jedným z najdôleţitejších celosvetových 
výrobcov v oblasti ušľachtilých magnetických materiálov a výrobkov z nich. Bola 
zaloţená v roku 1914 ako manufaktúra s taviacou pecou v Nemecku. V roku 1923 sa 
začali taviť zliatiny vo vákuu. Z malej firmy v Hanau sa rozvinul celosvetový podnik 
s viac ako 4 500 zamestnancami a pobočkami vo viac ako 40 krajinách sveta.  
V súčasnosti ponúka firma široké spektrum vysokohodnotných polotovarov, 
dielov, induktívnych prvkov, komponentov a systémov, ktoré sa pouţívajú v rôznych 
oblastiach a priemyselných odvetviach. Paleta produktov je rôznorodá a má široké 
pouţitie hlavne v automobilovom a telekomunikačnom priemysle, v doprave a v 
medicíne. Firma je certifikovaná spoločnosť DQS a vlastní certifikáty EN ISO 
9001:2000, ISO/TS 16949:200, EN ISO 14001:2000. [11] 
V areáli spoločnosti sa nachádza celkovo 8 budov, z čoho je 6 výrobných hál 
a dve administratívne budovy. Všetky budovy sú vzájomne prepojené informačným 
systémom spoločnosti. Prevádzka v spoločnosti je vedená v troch zmenách. Spoločnosť 
svojim zamestnancom ponúka rôzne výhody a zabezpečuje pre nich stravovanie v areáli 
firmy a dopravu do a zo zamestnania z určených obcí. 
 
2.2 Súčasný stav siete 
Podnikovú sieť spoločnosti tvorí  mnoţstvo  budov  zapojených  do  
informačného systému. Vo všetkých týchto budovách sa nachádzajú počítače a ďalšie 
zariadenia pripojené do siete, ktoré sú prostredníctvom tejto siete spravované 
a monitorované. Taktieţ prostredníctvom nej získavajú operátori týchto zariadení 
a vedúci jednotlivých oddelení informácie a pokyny týkajúce sa výroby a výrobných 
procesov.  
Spoločnosť pôsobiaca na Slovensku je priamo prepojená na centrálnu podnikovú 
sieť materskej spoločnosti pôsobiacej v Hanau v Nemecku prostredníctvom Virtuálnej 
privátnej siete.  
Spoločnosť vyrába mnoţstvo rôznych špecializovaných výrobkov vo veľkých 
objemoch, preto je dôleţité, aby mali jednotlivé výrobné zariadenia a pracovné 
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oddelenia zabezpečený neustály prístup do podnikovej siete a informačného systému 
a aby nedochádzalo k výpadkom a prerušeniam spojenia. Tieto prerušenia totiţ 
obmedzujú výrobu a spôsobujú tak spoločnosti straty.  
Zabrániť týmto problémom je moţné viacerými spôsobmi, a to napríklad 
modernizáciou a pravidelnou údrţbou zariadení tvoriacich podnikovú sieť, najmä 
aktívnych prvkov siete, ako sú switche a huby. Ďalším spôsobom, ako obmedziť 
poruchy a výpadky v sieti je školenie zamestnancov, ako o všeobecných zásadách 
týkajúcich sa pouţívania a manipulácie so sieťovými prvkami a zariadeniami, tak 
o odbornej manipulácii s jednotlivými špecializovanými zariadeniami.  
Ďalším opatrením, ktoré môţe spoločnosť voči výpadkom podniknúť je 
umiestnenie kabeláţe tak, aby bola moţnosť mechanického poškodenia čo najniţšia. 
Taktieţ je potrebné kabeláţ riadne označiť a vhodne vyznačiť miesta vedenia kabeláţe, 
napríklad na mapách a plánoch.   
Na Obrázku 1 je znázornená štruktúra prepojenia siete celého podniku v rámci 
materskej spoločnosti, ktorej je slovenská pobočka súčasťou.  
 
 
Obrázok 1 Celková štruktúra podnikovej siete, zdroj: PhDr. M. Tesarčík 
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2.2.1 Logický popis siete 
V súčasnosti je firemná sieť z hľadiska logického usporiadania riešená ako jedna 
LAN sieť pracujúca na úrovni druhej vrstvy. Sieť je štruktúrovaná do formy 
jednoduchej hviezdy s prípadnými malými úpravami kaskád. Kaskády sú však 
pouţívané len v nevyhnutných prípadoch, keď uţ nie je iná moţnosť usporiadania, inak 
je štandardne pouţívaná hviezda. V súčasnosti sú do tejto jednej siete z logického 
pohľadu zahrnuté spolu s ostatnými zariadeniami aj servery, čo nie je z hľadiska 
bezpečnosti najvhodnejšie riešenie.   
Čo sa týka prístupu k internetu, sieť je uzavretá a nedá sa z nej dostať priamo do 
internetu. Jediný prístupný bod von je cez materskú firmu v Nemecku. Prístup je 
filtrovaný hardwarovo na viacerých úrovniach voči MAC a IP adrese a zároveň logicky 
voči uţívateľovi formou autentizácie.  
Pre predstavu veľkosti siete uvádzam, ţe spoločnosť pre svoju sieť vyuţíva 
adresný priestor v rozsahu IP adries od 152.18.146.1 do 152.18.147.255 s maskou 
255.255.254.0. Uvedené adresy sú však fiktívne a jedná sa len o ilustračné informácie, 
nakoľko si firma neţelá zverejňovať skutočné pridelené adresy.   
 
2.2.2 Fyzická štruktúra siete 
Základnú stavebnú zloţku kaţdej počítačovej siete tvoria aktívne a pasívne 
prvky. Pasívnu časť podnikovej siete tvorí kabeláţ a jej príslušenstvo. Tá pozostáva 
z jednotlivých optických a metalických káblov pouţitých k prepojeniu zariadení a 
budov v podniku, patch panelov a rozvádzačov a ostatného príslušenstva.  
Medzi aktívne zariadenia pouţívané na prevádzku siete patria switche 
v jednotlivých budovách, centrálny switch a hlavný router, ktorý zabezpečuje 
prostredníctvom VPN spojenie s materskou spoločnosťou.. 
Aktívne a pasívne prvky sú vzájomne prepojené a tvoria podnikovú sieť, ktorá je 
štruktúrovaná a rozdelená do sekcií podľa všeobecnej topológie siete, čiţe na chrbtovú, 
horizontálnu a pracovnú sekciu.  
Schéma podnikovej siete je zobrazená na Obrázku 2. 
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Obrázok 2 Schéma podnikovej siete, zdroj: vlastný 
 
 
2.2.2.1 Chrbtová sekcia 
Chrbtová sekcia siete je vedená prostredníctvom optických káblov. Tie sú 
vedené z hlavného routru do centrálneho switchu a následne sú vedené do switchov 
jednotlivých budov. Prostredníctvom routra je podniková sieť pripojená ku koncovému 
bodu (routru) od externého poskytovateľa pripojenia, ktorým je zabezpečený prístup do 
siete materskej spoločnosti. V prípade, ţe by došlo k výpadku spojenia na strane 
poskytovateľa, spoločnosť má vedené dve záloţné linky od rôznych poskytovateľov 
pripojenia, ktoré však dosahujú pomalšie prenosové rýchlosti.  
Kabeláţ je vedená v nadzemí aj podzemí. Hlavné optické vlákna spájajúce 
chrbtovú časť siete sú vedené v podzemí. Rýchlosť káblového vedenia chrbtovej časti je 
daná pouţitými optickými prevodníkmi, ktoré sú schopné prenosu 1 Gbps.  
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Spoločnosť v súčasnosti pouţíva ako hlavný router zariadenie od spoločnosti 
Cisco. Pre toto zariadenie sa spoločnosť rozhodla na základe jeho vysokej kvality 
a spoľahlivosti, čo je pre zariadenie na tejto pozícii veľmi dôleţité. Toto zariadenie je 
spolu s pripojením do vonkajšej siete outsourcované a spravované externým 
dodávateľom, ktorý zabezpečuje kompletný servis a v prípade akéhokoľvek problému je 
povinný ho do dvoch hodín odstrániť.  
Ako centrálny switch sú pouţité zariadenia od spoločnosti Allied Telesys. Jedná 
sa o switche rady 8000, ktoré vzájomne prepájajú budovy a servery a pripájajú sa na 
router, prostredníctvom ktorého spojenie môţe pokračovať ďalej do centrály 
v materskej firme alebo do Internetu. Pre potreby siete sú pouţité dve 24 portové 
zariadenia, ktoré sú prepojené a vzájomne spolupracujú. Keďţe sa jedná o zariadenia 
s metalickým výstupom, na konverziu na optiku sú pouţité optické prevodníky 
pripojené ku switchom prostredníctvom káblu kategórie 6. Toto miesto v súčasnosti 
tvorí najslabší článok siete a pri jeho poškodení alebo výpadku sa ocitne celá podniková 
sieť mimo prevádzky.  
Servery a úloţné zariadenia pre zálohu sú v štruktúre siete fyzicky samostatné 
a prístupné prostredníctvom hlavného switchu. Logicky sú však súčasťou celej 
podnikovej siete, ktorá tvorí jednu LAN sieť. Spoločnosť pouţíva celkom šesť serverov 
a to dva servery s diskovými poľami typu RAID 1 a štyri servery s diskovými poľami 
typu RAID 5.  
Ako úloţné polia pre zálohy sú vyuţívané dve zariadenia sieťových úloţišť typu 
NAS (Network Attached Storage) s kapacitou 4TB a dve magnetické pásky formátu 
LTO (Linear Tape Open) s kapacitou 200 GB. Tieto úloţné zariadenia sú umiestnené 
spolu so servermi spoločnosti v samostatnej serverovni.   
V kaţdej budove sa nachádza telekomunikačná miestnosť, v ktorej sú 
umiestnené switche. V kaţdej telekomunikačnej miestnosti sa nachádza niekoľko 
switchov, podľa potrebného počtu portov pre zariadenia danej budovy. Tieto switche sú 
vzájomne prepojené a pracujú spoločne. Spoločnosť pri svojej prevádzke vyuţíva 
celkovo dvadsaťšesť 24 portových switchov. Tie zabezpečujú prístup do siete pre 
jednotlivé pracovné oddelenia. Pouţité zariadenia sú metalické switche od spoločnosti 
Allied Telesis.  
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2.2.2.2 Horizontálna sekcia 
Túto časť siete tvorí prevaţne kabeláţ vedúca z telekomunikačných miestností 
budov do konkrétnych uţívateľských zásuvok v pracovnej sekcii, prípadne, ak nie je 
moţné iné riešenie, sú pouţité kaskádovo zapojené switche v oddeleniach, v ktorých je 
to nutné. V tejto časti siete sú pôvodne pouţité metalické káble kategórie 5 a 5E, pri 
zavádzaní novej kabeláţe sa uţ pouţívajú káble kategórie 6. Ďalej túto časť tvoria patch 
panely, a iné príslušenstvo.  
 
2.2.2.3 Pracovná sekcia 
V pracovnej sekcii sa nachádzajú konkrétne koncové zariadenia siete. 
V spoločnosti je aktívne vyuţívaných pribliţne 400 počítačov a 200 ďalších IP 
zariadení, ako sú tlačiarne, skenery a iné prístroje. Do tejto sekcie patria taktieţ 
uţívateľské zásuvky, do ktorých je kabeláţ vedená prostredníctvom metalických káblov 
horizontálnej sekcie. V tejto oblasti je sieť vedená od zásuviek ku koncovým 
zariadeniam prostredníctvom netienených metalických káblov. Na pracoviskách, kde je 
potrebné pripojenie viacerých koncových zariadení sa k rozšíreniu siete poţívajú ďalšie 
aktívne prvky – switche.  
 
2.3 Dátové toky v sieti 
Pri spravovaní a údrţbe podnikovej siete je potrebné merať a kontrolovať dátové 
toky prúdiace sieťou a jej časťami. Na základe týchto meraní sa potom údaje 
vyhodnocujú vo forme grafov. To umoţňuje sledovať premávku v sieti a jej vyťaţenie 
a v prípade potreby uskutočniť potrebné opatrenia.  
Spoločnosť pri svojej prevádzke dátové toky neustále meria a kontroluje 
prostredníctvom špecializovaného programu. Namerané hodnoty sú potom 
prostredníctvom tohto programu zobrazené vo forme grafov. Tie slúţia ako podklad pri 
vyhodnocovaní stavu siete a identifikácii problémových a preťaţených častí. Umoţňujú 
určiť, kde sa nachádza problémové miesto a tým uľahčujú odstránenie problému 
a napravenie vzniknutých škôd. Dáta sú vyhodnocované ako štatistiky denných, 
týţdenných, mesačných a ročných tokov. 
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Najvhodnejším programom na meranie tokov je taký program, ktorý zachytáva 
reálny objem prenášaných dát za sekundu, ako napríklad InterMapper. Spoločnosť však 
takýto program nemá k dispozícii, preto vyuţíva program MRTG, ktorý je voľne 
dostupný. Analýza dátových tokov je z toho dôvodu uskutočnená prostredníctvom tohto 
programu. Tento program vyuţíva protokol SNMP, avšak najniţšia jednotka času, na 
ktorú sú prenášané dáta priemerované je päť minút.  
V súčasnosti tvoria najviac problémové miesto hlavné switche, cez ktoré 
prechádza prakticky celá vnútropodniková komunikácia. Z toho dôvodu je toto 
najvyťaţenejším miestom v sieti. Pouţité zariadenia typu AT-8000S/24 disponujú 24 
portami s prenosovou kapacitou 100Mb/s. Objem prenášaných dát sa s rozširovaním 
podniku neustále zväčšoval a momentálne často dosahuje limity na portoch zariadenia. 
Switch dokáţe preniesť aj poţiadavku väčšieho objemu dát, čo sa v grafe prejavuje ako 
„špička“, pokiaľ nie je príliš častá a veľká. Ak je však poţadované mnoţstvo 
prenášaných dát príliš veľké a prenos trvá dlhšiu dobu, dochádza k zahlteniu portu, 
ktorý nie je schopný takýto objem dát preniesť. Dochádza ku strate rámcov a následnej 
strate spojenia.  
Obmedzenia dátových prenosov vznikajú väčšinou na trase od hlavných switchov 
k serverom. Servery majú rôzne úlohy a niektoré sú vyťaţené menej, ako iné, ktorých 
vyťaţenie sa často pohybuje okolo maxima portu. Na týchto portoch miestami dochádza 
k výpadkom spojenia a strate rámcov, keďţe porty nestíhajú prenášať poţadované 
objemy dát.  
Komunikácia prebieha tieţ medzi jednotlivými budovami. Z výrobného 
zariadenia v jednej hale sa napríklad prenášajú údaje do kontrolného centra, kde sa 
vyhodnocujú a spätne sa podľa nich nastavuje stroj.  
2.3.1 Denné toky 
Hlavná komunikácia prebieha medzi počítačmi alebo inými zariadeniami 
a servermi. Na tejto trase vznikajú poţiadavky na prenos veľkých objemov dát. 
Prenosová kapacita úseku z hlavných switchov na servery je však obmedzená 100Mb/s 
portami na kaţdý server. To znamená, ţe keby bolo zaťaţenie siete rovnomerné na 
všetkých switchoch v budovách, kaţdý by mohol z jedného serveru prijať maximálne 
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100 / 26 = 3,8 Mb/s. Maximálne hodnoty dátových prenosov sú však v praxi takmer 
nedosiahnuteľné.  
Grafy zachytávajú sieťové toky medzi hlavným switchom a jedným 
z vyťaţených serverov. Jedná sa teda o toky jedného portu hlavného switchu, ku 
ktorému je pripojený server, konkrétne file server. Zelená plocha reprezentuje objem dát 
na vstupe a modrá krivka znázorňuje dáta na výstupe. Osa X predstavuje časové 
hľadisko, Osa Y reprezentuje mnoţstvo prenesených bitov za sekundu.  
Toky na Obrázku 3 sú merané v priebehu jedného dňa s hodnotami 
priemerovanými v päťminútových intervaloch. Z tohto grafu je moţné vyčítať, aká 
veľká bola sieťová prevádzka v jednotlivých denných hodinách. Môţeme vidieť, ţe 
toky v priebehu dňa takmer neklesli pod polovičnú hranicu kapacity portu a často krát 
sa pribliţovali aţ k hodnotám maximálnej prenosovej kapacity.  
 
 
 
Obrázok 3 Graf denných dátových tokov, zdroj: PhDr. M. Tesarčík 
 
 
2.3.2 Týždenné toky 
Na týţdennom grafe zobrazenom na Obrázku 4 sú zachytené hodnoty dátových 
tokov za posledný týţdeň s priemernými hodnotami za tridsaťminútový interval. Z grafu 
je vidieť, ţe port bol vyťaţený v priebehu týţdňa pribliţne na rovnakej úrovni, ktorá sa 
blíţila k hranici jeho reálnych prenosových moţností.  
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Obrázok 4 Graf týždenných dátových tokov, zdroj: PhDr. M. Tesarčík 
 
2.3.3 Mesačné toky 
Objem prenesených dát za posledný mesiac sa zobrazuje na grafe mesačných 
tokov s údajmi priemerovanými v dvojhodinových intervaloch. Graf sa nachádza na 
Obrázku 5. Tento graf zobrazuje aké mnoţstvá dát sa preniesli v jednotlivých týţdňoch 
posledného mesiaca a opäť je moţné podľa zelenej krivky určiť jednotlivé dni v týţdni.  
 
 
Obrázok 5 Graf mesačných dátových tokov, zdroj: PhDr. M. Tesarčík 
 
Takéto situácie preplnenia siete sú neţiaduce, pretoţe dochádza k predlţovaniu 
komunikácie medzi zariadeniami, prerušeniu komunikácie a nutnému následnému 
nadviazaniu novej komunikácie, prípadne ku strate dát. Ak napríklad výroba zaberie 
veľkú časť kapacity linky, niektoré sluţby nemajú dostatočný priestor pre prenos 
vlastných dát a sú tým pádom obmedzované vo svojej činnosti. Okrem toho sa vo 
výrobe pouţívajú rôzne meracie zariadenia, ktoré potrebujú mať zaistenú neustálu 
komunikáciu. V prípade ţe dôjde k výpadku spojenia, môţe dôjsť k zlým meraniam 
a ku skresľovaniu údajov. Preto je v takejto rozsiahlej sieti so súčasnými prenosovými 
poţiadavkami 100Mb/s switch nedostačujúci a brzdí komunikáciu vo firme. 
Tieto všetky situácie vedú k spomaľovaniu a obmedzovaniu prevádzky firmy 
a s tým spojeným finančným stratám.  
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2.4 Požiadavky spoločnosti na sieť 
Spoločnosť pôsobí na slovenskom trhu uţ vyše desať rokov a za tú dobu sa 
značne rozrástla. Pri vzniku a budovaní spoločnosti sa s takým veľkým rozšírením 
nepočítalo. Bola vytvorená počítačová sieť, ktorá vtedajším poţiadavkám úplne 
postačovala aj s rezervou pre prípadné rozširovanie spoločnosti. Firme sa však darilo, 
čo sa prejavovalo aj neustálym zväčšovaním výrobného komplexu a s tým súvisiacim 
rozširovaním siete. V súčasnosti má spoločnosť cez tisíc zamestnancov, 450 zariadení 
pripojených v sieti a 150 mimo siete a momentálny rozsah a moţnosti siete sú 
nedostačujúce. Taktieţ sa počíta s prípadným rozširovaním firmy do budúcnosti a tým 
pádom aj zväčšovaním siete.  
Problémom je najmä v súčasnej dobe nedostatočná kapacita a priepustnosť siete 
a s tým spojené komplikácie, najmä výpadky v sieti. Tie sú pre spoločnosť nevýhodné, 
pretoţe spôsobujú obmedzenie výroby a tým pádom vznikajú spoločnosti straty. Jednou 
z hlavných poţiadaviek vedenia spoločnosti na podnikovú sieť je zabránenie týmto 
výpadkom, respektíve ich obmedzenie na minimum v prípade plánovaných odstávok 
uskutočňovaných v čase najmenšieho vyťaţenia siete, a s tým spojené zvýšenie 
dostupnosti siete. 
Ďalšou poţiadavkou  na podnikovú sieť je zvýšenie jej rýchlosti, aj vzhľadom na 
neustále sa zvyšujúce prenosové moţnosti v sieťach. To zabezpečí väčšiu rýchlosť 
a schopnosť obnovy systému pri prípadnom výpadku. Väčšia rýchlosť umoţní 
pohodlnejšiu prevádzku vo firme a ľahší prístup koncových zariadení do siete. Tieţ to 
zjednoduší a uľahčí administráciu a správu siete a prípadné vykonanie servisu alebo 
opravy.  
Spôsobom, akým toto dosiahnuť je modernizácia a obnova podnikovej siete. Tá 
poskytne aj zvýšenie bezpečnosti siete, keďţe novšie zariadenia sú vybavené novšími 
a účinnejšími bezpečnostnými opatreniami a protokolmi. Toto je tieţ jedna z dôleţitých 
poţiadaviek na sieť. 
 Ďalším aspektom, ktorý ovplyvňuje chod siete je miera chybovosti, ktorá je 
v súčasnosti pomerne vysoká, keďţe je sieť preplnená a občas nestíha korektne 
spracovať informácie. Pakety sa pri putovaní sieťou miešajú, alebo sa strácajú v prípade 
ţe dôjde k výpadku, alebo sú pri zahltení switcha zahodené. Jednou z poţiadaviek na 
sieť je zabránenie vzniku týchto chýb a tým umoţnenie plynulého toku dát.   
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3 Teoretické východiská riešenia 
 
Pri návrhu riešenia je nutné opierať sa o teóriu, odporúčania a normy danej 
problematiky a vychádzať z poznatkov v nich zahrnutých. Zabezpečí sa tak správnosť 
a vhodnosť navrhovaného riešenia, ako aj jeho formálne podklady. 
V tejto časti práce sa zameriam na teoretické východiská riešenia daného problému. 
Popíšem základné komponenty potrebné pre činnosť siete, teóriu prenosu v sieti 
a zameriam sa na aktívne prvky v sieti a dátové toky.  
 
3.1 Referenčný model  OSI  
Komunikačné systémy vykonávajú veľké mnoţstvo úloh naraz. Také veľké 
mnoţstvo úloh je najlepšie ovládateľné a kontrolovateľné, ak je rozdelené do menších 
skupín, nazývaných vrstvy. Zo začiatku boli sieťové architektúry tvorené mnohými 
výrobcami rozdielne, ako ich vlastné riešenie. To však neumoţňovalo vzájomnú 
spoluprácu medzi systémami rôznych výrobcov.  
Preto organizácia ISO (International Organization for Standardization) 
vypracovala Referenčný model OSI (Open System Interconnection) s cieľom vytvoriť 
vzorovú, hierarchickú vrstvenú sieťovú architektúru tak, aby podporila  otvorenú 
spoluprácu medzi komunikačnými systémami. V roku 1984 bol model prijatý ako 
medzinárodná norma IS 7498. [8] 
Tento model, zobrazený na Obrázku 6, popisuje prenos informácií z jedného 
počítača na druhý. Jeho účelom je definovať štruktúru a zoskupiť logické funkcie toku 
dát medzi systémami. Model rozdeľuje komunikáciu do siedmich vrstiev, kde je kaţdá 
vrstva definovaná súborom súvisiacich logických funkcií, ktoré vykonáva a vzájomným 
vzťahom so susediacimi vrstvami. Kaţdá vrstva je dostatočne samostatná, aby mohli 
byť úlohy na nej implementované samostatne a  funkcie by sa  nemali na jednotlivých 
vrstvách opakovať. Vrstvy spolu komunikujú cez rozhranie, ktoré sa nazýva Prístupový 
bod (Service Acces Point). Kaţdá vrstva okrem najniţšej vyuţíva iba sluţby vrstvy 
bezprostredne pod ňou, pretoţe kaţdá vrstva rozoznáva iba vrstvu, s ktorou je 
prepojená.  
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Obrázok 6 Referenčný model OSI, zdroj:  http://www.dsm.fordham.edu 
 
 
„Vrstvy sa delia na horné a dolné. Horné vrstvy (5-7) súvisia s aplikáciami a sú 
obvykle implementované do softwaru. Dolné vrstvy (1-4) súvisia sa prenosom 
informácií a môţu byť implementované v hardware, software alebo firmware.„1  
Komunikácia medzi systémami prebieha tak, ţe správa na strane odosielateľa sa 
najprv posiela od najvyššej vrstvy po najniţšiu. Kaţdá vrstva vykoná svoje úlohy 
a pridá ku správe kontrolné informácie pre svoju vrstvu. Samotná správa by nemala byt 
zmenená ţiadnou vrstvou okrem prípadov šifrovania alebo kompresie. Na strane 
príjemcu potom tento postup prebieha obrátene. Správa je predávaná od najniţšej vrstvy 
po najvyššiu, pričom kaţdá vrstva sa riadi informáciami pre ňu určenými vrstvou 
odosielateľa rovnakej úrovne. Táto komunikácia sa nazýva fyzická, pretoţe 
komunikácia prebieha fyzicky medzi jednotlivými médiami.  
Jednotlivé vrstvy rovnakej úrovne medzi sebou komunikujú na logickej úrovni. 
Túto komunikáciu umoţňujú komunikačné protokoly, ktoré definujú súbor pravidiel, 
                                                 
1
 BIGELOW, Stephen J. Mistrovství v počítačových sítích. 2004. s 91 
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podľa ktorých vrstvy medzi sebou komunikujú. Kaţdá vrstva odosielajúceho systému 
dátovú jednotku rozdelí, ak je potreba, zabalí pridaním hlavičky a prípadne koncovej 
časti na protokolovú dátovú jednotku (PDU – Protocol Data Unit) a pošle ju vrstve pod 
sebou. Prijímajúca vrstva rovnakej úrovne správu odbalí tým, ţe informácie potrebné 
pre svoju činnosť prečíta a odstráni, vykoná svoje náleţité funkcie a správu pošle 
nadradenej vrstve. [8]  
 
3.1.1 Vrstvy Referenčného modelu OSI [8] 
 
Fyzická vrstva 
Táto vrstva definuje elektrické vlastnosti siete. Zaoberá sa fyzickým prenosom 
dát medzi jednotlivými systémami, ktorý sa uskutočňuje prostredníctvom rôznych 
káblov či vzduchom a kartou NIC (Network Interface Card) v počítači. Informácie majú 
podobu elektrických alebo akustických impulzov reprezentovaných hodnotami binárnej 
štruktúry. Pre prenos týchto signálov je definovaná maximálna dĺţka káblov, kedy je 
ešte signál čitateľný v závislosti od pouţitého média. Preto sa v tejto vrstve pouţívajú 
repeatre, ktorých funkcia je obnovovanie signálu.  
 
Linková vrstva  
Pri odosielaní dát preberá linková vrstva informácie z nadradených vrstiev 
a pripraví ich pre odoslanie prostredníctvom fyzickej vrstvy. Pri prijímaní z fyzickej 
vrstvy kontroluje bity a zisťuje chyby. Prenášané informácie sú na tejto vrstve opatrené 
fyzickou adresou a tvoria rámce. Na úrovni tejto vrstvy sa pouţívajú switche a mosty.  
Vrstva je rozdelená na dve podvrstvy, MAC (Media Access Control) a LLC 
(Logical Link Control).  
Podvrstva MAC definuje špecifické vlastnosti daného fyzického 
prostriedku, spôsob jeho zdieľania medzi zariadeniami a spravuje prístup protokolu 
k fyzickému sieťovému médiu. Adresácia prebieha na základe jedinečných MAC adries 
slúţiacich ako identifikátor sieťového rozhrania definovaných výrobcom, čo 
zabezpečuje identifikáciu rôznych zariadení zapojených do siete.  
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Podvrstva LLC definuje spôsob pouţitia linky, riadenie tokov, synchronizáciu 
rámcov a kontrolu chýb. Podporuje spojované aj nespojované sluţby protokolov vyšších 
vrstiev. Stará sa o pripojenie vyšších vrstiev ku konkrétnemu typu siete a o metódu 
pripojenia.  
 
Sieťová vrstva 
Táto vrstva zodpovedá za smerovanie paketov v sieti. Definuje procesy a úlohy 
potrebné pre smerovanie. Zaoberá sa logickými adresami zariadení pri prenose paketov 
a stanovuje trasu po ktorej sa pakety v sieti prenesú.  
Na prenos paketov medzi rôznymi sieťami slúţia routre. Pokiaľ sa 
komunikujúce systémy nachádzajú v tej istej sieti (LAN), pakety sa prenesú priamo 
pomocou niţších vrstiev jedného aj druhého systému. Pokiaľ sa však komunikujúce 
systémy nachádzajú v rôznych sieťach (WAN), pakety sa najprv presunú pomocou 
routrov, ktoré určia trasu do cieľovej siete. Tam sa potom jednotlivými vrstvami 
prenesú aţ k cieľovému systému. Na úrovni sieťovej vrstvy sa pouţívajú routre.  
 
Transportná vrstva 
Transportná vrstva nesie zodpovednosť za zaistenie spoľahlivosti a integrity dát. 
Zabezpečuje prenos dát od zdroja k cieľu správou dátového toku a implementáciou 
sluţby Quality of Service.  
Zaisťuje doručenie dát na miesto určenia bez chýb a spoľahlivé doručenie 
segmentov. Adresácia, kam majú byť dáta odovzdané je určená číslom portu. Jeden 
proces môţe mať viac portov, k jednému portu však nesmie byť pripojených viac 
procesov. Transportná vrstva ponúka dva typy transportných sluţieb, Datagram 
a Stream.   
 
Relačná vrstva 
Táto vrstva má za úlohu vytvárať, spravovať a ukončovať relácie medzi dvoma 
komunikujúcimi prezentačnými entitami. Synchronizuje komunikáciu medzi 
prezentačnými entitami a spravuje výmenu ich dát. Relácie sa skladajú zo vzájomne 
súvisiacich prenosov medzi pripojenými komunikujúcimi subjektmi. Môţu vyţadovať 
overenie uţívateľa a stanovenie typu komunikácie.   
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Prezentačná vrstva 
Hlavnou úlohou tejto vrstvy je definícia formátu dát a zabezpečenie 
zrozumiteľnosti informácií medzi aplikačnými vrstvami rôznych systémov. Ak je to 
potrebné, prezentačná vrstva prekladá medzi dátovými formátmi. Orientuje sa taktieţ na 
dátovú štruktúru pouţívanú programami, preto tieţ dohaduje skladbu dátového prenosu 
medzi aplikačnými vrstvami. Táto vrstva taktieţ zabezpečuje konverziu protokolov, 
šifrovanie a dešifrovanie a rozšírenie grafických prvkov.  
 
Aplikačná vrstva 
Aplikačná vrstva je najbliţšie k uţívateľovi a zabezpečuje mu prístup ku 
komunikačným systémom. Neposkytuje sluţbu ţiadnej ďalšej vrstve ale aplikáciám 
mimo referenčný model OSI, ako napríklad prenos súborov, elektronická pošta alebo 
vzdialený terminál.  Všetky ostatné niţšie poloţené vrstvy slúţia na podporu potrieb 
tejto vrstvy. Táto vrstva identifikuje a stanovuje dostupnosť komunikačných partnerov. 
Poskytuje aplikačné sluţby, databázové sluţby, súborové sluţby, tlačové sluţby 
a sluţby zasielania správ.  
 
3.2 Prenos v sieti 
3.2.1 Topológia siete [2] 
Pojem topológia označuje fyzické zapojenie a usporiadanie zariadení a počítačov 
v sieti. Topológia siete je závislá na pouţitom type káblu. Pre inštaláciu konkrétneho 
typu káblu je nutné pouţiť správny druh topológie. Najbeţnejšie typy topológií sú 
zbernicová, hviezdicová a kruhová. Aktuálne platná norma však z fyzického hľadiska 
povoľuje iba hviezdicovú topológiu.  
 
3.2.1.1 Zbernicová topológia 
Pri tomto type sú zariadenia prepojené jedným káblom v rovnakej línii. Pojmom 
zbernica sa označuje spoločný kábel, ku ktorému sú zariadenia pripojené a obvykle 
tvorí jednotnú chrbtovú sieť.  
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Zo začiatku sa na prepojenie pouţíval hrubý Ethernet, ktorý vyuţíval jeden 
koaxiálny kábel a zariadenia sa pripájali pomocou napichovacieho konektoru. 
S vývojom sa postupne zaviedol tenký Ethernet, ktorý pouţíva uţší typ koaxiálneho 
káblu rozdeleného na niekoľko častí. Kaţdá časť káblu pripája jeden počítač 
k ďalšiemu.  
Najväčšou nevýhodou tejto siete je, ţe pokiaľ sa kdekoľvek na zbernici niečo 
stane, poškodí sa kábel, alebo koncovka, sieť sa rozdelí, čo znemoţní komunikáciu 
alebo spôsobí premiešanie dát.   
 
 
 
Obrázok 7 Zbernicová topológia, zdroj: vlastný 
 
 
3.2.1.2 Hviezdicová topológia 
Hviezdicová topológia pouţíva na pripojenie hostiteľských zariadení k sieti 
huby alebo switche. Počítače sú k nim pripojené samostatnými káblami typu krútenej 
dvojlinky. Vďaka týmto zariadeniam majú správcovia sietí viac moţností v usporiadaní 
sietí a odstraňuje sa komplikovanosť zbernicových sietí. Taktieţ je tento systém 
zapojenia odolnejší voči chybám. Vďaka tomu, ţe kaţdý počítač má vlastný kábel 
poškodenie jedného kábla neovplyvní zvyšok siete ale iba dotyčný počítač. Nevýhodou 
je, ţe pokiaľ hub zlyhá, ovplyvní to celú sieť.  
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Obrázok 8 Hviezdicová topológia, zdroj: vlastný 
 
 
3.2.1.3 Kruhová topológia 
Táto topológia sa podobá zbernicovej tým, ţe kaţdý počítač je prepojený 
s ďalším počítačom. Na rozdiel od zbernicovej topológie sú však počítače na konci 
taktieţ navzájom prepojené, čím vzniká kruh. Signály v tomto prepojení putujú od 
jedného počítača k druhému, aţ kým sa nevrátia k pôvodnému odosielateľovi. Ten 
potom zodpovedá za odstránenie paketu z cyklu.  
Táto topológia je väčšinou iba logickou štruktúrou, pretoţe jednotlivé počítače 
sú do siete pripájané pomocou hubov. Na pripojenie sa pouţívajú dva rôzne typy 
káblov, siete FDDI pouţívajú optické káble, siete Token Ring pouţívajú krútené 
dvojlinky.   
 
 
Obrázok 9 Kruhová topológia, zdroj: vlastný 
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3.2.2 Univerzálny kabelážny systém 
Univerzálny kabeláţny systém je všeobecné označenie systému metalických 
a optických prvkov. Tvoria ju káble, dátové rozvádzače, patch panely a pouţité sieťové 
príslušenstvo.  Je základným prvkom infraštruktúry počítačových sietí, ktorá spája 
počítače a ostatné zariadenia v rámci siete. Tvorí pasívnu vrstvu sieťovej infraštruktúry. 
Základné členenie kabeláţe je na chrbtovú sekciu, horizontálnu sekciu a pracovnú 
sekciu. V jednotlivých sekciách sa na vedenie signálu medzi aktívnymi prvkami siete 
pouţívajú metalické a optické káble.  
Je dôleţité zabezpečiť kabeláţ voči nepriaznivým vplyvom z okolia, ako je 
narušenie elektrického poľa, alebo mechanického poškodenia kábla. Taktieţ je dôleţité 
pri inštalácii zohľadňovať odolnosť voči presluchom a dbať na jednoduchosť inštalácie. 
Pri zavádzaní je potrebné kabeláţ riadne označiť.  
 
Chrbtová sekcia 
Táto sekcia sa tieţ nazýva vertikálna a prepája hlavný dátový rozvádzač s 
dátovými rozvádzačmi medzi jednotlivými budovami, prípadne v rámci jednej budovy 
medzi poschodiami. Topológia siete v tejto sekcii je vţdy hviezdicová, kde sú na hlavný 
rozvádzač napojené ostatné rozvádzače. Pouţívajú sa optické káble, za určitých 
podmienok je moţné pouţiť metalické káble ale iba pre hlasové sluţby.  
 
Horizontálna sekcia 
Horizontálna sekcia je časť kabeláţe, ktorá spája prepojovací panel (patch panel)  
dátového rozvádzača s koncovými bodmi, ktoré tvoria zásuvky v jednotlivých 
miestnostiach. Prepája iba na horizontálnej úrovni vxnútri budovy, nesmie ju opustiť. 
Topológia je vţdy hviezdicová a maximálna dĺţka linky je 90 metrov. Pouţívajú sa 
metalické aj optické káble.  
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Pracovná sekcia 
Táto sekcia prepája zásuvky v miestnosti s koncovými uzlami siete, alebo 
s aktívnymi prvkami. Môţu sa pouţiť metalické aj optické káble. Celková dĺţka na 
oboch stranách kanálu by nemala prekročiť 10 metrov. 
 
Optické káble 
Optické káble pouţívajú ako prenosové médium svetlo. Svetelný lúč je vedený 
jadrom kábla, ktoré je obklopené odraznou vrstvou udrţiavajúcou lúč vnútri  jadra. 
Podľa priemeru jadra sa optické vlákna delia na základné typy: Multimode Step-index, 
ktorý sa uţ v súčasnosti nepouţíva, Multimode Gradient a Singlemode. Jadro kábla je 
chránené primárnou ochranou – lakom, ktorý zabraňuje prieniku vlhkosti. Sekundárna 
ochrana môţe byť potom tesná, alebo voľná, za pouţitia gélu v púzdre.  
Podľa konštrukcie sa káble delia na Simplex, ktorý obsahuje jedno vlákno, 
Duplex, ktorý sa skladá z dvoch Simplex káblov zvarených za plášť, distribučný kábel 
(OPDS), ktorý je  tvorený niekoľkými vláknami a Breakout, pozostávajúci zo skupiny 
simplexových káblov.   
 
Metalické káble 
Tieto káble vyuţívajú pre prenos signálu elektrický prúd. Základné druhy sú 
koaxiálne káble a párové káble. V súčasnosti sa však pre vedenie univerzálnych 
kabeláţí pouţívajú iba párové káble. 
Krútená dvojlinka obsahuje 4 páry krútených párov. Páry sa krútia, aby sa 
obmedzil presluch a aby zníţilo elektromagnetické rušenie. V kábloch sa pouţívajú 
medené vodiče typu drôt alebo lanko. Pri type drôt sa na ukončenie káblu pouţíva vţdy 
zásuvka (jack). Pre kábel typu lanko sa vţdy pouţíva konektor (plug). 
Metalické káble môţu byť tienené alebo netienené. Tienenie sa pouţíva na 
zníţenie vyţarovania kábla a na obmedzenie rušenia kábla z okolia. Podľa typu tienenia 
sa káble delia na netienený kábel (UTP), kábel tienený opletením (STP), kábel tienený 
fóliou (FTP) a kábel s individuálne tienenými pármi (ISTP).   
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3.3 Sieťové technológie 
„Sieťové technológie definujú spôsob prevádzkovania základnej jednotky kaţdej 
internetovej siete, teda segmentu siete LAN. Najznámejšou technológiou je Ethernet, 
existuje ale aj niekoľko ďalších, ako napríklad token ring, ATM (Asynchronous 
Transfer Mode) alebo FDDI (Fiber Distributed Data Interface). Sieťové technológie sú 
implementované v druhej vrstve referenčného modelu OSI.“2  
„Pri kaţdej sieťovej technológii platí, ţe schopnosť jej správneho fungovania 
závisí na miere súladu s fyzickým médiom. Čím rýchlejšie má sieť pracovať, alebo čím 
väčšia je vzdialenosť, na ktorú má byť sieť prevádzkovaná, tým lepšie musia byť 
podkladové rozvody sieťových káblov.“3  
Firma vyuţíva pre svoju sieť technológiu Ethernet, preto sa budem v práci 
zaoberať len touto technológiou. 
 
3.3.1 Ethernet [2] 
Prvá verzia siete Ethernet bola vyvinutá v sedemdesiatych rokoch minulého 
storočia firmou Xerox Corporation. Neskôr sa táto spoločnosť spojila s firmami Intel 
a Digital Equipment Corporation a spoločne publikovali prvý štandard známy pod 
názvom DIX Ethernet. O dva roky neskôr bol tento štandard aktualizovaný pod názvom 
DIX Ethernet II. Na jeho základe začal Inštitút pre tvorbu medzinárodných štandardov 
(IEEE) pracovať na medzinárodnom štandarde pre verejné pouţívanie. Ten bol v roku 
1985 publikovaný ako špecifikácia IEEE 802.3 pod názvom Carrier Sense Multiple 
Acces with Collision Detection (CSMA/CD). Neskôr boli zverejnené ďalšie dokumenty 
definujúce špecifikácie pre siete Fast Ethernet a Gigabit Ethernet. Aj keď sa vo 
všeobecnosti pouţíva názov „Ethernet“, v skutočnosti je štandardom, ktorý sa 
v súčasnosti pouţíva na tvorbu sietí protokol IEEE 802.3.  
 
Typy sietí Ethernet 
Špecifikácie fyzickej vrstvy Ethernetu popisujú aspekty ako topológia, alebo 
typy a maximálne dĺţky káblov, ktoré je moţné pouţiť na vytvorenie siete. Je dôleţité 
                                                 
2
 VELTE, Toby J., VELTE Anthony T. Síťové technologie Cisco: velký průvodce. 2003. s. 53 
3
 VELTE, Toby J., VELTE Anthony T. Síťové technologie Cisco: velký průvodce. 2003. s. 251 
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sa týmito špecifikáciami riadiť, aby sa zabránilo problémom ako je útlm alebo presluch. 
Základné špecifikácie sú znázornené na Obrázku 7.  
 
 
 
Obrázok 10 Špecifikácia sietí Ethernet, zdroj: http://cisco-academy.aspone.cz 
 
 
3.4 Protokoly TCP/IP  
História týchto protokolov siaha aţ do dôb prvej paketovo prepínanej siete, 
ARPANETu, kedy vznikli pre jej pouţitie. V rokoch 1980-81 získava táto koncepcia 
dnešnú podobu a stáva sa štandardom pre pouţitie Internetu. TCP/IP vznikol ako 
riešenie stávajúcich problémov, na rozdiel od modelu OSI, ktorý vznikol teoretickým 
prístupom k problematike.  
Tento model pozostáva zo sústavy protokolov - TCP/IP Protocol Suite, ktorá 
obsahuje vyše sto protokolov a tvorí sieťovú architektúru. Je zloţený z dvoch hlavných 
protokolov, Transmission Control Protocol (TCP), ktorý zabezpečuje transportné úlohy 
a Internet Protocol (IP), ktorý sa stará o sieťové úlohy.  
Štandardy, odporúčania, návody, alebo informácie sú publikované vo forme 
neformálnych, voľne šíriteľných RFC (Request for Comment) dokumentov. Tieto 
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dokumenty sa nemenia, pri zmene sa vydá nový dokument s novým poradovým číslom 
a starý dokument je označený za zastaralý.  
Architektúra TCP/IP sa, na rozdiel od modelu OSI, skladá zo štyroch vrstiev – 
aplikačnej, transportnej, sieťovej a vrstvy sieťového rozhrania. Aplikačná vrstva zahŕňa 
funkcie aplikačnej, prezentačnej a relačnej vrstvy OSI modelu, pod vrstvu sieťového 
rozhrania spadajú fyzická a linková vrstva. Vzťah medzi oboma architektúrami je 
znázornený na Obrázku 11.  
 
Obrázok 11 Vzťah medzi TCP/IP a OSI modelmi, zdroj: http://library.thinkquest.org 
 
Protokol IP poskytuje nespojovanú, nespoľahlivú komunikáciu s princípom „best 
effort“.  Štandardným protokolom na sieťovej vrstve je IPv4, v súčasnosti sa stále viac 
začína vyuţívať protokol IPv6, ktorý poskytuje väčší adresný priestor.  
„V sieťach postavených na protokole IP putujú celkom tri typy správ, z ktorých sa 
všetky označujú ako určitý typ vysielania (cast). Unicast (jednosmerne vysielaná) 
správa je zaslaná na jedinú konkrétnu sieťovú adresu, multicast (viacsmerne vysielaná) 
správa sa skopíruje a odošle sa na určitú skupinu sieťových adries a broadcast 
(nesmerovo vysielaná) správa sa dostáva ku všetkým uzlom siete.“4 
Na správu chybových a systémových správ je pouţívaný Internet Control 
Message Protokol (ICPM), ktorý je súčasťou IP protokolu. Medzi jeho najschopnejšie 
diagnostické nástroje patria Packet Internetwork Groper (PING) a traceroute. PING sa 
                                                 
4
 VELTE, Toby J., VELTE Anthony T. Síťové technologie Cisco: velký průvodce. 2003. s. 245 
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vyuţíva na overenie dostupnosti vzdialeného servera. Traceroute mapuje detailnú trasu, 
ktorou paket prejde od odosielateľa k prijímateľovi.  
Na mapovanie IP adresy na fyzickú sa pouţíva Address Resolution Protocol 
(ARP).  Pomocou protokolu ARP si zariadenia vytvárajú vlastné tabuľky s IP adresami 
prevedenými na MAC adresy. V rámci jednej IP siete pouţívajú hostitelia a sieťové 
zariadenia adresovanie prostredníctvom MAC adries.  
 
3.5 Aktívne prvky siete [8] 
Aktívne prvky siete riadia dátové toky. Reagujú na prenášaný signál podľa toho, 
na ktorej vrstve sa nachádzajú a príslušným spôsobom ho spracujú. Patria sem napríklad 
repeatre, ktoré signál iba zopakujú, zosilnia a pošlú ďalej, switche, ktoré signál adresujú 
podľa fyzickej adresy prijímateľa v rámci lokálnej siete, alebo routre, ktoré sú schopné 
signál smerovať do konkrétnej siete v rámci internetu. Pozícia routrov sa nachádza 
medzi rôznymi sieťami, ktoré vzájomne prepájajú, zatiaľ čo switche a huby poskytujú 
pripojenie hostiteľom k lokálnej sieti a tvoria tak základný stavebný kameň kaţdej siete 
LAN.  
Zariadenia pouţívané v počítačových sieťach sú vo všeobecnosti rozdeľované 
podľa úrovne vrstvy štandardu OSI, na ktorej zabezpečujú spojenie.  
Na úrovni fyzickej vrstvy pracujú jednoduché zariadenia, ktoré poskytujú 
prepojenie medzi jednotlivými segmentmi siete. Tieto zariadenia vo všeobecnosti 
doručujú signál z jedného segmentu siete do druhého. Nevykonávajú ţiadne 
rozhodnutia o posielanom signáli alebo kontroly chýb. Majú obmedzenú inteligenciu 
a nerozumejú ţiadnej komunikácii, ktorá je na vyššej úrovni ako fyzickej. Medzi 
zariadenia pouţívané na tejto úrovni patria repeater (opakovač), amplifier (zosilňovač) a 
hub (rozbočovač). 
Na linkovej vrstve sa pouţívajú zariadenia poskytujúce sluţby na úrovni 
informácií, s ktorými pracuje druhá vrstva referenčného modelu OSI. Tieto prístroje 
predávajú, alebo filtrujú rámce a rozhodujú o nich na základe fyzických MAC adries 
a vlastných tabuliek adries. Taktieţ umoţňujú vysporiadanie sa s chybami a špecifickú 
kontrolu tokov. Ďalej uskutočňujú dotazy spojené s metódami prístupu k médiu 
a podporujú multiprotokolové prostredie. Na tejto úrovni sa pouţíval zo začiatku bridge 
36 
 
(most), neskôr sa k nemu pridal switch (prepínač), aby sa zabránilo problémom so 
zdieľaným médiom. 
Sieťová vrstva má ako hlavnú funkciu smerovanie. To znamená ţe prístroje na 
tejto vrstve posielajú pakety cez viaceré siete k cieľu. Toto je dôleţité najmä pri 
komunikácii zariadení, ktoré sa nenachádzajú v jednom segmente a komunikujú spolu 
prostredníctvom siete WAN. K tomu, aby sa pakety dostali do cieľa čo najkratšou 
a najrýchlejšou cestou sa vyuţívajú smerovacie tabuľky, ktoré vlastní kaţdé smerovacie 
zariadenie. Adresovanie na tejto vrstve sa uskutočňuje na základe sieťových adries, 
napríklad IP adries protokolu TCP/IP. Zariadenia, ktoré sa pouţívajú v tejto vrstve sa 
nazývajú smerovače.  
Na úrovni aplikačnej vrstvy sa uskutočňuje prepojenie rozličných sieťových 
architektúr. K tomu, aby mohli byť rôzne siete vzájomne prepojené je potrebný preklad 
medzi ich protokolovými architektúrami. K tomuto prekladu slúţia sieťové zariadenia 
nazývané gateway (brána). Brány poskytujú celkový preklad protokolu z jednej sieťovej 
architektúry na inú, z toho dôvodu zahrňujú všetky vrstvy oboch prepájaných sietí.  
 
3.5.1 Switch (prepínač) 
LAN switch je viacportové zariadenie ktoré zasiela rámce zo 
segmentu nachádzajúceho sa na jednom porte do iného segmentu na druhom porte. 
Predanie sa uskutočňuje na základe informácií linkovej vrstvy. Na úrovni druhej vrstvy 
uţ zariadenia môţu uskutočňovať inteligentné rozhodnutia zaloţené na MAC adresách 
jednotlivých dátových rámcov o spôsobe ich spracovania. 
Switche delia lokálnu sieť na segmenty, čím vytvárajú samostatné kolízne 
domény, pretoţe pracujú na druhej, prípadne vyšších vrstvách modelu OSI. “Učia“ sa 
MAC adresy prechádzajúcich rámcov a upravujú podľa nich svoje adresové tabuľky. Na 
základe informácií v hlavičke zistia, odkiaľ dáta prichádzajú a kam smerujú a odošlú ich 
len cieľovému portu. Prechádzajúce rámce počas spracovávania nemenia. Pre sieťové 
protokoly sú priehľadné, čo im umoţňuje komunikovať nezávisle na pouţitom 
sieťovom protokole. Taktieţ zvyšujú výkon siete, keďţe viacero uzlov môţe 
komunikovať naraz bez vzniku kolízie. Zvyšujú aj bezpečnosť tým, ţe dáta sú 
odosielané len príjemcovi a nie do celej siete, ako napríklad v prípade hubov. V prípade, 
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ţe je adresa neznáma, alebo ak sa jedná o broadcastovú alebo multicastovú adresu, 
pošlú správu na všetky porty okrem odosielajúceho. Umoţňujú vytváranie virtuálnych 
LAN sietí a podporujú plne duplexný reţim.  
Duplexné spojenie znamená, ţe komunikácia medzi dvoma zariadeniami 
prebieha oboma smermi. Existujú dva typy duplexnej komunikácie, plne duplexná 
a poloduplexná. Plne duplexný reţim spočíva v tom, ţe umoţňuje dvom 
komunikujúcim zariadeniam komunikovať súčasne. Obe zariadenia môţu naraz vysielať 
aj prijímať informácie, bez toho, aby došlo ku kolízii. Pri komunikácii sa vyuţíva pre 
kaţdý smer zvlášť prenosové médium, napríklad jeden pár krútenej dvojlinky pri 
metalickom spojení. Pri poloduplexnom reţime prebieha komunikácia striedavo, vţdy 
jedna strana vysiela a druhá prijíma.  
Na prepínanie dát medzi sieťovými portami pouţívajú switche siete Ethernet dve 
hlavné metódy – Cut-through (prechod skrz) a Store and Forward (uloţenie 
a preposlanie). Pri metóde Cut-through zariadenie prijaté rámce hneď po obdrţaní 
a zistení MAC adresy preposiela ďalej, bez ohľadu na to, či bol prijatý celý paket. 
Metóda Store and Forward prijme celý rámec, uloţí ho do vyrovnávacej pamäte, 
skontroluje a aţ potom prepošle ďalej. Pri oboch metódach pouţívajú switche databázu 
FDB (Forwarding Database), do ktorej zariadenia ukladajú tabuľky hostiteľov a ich 
príslušných portov pre neskoršie pouţitie, čím urýchľujú prepínanie.  
 
Layer 3 switch 
Switche schopné pracovať na tretej vrstve vznikli ako technológia pre zvýšenie 
výkonu routrov vo veľkých LAN sieťach. Tieto zariadenia kombinujú prepínanie na 
druhej vrstve a smerovanie a integrujú ich do hardwaru zariadenia. Boli navrhnuté pre 
pouţitie v lokálnych sieťach a vo väčšine prípadov neumoţňujú prepojenie s WAN. 
Pri tomto prepínaní zariadenia nahliadajú do paketu sieťovej vrstvy a podľa 
informácií v ňom obsiahnutých posielajú rámce na cieľovú sieťovú adresu. Umoţňujú 
rýchlejšie prepínanie ako routre.   
L3 switche sú zvyčajne spravované prostredníctvom Simple Network 
Management Protocol (SNMP). Môţu mať vlastnú MAC adresu pre kaţdý port zvlášť, 
alebo môţu disponovať jednou adresou pre všetky porty.  
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Hlavný rozdiel medzi L3 switchom a routrom je v spôsobe, akým spracovávajú 
informácie. Kým L3 switch spracováva informácie hardwarovo, router tieto informácie 
spracováva najmä logicky, pomocou softwaru.  
Výhodou týchto zariadení je ich rýchlosť a ich relatívne nízka cena v porovnaní 
s routrami. Medzi nevýhody patrí najmä, ţe podporujú iba obmedzené mnoţstvo 
protokolov a aplikácií a nie sú schopné prepájať WAN sieť. 
 
3.5.2 Router (smerovač) [8] 
Hlavnou funkciou sieťovej vrstvy je smerovanie, ku ktorému slúţia routre. 
Router je sieťové zariadenie prepojené prostredníctvom sieťových rozhraní do LAN 
alebo WAN a smeruje dáta z jednej siete do druhej. Routre sú určené pre vzájomné 
prepojenie rôznych sieťových segmentov, vzájomne prepájajú siete a podsiete a tým 
vytvárajú skutočný internet. Smerovanie prebieha na základe logickej sieťovej adresy 
cieľového zariadenia. Routre spracovávajú pakety, prípadne datagramy a logické 
rozhodnutia uskutočňujú na základe informácií poskytnutých sieťovou vrstvou. 
Poskytujú linkové a sieťové sluţby vrátane kontroly tokov, alebo bezpečnosti. Taktieţ 
podporujú sieťovú bezpečnosť filtrovaním paketových a smerovacích informácií. Sú 
závislé na sieťových protokoloch. Fungujú ako broadcastové firewally obmedzovaním 
šírenia broadcastových paketov v sieti Internet napríklad segmentovaním siete do 
broadcastových domén.  
Smerovanie zahŕňa dve základné aktivity a to určovanie optimálnej smerovacej 
trasy a posielanie paketov cez internet.   
Pre výber z existujúcich ciest k cieľovej sieti slúţia určité kritériá, nazývané 
metriky, ktoré pouţívajú smerovacie algoritmy na vymedzenie optimálnej cesty k cieľu. 
Routre porovnávajú tieto metriky na určenie optimálnej trasy. K uľahčeniu tohto 
procesu algoritmy vytvárajú a spravujú smerovacie tabuľky, ktoré obsahujú informácie 
o trase, líšiace sa podľa pouţitého algoritmu. Smerovacia tabuľka je zoznam moţných 
ciest od zdrojového k cieľovému zariadeniu, prostredníctvom ktorých môţe router dáta 
poslať. Kaţdý router si tvorí vlastnú smerovaciu tabuľku, ktorá môţe byť len jedna. 
Mnoţiny cieľov alebo nasledujúcich zastávok uvádzajú routrom ţe určitá destinácia 
môţe byť optimálne dosiahnutá odoslaním správy na konkrétny router reprezentujúci 
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najbliţšiu zastávku na ceste k cieli. Na to, aby mohli routre spravovať smerovacie 
tabuľky a vymieňať si informácie o trasách, potrebujú medzi sebou komunikovať. 
Komunikácia je umoţnená rôznymi smerovacími protokolmi podporujúcimi rozličné 
sieťové protokoly. Táto komunikácia pozostáva najmä zo správ smerovacích aktualít 
a oznámení o stave linky.  
„Keď router prijme paket na svoje prijímacie rozhranie, prijíma vlastne tok bitov 
na fyzickú vrstvu. Tie potom predá na spracovanie linkovej vrstve, ktorá odpuzdrí 
rámec, napríklad odstráni kontrolné informácie linkovej vrstvy na uskutočnenie 
kontroly chýb. Aţ potom, ako predá linková vrstva odpúzdrené dáta susediacej sieťovej 
vrstve ako pakety, môţe začať proces vymedzovania cesty zaloţený na cieľovej stanici 
sieťovej vrstvy.“5 
Po tom, ako router nájde a vymedzí vhodnú cestu pre paket, pošle ho linkovej 
vrstve bez akejkoľvek zmeny sieťovej adresy. Tá paket zabalí na príslušný rámec. Ako 
zdrojovú fyzickú adresu odosielateľa uvedie router svoju MAC adresu a ako cieľovú 
fyzickú adresu uvedie buď fyzickú adresu cieľového zariadenia, alebo fyzickú adresu 
nasledujúceho routra. To znamená, ţe router po prijatí a nájdení vhodnej cesty paket 
odošle na fyzickú adresu najbliţšieho routra (MAC adresu) ale s logickou (sieťovou) 
adresou cieľového zariadenia. V prípade, ţe po preskúmaní cieľovej adresy router 
nevie, ako poslať paket na najbliţšiu stanicu, je paket zahodený.  
 
NAT (Network Address Translation) 
NAT preklad je dôleţitá funkcia poskytovaná smerovačmi, ktorá umoţňuje 
adresovanie v rámci miestnej siete pomocou privátnych IP adries. Jedná sa o mapovanie 
privátnych IP adries uţívateľov v miestnej sieti na verejné IP adresy. Pri odosielaní 
paketov z miestnej siete router zmení odosielaciu adresu z privátnej na verejnú a túto 
zmenu si zapíše do tabuľky prekladov a relácií. Keď príde odpoveď od dotazovaného 
zariadenia, router na základe informácií v tabuľke zistí, ktorý uţívateľ dáta poţadoval 
a pakety mu predá. [1] 
 
Rozdiel medzi switchom a routrom 
                                                 
5
 PUŢMANOVÁ, Rita. Routing and switching. 2002. s. 131 
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„Architektúra switchov poskytuje zvýšenú preposielaciu kapacitu ako sú porty 
pridávané. Toto môţe byť obmedzené dizajnom architektúry zbernice alebo pamäte, ale 
keď sú porty pridané, kaţdý modul portu má dodatočný hardware, ktorý je pouţívaný 
na preposielanie paketov. Router má typicky jeden preposielací nástroj a dodatočné 
porty kapacitu tohto nástroja zdieľajú.“ 6 
 
3.6 Dátové toky 
Jedným z najčastejších a najúčinnejších nástrojov pre riadenie tokov v sieti 
a zamedzovanie vzniku kolízií  je v súčasnosti segmentácia sietí.  
Segmentácia sietí rozdeľuje médiá na niekoľko fyzických segmentov, ktoré sú 
spojené niektorým z aktívnych sieťových prvkov.  
„Segmenty siete by mali byť pokiaľ moţno malé, aby sa tak obmedzila frekvencia 
kolízií v sieti a tým sa zvýšila jej celková priepustnosť(rýchlosť prenosu). Malá sieť má 
tieţ výhodu vyššej flexibility, bezpečnosti a jednoduchšej údrţby. Vzhľadom na stále sa 
zvyšujúce tlaky na prenosové kapacity siete (šírku pásma) sa dnes siete rozdeľujú do 
viac a viac segmentov LAN.“7 
 
3.6.1 Spanning Tree Protocol   
Na udrţiavanie siete bez okruhov na linkovej vrstve je mostmi a switchmi 
pouţívaný Spanning Tree Protocol (STP), ktorý zabezpečuje udrţiavanie topológie siete 
bez cyklov. Tento protokol vytvára vetviaci sa strom pripojených zariadení tak, aby 
medzi dvoma uzlami ostala vţdy iba jedna aktívna linka. Ostatné linky sú zablokované 
a tvoria záloţné cesty, ktoré sú pouţité v prípade, ţe aktívna linka zlyhá. Mosty 
a switche prijímajú a vysielajú STP rámce, ktoré pouţívajú na vytvorenie necykliacej sa 
cesty.  
K určeniu ciest pouţíva protokol Spanning tree algorithm (STA) zaloţený na 
teórii stromových grafov. Tento algoritmus strom automaticky nastavuje podľa 
aktuálnej dostupnosti ciest.  
                                                 
6
  PUŢMANOVÁ, Rita. Routing and switching. 2002. s. 133 
7
 VELTE, Toby J., VELTE Anthony T. Síťové technologie Cisco: velkýprůvodce. 2003. s. 247 
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Pre potreby Virtuálnych LAN sietí sa pouţíva rozširujúci Multiple Spanning Tree 
Protokol (MSTP), ktorý vytvára oddelený strom pre kaţdú Virtuálnu LAN a na kaţdom 
strome ponecháva iba jednu cestu. 
 
3.6.2 Simple Network Management Protocol 
Tento protokol slúţi na sledovanie a správu siete a sieťových zariadení. Podporuje 
rôzne zariadenia bez ohľadu na pouţitú architektúru. Vďaka tomu sa stal univerzálnym 
riešením pre správu siete a je všeobecne prijímaný ako štandard. V súčasnosti tento 
protokol podporuje väčšina sieťových zariadení.  
Hlavnými prvkami tohto protokolu sú stanice pre správu a agenti. Stanice pre 
správu umoţňujú analýzu, sledovanie, prípadne správu sieťových zariadení. Stanicu 
môţe tvoriť software na počítači alebo samostatný vyhradený počítač. 
Agent SNMP je program beţiaci na spravovanom zariadení. Tu zhromaţďuje 
informácie a spravuje databázu Management Information Base (MIB). Keď stanica pre 
správu potrebuje informácie o zariadení, pošle agentovi SNMP poţiadavku. Ten 
poţadované informácie vyhľadá v MIB a odošle ich stanici pre správu.  
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4 Návrh riešenia 
 
Táto časť práce sa zaoberá návrhom riešenia pretrvávajúceho problému 
s dostupnosťou podnikovej siete. V tejto kapitole bude popísaná navrhovaná štruktúra 
siete s uskutočnenými zmenami a popis špecifikácií navrhovanej siete a moţných 
pouţitých zariadení. V návrhu bude tieţ zohľadnená moţnosť budúceho rozšírenia siete, 
prípadne zvýšenia prenosových nárokov na sieť. Ďalej na základe týchto údajov 
a taktieţ finančnej náročnosti potenciálnych zariadení uskutočním výber zariadení 
vhodných pre navrhované riešenie.    
 
4.1 Špecifikácia navrhovanej siete 
Vzhľadom k tomu, ţe sa jedná o veľký podnik, ktorý je závislý na fungovaní a 
prístupe k sieti, je dôleţité, aby bol tento prístup nepretrţite zabezpečený. K tomu aby 
mohol byť tento prístup zabezpečený je potrebné okrem iného mať kvalitnú podnikovú 
sieť za pouţitia zariadení zodpovedajúcich kvalitou, vybavením a funkciami nárokom 
tejto siete.  
Na základe uskutočnenej analýzy dátových tokov v sieti je zrejmé, ţe súčasná 
kapacita siete a najmä aktívnych prvkov je nedostatočná a z toho dôvodu dochádza 
k zahlteniu siete, často krát s následným prerušením spojenia. Preto je vhodné, aj 
s ohľadom na trend neustáleho zvyšovania prenosových moţností a kapacít vo verejnej 
sieti WAN zvýšiť prenosové moţnosti podnikovej siete LAN.  
Na zaistenie priepustnosti siete by sa mal pouţiť switch, ktorý disponuje 
dostatočnou rýchlosťou a šírkou pásma. Keďţe sieť je v súčasnosti pomerne rozsiahla a 
preplnená a do budúcnosti sa počíta s ďalším moţným rozšírením, bolo by vhodné sieť 
rozdeliť na niekoľko častí. To zabezpečí väčšiu prehľadnosť siete a umoţní lepší prístup 
na jednotlivé vetvy a ich administráciu. Zároveň to umoţní zvýšiť ochranu siete voči 
neoprávneným zmenám beţných uţívateľov. Vhodné je tieţ od siete oddeliť servery 
a záloţné zariadenia. Takéto riešenie umoţní lepšie zabezpečenie ochrany a správu 
serverov a taktieţ lepšiu dostupnosť k údajom nachádzajúcim sa na serveroch. 
Za predpokladu, ţe bude sieť rozdelená na samostatné siete, bolo by vhodné 
prepínanie kombinovať s routovaním, čo zabezpečí ešte lepšie komunikačné moţnosti. 
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V takomto prípade je moţné vyuţiť routovanie aj na spojenie serverov a zálohovacích 
zariadení prostredníctvom tretej sieťovej vrstvy. Bezpečnostné zariadenia, konkrétne 
kamery a zvukové nahrávače budú tieţ komunikovať na úrovni sieťovej vrstvy a budú 
samostatne oddelené s priamym pripojením prostredníctvom hlavného switcha. Toto 
riešenie taktieţ umoţní zamedzenie zbytočných prenosov v rámci globálnej siete. Bude 
tieţ umoţnené prepojenie telefónnych liniek počítačovou sieťou prostredníctvom 
protokolu VoIP, nad čím spoločnosť uvaţuje do budúcnosti.  
Na základe týchto skutočností odporúčam súčasný switch vymeniť za nový, 
Layer 3 switch disponujúci väčším výkonom a prenosovou kapacitou, ktorý zabezpečí 
aj spomínané routovanie. Oproti klasickému switchu pracujúcemu na druhej vrstve má 
výhodu v poskytovaní vyšších prenosových rýchlostí a okrem toho poskytuje moţnosť 
smerovania na úrovni tretej vrstvy. Oproti routru má L3 switch výhodu vo vyšších 
výkonoch a moţnosti prepínania na druhej vrstve. Ďalšou výhodou takéhoto riešenia je 
všeobecne niţšia cena switchov oproti routrom. Čo sa týka cenového rozdielu medzi  
L2 a L3 switchom, L3 switch je síce finančne náročnejší, napriek tomu vzhľadom 
k moţnostiam, ktoré sieti poskytne je pre firmu výhodnejší. 
Pri charaktere a predmete výroby spoločnosti je moţným rizikom aj výbuch, 
prípade iné poškodenie zariadenia. Môţe nastať situácia, pri ktorej dôjde k fyzickému 
prerušeniu spojenia, napríklad poškodením káblového vedenia, prerušením napájania 
alebo pokazením hlavného switcha, ktorý tvorí slabý článok siete. V takom prípade by 
mohlo prísť aj k niekoľkohodinovému výpadku a tým k veľkým stratám, ktoré si 
spoločnosť nemôţe dovoliť. Na ošetrenie tejto moţnosti je vhodným riešením zavedenie 
druhého, paralelne zapojeného redundantného L3 switcha. Ten bude pre zvýšenie 
efektivity a bezpečnosti umiestnený zvlášť, v samostatnej budove. Okrem prepojenia 
s primárnym hlavným switchom a s routrom bude prepojený tieţ s jednotlivými 
switchmi na úrovni budov. Tým pádom bude mať celá chrbtová sekcia siete záloţné 
trasy pouţiteľné v prípade prerušenia spojenia. Takéto riešenie zabezpečí dostupnosť 
siete aj vo výnimočných a nepredvídateľných situáciách, kedy dôjde k prerušeniu 
dátovej trasy.  
Oba switche budú umiestnené v telekomunikačnej miestnosti disponujúcej 
chladiacim a ventilačným zariadením, osvetlením a zabezpečenej voči neoprávnenému 
prístupu osôb. 
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Čiastočná schéma navrhovanej štruktúry siete je zobrazená na Obrázku 9. 
Schéma navrhovanej štruktúry pre celý podnik sa nachádza v Prílohe 1. 
  
 
Obrázok 12 Navrhovaná štruktúra časti siete, zdroj: vlastný 
 
4.1.1 Návrh kabeláže 
Na to, aby sa mohli zvýšiť moţnosti siete je potrebná v prvom rade kabeláţ 
vyhovujúca plánovaným nárokom siete. Pre potreby podniku navrhujem zaviesť, 
respektíve renovovať káblové vedenia chrbtovej časti siete. Pouţité budú optické káble 
pre vonkajšie prostredie s tepelnou izoláciou, pretoţe podnik sa nachádza v blízkosti 
tepelných zdrojov. Pouţité káble budú typu multimode. Na trasách od routra k hlavným 
switchom budú vedené dva hlavné optické káble. Z týchto switchov sa potom budú 
vlákna viesť k jednotlivým budovám v zväzkoch a budú sa rozvetvovať do switchov 
v týchto budovách. Ku kaţdému switchu bude privedené optické vlákno a switche budú 
pracovať samostatne.  
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Dĺţky vedenia optických káblov sú závislé na výkonnosti pouţitých 
prevodníkov. Preto je nutné merať dĺţky káblov a podľa toho pouţiť zodpovedajúce 
prevodníky. Spoločnosť v súčasnosti pouţíva prevodníky pre káble s dĺţkou do 500 
metrov. Takéto prevodníky sú dostačujúce vzhľadom k tomu, ţe ţiadna z káblových 
trás túto vzdialenosť nepresahuje. 
 Kabeláţ bude spĺňať všetky podmienky platných noriem STN EN 50173 a STN 
EN 50174. Výkopové práce a ukladanie káblov bude zabezpečené externou 
špecializovanou firmou.   
 
4.1.2 Návrh zariadení 
Zariadenia, ktoré budú pouţité musia splňovať určité podmienky a musia 
disponovať vlastnosťami, ktoré charakter podnikovej siete vyţaduje. Pri výbere a 
návrhu vhodných zariadení budem zohľadňovať tieto nároky siete a zameriam sa na 
zariadenia dostupné na trhu, ktoré týmto poţiadavkám vyhovujú. Ako pomôcku pri 
výbere pouţijem skúsenosti a referencie súčasných uţívateľov potenciálnych zariadení 
a ich odporúčania, ako aj preferencie a osobné skúsenosti technického a IT oddelenia 
firmy. 
Základným parametrom, ako vychádza z predchádzajúceho textu, je fakt, ţe sa 
má jednať o výkonnejšie switche, ktoré budú umoţňovať prenos väčších objemov dát 
pre jednotlivé porty. Zariadenia budú podľa firemného štandardu 24 portové, pretoţe je 
to z hľadiska ochrany siete voči výpadku bezpečnejšie. Z toho vyplýva, ţe bude nutné 
pouţiť dve zariadenia na jednej vetve, keďţe na úrovni budov pracuje celkovo 26 
switchov. Tieto zariadenia budú na kaţdej strane vzájomne prepojené a budú pracovať 
spoločne. Budú disponovať optickými alebo metalickými výstupmi, prípadne ich 
kombináciou. Chrbtica siete však bude vedená optikou, preto v prípade pouţitia 
metalických portov bude nutné pouţiť prevodníky na transformáciu siete. V prípade 
potreby budú pouţité skrine na prevodníky s dvadsiatimi štyrmi kanálmi. V súčasnosti 
sa pouţívajú prevodníky s prenosovou rýchlosťou 1Gb/s. Tie sú zatiaľ pre potrebu siete 
vyhovujúce.  
Je potrebné, aby pouţité zariadenia disponovali dostatočnou prepínacou 
kapacitou, pre potreby siete v súčasnosti minimálne 30Gbps. 
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4.2 Výber zariadení 
Pri výbere zariadení, ktoré sa pre realizáciu návrhu pouţijú je potrebné zohľadniť 
vlastnosti a technické špecifikácie potenciálnych zariadení. Ďalším dôleţitým faktorom 
je, ako sú zariadenia vybavené a aké funkcie podporujú. Od týchto faktorov sa odvíja 
cena, ktorá tvorí významnú poloţku pri rozhodovacom procese, najmä z pohľadu 
vedenia.  
Na základe týchto kritérií a podľa navrhnutých parametrov v predchádzajúcej 
podkapitole som spomedzi dostupných zariadení na trhu vybrala niekoľko vhodných. 
Všetky spĺňajú základné kritériá – pracujú na 3 vrstve, disponujú 24 portami a dosahujú 
rýchlosť 1Gbit. Konkrétne sú to zariadenia spoločností Cisco, Allied Telesis, 3Com, D-
Link a HP. Všetky tieto zariadenia majú dobré referencie a väčšina uţívateľov s nimi 
bola spokojná. Tabuľka so základnými špecifikáciami a cenami jednotlivých zariadení 
sa nachádza v Prílohe 2.  
Firma má dobré skúsenosti so zariadeniami spoločnosti Allied Telesis a má 
s touto spoločnosťou uzavretú rámcovú zmluvu, na základe ktorej má zmluvné ceny na 
nakúpené zariadenie. Väčšina v súčasnosti pouţívaných zariadení je tieţ od tejto 
spoločnosti. Odporúčam preto nákup navrhovaných nových zariadení taktieţ od tejto 
spoločnosti, čo bude cenovo výhodné a bude zabezpečená kompatibilita medzi 
jednotlivými zariadeniami.  
Zariadenia, ktoré navrhujem zakúpiť sú switche série 9900 od spoločnosti Allied 
Telesis, konkrétne AT-9924SP. Zariadenie je znázornené na Obrázku 13. 
 
 
 
Obrázok 13 Navrhnutý switch Allied Telesis AT-9924SP, zdroj: www.alliedtelesis.com 
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Tieto zariadenia sú optické, disponujú dvadsiatimi štyrmi 100/1000BASE-X SFP 
portmi, dvojitým napájaním vymeniteľným za chodu a chladením spredu dozadu. 
Poskytujú Layer 3 IPv4 smerovanie, funkciu Quality of Service (QoS) a umoţňujú 
stackovanie aţ deviatich zariadení. Prepínacia kapacita tohto zariadenia je 48Gbps. 
Bliţšie technické špecifikácie sú uvedené v Prílohe 3.   
 
4.3 Predpoklad tokov v sieti 
Na základe parametrov vybraných zariadení a súčasného stavu siete som za 
asistencie a pomoci pracovníkov IT oddelenia spoločnosti vytvorila grafy 
predpokladaných dátových tokov a vyťaţenia hlavných switchov. Grafy znázorňujú 
predpokladané mnoţstvo prenesených dát v bitoch za sekundu v jednotlivých časových 
intervaloch podľa typu grafu. Zelená plocha predstavuje vstupné dáta a modrá krivka 
reprezentuje výstupné dáta. Jedná sa o grafy rozhrania pouţitého k analýze preťaţenia 
siete, čiţe o port hlavného switchu pripájajúci do siete file server.  
Štruktúra grafov dátových tokov je pribliţne rovnaká, ako v súčasnosti, objem 
prenesených dát sa však zvýši, keďţe sa zbavíme 100Mb/s obmedzenia prenosu na 
jednotlivých portoch a bude moţné uskutočniť všetky poţadované prenosy. 
Predpokladané zvýšenie toku dát je pribliţne o 20%, v reálnej prevádzke je moţné 
očakávať krátkodobo aj výrazne vyššie špičky.  
Prenosová kapacita switchov sa zvýši na 1Gb/s na jeden port, tým pádom uţ 
nebude dochádzať k preťaţovaniu portov a následnému zahadzovaniu rámcov 
a výpadkom spojenia. Zvýšením prenosových moţností tieţ vznikne dostatočná rezerva 
pre prípadné rozširovanie firmy a zvyšovanie objemu prenášaných dát v budúcnosti.  
Graf na Obrázku 14 znázorňuje predpokladané denné dátové toky po 
implementovaní navrhovaného riešenia. Hodnoty predstavujú priemer za päťminútový 
interval. V grafe je znázornený aj moţný zvýšený objem prenášaných tokov medzi 12 
a 13 hodinou.  
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Obrázok 14 Predpokladané denné dátové toky, zdroj: vlastný 
 
 
Na ďalšom grafe znázornenom na Obrázku 15 sa nachádza predpokladaný tok 
dát za obdobie jedného týţdňa. Tento graf zobrazuje objem prenosu v priebehu 
jednotlivých dní, ktorý je priemerovaný v tridsaťminútových intervaloch.  
 
 
 
Obrázok 15 Predpokladané týždenné dátové toky, zdroj: vlastný 
 
 
Posledným z grafov je graf predpokladaných mesačných tokov na Obrázku 16. 
Tento graf rozdeľuje sledované obdobie na týţdne, v štruktúre ktorých je moţné podľa 
hodnôt rozoznať jednotlivé dni. Hodnoty sú priemerné za dvojhodinový interval. Tak 
ako u predchádzajúcich grafov, aj tu je štruktúra tokov veľmi podobná tej súčasnej 
a opäť je hlavný rozdiel v mnoţstve prenesených dát.  
 
49 
 
 
Obrázok 16 Predpokladané mesačné dátové toky, zdroj: vlastný 
 
Ako je zrejmé aj z uvedených grafov, po zavedení navrhovaného riešenia by sa 
odstránil problém s obmedzovaním dátového prenosu a s tým spojené neţiaduce 
výpadky siete a zahadzovanie rámcov pri preťaţení. Podiel prenášaných dát na 
celkových prenosových moţnostiach siete by klesol. To ponecháva dostatočnú rezervu 
pre prípadné výkyvy, a pre moţné rozširovanie siete v budúcnosti.  
Zavedením paralelného redundantného switcha a vedením záloţných dátových 
trás sa zabezpečí sieť aj voči prípadným fyzickým prerušeniam spojenia, či uţ 
poškodením káblového vedenia alebo niektorého z pouţitých switchov.  
4.4 Kalkulácia nákladov 
Po výbere konkrétneho zariadenia, ktoré sa pre návrh pouţije som uskutočnila 
kalkuláciu nákladov realizácie návrhu. Do tejto kalkulácie som okrem štyroch switchov 
zahrnula aj výkopové práce a náklady na káble. Ďalej kalkulácia obsahuje ventilačné 
jednotky, dátové rozvádzače a komponenty k nim. Celkové predpokladané náklady na 
riešenie sú  45 938,04 €.  
V prípade, ţe by sa navrhované switche umiestnili do súčasných telekomunikačných 
miestností za pouţitia stávajúceho zariadenia, bolo by moţné túto sumu zníţiť. V takom 
prípade by náklady tvorili 44 045,04 €. 
Na základe uskutočnenej kalkulácie nákladov som konzultovala moţnosť 
realizácie tohto riešenia s finančným oddelením a s vedením spoločnosti. Vedenie vidí 
výslednú sumu riešenia ako príliš vysoký jednorazový náklad, preto navrhujem rozdeliť 
toto riešenie na dve fázy.  
V prvej fáze sa uskutoční zavedenie všetkej plánovanej kabeláţe, čím sa ušetria 
náklady na opätovné výkopové a zavádzacie práce v budúcnosti. Po zavedení káblov 
spoločnosť zakúpi jeden navrhovaný switch a implementuje ho do siete na otestovanie. 
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Ak bude so zariadením spokojná, doplnia sa ostatné do počtu potrebných portov pre 
jednu stranu navrhnutého riešenia.  
V druhej fáze sa kúpia ďalšie redundantné switche do potrebného počtu, ktoré sa 
zavedú do pripravenej kabeláţe a paralelne sa prepoja s prvými switchmi. Obe sústavy 
switchov sa nastavia pre vzájomnú spoluprácu a redundantnú činnosť druhej skupiny 
switchov.  
Prvá fáza sa plánuje začať realizovať do šiestich mesiacov od schválenia návrhu 
vedením firmy.  
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5 Zhodnotenie a záver 
 
Cieľom tejto práce bolo navrhnúť riešenie na zaistenie maximálnej dostupnosti 
podnikovej siete. Súčasný stav je nevyhovujúci, ako je moţné vidieť aj na uskutočnenej 
analýze dátových tokov.  
Pri vypracovávaní práce som zohľadnila súčasné nároky charakteru činnosti 
podniku na sieť a tieţ poţiadavky vedenia firmy. Jednotlivé časti návrhu som 
konzultovala s technickým oddelením spoločnosti, ako aj s vedením.  
Navrhnuté riešenie zabezpečuje dostupnosť pre všetky segmenty siete a ošetruje aj 
výnimočné situácie, ktoré by mohli nastať. Je navrhnuté s primeranou rezervou pre 
ďalšie moţnosti rozširovania spoločnosti a zvyšovania prenosových moţností siete.   
Vzhľadom k tomu, ţe navrhované riešenie je pomerne nákladné, je vhodné rozdeliť 
jeho realizáciu do dvoch etáp, ako je popísané v práci. 
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 Príloha 1 – Schéma návrhu podnikovej siete 
 
Zdroj: Vlastný
 Príloha 2 – Zoznam potenciálnych zariadení 
 
 
názov zariadenia porty cena bez DPH 
D-Link DGS-3324SRi 
24-port 10/100/1000 Gbit, 8 Combo 
SPF ports 3 416,02 € 
D-Link DXS-3326GSR 24port SFP Gbit, 2 10Gb 2 929,50 € 
3Com Switch 4800G 
20 x 10/100/1000, 4xSFP, 2x10Gbits 
ports 3 745,13 € 
Allied Telesyn AT-9924SP 24 x Gigabit SFP 3 421,46 € 
Allied Telesyn AT-9924T 
10/100/100T x 24 Gbit, 4 combo SFP 
slot 3 299,50 € 
3Com 5500G-EI 
20 x 10/100/1000, 4xSFP Gigabit 
ports  4 390,81 € 
Cisco WS-C3560G-24PS-S 24x10/100/1000,4xSFP 3 089,08 € 
Cisco WS-C3750G-24TS-S1U 24x10/100/1000,4xSFP 3 956,37 € 
Cisco WS-C3560G-24TS-E 24x10/100/1000,4xSFP 4 853,07 € 
HP ProCurve 6200yl-24G-
mGBIC 24 mini-GBIC, optional 4-port 10-GbE 5 030,23 € 
HP ProCurve Switch 2900- 24G 
20x10/100/1000 ports, 4x10-GbE 
ports 2 334,31 € 
 
zdroj: http://eshop.comtec.sk a http://www.sysnet.sk  
 
 
 
 Príloha 3 – Špecifikácie vybraného typu zariadenia 
 
AT-9924T 
24 x 10/100/1000BASE-T copper ports and 
4 x 1000BASE-X SFP combo ports 
AT-9924SP 
24 x 100/1000BASE-X SFP ports 
 
Performance 
• Switching Capacity 48Gbps 
• Forwarding Rate 36Mpps 
Up to 256K IPv4 routes 
Up to 16K MAC addresses 
Up to 80K BGP routes 
4K VLANs 
Packet buffer memory: 
64MB 
160MB 
16MB Flash Memory 
 
Reliability 
MTBF 
1 PSU: 130,000 hours2 
2 PSUs: 240,000 hours2 
 
Acoustic Noise 
51.0 dB 
 
Power Characteristics 
AC: 
Voltage: 100-240V AC (10% auto ranging) 
Frequency: 47-63Hz 
DC: 
Voltage: 40-60V DC 
 
Power Consumption 
75Watts (256 BTU/hour) maximum 
 
Environmental Specifications 
Operating Temp: 
0°C to 50°C (32°F to 122°F) 
Storage Temp: 
-25°C to 70°C (-13°F to 158°F) 
Operating Humidity: 
5% to 80% non-condensing 
Storage Humidity: 
5% to 95% non-condensing 
Operating Altitude:10,000ft 
 
Physical Dimensions 
Height: 44.5mm (1.75")3 
Width: 440mm (16.7") 
Depth: 440mm (16.7")4 
Mounting 19" rack mountable, 1 RU form-
factor 
 
Weight 
AT-9924T: 6.8kg (15.0 lbs) or 7.7kg 
(17.0 lbs) packaged5 
AT-9924SP: 6.8kg (15.0 lbs) or 7.7kg 
(17.0 lbs) packaged5 
AT-PWR01 (AC or DC): 1.0 kg (2.2 lbs) or 1.8 
kg (4.0 lbs) packaged 
 
Electrical Approvals and Compliances 
EMC 
EN55022 class A, FCC class A,VCCI class A, 
AS/NZS CISPR22 class A 
Immunity: EN55024, EN61000-3-2/3, CNS 
13438 Class A. 
 
Safety 
UL60950-1, CAN/CSA-C22.2 No. 60950-1-03, 
EN60950-1, EN60825-1, AS/NZS 60950 
Certification: UL, cUL,TUV 
 
Restrictions on Hazardous Substances 
(RoHS) Compliance 
EU RoHS compliant 
 
 
zdroj: www.alliedtelesis.com 
 Príloha 4 - Kalkulácie nákladov 
 
 
pložka 
počet 
ks cena/ks 
celkom bez 
DPH 
Allied Telesyn AT-9924SP 4 3 421,46 € 13 685,84 € 
Miracel SR rám 41U Š600 H800 2 356,69 € 713,38 € 
Podstavec pod rack, 600x800, s filtrem 2 60,31 € 120,62 € 
Allied Telesyn AT-SPSX 60 138,32 € 8 299,20 € 
Optický kabel 8vl. 50/ 125 samonosný 2*ocelový drát 2000 1,03 € 2 060,00 € 
19" napájecí panel ACAR 8x220V-3m Black+přep.ochr. 2 34,60 € 69,20 € 
Knurr montážní materiál M5 do děr,balenie 1 21,76 € 21,76 € 
KNURR Ventilační jednotka (Š600), termostat 4 162,54 € 650,16 € 
Knurr Pevná police 430x600,(50 kg) 4 36,00 € 144,00 € 
19" vyvazovací panel 1U 5x tvrdé oko 4 7,51 € 30,04 € 
Micronet 24-Port Cat 6 Patch Panel SP1161S 45st. 4 35,96 € 143,84 € 
výkopové práce 2000 10,00 € 20 000,00 € 
spolu     45 938,04 € 
 
 
 
