We consider a fractional jump process with jumps of size 1 and 2, whose probabilities satisfy a fractional extension of the difference-differential equations dp
Introduction
Fractional Poisson processes and related counting processes are attracting the attention of several authors in recent years. Most of the recent papers on this topic are centered on processes performing jumps of size 1. We recall, for instance, Orsingher [20] , where the author reviews some fractional versions (time-fractional, space-fractional, space-time fractional) of the Poisson process, as well as some fractional birth processes. Beghin and Orsingher [5] study the properties of Poisson-type fractional processes, governed by fractional recursive differential equations, obtained substituting regular derivatives with fractional derivatives. Mainardi et al. [15] provide a generalization of the pure and compound Poisson processes via fractional calculus, by resorting to a renewal process-based approach involving waiting time distributions based on the Mittag-Leffler function. A different approach has been developed by Laskin [11] and [12] , where a fractional non-Markov Poisson stochastic process based on a fractional generalization of the Kolmogorov-Feller equations, and some interesting applications including a fractional compound Poisson process have been considered. More recently, Meerschaert et al. [17] show that a traditional Poisson process, with the time variable replaced by an independent inverse stable subordinator, is also a fractional Poisson process.
Counting processes with jumps of amplitude larger than 1 are employed in various applications, since they are useful to describe simultaneous but independent Poisson streams (see, for instance, Adelson [1] ). The case of fractional compound Poisson processes has been investigated by Beghin and Macci [3] . Specifically, they consider two fractional versions of nonnegative, integer-valued compound Poisson processes, and prove that their probability mass function solve certain fractional Kolmogorov forward equations. The relevance of fractional compound Poisson processes in applications in ruin theory is emphasized in Biard and Saussereau [7] , where their long-range dependence is also investigated.
Following the lines of the papers above, here we analyse a suitable extension of the fractional Poisson process, say M ν (t), which performs two kinds of jumps of amplitude 1 and 2, with rates λ 1 and λ 2 respectively. (Throughout the paper we refer to the fractional derivative in the Caputo sense, also known as Dzherbashyan-Caputo fractional derivative). We first obtain the probability law of the process, and discuss its equivalent representation in terms of a subordinator governed by a suitable fractional Cauchy problem. To this aim, in Section 2 we briefly recall some results on the fractional Poisson process which will be used throughout the paper. We also consider a generalized counting process {N (t) ; t ≥ 0} performing jumps of size 1 and 2, and obeying certain Poisson type rules. We derive the exact expression of its state probabilities.
Along the same lines as Beghin and Orsingher [5] , in Section 3 we replace the time-derivative appearing in the difference-differential equations governing the probability mass function of N (t) by the fractional derivative of order ν ∈ (0, 1]. This allows us to obtain a new system of fractional equations. The solution of the resulting Cauchy problem represents the probability distribution of the fractional jump process M ν (t). Hence, we obtain p ν k (t) = P {M ν (t) = k} in terms of a generalized Mittag-Leffler function. Furthermore, we show two useful representations for M ν (t):
(i) First we show that M ν (t) can be regarded as a homogeneous Poisson process with two kinds of jumps stopped at a random time. Such random time is the sole component of this subordinating relationship affected by the fractional derivative, since its distribution is obtained from the fundamental solution of a fractional diffusion equation.
(ii) We also prove that M ν (t) can be expressed as a compound fractional Poisson process. This representation is essential to obtain a waiting time distribution.
Indeed, in Section 4 we face the problem of determining certain waiting time and first-passagetime distributions. Specifically, we evaluate the probability that the first jump of size i, i = 1, 2, for the process M ν (t) occurs before time t, t > 0. Interestingly, we prove that the first occurrence time of a jump of amplitude i has the same distribution as the waiting time of the first event of the classical fractional Poisson process defined with parameter λ i , for i = 1, 2. This is an immediate extension of a well-known result. Indeed, for a Poisson process with intensity λ 1 + λ 2 and such that its events are classified as type i via independent Bernoulli trials with probability λ i λ 1 +λ 2 , the first occurrence time of an event of type i is distributed as the interarrival time of a Poisson process with intensity λ i , i = 1, 2. Theorem 4.1 below extends this result to the fractional setting. The interesting difference is that the exponential density of the interarrival times of the Poisson process is substituted by the corresponding density of the fractional Poisson process, which depends on the (two-parameter) Mittal-Leffler function. In Section 4 we also study the distribution of the first passage time of M ν (t) to a fixed level. We are able to express it in an integral form that involves the joint distribution of the classical fractional Poisson process.
Finally, in Section 5 we show that both the ratios given by the powers of the fractional Poisson process and of the process M ν (t) over their means tend to 1 in probability. This phenomenon is remarkable in some applications. In fact, from a physical point of view, it means that the distance between the distributions of such processes at time t and their equilibrium measures is close to 1 until some deterministic 'cutoff time' and is close to 0 shortly after.
Preliminary results

Fractional Poisson process
Beghin and Orsingher [5] consider the fractional Poisson process
namely the renewal process with i.i.d. interarrival times U j distributed according to the following density, for j = 1, 2, . . . and t ∈ (0, ∞) :
where
is the (two-parameter) Mittag-Leffler function. From the Laplace transform
it follows that the density of the waiting time of the k-th event,
Its inverse can be obtained by applying formula (2.5) of [22] , i.e.
(where Re(β) > 0, Re(γ) > 0, Re(δ) > 0 and s > |ω| 1 Re(β) ). By setting β = ν, γ = kν, δ = k and ω = −λ we have
is a generalized Mittag-Leffler function and, as usual,
is the Pochhammer symbol.
The corresponding distribution function can be obtained by integrating (4), thus obtaining (see Eq. (2.20) of [5] )
It is interesting to point out that the density (2) of the interarrival times U j is completely monotone, and therefore log-convex. In fact, the function t β−1 E γ α,β (−λt ν ), for all λ > 0, is completely monotone if and only if 0 < α, β ≤ 1 and 0 < γ ≤ β/α (cf. Chapter 5 of Gorenflo et al. [9] ). We recall that random variables with log-convex densities are also said to have the decreasing likelihood ratio (DLR) property.
Taking into account (6), the probability mass function of the process N ν λ (t) can be easily computed as follows (see, also, Eq. (2.21) of [5] ):
Moreover, the probability generating function of the process N ν λ (t) can be expressed as (see Eq. (2.29) of [5] )
Consequently, its moment generating function is given by
The mean and the variance of N ν λ (t) read (see Eqs. (2.7) and (2.8) of [4] )
.
In general, the analytical expression for the mth order moment of the fractional Poisson process is given by (cf. [12] , Eq. (40))
where S ν (m, l) is the fractional Stirling number defined by Eq. (32) of [12] .
Jump process with 2 kinds of jumps
We consider a jump process {N (t) ; t ≥ 0} with rates λ 1 and λ 2 , (λ 1 , λ 2 > 0), defined by means of the following rules:
2. N (t) has stationary and independent increments;
This is a suitable extension of the Poisson process. The probabilities p j (t) = P {N (t) = j}
whose initial condition are
The probability generating function G (z, t) of N (t) can be derived from (8) and (9) using a rather standard technique. Indeed, it is immediate to check that it coincides with the solution of the differential equation
subject to the initial condition G (z, 0) = 1. In light of this, the probability generating function can be expressed as
We now use this result to derive the probability mass function of N (t).
Proposition 2.1. The solution p j (t), for j = 0, 1, . . . and t ≥ 0, of the Cauchy problem (8)- (9) is given by
Proof . By expanding e (λ 1 z+λ 2 z 2 )t in (10) into its MacLaurin series, and performing some algebraic manipulations, we get the result.
From (10) and (11) it is easy to infer that p j (t) represent a proper probability distribution; in fact, p j (t) ≥ 0 for all j ≥ 0 and G (1, t) = ∞ j=0 p j (t) = 1. By considering the derivatives of the probability generating function (10) we can obtain the mean and the variance of process
Remark 2.1. It is not difficult to notice that the process N (t) can be regarded as a proper compound Poisson process, i.e.
where N λ 1 +λ 2 (t) is a homogeneous Poisson process with rate λ 1 + λ 2 and {X n : n ≥ 1} is a sequence of i.i.d. random variables, independent of N λ 1 +λ 2 (t), such that for any positive integer n
and where both N λ 1 +λ 2 (t) and X n depend on the parameters λ 1 and λ 2 .
Fractional jump process
In this section we examine a fractional extension of the recursive differential equations (8), thus obtaining a proper probability distribution. We then explore the main properties of the corresponding process.
The probability law
We consider the following system of fractional difference-differential equations
together with the condition
obtained by replacing in (8) the standard derivatives by the fractional derivatives, i.e.
We will obtain the solution to (13) in terms of the generalized Mittag-Leffler function (5) and
show that it represents a true probability distribution of a certain jump process, which we will denote by M ν (t). Hence, we write
Proposition 3.1. The solution p ν k (t), for k = 0, 1, . . . and t ≥ 0 of the Cauchy problem (13)- (14) is given by
Proof . By taking the Laplace transform of equations (13), together with the condition (14),
which can be inverted by using formula (3) for β = ν, δ = k + 1 and γ = kν + 1, thus obtaining (16).
Remark 3.1. The use of the Caputo fractional derivative permits us to avoid fractional initial conditions since, in general,
From (13), we can easily infer that the probability generating function of M ν (t), t ≥ 0,
By taking the Laplace transform of (17) and making use of formula (3), we obtain
Since E ν,1 (0) = 1, formula (18) is useful in checking that p ν j (t) represents a true probability distribution.
Equivalent representation
We will now examine an interesting relationship between the process M ν (t) and the process N (t), defined in Section 2.2. In fact, we will show that the following representation holds:
where T 2ν (t) is a suitable random process, and thus M ν (t) can be considered as a homogeneous Poisson-type jump process with jumps of size 1 and 2 stopped at a random time T 2ν (t).
Let us denote by g(z, t) = g 2ν (z, t) the solution of the Cauchy problem
It is well-known that (see [13] and [14] )
is the Wright function. Letḡ
be the folded solution to (19) and let T 2ν (t) be a random process (independent from the process N (t)) whose transition density P {T 2ν (t) ∈ dz} /dz is given in (22) .
Remark 3.2. It has been proved in Orsingher and
Beghin [18] that the solution g 2ν to (19) can be alternatively expressed as
where f ν (·, y) is a stable law S ν (µ, β, σ) of order ν, with parameters µ = 0, β = 1 and σ = z cos
The process M ν (t) and the process N (T 2ν (t)) are identically distributed.
Proof. The thesis immediately follows after some straightforward algebraic calculations. In fact, by making use of (11), (20), (21) and (22) we get
The last expression identifies with (16) due to the following integral representation of the generalized Mittag-Leffler function in terms of the Wright function, proposed by Beghin and
Orsingher [5] :
This completes the proof.
Remark 3.3. In [5] Beghin and Orsingher proved an analogous subordination relationship, i.e.
where N ν λ (t) is the fractional Poisson process defined in (1) , N (t) is a homogeneous Poisson process with rate λ and T 2ν (t) is the random time defined above.
Remark 3.4. We note that for ν = 1 2 the random time T 1 (t) , t > 0, becomes a reflecting Brownian motion. Indeed, in this case equation (19) reduces to the heat equation
and the solution g 1 (z, t) is the density of a Brownian motion B (t) , t > 0, with infinitesimal variance 2. After folding up the solution, we find the following probability mass
, is a jump process at a Brownian time.
Remark 3.5. It is worth noticing that the composition of the fractional Poisson process N ν λ (t) defined in (1) and of the fractional process M ν (t) defined in (15) with the random time T 2ν (t) yields again fractional processes, but of different order, i.e.
Taking into account the subordinating relationships examined in Proposition 3.2 and in Remark 3.3, this fact follows immediately from Remark 3.1 of [10] , since, in general, the composition of two stable subordinators of indexes β 1 and β 2 respectively is a stable subordinator of index
Remark 3.6. The process M ν (t) can be regarded as a special case of the process defined by
Beghin and Macci in Eq. (7) of [3] , under a suitable choice of the probability mass function (q k ) k≥1 and the parameter λ. Specifically, one can easily check that
where N ν λ 1 +λ 2 (t) is a fractional Poisson process, defined as in (1), with intensity λ = λ 1 + λ 2 (λ 1 , λ 2 > 0). Moreover, {X n : n ≥ 1} is a sequence of independent random variables, independent of N ν λ 1 +λ 2 (t) given the parameters λ 1 and λ 2 , distributed as in (12) .
Bearing in mind Remark 3.6, we can compute more effortlessly the mean and the variance of the process. In fact, by Wald's equation we have
Moreover, by the law of total variance we get, for t ≥ 0,
As a consequence it is not hard to show that
the process M ν (t) exhibits overdispersion, since Z(ν) > 0 for all ν ∈ (0, 1) and Z(1) = 0.
Remark 3.7. According to Definition 7.1.1 of [6] , the process M ν (t) is a compound Cox process, since Beghin and Orsingher [5] show that N ν λ 1 +λ 2 (t) is a Cox process with a proper directing measure. Moreover, M ν (t) is a compound fractional process, and thus it is neither Markovian nor Lèvy (cf. Scalas [24] ).
Waiting times and first-passage times
We evaluate the probability distribution function of the waiting time until the first occurrence of a jump of size i, i = 1, 2, for the process M ν (t). We first observe that the following decomposition holds:
and thus M ν i (t) counts the number of jumps of amplitude i performed by M ν (t) in (0, t]. Furthermore, we introduce the random variables
in other words, H i represents the first occurrence time of a jump of amplitude i for process M ν (t), whereas G i is a geometric random variable with parameter
that describes the order of the first jump of amplitude i in the sequence of jumps of M ν (t). We prove that H i is distributed as the waiting time of the first event of the fractional Poisson process defined in (1) with parameter λ i . Indeed, the following result holds.
Proof. By conditioning on G i , for t > 0, we have
, due to Eqs. (23) and (6). Hence,
By using formula (2.3.1) of [16] , i.e.
(where Re(α) > 0, Re(β) > 0 and Re(γ) > 0) for α = β = ν, γ = kν + 1, δ = k + 1 and
Due to formula (2.30) of [5] , i.e.
(where |u| ≤ 1 and t > 0), we have
By making use of formula (2.2.14) of [16] , i.e.
(where α > 0; β, σ ∈ C; Re(β) > 0 and Re(σ) > 0), for σ = α = ν, β = 1 and x = −λ i t ν , we get
and therefore H i is distributed as the waiting time of the first event of the fractional Poisson process defined in (1) (cf. (6)).
The result shown in Theorem 4.1 is an immediate extension of the well-known result for the Poisson process, i.e. for ν = 1, by which H i is exponentially distributed with parameter λ i .
We will now be concerned with the distribution of the first passage time to a fixed level for the process M ν (t). Let k be a nonnegative integer and let
Then the following result holds.
Theorem 4.2. The cumulative distribution function of the first passage time τ k for t ≥ 0 reads
Proof. Since the process M ν (t) performs jumps of size 1 and 2, and has non-independent increments, the computation of the cumulative distribution function of the first passage time (31) can be carried out as follows:
Making use of Remark 3.6 we have: To the best of our knowledge, it is not possible to express the bivariate distribution
(t) = j in a closed form. Orsingher and Polito [19] derived an ex-pression in terms of Prabhakar integrals, i.e.:
is the Prabhakar integral (see [22] for details). Politi et al. [21] , instead, evaluate the joint probability given in (32) by introducing the random variable Y i which denotes the residual lifetime at s (that is the time to the next epoch) conditional on N ν
Therefore,
It is meaningful to stress that the passage of M ν (t) to a level k is not sure. In fact, the process can cross state k without visiting it due to the effect of a jump having size 2.
Convergence results
For the processes N ν λ (t) and M ν (t), defined respectively in (1) and in (15), we now focus on an interesting property related to their asymptotic behavior as the relevant parameters grow larger. Specifically, we first show that the following proposition holds.
Proof . We study the convergence in mean of the random variable
to 1. Due to the triangular inequality we have
Therefore, we can apply the dominated convergence theorem and calculate the following limit:
Taking account of the behavior of the generalized Mittag-Leffler function for large z (see [23] for details), i.e.:
we can conclude that limit (33) equals 0. This fact proves the result since convergence in mean implies convergence in probability.
The previous result can be extended to a more general setting. Indeed, the next statement is true. Proof . The proof, which makes use of expression (7) for the moments of N ν λ (t), is similar to that of Proposition 5.1 and thus is omitted.
An analogous result for the process M ν (t) holds. In fact, it is immediate to prove the following proposition. 
Proof . By considering the derivatives of the moment generating function of the process M ν (t),
i.e. the probability generating function (18) evaluated at u = e s , we get an expression for the m ∈ N, exhibit cut-off behavior at mean times with respect to the relevant parameters or, roughly speaking, that they somehow converge very abruptly to equilibrium.
We finally remark that in this context the sufficient condition given in Proposition 1 of [2] is not useful to prove Proposition 5.1. Such condition holds only when ν = 1.
