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Most studies of disease spreading consider the underlying social network as obtained without the
contagion, though epidemic influences people’s willingness to contact others: A “friendly” contact
may be turned to “unfriendly” to avoid infection. We study the susceptible-infected (SI) disease
spreading model on signed networks, in which each edge is associated with a positive or negative
sign representing the friendly or unfriendly relation between its end nodes. In a signed network,
according to Heider’s theory, edge signs evolve such that finally a state of structural balance is
achieved, corresponding to no frustration in physics terms. However, the danger of infection af-
fects the evolution of its edge signs. To describe the coupled problem of the sign evolution and
disease spreading, we generalize the notion of structural balance by taking into account the state
of the nodes. We introduce an energy function and carry out Monte-Carlo simulations on complete
networks to test the energy landscape, where we find local minima corresponding to the so-called
jammed states. We study the effect of the ratio of initial friendly to unfriendly connections on the
propagation of disease. The steady state can be balanced or a jammed state such that a coexistence
occurs between susceptible and infected nodes in the system.
PACS numbers: 89.65.Ef, 87.23.Kg ,87.19.Xx, 02.50.Ng
I. INTRODUCTION
Recent development in the theory of disease spreading
on networks has lead to remarkable success: real time
simulation and accurate predictions have become possi-
ble [1]. In these calculations the input information about
the network of social contacts and the temporal behav-
ior is taken from the pre-epidemic period, which may be
misleading [2] as people react to the process, e.g., by cut-
ting (at least temporarily) friendly contacts and rewiring
their network connections. This type of reaction is cru-
cial from the point of view of spreading and it may lead
to the emergence of new states and phases that are ab-
sent in single epidemic dynamics [3]. Here we investigate
the simultaneous effect of changing the nature of the re-
lationships and the spreading process on a simple model.
Contagion processes, such as spreading of diseases, ru-
mours, or ideas, are affected by the type of relations be-
tween individuals in social networks. Most of research
has been devoted to studying the dynamics of spreading
processes, on networks with only positive types of inter-
actions (i.e., friend, trust, or collaboration) [4–9], while in
real networks the relations can be negative (i.e, hostile or
distrusting). Social networks with both types of relation-
ships can be modelled as signed networks, in which edges
are labeled with positive and negative signs [10–13].
In social networks, the relationship between two per-
sons can be affected by a third person. The relation-
ships are balanced if two persons, who are friends, have
the same attitude (friendly or unfriendly) toward a third
one, otherwise in order to decrease tension, one of them
must change his or her attitude or they have to stop
their friendship. This concept was introduced for the
first time by Heider in the framework of the balance the-
ory [14]. Heider considered triples and defined a triple
as unbalanced if the product of its edge signs is nega-
tive. Cartwright and Harary worked out the mathemat-
ics of balance theory [15]. They showed that a complete
network is structurally balanced if either all the edge
signs are positive, or the network can be divided into two
clusters such that the signs of edges are positive within
each cluster and edges between the clusters have negative
signs. This definition corresponds to the fact that in a
balanced state the product of edge signs of each cycle in
the network is positive, i.e., there is no cycle with an odd
number of negative edges [12, 15]. The presence of cycles
with an odd number of negative edges is equivalent to
the notion of frustration in spin glasses [16].
Recently, dynamical models have been introduced to
describe the evolution of the network toward a balanced
structure [17–21]. It is assumed that if a network is not
initially in a balanced structure, the system tends to in-
crease the number of balanced triples by single flipping of
the signs of edges and attempts to achieve in this way a
balanced structure. Thus the rearrangement of positive
and negative edges in signed networks aims at minimizing
social tension or frustration in the network. Hence signed
networks can be studied in the framework of energy land-
scapes with local minima [17, 22, 23]. The configurations
of complete graphs with the lowest possible energy are
balanced states, in which all pair nodes in the network
are friends, or the network is divided into two groups
of mutual friends who are unfriendly toward each other.
However, due to the local dynamics, the system may get
stuck in local minima. These are the so-called jammed
states, which prevent convergence to the balanced state
2[24].
If a dynamical process, which changes the state of
nodes, runs on a signed network, the evolution of edge
signs may be affected by the evolution of nodes. Recently
much effort has been devoted to studying the co-evolution
of edge signs and node states [25–32]. For example, Shi
et al. studied the evolution of opinions over signed so-
cial networks [27]. They showed that relative strengths
and structures of positive and negative relations have an
essential effect on opinion convergence. Ehsani et al. pre-
sented a model for diffusion process on signed networks
[30] and showed how balanced clusters can act as ob-
stacles to diffusion process. Furthermore, Singh et al.
showed that the edge adaptation dynamics according to
the Hebbian rule, in which strength of edges is evolved in
accordance with the dynamical states of nodes, leads an
initially unbalanced network to a structurally balanced
state [31].
In this paper, we study the interplay of sign evolution
of edges and a disease spreading process on a signed net-
work. We consider the susceptible-infected (SI) model, as
the simplest epidemic model [4, 5], on a complete graph.
The SI model, in which individuals can be in one of sus-
ceptible or infected states, represents pathogens, where
there is no recovery from the disease and the ill persons
remain infectious . In a standard network, i.e. a network
with only positive type of edges, the SI model evolves to a
trivial limiting state, in which all individuals are infected.
However, in signed networks, disease propagation is af-
fected by the edge types. In this context negative edges
may mean simply aversion of getting into contact and the
idea is that negative edges do not transmit the disease.
The problem becomes nontrivial as there are two paral-
lel dynamics: One for the spreading process and one for
achieving structural balance. The main question is how
should the relationships be among individuals in order
to simultaneously minimize the social tension and dis-
ease propagation in a society? We introduce an energy
function that describes interrelation between the struc-
tural balance and the spreading process. Our approach
is based on analyzing the total energy-landscape of the
model. We show that unfriendly interactions prevent the
spreading of infection over whole network and the ex-
istence of these edges may result in several separated,
disjunct infected clusters. In other words, the structure
of the network may lead to a type of “immunization.”
The paper is organized as follows. In Sec. II, we de-
fine the SI epidemic model on a signed network with two
types of connections and present a framework based on
energy landscape enabling us to describe balanced con-
figurations. In Sec. III. we describe the Monte-Carlo
method. The results of Monte-Carlo simulations and dis-
cussions are presented in Sec. IV. The paper is concluded
in Sec. V.
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FIG. 1. Six different configurations for state of an edge and
its end nodes. Solid (dashed) edges represent friendly (un-
friendly) relations and filled (open) circles show infected (sus-
ceptible) individuals.
II. THE MODEL
Let us consider a complete signed network with n
nodes. The nodes represent individuals whose relation-
ships are “friendly” or “unfriendly”. Each edge (i, j),
is labeled with a positive or negative sign, denoted by
Jij = ±1. A positive sign represents friendship and a
negative sign shows aversion. A balanced structure is
achieved if the sign of all triples of the network is posi-
tive, where sign of a triple (i, j, k) is defined as JijJjkJki.
We assume that a disease spreads on the signed net-
work following the SI model dynamics [5]. The state
of each node i is represented by Si, which is Si = +1
if the node is susceptible and is Si = −1 if it is in-
fected. Initially, a fraction of nodes, denoted by ρ0 ,
is infected. In a signed network, transmission of disease
through the edges depends on the friendly or unfriendly
state of edges. For simplicity we assume that transmis-
sion through unfriendly edges is not possible. The evolu-
tion of the edge signs is governed by a generalized balance
criterion, which considers not only the Heider condition
but also the states of the nodes.
Let us describe the co-evolution using the notion of an
energy function for the system. A pair connection, i.e.
an edge with two end nodes, can be in one of six possible
configurations shown in Fig. 1, in which solid and dashed
edges show friendly and unfriendly relationships, respec-
tively, while filled and open circles correspond to the in-
fected and susceptible states, respectively. Among these
pair connections, only state (e) is effective in spreading
of disease. One can make 20 distinct triples based on
these six different configurations for pair connections, as
shown in Fig.2. A triple is called unbalanced if either has
at least one pair connection of type (e) or be structurally
unbalanced according to Heider’s rule.
In accordance with Heider’s balance theory, the bal-
anced or unbalanced status of a triple (i, j, k) is due to the
energy contribution Hs = −JijJjkJki, as Hs = +1(−1)
represents that the triple has an unbalanced (a balanced)
edge configuration. The total energy contribution of the
network due to edge signs is defined as the sum of Hs on
all triples divided by the total number of triples.
Similar to the Heider’s structural balance theory, we
define an energy contribution Hp for each triple, such
that Hp = +1(−1) determines that a triple is in a node
3FIG. 2. Balanced and unbalanced distinct configurations of a
triple. Triples, enclosed in the dashed loop, are unbalanced.
α
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FIG. 3. Different possible configurations for evolution of an
edge and its end nodes in each update step.
unbalanced (balanced) configuration. That means if for
a triple Hp = +1, the node states of the triple are not
stable and disease tends to spread from an infected node
to its friendly susceptible neighbors. This occurs if the
triple has at least one pair connection of type (e). By this
definition, the energy contribution Hp of a triple (i, j, k)
is given by
Hp = −
[
(SiSj)
3−Jij
2 (SjSk)
3−Jjk
2 +
(SjSk)
3−Jjk
2 (SkSi)
3−Jki
2 +
(SkSi)
3−Jki
2 (SjSi)
3−Jji
2 − 1
]
/2. (1)
Therefore, a balanced or unbalanced state for nodes
and edges of a triple is separately determined from Hp
and Hs functions. For each triple, nodes (edges) are not
in a balanced state if Hp (Hs) energy function is equal
to +1. Hence, if at least one of these functions is equal
to +1, the triple is called unbalanced. We define the
total energy H of the network as sum of a combination
of Hp and Hs over all signed triples, divided by the total
number of triples. H = −1 represents a fully balanced
configuration for the network, while H > −1 indicates
the presence of unbalanced triples. By this definition the
FIG. 4. A jammed state with the total energy H = −0.2 for
a network of size n = 5. Red dashed (blue solid) lines: un-
friendly (friendly) edges. Red (empty) circles: infected (sus-
ceptible) nodes.
total energy H is given by
H = −
1(
n
3
) ∑
ijk
[
Hp(Hs − 1)− (Hs + 1)
]
/2 (2)
Initial configurations with different ratio of friendly to
unfriendly edges can be chosen, which each one leads to
a different steady state. An initially random configu-
ration, in which all edges are unfriendly is structurally
unbalanced with maximum energy H = +1. When the
dynamics is started from this configuration, the system
has the possibility to get trapped in all other configura-
tions with H < +1. At first, we start the co-evolution
from this configuration and a small fraction of nodes is
initially infected. The node and edge states change in
such a way to reduce the total energy of the system. We
describe the configuration updating procedure in the next
section. Using the Monte Carlo method and energy min-
imization, we obtain an energy minimum in which the
network is balanced or near-balanced (jammed state).
III. MONTE-CARLO SIMULATION
The rules that govern the evolution of an edge and its
end nodes (a pair connection), are presented in Fig. 3.
Each of pair connections, shown in Fig. 1, can switch to
any other “possible” one. The adaptation rules for pair
connections can be summarized as follows:
• If end nodes are both susceptible or infected, the
sign of the connecting edge changes.
• If one node is susceptible and the other is infected
and the edge is friendly, the disease spreads with
probability α and subsequently the sign of the edge
may change.
• If one node is susceptible and the other is infected
and the edge is friendly, the disease does not spread
with probability 1 − α. The sign of the edge may
change.
• If one node is susceptible and the other is infected
and the edge is unfriendly, nothing happens.
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FIG. 5. Density of jammed states vs. infection probability α
and fraction of initial infected individuals, ρ0.
According to the above rules, if a pair connection of
types (a) − (d) is randomly chosen, the state of the end
nodes remains unchanged and it is only possible to flip
the sign of the connecting edge. The pair connection of
type (e) is evolved considering the SI disease spreading.
That means with probability α the susceptible node gets
infected and subsequently the sign of interaction may
change. However, with probability 1 − α, disease does
not spread and the state of the end nodes remains un-
changed, subsequently it is possible that the sign of the
connecting edge is flipped to the unfriendly type.
We start the evolution of the network from an initial
state, in which a fraction ρ0 of nodes is randomly in-
fected. We also assume that all edges are initially un-
friendly, i.e. Hs = +1 for all the triples. In every Monte
Carlo step, a pair connection is randomly chosen and
evolved to one of corresponding possible configurations,
shown in Fig. 3. When a pair connection is changed, the
(balanced or unbalanced) state of the all triples, which
share that pair connection, can also be changed. There
is a “global constraint”: In each step, we check the total
energy from Eq. 2. In the case that the total energy is
less than the previous step, the new configuration is ac-
cepted. In the case that the energy doesn’t change, the
evolution is allowed with probability of 1/2. The process
continues until the network reaches either global mini-
mum (H = −1), or a local minimum (H > −1), i.e. a
jammed state.
We observe that in our model a jammed state can ap-
pear in a network of size at least 5, while in the “pure”
social balance problem it turns out that jammed states
occur, when n = 9 and n ≥ 11 [22]. For instance, Fig. 4
shows a jammed state with total energy H = −0.2 for
a network of size n = 5. One can simply show that no
change in node and/or edge states, according to Fig. 3,
can decrease the total energy of the configuration.
IV. RESULTS
Figure 5 shows density of jammed states in terms of the
fraction of initial infected nodes, ρ0, and the probability
(a) (b)
(c) (d)
FIG. 6. Balanced clusters of a graph with n = 20. Configura-
tion (a), in which the system has reached the global minimum
energy, corresponds to α = 0.5 and ρ0 = 0.25. Each of config-
urations of (b) − (d) shows a jammed state and corresponds
to (b) α = 0.3, ρ0 = 0.15, (c) α = 0.7, ρ0 = 0.15, (d) α = 0.9,
ρ0 = 0.25. Filled (open) circles represent infected (suscepti-
ble) nodes. Within clusters, all nodes are connected by solid
(friendly) edges with a cluster-specific color.
of infection α. As we can see, the jammed states exist
on the interval ρ0 < 0.2 and α > 0.8. In other words,
for the large values of ρ0(> 0.8) and the low values of
α(< 0.2), the system has a global minimum energy. In
this case the network is divided into two groups: one of
susceptible and another one of infected nodes, as shown
in Fig. 6(a). Within each group, the nodes are connected
with only the friendly edges while the edges connecting
the two groups are unfriendly.
With decreasing of ρ0, the density of jammed states
increases and the system gets trapped in one of the local
energy minima. In this case the network is split into more
than two clusters, each of them being purely susceptible
or infected. Fig .6(b) shows a pattern in which the net-
work is split into two susceptible clusters and one infected
one. Also, Figs .6(c) and 6(d) show a pattern for suscep-
tible and infected clusters, emerging for large values of α.
In Fig .6(c), the density of initial infected nodes is small
(= 0.15) and therefore there exists an infected cluster
of small size and two larger susceptible clusters, while
Fig .6(d) shows clusters for a larger value of ρ0(= 0.25)
and there are two susceptible clusters and one infected
one. However, in the all areas of Fig .6, due to the balance
property, the network self-organizes into stable patterns
with a coexistence between infected and healthy nodes,
such that disease cannot spread anymore.
We can also show the propagation of disease in each
Monte Carlo time step. Let’s consider a complete net-
work with 40 nodes, in which 15 nodes are infected at
the initial time, i.e. ρ0 = 0.375. For different values of
infection probability α, Fig. 7 shows the density of in-
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FIG. 7. Time evolution of the density of infected nodes on a
complete network of n = 40 nodes, vs. t for α = 0.2, 0.5, 0.8.
The initial density of infected nodes is ρ0 = 0.375.
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FIG. 8. The fraction of nodes, which have been infected dur-
ing the coevolution, in a frozen (jammed) state vs. ρ0 and α
for a network of size n = 20.
fected nodes in terms of time steps, averaging over 100
realizations. As we see the system achieves a frozen state,
where the number of infected nodes remains unchanged
and disease spreading is stopped. The number of infected
nodes at a frozen (jammed) state, grows with increasing
ρ0 and α as shown in Fig. 8. However, even for large
values of α, the density of infected nodes is less than 1
and a fraction of nodes remains susceptible. In other
words, in the stationary state a coexistence of infected
and susceptible nodes occurs.
As we already mentioned, we assumed that the co-
evolution process is initially started from an unbalanced
configuration with H = +1, in which all edges are un-
friendly. In this case, the system achieves the global min-
imum energy or gets stuck in some local minima (jammed
states). However there are many other choices for the
arrangement of friendly and unfriendly edges at the ini-
tial state. Clearly a network with a ratio of friendly to
unfriendly edges and a fraction of infected nodes, is ini-
tially unbalanced (includes unbalanced triples) and tends
to evolve to a stable configuration with a minimum of
tension.
The evolution from an initial configuration is done
based on a “global constraint”, i.e. the status of a ran-
domly chosen edge and its end nodes change with con-
sidering the global state of the system. Let’s assume a
friendly edge with susceptible and infected end nodes (a
pair connection of type (e)) is randomly chosen. This
pair connection can be evolved such that disease spreads
with a probability through this edge or the status of the
edge changes to unfriendly. However any changing may
cause that the other triples (that share this pair connec-
tion) become unbalanced. If that is the case, then the
system does not allow this changing. Hence the final
configuration might be a jammed state in which unbal-
anced triples still exit. In this case we observe that some
friendly edges, connecting susceptible and infected clus-
ters, emerge. Such a configuration is shown in Fig. 9.
There are two clusters of susceptible and infected nodes.
Within the clusters, nodes are connected with (blue)
friendly edges. However, there are a number of friendly
edges (shown in red color), connecting the susceptible
and infected clusters. In spite of the existence of these
friendly edges between susceptible and infected nodes,
the disease doesn’t spread further, which means a local
coexistence of susceptible and infected nodes can occur.
The local coexistence of susceptible and infected indi-
viduals, which is due to social relationships and the global
balance, occurs sometimes in the real society. From epi-
demiological point of view, a disease can be transmit-
ted locally from one individual to its neighbors indepen-
dently of other people’s status. However the situation is
different if we consider social tension and global social
responses to disease in real society, where people have
friendly or unfriendly relationships. If a susceptible in-
dividual gets infected (disease locally spreads), her or
his friends may change (to unfriend) their connections,
which in turn may cause the tension and unbalanced re-
lationships to increase. Hence, individuals from media or
their friendly connections learn to use different precau-
tions and the ways to decrease the chance of transmission.
In other words, a pressure (in the form of awareness, ad-
vertisement or publicity) is imposed by the society to re-
duce globally the disease propagation. That means when
the spreading problem is combined with the social bal-
ance the transmission probability is effectively influenced
by the global status of the system. That means when the
spreading problem is combined with the social balance
the transmission probability is effectively influenced by
the global status of the system.
Figure 10 also reflects a “global protection” against dis-
ease. If dynamics is initially started with a high friendly
to unfriendly ratio, a small fraction of individuals will
become infected at the steady state. This initial config-
uration has many unbalanced triples with at least a pair
connection of type (e). To avoid disease spreading, some
friendly contacts may change to unfriendly, which on the
other hand may increase the social conflict. Hence the
group of individuals with friendly connections (globally)
6FIG. 9. Connection of susceptible and infected nodes in a
graph with n = 20, where the system has been evolved from
an arbitrary initial configuration. The nodes are connect-
ing with blue friendly edges within each susceptible (infected)
cluster, while red friendly edges connect the susceptible clus-
ter to the infected cluster. For the sake of clarity, we do not
show the dashed (unfriendly) edges between clusters.
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FIG. 10. The fraction of nodes which become infected at
the steady state vs. the ratio of initial (t = 0) friendly to
unfriendly connections, for network size n = 20.
oppose against disease, since if one gets infected it will
increase the danger of contagion to other friends. This
protection might be interpreted as a type of “immuniza-
tion” strategy which is due to social relationships.
V. CONCLUSION
We have extended Heider’s balance theory to describe
co-evolution of a signed network structure and a disease
spreading process on the network. We have considered
a complete signed network and defined unbalanced con-
figurations for the triples, where the nodes are in a sus-
ceptible or infected state and the edges can be friendly
or unfriendly. We have introduced an energy function,
which enables to define a dynamics for the edges and
nodes of the network. The energy of the system is writ-
ten as a combination of two terms related to the evolution
of the edges and nodes. A configuration with the global
minimum energy is called balanced. In this case, there
are two clusters of susceptible and infected nodes; within
the clusters nodes are connected by friendly edges, while
two clusters are linked to each other only by unfriendly
edges. This arrangement of edges prevents the disease
from spreading from infected to susceptible nodes. We
have used the Monte-Carlo method and showed that with
starting from an unbalanced configuration, in which all
edges are unfriendly, the network may get stuck in one
of its local energy minima (jammed states). In this case,
more than two clusters of susceptible and infected nodes
appear. Moreover, we observed that if the system is
evolved from an unbalanced configuration with a random
arrangement of friendly and unfriendly connections, it
will achieve a jammed state in which some friendly edges
emerge between susceptible and infected clusters and a
local coexistence of susceptible and infected nodes occurs
in the final, frozen state. The local coexistence, which is
due to social relationships and the global balance, re-
flects a social protection against disease and might be
interpreted as a type of “immunization” strategy.
In this work we considered a complete network, in
which all nodes are connected to each other. However
more realistic networks are not complete and have inho-
mogeneities in the degree distribution, small-world prop-
erty and modular structure. The study of co-evolution
between disease spreading and social balance, including
network properties, is a challenge for future work.
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