Studies on software risk response theories and methods play an important role in improving the success rate of software project. With the requirement of software risk management, the existing single-objective risk response strategies section model is di±cult to manage software risks effectively. This paper regards software risk response cost and software risk exposure as optimization objectives and proposes a multiobjective risk response strategies optimization model for software project. Furthermore, it analyzes the risk correlation from the perspective of risk probability dependence and risk loss interaction and puts forward a multiobjective risk response strategies optimization model for software project from the perspective of risk correlation. Empirical analysis results show that there is a trade-o® relationship between the software risk exposure and software risk response cost. The software manager can identify the corresponding optimal risk response strategies according to the actual risk response budget. The results also indicate that the consequence of the multiobjective risk response strategies optimization model for software project considering risk correlation can better describe the actual situation of risk management.
Introduction
In recent years, the software industry has been faced with many software crises. The typical characteristics of these crises include the schedule delay of software projects, budget overruns, quality defect and so on. The report of \CHAOS Summary 2009" by the Standish Group International indicates that only 32% software projects are successful, 24% software projects failed and the rest 44% software projects are debatable. 1 From the development experience of software projects, the ine®ective software risk management is one of the important reasons for these software crises. Cerpa and Verner 2 summarized 18 principal in°uence factors based on surveying 70 failed software projects, in which risk-related factors are \risks were not re-assessed, controlled, or managed through the project" and \risk not incorporated into the project plan." The involving projects are 75.70% and 70.00% of the total amount of projects, respectively. Therefore, to avoid unexpected results, software risks have to be managed e®ectively and e±ciently. 3, 4 Software project risk management is a series of rules or practices that can identify, analyze and monitor risk factors in order to improve the success rate of the software project. [5] [6] [7] Project risk management contains three stages, including risk identi¯cation, risk assessment and risk response. To be speci¯c, the object of software risk management is to identify potential risk factors in the software development process timely and make a scienti¯c assessment of them. Also, the appropriate risk response should be selected according to key risks in order to decrease the negative e®ect of risks to the minimum. The ultimate target is to make software projects successful.
As the key step of software risk management, selecting an appropriate software risk response strategy according to the risk assessment result is a crucial measure to slow, transfer and avoid risks. 8, 9 When a risk occurs, the organization needs to allocate the related resources for emergency management. At this time, it is hard to optimize the e±ciency of resource and the e®ect of risk management. The most important function of software risk response is to optimize the risk response scheme according to its resources and management ability based on risk identi¯cation and assessment.
Although many risk management researchers have noticed the importance of selecting risk response strategy, and some achievements have been obtained, [10] [11] [12] the issue can be further dug. First, most of the previous researches select the risk response strategy in a qualitative way. In general, comparing with the qualitative way, a quantitative selection method can provide a more intuitive data support for thē nal risk response strategy. Therefore, the risk response strategy obtained by the quantitative way may be more easily accepted by practitioners. Mazareanu 13 made a short overview over the choice of qualitative and quantitative risk assessment. Secondly, the software risk response strategy should be considered from the multiobjective perspective. There are many constraints such as labor, time and funds during the development of software, so that it is impossible to control all the iden-ti¯ed risks, but only to take limited response strategy. In other words, we must control the key risks, for example, common risk checklist. 14 In the software risk response, the risk exposure value is not the only aspect that needs to be taken into account, the risk response cost is also important. The pursuit of the optimization of every objective brings a multiobjective model for software risk response strategies issue. Thirdly, both risk possibility and risk loss should be taken into account when making software risk response strategy decisions. The risk matrices, for example, have been widely used as a risk evaluation tool considering risk possibility and risk loss. 15 Software risks will accumulate, migrate and spread as time goes on, and these risks will in°uence with each other. For example, costs will overdraft greatly as the rate of defect decreases. If we ignore the importance of internal relationship among software risks, the selected risk response strategy might be too idealistic to be applied.
In this paper, we study the risk response problem in a quantitative way. We extend the objective function of the risk response model from single objective to multiobjective. Taking software risk control costs and software risk exposures as control objectives, we propose a multiobjective risk control model for software projects. Furthermore, we provide a multiobjective risk control model considering the risk correlation from the perspective of risk possibility and the risk loss for software projects. It is noteworthy that even if the model is multiobjective, it is mono-parameter since only money is considered. Case analysis results show that there is an approximate linear trade-o® relationship between the software risk exposure and software risk control e®ort. Software managers can make the corresponding optimal decisions on selecting the risk response strategy according to the actual risk response cost. The results also indicate that the consequence of the multiobjective software risk response model considering risk correlation can better describe the actual situation of risk management. It will enrich software risk response theories and models and improve the software risk management level to a large extent.
The rest of the paper is organized as follows. Section 2 introduces literature review, and Sec. 3 proposes a multiobjective optimization model for software risk response. Section 4 provides risk correlation analysis and measurement. Section 5 proposes a new multiobjective optimization model for software risk response method considering risk correlation. Section 6 is the case study using the data from a software enterprise with CMMI 4 certi¯cate. Conclusions are given in Sec. 7.
Literature Review
Software project risk management has a positive in°uence on budget, schedule, scope of the software project and so on. As introduced earlier, risk response is one of the important stages in risk management. Therefore, many researchers have been studying the issue from various perspectives.
There are large numbers of researches on the risk response strategy selection problem. These researches are classi¯ed into four categories: the zonal-based method, the trade-o® method, the project work breakdown structure (WBS)-based method and the optimization-model method. 11 In the zonal-based method, a pair of the selected risk criteria is mapped into the horizontal axis and vertical axis, respectively. The selected risk criteria are various in di®erent studies. For example, they can be the extent that risks are controllable and the degree that risks are speci¯c to the project. 16 Furthermore, the two axes can be risk probability and risk Selecting Risk Response Strategies of Software Project 341 consequence. 17, 18 In the trade-o® method, the trade-o® re°ects the objective project requirements and the subjective preferences of managers. The candidate risk strategy is selected in terms of the preference of the decision maker, 19 e±cient frontier rule, 10 pareto optimal solution 20 and so on. In the project WBS-based method, the risk response strategy selection is related to work activity based on the WBS analysis. 21 However, the selected risk response strategy may not be the optimal solution. As for the optimization-model method, it has been widely used in many¯elds such as logistics, 22 banking 23 and so on. In the optimization-model method, the objective function of the optimization model is to minimize the implement strategy cost or to maximize the estimated risk response e®ect. The constraints can be the combinations of strategies, the budget of implementing strategies, the acceptable level of the risk loss 12, 24, 25 and so on. Furthermore, Abdul-Rahman et al. 26 systematically analyzed the e®ectiveness of risk management strategies and revealed that risk mitigation strategies related to the technical part are not as e±cient as that in the managerial part, which gives a signi¯cant revelation for software project management.
In terms of the research on software risk management, there are some achievements on software risk response. For example, Iversen et al. 27 used the real options theory to set up the model of software risk and proposed some solutions to control the software risk. Ben-David and Raz 12 integrated project content, event risk, risk response action and result into a model framework and gave the e®ect of each risk slowrelease on the risk response strategy in order to compute total risk exposure value of all kinds of risk slow-release projects. Zhang and Fan 11 proposed a single-objective optimization model, which integrated project cost, project schedule and project quality, for solving the software risk response strategy selection problem. Li et al. 28 adopted the Bayesian network to simulate the software risk response strategies from the survey data. The above researches on the software risk response are based on a single target. Although they are useful for management practice, they ignored a fact that risk values and control costs are needed to be considered simultaneously in the practice of risk response.
Few achievements have been made about software risk response based on multiobjective optimization method. Brito and May 29 contributed the strategy of multiobjective risk control. They optimize development costs and credibility of two objectives by optimizing algorithm to improve the software development process. Li et al. 30 utilized the Bayesian network to analyze the problem of controlling software risk by a multiobjective model. They considered the cost and multiple targets in speci¯c process risks control to optimize software risk control policy set. The above studies initially considered some control objectives in the software risk control process. They gave valuable attempt in this¯eld, but we need to do in-depth research. The most important direction is to consider the relationship in risks. Also, studies mentioned earlier often take objectives as constraints, which make multiobjective optimization problem transform into single-objective optimization problem and reduce the usefulness of the model to a certain extent. Some researchers have paid attention to the importance of correlation relationship among di®erent risks. Büyük€ ozkan and Ruan 31 classi¯ed the correlation relationship into three kinds using describing the correlation relationship using the fuzzy theory, namely, positive correlation, negative correlation and no correlation. Fang and Marle 32 employed design structure matrix to depict the correlation relationship among risks and built the risk network to perform empirical analysis. Li et al. 33 used fuzzy measures to deal with interactions between criteria, which take the tolerance attitudes of the decision maker into account. Wu et al. 34 considered the risk correlations between di®erent subprocesses to assess the true e®ect of each process risk factor. All of the existing researches have performed preliminary discussion on the correlation relationship among risks, but no further analysis on the correlation mechanism. Thus, it impacts the e®orts to guide the practice. In addition, none of the researches has involved the problem of the correlation relationship between risks in the model of software risk response strategies selection.
Multiobjective Optimization Approach for Software Project Risk Response
The risk is typically de¯ned as the possibility of loss under a speci¯c circumstance at a given period. 35 It involves two factors, which are the risk possibility and the risk loss. Suppose the software risk set is fR i ji ¼ 1; 2; . . . ; ng, where n is the number of identi¯ed risks. P i and L i are the risk possibility and loss, respectively, if the ith risk R i occurs. Risk exposure is an integrated value of the possibility of risk occurrence and the loss resulted by the occurred risk. 36 In general, risk exposure is de¯ned as follows:
After the risks are identi¯ed and evaluated, the most important measurement for software manager is selecting appropriate risk response strategies. In general, the bigger a risk is, the more resource is needed. For a software project, the resource for controlling the risk is limited. Therefore, the software manager is inclined to control the most important risk according to the risk control cost. The best risk response strategy is to control the most important risk with the least risk control cost.
Some researches propose an optimization-model approach to solve the risk response strategy selection problem. In the model, the objective function is to minimize the cost of implementing strategies or total risk exposure, and the constraints include the strategies, the acceptable level of the loss of risks, the budget of implementing the strategies and so on. 12, 24, 25 In light of these researches, in this paper, we set total risk exposure minimization and risk response cost minimization as the objective functions and construct a multiobjective optimization model to select the software risk response strategies. The total risk exposure is de¯ned as the sum of individual risk Selecting Risk Response Strategies of Software Project 343 exposures, which is de¯ned as follows:
The risk response cost of the ith risk is denoted as RC i , and the total risk response cost is the sum of individual risk response costs, which is de¯ned as follows:
Experience shows that in the software risk management practices, the control cost would be higher if the exposure value is larger. In other words, minimizing risk exposure values and minimizing risk response costs is a pair of contradictory objectives. Therefore, it is appropriate to use the multiobjective optimization model to study risk response strategy problems.
After determining the risk response target, we introduce a risk response decision variable x i to represent whether a risk is under control or not.
The risk exposure value would not change, and the risk response cost would also not be generated if we do not take measures to control the risk. Therefore, we introduce the risk response decision variable into the objective function of the original risk response model. The detailed de¯nition is given as follows:
In addition, the multiobjective optimization model is built as follows, which is a 0-1 integer programming model:
In the optimization model, the objective function (6) minimizes the total risk exposure, which is the estimated risk response e®ect. The objective function (7) minimizes the total risk response cost, which is a sum of risk control costs of each risk. Constraint (8) ensures that each risk will be considered in the risk response strategies.
Risk Correlation Analysis and Measurement
During the study of software risk response, a special phenomenon, called risk correlation, exists in software risk response practices. For example, the software risks \incorrect requirements" and \underestimation for costs" will often occur together. Conventional risk response models do not take the special phenomenon into account, which may exert negative in°uence on the accuracy and applicability of optimization results. In this paper, we put forward a new method to analyze the risk correlation during risk management, especially during the process of risk response strategies selection.
According to the de¯nition of risk, risk exposure is an integrated value of the possibility of risk occurrence and the loss resulted by the occurred risk. 35 As introduced earlier, risk involves two factors: possibility and loss. Risk correlation mechanism can also be summarized from two aspects, namely, possibility and loss. Thē rst type of risk correlation is generated from the possibility of risk occurrence. In this type, the risks are not independent. If one of them occurs, then it would increase the probability of occurrence of another relevant risk. Therefore, this kind of correlation is also called risk probability interdependence. The second type of risk correlation lies in the loss of risk. This kind of correlation is also called the nonadditivity of risk loss.
Risk probability dependence
Previous researches usually adopt joint probability and conditional probability to characterize the correlation among di®erent risks. Usually, when a risk loss is continuous, a distributive integration perspective is adopted to measure the risk. For example, van Dorp 37 proposed Copula-based methods to measure the correlation among di®erent risks. If we measure risk based on the sequent event's state (occurrence or not), we would use a conditional probability to measure the risk of an event. For example, Li et al. 30 analyzed correlation characteristics, such as contagion and accumulation, by using Bayesian networks, which is based on the conditional probability.
The probability of the concurrence of two events can be expressed as follows:
From Eq. (9), we can see that: in our common sense, joint probability of two events is unidirectional; but it can be written in a bi-directional form from one event to another. In a word, if two events are not independent with each other, directional risk probability dependence exists. Figure 1 gives an intuitive description of such dependence.
Risk loss interaction
If the nonadditivity of risk losses is considered in the above multiobjective risk response optimization model, then the in°uence of the related risks occurrence simultaneously should be brought into the risk response optimization model. Suppose P i[j is the probability that the ith risk R i and the jth risk R j occur simultaneously.
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Suppose L i[j is the loss resulted by R i and R j occuring simultaneously. Then in terms of the nonadditivity of risk losses, the relationship between L i[j and L i þ L j has three possible cases:
which represents that there is a positive e®ect between the risk loss of R i and R j . The expression form is the super-additivity of risk losses:
which represents that there is a negative e®ect between the risk loss of R i and R j . The expression form is the subadditivity of risk losses:
which represents that there is no e®ect between the risk loss of R i and R j . The expression form embodies the independence of risk losses, and individual risk losses can be added together. Fuzzy measure is a general method to measure the nonadditivity. It replaces the additivity by the weak monotonicity. 38 The key feature of fuzzy measure is nonadditivity. Fuzzy measures commonly used include general fuzzy measure, g fuzzy measure and K-fuzzy additive measure, and there is a large di®erence in characterization ability and complexity among di®erent fuzzy measures. Two-additive fuzzy measure, which is one of K -additive fuzzy measures, can compromise between complexity and represent ability. 39 It can also solve the contradiction between complexity and accuracy. Besides, the parameter value of two-additive fuzzy measure is just right equal to the Shapley value of fuzzy measure, which can be used to analyze the importance of individual attributes and interaction relationship among various attributes. Therefore, two-additive fuzzy measure has been widely applied in practice. In this paper, we adopt two-additive fuzzy measure to characterize the correlation among risk losses. 
Risk Response Optimization Model Considering the Risk Correlation
Based on the aforementioned multiobjective risk response optimization model, we introduce a new variable to characterize the risk correlation and construct a software risk multiobjective control model with the risk correlation considered in order to improve the applicability of optimization results.
All previous risk response models are proposed under the assumption that individual risk losses can be added. In this paper, we take the nonadditivity of risk losses in the multiobjective software risk response model into account. The control target on the total risk exposure should consider not only the sum of individual risk exposures (i.e., P n i¼1 RE i ) but also the risk exposure resulted by the subadditivity of risk losses (named REC). Also, based on the aforementioned assumption, the in-°u ence of individual risks should be removed if we compute REC. The mathematical de¯nition of REC is given as follows:
where Q represents the correlation risk set. i; j 2 Q represents that risk correlation exists between R i and R j (the nonadditivity of risk losses). ð1 À x i Þð1 À x j Þ represents that the correlation e®ect would be removed if one of them is under control. P i Â P j represents that the risk occurrence probabilities are independent. L i[j À L i À L j indicates that the e®ect of the original risk exposure has been removed. Formula (4) is built by considering the nonadditivity of risk losses into the risk response model. In software development practices, the nonadditivity feature exists in part of risks due to resource reuse and some other reasons. But from the perspective of risk probability, risks are independent.
In the aforementioned analysis, we explain our mathematical express with interaction. Next, we take a simple example to certify the rationality of our method further.
Example. Consider a system consisting of two kinds of risk, R 1 and R 2 . Let
In this example, we¯nd that P 1 P 2 ðL 12 À L 1 À L 2 Þ equals to our REC discussed before. In other words, if we only consider nonadditivity of risk losses, our explanation by interaction is the same as that by operations based on probability theory. Through our example, we¯nd that if we take the risk probability dependence into consideration, mathematical form of RE is given as follows: Let us write Eq. (14) in another form:
Similarly, we could take the third item on the right of Eq. (14) as the interaction part. The second item is due to risk probability dependence. What's more, we can substitute P ij with P ijj P j or P jji P i according to the sequence of the two events.
The risk response optimization model considering the nonadditivity of risk losses is given as follows:
min RE min RC s:t:
The software risk multiobjective response model built in this paper is essentially a multiobjective optimization problem. Traditional methods usually transform multiobjective optimization problem into a single-objective optimization problem by changing some of objectives to constraints. To avoid confusion, it is important to note that multiobjective as the model is, it is also mono-parameter since money is the sole consideration. To some extent, the applicability of the models would be limited under this handling method. Especially, 0-1 integer programming involves discrete variables, which means that it lacks gradient information. Thus it can only adopt intelligent searching or heuristic algorithm.
Recently, multiobjective optimization evolutionary algorithms (MOEAs) have become one of the main streams to solve multiobjective optimization problems. MOEA includes multiobjective optimization based on arti¯cial immune system, 40 multiobjective particle swarm optimization (MOPSO), 41 multiobjective optimization based on genetic algorithm 42 and so on. Among them, MOPSO is a heuristic algorithm that synthetically applies Pareto optimality and particle swarm algorithm into multiobjective optimization problems. Comparing with other MOEAs, MOPSO has some advantages such as simple evolutionary mechanism, easy implementation, high convergence speed and so on. Besides, MOPSO can obtain a Pareto frontier consisted of a subset of nondominated Pareto optimal solutions, which can be convenient for investigating the relationship among di®erent objectives in multiobjective software risk response model. Decision makers can¯nd the optimal risk response scheme from the optimal solution frontier according to the actual situation. Therefore, the MOPSO is adopted to solve the multiobjective software risk response model that considers risk correlation.
The MOPSO algorithm is described as follows. First, this algorithm starts with N randomly generated particles (solutions), in which each solution has its current position and velocity. Then the maximum iteration times (T max ) are initialized.
The individual and global best solutions for particle i are set to be initial position. MOPSO uses the external archive A t to save all nondominated solutions, which is updated after every iteration. Nondominated solutions are continually added into the archive from the beginning, and one of the nondominated solutions is selected as the global optimal solution in each iteration process. Each of random particles could generate an individual optimal solution. The speed and direction of the particle i evolution in the next cycle t are decided by the individual optimal solution pbest t i and the global optimal solution gbest t . After the evolution, velocities and positions of particles are updated by Eqs. (17) and (18):
where r 1 and r 2 are random numbers between 0 and 1, and c 1 and c 2 are acceleration constants. Besides, w t is an inertia weight of the particle i, de¯ned as follows:
where w min and w max are the lower and upper bounds of w t . After the evaluation of each particle, the nondominated archive and its individual best solution are updated. The Pareto optimal solution of the model could be obtained by repeating the above cycle process until a termination criterion is met such as the maximum iteration number T max .
Empirical Analysis
In this section, a case example is presented to show how to use the multiobjective optimization approach to solve the risk response strategy selection problem. The example is applied to a medium-sized software project developed by a software enterprise with CMMI 4 certi¯cate.
Risk data collection and risk response strategies
To control the software risk, the risk list of this project has been built based on the existing software risk list. The software risk is divided into six types: demand risk, consumer risk, developer risk, project risk, technology risk and environment risk. The six types can be further subdivided into 24 speci¯c risks, which are shown in Table 1 . 43, 44 According to the risk list, we administer a questionnaire survey to investigate the probability and loss of each risk. The total questionnaires and the valid questionnaires are 110 and 93, respectively. We chose¯ve software companies in China which are larger in software industry to send out the questionnaires, and 110 is the total number of their project managers. Eighty respondents' enterprises passed the Selecting Risk Response Strategies of Software Project 349 certi¯cation of CMMI level 4 or 5, and all the respondents were in large-scale software companies with more than 500 employees, of whom 79 were experienced project managers with software developing experience. The total questionnaires and the valid questionnaires are 110 and 93, respectively. The questionnaire consists of two parts: the survey of background information of the risk stakeholders and the software risk survey. Part 1 includes six questions and Part 2 includes 58 questions which are divided into six risk types. The probability and loss of each risk are set as their average survey data. The risk response cost is evaluated by the project manager and main developers together. The probability of risk occurrence belongs to [0, 1]. The loss refers to the overall loss of the whole project if a speci¯c risk occurs, which is represented by money (Unit: 100 yuan). The risk response cost mainly consists of human costs. To evaluate the validity of the questionnaire, we apply Cronbach's alpha, and the Cronbach's alpha values of most variables are larger than 0.85 (the Cronbach's alpha values of all variables are larger than 0.7). Therefore, the questionnaires are proven to be valid. The speci¯c risk name and the corresponding parameters are detailed in Table 1 .
In this paper, we choose MATLAB as the computation tool to solve MOPSO algorithm. Combining the parameter setting advice of existing researches 45 and the computation result, we set parameters as follows: T max ¼ 10;000, ! max ¼ 1:2, ! min ¼ 0:1, c 1 ¼ c 2 ¼ 0:8, the capacity of the nondominated solution set is 100, the initial particle is 200 and the screening density of the nondominated solution is 0.05. The result obtained by the algorithm is a collection of Pareto optimal risk response solution sets. Each solution in the set cannot be superior to other solutions with the two control targets at the same time. According to the result, 44 Pareto optimal solutions can be found. The relationship between Pareto optimal solution sets and the risk control target is shown in Fig. 2 .
As shown in Fig. 2 , an approximate nonlinear replacement relationship between software risk exposure values and software risk response costs can be identi¯ed. When the software risk response cost is equal to 0, then it means that no risk is under control, and the total risk exposure value reaches its maximum (i.e., 5163.3). When the total risk exposure value is equal to 0, then it means that all risks are e®ectively under control, and the software risk response cost reaches its maximum (i.e., 2183). In software risk management practices, risk managers usually cannot make all risks under control due to the limitation of risk control resources. Therefore, it should be attached importance on which of the risks to be controlled in order to optimize the e®ect. The optimal solution frontier in Fig. 2 shows the optimal risk control strategy under di®erent risk control costs clearly, which can help decision makers make decisions quickly and formulate software risk control emergency measures.
Suppose the development enterprise has two risk response plans to the project, which are high-input risk response plan (the risk response budget is 1600) and lowinput risk response plan (the risk response budget is 800), respectively. To compare the di®erence between the optimal risk response strategies for the two risk response plans, we search the approximate solution between risk response costs and the risk inputs in risk response plans from Pareto optimal solution sets in Fig. 2 . The 9th optimal solution (the risk response cost is 1659) and the 23rd optimal solution (the risk response cost is 747) can be found. The optimal risk response strategies under the two risk response plans are given in Table 2 .
As de¯ned in Sec. 2, \1" in Table 2 means that the risk is under control in risk response strategy. Oppositely, \0" means that the risk is not under control in risk response strategy. Results in Table 2 illustrate that if the decision maker selects the high-input risk response plan, then 19 risks would be under control, and the risk exposure is 342.65. Oppositely, if the decision maker adopts the low-input risk response plan, then nine risks would be under control, and the risk exposure is 1679. 16 . When the risk response resources change, then the decision maker can¯nd the optimal risk response strategy from the Pareto optimal solution set according to the risk response budget.
Risk response strategies considering risk correlation
The optimization results of software response strategies can give the software manager some signi¯cant support when making a decision. This section provides an example of how to handle the software risk correlation based on the multiobjective optimization model. According to the analysis of software correlation, we identify four pairs of correlated software risks from the perspective of risk possibility dependence and¯ve pairs from the perspective of risk loss interaction. Furthermore, according to the risk correlation de¯nition in this paper and experts' survey result, the four pairs of correlated risks identi¯ed from the perspective of risk possibility dependence are given in Table 3 .
From Table 3 , we see that correlated risks all astride two risk types. That is to say, local sequences exist among these risks of di®erent types. Two important pairs of correlated software risks are mentioned: demand change (1) and low quality of facility (3). These two pairs have a high conditional probability, which means there is a high probability that occurrence of one risk will trigger the occurrence of the other risk.
Comparing the sum of individual risk losses and the losses of risks occurring simultaneously (see Table 4 ), we can classify the risks into two types. The¯rst type is the positive correlation risk set, such as risks R3 and U1. If \Changes of some requirements (R3)" and \user's noncooperation (U1)" occur simultaneously, the loss would be 2620, which is larger than the sum of individual risk losses (2240). This is because of the increase of coordination costs. The second type is the negative correlation risk set, such as risks D1 and P4. Both risks are about the project's sta®. If they occur simultaneously, the loss (1100) is smaller than the sum of individual risk losses (1463). This is because that key personnel is involved in the risks. Among the identi¯ed¯ve pairs of correlated risks, three pairs belong to the¯rst type, and the rest two pairs belong to the second type. If such risk correlations are considered in risk response, it would be helpful to¯nd more executable risk response strategies and improve the organizational risk management level. According to computation results, 46 Pareto optimal solution sets are found after considering the risk correlation. If the risk correlation is not considered, there are only 44 Pareto optimal solution sets. Figure 3 shows the Pareto optimal solution results before and after considering the risk correlation. (For the complete solution set, please refer to Appendix A.) From Fig. 3 , we can¯nd that the optimal solution obtained from the model considering the risk correlation is signi¯cantly di®erent from the optimal solution obtained from the original model. According to the comparison result as shown in Fig. 3 , the optimal solution frontier can be divided into four intervals in terms of risk response costs, which are [0, 200), [200, 620), [620, 1000) and [1000, 2183], respectively. When the risk response cost belongs to [0, 200) and [1000, 2183], the di®erence between two optimal solutions is tiny.
When the risk response cost belongs to [200, 620) , the optimal solution shows that risks R3 and P1 are listed as risk response objects. The correlation result illustrates that the two risks are positively correlated and the loss resulted by the concurrence is larger than the sum of losses resulted by their individual occurrences. Therefore, Fig. 3 shows that with the same risk response cost, the risk value obtained by the risk response model considering the correlation is larger than that without considering the correlation. When the risk response cost belongs to [620, 1000), the main risk response objects are P4, D1, R3 and P1. The correlation includes both positive and negative ones, thus on such interval in Fig. 3 , the risk values obtained by the model without considering risk correlation are larger than those considering the risk correlation at¯rst, and the situation is in turn. Table 5 shows the extreme solutions and three intermediate solutions of Fig. 3 of both approaches (with and without risk correlation consideration). Through which we can roughly see that with the similar risk response cost, the risk value obtained by the risk response model considering the correlation is larger than that without considering the correlation when the risk response cost belongs to [200, 620) . And the opposite is the case when the risk response cost is in the interval of [620, 1000). Table 6 shows that the CPU time in the approach which considers risk correlation is slightly longer by 2.35% (derived by (54.4499À53.2015)/53.2015) than the other approach which considers that the risks are independent. The time gap is narrow so it can be ignored in this case. Table 7 shows hypervolume (HV) quality indicator of both approaches, a measure often used to assess the performance of multiobjective evolutionary algorithms. 46 The HV of the approach without considering risk correlation is larger than that of the other approaches, indicating that the solution set of the former approach is superior to that of the latter approach. The reason is that since the constraint of the Table 5 . The values of extreme solutions and three intermediate solutions of Fig. 3 risk correlation is added, the quality of the solution set is worse than that of the former approach.
The empirical results show that the solutions have signi¯cant di®erences whether the risk correlation is considered into the software risk response optimization model or not. Traditional studies ignore the risk correlation in reality, leading to lots of software risk management problems. By taking the risk correlation into consideration, our software risk response optimization model can characterize the reality that more complex relationships exist among the risks in software practices and provide more executable risk response strategies. It is of great signi¯cance to improve the software risk management level.
Discussion
Software risk response is a key step in software risk management. This paper proposes a multiobjective risk response model considering risk exposure and risk response cost simultaneously and adopts MOPSO to solve the multiobjective model. Besides, the risk correlation mechanisms which exist in software risk management practices are summarized. Based on the multiobjective risk response optimization model, we further propose our multiobjective risk response optimization model considering the risk losses interaction and risk possibility dependence.
A risk response example of software development project is employed to illustrate our approach. The results indicate that there is an approximate nonlinear replacement relationship between software risk exposure values and software risk response costs. The more software risk response costs are inputted, the less software risk exposure values will be. Also, the corresponding optimal risk response strategy can be derived quickly according to the actual risk response cost in the project. Comparing the results obtained by the multiobjective risk response model before and after considering risk correlations, we can¯nd that because the correlations among various risks are considered, there is a signi¯cant di®erence between the two optimal results in di®erent risk response intervals. We also further analyze the characteristics from di®erent risk correlation types. Therefore, the software risk response optimization model considering risk correlation can characterize more complex relationships in software practices, and its result can well characterize the actual situation in risk management.
Conclusions
In conclusion, this paper proposes a multiobjective model that takes risk exposure and risk response into consideration and uses MOPSO to solve it. In addition, we also shed light on the risk correlation mechanisms hidden in software risk management practices. Furthermore, based on the traditional multiobjective risk response optimization model, we extend the model by characterizing the reality that there exist correlations among software risks, both in loss and probability.
Although our method can characterize better in software risk management, there still exist some de¯ciencies. For instance, the assumption that each risk can be fully controlled once taken response measures. This assumption may not re°ect the reality that there are always uncertainties or errors on everything in a risk management process, which renders the risk be alleviated instead of fully controlled. We also consider comparing our method with other multiobjective evolutionary algorithms such as NSGA-II, Pareto archived evolution strategy and microgenetic algorithm for multiobjective optimization, in order to know how competitive our approach is in the future. 
