Approximating a signal or an image with a sparse linear expansion from an overcomplete dictionary of atoms is an extremely useful tool to solve many signal processing problems. Finding the sparsest approximation of a signal from an arbitrary dictionary is an NP-hard problem. Despite of this, several algorithms have been proposed that provide sub-optimal solutions. However, it is generally difficult to know how close the computed solution is to being "optimal", and whether another algorithm could provide a better result. In this paper we provide a simple test to check whether the output of a sparse approximation algorithm is nearly optimal, in the sense that no significantly different linear expansion from the dictionary can provide both a smaller approximation error and a better sparsity. As a byproduct of our theorems, we obtain results on the identifiability of sparse overcomplete models in the presence of noise, for a fairly large class of sparse priors.
INTRODUCTION
Recovering a sparse approximation of a signal is of great interest in many applications, such as coding [1] , source separation [2] , denoising [3] . Several algorithms exist (Matching Pursuits [4, 5] , Basis Pursuit [6] , FOCUSS [7] . . . ) that try to decompose a signal in a dictionary in a sparse way, but once the decomposition has been found, it is generally difficult to prove that the computed solution is the sparsest approximation we could obtain given a certain sparsity measure (which can be the number of terms or ¼ "norm", the ½ norm, or any other metric that may lie "in between", which may be related to the bitrate needed to represent the coefficients). In this paper, we provide a general tool for checking that the solution computed by some algorithm is nearly optimal, in the sense that no significantly different sparse linear expansion from the dictionary can provide both a smaller approximation error and a better sparsity.
£ This work, which was completed while the second author was visiting IRISA, is supported in part by the European Union's Human Potential Programme, under contract HPRN-CT-2002-00285 (HASSIP).
In several aspects, our results extend previous contributions on the topic of recoverability of sparse overcomplete representations :
previous results on recovery of sparse expansions in the noisy setting [8, 9, 10, 11] make assumptions on the ideal sparse approximation which do not seem easy to check in practice. We provide a test that can be implemented in practice since it only depends on the observed sparse approximation to determine its optimality. When the test is satisfied we provide a way to recover the ideal sparse approximation (best Å -term approximation).
the test is independent of the particular algorithm used to get the sparse approximation: there is no need to make a new proof or find new optimality conditions when one introduces a new algorithm.
in the case where the error is measured with the mean square error (MSE), our test is close to being sharp. Moreover, the test is satisfied in some cases where the residual seems "too large" for the previous contributions [8, 9, 10, 11] to provide conclusive results.
besides the MSE, we can deal with non-quadratic distortion measures, so one could imagine to insert visual criteria if one is dealing with images, or auditive criteria if one is dealing with sounds, or any other criteria more appropriate to the data than the MSE. not only do we deal with the ¼ and ½ sparsity measures but also with all the sparseness measures 1 ¡ , ¼ ½, as well as a much larger class of "admissible" measures, as discussed in Section 2.
In Section 2 we state the sparse approximation problem and introduce the main concepts and results of the paper. In Section 3 we give the flavour of the proofs and briefly discuss the connections between our results and other related work. We summarize and conclude in Section 4. 
MAIN CONCEPTS AND RESULTS
In a finite or infinite dimensional vector space À (which may be a Hilbert space or more generally a Banach space) we consider a dictionary of atoms . Using various sparse approximation algorithms (Matching Pursuits [4, 5] , Basis Pursuit [6] , FOCUSS [7] . . . ) one can decompose a
where the sequence Ü ´Ü µ is "sparse" and the residual is "small". Throughout this paper, Eq. (1) It is easy to check that Å Ë, (see [12] 
and we consider the norm
where Á Ã´ µ indexes the Ã largest inner products . Notice that even though the notation does not make it explicit, Ã also depends on the dictionary . In infinite di- 
A few additional definitions will be needed to state our second result, which is much stronger since it is valid for any admissible sparseness measure. 
Note that, in Eq. (7), ¾Å has been replaced with Å in the subscripts for ¡ and ¾ Ñ Ò ¡´ µ compared to Eq. (5). 
Corollary 1 (Test of ¼ optimality) Under the hypotheses of Theorem 1, assume that
½ · ¾Å ¾ Ñ Ò ¾Å´ µ ¾ ¡ Ñ Ò Ü ¼ Ü (8) If Ü ¼ satisfies Ý Ü ¼ À Ý Ü À and Ü ¼ ¼ ¼ Ü ¼ ¼ ,
Corollary 2 (Test of strong optimality) Under the hypotheses and notations of Theorem 2, assume that
½ · Å ¾ Ñ Ò Å´ µ ¡ ¾ Å´ µ ¡ Ñ Ò Ü ¼ Ü(
FLAVOUR OF THE PROOF.
Even though the detailed proof of the results given in the previous section is too long to fit in this short paper, it would perhaps be frustrating for the reader to have the statements without at least some idea of the flavour of their proof. Note that some of the ideas are similar to the techniques developed in [11] even though these results were developped totally independently. 
Note that Å also depends on the dictionary and the distortion measure ´¡µ but we omit them in the notation.
When is sub-additive and non-decreasing, we prove in [13] that
where Á Å´AE µ is the set of the Å largest components of AE .
By [12, Lemma 7] , for any admissible sparseness measure , any sequence Þ Þ µ and any integer Å, we have This is where we stop the sketch of the proof, because getting into the details of the above estimates would take twice the space available in this paper, so we refer the reader to our preprint [13] for more details and extensions.
DISCUSSION AND CONCLUSION
We provided tools to check if a given sparse approximation of an input signal -which may have been computed using any algorithm-is nearly optimal, in the sense that no other significantly different representation can at the same time be as sparse and provide as good an approximation. In particular we proposed a test to check if the atoms used in a sparse approximation are "the good ones" corresponding to the ideal sparse approximation for a fairly large class of admissible sparseness measures. The test is easy to implement, it does not depend on which algorithm was used to obtain the decomposition and does not rely on any prior knowledge on the ideal sparse approximation. In our preprint [13] we give extended results of the same flavour including the case of some non quadratic distortion measures, and we discuss some implications of our results in terms of Bayesian estimation and signal denoising with a fairly large class of sparse priors and random noise. We are currently trying to investigate how this work could also be extended to obtain results on the optimality of simultaneous sparse approximation of several signals, in order to apply the results to blind source separation. In addition, we are investigating the use of the optimality tests to build a stopping criterion for Matching Pursuit or to design provably good sparse approximation algorithms.
