The integrable close and open chain models can be formulated in terms of generators of the Hecke algebras. In this review paper, we describe in detail the Bethe ansatz for the XXX and the XXZ integrable close chain models. We find the Bethe vectors for two-component and inhomogeneous models. We also find the Bethe vectors for the fermionic realization of the integrable XXX and XXZ close chain models by means of the algebraic and coordinate Bethe ansatz. Special modification of the XXZ closed spin chain model ("small polaron model") is consedered. Finally, we discuss some questions relating to the general open Hecke chain models.
Introduction
A braid group B L in the Artin presentation is generated by invertible elements T i (i = 1, . . . , L − 1) subject to the relations:
(1.1)
An A-Type Hecke algebra H L (q) (see, e.g., [1] ) is a quotient of the group algebra of B L by additional Hecke relations
where q is a parameter (deformation parameter). Let x be a parameter (spectral parameter) and we define elements
which called baxterized elements. By using (1.1) and (1.2) one can check that the baxterized elements (1.3) satisfy the Yang-Baxter equation in the braid group form 
(see, e.g., [2] and references therein). Any representation ρ of the Hecke algebra gives an integrable open spin chain with the Hamiltonian ρ(H L ) = L−1 k=1 ρ(T k ). Define the closed Hecke algebraĤ L (q) by adding additional generator T L to the set {T 1 , . . . , T L−1 } such that T L satisfies the same relations (1.1) and (1.2) for any i and j = i ± 1, where we have to use the periodic condition T L+k = T k . Then the closed Hecke chain of the length L is described by the Hamiltonian H L = L k=1 T k ∈Ĥ L (q) and any representation ρ ofĤ L (q) leads to the integrable closed spin chain with the Hamiltonian
(1.7)
In Sections 2 -4, special representations ρ = ρ R of the algebra H L (q), called the R-matrix representations, are considered. In the case of GL q (2)-type R-matrix representation ρ R , the Hamiltonian (1.7) coincides with the XXZ spin chain Hamiltonian. It is clear that in the case of q = 1 we recover the XXX spin chain. The integrable structures for XXX spin chain are introduced in Subsection 2.1. We discuss some results of the algebraic Bethe ansatz for these models. In Section 3, we formulate the so-called twocomponent model (see [3] , [4] and references therein). The two-component model was introduced to avoid problems with computation of correlation functions for local operators attached to some site x of the chain. Using this approach we obtain in Sect. 4 the explicit formulas for the Bethe vectors, which show the equivalence of the algebraic and coordinate Bethe ansatzes.
In Section 5 we generalize the results of Sections 2 -4 to the case of inhomogeneous XXX spin chain.
The realization of the XXX spin chains in terms of free fermions is considered in Sections 6-8. Here we explicitly construct Bethe vectors for XXX spin chains in the sectors of one, two and three magnons. In Section 9, we discuss another special representation ρ of the Hecke algebra H L (q) which we call the fermionic representation. In this representation the Hamiltonian (1.7) describes the so-called "small polaron model" (see [5] and references therein). In Sections 10 and 11, we construct the Bethe vectors and obtain the Bethe ansatz equations for the "small polaron model" and for the XXZ closed spin chains by means of the coordinate Bethe ansatz and compare the results with those obtained by means of the algebraic Bethe ansatz in Sect. 2. We show that the Hamiltonian of the "small polaron model" has the different spectrum comparing to the XXZ model in the sector of an even number of magnons.
Finally, in Section 12, we discuss the general open Hecke chain models which are formulated in terms of the elements of the Hecke algebra H n (q). We present the characteristic polynomials (in the case of the finite length of the chain) which define the spectrum of the Hamiltonian of this model in some special irreducible representations of H n (q). The method of construction of irreducible representations of the algebra H n (q) is formulated at the end of Section 12.
In Appendix, we give some details of our calculations.
Algebraic Bethe Ansatz
At the beginning, we describe some basic features of the agebraic Bethe ansatz. The method was formulated as a part of the quantum inverse scattering method proposed by Faddeev, Sklyanin and Takhtadjan [6, 7] . The main object of this method is the YangBaxter algebra generated by matrix elements of the monodromy matrix. The main rules for the Yang-Baxter algebra were elaborated in the very first papers [9, 10, 11] . Many quantum integrable systems were described in terms of this method, cf. [13, 14, 15] . We strongly recommend the review paper [8] for introductory reading and [12] for more detailed review.
L-operator and transfer matrix for XXX spin chain
Suppose we have a chain of L sites. The local Hilbert space h j corresponds to the j-th site. For our purposes, it is sufficient to suppose h j = C 2 . The total Hilbert space of the chain is
The basic tool of algebraic Bethe ansatz is the Lax operator. For its definition, we need an auxiliary vector space V a = C 2 . The Lax operator is a parameter depending object acting on the tensor product V a ⊗ h i
explicitly defined as Assume two Lax operators L a,i (λ) resp. L b,i (µ) in the same quantum space h i but in different auxiliary spaces V a resp. V b . The product of L a,i (λ) and L b,i (µ) makes sense in the tensor product V a ⊗ V b ⊗ h i . It turns out that there is an operator R ab (λ − µ) acting nontrivially in V a ⊗ V b such that the following equality holds:
Relation (2.7) is called the fundamental commutation relation. The explicit expression for R ab (λ − µ) is R ab (λ − µ) = (λ − µ)I a,b + P a,b (2.8) where I a,b resp. P a,b is identity resp. permutation operator in V a ⊗ V b . In the matrix form we get for R ab (λ − µ)
The operator R ab (λ − µ) is called the R-matrix. It satisfies the Yang-Baxter equation
Comparing (2.6) and (2.8) we see that the Lax operator and the R-matrix are the same.
We define a monodromy matrix
as a product of the Lax operators along the chain, i.e. over all quantum spaces h i . As a matrix in the auxiliary space V a , the monodromy matrix
defines an algebra of global operators A(λ), B(λ), C(λ), D(λ) on the Hilbert space H . It is called the Yang-Baxter algebra. The monodromy matrix T a (λ) is a step from local observables S α i on h i to global observables on H . The trace
of T a (λ) in the auxiliary space V a is called the transfer matrix. It constitutes a generating function for commutative conserved charges. Assume the Lax operators
Here we used (2.10) and the fact that operators acting nontrivially in different vector spaces commute. Hence, we can deduce commutation relations between the elements of the monodromy matrix
(2.15) Equation (2.15) is a consequence of (2.7) for global observables A(λ), B(λ), C(λ) and D(λ). We call it the global fundamental commutation relation. The commutativity of transfer matrices obviously follows from (2.15). After multiplying (2.15) by R −1
Taking the trace over auxiliary spaces V a and V b we obtain
Obviously, the monodromy matrix (2.11) is a polynomial of degree L with respect to the parameter λ
Therefore, the transfer matrix τ (λ) is also a polynomial of degree L
The term of order λ L−1 vanishes because Pauli matrices are traceless. Due to commutativity (2.17) of transfer matrices also
We see that the transfer matrix is a generating function for a set of commuting observables. The Hamiltonian of the system appears naturally amongst the observables Q k . From the definition of the Lax operator (2.3) we see that
Hence,
If we differentiate T a (λ) with respect to λ, we get
Remind that Tr a P a,j = I j . Differentiating the logarithm of the transfer matrix
The Hamiltonian of the system is
where we set S n+L = S n resp. P L,L+1 = P L,1 . We can see that
This is the reason why we can say that the transfer matrix τ (λ) is a generating function for commuting conserved charges.
Remark. Let S α i be generators of the Lie algebra su(2) in i-th site
and we take generators S α i in any representation of su(2) which acts in the space h i . Then equations (2.3) and (2.4) define L-operator for the integrable chain model with arbitrary spin in each site. Relations (2.7) with R-matrix (2.8) are equivalent to the defining relations (2.28). Formulas (2.11), (2.12), (2.13), (2.17), (2.18), (2.19) and (2.20) are valid for this generalized spin chain models as well.
Some remarks on the XXZ chain
The fundamental R-matrix for the quantum group GL q (N) is [16, 17] 29) where e ij is the N × N matrix unity. In a particular case of GL q (2), the R-matrix (2.29) can be written in terms of Pauli matriceŝ
Here and below we use notation I N for the N ×N unit matrix. The fundamental R-matrix (2.29) satisfies the Hecke condition (1.2)
If we defineR
we obtain the R-matrix representation ρ R of the Hecke algebra (1.1), (1.2)
Then, the baxterized R-matrix is (see eq. (1.3))
This R-matrix is a solution of the Yang-Baxter equation in the braid group form
Note that if there is a solution of equation (2.35) , the solution of the equation
can be easily found as
The R-matrix R k,k+2 (λ) has to be defined as P k+1,k+2 R k,k+1 (λ)P k+1,k+2 . The validity of (2.36) is very important for correct definition of the transfer matrix. We are able to define the Lax operator as the R-matrix (2.38) and the monodromy matrix in the form (2.11). Commutativity of the transfer matrix is just a matter of proving
The R-matrices (2.29), (2.34) for N = 2 are the basic building blocks for the XXZ spin chain. Let us write (2.37) for N = 2 as following
where R(λ) = (λ −1/2R − λ 1/2R−1 ) · P , the matrixR is given in (2.30) and R(λ) has the matrix form
which is important to write the commutation relations (2.39) in components. We see that the form (2.41) of the R-matrix is not symmetric to transposition, as usually appears in literature, cf. [8] , [4] etc. We use the Drinfel'd-Reshetikhin twist to symmetrize it, cf. [18] . The R-matrix R ab (λ) acts in the tensor product of the auxiliary spaces V a ⊗ V b . The monodromy matrix T a (λ) acts in V a ⊗ H . Let U be a diagonal matrix. It can be easily seen that [U ⊗ I b + I a ⊗ U, R ab (λ)] = 0. We introduce the twisted R-matrix resp. the monodromy matrixR
is satisfied, then alsoR
In other words, the global fundamental commutation relations remain unchanged. This twist differs slightly from the twist proposed in [4] . The author supposes a matrix ω whose tensor square commutes with R-matrix [ω ⊗ ω, R ab (λ)] = 0 and concludes that the matrixT a (λ) = ωT a (λ) satisfies (2.44) as the original untwisted matrix T a (λ). In both cases, the crucial premise for usability of the twist is the commutativity of ω ⊗ ω, or its infinitesimal form U ⊗ I + I ⊗ U, with the R-matrix.
Below we will consider only the case of N = 2. Taking U = in (2.42), where R ab (λ) is given by (2.41), we get
which corresponds to the R-matrix appearing in [8] , [4] . Moreover, it is easy to see that
It can also be seen that
where A, B, C, D correspond to the original monodromy matrix T a (λ). Moreover, one can easily realize that
The twisted R-matrixR k,k+1 (λ) resp. the twisted monodromy matrixT a (λ) will be used throughout the text.
Global fundamental commutation relations
Global commutation relations are determined by equation (2.15) resp. (2.44) for XXX resp. XXZ in the tensor product V a ⊗ V b ⊗ H . They are explicitly expressed by multiplication of matrices in the tensor product of the auxiliary spaces V a ⊗ V b . After simple factorization, the R-matrices (2.9) resp. (2.46) can be written uniformly in the following way:
where for the XXX chain we have
and for XXZ
We take the monodromy matrix (2.43) resp. (2.47) for the XXZ chain. For more comfort, we omit the tilde over the corresponding operators. The matrices T a (λ) resp. T b (µ) take the form
Multiplying and comparing the left-and right-hand side of (2.15) resp. (2.45), we obtain the set of commutation relations. Comparing the matrix elements on the positions (1, 1), (1, 4) , (4, 1), (4, 4) we obtain
From a comparison of the matrix elements (1, 3), (3, 4) , (2, 1) resp. (4, 3) we obtain
We see that g(µ, λ) = −g(λ, µ).
Eigenstates of the transfer matrix
To uncover the spectrum of the transfer matrix τ (λ) = A(λ) + D(λ) is now the natural next step. In 2.3, we get four operators A(λ), B(λ), C(λ) and D(λ) under commutation relations (2.58)-(2.65). They generate an associative algebra. Relations (2.58)-(2.65) together with an assumption that the Hilbert space H has the structure of the Fock space are sufficient to find the spectrum τ (λ). From the beginning, we work on the Hilbert space H = (C 2 ) ⊗L , i.e. we choose a specific representation. But the content of this chapter is valid in general, i.e. also for other representations.
To uncover the Fock space structure in H , let us find a pseudovacuum vector |0 ∈ H such that C(λ) |0 = 0 which is an eigenvector of the operators A(λ) and D(λ)
Let us remind that there is a state |0 k in each h k such that the corresponding Lax operator is of the upper triangular form
where a(λ), d(λ) are the functions of the parameter λ. We see that for XXX
The vector |0 ∈ H is of the form
In our particular representation, h k = C 2 , we have |0 k = ( 1 0 ). It can be easily seen that
We have found that the state |0 ∈ H satisfies
i.e., |0 ∈ H is an eigenstate of the transfer matrix τ (λ) = A(λ) + D(λ).
Other eigenstates of the transfer matrix (2.13) are of the form 
for any permutation σ ∈ S M of {λ 1 , . . . , λ M }. Then, using (2.61), (2.73) and (2.76), we deduce
where P λλ k is a permutation operator of the parameters λ and λ k and it is clear that
Since the left-hand side of (2.77) is symmetric under all permutations of {λ 1 , . . . , λ M }, we obtain
In the same way by using (2.62), (2.73) and (2.76) we deduce
where
The combination of (2.77) and (2.80) gives that |λ 1 , . . . , λ M is the eigenvector of the transfer matrix (2.13)
if the set of parameters {λ 1 , . . . , λ M } satisfies the so-called Bethe equations:
If the Bethe equations are satisfied, we call the Bethe vectors |λ 1 , . . . , λ M on-shell, otherwise off-shell. For the XXX chain, using explicit formulas (2.65) and (2.73) we write (2.82) and (2.83) in the form
if the set of parameters {λ 1 , . . . , λ M } satisfies the Bethe equations in the following form:
The Bethe equations for the XXZ chain possess the following form:
(2.86)
Setting λ j = q −2α j and q = e h/2 in (2.86), we get (2.85) in the limit h → 0. The corresponding eigenvalue is
3 Generalization of the two-component model 
We see that pseudovacuum |0 ∈ H is of the form |0 = |0 1 ⊗ |0 2 where |0 1 ∈ H 1 and |0 2 ∈ H 2 . We define on V a ⊗ H 1 ⊗ H 2 the monodromy matrix for each component
resp.
Each of these monodromy matrices satisfies exactly the same commutation relations (2.15) as the original undivided monodromy matrix (2.11). Moreover, we have
Operators corresponding to different components mutually commute. From construction, it is easy to see that
For the whole chain [1, . . . , L] the full monodromy matrix T is 5) and the M-magnon state is represented in the form
The beautiful result of Izergin and Korepin [3] states that the Bethe vectors of the full model can be expressed in terms of the Bethe vectors of its components. To obtain this expression, we should commute in (3.6) all operators A 1 (λ k ) and D 2 (λ k ) to the right with the help of (2.61) and (2.62) and then use (3.3). Finally, we obtain the following result [3] . Proposition 1. An arbitrary Bethe vector corresponding to the full system can be expressed in terms of the Bethe vectors of the first and second component. Let I = {λ 1 , . . . , λ M } be a finite set of spectral parameters. To concise notation below, we will consider the set I as a finite set of indices I = {1, . . . , M}, then
where f (λ k 1 , λ k 2 ) is defined in (2.65) resp. (2.66) and the summation is performed over all divisions of the index set I into two disjoint subsets I 1 and I 2 where I = I 1 ∪ I 2 .
Proof. The proof is just a matter of commutation relations (2.15) resp. (2.61)-(2.65). We use induction on the number of elements M of the index set I. We see that
(3.8) which is exactly the formula (3.7) for M = 1. Let us suppose that (3.7) is valid for the index set I = {1, . . . , M − 1}. Then we have
In the first sum we use (2.77) to commute A 1 (λ) with
in the second sum. Using just the second term in (2.77) we get for the first sum:
Similarly, using just the second term in (2.80) we get for the second sum:
where we introduced new partition I ′ 1 = I 1 ∪ {k} and I ′ 2 = I 2 \{k}. We see that (3.11) is almost the same as (3.10) with only one difference. In (3.10) there appears a factor g(λ, λ k ) and in (3.11) there appears g(λ k , λ). Using the fact that g(λ, λ k ) = −g(λ k , λ), cf. (2.65), we see that these two sums cancel each other. Therefore, only the first parts of (2.77) and (2.80) contribute to (3.9). We get
which proves the induction.
This result can be straightforwardly generalized to an arbitrary number of components N ≤ L. 
where summation is performed over all divisions of the set I into its N mutually disjoint subsets I 1 , I 2 , . . . , I N .
Proof. The proof is simply performed by induction on the number of components N and by using (3.7). For N = 2 is (3.13) just (3.7). Let us suppose that (3.13) is valid for some N < L and make induction step to N + 1.
where the sum goes over all divisions of I N into its two disjoint subsets I 
Bethe vectors
In this section, we will see that computation of the Bethe vectors in the algebraic Bethe ansatz is just a matter of using proposition 2. By assumption we have a chain of length L. Let us divide it into L components, i.e. into L subchains of length one (1-chains). Using proposition 2 we get for the M-magnon (Bethe vector) with M ≤ L:
It can be easily seen that for 1-chain, i.e. for a chain with Hilbert space h = C 2 ,
Therefore, the sum over all divisions of {1, . . . , M} into L subsets contains just divisions into subsets containing at most one element, i.e. |I j | = 0, 1. Moreover, only M of them is nonempty, let us denote them I n 1 , I n 2 , . . . , I n M . We have to sum over all possible combinations of such sets, i.e. over all M-tuples n 1 < n 2 < · · · < n M . Next, we have to sum over all distributions of the parameters λ 1 , λ 2 , . . . , λ M into the sets I n 1 , . . . , I n M . We can simplify our life assuming that λ j ∈ I n j . Then, by summing over all permutations σ λ ∈ S M of {λ 1 , . . . , λ M }, we get exactly all the other distributions.
Let us study what happens to the coefficient
It is easy to see that
but only λ k j from the sets I n 1 , . . . , I n M are relevant and by assumption λ j ∈ I n j . Therefore, we can replace
Similar considerations can be conducted for both δ j (λ k i ) and both f (
For 1-chain, it holds that B(λ) = B is parameter independent. Moreover, eigenvalues
are still the same for all components i = 1, . . . , L, where a(λ) and d(λ) are defined in (2.69) resp. (2.70). We get
Inhomogeneous Bethe ansatz
We start with the inhomogeneous monodromy matrix
where L a,j (λ) are the Lax operators defined in (2.3) resp. (2.46) depending on whether we consider XXX or XXZ spin chain. Let us remark that for the XXZ chain the monodromy matrix is of the form
In what follows, we will use the notation connected with the XXX chain but we can do for the XXZ chain the same as well. Expressing T ξ a (λ) in the auxiliary space V a we get
where, again, the operators
Here, the functions a(λ) and d(λ) are defined in (2.69) for XXX resp. in (2.70) for XXZ.
For the inhomogeneous version we can introduce the same N-component model as for the homogeneous Bethe ansatz. For the 2-component model, for example, we have
A very important property of the inhomogeneous chain is that its operators
and D ξ (λ) satisfy the same fundamental commutation relations as the homogeneous chain (2.58)-(2.65), i.e. commutation relations are independent of the inhomogeneity parameters ξ. Therefore, an analogy of propositions 1 and 2 can be easily formulated. 
To get an explicit formula for the Bethe vectors, we have to divide the chain into L components of length 1, as we did in the last section. We get for the M-magnon
where again the B-operators B ξn j n j (λ) = B n j are parameter independent for 1-chains.
Free Fermions
In this Section we recall the well-known construction [19] of L-dimensional free fermion algebra in terms of the Pauli matrices. First, in C 2 one can easily define 1-dimensional fermions using the properties of the Pauli matrices. Let
Thus defined ψ,ψ satisfy the fermionic relations
For a tensor product of L copies of C 2 we can define fermions as
where σ α j denotes the sigma matrix attached to the j-th vector space, i.e.
This concise notation is used throughout the whole text. Commutation relations for the fermions (6.3) are of the form
It is a straightforward task to check the following identities:
(6.9)
Fermionic realization of XXX
We have seen that our definition (2.3) of the Lax operator L a,i (λ) led to expression (2.4) which is in fact identical to the definition of the R-matrix (2.8). Let us remind that the identity operator I is a member of the algebra of fermions because of commutation relation (6.5). Therefore, from expression (2.4) for L a,i (λ) we see that it remains to know a fermionic realization only for the permutation operator P a,i . Let us start with the permutation operator P k,k+1 which permutes the neighboring vector spaces h k and h k+1 . Due to identities (6.6)-(6.9) and definition of permutation operator (2.5) it is straightforward to check that
Problems appear when we try to find a fermionic realization of the permutation operator P j,k in non-neighboring vector spaces h j , h k where j < k − 1. It turns out that P j,k becomes non-local in terms of fermions. Using properties of the Pauli matrices, P j,k could be rewritten as
The first part is local even in terms of fermions
but the second part is nonlocal
Therefore, the fermionic realization of P j,k for j < k − 1 is a nonlocal operator. The nonlocality of P j,k resp. R j,k (λ) is a serious problem. There appear difficulties when we attempt to express the monodromy matrix (2.11) in terms of such nonlocal operators. We need to avoid the nonlocality.
Let us remind once again that L a,i (λ) = R a,i (λ). For the R-matrix R ab (λ) satisfying the Yang-Baxter equation (2.10) we can define the matrixR ab (λ) = R ab (λ)P ab which satisfiesR
We substitute L a,i (λ) =R a,i (λ)P a,i in the monodromy matrix (2.11) and obtain a very convenient expression
It contains the operatorsR k,k+1 resp. P k,k+1 acting only in the neighboring spaces h k ⊗ h k+1 . From (7.1) we know the fermionic realization of P k,k+1 and the fermionic realization of the R-matrixR k,k+1 (λ) iŝ
7) The natural next step is to express the monodromy matrix (7.6) as the 2 × 2 matrix in the auxiliary space V a = C 2 . For this purpose we rewrite (7.6) as
where the operator X(λ)
acts nontrivially only in the quantum spaces H = h 1 ⊗ · · · ⊗ h L and is a scalar in the auxiliary space V a . Moreover, we know, due to equations (7.1) and (7.7), how to express X(λ) in terms of fermions.
What remains is to expressR a,1 and P a,1 as the 2 × 2 matrix in the auxiliary space V a . The permutation matrix (2.5) can be rewritten as
and using (6.3) and (6.8) we get
Using (7.11) and (7.12), the monodromy matrix (7.8) can be written in the following form:
(7.17)
Bethe vectors of XXX
The goal of our text is to find expression for the Bethe vectors (2.75)
For this purpose, the fermionic realization (7.15) of the creation operator B(λ) is very convenient. The operator X(λ)
. . P 12 can be written in terms of fermions due to equations (7.11) and (7.12). From equation (2.71), our special representation, where |0 k = ( 1 0 ), and the definition of free fermions (6.3) we can see that
If we were to write B(λ) in the normal form, our work would be simple. Unfortunately, it seems a rather difficult task. Instead, we have to use the "weak approach," i.e. to apply B(λ) to the pseudovacuum |0 and try to commute the fermionsψ k to the left and see what happens.
The details of this section are postponed to Appendix A. Here, we only write down the results.
We get the 1-magnon simply by application of (7.15) to pseudovacuum (2.71)
where we use the concise notation
The 2-magnon state is of the form
and the 3-magnon state is
From the results (8.3), (8.5) and (8.6) we can conjecture that the general M-magnon state is of the form
where σ λ is a permutation of the parameters {λ 1 , . . . , λ M }, p(σ λ ) = 0, 1(mod2) is the parity of the permutation σ λ and
is the sum over all such permutations. However, in the light of previous results this is no more a conjecture but a special representation of (4.7).
Fermionic realization of XXZ
Substituting (6.6)-(6.9) into (2.30) gives a fermionic representation for the generators (2.32) of the Hecke algebrâ
In the following, we will use the baxterized R-matrix (2.34) multiplied by µ 1/2 for a simpler formula, which is of the form
We repeat the construction used in section 7 with the R-matrix of the form (9.1) instead of (7.7) and the Yang-Baxter equation (2.35) instead of (2.10) resp. (7.5).
We recall the monodromy matrix of the form (7.6). Again, we write it in the form (7.8)
3)
The fermionic representation of X(µ) is obtained by (7.11) and (9.2).
As we have seen, we need to express the monodromy matrix (7.8) as a matrix in the auxiliary space V a . The generator of the Hecke algebra (2.30) is of the form
The form of P a,1 is known from (7.11). Using (7.11) and (9.5) we get for the matrix elements of T a (µ)
Bethe vectors for the homogeneous XXZ model
As in section 8, we are interested in the Bethe vectors (2.75)
with the opeartor B(µ) of the form (9.8). The details are postponed to Appendix B.
For the 1-magnon we get
where we introduce
and the normalization
The 2-magnon state is obtained in the following form:
s q ψ rψs |0 .
(10.5) We can see that the situation is very similar to that in section 8. Again, we propose that the general M-magnon state possess the form
where S M is the symmetric group of order M and σ λ ∈ S M permutes the parameters {λ 1 , . . . , λ M }. Again, this is just a special representation of (4.7). In the next section we prove formula (10.6) by using the coordinate Bethe ansatz.
Fermionic models and coordinate Bethe ansatz
In this Section we will use the coordinate Bethe ansatz method to construct Bethe vectors for the periodic chain models which are formulated in terms of free fermions. The coordinate Bethe ansatz method is named after the seminal work by Hans Bethe [20] . Bethe found eigenfunctions and spectrum of the one-dimensional spin-1/2 isotropic magnet (which we called above as XXX Heisenberg closed spin chain model). The review of the applications of the coordinate Bethe ansatz method can be found in the book [21] (see also [22] and references therein).
R-matrix, hamiltonian and a vacuum state
Recall that the fermionic representation of the Hecke algebra (2.33) is based on the realization of the R-matrix in the form
Consider the hamiltonian for the periodic fermionic chain model ("small polaron model", see [5] and references therein)
This model is not coincident with the XXZ spin chain in view of the representation of the matrix R L,1 given in (2.30) in terms of fermions (6.3). In the XXZ case the fermionic representation of R L,1 is nonlocal.
The vacuum state |0 of the hamiltonian is defined by the equations ψ k |0 = 0 for k = 1, 2, . . . , L.
The 1-magnon states
We look for the 1-magnon solution in the form
Substitution of (11.1) and (11.2) in the eigenvalue problem H|1 = E|1 gives the following equation for the coefficients c n (the 4-fermionic term in (11.1) does not contribute to the equations):
where c n+L = c n , i.e., c 0 = c L and c L+1 = c 1 . Since equation (11.3) is the discrete version of the ordinary differential equation of the second order with constant coefficients, one can solve (11.3) if we insert c n = X n . As a result, we obtain the condition 4) which is symmetric under the exchange X ↔ X −1 . Thus, the general solution of (11.3) is 5) where arbitrary constants A 1 , A 2 are independent of n. The boundary conditions c k = c L+k lead to the equation for X:
However, in this case, we have X −n = X L−n , and linearly independent solutions are
Thus, to each solution X = X k of equation (11.6)
we have two one-magnon states (orthogonal to each other)
with the same energy
On the other hand, we have X −1 k = X L−k and the set of vectors |1 L−k coincides with the set of vectors |1 ′ k . All these solutions correspond to the spectrum of free fermions.
The 2-magnon states
We write |n 1 , n 2 =ψ n 1ψ n 2 |0 , where 1 ≤ n 1 < n 2 ≤ L. It is easy to find that the action of the hamiltonian on the vector |2 =
Equation H|2
= E|2 is then equivalent to the system of equations
The coordinate Bethe ansatz is based on the idea to write
and to find solution of the system in the form
where A 12 and A 21 are independent of n 1 and n 2 , but they can depend on X 1 and X 2 . Substituting this assumption into the equation we obtain
To fulfill these equations we put
The 3-magnon states
For 1 ≤ n 1 < n 2 < n 3 ≤ L we put |n 1 , n 2 , n 3 =ψ n 1ψ n 2ψ n 3 |0 . The action of the hamiltonian H on a vector |3 =
Equation H|3 = E|3 is equivalent to the system of equation
where 1 ≤ n 1 < n 2 < n 3 ≤ L. When we put
and look for solution of c n 1 ,n 2 ,n 3 in the form
we obtain the following system of the equations:
Let π 1 be the transposition 1 ↔ 2 and π 2 the transposition 2 ↔ 3. To cancel the terms at δ n 1 +1,n 2 and δ n 2 +1,n 3 , it is sufficient for any σ ∈ S 3 to put
If we consider the element ǫ ∈ S 3 defined by the relations ǫ(1) = 3, ǫ(2) = 1, ǫ(3) = 2, we obtain
So we put for any σ ∈ S 3
It is easy to show that these three assumptions solve the whole system for c n 1 ,n 2 ,n 3 .
We obtained for the A σ conditions
It follows from these relations that for any σ ∈ S 3
Moreover, we have
A σ leads to the relation
So for any σ ∈ S 3 the relation
has to hold. It is possible to rewrite these relations in the form
11.5 The M-magnon states
and take the vector
it is possible to show that
Equation H|M = E|M is then equivalent to the system
When we write the eigenvalue of the hamiltonian as (11.13) look for the solution in the form
and substitute these assumptions into the system, we obtain
14) is true for any σ ∈ S M and k = 1, . . . , M − 1, the terms at δ n k +1,n k+1 vanish.
Let ǫ ∈ S M be defined by the relations ǫ(k) = k − 1 for k = 2, . . . , M and ǫ(1) = M. If we require
for any σ ∈ S M , the terms at δ n 1 ,1 and δ n M ,L are annulled. Combining (11.14) and (11.15) we get
Therefore, the assumptions (11.14) and (11.15) solve the system for c n . We rewrite relation (11.14) as
From this relation it is easy to show that for any σ ∈ S M and k = 1, . . . , M − 1 the relations
are valid. Therefore, A σ is really a function on symmetry group S M . If we write
• π 1 and use (11.16) , it is possible to rewrite (11.15) as
This implies that for any i = 1, 2, . . . , M the relation 17) has to be true.
Comparison with the standard XXZ model
In the standard XXZ model the eigenvalues of the hamiltonian are also given by relation (11.13). Moreover, relations (11.16) are also of the same form, i.e., the relations
are valid also for the XXZ model. However, there is one important difference. In the relation corresponding to (11.15) the multiplier (−1) M −1 is missing, i.e. for XXZ, the relation
is valid. Therefore, we obtain in the XXZ model the relation
instead of (11.17). Comparing (11.17) and (11.18), we conclude that the spectrum of the fermion (soft polaron) and the standard XXZ model are the same for odd M, but if M is even the spectrum of these models can be different. The Bethe equations (11.18) are equivalent to the Bethe equations (2.86) if we substitute
For this substitution, the right-hand side of (11.18) is simplified and coincides with the right hand-side of (2.86).
Let H n (q) be the Hecke algebra generated by the invertible elements T k (k = 1, . . . , n − 1) subject to relations (1.1) and (1.2). For future convenience, instead of (1.6), we will consider the following form of the Hamiltonian:
where we have introduced the new generators of the A-type Hecke algebra H n (q)
and T k (x)| x 1/2 =i are the baxterized elements (1.3) taken at the point x 1/2 = i.
Remark. The representation theory of the Hecke algebras H n (q) is well known. For the details of this representation theory see, e.g., [24, 25, 26, 27, 30, 31, 32, 33, 36, 41] and references therein. Each irreducible representation (irrep) of the Hecke algebra H n (q) (q is a generic parameter) corresponds to the Young diagram Λ with n nodes. The dimension of the irrep Λ is given by the hook formula (see, e.g., [28] and [32] )
where h α is a hook length of the nod α ∈ Λ. Recall, that the Young diagram Λ with m rows of the lengths (λ 1 , λ 2 , . . . , λ m )
. . , λ m ) are the lengths of the columns of Λ ′ . It is clear that dim(Λ) = dim(Λ ′ ). The quantum integrable systems with the Hamiltonians (12.1) were considered in [2] , [23] . In the next subsection, we list the characteristic identities for the Hamiltonians H n for the cases n = 2, . . . , 6. These identities define the whole energy spectrum of the Hecke chains of the length n = 2, . . . , 6.
Characteristic identities for H n
Here, we use the notation
1. The case n = 2. The characteristic identity for the Hamiltonian labeled, respectively, by the Young diagrams (2) and (1 2 ).
2. The case n = 3. Here, we have the set of commuting elements [2] 
Note that the elements j 2 , j 3 are expressed in terms of j 1 :
The element H 3 = j 1 − λ is the Hamiltonian (12.1) for the open Hecke chain and j 3 is a central element in H 3 . The characteristic identity for the Hamiltonian H 3 is:
This means that Spec(H 3 ) = {±q, ±1}. The first two eigenvalues ±q correspond to the one dimensional representations T i = ±q ±1 (i = 1, 2) of H 3 (q), which are related to the Young diagrams (3), (1 3 ). The eigenvalues (±1) correspond to the 2-dimensional irrep (2, 1) of H 3 (q).
3. The case n = 4. In this case we have the following set of commuting elements
The element j 5 is a central element in H 4 (q). Therefore, the longest element in H 4 (q): 
Thus, the spectrum of H 4 consists of the eigenvalues: ( is an odd function of order 25, and the characteristic identity is
The last two lines give the eigenvalues of H 5 , which correspond to the 5 dimensional representations labeled by two dual Young diagrams (2 2 , 1), (3, 2) . The sum of the dimensions of the irreps for H 5 (q) is equal to 26. We obtain the 25-th order of the characteristic identity since the eigenvalue 0 has multiplicity 2. This eigenvalue appears in the self-dual irrep (3, 1
2 ).
5. The case n = 6. For the Hamiltonian
λ the characteristic polynomial is an even function of H 6 of order 72. The characteristic polynomial is much more complicated:
( 1 6 ) · (6) : 
The factors in (12.9) correspond to the representation (2 3 ) with dim =5, the representation (3, 2, 1) with dim=16, the representation (4, 2) with dim=9 and their dual irreps which can be obtained from the previous ones by substitution H 6 → −H 6 . The sum of the dimensions (12. 3) for all these representations of H 6 is equal to 76. Since the order of the characteristic polynomial is equal to 72, we conclude that some of these eigenvalues are degenerated. Two of such eigenvalues appear in the dual hook-type irreps (3, 1 3 ), (4, 1 2 ) and other two appear in the dual nontrivial irreps (3, 3) , (2 3 ) (see below). It is clear that the degenerated eigenvalues are ± 1 2 q (with the multiplicities 3). The important problem is to find an additional operator j k which commutes with the Hamiltonian H 6 and removes this degeneracy.
In terms of the new variables Z = x − v, Y = x − 3v the factors in (12.14) are simplified to be
4. The case n = 7 and the representation (5, 2) with dim= 14. For the Hamiltonian H 7 = x the characteristic polynomial in this representation is factorized into two factors of the 6-th and 8-th orders. In terms of the new variables Z = x − 2v, Y = x − 4v it reads
5. The case n = 8 and the representation (6, 2) with dim= 20. For the Hamiltonian H 8 = x the characteristic polynomial in this representation is factorized into two factors of the 8-th and 12-th orders
where Z = x − 3v and Y = x − 5v. 6. The case n = 9 and the representation (7, 2) with dim= 27. For the Hamiltonian H 9 = x the characteristic polynomial in this representation is factorized into two factors of the 12-th and 15-th orders
7. The case n = 10 and the representation (8, 2) with dim= 35. The characteristic polynomial in this representation is factorized into two factors of the 15-th and 20-th orders
19) ] -integer part of n/4),
(n − 1)(n − 3) = k 2 n + k n odd n. For n -odd, one can write (12.19) and (12.20) as the series . But we do not present it explicitly here. Remark 1. For the hook-type representations (n − 1, 1) we have the following spectrum for the Hamiltonian (see [36] , [35] , then for X we will have the characteristic identity X n − 1 = 0, X = 1. We see that the spectrum of the open XXZ spin chain (for even m) contains the spectrum of one-magnon states (except for the case X = 1) for closed XXZ spin chain (see (11.10) ).
Remark 2.
We have calculated the characteristic polynomials P (n−3,3) for the Hamiltonian (12.1) in the irreps (n − 3, 3) (n = 6, 7, 8, 9) and observed the same factorization of P (n−3,3) into two factors, which are the polynomials with the integer coefficients.
Remark 3. The quantum inverse scattering (R-matrix) method and the algebraic Bethe ansatz method for the open XXZ spin chain were elaborated by Sklyanin in [37] (about analytical Bethe ansatz approach see [38, 39] and references therein). The quantum group symmetry in the open XXZ spin chain was discovered in [40] .
Method of calculation
In this subsection, we explain the method of construction of the explicit matrix irreps for the Hecke algebra H M +1 (q), related to the fixed Young diagram Λ. A similar method was also considered in [36] , [41] ).
First of all, we define the affine extensionĤ M +1 (q) of the Hecke algebra H M +1 (q). The affine Hecke algebraĤ M +1 (q) (see, e.g., Chapter 12.3 in [1] ) is an extension of the Hecke algebra H M +1 (q) by the additional affine elements y k (k = 1, . . . , M + 1) subjected to the relations:
The elements {y k } form a commutative subalgebra inĤ M +1 , while the symmetric functions in y k form the center inĤ M +1 . Let us introduce the intertwining elements [29] (presented in another form in [27] )
where f (y n , y n+1 ) is an arbitrary function of the two variables y n , y n+1 . The elements U i satisfy the relations
24)
As it is seen from (12.25), the operators U n+1 "permute" the elements y n and y n+1 , and this confirms the statement that the center of the Hecke algebraĤ M +1 (q) is generated by the symmetric functions in {y i } (i = 2, . . . , M + 1). One may check that the Hamiltonian (12.1) satisfies
where f k+1 = f (y k , y k+1 ), U k+1 = U k+1 (y k y k+1 ) −1 and U 1 = U M +2 = 0. From (12.26) follows that
(12.27)
Further, it is convenient to fix f (y k , y k+1 ) = y k − y k+1 . q has multiplicity 2 since it has already been presented in (4, 1 2 ) (12.8). The second factor in the characteristic identity (12.36) is related to the Young diagram (3 2 ) and dual to the factor presented in (12.9).
Now we have
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Appendix A Details in XXX Equations (7.11) and (7.12) result in the following useful identities
where N k =ψ k ψ k , again. We can see that We see that coefficient (10.3) resp. normalization (10.4) can be written as
2)
The R-matrixR k,k+1 (λ) is of the form (9.2) and the operator B(λ) is of the form (9.8).
For computing of Bethe vectors, the following set of identities seems to be very useful: Using (B.6), we can straightforwardly calculate the q-deformed 1-magnon state for B(µ) defined in (9.8) 
