Let A ∈ IR m×n r with nonzero singular values σ 1 , σ 2 , · · · , σ r . The volume of A, vol A, is defined as zero if r = 0, and otherwise,
Introduction
For A ∈ IR m×n r we denote by N (A), or by N , the index-set of nonsingular r × r submatrices A IJ . Berg [4] showed that the Moore-Penrose inverse A † is a convex combination of ordinary inverses {A 
where X denotes that X is padded with the right number of zeros in the right places. Equivalently, for any b ∈ IR m , the minimum-norm least-squares solution 1 of the linear equations
is
a convex combination of basic solutions A
−1
IJ b I , where b I is the I th subvector of b. The representation (3) was given by Ben-Tal and Teboulle [3] for A of full column-rank, from which the general case follows easily.
What is curious about these convex combinations is that the weights are proportional to the squares of the determinants of the A IJ 's,
For the sake of motivation, consider a single equation
with n j=1 a 2 j = 0. The minimum norm solution x = (x 1 , · · · , x n ) is orthogonal to the hyperplane (5) . Therefore x j = θ a j (j = 1, . . . , n) , where θ is determined by substitution in (5) ,
The minimum norm solution is therefore a convex combination
of "basic solutions" b a j e j , where e j is the jth unit vector, b a j is the intercept of the hyperplane (5) with the j th coordinate axis, and the weights are 
which explains (4) for the case m = 1. This explanation works also for the general case, since by taking exterior products the system of equations (2) reduces to a single equation whose nonzero coefficients are the r × r determinants det A IJ , (I, J) ∈ N . The general result (3) then follows by applying (6) to the r th compound matrix C r (A). This paper studies the role played by the squares of determinants in results like (3) . The sum of squares in the denominator of (4), (8) still has a volume interpretation: It is the square of the volume of a parallelepiped, with "basis " in the r-dimensional subspace R(A T ), and "height" in the complementary orthogonal subspace N (A). The "basis" has the square root of (8) as its r-dimensional volume, the "height" has volume 1. Hence the following: 
or more constructively,
where
are the nonzero singular values of A. The equivalence of (9) and (10) is proved in (27) below.
For convenience, we denote the sum of squares (8) by
If the matrix C is of full column-rank r then, by the Cauchy-Binet Theorem,
the Gramian of the columns of C. Similarly, if R is of full row-rank r,
The "volume" vol A generalizes to arbitrary matrices the "absolute value of determinant". Its applicability is illustrated in § 5 below. Other applications include:
• computing principal angles between subspaces [14] , • checking existence of integer solutions [17] ,
• counting spanning trees in a digraph [9, § 4.9], • exact computation of A † using residue-arithmetic [16] . The representation (10) 
Full rank factorizations
is not unique, but the results below hold for all such C, R. Denote the set of increasing sequences of r elements from {1, . . . , m} by
The set Q r,m is ordered lexicographically. The following denote the index-sets
of maximal sets of linearly independent rows and columns, and of maximal nonsingular submatrices, respectively. Clearly
The index sets I(A), J (A) and N (A) will be abbreviated here by I, J and N respectively.
Proof: N ⊂ I × J is obvious. The converse N ⊃ I × J , follows since every A IJ is the product
An interpretation of (21) , r > 0, and let A = CR be any full rank factorization. Then
Proof: Follows from Definition (12), and from (21) , r > 0. Then the singular value decomposition (SVD) gives a full rank factorization of A,
where 
showing that the r-dimensional unit cube 2(
the volume of A. Since the singular values are unitarily invariant, it follows that all r-dimensional unit cubes in R(A T ) are mapped under A into parallelepipeds of volume vol A.
The volume in multilinear setting
The setting of multilinear algebra is natural for the matrix volume, allowing simplification of statements and proofs. The main results here are Lemmas 3.1 and 3.2. Let V = IR n , U = IR m and denote the set of linear transformations: V → U by L(V, U ). We use the same letter to denote both a linear transformation in L(V, U ) and its matrix representation with respect to fixed bases in V and U . Let k ∧ V be the kth exterior space over V , spanned by exterior products [10] , [11] and [15] . For A ∈ IR m×n r , r > 0 and 
correspond to the facts that A is invertible as a mapping:
, and A † invertible as a mapping:
, see also [12] . In particular,
Results relating volumes, compound matrices and full rank factorizations are collected in the following lemma. The proofs are omitted. 
is a full rank factorization of C r (A) , 2 . Moreover, the volume of A is given by the inner product,
and vol 
Proof: From (34), (32) and (33) we calculate
We conclude that N (A † ) = J × I, and (39) follows from (22).
Determinants
The volume (9) can be computed as a single determinant by appropriately modifying A.
, r > 0, there is a natural way to define nonsingular matrices which carry useful information about A and about linear equations in which A appears. Let U 0 ∈ IR m×(m−r) and V 0 ∈ IR n×(n−r) be any two matrices whose columns are orthonormal bases of N (A T ) and N (A) respectively. Define the bordered matrix B(A) ∈ IR (m+n−r)×(m+n−r) by
Then B(A) is nonsingular ( [5] , [2, § 5.6]). For any b ∈ IR m the minimum-norm least-squares solution
and the residual, P N (A T ) b , is given by U 0 u.
These results can be stated more compactly if m = n, 3 . Then the complemented matrix 4
is nonsingular, and the solution of
is again the minimum-norm least-squares solution of (2) . The orthonormality of the columns of U 0 or V 0 was not needed until now. and let the columns of V 0 ∈ IR n×(n−r) be an orthonormal basis of N (R). Then the bordered matrix
Proof of (a): Follows from
Lemma 4.2 Let A ∈ IR m×n r
, and let U 0 ∈ IR m×(m−r) and V 0 ∈ IR n×(n−r) be matrices whose columns are orthonormal bases of N (A T ) and N (A), respectively. Then: (a) The m-dimensional volume of (A U 0 ) equals the r-dimensional volume of A
Proof of (a): Every m × m nonsingular submatrix of (A U 0 ) is of the form
and therefore, ∆ 2 m (A * J U 0 ) = ∆ 2 r (A * J ), by Lemma 4.1(a). The proof is completed by (24). 2 3 Which can be assumed, without loss of generality, since A can be padded with zeros. 4 The factor U 0 V T 0 is called bicomplementary, [18] .
Theorem 4.1 (Bordered matrices) Let A, U 0 and V 0 be as in Lemma 4.2, and consider the bordered matrix (41). Then: 
Theorem 4.2 (Complemented matrices) Let A ∈ IR m×n r
, m = n, and let U 0 and V 0 be as in Lemma 4.2.
Proof: Follows from previous results 
with determinant = − √ 5. The 1-dimensional volume of A is thus equal to the 2-dimensional volume of the parallelepiped defined by the columns (or rows) of C(A), or to the 3-dimensional volume of the parallelepiped defined similarly by B(A). 
5 Some applications
with equality iff the columns of A 1 are orthogonal to those of A 2 .
Proof: The full-rank case n i = r i , i = 1, 2, was proved in [7, Vol. I, p. 254]. The general case follows since every m × r submatrix of rank r has r 1 columns from A 1 and r 2 columns from A 2 . 2 A statement of (56) in terms of the principal angles ( [1] ) between R(A 1 ) and R(A 2 ) is given in [14] .
Example 5.2 (Orthogonal projections)
Let S be a subspace of IR n of dimension r, and let S be spanned by vectors {v 1 
where (v 1 , · · · , v k ) is the matrix with v j as columns.
Proof: If v ∈ S then both sides of (57) has n + 1 faces of dimension n − 1: The face
and the n simplices of dimension n − 1
Then:
Proof: For any k, the volume of a right k-simplex conv {0,
which proves (60). Then (61) follows from the Pythagorean theorem of Lin and Lin [8] 
Proof: Let h be the distance in question. Then the volume of the simplex S is
and by (61), 
which is Cramer's rule. It states that x j is the ratio of volumes of two parallelepipeds with same "basis"Ā, but with "heights" b and A (j) respectively. If these parallelepipeds are on different sides of the hyperplane spanned by the columns ofĀ then x j < 0. 
with the advantage that Stage 1 now has the unique solution y = C † b. This is an implementation of the fact that
is a full-rank factorization of A † .
5 These two stages can be combined (in the limit):
where α → 0. 
where µ I * is given by
, y ∈ IR r . Then the minimum norm solution of
where ν * J is given by
Proof: (a) The coefficients y i satisfy the normal equation C T Cy = C T b, rewritten as,
The LHS is
and RHS (75) is y i times (33). The Cramer rule for the least squares solution is therefore
with µ I * given by (71), and (C 
Combining (76) for i = 1, . . . , r, we obtain the least squares solution y as the convex combination (70) of "basic solutions" 6 2
Combining Remark 6.2 and Lemma 6.1, we prove Berg's Theorem in geometric form. 
with weights given by (4).
Proof: Follows by substituting (70) in the RHS of (72). Then (78) follows from (73) 
Remark 6.4 (Weighted least squares)
Consider a weighted (or scaled) system 
whose solution, using Lemma 6.1(a), is y = 
with µ I * (W ) = ( i∈I w 2 i ) det
The second stage is still (67) minimize { x : Rx = y } , with y from (85). Therefore the minimum norm (weighted) least squares solution of (83) 
with
Note that the weights w i appear only in the convex weights λ IJ and not in the "basic solutions" { A −1 IJ b I : (I, J) ∈ N }. We conclude that for fixed A and b, all weighted systems (83) have their minimum-norm least-squares solutions in the convex hull of the set of basic solutions. In the full-rank case this was proved by Ben-Tal and Teboulle in [3] , together with extensions from least squares to minimizing isotone functions of |Ax − b|, the vector of absolute values of Ax − b. 
