Abstract. We prove a variation of Easton's lemma for strongly proper forcings, and use it to prove that, unlike the stronger principle IGMP, GMP together with 2 ω ≤ ω 2 is consistent with the existence of an ω 1 -distributive nowhere c.c.c. forcing poset of size ω 1 . We introduce the idea of a weakly guessing model, and prove that many of the strong consequences of the principle GMP follow from the existence of stationarily many weakly guessing models. Using Namba forcing, we construct a model in which there are stationarily many indestructibly weakly guessing models which have a bounded countable subset not covered by any countable set in the model.
By passing through the idea of a weakly ω 1 -guessing model, we solve an easy special case of the problem of Viale stated above, showing that the existence of ω 1 -guessing models implies the existence of ω 1 -guessing models N such that sup(N ∩ On) has cofinality ω, and in particular, N is not internally unbounded. This result suggests a refined version of Viale's question: is every bounded countable subset of an ω 1 -guessing model covered by a countable set in the model? If the answer is yes, then ISP(ω 2 ) does indeed imply SCH. This problem remains open.
The main result of this paper is the consistency that there are stationarily many indestructibly weakly guessing models N ∈ P ω2 (H(ℵ ω+1 )) for which there is a countable subset of N ∩ ℵ ω which is not covered by any countable set in N . This result can be thought of as a first attempt towards proving that ISP(ω 2 ) does not imply SCH. The proof involves constructing a model in which there exists a diagonal form of Namba forcing which satisfies a weak version of the ω 1 -approximation property.
Main Theorem. It is consistent relative to the existence of a supercompact cardinal with infinitely many measurable cardinals above it that there exist stationarily many N ∈ P ω2 (H(ℵ ω+1 )) such that N is indestructibly weakly guessing, has uniform cofinality ω 1 , and is not internally unbounded.
Before starting the main line of results concerning weakly guessing models and covering, we begin the paper by proving a variation of the classical Easton's lemma for strongly proper forcing: if P is strongly proper on a stationary set and Q is ω 1 -closed, then P forces that Q is ω 1 -distributive. As a corollary, we will show that a certain combinatorial principle known to follow from the existence of an indestructible version of an ω 1 -guessing model does not follow from the existence of ω 1 -guessing models.
We give a brief outline of the contents of the paper. Section 1 describes some background material which will be needed to understand the paper. Section 2 presents our strongly proper variation of Easton's lemma. Section 3 defines weak approximation and weak guessing, and proves that many of the strong consequences of ISP(ω 2 ) follow from the existence of stationarily many weakly guessing models. Section 4 solves a problem of Viale [13] by showing the consistency that there are stationarily many ω 1 -guessing models which are not internally unbounded.
Section 5 shows that the method of Viale-Weiss [14] for applying forcing axioms to prove the existence of ω 1 -guessing models can be adapted to the case of weakly guessing models. Section 6 develops a version of Namba forcing which has the weak approximation property. Section 7 proves the main theorem of the paper, showing that it is consistent that there exist stationarily many indestructibly weakly guessing models which have a bounded countable subset not covered by any countable set in the model.
We would like to thank Thomas Gilton for carefully proofreading several drafts of this paper and making many useful suggestions.
Background
We assume that the reader has a working knowledge of forcing, proper forcing, product forcing, the product lemma, finite step forcing iterations, and generalized stationarity. The reader should be familiar with trees of height ω 1 and with the standard ω 1 -c.c. forcing poset for adding a specializing function to a tree with no uncountable chains.
For a regular uncountable cardinal κ, we say that a forcing poset is κ-closed if any descending sequence of conditions of length less than κ has a lower bound. We say that a forcing poset is κ-distributive if it does not add new sets of ordinals of size less than κ. Definition 1.1. Let N be a set with |N | = ω 1 and ω 1 ⊆ N . We say that N has bounded uniform cofinality ω 1 if for all α ∈ N , if N |= cf(α) > ω then cf(sup(N ∩ α)) = ω 1 . If in addition we have that cf(sup(N ∩ On)) = ω 1 , then we say that N has uniform cofinality ω 1 .
Note that if N ≺ H(θ) for some cardinal θ ≥ ω 2 , then N has bounded uniform cofinality ω 1 iff for every regular uncountable cardinal λ ∈ N , cf(sup(N ∩ λ)) = ω 1 .
A set of ordinals a is said to be countably closed if every limit point of a with countable cofinality is in a.
The following fact is well-known.
Lemma 1.2. Let N be a set with |N | = ω 1 and ω 1 ⊆ N . Suppose that N is an elementary substructure of H(θ) for some cardinal θ ≥ ω 2 and N has bounded uniform cofinality ω 1 . Then for any ordinal α ∈ N with uncountable cofinality, N ∩ α is countably closed.
Proof. Let β be a limit point of N ∩ α with countable cofinality, and we will show that β ∈ N ∩ α. Since cf(sup(N ∩ α)) = ω 1 , β < sup(N ∩ α). Let ξ := min((N ∩ α) \ β). Suppose for a contradiction that β / ∈ N . Then β < ξ and N ∩ ξ = N ∩ β. Clearly cf(ξ) > ω, for otherwise by elementarity N ∩ ξ would be cofinal in ξ. Since N has bounded uniform cofinality ω 1 , cf(sup(N ∩ ξ)) > ω. But sup(N ∩ ξ) = β and cf(β) = ω, which is a contradiction. Definition 1.3. Let N be an uncountable set with ω 1 ⊆ N . We say that N is ω 1 -guessing if for any set of ordinals d ⊆ N such that sup(d) < sup(N ∩ On), if d satisfies that for any countable set b ∈ N , d ∩ b ∈ N , then there exists
Definition 1.4. Let W 1 and W 2 be transitive sets or classes with W 1 ⊆ W 2 . We say that the pair (W 1 , W 2 ) has the ω 1 -approximation property if whenever d ∈ W 2 is a bounded subset of W 1 ∩ On and satisfies that b ∩ d ∈ W 1 for any set b ∈ W 1 which is countable in W 1 , then d ∈ W 1 . Lemma 1.5. Let N be an elementary substructure of some transitive structure which satisfies ZFC − Powerset and correctly computes ω 1 . Then the following are equivalent:
(1) N is ω 1 -guessing; (2) the pair (N 0 , V ) has the ω 1 -approximation property, where N 0 is the transitive collapse of N .
Proof. See the proof of [1, Lemma 1.10] . Definition 1.6. A forcing poset P is said to have the ω 1 -approximation property if P forces that (V, V P ) has the ω 1 -approximation property.
For a set M and a filter G on a forcing poset P, we say that G is M -generic if for any dense subset D of P which is a member of M , G ∩ M ∩ D = ∅. Definition 1.7. Let P be a forcing poset and N a set with N ∩ P = ∅. A condition q is said to be strongly (N, P)-generic if for any dense subset D of the forcing poset N ∩ P, D is predense below q.
If P is understood from context, we say that q is strongly N -generic if q is strongly (N, P)-generic.
Under some non-triviality assumptions on N , it is easy to check that q is strongly (N, P)-generic iff q forces thatĠ P ∩ N is a V -generic filter on N ∩ P. For example, this is true if any conditions s and t in N ∩ P which are compatible in P are also compatible in N ∩ P. Definition 1.8. Let P be a forcing poset and N a set. We say that P is strongly proper for N if for all p ∈ N ∩P, there is q ≤ p such that q is strongly (N, P)-generic. Definition 1.9. Let κ be a regular uncountable cardinal. A forcing poset P is κ-strongly proper on a stationary set if for all sufficiently large cardinals χ ≥ κ with P ∈ H(χ), there are stationarily many N ∈ P κ (H(χ)) with N ∩ κ ∈ κ such that P is strongly proper for N . We say that P is κ-strongly proper if the stationary set just described contains a club.
A forcing poset P is strongly proper on a stationary set if P is ω 1 -strongly proper on a stationary set, and P is strongly proper if P is ω 1 -strongly proper. The ideas of strong genericity and strongly proper are due to Mitchell.
As discussed in [1, Section 2], letting λ P be the first cardinal greater than or equal to κ such that P ⊆ H(λ P ), P is κ-strongly proper on a stationary set iff there are stationarily many N ∈ P κ (H(λ P )) with N ∩κ ∈ κ such that P is strongly proper for N .
The following well-known result is due to Mitchell; see [9, Lemma 6] . Theorem 1.10. Let κ be a regular uncountable cardinal, and assume that P is κ-strongly proper on a stationary set. Then P forces that for any set of ordinals X, if X ∩ a ∈ V for any set a ∈ V of size less than κ in V , then X ∈ V . In particular, if P is strongly proper on a stationary set, then P has the ω 1 -approximation property.
Weiss introduced principles ITP(κ) and ISP(κ) which give a combinatorial characterization of supercompactness in the case that κ is inaccessible, but also make sense when κ is a small cardinal such as ω 2 . We refer the reader to [15, Section 2] for the definitions. The principle ISP(κ) implies ITP(κ), and ISP(ω 2 ) follows from PFA.
The following theorem was proved in [14, Section 3].
Theorem 1.11. The principle ISP(ω 2 ) is equivalent to the statement that for all cardinals χ ≥ ω 2 , there are stationarily many N ∈ P ω2 (H(χ)) such that N is ω 1 -guessing.
For a cardinal λ ≥ ω 2 , let GMP(λ) be the statement that there exist stationarily many sets in P ω2 (H(λ)) which are ω 1 -guessing. Let GMP be the statement that GMP(λ) holds for all cardinals λ ≥ ω 2 . By Theorem 1.11, GMP is equivalent to ISP(ω 2 ).
For a cardinal λ ≥ ω 2 , let IGMP(λ) be the statement that there exist stationarily many sets in P ω2 (H(λ)) which are ω 1 -guessing in any generic extension by an ω 1 -preserving forcing poset. Let IGMP be the statement that IGMP(λ) holds for all cardinals λ ≥ ω 2 . We refer the reader to [2] for more information about indestructible guessing models.
A variation of Easton's lemma
Before starting the main topic of the paper, we will prove in this section a strongly proper variation of Easton's lemma, together with a corollary which further distinguishes the principles GMP and IGMP.
By Todorčević's maximality principle we will mean the statement that any forcing poset which adds a new subset of ω 1 whose proper initial segments are in the ground model collapses either ω 1 or ω 2 . This statement was introduced by Todorčević [12] and shown to follow from some combinatorial assumptions about trees.
In [2, Theorem 3.9] we proved that the principle IGMP together with 2 ω ≤ ω 2 imply Todorčević's maximality principle. We will show below that IGMP cannot be weakened to GMP in this result. The proof will use a new variation of the classical Easton's lemma.
Theorem 2.1 (Easton's lemma).
Suppose that κ is a regular uncountable cardinal, P is κ-c.c., and Q is κ-closed. Then P forces that Q is κ-distributive.
In particular, if P is ω 1 -c.c. and Q is ω 1 -closed, then P forces that Q is ω 1 -distributive.
We introduce a variation of Easton's lemma in which the same conclusion follows from P being strongly proper on a stationary set in place of being ω 1 -c.c. We will use the next result which we proved in [2, Theorem 5.5].
Theorem 2.2. Suppose that P is strongly proper on a stationary set and Q is proper. Then Q forces that P is strongly proper on a stationary set.
Theorem 2.3 (Variation of Easton's lemma).
Suppose that P is strongly proper on a stationary set and Q is ω 1 -closed. Then P forces that Q is ω 1 -distributive. Proof. Let G × H be a generic filter on P × Q. By the product lemma, we have that
Since Q is ω 1 -closed, it is proper. As P is strongly proper on a stationary set in V , it follows by Theorem 2.2 that P is strongly proper on a stationary set in
, fix a regular cardinal θ large enough so that P, Q, andḟ are in H(θ). Since P is strongly proper on a stationary set in V [H], it follows that there are stationarily many M ∈ P ω1 (H(θ)) with M ≺ (H(θ), ∈, P,ḟ ) such that every condition in M ∩ P has an extension which is strongly (M, P)-generic.
Applying the V [H]-genericity of G, an easy density argument shows that for some M as described in the previous paragraph, G contains a strongly (M, P)-generic condition. Since G contains a strongly (M, P)-generic condition, it follows that g M := G ∩ M is a V [H]-generic filter on the forcing poset M ∩ P.
Sinceḟ ∈ M , by elementarity we have that for each n < ω, the dense set D n of conditions in P which decide the value ofḟ (n) is in M . Again by elementarity, it follows that
It easily follows that for all n < ω and α,
The forcing poset M ∩ P is countable. Since Q is ω 1 -closed and P ∈ V , it follows that M ∩ P ∈ V . As M ∩ P and Q are both in V , the product lemma implies that
Corollary 2.4. The principle GMP together with 2 ω ≤ ω 2 is consistent with the existence of an ω 1 -distributive nowhere c.c.c. forcing poset of size ω 1 . In particular, GMP together with 2 ω ≤ ω 2 does not imply Todorčević's maximality principle.
Proof. Let κ be a supercompact cardinal. Then there is a strongly proper forcing poset P which collapses κ to become ω 2 , forces that 2 ω = ω 2 , and forces GMP. For example, let P be the forcing poset consisting of finite adequate sets of countable models, ordered by reverse inclusion. See Sections 6 and 7 of [1] for the details.
Let G be a generic filter on P.
. In V , P is strongly proper on a stationary set and Q is ω 1 -closed. By Theorem 2.3, it follows that Q is
We comment that in the model of [1, Section 7] , GMP holds but there exists an ω 1 -Suslin tree. Since an ω 1 -Suslin tree is an example of a c.c.c., ω 1 -distributive forcing of size ω 1 , this provides a different proof that Todorčević's maximality principle does not follow from GMP.
Let us give another example of a strongly proper variation of a classical result.
Theorem 2.5. Let 2 ω = ω 2 and suppose that T is an ω 2 -Aronszajn tree. Assume that Q is an ω 1 -closed forcing poset which collapses ω 2 , and P is a forcing poset which is ω 1 -Knaster in V Q . Then P × Q does not add a cofinal branch of T .
Proof. See [3, Lemma 23.1].
Theorem 2.6. Suppose that T is a tree whose height is an ordinal with uncountable cofinality, all of whose levels have size less than 2 ω . Let P be strongly proper on a stationary set and Q be ω 1 -closed. Then P × Q does not add any new cofinal branches to T .
Proof. Let G×H be a V -generic filter on P×Q. By the product lemma, Theorem 2.7. Let κ be a regular uncountable cardinal. Let P and Q be forcing posets, where Q is κ-closed. Suppose that for all large enough regular cardinals θ, there are stationarily many internally approachable N ∈ P κ (H(θ)) with N ∩ κ ∈ κ such that P is strongly proper for N . Then Q forces that P is κ-strongly proper on a stationary set.
We need to work with internally approachable models N in P κ (H(θ)) because those are the models for which κ-closed forcings have N -generic conditions. Secondly, the proofs of Theorems 2.3 and 2.6 can be modified in the obvious way to prove the following results. We leave the details for the interested reader.
Theorem 2.8. Let κ be a regular uncountable cardinal. Let P and Q be forcing posets, where Q is κ-closed. Suppose that for all large enough regular cardinals θ, there are stationarily many internally approachable models N ∈ P κ (H(θ)) with N ∩ κ ∈ κ such that P is strongly proper for N . Then P forces that Q is κ-distributive.
Theorem 2.9. Let µ < κ be regular cardinals with 2 <µ < κ. Let T be a tree whose height is an ordinal with cofinality at least κ such that the levels of T all have size less than 2 µ . Suppose that P and Q are forcing posets, where Q is κ-closed, and assume that for all large enough regular cardinals θ, there are stationarily many internally approachable models N ∈ P κ (H(θ)) with N ∩κ ∈ κ such that P is strongly proper for N . Then P × Q does not add new cofinal branches to T .
Weak approximation and guessing
We now begin the main topic of the paper by introducing a weak form of guessing. We will show that the existence of stationarily many weakly guessing models implies many of the same strong consequences as the existence of stationarily many ω 1 -guessing models.
For the remainder of the paper, we will say that N is an elementary substructure to mean that N is an elementary substructure of some transitive set which models ZFC -Powerset and correctly computes ω 1 .
Definition 3.1. Let N be set of size ω 1 with ω 1 ⊆ N .
Let κ ∈ N be an ordinal such that N models that κ is regular uncountable. We say that N is weakly κ-guessing if whenever f : sup(N ∩ κ) → On is a function such that for cofinally many α < sup(N ∩ κ), f ↾ α ∈ N , then there is a function g ∈ N with domain κ such that g ↾ sup(N ∩ κ) = f .
We say that N is weakly guessing if for any κ ∈ N which N models is regular uncountable, N is weakly κ-guessing.
Note that in the case that κ = ω 1 , N is weakly ω 1 -guessing iff whenever f : ω 1 → On is a function such that for all α < ω 1 , f ↾ α ∈ N , then f ∈ N . Lemma 3.2. Let N be an elementary substructure of size ω 1 with ω 1 ⊆ N . Let κ ∈ N be a regular uncountable cardinal, and assume that N is weakly κ-guessing.
Proof. Suppose for a contradiction that b is a cofinal subset of N ∩ κ with order type ω. Let f : sup(N ∩ κ) → 2 be the function such that f (γ) = 1 iff γ ∈ b. Then easily for all α ∈ N ∩ κ, f ↾ α ∈ N , since f ↾ α is the characteristic function of the finite set b ∩ α.
Since N is weakly κ-guessing, there is a function g :
is the characteristic function of a finite set. So by the elementarity of N , for all α ∈ κ, g ↾ α is the characteristic function of a finite set. In particular, g ↾ sup(N ∩ κ) = f is the characteristic function of a finite set, which contradicts the fact that b is infinite.
As with the property of being ω 1 -guessing, we can characterize the property of a set being weakly guessing in terms of an approximation property of its transitive collapse.
Definition 3.3. Let W 1 and W 2 be transitive sets or classes with W 1 ⊆ W 2 , and let λ ∈ W 1 be an ordinal. We say that the pair (W 1 , W 2 ) has the weak λ-approximation
has the ω 1 -approximation property, where W 1 is closed under intersections, then (W 1 , W 2 ) has the weak λ-approximation property for all ordinals λ ∈ W 1 with uncountable cofinality in W 1 .
Proof. Let f : λ → On be a function in W 2 , where W 1 |= cf(λ) ≥ ω 1 , and suppose that for all α < λ, f ↾ α ∈ W 1 . We claim that f is in W 1 . Since (W 1 , W 2 ) has the ω 1 -approximation property, it suffices to show that if a is countable in Proof. Assume that N is weakly κ-guessing, and we will prove that (N 0 , V ) has the weak π(κ)-approximation property. By Lemma 3.2, cf(sup(N ∩ κ)) = ω 1 . Let f : π(κ) → On be a function such that for all α < π(κ), f ↾ α ∈ N 0 . We will show that f ∈ N 0 . Define
It is easy to check that f * is an ordinal-valued function with domain sup(N ∩ κ).
It is easy to check that π(g) = f , and hence f ∈ N 0 . Conversely, assume that (N 0 , V ) has the weak π(κ)-approximation property, and we will prove that N is weakly κ-guessing. Assume that f : sup(N ∩ κ) → On is a function such that for cofinally many α < sup(N ∩ κ), f ↾ α ∈ N . Note that for all
It is easy to check that f * is an ordinal-valued function with domain π(κ), and for all β < π(κ), f
and it is easy to check that
Corollary 3.6. Let N be an elementary substructure of size ω 1 such that ω 1 ⊆ N . If N is ω 1 -guessing, then N is weakly κ-guessing for all regular uncountable cardinals κ ∈ N .
Proof. Let π : N → N 0 be the transitive collapse of N . Suppose that N is ω 1 -guessing. Then by Lemma 1.5, (N 0 , V ) has the ω 1 -approximation property. Let κ ∈ N be regular uncountable. Then N 0 models that π(κ) is regular uncountable, and hence has uncountable cofinality. So (N 0 , V ) has the weak π(κ)-approximation property by Lemma 3.4. By Lemma 3.5, N is weakly κ-guessing.
Definition 3.7. Let κ be a regular uncountable cardinal. A forcing poset P is said to have the weak κ-approximation property if P forces that the pair (V, V P ) has the weak κ-approximation property.
Lemma 3.8. Let κ be a regular uncountable cardinal. If P has the weak κ-approximation property, then P forces that cf(κ) > ω. In particular, if P has the weak ω 1 -approximation property, then P preserves ω 1 .
Proof. Similar to the proof of Lemma 3.2.
We can also define an indestructible version of a weakly guessing model. Let κ ∈ N be a regular uncountable cardinal. We say that N is indestructibly weakly κ-guessing if N is weakly κ-guessing in any generic extension by an ω 1 -preserving forcing poset.
We say that N is indestructibly weakly guessing if for all regular uncountable cardinals κ ∈ N , N is indestructibly weakly κ-guessing.
With the idea of a weakly guessing model at hand, we can now introduce principles which weaken GMP and IGMP. Definition 3.10. For a cardinal λ ≥ ω 2 , let wGMP(λ) be the statement that there exist stationarily many sets N ∈ P ω2 (H(λ)) such that ω 1 ⊆ N and N is weakly guessing. Let wGMP be the statement that wGMP(λ) holds for all cardinals λ ≥ ω 2 .
Definition 3.11. For a cardinal λ ≥ ω 2 , let wIGMP(λ) be the statement that there exist stationarily many sets N ∈ P ω2 (H(λ)) such that ω 1 ⊆ N and N is indestructibly weakly guessing. Let wIGMP be the statement that wIGMP(λ) holds for all cardinals λ ≥ ω 2 .
Corollary 3.12. Let λ ≥ ω 2 . Then GMP(λ) implies wGMP(λ), and IGMP(λ) implies wIGMP(λ). Thus, GMP implies wGMP, and IGMP implies wIGMP.
Proof. Immediate from Corollary 3.6.
We now explore strong consequences of the existence of weakly guessing models. The main point is that almost all of the known consequences of the existence of ω 1 -guessing models follow from the existence of weakly guessing models.
1
It is straightforward to check that the following three consequences of the existence of ω 1 -guessing models follow from the existence of weakly ω 1 -guessing models, by slight modifications of the proofs given in [2] . Proposition 3.13. Suppose that there are stationarily many N in P ω2 (H(ω 3 )) such that N is weakly ω 1 -guessing and N ∩ ω 2 has cofinality ω 1 . Then ¬AP ω1 .
Proof. The argument of [2, Proposition 2.6] shows that there exists a function f : ω 1 → N which is cofinal in N ∩ ω 2 all of whose initial segments are in N . Since N is weakly ω 1 -guessing, f ∈ N . By elementarity, sup(ran(f )) = N ∩ ω 2 ∈ N , which is impossible. Proposition 3.14. Suppose that there are stationarily many N in P ω2 (H(ω 2 )) which are weakly ω 1 -guessing. Then there does not exist a weak ω 1 -Kurepa tree. In particular, CH fails.
Proposition 3.15. Assume that 2 ω ≤ ω 2 and there are cofinally many sets N in P ω2 (H(ω 2 )) which are indestructibly weakly ω 1 -guessing. Then Todorčević's maximality principle holds.
Weiss [15, Section 2] proved that the principle ITP(ω 2 ) implies the non-existence of ω 2 -Aronszajn trees.
Proposition 3.16. Suppose that there exist stationarily many weakly ω 2 -guessing models in P ω2 (H(ω 3 )). Then there does not exist an ω 2 -Aronszajn tree.
Proof. Let T be a tree of height ω 2 , all of whose levels have cardinality less than ω 2 . We will prove that there is a branch of T with order type ω 2 . Without loss of generality, assume that T has underlying set ω 2 . Then T ∈ H(ω 3 ). Fix N in P ω2 (H(ω 3 )) such that N ≺ H(ω 3 ), T ∈ N , and N is weakly ω 2 -guessing. Let α := N ∩ ω 2 . By the elementarity of N , any node in T of height less than α is in N . Fix a node y on level α of T . Define a function f : α → ω 2 by letting f (β) be the member of the set {x ∈ T : x < T y} which is on level β of T . Then by elementarity, for all γ < α, f ↾ γ is in N , since this function just enumerates in < T -increasing order the elements of T which are < T -below f (γ). Since N is weakly ω 2 -guessing, there is a function g :
We claim that the range of g is a cofinal branch of T of order type ω 2 , which completes the proof. For all γ < β in N ∩ ω 2 = α, g(γ) < T g(β), where g(γ) is on level γ of T and g(β) is on level β of T . By elementarity, the same statement holds for all γ < β in ω 2 . It follows that the range of g is a chain of T which meets each level of T , and thus is a cofinal branch of T of order type ω 2 .
The square principle described in the next proposition was originally shown to fail under ITP(ω 2 ) by Weiss [15, Section 4] . Proposition 3.17. Let κ ≥ ω 2 be regular, θ > κ, and assume that there are stationarily many N ∈ P ω2 (H(θ)) with bounded uniform cofinality ω 1 which are weakly κ-guessing. Then there does not exist a sequence
satisfying:
(1) c α is a club subset of α; (2) for any ordinal γ < κ, the set
Proof. Suppose for a contradiction that
is such a sequence. Fix N ∈ P ω2 (H(θ)) such that N ≺ (H(θ), ∈, κ, c) and N is weakly κ-guessing. Note that for all γ ∈ N ∩ κ, E γ ∈ N , and so
Let f : α → 2 be the characteristic function of c α . We claim that there are cofinally many γ < α such that f ↾ γ is in N . The set lim(c α ) ∩ N ∩ α is cofinal in α. Consider γ in this set. Then c α ∩ γ ∈ E γ . Since E γ ⊆ N as observed above, c α ∩ γ ∈ N . But f ↾ γ is just the characteristic function of c α ∩ γ, and hence is in N .
An easy argument using elementarity and the fact that c α is a club in α shows that D is a club subset of κ.
If γ is a limit point of D in N ∩ κ = N ∩ α, then γ is a limit point of c α , and hence c α ∩ γ = D ∩ γ is in E γ . By elementarity, it follows that if γ is a limit point of D in κ, then D ∩ γ ∈ E γ . This contradicts property 3 of the sequence c.
Corollary 3.18. The principle wGMP implies ¬ κ and ¬ (λ) for all cardinals κ ≥ ω 1 and regular cardinals λ ≥ ω 2 .
Guessing models and covering
In this section we will prove that GMP(ω 2 ) implies the existence of stationarily many ω 1 -guessing models in P ω2 (H(ω 2 )) which are not internally unbounded.
Lemma 4.1. Suppose that M n : n < ω is a ⊆-increasing sequence of sets which are weakly ω 1 -guessing. Then M := {M n : n < ω} is weakly ω 1 -guessing.
Proof. Let f : ω 1 → On be a function such that for cofinally many α < ω 1 , f ↾ α ∈ M . Note that since ω 1 ⊆ M , this implies that for all α < ω 1 , f ↾ α ∈ M . We will prove that f ∈ M .
As M = {M n : n < ω}, for each α < ω 1 we can fix n α < ω such that f ↾ α ∈ M nα . Fix an uncountable set X ⊆ ω 1 and n < ω such that for all α ∈ X, n α = n.
Since X is uncountable, it is unbounded in ω 1 . Therefore, {f ↾ α : α ∈ X} = f . For each α ∈ X, n α = n implies that f ↾ α ∈ M n . So there are cofinally many α < ω 1 such that f ↾ α ∈ M n . Since M n is weakly ω 1 -guessing, f ∈ M n . As M n ⊆ M , f ∈ M , and we are done.
Corollary 4.2. Let θ ≥ ω 2 be a regular cardinal. Assume that there are stationarily many M ∈ P ω2 (H(θ)) such that M is weakly ω 1 -guessing. Then there are stationarily many M ∈ P ω2 (H(θ)) such that M is weakly ω 1 -guessing and for all regular cardinals λ ≥ ω 2 in M ∪ {θ}, sup(M ∩ λ) = ω.
Proof. Let F : H(θ)
<ω → H(θ) be a function. Since there are stationarily many N ∈ P ω2 (H(θ)) which are weakly ω 1 -guessing, we can inductively define a sequence M n : n < ω such that for all n < ω, M n ≺ H(θ), M n is closed under F , M n is weakly ω 1 -guessing, and M n ∈ M n+1 .
Let M := {M n : n < ω}. By Lemma 4.1, M is weakly ω 1 -guessing. For any regular cardinal λ in M ∪ {θ}, the countable set {sup(M n ∩ λ) : n < ω} is cofinal in sup(M ∩ λ), and hence cf(sup(M ∩ λ)) = ω.
In particular, being a weakly ω 1 -guessing model does not imply being internally unbounded.
Proof. By Corollary 3.6, if M is ω 1 -guessing, then M is weakly ω 1 -guessing. Assume that M is weakly ω 1 -guessing, and we will show that M is ω 1 -guessing.
Let X be a bounded subset of M ∩ On = M ∩ ω 2 such that for any countable set a ∈ M , a ∩ X ∈ M . We will show that X ∈ M . If X is a bounded subset of ω 1 , then we can fix a countable ordinal β with sup(X) < β. Then by assumption, X = X ∩ β is in M . So assume that sup(X) ≥ ω 1 .
Since sup(X) < sup(M ∩ ω 2 ), fix α ∈ M ∩ ω 2 such that sup(X) < α. By elementarity, fix a bijection f :
As M is weakly ω 1 -guessing, it follows that g is in M . As g is the characteristic Corollary 4.5. Assuming GMP(ω 2 ), there are stationarily many M ∈ P ω2 (H(ω 2 )) such that sup(M ∩ ω 2 ) has cofinality ω and M is ω 1 -guessing (and in particular, M is not internally unbounded).
Proof. Immediate from Corollary 4.2 and Lemma 4.3.
Forcing axioms and weak guessing
The goal of the rest of the paper is to prove the consistency of the existence of stationarily many indestructibly weakly guessing models N which have a countable bounded subset which is not covered by any countable set in N . We will use the following theorem of Woodin.
Theorem 5.1 (Woodin [16] ). Let P be a forcing poset, and assume that for any family of ω 1 many dense subsets of P, there exists a filter on P which meets each set in the family. Then for any regular cardinal θ with P ∈ H(θ), there are stationarily many N ∈ P ω2 (H(θ)) with ω 1 ⊆ N for which there exists an N -generic filter on P.
Recall that a filter G on P is N -generic if for any dense set D ∈ N , D ∩G∩N = ∅.
Lemma 5.2. Let P be a forcing poset, θ ≥ ω 2 a regular cardinal with P ∈ H(θ), and N ∈ P ω2 (H(θ)) such that ω 1 ⊆ N and N ≺ (H(θ), ∈, P). Suppose that G is an N -generic filter on P. Assume that p ∈ G, λ ∈ N , and p forces that there is a countable subset of λ which is not covered by any countable set in V . Then there is a countable subset of N ∩ λ which is not covered by any countable set in N .
Proof. Suppose that p forces thatȧ is a countable subset of λ which is not covered by any countable set in V . By elementarity and the fact that G is an N -generic filter, without loss of generality we may assume that p andȧ are in N . By elementarity, we can fix a P-nameḟ in N which p forces is a surjection of ω ontoȧ. Now let b be the set of β ∈ N such that for some q ∈ G ∩ N and n < ω, q ḟ (n) =β. Since G is a filter, each n has a unique such ordinal β, and hence b is a countable subset of N ∩ λ.
Let c be a countable set in N , and we will show that b is not a subset of c. Note that p forces thatȧ is not a subset of c. Let D be the dense set of conditions which are either incompatible with p, or below p and decide for some n and β thaṫ f (n) = β ∈ȧ \ c. By elementarity, D ∈ N . Since G is N -generic, fix q ∈ D ∩ G ∩ N . Then q ≤ p, and for some n and β in N , q ḟ (n) = β ∈ȧ \ c. Then β ∈ b \ c, and we are done.
Lemma 5.3. Let P be a forcing poset, θ ≥ ω 2 a regular cardinal with P ∈ H(θ), and N ∈ P ω2 (H(θ)) such that ω 1 ⊆ N and N ≺ (H(θ), ∈, P). Suppose that G is an N -generic filter on P. Assume that p ∈ G, λ ∈ N , and p forces that there is a countable subset a of λ such that for any countable set c in V , a ∩ c is finite. Then there is a countable subset b of N ∩ λ such that for any countable set c in N , b ∩ c is finite.
Proof. Similar to the proof of Lemma 5.2.
In previous work, Krueger [7] used Woodin's theorem to prove that PFA implies the existence of stationarily many models which are internally club but not internally approachable. The proof involved specializing a certain tree of height and size ω 1 which was built on a model N . Later, Viale-Weiss [14] expanded on Krueger's application of Woodin's theorem to produce ω 1 -guessing models.
The next result was originally proven in [14] for forcing posets which have the ω 1 -approximation property and models which are ω 1 -guessing. We have modified the argument to handle forcing posets which have the weak κ-approximation property and models which are indestructibly weakly κ-guessing.
Proposition 5.4. Let λ ≥ ω 2 be a regular cardinal and A ⊆ λ a set of regular uncountable cardinals. Assume that P is a forcing poset which has the weak κ-approximation property for all κ ∈ A and forces that (2 λ ) V has size ω 1 . Then there exist a set w and a P-nameQ for an ω 1 -c.c. forcing poset satisfying: for any regular cardinal χ with P, λ, w, andQ in H(χ), for any set M ∈ P ω2 (H(χ)) such that ω 1 ⊆ M and M ≺ (H(χ), ∈, P * Q, λ, A, w), if there exists an M -generic filter on P * Q, then M ∩ H(λ) is indestructibly weakly κ-guessing for all κ ∈ A ∩ M .
Proof. We begin by fixing a generic filter G on P, and analyze what happens in V [G]. We will define a tree (T, < T ) in V [G] of height and size ω 1 which has at most ω 1 many uncountable branches, together with subtrees T 0 and T 1 , where T 1 has no uncountable branches. We then let Q be the standard ω 1 -c.c. forcing poset for adding a specializing function to the tree T 1 . The tree T will be the disjoint sum of trees (T κ , < κ ), for κ ∈ A.
Working in V [G], consider κ ∈ A. Since P has the κ-approximation property, it forces that cf(κ) > ω by Lemma 3.8. As P collapses λ to have size ω 1 , P forces that cf(κ) = ω 1 . Fix a sequence β κ i : i < ω 1 which is increasing and cofinal in κ. Let T κ denote the set of functions in V whose domain is equal to β κ i for some i < ω 1 , and whose range is a subset of λ. For f and g in T κ , let f < κ g if f is a proper subset of g. Clearly (T κ , < κ ) is a tree. Since (2 λ ) V has size ω 1 in V [G], the tree (T κ , < κ ) has height and size ω 1 .
Let B κ be the set of all functions f : κ → λ such that for all i < ω 1 , f ↾ β κ i ∈ T κ . Note that if f ∈ B κ , then since T κ ⊆ V , it follows that for all α < κ, f ↾ α ∈ V . Since P has the weak κ-approximation property, it follows that B κ ⊆ V . So in fact B κ is the set of all functions in V from κ into λ. Since (2 λ ) V has size ω 1 , B κ has size ω 1 . Note that if X is an uncountable branch of T κ , then X ∈ B κ . It follows that T κ has at most ω 1 many uncountable branches.
Let (T, < T ) be the disjoint sum of such trees. So elements of T are pairs of the form (κ, g), where κ ∈ A and g ∈ T κ , and (κ 0 , g) < T (κ 1 , h) if κ 0 = κ 1 and g < κ0 h. Since λ has size ω 1 in V [G], T is a tree of height and size ω 1 . Since any uncountable branch of T obviously yields an uncountable branch in some tree T κ , T has at most ω 1 many uncountable branches.
Let B = {B κ : κ ∈ A}. Then B has size at most ω 1 . So it is straightforward to define an injective function g : B → T such that for all b ∈ B, g(b) = (κ, b ↾ β 
Then T 1 is a tree of height and size less than or equal to ω 1 . We claim that T 1 has no uncountable branch. Suppose for a contradiction that X is an uncountable branch of T 1 . Then for some κ ∈ A,
This contradicts that X ⊆ T 1 . In summary, T 1 is a tree with height and size less than or equal to ω 1 which has no uncountable branches. Let Q be the standard ω 1 -c.c. forcing poset which adds a specializing function to T 1 .
Now let us go back and consider
. Define g κ : B κ → T κ by letting g κ (b) be the unique t such that g(b) = (κ, t). Then g κ is injective, and g κ (b) is equal to b ↾ β It is easy to check that
κ . Note that ifḣ is a Q-name for the specializing function on T 1 which was added by Q, then Q forces that the functionḣ κ :
This completes our analysis of the forcing extension V [G]. Since G was arbitrary, we can fix P-namesṪ ,< T ,Ḃ,ġ,Ṫ 0 ,Ṫ 1 , andQ such that P forces that these names satisfy the definitions which we made of these objects in V P above. Moreover, we can fix a function which associates to each κ ∈ A a set of P-names βκ i : i < ω 1 ,Ṫ κ ,< κ , B κ ,ġ κ ,Ṫ 0 κ , andṪ 1 κ such that P forces that these objects satisfy the definitions which we made of them in V P above. Finally, letḣ be a P * Q-name for the specializing function onṪ 1 which is added byQ, and fix a function which associates to each κ ∈ A a P * Q-name for the functionḣ κ which specializesṪ 1 κ . Now let w be the set consisting of these finitely many names and functions.
Let χ be a regular cardinal such that P, λ, w, andQ are in H(χ). Let M ∈ P ω2 (H(χ)) be a set such that ω 1 ⊆ M , M ≺ (H(χ), ∈, P * Q, λ, A, w), and there exists an M -generic filter J on P * Q. We will prove that M ∩ H(λ) is indestructibly weakly κ-guessing for all κ ∈ A ∩ M . Let G := {p : ∃q (p,q) ∈ J}. It is easy to check that G is an M -generic filter on P.
Consider κ ∈ A ∩ M . Let θ := sup(M ∩ κ). Suppose that c : θ → λ is a function in an ω 1 -preserving generic extension W such that for cofinally many α < θ, c ↾ α ∈ M ∩ H(λ). We will prove that for some function c * : κ → λ in M ∩ H(λ), c * ↾ θ = c. Note that since λ is regular, any function mapping from κ into λ in M is in H(λ). So it suffices to find such a function c * in M . For each i < ω 1 , let β κ i be the unique ordinal such that for some q ∈ G, q forces thatβ κ i =β κ i . Since G is a filter which is M -generic, it is straightforward to check that the sequence β κ i : i < ω 1 is increasing and cofinal in M ∩ κ. For simplicity in notation, let us write β i := β κ i for all i < ω 1 . Given any P-nameȧ in M , we can interpretȧ by G as the set of x ∈ M such that for some p ∈ G ∩ M , p x ∈ȧ. This gives us objects T κ , < κ , B κ , g κ , T 0 κ , and
Similarly, interpret the P * Q-nameḣ κ as h κ . Using the M -genericity of G and J and arguments similar to those of Lemma 5.2, the following facts can be easily checked:
(1) (T κ , < κ ) is the tree of all functions in M whose domain is equal to β i for some i < ω 1 , and mapping into λ, ordered by f < κ g if f is a proper subset of g; (2) B κ is the set of all functions in M of the form b : κ → λ;
Recall that c : θ → λ is a function in W such that for cofinally many α < θ, c ↾ α ∈ M . In particular, for all i < ω 1 , c ↾ β i ∈ T κ . Hence, the set X := {c ↾ β i : i < ω 1 } is an uncountable branch of T κ in W . Since the function h κ is injective on chains, it is injective on X ∩ T 1 κ . As h κ maps into ω, there must exist γ < ω 1 such that for all
Fodor's lemma applied in W , fix a stationary set S ⊆ ω 1 \ γ in W and ζ < ω 1 such that for all i ∈ S, ζ i = ζ, and hence dom(g κ (b i )) = β ζ .
It immediately follows that for all i ∈ S,
Thus, for all i < j in S,
But g κ is injective. Hence, for all i < j in S,
Since b ∈ M , we are done.
Namba forcing
In order to apply the results from the previous section, we will need to find a forcing poset which satisfies instances of the weak approximation property and yet adds a countable set of ordinals which is not covered by any countable set in the ground model. In this section we will define a Namba forcing which satisfies these requirements.
Let us introduce some notation which we will use in this section. By a tree of finite sequences we mean any set of finite sequences which is closed under initial segments. For finite sequences η and ν, we write η ν to express that η is an initial segment of ν, and η ⊳ ν to express that η is a proper initial segment of ν. We say that η and ν are comparable if either η ν or ν η; otherwise, they are incomparable.
Let T be a tree of finite sequences. The elements of T are called nodes of T . For η ∈ T , we write Suc T (η) for the set {x : η x ∈ T }. A node η of T is a splitting node if |Suc T (η)| > 1. We let T η denote the set of nodes in T which are comparable with η. Note that T η is a tree of finite sequences and is a subset of T .
For the remainder of the section, fix a sequence κ n : n < ω of regular cardinals greater than or equal to ω 2 . Note that we are not assuming anything about how the κ n 's are ordered. For each n < ω, we fix a κ n -complete uniform ideal I n on κ n . Definition 6.1. Let P be the forcing poset whose conditions are trees of finite sequences S satisfying:
(1) there is η * ∈ S such that for all ν ∈ S, ν and η * are comparable; (2) for all ν ∈ S, if η * ν then ν is a splitting node and Suc S (ν) ∈ I + lh(ν) .
The node η * described in Definition 6.1 is obviously unique. We call this node the stem of S. Note that for all ν ∈ S, if ν ⊳ η * , then ν is not a splitting node. We introduce reflexive and transitive relations ≤ * and ≤ n , for each n < ω, on P. Define T ≤ * S if T ≤ S and S and T have the same stem. For n < ω, define T ≤ n S if T ≤ S and S and T have the same nodes of length n. Note that m ≤ n and T ≤ n S imply that T ≤ m S.
A sequence T n : n < ω is a fusion sequence if for all n < ω, T n+1 ≤ n T n and T n+1 ≤ * T n . If T n : n < ω is a fusion sequence, then it is easy to check that
Lemma 6.2. Suppose that T n : n < ω is a fusion sequence. Let T := {T n : n < ω}. Then T ∈ P, and for all n < ω, T ≤ * T n and T ≤ n T n .
Proof. Straightforward.
The next lemma describes the process which we will use for constructing fusion sequences. Lemma 6.3. Suppose that T n : n < ω is a sequence of conditions, where T 0 has a stem of length m, satisfying:
(2) for all n ≥ m, for all ν ∈ T n of length n, there is a set Suc(ν) ⊆ Suc Tn (ν) in I + n such that
where U (ν, ξ) ≤ * (T n ) ν ξ for all ν and ξ.
Then T n : n < ω is a fusion sequence. Moreover, letting T := {T n : n < ω}, we have that for all n < ω, the set
is an antichain which is predense below T .
Proof. The proof is straightforward. For the second part, note that for a given ν in T n of length n and distinct ξ and γ in Suc(ν), U (ν, ξ) ∩ U (ν, γ) is the set of initial segments of ν. Thus, U (ν, ξ) and U (ν, γ) are incompatible. Suppose that V ≤ T . Then choosing any ν ∈ V with lh(ν) = n and ξ ∈ Suc V (ν), it is easy to see that V ν ξ is below both V and U (ν, ξ).
The next four results follow from standard Namba forcing type arguments; also see [10] and [11, Chapter XI].
Lemma 6.4. Let D be a dense open subset of P. Then for each S ∈ P, there is W ≤ * S and n < ω which is greater than or equal to the length of the stem of S such that for any ν ∈ W with lh(ν) = n, W ν ∈ D.
Proof. For any condition S, let us say that S is correct for D if there exists W ≤ * S and n < ω which is greater than or equal to the length of the stem of S such that for all ν ∈ W with lh(ν) = n, W ν ∈ D. Our goal is to show that every condition is correct for D. Note that if W ≤ * T and W ∈ D, then T is correct for D, as witnessed by the number n which is the length of the stem of T .
Claim: If T is not correct for D and η is the stem of T , then the set of γ ∈ Suc T (η) such that T η γ is correct for D is in I lh(η) .
Let A be the set of γ ∈ Suc T (η) such that T η γ is correct for D, and suppose for a contradiction that A / ∈ I lh(η) . Then A ∈ I + lh(η) . For each γ ∈ A, fix U (γ) ≤ * T η γ and n γ < ω greater than or equal to lh(η) + 1 such that for any ν in U (γ) with lh(ν) = n γ , U (γ) ν is in D. Since I lh(η) is κ lh(η) -complete, we can fix n < ω such that the set A n := {γ ∈ A : n γ = n} is in I + lh(η) . Now define U := {U (γ) : γ ∈ A n }. Then U is a condition and U ≤ * T . Note that n is greater than the length of the stem η of U . We claim that if ν ∈ U and lh(ν) = n, then U ν ∈ D. This implies that T is correct for D, which is a contradiction. Suppose that ν ∈ U and lh(ν) = n. Fix γ ∈ A n such that ν ∈ U (γ). Then U (γ) ν ∈ D. But since n is greater than the length of the stem of U , U (γ) ν = U ν , so U ν ∈ D. This completes the proof of the claim. Now let S be a condition, and we will prove that S is correct for D. Suppose for a contradiction that it is not. We define a fusion sequence T n : n < ω . Our inductive hypothesis is that if ν ∈ T n and lh(ν) = n, then (T n ) ν is not correct for D. Let η be the stem of S, and let n * := lh(η). Define T m := S for all m ≤ n * . Then for any ν ∈ T m with lh(ν) = m, ν η, so (T m ) ν = S, which is not correct for D. Thus, the inductive hypothesis holds.
Let m ≥ n * , and assume that T m is defined and satisfies the inductive hypothesis. Consider any ν ∈ T m with lh(ν) = m. Then by the inductive hypothesis, (T m ) ν is not correct for D. Moreover, since the stem of T m is equal to η, which has length n * , and m ≥ n * , it follows that ν is the stem of (T m ) ν . So by the claim, letting B ν be the set of γ ∈ Suc Tm (ν) such that (T m ) ν γ is not correct for D, we have that Suc Tm (ν) \ B ν is in I m . Thus, B ν ∈ I + m . Define
Then T m+1 ≤ m T m . Let us verify the inductive hypothesis for T m+1 . Suppose that ξ ∈ T m+1 has length m + 1. Then ξ = ν γ for some ν ∈ T m with lh(ν) = m and γ ∈ B ν . By definition, (T m ) ν γ is not correct for D, and (T m ) ν γ = (T m+1 ) ξ .
This completes the construction of the fusion sequence T n : n < ω . Let T := {T n : n < ω}. Then T ∈ P, and T ≤ n T n for all n < ω. Since D is dense, we can fix W ≤ T in D. Let ν be the stem of W , and fix m with lh(ν) = m. Since the stem of T is η, m ≥ lh(η) = n * . Then ν ∈ T , and hence ν ∈ T m . By the inductive hypothesis for m, we have that (T m ) ν is not correct for D. But since ν is the stem of W , W ≤ * (T m ) ν . Since W ∈ D, it follows that (T m ) ν is correct for D, which is a contradiction.
Lemma 6.5. Let m < ω and λ be an ordinal, and suppose that for all n ≥ m, λ < κ n . Suppose that S ∈ P and the stem of S has length at least m, and assume that S α < λ. Then there is T ≤ * S such that T decides the value ofα.
Proof. Let η be the stem of S and let n * := lh(η). Then m ≤ n * . Let D be the dense open set of conditions which are either incompatible with S, or below S and decide the value ofα. By Lemma 6.4, let k be the smallest natural number greater than or equal to n * such that there exists T ≤ * S satisfying that for every node ν ∈ T with length k, T ν ∈ D. We claim that k = n * . Then since the stem η is a node of T of length n * , the claim implies that T η = T decides the value ofα, and we are done.
Suppose for a contradiction that k > n * . We will prove that there is W ≤ * S such that any node ν of W of length k − 1 satisfies that W ν is in D. This will contradict the minimality of k and finish the proof.
Consider any node ν of T of length k − 1. Then since k − 1 ≥ n * , it follows that ν is a splitting node of T . By the choice of T and k, we have that for any γ ∈ Suc T (ν), T ν γ is in D, and hence decidesα to be equal to some ordinal α(ν, γ) < λ. There are at most λ many possibilities for α(ν, γ). Since k − 1 ≥ n * ≥ m, λ < κ k−1 . As I k−1 is κ k−1 -complete, we can find an ordinal α(ν) < λ and a set Suc(ν) ⊆ Suc T (ν) which is in I + k−1 such that for all γ ∈ Suc(ν), α(ν, γ) = α(ν). Now define
Then W ≤ * T ≤ * S, and so W ≤ * S. To complete the proof, we show that for any node ν ∈ W with length k − 1, W ν ∈ D. So let ν ∈ W have length k − 1. Then for any γ ∈ Suc W (ν), W ν γ = T ν γ forces thatα is equal to α(ν). It easily follows that W ν forces thatα is equal to α(ν), and hence W ν ∈ D.
Corollary 6.6. For any S ∈ P and any statement ϕ in the forcing language for P, there is T ≤ * S which decides the truth value of ϕ.
Proof. Letα be a P-name which is forced to be equal to 1 if ϕ is true, and 0 if ϕ is false. Now apply Lemma 6.5 letting m = 0 and λ = 2.
Proposition 6.7. Let κ := lim sup{κ n : n < ω}. Then for any regular cardinal λ > κ, P forces that cf(λ) > ω.
Proof. Let S be a condition and suppose that S forces thatḟ : ω → λ is a function. We will find T ≤ S which forces thatḟ is bounded in λ. It suffices to find T ≤ S and a set A of size at most κ such that T forces that ran(ḟ ) ⊆ A.
Define a fusion sequence T n : n < ω as follows. Fix m < ω which is greater than or equal to the length of the stem of S such that κ = sup{κ n : m ≤ n}. Fix η ∈ S with lh(η) = m. For all n ≤ m, let T n := S η .
Let n ≥ m, and assume that T k is defined for all k ≤ n. We will define T n+1 . Consider a node ν ∈ T n of length n. Let D n be the dense open set of conditions which are either incompatible with S, or below S and decide the value ofḟ (n − m). Applying Lemma 6.4 to (T n ) ν and D n , we can fix n(ν) < ω greater than or equal to n and U (ν) ≤ * (T n ) ν such that for any node σ in U (ν) of length n(ν), U (ν) σ is in D n . Let ξ(ν, σ) denote the ordinal such that U (ν) σ forces thatḟ (n − m) = ξ(ν, σ).
Define
Then T n+1 ≤ n T n . Let
It is easy to check that T n+1 ḟ (n − m) ∈Ǎ n . We claim that |A n | ≤ κ. If ν ∈ T n and lh(ν) = n, then η ν. Since κ k ≤ κ for all k with lh(η) = m ≤ k ≤ n, there are at most κ many ν ∈ T n with lh(ν) = n. If σ ∈ U (ν) and lh(σ) = n(ν), then since κ k ≤ κ for all k with n < k ≤ n(ν), there are at most κ many possibilities for σ. It follows that |A n | ≤ κ.
This completes the construction. Let T := {T n : n < ω} and A := {A n : n < ω}. Then T ≤ S and T forces that ran(ḟ ) ⊆ A. Since |A n | ≤ κ for all n < ω, |A| ≤ κ < λ.
Proposition 6.8. The forcing poset P forces that there exists a countable set a such that for any set c in the ground model with size less than lim inf{κ n : n < ω} in the ground model, a ∩ c is finite.
In particular, P forces that there is a countable set which is not covered by any countable set in the ground model.
Proof. LetḞ be a P-name for a function such that P forces that for all n < ω, F (n) = α iff there is S ∈Ġ P with stem η of length greater than n such that η(n) = α. It is straightforward to check that P forces thatḞ is well-defined and is a total function on ω. Letȧ be a P-name for the range ofḞ .
Let c be a set with size less than lim inf{κ n : n < ω} and S ∈ P, and we will find T ≤ S which forces thatȧ ∩ c is finite. Fix an integer m which is greater than or equal to the length of the stem of S such that for all n ≥ m, |c| < κ n . We define a fusion sequence T n : n < ω . Fix η ∈ S with lh(η) = m, and let let T n := S η for all n ≤ m.
Let n ≥ m be given, and assume that T n is defined. For each ν ∈ T n of length n, define Suc(ν) := Suc Tn (ν) \ c. Since |c| < κ n and I n is κ n -complete, Suc(ν) ∈ I + n . Note that for all γ ∈ Suc(ν), (T n ) ν γ forces thatḞ (n) = γ / ∈ c. Now let
This completes the construction of T n : n < ω . Let T := {T n : n < ω}. We claim that T forces thatȧ ∩ c ⊆ ran(η). First, since η is the stem of T , T forces thatḞ ↾ m = η.
Secondly, consider n ≥ m. Then by Lemma 6.3, the set
is predense below T . But any condition in this set forces thatḞ (n) / ∈ c. Therefore, T forces thatḞ (n) / ∈ c. It follows that T forces that anything which is in botḣ a = ran(Ḟ ) and in c is in the range ofḞ ↾ m = η.
For the second statement, note that ω < lim inf{κ n : n < ω}.
Corollary 6.9. The forcing poset P does not have the ω 1 -approximation property.
Proof. Immediate from Proposition 6.8.
It is not necessarily the case that the Namba forcing P satisfies the weak ω 1 -approximation property. For example, assume CH and κ n = ω 2 for all n < ω. Then by [10] and [11, Chapter XI], P does not add any reals. On the other hand, since P adds a countable cofinal subset of ω 2 , it collapses ω 2 , and therefore adds a new subset of ω 1 . But since P does not add reals, all of the proper initial segments of the characteristic function of the new subset of ω 1 are in the ground model. Therefore, P does not have the weak ω 1 -approximation property.
In order to find a Namba forcing which does have the weak ω 1 -approximation property, we need to make an additional assumption about the ideals I n , for n < ω. Assumption 6.10. For each n < ω, there is a regular uncountable cardinal µ n ≤ κ n and a set P n ⊆ I + n satisfying: (1) for every A ∈ I + n , there is B ∈ P n such that B ⊆ A; (2) if A i : i < δ is a ⊆-decreasing sequence of sets in P n , where δ < µ n , then there is B ∈ P n such that B ⊆ {A i : i < δ}.
In the next section we will describe a model in which Assumption 6.10 holds.
Definition 6.11. Let P ′ denote the suborder of P consisting of conditions S satisfying that for any splitting node ν ∈ S, Suc S (ν) ∈ P lh(ν) .
Lemma 6.12. The set P ′ is dense in P. In fact, for all S ∈ P, there is T ∈ P ′ such that T ≤ * S.
Proof. Let m be the length of the stem of S. Define a fusion sequence T n : n < ω as follows. Let T n := S for all n ≤ m. Let n ≥ m, and assume that T n is defined. Let ν be a node of T n with length n. Pick a set Suc(ν) in P n such that Suc(ν) ⊆ Suc Tn (ν). Define
Now let T := {T n : n < ω}. Then T ∈ P, and for all n < ω, T ≤ * T n and T ≤ n T n . In particular, the stem of T is equal to the stem of S.
To show that T ∈ P ′ , let ν ∈ T be a splitting node, and let n be the length of ν. Then m ≤ n and ν ∈ T n+1 . Since T ≤ n+1 T n+1 , T and T n+1 have the same nodes of length n + 1. In particular, Suc T (ν) = Suc Tn+1 (ν) = Suc(ν) ∈ P n . So T ∈ P ′ .
Lemma 6.13. Let m < ω, and suppose that δ is a limit ordinal such that δ < µ n for all n ≥ m. Let T i : i < δ be a ≤ * -descending sequence of conditions in P ′ such that the stem of T 0 has length at least m. Then there is W ∈ P ′ such that W ≤ * T i for all i < δ.
Proof. Let T := {T i : i < δ}. Then T ⊆ T i for all i < δ. Since each condition T i has the same stem η * , we also have that η * ∈ T and every node in T is comparable with η * .
Consider a node ν ∈ T such that η * ν, and we will show that Suc T (ν) ∈ I + lh(ν) . As lh(ν) ≥ m, δ < µ lh(ν) . Since ν ∈ T , for all i < δ, ν ∈ T i . As T j ≤ * T i for all i < j < δ, we have that the sequence Suc Ti (ν) : i < δ is a ⊆-decreasing sequence of sets in P lh(ν) . Since δ < µ lh(ν) , Assumption 6.10(2) implies that there is A ∈ P lh(ν) such that A ⊆ {Suc Ti (ν) : i < δ}. In particular, this intersection is in I + lh(ν) . Therefore,
It follows that T is a condition and T ≤ * T i for all i < δ. Now apply Lemma 6.12 to find W ∈ P ′ such that W ≤ * T . Then W ≤ * T i for all i < δ.
Proposition 6.14. Let κ := lim inf{µ n : n < ω}. Then P does not add any bounded subsets of κ.
Proof. Let λ < κ be a limit ordinal, S ∈ P, and suppose that S ȧ ⊆ λ. We will find a condition below S which decidesȧ.
Fix m such that for all n ≥ m, λ < µ n , and moreover, m is greater than or equal to the length of the stem of S. We will define a ≤ * -descending sequence T i : i ≤ λ of conditions in P ′ . Fix η ∈ S such that lh(η) = m, and fix T 0 ∈ P ′ such that T 0 ≤ * S η . Note that η is the stem of T 0 .
Suppose that β < λ and T i : i ≤ β is defined. Applying Corollary 6.6 and Lemma 6.12, fix a condition T β+1 in P ′ such that T β+1 ≤ * T β and T β+1 decides whether or not β is inȧ.
Assume that δ ≤ λ is a limit ordinal and T i : i < δ is defined. Recall that for all n ≥ m, δ ≤ λ < µ n , and the length of the stem of T 0 is equal to m. By Lemma 6.13, we can fix T δ ∈ P ′ such that for all i < δ, T δ ≤ * T i . This completes the construction of the sequence. Let
Then T λ ≤ S and T λ forces thatȧ is equal to b.
We now turn to showing that the forcing poset P has the weak µ-approximation property, for all regular uncountable cardinals µ < lim inf{µ n : n < ω}. This will follow easily from the next proposition, which describes a stronger property of P. Proposition 6.15. Suppose that µ is a regular uncountable cardinal and µ < lim inf{µ n : n < ω}. Then P forces that whenever a i : i < µ is a sequence of sets such that for all i < µ, a i ∈ V , then there is an unbounded set X ⊆ µ such that the sequence a i : i ∈ X is in V .
Proof. Fix m < ω such that for all n ≥ m, µ < µ n . Suppose that S forces that ȧ i : i < µ is a sequence such that for all i < µ,ȧ i ∈ V . We will define a ≤ * -descending sequence T i : i ≤ µ of conditions in P ′ . Fix η ∈ S which extends the stem of S and has length at least m. Fix T 0 ∈ P ′ such that T 0 ≤ * S η . Then the length of the stem of T 0 is at least m. Let β < µ, and suppose that T i : i ≤ β is defined. Let D β be the dense open set of conditions which are either incompatible with T β , or below T β and decide the value ofȧ β . By Lemmas 6.4 and 6.12, we can fix T β+1 ≤ * T β in P ′ and n β < ω which is greater than or equal to the length of the stem of T β such that for any ν ∈ T β+1 with lh(ν) = n β , (T β+1 ) ν ∈ D β . Assume that δ ≤ µ is a limit ordinal and the sequence T i : i < δ is defined. Then for all n ≥ m, δ ≤ µ < µ n . Also, the length of the stem of T 0 is at least m. By Lemma 6.13, fix T δ ∈ P ′ such that T δ ≤ * T i for all i < δ. This completes the construction of the sequence
For each β < µ, n β < ω. Since µ is regular and uncountable, we can find n < ω such that the set X := {β < µ : n β = n} is unbounded in µ.
Fix ξ ∈ T such that lh(ξ) = n, and let W := T ξ . Then W ≤ S. We claim that W forces that the sequence ȧ i : i ∈ X is in V .
Consider β ∈ X. Since ξ ∈ T , ξ ∈ T β+1 and lh(ξ) = n = n β . By the choice of
ȧ β =b β . It follows that W forces that the sequence ȧ β : β ∈ X is equal to the sequence b β : β ∈ X . Since the latter sequence is in V , we are done.
Corollary 6.16. Suppose that µ is a regular uncountable cardinal such that µ < lim inf{µ n : n < ω}. Then P has the weak µ-approximation property.
Proof. Suppose that S forces thatḟ : µ → On is a function such that for all α < µ,ḟ ↾ α ∈ V . Consider the sequence ḟ ↾ α : α < µ . Then S forces that every member of this sequence is in V . By Proposition 6.15, there exist T ≤ S, an unbounded set X ⊆ µ, and a sequence g α : α ∈ X such that T forces thaṫ f ↾ α = g α for all α ∈ X. In particular, for each α ∈ X, g α a function from α to On, and for all α < β in X, g α = g β ↾ α. It follows that g := {g α : α ∈ X} is a total function on µ and T ḟ =ǧ.
The main theorem
We are now ready to complete the main result of the paper, which is to construct a model in which there are stationarily many N ∈ P ω2 (H(ℵ ω+1 )) such that N is indestructibly weakly guessing, has uniform cofinality ω 1 , and is not internally unbounded.
We will use the following well-known facts. Theorem 7.2 (Laver). Let µ < κ, where µ is regular uncountable and κ is a measurable cardinal. Then Col(µ, < κ) forces that there exists a κ-complete uniform ideal I on κ = µ + and a set P ⊆ I + satisfying:
(1) for all A ∈ I + , there is B ∈ P such that B ⊆ A; (2) whenever B i : i < δ is a ⊆-decreasing sequence of sets in P , where δ < µ, then {B i : i < δ} ∈ I + .
Proof. By [4, Theorem 7.6] , there is a κ-complete uniform ideal I on κ = µ + such that the forcing poset P (κ)/I has a dense, µ-closed subset. A straightforward argument using the κ-completeness of I shows that this implies that the forcing poset (I + , ⊆) has a dense, µ-closed subset.
Theorem 7.3 (Hamkins).
IfQ is an Add(ω)-name for an ω 1 -closed forcing poset, then Add(ω) * Q has the ω 1 -approximation property.
Proof. See [6, Lemma 13] .
We start with a ground model V in which there is a supercompact cardinal κ and an increasing sequence κ n : n < ω of measurable cardinals which are above κ. Let κ −1 := ω 1 .
Let M be the standard forcing poset which collapses κ to become ω 2 and forces Martin's maximum (see [5, Section 1] ). Let G be a generic filter on M. Then in V [G], κ = ω 2 and Martin's maximum holds. Since M has size κ in V , in V [G] we still have that κ n is measurable for all n < ω.
In V [G], let P n ,Q m : n ≤ ω, m < ω be the full support forcing iteration such that for all n < ω,
By standard arguments, P ω is ω 2 -directed closed, and for each n < ω, P ω forces that κ n = ω 2n+3 .
Let
Consider n < ω. Then in V [G], P ω is forcing equivalent to a three-step forcing iteration of the form P n * Col(κ + n−1 , < κ n ) * P n ,
where |P n | < κ n , and P n is forced to be κ + n -closed. Let H n * H(n) * H n be a V [G]-generic filter for the above forcing poset such that
Since P n has size less than κ n , in V [G][H n ], κ n is a measurable cardinal. And H(n) is a V [G][H n ]-generic filter on Col(κ + n−1 , < κ n ) = Col(ω 2n+2 , < κ n ). By Theorem 7.2, in V [G][H n ][H(n)] there exists a κ n -complete uniform ideal I n on κ n = ω 2n+3 and a set P n ⊆ I + n satisfying: (1) for all A ∈ I + n , there is B ∈ P n such that B ⊆ A; (2) whenever B i : i < δ is a ⊆-decreasing sequence of sets in P n , where δ < ω 2n+2 , then {B i : i < δ} ∈ I + n . Finally, since P n is κ (1) Martin's maximum holds; (2) for all n < ω, κ n = ω 2n+3 ; (3) for all n < ω, I n is a κ n -complete uniform ideal on κ n ; (4) for all n < ω, P n ⊆ I + n satisfies (a) for all A ∈ I + n , there is B ∈ P n such that B ⊆ A; (b) whenever B i : i < δ is a ⊆-decreasing sequence of sets in P n , where δ < ω 2n+2 , then {B i : i < δ} ∈ I + n ; (5) lim inf{κ n : n < ω} = lim sup{κ n : n < ω} = ℵ ω . Working in the model W , we let P be the Namba forcing defined in Definition 6.1 using the sequence of cardinals κ n : n < ω = ω 2n+3 : n < ω and the sequence I n : n < ω of ideals just described. By Proposition 6.7, for any regular cardinal λ > ℵ ω , P forces that cf(λ) > ω.
Observe that Assumption 6.10 is satisfied, where we let µ n := ω 2n+2 for all n < ω. And lim inf{µ n : n < ω} = ℵ ω . It follows by Proposition 6.14 that P does not add any bounded subsets of ℵ ω . In particular, P preserves stationary subsets of ω 1 . By Corollary 6.16, P has the weak ω n -approximation property, for all 1 ≤ n < ω.
In W P consider C := Add(ω) * Col(ω 1 , (2 ℵω+1 ) W ).
By Theorem 7.3 and Lemma 3.4, C has the weak ω n -approximation property in W P , for all 1 ≤ n < ω. It easily follows that P * Ċ has the weak ω n -approximation property in W , for all 1 ≤ n < ω. So P * Ċ satisfies all of the assumptions of Proposition 5.4, where λ = ℵ ω+1 and A = {ω n : 1 ≤ n < ω}. Fix a set w and a P * Ċ-nameQ which satisfy the conclusion of Proposition 5.4.
Since C is proper in W P , P * Ċ preserves stationary subsets of ω 1 . AsQ is forced to be ω 1 -c.c., P * Ċ * Q preserves stationary subsets of ω 1 .
We are ready to complete the proof. Working in W , fix a regular cardinal χ > ℵ ω+1 such that w and P * Ċ * Q are in H(χ). Let F : H(ℵ ω+1 )
<ω → H(ℵ ω+1 ) be a function.
Using the fact that Martin's maximum holds in W , apply Theorem 5.1 to find a set N ∈ P ω2 (H(χ)) such that ω 1 ⊆ N , N is closed under F , N ≺ (H(χ), ∈ , P * Ċ * Q, ℵ ω+1 , w), and there exists an N -generic filter J on P * Ċ * Q. Let M := N ∩ H(ℵ ω+1 ). Note that M is closed under F . By Proposition 5.4, M is indestructibly weakly ω n -guessing, for all 1 ≤ n < ω. Hence, M is indestructibly weakly guessing. Also note that since P * Ċ * Q forces that cf(ℵ ω+1 ) > ω, sup(M ∩ ℵ ω+1 ) has cofinality ω 1 by an argument similar to the proof of Lemma 5.2. By Lemma 3.2, it follows that M has uniform cofinality ω 1 . By Lemma 5.2 and Proposition 6.8, there is a countable subset of M ∩ ℵ ω which is not covered by any countable set in M . Since ℵ ω ∈ M , this set is bounded below sup(M ∩ On).
3
There are many possible variations of the above construction. For example, let κ be supercompact and λ > κ be measurable. Let G be a generic filter on the forcing poset M described above, and let H be a V [G]-generic filter on Col(ω 2 , < λ). Then in V [G][H], Martin's maximum holds and there is an ω 3 -complete uniform ideal I on λ = ω 3 and a set P ⊆ I + which satisfy Assumption 6.10 for µ = ω 2 . Let P be the Namba forcing from Definition 6.1, where we let κ n = ω 3 and I n = I for all n < ω. Then P does not add any subsets of ω 1 , preserves ω 2 , changes the cofinality of ω 3 to ω, and preserves the uncountable cofinality of any regular cardinal greater than ω 3 . Moreover, P has the weak ω 1 -approximation property.
Arguing as above, in V [G][H] we have that for any large enough regular cardinal θ, there are stationarily many N ∈ P ω2 (H(θ)) such that ω 1 ⊆ N , N is indestructibly weakly ω 1 -guessing, cf(sup(N ∩ ω 3 )) = ω, and for all regular uncountable cardinals λ ∈ N ∪ {θ} different from ω 3 , cf(sup(N ∩ λ)) = ω 1 .
As another example, assume that κ < λ, where κ is supercompact and λ is measurable. Let G be a generic filter on M. In V [G], λ is measurable, so we can let I the dual ideal of a normal ultrafilter on λ. Let κ n := λ and I n := I for all n < ω. Then in V [G], we have that for any large enough regular cardinal θ, there are stationarily many N ∈ P ω2 (H(θ)) such that ω 1 ⊆ N , N is indestructibly weakly µ-guessing for all regular uncountable cardinals µ ∈ N ∩κ, cf(sup(N ∩λ)) = ω, and for all regular uncountable cardinals ν ∈ N ∪ {θ} different from λ, cf(sup(N ∩ ν)) = ω 1 .
We end the paper with several questions.
(1) Does the existence of stationarily many indestructibly weakly guessing models which are not internally unbounded follow from Martin's maximum alone? (2) Does wGMP imply GMP, or wIGMP imply IGMP? (3) Viale [13] proved that the existence of stationarily many ω 1 -guessing models which are internally unbounded implies SCH. Does SCH follow from the existence of stationarily many weakly guessing models which are internally unbounded? (4) Is it consistent that there exists a forcing poset which has the ω 1 -approximation property, but does not have the countable covering property? (5) Is it consistent that Namba forcing on ω 2 has the weak ω 1 -approximation property?
