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Abstract
Performance analysis of scientiﬁc parallel applications is essential to use High Performance
Computing (HPC) infrastructures eﬃciently. Nevertheless, collecting detailed data of large-
scale parallel programs and long-running applications is infeasible due to the huge amount
of performance information generated. Even though there are no technological constraints in
storing Terabytes of performance data, the constant ﬂushing of such data to disk introduces
a massive overhead into the application that makes the performance measurements worthless.
This paper explores the use of Event ﬂow graphs together with wavelet analysis and EZW-
encoding to provide MPI event traces that are orders of magnitude smaller while preserving
accurate information on timestamped events. Our mechanism compresses the performance data
online while the application runs, thus, reducing the pressure put on the I/O system due to
buﬀer ﬂushing. As a result, we achieve lower application perturbation, reduced performance
data output, and the possibility to monitor longer application runs.
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1 Introduction
High Performance Computing (HPC) infrastructures provide an enormous amount of com-
putational resources, however, this computational power comes with an increase in software
complexity. Applications have to be tuned to highly-complex underlying hardware, combine
several programming models such as MPI, or OpenMP, and utilize accelerator speciﬁc directives
to exploit parallelism. Therefore, performance analysis and optimization is an essential task
during application development.
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Performance analysis tools assist developers in the task of understanding application be-
havior as well as ﬁnding program bottlenecks on complex hardware conﬁgurations. Such tools
follow mainly two approaches when monitoring the performance of an application. Either they
intercept speciﬁc application events at runtime or they sample the state of the application peri-
odically. This performance information can be presented in the form of reports with aggregated
statistics or log ﬁles with events (or samples) ordered in time with timestamps. Even though
performance aggregates have a small memory footprint, they lack the temporal information
about the monitored events, and therefore, they prevent the detection of certain performance
issues such as the late sender problem. In contrast, event traces contain every single event per-
formed by the application with corresponding timestamps, capturing thereby a detailed picture
of the application’s performance behavior. Nevertheless, collecting ﬁne-grained event traces
naively is infeasible for large-scale runs due to the perturbation caused in the application from
the excessive I/O use.
In this paper we address three strongly interrelated challenges commonly occurring when
monitoring large-scale long-running parallel applications: large data volumes produced, large
bias introduced into the application due to tool perturbation when ﬂushing data buﬀers to disk,
and considerably application slow down.
In order to lessen these three problems, we evaluate the use of event ﬂow graphs together
with discrete wavelet transformations and Embedded Zerotree Wavelet (EZW) encoding to
compress performance data online while it is generated. Thereby, reducing considerably the
pressure on the I/O system, minimizing application interruption due to buﬀer ﬂushing, reducing
the bias introduced in the measurements, and allowing the monitoring of longer runs.
The remainder of this paper is organized as follows: Section 2 provides background on our
previous work on event ﬂow graphs. Section 3 describes our trace compression mechanism and
gives a brief introduction to wavelet theory and EZW encoding. Section 4 presents several
experiments performed to test our approach. Section 5 surveys related work. Finally, Section
6 discusses conclusions and future work.
2 Event Flow Graphs
An event ﬂow graph of an MPI process is a weighted directed graph in which nodes are the MPI
calls executed by the process, and edges are the transitions between such calls. In other words,
graph edges represent the code executed between two MPI calls within the process. Event ﬂow
graphs capture the execution ﬂow of applications, maintaining the inherent order of execution
among events. Thus, graphs can be used to reconstruct the full sequence of events performed
by the program without storing any explicit timing information.
Event ﬂow graphs have many uses in the context of performance monitoring and analysis.
In [2] the authors investigated the use of graphs for trace compression (without timestamps),
achieving compression ratios up to 120x when storing event traces in the form of event ﬂow
graphs. In [3], event ﬂow graphs were used to detect the loop structure of MPI iterative
applications. Finally, the authors explored in [4] several techniques to include event ﬂow graphs
in the process of performance analysis. For instance, using graph cycle detection and coloring
together with performance metrics to show the most time-consuming parts of an application to
the user.
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3 Wavelet Transform and EZW-coding for Trace Com-
pression
A limitation of our previous work in trace compression [2] was the fact that graphs could
not encode continuous numerical data such as timestamps, and therefore, we were not able to
reconstruct timestamped traces from our event ﬂow graphs.
In this paper, we have extended our event ﬂow graph framework in IPM, a lightweight MPI
proﬁler, to include compression of numerical data using wavelets and the Embedded Zerotree
Wavelet (EZW) encoding. This new framework is able to collect detailed MPI performance
data, i.e., MPI events and their corresponding timestamps, and compress them online while
the application runs. Thereby, we reduce considerably the number of ﬂushes to disk required,
obtaining as a result less application perturbation due to I/O operations. In addition, we
generate traces orders of magnitude smaller, and we are able to monitor longer runs.
Our performance data compression algorithm divides the data in two groups. On one hand,
the events, which are encoded with event ﬂow graphs as described in [2]. On the other hand,
the numerical information, i.e., the event timestamps (encoded as a sequence of ﬂoats) that
are compressed with wavelets and EZW, followed by run-length encoding, and Huﬀman encod-
ing [13]. Due to space constrains, we have to reduce to a minimum the overview on wavelets
and EZW-encoding. Giving only the essential information to understand our mechanism the
reader is referred to a comprehensive bibliography on these topics [18, 9].
In brief, the wavelet transform decomposes a signal and concentrates its information on a
small set of coeﬃcients with large magnitudes. These large-magnitude coeﬃcients contain more
energy than small ones, and thus, they are more important to the reconstruction quality of the
signal. The EZW algorithm uses this wavelet multi resolution representation to predict the lack
of information across scales and encode the data in a hierarchical manner. One of the main
advantages of the algorithm is that the accuracy of the compressed data can be deﬁned with
the number of passes that the EZW algorithm performs over the data. This number of passes
is customizable by the user within our framework.
Our implementation is based in a modiﬁed version of the Shapiro EZW algorithm [20] that
works with 1D signals together with biorthogonal CDF 9/7 wavelets, using the fast wavelet
transform with lifting. The whole encoding task is performed locally per process every time the
memory buﬀer for timestamps is full, and does not require any communication at all.
This compression process can afterwards be inverted to obtain an approximation of the
original signal before compression. First, applying Huﬀman decoding, then run length decoding,
EZW decoding, and ﬁnally applying the inverse wavelet transform to the uncompressed data.
4 Experiments
To evaluate the presented mechanism we used two in-production MPI applications, Gromacs [12]
and MILC [8]. We run the codes in a Cray XC40 system based in Intel Haswell processors and
Cray Aries interconnect. Each node had 32 cores in 2 sockets, with a total memory of 64 GB.
Gromacs is a molecular dynamics package that simulates the Newtonian equations of motion
for systems with hundreds to millions of particles. While designed primarily for biochemical
molecules such as proteins, lipids, and nucleic acids, its fast calculation of non-bonded in-
teractions makes Gromacs suitable for non-biological systems as well. MILC is a set of codes
developed by the MIMD Lattice Computation (MILC) collaboration to study quantum chromo-
dynamics (QCD). It performs simulations of four SU(3) lattice gauge theory on MIMD parallel
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machines. In the experiments, we used IPM to monitor the application and generate all the
performance data, either regular event traces or our new compressed trace approach with ﬂow
graphs and wavelets.
4.1 Overhead
We performed scaling runs of Gromacs and MILC up to 2048 cores, and measured the amount
of overhead introduced by our mechanism. This overhead includes intercepting MPI calls,
building event ﬂow graphs, generating signals from the timestamps collected, compressing such
signals, and ﬁnally, writing all the data to disk, i.e., graphs and compressed signals. The wavelet
transform used had 5 levels of recursion, and the EZW algorithm stopped after 8 and 16 passes.
Figure 1 shows the percentage of overhead introduced over total application time. As it
can be seen, the overhead in Gromacs is small, never surpassing 3.8%. In contrast, MILC has
an extremely high frequency of MPI calls that trigger our compression mechanism very often,
making it unfeasible due to the amount of overhead introduced (from 7% to 20%). Therefore,
we have added the possibility in each MPI process to have an additional worker thread that
compresses the data in parallel to the monitoring of the application. The overhead introduced
in MILC with this new approach is depicted in Figure 1. As it can be seen, overlapping the
data compression with the normal execution of the application reduces the overhead to less than
4.8% (with almost no error in the compressed data as we will see in the following sections).
4.2 Data Compression
This section presents a comparison between the volume of data generated with the original
tracing of IPM against our compression mechanism. As we are evaluating the EZW algorithm
implemented, and due to space restrictions, we only show the compression ratios achieved
over the signals that we compress, that is, the timestamps collected from the application.
Compression of events with event ﬂow graphs is further explored in [2].
In this experiment we used the 1024 cores test-case for Gromacs, and a test case with
128 cores for MILC. In the case of MILC, 128 cores were enough to evaluate the compression
algorithm since the volume of data generated was quite big already (50 GB). Initially, the traces
created by IPM were ASCII ﬁles whereas our compressed traces are binary. Therefore, in order
to have a much fairer comparison, we extended IPM to generate binary traces too.
As previously mentioned in Section 3, the EZW algorithm allows to trade compression for
precision by adjusting the number of passes that the algorithm performs. Less algorithm passes
leads to higher compression ratios but higher error. We deﬁne compression ratio as the size
of the original ﬁle divided by the size of the compressed version. Figure 2 shows the ratios
achieved by our algorithm when varying the number of EZW passes from 1 to 64. The ﬁrst
passes of the algorithm generate very compact data, having for Gromacs a compression ratio of
86:1, and a ratio of 23:1 for MILC. As we increase the number of EZW passes, the compressed
ﬁle grows in size, having with 8 EZW passes a ratio of 9:1 for Gromacs and a ratio of 18:1 for
MILC. In terms of ﬁle size, for Gromacs we only need 250MB to store 2.3GB of uncompressed
data. In the case of MILC, the compressed data is 1.1 GB against 20 GB of uncompressed
timings. The compression ratio decreases until 28 EZW passes where it becomes stable. Being
2.3:1 for Gromacs and 2:1 for MILC. This entails that with the maximum precision possible in
our data, i.e., having almost an exact copy of the original data, we still can reduce the size of
it by half.
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Figure 1: Percentage of overhead.
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Figure 2: Compression vs EZW passes.
4.3 Quantitative Evaluation of the Trace Reconstruction
The encoding process performed by our algorithm can be reversed to obtain an approximation of
the original trace. These reconstructed traces contain certain amount of error introduced mainly
from three diﬀerent sources. First, the rounding error in the CDF 9/7 transform. Second, the
quantization error in the encoding process, and third, the number of passes performed by the
EZW algorithm. The number of EZW passes can be adjusted by the user, however, the other
two sources of error are unavoidable. Nevertheless, their contribution to the total error is small,
being the number of EZW passes the main factor of reconstruction quality.
In order to asses the amount of error between an original trace and its reconstructed version,
we use the percentage root-mean-square diﬀerence (PRD) over their timestamps. This error
estimate is one of the most frequently used in other scientiﬁc research ﬁelds such as ECG signal
compression. However, as mentioned in [5], the PRD estimate is heavily inﬂuenced by the mean
value of the signal, it is thus more appropriate to use a modiﬁed version of it, which is
PRD1 =
√√√√
∑N
n=1(x(n)− xˆ(n))2∑N
n=1(x(n)− x¯(n))2
× 100 (1)
where x(n) is the real value, xˆ(n) the reconstructed value, and x¯(n) the mean of the original
signal.
Figure 3 shows the average, maximum and minimum PRD1 values for Gromacs (1024 cores)
and for MILC (128 cores), respectively. As the compression is performed locally per MPI task,
we can calculate the PRD1 per MPI process and show average, minimum and maximum values
for the whole application, as displayed in the plot. The average is the central horizontal line
in each point, and the maximum and minimum values are the whiskers displayed around such
line. The ﬁgure shows that for the ﬁrst passes of the EZW algorithm, the error is quite high,
being 76% for Gromacs and 90% for MILC. As we increase the number of EZW passes, the
error decreases quickly. For Gromacs the error goes from 76% to around 1% in the ﬁrst 8 EZW
passes. Then it continues approaching zero until its average stabilizes at 1 × 10−5% after 28
passes. With MILC the error also decreases quickly in the ﬁrst 8 passes, passing from 90% to
0.6%. Its average remains stable at 3.6×10−7% after 28 passes. Correlating this error with the
compression ratios previously seen, we achieve a 9:1 compression ratio for Gromacs with only
1.4% of error. With MILC the compression ratio is even higher and the error smaller. It has a
compression ratio of 18:1 with only a 0.6% of error.
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Figure 3: Percentage Root-Mean-Square Diﬀerence (PRD1) vs EZW passes.
Idle Running
Avg. Max. Min. Std. Dev Avg. Max. Min. Std. Dev
Original 25.78 85.36 1.70 34.12 74.02 98.30 14.64 34.12
Reconstructed 25.99 85.38 1.71 34.13 74.01 98.29 14.62 34.13
Table 1: Statistics on the idle and running states in Gromacs. Values are in percentage.
4.4 Qualitative Evaluation of the Trace Reconstruction
In this section, we evaluate if one original and one reconstructed trace capture the same appli-
cation behavior for performance analysis. With this aim, we wrote a trace converter to be able
to analyze our IPM traces in Paraver, a powerful trace visualizer.
We utilized Paraver to analyze two traces of Gromacs running in 128 cores. One of the
traces was an original uncompressed trace generated by IPM, and the other, a reconstruction
from a compressed version of such original trace. In other words, we took the original trace,
compressed it post-mortem with our algorithm and then decompressed it again. We followed this
process to avoid deviations caused by generating traces from two diﬀerent runs. For instance,
run variability, and even more important, the fact that the application behaves diﬀerently if we
perform normal tracing or our compression mechanism. The main reason is that the monitoring
noise is diﬀerent due to the diﬀerent behavior in buﬀer ﬂushing.
Figure 4 shows three timelines depicting half a second of execution of Gromacs (Y-axis
processes and X-axis time). Figure 4a is the original trace, ﬁgure 4b is a reconstructed trace
using 16 EZW passes, and ﬁgure 4c is another trace reconstructed using 12 EZW passes. As
it can be seen in the picture with ﬁgure 4c, the traces degrade as we introduce more error in
the compression, that is, as we use a smaller number of EZW passes. Nevertheless, it can be
seen that it is almost impossible to see any visual diﬀerence between the original trace and the
trace reconstructed using 16 EZW passes. Even at this level of zoom, where events happen
with nanoseconds of diﬀerence. We continue our analysis from now on only with the original
trace and the trace with 16 EZW passes.
Table 1 shows various metrics about the state of the MPI processes for both traces. It shows
the average, maximum, minimum, and standard deviation percentage of total computing and
idle time across MPI tasks. The table shows that both traces have in general the same behavior,
being the percentages almost the same for both trace versions.
Now we are interested in comparing if the time between events is similar in both traces,
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(a) Original trace.
(b) 16 EZW-passes reconstructed trace. (c) 12 EZW-passes reconstructed trace.
Figure 4: Timeline zooms for one original trace and two reconstructions.
(a) Real trace. (b) Trace reconstructed with 16 EZW passes.
Figure 5: 2D histogram on the distribution of computational bursts in Gromacs.
that is, the computation between MPI calls and the MPI call duration. Figure 5 shows a 2D
histogram with the distribution of computational times across MPI ranks. By computational
time we refer to a burst of computation between two MPI calls. Every row in the Y-axis is an
MPI task and every column in the X-axis is a range of burst duration. Cells in the left of the
plot correspond to shorter computational bursts whereas cells in the right are longer bursts.
The histogram cells are colored (from green to blue) regarding the amount of total time spent
in that speciﬁc range. In brief, the plot depicts for each process the distribution of computation
times. As we can see in the picture, both traces share the same distribution of times. In other
words, the distances between their MPI events are similar.
Finally, we perform the same analysis with the MPI calls. We check that the distribution
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(a) Real trace. (b) Trace reconstructed with 16 EZW passes.
Figure 6: 2D histogram on the distribution of MPI call duration in Gromacs.
of times in MPI is the same for both traces. As it can be seen in ﬁgure 6, MPI call duration
and their distribution is also very similar in both traces.
In summary, we have seen that the reconstructed trace behaves as the original trace, that is,
it would allow us to extract the same analysis conclusions than with the real trace. In addition,
the volume of compressed data that we need to store to reconstruct such a trace is almost 7
times smaller than the original trace.
5 Related Work
The huge performance data volumes generated by massive parallel applications is one of the
main challenges that tools developers face nowadays. Therefore, several tool frameworks include
data reduction techniques.
Score-P [16] and CrayPat [10], can ﬁlter out highly frequent small functions. Other tracing
tools such Extrae, as well as Score-P, can turn on and oﬀ the tracing by inserting certain hooks
in the code. Extrae also allows to use burst clustering in order to detect application structure
online and trace only a few iterations, limiting thereby the size of the trace [17]. Our approach
does not ﬁlter out any data but compress everything that the monitoring system produces.
In addition, it does not require any previous knowledge about the application as some of the
previous methodologies.
Other approaches are aimed at trace compression of parallel applications. ScalaTrace [19]
provides on-the-ﬂy lossless trace compression of MPI event traces. Knu¨pfer et al. [15] uses Com-
plete Call Graphs (CCGs) to compress post-mortem recurring patterns in traces. In contrast,
our approach provides online lossy compression of numerical data (timestamps) at a ﬁne-grain
level
Previous research in performance monitoring has used wavelets together with performance
data. Casas et al. [6] used post-mortem wavelet analysis with trace data to detect application
structure and select a few iteration from the trace. This approach, however, requires the full
uncompressed trace and is performed post-mortem, whereas our method generates directly
a compressed trace and is performed online. The work of Gamblin et al. [11] is the closest
work to ours. The authors use the discrete wavelet transform with EZW-encoding to compress
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performance data collected from deﬁned regions within an application. The main diﬀerence
with our approach is how the compression is performed. Their mechanism compresses the
collected data at the end of the run, whereas ours is executed several times during application
execution, and therefore, is best suited for long application runs. In addition, our algorithm
is performed locally on each process without any communication involved. In any case, both
works demonstrate that the use of wavelets can be very beneﬁcial in the ﬁeld of performance
monitoring.
Wavelets have been widely used in other research areas such as the medical ﬁeld, digi-
tal imaging, or engineering. In the medical ﬁeld, wavelets are extensively used to compress
biomedical signals, e.g., electrocardiogram (ECG) signals [14, 22, 1]. In image processing and
analysis, wavelets are used for denoising pictures [7], and image compression, among other
things. Wavelets and the EZW-encoding are part of the JPEG-2000 standard [21].
6 Conclusions and Future Work
Understanding the performance behavior of parallel applications is essential in order to use
high-performance computer infrastructures eﬃciently. However, the amount of performance
data that can be generated from those massively parallel machines makes such performance
analysis infeasible.
In this paper, we presented a new approach that combines event ﬂow graphs together with
wavelet transforms and EZW-coding to compress performance traces online while the applica-
tion runs. Our methodology has various advantages. First, by compressing data in memory
while the application runs, we diminish the number of data ﬂushes to disk. Thereby, we reduce
the perturbation introduced into the application due to costly I/O operations. And second, we
generate timestamped traces orders of magnitude smaller, allowing us to monitor applications
at a ﬁne-grain level for a longer period of time.
We demonstrated our approach with two in-production applications: Gromacs and MILC.
We showed that our framework is capable of eﬃciently compressing the data of these two large
applications while they run. In addition, we proved using a performance visualizing tool that
our reconstructed traces capture the same behavior than an uncompressed original trace.
We want to couple this new tracing approach with our previous research on automatic de-
tection of application structure with event ﬂow graphs. Thereby, we could monitor applications
without any constrains on the job duration. Iterative applications usually exhibit repetitive
performance behavior, and thus, they produce a lot of redundant performance data. By using
our structure detection mechanism we could ﬁlter out those redundant phases and only apply
the wavelet compression when the application suﬀers a change in its performance. Furthermore,
we want to take advantage of the structure detection to automatically adjust the number of
EZW passes used across program iterations to ﬁt error thresholds deﬁned by the user.
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