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Zusammenfassung
Suchmaschinen bieten Zugang zu großen Datenmengen und vie-
le Möglichkeiten, die Nutzeranfragen zu interpretieren und mit 
Korrekturen oder Empfehlungen zu unterstützen. Neben diesen 
technologischen Vorteilen, hat sich am Suchparadigma selbst in 
den letzten Jahren nicht viel geändert. Die meisten Suchinter-
faces bestehen auch heute noch aus den typischen Eingabe-
masken und linearen Ergebnislisten. Jedoch ist es besonders für 
Nutzer mit wenig Erfahrung in der aktuellen Suchdomäne oder 
mit einem sehr unscharfen Informationsbedürfnis schwierig, ihre 
vagen Vorstellungen in eine speziﬁsche Suchanfrage zu transfor-
mieren. Die herkömmlichen eindimensionalen Ergebnislisten bie-
ten oft nur eine einfache Sortierfunktion. Verschiedene Techniken 
der Informationsvisualisierung bieten jedoch weitaus mehr Mög-
lichkeiten, um multidimensionale Datensätze zu visualisieren und 
vergleichbar zu machen.
Ziel der Arbeit ist es, den Suchprozess am Beispiel der Produktsu-
che aus der Nutzerperspektive zu analysieren und Anforderungen 
zu formulieren, welche verschiedene Strategien und Phasen der 
Suche unterstützen. Die Anwendungsfälle stützen sich dabei vor 
allem auf komplexere Suchaufgaben mit einem vagen Informati-
onsbedürfnis wie der Planung eines Urlaubs oder dem Finden ei-
ner passenden Finanzierungsmöglichkeit. Weiterhin werden ver-
schiedene Techniken der Informationsvisualisierung untersucht, 
um sowohl die visuelle Exploration und Analyse der multidimen-
sionalen Datenmengen als auch eine schnelle Interpretation und 
den Vergleich der gefundenen Suchergebnisse zu ermöglichen.
Die Betrachtung verschiedener verwandter Arbeiten aus dem 
kommerziellen und akademischen Bereich führen zu fünf ver-
schiedenen Suchmusterkategorien, die in explorativen Suchsze-
narien miteinander kombiniert werden können, um den Suchraum 
einzugrenzen oder aufzufächern. Unter Berücksichtigung der 
Suchmusterkategorien der schlagwortbasierten Suche, der Ähn-
lichkeitssuche, der Facettennavigation, der empfehlungsbasier-
ten Suche und des Browsing in strukturierten Inhalten werden 
verschiedene Lösungsansätze entwickelt, welche die Exploration 
unterschiedlicher Produktdatenmengen ermöglichen. Basierend 
auf diesen Fallbeispielen wird ein Baukasten für visuelle Suchin-
terfaces vorgeschlagen, der vorwärtsgerichtet oder rückwärts-
gerichtet im Sinne des Reverse-Engineering angewandt werden 
kann. Die Bausteine geben einen Gestaltungsraum vor, der den 
Designer vor allem in der Konzeptionsphase unterstützt. Durch 
die Kombination verschiedener Bausteine wird der Entwurf neu-
er Interfacekonzepte und deren Variation ermöglicht. Weiterhin 
können erprobte Lösungen in Entwurfsmuster überführt werden, 
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welche die Wiederverwendung in ähnlichen Problemkontexten 
erlauben. Durch das Reverse-Engineering können bekannte In-
terfaces in einzelne Bestandteile zerlegt und innere Strukturen 
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1 Einleitung
In den letzten Jahren ist die Menge an Informationen im Inter-
net, zu denen jedermann Zugang hat, exponentiell gewachsen. 
Es existieren zahlreiche Webangebote, wie E-Commerce-Anwen-
dungen oder Informationsplattformen, die den Nutzer mit der 
Suche in riesigen Datenmengen konfrontieren. Suchinterfaces 
bieten zwar Zugang zu diesen Datensammlungen und viele Mög-
lichkeiten, die Suchanfragen zu interpretieren und mit Korrektu-
ren und Empfehlungen zu unterstützen. Jedoch hat sich neben 
diesen technologischen Vorteilen am Suchparadigma selbst in 
den letzten Jahren nicht viel geändert. Dieses wird vorrangig von 
Eingabefeldern und eindimensionalen Ergebnislisten dominiert, 
welche den unterschiedlichen Suchbedürfnissen und Zielen des 
Nutzers nicht genügen (vgl. [HEARST 2009, S. 1], [WILSON ET AL. 
2010, S. 12], [DÖRK ET AL. 2012]). Eine gesamtheitliche Betrachtung 
der wissenschaftlichen Disziplinen der Informationssuche, der In-
formationsvisualisierung und der Mensch-Computer-Interaktion 
eröffnet das Potenzial, dem Nutzer in den verschiedenen Stadien 
der Suche eine bessere Unterstützung zu bieten.
Die vorliegende Arbeit setzt sich mit der Exploration multidimensi-
onaler Informationsräume auseinander. Als Anwendungsfall wird 
die Produktsuche fokussiert. Ziel ist es dabei, den Suchprozess 
aus der Nutzerperspektive zu analysieren und Anforderungen zu 
formulieren, die verschiedene Strategien und Phasen der Suche 
unterstützen. In dem nahezu unendlichen Suchraum, der durch 
komplexe Produktkataloge suggeriert werden kann, muss dem 
Nutzer ein Gefühl von Endlichkeit vermittelt werden, sowie die 
Gewissheit, das richtige Produkt gefunden zu haben, damit die 
Suche erfolgreich beendet werden kann.
In den folgenden Abschnitten werden die Problemfelder der Pro-
duktsuche näher erörtert und daraus konkrete Ziele für die vorlie-
gende Arbeit abgeleitet. Im Anschluss wird näher auf den Aufbau 
und die Terminologie der Arbeit eingegangen.
1.1 Motivation
Komplexe Aufgaben wie die Suche nach einem passenden Auto, 
die Planung des nächsten Urlaubs oder das Finden der perfek-
ten Investmentmöglichkeit, stellen hohe Anforderungen an den 
Suchenden, der sein Informationsbedürfnis zu Beginn oft nicht 
klar artikulieren kann. Jedoch verlangen die meisten konventio-
nellen Suchinterfaces im Web, dass der Nutzer sein vages Infor-
mationsbedürfnis in eine konkrete Suchanfrage überführt [DÖRK ET 
AL. 2012]. Diese Systeme basieren auf einem systemgetriebenen 
Ansatz, der dem Bibliotheksparadigma entstammt. Dieser Ansatz 
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fokussiert die Sammlung und Klassiﬁkation von Texten und unter-
stützt Suchstrategien für das (Wieder-)Finden von Informationen, 
was die Nutzung dieser Suchanwendungen aus der Perspektive 
des Systems beschreibt [BECKERS & FUHR 2012], [KUHLTHAU 1991]. 
Jedoch ist die Informationssuche eine komplexe, menschliche 
Erfahrung, die neben dem konkreten Problem oder Informations-
bedürfnis ein breites Spektrum an Emotionen und Motiven ein-
schließt. Demzufolge basieren Suchkriterien oft auf emotionalen 
Entscheidungen [DÖRK ET AL. 2011], [BAETHIES ET AL. 2004]. Es exis-
tiert eine offensichtliche Lücke zwischen den systemorientierten 
Methoden der Informationsbereitstellung und dem nutzerorien-
tierten Abruf dieser Informationen: das System setzt Bestimmt-
heit und Ordnung voraus, während die Probleme des Nutzers von 
Unsicherheit und Unordnung charakterisiert sind [KUHLTHAU 1999].
Demzufolge müssen der Suchprozess aus der Perspektive des 
Nutzers betrachtet und  Wege gefunden werden, die Nutzerinter-
aktionen so zu gestalten, dass sie zu den Bedürfnissen des Nut-
zers passen, leicht zu erlernen, sowie efﬁzient und ansprechend 
zu nutzen sind [QUESENBERY 2001]. Um eine effektive Nutzererfah-
rung zu gewährleisten, müssen Suchsysteme mehr anbieten als 
die einfache Darstellung von passenden Ergebnissen zu einer 
textuell eingegebenen Suchanfrage. Vielmehr muss der Fokus in 
mehr explorative Formen der Suche rücken. Die sogenannte ex-
plorative Suche beinhaltet weitaus vielfältigere Suchstrategien 
und kann den Nutzer sowohl bei unbekannten Domänen und Ter-
minologien als auch bei unbekannten Aufgaben oder Zielen unter-
stützen [WILSON ET AL. 2010, S. 12]. Die explorative Suche kann mit 
interaktiven Visualisierungen kombiniert werden, um einen Über-
blick über die Daten zu geben und dem Nutzer – beispielsweise 
durch interaktive Filter – zu erlauben, interaktiv durch verschie-
dene Teile der Datenmenge zu browsen [DÖRK ET AL. 2012]. Diese 
sogenannte visuelle Exploration ist besonders sinnvoll, wenn 
wenig über die Daten bekannt ist und die Suchziele sehr vage 
sind [KEIM 2002]. Demzufolge kann die visuelle Exploration auch 
als ungerichtete Suche nach relevanten Informationen verstanden 
werden, die den Nutzer im Suchprozess durch einen hohen Grad 
an Interaktivität unterstützt [TOMINSKI 2006, S. 7].
Darüber hinaus haben interaktive Visualisierungen das Potenzial, 
die Analyse und den Vergleich von multidimensionalen Daten-
mengen zu ermöglichen. Die häuﬁg angebotenen Ergebnislis-
ten vermitteln keinen Überblick über den Informationsraum und 
geben nur eine eindimensionale Sortierung der Ergebnisse vor. 
Bei der Suche nach einem passenden Smartphone sind zum Bei-
spiel mehrere Attribute wichtig, die einen Einﬂuss auf die Kauf-
entscheidung haben können, wie beispielsweise der Preis, die 
Kameraeigenschaften und der Speicherplatz. Informationsvisua-
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lisierungen können hier die Entscheidungsﬁndung unterstützen 
[MAZZA 2009, S. 45] und Techniken zur Verfügung stellen, die den 
Vergleich mehrerer Datenattribute ermöglichen. Visualisierungen 
können nicht nur einen Überblick über den Informationsraum bie-
ten, sondern auch interessante Muster und Relationen darstellen 
[DÖRK 2012, S. 150], die den Nutzer bei der Erfassung von Zu-
sammenhängen unterstützen. Darüber hinaus können interaktive 
und animierte Visualisierungen wie das Google-Projekt »Freefall1« 
einen spielerischen Zugang zu den Daten ermöglichen und damit 
die Nutzungsfreude (Joy of Use) erhöhen.
Eine nutzerzentrierte Betrachtung des Suchprozesses ist nicht 
nur von der Aufgabe und dem Ziel des Nutzers geprägt. Vielmehr 
müssen auch verschiedene Strategien betrachtet werden, mit de-
nen der Nutzer sein Ziel erreichen kann (vgl. [QUESENBERY 2001]). 
Dies wird im Folgenden anhand zweier Personas in ähnlichen Sze-
narien verdeutlicht:
t Petra möchte ein Geschenk für ihre Freundin kaufen. Sie geht 
in ein Kaufhaus und wandert durch die Gänge – in der Hoff-
nung, etwas Passendes zu ﬁnden. In der Buchabteilung fällt 
ihr in einem Regal ein Buch über Italien auf, das sie darin erin-
nert, dass ihre Freundin begeistert von ihrem Toskana-Urlaub 
berichtete. Sie schaut sich die verfügbaren Italienbücher ge-
nauer an, aber kann kein passendes Exemplar ﬁnden. Also 
geht sie weiter in die Feinkostabteilung des Kaufhauses, um 
nach italienischen Spezialitäten zu suchen. Dort fällt ihr ein 
Stand mit einer Weinverkostung auf. Sie fragt nach verschie-
denen italienischen Weinen und entschließt sich nach einer 
Probe, einen Chianti für ihre Freundin zu kaufen. 
t Lisa geht ebenfalls in das Kaufhaus, um nach einem Geschenk 
für ihren Bruder zu suchen. Sie weiß, dass er gern Chianti 
trinkt und sucht nach einer Flasche für maximal 30€. Sie ﬁndet 
in einem Weinregal einen Chianti im Angebot für 25€ und ent-
scheidet sich, diesen zu kaufen. 
 
In beiden Szenarien besteht das Ziel darin, ein Geschenk zu ﬁn-
den, jedoch unterscheiden sich die Suchstrategien deutlich von-
einander. Im ersten Szenario ist die Vorstellung des Geschenkes 
noch sehr vage und das Angebot wird explorativ durchstöbert. Im 
zweiten Szenario ist die Vorstellung konkreter und es wird eine 
zielgerichtetere Strategie gewählt. Ähnlich zum physikalischen 
Aufbau des Kaufhauses muss auch ein Suchinterface ﬂexible Pfa-
de anbieten, die verschiedene Nutzer dabei unterstützen, ihr Ziel 
zu erreichen [QUESENBERY 2001]. Dies erfordert eine Analyse ver-
schiedener Suchstrategien, die in der vorliegenden Arbeit durch 
1 https://experiments.withgoogle.com/free-fall, Abrufdatum 26.08.2018
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unterschiedliche interaktive Visualisierungsansätze unterstützt 
werden sollen.
Der Designer eines Suchinterfaces muss sich diesen verschie-
denen Herausforderungen stellen. Während schon eine Fülle an 
verschiedensten Visualisierungstechniken existiert, von denen 
sich der Designer inspirieren lassen kann, wird die Erstellung von 
neuen Visualisierungsformen nur wenig unterstützt. Vergangene 
Forschungsarbeiten konzentrierten sich eher auf die Entwicklung 
von Werkzeugen zur (halb-)automatisierten Erstellung von Visua-
lisierungen (vgl. [MACKINLAY 1986], [STOLTE ET AL. 2002], [MACKINLAY 
ET AL. 2007], [SATYANARAYAN & HEER 2014], [MAURI ET AL. 2017]) oder 
von Taxonomien, welche verschiedenste Visualisierungstechniken 
klassiﬁzieren (vgl. [SHNEIDERMAN 1996], [LENGLER & EPPLER 2007], 
[VIEGAS 2007], [LIMA 2010], [MEIRELLES 2013], [KIRK 2016]). Obwohl 
diese Werkzeuge hilfreich dabei sind, passende Visualisierungen 
für eine gegebene Datenmenge zu ﬁnden, unterstützen sie den 
Designprozess selbst nur unzureichend und hindern den Desig-
ner eher daran, neuartige und kreative Lösungen zu entwickeln. 
Weiterhin ﬁndet in diesen Taxonomien und Systemen der Kontext 
des Nutzers – wie seine aktuelle Suchaufgabe, sein Vorwissen 
oder sein Informationsbedürfnis – kaum Berücksichtigung. 
Vor dem Hintergrund der dargelegten Herausforderungen stellten 
sich eine Vielzahl von Forschungsfragen: Welche Suchstrategien 
können im Kontext der Produktsuche unterschieden werden? Wie 
können verschiedene Suchbedürfnisse – insbesondere auch vage 
Suchvorstellungen des Nutzers – abgebildet werden? Welche 
Aufgaben muss ein Suchinterface im Rahmen einer komplexen 
Produktsuche unterstützen und inwiefern können Visualisierun-
gen die Efﬁzienz und Benutzerfreundlichkeit dieser Systeme ver-
bessern? Und wie kann – aufbauend auf diesen Fragestellungen 
– der Entwurfsprozess zur Erstellung von Suchinterfaces mit Me-
thoden angereichert werden, welche die Kreativität fördern, aber 
auch Unterstützung bei der Suche nach passenden Lösungen für 
den gegebenen Kontext bieten?
Um im Rahmen der vorliegenden Arbeit diese Fragestellungen 
klären zu können, werden im Folgenden die Teilziele deﬁniert und 
die Struktur der Arbeit vorgestellt. 
1.2 Problemdarstellung und Zielstellung
Basierend auf den identiﬁzierten Fragenstellungen werden hier 
die adressierten Probleme dargelegt und konkrete Ziele der vor-
liegenden Dissertation abgeleitet.
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Das übergeordnete Ziel stellt die Suche nach einem für den Nut-
zer passenden Produkt dar. Die Vorstellung über das Suchergeb-
nis muss dabei nicht konkret vorliegen, sondern kann am Anfang 
des Suchprozesses noch vage sein wie das vorgestellte Beispiel, 
welches die Suche nach einem passenden Geschenk beschreibt 
(siehe Abschnitt 1.1).
Als Produkt wird im Kontext dieser Arbeit ein multidimensiona-
les Datenobjekt verstanden, das verschiedene Eigenschaften wie 
Preis, Bewertung, Kategorie und Ausstattungsmerkmale besitzen 
kann. 
Zunächst werden die identiﬁzierten Deﬁzite und Probleme be-
nannt: 
t Eingabemasken für unterschiedliche Suchbedürfnisse: 
Das Suchbedürfnis des Nutzers kann unterschiedlich stark 
ausgeprägt sein. Das vorherrschende Suchparadigma verlangt 
jedoch die Formulierung oder Auswahl konkreter Filterkriteri-
en und erschwert somit den Einstieg in die Suche.
t Verschiedene Nutzungskontexte mit unterschiedlichen 
Suchstrategien: Ein Großteil der online verfügbaren Shop-
ping-Portale erlaubt die iterative Eingrenzung der Ergeb-
nismenge und verfolgt damit einen Top-Down-Ansatz. Die 
Suchstrategien können jedoch abhängig von dem Kontext, 
dem Suchfortschritt und den Vorerfahrungen des Nutzers vari-
ieren und alternative Ansätze erfordern. Wie in dem Beispiel in 
Abschnitt 1.1 gezeigt wurde, können verschiedene Wege zum 
gleichen Ziel bzw. Produkt führen.
t Eindimensionale Ergebnisrepräsentationen für multidi-
mensionale Datensätze: Die Ergebnisdarstellung hat sich in 
den letzten Jahren innerhalb von Suchinterfaces kaum geän-
dert und eindimensionale Listen oder Kachelansichten sind 
vorherrschend. Diese linearen Präsentationsformen hindern 
den Nutzer daran, einen Überblick über den Informationsraum 
zu bekommen und erschweren es, die Ergebnisse in diesem 
Kontext einzuordnen zu können. Weiterhin können die multi-
dimensionalen Eigenschaften der Produkte in dieser Darstel-
lungsform nicht vergleichbar gemacht werden.
t  Erstellung von visuellen Suchinterfaces für die Produktsu-
che: Wie bereits in Abschnitt 1.1 dargelegt, können Visualisie-
rungen einen explorativen Zugang zu den Produktkatalogen er-
möglichen sowie die Vergleichbarkeit der Produkte verbessern. 
In den vergangenen Jahren wurden zahlreiche Visualisierungs-
techniken entwickelt und es fehlt an Konzepten, um diese ver-
teilt vorliegenden Lösungen in anderen Anwendungskontexten 
nutzbar und integrierbar zu machen. Viele Forschungsarbeiten 
konzentrierten sich auf die Erstellung von Werkzeugen zur Ge-
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nerierung von statischen oder interaktiven Datenvisualisierun-
gen. Obwohl diese Werkzeuge leicht zu benutzen sind, bieten 
sie nur einen begrenzten Umfang an Visualisierungslösungen 
und der Designer selbst wird in seinem Gestaltungsprozess 
nur bedingt unterstützt. Um basierend auf den zuvor benann-
ten Problematiken efﬁziente, visuelle Suchinterfaces zu erstel-
len, werden vielmehr Methodiken benötigt, die den Entwurfs-
prozess des Designers unterstützen, die Kreativität fördern 
und Inspiration für verschiedene Nutzungskontexte bieten. 
Aus den erläuterten Deﬁziten ergeben sich konkrete Ziele und 
Abgrenzungen für die vorliegende Dissertation. Diese werden an-
hand der Darstellung eines vereinfachten Suchprozesses in Bild 
1.1 erläutert. Diese zeigt den Nutzer als Initiator der Suche am 
Beginn des Prozesses. Dem Nutzer liegt ein mehr oder weniger 
stark ausgeprägtes Domänenwissen, Suchbedürfnis oder techni-
sches Vorwissen zugrunde. Das Suchbedürfnis muss zunächst in 
eine maschineninterpretierbare Form gebracht werden. Aufgabe 
des Suchinterfaces ist es hier, den Nutzer bei dieser Übertragung 
zu unterstützen. Dies kann beispielsweise durch die Analyse des 
Nutzerverhaltens oder durch explizite Eingaben oder Eingrenzun-
gen des Nutzers erfolgen. Die entstandene Suchanfrage wird 
durch eine Such-Engine verarbeitet. Beispielsweise kann durch 
die Anwendung von Empfehlungsalgorithmen dem Nutzer eine 
speziﬁsch für ihn eingegrenzte Ergebnismenge vorgeschlagen 
werden. Die Ergebnisse werden anschließend dem Nutzer prä-
sentiert. Aufgabe des Interfaces ist es hier, diese in einer Form zu 
präsentieren, die der Nutzer schnell interpretieren kann. Die efﬁzi-
ente Verarbeitung und Berechnung der Ergebnisse werden jedoch 
nicht in dieser Arbeit betrachtet (siehe Bild 1.1 – rechter Teil) und 
der Fokus vielmehr auf die Erstellung des Suchinterfaces gesetzt.
Die konkreten Ziele der gegenständlichen Arbeit werden durch 
die Aufzählung A – D in Bild 1.1 verortet und im Folgenden näher 
erläutert:
t A – Analyse und Klassiﬁzierung von Suchmustern für die 
Produktsuche: Es werden verschiedene Ansätze analysiert, 
die den Nutzer beim Ausdrücken seines Suchbedürfnisses un-
terstützen. Das Suchbedürfnis kann in konkreter Form oder 
als eine vage Vorstellung vorliegen. Verschiedene Suchmuster 
werden untersucht und diejenigen ausgewählt, die im Kon-
text der Produktsuche eingesetzt und durch Visualisierungs-
techniken der Informationsvisualisierung unterstützt werden 
können. Auf Basis dieser Taxonomie werden verschiedene 
Prototypen entwickelt, die unterschiedliche Nutzungskontex-
te unterstützen.
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t B – Erstellung eines Modells zur Unterstützung einer kom-
plexen Produktsuche: Der Suchprozess wird aus Perspektive 
des Nutzers betrachtet und verschiedene Etappen identiﬁ-
ziert, die eine größere Unterstützung durch das Suchinterface 
erfordern. Daraufhin wird ein Modell abgeleitet, das verschie-
dene Aufgaben enthält, die ein visuelles Interface zur Suche 
eines passenden Produktes unterstützen soll. In verschiede-
nen Konzepten werden anschließend unterschiedliche Ansät-
ze zur Unterstützung dieser Aufgaben dargelegt.
t C – Entwicklung von Visualisierungsansätzen zur Eva-
luierung von Ergebnismengen: Es werden verschiedene 
Visualisierungstechniken untersucht, um die Analyse des 
Informationsraums, den Vergleich der multidimensionalen 
Produkteigenschaften und die Identiﬁzierung von passenden 
Produkten zu ermöglichen. Basierend auf diesen Visualisie-
rungstechniken werden unterschiedliche Konzepte entworfen 
und in Evaluationen gegenübergestellt, um ihre Eignung für 
Analyse-, Such- und Vergleichsaufgaben zu überprüfen.
t D – Konzeption eines Baukastens zur Erstellung visueller 
Suchinterfaces: Basierend auf den Ergebnissen der Ziele A 
– C wird ein Baukasten entwickelt, der den Designer in der Er-
stellung von visuellen Suchinterfaces unterstützt. Dieser ent-
hält verschiedene Bausteine, die einen Gestaltungsraum auf-
spannen und zu neuen Lösungen kombiniert werden können. 
Weiterhin können aus den bereits erprobten bzw. evaluierten 
Prototypen dieser Arbeit Entwurfsmuster abgeleitet werden, 
die in ähnlichen Kontexten wiederverwendet werden können.
 
Zielgruppen für den vorgeschlagenen Baukasten sind vor allem 
Gestalter und Entwickler von Suchinterfaces. Durch die Integrati-
on von Aspekten von Entwurfsmustern und Mustersprachen [BOR-
CHERS 2001, S. 13], können insbesondere interdisziplinäre Teams 
bestehend aus Entwicklern, Domänenexperten und Designern 
dabei unterstützt werden, Ideen zur Entwicklung neuer Lösungen 
gemeinsam zu generieren und zu kommunizieren. Während die 
Bausteine des Baukastens einen Gestaltungsraum vorgeben, der 
vor allem Konzepter und Gestalter bei der Erstellung von neuen 
Lösungen unterstützt, kann der Baukasten im Sinne des Rever-










Bild 1.1: Vereinfachte Darstellung 
des Suchprozesses zur Einordnung 




den Vorgang, aus einem beste-
henden, fertigen System durch 
Untersuchung der Strukturen, 
Zustände und Verhaltenswei-
sen, die Konstruktionselemente 
zu extrahieren.
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Bestandteile eines Suchinterfaces zu analysieren. Letzteres lässt 
sich vor allem in Forschung und Lehre anwenden, um den Aufbau 
von Interfaces zu untersuchen und Zusammenhänge zu verste-
hen.
1.3 Aufbau der Arbeit
Die Dissertation beﬁndet sich im Schnittgebiet von drei Fachge-
bieten: Aus dem Forschungsgebiet der Informationssuche kön-
nen Erkenntnisse über Suchstrategien und das Suchverhalten 
von Nutzern gewonnen werden. Die Informationsvisualisie-
rung stellt Techniken bereit, um abstrakte Datenmengen visuell 
aufzubereiten. Dabei sind vor allem die Expressivität und Effek-
tivität von visuellen Variablen zu berücksichtigen, damit charakte-
ristische Eigenschaften des Datensatzes und Zusammenhänge 
schnell und einfach erfasst werden können.  Das dritte Fachgebiet 
ist in der Mensch-Computer-Interaktion angesiedelt (Human 
Computer Interaction, kurz: HCI) und fokussiert nutzerzentrierte 
Entwurfsproblematiken. 
Tabelle 1.1 stellt die wesentlichen Beiträge und den Aufbau der 
vorliegenden Dissertation dar. Kapitel 2 gibt einen Einblick in die 
drei vorgestellten Fachgebiete und legt wichtige Grundlagen für 
die Arbeit. In Kapitel 3 werden verschiedene Suchmuster im Kon-
text der Produktsuche analysiert und existierende Ansätze be-
schrieben. Anschließend werden passende Suchmuster für die 
Erstellung von visuellen Suchinterfaces identiﬁziert. Aufbauend 
auf diesen Vorarbeiten, einer Nutzerbefragung und den identiﬁ-
zierten Deﬁziten wird in Kapitel 4 ein Modell entwickelt, das ver-
schiedene Aufgaben enthält, um einen komplexen Suchprozess zu 
unterstützen. Im Zuge dessen wird der Begriff der motivbasierten 
Suche eingeführt, der die Produktsuche mit einem vagen Such-
bedürfnis beschreibt. Anschließend werden in Kapitel 5 - 8 die 
ausgewählten Suchmuster aufgegriffen und konkrete Lösungsan-
sätze erarbeitet. In Kapitel 5 wird die schlagwortbasierte Suche – 
als Sonderfall der stichwortbasierten Suche für die visuelle Suche 
abgeleitet – betrachtet. Kapitel 6 geht auf die Ähnlichkeitssuche 
ein, um den Suchraum aufzufächern, während die Facettenna-
vigation in Kapitel 7 eine iterative Eingrenzung des Suchraums 
ermöglicht. Kapitel 8 stellt Ansätze für die empfehlungsbasierte 
Suche vor, die Inspiration für Suchaufgaben mit vagem Informati-
onsbedürfnis bieten können. Das fünfte Suchmuster – das Brow-
sing in strukturierten Inhalten – wird nicht in einem gesonderten 
Kapitel behandelt, sondern ﬁndet sich als Bestandteil der vorge-
stellten Lösungsansätze in Kapitel 5 - 8 wieder. Die vorgestellten 
Lösungsansätze wurden in verschiedenen Forschungsprojekten 
entwickelt, die während der Promotion durchgeführt wurden. Die 
Sammlung an Fallbeispielen wird mit studentischen Arbeiten, die 
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durch die Autorin betreut wurden, erweitert. Dadurch können eine 
Vielzahl von Konzepten analysiert, praktisch demonstriert und 
evaluiert werden. Auf Basis dieser Erkenntnisse wird in Kapitel 9 
ein Baukasten vorgestellt, der ein methodisches Vorgehen für die 
Erstellung von visuellen Suchinterfaces vorschlägt. In Kapitel 10 
wird die Arbeit zusammengefasst und ein Ausblick gegeben, wie 
auf den vorgestellten Resultaten aufgebaut werden kann. 
Hinweise zum Lesen der Arbeit
Einige der in der Arbeit verwendeten Begriffe sind englische, be-
reits etablierte Fachbegriffe, die nicht übersetzt werden, damit 
Relationen zu verwandter Literatur beibehalten werden. Diese 
Fachbegriffe werden deshalb kursiv gekennzeichnet und können 
im angehangenen Glossar nachgeschlagen werden. 
Aus Gründen der Lesbarkeit wird auf die explizite zusätzliche Nen-
nung der weiblichen Form bei Wörtern wie Nutzer oder Designer 
verzichtet. Die verwendete Form schließt jedoch alle Personen 
gleichberechtigt ein.
Die vorgestellten Konzepte der Arbeit werden in Form von Videos 
und Prototypen veranschaulicht, die in dem Online-Kompendium 
http://www.visual-search.org zu ﬁnden sind. Die Links zu den 
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Visuelle Exploration multidimensionaler Informationsräume10
2 Interdisziplinäre 
Grundlagenbetrachtung
In diesem Kapitel werden die notwendigen Grundlagen für diese 
Arbeit betrachtet, die sich aus verschiedenen Forschungsgebie-
ten zusammensetzen. In Abschnitt 2.1 wird auf die Informations-
suche eingegangen und es werden der Suchprozess sowie ver-
schiedene Strategien und Modelle näher betrachtet, die für die 
Produktsuche geeignet sind. Abschnitt 2.2 beschäftigt sich mit 
der Informationsvisualisierung und fokussiert Techniken zur Vi-
sualisierung von multidimensionalen Datenmengen. In Abschnitt 
2.3 werden relevante Aspekte der Mensch-Computer-Interaktion 
betrachtet. Es werden wichtige Grundlagen des nutzerzentrierten 
Entwurfs für den Baukasten (siehe Kapitel 9) erläutert sowie Er-
kenntnisse aus der Semiotik zusammengefasst. 
2.1 Informationssuche
Die Informationssuche ist eine bewusste Anstrengung, Informa-
tionen als Reaktion auf ein Bedürfnis oder eine Wissenslücke zu 
erwerben [CASE & GIVEN 2016, S. 5]. Zwei Forschungsgebiete be-
schäftigen sich mit den Herausforderungen der Informationssu-
che. Das Information Retrieval (IR) befasst sich mit den Tech-
nologien, die das Finden und die Präsentation der Informationen 
unterstützen und fokussiert dabei hauptsächlich die technologi-
sche Seite [BLANDFORD & ATTFIELD 2010, S. 3]. Typische IR-Aufga-
ben umfassen das Finden von Dokumenten, Fakten oder Res-
sourcen, die zu der dazugehörigen Suchanfrage (Query) passen 
[WILSON ET AL. 2010, S. 12]. Die präsentierte Ergebnismenge kann 
basierend auf einem Booleschen Modell (exact match) berech-
net werden, das auf den Konzepten der Mengentheorie und der 
booleschen Algebra aufbaut und die Ergebnisse in einer ungeord-
neten Reihenfolge wiedergibt. Sie kann jedoch auch nach dem 
»best-match«-Prinzip – beispielsweise durch ein Vektorraummo-
dell – berechnet werden, das die Dokumente entsprechend ihrer 
Ähnlichkeitswerte absteigend sortiert und das Dokument, das 
der Suchanfrage am besten entspricht, als erstes präsentiert (vgl. 
[SCHMITT 2004, S. 20 FF.]). Evaluationen messen im traditionellen 
IR hauptsächlich die Kennzahlen Precision und Recall, sowie de-
ren Variationen, welche wiedergeben, wie relevant ein Dokument 
für eine gegebene Suchanfrage ist [WILSON ET AL. 2010, S. 12].
Das zweite Forschungsgebiet Information Seeking stammt hin-
gegen nicht aus der Informatik sondern aus der Bibliothekswis-
senschaft. In diesem wird die nutzerzentrierte Perspektive ein-
genommen (vgl. [BLANDFORD & ATTFIELD 2010, S. 5], [RUSSEL-ROSE 
& TATE 2012, S. 23]). Das Ziel einer Informationssuchaufgabe ist 
es, ein wahrgenommenes Informationsbedürfnis (siehe Abschnitt 
Precision bezeichnet den Anteil 
der relevanten Dokumente 
aus der Treffermenge zu einer 
Suchanfrage. 
Recall bezeichnet den Anteil der 
gefundenen relevanten Doku-
mente an der Gesamtheit aller 
relevanten Dokumente.
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2.1.1) zu befriedigen [WILSON ET AL. 2010, S. 17]. Des Weiteren wer-
den Suchprozesse (siehe Abschnitt 2.1.2), sowie unterschiedliche 
Suchverhalten und Strategien von Nutzern (siehe Abschnitt 2.1.3) 
untersucht.
Nichtsdestotrotz existiert eine enge Beziehung zwischen dem In-
formation Retrieval, dem Information Seeking und dem Lernen 
(siehe Bild 2.1). MARCHIONINI ordnet das Information Seeking als 
einen Typ des Lernens ein, da das Ziel ebenfalls in der Änderung 
des aktuellen Wissenstandes besteht. Der Unterschied zum 
Lernen besteht darin, dass beim Lernen das Wissen über einen 
längeren Zeitraum hinweg behalten werden soll, während die In-
formationen bei der Informationssuche meist nur für eine tempo-
räre Aufgabe benötigt werden. Ebenso beinhaltet das Informati-
on Seeking das Finden von zuvor gespeicherten Informationen. 
Demzufolge ist das Information Retrieval auch dem Information 
Seeking zuzuordnen, solange diese nicht von Maschinen durchge-
führt wird. Maschinen können keine Informationen suchen, aber 
sie können diese abrufen. Ebenso können Informationen von Nut-
zern abgerufen werden, um das Lernen zu unterstützen [MARCHI-
ONINI 1995, S. 8].
2.1.1 Informationsbedürfnis
Unter einem Informationsbedürfnis (information need) kann die 
Erkenntnis verstanden werden, dass das vorhandene Wissen un-
zureichend ist, um ein bestimmtes Ziel zu erreichen. Dies kann 
auch eine unbewusste Vorstufe eines Bedürfnisses sein, z.B. 
Neugier [CASE & GIVEN, 2016, S. 5].
Es können konkrete (Concrete Information Need – CIN) oder 
problemorientierte Informationsbedürfnisse (Problem-Oriented 
Information Need – POIN) unterschieden werden [STOCK & STOCK 
2013, S. 105FF.]. Ersteres ist beispielsweise die Frage nach der 
Hauptstadt von Deutschland. Diese Frage bezweckt die Kom-
munikation einer sachlichen Information und die thematischen 
Grenzen sind klar deﬁniert. Das zugrundeliegende Informations-
bedürfnis ist speziﬁsch und kann durch eine präzise Suchanfrage 
ausgedrückt werden. Ein problemorientiertes Informationsbe-
dürfnis kann beispielsweise die Analyse der Beziehungen zwi-
schen zwei Ländern sein. Dieser Typ einer Suche kann nicht durch 
einen einfachen Fakt erfüllt werden und die thematischen Gren-
zen sind nicht klar deﬁniert. Üblicherweise müssen verschiedene 
Dokumente in Betracht gezogen werden und die Suchanfrage 
kann unterschiedliche terminologische Varianten zulassen [STOCK 




Bild 2.1: Beziehung zwischen 
Information Retrieval, Information 
Seeking und Learning nach [MAR-
CHIONINI 1995, S. 9]
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MORVILLE & ROSENFELD ordnen den unterschiedlichen Informations-
bedürfnissen verschiedene Verhaltensweisen zu [MORVILLE & RO-
SENFELD 2006, S. 30] (siehe Bild 2.2):
t Known-Item Search: die Suche nach einem bestimmten 
Dokument oder die Antwort auf eine Frage, z.B. die Einwoh-
nerzahl von San Francisco
t Explorative Suche (Exploratory Search): in diesem Fall gibt 
es keine »richtige Antwort« und der Nutzer weiß meistens 
nicht, wie er sein Informationsbedürfnis artikulieren soll
t Exhaustive Search: beschreibt den Fall, bei dem der Nutzer 
möglichst alles zu einem bestimmten Thema ﬁnden will
t Re-ﬁnding: der Nutzer möchte ein zuvor schon gesehenes 
Dokument wiederﬁnden
 
Ersteres und letzteres können einem konkreten Informationsbe-
dürfnis zugeordnet werden, während die explorative Suche und 
die erschöpfende Suche (exhaustive Search) eher als problemori-
entiertes Informationsbedürfnis anzusehen sind.
MARCHIONINI greift die Kategorien Known-Item Search und Ex-
plorative Suche ebenfalls auf und vergleicht diese miteinander 
(siehe Bild 2.3). Lookup, welches Known-Item Search beinhaltet, 
ist die einfachste Art der Suche und beinhaltet Suchanfragen, 
die sich nach dem »wann«, »wo«, »wieviel« oder »wer« richten 
[MARCHIONINI 2006]. Im Kontext der Produktsuche könnte dies bei-
spielsweise die Abfrage nach dem Preis eines bestimmten Pro-
duktes sein oder das Wiederaufﬁnden eines schon gesehenen 
Produktes (siehe Re-ﬁnding). Die explorative Suche ist hingegen 
ein komplexerer Prozess, der mit einem unscharfen Informations-









Bild 2.2: Verschiedene Informa-
tionsbedürnisse nach [MORVILLE & 
ROSENFELD 2006]
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die Wissensaneignung, sowie die Analyse und der Vergleich von 
Suchergebnissen, was durch mehrere Iterationen des Lernens, 
der Untersuchung und der Reformulierung der Suchanfrage gelöst 
werden kann. Die explorative Suche kann meist nicht mit einem 
einzigen Dokument beantwortet werden und hat typischerweise 
ein offenes Ende. Sie wird daher auch als Open-Ended Search 
bezeichnet [MARCHIONINI 2006]. Im Kontext der Produktsuche kann 
dies die Exploration eines Themas sein, mit dem der Nutzer noch 
nicht vertraut ist, wie zum Beispiel die Frage nach geeigneten Ei-
genschaften einer Kamera. 
SACCO UND TZITZIKAS konkretisieren verschiedene Ziele im Kontext 
der explorativen Suche und nehmen eine Einteilung in Objekt-
suche (Object-seeking), Wissenssuche (Knowledge-seeking) und 
Erkenntnissuche (Wisdom-seeking) vor [SACCO & TZITZIKAS 2009, 
S. 3]. Die Objektsuche ﬁndet sich vor allem in der Produktsuche 
wieder und hat das Ziel, das »richtige« Objekt zu ﬁnden. Demge-
genüber stehen die Wissens- und Erkenntnissuche, die mehr der 
Open-Ended Search zuzuordnen sind. Ersteres verfolgt das Ziel, 
das Wissen über ein spezielles Thema generell zu verbessern, 
anstatt dieses Wissen zu nutzen, um ein bestimmtes Objekt aus-
zuwählen. Letzteres setzt Explorationstechniken ein, um die inne-
ren Gesetze einer Informationsbasis zu verstehen und verwendet 
häuﬁg Data-Mining-Techniken [SACCO & TZITZIKAS 2009, S. 4].
2.1.2 Modelle der Informationssuche
Um erfolgreiche Suchinterfaces erstellen zu können, ist es not-









Ein Dokument, eine Seite oder
ein Produkt (wieder-)ﬁnden.
Ein Thema oder eine Produktkategorie 
explorieren, um das Verständnis und die 
Entscheidungsqualität zu verbessern.
Anfrage AnfrageErgebnis Ergebnis
Bild 2.3: Spektrum der Kom-
plexität der Suche aufbauend 
auf [MORVILLE & ROSENFELD 2006] & 
[MARCHIONINI 2006]
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tegien aus der Nutzerperspektive zu verstehen [HEARST 2009]. 
Während in diesem Abschnitt auf Modelle des Suchprozes-
ses eingegangen wird, werden in Abschnitt 2.1.3 verschiedene 
Suchstrategien näher betrachtet.
Zur Veranschaulichung der Suche und der darin enthaltenen Teil-
prozesse existieren zahlreiche Modelle aus der Informationswis-
senschaft und der Mensch-Computer-Interaktion, mit dem Ziel 
ein Verständnis von dem Nutzerverhalten und dem Prozess der 
Suche aufzubauen.
Behavioural Model of Information Seeking Strategies
ELLIS ET AL. entwickelten ein generelles Modell zum Suchverhal-
ten basierend auf einer empirischen Evaluation mit Sozialwissen-
schaftlern, Physikern und Chemikern [ELLIS ET AL.  1993]. Die darin 
enthaltenen Aktivitäten ﬁnden typischerweise während eines 
Suchprozesses statt und sollten von einem Suchsystem unter-
stützt werden:
t Starting: kapselt Aktivitäten einer initialen Suche wie bei-
spielsweise die Befragung von Kollegen oder die Auswahl 
erster Informationsquellen
t  Chaining: aufeinander aufbauende Informationen werden so-
wohl vorwärts- als auch rückwärtsgerichtet verfolgt, beispiels-
weise das Verfolgen von Fußnoten oder Referenzen einer Li-
teraturliste
t  Browsing: beschreibt eine semi-zielorientierte Suche durch 
das Stöbern in erfolgsversprechenden Bereichen wie zum 
Beispiel das Verfolgen von Inhaltsverzeichnissen, Listen von 
Titeln und Namen oder Links
t  Differentiating: die Informationsquellen werden nach ihrer 
Art, Qualität, Wichtigkeit und Brauchbarkeit beurteilt und die 
Informationen dadurch geﬁltert
t  Monitoring: bezeichnet die Überwachung eines Themenge-
bietes durch ausgewählte Quellen, um sich auf den neusten 
Wissenstand zu halten und die Entwicklung in einem Gebiet 
zu verfolgen, beispielsweise durch Mailinglisten, abonnierte 
Seiten oder Magazine
t  Extracting: systematisches Durcharbeiten einer ausgewähl-
ten Quelle, um interessantes Material zu extrahieren
t  Verifying: beinhaltet Aktivitäten, welche die Informationen 
bezüglich ihrer Exaktheit und Zuverlässigkeit beurteilen
t Ending: charakterisiert Aktivitäten am Ende einer Suche in 
einem Thema oder für ein bestimmtes Projekt, z.B. durch die 
Vorbereitung einer Publikation oder der Kauf eines Produktes
 
Bis auf die erste und letzte Aktivität ist keine explizite Reihenfolge 
in ELLIS‘ Modell gegeben [BLANDFORD & ATTFIELD 2010, S. 6]. 
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Stufen des Informationssuchprozesses
Im Gegensatz zu ELLIS‘ Modell, baut das Modell von KULTHAU auf 
sechs verschiedenen Phasen auf, die während der Suche durch-
laufen werden. Diese Phasen beziehen sich vor allem auf kom-
plexe Suchprozesse, die sich auch über mehrere Tage hinziehen 
können [HEARST 2009]. Um ein besseres Verständnis davon zu be-
kommen wie Menschen nach Informationen suchen und um den 
Informationssuchprozess (Information Search Process, ISP) aus 
der Nutzerperspektive zu beschreiben, führte KULTHAU eine Reihe 
von Studien durch, in der sie verschiedene Emotionen, Gedan-
ken und Aktionen des Benutzers identiﬁzierte [KUHLTHAU 1991]. 
Diese werden den einzelnen Phasen zugeordnet und in Bild 2.4 
dargestellt. Der Beginn des Suchprozesses – hier als Initiierung 
(Initiation) bezeichnet – zeichnet sich häuﬁg durch ein Gefühl der 
Unsicherheit und einem vagen Informationsbedürfnis aus, in dem 
der Nutzer sich seiner Wissenslücke bewusst wird. In der dar-
auffolgenden Selektionsphase (Selection) besteht die Aufgabe 
darin, ein generelles Themengebiet auszuwählen oder einen be-
stimmten Ansatz zu verfolgen, was häuﬁg mit einem optimisti-
schen Empﬁnden des Nutzers verbunden ist. Die Explorations-
phase (Exploration) ist die komplexeste Phase im Suchprozess 
und wird häuﬁg von Gefühlen wie Verwirrung, Frustration oder 
Zweifeln begleitet. Der Nutzer ist in dieser Phase meist noch nicht 
im Stande, sein Informationsbedürfnis genau auszudrücken, um 
die gefundenen Informationen bewerten zu können. Die Phase 
beinhaltet Aktionen wie das Finden und die Verarbeitung rele-
vanter Informationen, sowie deren Verknüpfung zu bereits be-
kanntem Wissen. Die Formulierungsphase (Formulation) ist der 
entscheidende Wendepunkt in der Suche und die Informationen, 
die bisher exploriert wurden, können in einer konkreten, greifba-
ren Anforderung formuliert werden. Die Gedanken des Nutzers 
werden durch die gewonnenen Erkenntnisse der Explorations-
phase klarer deﬁniert und führen zu einer fokussierteren Suche. 
Die Aufgabe der anschließenden Sammlungsphase (Collection) 
besteht darin, wichtige Informationen zum fokussierten Thema zu 
sammeln und wird durch Zuversicht und Vertrauen bestimmt, da 
der Nutzer nun eine konkretere Vorstellung über den Ablauf der 
Suche besitzt und gefundene Informationen besser einschätzen 
kann. In der ﬁnalen Präsentationsphase (Presentation) wird die 







































Bild 2.4: Informationssuchprozess 
nach [KULTHAU 1991]
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dant zu den zuvor gefundenen Informationen oder nicht mehr von 
großer Relevanz sind. Die gefunden Informationen können nun 
angewandt oder für eine Präsentation vorbereitet werden. Ab-
hängig vom Erfolg der Suche tritt in dieser Phase ein Gefühl der 
Zufriedenheit oder Enttäuschung ein.
Berrypicking Model
BATES schlägt ein Modell vor, das die Suche als einen interakti-
ven, iterativen Prozess versteht, in welchem sich das Informati-
onsbedürfnis im Laufe der Suche ändern und weiterentwickeln 
kann (vgl. [BATES 1989], [RUSSEL-ROSE & TATE 2012, S. 25]). Dieses 
dynamische Modell vergleicht den Informationssuchprozess mit 
der Analogie des Beerenpﬂückens im Wald und wird daher auch 
als Berrypicking Model bezeichnet [BATES 1989]. Der Suchende 
startet mit einem Informationsbedürfnis, das noch sehr unkon-
kret sein kann. Durch die Interaktion mit den Informationsquellen 
sammelt er sowohl die Dokumente (berries) als auch neue Ideen, 
um die Informationssuche fortzuführen. Die gesammelten Infor-
mationen können die Entstehung von neuen, unvorhergesehenen 
Zielen auslösen, die zur Formulierung neuer Anfragen und neuer 
Richtungen im Suchprozess führen. Diese sind in Bild 2.5 (links) 
durch die verschiedenen Richtungen der Pfeile dargestellt, die 
zwischen verschiedenen Anfragevariationen durch den Informa-
tionsraum führen. Das Bild zeigt auch, dass schon verschiedene 
Informationen und Dokumente während der Suche an vielen Stel-
len verarbeitet werden.
Eine ähnliche Analogie benutzen PIROLLI UND CARD mit ihrer entwi-
ckelten Information-Foraging-Theorie, welche die Suche mit der 
Nahrungssuche von Tieren vergleicht [PIROLLI & CARD 1995]. Diese 
Analogie bietet eine Darstellung des Nutzerverhaltens während 
des Durchsuchens von Informationsressourcen: der Nutzer muss 
sich entweder entscheiden in der gleichen »Region« zu bleiben 
oder in einer anderen Region weiterzusuchen [BLANDFORD & ATT-
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Bild 2.5: links: BERRYPICKING 
MODEL nach [BATES 1989], rechts: 
Information Journey Model nach 
[BLANDFORD & ATTFIELD 2010] 
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sich sehr von bestimmten Hinweisen leiten lassen, um ihr Ziel zu 
erreichen. Diese Hinweise werden auch als Information Scent be-
zeichnet und können bestimmte Begriffe verkörpern, die in Titeln 
und kurzen Beschreibungstexten von Suchergebnissen enthalten 
sind [PIROLLI & CARD 1995]. Stimmen viele dieser Begriffe über-
ein, wird der Information Scent stärker und der Nutzer dadurch 
zuversichtlicher, dass er sich in die richtige Richtung bewegt. Ist 
er hingegen schwach ausgeprägt, kann dies zur Unsicherheit des 
Nutzers bis hin zur Aufgabe der Suche führen [RUSSEL-ROSE & TATE 
2012, S. 29].
Information Journey Model
Basierend auf mehreren empirischen Studien, schlagen BLAND-
FORD & ATTFIELD ein Modell vor, das beschreibt wie Nutzer mit In-
formationen interagieren [BLANDFORD & ATTFIELD 2010, S. 30]. Ihr 
Framework wird als Information Journey Model bezeichnet und 
enthält vier Hauptaktivitäten (siehe Bild 2.5, rechts):
t Erkennen des Informationsbedürfnisses
t Finden von Informationen: möglich durch die aktive Suche 
aber auch durch einen Zufallsfund
t Validierung und Interpretation der Informationen: Sinner-
schließung sowie Überprüfung der Vertrauenswürdigkeit der 
Information und Berücksichtigung des aktuellen Kontexts
t Nutzung der Interpretation: kann beispielsweise der Ent-
scheidungsﬁndung oder dem Schreiben eines Artikels dienen
 
Diese Phasen sind nicht notwendigerweise als sequentiell anzu-
sehen. Beispielsweise kann es sinnvoll sein, erst verschiedene 
Informationen zu suchen und zu interpretieren und das Infor-
mationsbedürfnis anzupassen, bevor die Informationen letztlich 
genutzt werden können. Weiterhin werden das Finden von Infor-
mationen und deren Interpretation und Nutzung als Schlüsselakti-
vitäten des Modells gesehen, welche das Informationsbedürfnis 
sowie das Verständnis schärfen. Die Phasen sind mit der Auffas-
sung der Informationssuche nach RUSSEL-ROSE & TATE vergleichbar, 
welche die Suche als eine ganzheitliche Erfahrung beschreiben, 
die Aktivitäten zum Aufﬁnden von Informationen mit Aktivitä-
ten zur Analyse von Informationen und Sensemaking beinhal-
tet [RUSSEL-ROSE & TATE 2012, S. 72]. 
Ein weiterer Unterschied zu den vorherigen Modellen ist, dass 
das Informationsbedürfnis nicht explizit der Auslöser der Suche 
sein muss, sondern auch durch einen Zufallsfund (Serendipity) 
ausgelöst werden kann und damit verschiedene Einstiegspunk-
te bietet. SOMMER untersucht das Phänomen des Zufalls genauer 
und erklärt dies am Beispiel eines wahrgenommenen Produktes: 
»Wer keine Jugendstilﬂiesen sammelt, wird kaum durch Zufall 
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welche entdecken. Mangels Absicht, Begriff und Erfahrung wird 
er sie auch dann nicht bemerken und erkennen, wenn der Zufall 
es will, dass sein Blick auf eine fällt« [SOMMER 2002, S. 45]. Grund-
sätzlich muss der Nutzer also empfänglich für das sein, was ihm 
präsentiert wird. Im Fall des Zufallsfundes hat er nur in diesem 
Moment nicht aktiv danach gesucht.
In den dargestellten Modellen können verschiedene Suchstrategi-
en und Taktiken eingesetzt werden, um zum gewünschten Such-
ziel zu gelangen. Auf diese wird im folgenden Abschnitt näher 
eingegangen.
2.1.3 Suchstrategien
Sowohl bei einfachen Lookup-Aufgaben als auch in komplexen, 
explorativen Suchszenarien entwickeln Nutzer Strategien und Tak-
tiken, um sich durch den Informationsraum zu bewegen und zum 
gewünschten Ziel zu gelangen. 
Stufenmodell
BATES untersuchte verschiedene Techniken, die Informationssu-
chende regelmäßig in der Praxis einsetzen [BATES 1979]. Auf Basis 
dieser Untersuchungen schlägt sie eine vierstuﬁge Taxonomie mit 
Suchaktivitäten vor, bestehend aus atomaren Aktionen (Moves), 
Taktiken, Strategemen und Strategien [BATES 1990]. Ein Move 
bezeichnet eine einzelne atomare Aktion wie die Eingabe eines 
bestimmten Suchbegriffs. Eine Taktik verfolgt einen bestimmten 
Zweck und kann aus verschiedenen Moves bestehen. Ein Beispiel 
hierfür ist die Eingrenzung der Suchergebnisse, durch die Refor-
mulierung der vorherigen Suchanfrage mit einem speziﬁscheren 
Suchbegriff oder der Kombination mehrerer Suchbegriffe. Strate-
geme sind komplexer und können mehrere Taktiken oder Moves 
enthalten, die hintereinander ausgeführt werden. Üblicherweise 
werden Strategeme auf einen gewählten Suchraum angewandt, 
wie verschiedene Bände einer Fachzeitschrift oder ein Onlinever-
zeichnis mit Adressen. Ein Strategem kann beispielsweise das 
Durchsuchen einer Zeitschriftenserie nach interessanten Themen 
sein (Journal Run) oder die Nutzung eines Zitationsindexes oder 
einer Datenbank, um zu überprüfen, welche anderen Arbeiten 
dieses Zitat verwendet haben (Citation Search). Eine Strategie 
beschreibt hingegen einen Plan für die gesamte Suche, die aus 
verschiedenen Strategemen, Taktiken und Moves bestehen kann. 
Meist enthalten diese die Durchsuchung verschiedener Suchdo-
mänen, auf die wiederum verschiedene Strategeme angewandt 
werden [BATES 1990]. Berrypicking (siehe Abschnitt 2.1.2) kann 
beispielsweise als eine komplexe Kombination aus Taktiken und 
Moves angesehen werden, in der die bereits gesichteten Infor-
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mationen beeinﬂussen, welche weiteren Suchanfragen gestellt 
oder Dokumente untersucht werden [WHITE & ROTH 2009, S. 30].
Strategien der explorativen Suche
MARCHIONINI unterscheidet im Kontext der explorativen Suche zwi-
schen zwei verschiedenen Suchstrategien, die nach der Deﬁnition 
von BATES auch auf dem Level der Strategeme verortet werden 
können: die analytische Strategie und die Browsing-Strategie 
[MARCHIONINI 1995, S. 8]. Andere Autoren treffen eine vergleich-
bare Unterscheidung in (Focused) Searching und (Exploratory) 
Browsing (vgl. [WHITE & ROTH 2009, S. 16],  [HEARST 2009]). Bei 
der analytischen Strategie (Searching) geht der Nutzer zielge-
richtet vor und hat eine klare Vorstellung von seinem Suchziel. 
Diese Strategie ist beispielsweise den Lookup-Aufgaben (siehe 
Abschnitt 2.1.1) zuzuordnen. Im Gegensatz dazu lässt sich der 
Nutzer bei der Browsing-Strategie vom Informationsangebot lei-
ten und nimmt eventuell auch Informationen auf, nach denen er 
nicht explizit gesucht hat, die aber dennoch nützlich erscheinen. 
Kann das Informationsbedürfnis nicht klar artikuliert werden oder 
entwickelt es sich erst im Laufe des Suchvorgangs, werden häu-
ﬁg beide Strategien kombiniert. Die Möglichkeit der Kombination 
beider Strategien wird vor allem bei explorativen Suchsystemen 
gefordert, die neben dem einfachen Finden von Informationen 
auch komplexere kognitive Aktivitäten, wie das Verstehen und 
Lernen unterstützen sollen [MARCHIONINI 2006]. In Bild 2.6 wer-
den diese Strategien dem Information Retrieval, dem Information 
Seeking und dem Lernen zugeordnet und erweitern das Bild 2.1.
WHITE & ROTH präsentieren ein Modell, welches das explorati-
ve Suchverhalten und das Zusammenspiel von Searching und 
Browsing im Laufe des Suchprozesses verdeutlicht (siehe Bild 
2.7). Dabei wird von einem existierenden Informationsproblem 
ausgegangen, das am Anfang der Suche noch nicht klar deﬁniert 
ist. Exploratives Browsing (Exploratory Browsing, entspricht 
der Browsing-Strategie) kann den Suchenden zum Beginn un-
terstützen, neue Informationen zu entdecken und diese mit dem 
Problemkontext in Beziehung zu setzen. Die fokussierte Suche 
(Focused Search, entspricht der analytischen Strategie) hinge-
gen beabsichtigt, dem Nutzer dabei zu helfen, einem bekannten 
oder erwarteten Pfad zu folgen, anstatt Neuland zu durchsuchen. 
Das Informationsproblem ist zu diesem Zeitpunkt schon klarer 
deﬁniert und der Nutzer ist in der Lage, eine gezieltere Suche 
durchzuführen. In dieser fokussierten Suchphase (re-)formuliert 
der Nutzer Suchanfragen, prüft Suchergebnisse und extrahiert re-
levante Informationen. Obwohl Bild 2.7 die fokussierte Suche erst 
nach dem explorativen Browsing zeigt, können diese sich auch 
abwechseln, sich wiederholen und über mehrere Suchsitzungen 






Bild 2.6: Einordnung von 
Searching und Browsing nach 
[MARCHIONINI 1995, S. 9]
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onsproblems. Beispielsweise kann ein hoher Grad an Unsicher-
heit oder Verwirrung dazu führen, dass zurück zur Browsing-Stra-
tegie gewechselt wird, obwohl bereits ein klares Verständnis des 
Problemkontextes vorlag. Effektive explorative Suchsysteme sol-
len demnach eine Balance zwischen analytischen und Browsing-
Aktivitäten aufrechterhalten und eine symbiotische Beziehung 
zwischen dem Suchenden und dem System fördern. Letztendlich 
führt der Aufbau von neuem Wissen zu einer Reduktion der Un-
sicherheit, der Nutzer erlangt mehr Kenntnisse über die aktuelle 
Thematik und ist in der Lage, sein Informationsbedürfnis besser 
auszudrücken, was gleichzeitig die Anwendung der Browsing-
Strategie reduziert [WHITE & ROTH 2009, S. 18FF.].
Konkrete Suchstrategien
WHITE & ROTH nehmen eine Einteilung in iterative und explorative 
Suchstrategien vor, die sich darin unterscheiden, wie sich der Su-
chende durch den Informationsraum bewegt (siehe Bild 2.8). Bei 
der iterativen Suchstrategie ist das Ziel typischerweise schon be-
kannt und die Suche ﬁndet statt, um das Ziel zu ﬁnden. Typischer-
weise werden Vorschläge von kommerziellen Suchsystemen 
eingesetzt, um die Suchanfrage zu verbessern und die Anfrage 
systematisch zu verfeinern. Bei der explorativen Suche besucht 
der Suchende hingegen mehr als nur einen Informationsraum 
und viele verschiedene Suchziele können einen Aspekt der Auf-
gabe erfüllen [WHITE & ROTH 2009, S. 18]. Dabei kommen Taktiken 
zum Einsatz, welche die Ergebnismenge progressiv eingrenzen 
bis sie eine gewünschte Größe erreicht hat oder diese wieder 
auffächern, um beispielsweise ähnliche Objekte zu den bereits 
Vorhandenen zu ﬁnden. Die erste Taktik wird als Eingrenzung 
(»General-to-Speciﬁc« [CLEMMER & DAVIES 2011] oder »Narrow« 
[MORVILLE & CALLENDER 2010, S. 54]), die Zweite als Erweiterung 
(»Speciﬁc-to-General« [CLEMMER & DAVIES 2011] oder »Expand« 











Bild 2.7: exploratives Suchverhal-
ten nach [WHITE & ROTH 2009, S. 19]
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MARCHIONINI ordnet sowohl den analytischen als auch den Brow-
sing-Strategien konkretere Beispiele zu. Zu den analytischen Stra-
tegien zählen folgende Taktiken [MARCHIONINI 1995, S. 76FF.]:
t Building Blocks (nach [HARTER 1986]): Das Suchproblem wird 
in mehrere Themenblöcke zerlegt, nach denen zunächst ge-
sucht wird und die nach und nach optimiert werden, beispiels-
weise durch Ober- und Unterbegriffe oder Synonyme. Diese 
werden im Anschluss systematisch mit Booleschen Opera-
toren (meistens durch UND-Verknüpfung) miteinander ver-
knüpft, um eine möglichst treffende Ergebnismenge für das 
Suchproblem zu ﬁnden. 
t Successive Fractions (nach [MEADOW & COCHRANE 1981]): Es 
wird zunächst eine allgemeine, initiale Suche durchgeführt. 
Durch das Hinzufügen weiterer Themen oder Einschränkungs-
möglichkeiten kann die Ergebnismenge iterativ verkleinert 
werden bis diese eine handhabbare Größe erreicht.
t Pearl Growing (nach [MARKEY & COCHRANE 1981]): Man geht 
zunächst von einem relevanten Dokument (pearl) aus. Durch 
die Nutzung der Eigenschaften des Dokumentes (z.B. enthal-
tene Begriffe, Themen oder Autoren) werden ähnliche Doku-
mente gesucht und die Ergebnismenge damit erweitert.
t Interactive Scanning (nach [HAWKINS & WAGNER 1982]): Es 
wird zunächst mit einer sehr allgemeinen Suchanfrage begon-
nen. Durch das Scannen der Ergebnismenge kann ein genau-
eres Bild des Suchfeldes gewonnen und dadurch Begriffe für 
die Suchanfrage ausgeschlossen, hinzugenommen, verfeinert 
oder abstrahiert werden.
 
Den Browsing-Strategien können folgende Beispiele zugeordnet 
werden [MARCHIONINI 1995, S. 100FF.]:
t Scanning: Eine Ergebnisliste wird mit einem mehr oder we-
niger wohldeﬁnierten Bild eines Suchproblems in der Vorstel-
lung des Suchenden abgeglichen. Hierbei kann zwischen dem 
linearen und dem selektiven Scanning unterschieden werden. 
Ersteres beschreibt das sequentielle Scanning einer Liste, 


















Bild 2.8: iterative und explorative 
Suchstrategien nach [WHITE & ROTH 
2009, S. 21]
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letzteres nutzt die inhärente Struktur des Suchraums aus, z.B. 
die Unterteilung in Partitionen.
t Observing: Werbung in Magazinen oder provokante Buchtitel 
in einem Regal können die Aufmerksamkeit des Suchenden 
wecken und ihn passiv observierende Taktiken anwenden las-
sen. Diese können auch systematisch in vielversprechenden 
Suchräumen durchgeführt werden, z.B. durch das tägliche Le-
sen der Zeitung oder Schauen der Nachrichten.
t Navigation: Die Suchumgebung schränkt das Browsing ein, 
indem sie vordeﬁnierte Pfade vorschlägt. Der Suchende kann 
Einﬂuss auf seinen Weg durch den Suchraum nehmen, indem 
er einzelne Pfade auswählt (ähnlich zum Berrypicking, siehe 
Abschnitt 2.1.2).
t Monitoring: Das Beobachten wird häuﬁg in Kombination mit 
anderen Aktivitäten wie dem Lesen eingesetzt. Zum Beispiel 
kann beim Lesen eines Textes auf weitere Themen geachtet 
werden, die für den Suchenden ebenfalls von Interesse sind.
 
Nachdem in diesem Abschnitt wichtige Grundlagen der Informa-
tionssuche darlegt wurden, wird im nächsten Abschnitt auf Visu-
alisierungstechniken der Informationsvisualisierung eingegangen, 
um die visuelle Exploration des Informationsraums zu unterstüt-
zen.
2.2 Informationsvisualisierung
Nach CARD ET AL. wird der Begriff Informationsvisualisierung 
sinngemäß als »die Nutzung computergestützter, interaktiver, vi-
sueller Repräsentationen von abstrakten Daten zur Verstärkung 
des Erkenntnisgewinns« deﬁniert [CARD ET AL. 1999, S. 7]. Das 
Ziel ist die Transformation von abstrakten Daten in eine geeignete 
visuelle Darstellungsform. Dabei soll die Leistungsfähigkeit des 
menschlichen visuellen Wahrnehmungssystems ausgenutzt wer-
den, um charakteristische Eigenschaften einer Datenmenge leich-
ter erfassen zu können. Interaktionen ermöglichen dem Betrach-
ter die Daten zu manipulieren, aus verschiedenen Blickwinkeln zu 
betrachten und neue Informationen zu explorieren. 
Mit abstrakten Daten sind Dokumente, Begriffe oder Datenbank-
einträge gemeint, die keinen expliziten physikalischen oder räum-
lichen Bezug enthalten, wie beispielsweise Finanzdaten. Damit 
grenzt sich die Informationsvisualisierung von dem Forschungs-
bereich der Wissenschaftlichen Visualisierung ab, bei dem die 
Visualisierung von physikalischen und geometrischen Daten im 
Vordergrund steht, die beispielsweise aus wissenschaftlichen Ex-
perimenten oder natürlichen Phänomen stammen [MAZZA 2009, 
S. 12]. Einen weiteren wichtigen Unterschied stellt die Zielgruppe 
der Visualisierung dar. Während die Auswertung von Vektorfeldern 
Visuelle Exploration multidimensionaler Informationsräume24
und Stromlinien durch Visualisierungen vorranging Experten vor-
behalten ist, richten sich Informationsvisualisierungen hauptsäch-
lich an eine breitere Nutzergruppe ohne mathematischen, natur- 
oder ingenieurwissenschaftlichen Hintergrund [PREIM & DACHSELT 
2010, S. 441]. POUSMAN ET AL. gehen hier noch einen Schritt weiter 
und führen den Begriff der Casual Information Visualization ein. 
Diese sollen Gelegenheitsnutzer in alltäglichen Situationen unter-
stützen, indem sie persönliche und für den Nutzer bedeutsame 
Informationen visuell aufbereiten [POUSMAN ET AL. 2007].
Die Exploration großer Datenbestände ist eine der wichtigsten 
Aufgaben, die mit Hilfe von Informationsvisualisierungen gelöst 
werden sollen [PREIM & DACHSELT 2010, S. 436], was auch im Kon-
text der Produktsuche eine zentrale Rolle spielt. Weiterhin ist die 
Analyse großer Datenmengen eine wichtige Aufgabe der Infor-
mationsvisualisierung, um wiederkehrende Muster, Trends und 
Korrelationen zu erkennen. Dies ist auch von hoher Bedeutung 
im interdisziplinären Forschungsfeld Visual Analytics – ein Be-
griff der häuﬁg synonym zur Informationsvisualisierung verwen-
det wird. In Visual Analytics steht jedoch vielmehr die Kombi-
nation von automatisierten Analysetechniken mit interaktiven 
Informationsvisualisierungen im Vordergrund, um Analyse- und 
Entscheidungsprozesse im Umgang mit sehr großen komplexen 
Datenmengen zu fördern [KEIM ET AL. 2010, S. 7] und ist im Kontext 
dieser Arbeit weniger relevant.
2.2.1 Visualisierungsprozess
Ziel des Visualisierungsprozesses ist es, abstrakte Daten in eine 
visuelle Form zu bringen. Dazu müssen verschiedene Transfor-
mationsschritte durchlaufen werden, die in sequentieller Weise 
– analog zu einer Pipeline – angeordnet sind (deswegen häuﬁg 
auch Visualisierungspipeline genannt – vgl. [SCHUMANN & MÜLLER 
2000, S. 15]). Bei einer interaktiven Informationsvisualisierung soll 
zudem der Nutzer berücksichtigt werden, der in unterschiedlichen 
Maße Einﬂuss auf den Visualisierungsprozess nehmen kann. Dies 
wird im Referenzmodell der Visualisierung [CARD ET AL. 1999, S. 
17] beschrieben, das auch heute noch als einer der einﬂussreichs-
ten Referenzmodelle für Informationsvisualisierungen angesehen 
wird (vgl. [NAZEMI 2016, S. 18]). Es beschreibt den Transformations-
prozess von den Rohdaten bis hin zu verschiedenen Sichten unter 
der Einbeziehung des Nutzers, der interaktiv auf jeden Transfor-
mationsschritt Einﬂuss nehmen kann (siehe Bild 2.9).
Ausgangspunkt für den Visualisierungsprozess sind die Rohda-
ten (Raw Data), die meist in unstrukturierter Form vorliegen und 
für die nachfolgenden Visualisierungsschritte aufbereitet werden 
müssen. Im ersten Schritt, der Datentransformation (Data Trans-
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formation), werden die Rohdaten in Datentabellen (Data Tables) 
oder ein anderes strukturiertes Datenmodell überführt. Im Zuge 
dessen können die Datenwerte mit zusätzlichen Informationen 
angereichert, korrigiert oder reduziert werden. Dazu gehören die 
Ergänzung fehlender Datenwerte durch Interpolation, das Hinzu-
fügen von beschreibenden Attributen (sogenannte Metadaten), 
die Glättung von Datenwerten durch Filteroperationen, die Be-
stimmung charakteristischer Eigenschaften (z.B. die Berechnung 
von Extrema), sowie die Durchführung notwendiger Konvertierun-
gen (vgl. [SCHUMANN & MÜLLER 2000, S. 16], [MAZZA 2009, S. 19 
FF.]).
Die visuelle Abbildung (Visual Mapping) stellt das Kernproblem 
des Visualisierungsprozesses dar. Da bei der Informationsvisuali-
sierung im Gegensatz zur Wissenschaftlichen Visualisierung ein 
abstrakter Datenraum ohne räumlichen Bezug vorliegt, muss in 
diesem Schritt eine sinnvolle visuelle Struktur (Visual Structure) 
deﬁniert werden, welche die Interpretation der Daten optimal un-
terstützt (siehe Abschnitt 2.2.3 und 2.2.4).
Bis zu diesem Punkt wird die visuelle Struktur gewissermaßen als 
statische Repräsentation gesehen. Bei der Sichtentransformati-
on (View Transformation) wird dem Benutzer die Möglichkeit ge-
boten, verschiedene Sichten (Views) auf die visuellen Strukturen 
einzunehmen, beispielsweise durch Zoomen oder Panning (siehe 
Manipulable Representations in Abschnitt 2.2.5). Neben der Sich-
tentransformationen hat der Nutzer die Möglichkeit, auch auf die 
Datentransformation oder die visuelle Abbildung Einﬂuss zu neh-
men (siehe Transformable Representations in Abschnitt 2.2.5).
2.2.2 Datenstrukturen 
Um eine Datenmenge in eine visuelle Form zu bringen, muss zu-
nächst der Aufbau der zugrundeliegenden Daten bekannt sein.
WARE unterteilt Daten in Entitäten (Entities) und Beziehungen 
(Relationships) [WARE 2004, S. 23]. Entitäten sind die Objekte, 











Bild 2.9: Referenzmodell der 
Visualisierung nach [CARD ET. AL. 
1999]
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die visualisiert werden sollen (z.B. ein Buch oder eine Person). 
Beziehungen beschreiben die Struktur, welche die einzelnen En-
titäten miteinander verknüpfen. Diese Beziehungen können ex-
plizit gegeben sein (z B. in Form einer Vater-Kind-Beziehung) oder 
erst in einer Visualisierung entdeckt werden. Sowohl Entitäten 
als auch Beziehungen können durch Attribute näher beschrieben 
werden. Beispielsweise können der Entität »Person« ein Name, 
Beruf, Größe und Alter als Attribute zugeordnet werden und die 
Relation zwischen Person und Buch kann mit einen Datum verse-
hen werden. Nach MUNZNER lassen sich die Datenattribute auf der 
obersten Ebene in kategorisch (categorical) und geordnet (or-
dered) unterteilen [MUNZNER 2015, S. 32]. Die Ordnung lässt sich 
in sequentiell (engl. sequential, mit einer homogenen Verteilung 
von einem Minimal- zu einem Maximalwert), divergierend (engl. 
diverging, zwei Sequenzen, die aus verschiedenen Richtungen 
auf einen gemeinsamen Nullpunkt treffen) oder zyklisch (engl. 
cyclic, unendliche wiederholende Sequenzen wie die Uhrzeit, Wo-
chen oder Monate) unterteilen (siehe Bild 2.10, rechts). Die ge-
ordneten Datenattribute lassen sich weiter unterteilen in ordinal 
und quantitativ, so dass sich drei verschiedene Attributklassen 
ergeben (siehe Bild 2.10, links), die häuﬁg in der Informationsvisu-
alisierung eingesetzt werden (vgl. [MAZZA 2009, S. 25], [MUNZNER 
2015, S. 32]):
t Kategorische Datentypen (bzw. Nominale Datentypen) be-
schreiben eine ungeordnete Menge, in der die Datenwerte 
entweder gleich oder ungleich sein können (z.B. Klassiﬁkation 
des Geschlechts in männlich und weiblich).
t Ordinale Datentypen sind eine geordnete Menge aus nicht-
numerischen Werten. Beispiele sind die Wochentage (Mon-
tag, Dienstag, etc.), Kleidungsgrößen (S, M, L, etc.) oder ge-
ordnete Skalen von »Stimme gar nicht zu« bis »Stimme sehr 
zu«.
t Quantitative Datentypen haben einen numerischen Werte-
bereich, mit dem Rechenoperationen und Vergleiche durchge-
führt werden können. Beispiele sind präzise Werte wie 36°, 
15,45 € oder 15 MB.
 
Jedes Datenattribut beschreibt eine Dimension des Datenraums, 
der auf einen visuellen Informationsraum projiziert werden muss 
KATEGORISCH GEORDNET
Nominal    Ordinal   Quantitativ
ATTRIBUTTYPEN
ORDNUNGSRICHTUNG
Sequentiell    Divergierend  Zyklisch
Bild 2.10: Datenattribute und  
mögliche Ordnungsrichtungen nach 
[MUNZNER 2015, S. 32]
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[SPENCE 2007, S. 30]. Die Datenmenge selbst kann abhängig von 
der Anzahl der Attribute und den Beziehungen zwischen den En-
titäten in verschiedenen Strukturen vorliegen. Nach SHNEIDERMAN 
lassen sich diese in die folgenden Typen unterteilen [SHNEIDERMAN 
1996]:
t 1-dimensionale Daten: bestehen aus Textdokumenten, Pro-
grammcode und Listen, die in sequentieller Weise geordnet 
sind.
t 2-dimensionale Daten: sind ﬂächige Daten wie Zeitungslay-
outs oder geographische Daten, die beispielsweise auf Karten 
oder Gebäudepläne projiziert werden können.
t 3-dimensionale Daten: können Daten über Objekte mit kom-
plexen dreidimensionalen Beziehungen wie der menschliche 
Körper, Moleküle und Gebäude sein.
t Temporale Daten: sind Daten, die abhängig von der Zeit sind. 
Sie unterscheiden sich von 1-dimensionalen Daten durch eine 
Start- und Endzeit und der Möglichkeit, dass sich Elemente 
überschneiden können. Beispiele sind Krankenakten oder Pro-
jektmanagementdaten.
t Multidimensionale Daten: sind meistens tabellarische Da-
ten, die durch mehrere Attribute deﬁniert sind und somit einen 
n-dimensionalen Datenraum aufspannen, z.B. Produktdaten 
mit mehreren Attributen wie Preis, Kategorie und Bewertung.
t Hierarchische Daten: die Entitäten sind in einer Eltern-Kind-
Beziehung geordnet wie beispielsweise das Dateisystem.
t Netzwerk-Daten: die Entitäten sind durch Beziehungen mitei-
nander verknüpft (z.B. Daten aus sozialen Netzwerken).
 
Produktdaten können in verschiedenen Klassiﬁkationen vorliegen, 
welche die Suche in den Daten erleichtern können und diesen 
Strukturen zuzuordnen sind. Monohierarchische Klassiﬁkati-
onen sind beispielsweise Taxonomien, die den hierarchischen 
Daten zuzuordnen sind (siehe Bild 2.11, erstes Beispiel). Durch 
Taxonomien werden die Daten fest in eine Struktur eingeordnet, 
die nur eine Sichtweise auf den Datenbestand zulassen. Ein Bei-
spiel stellt die Einteilung von Hotels nach Städten, die wiederum 
Facettenklassiﬁkation TaggingMonohierarchisch
HIERARCHISCHE KLASSIFIKATION MULTIDIMENSIONALE KLASSIFIKATION
Polyhierarchisch
Bild 2.11: Klassiﬁkationsmethoden
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in verschiedenen Ländern liegen, dar. Im Gegensatz dazu, kann 
bei einer Polyhierarchie ein Objekt mehreren Elternelementen 
zugeordnet werden [MORVILLE & ROSENFELD 2006, S. 220] (siehe 
Bild 2.11, zweites Beispiel). Beispielsweise kann Schlittschuhlau-
fen gleichzeitig in die Kategorie »Hallensport« und »Wintersport« 
eingeordnet werden.
Eine multidimensionale Klassiﬁkationsmethode stellt die Fa-
cettenklassiﬁkation dar, welche die einzuordnenden Objekte 
anhand ihrer Merkmale organisiert, die verschiedenen Facetten 
zugeordnet werden [RANGANATHAN 1962]. Somit lässt diese Klassi-
ﬁkation verschiedene Sichtweisen auf die klassiﬁzierten Objekte 
zu. Diese können als Dimensionen in einem orthogonalen, karte-
sischen n-dimensionalen Raum abgebildet werden, in denen jede 
Dimension einen anderen, normalerweise unabhängigen Aspekt 
des Informationsobjekts beschreibt (siehe Bild 2.11, drittes Bei-
spiel). Die Ausprägung einer Facette spiegelt sich auf der jewei-
ligen Achse wieder. Dadurch wird ein Objekt genau durch eine 
Ausprägung jeder Facette beschrieben [PRISS 2000]. Facettenklas-
siﬁkationen bauen auf multidimensionalen Datensätzen auf und 
erlauben pro Facette genau eine Zuordnung, beispielsweise kann 
ein Hotel durch einen Preis, einen Ort und die Anzahl der Sterne 
beschrieben werden. Eine Facette kann in einer hierarchischen 
Struktur eingebettet sein (hierarchical facets) beispielsweise die 
Einordnung des Ortes in »Wien« > »Österreich« > »Europa«. Fa-
cetten ohne diese verschachtelte Ordnung werden als ﬂach (ﬂat 
facets) bezeichnet [HEARST ET AL. 2002].
Als weitere multidimensionale Klassiﬁkationsmethode ist die kol-
laborative Verschlagwortung (engl. Collaborative Tagging bzw. So-
cial Tagging) zu nennen. Die Sammlung aller Schlagworte, die bei 
diesem Prozess entsteht, wird als Folksonomy bezeichnet und 
kann als nutzergenerierte Klassiﬁkation angesehen werden [QUIN-
TARELLI 2005]. Im Gegensatz zu einer Facettenklassiﬁkation oder 
einer Taxonomie muss der Nutzer nicht die Entscheidung treffen, 
ob die einzuordnende Informationseinheit einer vordeﬁnierten 
Klasse zugehörig ist [MATHES 2004]. Die Informationsressource 
kann vielmehr durch die Zuordnung beliebig vieler Schlagwor-
te beschrieben werden (siehe Bild 2.11, viertes Beispiel). Diese 
Klassiﬁkationsmethode lässt ebenfalls verschiedene Sichtweisen 
auf den Datenbestand zu, bietet jedoch aufgrund des fehlenden 
Regelwerks nur eingeschränkte Vergleichsmöglichkeiten. Folkso-
nomies sind den Netzwerkdaten zuzuordnen, deren Kanten (bzw. 
Beziehung zwischen den Datenelementen) eine Gewichtung 
haben. Diese ergibt sich durch die Anzahl der Nutzer, die eine 
Informationsressource mit dem gleichen Schlagwort klassiﬁziert 
haben.
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2.2.3 Visuelle Strukturen
Nach der Bestimmung der Datentypen können die Daten auf visu-
ellen Strukturen abgebildet werden. Visuelle Strukturen werden 
nach [CARD ET AL. 1999, S. 26FF.] unterteilt in:
t Räumliches Bezugssystem (Spatial Substrate): deﬁniert die 
Dimension der Darstellung. Jede Dimension kann als Achse 
aufgefasst werden, die entweder linear oder radial sein kann. 
Weiterhin werden die Achsentypen in nominal (Bereiche sind 
in Teilbereiche unterteilt), ordinal (Teilbereiche besitzen eine 
Ordnung), quantitativ (metrische Unterteilung) oder unstruk-
turiert (keine Achse) unterteilt. Die Abbildung entsteht durch 
die Aufteilung der Daten auf bestimmte Positionen im Raum. 
t Graphische Elemente (Marks): sind die sichtbaren Objekte 
im Raum und entsprechen den von BERTIN deﬁnierten graﬁ-
schen Elementen Punkt (0D), Linie (1D) und Fläche (2D) [BER-
TIN 1974, S. 52] unter Hinzunahme von Körpern (3D) (siehe 
Bild 2.12). Ein einzelnes graphisches Element kann einem Da-
teneintrag entsprechen (z.B. eine Telefonrechnung aus dem 
aktuellen Monat) oder eine Aggregation aus mehreren Daten-
einträgen repräsentieren (z.B. mehrere Einzelpositionen auf 
einer Rechnung) [KIRK 2016, S. 151].
t Graphische Eigenschaften (Graphical Properties): sind Eigen-
schaften der graphischen Elemente wie Größe, Orientierung, 
Farbe, Helligkeit, Textur und Form (auch visuelle Variablen ge-
nannt). 
 
Zwei Prinzipien unterstützen bei der visuellen Abbildung: die Ex-
pressivität und die Effektivität. Expressivität bedeutet, dass die 
visuelle Abbildung von allen und nur den Informationen erfolgen 
soll, die in den Datentabellen vorhanden sind [CARD ET AL. 1999, 
S. 23]. Beispielsweise sollten ungeordnete Daten nicht auf eine 
Weise abgebildet werden, die eine Ordnung wahrnehmen lässt, 
die in den Daten gar nicht vorhanden ist [MUNZNER 2015, S. 100]. 
MUNZNER unterteilt daher die graphischen Eigenschaften in Iden-
titätskanäle (Identity Channels) und Magnituden-Kanäle (Mag-
nitude Channels) (siehe Bild 2.13). Während die Identitätskanä-
le sich für kategorische Datenattribute eignen, die keine interne 
Ordnung aufweisen, beinhalten die Magnituden-Kanäle diejeni-
gen visuellen Variablen, die sich für geordnete Daten (ordinal und 
quantitativ) eignen.
Eine Abbildung wird als effektiver bezeichnet, wenn die visuel-
le Struktur schnell interpretiert werden kann, mehr Unterschiede 
vermittelt werden und es zu weniger Fehlinterpretationen als mit 
anderen Abbildungsmethoden führt [CARD ET AL. 1999, S. 23]. Ba-
sierend auf den Arbeiten von [BERTIN 1974], [CLEVELAND & MCGILL 
Punkt Linie
Fläche Körper
Bild 2.12: Graphische Elemente 
nach [BERTIN 1974]
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1984], [MACKINLAY 1986], [WARE 2004] und [MACEACHREN 1995] ord-
net MUNZNER die visuellen Variablen hinsichtlich ihrer Effektivität 
(siehe Bild 2.13) [MUNZNER 2015, S. 102].
2.2.4 Visualisierungstechniken
Aus dem Forschungsgebiet der Informationsvisualisierung ge-
hen viele Techniken zur Visualisierung von multidimensionalen 
Datenmengen hervor, die für den vorliegenden Anwendungsfall 
der Produktsuche hilfreich sein können. Die Herausforderung be-
steht darin, einen mehrdimensionalen Datenraum in einem we-
sentlich niedrigeren Darstellungsraum – in den meisten Fällen ein 
zweidimensionaler Monitor – abzubilden [MAZZA 2009, S. 45]. Ein 
möglicher Weg besteht in der Vorverarbeitung der Daten, indem 
die Daten vor dem Abbildungsvorgang geﬁltert oder bearbeitet 
werden (siehe Abschnitt 2.2.1). So können mit Dimensionsreduk-
tionsmethoden (Dimensionality Reduction Methods) wie Multidi-
mensional Scaling (kurz MDS) hochdimensionale Datenmengen 
in Datenräume mit weniger Dimensionen transformiert werden, 
um diese auf einem zweidimensionalen Ausgabemedium darzu-
stellen (vgl. [TORGERSON 1952], [VAN DER MAATEN & HINTON 2008]). Je-
doch sind mit diesen Verfahren einzelne Eigenschaften der Daten 
nicht mehr explorier- und vergleichbar.
Im Kontext von großen Datenmengen bis hin zu Milliarden von 
Datenobjekten unterscheidet SHNEIDERMAN zwischen atomaren 
Visualisierungen (Atomic Visualizations) und aggregierten Visu-
alisierungen (Aggregate Visualizations) [SHNEIDERMAN 2008]. Bei 
den atomaren Visualisierungen repräsentiert ein visuelles graphi-
Magnituden-Kanäle: geordnete Attribute Identitätskanäle: kategorische Attribute
Position auf einer gemeinsamen Skala
Position auf nicht ausgerichteten Skalen
Länge (1D Größe)































Bild 2.13: Visuelle Variablen 
klassifziert nach Expressivität und 
geordnet nach Effektivität nach  
[MUNZNER 2015, S. 102]
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sches Element (siehe Abschnitt 2.2.3) eine Zeile in der Datenta-
belle. Bei den aggregierten Visualisierungen werden hingegen 
mehrere Zeilen zusammengefasst und mit einem visuellen gra-
phischen Element repräsentiert.
[KEIM 2000] gruppiert die Visualisierungstechniken für multidimen-
sionale Datensätze hingegen in fünf unterschiedliche Kategorien: 
geometrische, ikonische, pixelbasierte, hierarchische und graph-
basierte Techniken, die in den folgenden Unterabschnitten näher 
erläutert werden. Während die hierarchischen und graph-basier-
ten Techniken primär genutzt werden, um die Entitäten und deren 
Beziehungen (siehe Abschnitt 2.2.2) zu repräsentieren, bieten die 
anderen Techniken verschiedene Strategien an, um die Attribute 
der Entitäten auf verschiedene visuelle Variablen abzubilden.
Geometrische Techniken
Bei geometrischen Techniken werden die Datenattribute auf eine 
Position im geometrischen Raum projiziert [MAZZA 2009, S. 47]. 
Visualisierungstechniken zur Erkennung von Korrelationen, Aus-
reißern und Verteilungen sind zum Beispiel Scatterplots und die 
Parallelen Koordinaten (vgl. [MUNZNER 2015, S. 148], [KIRK 2016, 
S. 185]).
Scatterplots sind zwar in der Lage multidimensionale Datensät-
ze darzustellen, durch die Position können jedoch nur zwei bis 
drei Dimensionen im Kartesischen Koordinatensystem kodiert 
werden. Durch die Nutzung weiterer visueller Variablen wie Form, 
Farbe und Größe kann die Anzahl der dargestellten Attribute bis 
zu sieben erhöht werden [MAZZA 2009, S. 46]. Ein Beispiel da-
für stellt der Scatterplot der Gapminder-Stiftung dar (siehe Bild 
2.14), der die Lebenserwartung in jedem Land im Verhältnis zum 
Einkommen auf der x- und y-Achse abbildet, während die Bevöl-
kerungsanzahl auf die Größe und der dazugehörige Kontinent auf 
die Farbe projiziert wird [NIX 2013, S. 38]. Steigt die Anzahl der 
darzustellenden Attribute jedoch auf mehr als sieben, stoßen 
Scatterplots an ihre Grenzen. 
Bild 2.14: Scatterplot der Gap-
minder Stiftung - https://www.
gapminder.org/tools/, Abrufdatum 
16.08.2018
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Die Darstellungstechnik der Parallelen Koordinaten begegnet 
diesem Problem durch die Deﬁnition eines Raumes, der durch 
eine beliebige Anzahl parallel angeordneter Achsen aufgespannt 
wird [INSELBERG & DIMSDALE 1990]. Jede Achse repräsentiert dabei 
eine Dimension der multidimensionalen Daten. Die Achsen ent-
halten Skalen – typischerweise für quantitative Daten – und wer-
den parallel zueinander angeordnet. Ein Datum wird durch eine 
einzelne Linie repräsentiert, welche die Achse an der entspre-
chenden Stelle schneidet. Durch die verschiedenen Linien erge-
ben sich Muster, die Korrelationen im Datensatz sichtbar machen: 
wenn zwei Nachbarachsen eine hohe positive Korrelation haben, 
sind die Liniensegmente meist parallel zueinander, bei einer ne-
gativen Korrelation hingegen schneiden sich die Liniensegmente 
in einem Punkt zwischen den beiden Achsen [MUNZNER 2015, S. 
163]. Weiterhin kann die visuelle Variable Farbe eingesetzt wer-
den, um weitere kategorische Dimensionen zu kodieren und um 
die einzelnen Linien besser unterscheidbar zu machen [KIRK 2016, 
S. 185]. Bild 2.15 zeigt ein Beispiel, das die Nährwerte von ver-
schiedenen Lebensmittelgruppen darstellt. Die Achsen geben 
z.B. den Fettgehalt, die Kalorien oder den Vitamingehalt auf quan-
titativen Skalen an.
Eine Variation der Parallelen Koordinaten stellt die Visualisierungs-
technik Parallel Sets dar [KOSARA ET AL. 2006]. Im Gegensatz zu 
den Parallelen Koordinaten stellt diese Technik nicht die einzelnen 
Datenwerte dar (atomare Visualisierung) sondern aggregiert die-
se und repräsentiert die Häuﬁgkeitsverteilung (aggregierte Visu-
alisierung). Daher eignen sich Parallel Sets für die Analyse von 
sehr großen, komplexen Datenmengen. Parallel Sets werden 
häuﬁg synonym zu Sankey Diagrammen verwendet, die jedoch 
auch die Visualisierung von hierarchischen oder zeitlich abhängi-
gen Strömen einbeziehen (vgl. [KIRK 2016, S. 190]). Aus diesem 
Grund wird in dieser Arbeit der Begriff »Parallel Sets« zur Dar-
stellung von multidimensionalen Datenmengen verwendet. Das 
grundlegende Layout ist ähnlich zu den Parallelen Koordinaten, 
jedoch werden Container statt Achsen genutzt, welche katego-
rische Attribute des Datensatzes repräsentieren. Im Falle von or-
dinalen und quantitativen Daten muss eine Abbildung gefunden 
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Bild 2.16: Parallel Sets: Breite 
der Bänder berechnen sich aus 
der Konjunktion der angrenzenden 
Container
Bild 2.15: Parallele Koordinaten 
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2009, S. 53]. Die Größe der Container ist entsprechend der Häu-
ﬁgkeitsverteilung des jeweiligen Attributs skaliert [BENDIX ET AL. 
2006]. Anstatt mit einzelnen Liniensegmenten sind die Container 
mit Bändern verbunden, die der logischen Konjunktion der zwei 
verbundenen Container entsprechen. Die Breite des Bandes gibt 
an, wie viele Daten in dieser Konjunktion enthalten sind (siehe 
Bild 2.16).
Ikonische Techniken
Bei den ikonischen Techniken wird jedes Datum als kleines un-
abhängiges visuelles Objekt dargestellt, das auch als Glyphe be-
zeichnet wird. Die Datenattribute werden auf visuelle Variablen 
(wie Größe, Form, Farbe und Orientierung, siehe Abschnitt 2.2.3) 
der Glyphe projiziert (vgl. [BORGO ET AL. 2013], [MAZZA 2009, S. 55]). 
Glyphen eignen sich optimal zur schnellen Erfassung der Gesamt-
heit aller Eigenschaften eines Datenobjektes. Ebenfalls ist ein Ver-
gleich mehrerer Datenobjekte schnell möglich, da Mengen oder 
Teilmengen der kodierten Dimensionen visuelle Muster formen, 
die sehr schnell durch die visuelle Wahrnehmung zu erfassen 
sind [WARD 2008]. Weiterhin lassen Glyphen verschiedene Lay-
out-Strategien zu und können dadurch auf verschiedene Weise 
eingesetzt und mit anderen Visualisierungstechniken kombiniert 
werden (vgl. [ROPINSKI ET AL. 2011], [BORGO ET AL. 2013]). Dadurch 
sind hybride Visualisierungstechniken möglich wie beispielsweise 
die Platzierung von Blumenglyphen in einem Scatterplot (vgl. Peo-
pleGarden [XIONG & DONATH 1999], OECD Better Life Index [KIRK 
2016, S. 89], siehe Bild  2.17, links) oder neben einer Liste von 
Suchergebnissen [CHAU 2011] (siehe Bild 2.17, Mitte). Ebenfalls 
lassen sich geographische (siehe Bild 2.18, Ukko Project) oder to-
pologische Beziehungen darstellen (siehe Bild 2.17, rechts).
Die Attribute des Datensatzes können nach den folgenden drei 
Strategien auf die Eigenschaften der Glyphen abgebildet werden 
[WARD 2008]:
Bild 2.17: links: OECD Better Life 
Index: Blumenglyphen werden in 
einem Scatterplot verortet (Quelle: 
http://www.oecdbetterlifeindex.
org), Mitte: Blumenglyphen werden 
direkt neben den Suchergebnis-
sen platziert [CHAU 2011], rechts: 
Weather Portraits U.S. Cities: 
Linien auf dem Kreis symbolisie-
ren verschiedene Messpunkte 
während eines Jahres, Glyphen 
geben das Wetterproﬁl an diesem 
Messpunkt wieder (Quelle: https://
c82.net/work/?id=345, Abrufdatum 
16.08.2018)
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t 1:1 Abbildung (One-to-One-Mapping): Jedes Datenattribut 
wird auf eine andere visuelle Variable abgebildet. Beispiels-
weise nutzen Chernoff-Gesichter verschiedene Gesichtsmerk-
male wie die Größe und Form des Kopfes, der Augen, Nase 
und des Mundes um verschiedene Datenattribute zu kodieren 
[CHERNOFF 1973]. SPENCE wendet diese Strategie ebenfalls für 
eine bestimmte Domäne an und setzt die Form der Glyphen 
als ikonische Repräsentation ein (siehe Abschnitt »Semiotik« 
in Kapitel  2.3.4). Um verschiedene Eigenschaften von Immo-
bilien zu visualisieren, wird die Form der Glyphe beispielswei-
se als ein Haus, eine Garage oder ein Boot abgebildet. Wei-
tere Attribute werden auf typspeziﬁsche Ikonen und Indizien 
abgebildet wie beispielsweise die Gartengröße (Größe der 
Grünﬂäche) oder die Anzahl der Zimmer (Anzahl der Fenster) 
[SPENCE 2007, S. 68].
t  1:n Abbildung (One-to-Many-Mapping): Ein Datenattribut 
wird auf verschiedene visuelle Variablen abgebildet (Redun-
dant Encoding). Diese Abbildungsstrategie kann bei wenigen 
Datenattributen eingesetzt werden und reduziert die Möglich-
keit der Missinterpretation. Weiterhin wird die Genauigkeit 
und Leichtigkeit erhöht, mit welcher der Nutzer die Daten in-
terpretieren kann. Ein Beispiel stellt das Ukko-Projekt1  dar, bei 
dem das gleiche Attribut auf Orientierung und Farbe abgebil-
det wird, da Farbe besser im Überblicksmodus wahrgenom-
men werden kann und die Orientierung besser im Detailmo-
dus erkenntlich ist (siehe Bild 2.18).
t  n:1 Abbildung (Many-to-One-Mapping): Mehrere Daten-
attribute werden auf die gleiche visuelle Variable projiziert, 
die sich in der Platzierung, Orientierung oder einer anderen 
Transformation unterscheidet. Diese Strategie wird vor allem 
eingesetzt, wenn es wichtig ist, verschiedene Attribute eines 
Datenobjektes miteinander zu vergleichen. Die Datenattribute 
stammen in diesem Fall vom gleichen Datentyp. Ein Beispiel 
1 http://project-ukko.net, Abrufdatum 16.08.2018
Bild 2.18: Ukko Project: Glyphen 
werden auf einer Karte platziert, 
wobei jeder Glyph die Windvor-
hersage an der jeweilige Position 
durch die Orientierung, den 
Farbwert, die Helligkeit und die 
Liniendicke repräsentiert (Quelle: 
http://project-ukko.net/map.html, 
Abrufdatum 16.08.2018)
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für kategorische Daten stellt das Shape Coding [BEDDOW 1990] 
dar. Bei dieser Technik werden alle Datenattribute als Zellen 
eines 2D-Feldes dargestellt, wobei jede Zelle einem Attribut 
entspricht und eine Kodierung von binären Daten durch aus-
gefüllte bzw. leere Zelle erlaubt. Diese Technik kann durch die 
Nutzung von Farbcodes auch auf unterschiedliche Kategorien 
erweitert werden. Ein Beispiel für diese Technik stellt die Vi-
sualisierung verschiedener Stationen und Linien eines Metro-
fahrplans dar (siehe Bild 2.19, links). Dabei wird jede Station 
als eine Glyphe dargestellt und die Metrolinie durch farblichen 
Kreise repräsentiert, die nur ausgefüllt werden, wenn die Linie 
die jeweilige Station bedient2. Für quantitative Daten kann bei-
spielsweise der Whisker Plot eingesetzt werden, der die At-
tributwerte auf die Länge von Liniensegmenten projiziert, die 
radial um einen Mittelpunkt herum angeordnet werden (siehe 
Bild 2.20). Werden diese Linienenden miteinander verbunden, 
entsteht ein Star Plot [WARE 2004, S. 184]. Eine besondere 
Eigenschaft der Star Plots ist, dass sie anhand der dadurch 
entstehenden Form efﬁzient miteinander verglichen werden 
können [MAZZA 2009, S. 55]. Ein Beispiel, das quantitative und 
binäre Daten kombiniert, stellt der Clock Glyph dar [KINTZEL ET 
AL. 2011]. Bei dieser Visualisierungstechnik werden die Attri-
bute ebenfalls radial in kleinen Liniensegmenten angeordnet. 
Der Wert wird jedoch nicht auf die Länge sondern auf eine 
Farbskala projiziert. Liegt ein NULL-Wert an der entsprechen-
den Stelle vor, bleibt die entsprechende Position leer (siehe 
Bild 2.19, rechts).
 
Zu den Beschränkungen von Glyphen zählt die begrenzte Genau-
igkeit bei der Visualisierung umfangreicher Datenbestände. Da sie 
verhältnismäßig viel Platz zur Darstellung benötigen, müssen sie 
in Folge dessen entsprechend klein dargestellt werden, was die 
Suche nach Mustern und Zusammenhängen erschwert. Glyphen 
eignen sich daher nicht für die Darstellung sehr großer Datenbe-
stände (vgl. [WARD 2008]).
Pixelbasierte Techniken
Mithilfe von pixelbasierten Techniken können die meisten Daten-
objekte unter den atomaren Visualisierungen dargestellt werden, 
2 https://c82.net/work/?id=335, Abrufdatum 16.08.2018
Bild 2.19: Links: Shape Coding 
angewandt auf einen Metro-
fahrplan (Quelle: https://c82.
net/work/?id=335, Abrufdatum 
16.08.2018), rechts: Clock Glyph 
[KINTZEL ET AL. 2011] 
Bild 2.20: Whisker Plot (links) und 
Star Plot (rechts) [WARE 2004, S. 
184]
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da jedes Datum auf einen farbkodierten Pixel projiziert wird [KEIM 
2000]. Um diese Technik auf die Visualisierung von multidimensi-
onalen Daten anzuwenden, werden die Attribute in einzelne Be-
reiche, sogenannte Fenster (Windows) aufgeteilt. Diese Fenster 
haben typischerweise eine rechteckige Form und sind in einer 
Matrix auf dem Bildschirm angeordnet, um den Platz optimal aus-
zunutzen. Andere Formen z.B. radiale Layouts sind jedoch auch 
möglich (vgl. [KEIM 2000]). Ein multidimensionaler Datensatz ist 
auf mehrere Fenster aufgeteilt und jeder seiner Attribute ist an 
der identischen Position in den jeweiligen Fenstern platziert (sie-
he Bild 2.21, links). Die Pixel innerhalb eines Fensters können auf 
verschiedene Weise angeordnet werden wie beispielsweise in 
einer raumfüllenden Hilbertkurve oder einer spiralförmigen An-
ordnung (vgl. [KEIM 2000], [MAZZA 2007, S. 60]).
Ein Beispiel stellt eine Applikation dar, mit der die Nutzung von 
Onlinekursen auf einer E-Learning-Plattform analysiert werden 
kann [MAZZA 2007, S. 60]. Jeder Onlinekurs wird durch ein Fenster 
repräsentiert und die Pixel innerhalb der Fenster stellen verschie-
dene Zeiteinheiten dar (siehe Bild 2.21, rechts). Die Verteilung 
der Pixel innerhalb der Fenster erfolgt in einer temporalen Spirale 
mit dem ersten Pixel im Zentrum des Fensters (siehe Bild 2.21, 
Mitte). Die Farbkodierung entspricht der Häuﬁgkeit der Nutzung 
des aktuellen Onlinekurses. Wie in Bild 2.21 (rechts) zu sehen ist, 
kann diese Technik sehr gut eingesetzt werden, um die Verteilung 
in sehr großen Datenbeständen zu sehen. Jedoch ist es schwierig 
einzelne Werte zu identiﬁzieren und miteinander zu vergleichen. 
Weiterhin sind pixelbasierte Techniken eher Experten wie Finanz-
analysten oder Softwareexperten vorbehalten [PREIM & DACHSELT 
2010, S. 466] und daher weniger für eine breite Nutzergruppe im 
Kontext der Produktsuche geeignet. 
Hierarchische Techniken
Hierarchische Techniken können eingesetzt werden, wenn die Re-
lationen der Entitäten in einer Eltern-Kinder-Beziehung vorliegen. 
MEIRELLES unterscheidet diese Techniken in gestapelte (Stacked) 
und verschachtelte (Nested) Visualisierungen [MEIRELLES 2013, 
S. 18]. In den gestapelten Visualisierungen sind die Elemente an-
einander geordnet und oft durch Linien miteinander verbunden. 
Ein Beispiel hierfür sind Node-Link-Visualisierungen, in denen die 
Attribut 1 Attribut 2 Attribut 3






Bild 2.21: links: die Attribute eines 
Datenobjektes werden an die 
gleiche Position in verschiedenen 
Fenstern verteilt [KEIM 2000], Mitte: 
Verteilung der Pixel in einem Fens-
ter in Form einer Spirale von innen 
nach außen [MAZZA 2007, S. 60], 
rechts: Anwendung zur Analyse der 
Nutzung von Onlinekursen: blaue 
Pixel weisen auf eine häuﬁge Nut-
zung hin, hellere auf eine seltenere 
Nutzung [MAZZA 2007, S. 60]
Eine Hilbert-Kurve ist eine 
stetige, raumfüllende Kurve, die 
jedem beliebigen Punkt einer 
quadratischen Fläche beliebig 
nahe kommt. Sie wurde von 
dem Mathematiker David Hil-
bert entdeckt.
2 Interdisziplinäre Grundlagenbetrachtung 37
Entitäten als Punkte dargestellt werden und die Relationen zwi-
schen den Entitäten als Verbindungslinien (siehe Bild 2.22, erste 
Visualisierung). Node-Link-Visualisierungen eignen sich sowohl 
für hierarchische als auch Netzwerkdaten. Hierarchische Node-
Link-Visualisierungen sind beispielsweise Conetree und Dendro-
gramm, die sich besonders gut für Aufgaben eignen, welche die 
Analyse von Topologien beinhalten, wie das Finden von Elemen-
ten auf dem gleichen Hierarchielevel [MUNZNER 2015, S. 203]. 
Bei verschachtelten Visualisierungen sind die Elemente aus Con-
tainern zusammengesetzt, die entsprechend ihrer Hierarchie 
gruppiert oder assoziiert werden. Ein Beispiel hierfür ist die Tree-
map, welche SHNEIDERMAN entwickelte, um den Platz der Dateien 
innerhalb ihrer hierarchischen Ordnerstruktur auf einer Festplatte 
darzustellen [SHNEIDERMAN 1992]. Dabei wird eine ﬂächenfüllende 
Technik genutzt, welche die einzelnen Dateien mittels ﬂächiger 
Container ineinander schachtelt.  Die Größe eines Containers 
gibt gleichzeitig die relative Größte der Datei im Vergleich zum 
Blattknoten, hier der Festplatte, wieder (siehe Bild 2.22, zweite 
Visualisierung).
MCGUFFIN & ROBERT unterscheiden insgesamt sieben hierarchi-
sche Techniken, die in Bild 2.22 dargestellt sind [MCGUFFIN & RO-
BERT 2010]. Treemap, Nested Circles und Node-Link-Techniken 
lassen sich in die Taxonomie von MEIRELLES einordnen, während 
Icicle Tree, Sunburst und die Einrückungstechnik keine expliziten 
Konnektoren oder Container nutzen (vgl. [MUNZNER 2015, S. 214]). 
Zur Einordnung dieser Techniken wird die Einteilung durch MEI-










Bild 2.22: Techniken zur Visuali-
sierung von hierarchischen Daten 
erweitert nach [MCGUFFIN & ROBERT 
2010] und [MEIRELLES 2013, S. 18]
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Graphbasierte Techniken
Graphbasierte Visualisierungstechniken lassen sich nach MUNZNER 
in Matrix- und Node-Link-Visualisierungen unterteilen [MUNZNER 
2015, S. 200]. Durch die Anordnung aller Knoten eines Netzwer-
kes in einer tabellarischen Form, erhält man eine Adjazenzmatrix, 
deren Spalten- und Zeilenanzahl der Anzahl der Knoten entspricht. 
Die Zellen in der Matrix geben an, ob zwischen den beiden Kno-
ten eine Kante existiert. Diese Zellen können genutzt werden, 
um zusätzliche Attribute der Kanten zu kodieren, beispielsweise 
durch Nutzung der Farbe oder Helligkeit (vgl. [MUNZNER 2015, S. 
208]). Bild 2.23 zeigt ein Beispiel, das die inneren Zusammen-
hänge der amerikanischen Serie »Lost« visualisiert – links als 
Node-Link-Visualisierung und rechts als Matrixvisualisierung [Nix 
2013, S. 83]. Innerhalb der Zellen werden hier Glyphen in Form 
von Venn-Diagrammen eingesetzt, um zusätzliche Kanteneigen-
schaften zu kodieren. Im Falle von ungerichteten Graphen kann 
die Matrix auf eine Repräsentation abwärts oder aufwärts der Dia-
gonalen reduziert werden. 
Node-Link-Visualisierungen repräsentieren die Daten als Graphen, 
bei denen die Entitäten als Punkte bzw. Knoten repräsentiert wer-
den, und die Beziehungen als Kanten. Die Kanten können eine 
Richtung (gerichteter Graph) und ebenfalls Attribute besitzen. Im 
Falle von numerischen Werten können die Kanten somit gewich-
tet und die Linienstärke variiert werden. Bei Attributen in Textform 
werden die Kanten durch Labels angereichert (vgl. [MAZZA 2009, 
S. 64]). MEIRELLES unterscheidet verschiedene Typen von Node-
Link-Visualisierungen [MEIRELLES 2013, S. 62]:
Bild 2.23: Node-Link- (links) und 
Matrixvisualisierung (rechts) ba-
sierend auf den Zusammenhängen 
in der Serie »Lost«, Quelle: http://
intuitionanalytics.com/other/lostal-
gic, Abrufdatum 16.08.2018
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t Linear: die Knoten können linear organisiert und die Relatio-
nen als Bögen angeordnet werden (siehe Bild 2.24, links)
t Force-Directed: die Knoten werden durch Algorithmen, die 
physikalische Kräfte simulieren, angeordnet. Diese können 
auch um einen ausgewählten Knoten zentriert werden (siehe 
Bild 2.24, Mitte)
t Kreisförmig: die Knoten werden auf einem Kreis angeordnet 
und nach Gruppen sortiert, während die Kanten innerhalb des 
Kreises dargestellt werden (siehe Bild 2.24, rechts)
t Kartenbasiert: die Knoten haben eine geographische Positi-
on und werden durch Kanten verbunden
t Polar: die Knoten sind um ein radiales Zentrum oder einen 
ausgewählten Knoten herum angeordnet
t Sankey: die Knoten sind vertikal angeordnet und die Kanten 
gewichtet. Bei mehreren parallelen Gruppen entsteht eine 
Sankey- oder Parallel-Sets-Visualisierung.  
2.2.5 Interaktionstechniken
Die Exploration und Analyse von Daten sind in der Informati-
onsvisualisierung von wesentlicher Bedeutung. Interaktionen 
bieten dem Nutzer die Möglichkeit, die Daten aus verschiede-
nen Perspektiven zu betrachten und zu analysieren [KIRK 2016, 
S. 223]. Zudem erhöhen sie die Wahrscheinlichkeit, Zusammen-
hänge in den Daten aufzudecken, die in statischen Darstellungen 
nicht ohne Weiteres feststellbar wären [MAZZA 2009, S. 105]. Dar-
über hinaus ist der Einsatz von Interaktionsmöglichkeiten wichtig, 
um die Komplexität der Datenmengen bewältigen zu können. Der 
begrenzte physische Platz auf den Ausgabemedien und die kog-
nitiven Grenzen des Nutzers schließen die Darstellung aller Infor-
mationen auf einmal bei sehr großen Datenmengen aus [MUNZNER 
2015, S. 244], [PREIM & DACHSELT 2010, S. 510]. Aus diesem Grund 
folgen viele Interaktionstechniken dem Visual Seeking Mantra von 
SHNEIDERMAN, das den Informationssuchprozess unterstützen soll:
»Overview ﬁrst, zoom and ﬁlter, then details-on-demand« [SHNEI-
DERMAN 1996]
Bild 2.24: Node-Link-Visuali-
sierungstechniken: linear (links) 
- Quelle: http://datavis.dekstop.
de/irc_arcs/, sowie force-directed 
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Ausgangspunkt soll demnach ein globaler Überblick über den 
gesamten Informationsraum sein, welcher der Orientierung 
dienen soll. Mit Hilfe des Zooms können relevante Informati-
onsbereiche fokussiert und durch Filteroperationen irrelevante 
Informationen ausgeblendet werden. Schließlich werden dem 
Nutzer bei Bedarf – zum Beispiel durch Anklicken eines Infor-
mationsobjektes – zusätzliche Informationen angeboten.
MAZZA unterteilt die verschiedenen Interaktionstypen gemäß ih-
rer Einwirkung auf die Visualisierungspipeline (siehe Abschnitt 
2.2.1). Die Interaktionsmöglichkeiten können einerseits die zu 
visualisierenden Daten und deren Mapping auf eine visuelle 
Repräsentation beeinﬂussen (Transformable representations, 
im Folgenden Datenmanipulation genannt). Anderseits kön-
nen diese die generierte Darstellung beeinﬂussen (Manipulable 
representations, im Folgenden Sichttransformation genannt), 
beispielsweise durch Zoomen und Rotation. Visualisierungen, 
die keine Interaktionsmöglichkeiten anbieten, bezeichnet MAZ-
ZA als statische Repräsentationen (Static representations) [MAZ-
ZA 2009, S. 106].
Interaktionen, die der Sichttransformation zugeordnet werden 
können, sind zum Beispiel Navigationsformen, welche die zu-
grundeliegende Metapher der virtuellen Kamera aufgreifen, die 
auf die Repräsentation zeigt [MUNZNER 2015, S. 254]. Diese kön-
nen in drei Komponenten unterteilt werden:
t Zooming: die Kamera fährt näher an die Repräsentation 
heran und zeigt dadurch weniger Elemente vergrößert an
t Panning: die Kamera bewegt sich parallel zur Visualisie-
rung, entweder von einer Seite zur anderen oder von oben 
nach unten (in der 2D-Navigation auch Scrolling und in der 
3D-Navigation Translation genannt)
t Rotation: die Kamera dreht sich um die eigene Achse 
Eine intuitive Form der Navigation ist das geometrische Zoo-
men, da diese der Erfahrung aus der realen Welt entspricht, 
sobald man sich einem Objekt nähert. Die Repräsentationen 
Bild 2.25: Semantischer Zoom 
bei Google Maps: geringerer 
Detailgrad (links) und höherer 
Detailsgrad mit Straßennamen 
beim heranzoomen (rechts)
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Zoomable User Interfaces 
(ZUI) sind Graﬁsche Benutzer-
oberﬂächen, mit der Möglich-
keit, einzelne Elemente oder die 
gesamte Oberﬂäche zu zoomen.
der dargestellten Objekte werden nicht beeinﬂusst mit Aus-
nahme ihrer Größe [MUNZNER 2015, S. 255]. Im Gegensatz dazu 
ändert sich beim semantischen Zoom auch das visuelle Er-
scheinungsbild der dargestellten Objekte und verschiedene 
Detailgrade (Level of Detail) können angeboten werden. Der 
semantische Zoom vergrößert die Informationsobjekte im Ge-
gensatz zum geometrischen Zoom nicht kontinuierlich, sondern 
die zusätzlichen Details werden in diskreten Stufen (LOD) ange-
boten [SPENCE, 2007, S. 118]. Ein Beispiel für den semantischen 
Zoom ist bei Google Maps zu sehen, das in einem kleineren 
Detailierungsgrad nur den Stadtnamen und die Bezirke darstellt 
und erst beim Hineinzoomen die Straßennamen anzeigt (siehe 
Bild 2.25). 
Während Zoomable User Interfaces die verschiedenen Detail-
grade durch die Interaktion zeitlich voneinander trennen, un-
terscheiden COCKBURN ET AL. zwei weitere Interaktionsklassen, 
die der Sichtentransformation zugeordnet werden können. Over-
view-&-Detail-Techniken stellen Detail- und Kontextinformationen 
simultan aber räumlich getrennt voneinander dar (siehe Bild 2.26, 
links), während Fokus-&-Kontext-Techniken weder eine räumliche 
noch zeitliche Trennung benötigen, da die Darstellung beider De-
tailgrade in einer simultanen Ansicht erfolgt [COCKBURN ET AL. 2009]. 
Bei der Fokus-&-Kontext-Technik wird das Ziel verfolgt, möglichst 
viel Raum für die Abbildung der Detailinformationen zu schaffen, 
die für den Nutzer von besonderem Interesse sind, während die 
detailärmeren Elemente im Kontext mit weniger Platz auskom-
men müssen [MAZZA 2009, S. 110]. Folgende Fokus-&-Kontext-
Techniken können eingesetzt werden, um Interessenbereiche in 
großen Datenräumen hervorzuheben [MUNZNER 2015, S. 322]:
t Informationsunterdrückung  und -aggregation: Einige Ele-
mente werden von der Darstellung durch dynamisches Filtern 
ausgeschlossen oder können durch eine dynamische Aggre-
Bild 2.26: links: Overview & Detail 
in zwei separaten Ansichten beim 
Acrobat Reader, rechts: Anwen-
dung einer Fisheye-Linse auf einen 
Scatterplot [MUNZNER 2015, S. 329] 
Als Level of Detail (LOD) wer-
den verschiedene Detailstufen 
einer Darstellung bezeichnet.
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gation für den Kontext zusammengefasst werden, während 
die Elemente im Fokus detaillierter angezeigt werden. Diese 
Technik erlaubt auch die Darstellung mehrerer Fokusse.
t Überlagerte Ebenen: In diesem Fall erstreckt sich die globa-
le Ebene über die gesamte Darstellungsﬂäche, während eine 
Fokusebene darüber hinweg bewegt werden kann. Auf dieser 
Fokusebene kann der ausgewählte Bereich in einem anderem 
Detailgrad dargestellt oder in einer veränderten Darstellungs-
form angeboten werden wie zum Beispiel die Magic Lens 
[STONE ET AL. 1994].
t Verzerrung: Die Geometrie der Anzeige wird durch Verzer-
rung so geändert, dass wichtige Informationen vergrößert 
werden, ohne dass der weniger vergrößerte Kontext verloren 
geht [PREIM & DACHSELT 2010, S. 544]. Beispiele sind bifokale 
Ansichten, perspektivische Verzerrungen wie die Perspective 
Wall [MACKINLAY ET AL. 1991], Fischaugenansichten (Fisheye 
Views) [SARKAR & BROWN 1992] (siehe Bild 2.26, rechts) und 
der Einsatz von ﬂexiblen Displays [PESCHKE ET AL. 2012].
 
Neben der Sichttransformation kann die Einﬂussnahme auf die 
Datenverarbeitungsphase oder das visuelle Mapping hilfreich für 
die explorative Analyse sein. Interaktionstechniken, die der Da-
tenmanipulation zugeordnet werden können, sind zum Beispiel 
die Umsortierung von Daten (Sorting) oder die Datenreduktion 
[MAZZA 2009, S. 116]. Letzteres stellt eine Strategie dar, um die vi-
suelle Komplexität zu reduzieren und beinhaltet das Filtern sowie 
die Aggregation. Beim Filtern werden einzelne Elemente aus der 
Ergebnismenge entfernt, während bei der Aggregation mehrere 
Elemente zu einem neuen Element zusammengefasst werden 
[Munzner 2015, S. 299]. In interaktiven Informationsvisualisierun-
gen werden Filter häuﬁg durch dynamische Anfragen (Dynamic 
Queries) umgesetzt, bei denen der Nutzer die Auswirkung seiner 
Filteraktionen direkt in der Ergebnismenge sehen kann. Dabei ist 
es möglich, sowohl die Elemente als auch Attribute zu ﬁltern. Bei 
der Elementﬁlterung werden die Elemente herausgeﬁltert, die 
eine bestimmte Eigenschaft nicht erfüllen oder nicht in der Reich-
weite der angegebenen Attributmaximum- und minimumwerte 
liegen [MUNZNER 2015, S. 301]. Bei der Attributﬁlterung ist das 
Ziel jedoch die darzustellenden Attribute zu minimieren und nicht 
die Elemente selbst (siehe Bild 2.27). Oft werden zur Filterung 
Standard-Widgets eingesetzt wie Slider und Comboboxen. Diese 
können jedoch mit Zusatzinformationen über die aktuell geﬁlterte 
Datenmenge angereichert werden. Diese Widgets werden auch 
Scented Widgets genannt [WILLETT ET AL. 2007]. Sie weisen auf 
die Metapher des Information Scent (siehe Abschnitt 2.1.2) hin, 
die den Suchenden bei der Entscheidung unterstützen soll, tiefer 
in die Informationsressource einzutauchen oder an anderer Stelle 
weiterzusuchen (siehe Bild 2.28).
Bild 2.27: Starplots mit allen 
Attributen (oben) und nach der 
Attributﬁlterung (unten) [YANG, ET 
AL. 2003]
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Eine weitere wichtige Interaktionsform, die einzelne oder mehre-
re Elemente manipulieren kann, ist die Selektion, welche häuﬁg 
eine nachgelagerte Operation zufolge hat wie zum Beispiel das 
Highlighting. Selektionen sollten ein Highlighting auslösen, um 
dem Nutzer ein unmittelbares visuelles Feedback anzubieten und 
werden häuﬁg per Farbkodierung umgesetzt [MUNZNER 2015, S. 
249]. Eine weitere darauf aufbauende Interaktionstechnik ist das 
sogenannte Linking & Brushing. Diese erlaubt die gleichzeitige 
Hervorhebung ausgewählter Datensätze in verschiedenen, mit-
einander verknüpften Visualisierungen und damit die Erkennung 
von Assoziationen und Korrelationen [KEIM 2002]. Durch das »Da-
rüberstreichen« (Brushing) über einen Teil der Datenvisualisierung 
wird meistens eine Auswahl mehrerer Datenobjekte vorgenom-
men, die zeitgleich in den verknüpften Ansichten (Linking) hervor-
gehoben werden [PREIM & DACHSELT 2010, S. 572].
Der Einsatz geeigneter Interaktionstechniken kann die User Expe-
rience und die Nutzungsfreude eines Interfaces maßgeblich ver-
bessern. Ausführlicher werden diese Faktoren in den folgenden 
Abschnitten betrachtet.
2.3 Entwurfsproblematik in der Mensch- 
Computer-Interaktion
Die Gestaltung von Suchinterfaces ist Teil der menschzentrier-
ten Forschungen der Informatik, welche die Kommunikation des 
Menschen mit dem Computer fokussiert. Die Mensch-Compu-
ter-Interaktion (Human Computer Interaction, kurz HCI) beschäf-
tigt sich sowohl mit dem Design als auch der Evaluation von in-
teraktiven Systemen. Es ist wichtig, die Interaktionen der Nutzer 
mit den Informationen in ihrer jeweiligen Situation zu verstehen, 
um ihnen eine bessere Unterstützung in ihrem Kontext bieten zu 
können. Dies schließt verschiedene Aspekte des Kontextes ein, 
wie beispielsweise der physische Kontext, in der die Interaktion 
stattﬁndet, die sozialen Strukturen der beteiligten Nutzer, sowie 
das individuelle Vorwissen und die Erfahrungen des einzelnen 
Nutzers [BLANDFORD & ATTFIELD 2010, S. 9].
Diese Einﬂussfaktoren werden im nutzerzentrierten Design 
(User-centered Design) betrachtet, das den Nutzer einer An-
Bild 2.28: Beispiele für Scented 
Widgets: a) Slider kombiniert mit 
mit einem Balkendiagramm, b) 
Checkbox kombiniert mit Icons und 
einer zugeordneten Reihenfolge, c) 
Listenfeld angereichert mit Icons 
und verschiedenen Transparenz-
werten, welche die Größe des 
Datensatzes kodieren, d) Baum 
angereichert mit Farbkodierung 
und Zahleninformationen [WILLETT 
ET AL. 2007]
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wendung oder eines Produktes in das Zentrum des Entwurfs-
prozesses setzt. Im nutzerzentrierten Design werden Prozesse 
und Methoden erforscht, die Einblicke in die Gewohnheiten, Ein-
schränkungen, Bedürfnisse und Erwartungen der potentiellen 
Nutzer bieten (vgl. [PRATT & NUNES 2012, S. 15], [VISOCKY O‘GRADY 
2008, S. 25]).
Im folgenden Unterkapitel werden der Entwurfsprozess und 
bekannte Methoden im Kontext des nutzerzentrierten Designs 
vorgestellt. In Abschnitt 2.3.2 werden Guidelines, Normen, Prinzi-
pien und Entwurfsmuster präsentiert, die im Designprozess ein-
gesetzt werden können, gefolgt von wiederverwendbaren Kom-
ponenten in Form von Baukästen (Abschnitt 2.3.3). In Abschnitt 
2.3.4 wird anschließend die Rolle der Semiotik in der Mensch-
Computer-Interaktion und bei der Erstellung interaktiver Systeme 
diskutiert.
2.3.1 Entwurfsprozess
Ziel des Entwurfsprozesses ist es, nutzbare und gleichermaßen 
attraktive Benutzungsschnittstellen zu entwickeln, welche die An-
forderungen der Auftraggeber und der künftigen Nutzer erfüllen 
[PREIM & DACHSELT 2015, S. 3]. Im Kontext des nutzerzentrierten 
Designs spielen dabei nicht nur die Gebrauchstauglichkeit (Usa-
bility) sondern auch das Nutzungserlebnis (User Experience, 
kurz UX) eine Rolle. Der Begriff Usability fokussiert nicht nur eine 
komfortable Benutzung, sondern auch die Forderung nach einer 
geeigneten Unterstützung des Nutzers bei der Erreichung seiner 
Ziele im jeweiligen Einsatzfeld [SARDONICK & BRAU 2011, S. 19]. 
Sie zielt vor allem darauf ab, Mängel zu beseitigen, Barrieren zu 
verringern und Technik dadurch zugänglich zu machen [PREIM & 
DACHSELT 2015, S. 4]. User Experience betrachtet dagegen auch 
subjektive Wahrnehmungen und Gefühle bei der Interaktion mit 
einem Produkt oder einem Service [HASSENZAHL 2008]. Nach ARNDT 
setzt sich die User Experience aus dem Nutzen (Utility, z.B. Voll-
ständigkeit, Korrektheit und Relevanz), der Gebrauchstauglichkeit 
(z.B. Fehlertoleranz, Individualisierbarkeit und Konsistenz) und 
der Nutzungsfreude (Joy of Use, z.B. Herausforderung, Innovati-
on und Exklusivität) zusammen, wobei diese einzelnen Elemente 
nicht immer die gleiche Wichtigkeit und Bedeutung haben müs-
sen [ARNDT 2006, S. 80FF.]. HASSENZAHL nimmt an, dass der Nutzer 
interaktive Produkte in zwei verschiedenen Dimensionen wahr-
nimmt: Pragmatische Qualitäten verweisen auf die Fähigkeit des 
Produktes hin, die Ziele oder Aufgaben effektiv und efﬁzient zu 
erreichen. Demgegenüber stehen die hedonischen Qualitäten, 
die nicht aufgabenbezogen sind und der Frage nachgehen, war-
um jemand ein bestimmtes Produkt nutzt. Beispiele dafür sind 
die Neuheit oder Originalität eines Produktes [HASSENZAHL 2008].
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Der Entwicklungsprozess des User Interfaces (Benutzungs-
schnittstelle) orientiert sich am Software Engineering, da die 
Entwicklung interaktiver Systeme nicht völlig losgelöst von der 
Entwicklung der anderen Softwarekomponenten betrachtet wer-
den kann. Dabei liegt im gesamten Prozess ein klarer Fokus auf 
Gebrauchstauglichkeit und User Experience [PREIM & DACHSELT 
2015, S. 5]. Software Engineering ist im Vergleich jedoch technik-
orientierter und es dominieren formalere Methoden (z.B. Speziﬁ-
kations- und Veriﬁkationsmethoden) als bei der der Entwicklung 
von User Interfaces [PREIM & DACHSELT 2010, S. 20]. Auch sind die 
Prinzipien des phasenorientierten Vorgehensmodells, dem soge-
nannten »Wasserfallmodell«, bestehend aus meist 5 - 6 Phasen 
(Initialisierung, Analyse, Entwurf, Realisierung, Einführung und 
Nutzung), im nutzerzentrierten Design kaum umsetzbar [PREIM & 
DACHSELT 2015, S. 7]. Der Entwurfsprozess des User Interfaces 
Engineering enthält vielmehr Zyklen aus
t Analyse, 
t Entwurf (bzw. Design/Gestaltung), 
t Realisierung (bzw. Prototyping/Entwicklung) und 
t Bewertung (bzw. Evaluation), (vgl. [PREIM & DACHSELT 2015, 
S. 4], [BURMESTER 2005, S. 189]).
 
Der Prozess ist stärker iterativ, konzentriert sich frühzeitig auf die 
Aufgaben und Nutzer, betont das Prototyping, sowie die Diskus-
sion und den Test von Varianten [PREIM & DACHSELT 2015, S. 5]. Des 
Weiteren ist die Kommunikation in multidisziplinären Teams ein 
wesentlicher Aspekt im nutzerzentrierten Gestaltungsprozess. 
Daher ist es wichtig, Gestaltungsideen und Varianten anschaulich 
in jeder Phase festzuhalten und zu kommunizieren [BURMESTER 
2005, S. 188].
In der Analyse werden die Rahmenbedingungen für das zu ent-
wickelnde System erfasst und die Anforderungen abgeleitet [SAR-
DONICK & BRAU 2011, S. 93]. Der Entwurf eines User Interfaces 
benötigt ein möglichst genaues Verständnis der Ziele und des 
Kontextes der Nutzer. Dafür stehen verschiedene Methoden zur 
Verfügung, mit denen diese Informationen erfasst und für die 
weiteren Phasen aufbereitet werden können. Durch Interviews, 
Informationsanalysen, Fragenbögen und Beobachtungen können 
beispielsweise Handlungsabläufe, Stärken und Schwächen des 
Ist-Zustandes und Informationen über die zukünftigen Nutzer 
erfasst werden (vgl. [SARDONICK & BRAU 2011, S. 95]). Auf Basis 
der erfassten Informationen können Personas erstellt werden. 
Dies sind hypothetische Archetypen realer Anwender. Personas 
bündeln die Informationen über eine Zielgruppe und unterstützen 
bei der Kommunikation, da von einer konkreten Person statt von 
einem abstrakten Marktsegment gesprochen wird (vgl. [WÖLFEL 
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2012, S. 130], [MATHIS 2016, S. 19]). Darauf aufbauend unterstüt-
zen Nutzerszenarien, um zu kommunizieren, wie die Persona das 
User Interface benutzt (vgl. [STEANE 2014, S. 21], [PRATT & NUNES 
2012, S. 62], [COOPER ET AL. 2010, S. 130]). Szenarien können un-
terschiedlich repräsentiert werden, z.B. in Form von Comic-Story-
boards oder als Collagen (vgl. [WÖLFEL 2012, S. 136]).
Die Ergebnisse der Analysephase bieten die Grundlage für die 
Entwurfsphase. Üblicherweise wird die Gesamtaufgabe in meh-
rere Ebenen zerlegt. Dabei zielt das Informationsdesign auf die 
Auswahl und Strukturierung der relevanten Informationen ab. 
Das visuelle Design konzentriert sich darauf, wie die Informatio-
nen dargestellt werden und das Interaktionsdesign adressiert die 
Interaktionstechniken und -abläufe [PREIM & DACHSELT 2015, S. 5]. 
Diese Teilaufgaben können durch verschiedene Methoden unter-
stützt werden. Inspiration für erste Entwürfe im visuellen Design 
können Design-Portfolios und Bookmarking-Werkzeuge wie Pin-
terest3 bieten [STEANE 2014, S. 24]. Moodboards eignen sich um 
die Stimmung oder Atmosphäre des zu entwerfenden Objektes 
darzustellen, verschiedene Informationen aus der Recherche zu 
bündeln und einen schnellen visuellen Eindruck zu schaffen [WÖL-
FEL 2012, S. 121]. Weiterhin können Entwurfsmuster und Best 
Practices (siehe Abschnitt 2.3.2) eine Grundlage und Inspiration 
bieten, um die aus Phase 1 gesetzten Ziele umzusetzen. Skizzie-
ren stellt in der Konzeptionsphase ein kostengünstiges Mittel dar, 
um schnell Gedanken und den Kontext festzuhalten (vgl. [PREIM 
& DACHSELT 2015, S. 116]). Wichtig in dieser Phase ist es, mög-
lichst viele Ideen zu generieren und nicht vorschnell am ersten 
Lösungsansatz festzuhalten [MATHIS 2016, S. 83]. Eine Methode 
der Variantenerzeugung stellt die morphologische Analyse dar. 
Dabei handelt es sich um ein systematisches Vorgehen, bei dem 
verschiedene Merkmale in einer Matrix angeordnet und Lösungs-
ansätze durch die Kombination dieser Merkmale generiert wer-
3 https://www.pinterest.de - Abrufdatum 16.08.2018
Bewegung Raster HierarchieForm
Bild 2.29: Morphologische Analyse 
aus [KECK ET. AL. 2014B]
Ein Moodboard (»mood« = 
Stimmung,  »board« = Tafel) 
ist ein wichtiges Arbeits- und 
Präsentationsmittel in Kommu-
nikations- und Designberufen 
auf dem Fotos, Zeichnungen, 
Materialien und kurze Texte 
aufgebracht werden.
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den [ZWICKY 1969]. Bild 2.29 demonstriert die potentiellen Kombi-
nationen aus verschiedenen Grundformen und deren Anordnung.
In der Entwicklungsphase wird das entwickelte Konzept umge-
setzt. In der Regel werden hier zuerst Prototypen erzeugt und 
dann evaluiert, welche dann iterativ verfeinert und bei Erfüllung 
der gesetzten Kriterien im System umgesetzt werden [SARDONICK 
& BRAU 2011, S. 98]. Die Prototypen dienen dazu, frühzeitig Vari-
anten des Designs mit ihren Vor- und Nachteilen zu diskutieren, 
da diese noch ﬂexibel und signiﬁkante Änderungen weniger kos-
tenintensiv sind (vgl. [PREIM & DACHSELT 2015, S. 120], [VAN DUYNE 
ET AL. 2002, S. 62]). Dabei kann zwischen einfachen, schnell zu 
erstellenden Prototypen (low-ﬁdelity prototypes, z.B. Papierpro-
totypen, Stop-Motion-Prototypen) und komplexeren Prototypen 
(high-ﬁdelity prototypes, z.B. technische Prototypen, Mock-ups 
mit Ausgestaltung der einzelnen Interface-Elemente) unterschie-
den werden (vgl. [SHNEIDERMAN & PLAISANT 2009, S. 164], [MATHIS 
2016, S. 91], [VAN DUYNE ET AL. 2002, S. 76]).
Die Evaluation dient nicht nur der Bewertung des ﬁnalen Sys-
tems, sondern bietet auch schon wertvolles Feedback zu den im 
Prototyping entstandenen Varianten. Die Resultate der Evaluation 
ﬂießen wiederum in die nächste Iteration des Entwurfsprozesses 
ein, der sich wiederholt bis die anfangs gesetzten Zielstellungen 
erfüllt worden sind [VAN DUYNE ET AL. 2002, S. 62]. Die Evaluations-
methoden lassen sich in empirische und analytische Methoden 
unterteilen. Bei den empirischen Methoden werden die Informa-
tionen durch Befragung und Beobachtung tatsächlicher Nutzer 
gewonnen. Bei analytischen Methoden wird die Bewertung von 
erfahrenen Usability-Experten – meist unter der Zuhilfenahme 
von Richtlinien (siehe Abschnitt 2.3.2) – vorgenommen [SARDONICK 
& BRAU 2011, S. 119].
2.3.2 Entwurfsmuster und -prinzipien
Entwurfsprinzipien haben das Ziel, den Entwurfsprozess zu un-
terstützen und zu strukturieren. Darüber hinaus können sie einge-
setzt werden, um das entstandene Produkt zu bewerten [PREIM & 
DACHSELT 2010, S. 199]. Ein weiteres wichtiges Ziel des Entwurfs-
prozesses ist es, die Gründe für bestimmte Designentscheidun-
gen und Erfahrungen aus vergangenen Projekten zu dokumentie-
ren. Dies hat den Vorteil, dass Fehler aus vergangenen Projekten 
vermieden, neue Teammitglieder besser in die Projekte eingear-
beitet, sowie die Erfahrungen für Trainings- und Bildungszwecke 
besser aufbereitet werden können [BORCHERS 2001, S. 5]. In die-
sem Sinne spielt auch die Wiederverwendbarkeit von bestehen-
den Lösungen eine Rolle. Zum einen kann der Arbeitsaufwand 
gegenüber kompletter Neuentwicklungen deutlich reduziert wer-
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den. Zum anderen haben getestete Lösungen sich schon in ver-
gleichbaren Szenarien bewährt und verringern das Risiko, der Lö-
sung einer ähnlichen Aufgabe nicht zu entsprechen [ARNDT 2006, 
S. 89]. Die Erfahrungen aus vergangen Projekten und Forschun-
gen können auf verschiedenen Arten festgehalten werden und 
den Entwurfsprozess auf unterschiedlichen Ebenen unterstützen. 
Normen
Normen stellen den gesicherten Stand des Wissens und Erfah-
rungen aus langjähriger Beobachtung in realen Systemen dar 
[PREIM & DACHSELT 2010, S. 237]. Sie sind konsensbasiert, was 
einerseits bedeutet, dass versucht wird, möglichst die Belange 
aller Betroffenen zu berücksichtigen, und andererseits, dass die 
Anwendung freiwillig und aus Einsicht in deren Notwendigkeit 
geschieht [ARNDT 2006, S. 109]. Aus Normen lassen sich sowohl 
Anforderungen für die Gestaltung interaktiver Anwendung als 
auch Prüfkriterien für Evaluationen ableiten [SARODNICK & BRAU 
2011, S. 35].
Normen der Mensch-Computer-Interaktion sind relativ allgemein 
gehalten und stark interpretierbar im Gegensatz zu den techni-
schen Normen, in denen präzise Messwerte und Toleranzen an-
gegeben werden, wie beispielsweise die DIN 476, welche Papier-
formate beschreibt [PREIM & DACHSELT 2010, S. 237]. Sie werden 
in Deutschland durch das Deutsche Institut für Normung (DIN) 
zur Erstellung autorisiert [ARNDT 2006, S. 109]. Auf internationaler 
Ebene werden Normen von der Internationalen Standardisie-
rungsorganisation (ISO) publiziert und übersetzt ins Deutsche 
als »DIN EN ISO« herausgegeben [SARODNICK & BRAU 2011, S. 35]. 
Im Kontext der Mensch-Computer-Interaktion spielt die »DIN EN 
ISO 9241: Ergonomie der Mensch-System-Interaktion« eine 
wichtige Rolle, die Leitlinien für die Gestaltung von Systemen mit 
hoher Usability enthält und Maßstäbe für die Evaluation von Dia-
logsystemen setzt [SARODNICK & BRAU 2011, S. 35].
Prinzipien
Prinzipien helfen dabei, ein grundsätzliches Verständnis für ein 
nutzerzentriertes Vorgehen im Entwicklungsprozess zu erzeugen 
und unterstützen dabei, verschiedene Designalternativen zu ana-
lysieren und zu vergleichen (vgl. [ARNDT 2006, S. 102], [SHNEIDER-
MAN & PLAISANT 2009, S. 74]). Die Formulierung von Prinzipien ist 
jedoch sehr allgemein gehalten und sie haben eher die Form von 
Grundsätzen [ARNDT 2006, S. 101]. Sie betrachten weder konkre-
te Plattformen noch bestimmte Benutzergruppen oder Anwen-
dungsgebiete. Aufgrund ihres sehr allgemeinen Charakters muss 
das Wissen über Entwurfsprinzipien durch die Kenntnis von kon-
kreten Methoden zu ihrer Umsetzung ergänzt werden [Preim & 
Dachselt 2010, S. 203]. Zwei Beispiele stellen die Gestaltgesetze 
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(vgl. [GOLDSTEIN 2002]), sowie »The Eight Golden Rules of Inter-
faces Design« dar, die für die meisten visuellen und interaktiven 
Systeme anwendbar sind. Letztere bestehen aus den folgenden 
Regeln [SHNEIDERMAN & PLAISANT 2009, S. 88]: 
t Konsistenz anstreben: Verwandte Elemente sollten system-
übergreifend in ihrer Anordnung, Aussehen und Funktionalität 
konsistent bleiben.
t  Für eine universelle Benutzbarkeit sorgen: Das Interface 
sollte sowohl von Novizen auch als Experten anwendbar sein. 
Experten können durch Shortcuts, Makros und Kontextmenüs 
in einer schnelleren Bedienung unterstützt werden. 
t  Informatives Feedback anbieten: Für jede Aktion des Nut-
zers sollte eine Systemrückmeldung erfolgen.
t  Design von Dialogen zur Verdeutlichung der Abgeschlos-
senheit: Aktionssequenzen sollten in Gruppen organisiert 
werden mit Anfang, Mittelteil und Ende, um dem Nutzer das 
Gefühl des ordnungsgemäßen Abschlusses einer Aktionsse-
quenz zu geben.
t  Fehler vermeiden: Fehler sollen durch genügend Informatio-
nen über die geforderte Eingabe möglichst vermieden werden. 
Sollten Fehler gemacht werden, sollen einfache, konstruktive 
Instruktionen zur Fehlerbehandlung angeboten werden.
t  Umkehrbarkeit von Aktionen erlauben: Sofern möglich, 
sollten Aktionen rückgängig gemacht werden können. Dies 
nimmt dem Benutzer die Angst etwas falsch zu machen und 
bestärkt ihn in der Erforschung neuer Funktionalitäten.
t  Benutzerkontrolle gewährleisten: Der Benutzer will die Kon-
trolle darüber haben, was passiert und sollte Aktionen selbst 
auslösen, unterbrechen und stoppen können.
t  Kurzzeitgedächtnis entlasten: Dem Benutzer sollten nur die 
Informationen angezeigt werden, die zur Erreichung seines 
Ziels benötigt werden. Es sollten Interfaces vermieden wer-
den, in denen der Benutzer sich zu viele Informationen mer-
ken muss (Regel »sieben plus/minus zwei«), wie zum Beispiel 
eine Telefonnummer.
Richtlinien
Richtlinien (Guidelines) sind wesentlich präziser und direkter an-
wendbar als Normen und Prinzipien und bieten Lösungsvorschlä-
ge für häuﬁg wiederkehrende Aufgaben [PREIM & DACHSELT 2010, 
S. 239]. Sie werden in Styleguides zusammengefasst und enthal-
ten Begründungen und Best Practices basierend auf praktischer 
Erfahrung oder empirischen Studien, sowie Beispiele und Gegen-
beispiele [SHNEIDERMAN & PLAISANT 2009, S. 75]. Im Gegensatz zu 
Prinzipien beziehen sich Richtlinien auf spezielle Nutzergruppen 
(z.B. behindertengerechte Gestaltung), Anwendungsgebiete (z.B. 
Touch-Eingabe) und Plattformen (z.B. Apple Human Interface Gui-
Die Millersche Zahl bezeich-
net die von GEORGE A. MILLER 
beschriebene Tatsache, dass 
ein Mensch gleichzeitig nur 7 
± 2 Informationseinheiten im 
Kurzzeitgedächtnis behalten 
kann [MILLER 1994]
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delines, Windows User Experience Guidelines) [PREIM & DACHSELT 
2010, S. 239].
Richtlinien erleichtern und beschleunigen den Entwicklungspro-
zess, weil die Notwendigkeit, Entscheidungen zu treffen, redu-
ziert und die Wiederverwendbarkeit von Konzepten erleichtert 
wird (vgl. [PREIM & DACHSELT 2015, S. 204], [PREIM & DACHSELT 2010, 
S. 239]). Zudem befähigen sie Kunden bzw. Usability-Experten zur 
objektiven Bewertung der interaktiven Anwendung [SARODNICK & 
BRAU 2011, S. 122]. Weiterhin bieten sie den Vorteil, dass Nutzer 
von einer konsistenten, leicht erlernbaren Benutzerschnittstel-
le proﬁtieren können und somit der Trainingsaufwand verringert 
werden kann [PREIM & DACHSELT 2015, S. 204].
Entwurfsmuster
Entwurfsmuster (Patterns) sind verwandt zu Styleguides aber 
deutlich konkreter. Sie bestehen aus strukturierten Texten und 
Abbildungen, welche das Problem in kompakter Form beschrei-
ben und eine exemplarische, verallgemeinerbare Lösung bzw. 
Best Practice für ein gegebenes Entwurfsproblem vorschlagen 
(vgl. [VAN DUYNE ET AL. 2002, S. 19], [COOPER ET AL. 2010, S. 161]). 
Dabei handelt es sich nicht um Standardlösungen oder strikte 
Anforderungen, vielmehr sind diese Lösungen als Vorschläge zu 
verstehen, die abstrakt genug formuliert sind, um auf verschiede-
nen Plattformen und Systemen eingesetzt zu werden und eine 
kreative, ﬂexible Einsatzmöglichkeit erlauben (vgl. [TIDWELL 2010, 
S. 18]). Entwurfsmuster sind weiterhin kontextspeziﬁsch und so 
deﬁniert, dass sie in häuﬁg vorkommenden Designsituationen in 
ähnlichen Kontexten anwendbar sind, in denen vergleichbare Ein-
schränkungen und Kräfte wirken. Daher muss bei der Formulie-
rung eines Entwurfsmusters auch der Kontext beschrieben wer-
den, in dem die Lösung anwendbar ist [COOPER ET AL. 2010, S. 167].
Entwurfsmuster werden meist nicht isoliert voneinander betrach-
tet, sondern sollten sinnvoll für ihren potentiellen Kontext organi-
siert werden. Ein solcher Satz wird häuﬁg auch als Pattern-Kata-
log (Pattern Library) bezeichnet [COOPER ET AL. 2010, S. 167]. Die 
Entwurfsmuster können auf verschiedenen Ebenen angeordnet 
werden und sowohl umfangreiche, abstrakte Entwurfsprobleme 
auf einer höheren Ebene adressieren, als auch konkrete Lösun-
gen auf unterster Detailebene beschreiben. Eine Sammlung von 
Entwurfsmustern kann somit in einer Hierarchie organisiert, un-
tereinander vernetzt und nach verschiedenen Anwendungsfällen 
strukturiert werden [BORCHERS 2001, S. 7]. Ist eine solche Samm-
lung genau speziﬁziert und alle Lösungen in einem Fachgebiet 
hinreichend vollständig beschrieben, spricht man von einer Mus-
tersprache (Pattern Language) [COOPER ET AL. 2010, S. 167].
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Das Konzept der Entwurfsmuster geht zurück auf ALEXANDERs Ar-
beiten in der urbanen Architektur: »A Pattern Language: Towns, 
Building, Construction« [ALEXANDER 1977]. Darin präsentiert er 253 
Entwurfsmuster, die Lösungen für wiederkehrende Probleme in 
der urbanen Architektur darstellen. Diese reichen von weiträu-
migen Aspekten (z.B. Gemeinden, Stadtviertel), über Entwurfs-
muster im kleineren Maßstab (z.B. Straßen, Cafés) bis hin zu der 
Gestaltung einzelner Gebäude (z.B. Überdachungen, Sitzmauern) 
und sind untereinander verlinkt. ALEXANDERs Intention war es, eine 
gemeinsame Sprache zu entwickeln, die es Bewohnern einer 
Umgebung ermöglicht, diese mit zu beeinﬂussen und am Gestal-
tungsprozess teilzunehmen (vgl. [BORCHERS 2001, S. 13], [VAN DUY-
NE ET AL. 2002, S. 19]).
In den 90ern wurde die Idee der Entwurfsmuster auch im Soft-
ware Engineering für den objektorientierten Softwareentwurf 
aufgegriffen [GAMMA ET AL. 1995]. BORCHERS kritisiert jedoch, dass 
die Ideen ALEXANDERs nicht vollständig umgesetzt wurden, da ei-
nerseits die Verlinkungen zwischen den Entwurfsmustern nicht 
ausreichend genug sind, um als Mustersprache bezeichnet wer-
den zu können. Andererseits sind die Entwurfsmuster nicht für 
eine allgemeine Zielgruppe entwickelt wurden, um Endnutzer am 
Entwicklungsprozess teilhaben zu lassen, sondern eignen sich 
vielmehr für die Kommunikation zwischen Softwareentwicklern 
mit Programmiererfahrung [BORCHERS 2001, S. 22].
BORCHERS übernimmt ALEXANDERs Ideen in den Bereich der Mensch-
Computer-Interaktion und fokussiert erneut die Nutzerperspekti-
ve, mit dem Ziel nutzerfreundliche Benutzungsschnittstellen zu 
entwickeln. Er betont die Bedeutung von interdisziplinären Teams, 
um erfolgreiche Interfaces zu entwickeln. Dafür benötigen Desi-
gner, Entwickler, Domänenexperten und Nutzer eine gemeinsa-
me Sprache, um ihre Ideen und Meinungen auszutauschen, was 
mithilfe einer Mustersprache unterstützt werden kann [BORCHERS 
2001, S. 13]. TIDWELL bietet im Kontext der Mensch-Computer-
Interaktion eine umfangreiche Sammlung von Entwurfsmustern 
mit Fokus auf das Interaktionsdesign an [TIDWELL 2010]. Sie adres-
siert generelle Probleme und Lösungsvorschläge beim Entwurf 
von interaktiven Anwendungen und klammert dabei bewusst 
Implementierungsdetails für spezielle Technologien aus, um die 
Entwurfsmuster nicht mit bestimmten Toolkits zu verknüpfen wie 
dies beispielsweise bei Styleguides der Fall ist. Während sich 
ALEXANDERs Entwurfsmuster meist ausschließlich mit räumlichen 
Strukturen befassen, hebt TIDWELL die temporären Dimensionen 
hervor, die im Kontext der Mensch-Computer-Interaktion berück-
sichtigt werden müssen, da es sich bei einer interaktiven Anwen-
dung um eine dynamische Umgebung handelt, die üblicherweise 
ihr Erscheinungsbild und Verhalten über verschiedene Interak-
Visuelle Exploration multidimensionaler Informationsräume52
tionen hinweg ändert (vgl. [BORCHERS 2001, S. 36]. Ein weiteres 
Beispiel für Entwurfsmuster in der Mensch-Computer-Interaktion 
bietet die Sammlung von VAN DUYNE in »The Design of Sites«. Die-
se enthält verschiedene Entwurfsmuster und Prinzipien mit dem 
Ziel erfolgreiche nutzerzentrierte E-Commerce-Webseiten zu ent-
wickeln [VAN DUYNE ET AL. 2002].
Die Anwendung von Entwurfsmustern in der Mensch-Computer-
Interaktion kann mehrere Vorteile mit sich bringen. Entwurfs-
muster können die Gründe für Entwurfsentscheidungen und 
Erfahrungen aus vergangenen Projekten erfassen und somit ein 
Unternehmensgedächtnis aufbauen, das dabei unterstützt, Fehler 
aus vergangenen Projekten zu vermeiden und neue Teammitglie-
der in ein Projekt einzuarbeiten [BORCHERS 2001, S. 5]. Weiterhin 
können sie für Trainings- und Weiterbildungszwecke genutzt wer-
den, Inspiration für die Entwicklung von interaktiven Anwendun-
gen bieten und dabei unterstützen, verschiedene Designvarianten 
zu vergleichen und miteinander abzuwägen [TIDWELL 2010, S. 21]. 
Die Beschreibung eines Entwurfsmusters ähnelt meist dem fol-
gendem Schema (vgl. [BOCHERS, S. 18], [ALEXANDER 1977]):
t Name des Entwurfsmusters: soll die Idee des Entwurfsmus-
ters in ein bis drei Worten vermitteln und leicht zu merken sein
t Einschätzung der Validität: Sterne können darauf hinweisen 
wie sehr der Autor das Entwurfsmuster für ein gegebenes 
Problem empﬁehlt – kein Stern kann beispielsweise auf ein 
mögliches Beispiel unter vielen hinweisen, während 2 Sterne 
eine empfohlene Lösung darstellen
t Abbildung eines Beispiels: zeigt den Einsatz und das grund-
legende Konzept des Entwurfsmusters anhand eines Bei-
spiels
t Kontext: zeigt Einsatzbereiche für das Entwurfsmuster auf 
und verknüpft es mit anderen Entwurfsmustern auf höherer 
Ebene
t Problemdarstellung: fasst die Situation, in der das Entwurfs-
muster eingesetzt werden soll und deren Probleme kurz zu-
sammen
t Lösungsansatz: ist klar aber allgemein formuliert und bietet 
eine Reihe von Anweisungen, die in verschiedenen Situatio-
nen angewandt werden können
t Diagramm oder Illustration der Lösung: visualisiert den 
Kerngedanken der Lösung, um sie leichter begreifbar zu ma-
chen
t Querverweise: weitere Entwurfsmuster, die der Autor in Ver-
wendung mit diesem empﬁehlt
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2.3.3 Baukastensysteme
Ein Baukasten ist eine Sammlung verschiedener Elemente (Bau-
steine), die einer Problemdomäne zuzuordnen sind und einen 
Gestaltungsraum (Design Space) deﬁnieren. Dies bedeutet, dass 
unterschiedliche Designvarianten aus der Auswahl und Kombina-
tion verschiedener Bausteine entstehen können [FISCHER & LEMKE 
1987]. Darauf aufbauend kann ein Baukastensystem entwickelt 
werden, das BOROWSKI folgendermaßen beschreibt: »Ein Bau-
kastensystem ist ein Ordnungsprinzip, das den Aufbau einer be-
grenzten oder unbegrenzten Zahl verschiedener Dinge aus einer 
Sammlung genormter Bausteine auf Grund eines Programmes 
oder Baumusterplanes in einem bestimmten Anwendungsbe-
reich darstellt« [BOROWSKI 1961, S. 16].
Dabei stellt ein Bauprogramm sämtliche Kombinationsmöglich-
keiten für eine begrenzte Zahl von Kombinationen dar, wohingegen 
ein Baumusterplan nur charakteristische Kombinationsmöglich-
keiten in sinnvoller Auswahl aus der möglichen, unübersehbaren 
Vielzahl von Kombinationen aufzeigt. Der Baumusterplan lässt die 
Art der mit den vorhandenen Bausteinen kombinierbaren Dinge 
erkennen und kann auch als Richtlinie für den Zusammenbau der 
Bausteine dienen [BOROWSKI 1961, S. 16, 56].
Baukästen sind weitestgehend aus dem Feld des Maschinen-
baus, der Produktgestaltung und der Architektur bekannt und 
werden beispielsweise für den Bau von Werkzeugmaschinen, 
Schranksystemen und Fertighäusern eingesetzt. Aber es gibt 
auch bekannte Beispiele, die nicht auf physischen Objekten ba-
sieren. Als ältester künstlicher Baukasten ist hier das Zahlensys-
tem zu nennen, das die Zusammenstellung beliebiger Zahlen aus 
verschiedenen Zifferzeichen erlaubt. Weitere Beispiele stellen das 
Alphabet, das Notensystem und das Periodische System der 
Elemente (vgl. [SCERRI 2011], [BOROWSKI 1961, S. 2]) dar. Frühere 
Forschungsarbeiten adaptierten Letzteres in den Anwendungsbe-
reich der Mensch-Computer-Interaktion, wie beispielsweise das 
Bild 2.30: links: Wix Homepage-
Baukasten: die einzelnen Baustei-
ne können in das zuvor ausgewähl-
te Layout gezogen werden, rechts: 
Bausteine des Jimdo-Baukastens
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Periodensystem der Visualisierungsmethoden [LENGLER & EPPLER 
2007] und das Periodensystem der Gesteninteraktion [KAMMER ET 
AL. 2014]. Jedoch kann das Periodensystem der Visualisierungs-
methoden nicht als eine nahe Adaption des Vorbilds gesehen 
werden, da keine Kombinationsmöglichkeiten aufgezeigt werden. 
Vielmehr wird die Metapher des Periodensystems genutzt, um 
einen Überblick über Visualisierungsmethoden in dieser Problem-
domäne darzustellen [LENGLER & EPPLER 2007].
Homepage-Baukästen kommen hingegen näher an die Deﬁnition 
von BOROWSKI. Baukästen wie Jimdo4 oder Wix5 erlauben es ohne 
Programmierkenntnisse eine Homepage oder einen Online-Shop 
zu erstellen. Basierend auf Vorschlägen, die das Layout und die 
Struktur der Webseite festlegen, können innerhalb deﬁnierter Be-
reiche verschiedene Bausteine verortet und miteinander kombi-
niert werden (siehe Bild 2.30). Die einzelnen Bausteine können 
daraufhin in ihrer Darstellung angepasst und Inhalte hinzugefügt 
werden. Diese Bausteine reichen von einfachen Elementen, wie 
Text-, Bild- und Formularbausteinen, bis hin zu komplexen wieder-
verwendbaren Modulen wie Produktübersichten, Galerien, Kalen-
der- und Zahlungsfunktionen.
Auch für die Anwendungsdomäne der Informationsvisualisierung 
existieren Systeme, die mit einem Baukasten vergleichbar sind. 
SEDIG & PARSONS schlagen 14 verschiedene, abstrakte Entwurfs-
muster vor (siehe Abschnitt 2.3.2), die ähnlich wie Bausteine 
miteinander kombiniert werden können. Bei diesen Entwurfs-
mustern handelt es sich um konzeptionelle Hilfsmittel, die den 
Designprozess vorwärtsgerichtet unterstützen können. Sie sind 
jedoch nicht für die analytische Zerlegung der Visualisierungen 
(Reverse-Engineering) geeignet [SEDIG & PARSONS 2016, S. 65]. 
Weitere Arbeiten schlagen verschiedene Dimensionen vor, die 
den Gestaltungsraum strukturieren und verorten darin die Bau-
steine (vgl. [BREHMER ET AL. 2016], [HULLMAN & BACH 2018], (BACH 
ET AL. 2018]). BREHMER ET AL. fassen den Gestaltungsraum für zeit-
4 https://de.jimdo.com/, Abrufdatum 16.08.2018
5 https://de.wix.com/, Abrufdatum 16.08.2018
Bild 2.31: links: Bausteine für 
zeitabhängige Daten in drei ver-
schiedenen Dimensionen, rechts: 
Beispiel der Kombination dreier 
Bausteine zur Beschreibung einer 
Visualisierung [BREHMER ET AL. 2016]
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abhängige Daten beispielsweise in die drei Dimensionen Reprä-
sentation, Skala und Layout zusammen [BREHMER ET AL. 2016]. Die 
darin enthaltenen Bausteine können miteinander kombiniert wer-
den und erlauben die Erstellung verschiedenster Visualisierungen 
für zeitabhängige Daten (siehe Bild 2.31). Die Bausteine geben 
einerseits Inspiration für neue Visualisierungen vor und erlauben 
andererseits die Analyse bestehender Visualisierungen. Diese 
konzeptuellen Baukästen dienen vor allem der Unterstützung des 
Entwurfsprozesses und nicht der Erstellung konkreter Anwen-
dungen, wie dies bei den Homepage-Baukästen der Fall ist.
Ein Vorteil von Baukastensystemen ist, dass die unterschiedli-
chen Bausteine wiederverwendbar sind und trotzdem durch die 
Vielzahl an Kombinationsmöglichkeiten verschiedene Designva-
rianten zulassen. Baukästen bieten jedoch nur syntaktische Un-
terstützung bei dem Kombinationsprozess der verschiedenen 
Bausteine und geben nicht an, welche Bausteine für das aktu-
elle Entwurfsproblem geeignet sind. Entwurfsumgebungen 
(Design Environments) hingegen bieten auch Unterstützung auf 
semantischer und pragmatischer Ebene. Sie bringen allgemeines 
Wissen für den Designprozess ein, beispielsweise in Form von 
Empfehlungen, welche Elemente kombiniert werden können, um 
sinnvolle Objekte zu erstellen [FISCHER & LEMKE 1987]. Die unter-
schiedlichen Ebenen der Semiotik werden im folgenden Abschnitt 
näher betrachtet.
2.3.4 Semiotik
Semiotik ist die Lehre von Zeichen, Zeichensystemen und Zei-
chenprozessen und untersucht die Bedeutung von Zeichen und 
den Prozess der Bedeutungskonstruktion sowie der Kommunika-
tion (vgl. [ARNDT 2006, S. 19], [VAN DE BROEK ET AL. 2012, S. 71], [ECO 
1991, S. 28]. Die Semiotik ﬁndet in den verschiedensten Wissen-
schaften Anwendung, wie beispielsweise der Linguistik, den So-
zialwissenschaften und der Mensch-Computer-Interaktion (vgl. [DE 
SOUZA 2017]). Demzufolge wird ein Zeichen nicht beschränkt auf 
ein Element der Sprache, es kann vielmehr auf viele alltägliche 
Dinge bezogen werden, wie ein Bild, eine Geste, ein Klang oder 
eine andere sensorische Erfahrung (vgl. [VISOCKY O‘GRADY 2008, S. 
93], [VAN DE BROEK ET AL. 2012, S. 71]).
Ihre Ursprünge hat die Semiotik bereits in der Antike bei den grie-
chischen Philosophen PLATON und ARISTOTELES [COBLEY & LITZA 1997, 
S. 4]. Als die wichtigsten Begründer der modernen Semiotik wer-
den jedoch der Sprachwissenschaftler SAUSSURE und die Philoso-
phen PEIRCE und MORRIS angesehen [ARNDT 2006, S. 19]. SAUSSURE 
legte seinen Schwerpunkt hauptsächlich auf linguistische Zeichen 
und deﬁniert diese als zweiseitige Entitäten bzw. Dyaden, beste-
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hend aus einem Bezeichner (Signiﬁer) und einem Bezeichnetem 
(Signiﬁed) (vgl. [COBLEY & LITZA 1997, S. 10], [DE SOUZA 2017]). Der 
Bezeichner wird von SAUSSURE auch als physikalische Entität oder 
akustisches Bild beschrieben, während das Bezeichnete ein eher 
abstraktes, mentales Konzept darstellt und unzertrennbar mit 
dem Bezeichner verbunden ist. Die Verknüpfung eines Zeichens 
mit einem Objekt oder einer Situation geschieht dabei ausschließ-
lich gedanklich und kann willkürlich sein (vgl. [ARNDT 2006, S. 19], 
[COBLEY & LITZA 1997, S. 13]). Als Beispiel ist ein Auto zu nennen 
– das Wort »Auto« stellt den Bezeichner dar, während das Bild 
eines Autos das Bezeichnete repräsentiert. Es besteht keine ex-
plizite auditive Verknüpfung zwischen dem Wort und dem Objekt 
mit Ausnahme von Lautwörtern, sogenannte onomatopoetische 
Wörter [STEANE 2014, S. 77]. SAUSSURE zufolge drücken Zeichen Ide-
en aus und stellen ein Mittel zur Kommunikation zwischen zwei 
Menschen dar [ECO 1991, S. 37]. In der Theorie von PEIRCE hin-
gegen muss das Signal nicht von einem Menschen ausgesandt 
werden, sondern lediglich ein menschlicher Empfänger vorhan-
den sein [ECO 1991, S. 38] und kann damit auf die Kommunikation 
zwischen Mensch und Maschine angewandt werden. Weiterhin 
stellt PEIRCE dem dyadischen Modell von SAUSSURE eine triadische 
Relation gegenüber bestehend aus (vgl. [ARNDT 2006, S. 19], [CO-
BLEY & LITZA 1997, S. 21]):
t einem Repräsentamen: beziehungsweise das Zeichen
t einem Objekt: der Gegenstand oder Sachverhalt auf den das 
Zeichen sich bezieht 
t einem Interpretant: die Bedeutung des Zeichens 
Bild 2.32 zeigt diese Relation in einem Dreieck, wobei die Relation 
zwischen Objekt und Repräsentamen nur indirekt über den Inter-
pretant hergestellt wird. SAUSSURES dyadisches Modell ﬁndet sich 
nur in der linken Seites des Dreieckes wieder, wohingegen Objek-
te in seiner Theorie nicht vorkommen [ECO 1991, S. 91]. Weiterhin 
versteht PEIRCE den Interpretant nicht als den Interpretierenden 
selbst, sondern als die Idee von dem Zeichen, die im Bewusst-
sein der Person entsteht. Somit kann ein Interpretant gleichzeitig 
auch als ein Zeichen für einen weiteren Interpretanten verstan-
den werden, wodurch ein theoretisch unendlicher semiotischer 
Prozess entstehen kann – die unendliche Semiose (vgl. [ARNDT 
2006, S. 20], [COBLEY & LITZA 1997, S. 25]). Der Denkprozess ist 
demnach eine Verbindung von Zeichen in einer Assoziationskette, 
beispielsweise kann ein Hund als wachsames Säugetier interpre-
tiert werden, das wiederum als nützlicher Kamerad verstanden 
wird [ARNDT 2006, S. 20]. DE SOUZA erläutert PEIRCE‘ Modell im Kon-
text der Mensch-Computer-Interaktion. Bild 2.33 zeigt ein Fenster 
mit einem Kreuz in der oberen rechten Ecke. Dieses Kreuz ist mit 
dem Repräsentamen gleichzusetzen, wohingegen die Prozedur, 
CLOSE & RETURN
VIDEO X
Bild 2.33: Nutzerdialog nach [DE 
SOUZA 2017] 
INTERPRETANT
REPRÄSENTAMEN      OBJEKT
Bild 2.32: PEIRCEsches Dreieck nach 
[ECO 1991, S. 90]
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die das Fenster schließt, mit dem Objekt vergleichbar ist. Ver-
schiedene Nutzer können basierend auf ihren Vorerfahrungen un-
terschiedliche Interpretationen davon haben, was beim Anklicken 
des Buttons passiert. Beispielsweise kann ein Nutzer erwarten, 
dass die Anwendung abstürzt, da es ihm in einem vorherigen Fall 
passiert ist, während ein weiterer Nutzer den Button gleichsetzt 
mit dem unteren Button »Close & Return«. Diese Vorstellungen 
sind mit dem Interpretant gleichzusetzen [DE SOUZA, 2017].
PEIRCE unterteilt die Bestandteile des Zeichensystems in weite-
re Dreiheiten und gliedert die Objektrelationen in Ikone, Indexe 
und Symbole (vgl. [ARNDT 2006, S. 20], [COBLEY & LITZA 1997, S. 
33]). Unter Indexen sind reine Verweise auf ein Objekt zu ver-
stehen, die dieses nicht direkt beschreiben. Beispielsweise ver-
weist Rauch auf Feuer oder ein Regenschirm auf nasses Wetter 
(vgl. [VISOCKY O‘GRADY 2008, S. 93], [VAN DE BROEK ET AL. 2012, S. 
74]). Ein Ikon hingegen verweist durch seine Ähnlichkeit auf ein 
Objekt und ist buchstäblich eine visuelle Repräsentation. PEIRCE 
unterscheidet verschiedene Stufen der Ähnlichkeit des Ikons mit 
dem Objekt [ARNDT 2006, S. 20]:
t Abbilder: größte Ähnlichkeit zum Objekt, z.B. Fotographien 
oder Zeichnungen
t Diagramme: Struktur oder Beziehung zwischen Ikon und 
dem Objekt ähneln sich, z.B. Lagepläne
t Metaphern: Ähnlichkeit besteht in dem Charakter von Ikon 
und Objekt, welcher sich aber in etwas völlig anderem als 
dem Objekt zeigen kann, z.B. Schlauheit des Fuchses
 
Bei Symbolen hingegen ist die Beziehung zwischen Objekt und 
Zeichen willkürlicher. Der Verweis besteht lediglich aufgrund von 
Konventionen, wie zum Beispiel das Symbol eines Kreuzes, wel-
ches die christliche Kirche symbolisieren kann [VAN DE BROEK ET 
AL. 2012, S. 75]. Tabelle 2.1 verdeutlicht die Unterschiede dieser 
Tabelle 2.1: Unterscheidung der 
Objektrelationen nach PEIRCE - 
Tabelle nach [VAN DE BROEK ET AL. 
2012, S. 76]
Zeichentyp Assoziation Bedeutung durch    Prozess Beispiel
Ikon Direkt Ähnlichkeit    Erkennung
Index Indirekt Derivation    Assoziation
Symbol Abstraktion Konvention    Lernen
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drei Objektrelationen anhand von Beispielen. Die Zuordnung der 
Objektrelationen ist jedoch nicht immer eindeutig vorzunehmen, 
besonders zwischen der ikonischen und der symbolischen Relati-
on [ARNDT, 2006, S. 21]. Auch kann ein Baumdiagramm im PEIRCE-
schen Sinne ein Diagramm oder eine Metapher sein. 
Aufbauend auf dem PEIRCEschen Modell entwickelt MORRIS eine 
behavioristische Zeichentheorie, welche den Zeichenbenutzer 
bzw. Interpreten in das Zeichenmodell einbezieht. MORRIS unter-
teilt die Semiotik in drei Gebiete (vgl. [ARNDT 2006, S. 21], [COBLEY 
& LITZA 1997, S. 118]):
t Syntaktik: Theorie der formalen Beziehungen der Zeichen 
zueinander
t  Semantik: Theorie der Bedeutung, welche die Beziehung 
zwischen Zeichen und Objekt untersucht
t  Pragmatik: Theorie der Beziehungen zwischen Zeichen und 
Zeichenbenutzern
 
Die syntaktischen, semantischen und pragmatischen Aspekte 
eines Zeichens lassen sich anhand des Verkehrszeichens in Bild 
2.34 erklären. Das Zeichen ist nach bestimmten Prinzipien aus 
Grundzeichen aufgebaut, das heißt es gibt für sie eine Syntaktik. 
In diesem Beispiel ist das Verkehrszeichen zusammengesetzt aus 
einem Grundzeichen (Verbot) und einen Bezugszeichen (Kraft-
fahrzeug). Der semantische Gehalt des Zeichens ergibt sich aus 
der Kombination der Bedeutung der Einzelzeichen. In diesem Fall 
bedeutet das Zeichen »Verbot für Kraftwagen und sonstige mehr-
spurige Kraftfahrzeuge« – Verkehrszeichen 251 nach StVO. Auf 
der pragmatischen Ebene soll der Zeichenempfänger veranlasst 
werden, das Verbot einzuhalten, da er sonst mit Sanktionen rech-
nen muss.
Semiotik im Kontext von Suchanwendungen
BECKERS & FUHR untersuchen die semiotischen Aspekte nach 
MORRIS im Kontext von komplexen Suchaufgaben im Informati-
on Retrieval [BECKERS & FUHR 2012]. Demnach können IR-Systeme 
den Nutzer auf verschiedenen Ebenen bei der Informationssuche 
unterstützen. Syntaktische Funktionalitäten stellen die einfachste 
Form der Nutzerunterstützung dar und werden von den meisten 
Suchmaschinen unterstützt. Auf der syntaktischen Ebene kann 
das System beispielsweise eine Rechtschreibkorrektur oder die 
Vervollständigung von Suchanfragen anbieten. Die darauf aufbau-
ende Ebene stellt zudem semantische Informationen zur Verfü-
gung, zum Beispiel in Form einer Ontologie. Sucht der Nutzer bei-
spielsweise nach einem Kran, erlaubt ihm das Suchsystem diese 
Suche genauer zu speziﬁzieren nach Vögeln oder Maschinen. Aus 
Sicht des Nutzers ist die Informationssuche immer auf der prag-
Bild 2.34: Verkehrszeichen mit 
syntaktischen, semantischen und 
pragmatischen Aspekten
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matischen Ebene verortet, da er die gesuchten Informationen be-
nötigt, um eine bestimmte Aufgabe zu erfüllen oder ein konkretes 
Problem zu lösen. Die größte Herausforderung für das System 
besteht hierbei, die Informationen zur Verfügung zu stellen, die 
für den Kontext des Nutzers relevant sind. Als einfaches Beispiel 
nennen BECKER & FUHR hier FAQ-Listen, die sich als Antwort auf 
eine bestimmte Frage beziehen. Jewoch wird auch kritisiert, dass 
die meisten IR-Systeme nicht alle Ebenen unterstützen und der 
Nutzer daher dieses Deﬁzit kompensieren muss, indem er seine 
Suchanfrage auf die semantische oder syntaktische Ebene trans-
formiert.
Semiotik im Kontext der Interfacegestaltung
Liegen einzelne bildnerische Elemente vor – beispielsweise in 
Form eines Baukastens – können diese im Zuge des Gestaltungs-
prozesses zu einem Simultan- oder Sukzessivbild zusammenge-
setzt werden. Als Grundtypen der gestalterischen bzw. bildneri-
schen Tätigkeit sind hier die Komposition und die Montage zu 
nennen, welche Bilder in ihrer Funktion, Kommunikationsmittel zu 
sein, optimieren [GROH 2014, S. 43].
Unter dem Begriff Komposition, der zu den Termini der Ikonogra-
ﬁe und Kunstgeschichte gehört, ist die Gestaltung eines Simul-
tanbildes zu verstehen. Der Begriff Montage hingegen stammt 
aus der Filmtheorie und bezeichnet die Gestaltung eines Sukzes-
sivbildes [GROH 2014, S. 43]. Die Erstellung eines Simultan- oder 
Sukzessivbildes beschreibt die Bildgestaltung auf syntaktischer 
Ebene. Jedoch ist das bloße Vorhandensein von Elementen kei-
ne Garantie für das Entstehen einer Komposition oder Ganzheit 
[GROH 2014, S. 46]. Um die semiotische Durchdringung eines in-
teraktiven Bildes zu fördern, stehen dem Gestalter Methoden zur 
Verfügung, welche das Setzen einer Struktur beschreiben und die 
bildhafte Grundidee bestimmen: das Motiv und die Metapher. 
Mit dem Motiv ist das Erkennen und Ergreifen eines Vorbildes 
gemeint – beispielsweise die Suche des Malers einer Situation 
in einer Landschaft, die sich zur Verbildlichung eignet. »Das Motiv 
wird vom Gestalter in der zu gestaltenden und zu optimierenden 
Struktur als übergreifender Ordnungsansatz erkannt und ihr un-
mittelbar aufgeprägt. Es ist per Ähnlichkeit mit ihr verbunden« 
[GROH 2014, S. 49].
Der Begriff der Metapher geht zurück auf das griechische Me-
taphora, dass sich aus »meta« (über) und »pherein« (tragen) 
zusammensetzt und handelt wörtlich übersetzt von einer Über-
tragung (vgl. [ARNDT 2006, S. 23], [GROH ET AL. 2012]). Die Meta-
pher wird als Werkzeug genutzt, die den Nutzer dabei unterstützt, 
komplexe unbekannte Strukturen zu verstehen, indem er bereits 
erlernte Handlungs- und Denkmuster zum Einsatz zu bringt. »Die 
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Metapher fungiert letztlich als Brücke zu anderen relevanten Zei-
chensystemen und zum Erfahrungswissen des Nutzers. […] Sie 
wird aus einem bestehenden und bekannten Repertoire ausge-
wählt und der zu gestaltenden Struktur zugewiesen. Sie ist per 
Zuordnung mit ihr verbunden« [GROH 2014, S. 49]. Für die Übertra-
gung einer Metapher deﬁnieren LAKOFF & JOHNSON den Begriff der 
Quelldomäne (Source Domain) und Zieldomäne (Target Domain). 
Ein ganzes Konzept und seine strukturellen Beziehungen werden 
demnach von einer bekannten Situation (Quelldomäne) auf ein 
unbekanntes Problem (Zieldomäne) übertragen [LAKOFF & JOHNSON 
2011, S. 14].
2.3.5 Zusammenfassung
Im vorliegenden Kapitel wurden relevante Grundlagen in dem 
interdisziplinären Forschungsbereich der visuellen Exploration 
von Produktdaten betrachtet. Abschnitt 2.1 betrachtete das For-
schungsgebiet der Informationssuche, um den Suchprozess und 
anwendbare Strategien aus der Perspektive des Nutzers zu ver-
stehen. Demzufolge muss der Gestalter einer Suchanwendung 
verschiedene Ansätze des Nutzers berücksichtigen, nach denen 
dieser Informationen sucht. Beispielsweise können verschiedene 
Nutzer unterschiedliche Strategien anwenden, die sie zu demsel-
ben Produkt führen können. Dies führt zu dem Bedarf, verschie-
dene Suchmuster in einem Interface zu vereinen, um Nutzer mit 
unterschiedlichen Vorwissen und Kontexten bei ihrer Suchaufga-
be zu unterstützen.
In Abschnitt 2.2 wurde auf die Visualisierung von abstrakten Da-
ten eingegangen, um eine Grundlage für die Entwicklung von 
effektiven und efﬁzienten Alternativen zu herkömmlichen Such-
formularen und Ergebnislisten zu schaffen. Insbesondere traten 
die geometrischen und ikonischen Visualisierungstechniken zur 
Darstellung multidimensionaler Produktattribute hervor, die in 
den folgenden Kapiteln zum Einsatz kommen. Weiterhin wurde 
gezeigt, dass Visualisierungen den Information Scent verbessern 
und damit den Nutzer im Suchprozess maßgeblich unterstützen 
können.
Wie in Abschnitt 2.3 dargestellt, ist es außerdem wichtig, die Zie-
le und Aufgaben des Nutzers zu analysieren und zu berücksich-
tigen, um eine gute Benutzerfreundlichkeit der Suchanwendung 
gewährleisten zu können. Aus diesem Grund wurden Methoden 
des nutzerzentrierten Entwurfsprozesses beleuchtet. 
Die Begrifﬂichkeiten und Erkenntnisse aus diesen verschiedenen 
Fachbereichen bilden die Grundlage für die in dieser Arbeit vorge-
stellten Konzepte und die Entwicklung eines Baukastens zur visu-
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ellen Exploration von Produktdaten. Um die Stärken und Deﬁzite 
von aktuellen Suchinterfaces näher zu untersuchen, werden im 
folgenden Kapitel Interface-Lösungen betrachtet, die sogenann-
ten Suchmustern zuzuordnen sind. Diese beschreiben wieder-
kehrende Suchansätze, die in der Produktsuche anwendbar sind.
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3 Suchmuster im Kontext der 
Produktsuche
In diesem Kapitel werden verschiedene Suchmuster vorgestellt, 
die sich auf die Objektsuche beziehen (Kapitel 2.1.1). Suchmuster 
(Seeking Patterns, siehe Kapitel 2.1.2) geben wesentliche Aspek-
te von Entwurfsmustern wieder, da sie Lösungen für wiederkeh-
rende Probleme beschreiben (siehe Kapitel 2.3.2), die im Kontext 
der Produktsuche eingesetzt werden können. Diese Suchmuster 
müssen nicht isoliert auftreten, sondern können auch kombiniert 
werden, um verschiedene Suchintentionen zu unterstützen.
Wie in Kapitel 2.1.3 beschrieben, werden bei der explorativen Su-
che sowohl die analytische als auch die Browsing-Strategie kom-
biniert. Während bei der analytischen Suche ein konkreteres 
Ziel bzw. Intention vorliegt, können bei der Browsing-Strategie 
verschiedene Impulse oder Auslöser die Suche leiten [VAN DUYNE 
ET AL. 2002, S. 185].  Letzteres bedeutet, dass Nutzer bestimmte 
Produkte interessant ﬁnden und näher betrachten, obwohl an-
fangs keine Intention bestand, solch ein Produkt zu suchen oder 
zu kaufen. 
Es wird untersucht, inwieweit die vorgestellten Suchmuster 
diesen unterschiedlichen Suchintentionen zugeordnet werden 
können. Die Suchmuster werden im Folgenden  in die Katego-
rien Schlüsselwortsuche (siehe Kapitel 3.1), Ähnlichkeitssuche 
(siehe Kapitel 3.2), Facettennavigation (siehe Kapitel 3.3), emp-
fehlungsbasierte Suche (siehe Kapitel 3.4) und Browsing in 
strukturierten Inhalten (siehe Kapitel 3.5) unterteilt und jeweils 
Beispiele aus dem kommerziellen und dem akademischen Be-
reich betrachtet.
Des Weiteren wird untersucht, wie diese Suchmuster der Ex-
pertise und dem Informationsbedürfnis des Nutzers zuzuordnen 
sind. Die Expertise spielt eine wichtige Rolle bei der Suche nach 
Informationen und kann in technische und Domänenexpertise un-
terteilt werden [RUSSEL-ROSE & TATE 2012, S. 4]. Die Domänenex-
pertise gibt an, wie vertraut der Nutzer mit den Thematiken des 
Suchraums ist, während die technische Expertise aufzeigt, wie 
gut der Nutzer mit den zur Verfügung stehenden Hilfsmitteln um-
gehen kann (z.B. Computer, Internet, Suchinterface). JENKINS ET AL. 
fanden beispielsweise heraus, dass es Domänenexperten leich-
ter fällt, die Relevanz der Ergebnisse einzuschätzen als Novizen. 
Weiterhin können sie einen umfangreicheren Wortschatz nutzen, 
um Suchanfragen zu formulieren [JENKINS ET AL. 2003]. Technische 
Experten sind hingegen sicherer in der Formulierung von Suchanf-
ragen mithilfe von Booleschen Operationen und Anführungszei-
chen. Weiterhin sind sie selbstbewusster im Explorationsprozess 
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und folgen den angebotenen Links, um den Informationsraum 
tiefer zu erkunden. Novizen haben hingegen häuﬁg das Gefühl 
der Orientierungslosigkeit und setzen viele Rücksprünge ein, um 
nahe an der initialen Suchseite zu bleiben [HÖLSCHER & STRUBBE 
2000].
Weiterhin können, wie in Kapitel 2.1.1 beschrieben, verschiede-
ne Suchbedürfnisse unterschieden werden. Diese können kon-
kret sein, in denen der Nutzer die Suchanfrage genau formulieren 
kann. Bei einem vagen Informationsbedürfnis hat der Nutzer hin-
gegen oft Probleme, den Einstieg in die Suche durch die Formu-
lierung einer Anfrage zu ﬁnden. 
Während die Wechselwirkung zwischen technischer Expertise 
und Domänenexpertise in [JENKINS ET AL. 2003] und [HÖLSCHER & 
STRUBBE 2000] näher betrachtet wurde, werden die Suchmuster 
in diesem Kapitel – in Vorbereitung für Kapitel 4 – für ihre Eignung 
zu unterschiedlichen Informationsbedürfnissen und Domänen-
expertisen analysiert. Bild 3.1 stellt diese gegenüber und ordnet 
ihnen vier verschiedene Beispiele zu: (1) Eine hohe Domänenex-
pertise und ein vages Informationsbedürfnis kann beispielsweise 
die Suche nach einem passenden Urlaubsziel sein. Die Begriffe 
dieser Domäne sind dem Nutzer bekannt, jedoch fehlen ihm kon-
krete Vorstellungen von dem Suchziel, was die Formulierung einer 
Suchanfrage erschwert. (2) Die Suche nach einer Kamera durch 
einen Hobbyfotografen stellt ein Beispiel für ein konkretes Infor-
mationsbedürfnis mit hoher Domänenexpertise dar. Der Nutzer 
kennt sich mit den Parametern einer Kamera aus und hat gezielte 
Anforderungen an diese (z.B. hohe Auﬂösung, optischer Zoom, 
geringer Preis). (3) Die Suche mit einem ungenauen Informati-
onsbedürfnis und einer niedrigen Domänenexpertise erfordert 
die größte Unterstützung durch das Suchinterface. Ein Beispiel 
ist hier die Suche nach einer passenden Investmentmöglichkeit. 
Dem Nutzer fehlt es an passenden Ideen, um die Suche zu star-
ten und darüber hinaus hat er zu wenig Erfahrung in dieser Do-
mäne, um entsprechende Angebote in seinen Kontext einordnen 























Suche einer Kamera mit optischem Zoom und hoher Auﬂösung unter 400€
Suche nach einer Investmentmöglichkeit ohne Erfahrung
Suche nach einem schnellen Notebook für 3D-Spiele
Bild 3.1: Beispiele für unter-
schiedliche Domänenexpertisen 
und Informationsbedürfnisse
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schnellen Notebook, das für Computerspiele geeignet ist. Der 
Nutzer hat ein konkretes Informationsbedürfnis, aber seine Do-
mänenexpertise ist zu gering, um die Eignung der Angebote ein-
schätzen zu können.
All diese Beispiele sind der Objektsuche zuzuordnen, benötigen 
aber verschiedene Strategien, um dieses Ziel zu erreichen. Im 
Folgenden werden verschiedene Suchmuster vorgestellt und im 
Anschluss auf ihre Eignung hinsichtlich unterschiedlicher Domä-
nenexpertisen und Suchbedürfnisse untersucht.
3.1 Schlüsselwortsuche
Die Schlüsselwortsuche (Keyword Search) ist das vorherrschen-
de Suchparadigma in Suchmaschinen sowie vielen Produktkatalo-
gen. Der Suchende drückt sein Informationsbedürfnis aus, indem 
er dieses in einzelne Ausdrücke konvertiert, die das Suchsystem 
verarbeiten kann [HEARST 2006]. Im Folgenden werden einzelne 
Suchmuster sowohl im kommerziellen als auch im akademi-
schen Kontext näher betrachtet. Diese eignen sich nicht allein 
für komplexe, explorative Suchszenarien, sondern eher für die 
Known-Item Search (siehe Abschnitt 2.1.1), jedoch bieten einige 
Suchmuster ebenfalls Unterstützung dabei an, den Suchraum auf-
zufächern bzw. einzugrenzen, sowie Hilfestellung für neue Such-
richtungen zu geben.
3.1.1 Kommerzielle Anwendungen
In vielen E-Commerce-Anwendungen wird der Nutzer bereits 
durch verschiedene Suchmuster bei der Schlüsselwortsuche un-
terstützt. Sind bestimmte Schlüsselwörter sehr lang oder deren 
Schreibweise schwer zu erinnern, dann nimmt Autocomplete 
dem Nutzer sowohl kognitiven als auch zeitlichen Aufwand ab, in-
dem nach Eingabe jedes neuen Buchstaben mögliche Begriffe in 
einem DropDown-Menü angeboten werden. Diese Begriffe kön-
nen beispielsweise aus der Suchhistorie des Nutzers stammen 
[TIDWELL 2010, S. 375]. Diese Interaktionsunterstützung ist vor 
allem im mobilen Kontext hilfreich, in dem es schwieriger ist, um-
fangreiche Begriffe einzugeben. Darüber hinaus verringert es aber 
auch den kognitiven Aufwand des Nutzers, da er Begriffe nicht 
komplett aus seiner Erinnerung abrufen, sondern nur wiederer-
kennen muss, sobald sie ihm angeboten werden [RUSSEL-ROSE & 
TATE 2012, S. 109]. Autocomplete funktioniert gut mit kontrollier-
ten Vokabularen in einer handhabbaren Größe. Ist die Kombinati-
on der Möglichkeiten jedoch potentiell hoch, kann Autosuggest 
eingesetzt werden, um dem Nutzer Vorschläge anzubieten (sie-
he Bild 3.2, links). Während Autocomplete den Nutzer eher beim 
Wiedererkennen von Begriffen unterstützt, können bei Autosug-
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gest neue Ideen unterbreitet werden [RUSSEL-ROSE & TATE 2012, 
S. 109]. Obwohl es sich bei Autosuggest und Autocomplete um 
verschiedene Konzepte handelt, werden sie bei vielen Anwen-
dungen miteinander vermischt [MORVILLE & CALLENDER 2010, S. 84]. 
Instant Results geht noch weiter als Autosuggest und bietet 
statt Begriffsvorschlägen konkrete Produktseiten an, die in einem 
DropDown-Menü angeboten werden. Dieses Suchmuster wird 
beispielsweise bei Apple.com angeboten (siehe Bild 3.2, Mitte) 
und hilft wie Autosuggest und Autocomplete dabei, Zeit zu spa-
ren, Tippfehler zu vermeiden und ein unmittelbares Feedback an-
zubieten, um den interaktiven Dialog zwischen Nutzer und Such-
system zu fördern [RUSSEL-ROSE & TATE 2012, S 112].
Die Suchmuster Autocorrect und Did you mean unterstützen 
dabei, Tippfehler des Nutzers zu entdecken und zu beheben [RUS-
SEL-ROSE & TATE 2012, S. 117]. Autocorrect wird vor allem dann ein-
gesetzt, wenn der ursprüngliche Suchbegriff zu einer leeren Ergeb-
nismenge führen würde. Stehen ein paar wenige Ergebnisse zur 
Verfügung, wird häuﬁg das Suchmuster Did you mean eingesetzt, 
welches einen verwandten, korrigierten Begriff vorschlägt, der zu 
mehreren Ergebnissen führt (siehe Bild 3.2 rechts). Besteht die 
Suchanfrage aus mehreren Begriffen, welche zu einer leeren Er-
gebnismenge führen würden, kann das Suchmuster Partial Mat-
ches genutzt werden, um Ergebnisse zu präsentieren, die einem 
Teil der Suchanfrage entsprechen (vgl. [RUSSEL-ROSE & TATE 2012, 
S. 119]). Das Suchmuster Related Search kann hingegen genutzt 
werden, um assoziierte Begriffe in einer Taxonomie anzubieten. 
Dies unterstützt den Nutzer dabei, den konzeptionellen Raum, in 
dem die Anfrage einzuordnen ist, besser zu verstehen und Inspi-
ration für neue Suchrichtungen zu geben (vgl. (RUSSEL-ROSE & TATE 
2012, S. 121]). Ebay nutzt dieses Suchmuster beispielsweise, um 
eine verwandte oder speziﬁschere Produktsuche vorzuschlagen 
(siehe Bild 3.3, unten).
Während die vorherigen Suchmuster dazu dienen, leeren Ergeb-
nismengen vorzubeugen und den Ergebnisraum aufzufächern, 
Bild 3.2: links:  Autosuggest bei 
Amazon.com mit Vorschlägen bei 
der Eingabe des Wortes »Som-
mer«, Mitte: Instant Results bei 
Apple.com - bei Eingabe weniger 
Buchstaben werden Links zu kon-
kreten Produktseiten angeboten, 
rechts: Did you mean bei Amazon.
com - bei der Eingabe des Begriffs 
»Simmer« wird der Nutzer gefragt, 
ob er den Begriff »Sommer« meinte
Bild 3.3: Ebay.de mit den 
Suchmustern Scoped Search 
(DropDown Menü mit Auswahl 
»Gitarren & Bässe«), Erweiterte 
Suche (rechts) und Related 
Search (unten)
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grenzen die folgenden Muster die angebotene Ergebnismenge 
ein: Scoped Search bietet die Suche in einer bestimmten Pro-
duktkategorie an, welche in einem DropDown-Menü neben dem 
Suchfeld ausgewählt werden kann (siehe Bild 3.3, rechts neben 
dem Suchfeld). Dieses Suchmuster unterstützt vor allem Nutzer 
mit einer hohen Domänenexpertise, besonders wenn sie bekann-
te Objekte suchen. Jedoch ist dieser Ansatz nicht gut geeignet 
für Nutzer mit einer geringen Domänenexpertise, da sie nur 
schwer einschätzen können, in welcher Kategorie ihr Suchbegriff 
einzuordnen ist (vgl. [RUSSEL-ROSE & TATE 2012, S. 102]). Noch spe-
ziﬁscher kann die Suche mit der Erweiterten Suche (Advanced 
Search) eingegrenzt werden (vgl. [MORVILLE & ROSENFELD 2006, 
S.185], [MORVILLE & CALLENDER 2010, S. 102]), welche meist ne-
ben dem Suchfeld zu erreichen ist (siehe Bild 3.3, rechts). In ei-
nem meist komplexen Formular können der Suchanfrage weitere 
Restriktionen hinzugefügt werden. Die Erweiterte Suche wird 
beispielsweise bei der Börse Stuttgart1 gleich zum Einstieg der 
Suche für Anlagezertiﬁkate genutzt und ist daher nur für Nutzer 
mit einer hohen Domänenexpertise und einem konkreten Infor-
mationsbedürfnis geeignet (siehe Bild 3.5).
3.1.2 Akademische Arbeiten
Forschungsarbeiten gehen vor allem in die Richtung, natürliche 
Spracheingaben zu verarbeiten, was auch als Natural Langua-
ge Processing (kurz: NLP) bezeichnet wird. NLP verbindet dabei 
die Forschungsbereiche der Linguistik, der Informatik und insbe-
sondere der Künstlichen Intelligenz. Als Beispiel ist die Suche in 
Wolfram Alpha2 zu nennen, welche vollständig formulierte Fra-
1 https://www.boerse-stuttgart.de/de/boersenportal/tools-und-servi-
ces/produktﬁnder/anlagezertiﬁkate-ﬁnder/, Abrufdatum 16.08.2018
2 https://www.wolframalpha.com/, Abrufdatum 16.08.2018
Bild 3.4: Erweiterte Suche bei der 
Börse Stuttgart: Suchformular mit 
vielen Filteroptionen
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gesätze beantworten kann. Dies bezieht sich aber vor allem auf 
Sachfragen und Szenarien der Known-Item Search. Auch im E-
Commerce wird NLP bereits eingesetzt: Alexa3 von Amazon er-
möglicht beispielsweise das Bestellen von Produkten via Sprach-
eingabe sowie die Suche nach relevanten Artikeln.
Die eingesetzten Visualisierungen bei der Stichwortsuche be-
schränken sich auf die Hervorhebung der vorgeschlagenen Buch-
staben, wie beispielsweise beim Autosuggest (siehe Bild 3.2, 
links). Jedoch eignet sich die Art der Suche weniger, wenn zu 
Beginn der Suche keine Vorstellung vorhanden ist, wie man die 
Suchanfrage formulieren kann. Eine Möglichkeit ist es, die Schlag-
worte der zugrundeliegenden Taxonomien darzustellen, was im 
Folgenden als schlagwortbasierte Suche bezeichnet wird. Dies 
eignet sich jedoch nur für kleinere Taxonomien und damit über-
schaubare Produktkataloge. Ein verbreitetes Mittel zur Darstel-
lung einer Schlagwortsammlung ist die Tag Cloud. Es handelt 
sich dabei um eine Liste aus Schlagworten, die – meist alphabe-
tisch sortiert – ﬂächig angeordnet werden. Die Häuﬁgkeit bzw. die 
Popularität eines Schlagworts wird in der Regel auf typograﬁsche 
Auszeichnungen wie Schriftgröße, -dicke und -farbe abgebildet. 
Tag Clouds geben dem Nutzer einen schnellen Überblick über 
die Verteilung der Schlagworte in einer Folksonomy oder Taxono-
mie (siehe Kapitel 2.2.2). Sie können beispielsweise eingesetzt 
werden, um sehr populäre Produkte hervorzuheben. Ein Beispiel 
stellt die Tag Cloud-Visualisierung »Novels Everyone should 
Read«4 dar, in der die enthaltenen Begriffe direkt mit Amazon.
com verknüpft sind. Weiterhin grenzen Filter die in der Tag Cloud 
enthaltenen Begriffe ein. Das Visualisierungskonzept »Elastic Tag 
Maps« berücksichtigt darüber hinaus auch die Beziehungen der 
Schlagworte untereinander [STEFANER 2007, S. 58]. Schlagworte, 
die miteinander in Beziehung stehen, werden durch Kanten ver-
bunden. Die Liniendicke weist auf die Stärke der Beziehung hin 
(siehe Bild 3.5).
3.2 Ähnlichkeitssuche
Manchmal sind es die Ergebnisse selbst, die Anreize geben in 
einer bestimmten Richtung weiterzusuchen. Besonders wenn 
ein Ergebnis gefunden wird, welches sich gut mit dem aktuellen 
Informationsbedürfnis deckt, kann die Pearl-Growing-Strategie 
(siehe Kapitel 2.1.3) angewandt werden, um mehr von diesen 
Ergebnissen zu ﬁnden und damit den Ergebnisraum erneut auf-
zufächern [RUSSEL-ROSE & TATE 2012, S. 121]. Ein bekanntes Bei-
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spiel dafür ist die Google-Bildersuche5, in der ein Beispielbild die 
Suchanfrage nach ähnlichen Bildern startet. Die folgenden zwei 
Abschnitte gehen näher auf Beispiele im E-Commerce und in der 
akademischen Forschung ein.
3.2.1 Kommerzielle Anwendungen
Die gängigste Form der Ähnlichkeitssuche in E-Commerce-An-
wendungen ist der Vorschlag von ähnlichen Produkten auf den 
Produktdetailseiten und ist in der Form nicht ganz von der emp-
fehlungsbasierten Suche (siehe Abschnitt 3.4) zu trennen. Sie 
dient damit nicht dem Einstieg in die Suche, sondern bietet nach 
dem Fund eines interessanten Artikels die Möglichkeit an, mehr 
Produkte mit diesen Eigenschaften oder mit einem ähnlichen Aus-
sehen zu suchen. Jedoch werden dadurch explorative Suchsze-
narien gut unterstützt. Ein Beispiel der Google-Shopping-Suche 
wird in Bild 3.6 (links) gezeigt. Hier werden auf der Produktdetail-
seite einer Handtasche im unteren Bereich Handtaschen mit ei-
nem ähnlichen Aussehen angeboten, was zudem einen visuellen 
Vergleich ermöglicht.
Weiterhin gibt es Möglichkeiten, die Suche mit einen Beispiel zu 
beginnen. Diese Form der Suche eignet sich vor allem für die Su-
che nach Produkten, die schwer in Stichworten zu beschreiben 
sind (z.B. eine Melodie oder das Aussehen). Ein Beispiel für eine 
auditive Eingabe ist der Dienst Shazam6, der es dem Nutzer er-
möglicht, ein Musikstück, das er gerade in seiner Umgebung hört, 
aufzunehmen. Wird die Musikaufnahme erkannt, werden dem 
Nutzer Titel, Interpret und ein Link zum Kauf des Songs angebo-
ten. Eine ähnliche Funktion bietet die Amazon App7 an, nur dass 
hier reale Produkte als Eingabe genutzt werden können. 
5 https://images.google.de/, Abrufdatum 16.08.2018
6 https://www.shazam.com, Abrufdatum 16.08.2018
7 https://www.amazon.de/b?node=4951330031, Abrufdatum 
16.08.2018
Bild 3.6: Beispiel aus der Google 
Shopping-Anwendung (links), 
Nutzung der Amazon App für die 
Suche nach einem Buch (rechts)
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Hält man die Kamera auf ein bestimmtes Produkt und wird die-
ses von der Amazon App erkannt, werden dem Nutzer direkt die 
Produktvorschau mit dazugehörigen Preisen angeboten (siehe 
Bild 3.6, rechts). Die beiden letzten Beispiele sind der Known-
Item Search (siehe Abschnitt 2.1.1) zuzuordnen, in welcher der 
Nutzer genau weiß, was er sucht. Die Amazon App extrahiert 
aus der Aufnahme zwar auch Schlüsselwörter, die für eine Fort-
führung der Suche genutzt werden können, dies beschränkt sich 
jedoch auf die auf dem Produkt gefundene Wörter (z.B. Worte ei-
nes Buchtitels oder eines CD-Covers) oder die Produktkategorie 
selbst. Wurde beispielsweise eine Sonnenbrille oder eine Hand-
tasche aufgenommen, dann wird nach diesen Produkten generell 
gesucht und nicht nach ähnlichen Farben, Formen oder anderen 
vergleichbaren Eigenschaften, die dieses spezielle Produkt ge-
nauer beschreiben.
3.2.2 Akademische Arbeiten
Forschungsarbeiten beschäftigen sich mit Möglichkeiten, die 
Suchanfrage zu starten bzw. fortzuführen, indem Alternativen zu 
Filtern und Textbeschreibungen angeboten werden. PARK & KWEON 
beschäftigen sich beispielsweise mit der Suche nach ähnlichen 
Produkten unter Berücksichtigung der Form und Farbe auf Basis 
eines Fotos (siehe Bild 3.7) [PARK & KWEON 2008]. Für Fälle, in 
denen der Nutzer kein passendes Bild zur Hand hat, sondern nur 
das mentale Bild vor Augen, eignen sich skizzenbasierte Eingaben 
(Sketch-based Image Retrieval) (vgl. [FILHO ET AL. 2013], [RIEMEN-
SCHNEIDER ET AL.  2011]). In diesem Szenario zeichnet der Nutzer 
die Form des gesuchten Objektes, um möglichst ähnliche Bilder 
angeboten zu bekommen (siehe Bild 3.8). Diese Arbeiten unter-
stützen die analytische Suchstrategie mit Szenarien, in denen das 
Informationsbedürfnis schon geschärft ist. 
Die Browsing-Strategie wird in Arbeiten unterstützt, die sich mit 
der Anordnung von Suchergebnissen, auf Basis ihrer Ähnlich-
keiten zueinander, beschäftigen. In diesen Fällen können Visua-
lisierungstechniken einen Mehrwert liefern. WANG ET AL. bieten 
eine Alternative zu Google’s geordneter Ergebnisliste an (sie-
he Bild 3.9, links). Diese hat den Nachteil, dass kein Überblick 
über die Datenkollektion angeboten wird, gewünschte Informa-
tionen durch den Ranking-Algorithmus nicht am Anfang der Lis-
te auftauchen können oder Ergebnisse angeboten werden, die 
verschiedenen Themen zuzuordnen sind [WANG ET AL. 2015]. Die 
angebotene Visualisierungslösung hat demzufolge das Ziel, dem 
Nutzer einen Überblick über die Dokumente anzubieten und die-
se in einer Form anzuordnen, welche die inhaltsbezogenen Ähn-
lichkeiten reﬂektieren. Die Visualisierung baut auf der Dimensi-
onsreduktionstechnik (siehe Kapitel 2.2.1) auf, mit der man eine 
Bild 3.7: Suche nach ähnlichen 
Produkten auf Basis eines Fotos 
[PARK & KWEON 2008]
Bild 3.8: Suche nach ähnlichen 
Bildern auf Basis einer Skizze des 
Nutzers [FILHO ET AL. 2013]
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zweidimensionale Projektion der Daten erhält, in der die lokalen 
Nachbarschaften aus dem hochdimensionalen Raum beibehalten 
werden. Zur Darstellung der Ergebnisse wird die bereits bekann-
te Textauszugvisualisierung beibehalten. Um Überlappungen des 
Dimensionsreduktionsalgorithmus zu unterbinden, wird eine 
Kraftfunktion eingesetzt. Die resultierende Visualisierung bietet 
mit dem ähnlichkeitsbasierten Layout einen Überblick über die 
Ergebnismenge mit visuellen Gruppen, die ähnliche Ergebnisse 
wiederspiegeln (siehe Bild 3.9, rechts). 
Google’s Arts & Culture Experiments bieten ebenfalls ein ähn-
lichkeitsbasiertes Layout an, um Kunstwerke zu explorieren8. 
Durch Machine-Learning-Algorithmen werden mehrere tausend 
Kunstwerke anhand ihrer visuellen Ähnlichkeit organisiert. Da-
bei wurden keine Metadaten verwendet, sondern nur visuelle 
Ähnlichkeiten mithilfe von Bildanalysealgorithmen berechnet. 
Anschließend wurde der tSNE-Algorithmus [VAN DER MAATEN & 
HINTON 2008] genutzt, bei dem es sich auch um einen Algorith-
mus zur Dimensionsreduktion handelt, um einen interaktiven, 
dreidimensionalen Raum zu erstellen. In diesem können Nutzer 
die Kunstwerke explorieren und aus verschiedenen Perspektiven 
sowie in verschiedenen Auﬂösungen betrachten9. Eine Übersicht 
der Datenlandschaft wird in Bild 3.10 (links unten) dargestellt, 
während Bild 3.10 (rechts) einen Zoom in ein Cluster zeigt, das 
Bilder mit Bäumen enthält. 
Ein zweites Beispiel der Google Arts & Culture Experiments 
lässt die Ähnlichkeiten zwischen den Kunstwerken auf eine ande-
8 https://experiments.withgoogle.com/arts-culture/t-sne-map, Abrufda-
tum 16.08.2018
9 https://artsexperiments.withgoogle.com/tsnemap/, Abrufdatum 
16.08.2018
Bild 3.9: Ergebnisliste von Google 
(links), Visualisierungskonzept, 
welches die Ergebnisse in einem 
ähnlichkeitsbasierten Layout 
anordnet [WANG ET AL. 2015] 
Visuelle Exploration multidimensionaler Informationsräume72
re Art und Weise explorieren10: Durch die Nutzung von Machine-
Learning-Techniken werden visuelle Eigenschaften von Kunst-
werken analyisiert. X Degrees of Separation11 ﬁndet einen Pfad 
zwischen zwei gewählten Kunstwerken, indem eine Kette von 
ähnlichen Kunstwerken gebildet wird, das ausgehend von dem 
Ersten, dem zweiten Kunstwerk immer näher kommt (siehe Bild 
3.10, oben). 
3.3 Facettennavigation
Die Facettennavigation (Faceted Browsing) ist ein populäres 
Interface-Paradigma, um strukturierte Datensätze zu explorieren. 
Sie basiert auf der Facettenklassiﬁkation (siehe Kapitel 2.2.1) und 
eignet sich auch für ähnlich strukturierte Produktkataloge. 
Die Facettensuche (Faceted Search) erweitert die Facettenna-
vigation um die Möglichkeit, eine Freitextsuche einzubeziehen 
[TUNKELANG 2006] und vereint damit die analytische und die Brow-
sing-Strategie. Der Nutzer kann entweder mit der klassischen 
Schlüsselwortsuche beginnen und die resultierende Ergebnis-
menge mithilfe der Facettennavigation explorieren, oder durch die 
angebotenen Facettenwerte in die Suche einsteigen. Durch die 
Auswahl der angebotenen Facettenwerte ist es möglich, komple-
xe Suchanfragen zu konstruieren und die Ergebnismenge iterativ 
einzugrenzen. Die für eine weitere Eingrenzung zur Verfügung 
stehenden Facettenwerte werden nach jedem Filterschritt neu 
berechnet, so dass nur Anfragen gestellt werden können, die zu 






Bild 3.10: Google Arts & Culture 
Experiments: interaktive Karte zur 
Exploration von Kunstwerken in 
der Übersicht (links unten) und mit 
dem Zoom auf ein Cluster (rechts),  
Exploration der Ähnlichkeiten 
zwischen zwei Kunstwerken in »X 
Degrees of Separation« (oben links)
Der Begriff Facettenwert (Face-
ted Value) wird oft synonym 
verwendet zu Ausprägung, 
Merkmal oder Attribut.
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Dies ist ein Vorteil gegenüber der Erweiterten Suche (siehe Ab-
schnitt 3.1.1), in der zuerst eine komplexe Anfrage konstruiert 
wird und deren Ausführung auch zu leeren Ergebnismengen füh-
ren kann [SACCO & TZITZIKAS 2009, S. 76]. 
Die Facettenklassiﬁkation und die daraus resultierenden Facetten 
und Facettenwerte verschaffen dem Nutzer einen Überblick über 
die Strukturierung des Informationsraums und bieten ihm Vor-
schläge, nach welchen Kriterien die Suche einzugrenzen ist. Um 
das Verständnis über den Aufbau des zugrundeliegenden Daten-
satzes zu fördern, werden zudem Hinweise gegeben, wie viele 
Ergebnisse mit der Auswahl eines Facettenwertes zu erwarten 
sind. Die einfachste Lösung ist es, direkt hinter dem Facetten-
wert eine Zahl anzubieten (siehe Abschnitt 3.3.1), mittels Visua-
lisierungsmethoden können diese auch in Form von kleinen Dia-
grammen oder anderen visuellen Hinweisen dargestellt werden 
(siehe Abschnitt 3.3.2). Diese Informationen stärken den Informa-
tion Scent (siehe Kapitel 2.1.2) und stellen einen nützlichen Indika-
tor dar, um den Nutzen einer Filteraktion einschätzen zu können. 
Darüber hinaus fördert dieses Prinzip das Domänenverständnis, 
indem die charakteristische Verteilung der Metadaten analysiert 
werden kann [SACCO & TZITZIKAS 2009, S. 77]. 
Das User Interface eines Facettenbrowsers besteht meist aus 
zwei Hauptkomponenten: Zum einen den Widgets, welche die 
Facetten präsentieren und zum anderen eine Ansicht der Ergeb-
nismenge, die der aktuellen Auswahl entspricht (vgl. [POLOWINSKI 
2009], [SACCO & TZITZIKAS 2009, S. 77]). Zusätzlich werden dem 
Nutzer meist Funktionalitäten zum Sortieren oder Gruppieren der 
Ergebnisse angeboten, sowie die aktuell konstruierte Suchanfra-
ge in Form eines Breadcrumbs präsentiert, welche die Suchhis-
torie darstellt [POLOWINSKI 2009]. Die einzelnen Komponenten ei-
nes Facettenbrowsers werden in den folgenden Abschnitten mit 
verschiedenen Beispielen unterlegt.
3.3.1 Kommerzielle Anwendungen
Aufgrund des einfachen Gebrauchs und der Nutzerführung ﬁndet 
sich das Konzept der Facettensuche heutzutage in immer mehr 
kommerziellen Anwendungen wieder und kommt vor allem im 
E-Commerce-Bereich zum Einsatz, wie beispielsweise bei dem 
Warenlieferant Amazon.de, der Auktionsseite eBay.de und dem 
Urlaubsportal Kayak.de.
Ebay bietet eine Facettensuche an, bei der die Schlüsselwortsu-
che nicht nur eine Auswirkung auf die Ergebnisse und die damit 
verknüpften Facettenwerte hat, sondern auch auf die angebote-
nen Facetten – auch adaptive Facetten genannt [MORVILLE & CAL-
Breadcrumbs (auch Brotkrü-
melnavigation genannt) geben 
dem Nutzer in Form der bisher 
gewählten Filter oder Kategori-
en an, wo er sich aktuell inner-
halb der Anwendung beﬁndet.
Visuelle Exploration multidimensionaler Informationsräume74
LENDER 2010, S. 98]. Bei der Eingabe des Suchwortes »Williams« 
werden verschiedene Produktkategorien vorgeschlagen wie bei-
spielsweise »Musik«, »Feinschmecker« und »Bücher« und nach 
der Auswahl einer Kategorie entsprechend passende Facetten 
angeboten. Diese Eingrenzung entspricht der Scoped Search, die 
bereits in Abschnitt 3.1.1 vorgestellt wurde.  Im Fall der Facette 
»Musik« ist dies zum Beispiel »Genre«, »Interpret«, »Format« 
und »Label«. Bei einem eindeutigeren Suchwort werden diese 
sofort auf die Facetten einer bestimmten Kategorie reduziert. 
Das Suchwort hat darüber hinaus Einﬂuss auf die angebotenen 
Facettenwerte. Beim Beispiel »Williams« werden in der Facet-
te »Interpreten« verschiedene Künstler angezeigt, zu dem das 
Suchwort passt, wie Hank Williams oder Robbie Williams (siehe 
Bild 3.11). Weiterhin unterstützt Ebay das Konzept der Hierarchi-
schen Facetten [HEARST 2006]. Wird beispielsweise in der Facet-
te »Genre« ein Wert ausgewählt, wird nach diesem Schritt eine 
zusätzliche Facette »Subgenre« angeboten. Bild 3.11 zeigt dies 
am Beispiel des Genres »Rock«. Weiterhin werden die Facetten-
werte als Checkboxen angeboten, so dass auch eine Mehrfach-
auswahl innerhalb einer Facette möglich ist, die einer booleschen 
ODER-Verknüpfung entspricht. Hinter jedem Facettenwert ﬁndet 
der Nutzer eine numerische Angabe über die Größe der zu er-
wartenden Ergebnismenge bei der Auswahl dieses Filters. Aus-
gewählte Filter werden oberhalb der Ergebnisse als Breadcrumb 
dargestellt und können dort durch das Schließen des Wertes oder 
in der Facette selbst durch Abwahl der entsprechenden Checkbox 
rückgängig gemacht werden. Die Ergebnisse werden in einer Lis-
ten- oder alternativ als Kachelansicht angeboten und können nach 
verschiedenen Parametern sortiert werden (z.B. nach Preis oder 
bald endende Auktionen).
Eine Herausforderung in umfangreichen Produktkatalogen be-
steht in dem Umgang mit vielen Facettenwerten. In den kom-
merziellen Anwendungen lassen sich drei verschiedene Lösungs-
ansätze für das Problem ﬁnden [RUSSEL-ROSE & TATE 2012, S. 189]. 
Der erste Ansatz besteht in dem Angebot eines zusätzlichen 
Containers, in dem die vollständige Liste der Facettenwerte prä-
sentiert wird und ausgewählt werden kann. Dies wird beispiels-
weise bei Ebay eingesetzt. Ein zweiter Ansatz sieht die Nutzung 
ﬂexibler Container vor, welche die wichtigsten Facettenwerte an-
zeigen, die bei Bedarf ausgeklappt werden können. Dieses Prin-
zip wird beispielsweise bei Amazon.de verwendet. Die mobile 
Version von Amazon geht sogar noch einen Schritt weiter und 
zeigt nur die Facettentitel an. Die Facettenwerte müssen durch 
das separate Ausklappen jeder Facette aufgerufen werden. Der 
dritte Ansatz besteht in der Präsentation aller Facettenwerte, was 
jedoch nur sinnvoll in Datensätzen ist, in denen die Facettenlis-
ten eine handhabbare Größe besitzen. Dies ist beispielsweise bei 
Bild 3.11: Adaptive Facetten 
bei Ebay.de: die Auswahl wird 
dem Nutzer nach der Suche des 
Stichwortes »William« präsentiert, 
Abrufdatum 12.02.2018
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dem Reiseportal Kayak.de der Fall, bei dem sich die Metadaten 
für Hotels und Flüge auf eine übersichtliche Menge beschränken. 
Kayak ist auch ein Beispiel für alternative Darstellungen der Facet-
ten. Beispielsweise werden Hotelkategorien in Form von Sternen 
dargestellt oder Preisspannen in Form von Slidern, welche ein 
bestimmtes Minimum und Maximum festlegen können. Darüber 
hinaus bietet Kayak auch das Prinzip der Scented Widgets an (sie-
he Kapitel 2.2.2). In der Flugsuche wird beispielsweise ein Slider 
angeboten um die Flugzeiten auszuwählen (siehe Bild 3.12). In 
diesem verknüpften Diagramm bekommt der Nutzer einen visu-
ellen Hinweis, zu welchen Zeiten die Flüge am günstigsten sind.
3.3.2 Akademische Arbeiten
Viele Arbeiten aus dem akademischen Bereich beziehen sowohl 
in der Darstellung der Facetten als auch bei der Präsentation der 
Ergebnismenge das Potenzial der Informationsvisualisierung ein, 
um den Information Scent (siehe Kapitel 2.1.2) und die Analyse 
des zugrundeliegenden Datenbestandes zu fördern.
STEFANER & MÜLLER schlagen das Visualisierungskonzept Elastic 
Lists vor, um das Häuﬁgkeitsverhältnis der einzelnen Facetten-
werte mit Hilfe unterschiedlich groß skalierter Listeneinträge 
darzustellen [STEFANER & MÜLLER 2007]. Mit dieser Visualisierungs-
technik werden charakteristische Proportionen des Datensatzes 
hervorgehoben. Insbesondere treten Facettenwerte mit vielen 
verknüpften Ergebnissen in den Vordergrund, die neben der be-
reits bekannten Nummerierung durch ein höheres Listenfeld 
repräsentiert werden. Weiterhin weist eine hellere Farbe darauf 
hin, dass das proportionale Gewicht des Facettenwertes in der 
aktuellen Auswahl höher ist als in der globalen Verteilung. Eine 
animierte Filterung wird eingesetzt, um Verwirrungen über das 
plötzliche Verschwinden einzelner Facettenwerte im Filterprozess 
entgegenzuwirken. Den Facettenwerten, die der aktuellen Er-
gebnismenge entsprechen, wird mehr Platz eingeräumt, indem 
herausgeﬁlterte Werte zu schmalen Einträgen zusammengefasst 
werden. Filteraktionen können rückgängig gemacht bzw. neu aus-
gerichtet werden, indem herausgeﬁlterte Werte durch die Selek-
tion wieder in die Suche einbezogen werden. Im ersten Elastic 
Lists-Prototypen12 werden die Ergebnisse in einer herkömmlichen 
Kachelansicht präsentiert. Der Facettenbrowser ContentLands-
cape13 baut auf dem Konzept der Elastic Lists auf und ermöglicht 
die Exploration und Analyse von großen, mehrdimensionalen Da-
tenmengen im Unternehmenskontext. 
12 http://well-formed-data.net/experiments/elastic_lists/, Abrufdatum 
16.08.2018
13 http://archive.stefaner.eu/projects/content-landscape/, Abrufdatum 
16.08.2018
Bild 3.12: Scented Widget bei der 
Flugsuche auf Kayak.de, Abrufda-
tum 12.02.2018
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Ziel dieser Anwendung ist es, den Zugang zu den Inhalten aus 
verschiedenen Perspektiven zu ermöglichen und den Nutzer bei 
der Formulierung seiner Suchziele und beim Durchstöbern des 
Datensatzes zu unterstützen. Weiterhin soll das Verständnis für 
die Verteilungen im Datensatz verbessert und sowohl eine Tren-
danalyse als auch eine zielgerichtete Analyse ermöglicht werden 
[Stefaner et al. 2008]. Zur Unterstützung dieser Ziele stellt die 
Anwendung zwei verschiedene Ansichten zur Verfügung: Die 
Browsing-Sicht gliedert sich vertikal in einen Filterbereich und 
darunter einen Ergebnisbereich. Die Facetten können ﬂach (z.B. 
Medientyp), numerisch (z.B. Erstellungsdatum) oder hierarchisch 
(z.B. Region) sein. 
Flache Facetten werden mithilfe der Elastic Lists repräsentiert, 
wohingegen numerische Facetten durch Scented Widgets (sie-
he Kapitel 2.2.5), bestehend aus Slider und Barchart, visua-
lisiert werden. Hierarchische Facetten bauen auf den Elastic 
Lists auf, nutzen jedoch eine Akkordeon-Metapher, bei der 
jedes Hierarchielevel durch ein separates Akkordeon-Level re-
präsentiert wird. Durch das Anklicken eine Wertes wird das 
entsprechende Level eingeklappt und daraufhin die Kindkno-
ten des ausgewählten Wertes geöffnet. Das Elternelement 
wird dabei an den oberen Rand des hierarchischen Widgets 
Bild 3.13: ContentLandscape: Ana-
lysesicht mit Elastic Lists (oben) 
und Dashboard zur Analyse der 
Daten (unten) [Stefaner et al. 2008]
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Bild 3.14: VisGets-Interface mit 
drei verschiedenen visuellen 
Facetten (oben) zur Eingrenzung 
der Ergebnisse (unten) [Dörk et al. 
2012]
Sparklines werden dazu 
benutzt, um Zahlen in einem 
Text auf platzsparende Weise 
in Form eines stark miniaturi-
sierten Zeitreihendiagramms zu 
visualisieren.
verschoben (siehe Bild 3.13, grün hinterlegter Wert). Die Er-
gebnisse werden als Listen- oder Kacheldarstellung angeboten 
und können durch die Facetten sortiert und gruppiert werden. 
In der Analysesicht stehen die gleichen Filter zur Verfügung, je-
doch wird anstelle der Ergebnisliste eine Dashboard-Darstellung 
angeboten (siehe Bild 3.13). Innerhalb des Dashboards können 
statistische Werte, die der aktuellen Filterauswahl entsprechen, 
mithilfe von Treemaps, Histogrammen und dynamischen Tabellen 
mit Sparklines verglichen und analysiert werden.
Die facettierte Visualisierung VisGets bietet verschiedene inter-
aktive und visuelle Methoden an, um multidimensionale Anfra-
gen in einer Datenkollektion von RSS-Feeds zu formulieren [DÖRK 
ET AL. 2012]. Das VisGets-Interface besteht aus drei interaktiven 
Visualisierungen, welche die Verteilung der zugrundeliegenden 
Ressourcen anhand ihrer zeitlichen und örtlichen Ausprägungen 
als auch der enthaltenen Schlagworte repräsentieren (siehe Bild 
3.14). Jedes dieser Widgets stellt eine visuelle Aggregation der 
entsprechenden Dimension des Datensatzes zur Verfügung und 
unterstützt darüber hinaus bei der Formulierung von Suchanfra-
gen. Anfrageparameter können interaktiv durch die direkte Mani-
pulation mit dem Mauszeiger geändert werden. Beispielsweise 
kann durch Zooming und Panning in der interaktiven Karte der Ort 
eingegrenzt werden, der mit den Ergebnissen in Beziehung steht. 
Weiterhin stehen dem Nutzer eine interaktive Tag Cloud und ein 
Scented Widget bestehend aus Zeitstrahl und Balkendiagram-
men zur Verfügung. Zusätzlich ergänzt eine konventionelle Textsu-
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che das Interface. Während ein visuelles Widget nur einen Aspekt 
des Informationsraums repräsentiert, bieten alle koordinierten, 
visuellen Widgets in ihrer Gesamtheit einen multi-facettierten Zu-
gang zu den Daten [DÖRK ET AL. 2012]. Die verschiedenen Widgets 
sind mittels Linking & Brushing (siehe Kapitel 2.2.5) miteinander 
verbunden: durch das Überfahren einzelner Elemente mit dem 
Mauszeiger werden in Beziehung stehende Elemente im Inter-
face hervorgehoben. Der Grad der Beziehung wird über die Deck-
kraft kodiert. Je dunkler die Hervorhebung ist, desto stärker ist 
die Beziehung zwischen dem ausgewählten und dem hervorge-
hobenen Element. Die Informationsressourcen, die mit der aktu-
ellen Suchanfrage übereinstimmen, werden im unteren Teil des 
Interfaces angezeigt und auf verschiedene Unterseiten aufgeteilt, 
was auch als Pagination bezeichnet wird.
3.4 Empfehlungsbasierte Suche
In großen, unüberschaubaren Datenmengen wie Produktkata-
logen ist es für Anwender schwer, geeignete Angebote zu ent-
decken. Empfehlungssysteme (Recommender Systems) bieten 
einen nützlichen Mechanismus an, um die Menge an Daten auf 
eine handhabbare Größe zu reduzieren, indem sie Ergebnisse 
anbieten, die interessant für den jeweiligen Nutzer sein können 
[RICHTHAMMER ET AL. 2017]. Diese Empfehlungen können die Suche 
nach passenden Produkten vereinfachen und angenehmer ma-
chen. Nutzer werden dabei unterstützt, neue Produkte zu ﬁnden, 
obwohl sie gar nicht aktiv danach gesucht haben [VAN DUYNE ET 
AL. 2002, S. 426], wodurch die Wahrscheinlichkeit für Zufallsfunde 
(siehe Kapitel 2.1.2) erhöht wird.
Empfehlungen können mithilfe verschiedener Techniken berech-
net werden. Das Content-based Filtering empﬁehlt ähnliche Pro-
dukte basierend auf Produkten, die der Nutzer zuvor interessant 
fand. Mittels Collaborative Filtering werden Empfehlungen auf 
Basis des Nutzer-Feedbacks generiert. Dabei wird angenommen, 
dass zwei Personen mit denselben Vorlieben zu ähnlichen Produk-
ten, sich auch bei anderen Produkten einig sind. Das Demogra-
phic Filtering empﬁehlt Produkte auf Basis des demographischen 
Proﬁls des Nutzers, während das Knowledge-Based Filtering Pro-
dukte auf Basis von zuvor modelliertem Wissen anbietet. Ergeb-
nisse können auch auf Basis manuell erstellter Bedingungen und 
Einschränkungen erstellt werden (Rule-based Filtering). Letztend-
lich können diese verschiedenen Techniken auch in hybriden Sys-
temen miteinander kombiniert werden [RICCI ET AL. 2015, S. 11].
In den folgenden beiden Abschnitten werden Beispiele für Emp-
fehlungssysteme im kommerziellen (Abschnitt 3.4.1) und akade-
mischen Kontext (Abschnitt 3.4.2) betrachtet.
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Bild 3.15: Amazon.com mit 
Vorschlägen, die basierend auf den 
bisherigen Einkäufen berechnet 
werden
3.4.1 Kommerzielle Anwendungen
Empfehlungssysteme sind in vielen kommerziellen Anwendun-
gen integriert, wie beispielsweise in Filmdatenbanken (z.B. Net-
ﬂix.com: Vorschläge von Filmen und Serien), in Musikportalen 
(z.B. Spotify.com: Vorschläge von ganzen Playlisten basierend 
auf den bisher gehörten Songs) oder in E-Commerce-Seiten. Für 
Letzteres ist Amazon.com ein bekanntes Beispiel, welches 35% 
der Verkäufe aus den generierten Produktvorschlägen erzielt14. 
Suchmuster wie »Kunden, die dieses Produkt gekauft haben, 
kauften auch« basieren auf dem Collaborative Filtering und wer-
den auf den Produktdetailseiten dargestellt. Damit unterstützen 
sie die Pearl-Growing-Strategie (siehe Kapitel 2.1.3) [MORVILLE & 
CALLENDER 2010, S. 106]. Dieser Ansatz präsentierte jedoch auch 
viele irrelevante Artikel, da viele Kunden nicht zusammenhängen-
de Produkte in einem Einkauf tätigen. Daher werden mittlerweile 
weitere Informationen über den Nutzer in die Berechnungen ein-
bezogen (z.B. Historie, bereits gekaufte oder bewertete Artikel), 
um die Empfehlungen mehr zu personalisieren. So werden auch 
Vorschläge basierend auf den Einkäufen (siehe Bild 3.15) und auf 
dem Browserverlauf angeboten.
HEARST kritisiert diese Artikellinks jedoch auch, da sie oft wie eine 
»Black Box« auf den Nutzer wirken und dieser nicht nachvollzie-
hen kann, warum ihm gerade diese Artikel angeboten werden 
[HEARST 2009]. Dies gehört zu einer der Herausforderungen, die 
im nächsten Abschnitt im Rahmen der Forschung betrachtet wer-
den.
Einige Reiseanbieter bieten Empfehlungen basierend auf den 
Nutzerinteraktionen an und geben Inspiration für den Ein-
stieg in die Suche. Das Suchinterface der Fluggesellschaft 
British Airways »Picture Your Holiday«15 verwendet als Ein-
stieg in die Suche 95 Bilder (siehe Bild 3.16). Ein Bild ent-
spricht einer Urlaubsimpression und ist im System mehre-




15 http://pictureyourholiday.ba.com/, Abrufdatum 15.08.2018
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Bilder aus, werden ihm als Ergebnis verschiedene Reiseorte an-
geboten, die anschließend zur Flug- und Hotelbuchung führen. 
Im Suchinterface der Fluggesellschaft Iberia »Inspire-Me«16 wer-
den zwei Kernfragen fokussiert: »Wo soll die Reise beginnen?« 
und »Was wird auf der Reise benötigt?«. Zur Beantwortung der 
ersten Frage wird ein Textformular angeboten, in das der Nutzer 
den Abﬂughafen eingeben muss. Für die zweite Fragen werden 
fünf Hauptkategorien angeboten: »See«, »Eat«, »Dress«, »Lis-
ten« und »Do«, welche verschiedene Sinne widerspiegeln und 
eine Verbindung zwischen Nutzer und Reiseziel aufbauen sollen. 
Zu jeder Hauptkategorie werden fünf Beispiele in Bild- und Text-
form angeboten. Durch die Auswahl von mindestens drei Bei-
spielen ist es möglich, auf die Ergebnisseite zu gelangen. Dort 
werden die Ergebnisse in einer Karte verortet mit dem jeweiligen 
Flugpreis dargestellt.
Ein weiteres Beispiel ist die Seite Booking.com, die neben per-
sonalisierten Reiseempfehlungen auf der Startseite, welche auf 
der Suchhistorie aufbauen, auch Kontextinformationen wie die 
Zeit und den Ort in den Empfehlungsprozess einbezieht. Im Hea-
derbereich werden dem Nutzer bisher gebuchte oder angesehe-
ne Reiseorte präsentiert. Daneben werden ihm weitere Reiseorte 
vorgeschlagen, die in der Nähe liegen und mit der bisherigen Bu-
chung verknüpft werden können (siehe Bild 3.17).
3.4.2 Akademische Arbeiten
Obwohl sich die Qualität der angebotenen Ergebnisse in Emp-
fehlungssystemen in den letzten Jahren erheblich verbessert 
hat, fokussierte die Forschung vor allem die zugrundeliegenden 
Algorithmen, insbesondere deren Exaktheit und Performance 
[KUNKEL ET AL. 2017]. Neuere Forschungsarbeiten fangen an, über 
die Betrachtung von Algorithmen hinaus zu gehen, indem sie den 
Einﬂuss der Mensch-Computer-Interaktion auf die User Experi-
16 http://www.iberia.com/gb/inspire-me/#, Abrufdatum 15.08.2018
Bild 3.16: Startseite von »Picture 
you Holiday«, Quelle: http://pictu-
reyourholiday.ba.com
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Bild 3.17: Reiseempfehlungen von 
Booking.com basierend auf den 
bisherigen Buchungen und Such-
anfragen, Abrufdatum 03.09.2017
Bild 3.18: SmallWorld: Graphvisu-
alisierung basierend auf Facebook-
API [GRETARSSON ET AL. 2010]
ence (siehe Kapitel 2.3.1) untersuchen. Bisherige Studien haben 
bereits gezeigt, dass Visualisierungen und eine verbesserte Inter-
aktion die Nutzerbindung stärken und die Akzeptanz der angebo-
tenen Ergebnisse verbessern können [PARRA ET AL. 2014]. 
Empfehlungssysteme, die wie eine »Black Box« für den Nutzer 
erscheinen, machen es oft schwierig nachzuvollziehen, wie die 
Empfehlungen berechnet wurden oder warum eine bestimmte 
Liste an Ergebnissen präsentiert wird [RICHTHAMMER ET AL. 2017]. 
Eine Methode, um die Nachvollziehbarkeit von Empfehlungssys-
temen zu verbessern und das Vertrauen des Nutzers zu erhöhen, 
sind Erklärungen. Sie können dabei helfen, den Grund hinter der 
Empfehlung zu verstehen, dem Nutzer ein Gefühl der Einbindung 
geben und zu einer höheren Akzeptanz des Empfehlungssystems 
führen [HERLOCKER ET AL. 2000]. Ein Beispiel für ein erklärendes 
Interface ist SmallWorlds, in dem der Nutzer die Beziehungen 
zwischen seinen Präferenzen, seinen Facebook-Freunden und 
den empfohlenen Ergebnissen explorieren kann [GRETARSSON ET 
AL. 2010]. Durch die Analyse dieser Beziehungen kann der Nutzer 
nachvollziehen, welche Präferenzen oder Freunde dafür verant-
wortlich sind, dass ein bestimmtes Objekt in der empfohlene Er-
gebnisliste auftaucht (siehe Bild 3.18). Andere Ansätze visualisie-
ren das Nutzermodell, um das Verständnis zu verbessern, welche 
Präferenzen des Nutzers dem Empfehlungssystem bekannt sind 
und zur Berechnung verwendet werden [JIN ET AL. 2016].
Weitere Forschungsarbeiten legen den Schwerpunkt der Unter-
suchungen auf Möglichkeiten, die den Empfehlungsalgorithmus 
beeinﬂussen und verbessern. Dies kann durch das Angebot der 
Nutzerkontrolle über das Nutzermodell und der Personalisierung 
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[BAKALOV ET AL. 2013] oder durch die Anpassung des Einﬂusses 
verschiedener Ressourcen erfolgen, die der Empfehlungsalgorith-
mus zur Berechnung nutzt (vgl. [BOSTANDJIEV ET AL. 2012], [PARRA ET 
AL. 2014], [VERBERT ET AL. 2013]). Letzteres wird am Beispiel der An-
wendung SetFusion in Bild 3.19 gezeigt, welche die Beziehungen 
zwischen den Empfehlungen und den Empfehlungstechniken in 
einem Venn-Diagramm darstellt. Die Farben des Venn-Diagramms 
geben Aufschluss über die zugrundeliegende Technik des hybri-
den Empfehlungsalgorithmus. Der Nutzer hat durch drei farbige 
Slider die Möglichkeit, den Einﬂuss der einzelnen Techniken auf 
den gesamten Empfehlungsprozess zu manipulieren. Die Ergeb-
nisse werden daraufhin in dem Venn-Diagramm platziert und zei-
gen auf, welche Techniken an der jeweiligen Empfehlung beteiligt 
waren [PARRA 2014]. 
Weiterhin kann die Nutzerkontrolle durch das unmittelbare Feed-
back des Nutzers erfolgen [KUNKEL ET AL. 2017]. Bild 3.20 zeigt das 
Beispiel einer interaktiven Karte mit empfohlenen Filmen für den 
Nutzer. Der Nutzer kann Filme, die interessant für ihn erscheinen, 
nach oben ziehen, und uninteressante Filme eindrücken. Dieses 
Feedback wirkt sich auf den Empfehlungsalgorithmus aus, so 
dass dem Nutzer passende Filme angeboten werden, die zu sei-
nen aktuell angegeben Präferenzen passen.
Häuﬁg werden die Ergebnisse eines Empfehlungssystems in 
Form einer geordneten Liste präsentiert, die es erschwert, einen 
Überblick über den Informationsraum und deren versteckten Re-
lationen zu bekommen. Während die Informationsvisualisierung 
(siehe Kapitel 2.2) verschiedene Methoden bereitstellt, um gro-
ße Datenmengen explorierbar zu machen, ist die effektive Un-
terstützung von Empfehlungssystemen durch Visualisierungen 
noch ein vernachlässigtes Feld der Forschung [KUNKEL ET AL. 2017]. 
Ein Beispiel zur Exploration von Relationen bieten GANSNER ET AL.: 
Mittels Multidimensional Scaling (siehe Abschnitt 2.2.1) werden 
Bild 3.19: SetFusion: der Einﬂuss 
verschiedener Empfehlungstechni-
ken kann durch drei Slider konﬁgu-
riert werden [PARRA ET AL. 2014]
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Bild 3.20: 3D Item Space Visuali-
sation: ähnliche Filme sind neben-
einander auf einer 3D-Karte ange-
ordnet, das Höhenproﬁl entspricht 
den individuellen Präferenzen des 
Nutzers [KUNKEL ET AL. 2017]
ähnliche TV-Shows nebeneinander auf einer zweidimensionalen 
Fläche angeordnet. Weiße Rechtecke repräsentieren TV-Shows, 
die der Nutzer schon gesehen hat und in den Empfehlungsalgo-
rithmus einﬂießen. Schwarze Rechtecke stellen die empfohlenen 
TV-Shows dar, wobei Linien zu ähnlichen Shows führen, die nicht 
in der vorgeschlagenen Ergebnismenge enthalten sind (siehe 
Bild 3.21). Durch diese Darstellung wird die Exploration ähnlicher 
Shows gefördert, die nicht explizit durch den Empfehlungsalgo-
rithmus vorgeschlagen wurden [GANSNER ET AL. 2009].
Weiterhin ist es hilfreich, zur Verfügung stehende Kontextinfor-
mationen in den Empfehlungsprozess einzubeziehen, um dem 
Nutzer Ergebnisse anzubieten, die zu seiner aktuellen Situation 
passen. ADOMAVICIUS ET AL. unterscheiden zwischen vier verschie-
denen Kontexttypen, die bei Empfehlungssystemen berücksich-
tigt werden sollten: der physische Kontext (z.B. Zeit, Position, 
Aktivität des Nutzers), der soziale Kontext (z.B. allein oder in 
einer Gruppe), der interaktive Medienkontext (z.B. das benutz-
te Gerät, die Art der Medien, die durchsucht werden) und der 
Bild 3.21: TV-Shows auf einer 
Karte: ähnliche Shows sind nahe 
beieinander angeordnet, Länder-
grenzen kapseln verschiedene The-
mengebiete [GANSNER ET AL. 2009]
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modale Kontext (z.B. die Stimmung, Erfahrung oder Ziele des 
Nutzers) [ADOMAVICIUS ET AL. 2011]. Ein Beispiel geben BOGDANOV ET 
AL., in dem sie dem Nutzer erlauben, seine Präferenzen durch kon-
ﬁgurierbare Avatare auszudrücken (siehe Bild 3.22). Um verschie-
dene Situationen des Nutzers zu unterstützen, in denen er Musik 
hört, schlagen sie kontextabhängige Avatare vor, die genutzt wer-
den können, um die Musikauswahl des Empfehlungsalgorithmus 
der aktuellen Situation anzupassen (z.B. im Auto, auf einer Party) 
[BOGDANOV ET AL. 2013].
3.5 Browsing in strukturierten Inhalten
Das Durchsuchen (Browsing) von Inhalten auf einer Seite kann 
schwierig sein, wenn die Informationen nicht gut organisiert sind 
oder keine klare und konsistente Navigation angeboten wird. 
Demnach verlangt die Darstellung der Produkte ein passendes 
Organisationsschema, das zum Informationstyp, der Menge an 
Informationen und der zu erfüllenden Aufgabe passt [VAN DUYNE 
ET AL. 2002, S. 190]. Im Gegensatz zu den vorherigen Suchmus-
tern muss dieses Organisationsschema den Informationen meist 
nicht durch Metadaten »übergestülpt« werden und der Designer 
kann sich an bereits vorhandenen Strukturen bedienen, welche 
die Informationsobjekte mit sich bringen (z.B. Positionsdaten oder 
hierarchische Beziehungen). Die visuelle Aufbereitung der ange-
botenen Informationen steht eng in Verbindung mit Techniken zur 
Ergebnisvisualisierung. Im Kontext der explorativen Suche kann 
aber die Suche selbst nicht ganz getrennt von der Analyse und 
Bewertung der Ergebnisse betrachtet werden, da Letzteres eben-
falls eine Navigation durch den Suchraum beschreibt, welche das 
Informationsbedürfnis schärfen oder auch ändern kann (siehe Ka-
pitel 2.1.2). Demzufolge ist das Browsing in strukturierte Inhalte 
auch als Suchmuster zu verstehen.
GREENE ET AL. unterscheiden bei der Darstellung der Ergebnisse 
zwischen einer Vorschau (Preview) und einer Übersicht (Over-
view) und heben die Bedeutung von verständlichen, vorherseh-
baren und kontrollierten Umgebungen hervor, um den Nutzern 
eine schnelle und sichere Exploration und Nutzung der Informati-
onen zu erlauben [GREENE ET AL. 2000]. Previews und Overviews 
sind graphische oder textuelle Repräsentationen eines Informa-
tionsobjektes und können von diesem abstrahiert werden. Eine 
effektive Vorschau ist ein Stellvertreter eines Informationsob-
jektes, welcher dem Nutzer wichtige Informationen vermittelt, 
um die Relevanz des zugrundeliegenden Informationsobjektes 
einzuschätzen. Die Repräsentation einer Vorschau ist vorranging 
darauf beschränkt, darzustellen, welche Attribute zur Verfügung 
stehen und Designentscheidungen betreffen vor allem die Aus-
wahl passender Attribute. Ist die Vorschau zu detailliert, besteht 
Bild 3.22: Musikavatare zur 
Erklärung der Nutzerpräferenzen 
[BOGDANOV ET AL. 2013]
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Bild 3.23: Listenansicht auf  
Kayak.de (links), Kachelansicht auf 
Google Shopping (Mitte) und para-
metrische Ansicht auf Billiger.de 
(rechts), Abrufdatum 19.02.2018
die Gefahr, dass wertvoller Platz verschwendet wird. Ist sie da-
gegen zu knapp, können entscheidende Informationen fehlen. 
Ziel ist es hier, einen guten Information Scent (siehe Kapitel 
2.1.2) anzubieten, um unnötige Vor- und Rücksprünge zwischen 
dem Überblick und der Detailseite zu vermeiden [RUSSEL-ROSE & 
TATE 2012, S. 129]. Ein Überblick repräsentiert eine Sammlung 
von Informationsobjekten mit dem Ziel, Indikatoren anzubieten, 
welche die Charakteristik, Größe und Struktur des Informations-
raumes vermitteln. Ein effektiver Überblick vermittelt dem Nutzer 
wichtige Relationen zwischen den Informationsobjekten und gibt 
Aufschluss darüber, welche Informationen enthalten und auch 
nicht enthalten sind. Darüber hinaus kann er den Nutzer dabei un-
terstützen, den Kontext eines einzelnen Objektes zu verstehen. 
Designentscheidungen sind oft von komplexer Natur und basie-
ren auf vielen verschiedenen Attributen der Informationsobjekte 
[GREENE ET AL. 2000]. In den folgenden zwei Abschnitten werden 
verschiedene Darstellungsvarianten im kommerziellen und aka-
demischen Kontext näher betrachtet.
3.5.1 Kommerzielle Anwendungen
Ein vorrangiges Muster, das auf E-Commerce-Seiten verwendet 
wird, ist die Darstellung der Ergebnisse als Listen- oder Kachel-
ansicht. Listenansichten bieten sich vor allem für Previews an, 
die komplexe oder abstrakte Informationen enthalten (z.B. Tech-
nische Geräte, Finanzprodukte), während sich die Kachelansicht 
für Objekte eignet, deren Erscheinungsbild (z.B. Kleidung, Möbel) 
wichtig ist, wodurch das schnelle, visuelle Scanning (siehe Kapitel 
2.1.3) gefördert wird (vgl. [RUSSEL-ROSE & TATE 2012, S. 162]). Bild 
3.23 zeigt jeweils ein Beispiel, in dem Vorschaubilder mit kurzen, 
abstrakten Informationen kombiniert werden: die Darstellung von 
Hotels auf Kayak.de in Listenform (links) und eine Kachelansicht 
von Produkten bei Google Shopping17 (Mitte). Beide geben eine 
eindimensionale Ordnung vor, die meist bei Bedarf nach einem 
17 https://www.google.de/search?tbm=shop&q=sonnenbrille, Abrufda-
tum 18.08.2018
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ausgewählten Kriterium sortiert werden kann, beispielsweise 
chronologisch [VAN DUYNE ET AL. 2002, S. 206], alphabetisch [VAN 
DUYNE ET AL. 2002, S. 203] oder nach dem günstigsten Preis. Dem-
gegenüber steht die parametrische Ansicht (Parametric view), 
welche ein Tabellenlayout nutzt, um verschiedene Attribute der 
Produkte vergleichend gegenüberzustellen. Diese Ansicht eig-
net sich vor allem für Produkte mit vielen abstrakten Werten wie 
elektronische Geräte oder Anlageprodukte, da sie das schnelle 
Scanning und den Vergleich der Attribute miteinander erlauben 
[RUSSEL-ROSE & TATE 2012, S. 142]. Bild 3.23 (rechts) zeigt ein Bei-
spiel mit Monitoren der Seite Billiger.de18, in denen die wichtigs-
ten Eckdaten des Produktes in der jeweiligen Spalte übersichtlich 
dargestellt werden. In Bild 3.24 (links) werden Anlageprodukte 
auf der Webseite der Börse Stuttgart19 ebenfalls in einem tabel-
larischen Layout dargestellt, jedoch entspricht jede Zeile einem 
Produkt. Dies hat den Vorteil, dass mehrere Produkte dargestellt 
werden und die Spalten zudem nach einzelnen Kriterien sortiert 
werden können. Als Preview werden hier nicht nur Textbeschrei-
bungen und Zahlen, sondern auch Diagramme und Sparklines 
verwendet. Weiterhin werden Extremwerte durch die Farben rot 
und grün hervorgehoben. Durch diese visuellen Hilfsmittel kön-
nen Verteilungen in großen Datenbeständen schneller erkannt 
und besser analysiert werden. Das tabellarische Layout kann auch 
genutzt werden, um verschiedene Werte gegenüber zu stellen: in 
der Matrixansicht können verschiedene Wertepaare miteinander 
verglichen werden. Dies wird beispielsweise bei der Flugsuche 
auf Kayak.de eingesetzt, um Flugpreise an verschiedenen An- 
und Abreisetagen miteinander zu vergleichen (siehe Bild 3.25). 
Die günstigsten Optionen werden grün hervorgehoben, während 
die teuersten Kombinationen in rot dargestellt werden. Die jewei-
ligen Extremwerte werden im dunkelsten Farbton dargestellt. Die 
Ansicht fördert den direkten Vergleich und erlaubt einen Überblick 
über Verteilungen im Datensatz, jedoch konzentriert sich die Mat-
rixansicht auf den Vergleich von einem fokussierten Datenattribut. 
18 https://www.billiger.de/, Abrufdatum 18.08.2018
19 https://www.boerse-stuttgart.de/, Abrufdatum 18.08.2018
Bild 3.25: Matrixansicht zur 
Auswahl des günstigsten Flugda-
tums auf Kayak.de, Abrufdatum 
19.02.2018
Bild 3.24: links: Anlageprodukte 
in einem tabellarischen Layout auf 
der Webseite der Börse Stuttgart, 
rechts: kategorische Unterteilung 
der Produkte mit Vorschaubildern 
in der Wish App , Abrufdatum 
18.02.2018
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Bild 3.26: Kartenansicht auf  
Kayak.de zur ortsbezogenen Hotel-
suche, Abrufdatum 19.02.2018
Dies begründet sich mitunter darin, dass weniger Platz für Infor-
mationen im Preview zur Verfügung steht als in der Listen- oder 
Kachelansicht.
Eine Möglichkeit, um sehr viele Ergebnisse zu organisieren, ist 
die Strukturierung dieser in einer Hierarchie [VAN DUYNE ET AL. 2002, 
S. 193]. Hierarchien helfen dabei, lange Listen in kleinere, besser 
überschaubare Einheiten zu unterteilen und unterstützen eben-
falls das Browsing. Ebay.de unterstützt zum Beispiel das Stöbern 
in Kategorien und bietet neben der Textsuche auch die Optionen 
an, durch verschiedene Kategorien wie Elektronik und Fashion, 
sowie Unterkategorien (z.B. Damen, Herren, Schuhe in der Kate-
gorie Fashion) zu navigieren. Dafür werden Textlinks angeboten, 
die in einer Hierarchie geordnet sind und einen minimalistischen 
Preview repräsentieren. Die App Wish20 kombiniert hingegen ver-
schiedene Vorschaubilder von Produkten, die sich in der jeweili-
gen Kategorie beﬁnden, zu Collagen und vermittelt dem Nutzer 
dadurch eine bessere Vorstellung, was sich in der jeweiligen Kate-
gorie verbirgt (siehe Bild 3.24, rechts).
Sind raumbezogene Datenattribute vorhanden, dann kann die 
Darstellung auf einer zweidimensionalen Karte das Browsing in 
Ergebnissen in der Nähe von Interessepunkten unterstützten. 
Dieser Ansatz ist sehr gut für den mobilen Einsatz geeignet, in 
20 https://itunes.apple.com/us/app/wish-discover-products-youll/
id530621395?mt=8, Abrufdatum 19.08.2018
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dem die aktuelle Position in Relation zu interessanten Orten eine 
wichtige Rolle spielt [RUSSEL-ROSE & TATE 2012, S. 142]. Bild 3.26 
zeigt ein Beispiel auf Kayak.de, welches die Suche nach Hotels 
anhand ihres Ortes unterstützt. Eine Heatmap hebt bestimmte 
Bezirke in der Stadt hervor, welche interessant für Sehenswür-
digkeiten, Shopping, Bars oder Restaurants sind. Anhand dieser 
kann die Entfernung der jeweiligen Hotels zu den, für den Nutzer 
interessanten, Gebieten besser eingeschätzt und verglichen wer-
den. Der Preview der einzelnen Hotels bietet drei verschiedene 
Detailgrade an: alle Hotels werden als Punkt auf der Karte veror-
tet – die Farbe des Punktes gibt Aufschluss darüber, ob das Ho-
tel zuvor schon betrachtet wurde (grau) oder noch nicht (orange). 
Durch das Überfahren mit dem Mauszeiger, werden Zusatzinfor-
mationen wie Name, Bewertung und Preis angezeigt (siehe Bild 
3.26, unten). Erst bei dem Klick auf ein Hotel wird ein vergrößer-
ter Preview mit Vorschaubild und mehr Zusatzinformationen an-
geboten (siehe Bild 3.26, linke obere Ecke), der bei Bedarf wieder 
geschlossen werden kann, um mehr Platz zur Navigation auf der 
Karte bereitzustellen.
3.5.2 Akademische Arbeiten
Die bisherigen Beispiele konzentrierten sich hauptsächlich auf 
das Durchstöbern der Inhalte, die nach einem gewissen Ord-
nungsprinzip sortiert sind. In heterogenen Datenmengen ist es 
jedoch von Vorteil, verschiedene Eigenschaften des Datensatzes 
zu betrachten, um Relationen zwischen diesen feststellen zu kön-
nen. Dashboards bieten sich für diese Form der Analyse an und 
kombinieren einzelne Visualisierungen miteinander. Oft wird die 
Analyse der Relation einzelner Attribute durch die Linking-&-Brus-
hing-Technik (siehe Kapitel 2.2.5) unterstützt. Die Multitouch-An-
wendung »The Bohemian Bookshelf« hat die Suche von Büchern 
aus verschiedenen Blickwinkeln unter Ausnutzung des menschli-
chen Spürsinns zum Ziel, welche unerwartete Entdeckungen aus-
lösen kann [THUDT ET AL. 2012]. Mithilfe von fünf unterschiedlichen, 
aber voneinander abhängigen interaktiven Visualisierungen, soll 
die Neugier des Nutzers angeregt und ein spielerischer, explora-
tiver Ansatz zum Durchstöbern der Büchersammlung ermöglicht 
werden. 
Die Visualisierung »Cover Colour Circle« (siehe Bild 3.27, oben 
links) fokussiert den Aspekt der traditionellen Suche im Bücherre-
gal, bei welcher der Suchende zuerst den Buchrücken des Buches 
präsentiert bekommt. Die Buchrücken werden durch entspre-
chend farbliche Kreise symbolisiert und geben einen Überblick, 
welche Farbtöne vorherrschend in der Buchsammlung vorkom-
men. Berührt der Nutzer diese Kreise, wird eine Vorschau des 
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Bild 3.27: The Bohemian Bookshelf 
[THUDT ET AL. 2012]
Buchcovers preisgegeben und dadurch eine spielerische Explo-
ration gefördert. 
Digitale Bibliotheken nutzen häuﬁg Schlüsselwörter, um den In-
halt der Bücher zu beschreiben. Die Visualisierung »Keyword 
Chains« greift dies auf und zeigt die Beziehungen zwischen Bü-
chern durch Schlüsselwörter an (siehe Bild 3.27, oben rechts). Da-
bei wird im Gegensatz zu der ersten Visualisierung kein Überblick 
über die gesamte Büchersammlung gegeben, sondern maximal 
ein Ausschnitt von neun Büchern präsentiert. Ein Buchcover wird 
jeweils in der Mitte angeboten und ist durch acht Schlüsselworte 
mit je einem anderen Buch verbunden. Von diesen Büchern aus 
können Verbindungen zu weiteren Büchern entdeckt werden. 
Die Visualisierung »Timelines« stellt die Beziehungen zwischen 
dem Erscheinungsjahr und der Inhaltsepoche des Buches dar, 
die jeweils durch eine Zeitachse repräsentiert werden (siehe Bild 
3.27, unten rechts). Jedes Buch wird durch eine Linie dargestellt, 
die beide Zeitachsen verbindet. Das dadurch entstehende Mus-
ter gibt einen Überblick über die Vielfalt und Dichte der Bücher-
sammlung. Trends können dadurch leicht identiﬁziert werden. 
Beispielsweise kann eine hohe Liniendichte Zeiträume mit beson-
ders intensiver Berichtserstattung oder vielen Veröffentlichungen 
darstellen. 
Die Dicke sowie das Gewicht eines Buches sind weitere physika-
lische Eigenschaften, die neben dem Aussehen das Leseerlebnis 
beeinﬂussen. Die Visualisierung  »Book Pile« nutzt diesen Aspekt 
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und stellt jedes Buch durch ein Quadrat dar, dessen Farbe durch 
die Farbe des Buches und die Kantenlänge durch die Dicke des 
Buches bestimmt wird. Die Position des Quadrates spiegelt die 
Anzahl der Seiten wider. Dadurch werden Bücher mit weniger Sei-
ten unten dargestellt, während dickere Bücher mit vielen Seiten 
oben angeordnet werden (siehe Bild 3.27, Mitte). Bei der Berüh-
rung eines Quadrates wird das Buchcover angezeigt. Gleichzeitig 
werden weitere Cover der Bücher präsentiert, die eine ähnlich 
große Seitenanzahl wie das ausgewählte Buch besitzen. 
Der letzten Visualisierung »Author Spiral« liegt eine alphabeti-
sche Sortierung der Autoren zugrunde. Um den Platz bestmöglich 
auszunutzen, wurde sich für eine Liste mit spiralförmigen Enden 
entschieden, welche eine Fokus-und-Kontext-Technik nutzt (sie-
he Kapitel 2.2.2). Auf dieser sind die Autoren in den Farben der 
jeweiligen Buchcover alphabetisch angeordnet. Der Nutzer kann 
durch die Berührung der Rolle an den entsprechenden Punkt sc-
rollen und dadurch Zusatzinformationen im Fokus der Spiralrolle 
anzeigen lassen. Alle Visualisierungen sind durch Linking & Brus-
hing miteinander verbunden. Wird ein Buch in einer Visualisierung 
ausgewählt, dann wird dieses auch in den anderen vier Visuali-
sierungen hervorgehoben und kann in diesen aus einem anderen 
Blickwinkel betrachtet werden.
Ein weiteres Beispiel zeigt erneut ein Kartenlayout. Jedoch nutzt 
es Glyphen zur Darstellung von Zusatzinformationen im Preview. 
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Bild 3.29: Pivot Viewer mit 
Darstellung von Filmen der 
Netﬂixdatenbank in Form eines 
Balkendiagramms (links), Cluster 
repräsentiert als Voronoi-Zellen in 
der Anwendung Carrot2 (rechts) 
Das Projekt FIFA Development Globe21 zeigt die Bildungsarbeit 
und Entwicklungsprogramme des Weltfussballverbands auf einer 
Weltkarte. Diese ist in geometrische Dreiecke unterteilt und wird 
dem Nutzer zunächst als dreidimensionale Ansicht in Form eines 
Globus angeboten. Durch Rotation und Zooming können einzel-
ne Orte näher betrachtet werden. Orte können in einer Liste der 
einzelnen Länder am Rand der Anwendung ausgewählt werden, 
wodurch der Globus entsprechend zum Nutzer ausgerichtet wird. 
Die Entwicklungsprogramme der FIFA werden als Glyphen dar-
gestellt, die aus mehreren Dreiecken zusammengesetzt werden: 
gelbe Dreiecke kodieren die technische Unterstützung, rosa Drei-
ecke repräsentieren die Durchführung von Aktionen und blaue 
konkrete Entwicklungsprojekte (siehe Bild 3.28). Diese werden 
nach ihrem Umfang zu komplexeren Figuren zusammengesetzt. 
Dies erlaubt die schnelle Analyse, welche Art von Hilfe in wel-
chem Umfang der jeweiligen Region zugutekam. Durch den Klick 
auf eine Glyphe können Zusatzinformationen über das Budget 
der ﬁnanziellen Unterstützung in Form von Balken abgerufen 
werden, welches dieses prozentual mit dem Durchschnittsbud-
get aller Länder vergleicht. Das Ziel der Anwendung ist es, die 
unterschiedlichen Ausgaben der Länder verständlicher und ver-
gleichbarer zu machen.
Die nächsten beiden Beispiele zeigen zwei verschiedene Ansätze, 
Ergebnisse zu gruppieren. Die Anwendung Carrot2 unterteilt eine 
Suchanfrage in thematische Cluster22. Bild 3.29 (rechts) zeigt ein 
Beispiel, in dem das Suchwort »Recommender Systems« einge-
geben wurde. Links werden Themen in Form von Voronoi-Zellen 
dargestellt, deren Größe einen Hinweis auf die Anzahl der Ergeb-
nisse geben. Die Ergebnisse werden in einer Liste basierend auf 
der Auswahl eines Cluster dargestellt. Die Visualisierung gibt dem 
Nutzer einen Überblick, welche Themen in der aktuellen Ergebnis-
menge enthalten sind und erlaubt die Exploration von ähnlichen 
Ergebnissen, die dem gleichen Thema zugeordnet werden. Die 
21 http://archive.stefaner.eu/projects/ﬁfa-development-globe/, Abrufda-
tum: 20.08.2018
22 http://search.carrot2.org/stable/search, Abrufdatum 20.08.2018
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Visualisierungstechnik lässt sich auch auf komplexere Hierarchien 
anwenden. Eingebettet in einem Zoomable User Interface (siehe 
Kapitel 2.2.5) lassen die Voronoi-Zellen die Exploration verschie-
dener Hierarchiestufen zu23. Bei dieser Darstellungsform handelt 
sich es sich um eine aggregierte Visualisierungstechnik (siehe Ka-
pitel 2.2.4), bei der mehrere Ergebnisse zu einer Fläche zusam-
mengefasst werden.
Bei Microsoft Pivot24 handelt es sich hingegen um eine atomare 
Visualisierungstechnik, bei der alle Ergebnisse durch eine Kachel 
mit einem Bild als Preview repräsentiert werden. Diese Kacheln 
können in verschiedenen Layouts angeordnet werden. Bild 3.29 
(links) zeigt Filme der Netﬂix-Datenbank, die sortiert nach ihrer 
Bewertung in einem Balkendiagramm angeordnet sind. Die An-
ordnung erlaubt die Analyse der Verteilung der einzelnen Filme 
nach dem gewählten Kriterium, aber auch die Exploration der 
Filmdatenbank. Die Filme sind in einem Zoomable User Interface 
eingebettet. Durch den semantischen Zoom können Zusatzinfor-
mationen für jeden Film abgerufen und die Bildrepräsentation ent-
sprechend vergrößert werden. Die Filme können nach verschie-
denen Kriterien geﬁltert und umsortiert werden, wodurch eine 
neue Darstellung durch Animationen aufgebaut wird. Dies erlaubt 
eine spielerische Exploration der Datenkollektion.
3.6 Zusammenfassung
In diesem Kapitel wurden verschiedene Suchmuster vorgestellt, 
die in der Produktsuche eingesetzt werden können. Diese wur-
den sowohl in kommerziellen als auch akademischen Anwendun-
gen betrachtet. Die Suchmuster lassen sich in einem Kontinuum 
zwischen analytischer und Browsing-Strategie anordnen (siehe 
Tabelle 3.1, links) und können in einem explorativen Suchszenario 
kombiniert werden. Tabelle 3.1 zeigt die Eignung für verschiede-
ne Suchbedürfnisse und Domänenexpertisen auf und ordnet den 
Suchmustern zudem die Suchtaktiken Expand (Suchraum erwei-
tern) und Narrow (Suchraum eingrenzen) (siehe Kapitel 2.1.3) zu. 
Die meisten Suchmuster der Schlüsselwortsuche eignen sich 
für Situationen, in denen ein konkretes Informationsbedürfnis 
vorliegt, in denen der Nutzer eine genauere Vorstellung vom Su-
chergebnis besitzt. Lediglich Autosuggest, Related Search und 
die schlagwortbasierte Suche können dem Nutzer Inspiration 
für Alternativen bieten. Die erforderliche Domänenexpertise wird 
für die meisten Suchmuster der Schlüsselwortsuche ebenfalls als 
hoch eingeschätzt, da der Nutzer die Begriffe passend formulie-
23 https://get.carrotsearch.com/foamtree/latest/demos/settings.html, 
Abrufdatum 20.08.2018
24 https://www.microsoft.com/silverlight/pivotviewer/#, Abrufdatum 
20.08.2018
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ren muss, um eine erfolgreiche Suchanfrage stellen zu können. 
Im Gegensatz dazu unterstützen die Suchmuster Autosuggest, 
Instant Results, Related Search und die schlagwortbasierte 
Suche hier durch Vorschläge, die der Nutzer nur wiedererken-
nen muss. Autosuggest und Autocorrect können dazu genutzt 
werden, um einen Informationsraum aufzuspannen oder diesen 
in Kombination mit anderen Suchmustern einzugrenzen. Instant 
Results leitet den Nutzer direkt auf eine einzelne Produktseite 
und grenzt den Informationsraum dadurch ein. Autocorrect, Did 
you mean, Partial Matches und Related Search verhindern lee-
re Ergebnismengen, indem sie dem Nutzer alternative Suchanfra-
gen anbieten und dadurch den Informationsraum auffächern. Das 
Suchmuster Scoped Search und die Erweiterte Suche grenzen 
den Informationsraum durch die speziﬁschen Filter ein. Ebenfalls 
kann die Auswahl von Schlagworten und deren Boolesche Ver-
knüpfung zur Eingrenzung der damit verknüpften Ergebnisse ge-
nutzt werden. Aufgrund des geringen Visualisierungspotentials, 
sowie der geringen Eignung für vage Suchanfragen und geringen 
Domänenexpertisen werden die Suchmuster der Schlüsselwort-
suche in dieser Arbeit vernachlässigt. Lediglich die schlagwort-
basierte Suche ist für eine weitere Betrachtung interessant und 
wird in Kapitel 5 wieder aufgegriffen.
Im Gegensatz zur Schlüsselwortsuche sind die Suchmuster der 
Ähnlichkeitssuche, der Empfehlungsbasierten Suche und des 
Browsing in strukturierten Inhalten auch für ein vages Informa-
tionsbedürfnis geeignet. Lediglich die Nutzung eines konkreten 
Objektes als Eingabe (im Folgenden als Beispielbasierte Su-
che bezeichnet) ist bei der Ähnlichkeitssuche einem konkreten 
Suchbedürfnis zuzuordnen. Bei der Facettennavigation und der 
Empfehlungsbasierten Suche durch Interaktion wird das Infor-
mationsbedürfnis als »medium« eingeschätzt, da zwar die Inhal-
te ziellos durchstöbert werden können, jedoch auch konkretere 
Anfragen durch die zur Verfügung stehenden Filter möglich sind. 
Ebenfalls wird die benötigte Domänenexpertise bei den anderen 
Suchmustern als deutlich geringer als bei der Schlüsselwort-
suche eingeschätzt. Bei der Ähnlichkeitssuche muss sich der 
Nutzer zum Beispiel keine Gedanken um die Speziﬁzierung von 
Filtern machen, da meist nicht ersichtlich ist, auf Basis welcher 
Ähnlichkeiten die Ergebnisse berechnet werden. Lediglich bei der 
Facettennavigation wird die Domänenexpertise ähnlich wie bei 
der schlagwortbasierten Suche als »medium« eingestuft, da 
die angebotenen Begriffe dem Nutzer bekannt sein sollten, um 
eine sinnvolle Filterung der Ergebnismenge zu ermöglichen. Die 
Beispielbasierte Suche sowie die personalisierten Empfeh-
lungen nutzen die Taktik des Pearl Growing (siehe Kapitel 2.1.3) 
und spannen den Informationsraum dadurch auf. Die Suche in 
ähnlichkeitsbasierten Layouts kann zur Exploration des Infor-
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mationsraums und Verschiebung der Interessensbereiche durch 
Auffächerung und Eingrenzung genutzt werden (siehe Bild 2.8 in 
Kapitel 2.1). Ähnliches gilt für die Facettennavigation, die Emp-
fehlungen durch Interaktionen und das Browsing in struktu-
rierten Inhalten. Aufgrund des hohen Visualisierungspotentials 
und die Eignung für vage Informationsbedürfnisse oder geringere 
Domänenexpertisen werden diese Suchmuster im Laufe der Ar-
beit erneut aufgegriffen.
Tabelle 3.2 geht auf verschiedene Darstellungsmöglichkeiten ein, 
die für Ergebnismengen genutzt werden können, um sie für das 
Browsing zu optimieren. Wie in einigen Beispielen in Abschnitt 
3.5 bereits gezeigt wurde, eignen sich Listen-, Kachel-, Karten-, 
Hierarchie- und Cluster-Ansichten sowohl für Previews, die Ab-
bildungen und/oder abstrakte Informationen enthalten. In Tabel-










         Autocomplete konkret hoch Narrow | Expand
         Autosuggest medium medium Narrow | Expand
         Instant Results konkret medium Narrow
         Autocorrect konkret hoch Expand
         Did you mean konkret hoch Expand
         Partial Matches konkret hoch Expand
         Related Search medium medium Expand
         Scoped Search konkret hoch Narrow
         Erweiterte Suche konkret hoch Narrow
         Schlagwortbasierte Suche medium medium Narrow
Ähnlichkeitssuche
         Beispielbasierte Suche konkret gering Expand
         Ähnlichkeits- 
         basiertes Layout
vage gering Expand | Narrow
Facettennavigation medium medium Narrow 
Empfehlungsbasierte Suche
         Personalisierte Empfehlungen vage gering Narrow | Expand
         Empfehlungen durch Interaktion medium gering Narrow | Expand
Browsing in strukturierten Inhalten vage gering Narrow | Expand
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Layout Preview: Inhalt Overview: Dimension       Overview: Struktur
Liste Abbildung | Abstrakt 1D       Ordnung
Kachel Abbildung | Abstrakt 1D       Ordnung
Tabelle Abstrakt nD       Ordnung
Matrix Abstrakt 2D       Netzwerk
Karte Abbildung | Abstrakt 2D       Position
Hierarchie Abbildung | Abstrakt 1D       Hierarchie
Dashboard Abstrakt n * 1D       Verschieden
Cluster Abbildung | Abstrakt 1D       Kategorie
Tabelle 3.2: Vergleich der Darstel-
lungsmöglichkeiten für Ergebnis-
mengen
Platz geringer und es steht meist der Vergleich mehrerer abstrak-
ter Werte im Fokus. Listen, Kacheln, Hierarchien und Cluster 
stellen in ihrem Grundlayout nur eine Dimension des Datensatzes 
dar. Die darstellbaren Dimensionen können jedoch durch entspre-
chende Preview-Informationen erweitert werden, beispielsweise 
durch den Einsatz von Glyphen (siehe Abschnitt 3.5.2). Die Ma-
trix- und Kartenansicht bieten grundsätzlich zwei Dimensionen 
an und durch das tabellarische Layout können die meisten Di-
mensionen des Datensatzes abgebildet werden. Das Dashboard 
erlaubt hingegen, mehrere Visualisierungen zu kombinieren, die 
jeweils eine andere Dimension des Datensatzes und damit auch 
verschiedene Strukturen beschreiben. Listen, Kacheln und Ta-
bellen sind für Datenstrukturen mit einer inhärenten Ordnung ge-
eignet, während sich Matrixansichten für Netzwerkdaten eignen 
(siehe Kapitel 2.2.3). Karten bieten sich für die Visualisierung von 
ortsabhängigen Daten an, während Cluster- und Hierarchiean-
sichten für kategorische bzw. hierarchische Daten geeignet sind. 
Die verschiedenen Layouts werden im Laufe der Arbeit wieder 
zum Einsatz kommen und in verschiedenen Szenarien diskutiert.
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4 Motivbasierte Suche
Wie in Kapitel 2.1.2 aufgezeigt wurde, kann der Suchprozess in 
verschiedene Phasen zerlegt werden (siehe Bild 2.4). Obwohl die 
initialen Phasen die komplexesten Aufgaben enthalten und meist 
von Unsicherheit geprägt sind, investieren viele Anwendungen 
den meisten Aufwand in die Unterstützung der letzten Phasen 
[RUSSEL-ROSE & TATE 2012, S. 38]. Ziel dieser Arbeit ist es, auch 
die initialen Phasen der Suche unter Berücksichtigung eines un-
scharfen Informationsbedürfnisses zu unterstützen. Diese Art der 
Suche wird im Folgenden als Motivbasierte Suche bezeichnet, 
da am Anfang der Suche nur ein Motiv vorhanden ist, das gene-
relle Voraussetzungen (z.B. Zeitspanne, Preislimit) speziﬁziert und 
welches von Emotionen, Interessen und Wünschen des Nutzers 
geleitet wird [KECK ET AL. 2013]. Dieses Motiv ist also gleichzuset-
zen mit dem Anlass der Suche, der zu Beginn nur in Fragmenten 
vorliegt und sich im Laufe der Suche verfestigt. Die motivbasierte 
Suche präzisiert die explorative Suche – im Speziellen die Ob-
jektsuche (siehe Kapitel 2.1.1) – um das Ziel, ein passendes Pro-
dukt zu ﬁnden, das den Wünschen des Nutzers entspricht und die 
Suche erfolgreich beendet.
In diesem Kapitel werden zunächst die Ergebnisse eines Work-
shops mit potentiellen Nutzern vorgestellt (siehe Abschnitt 4.1) 
und auf Basis dessen und der bisherigen Vorarbeiten verschiede-
ne Aspekte für die motivbasierte Suche abgeleitet (siehe Abschnitt 
4.2). Diese Aspekte betrachten den Suchprozess als ganzheitliche 
Erfahrung, die nicht nur aus dem Finden von Informationen be-
steht, sondern auch aus der Interpretation und Validierung der 
Informationen (vgl. Kapitel 2.1.2). Die darin enthaltenen Aufgaben 
sollen den Interface-Designer bei der Erstellung von umfassen-
den Suchinterfaces unterstützen, welche die verschiedenen Sta-
dien der Suche berücksichtigen.
4.1 Nutzerbefragung
Im Rahmen des Innovationsforums der Technischen Visualis-
tik1, das im Oktober 2011 an der Technischen Universität stattfand, 
wurde der Kreativworkshop »Endlichkeit im Suchraum« durch-
geführt. Mit den Teilnehmern des Workshops wurde diskutiert, 
wie man dem Suchenden Orientierung in potenziell unendlichen 
Informationsräumen geben und wie die Gewissheit gestärkt wer-
den kann, ein optimales Ergebnis gefunden zu haben. An dem 
Workshop nahmen sieben Teilnehmer des Innovationsforums teil 
und die Diskussion wurde von der Autorin moderiert. Ziel des 
Workshops war es, Impulse und Ideen zu sammeln, die für den 
1 https://www.unternehmen-region.de/de/5131.php, Abrufdatum 
21.08.2018
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Aufbau eines Methodenbaukastens zur Erstellung von Interfaces 
für die motivbasierte Suche genutzt werden können.
Der erste Diskussionspunkt widmete sich der Frage, wie man 
dem Nutzer in einem potentiell unendlichen Suchraum das Gefühl 
von Endlichkeit vermitteln kann. Im Laufe der Diskussion wurden 
verschiedene Aufgaben als wichtig erachtet, in denen der Nutzer 
unterstützt werden sollte. Diese wurden anschließend zu den fol-
genden fünf Gruppen zusammengefasst:
1. Suchanfrage: 
t  Bereitstellung eines »Suchmentors«, der bei der Auswahl der 
Suchstrategie und der Suchanfrage unterstützt
t Verschiedene Einstiegspunkte in die Suche bieten
t Möglichkeiten anbieten, um im Laufe der Suche neue Anfor-
derungen einzubringen und Ergebnisse anders zu gewichten 
2. Navigation und Orientierung:
t  Hinweise geben: Wo war ich bereits? Wo kann ich hin?
t »Schwarmintelligenz«: Wo waren andere Nutzer? Sind deren 
Interessen ähnlich zu meinen?
t Nutzung von Gedächtnissystemen: Dinge verorten und wie-
deraufﬁndbar machen
t Pfadsuche: Meilensteine setzen und Rücksprunge zu be-
stimmten Punkten ermöglichen 
t Karten mit wichtigen Wegpunkten anlegen, die nach und 
nach vollständiger werden, umso mehr Gebiete man ent-
deckt hat 
3. Sammeln: 
t Sammeln und Bewerten der Zwischenergebnisse
t Evaluation: schnell entscheiden, was passend ist
t Feedback: direkte oder indirekte Abfrage des Nutzers, wie 
interessant er das Angebot ﬁndet (z.B. durch Fragebogen, 
Verweildauer auf einer Seite)
 
4. Ergebnis: 
t Vergleich: Möglichkeiten bieten, um Treffer schnell zu erfas-
sen und miteinander vergleichen zu können
t Sammlung überblicken: Wie können gesammelte Ergebnisse 
schnell erfasst werden, ohne diese alle erneut sequentiell 
begutachten zu müssen? 
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5. Wiederholbarkeit der Suche:
t »Fingerabdruck der Suche«: Wie bin ich dort hingekommen?
t Langfristige Suche: Möglichkeiten anbieten, um die Suche 
nach mehreren Tagen wieder aufnehmen und die Ergebnisse 
nachvollziehen zu können
 
Des Weiteren wurde diskutiert, ob es das ideale Ergebnis gibt. 
Dieses ist immer mit einer gewissen Unsicherheit behaftet: 
Wurde das richtige Ergebnis nicht gefunden oder gibt es dieses 
einfach nicht? Welche Faktoren können auf Letzteres hinweisen? 
Weiterhin können unterschiedliche Faktoren die Suche beenden, 
wie beispielsweise ein befriedigendes Ergebnis. Dieses erhält 
man durch den Vergleich mit anderen Ergebnissen, der Erfahrung 
im Suchprozess und dem Überblick, der jedes Ergebnis in einem 
Kontext einbettet. Ein Überblick ist jedoch in potentiell unendli-
chen Suchräumen schwer herstellbar. Ein Ergebnis kann jedoch 
auch befriedigend sein, wenn man auf verschiedenen Wege zum 
gleichen Ziel kommt. Erfahrungen, Vertrauenswürdigkeit und 
Vorwissen können ebenso bei der Bewertung der Informationen 
nützen. Weiterhin kann die Eingrenzung des Informationsraums 
durch Spezialisten oder vertrauenswürdige Personen geschehen. 
Ebenso sind die Zerlegung der Suchaufgabe in Teilprobleme, 
mehrere Einstiegspunkte in die Suche und das Gefühl der Kon-
trolle über den Suchraum förderlich. Die Aktivität im Suchprozess 
ist wichtig, denn dieser darf nicht nur auf eine Frage und eine Ant-
wort reduziert werden. Der Suchvorgang sollte keine »Black Box« 
darstellen, da dadurch Ergebnisse nur schwer nachvollziehbar ge-
macht werden. Es sollte vielmehr offengelegt werden, wie das 
Ergebnis zustande gekommen ist. Das Vertrauen in die Maschine 
ist gering, wenn nicht klar ist, welche Daten verarbeitet wurden. 
So würde man bei der Suche nach einem optimalen Notebook ei-
nem einzigen Ergebnis nur wenig Vertrauen schenken. Es ist also 
zwischen einer schnellen Suche, bei der das zugrundeliegende 
Suchsystem viel Arbeit abnimmt, und einer aufwändigeren Offen-
legung aller berücksichtigten Kriterien abzuwägen.
Weiterhin wurden verschiedene Suchmuster untersucht, die aus 
dem Alltäglichen bekannt sind und anschließend versucht, wich-
tige Aspekte herauszulösen, die für den Suchprozess interessant 
sind (siehe Tabelle 4.1). Diese wurden im Rahmen einer darauf 
aufbauenden, durch die Autorin betreuten Belegarbeit vertieft und 
erweitert [KIRSCH 2013]. Beispielsweise wurde das Einnehmen 
einer Vogelperspektive, um einen Überblick über den Informati-
onsraum zu bekommen, als wichtig erachtet. Des Weiteren wur-
de die passive Suche diskutiert, die beispielsweise beim Angeln 
durch Auswerfen eines Köders angewandt wird. Dies trifft auch 
auf eine langfristige Wohnungssuche zu, in der bestimmte Kri-
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terien festgelegt werden und neue Angebote an den Suchenden 
versandt werden, sobald sie die gesetzten Kriterien erfüllen (sie-
he Monitoring in Kapitel 2.1.2). Eine passive Suche stellt auch das 
aufmerksame Wandern dar, in welchem der Blick umherschweift 
und Dinge, die interessant erscheinen, entdecken lässt (siehe Zu-
fallsfund in Kapitel 2.1.2). 
Des Weiteren wurden aktive Suchbeispiele betrachtet: als Bei-
spiele für eine fokussierte Suche, die meist ein bestimmtes Er-
gebnis zum Ziel hat, sind die Pfadsuche, die Stichprobe und die 
Suche eines Ortes auf der Karte zu nennen. Bei der Pfadsuche 
werden Hinweise und vorgegebene Pfade verfolgt (vergleichbar 
mit Chaining, siehe Kapitel 2.1.2). Bei der Stichprobe versucht der 
Suchende Rückschlüsse auf mehrere Objekte in einer bestimm-
ten Region zu ziehen, während bei der Ortssuche zuerst die Regi-
on ausgewählt wird, in der man das Ziel vermutet und diese dann 











Vogelperspektive aktiv 1 - n vage / fokussiert Überblick bekommen, Gesamt-
verteilung einschätzen
Angeln passiv 1 fokussiert Köder grenzt Zielobjekt ein, 
passives Warten
Netzﬁschen aktiv n vage Sammeln von möglichst vielen 
Objekten, Aussortierung not-
wendig
Spurensuche aktiv 1 fokussiert Folgen von Zeichen und Pfaden
Pilze suchen aktiv n fokussiert Ortswechsel, Oberﬂächiges 
Scannen, Sammlung möglichst 
vieler passender Objekte
Stichprobe aktiv 1 fokussiert Überprüfung eines Objektes 




aktiv 0 - n vage Suchraum systematisch unter-
teilen, auch Negativfund liefert 
Erkenntnis
Suche eines Ortes  
auf der Karte
aktiv 1 fokussiert Regionen wählen, an denen 
man Ort vermutet, durch Ein-
grenzung lokalisieren
Wandern passiv 0 - n vage Zufällige Entdeckung bei nicht 
aktiver Suche, »etwas springt 
ins Auge«
Tabelle 4.1: Alltägliche Such-
strategien
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Ein Beispiel für eine fokussierte Suche mit vielen Ergebnissen 
stellt die Pilzsuche dar. Hier wird der Raum explorativ nach be-
stimmten Kriterien durchstöbert und abgescannt, um möglichst 
viele passende Ergebnisse zu ﬁnden, was mit der Suche nach 
wissenschaftlichen Artikeln zu einem Thema vergleichbar ist (ver-
gleichbar mit den Suchtaktiken Pearl Growing und Scanning, sie-
he Kapitel 2.1.3). 
Suchstrategien mit einer vagen Suchvorstellung stellen bei-
spielsweise das Netzﬁschen oder Archäologische Ausgrabun-
gen dar. Ein interessanter Aspekt beim Netzﬁschen ist die Tatsa-
che, dass die Sammlung vieler auf den ersten Blick interessanter 
Objekte, einen erhöhten Aufwand in der Sichtung und Aussortie-
rung der Ergebnisse mit sich bringt. Bei einer archäologischen 
Ausgrabung hingegen wird der Suchraum systematisch unterteilt 
und untersucht. Man kann hierbei mehrere oder nur ein Ergebnis 
ﬁnden, aber auch kein Ergebnis stellt eine Erkenntnis dar. Wird 
kein passendes Objekt in einer bestimmten Region gefunden, 
gibt dieser Negativfund einen Hinweis darauf, dass die Suche an 
dieser Stelle beendet werden kann.
4.2 Aspekte der motivbasierten Suche
Aufbauend auf den vorgestellten Workshop-Ergebnissen und den 
Vorbetrachtungen in Kapitel 2.1 wurden drei Aspekte identiﬁziert, 
die bei der Erstellung von Interfaces für die motivbasierte Suche 
unterstützt werden sollen: die Exploration, die Recherche und 
die Evaluation [KECK 2017]. Diese greifen die Phasen »Finden 
von Informationen« und »Interpretation und Validierung der Infor-
mationen« des in Kapitel 2.1.2 vorgestellten Information Journey 
Models auf und hinterlegen diese mit konkreten Aufgaben (siehe 
Abschnitt 4.2.1 – 4.2.3). Im Folgenden werden diese drei Aspekte 
zunächst an einem Urlaubsplanungs-Szenario erläutert [KECK ET AL. 
2013]:
Der Auslöser der Suche ist die Motivation des Nutzers, einen Ur-
laub zu buchen. Er hat jedoch noch keine konkrete Vorstellung da-
von, wohin es gehen soll. Lediglich ein paar Einschränkungen und 
Wünsche sind gegeben: Es soll sich um einen zeitnahen Kurztrip 
handeln, möglichst preiswert sein und Flugreisen sind aufgrund 
der Flugangst des Nutzers auszuschließen. Zu Beginn der Suche 
ist er noch unsicher und benötigt Inspiration oder eine Beratung, 
um die Suche starten zu können. Um den Nutzer bei der Erstel-
lung neuer Ideen sowie bei der Formulierung seiner Wünsche und 
Vorstellungen zu unterstützen, sollte das Interface Funktionalitä-
ten anbieten, um ihn explorativ und iterativ (siehe Bild 2.7, rechts) 
durch den Informationsraum zu leiten (siehe Aspekt »Explorati-
on« in Abschnitt 4.2.1). Sobald der Nutzer ein interessantes The-
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ma gefunden hat (z.B. einen Trip nach Paris, Rom oder Madrid), 
muss er themenrelevante Informationen sichten, um diese mit 
seinem bisherigen Wissensstand verknüpfen zu können. Das 
Interface kann hier mit Funktionalitäten unterstützen, die beim 
Konstruieren und Organisieren des persönlichen Wissensraums 
helfen, was in dem Aspekt »Recherche« in Abschnitt 4.2.2 näher 
besprochen wird. Anschließend müssen die gefundenen Alterna-
tiven untereinander abgewogen und die gefundenen Ergebnisse 
eingrenzt werden. Im Rahmen der »Evaluation« ist es wichtig, 
den Wert eines Objektes oder eine Sammlung im Hinblick auf das 
Suchziel einzuschätzen (siehe Abschnitt 4.2.3). 
Diese Aspekte sind nicht als sequentieller Prozess zu sehen, 
sondern sie beschreiben vielmehr verschiedene Situationen, mit 
denen der Nutzer im Laufe der motivbasierten Suche konfron-
tiert wird und die im Suchprozess auch wiederholt auftreten kön-
nen. In dem genannten Beispiel können die Suche nach Hotels, 
Aktivitäten und Anreiseinformationen und deren Evaluation die 
nächsten Schritte darstellen. Den einzelnen Aspekten sind ver-
schiedene Aufgaben zuzuordnen (siehe Tabelle 4.2), die durch das 
Interface unterstützt werden sollen und auch ineinandergreifen 
können. Diese werden in den folgenden Abschnitten näher be-
schrieben.
4.2.1 Exploration
Der Aspekt der Exploration dient dazu dem Nutzer aufzuzeigen, 
was sich in dem Informationsraum beﬁndet und wie er sich ex-
plorativ und iterativ durch diesen bewegen kann. Dafür sollen 
verschiedene Aufgaben unterstützt werden, die nach dem Grad 
des Informationsbedürfnisses geordnet werden können (siehe 
Tabelle 4.2, links): 
t Inspirieren: die motivbasierte Suche soll unterstützt werden, 
indem Ideen zum Einstieg in die Suche oder zum Wechseln 
des Fokus angeboten werden
Aspekte Exploration Recherche Evaluation
Bedeutung Was gibt es (noch)? Was bedeutet es?
Was ist gut/schlecht?












Inspirieren Rückverfolgen Analysieren       gesamt 
 
 
    individuell
Formulieren Sammeln Vergleichen
Reformulieren Untersuchen Identiﬁzieren
Tabelle 4.2: Aspekte und Aufga-
ben der motivbasierten Suche
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t Formulieren: wird das Informationsbedürfnis während der 
Suche geschärft, soll dem Nutzer die Möglichkeit gegeben 
werden, Kriterien festzulegen, um den Informationsraum 
iterativ einzugrenzen bzw. aufzuspannen
t Reformulieren: es sollen Möglichkeiten angeboten werden, 
auf Basis der gesichteten Informationen den Fokus anzupas-
sen bzw. zu verschieben
 
Im Folgenden wird auf diese drei Aufgaben näher eingegangen 
und diese mit Beispielen unterlegt:
Inspirieren
Das Motiv des Nutzers kann von verschiedenen Faktoren abhän-
gen. Bei der Urlaubsplanung kann dies zum Beispiel ein beson-
derer Grund wie Erholung oder bestimmte Aktivitäten wie Surfen 
oder Wandern sein. Aus diesem Grund ist es wichtig, verschiede-
ne Einstiegspunkte in die Suche anzubieten (siehe »Suchanfrage« 
in Abschnitt 4.1), um grundlegende Bedingungen festzulegen und 
Inspiration passend zu den Bedürfnissen des Nutzers anzubieten. 
Weiterhin spielen für die Inspiration emotionale Erfahrungen eine 
wichtige Rolle, um Wünsche und Bedürfnisse anzuregen. Diese 
können durch Medien wie Bilder, Sounds und Filmausschnitte sti-
muliert werden, wie beispielsweise bei den Anwendungen »Pic-
ture your Holiday« und »Inspire-Me« in Kapitel 3.4.1. 
Darüber hinaus können spielerische Interaktionen dabei unter-
stützen, einen unbekannten Datensatz zu durchstöbern und auf 
zufällige Entdeckungen zu stoßen (z.B. »The Bohemian Book-
shelf« und »Pivot« in Kapitel 3.5.2). Interessante Dinge können 
aufgenommen werden, obwohl gar nicht konkret nach ihnen ge-
sucht wurde (siehe »Wander-Metapher« in Abschnitt 4.1) oder 
Navigationspfade angeboten werden, die einen Einstieg in die 
Suche erlauben (siehe »Pfadsuche« in Abschnitt 4.1).
Formulieren
Wurden durch die Inspiration interessante Objekte oder Orte ge-
funden, untersucht (siehe Abschnitt 4.2.2) und als wichtig erach-
tet (siehe Abschnitt 4.2.3), ist der Nutzer in der Lage die Suche zu 
speziﬁzieren. Ist es ihm noch nicht möglich, speziﬁschere Krite-
rien zu benennen, dann eignet sich die Ähnlichkeitssuche (siehe 
Kapitel 3.2), um weitere Objekte mit vergleichbaren Eigenschaf-
ten zu ﬁnden.
Ist das Domänenverständnis des Nutzers höher und ist er da-
durch in der Lage, seine Suchvorstellungen genauer zu formulie-
ren, können passive (siehe »Angeln« in Abschnitt 4.1) und aktive 
Suchstrategien (siehe »Suche eines Ortes auf der Karte« in Ab-
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schnitt 4.1) angewandt werden, indem verschiedene Filterkriteri-
en festgelegt werden. Suchmuster wie die Schlüsselwortsuche 
(siehe Kapitel 3.1) und Facettennavigation (siehe Kapitel 3.3) 
können hier eingesetzt werden, um diese Kriterien in die Suche 
einﬂießen zu lassen. Mit Hilfe der Facettennavigation können ver-
schiedene Filterkriterien schnell getestet und dadurch komplexe 
Suchanfragen formuliert werden. Dadurch werden beispielswei-
se Taktiken wie Building Blocks und Successive Fractions (siehe 
Kapitel 2.1.3) ermöglicht. Die Visualisierung der Facettenwerte ist 
dabei hilfreich, um eine Vorschau verschiedener Suchanfragen zu 
geben und den Einﬂuss der einzelnen Kriterien besser einschät-
zen zu können. Beispiele dafür sind die Anwendungen »Elastic 
Lists« und »Visgets« (siehe Kapitel 3.3.2).
Reformulieren
Ist die initiale Suchanfrage nicht erfolgreich, kann der Nutzer 
Schwierigkeiten dabei haben, alternative Möglichkeiten für seine 
Suchanfrage zu ﬁnden. Verschiedene Suchmuster können dabei 
helfen, dem Nutzer nützliche Alternativen anzubieten wie bei-
spielsweise Autocorrect und Did you mean (siehe Kapitel 3.1.1).
Andere Suchmuster korrigieren nicht nur die Anfrage, sondern 
helfen auch dabei, den Fokus zu verschieben wie beispielsweise 
Related Searches und Partial Matches (siehe Kapitel 3.1.1). Wei-
terhin ist die Facettennavigation (siehe Kapitel 3.3) für Reformulie-
rungsaufgaben geeignet: durch das einfache Interaktionskonzept, 
mit welchem verschiedene Facettenwerte ab- und ausgewählt 
werden können, wird eine schnelle Verschiebung des Fokus er-
möglicht. Weiterhin können Visualisierungen Hinweise geben, 
mit welchen Kriterien der Suchraum erweitert bzw. der Fokus 
verschoben werden kann. Ebenfalls ist eine effektive Darstellung 
der Previews (siehe Kapitel 3.5) hilfreich, um die Auswirkung der 
aktuellen Suchanfrage besser einschätzen und falls notwendig, 
adaptieren zu können.
4.2.2 Recherche
Der Aspekt der Recherche dient dazu, den Nutzer dabei zu unter-
stützen, die gefundenen Informationen zu interpretieren und in 
seinen Wissenskontext einzuordnen. Weiterhin soll er bei der Or-
ganisation und Strukturierung seines persönlichen Wissensraums 
unterstützt werden. Dazu zählen die folgenden Aufgaben:
t Rückverfolgen: dem Nutzer soll dabei geholfen werden, sich 
im Informationsraum zu orientieren und aufgezeigt werden, 
wo er bereits gesucht und welche Objekte er bereits unter-
sucht hat
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t Sammeln: der Nutzer soll bei der Sammlung und der Organi-
sation der gefundenen Objekte unterstützt werden
t Untersuchen: es sollen Möglichkeiten angeboten werden, 
den Lernprozess des Nutzers zu unterstützen und Kontext- 
bzw. Zusatzinformationen zu unbekannten Objekten oder 
Eigenschaften bereitgestellt werden
 
Im Folgenden wird näher darauf eingegangen, wie diese Aufga-
ben unterstützt werden können:
Rückverfolgen
In komplexen Suchprozessen ist es ebenfalls wichtig, die Orien-
tierung im Informationsraum zu behalten. Dies kann durch Hilfe-
stellungen, welche die aktuelle Position des Nutzers in den Ge-
samtkontext einbetten und die Speicherung der bisher besuchten 
Seiten ermöglicht werden.
Gerade für langfristige Suchaufgaben ist es wichtig, die bisheri-
gen Suchanfragen und betrachteten Ergebnisse wieder aufrufbar 
und nachvollziehbar zu gestalten (siehe »Wiederholbarkeit der Su-
che« in Abschnitt 4.1). Meilensteine können dabei helfen, Rück-
sprünge zu bestimmten Punkten zu erlauben. Die Nutzung von 
Visualisierungen, die den Aufbau eines persönlichen, memorier-
baren Systems ermöglichen, können dabei unterstützen, bisher 
betrachtete Informationen zu verorten und wiederaufﬁndbar zu 
machen (siehe »Orientierung und Navigation« in Abschnitt 4.1).
Ein einfacher Weg der Speicherung bisher getätigter Abfragen ist, 
diese mit Hilfe einer chronologisch sortierten Suchhistorie zugäng-
lich zu machen. Ein weiteres Hilfsmittel stellen Breadcrumbs dar, 
die häuﬁg in Facettenbrowsern eingesetzt werden (siehe Kapitel 
3.3). Sie zeigen dem Nutzer die aktuelle Position in Relation zur 
Gesamtstruktur der Seite auf und helfen ihm zu verstehen, wo er 
sich gerade beﬁndet. Darüber hinaus stellen sie eine Historie der 
bisher gewählten Filter dar. Da der Suchprozess jedoch viele Vor- 
und Rücksprünge beinhalten kann, die in einfachen Listen nicht 
abgebildet werden können, sind auch hier Visualisierungstechni-
ken von Vorteil, die den Nutzer seinen bisherigen Pfad durch den 
Informationsraum nachvollziehen lassen.
Sammeln
Eine weitere wichtige Aufgabe während der Suche ist die Aufbe-
wahrung und Strukturierung potentiell geeigneter Suchergebnisse 
(siehe »Pilzsuche« in Abschnitt 4.1). Geeignete Interaktionsme-
chanismen können dabei helfen, wichtige Informationen während 
der Suche zu extrahieren und zu verorten. Möglichkeiten, die Er-
gebnisse zu annotieren, zu gruppieren und in den bisherigen Kon-
text einzubetten, können dabei unterstützen, diese für die Eva-
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luation (siehe Abschnitt 4.2.3) aufzubereiten. Das Interface kann 
hier beim Strukturieren der gesammelten Informationen helfen 
und Relationen zwischen diesen visualisieren. Die Sammlung von 
Zwischenergebnissen ist nicht nur explizit möglich, sondern auch 
implizit während der Suche denkbar, ohne den Suchprozess un-
terbrechen zu müssen, z.B. durch Kontextinformationen wie der 
Verweildauer auf den besuchten Seiten (siehe »Sammeln« in Ab-
schnitt 4.1).
Untersuchen
Ist der Nutzer unsicher über die bisher gefundenen Informatio-
nen, z.B. eine Stadt, die er auf einem Bild gesehen hat, braucht 
er zusätzliche Informationen, um diese mit seinem bisherigen 
Wissensstand zu verknüpfen. Gerade für Nutzer mit geringer Do-
mänenexpertise ist dies wichtig, um die Relevanz der gesichteten 
Ergebnisse einschätzen zu können. Gut aufbereitete Detail- und 
Kontextinformationen sowie die Darstellung der Meinungen ver-
schiedener Nutzer können hier hilfreich sein, um wichtige Krite-
rien abzuleiten und auf ähnliche Produkte anzuwenden (siehe 
»Stichprobe« in Abschnitt 4.1). Weiterhin können angebotene Me-
morierungshilfen wie Notizen, Mindmaps, Skizzen oder andere 
Schemata mit der Möglichkeit der Annotation und Strukturierung 
der bisher gesichteten Informationen dem Nutzer dabei helfen, 
nach und nach ein Gesamtbild über ein bisher unbekanntes Ob-
jekt oder Kriterium aufzubauen und aufzeigen, wie einzelne Infor-
mationsbruchstücke zusammenpassen (siehe »Karten anlegen« 
in »Navigation und Orientierung« in Abschnitt 4.1). Interaktive Ex-
trahierungshilfen können aussagekräftige Sätze oder Abbildungen 
dieser Memorierungshilfe hinzufügen und dieses dadurch iterativ 
weiterentwickeln und verfeinern. 
4.2.3 Evaluation
Der Aspekt der Evaluation dient dazu, einen Fokus zu generie-
ren und die gefundenen Objekte zu priorisieren und letztendlich 
auszuwählen oder zu verwerfen. Die Aufgabe des Interfaces ist 
es, die Eigenschaften der gefundenen Objekte und deren Abhän-
gigkeiten zu visualisieren, um den Nutzer bei dem Vergleich mit 
möglichen Alternativen zu unterstützen. Der Evaluation sind die 
folgenden konkreten Aufgaben zuzuordnen, deren Fokus geord-
net werden kann nach der gesamten Ergebnismenge bis hin zu 
einem einzelnen Ergebnis (siehe Tabelle 4.2, rechts):
t Analysieren: dem Nutzer soll dabei geholfen werden, die Er-
gebnismenge und die vorhandenen Strukturen zu analysieren
t Vergleichen: es sollen Möglichkeiten angeboten werden, 
zwei oder mehrere Ergebnisse miteinander zu vergleichen, 
um Gemeinsamkeiten sowie Unterschiede zu identiﬁzieren
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t Identiﬁzieren: dem Nutzer soll es möglich sein, wichtige 
Eigenschaften der Objekte und den Grad, in dem sie die 
festgelegten Kriterien erfüllen, zu veriﬁzieren
 
Im Folgenden wird auf diese Aufgaben im Detail eingegangen:
Analysieren
Visualisierungen können aussagekräftige Aspekte eines Infor-
mationsraums hervorheben sowie Tendenzen, Verteilungen und 
Strukturen erkennen lassen, wie beispielsweise die Anwendung 
»ContentLandscape« in Kapitel 3.3.2 oder »Pivot« in Kapitel 
3.5.2. Weiterhin betten sie einzelne Produkte in einen Gesamt-
kontext ein und können dadurch bei der Einschätzung und dem 
erfolgreichen Beenden einer Suche unterstützen (siehe Abschnitt 
4.1). Überblicksvisualisierungen (siehe »Vogelperspektive« in Ab-
schnitt 4.1) können weiterhin dazu dienen, interessante Themen 
oder Produktgruppen zu entdecken, um bestimmte Bereiche des 
Informationsraums auszuschließen oder zu vertiefen (siehe »Car-
rot2« in Kapitel 3.5.2).
Vergleichen
Visualisierungen, die den Vergleich von verschiedenen Kriterien 
erlauben, ermöglichen dem Nutzer aus einer größeren Ergebnis-
menge einzelne Produkte auszusortieren und zu priorisieren. Ge-
rade bei großen Ergebnismengen werden effektive Visualisierun-
gen gebraucht, um die multidimensionalen Attribute der Produkte 
vergleichend gegenüberzustellen, ohne jedes Ergebnis einzeln 
begutachten zu müssen (siehe »Ergebnis« und »Netzﬁschen« in 
Abschnitt 4.1). Diese Visualisierungen können Hinweise liefern, 
welche Produkte den gesetzten Suchkriterien am besten entspre-
chen oder welche Attribute von diesen Kriterien abweichen. Ein 
Beispiel stellt Bild 3.24 dar, welches die Entfernung zu einem inte-
ressanten Gebiet aber gleichzeitig auch Preise und Bewertungen 
vergleichend gegenüberstellt.
Identiﬁzieren
Durch diese Aufgabe soll es dem Nutzer ermöglicht werden zu 
validieren, in welchem Maße die gestellten Kriterien erfüllt sind. 
Hierbei können Previews und Produktdetailvisualisierungen von 
Nutzen sein. Previews (siehe Kapitel 3.5) können mit der Visuali-
sierung der erfüllten Kriterien dabei helfen, schnell die Relevanz 
eines Ergebnisses einzuschätzen, ohne jede einzelne Produktbe-
schreibung öffnen zu müssen. Visuelle statt textuelle Formen kön-
nen dem Nutzer dabei helfen, viele Ergebnisse nicht sequentiell 
durchlesen zu müssen, sondern beim schnellen Scannen der Er-
gebnismenge wichtige Kriterien und Extremwerte zu identiﬁzie-
ren (siehe Scanning in Kapitel 2.1.3). Weiterhin können Produktde-
tailvisualisierungen eingesetzt werden (z.B. in einem höheren 
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Detailgrad), um das Produkt im Gesamtkontext zu verorten und 
eine Evaluierung im Vergleich zu der restlichen Ergebnismenge 
zu erlauben.
4.3 Zusammenfassung
In diesem Kapitel wurde der Begriff der motivbasierten Suche ein-
geführt, der die explorative Suche um das Ziel – ein passendes 
Produkt zu ﬁnden – präzisiert, um die Suche erfolgreich beenden 
zu können. Das Informationsbedürfnis kann zu Beginn der Suche 
noch in einer vagen Form vorliegen. Die Beispiele in diesem Ka-
pitel haben gezeigt, dass sowohl zielgerichtete, fokussierte Stra-
tegien (analytische Strategie) als auch Impulse oder Anreize des 
Interfaces, welche die Emotionen des Nutzers ansprechen (Brow-
sing-Strategie), dazu dienen, ein Verständnis über den Informa-
tionsraum aufzubauen und die Vorstellungen über das gesuchte 
Produkt zu schärfen (vgl. Bild 2.7 in Kapitel 2.1.3). 
Basierend auf einer Nutzerbefragung und den bisherigen Vorar-
beiten, wurden verschiedene Aspekte und Aufgaben der motivba-
sierten Suche identiﬁziert, die bei einer Produktsuche mit einem 
vagen Informationsbedürfnis unterstützt werden sollen. Die vor-
gestellten Aufgaben sind nicht als aufeinanderfolgender Prozess 
zu verstehen, sondern können je nach angewandter Suchstra-
tegie und Nutzererfahrung bzw. -ziele mehrmals oder gar nicht 
durchlaufen werden. Diese sollen vielmehr den Interfacedesigner 
dabei unterstützen, verschiedene Aspekte und Situationen bei der 
Erstellung von Suchinterfaces zu berücksichtigen. In den einzel-
nen Aufgaben wurde die wichtige Rolle von Visualisierungen her-
vorgehoben, um den Nutzer im Laufe des Suchprozesses zu un-
terstützen. Aufbauend auf den Suchmustern in Kapitel 3 werden 
in den folgenden Kapiteln verschiedene Visualisierungsansätze 
erarbeitet und verschiedenen Aufgaben der motivbasierten Suche 
zugeordnet. In Kapitel 5 wird sich mit der Darstellung von Schlag-
worten und deren innewohnenden Relationen beschäftigt und 
damit ein Aspekt der Schlüsselwortsuche aufgegriffen, in dem 
Visualisierungen förderlich sein können (siehe Kapitel 3.1 und 
3.6). In Kapitel 6 werden verschiedene Ansätze der Visualisierung 
von Ähnlichkeiten und der Darstellung multidimensionaler Daten-
attribute mittels Glyphen untersucht, was auf Kapitel 3.2 und 3.5 
aufbaut. In Kapitel 7 werden die Eignung von Parallelen Koordi-
naten und Parallel Sets für die Facettennavigation aufbauend auf 
Kapitel 3.3 untersucht. Kapitel 8 greift die Empfehlungsbasierte 
Suche (siehe Kapitel 3.4) auf und untersucht verschiedene Visu-
alisierungs- und Interaktionsansätze, um diese zu unterstützen. 
Die Ergebnisse ﬂießen schließlich in einen Baukasten ein, der auf 
den Aspekten der motivbasierten Suche aufbaut (siehe Kapitel 9).
5 Schlagwortbasierte Suche
In diesem Kapitel werden Visualisierungskonzepte vorgestellt, die 
auf der Darstellung von Schlagworten einer Folksonomy basie-
ren, was im Rahmen dieser Arbeit als schlagwortbasierte Suche 
bezeichnet wird (siehe Kapitel 3.1.1). Ziel dieser Ansätze ist es, 
die zugrundeliegenden Relationen des Datensatzes anzuzeigen 
und einen analytischen Zugang mittels entsprechender Visualisie-
rungen zu ermöglichen. Die dargestellten Prototypen wurden im 
Rahmen des Forschungsprojektes [vi.c]1 an der Professur für Me-
diengestaltung in Kooperation mit der queo GmbH2 umgesetzt, 
welches sich mit der Entwicklung innovativer Visualisierungsan-
sätze von Social Software beschäftigte. Ziel war es, durch den 
Aufbau einer Visualisierungsdatenbank die Analyse von bestehen-
den Visualisierungs- und Interaktionsformen sowie die Evaluation 
von sich manifestierenden Paradigmen aufzuzeigen, die bei der 
Erstellung einer Visualisierung hilfreich sind. Die zugrundeliegen-
de Datenbasis ist zwar nicht einer Produktmenge gleichzusetzen, 
jedoch ist der Anwendungsfall – eine Visualisierung für einen ge-
gebenen Kontext zu ﬁnden – mit der Produktsuche vergleichbar. 
In den folgenden Abschnitten wird zunächst die zugrundeliegen-
de Datenbasis beschrieben, gefolgt von drei verschiedenen Visu-
alisierungskonzepten. Anschließend werden diese Konzepte ge-
genübergestellt und den einzelnen Aufgaben der motivbasierten 
Suche zugeordnet.
5.1 Datengrundlage
Im Forschungsfeld der Informationsvisualisierung wurden eine 
Vielzahl von unterschiedlichsten Visualisierungsformen und In-
teraktionstechniken entwickelt. Sie spielen eine wichtige Rolle 
sowohl in Wissenschaft, Wirtschaft und Alltag, um große Daten-
mengen und komplexe Zusammenhänge leichter erfassen zu 
können. Es existieren zahlreiche Visualisierungen [LIMA 2010], [VIE-
GAS 2007], [LENGLER & EPPLER 2007], die auf klassischen Techniken 
der Informationsvisualisierung aufbauen, diese miteinander kom-
binieren oder denen völlig neue Konzepte zugrunde liegen. Die 
Suche nach einer geeigneten Visualisierung für einen gegebenen 
Anwendungskontext und der Einsatz sowie die Kombination ge-
eigneter Visualisierungs- und Interaktionstechniken gestalten sich 
jedoch als schwierige Aufgaben [KECK ET AL. 2011B]. Aus diesem 
Grund wurde ein multidimensionales Klassiﬁkationsschema ent-
wickelt, das eine Betrachtung von Informationsvisualisierungen 
aus verschiedenen Perspektiven zulässt (siehe Abschnitt 5.1.1). 
Als Datengrundlage steht eine Menge von 700 Visualisierungen 
1 https://forschungsinfo.tu-dresden.de/detail/forschungsprojekt/10583, 
Abrufdatum 21.08.2018
2 https://www.queo.de, Abrufdatum 21.08.2018
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zur Verfügung, die mit einem Titel, einer Beschreibung, einem 
Bild und einem weiterführenden Link in einer Datenbank abgelegt 
sind. Enthalten sind sowohl Fundstücke aus dem Web als auch 
Einträge der Onlinedatenbank visual complexity3 [LIMA 2010], die 
bereits ein breites Spektrum an Visualisierungsformen anbietet.
5.1.1 Klassiﬁkationsschema
Um die Visualisierungssammlung zu strukturieren, wurden ver-
schiedene Taxonomien im Bereich der Informationsvisualisie-
rung (»Task by Data Type Taxonomy for Information Visualization« 
[SHNEIDERMAN 1996], »Periodic Table of Visualization Methods« 
[LENGLER & EPPLER 2007], »Taxonomy of Visualization Techniques« 
[CHI 2000]) und Visualisierungssysteme (»ManyEyes« [VIEGAS 
2007], »Visual Complexity« [LIMA 2010]) analysiert. Die meisten 
dieser Taxonomien fokussieren entweder die zugrundeliegende 
Datenstruktur oder die angewendete Visualisierungstechnik. Das 
Ziel ist es jedoch, eine ﬂexiblere Klassiﬁkation anzubieten, welche 
die Analyse der Informationsvisualisierungen aus verschiedenen 
Blickwinkeln erlaubt. Weiterhin ist ein einfaches Vokabular vonnö-
ten, um Nutzer ohne fachspeziﬁschen Hintergrund zu unterstüt-
zen (z.B. wurde der Begriff »Sammlung« anstatt »Nominale Da-
ten« und »Ordnung« anstand »Ordinale Daten« benutzt). Unter 
Berücksichtigung dieser Ziele und der betrachteten Taxonomien 
wurde ein multidimensionales Klassiﬁkationsschema entwickelt, 
um die Visualisierungssammlung zu strukturieren (siehe Bild 5.1).
Das entstandene Schema [KECK ET AL. 2010] kapselt eine Menge 
von Regeln, um den Visualisierungen verschiedene Schlagworte 
zuzuordnen. Die Schlagworte werden in verschiedenen Dimen-
sionen verortet und gleichzeitig in einen Kontext gesetzt. Diese 
Dimensionen von Informationsvisualisierungen können je einer 
von drei Kategorien zugeordnet werden. Die Einteilung erfolgt in 
Anlehnung an das Referenzmodell der Informationsvisualisierung 
(siehe Kapitel 2.2.1). Nach diesem Modell sind verschiedene Ein-
ﬂussfaktoren zu berücksichtigen, die eine Informationsvisualisie-
rung charakterisieren:
1 die zugrundeliegenden Daten (Kategorie »Daten«),
2  die visuelle Repräsentation der Daten (Kategorie »Visualisie-
rung«) und
3  die Interaktion, durch die der Nutzer auf die Daten und die 
entstandene Visualisierung einwirken kann (Kategorie »Inter-
aktion«)
3 http://www.visualcomplexity.com/vc/, Abrufdatum 21.08.2018
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Die darunter angeordneten Dimensionen (z.B. »Datentypen« in 
der Kategorie »Daten«) und Ausprägungen (z.B. »Zahlen« in der 
Dimension »Datentyp«) verbinden zwei verschiedene Klassiﬁka-
tionsmethoden. Die Ausprägungen sind vergleichbar mit Schlag-
worten (Tags), die bei der kollaborativen Verschlagwortung (Social 
Tagging) genutzt werden (siehe Kapitel 2.2.1). Diese Klassiﬁkati-
onsmethode erlaubt die Zuordnung beliebig vieler Schlagworte 
zur Beschreibung einer Informationsressource. Das kollaborative 
Wissen stellt eine nutzergenerierte Klassiﬁkation dar (siehe Folk-
sonomy in Kapitel 2.2.1) und wird verwendet, um eine Domäne 
von verschiedenen Blickwinkeln aus zu beschreiben. 
Aufgrund des fehlenden Regelwerks bietet ausschließliches So-
cial Tagging jedoch nur eingeschränkte Vergleichsmöglichkeiten 
der Visualisierungen untereinander. Aus diesem Grund ﬂießen 
in die Deﬁnition des vorgestellten Regelwerks Aspekte der Fa-
cettenklassiﬁkation ein (siehe Kapitel 2.2.1). In einer strikten Fa-
cettenklassiﬁkation wird das einzuordnende Objekt genau durch 
eine Ausprägung jeder Facette beschrieben. Im Gegensatz zur 
Facettenklassiﬁkation erlaubt das Regelwerk in Bild 5.1 auch die 
Mehrfachzuweisung. Beispielsweise kann einer Informations-
visualisierung der Datentyp »Bild« und »Text« zugeordnet wer-
den, wenn beide in der Visualisierung berücksichtigt werden. Es 
ist ebenso möglich, auf die Zuordnung von Schlagworten aus 
einer Dimension komplett zu verzichten. Dies ist beispielsweise 
notwendig, falls Visualisierungen interaktionsfrei sind und somit 
keine beschreibbaren Interaktionsformen bieten. Im vorliegen-
den Klassiﬁkationsschema werden diese neben den interaktiven 
Informationsvisualisierungen berücksichtigt, da interaktionsfreie 







































































Bild 5.1: Multidimensionales 
Klassiﬁkationsschema: den 
Kategorien Daten, Visualisierung 
und Interaktion sind verschiedene 
Dimensionen zugeordnet. Jede 
Dimension kapselt verschiedene 
Schlagworte, die einer Informa-
tionsvisualisierung zugeordnet 
werden können [KECK ET AL. 2010]
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halten. Die Klassiﬁzierung der ersten 700 Visualisierungen wurde 
von einem Team aus fünf Forschern vorgenommen, welche jedes 
Visualisierungsprojekt anhand des Regelwerkes beschreiben.
5.1.2 Datenanalyse
Durch die Klassiﬁzierung der Daten entsteht eine Datenbasis mit 
n = 55 Dimensionen, die der Anzahl von Schlagworten im Klassi-
ﬁkationsschema entsprechen. Dabei handelt es sich um katego-
rische Datenattribute, wobei jede Ausprägung den Wert 0 oder 1 
annehmen kann. Jeder Ressource kann ein Merkmalsvektor der 
Länge n zugeordnet werden, wodurch eine n x m Matrix entsteht 
(siehe Bild 5.2, links). Da die Visualisierungen durch mehrere Nut-
zer klassiﬁziert werden können, ist außerdem die Entstehung ei-
ner Folksonomy mit Werten größer als 1 möglich [CLEMENTE 2011]. 
Klassiﬁzieren z.B. drei Nutzer die gleiche Visualisierung mit dem 
Schlagwort »interaktiv« so nimmt dieser Vektor in der Folksonomy 
den Wert 3 an (siehe Bild 5.2, Mitte). Diese Datenwerte werden in 
dem in Kapitel 6.1.1 vorgestellten TagStar-Konzept benötigt. Das 
DelViz-Suchinterface, das im kommenden Abschnitt vorgestellt 
wird, baut jedoch auf einer Personomy [WETZKER ET AL. 2010] auf, 
welche nur die Werte 1 und 0 berücksichtigt (siehe Bild 5.2, links).
Weiterhin entstehen durch die Klassiﬁzierung Beziehungen, die 
sich direkt oder indirekt ergeben und für eine weiterführende 
Analyse genutzt werden können. Direkte Beziehungen ergeben 
sich durch die Struktur des Schemas aus Kategorien, Dimensi-
onen und den darin enthaltenen Schlagworten sowie durch die 
Zuordnung dieser Schlagworte zu einer Visualisierung. Diese sind 
explizit im Datensatz gespeichert. Die Anzahl der Visualisierun-
gen, die mit einem Schlagwort direkt in Verbindung stehen, be-
stimmt die Quantität oder auch Popularität dieser Ausprägung. 
Indirekte Beziehungen entstehen durch die Verwendung der 
gleichen Kombination von Schlagworten in unterschiedlichen Vi-
sualisierungen. In Bild 5.2 (rechts) wird dies am Beispiel zweier 
Visualisierungen und Schlagworte verdeutlicht. Die Visualisie-





































































































Bild 5.2: Datengrundlage als 
Personomy (links) und Folksonomy 
mit R = Ressource und S = Schlag-
wort (Mitte), direkte und indirekte 
Beziehungen durch das Klassiﬁkati-
onsschema (rechts)
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Knoten in einem Netzwerk repräsentiert und die Beziehungen 
zwischen diesen als Kanten dargestellt. Steigt die Häuﬁgkeit der 
gemeinsamen Nennung zweier Schlagworte, so erhöht sich auch 
das jeweilige Kantengewicht. Daraus lassen sich zwei verschiede-
ne Werte berechnen: das absolute und das relative Kantenge-
wicht. Die absolute Berechnung des Kantengewichts ergibt sich 
aus der Häuﬁgkeit der gemeinsamen Nennung. Da dieser Wert 
zu sehr von der Popularität eines Schlagworts abhängt, wird in 
[HASSAN-MONTEROA & HERRERO-SOLANAA 2006] der Jaccard-Koefﬁ-
zient zur Berechnung des relativen Kantengewichts vorgeschla-
gen. Dieser stellt eine Kennzahl für die Ähnlichkeiten von Men-
gen dar und berechnet sich, indem die Anzahl der gemeinsamen 
Elemente durch die Größe der Vereinigungsmenge geteilt wird: 






Ziel der Visualisierungsanwendung DelViz (Deep Exploration and 
Lookup of Visualizations) ist es, die Suche und Analyse in der 
klassiﬁzierten Visualisierungssammlung (siehe Abschnitt 5.1) zu 
ermöglichen [KECK ET AL. 2011B]. Die Anwendung unterstützt den 
Suchenden, passende Visualisierungen für einen gegebenen An-
wendungskontext zu identiﬁzieren und ermöglicht eine Recher-
che nach Visualisierungen aus verschiedenen Blickwinkeln. Der 
Entwickler einer Informationsvisualisierung wird bei der Analyse 
vorhandener Beispiele unterstützt. Es werden Zusammenhänge 
zwischen den zugrundeliegenden Daten, Visualisierungsmetho-
den und Interaktionsmechanismen dargestellt. Dadurch können 
sich manifestierende Paradigmen aufgezeigt werden, die bei der 
Erstellung einer Visualisierung hilfreich sind.
In Kapitel 2.1.3 wurden bereits zwei wesentliche Suchstrategien 
identiﬁziert: die analytische und die Browsing-Strategie. Während 
bei der Analyse die Darstellung der Schlagworte und deren Bezie-
hungen entscheidend sind, spielt bei den Suchaufgaben ebenfalls 
die Repräsentation der Ergebnismenge eine wichtige Rolle (siehe 
Kapitel 3.5). Die explorative Suche wurde hingegen als ein wech-
selseitiger Prozess zwischen der analytischen und der Browsing-
Strategie beschrieben.
Um diese verschiedenen Aufgaben zu unterstützen, bietet die 
Anwendung zwei ﬂexible Bereiche, welche einerseits die Schlag-
worte, Dimensionen und Kategorien (siehe Klassiﬁkationsschema 
aus Abschnitt 5.1), und andererseits die Visualisierungen (siehe 
Bild 5.3) darstellen [KECK ET AL. 2011A].
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Die beiden Bereiche können durch das Verschieben des Trennele-
ments je nach zu lösender Aufgabe dynamisch vergrößert bzw. 
verkleinert werden, um verschiedene Detailstufen innerhalb der 
Bereiche anzubieten. Während bei der explorativen Suche zwi-
schen den beiden Bereichen gewechselt werden kann (siehe Bild 
5.3, Mitte), stehen beim Stöbern in der Datenbank die Visualisie-
rungen im Vordergrund, so dass dieser Bereich vergrößert wer-
den kann (siehe Bild 5.3, links). Zur Unterstützung der Analyseauf-
gabe kann hingegen der Bereich mit den Schlagworten erweitert 
werden, um die Beziehungen zwischen diesen zu erkunden (sie-
he Bild 5.3, rechts). Die drei enthaltenen Teilkonzepte zur Unter-
stützung der explorativen Suche, der Analyse und des Browsing 
werden in den folgenden Abschnitten näher beschrieben.
5.2.1 Konzept für die Explorative Suche
Zur Unterstützung der explorativen Suche werden beide Seiten 
der Anwendung benötigt, um einen schnellen Wechsel zwischen 
analytischer und Browsing-Strategie zu gewährleisten: Der linke 
Bereich dient der Formulierung der Suchanfrage und der rech-
te Bereich zur Darstellung der Ergebnisse (siehe Bild 5.4). Um 
die schnelle Lokalisierung der Schlagworte zu unterstützen und 
den hierarchischen Bezug herzustellen, werden diese auf einer 
vertikalen Achse sortiert und den jeweiligen Dimensionen und 
Kategorien zugeordnet. Da bei kleineren Auﬂösungen nicht alle 
55 Schlagworte in den verfügbaren Bereich passen, wird je nach 
Bedarf ein Scrollbalken angeboten, um das ganze Klassiﬁkations-
schema abzubilden.
Um eine Suchanfrage zu stellen, können die entsprechenden 
Schlagworte aus der Liste nach rechts oder nach links gezogen 
werden, wodurch die Aufgabe »Formulieren« der motivbasier-
ten Suche unterstützt wird (siehe Kapitel 4.2.1). Werden Schlag-





Schlagworte × Ergebnismenge 
Analyse
Schlagworte
Bild 5.3: Die Anwendung ist in 
zwei ﬂexible Bereiche unterteilt, 
um verschiedene Suchaufgaben zu 
unterstützen [KECK ET AL. 2011A]
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sche UND-Verknüpfung mit den in der rechten Spalte beﬁndlichen 
Schlagworten auf dem Datenbestand ausgeführt, so dass eine 
Schnittmenge entsteht (siehe Bild 5.4, rote Schlagworte). Wer-
den beispielsweise die Schlagworte »2D« und »Multitouch« 
ausgewählt, beﬁnden sich in der Schnittmenge alle Visualisierun-
gen, denen diese beiden Schlagworte zugeordnet sind. Wird ein 
Schlagwort nach links in die Spalte »Ausschluss« gezogen, wer-
den alle Visualisierungen, die mit diesem Schlagwort assoziiert 
werden, aus der Ergebnismenge ausgeschlossen (siehe Bild 5.4, 
schwarze Schlagworte). Durch den Ausschluss der Schlagworte 
»Maus« und »Tastatur« können beispielsweise Informationsvisu-
alisierungen gesucht werden, die ausschließlich andere Eingabe-
modalitäten unterstützen.
Nach dem Prinzip der Facettennavigation (siehe Kapitel 3.3) wird 
die Ergebnismenge nach jeder Auswahl eines Filters automatisch 
aktualisiert und Schlagworte, die in Kombination mit der aktuellen 
Auswahl zu einer leeren Ergebnismenge führen würden, deakti-
viert. Weiterhin gibt eine Zahl neben jedem Schlagwort an, wie 
viele Visualisierungen durch die Hinzunahme dieses Filters in der 
Ergebnismenge übrig bleiben. Im Gegensatz zum Konzept der 
Elastic Lists (siehe Kapitel 3.3.2) bleiben herausfallende Schlag-
worte sichtbar, um für eine Analyse des Datenbestandes verfüg-
bar zu bleiben und zu verdeutlichen, welche Schlagworte durch 
die aktuelle Filterentscheidung nicht mehr mit den zur Verfügung 
stehenden Visualisierungen in Verbindung stehen. Ein weiterer 
Unterschied zur Facettennavigation besteht darin, dass bei der 
Kombination mehrerer Schlagworte in der gleichen Dimension 
Bild 5.4: Umsetzung der explo-
rativen Suche: die linke Seite 
zeigt die ausgewählten (rot) und 
die ausgeschlossenen (schwarz) 
Schlagworte, die rechte Seite zeigt 
die Ergebnismenge
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eine boolesche UND-Verknüpfung ausgeführt wird (siehe Kapitel 
3.3.1)
Um die Reihenfolge der Anwendung mehrerer Filter nachvoll-
ziehbar zu gestalten, werden Breadcrumbs (siehe Kapitel 3.3) 
verwendet, die über der Ergebnismenge platziert werden. Dabei 
wird die farbliche Kodierung der Positiv- (rot) und Negativauswahl 
(schwarz) des Anfragebereichs übernommen. Die Anordnung er-
folgt dabei von links nach rechts, wobei das letzte Filterkriterium 
jeweils ganz links positioniert wird. Die Breadcrumbs entspre-
chen der Aufgabe »Rückverfolgen« der motivbasierten Suche 
(siehe Kapitel 4.2.2).
Der Prozess der Filterung der Ergebnismenge wird durch die Nut-
zung von Animationen unterstützt, um die Veränderungen durch 
den aktuellen Filterschritt für den Nutzer transparenter zu gestal-
ten und die Usability zu erhöhen [COCKBURN ET AL. 2009]. Weiterhin 
wird die Größe der Visualisierung dynamisch an die Anzahl der Er-
gebnismenge angepasst, um den zur Verfügung stehenden Platz 
optimal zu nutzen.
5.2.2 Analysekonzept
Wird der linke Bereich vergrößert, stehen dem Nutzer Detailinfor-
mationen zur Verfügung, die er für die Analyse des Beziehungs-
netzwerkes nutzen kann. Erreicht der linke Bereich eine festge-
legte Größe, werden die Beziehungen zwischen den selektierten 
Schlagworten und den damit in Verbindung stehenden Schlagwor-
ten in Form von Bézierkurven dargestellt (siehe Bild 5.5). Je häu-
Bild 5.5: Bézierkurven visuali-
sieren die Beziehungen zwischen 
den ausgewählten Schlagworten 
und fassen diese zu Bündeln 
zusammen, Beziehungen zu den 
ausgeschlossenen Schlagworten 
können durch Mouse-Over (auch 
rot dargestellt) angezeigt werden
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ﬁger zwei Schlagworte zusammen einem Visualisierungsprojekt 
zugeordnet wurden, desto stärker ist deren Beziehung. Die Stär-
ke der Beziehung wird anhand des Jaccard-Koefﬁzienten berech-
net (siehe Abschnitt 5.1). Je breiter die Bézierkurve, desto stärker 
ist die relative Beziehung der verbundenen Schlagworte (siehe 
Kapitel 2.2.4, graphbasierte Technik). Die zusätzliche Abbildung 
dieser Eigenschaft auf das visuelle Attribut Transparenz ermög-
licht die bessere Abgrenzung der einzelnen Kurven untereinander 
und hebt stärkere Beziehungen hervor (vgl. Kapitel 3.1.2, Elastic 
Tag Maps). 
Bei der Auswahl mehrerer Schlagworte werden die Kurven ge-
bündelt und die Verbindung der Schnittmenge zu den anderen 
Schlagworten dargestellt. Dies ist in Bild 5.5 durch die Auswahl 
der beiden roten Schlagworte ersichtlich. Die Analyse von Einzel-
beziehungen ist weiterhin durch die Auswahl einzelner Schlagwor-
te mittels Mouse-Over möglich. Die Darstellung der Beziehungen 
zwischen den Schlagworten kann einerseits bei der Suche hilf-
reich sein, um interessante Schlagworte für den nächsten Filter-
schritt zu identiﬁzieren. Sie können aber auch genutzt werden, um 
passende Kombinationen von Daten, Visualisierungen und Inter-
aktionstechniken zu analysieren, was bei der Erstellung einer In-
formationsvisualisierung hilfreich ist. Durch die Bézierkurven wird 
die Aufgabe »Analysieren« der motivbasierten Suche unterstützt 
(siehe Kapitel 4.2.3).
5.2.3 Browsing-Konzept
Das Browsing-Konzept orientiert sich an dem Visual Information 
Seeking Mantra (siehe Kapitel 2.2.5), welches beschreibt, wie der 
Nutzer bei der Informationssuche unterstützt werden kann. Um 
Bild 5.6: Darstellung der Ergeb-
nismenge in einer Kachelansicht 
(links) und Zoom auf ein einzelnes 
Element in der Detailansicht 
(rechts)
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einen Überblick über den Datenbestand zu ermöglichen, werden 
die Visualisierungen in Form kleiner Vorschaubilder (Thumbnails) 
in einer Kachelansicht angeordnet (siehe Bild 5.6, links). Um die 
Visualisierungen näher zu betrachten, wird eine Zoom-Funktion 
angeboten, die in der höchsten Zoomstufe eine Detailansicht mit 
zusätzlichen Informationen bereitstellt (siehe Bild 5.6, rechts). Ne-
ben der Visualisierung in höherer Auﬂösung werden dem Nutzer 
die Metadaten wie Titel, Beschreibung und ein weiterführender 
Link angeboten, was der Aufgabe »Untersuchen« der motivba-
sierten Suche entspricht (siehe Kapitel 4.2.2). Weiterhin werden 
die zugeordneten Schlagworte dargestellt, um dem Nutzer Ins-
piration für weitere Eingrenzungsmöglichkeiten zu geben. Zur 
Unterstützung der Navigation in der Visualisierungssammlung ist 
eine Blätterfunktion im Detailmodus verfügbar, um vorwärts und 
rückwärts durch die Ergebnismenge zu navigieren.
Eine dritte Ansicht erlaubt eine unscharfe Suche, indem heraus-
geﬁlterte Visualisierungen nicht gänzlich ausgeblendet werden. 
Dies wird in einer Mengendarstellung ermöglicht, die verdeut-
licht, welche Visualisierungen aufgrund eines bestimmten Filter-
kriteriums herausgeﬁltert wurden [KECK ET AL. 2011B]. Durch die 
Auswahl eines Filters wird jeweils die aktuelle Ergebnismenge in 
zwei Teilmengen gespalten. Die Anwendung eines Filters A teilt 
somit die vorhandene Menge in zwei disjunkte Teilmengen: die 
Ergebnismenge und die Restmenge. Das Anwenden eines weite-
ren Filters B teilt erneut die Ergebnismenge und vergrößert damit 
die Anzahl der Teilmengen auf drei.
Die Teilmengen werden in Balken gruppiert und von links nach 
rechts unter den Breadcrumbs angeordnet. Anstatt die Balken in 
konstanter Breite zu visualisieren, werden diese dynamisch ange-
passt, um den zur Verfügung stehenden Platz optimal zu nutzen. 
Standardmäßig wird die aktuelle Ergebnismenge vergrößert dar-
gestellt (siehe Bild 5.7, links). Um die Suche nach interessanten Vi-
sualisierungsformen zu unterstützen, die durch ein Filterkriterium 
in eine Teilmenge verschoben wurden, können auch die anderen 
Bild 5.7: Mengendarstellung bei 
der Auswahl von drei Schlagwor-
ten mit einer vergrößert dargestell-
ten Restmenge (links), Vergröße-
rung der zweiten Teilmenge durch 
Anklicken dieses Bereichs (rechts)
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Balken durch Selektion mit der Maus vergrößert werden. Dieser 
Übergang läuft animiert ab, um die Änderungen nachvollziehbar 
zu gestalten (siehe Bild 5.7, rechts). Da es möglich sein soll, ein 
einzelnes Element aus der Mengenansicht im Detail zu betrach-
ten, kann auch in dieser Ansicht durch Auswahl einer Visualisie-
rung in die Detailansicht gewechselt werden. Neben der Mög-
lichkeit, die Teilmengen nach herausgeﬁlterten Visualisierungen 
zu durchsuchen, um dadurch gegebenenfalls die Suchanfrage zu 
reformulieren (siehe Aufgabe »Reformulieren« in Kapitel 4.2.1), 
bietet diese Darstellung den Vorteil einer Suchhistorie. Verschie-
dene Suchstadien werden nicht nur abstrakt in Form der Bread-
crumbs dargestellt, sondern erlauben auch Rückschlüsse darauf, 
wie viele Elemente in jedem Filterschritt herausgeﬁltert wurden 
und welche Visualisierungen von der aktuellen Ergebnismenge 
abgespalten wurden. Dadurch wird ebenfalls die Aufgabe »Rück-
verfolgen« der motivbasierten Suche unterstützt (siehe Kapitel 
4.2.2), während die Vorschaubilder die Aufgabe »Identiﬁzieren« 
adressieren (siehe Kapitel 4.2.3).
5.2.4 Prototyp
Das vorgestellte Konzept wurde als Webapplikation4 in Microsoft 
Silverlight5 in der Programmiersprache C# umgesetzt. Als Soft-
wareplattform steht das .NET-Framework in der Version 4 zur Ver-
fügung.
Um das Zoomen und die Animationen bei der Neuberechnung 
der Ergebnismenge zu realisieren, wurde auf »Silverlight Deep 
Zoom6« zurückgegriffen, welches auch in dem vorgestellten Bei-
spiel »Pivot« verwendet wird (siehe Kapitel 3.5.2). Dieses erstellt 
zudem automatisch verschiedene Größen an Vorschaubildern, die 
je nach Zoomstufe geladen werden. DelViz basiert auf einer Client-
Server-Architektur mit Microsoft SQL als relationaler Datenbank. 
Das Windows Communication Foundation (WCF) Framework 
stellt die Webservices zur Verfügung, um Informationen zwischen 
Datenbank und der Silverlight-Anwendung auszutauschen.
Die im Konsumentenbereich aufkommenden Multitouch-Displays 
ermöglichen die Anreicherung bestehender Interfaces um eine 
speziﬁsche Multitouch-Steuerung und machen die Entwicklung 
hybrider Interfaces immer wichtiger. In [KAMMER ET AL. 2012] wur-
den die Interaktionen im bestehenden Basisframework analysiert 
und auf Basis der bereitgestellten Funktionen ein Multitouch-Be-
4 Unter http://www.visual-search.org/delviz/ ist der Prototyp sowie ein 
Video zur Anwendung zu ﬁnden, Abrufdatum 26.08.2018
5 https://www.microsoft.com/silverlight, Abrufdatum 26.08.2018
6 https://www.microsoft.com/silverlight/deep-zoom/, Abrufdatum 
26.08.2018
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dienkonzept entworfen, mit dem das DelViz-Framework erweitert 
wurde. DelViz verfügt über 27 Interaktionsmöglichkeiten mit der 
Maus, die einfaches Klicken, Doppelklicken, Ziehen und Loslassen, 
Scrollen sowie Mouse-Over beinhalten. Während Erstere leicht 
auf Multitouch-Gesten abbildbar sind, stellt die Übertragung von 
Mouse-Over, das beispielsweise zum Anzeigen der Bézierkurven 
verwendet wird, eine Herausforderung dar. Weiterhin besitzen 
komplexere gestenbasierte Interaktionen den Nachteil, dass zur 
Steuerung einer unbekannten Anwendung erst die verfügbaren 
Gesten erlernt werden müssen. Die Anwendung nutzt deshalb 
zusätzliche Icons, welche die Manipulationsrichtung verdeutlichen 
und Interaktionsobjekte kenntlich machen. Weiterhin wird die Grö-
ße der Interaktionsobjekte für die Touch-Interaktion angepasst (sie-
he Bild 5.8). Doppelpfeile weisen dabei auf die Anzahl der Finger 
hin. Etablierte Gesten wie die Wischgeste der Firma Apple7, wer-
den zusätzlich zu den Interaktionsobjekten genutzt, um zwischen 
den verfügbaren Ansichten der Ergebnismenge zu wechseln. 
Die Zoom-Geste kann genutzt werden, um in die Detailansicht zu 
gelangen. Als Grundlage für die Entwicklung komplexerer Gesten 
in der DelViz-Anwendung dient das Framework GeRahMT, das 
auf der formalen Beschreibungssprache GeForMT aufbaut (vgl. 
[KAMMER ET AL. 2010A, KAMMER ET AL. 2011]). Ebenso sind zusätzliche 
Funktionen durch die Multitouch-Interaktion möglich, wie zum 
Beispiel die beidhändige Selektion mehrerer Schlagworte, um de-
ren Zusammenhänge mit Hilfe der Bézierkurven zu analysieren.
Das entstandene DelViz-Framework erlaubt die Einbindung ver-
schiedener Sichten in den linken oder rechten Teilbereich der An-
wendung. Weiterhin kann der Webservice in anderen Program-
mierumgebungen verwendet werden, um Anwendungen auf 
Basis der DelViz-Datenbasis zu erstellen. Dieser Fall wird in den 
folgenden Visualisierungsansätzen gezeigt.
5.3 TagCircus
In einer durch die Autorin betreuten Belegarbeit wurde ein wei-
teres Konzept speziell für Multitouch-Tische entwickelt [CLEMENTE 











Bild 5.8: Anpassungen der  
DelViz-Anwendung für die 
Multitouch-Interaktion durch 
Gesten-Icon und Größenverände-
rung [KAMMER ET AL. 2012]
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2010]. Um die Lesbarkeit von verschiedenen Seiten des Multi-
touch-Tisches zu gewährleisten, wurden die Schlagworte des Del-
Viz-Klassiﬁkationsschemas im Kreis angeordnet. Diese wurden 
farblich kodiert und in Segmente eingeteilt, um die Zuordnung zu 
den verschiedenen Kategorien und Dimensionen zu gewährleis-
ten. Der Kreis kann beliebig zu verschiedenen Nutzern gedreht 
werden, erlaubt aber auch die Lesbarkeit aus verschiedenen Pers-
pektiven. Die Popularität der einzelnen Schlagworte wird mittels 
Balkendiagrammen dargestellt, die auf den Kreissegmenten an-
geordnet sind. Dadurch wird ein schneller Überblick über die Häu-
ﬁgkeitsverteilung der Schlagworte ermöglicht. Allerdings nimmt 
die Vergleichbarkeit mit zunehmender Distanz ab. Dies ist sowohl 
auf die radiale Anordnung als auch die Tatsache zurückzuführen, 
dass die menschliche Wahrnehmung die Feststellung von kleinen 
Flächenunterschieden nur begrenzt erlaubt [CLEMENTE 2010].
Die innere Kreisﬂäche wird zur Darstellung der Beziehungen 
zwischen den Schlagworten genutzt, die durch Bézierkurven dar-
gestellt werden. Durch die Abbildung der Beziehungsstärke auf 
zwei unterschiedliche visuelle Variablen (Dicke und Transparenz) 
heben sich starke Relationen schnell voneinander ab (vergleichbar 
mit dem Konzept in Abschnitt 5.2.2) (siehe Bild 5.9, links). Durch 
die Auswahl eines Schlagworts können die Beziehungen zu den 
übrigen Schlagworten analysiert werden. Durch die Multitouch-
Selektion ist auch die Auswahl mehrerer Schlagworte gleichzeitig 
möglich, um gemeinsame Vorkommen zu untersuchen. Diese ist 
vergleichbar mit den gebündelten Bézierkurven in Abschnitt 5.2.2. 
Sowohl die Balkendiagramme als auch Bézierkurven unterstützen 
die Aufgabe »Analysieren« der motivbasierten Suche (siehe Ka-
pitel 4.2.3).
Bild 5.9: TagStar-Konzept mit 
Auswahl eines Schlagwortes zur 
Hervorhebung der Bézierkurven 
(links), Geﬁlterte Schlagworte 
werden in den äußeren Ring ver-
schoben (rechts) [CLEMENTE 2010]
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Weiterhin ist es möglich, Schlagworte herauszuﬁltern. Geﬁlterte 
Schlagworte werden nicht ausgeblendet, sondern in den äußeren 
Ring verschoben (siehe Bild 5.9, rechts). Dadurch wird der Nutzer 
über die Auswirkung seiner Wahl informiert und kann seine Ent-
scheidung gegebenenfalls rückgängig machen, indem das Schlag-
wort wieder zurück in den inneren Kreis geschoben wird. Mit die-
ser Filterung wird die Aufgabe »Formulieren« der motivbasierten 
Suche unterstützt (siehe Kapitel 4.2.1), während der Aufbau der 
verschiedenen Ringe der Aufgabe »Rückverfolgen« entspricht 
(siehe Kapitel 4.2.2).
Der Prototyp8 wurde mithilfe von Adobe Flash und dem Flare 
Framework9 umgesetzt, bei dem es sich um eine ActionScript-Bi-
bliothek zum Erstellen von interaktiven Informationsvisualisierun-
gen handelt. Zur Unterstützung der Multitouch-Interaktion wurde 
das Multi-Touch-Framework GestureWorks10 eingesetzt.
5.4 Facettice
In einer auf diesen Vorarbeiten aufbauenden Diplomarbeit wird 
ein Interface zur visuellen Unterstützung der Facettennavigation 
und Datenanalyse mittels interaktiver Hasse-Diagramme entwi-
ckelt [BACH 2010], das ebenfalls die DelViz-Datengrundlage nutzt 
(siehe Abschnitt 5.1). Hasse-Diagramme (auch Ordnungsdia-
gramme genannt) können genutzt werden, um endliche, halb-
geordnete Mengen graphisch darzustellen. Bild 5.10 zeigt ein 
Hasse-Diagramm der Potenzmenge der Menge M = {a, b, c}. Die 
Elemente der Potenzmenge werden als Knoten dargestellt, wo-
bei jeweils zwei Elemente durch eine Kante verbunden werden, 
wenn sie in einer Teilmengenrelation stehen. Der unterste Knoten 
stellt die leere Menge als Teilmenge aller Elemente dar, wohin-
gegen der oberste Knoten die Obermenge aller Elemente reprä-
sentiert. Verbindungen, die sich aus Reﬂexivität und Transitivität 
ergeben, werden nicht gezeichnet [KRIEGL 2004]. 
Das Facettice-Interface unterteilt sich in vier Bereiche [BACH ET AL. 
2012]: die linke Seite stellt die Schlagworte in einer ausklappba-
ren, hierarchischen Ansicht, zugeordnet zu den jeweiligen Dimen-
sionen und Kategorien, dar. Oben beﬁnden sich die sogenannten 
»Facet Lattices« zur Analyse des Datenbestandes. In der Mitte 
beﬁndet sich die »Big Smart Lattice«, welche die Ergebnismenge 
auf der rechten Seite ﬁltert (siehe Bild 5.12). 
Zur Unterstützung der Facettennavigation dient das Konzept 
»Big Smart Lattice«. In diesem werden die einzelnen Knoten 
8 Video zur Anwendung: http://www.visual-search.org/delviz/, Abrufda-
tum 20.08.2018
9 http://ﬂare.prefuse.org/, Abrufdatum 20.08.2018
10 http://gestureworks.com/, Abrufdatum 20.08.2018
Bild 5.10: Hasse-Diagramm zur 






Bild 5.11: Knoten der Big Smart 
Lattice [BACH 2010]
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des Hasse-Diagramms, welche die jeweiligen Filterverknüpfun-
gen darstellen, als Kreise repräsentiert. In der oberen Kreishälfte 
werden die ankommenden Filter und in der unteren Kreishälfte 
die abgehenden Filter farblich dargestellt. Abgehende Filter wer-
den als Balkendiagramme kodiert. Die Filter repräsentieren die 
Schlagworte des DelViz-Klassiﬁkationsschemas (siehe Abschnitt 
5.1), wobei die blauen Schlagworte der Kategorie »Interaktion«, 
die roten Farbtöne der Kategorie »Visualisierung« und die gel-
ben Farbtöne der Kategorie »Daten« zuzuordnen sind (siehe Bild 
5.11). Die Balkendiagramme geben eine Vorschau auf die Anzahl 
der Ergebnisse im nächsten Filterschritt bei Auswahl des entspre-
chenden Filters und unterstützen die Aufgabe »Analysieren« der 
motivbasierten Suche (siehe Kapitel 4.2.3). Klickt der Nutzer auf 
einen der Filter, wird ein neuer Knoten erstellt, wobei es zwei 
verschiedene Möglichkeiten gibt:
t Durch die Auswahl eines ausgehenden Filters wird ein neuer 
Subknoten erstellt, welcher die bisherigen Filter sowie den 
neuen Filter mit einer booleschen UND-Verknüpfung verbin-
det.
t Wählt der Nutzer einen eingehenden Filter aus, wird der 
selektierte Filter entfernt und ein neuer übergeordneter 
Knoten mit den restlichen Filtern erstellt, sofern er noch nicht 
existierte.
 
Bild 5.13 verdeutlicht den Aufbau einer »Big Smart Lattice« wäh-
rend des Suchprozesses. Im ersten Filterschritt wählt der Nutzer 
Bild 5.12: Aufbau des Facettice-
Interfaces [BACH 2010]
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die Schlagworte »Interaktiv« und »Kontinuierlich« aus, so dass 
zwei Konzepte untereinander erstellt werden (siehe Bild 5.13, 
links). Der erste Knoten stellt den Ursprung mit allen verfügbaren 
Filtern dar. Der zweite Knoten enthält den Filter »Interaktiv« und 
der dritte Knoten besteht aus einer booleschen UND-Verknüpfung 
aus »Interaktiv« und »Kontinuierlich«. Analog zu einem Facetten-
browser werden die Ergebnisse entsprechend der ausgewählten 
Schlagworte geﬁltert und im Inneren des Kreisknotens darge-
stellt, was der Aufgabe »Formulieren« der motivbasierten Su-
che entspricht (siehe Kapitel 4.2.1). Klickt der Nutzer in der obe-
ren Kreishälfte des unteren Knotens auf den Filter »Interaktiv«, 
wird ein neuer übergeordneter Knoten ohne diesen Filter in der 
nächsthöheren Ebene erstellt (siehe Bild 5.13, Mitte). Die ein-
zelnen Knoten sind durch Bézierkurven miteinander verbunden, 
wobei die Dicke die Häuﬁgkeit des gemeinsamen Auftretens der 
jeweils verbundenen Filter kodiert. Wählt der Nutzer in dem über-
geordneten Knoten den Filter »Multitouch« aus, wird erneut ein 
Subknoten erstellt, wodurch sich nach und nach die »Big Smart 
Lattice« aufbaut (siehe Bild 5.13, rechts). Neben der Funktion als 
Facettenbrowser kann diese Darstellung auch als Suchhistorie 
genutzt werden, da die iterative Selektion und Deselektion der 
Filter einen Pfad entstehen lässt, der aufzeigt, welche Anfragen 
der Nutzer schon gestellt hat (siehe Aufgabe »Rückverfolgen« in 
Kapitel 4.2.2). Dabei handelt es sich um eine nicht-lineare Histo-
rie, da der Nutzer von Knoten zu Knoten springen kann (Teleport) 
und nicht zwangsläuﬁg alle entstandenen Knoten in der entstan-
denen Reihenfolge anwenden muss.
Als weiteres Konzept für die Datenanalyse entstand »Facet Lat-
tices« (siehe Bild 5.12, oben), das ebenfalls auf Hasse-Diagram-
men aufbaut und verdeutlicht, wie die Visualisierungen im Da-
tenbestand klassiﬁziert wurden (siehe Aufgabe »Analysieren« 
Bild 5.13: Aufbau einer »Big Smart 
Lattice« (BSL): Auswahl zweier 
Filter nacheinander (links), Entfer-
nen eines Filters (Mitte), BSL nach 
mehreren Filterschritten (rechts) 
[BACH 2010]
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in Kapitel 4.2.3). In diesem Konzept wird jeweils eine Dimension 
durch ein Hasse-Diagramm repräsentiert und die Kombinations-
möglichkeiten pro Ebene dargestellt, wobei dickere Bézierkurven 
und größere Kreise auf ein höheres gemeinsames Vorkommen 
der entsprechenden Filterattribute hinweisen. So zeigt die Dimen-
sion »Functions« beispielsweise sehr viele Wechselbeziehungen 
auf sowie viele gemeinsame Vorkommen der Filter »Panning«, 
»Rotation« und »Zoom« (siehe Bild 5.14, links). Die Dimension 
»Interaction Type« zeigt hingegen, dass der Filtertyp »Gesture« 
fast gar nicht in Kombination mit den Filtern »Click«, »Drag« und 
»Point« vorkommt, die ein zweites Cluster bilden (siehe Bild 5.14, 
Mitte). In der Dimension »Interactive« wird ersichtlich, dass es 
fast genauso viele interaktive wie interaktionsfreie Visualisierun-
gen in der Datenbank gibt und die beiden Schlagworte »Interac-
tive« und »Non-Interactive« nie gemeinsam auftreten (siehe Bild 
5.14, rechts). Das Interaktionskonzept unterstützt durch Mouse-
Over die farbliche Hervorhebung aller Verknüpfungen eines Fil-
terattributes. Weiterhin können durch das Anklicken einzelne 
Attribute herausgeﬁltert und die Analyse ohne dieses Attribut 
fortgesetzt werden.
Der Facettice-Prototyp11 wurde als Adobe Air12-Anwendung unter 
Nutzung des Flex13-Frameworks entwickelt. Zur Berechnung der 
Hasse-Diagramme wurden Teile des openfca-Projekts14 genutzt.
5.5 Zusammenfassung
In diesem Kapitel wurden verschiedene Visualisierungskonzep-
te vorgestellt, welche eine analytische Suche in einer Visualisie-
rungsdatenbasis erlauben. Die drei Konzepte werden in Tabelle 
5.1 gegenübergestellt und in verschiedenen Anwendungskontex-
ten betrachtet. Alle drei Konzepte unterstützen ein konkreteres 
Informationsbedürfnis, da durch die Kombination der Filter kom-
11 Video des Prototyps: http://www.visual-search.org/delviz/, Abrufda-
tum 23.08.2018
12 http://www.adobe.com/de/products/air/, Abrufdatum 23.08.2018
13 http://www.adobe.com/de/products/ﬂex/, Abrufdatum 23.08.2018
14 https://code.google.com/archive/p/openfca/, Abrufdatum 23.08.2018
Bild 5.14: »Facet Lattices« für die 
Facetten »Functions«, »Interaction 
Type« und »Interactive« [BACH 2010]
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plexe Suchanfragen gestellt werden können. Darüber hinaus un-
terstützt das DelViz-Konzept auch vage Informationsbedürfnisse 
durch das zoombare Browsing-Konzept, was dem Suchmuster 
Browsing in strukturierten Inhalten zuzuordnen ist. Das Facet-
tice-Interface bietet ebenfalls ein einfaches Browsing-Konzept 
durch das Anbieten einer scrollbaren Ergebnisliste an. Die Inter-
faces sind geeignet für Nutzer mit einer angemessenen Domä-
nenexpertise, da die Filterbegriffe möglichst bekannt sein sollten, 
um sich gezielt durch den Informationsraum bewegen zu können. 
Die technische Expertise wird bei DelViz und TagCircus aufgrund 
der einfachen, spielerischen Multitouch-Interaktionen gering 
eingeschätzt. Weiterhin gestalten die Animationen in DelViz die 
Übergänge von einzelnen Interaktionen nachvollziehbar. Bei Facet-
tice ist jedoch ein Verständnis der Hasse-Diagramme notwendig, 
was eine hohe technische Expertise voraussetzt. Alle Konzepte 
eignen sich sowohl für strukturierte Schlagwortsammlungen als 
auch (hierarchische) Facettenklassiﬁkationen. Bei TagCircus und 
Facettice sind die Anzahl der Schlagworte jedoch aufgrund des ra-
dialen Layouts begrenzt, während DelViz durch den Scrollbereich 
und die hierarchische Unterteilung besser skaliert. Alle drei Kon-
zepte sind sehr gut für Desktop-Szenarien geeignet, da in diesen 
genug Platz für die Visualisierungen zur Verfügung steht. Hinge-
gen bieten Smartphones für alle drei Konzepte zu wenig Platz an. 
TagCircus kann darüber hinaus auch mit Tablets eingesetzt wer-
den, während DelViz und Facettice nur bedingt dafür geeignet 
sind. Aufgrund der ﬂexiblen Bereiche können mehr Informationen 
in dem DelViz-Konzept ausgeblendet werden als in der aktuellen 
Desktop-Variante. Bei Facettice können die beiden Darstellungen 
nacheinander anstatt nebeneinander präsentiert werden, um den 
zur Verfügung stehenden Platz optimal zu nutzen.
Anwendungskontext DelViz TagCicus Facettice
Grad des Informations-
bedürfnisses
vage + konkret konkret vage + konkret
Domänenexpertise medium medium medium
Technische Expertise niedrig niedrig hoch
Datenstruktur Strukturierte Schlagwortsammlungen und (Hierarchische) Facettenklassiﬁkationen
Interaktion Maus- und Multitouch- 
Interaktion




                  Tablet










Tabelle 5.1: Vergleich der Konzep-
te in verschiedenen Anwendungs-
kontexten
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Darüber hinaus wurde die Eignung der Konzepte für die verschie-
denen Aufgaben der motivbasierten Suche (siehe Tabelle 5.2) ana-
lysiert. Sowohl DelViz als auch Facettice unterstützen das Stöbern 
in der Ergebnismenge und geben damit auch die Möglichkeit des 
Zufallsfundes (siehe Kapitel 2.1.2). Alle drei Konzepte unterstüt-
zen die Formulierung von komplexen Suchanfragen. Während 
die Balkendiagramme in TagCircus und die Knoten der Big Smart 
Lattice die Kombination verschiedener Filterkriterien erlauben 
(UND-Verknüpfung), können in der Schlagwortansicht des DelViz-
Interfaces komplexere Anfragen gestellt werden und ebenfalls 
Schlagworte aus der Suche ausgeschlossen werden. Weiterhin 
gibt die Mengenansicht im rechten Bereich des DelViz-Interfaces 
Aufschluss darüber, welche Ergebnisse durch den aktuellen Fil-
terschritt herausfallen. Herausgeﬁlterte Visualisierungen können 
ebenso untersucht werden und unterstützen damit das Reformu-
lieren der Suchanfrage. Die Filterschritte können in allen drei Kon-
zepten nachvollzogen werden. DelViz erlaubt durch die Kombinati-
on der Breadcrumbs und der Teilmengen eine detaillierte Analyse 
der letzten Filterschritte auf Basis der Ergebnismengen. Das Tag-
Circus-Konzept erlaubt durch die Ringe in Kombination mit den 
Balkendiagrammen eine Einschätzung, wie stark sich jeder Filter-
schritt auf die verschiedenen Schlagworte auswirkt. Im Gegen-
satz zu den ersten beiden Konzepten ist die Suchhistorie in Facet-
tice nicht linear aufgebaut sondern erlaubt die Nachvollziehbarkeit 
von ausgewählten und gelöschten Filtern mit dem Aufbau der Big 
Smart Lattice. Das Konzept der ﬂexiblen Bereiche und der Zoom 
in eine Detailansicht sind zudem geeignet, um Zusatzinformatio-
nen bei Bedarf anzuzeigen, was der Aufgabe »Untersuchen« der 
motivbasierten Suche entspricht. Alle drei Konzepte ermöglichen 
eine Analyse der zugrundeliegenden Datenmenge. In DelViz und 
TagCircus erlauben die Bézierkurven eine detaillierte Analyse des 
Motivbasierte Suche DelViz TagCircus Facettice
Inspirieren Stöbern in Ergebnismenge - Stöbern in Ergebnismenge
Formulieren Schlagwortansicht Balkendiagramme Knoten der Big Smart Lattice
Reformulieren Mengenansicht - -
Rückverfolgen Mengenansicht +  
Breadcrumbs
Aufbau der Ringe Big Smart Lattice
Sammeln - - -
Untersuchen Vergrößern der Bereiche + 
Zoom in Detailansicht
- -
Analysieren Bézierkurven Balken + Bézierkurven Balken + Facet Lattices
Vergleichen - - -
Identiﬁzieren Vorschaubild - Vorschaubild
Tabelle 5.2: Vergleich der 
Konzepte bezüglich der Erfüllung 
der Aufgaben der motivbasierten 
Suche
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Beziehungsnetzwerkes. Zudem geben die Balkendiagramme in 
TagCircus und Facettice Aufschluss darüber, in welchem Maße 
sich die Filterschritte auf die Ergebnismenge auswirken. Des Wei-
teren erlaubt das Konzept der Facet Lattices eine detaillierte Ana-
lyse des Beziehungsnetzwerkes. Zur Identiﬁzierung passender 
Ergebnisse stellen sowohl DelViz als auch Facettice die Ergebnis-
se in Form von Vorschaubildern zur Verfügung.
6 Ähnlichkeitssuche
In diesem Kapitel wird der Einsatz von Glyphen im Kontext der 
Ähnlichkeitssuche untersucht. Wie in Kapitel 2.2.4 bereits be-
schrieben, eignet sich die ikonische Technik zur Darstellung multi-
dimensionaler Datensätze und zum Vergleich mehrerer Datenob-
jekte. Weiterhin bieten Glyphen die Möglichkeit der Verortung in 
verschiedenen Layout-Szenarien. Die Eignung der Glyphen wird 
in diesem Kapitel auch in Hinblick auf die Aufgaben »Analyse« 
und »Vergleich« der motivbasierten Suche (siehe Kapitel 4.2.3) 
geprüft.
Im folgenden Abschnitt werden zunächst verschiedene Glyphen 
für variierende Datenattribute in unterschiedlichen Darstellungs-
techniken betrachtet und mit Beispielen untermauert. Dies ge-
schieht noch losgelöst von der Positionierung in einem bestimm-
ten Layout. In Abschnitt 6.2 werden zwei Studien zur Eignung 
ausgewählter Glyphen für unterschiedliche Aufgaben vorgestellt. 
Anschließend werden Ansätze dargelegt, die Glyphen in einer 
beispielbasierten Suche (siehe Abschnitt 6.3) und in explorativen 
Szenarios (siehe Abschnitt 6.4) einsetzen. In Kapitel 6.5 werden 
die vorgestellten Ansätze gegenübergestellt und in den Kontext 
der motivbasierten Suche eingeordnet. 
6.1 Glyphdarstellungen
Wie in Kapitel 2.2.4 dargestellt, werden verschiedene ikonische 
Techniken genutzt, um eine Glyphe zu erzeugen. Die 1:1-Abbil-
dung (One-to-One-Mapping) projiziert jedes Datenattribut auf 
eine andere visuelle Variable, wohingegen die 1:n-Abbildung 
(One-to-Many-Mapping) ein Datenattribut mithilfe verschiedener 
visueller Variablen darstellt. Die dritte Technik stellt die n:1-Ab-
bildung (Many-to-One-Mapping) dar, die mehrere Datenattribute 
auf die gleiche visuelle Variable projiziert. Wie in den folgenden 
Abschnitten zu sehen ist, sind diese Techniken jedoch nicht strikt 
voneinander zu trennen und können auch in Kombination einge-
setzt werden. Da das One-to-Many-Mapping meist auf individu-
ellen Designentscheidungen beruht, um Missinterpretationen zu 
reduzieren, wird in den folgenden Abschnitten detaillierter auf das 
Many-to-One-Mapping (siehe Abschnitt 6.1.1) und das One-to-
One-Mapping (siehe Abschnitt 6.2.1) eingegangen.
6.1.1 Many-to-One-Mapping
Die Darstellungstechnik kann sowohl für kategorische als auch 
geordnete Attribute (siehe Kapitel 2.2.2) genutzt werden. Tabelle 
6.1 zeigt verschiedene Varianten, die bekannte Glyphdarstellun-
gen aufgreifen und diese variieren – vergleichbar mit einer mor-
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phologischen Analyse (siehe Kapitel 2.3.1) – um den unterschied-
lichen Datenattributen gerecht zu werden. Das Ergebnis stellt ein 
Grundrepertoire für die nachfolgenden Konzepte zur Verfügung. 
Die linke Seite zeigt kategorische Daten, die keine inhärente Ord-
nung aufweisen. Die rechte Seite stellt Variationen für quantitative 
Daten dar, bei denen es um die Darstellung konkreter Werte geht. 
Geordnete Mengen (ordinale Datenattribute) können durch die Va-
rianten der linken Seite in Tabelle 6.1 dargestellt werden, mit dem 
Unterschied, dass die Reihenfolge der einzelnen Elemente einer 
Bedeutung beigemessen wird. Ebenso können sie mit den quanti-
tativen Darstellungsmethoden kombiniert werden. Die Glyphvari-
anten werden weiterhin für drei-, vier- und achtdimensionale Daten- 
sätze dargestellt, um Rückschlüsse auf deren Skalierbarkeit zu 
ziehen.
Die linke Seite der ersten Zeile in Tabelle 6.1 zeigt die Shape-Co-
ding-Technik, die auf einer Ringmetapher aufbaut und in Kapitel 
2.2.4 in Bild 2.19 (links) vorgestellt wurde. Einzelne Ringe reprä-
sentieren die binären Kategorien, deren Kriterien entweder erfüllt 
(farbig) oder nicht erfüllt (hellgrau) sein können. Zur besseren Un-
terscheidbarkeit sind den Ringen neben der Größe und Positio-
nierung im Kreis unterschiedliche Farben zugeordnet, was dem 
One-to-Many-Mapping entspricht und in diesem Beispiel mit 
dem Many-to-One-Mapping kombiniert wird. Darunter wird eine 
Variation dieser Technik dargestellt, in der drei unterschiedliche 
Kategorien auf die visuelle Variable Farbe projiziert werden, die 
anschließend zu mehreren Ringen zusammengefügt werden, so 
dass die einzelnen Kategorien auch mehrfach auftreten können. 
Die rechte Seite zeigt Variationen für quantitative Datenattribute. 
Während in der ersten Zeile die Messwerte auf die Länge abge-
tragen werden, werden diese in der zweiten Zeile auf die visuelle 
Variable Helligkeit projiziert. Alle vier Varianten zeigen, dass es 
bei mehr als vier Dimensionen schwierig ist, die einzelnen Ringe 
voneinander zu unterscheiden.
Ein zweites Beispiel zeigt die Tortenglyphe (Pie), welche am 
Beispiel der Clock Glyph (siehe Bild 2.19, rechts) in Kapitel 2.2.4 
gezeigt wurde. Einzelne Tortenstücke können in einer binären 
Darstellungsweise – vergleichbar mit den Ringen – gefärbt oder 
ausgegraut werden. Das Beispiel zeigt, dass durch die unter-
schiedliche Ausrichtung der Tortenstücke eine ausreichende Un-
terscheidbarkeit auch ohne zusätzliche Farbkodierung gegeben 
ist. Darunter wird die Pie-Glyphe mit der bereits vorgestellten 
Farbkodierung für drei verschiedene Kategorien gezeigt. Die 
einzelnen Segmente sind im Vergleich zu den Ringen leichter 
voneinander zu unterscheiden. Die quantitativen Daten werden 
ebenfalls auf die Helligkeit und in einer zweiten Variante auf die 
Fläche projiziert. Während bei der Nutzung der visuellen Variablen 
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Helligkeit eher die Verteilung von hellen und dunklen Regionen 
unterschieden werden können, fällt die Identiﬁzierung konkreter 
Tortenstücke bei der Abbildung auf die visuelle Variable Fläche 
leichter. Dies ist damit zu begründen, dass die Tortenstücke mit 
zunehmenden Radius schneller in der Fläche ansteigen und die 
visuelle Variable Fläche effektiver als Helligkeit ist (siehe Bild 2.13 
in Kapitel 2.2.3). 
Das dritte Beispiel zeigt eine Blumenglyphe (Flower), in der die 
einzelnen Blütenblätter die jeweiligen Datenattribute kodieren 
Kategorische Attribute Quantitative Attribute






Tabelle 6.1: Glyphvariationen 
für kategorische und quantitative 
Datenattribute für drei-, vier- und 
achtdimensionale Datensätze
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(siehe Kapitel 2.2.4, Bild 2.17). Die Varianten für die quantitativen 
Attribute nutzen wie die Pie-Glyphe die visuellen Variablen Länge 
und Helligkeit. Bei acht Dimensionen sind sich die beiden Glyph-
varianten sehr ähnlich, während bei weniger Dimensionen hohe 
Werte nicht so sehr hervorgehoben werden wie bei der Pie-Gly-
phe. Die kategorischen Datenattribute können ebenfalls in einer 
farbkodierten Variante dargestellt werden, die durch die Reihenfol-
ge und die Ausrichtung der einzelnen Blütenblätter unterschieden 
werden können. In der binären Variante kann der Aufbau der Flo-
wer-Glyphe jedoch variieren, indem nur die Blütenblätter, welche 
die zutreffenden Kriterien kodieren, im Kreis anordnet werden. Da 
hier keine eindeutige Position der Datenattribute vorgegeben ist, 
wird eine Farbkodierung zur Unterscheidung der einzelnen Werte 
verwendet.
Das nächste Beispiel baut auf den Whisker Plots auf (siehe Bild 
2.20, links). In ihrer originalen Form werden quantitative Daten-
attribute auf die Länge von radial angeordneten Liniensegmenten 
projiziert. In einer Alternative für binäre Datenwerte wird das je-
weilige Liniensegment ausgeblendet, sofern das zugrundeliegen-
de Kriterium nicht erfüllt ist. In dieser Variante wird die Position im 
Gegensatz zur Flower-Glyphe beibehalten. Die Farbe kann jedoch 
eingesetzt werden, um die Unterscheidung der einzelnen Werte 
zu erleichtern und stellt in Kombination mit der Ausrichtung ein 
One-to-Many-Mapping dar.
Die fünfte Variante baut auf den in Kapitel 2.2.4 beschriebenen 
Star Plots auf. Bei diesen werden die Datenattribute – ähnlich zu 
den Whisker Plots – auf die Länge der Liniensegmente abgetra-
gen, mit dem Unterschied, dass die Liniensegmente miteinander 
verbunden sind (siehe Bild 2.20, rechts). Die rechte Seite zeigt die 
ursprüngliche Variante für quantitative Datenattribute. Die entste-
hende Fläche kann zusätzlich mit einer Farbe ausgefüllt werden, 
um ein zusätzliches kategorisches Attribut zu kodieren. Die linke 
Seite zeigt Adaptionen für kategorische Daten, welche die entste-
henden Segmente ausfüllen und mit der Pie-Glyphe vergleichbar 
sind.
Dem letzten Beispiel liegen Balkendiagramme (Bars) zugrunde, 
die für quantitative Datenattribute genutzt werden können. Die-
se können linear oder radial angeordnet werden. Bei acht oder 
mehr Dimensionen ist die Unterscheidung von einzelnen Werten 
schwieriger, weshalb die visuelle Variable Farbe zur visuellen Un-
terteilung der Balken hilfreich sein kann. Bei vielen Dimensionen 
wird die Identiﬁzierung einzelner Werte durch ihre zunehmend 
geringere Breite erschwert. Hier unterstützt das lineare Layout, 
um – ähnlich zu einem Histogramm – Verteilungen erkennen zu 
können. Die radiale Variante wurde ebenfalls auf kategorische Da-
Ein Histogramm ist eine graphi-
sche Darstellung der absoluten 
bzw. relativen Häuﬁgkeitsver-
teilung. Der Flächeninhalt der 
einzelnen Säulen kodiert die 
Häuﬁgkeit der jeweiligen Klasse, 
während die Höhe die jeweilige 
Häuﬁgkeitsdichte darstellt.
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ten angewandt. Hier kann ebenfalls eine binäre oder farbkodier-
te Lösung zum Einsatz kommen. Der entstandene Ring hat den 
Vorteil, dass dieser mit weiteren Datenattributen oder anderen 
Zusatzinformationen im Zentrum der Glyphe kombiniert werden 
kann.
Die vorgestellten Glyphvarianten stellen ein Grundrepertoire für 
die verschiedenen Konzepte dar, die in diesem Kapitel vorgestellt 
werden. Das folgende Konzept ist sowohl für binäre Daten als 
auch für die Kombination von quantitativen und binären Daten ge-
eignet und baut auf der beschriebenen Whisker-Plot- und Star-
Plot-Technik auf.
Glyphkonzept für kategorische Daten
Das vorgestellte Konzept baut auf dem in Kapitel 5.1 beschriebe-
nen DelViz-Klassiﬁkationsschema auf und nutzt für die binäre Dar-
stellungstechnik die Personomy aus Kapitel 5.1.2. Die Visualisie-
rungstechnik soll dabei helfen, die Datenbank zu analysieren und 
unzureichend klassiﬁzierte Ressourcen zu identiﬁzieren [CLEMENTE 
ET AL. 2014]. Damit soll diese Darstellung vor allem den Aspekt der 
Evaluation (siehe Kapitel 4.2.3) unterstützen. Insbesondere wird 
mit der Glyphdarstellung die Aufgabe »Analysieren« fokussiert, 
indem ein Überblick über die Verteilungen im Datensatz gegeben 
wird. 
Vergleichbar mit der Whisker-Plot-Technik für binäre Daten in 
Tabelle 6.1, werden die 55 Schlagworte des DelViz-Klassiﬁkati-
onsschemas auf konzentrisch angeordneten Linien abgebildet. 
Es werden nur Linien dargestellt, die den Wert 1 repräsentieren. 
Die Schlagworte sind um das Zentrum der Glyphe in der Reihen-
folge entsprechend der Kategorien und Dimensionen des Del-
Viz-Klassiﬁkationsschemas angeordnet. Um die hierarchischen 
Beziehungen zwischen Schlagwort, Dimension und Kategorie 
zu verdeutlichen, wird jede Kategorie durch verschiedene Berei-
che des HSV-Farbmodells unterschiedlich farblich kodiert. Dar-
in grenzen sich die Dimensionen durch leichte Unterschiede in 
den Farbtönen voneinander ab. Im Inneren der Glyphe wurde ein 
Kreis hinzugefügt, damit Glyphen mit keinem erfüllten Kriterium 
eine Grund-Präsentationsform haben. 
Die vorgestellte Darstellungstechnik TagStar wurde entwickelt, 
um Nutzern bei der Klassiﬁkation von Datensätzen zu helfen. 
Jede Ressource in der Datenbank wird durch eine Glyphe darge-
stellt und bietet dem Nutzer die Möglichkeit, neu hinzugefügte 
Ressourcen zu indizieren. Um den Nutzer bei der Klassiﬁzierung 
zu unterstützen, wird im Zentrum der Glyphe ein sternförmiges 
»Empfehlungspolygon« abgebildet (siehe Bild 6.1, links). Der da-
für verwendete Algorithmus basiert auf [GRAHAM & CAVERLEE 2008] 
Bei dem HSV-Farbraum handelt 
es sich um ein Farbmodell in 
dem jede Farbe durch den Farb-
wert (Hue), die Farbsättigung 
(Saturation) und den Helligkeits-
wert (Value) deﬁniert wird.
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und [GARG & WEBER 2008] und berechnet die Relevanz für alle 
übrigen Schlagworte in Kombination mit den bereits zugeordne-
ten Schlagworten. Nach jedem Auswahlschritt wird das Empfeh-
lungspolygon aktualisiert und zeigt besonders große Ausprägun-
gen, wenn die Wahrscheinlichkeit des gemeinsamen Auftretens 
am höchsten ist. Um der Anforderung gerecht zu werden, den 
Datenbestand möglichst umfangreich – mit mindestens einem 
Schlagwort pro Dimension – zu indexieren, wird eine Konturlinie 
eingesetzt, die zwei benachbarte Dimensionen verbindet, sobald 
ein Schlagwort in dieser zur Beschreibung der Ressource zuge-
ordnet wurde. Je mehr Schlagworte der Ressource zugeordnet 
wurden, umso mehr ähnelt die Konturlinie einem geschlossenen 
Kreis und suggeriert dem Nutzer ein Gefühl der Vollständigkeit.
Durch die gemeinsame Anordnung vieler Glyphen entstehen 
Texturmuster, welche die Eigenschaften und Charakteristiken der 
Daten widerspiegeln [CLEMENTE ET AL. 2012]. Dies ermöglicht das 
Erkennen von unzureichend klassiﬁzierten Ressourcen und hebt 
diese zur Auswahl für den Klassiﬁzierungsprozess hervor (siehe 
Bild 6.1, rechts). Das Konzept unterstützt die Darstellung von hie-
rarchischen, kategorischen Daten. Die Nutzung der Whisker-Plot-
Technik erlaubt die Darstellung binärer Werte auf unterster Hie-
rarchieebene. Die Kombination mit der Star-Plot-Technik erlaubt 
zudem die Kodierung von binären Informationen auf einer höhe-
ren Hierarchieebene – in diesem Beispiel in der Ebene der Dimen-
sionen. Die Farbkodierung hebt zusätzlich die unterschiedlichen 
Kategorien des Klassiﬁkationsschemas hervor. In dem folgenden 
Abschnitt wird die Erweiterung des Konzepts auf die Kodierung 
zusätzlicher quantitativer Daten gezeigt.
Glyphvariationen für quantitative Daten
Das vorgestellte TagStar-Konzept eignet sich ebenfalls zur Dar-
stellung von Folksonomies (siehe Kapitel 5.1.2), bei denen die 
Schlagworte eine Ausprägung größer als 1 annehmen können. 
Dabei werden die jeweiligen Attributwerte auf die Länge der 
einzelnen Liniensegmente abgetragen. Die Visualisierung der 
Hierarchieebenen kann auch für diese Darstellungstechnik über-
nommen werden und kombiniert somit die kategorische und 
quantitative Technik.
Bild 6.1: TagStar-Glyphe als 
Indexierungshilfe mit Empfeh-
lungspolygon: für jede Zuordnung 
eines Schlagwortes in einer neuen 
Dimension wird die Kontur vervoll-
ständigt (links), Übersicht mehrerer 
Ressourcen (rechts) [CLEMENTE ET 
AL. 2014]
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Das Konzept kann zur Untersuchung von Ursachen genutzt wer-
den, die für abweichende Merkmalsausprägungen verantwortlich 
sind [CLEMENTE ET AL.  2014]. Dafür wird die Glyphe um die Anzahl 
der an dem Indexierungsprozess beteiligten Nutzer erweitert, 
welche auf dem Radius abgebildet werden (siehe Bild 6.2). Ha-
ben beispielsweise drei Nutzer das gleiche Schlagwort an eine 
Ressource vergeben, so vergrößert sich die Länge des jeweiligen 
Merkmalsvektors von 1 auf 3. Durch die Abbildung der Vektoren 
auf die Länge der konzentrisch angeordneten Linien folgt die da-
bei entstehende Kontur keinem einheitlichen Radius mehr. An-
hand der äußeren Form lässt sich nun relativ einfach erschließen, 
ob eine Ressource von allen Nutzern mit denselben Schlagworten 
beschrieben wurde oder ob es Abweichungen gibt. Diese Über-
sicht ist in Bild 6.3 zu sehen. Runde Glyphen weisen auf eine 
homogene Nutzermeinung hin, während eine sternförmige Kon-
tur verschiedene Meinungen repräsentiert. Letztere treten durch 
ihr abweichendes Erscheinungsbild deutlich hervor. Weiterhin er-
Bild 6.3: Mehrere TagStar-Gly-
phen zur Visualisierung des DelViz-
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Bild 6.2: TagStar-Glyphe zur 
Darstellung einer Folksonomy: Nut-
zereinträge werden auf den Radius 
abgebildet [Clemente 2011]
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geben sich wiederkehrende Muster im Datensatz, die mit dieser 
Darstellungstechnik leicht identiﬁziert werden können. Zum Bei-
spiel zeigen die halbkreisförmigen Glyphen, dass es viele interak-
tionsfreie Visualisierungen in der Datenbasis gibt. Dies begründet 
sich darin, dass die Dimensionen, welche die Interaktionsformen 
beschreiben, alle links angeordnet sind.
6.1.2 One-to-One-Mapping
Beim One-to-One-Mapping werden die verschiedenen Datenattri-
bute auf unterschiedliche visuelle Variablen projiziert. Diese Tech-
nik eignet sich vor allem für Datensätze, die aus einer Mischung 
von nominalen, ordinalen und quantitativen Datenattributen be-
stehen. Die Visualisierungskonzepte sind meist nicht so generisch 
auf verschiedene Datensätze anwendbar, wie dies bei den Variati-
onen des Many-to-One-Mapping in Tabelle 6.1 der Fall ist. In den 
folgenden beiden Abschnitten werden zwei Beispiele basierend 
auf verschiedenen Datensätzen vorgestellt.
Finanzglyphe
Das Überblicken eines komplexen Themengebietes wie das der 
Anlageprodukte ist für einen Laien kaum möglich. Allein der Anla-
getyp »Zertiﬁkate« weist über 30 allgemeine Eigenschaften auf. 
Für eine Entscheidungsﬁndung ist die Suche oder Sortierung nach 
einzelnen Eigenschaften oft nicht zielführend, da mehrere Fakto-
ren über die Eignung des Anlageproduktes entscheiden. Dieses 
Visualisierungskonzept wird zur Darstellung von Finanzdaten ver-
wendet und wurde in Kooperation mit der queo GmbH1 im For-
schungsprojekt »VISEA - Visual Search Interfaces«2 erstellt. Für 
die Finanzglyphe wurden die folgenden Datenattributen ausge-
wählt:
t Performance: gibt die Wertentwicklung eines Zertiﬁkats in 
einem bestimmten Zeitraum bzw. zu einem bestimmten Zeit-
punkt an. Die Performance ist ein quantitatives Datenattribut, 
die meist in Prozent angegeben wird. Weiterhin kann sie ei-
nen positiven oder negativen Wert besitzen (siehe Bild 2.10, 
divergierender Wertebereich).
t  Messintervalle: die Performance kann in verschiedenen In-
tervallen gemessen werden wie beispielsweise in der Tages-
Performance, Wochen-Performance, Monats-Performance 
und Jahres-Performance. Diese Messintervalle sind den ordi-
nalen Datenattributen zuzuordnen.
t  Volatilität: gibt den Schwankungsbereich von Kursen an. Ist 
der Wert hoch, unterliegt der Kurs des Finanzproduktes star-
1 https://www.queo.de, Abrufdatum 21.08.2018
2 https://forschungsinfo.tu-dresden.de/detail/forschungsprojekt/13810, 
Abrufdatum 21.08.2018
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ken Schwankungen und weist somit auf ein höheres Risiko 
hin. Die Volatilität stellt ebenfalls ein quantitatives Datenattri-
but mit einem sequentiellen Wertebereich von [0…n] dar.
t  Laufzeit: beschreibt den Zeitraum zwischen Ausgabetag (Be-
ginn) und Bewertungstag (Ende) und stellt ein quantitatives 
Datenattribut dar. Verschiedene Informationen können für den 
Suchenden interessant sein: eine Möglichkeit ist es, die Zeit 
zu betrachten, die ein Finanzprodukt schon auf dem Markt ist 
oder wie lange es noch auf dem Markt bleibt. Weiterhin kann 
die Gesamtlaufzeit von Interesse sein. Zu beachten ist hier, 
dass ein Zertiﬁkat auch kein Laufzeitende haben kann (Open 
End). Es ist ebenso möglich, ordinale Zeitintervalle zu bilden 
wie beispielsweise < 1Jahr, <10 Jahre, Open End.
 
Das Konzept der Finanzglyphe stellt die Messintervalle in Form 
von Ringen dar (siehe Tabelle 6.1, Ring-Glyphe), die von innen nach 
außen die Tages-, Wochen-, Monats- und Jahres-Performance re-
präsentieren. Basierend auf einer Baumring-Metapher haben Pro-
dukte, die noch nicht lange am Markt sind, entsprechend weniger 
Ringe. Wie am Finanzmarkt häuﬁg eingesetzt, kodiert die Farbe 
eine positive (grün) oder negative Performance (Wertverlust = 
rot). Die Ringe überlagern sich und nutzen eine leichte Transpa-
renz, damit jüngste Kursentwicklungen nicht zu sehr ins Gewicht 
fallen (siehe Bild 6.4, links). Durch die Überlagerung entstehen 
gelb-orange Farbnuancen. Eine negative Tagesentwicklung er-
scheint dadurch nicht mehr rot sondern gelb, wenn die Kursent-
wicklung in den anderen Messintervallen positiv verlief. 
Eine Uhrenmetapher wird genutzt, um die Laufzeit des Produk-
tes auf den äußeren grauen Ring abzubilden. Damit werden die 
bereits vergangene Zeit am Markt und die der Restlaufzeit ins Ver-
hältnis gesetzt. Die Volatilität wird in der Glyphe über eine dünne 
Hülllinie dargestellt. Je größer die Linienfrequenz, umso höher ist 
der Volatilitätswert. In Bild 6.4 (rechts) werden vier verschiede-
ne Anlageprodukte mit der Finanzglyphe visualisiert. Die ersten 
beiden Beispiele zeigen Zertiﬁkate, die noch kein Jahr am Markt 
sind, was durch die drei Ringe symbolisiert wird. Während das 
erste Produkt alternierenden Kursschwankungen unterlag, sind 
diese bei den anderen drei Beispielen konstant positiv bzw. ne-
gativ. Durch den äußeren grauen Ring wird ersichtlich, dass das 
zweite Produkt schon länger am Markt ist als das Erste. Dagegen 
Bild 6.4: links: Ringmetapher 
zur Darstellung der Kursschwan-
kungen, rechts: Finanzglyphe 
am Beispiel vier verschiedener 
Finanzprodukte
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handelt es sich bei den rechten Produkten um Open-End-Zertiﬁ-
kate, was mit Hilfe eines geschlossenen Ringes dargestellt wird. 
Die Volatilität ist bei der zweiten Glyphe am höchsten, dargestellt 
durch die Kreishüllenfrequenz.
Produktglyphe
Ein weiteres Konzept, das auf dem One-to-One-Mapping aufbaut, 
nutzt den Produktdatensatz von Amazon3. Dieser enthält 548.522 
Produkte und nutzt die folgenden Datenattribute zur Visualisie-
rung einer Glyphe:
t  ASIN (Amazon Standard Identiﬁcation Number): eindeu-
tige Produktnummer, die unter anderem dafür verwendet 
werden kann, um Zusatzinformationen (z.B. Vorschaubild für 
jedes Produkt) auf Amazon.com abzurufen oder um ähnliche 
Produkte zu identiﬁzieren. Jeweils fünf ähnliche Produkte 
werden in Form der ASIN jedem Produkt zugewiesen, wo-
durch eine Netzwerkstruktur entsteht.
t  Produktgruppe: jedes Produkt kann einer von vier Produkt-
kategorien zugeordnet werden (Bücher, DVDs, Musik-CDs 
und Videos). Die Produktgruppe stellt ein kategorisches 
Datenattribut dar.
t  Verkaufsrang: der Rang wird zu allen Produkten in Bezie-
hung gesetzt und stellt ein quantitatives Datenattribut dar.
t Bewertungen: beinhaltet Produktbewertungen, die als Ein-
zelbewertungen und Gesamtbewertungen gespeichert wer-
den. Weiterhin wird angegeben, wie hilfreich eine Bewertung 
war. Bei allen Werten handelt es sich um quantitative Daten, 
welche in ordinale Kategorien von 1 – 5 Sternen unterteilt 
werden können.
t Anzahl der Bewertungen: ist ein quantitatives Datenattribut, 
das die Anzahl der Nutzer repräsentiert, welche eine Bewer-
tung für das jeweilige Produkt abgegeben haben.
 
Um die vielen Produkte darzustellen, wurde ein Konzept entwi-
ckelt, das verschiedene Detailgrade anbietet [MÜLLER ET AL. 2017], 
die in Bild 6.5 abgebildet werden.
In der untersten Detailstufe werden nur wenige Datenattribute 
visualisiert, um die Darstellungen möglichst klein zu halten und 
so viele Produkte wie möglich in einem Überblick darzustellen. 
Die kleinste Glyphvariante stellt jedes Produkt als einen Kreis dar, 
dessen Farbe die vier Produktklassen kodiert (siehe Bild 6.5, Le-
vel 1). Zusätzlich wird die Durchschnittsbewertung auf die visuelle 
Variable Helligkeit projiziert: hellere Kreise repräsentieren positi-
ve Bewertungen, während dunklere Kreise auf negative Bewer-
3 https://snap.stanford.edu/data/amazon-meta.html, Abrufdatum 
20.08.2018
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tungen hinweisen. Diese Kodierung hat auf einem dunklen Hin-
tergrund den Vorteil, dass Produkte mit positiven Bewertungen 
hervorstechen. Haben einzelne Produkte keine Reviews, wird die 
Farbe nur als Kontur dargestellt.
Auf der zweiten Detailstufe wird die Durchschnittsbewertung in 
ordinale Kategorien durch den Einsatz von Sternen dargestellt. 
Während die Farbkodierung in Level 1 nur den Vergleich zulässt, 
ob ein Produkt besser oder schlechter bewertet ist, erlaubt die 
Einteilung in diskrete Klassen eine leichtere Identiﬁzierung eines 
konkreten Wertes. Da Durchschnittsbewertungen in 0.5-Schritten 
angegeben werden, wird die Füllung des Sterns genutzt, um hal-
be bzw. ganze Bewertungsstufen zu kodieren. Die Sterne sind 
auf dem äußeren Radius der Glyphkontur angeordnet und lassen 
Lücken zwischen der Kontur (siehe Bild 6.5, Level 2). Somit kön-
nen auch in kleineren Auﬂösungen die Lücken erkannt werden, 
die sich auf die Anzahl der Sterne beziehen. Besitzt ein Produkt 
keine Bewertungen, weist die Kontur keine Lücken auf. Gleich-
zeitig bietet die Kontur ein visuelles Bezugssystem für einen in-
neren Kreis, dessen Größe die Anzahl der Bewertungen kodiert. 
Weiterhin wird die visuelle Variable Helligkeit aus Level 1 für den 
inneren Kreis übernommen, wodurch die Glyphe in Kombination 
mit der Anzahl der Sterne ein One-to-Many-Mapping anbietet.
Die dritte Detailstufe zeigt ein Vorschaubild des jeweiligen Produk-
tes im Inneren des Ringes an. Dies ist im Vergleich zum abstrak-
ten Datensatz der Finanzdaten bei den Produktdaten wichtig, um 
bestimmte Produkte wiederzuerkennen oder den emotionalen 
Aspekt der Suche (siehe Kapitel 4) zu unterstützen. Vergleichbar 
zum zweiten Level wird die Durchschnittsbewertung auf die An-
zahl der Sterne projiziert. Zusätzlich wird der Verkaufsrang ange-
geben, der vergleichbar mit der Laufzeit der Finanzglyphe, auf der 
äußeren Kontur dargestellt wird (siehe Bild 6.5, Level 3). 
Auf der höchsten Detailstufe werden das Vorschaubild und der 
Verkaufsrang aus Level 3 übernommen. Jedoch werden nicht 
mehr die Durchschnittsbewertungen dargestellt, sondern ein-





















Bild 6.5: Produktglyphe mit vier 
verschiedenen Detailgraden
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zelne Bewertungen in Form gestapelter Sterne. Ein Stapel ent-
spricht einer Bewertung und kann die Werte 1 bis 5 annehmen, 
die im Uhrzeigersinn auf der Konturlinie dargestellt sind. Diese 
Darstellungsart entsprecht der Whisker-Plot-Technik und stellt 
ein Many-to-One-Mapping dar (siehe Abschnitt 6.1.1). Weiterhin 
gibt die Transparenz Aufschluss, wie hilfreich die spezielle Bewer-
tung war: je transparenter der Stapel, desto weniger hilfreich war 
die Bewertung.
Die beiden vorgestellten Konzepte zeigen, dass aufbauend auf 
dem Datensatz individuelle Konzepte mit dem One-to-One-Map-
ping erstellt werden können. Die Ansätze demonstrieren aber 
auch, dass eine Kombination mit den anderen beiden Mapping-
Strategien möglich ist. Weiterhin sind verschiedene Detailgrade 
möglich, um einen Überblick für viele Objekte anzubieten und für 
den direkten Vergleich von einer überschaubaren Menge von Ob-
jekten mehrere Attribute zu visualisieren. Ersteres unterstützt die 
Aufgabe »Analysieren« der motivbasierten Suche, während letz-
teres den genauen Vergleich und die Identiﬁzierung einzelner 
Werte unterstützt (siehe Kapitel 4.2.3). Da das One-to-One-Map-
ping nicht generalisierbar für verschiedene Datensätze ist, son-
dern immer eine vorherige Analyse der zur Verfügung stehenden 
Datenattribute erfordert, wird in der Nutzerstudie, die im folgen-
den Kapitel vorgestellt wird, auf Glyphen mit einer Many-to-One-
Mapping-Strategie eingegangen (siehe Abschnitt 6.1.1).
6.2 Nutzerstudien
Um die Eignung der Glyphen für die Ähnlichkeitssuche und die 
Analyse multidimensionaler Datenwerte zu testen, wurden zwei 
verschiedene Nutzerstudien durchgeführt.  Eine Vorstudie verfolgt 
die Idee, verschiedene Beispiele aus dem Grundrepertoire in Ta-
belle 6.1 aufzugreifen und diese mit sogenannten »Differenzgly-
phen« zu vergleichen (siehe Abschnitt 6.2.1). Eine zweite Nutzer-
studie greift zwei vielversprechende Glyphvarianten auf und stellt 
diese einem tabellarischen Layout gegenüber (siehe Abschnitt 
6.2.2).
6.2.1 Evaluation von Differenzglyphen
In einem initialen Nutzertest wurden verschiedene Glyphvaria-
tionen aus dem Grundrepertoire (siehe Tabelle 6.1) ausgewählt. 
Dabei wurde sich auf die Darstellung von quantitativen Wer-
ten fokussiert, die den meisten Datenattributen des genutzten 
Produktdatensatzes entsprachen. Es wurden möglichst unter-
schiedliche Glyphvariationen für die noch sehr breitgefächerte 
Evaluation mit dem Ziel ausgewählt, Favoriten für die folgende 
fokussiertere Nutzerstudie identiﬁzieren zu können, welche aus-
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gewählte Glyphen einem tabellarischen Layout gegenüberstellt 
(siehe Abschnitt 6.2.2). Des Weiteren wurde im Kontext der Ähn-
lichkeitssuche die Idee verfolgt, nur die Differenzwerte zu einem 
ausgewählten Beispiel in den Glyphen darzustellen. Diese wer-
den im Folgenden als Differenzglyphe bezeichnet. Untersucht 
wurden fünf verschiedene Glyphvariationen: Bar, Pie, Ring, 
Whisker Plot und eine Adaption der Helligkeitsabstufungen in 
Form der Shape-Coding-Technik (siehe Kapitel 2.2.4). Von jeder 
Glyphe wurde eine Differenzglyphe entwickelt. Die sich daraus 
ergebenden Varianten werden in Bild 6.6 von links nach rechts 
präsentiert: 
t Bar-Absolut: stellt die absoluten Werte eines Produktes als 
Balken dar.
t Bar-Differenz: stellt die Unterschiede zu einem Produkt in 
Form von Balken auf einer divergierenden Achse dar: negati-
ve Unterschiede werden nach links und positive Unterschiede 
nach rechts abgetragen.
t Pie-Absolut: zeigt die quantitativen Werte in Form eines Tor-
tendiagramms.
t  Pie-Differenz: nutzt einen Ring als festes Bezugssystem, wel-
ches die Werte des Beispielproduktes repräsentiert. Überla-
gert das Tortenstück diesen äußeren Radius, ist der Wert der 
aktuellen Glyphe größer.
t  Ring-Absolut: stellt die absoluten Werte als Ringe dar.
t  Ring-Differenz: nutzt ebenfalls eine divergierende Achse, um 
negative und positive Unterschiede als Ringe darzustellen.
t  Whisker-Absolut: stellt die absoluten Werte als Whisker-Plot 
dar.
t  Whisker-Differenz: nutzt ein Sechseck als Bezugssystem, 
welches die Werte des Beispielproduktes repräsentiert. Über-
lagerungen weisen auf höhere Werte hin.
t  ShapeCoding-Absolut: nutzt die Helligkeit, um die absoluten 
Werte in jeder Kachel darzustellen.
t ShapeCoding-Differenz: nutzt die Helligkeit, um Unterschie-
de darzustellen. Zudem werden mit grün und rot positive bzw. 
negative Unterschiede kodiert.
 
Mithilfe eines Prototyps, der die verschiedenen Glyphvariationen 
in einem Matrix-Layout präsentiert, konnten diese miteinander 





















Bild 6.6: Glyphvariationen der 
Nutzerstudie
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sichtlich folgender Aufgaben untersucht: (1) die schnelle Identiﬁ-
zierung von einzelnen Extremwerten und (2) die Suche von Pro-
dukten mit ähnlichen Eigenschaften.
Für den Nutzertest wurde eine Webanwendung erstellt, welche 
einen Datensatz mit 200 Finanzprodukten in Form von Glyphen 
darstellt. Jeder Glyph bildet 5 quantitative Datenattribute eines 
Produktes ab. Alle Glyphen werden ungeordnet in einem gleich-
förmigen Raster dargestellt. Bild 6.7 zeigt das Interface am Bei-
spiel der Glyphe Bars mit dem Unterschied, dass auf dem Bild-
schirm in der Studie ein schwarzer Hintergrund verwendet wurde, 
der hier zur besseren Lesbarkeit nicht dargestellt wird. Die Größe 
der Glyphen wurde so gewählt, dass alle Glyphen gemeinsam, 
ohne Scrollen für den Benutzer sichtbar sind. In einem Bereich am 
unteren Rand der Anwendung werden dem Nutzer Detailinforma-
tionen zu den Produkteigenschaften präsentiert.
Durchführung
An dem Nutzertest nahmen 10 Teilnehmer (davon 4 Frauen) im 
Alter von 26 – 50 Jahren (Mittelwert (M) = 31, Standardabwei-
chung (SD) = 3.43) teil. Die Hälfte der Teilnehmer hatte bereits mit 
Informationsvisualisierungen gearbeitet. Bis auf zwei Ausnahmen 
hatten die Teilnehmer keine tiefgehenden Erfahrungen mit Finanz-
produkten und deren Eigenschaften.
Zu Beginn wurde den Teilnehmern eine kurze Einführung in das 
Interface und die Benutzung der Anwendung gegeben. Für jede 
Glyphvisualisierung sollten anschließend drei Aufgaben aus den 
folgenden drei Aufgabenblöcken gelöst werden:
1  Identiﬁzierung von Extremwerten: z.B. »Finde das Produkt, 
das die höchste Performance besitzt!« 
Bild 6.7: Ausschnitt der 
Webanwendung, die jeweils 200 
Finanzprodukte zeigt
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2  Identiﬁzierung des ähnlichsten Produktes: z.B. »Finde das 
Produkt, das am ähnlichsten zum Referenzprodukt A ist!«
3  Identiﬁzierung des ähnlichsten Produktes mit ei-
ner vorgegebenen Abweichung: z.B. »Finde das Pro-
dukt, was ähnlich zum Referenzprodukt A ist, aber einen 
niedrigeren Wert in der Week-Performance hat!«
Der Aufbau und die Funktionsweise jeder Glyphe wurden vor 
Beginn der Aufgabenbearbeitung kurz erläutert. Jede Aufgabe 
wurde dem Teilnehmer in Form eines Popups präsentiert. Nach-
dem er die Aufgabenstellung gelesen und durch Bestätigung ei-
nes Buttons signalisiert hat, dass er bereit ist anzufangen, wurde 
die Zeit zur Lösung der Aufgabe gemessen. Eine Aufgabe galt 
als abgeschlossen, sobald der Teilnehmer ein Produkt angeklickt 
hat, welches seiner Meinung nach die Aufgabe am besten erfüllt. 
Nach der Auswahl der Glyphe wurde vom System die Genauigkeit 
(Abstand zum perfekten Ergebnis) gemessen und abgespeichert. 
Nach jeder Aufgabe wurde die Anordnung der Glyphen randomi-
siert, um zu vermeiden, dass bestimmte Positionen im Gedächt-
nis bleiben und die Zeitmessung verfälschen.
Nachdem die insgesamt neun Aufgaben für jede Glyphvariante 
gelöst wurden, füllten die Teilnehmer einen Fragebogen aus, der 
die Glyphen hinsichtlich Effektivität, Erlernbarkeit, Zufriedenheit, 
Joy of Use und Efﬁzienz bewertet:
t F1 - Effektivität: Ich konnte alle Aufgaben gut mit der Glyphe 
lösen.
t F2 - Erlernbarkeit: Die Funktionsweise der Glyphe war leicht 
erlernbar.
t  F3 - Efﬁzienz: Ich hatte das Gefühl, schnell zum passenden 
Ergebnis zu kommen.
t  F4 - Genauigkeit: Ich hatte das Gefühl, die richtigen Ergeb-
nisse gefunden zu haben.
t  F5 - Joy of Use: Es hat Spaß gemacht die Glyphe zu benut-
zen, um große Datenmengen zu analysieren.
 
Dafür wurde eine Likert-Skala mit fünf Merkmalsausprägungen 
verwendet (1 = »trifft gar nicht zu« bis 5 = »trifft sehr zu«). Zusätz-
lich konnten freie positive und negative Anmerkungen gemacht 
werden.
Ergebnisse
Die Lösungszeit und Genauigkeit wurden mit einer 5 (Glyphe) x 
2 (Gruppe) x 3 (Aufgabe) ANOVA mit Messwiederholung ausge-
wertet. Die Visualisierungsgruppen der absoluten Glyphen wird 
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im Folgenden Gruppe-Absolut und die der Differenzglyphen 
Gruppe-Differenz bezeichnet.
Bild 6.8 gibt eine Übersicht über die Mittelwerte der Lösungszei-
ten der verschiedenen Glyphen geordnet nach den Aufgaben. Bei 
der Auswertung der Lösungszeiten ergaben sich sowohl signiﬁ-
kante Unterschiede zwischen den Aufgaben, F(2,18) = 13.683, 
p < 0.001, als auch zwischen der Gruppe F(1,9) = 15.448, p = 
0.003. Aufgabe 1 und 2 (A1: M = 14.88, SD = 3.44, A2: M = 
17.55, SD = 5.03) wurden im Mittel schneller bearbeitet als Aufga-
be 3 (M = 23.35, SD = 5.46). Weiterhin war die Gruppe-Absolut 
im Mittel schneller als Gruppe-Differenz (Absolut: M= 17.5, SD 
= 2.35, Differenz: M = 19.7, SD = 3.32). Zwischen den Glyphen 
selbst gab es keine signiﬁkanten Unterschiede, F(4,36) = 1.823, 
p = 0,146.
Weiterhin gab es eine Interaktion zwischen Aufgabe und Grup-
pe, F(2,18) = 4.762, p = 0.022. Im paarweisen Vergleich ist dieser 
Effekt nur in Aufgabe 3 zu beobachten, in der mit Gruppe-Abso-
lut im Mittel schnellere Lösungen erzielt werden als mit Gruppe-
Differenz (Absolut: M = 20.68, SD = 3.9, Differenz: M = 26.03, 
SD = 5.8), p = 0.007.
Weiterhin tritt eine Interaktion zwischen Aufgabe, Gruppe und 
Glyphe auf, F(8,72) = 2.421, p = 0.022. Der paarweise Vergleich 
zeigt diese Effekte nur bei der Glyphe Bar in Aufgabe 1, p = 0.36, 
in der Bar-Absolut schneller war als Bar-Differenz (Absolut: M = 
11.09, SD = 3.95, Differenz: M = 18.204, SD = 11.85). Weiterhin 
tritt der Effekt bei Glyphe Whisker in Aufgabe 1 und 3 auf. In Auf-
gabe 1 war die Glyphe Whisker-Absolut langsamer als Whisker-
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Bild 6.8: Lösungszeit für alle Auf-
gaben (Fehlerbalken repräsentieren 
die Standardabweichung)
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Differenz, p = 0.027 (Absolut: M = 14.98, SD = 9.85, Differenz: 
M = 10.28, SD = 5.46). In Aufgabe 3 hingegen war die Glyphe 
Whisker-Differenz langsamer als Whisker-Absolut (Absolut: M 
= 16.42, SD = 7.36, Differenz: M = 24.83, SD = 26.11).
Die Auswertung der Genauigkeit ergab signiﬁkante Unterschie-
de zwischen den Aufgaben, F(2,18) = 25.201, p < 0.001, jedoch 
nicht zwischen den Gruppen oder Glyphen, beide Fs < 0.59 und 
ps > 0.60. Im Mittel war die Genauigkeit bei Aufgabe 1 besser (M 
= 5.17, SD = 4.8) als bei Aufgabe 2 und 3 (Aufgabe 2: M = 23.62, 
SD = 11.06, Aufgabe 3: M = 23.55, SD= 13.22) (siehe Bild 6.9).
Weiterhin traten Interaktionen zwischen den Aufgaben und Gly-
phen auf, F(8,72) = 3.911, p < 0.001. Im paarweisen Vergleich zeig-
te sich dieser Effekt nur in Aufgabe 2, in der die Glyphe Pie eine 
signiﬁkant schlechtere Genauigkeit aufweist als Bars (p = 0.032), 
Ring (p = 0.021) und Whisker (p = 0.020). Weiterhin trat eine 
Interaktion zwischen den Glyphen und der Gruppe auf, F(4,36) 
= 3.975, p = 0.009. Dieser Effekt tritt im paarweisen Vergleich 
bei der Gruppe Pie (p = 0.068) und der Gruppe Ring (p = 0.062) 
auf. Pie-Absolut ist genauer als die Differenzglyphe (Absolut: M 
= 16.256, SD = 11.96, Differenz: M = 24.788, SD = 22,9). Bei der 
Gruppe Ring liegt der umgekehrte Fall vor und Ring-Differenz 
ist genauer als Ring-Absolut (Absolut: M = 27.603, SD = 4.32, 
Differenz: M = 7.366, SD = 4.32).
Die Fragenbögen wurden ebenfalls mit einer 5 (Glyphen) x 2 
(Gruppe) ANOVA mit Messwiederholung ausgewertet.
Die Frage 1 nach der Effektivität ergab signiﬁkante Unterschie-
de zwischen den Glyphen, F(4,32) = 4.878, p = 0.003 und den 
Gruppen, F(1,9) = 11.877, p = 0.009. Die Gruppe Differenz wur-












Aufgabe 1 Aufgabe 2 Aufgabe 3
Bild 6.9: Genauigkeit für alle Auf-
gaben (Fehlerbalken repräsentieren 
die Standardabweichung)
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de als weniger effektiv bewertet als die Gruppe Absolut (siehe 
Bild 6.10). Im paarweisen Vergleich zeigten sich nur signiﬁkante 
Unterschiede zwischen der Glyphe ShapeCoding verglichen mit 
der Glyphe Pie (p = 0.028) und der Glyphe Ring (p = 0.014). Die 
Shape-Coding-Technik wurde weniger effektiv bewertet als die 
anderen beiden Glyphvarianten.
Frage 2 richtete sich an die Erlernbarkeit und zeigt ebenfalls si-
gniﬁkante Unterschiede zwischen den Gruppen, F(1,9) = 5.606, 
p = 0.042 und den Glyphen, F(4,36) = 15.535, p < 0.001. Auch in 
Bezug auf die Erlernbarkeit wurde die Gruppe Differenz gerin-
ger bewertet als die Gruppe Absolut. Im paarweisen Vergleich 
zeigten sich signiﬁkante Unterschiede zwischen der Glyphe Sha-
peCoding und den anderen Glyphen: Bar (p = 0.003), Pie (p = 
0.001), Ring (p = 0.001) und Whisker (p = 0.005). Die Shape-
Coding-Technik wurde als schwieriger zu erlernen eingestuft als 
die anderen Glyphen (siehe Bild 6.10).
Die Frage 3 nach der Efﬁzienz zeigte ebenfalls einen signiﬁkanten 
Haupteffekt in den Gruppen, F(1,9) = 8.836, p = 0.16 und in den 
Glyphen, F(4,36) = 5.559, p = 0.001. Das Gefühl, ein passendes 
Ergebnis gefunden zu haben, war bei der Gruppe Differenz nied-
riger als bei der Gruppe Absolut. Im paarweisen Vergleich zeigen 
sich signiﬁkante Unterschiede zwischen der Glyphe ShapeCo-
ding und der Glyph Pie, p = 0.006, sowie zwischen der Glyphe 
Whisker und der Glyphe Ring, p < 0.001. Die Glyphe ShapeCo-
ding wurde als weniger efﬁzient eingeschätzt als die Glyphe Pie 
und die Glyphe Whisker wurde niedriger bewertet als die Glyphe 
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Bild 6.10: Ergebnisse des Fragebo-
gens (Fehlerbalken repräsentieren 
die Standardabweichung)
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Bezüglich der Frage nach der wahrgenommenen Genauigkeit 
konnten ebenfalls signiﬁkante Unterschiede zwischen den Grup-
pen, F(1,9) = 13.454, p = 0.005 und den Glyphen festgestellt 
werden, F(4,36) = 7.650, p < 0.001. Erneut wurde die Gruppe 
Differenz niedriger bewertet als die Gruppe Absolut. Im paar-
weisen Vergleich zeigen sich Unterschiede zwischen der Glyphe 
ShapeCoding und der Glyphe Pie (p = 0.013) sowie der Glyphe 
Ring (p = 0.050). Die Glyphe Pie und die Glyphe Ring wurden be-
züglicher der Genauigkeit höher eingeschätzt als die Glyphe Sha-
peCoding (siehe Bild 6.10). Weiterhin gab es einen signiﬁkanten 
Unterschied zwischen der Glyphe Whisker und der Glyphe Pie (p 
= 0.038) sowie der Glyphe Ring (p = 0.009). Die Glyphe Whisker 
wurde in Bezug auf die Genauigkeit geringer bewertet als die Gly-
phen Pie und Ring.
Die letzte Frage nach der Benutzungsfreude (Joy of Use) ergab 
einen signiﬁkanten Haupteffekt bei den Gruppen, F(1,9) = 9.553, 
p = 0.013, als auch bei den Glyphen, F(4,36) = 4.504, p = 0.005. 
Erneut wurde die Gruppe Absolut höher bewertet als die Grup-
pe Differenz. Im paarweisen Vergleich zeigte sich nur ein signiﬁ-
kanter Unterschied zwischen der Glyphe ShapeCoding und der 
Glyphe Pie, p = 0.030, bei der die Glyphe ShapeCoding geringer 
bewertet wurde (siehe Bild 6.10).
Diskussion
Der Vergleich von Differenzglyphen mit der Angabe von absoluten 
Werten zeigte, dass die Gruppe Absolut für die geprüften drei 
Aufgaben gegenüber der Gruppe Differenz besser abschnitt. So-
wohl in den zeitlichen Messwerten als auch dem Fragenbogen 
konnten signiﬁkante Unterschiede gefunden werden. Gestützt 
wird dieser Aspekt durch die persönlichen Anmerkungen einiger 
Nutzer im Fragebogen: sind Abweichungen von der Differenz-
glyphe zu den vorgegebenen Werten nur minimal, dann sind 
die Unterschiede in den Differenzglyphen schwer wahrnehmbar 
(z.B. sehr kurze Ringe oder Linien), was die Unterscheidung der 
Attributwerte untereinander erschwert. Während große Unter-
schiede in den Differenzglyphen schnell ins Auge springen, ist 
der Vergleich von vielen kleinen Ausprägungen schwieriger als in 
der absoluten Darstellung, bei der die Ausprägungen meist mit 
mehr Fläche dargestellt wird. In diesem Sinne eignen sich die 
Differenzglyphen für die Identiﬁzierung genereller Unterschiede 
über alle Attribute hinweg, wohingegen der direkte Vergleich ein-
zelner Attributwerte mit der absoluten Darstellung zu empfehlen 
ist. 
Der Vergleich der Glyphen untereinander zeigte nur wenige signiﬁ-
kante Unterschiede, was vor allem auf die geringe Teilnehmerzahl 
der Vorstudie und die vielen Varianten zurückzuführen ist. Sowohl 
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die Konzentration als auch die Geduld nahmen im Laufe des Ex-
perimentes ab, da die Aufgaben mit sehr vielen Glyphvariationen 
wiederholt wurden. Dies spiegelte sich auch in dem Fragebogen 
im Bezug auf das Joy of Use wider, bei denen alle Werte unter 
3.5 angeordnet waren. Jedoch konnten Favoriten für eine zweite 
Nutzerstudie abgeleitet werden: Die Shape-Coding-Technik, bei 
der die Werte auf die Helligkeit projiziert wurden, schnitt im Fra-
genbogen am schlechtesten ab (siehe Bild 6.10). Im persönlichen 
Feedback einiger Nutzer wurde angemerkt, dass die Position ein-
zelner Attribute öfter verwechselt wurde als zum Beispiel in der 
Glyphe Pie, in der jedes Attribut durch eine andere Position und 
Neigung kodiert wurde. Weiterhin ﬁel es vielen Nutzern schwerer, 
konkrete Werte mithilfe der Helligkeit zu enkodieren, wohingegen 
es ihnen mit der Länge der Balken in der Glyphe Bars leichter ﬁel. 
Dies spiegelt auch die Reihenfolge der Effektivität der visuellen 
Variablen in Bild 2.13 wider. Auch ﬁel es vielen Nutzern schwer, 
die Ringe in der Ring-Glyphe eindeutig auseinander zu halten, 
vor allem, wenn diese sehr kurz waren. Bei vielen Attributen ist 
die Position in der Ring-Glyphe schwerer zu identiﬁzieren als 
zum Beispiel in einem radialen Layout wie der Pie- oder Whisker-
Glyphe. Weiterhin kam das Feedback auf, dass Unterschiede der 
Attribute in der Glyphe Pie größer erscheinen als bei der Glyphe 
Bar, was auf die größere Fläche zurückzuführen ist, die sich bei 
der Verlängerung eines Tortenstückes ergibt.
Auf Basis dieses persönlichen Feedbacks wurden die Glyphe 
Ring und ShapeCoding in der nachfolgenden Studie nicht be-
trachtet. Aufgrund des Feedbacks zu der Glyphe Pie im Vergleich 
zu der Glyphe Bar, wurde die Glyphe Flower (siehe Tabelle 6.1) in 
einer aufbauenden Nutzerstudie (siehe Abschnitt 6.2.2) verwen-
det, welche die Vorteile aus beiden Glyphvariationen vereint: Bei 
höheren Werten wird nur die Länge und nicht die ganze Fläche 
vergrößert. Weiterhin unterstützt das radiale Layout bei der Iden-
tiﬁzierung der Attributwerte. Dies basiert auf dem persönlichen 
Feedback der Nutzer als auch der Nutzerstudie von FUCHS ET AL., 
die ergab, dass das radiale Layout effektiver ist, um Werte an ei-
ner bestimmten Position zu lokalisieren [FUCHS ET AL. 2013]. Wei-
terhin wird die Star-Plot-Technik angewandt, die zu den unter-
schiedlichen Längen der Attribute beim Whisker-Plot noch eine 
äußere Kontur anbietet, um gleiche und unterschiedliche Muster 
besser hervorzuheben.
6.2.2 Evaluation von Star-Plots und Flower-Glyphen
Die Nutzerstudie untersucht die Flower-Glyphe und die Star-Plots 
(siehe Tabelle 6.1) anhand von quantitativen Daten und stellt die-
se einem tabellarischen Layout gegenüber [KECK ET AL. 2017]. Die 
Auswahl dieser Glyphen begründet sich in den Ergebnissen der 
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Vorstudie (siehe Abschnitt 6.2.1). Ziel dieser Studie ist es, die bei-
den Glyphen für die Eignung von Vergleichs- und Analyseaufga-
ben zu evaluieren. Im Vorfeld der Studie wurden zunächst fünf 
verschiedene Hypothesen formuliert:
t H1: Glyphen haben eine geringere Lösungszeit als die Ta-
belle bei Vergleichsaufgaben. Es wird angenommen, dass 
bei graphischen Darstellung die kognitiven Fähigkeiten des 
Nutzers besser ausgenutzt werden, wenn es um den Ver-
gleich von Mustern geht. 
t H2: Glyphen haben eine geringere Lösungszeit als die Ta-
belle, wenn es um die Identiﬁzierung von Ausreißern und 
Extremwerten geht. Wenn keine konkreten Werte benötigt 
werden, kann bei der graphischen Variante gegenüber der 
numerischen Darstellung ein Pop-Out-Effekt im menschlichen 
visuellen System entstehen.
t H3: Die Tabelle erzielt eine höhere Genauigkeit als die Gly-
phen. Die Wahrnehmung der konkreten Zahlen erleichtert das 
Aufﬁnden von exakten Werten in der Tabelle. 
t H4: Flower-Glyphen sind schneller und genauer als Star-
Plots bei der Identiﬁzierung von Extremwerten. Es wird 
vermutet, dass die Länge der Blütenblätter durch ihre freiste-
hende Form leichter zu erkennen ist.
t H5: Star-Plots sind schneller und genauer als Flower-Gly-
phen bei Vergleichsaufgaben. Es wird angenommen, dass 
sich die geometrische Form des Star-Plots leichter eingeprägt 
werden kann als die komplexe Form der individuellen Blüten-
blätter. 
 
Für die Glyphen und die Tabelle wird ein Veranstaltungsdatensatz 
verwendet, der im folgenden Abschnitt kurz vorgestellt wird. An-
schließend wird auf den Aufbau der Studie, der zugrundeliegen-
den Methodik und deren Ergebnisse näher eingegangen.
Datengrundlage
Der verwendete Veranstaltungsdatensatz basiert auf realen Da-
ten der Firma deecoob Technology GmbH4, die Veranstaltungsda-
ten aus dem Web (z.B. Veranstaltungsseiten, Facebook) sammelt 
und für eine anschließende Analyse aufbereitet. Ein Beispielda-
tensatz wurde im Rahmen des gemeinsamen Forschungspro-
jekts »VANDA – Visual and Analytics Interfaces for Big Data 
Environments«5 für die Studie bereitgestellt. Jedes Datenobjekt 
in diesem Datensatz repräsentiert eine Veranstaltung, mit dem 
verschiedene quantitative und kategorische Attribute assoziiert 
sind. Um den Datensatz für die Studie zu verwenden, wurde die-




ser auf 226 Veranstaltungen reduziert und diejenigen herausgeﬁl-
tert, die keine NULL-Werte beinhalten. Im Zuge dessen wurde je-
des quantitative Datenattribut auf einen Wertebereich von [0…10] 
normalisiert, um diese für das Many-to-One-Mapping (siehe Ab-
schnitt 6.1.1) aufzubereiten. Weiterhin wurden aus dem Daten-
satz die folgenden sechs Dimensionen für die Studie ausgewählt:
t Veranstaltungskategorie: kategorisches Datenattribut, das 
den sechs Kategorien Unterhaltung, Bildung, Sport, Band, 
Tourismus und Beauty zugeordnet werden kann
t  Preis: quantitatives Datenattribut, das bei Veranstaltungen 
ohne Eintritt durch den Wert »0« angegeben wird
t Beliebtheit: quantitatives Datenattribut, das angibt, wie oft 
die Veranstaltung in dem Veranstaltungskatalog erwähnt wird 
Zeit: quantitatives Datenattribut, das aus der Differenz des 
Veranstaltungsdatums zum Zeitpunkt der Studie generiert 
wurde
t  Entfernung: quantitatives Datenattribut, das aus der Entfer-
nung des Veranstaltungsortes und dem Zentrum der Stadt 
Dresden berechnet wurde
t Musikwahrscheinlichkeit: quantitatives Datenattri-
but, das von einem Algorithmus auf Basis der Veran-
staltungsbeschreibungen berechnet wurde. Ein ho-
her Wert deutet darauf hin, dass es sich mit hoher 
Wahrscheinlichkeit um eine Musikveranstaltung handelt. 
Glyph-Design
Für die Studie wurden die Flower-Glyphe und der Star-Plot aus-
gewählt. Die Star-Plot-Technik verbindet im Vergleich zum Whis-
ker-Plot die Enden der Linien, so dass eine geschlossene Form 
entsteht (siehe Bild 6.11a). Um das kategorische Attribut Veran-
staltungskategorie darzustellen, wurde diese Form mit einer 
Farbe ausgefüllt (siehe Bild 6.11b). Die gefüllte Fläche verbessert 
zudem die Erkennung der Muster gegenüber der Liniendarstel-
lung. Weiterhin wurde ein normalisiertes Koordinatensystem 
eingesetzt, bei dem jede Achse den Wertebereich [0…10] reprä-
sentiert, um die Identiﬁkation von Extremwerten zu verbessern. 
Dadurch können Attribute mit dem Wert »10« leichter erkannt 
werden, da sie die entsprechende Achse voll verdecken. Um die 
Sichtbarkeit des Koordinatensystems zu erhöhen, wurde die Flä-
che der Glyphe leicht transparent gestaltet (siehe Bild 6.11c).
a b c d e f
Bild 6.11: Konzeptionsschritte 
für den Star-Plot (a – c) und die 
Flower-Glyphe (d – f)
Visuelle Exploration multidimensionaler Informationsräume152
Die zweite Glyphe nutzt das vorgestellte Blütenblatt-Design aus 
Tabelle 6.1 und kombiniert damit Eigenschaften der Bar- und 
Pie-Glyphe. Um die Größenänderung der Segmente in der Pie-
Glyphe zu reduzieren, wurde die Flower-Glyphe eingesetzt, die 
von XIONG & DONANTH zur Visualisierung von Nutzerinteraktionen 
in Web Message Boards vorgeschlagen wurde [XIONG & DONATH 
1999]. Die Metapher ist einfach und intuitiv, da die Attributwerte, 
die auf verschiedene Blütenblätter projiziert werden, leicht vonei-
nander unterschieden werden können [CHAU 2011]. In den Arbei-
ten von [XIONG & DONATH 1999] und [CHAU 2011] wird die Anzahl 
der Blütenblätter auf das Vorkommen der Attributwerte projiziert. 
In dem Projekt »OECD Better Life Index«6 (vgl. [KIRK 2016, S. 89]) 
wurde die Idee adaptiert und die Länge jedes Blütenblattes modi-
ﬁziert, um quantitative Attribute darzustellen. Diese Variante wur-
de in der Studie genutzt und die fünf quantitativen Attribute des 
Datensatzes auf fünf Blütenblätter abgebildet. Das kategorische 
Attribut wurde wiederum auf die visuelle Variable Farbe projiziert 
(siehe Bild 6.11d). Um die Interpretation verschiedener Attribut-
werte in unterschiedlichen Größendarstellung zu erlauben, wurde 
zusätzlich eine redundante Enkodierung (One-to-Many-Mapping) 
vorgesehen, indem die Attributwerte auf die Länge und die Hel-
ligkeit projiziert werden (siehe Bild 6.11e). Diese Variante ist für 
den späteren Einsatz der Glyphe vorgesehen (siehe Abschnitt 
6.3.2), wurde in der Nutzerstudie jedoch nicht berücksichtigt, um 
zwei ähnliche Abbildungsstrategien miteinander zu vergleichen. 
In einem letzten Schritt wurde – vergleichbar mit dem Koordina-
tensystem der Star Plots – ein Kreis als Bezugssystem hinzuge-
fügt, welcher der maximalen Ausprägung entspricht (siehe Abbil-
dung 6.11f).
Studienaufbau
Um die beiden Glyphen mit der Tabelle vergleichen zu können, 
wurden drei verschiedene Interfaces auf Basis von JavaScript 
(jQuery7 und RequireJS8) und der Visualisierungsbibliothek D3.js 
[BOSTOCK ET AL. 2011] entwickelt. Alle Interfaces repräsentieren 
226 Veranstaltungen des vorgestellten Datensatzes. Die Glyphen 
und die Zeilen der Tabelle wurden den sechs Veranstaltungska-
tegorien entsprechend eingefärbt: Unterhaltung (türkis), Sport 
(gelb), Bildung (orange), Band (grün), Tourismus (lila) und Beauty 
(rosa). Die fünf quantitativen Datenattribute wurden auf die Spal-
ten der Tabelle und die Form der Glyphen projiziert. Um einen 
fairen Vergleich zwischen der Tabelle mit den Glyphen zu ermögli-
chen, werden in der Tabelle auch die normalisierten Werte präsen-
tiert. Dadurch wird dem Nutzer ein deﬁnierter Wertebereich von 
[0…10] vorgegeben und er muss nicht die gesamte Tabelle nach 
6 www.oecdbetterlifeindex.org, Abrufdatum 23.08.2018
7 https://jquery.com/, Abrufdatum 23.08.2018
8 http://requirejs.org/, Abrufdatum 23.08.2018
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höheren bzw. niedrigeren Werten absuchen. Weiterhin wurden 
die Interaktionsmöglichkeiten limitiert, damit der Studienteilneh-
mer sich auf die Visualisierungen allein konzentrieren kann. Somit 
war es nicht erlaubt, die Glyphen oder die Tabelle zu sortieren 
oder zu scrollen. Demzufolge mussten alle 226 Veranstaltungen 
auf einem Bildschirm passend angeordnet werden. Um dies mit 
den 226 Tabellenzeilen zu bewerkstelligen, wurde ein 27“-Moni-
tor mit WQHD-Auﬂösung (1440 x 2560 Pixel) im Hochformat ge-
nutzt. Weiterhin musste die Tabelle in zwei nebeneinander plat-
zierte Teile aufgeteilt werden, die je 113 Zeilen enthalten, um auf 
dem vorgegebenen Platz dargestellt werden zu können. Darüber 
hinaus wurde in jedem Interface eine Legende angeboten, in der 
die Farbkodierung der sechs Kategorien und die Reihenfolge der 
quantitativen Attribute dargestellt werden. In diesem Bereich 
wurde auch die aktuelle Aufgabe erneut präsentiert, die zuvor in 
einer Dialogbox angeboten wurde. Die drei Interfaces werden in 
Bild 6.12 dargestellt, mit dem Unterschied, dass in der Studie ein 
schwarzer Hintergrund verwendet wurde, der bei der Bildschirm-
arbeit für die Augen angenehmer ist. Für den Druck wird hier ein 
heller Hintergrund verwendet.
Methodik
An der Nutzerstudie nahmen 41 Teilnehmer (davon 14 Frauen) im 
Alter von 14 – 64 (M = 34.29, Standardfehler SE = 1.78) teil. Ob-
wohl zwei Teilnehmer angaben, dass sie eine Farbschwäche ha-
ben, hatte dies keinen signiﬁkanten Einﬂuss auf die Lösung ihrer 
Aufgaben. Nach ihrer persönlichen Einschätzung (Skala von »1 = 
sehr selten« bis »5 = sehr häuﬁg«) arbeiten 57.5% der Teilnehmer 
(sehr) selten (Skala 1 – 2) und 42.5% gelegentlich bis sehr häuﬁg 
Bild 6.12: Studien-Interface für die 
Flower-Glyphe (links), den Star-Plot 
(Mitte) und die Tabelle (rechts)
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(Skala 3 – 5) mit Veranstaltungsdaten (M = 2.66, SE = 0.25). Dies 
ist darin zu begründen, dass fast die Hälfte der Studienteilnehmer 
aus der Firma kam, aus welcher der genutzte Datensatz stammt 
(siehe Abschnitt Datengrundlage). Weiterhin schätzten 75% der 
Teilnehmer ihre Erfahrung (Skala von »1 = keine Erfahrung« bis 
»5 = viel Erfahrung«) mit Informationsvisualisierungen generell 
als mittel bis sehr gut (Skala 3 – 5) ein (M = 3.07, SE = 0.19). 
Speziell mit glyphbasierten Visualisierungen gaben nur 37.5% der 
Teilnehmer eine Erfahrung von mittel bis sehr gut an (M = 2.27, 
SE = 0.19). Bevor die Teilnehmer mit dem Experiment starteten, 
wurden sie mit den drei Visualisierungen, der zugrundeliegenden 
Datenmenge und dem Ablauf der Studie vertraut gemacht. Die 
Teilnehmer hatten 25 Aufgaben pro Visualisierung zu lösen, die in 
fünf verschiedene Aufgabentypen unterteilt wurden:
t Id_High: Identiﬁzierung von hohen Extremwerten, z.B. »Finde 
eine Veranstaltung mit einem möglichst hohen Beliebtheits-
wert!«
t Id_Low: Identiﬁzierung von niedrigen Extremwerten, z.B. 
»Finde eine Veranstaltung mit einem möglichst niedrigen 
Preis!«
t Cat_High: Identiﬁzierung von hohen Extremwerten in einer 
bestimmten Kategorie, z.B. »Finde eine Veranstaltung in der 
Kategorie »Unterhaltung«, bei der eine möglichst hohe Wahr-
scheinlichkeit besteht, dass Musik gespielt wird!«
t Cat_Low: Identiﬁzierung von niedrigen Extremwerten in einer 
bestimmten Kategorie, z.B. »Finde eine Veranstaltung in der 
Kategorie »Bildung«, deren Ort so nah wie möglich ist!«
t Comp: Vergleich von allen fünf Attributwerten zu einer vor-
gegebenen Beispielveranstaltung mit der Aufgabe: »Finde 
eine Veranstaltung, die möglichst ähnlich zu dem gezeigten 
Beispiel ist!«
 
Die Aufgabe Comp steht mit der Hypothese H1 und H5 in Ver-
bindung, wohingegen die Aufgaben Id_High, Id_Low, Cat_High 
und Cat_Low genutzt werden, um die Hypothesen H2 und H4 
zu testen. Da hohe und niedrige Werte die Form der Glyphe auf 
verschiedene Art und Weise beeinﬂussen, wurde angenommen, 
dass Unterschiede zwischen diesen Aufgaben gefunden werden 
können. Weiterhin sollte der Einﬂuss von Farbe für das kategori-
sche Attribut mit zwei verschiedenen Aufgabentypen untersucht 
werden.
Die Interfaces wurden während des Experiments nach der Lö-
sung aller 25 Aufgaben ausgewechselt. Die Reihenfolge der 
angebotenen Visualisierungen wurde ausgeglichen bei allen Teil-
nehmern verändert. Bevor die Teilnehmer mit der Lösung der Auf-
gaben für jedes Interface begannen, konnten sie eine Testaufga-
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be lösen, um sich mit der entsprechenden Visualisierung vertraut 
zu machen.
Für jede Aufgabe wurden die Zeit, die Genauigkeit und die Feh-
lerrate gemessen. Der Messwert für die Genauigkeit in Id_High, 
Id_Low, Cat_High und Cat_Low wurde beobachtet, indem der Un-
terschied zwischen der idealen Lösung für das abgefragte Attribut 
mit dem Wert des ausgewählten Attributes berechnet wurde. Für 
die Aufgabe Comp wurde der Mittelwert des Unterschieds zwi-
schen allen fünf Attributen berechnet. Es wurden absolute Werte 
genutzt, um abweichende Werte zu protokollieren. Der Genauig-
keitsmesswert konnte somit »0« für die ideale Lösung oder »10« 
für die ungenauste Lösung annehmen. Weiterhin wurden die Feh-
ler protokolliert, wenn ein Teilnehmer nicht die korrekte Kategorie 
in den Aufgaben Cat_High und Cat_Low auswählte. Obwohl die 
möglichst beste Genauigkeit angestrebt wurde, lag das Interesse 
auch darin, die Lösungszeit für die Aufgaben zu reduzieren, so 
dass die Nutzer eine akzeptable Zeit mit der Lösung jeder Aufga-
be verbrachten. Deswegen wurden die Teilnehmer aufgefordert, 
die Geschwindigkeit über die Genauigkeit zu priorisieren, um 
nicht zu viel Zeit mit der Suche nach dem perfekten Ergebnis zu 
verschwenden. Sobald ein Teilnehmer einen angebotenen Dialog 
mit der jeweiligen Aufgabe bestätigte, wurde das Interface mit 
der entsprechenden Visualisierung angeboten und die Zeitmes-
sung begonnen. Sobald der Teilnehmer auf eine Glyphe – Flower-
Glyphe (im Folgenden Flower genannt) oder Star-Glyphe (im Fol-
genden Star genannt) – oder eine Zeile der Tabelle (im Folgenden 
Table genannt) klickte, die am besten zur Lösung der aktuellen 
Aufgabe passte, wurde die Zeit gestoppt. Die Reihenfolge der 
Aufgaben wurde zufällig für jede Visualisierung generiert. Ebenso 
wurde die Reihenfolge der präsentierten Glyphen und Tabellenzei-
len mit jeder Aufgabe alterniert. 
Nach dem Experiment sollten die Teilnehmer einen Fragebogen 
für jede Visualisierung ausfüllen. Dafür wurde ein standardisier-
ter User Experience-Fragebogen (UEQ9) [LAUGWITZ EL AL. 2008] 












Bild 6.13: Lösungszeit für alle Auf-
gaben (Fehlerbalken repräsentieren 
den Standardfehler)
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genutzt. Der Fragebogen besteht aus 26 Adjektivpaaren, denen 
die sechs Faktoren Attraktivität, Durchschaubarkeit, Efﬁzienz, 
Vorhersagbarkeit, Stimulation und Originalität zuzuordnen 
sind. Jedes Adjektivpaar nutzt eine siebenstuﬁge Likert-Skala, 
beispielsweise von »attraktiv = 3« zu »unattraktiv = -3«, wobei 
die Polarität jedes Paares zufällig links bzw. rechts im Fragebogen 
angeordnet ist [LAUGWITZ ET AL. 2008, COTA ET AL. 2014]. Weiterhin 
konnte jeder Teilnehmer seine persönliche Meinung über Vor- und 
Nachteile der entsprechenden Visualisierung am Ende des Frage-
bogens mitteilen.
Ergebnisse
Die Zeit, die Genauigkeit und die Fehlerrate wurden mit einer 3 
(Visualisierung: Table, Flower, Star) x 5 (Aufgabe: Id_High, Id_Low, 
Cat_High, Cat_Low, Comp) ANOVA mit Messwiederholung aus-
gewertet. Weiterhin wurde eine 3 (Visualisierung: Table, Flower, 
Star) x 6 (Faktor: Attraktivität, Durchschaubarkeit, Efﬁzienz, Vor-
hersagbarkeit, Stimulation und Originalität) ANOVA mit Mess-
wiederholung berechnet, um das subjektive Nutzerfeedback der 
Fragenbögen zu vergleichen.
Die Auswertung der Lösungszeit ergab einen signiﬁkanten Haup-
teffekt für die Visualisierung F(2,80) = 89.82, p < 0.001. Flower 
und Star waren schneller als Table, beide p < 0.001 (TableM = 
16.36s, FlowerM = 9.10s, StarM = 8.02s). Weiterhin gab es eine 
Interaktion zwischen Visualisierung und Aufgabe, F(8,320) = 
37.70, p < 0.001. Dies zeigte sich im paarweisen Vergleich in der 
Aufgabe Id_Higher: Flower und Star waren schneller als Table, p 
< 0.001 und Star schneller als Flower, p = 0.014. In der Aufgabe 
Id_Low wurde kein signiﬁkanter Unterschied zwischen den Visu-
alisierungen festgestellt, es gab lediglich einen nicht-signiﬁkanten 
Trend hinsichtlich einer niedrigeren Zeit von Star im Vergleich zu 
Table, p = 0.090. In den Aufgaben Cat_High, Cat_Low und Comp 
waren Flower und Star schneller als Table, alle p < 0.001. Jedoch 
gab es keinen signiﬁkanten Unterschied zwischen Flower und 
Star. Allerdings konnte ein nicht-signiﬁkanter Trend hinsichtlich 
einer niedrigeren Lösungszeit für Star im Vergleich zu Flower be-










Bild 6.14: Genauigkeit für alle Auf-
gaben (Fehlerbalken repräsentieren 
den Standardfehler)
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Weiterhin wurden die Fehlerrate und die Genauigkeit analysiert, 
um die Präzision jeder Visualisierung einschätzen zu können. Die 
Analyse der Fehlerrate zeigte keine signiﬁkanten Unterschiede 
oder Interaktionen. Auch die Genauigkeit zeigte keinen signiﬁ-
kanten Haupteffekt für die Visualisierung, F(2,80) = 3.03, p = 
0.054 (TableM = 0.68, FlowerM = 0.81, StarM = 0.82) und auch kei-
ne signiﬁkanten Unterschiede im paarweisen Vergleich. Jedoch 
gab es eine Interaktion zwischen Visualisierung und Aufgabe, 
F(8,320) = 4.641, p < 0.001. Im paarweisen Vergleich konnten für 
die Aufgaben Id_High, Cat_High und Comp keine signiﬁkanten 
Unterschiede festgestellt werden, alle p > 0.153. In der Aufgabe 
Id_Low war Table genauer als Flower, p = 0.011, aber es gab kei-
nen signiﬁkanten Unterschied zwischen Table und Star, p = 0.124, 
sowie Flower und Star, p = 0.140. In der Aufgabe Cat_Low war 
Table genauer als Flower, p = 0.001 und Star, p = 0.028, jedoch 
gab es keinen signiﬁkanten Effekt zwischen Flower und Star, p = 
1.000 (siehe Bild 6.14).
Die Evaluation des Fragebogens ergab signiﬁkante Unterschiede 
zwischen den Visualisierungen, F(2,80) = 62.89, p < 0.001. Ins-
gesamt hatte Table die schlechteste subjektive Bewertung im Ver-
gleich zu Flower und Star, beide p < 0.001. Zwischen Flower und 
Star konnte kein signiﬁkanter Unterschied festgestellt werden, p 
= 0.631 (TableM = - 0.455. FlowerM = 1.399, StarM = 1.230). Weiter-
hin gab es eine Interaktion zwischen Visualisierung und Faktor, 
F(10,400) = 54.472, p < 0.001 (siehe Bild 6.15). In Bezug auf die 
Attraktivität wurden Flower und Star besser bewertet als Table, 
beide p < 0.001. Jedoch gab es zwischen Flower und Star keinen 
signiﬁkanten Unterschied, p = 0.153. Bezüglich der Durchschau-
barkeit zeigte Star signiﬁkant bessere Werte als Table, p = 0.019, 
aber zwischen Star und Flower (p = 0.639) sowie Table und Flo-
wer (p = 0.206) gab es keine signiﬁkanten Unterschiede. Weiter-
hin wurden Flower und Star als efﬁzienter eingeschätzt als Table, 
beide p < 0.001. Auch bei der Efﬁzienz war kein signiﬁkanter Un-
terschied zwischen Flower und Star festzustellen, p = 0.191. Der 
Faktor Vorhersagbarkeit zeigte keine signiﬁkanten Unterschiede 




































Bild 6.15: Auswertung des Frage-
bogens (Fehlerbalken repräsentie-
ren den Standardfehler)
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ﬁkant besser eingeschätzt als Table, beide p < 0.001. Zwischen 
Flower und Star gab es keine signiﬁkanten Unterschiede, p = 
0.360. Hinsichtlich der Originalität zeigten alle Visualisierungen 
signiﬁkante Unterschiede auf, alle p < 0.001. Flower wurde besser 
bewertet als Star und Star besser als Table.
Diskussion
Die Studie beweist, dass multidimensionale Datenmengen aus 
der Darstellung mittels Glyphen proﬁtieren können. Die Glyphen 
verbessern die Identiﬁkation von Extremwerten und erleichtern 
Vergleichsaufgaben, was durch den signiﬁkanten Haupteffekt für 
die Lösungszeit und für den UEQ-Fragenbogen gezeigt werden 
konnte. Die Hypothese H1, die annimmt, dass Glyphen schneller 
als Tabellen in Vergleichsaufgaben sind, konnte bewiesen werden 
(siehe Tabelle 6.2). Beide Glyphen waren schneller als die tabel-
larische Darstellung. Weiterhin unterstützen das subjektive Feed-
back und die Kommentare in den Fragebögen dieses Ergebnis. 
Die Nutzer gaben an, dass sie Probleme hatten, die Vergleich-
saufgaben mit der Tabelle zu lösen und empfanden diese Aufga-
ben damit schwer und anstrengend. Im Vergleich dazu hatten sie 
den Eindruck, dass die Vergleichsaufgaben mit den Glyphen viel 
schneller und einfacher zu lösen waren.
Die zweite Hypothese (H2) konnte ebenfalls bestätigt werden. 
Die Glyphen waren schneller als die tabellarische Darstellung bei 
der Identiﬁzierung der Extremwerte in  den Kategorien (Cat_High 
und Cat_Low), sowie für die hohen Extremwerte (Id_High). Nur 
für die niedrigen Extremwerte (Id_Low) konnte kein signiﬁkanter 
Unterschied zwischen der Tabelle und den Glyphen beobachtet 
werden (siehe Tabelle 6.2). Das subjektive Feedback zeigte, dass 
die Teilnehmer Werte wie »0.000« leicht identiﬁzieren konnten, 
weil diese im Vergleich zu den anderen Werten in der Tabelle 
hervorstechen. Weiterhin wussten die Teilnehmer, dass es keine 
Werte kleiner als Null gab und konnten die Suche beim Aufﬁnden 
dieses Wertes beenden.
In Bezug auf die Genauigkeit konnte die Hypothese H3, die be-
sagt, dass Tabellen genauer als Glyphen sind, nicht bestätigt 
Bild 6.16: Vergleich verschiedener 
Werte mit Flower-Glyph (oben) und 
Star-Plot (unten)
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werden. Der einzige Fall, in der dies gilt, ist die Identiﬁzierung 
von niedrigen Extremwerten (siehe Tabelle 6.2). Außerdem er-
wähnten die Teilnehmer in ihrem subjektiven Feedback, dass sie 
den Eindruck hatten, es wäre einfacher hohe Extremwerte mit 
Glyphen zu ﬁnden. Im Gegensatz dazu waren niedrige Werte 
schwieriger mit Glyphen wahrzunehmen und mit anderen nied-
rigen Werten zu vergleichen. Bei Tabellen gaben die Teilnehmer 
an, dass sie sicherer waren einen bestimmten Wert auszuwählen, 
wegen der konkreten numerischen Form. In Bezug auf die Unter-
scheidbarkeit der Farben, welche die verschiedenen Kategorien 
enkodieren, hatten die Teilnehmer das Gefühl, dass diese einfa-
cher in den Glyphen wahrzunehmen sind als im Hintergrund der 
Tabellenzeile.
Der Vergleich von Flower-Glyphen und Star-Plots zeigte keinen 
signiﬁkanten Unterschied in Bezug auf die Genauigkeit und die 
Fehlerrate. Jedoch gab es einen signiﬁkanten Haupteffekt für die 
Lösungszeit, der zeigte, dass Star-Plots schneller als Flower-Gly-
phen waren. Dieser Unterschied zeigte sich nur in Aufgaben, in 
denen hohe Werte identiﬁziert werden sollten (Id_High), was die 
vierte Hypothese (H4) widerlegt. Für Vergleichsaufgaben gab es 
nur einen signiﬁkanten Trend für schnellere Star-Plots als Flower-
Glyphen, aber keinen signiﬁkanten Effekt in Bezug auf die Ge-
nauigkeit. Diese Funde können die fünfte Hypothese (H5) nicht 













H1 Zeit Comp Flower – Table 
< 0.001
Star – Table 
< 0.001
ja nein
















H3 Genauigkeit alle Flower – Table 
0.258
Star – Table 
0.057
nein nein

























Tabelle 6.2: Vergleich der  
Studienwerte
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Der Fragebogen zeigte keine signiﬁkanten Unterschiede zwi-
schen beiden Glyphen. Nur in Bezug auf die Originalität wurde die 
Flower-Glyphe besser bewertet als der Star-Plot. Unterschiedliche 
Meinungen konnten in dem subjektiven Feedback des Fragebo-
gens beobachtet werden: Manche Teilnehmer hatten den Ein-
druck, dass sie die Aufgaben efﬁzienter mit den Flower-Glyphen 
lösen konnten und dass sie die visuell ansprechendste Lösung 
sind. Darüber hinaus konnten fehlende Blütenblätter einfacher 
wahrgenommen werden als der Wert »0« auf den Achsen der 
Star-Plots (siehe Bild 6.16, erstes Beispiel). 
Ein Nachteil gegenüber Star-Plots trat bei der Identiﬁkation von 
Extremwerten auf. Manche Teilnehmer hatten das Gefühl, dass 
es schwerer war, einen Maximalwert mit dem Blütenblatt zu 
identiﬁzieren, aufgrund der kleinen Lücke zwischen dem runden 
Bezugssystem und der Rundung des Blütenblattes (siehe Bild 
6.16, zweites Beispiel). Wenn Flower-Glyphen niedrige Werte 
in allen Dimensionen präsentieren, war es weiterhin schwierig, 
diese den speziﬁschen Dimensionen zuzuordnen, da das Koordi-
natensystem in dieser Darstellung fehlt (siehe Bild 6.16, fünftes 
Beispiel). 
Mit Star-Plots fühlten sich einige Nutzer besser bei der Suche 
nach ähnlichen Veranstaltungen unterstützt. Einzelne Extrem-
werte konnten nach der Meinung einzelner Teilnehmer auch ef-
ﬁzienter evaluiert werden, da das Koordinatensystem bei dieser 
Aufgabe hilfreich war. Ein Nachteil der Star-Plots ist jedoch die 
Identiﬁzierung von hohen Extremwerten, wenn die benachbarten 
Achsen den Wert »0« aufweisen. Das gleiche Datenattribut ist 
wesentlich einfacher mit Flower-Glyphen wahrzunehmen (siehe 
Bild 6.16, viertes Beispiel). Einige Teilnehmer gaben außerdem 
an, dass Star-Plots mit vielen Extremwerten mehr in der Daten-
menge hervorstechen, aufgrund ihrer größeren Oberﬂäche, so 
dass andere Star-Plots mit nur einem hohen Extremwert in der 
beobachteten Dimension oft nicht berücksichtigt wurden (siehe 
Bild 6.16, drittes Beispiel im Vergleich zum ersten Beispiel).
Weiterentwicklung der Glyphen
Wie die Ergebnisse in Tabelle 6.2 zeigen, gibt es keinen eindeu-
tigen Favoriten, sondern die Eignung der Glyphen kann je nach 
Datensatz und Aufgabe variieren (siehe Bild 6.16). Während die 
Form des Star-Plots einprägsamer ist und dessen Größe gerade 
bei vielen hohen Extremwerten ins Auge springt, ist dieser bei 
Aufgaben zu empfehlen, bei denen Objekte identiﬁziert werden 
müssen, an denen alle Werte möglichst hoch ausgeprägt sind 
(z.B. beste Bewertung, beste Ausstattung usw.). Nachteile zeigen 
die Star-Plots bei vielen niedrigen Werten, da höhere Nachbar-
werte auf den Achsen kaum wahrgenommen werden (siehe Bild 
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6.16, viertes Beispiel). Bei sehr heterogenen Datensätzen, in de-
nen einzelne Werte identiﬁziert werden müssen, ist demzufolge 
die Flower-Glyphe zu empfehlen.
Weiterhin wurde das subjektive Feedback der Studienteilnehmer 
aufgegriffen und beide Glyphen weiterentwickelt. Um die Zu-
ordnung sehr kleiner Werte zu den Dimensionen in der Flower-
Glyphe zu erleichtern, wurde auch hier das Koordinatensystem 
eingesetzt (siehe Bild 6.17, links). Dieses kann gleichzeitig bei 
der Identiﬁzierung von fehlenden Datenwerten (NULL-Werte) 
unterstützen (siehe gelbe Flower-Glyphen in Bild 6.17). Gerade 
bei Datenanalyseaufgaben spielt die visuelle Unterscheidung von 
NULL-Werten und dem Wert »0« eine wichtige Rolle. Um dies 
zu bewerkstelligen, werden Flower-Glyphen mit einer hellgrauen 
Kreisﬂäche hinterlegt. Handelt es sich bei dem kodierten Attribut 
um einen NULL-Wert, fehlt die entsprechende Koordinatenachse 
und auch ein Tortenstück der Kreisﬂäche, was vergleichbar mit 
der Pie-Glyphe (siehe Tabelle 6.1) ist. Wird jedoch der Wert »0« 
auf die Glyphe projiziert, dann fehlt lediglich das entsprechende 
Blütenblatt, die Kreisﬂäche im Hintergrund bleibt jedoch vollstän-
dig. Wie bei der Flower-Glyphe, wird auch bei dem Star-Plot die 
Identiﬁzierung von NULL-Werten unterstützt. Anstatt eines sepa-
raten Hintergrundes wird die Kontur eingesetzt, um NULL-Werte 
zu erkennen. Ist diese unterbrochen (vergleichbar mit der TagStar-
Glyphe in Abschnitt 6.1.1), handelt es sich um einen NULL-Wert. 
Ist dies hingegen mit dem Wert auf der benachbarten Koordina-
tenachse verbunden, wird der Wert »0« kodiert (siehe Bild 6.17, 
Vergleich rechte Spalte zweite und dritte Zeile).
Bild 6.17: Weiterentwicklung der 
Glyphen: Flower-Glyphen (links) 
sowie Star-Plot (rechts) mit und 
ohne Koordinatensystem
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Darüber hinaus können auch beim Star-Plot und der Flower-Gly-
phe verschiedene Detailgrade unterstützt werden. Während das 
Koordinatensystem in einem hohen Detailgrad dabei unterstützt, 
die Werte so genau wie möglich zu bestimmen, kann dieses in 
einem niedrigen Detailgrad weggelassen werden (siehe Bild 6.17, 
Spalten 3+4 sowie 7+8). Bei den Star-Plots springt beim Weglas-
sen des Koordinatensystems die markante Form schnell ins Auge 
und verbessert somit die Mustererkennung. Die Blütenblätter der 
Flower-Glyphen werden zudem noch durch die visuelle Variable 
»Helligkeit« unterstützt (siehe Abschnitt Glyphdesign), die hohe 
Schwankungen der Werte in einer sehr kleinen Auﬂösung einfa-
cher identiﬁzieren lässt.
Beide Glyphen werden in Abschnitt 6.3.2 in einem ähnlichkeits-
basierten Layout vorgestellt. In dem folgenden Abschnitt wer-
den verschiedene Suchkonzepte basierend auf den vorgestellten 
Glyphkonzepten präsentiert.
6.3 Ähnlichkeitssuche mittels Glyphen
Wie in den vorherigen Abschnitten gezeigt wurde, können Gly-
phen eingesetzt werden, um Verteilungen im Datensatz zu er-
kennen und Vergleiche zwischen verschiedenen Produkten zu 
ermöglichen. Dies entspricht den Aufgaben Analysieren und 
Vergleichen der motivbasierten Suche (siehe Kapitel 4.2.3). 
In den folgenden Abschnitten werden Konzepte vorgestellt, wel-
che die Ähnlichkeitssuche mit Hilfe von Glyphen unterstützen. 
Dabei geht Abschnitt 6.3.1 auf Konzepte für die beispielbasierte 
Suche ein, bei der ein Beispielprodukt die Suche startet. Abschnitt 
6.3.2 adressiert die Exploration von Produktmengen in Verbindung 
mit verschiedenen Layout-Strategien und Interaktionstechniken.
6.3.1 Beispielbasierte Suche
Das Überblicken eines komplexen Themengebietes wie das der 
Finanzprodukte ist für einen Laien kaum möglich. Allein der Anla-
getyp Zertiﬁkate weist über 30 allgemeine Eigenschaften wie bei-
spielsweise Performance, Volatilität, Basiswert oder Bewertungs-
tag auf. Für eine Entscheidungsﬁndung ist die direkte Suche oder 
die Sortierung nach einzelnen Eigenschaften oft nicht zielführend, 
da mehrere Faktoren über die Güte entscheiden. Die beispielba-
sierte Suche über ein vorgeschlagenes oder empfohlenes Pro-
dukt bietet eine alternative Einstiegsmöglichkeit in den Suchpro-
zess. Basierend auf diesem Beispiel werden dem Nutzer ähnliche 
Produkte präsentiert. Die Ähnlichkeit wird dabei zunächst unter 
Berücksichtigung aller Produkteigenschaften bestimmt. Durch 
das An- und Abwählen von Einﬂussfaktoren oder die Auswahl ei-
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nes neuen Beispiels (im Folgenden als Referenzprodukt bezeich-
net) kann sich der Nutzer durch den Datenbestand bewegen und 
gleichzeitig etwas über den Aufbau und die Verteilung der Pro-
dukteigenschaften erfahren. In den folgenden zwei Abschnitten 
wird die beispielbasierte Suche basierend auf den Finanzdaten 
(siehe Abschnitt 6.1.2) mit einem Scatterplot-Layout für Tablets 
und einem Kachel-Layout für Smartphones vorgestellt.
Scatterplot-Layout
Der vorgestellte visuelle Ansatz bietet einen alternativen Einstieg 
in die Suche durch ein Beispielprodukt [Keck et al. 2014c]. Da-
durch haben Nutzer mit wenig Domänenexpertise die Möglich-
keit, etwas über den Aufbau eines Finanzproduktes und dessen 
Produkteigenschaften zu erfahren bevor sie eine Entscheidung 
treffen müssen, welche Eigenschaften für sie wichtig sind bzw. 
diese in Form von Filtern festlegen. 
Bild 6.18 stellt das Konzept dar, das auf den bereits vorgestellten 
Finanzprodukten aufbaut. Darin wird die Finanzglyphe eingesetzt, 
um wichtige Produkteigenschaften wie Performance und Laufzeit 
zu kodieren (siehe Abschnitt 6.1.2). 
Das Interface ist in drei Bereiche unterteilt. Im linken Bereich wird 
das aktuell ausgewählte Referenzprodukt im Detail dargestellt. 
Dieser zeigt im oberen Bereich die Zuordnung der Eigenschaften 
zu den visuellen Variablen der Glyphe in Form einer Legende. Im 
darunterliegenden Bereich beﬁnden sich die Produkteigenschaf-
ten samt Erklärung. Der Nutzer hat hier die Möglichkeit, einzelne 
Eigenschaften aufzuklappen, um mehr über diesen Wert zu er-
fahren. Dies entspricht der Aufgabe »Untersuchen« der motiv-
basierten Suche (siehe Kapitel 4.2.2). Auf Basis dieser Erklärung 
kann der Nutzer entscheiden, ob er mehr Produkte mit diesem 
Bild 6.18: Beispielbasierte Suche 
mit Scatterplot-Layout
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Wert sehen möchte oder ob er diesen Wert als unwichtig erach-
tet. Dies kann er durch die An- und Abwahl des entsprechenden 
Kriteriums festlegen, was durch einen grünen bzw. grauen Balken 
dargestellt wird (siehe Bild 6.18, linker Bereich). Diese Konﬁgura-
tion der Produkteigenschaften hat einen Einﬂuss auf die Ergebnis-
darstellung, welcher der meiste Platz in der Mitte des Interfaces 
eingeräumt wird. In dieser werden ähnliche Produkte zu dem Re-
ferenzprodukt als Finanzglyphen in einem Scatterplot dargestellt. 
Die horizontale Positionierung wird genutzt, um die Ähnlichkeit zu 
dem aktuellen Referenzprodukt darzustellen. Ähnliche Produkte 
werden am linken Rand nahe zum Referenzprodukt dargestellt 
und vergrößert (geometrischer Zoom), um dem Nutzer die Mög-
lichkeit zu geben, alle Produkteigenschaften zu identiﬁzieren. Un-
ähnliche Produkte werden verkleinert im rechten Bereich ange-
ordnet und geben dem Nutzer einen Überblick über die Verteilung 
in der Datenmenge. Weiterhin wird die vertikale Positionierung im 
Scatterplot genutzt, um die Produkte nach Produktgruppe oder 
Basiswert zu ordnen. Diese Auswahl kann im rechten Bereich 
des Interfaces getroffen werden. Da es sich bei beiden Attributen 
um nominale Werte handelt, werden die Kategorien, in denen die 
jeweiligen Glyphen verortet werden können, durch dünne Linien 
in verschiedene Bereiche voneinander abgetrennt. Die Höhe je-
des Bereichs gibt gleichzeitig an, welcher Wert im Datensatz am 
stärksten ausgeprägt ist. Die Analyse der Produktverteilungen 
über den Scatterplot entspricht der Aufgabe »Analysieren« der 
motivbasierten Suche (siehe Kapitel 4.2.3). Einzelne Produkte 
können in der Ergebnismenge ausgewählt werden, wodurch sie 
dem Referenzprodukt im linken Teil des Interfaces gegenüberge-
stellt werden (siehe Bild 6.18 mit Referenzglyphe oben und selek-
tierter Glyphe unten). Dadurch wird die Aufgabe »Vergleichen« 
der motivbasierten Suche unterstützt (siehe Kapitel 4.2.3). Durch 
einen Doppelklick bzw. Double-Tap auf einem Touch-Interface 
kann eine neue Referenzglyphe ausgewählt und sich somit auf 
Basis der Auswahl interessanter Finanzprodukte durch den Infor-
mationsraum bewegt werden. Die Glyphen werden daraufhin neu 
im Scatterplot ausgerichtet. Durch die An- und Abwahl von Eigen-
schaften wird weiterhin die Ausrichtung im Scatterplot manipu-
liert und dadurch die Aufgabe »Formulieren« unterstützt (siehe 
Kapitel 4.2.1). 
Die Anwendung10 wurde für Tablet-Interfaces mit Touch-Inter-
aktion konzipiert. Durch die Umsetzung als Webanwendung mit 
Javascript und D3.js [BOSTOCK ET AL. 2011] ist sie jedoch auch für 
Desktop-Rechner mit Mausinteraktion geeignet.
10 Der Prototyp und ein Video ist unter http://www.visual-search.org/
search-by-example/ erreichbar, Abrufdatum 24.08.2018
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Kachel-Layout
Aufgrund des limitierten Platzes bei der Nutzung von Smartpho-
nes, wurde das Konzept entsprechend angepasst. Anstatt die 
Scatterplot-Ansicht, die nur die Darstellung weniger Glyphen 
erlaubt (siehe Bild 6.19, Abbildung 1 und 2), wurde ein Kachel-
Layout eingesetzt, um den zur Verfügung stehenden Platz optimal 
auszunutzen (siehe Bild 6.19, Bild 3 und 4). Die Referenzglyphe 
und die Darstellung der einzelnen Produkteigenschaften sind im 
unteren Bereich dargestellt (siehe Aufgabe »Untersuchen« der 
motivbasierten Suche in Kapitel 4.2.2). Erklärungen zu jeder Ei-
genschaft werden bei dessen Auswahl dargestellt. Der Bereich 
kann bei Bedarf eingeklappt werden, um mehr Platz zur Analyse 
der Ergebnismenge zu geben (siehe Bild 6.19, Abbildung 1 und 3). 
Das Kachel-Layout lässt verschiedenen Sortieroptionen zu. So 
kann beispielsweise nach Ähnlichkeit oder nach verschiedenen 
Produkteigenschaften sortiert werden und somit Produkte mit 
wichtigen Eigenschaften für den Nutzer, in den ersten Kacheln 
platziert werden. Handelt es sich um eine Sortierung von ordi-
nalen Datenattributen, dient die Hintergrundhelligkeit dazu, Pro-
dukte mit einem gleichen Ranking in einer Helligkeitskategorie 
darzustellen. Weitere Produkte sind absteigend durch Scrolling 
erreichbar.
Da die Finanzdaten vorrangig quantitative Datenattribute enthal-
ten, kann das Konzept alternativ mit Glyphen, die ein Many-to-
One-Mapping einsetzen, genutzt werden. Bild 6.20 zeigt diese Va-
rianten11 mit fünf verschiedenen Glyphen: ShapeCoding-Technik 
zur Darstellung binärer Daten, sowie die Glyphen Bar, Pie, Ring 
und Starplot zum Vergleich von quantitativen Datenattributen.
11 Prototypische Umsetzung unter http://visea.visual-search.org/glyph-
study/, Abrufdatum 19.08.2018
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Grundsätzlich lassen sich zu diesem Zweck 
zwei Produktgruppen für derivative Instru-
mente definieren. Unter dem Überbegriff He-
belprodukte finden sich klassische Optionss-
cheine, Knock-Outs aber auch exotische Pro-
dukte, während sich die Kategorie der Anlage-
produkte u.a. aus Index-, Bonus-, Disount-Zer-
tifikaten sowie kapitalgarantierten Zertifikaten 
zusammensetzt.
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Bild 6.19: Smartphone-Konzept 
mit ausklappbarer Detail- und 
Konﬁgurationsseite
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6.3.2 Exploration multidimensionaler Datenmengen
Während die vorhergehenden Konzepte Beispiele zeigten, um 
die Suche zu starten, werden in den kommenden Abschnitten 
Ansätze vorgestellt, die weniger zielgerichtet sind und die Ex-
ploration multidimensionaler Datenmengen basierend auf ähnli-
chen Produkten erlauben. Beide Konzepte nutzen verschiedene 
Zoomstufen, um je nach Bedarf verschiedene Detailgrade zu ei-
nem Produkt zu erkunden. Während das erste Konzept eine freie 
Exploration von Produkten fokussiert, nutzt das zweite Konzept 
ein ähnlichkeitsbasiertes Layout, um Produkte mit ähnlichen Ei-
genschaften nah beieinander zu positionieren.
Produktexplorer
Das Konzept »Produktexplorer« erlaubt eine explorative, ähnlich-
keitsbasierte Suche in großen Datenmengen und orientiert sich 
an der Metapher eines »Wühltischs« [MÜLLER ET AL. 2017]. Ein-
fache Gesten und Physiksimulationen dienen der intuitiven und 
spielerischen Exploration und Sortierung der Daten. Der Proto-
typ12 enthält derzeit 600 verschiedene Produkte und baut auf den 
in Abschnitt 6.1.1 vorgestellten Amazon-Datensatz und den darauf 
aufbauenden Glyphen mit einem One-to-One-Mapping auf. Das 
Konzept wurde ursprünglich für ein ﬂexibles Display entwickelt, 
eignet sich jedoch auch für Touch-Oberﬂächen. Die jeweiligen In-
teraktionskonzepte werden in den nächsten beiden Abschnitten 
ausführlicher beschrieben.
Interaktionskonzept für ﬂexible Displays. Die Anwendung 
nutzt die Installation DepthTouch13, die aus einem Tisch mit ei-
nem ﬂexiblen Display besteht. Unter dem Tisch beﬁnden sich 
ein Projektor, der das Bild auf die Tischoberﬂäche projiziert, und 
eine Kinect-Kamera, welche die Deformationen durch Eindrücken 
12 Video des Prototypen: http://www.visual-search.org/productexplorer, 
Abrufdatum 19.08.2018
13 Video mit Erklärung der Funktionsweise des DepthTouchs: https://
vimeo.com/37264194, Abrufdatum 19.08.2018 - der DepthTouch 
entstand in dem von der Autorin betreuten Workshop [EXPLOREROOM 
2011] 
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<< als Referenzprodukt setzen
Bild 6.20: Smartphone-Konzept mit 
Kachellayout und verschiedenen 
Glyphen: (1) Shape Coding, (2) Bar, 
(3) Pie, (4) Ring und (5) Starplot 
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oder Herausziehen des ﬂexiblen Displays, erfasst [PESCHKE ET AL. 
2012]. Basierend auf dem Tiefenbild des Kamera-Trackings, wird 
ein Vektorfeld erzeugt, das die Anziehungskräfte basierend auf 
der Deformation der Tischoberﬂäche simuliert. Durch den Einsatz 
des elastischen Displays wird eine intuitive, dynamische Auswahl, 
Filterung und Sortierung der Objekte gewährleistet.
Die Produkte können auf verschiedene Art und Weise auf der 
Oberﬂäche angeordnet werden: 
t Zufallsanordnung (siehe Bild 6.21),
t Anordnung nach Kategorie in den vier Quadranten der Ober-
ﬂäche und
t Anordnung nach Bewertung in fünf Sektoren radial um das 
Zentrum herum.
 
Zwischen den verschiedenen Modi kann durch eine Swirl-Geste, 
welche die Bewegung des Umgrabens in einem Wühltisch imi-
tiert, gewechselt werden. Dadurch können die Verteilungen der 
Produktdaten analysiert werden, was der Aufgaben »Analysie-
ren« der motivbasierten Suche entspricht (siehe Kapitel 4.2.3). 
Der Nutzer kann Produkte auf der Oberﬂäche separieren, bewe-
gen und sammeln, basierend auf den Schwerkräften, die durch 
die Deformierung der Oberﬂäche simuliert werden. Diese Inter-
aktionen werden in Bild 6.22 dargestellt, das verschiedene Tie-
fenregionen des ﬂexiblen Displays zeigt: das Bild besteht aus 
einer Draufsicht auf den Tisch (oben) und einer Visualisierung der 
Deformation (unten). Wenn die Oberﬂäche nach oben gezogen 
wird, bewegen sich die Objekte vom Zentrum weg (siehe Bild 
6.22, Abbildung 1). Diese Interaktion kann genutzt werden, um 
Produktgruppen zu separieren. Auf eine ähnliche Weise können 
Objekte gesammelt werden: Drückt der Nutzer in die Oberﬂäche 
hinein, werden alle nahen Elemente in dem lokal tiefsten Punkt 
der Oberﬂäche gesammelt (siehe Bild 6.22, Abbildung 2). Wird 
der Finger über die Oberﬂäche bewegt und nur ein geringer Druck 
ausgeübt, folgen die gesammelten Objekte dieser Bewegung. 
Dadurch können Objekte über die Oberﬂäche bewegt, sortiert 
Bild 6.21: Product Explorer auf 
dem DepthTouch [MÜLLER ET AL. 
2017]
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und gesammelt werden (siehe Bild 6.22. Abbildung 3). Dies ent-
spricht der Aufgabe »Sammeln« der motivbasierten Suche (siehe 
Kapitel 4.2.2).
In der initialen Ansicht wird dem Nutzer der gesamte Datensatz in 
dem niedrigsten Detailgrad präsentiert. Durch das Eindrücken der 
Oberﬂäche wird an der entsprechenden Stelle ein semantischer 
Zoom angewandt und die Glyphen mit einem höheren Detailgrad 
dargestellt (siehe Bild 6.23, Abbildung 1). Dieses Verhalten wird 
weiterhin genutzt, um Fokusbereiche zu speziﬁzieren bzw. zu lö-
schen (siehe Bild 6.23, Abbildung 2 und 6). Durch den semanti-
schen Zoom werden die entsprechenden Produkte in den 2. De-
tailgrad transformiert (siehe Bild 6.5). Drückt der Nutzer stärker 
in die Oberﬂäche, wird der 3. und 4. Detailgrad präsentiert und 
ein geometrischer Zoom mit dem semantischen Zoom kombiniert 
(siehe Bild 6.21).
Um eine Menge an Objekten zu speziﬁzieren und als Ergebnis-
menge zu speichern, wird das Konzept des Fokusbereichs einge-
führt. Dieser erlaubt es, eine ausgewählte Produktmenge für eine 
weitergehende Exploration zu speziﬁzieren und zu speichern, 
ohne den Druck auf der Oberﬂäche konstant zu halten. Damit 
wird ebenfalls die Aufgabe des »Sammelns« der motivbasierten 
Suche (siehe Kapitel 4.2.2) unterstützt. Ein Fokusbereich kann er-
stellt werden, indem der Nutzer die Oberﬂäche lange und tief ge-
nug eindrückt (siehe Bild 6.23, Abbildung 2). Die hellgraue Linie in 
Bild 6.23 stellt den entsprechenden Schwellenwert für die Physik-
simulation dar. Deformationen, die größer als dieser Schwellwert 
sind, halten die Physiksimulationen der Produkte an und ﬁxieren 
alle Objekte an ihrer aktuellen Position. Die Produkte im Fokus-
bereich werden automatisch mit LOD 2 dargestellt und erlauben 
den Vergleich der einzelnen Produkteigenschaften (siehe Aufga-
be »Vergleichen« in Kapitel 4.2.3). Da nur eine limitierte Anzahl 
an Produkten in den Fokusbereich passen, werden die Produkte, 
die am weitesten entfernt vom Zentrum des Fokusbereichs sind, 
aus diesem ausgeschlossen. Innerhalb des Fokusbereichs ist der 
(1) Objekte separieren (2) Objekte sammeln (3) Objekte bewegen
Bild 6.22: Interaktionskonzept 
DepthTouch (Teil 1) [MÜLLER ET AL. 
2017]
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Abruf von weiteren Details möglich, indem der Nutzer tiefer in 
ein ausgewähltes Produkt hineinzoomt (siehe Aufgabe »Identiﬁ-
zieren« in Kapitel 4.2.3). Zur gleichen Zeit werden ähnliche Pro-
dukte im Datensatz farblich hervorgehoben und bewegen sich in 
die Richtung des Fokusbereichs (siehe Aufgabe »Formulieren« 
in Kapitel 4.2.1). Die Ähnlichkeitssuche erlaubt den Austausch von 
Objekten im Fokusbereich, indem Objekte durch eine Flick-Geste 
herausgestoßen werden (siehe Bild 6.23, Abbildung 3). Ähnliche 
Objekte können mit derselben Geste in den Fokusbereich gezo-
gen werden, sofern dieser nicht schon die Maximalanzahl von 
20 Produkten enthält (siehe Bild 6.23, Abbildung 5). Ansonsten 
müssen die entsprechenden Objekte erst entfernt werden, um 
Platz für neue Objekte im Fokusbereich zu schaffen. Um den Fo-
kusbereich zu löschen, muss das ﬂexible Display nach oben ge-
zogen werden. Wird die entsprechende Geste erkannt, wird der 
Fokusbereich gelöscht und die enthaltenen Objekte werden im 
niedrigsten Detailgrad angezeigt (siehe Bild 6.23, Abbildung 6).
Touch-Konzept. Das Interaktionskonzept wurde speziell für den 
DepthTouch entworfen, der eine spielerische Interaktion mit den 
Produkten ermöglicht. Dieses kann jedoch auch für Touch-Inter-
aktionen für ein Tablet oder Multitouch-Tisch adaptiert werden. 
Objekte können durch Online-Gesten, wie das Ziehen des Fin-
gers auf der Oberﬂäche (vgl. [KAMMER ET AL. 2010A]) in bestimmte 
Bereiche des Interfaces gezogen und dadurch gruppiert werden. 
(1) Semantischer Zoom (2) Fokusbereich (FB) erstellen (3) Objekte aus den FB schieben
(4) Semantischer Zoom in dem FB (5) Objekte in den FB schieben (6) FB löschen
Bild 6.23: Interaktionskonzept 
DepthTouch (Teil 2) [MÜLLER ET AL. 
2017]
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Der semantische Zoom kann mit einer Pinch-Geste ausgeführt 
werden, die jedoch nicht auf den Objekten selbst, sondern dem 
Interface ausgeführt werden. Ein Fokusbereich kann mittels der 
Ofﬂine-Geste, die einen Kreis beschreibt, erstellt werden. Ana-
log dazu wird der Fokusbereich geschlossen, indem die Ofﬂine-
Geste, die ein Kreuz beschreibt, ausgeführt wird. Die Flick-Geste 
kann ebenfalls in dem Touch-Konzept angewandt werden.
Glyphboard
Der Glyphboard-Prototyp14 wurde im Rahmen des Forschungs-
projektes VANDA15 in Kooperation mit der Mercateo Services 
GmbH, der deecoob Technology GmbH und der chemmedia AG 
entwickelt und baut auf den Flower- und Star-Glyphen aus Ab-
schnitt 6.22 auf. Das Konzept nutzt für die Platzierung der Gly-
phen ein ähnlichkeitsbasiertes Layout, das zur Dimensionsre-
duktion den Algorithmus tSNE [VAN DER MAATEN & HINTON 2008] 
verwendet, welches die Glyphen basierend auf ihrer Ähnlichkeit 
anordnet [KAMMER ET AL. 2018B]. Es wird ebenfalls ein semanti-
scher Zoom angewandt, um verschiedene Detailgrade zu explo-
rieren. Auf Pixelebene (LOD 1) können Cluster identiﬁziert (Auf-
gabe »Analysieren«, siehe Kapitel 4.2.3) und ähnliche Produkte 
betrachtet werden (Aufgabe »Vergleichen«, siehe Kapitel 4.2.3), 
14 Video zum Prototyp: http://www.visual-search.org/glyphboard, 




Bild 6.24: Glyphboard mit Darstel-
lung des niedrigsten Detailgrades 
und Histogrammen zur Filterung 
und Analyse (geﬁlterte Daten 
werden grau dargestellt)
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basierend auf dem ähnlichkeitsbasierten Layout des tSNE-Algo-
rithmus (siehe Bild 6.24). Ein Dashboard auf der rechten Seite 
dient dem Laden unterschiedlicher Datensätze wie Produktdaten 
oder Veranstaltungen. Die Farbkodierung dient der Visualisierung 
von Produktkategorien. Durch den Zoom können verschiedene 
Detailgrade der Datenobjekte untersucht werden, die in der nied-
rigsten Detailstufe als Punkt und in den höheren Detailgraden als 
Glyphe dargestellt werden. In der höchsten Detailstufe dient ein 
Koordinatensystem im Hintergrund der Glyphe dazu, die Werte 
besser abzulesen und NULL-Werten zu identiﬁzieren (siehe Bild 
6.17, linke Spalte). Die Glyphdarstellungen unterstützen die Auf-
gabe »Vergleichen« der motivbasierten Suche (siehe Kapitel 
4.2.3) und erlauben die Identiﬁzierung von Extremwerten. Um die 
Überlagerung der Glyphen in dem ähnlichkeitsbasierten Layout 
zu vermeiden, wird eine Kräftesimulation angewandt, welche die 
Glyphen nach dem Zoom auseinanderzieht (siehe Bild 6.25). Das 
Dashboard unterstützt bei der Konﬁguration der Glyphe und dient 
gleichzeitig als Legende zur Darstellung der einzelnen Eigenschaf-
ten (siehe Bild 6.25, rechte Seite). Mithilfe von Histogrammen 
kann die Verteilung von einzelnen Eigenschaften im Datensatz 
analysiert werden, was ebenfalls der Aufgabe »Analysieren« 
der motivbasierten Suche entspricht. Beispielsweise repräsen-
tiert ein Histogramm die Eigenschaft »Preis« und gibt Aufschluss 
darüber, wie viele Produkte in welchen Preissegmenten liegen. 
Gleichzeitig können die Balken des Histogramms als Filter ge-
nutzt werden (siehe Bild 6.24, rechte Seite), um z.B. Produkte in 
Bild 6.25: Glyphboard mit Zoom 
auf ein Cluster: die Glyphen 
können im Dashboard rechts 
konﬁguriert werden
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einer bestimmten Preisspanne zu ﬁltern, wodurch die Aufgabe 
»Formulieren« unterstützt wird (siehe Kapitel 4.2.1). Ein Tooltip 
wird zur Verfügung gestellt, um Detailinformationen wie Produkt-
nummer, Titel und Beschreibung abzurufen, wodurch die Aufgabe 
»Untersuchen« unterstützt wird (siehe Kapitel 4.2.2).
6.4 Zusammenfassung
In diesem Kapitel wurden glyphbasierte Visualisierungskonzepte 
vorgestellt, um multidimensionale Datenmengen zu kodieren. 
Diese Darstellungsformen eignen sich sowohl für die Suche in 
multidimensionalen Datenmengen als auch zur Analyse und zum 
Vergleich einzelner Datenobjekte untereinander (siehe Abschnitt 
6.2). Es wurde ein Glyphen-Repertoire basierend auf verschiede-
nen Abbildungsverfahren und Datenattributen entwickelt, wel-
ches in unterschiedlichen Suchszenarien eingesetzt werden kann. 
Die in Abschnitt 6.3 vorgestellten Konzepte unterstützen vor allem 
das Suchmuster der Ähnlichkeitssuche sowie dem Browsing in 
strukturierten Inhalten und ermöglichen es dem Nutzer zielge-
richtet, basierend auf Beispielen (siehe Abschnitt 6.3.1) oder ex-
plorativ auf Basis der Ähnlichkeiten (siehe Abschnitt 6.3.2), durch 
den Informationsraum zu navigieren. 
Tabelle 6.3 stellt die vorgestellten Konzepte der beispielbasierten 
Suche, des Produktexplorers sowie des Glyphboards gegenüber. 
Alle Konzepte eignen sich für ein vages Informationsbedürfnis, 









Grad des  Informations- 
bedürfnisses
vage + konkret vage vage + konkret
Domänenexpertise niedrig hoch hoch
Technische Expertise medium - einfaches Interaktionskonzept,  
jedoch muss Glyphkodierung zunächst erlernt werden
Datenstruktur (semi-)strukturierte  
multidimensionale Daten
multidimensionale Daten hochdimensionale Daten
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Tabelle 6.3: Vergleich der Konzep-
te in verschiedenen Anwendungs-
kontexten
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Motivbasierte Suche Beispielbasierte Suche Produktexplorer Glyphboard
Inspirieren - - -
Formulieren Auswahl eines Produktes /  
Aus- bzw. Abwahl der einzel-
nen Produkteigenschaften
Auswahl eines Produktes  
und Hervorhebung ähnlicher 
Produkte
Auswahl von Balken in  
Histogrammen
Reformulieren - - -
Rückverfolgen - - -
Sammeln - Folgen durch Ziehen des 
Fingers über die Oberﬂäche 
und Fokusbereich
-
Untersuchen Beschreibungen der  
Produkteigenschaften
- Tooltip mit Produktdetail- 
informationen
Analysieren Scatterplot mit Glyphen Verteilung der Produkteigen-
schaften in LOD 1
Clusteranalyse auf 
Pixelebene + Verteilung 
der Eigenschaften durch 
Histogramme
Vergleichen Gegenüberstellung Refe-









Identiﬁzieren - Semantischer Zoom auf 
einzelne Produkte
Tabelle 6.4: Vergleich der 
Konzepte bezüglich der Erfüllung 
der Aufgaben der motivbasierten 
Suche
den muss, sondern die Produkte explorativ untersucht werden 
können. Basierend auf der Auswahl interessanter Eigenschaften 
bei der beispielbasierten Suche sowie den Histogrammﬁltern des 
Glyphboards sind jedoch auch zielgerichtete Suchanfragen mög-
lich. Die Domänenexpertise wird bei dem Glyphboard als auch 
dem Produktexplorer als hoch eingeschätzt, da die kodierten Da-
tenattribute bekannt sein müssen, um sinnvolle Vergleiche der 
Daten untereinander ermöglichen zu können. Bei der beispielba-
sierten Suche wird der Nutzer zunächst durch Erklärungen und 
Beispiele an die Termini des Datenbestandes herangeführt, da-
durch wird hier die Domänenexpertise als geringer eingeschätzt. 
Die Interaktionskonzepte sind einfach gehalten und gestalten ein-
zelne Interaktionsschritte nachvollziehbar durch Animationen und 
stufenloses Zooming. Jedoch muss die Kodierung der Glyphen 
zunächst erlernt werden und erfordert einigen Einarbeitungsauf-
wand, um schnelle Vergleiche und Analysen zwischen bestimm-
ten Attributgruppen gewährleisten zu können. Alle Konzepte sind 
für multidimensionale Datenstrukturen geeignet. Das Konzept 
der beispielbasierten Suche eignet sich ebenfalls für semistruk-
turierte Datenmengen, da nicht alle Dateneinträge dieselben Ei-
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genschaften besitzen müssen, sondern auf Basis der Ähnlichkeit 
nur diejenigen angeboten werden, in der die Datenattribute und 
deren Ausprägung möglichst ähnlich zu dem ausgewählten Bei-
spielprodukt sind. Durch den Einsatz des MDS-Verfahrens (Mul-
tidimensional Scaling) eignet sich das ähnlichkeitsbasierte Layout 
des Glyphboards zudem für hochdimensionale Datenstrukturen. 
Das Glyphboard-Konzept ist für Desktop-Szenarien mit Mausin-
teraktion ausgelegt. Aufgrund der verschiedenen Detailgrade und 
dem einfachen Zoom-Konzept ist jedoch auch der Einsatz von 
Tablets möglich. Die beispielbasierte Suche bietet verschiedene 
Konzepte für unterschiedliche Endgeräte an und unterstützt so-
wohl die Maus- als auch die Multitouch-Interaktion. Der Produkt-
explorer ist vor allem für ﬂexible Displays geeignet, die im Rah-
men dieser Arbeit jedoch nicht tiefgründiger betrachtet werden. 
Ein alternatives Interaktionskonzept zeigt jedoch auch die Eignung 
für Multitouch-Geräte in Desktop- oder Tablet-Größe. 
Tabelle 6.4 stellt die erfüllten Aufgaben der motivbasierten Su-
che dar. Alle drei Konzepte erfüllen die Formulierungsaufgabe. 
Das Glyphboard und die beispielbasierte Suche geben direkte 
Filtermöglichkeiten vor, während der Produktexplorer die Formu-
lierung nur indirekt über die Auswahl von einzelnen Produkten 
erlaubt. Der Produktexplorer unterstützt zudem das Sammeln 
von interessanten Produkten durch das Gruppieren der Produkte 
auf der Oberﬂäche und die Generierung von Fokusbereichen. Die 
beispielbasierte Suche und das Glyphboard unterstützen zudem 
die Aufgabe »Untersuchen«, indem Zusatzinformationen zu ein-
zelnen Produkteigenschaften bei Bedarf abgerufen werden kön-
nen. Alle drei Konzepte unterstützen durch ihre Layout-Struktur 
in Kombination mit den Glyphdarstellungen sowohl Analyse- als 
auch Vergleichsaufgaben. Im Produktexplorer können bei Bedarf 
zusätzliche Detailgrade angezeigt werden, um das Identiﬁzieren 
geeigneter Produkte zu erleichtern.
7 Facettennavigation
Die Facettennavigation ist ein bekanntes und etabliertes Para-
digma für die Produktsuche. Ist der Nutzer jedoch nicht mit der 
Domäne und den angebotenen Facetten vertraut, ist es schwie-
rig, die vielen Produktdaten ausreichend zu reduzieren. Um das 
Verständnis der bidirektionalen Beziehung zwischen den Facetten 
und der Ergebnismenge zu fördern, wurde ein Interfacekonzept 
entwickelt, das verschiedene Ansätze für die Produktsuche anbie-
tet [KECK ET AL. 2014A]. 
Das Konzept erlaubt den Vergleich und die Exploration ähnlicher 
Produkte und unterstützt dabei, die zahlreichen Produkteigen-
schaften zu analysieren. Die Suchmuster Facettennavigation 
(siehe Kapitel 3.3) und Ähnlichkeitssuche (siehe Kapitel 3.2) wer-
den in diesem Ansatz kombiniert, um die Suche in einer bidirek-
tionalen Weise zu unterstützen. Dadurch können große Ergebnis-
mengen schnell auf kleinere Teilmengen oder einzelne Produkte 
reduziert, sowie die Analyse von Produkten mit ähnlichen Eigen-
schaften unterstützt werden. Auch ohne detailliertes Wissen über 
die verwendete Domäne, ist der Nutzer in der Lage, die Verteilung 
und Beziehungen zwischen den Produkten einzuschätzen und mit 
den gewünschten Eigenschaften zu vergleichen. Das Konzept ba-
siert auf verschiedenen Visualisierungstechniken, welche die Re-
präsentation von multidimensionalen Daten erlauben: Parallele 
Koordinaten und Parallel Sets (siehe Kapitel 2.2.4).
Während die Facettennavigation ein bekanntes Suchmuster für 
die Produktsuche darstellt, sind Parallele Koordinaten und Parallel 
Sets aus dem Bereich des Data Minings und Visual Analytics (sie-
he Kapitel 2.2) bekannt. Mit dem vorgestellten Konzept werden 
diese beiden Paradigmen kombiniert und auf den Bereich der Fi-
nanzdaten und Reisesuche angewendet. Einzelne Ideen wurden 
bereits mit Parallelen Koordinaten in dem Product Explorer von 
[RIEHMANN ET AL. 2012] umgesetzt. Das vorgestellte Konzept erwei-
tert dieses mit dem Fokus auf die bidirektionalen Beziehungen 
zwischen dem Anfrage- und Ergebnisbereich und stellt den Par-
allelen Koordinaten die Anwendung der Technik von Parallel Sets 
gegenüber. Der Nutzer wird dabei unterstützt, Muster und Kor-
relationen in den Eigenschaften der Produkte zu entdecken. Wei-
terhin kann die Darstellung der Verteilung der Daten dabei helfen, 
bisher gestellte Suchanfragen zu modiﬁzieren.
Das Konzept wurden im Rahmen des Forschungsprojektes »VI-
SEA – Visual Search Interfaces«1 umgesetzt. Ein Finanzdatensatz 
1 https://forschungsinfo.tu-dresden.de/detail/forschungsprojekt/13810, 
Abrufdatum 27.08.2018
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wurde von dem Kooperationspartner queo GmbH2 und ein Reise-
datensatz von der Unister Holding GmbH bereitgestellt. Auf diese 
beiden Datensätze wird im nächsten Abschnitt näher eingegan-
gen. Anschließend stellt Abschnitt 7.2 ein Basiskonzept vor, das 
sich die Parallelen Koordinaten (siehe Abschnitt 7.3) und Parallel 
Sets (siehe Abschnitt 7.4) teilen. Im Anschluss werden beide Kon-
zepte in einer Nutzerstudie gegenübergestellt. Auf Basis dieser 
Ergebnisse wird ein adaptiertes Konzept entwickelt, das in Ab-
schnitt 7.7 präsentiert wird.
7.1 Datengrundlage
Als Datengrundlage wurde eine Datenbasis aus Finanzprodukten 
bestehend aus Zertiﬁkaten und Optionsscheinen genutzt, die in 
einer Facettenklassiﬁkation (siehe Kapitel 2.2.2) strukturiert sind. 
Von den verschiedenen Produkteigenschaften wurden acht wich-
tige Merkmale ausgewählt, um ein Finanzprodukt zu beschrei-
ben. Diese Merkmale enthalten nominale (z.B. Basiswert) sowie 
quantitative und ordinale Daten (z.B. Investmentzeitraum und 
Performance). Da Parallel Sets kategorische Daten benötigen, 
müssen die quantitativen Daten kategorisiert werden. Dies kann 
durch die Deﬁnition von Bereichen – entweder automatisch (mit 
gleichen oder logarithmischen Intervallen) oder manuell (durch die 
Deﬁnition sinnvoller Bereiche) – erfolgen.
Ein Vorteil der kategorischen Datenrepräsentation ist, dass die-
se in einer Hierarchie organisiert werden können und somit ein 
Attribut in verschiedenen Abstraktionsebenen betrachtet werden 
kann. Um die Umsetzung eines semantischen Zooms zu ermög-
lichen (siehe Abschnitt 7.2), wurden Metainformationen über die 
zugrundeliegende Hierarchie für jede Facette hinzugefügt. Für ka-
tegorische Daten wurden alle Attribute einer Facette analysiert 
und sinnvolle Elternelemente manuell hinzugefügt. Bei den quan-
titativen Attributen wurde nur die oberste Hierarchieebene ma-
nuell deﬁniert. Die unteren Hierarchieebenen wurden hingegen 
automatisch generiert.
Die Parallel Sets wurden darüber hinaus für die Reisesuche um-
gesetzt (siehe Abschnitt 7.7), um das Konzept mit einem weniger 
abstrakten Datensatz zu testen. Auch hier wurde eine Facetten-
klassiﬁkation bestehend aus den Facetten Typ (kategorische Da-
ten), Kategorie und Weiterempfehlung (ordinale Daten), sowie 
Preis und Durchschnittstemperatur (quantitative Daten) ver-
wendet. Letztere wurden ebenfalls in Kategorien unterteilt. Sie 
weisen jedoch keine Hierarchien auf.
2 https://www.queo.de, Abrufdatum 27.08.2018
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7.2 Basiskonzept
Das Interface ist in zwei Bereiche unterteilt: die parallele Ach-
senansicht und die Ergebnisansicht, die eine Liste der Produkte 
mit einem Titel und einer kurzen Beschreibung als Preview enthält 
(siehe Bild 7.1) [KECK ET AL. 2014A]. Dies erlaubt die Exploration 
des Datenbestandes auf eine bidirektionale Weise. Auf der linken 
Seite bekommt der Nutzer einen Überblick über die zugrundelie-
gende Datenstruktur und die Verteilung der Produktdaten. Die 
präsentierten Ergebnisse auf der rechten Seite können mithilfe 
verschiedener Filter eingeschränkt werden. Durch die Auswahl 
von Produkten in der Ergebnismenge werden die dazugehörigen 
Elemente in der Achsenansicht hervorgehoben, um die Identiﬁka-
tion von ähnlichen Produkten zu unterstützen.
Im Gegensatz zu einem herkömmlichen kartesischen Koordina-
tensystem werden die Achsen parallel angeordnet. Somit wird es 
möglich, mehr als zwei Dimensionen bzw. Facetten des Daten-
bestandes gleichzeitig in einer planaren Darstellung anzuzeigen. 
Die Ausprägungen jeder Facette werden als Rechtecke auf den 
Achsen dargestellt. Ihre Höhe gibt Aufschluss über die Verteilung 
der Produkte in Bezug auf das Vorkommen dieser Eigenschaft 
im gesamten Datenbestand. Weiterhin reduziert es bei den Pa-
rallelen Koordinaten die Ballung von sehr vielen Produktlinien an 
einem Punkt und erleichtert die Nachverfolgung einzelner Linien 
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Bild 7.1: Basiskonzept, bestehend 
aus paralleler Achsenansicht und 
Ergebnisansicht, das sowohl von 
Parallelen Koordinaten als auch 
Parallel Sets genutzt wird
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(vgl. [RIEHMANN ET AL. 2012]). Die weiteren Eigenschaften des Ba-
siskonzepts werden im Folgenden näher erläutert.
7.2.1 Interaktion mit den Achsen
Die parallelen Achsen gehören zu den Hauptsteuerungselemen-
ten der Visualisierung und bieten verschiedene Interaktionen an. 
Durch Mouse-Scrolling kann die selektierte Achse herangezoomt 
werden. Mithilfe eines semantischen Zooms kann der Nutzer die 
zugrundeliegende Hierarchie der Facetten (siehe Abschnitt 7.1) er-
kunden und darüber hinaus die aktuelle Auswahl verfeinern bzw. 
speziﬁzieren (siehe Bild 7.2). Verbindungen zwischen den Facet-
tenattributen helfen dabei, Elemente in der Hierarchieebene mit 
dem gleichen Elternelement zu identiﬁzieren. Weiterhin können 
die Achsen vertikal und horizontal verschoben werden. Durch 
Drag & Drop kann die Reihenfolge der Achsen vertauscht werden, 
um die Zusammenhänge zwischen den gewünschten Facetten 
genauer zu erkunden. Dies ist vor allem für die gründliche Analyse 
der Abhängigkeiten zwischen den Attributen notwendig, da die-
se bei benachbarten Achsen deutlicher zu erkennen sind [MAZZA 
2009, S. 49]. Durch das vertikale Verschieben können interessan-
te Attribute nach dem Zoomen in das Zentrum gezogen werden.
7.2.2 Facettenﬁlter
Durch die Aktivierung und Deaktivierung der Facettenﬁlter – mit-
tels Anklicken der entsprechenden Rechtecke auf der Achse – ist 
die iterative Eingrenzung der Ergebnismenge möglich. Dies ist in 
Bild 7.3 am Beispiel der Parallelen Koordinaten (links) und Parallel 
Sets (rechts) zu sehen. Es können verschiedene Filter miteinan-
der kombiniert werden, um – vergleichbar mit der Facettennaviga-
tion – komplexe Anfragen zu stellen. Die Selektion mehrerer Filter 
auf einer Achse erlaubt eine logische ODER-Verknüpfung dieser 
Elemente, die Selektion von Filtern auf unterschiedlichen Achsen 
dagegen eine logische UND-Verknüpfung (siehe Aufgabe »For-
mulieren« in Kapitel 4.2.2). Die Ergebnismenge im rechten Be-
reich des Interfaces wird automatisch aktualisiert und Produkte, 
die dem aktuellen Filter nicht entsprechen, ausgeblendet. Da die 
Facettenwerte und die Produkte in einer Visualisierung dargestellt 
werden, hat der Nutzer den Vorteil, sofort zu sehen, welche Filter 
einen starken Einﬂuss auf die aktuelle Auswahl haben und inwie-
weit die Anfrage adaptiert werden muss, um mehr oder bessere 
Ergebnisse zu erhalten (siehe »Reformulieren« in Kapitel 4.2.1). 
Weiterhin werden der schnelle Vergleich zwischen den Produk-
ten sowie eine tiefgehende Analyse der Datenbasis ermöglicht. 
Beispielsweise kann der Nutzer den besten Produkttyp (Facette 
1) anhand des niedrigsten Risikos (Facette 2) und der höchsten 
Performance (Facette 3) bestimmen.
Bild 7.2: Zoombare Achsen 




Auf der rechten Seite des Interfaces wird die Ergebnisliste ange-
boten. Diese zeigt die Produkte abhängig von der Auswahl in der 
Achsensicht an. Mittels Brushing (siehe Kapitel 2.2.5) werden Pro-
dukte auf der linken Seite der Visualisierung mit der Ergebnisliste 
assoziiert. In der Vorschau (Preview) werden der Produkttitel und 
die Projektnummer dargestellt. Durch das Klicken auf einen die-
ser Titel wird der entsprechende Bereich vergrößert und weitere 
Detailinformationen angeboten (siehe Bild 7.6 und 7.7).
7.2.4 Suchhistorie
Jedes Element, das bereits untersucht wurde, wird einer Suchhis-
torie hinzugefügt und in der Ergebnisliste rot eingefärbt. Dadurch 
werden neue oder bisher nicht betrachtete Produkte gegenüber 
den bereits gesehenen Objekten hervorgehoben (siehe Aufgabe 
»Rückverfolgen« in Kapitel 4.2.2). Ist ein Produkt besonders inte-
ressant, kann es markiert und für den späteren Vergleich in einer 
separaten Liste gesammelt werden (siehe Aufgabe »Sammeln«
in Kapitel 4.2.2). Wechselt der Nutzer in die Ansicht der Suchhis-
torie oder der Sammlung im rechten Bereich des Interfaces (siehe 
Bild 7.1, rechts), werden die entsprechenden Produkte ebenfalls 
in der linken Achsenansicht geﬁltert, um den direkten Vergleich 
zwischen den ausgewählten Elementen zu erlauben.
7.3 Parallele Koordinaten
Die Parallelen Koordinaten bauen auf dem vorgestellten Basiskon-
zept in Abschnitt 7.2 auf. Jedes Produkt wird als eine Produktlinie 
dargestellt und schneidet die Achsen an den entsprechenden Fa-
cettenausprägungen. Damit keine Überschneidungen entstehen, 
werden die Schnittpunkte mit den Achsen untereinander ange-
ordnet.
Bild 7.3: Anwendung des Facet-
tenﬁlters auf Parallele Koordinaten 
(links) und Parallel Sets (rechts)
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Erste Implementierungen von Parallelen Koordinaten nutzen Li-
nien um jeden Schnittpunkt mit der Achse miteinander zu verbin-
den [INSELBERG & DIMSDALE 1990]. Da die multidimensionalen Da-
ten jedoch häuﬁg den gleichen Schnittpunkt miteinander teilen, 
gestaltet es sich schwierig einzelne Objektlinien nachzuverfolgen 
(siehe Bild 7.4). [GRAHAM & KENNEDY 2003] schlagen vor, Kurven 
anstatt von Linien zu nutzen und weiterhin die Schnittpunkte als 
Flächen auf den Achsen auszudehnen, um diese Überschneidun-
gen zu minimieren (siehe Bild 7.5). Gleichzeitig gibt die Größe der 
Attribute Aufschluss über die Verteilung der Produkteigenschaf-
ten im Datenbestand (siehe Abschnitt 7.2). Da für alle Achsen 
kategorische Werte genutzt werden bzw. quantitative Werte in 
Kategorien aufgeteilt werden (siehe Abschnitt 7.1), können die 
Produkte gleichmäßig über die ganze Fläche jedes Attributes auf-
geteilt werden. Weiterhin werden zur besseren Unterscheidung 
der einzelnen Produkte Bézierkurven statt einfache Linien für de-
ren Darstellung genutzt.
Neben der Repräsentation der Produkte als Bézierkurven bietet 
das Konzept der Parallelen Koordinaten zusätzlich zum Basiskon-
zept zwei weitere Funktionalitäten, die im Folgenden näher erläu-
tert werden.
7.3.1 Vergleich
Sobald ein interessantes Produkt gefunden wurde, kann die 
Vergleichsfunktion eingesetzt werden. Diese kann in der Detail-
ansicht eines Produktes aktiviert werden und verschiebt die zu-
gehörige Produktkurve in den Mittelpunkt des Achsenbereichs 
(siehe Bild 7.6). Auch in der Ergebnisliste werden die Produkte 
neu angeordnet – analog zur Reihenfolge auf der Achsenansicht – 
und ähnliche Produkte in der Nähe des ausgewählten Produktes 
angeordnet. Die Methode ist besonders dafür geeignet, um Pro-
dukte mit ähnlichen Eigenschaften zu ﬁnden. Bereits betrachtete 
Produkte werden rot dargestellt und so visuell von den neuen 
Produkten getrennt. Ebenfalls ist es möglich, nur die Produkte 
einer Sammlung miteinander zu vergleichen durch die Auswahl 
der Sammlungsliste in der Ergebnisansicht. Dadurch ist ein Ver-
gleich der Produkte, die für den Suchenden interessant sind, über 
mehrere Eigenschaften möglich (siehe Aufgabe »Vergleichen« in 
Kapitel 4.2.3).
7.3.2 Unscharfer Filter
Die visuelle Komplexität der Parallelen Koordinaten steigt mit der 
Anzahl der dargestellten Produkte. Um dies zu minimieren, wird 
ein unscharfer Filter eingeführt, der als hellgraue Fläche im Mittel-
punkt der Achsen visualisiert wird und mit der Vergleichsfunktio-
Bild 7.4: Parallele Koordinaten 
mit einem gemeinsamen Schnitt-
punkt [GRAHAM & KENNEDY 2003]
Bild 7.5: Parallele Koordinaten 
mit Kurven und Verteilung der 
Schnittpunkte auf einer Achsenﬂä-
che [GRAHAM & KENNEDY 2003]
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nalität angewandt werden kann. Die Toleranz dieses Filters ist ab-
hängig von der Größe der Fläche und kann nach Bedarf vergrößert 
oder verkleinert werden. Produkte, die einzelnen Facettenwerten 
nicht entsprechen, werden transparenter dargestellt und ausge-
blendet, sobald sie einen gewissen Schwellenwert überschreiten 
(siehe Bild 7.6). Der unscharfe Filter hilft dabei, Teilmengen mit 
ähnlichen Eigenschaften zu untersuchen und unterstützt damit 
die Ähnlichkeitssuche.
7.4 Parallel Sets
Parallel Sets sind geeignet, um große Datenmengen mit katego-
rischen Eigenschaften zu visualisieren. Dafür wurde das vorge-
stellte Basiskonzept in Abschnitt 7.2 erweitert. Anstatt einzelne 
Produktlinien zu nutzen, werden hier die Produkte zu Produkt-
mengen zusammengefasst und mithilfe von Bändern visualisiert. 
Die Bänder zwischen zwei benachbarten Achsen repräsentieren 
die Schnittmenge von Produkten, welche die beiden verbundenen 
Facettenwerte erfüllen (siehe Bild 2.16). Die Breite der Bänder 
gibt Aufschluss über die Anzahl der Produkte, welche die beiden 
angrenzenden Facettenwerte beinhalten. Es wurden geschwun-
gene Bänder verwendet, da diese Darstellungsweise das Verfol-
gen der Bänder über mehrere Achsen hinweg – wie bei den Pa-
rallelen Koordinaten – erleichtert. Ein Mouse-Over über einzelne 
Achsenabschnitte oder über die Bänder hebt die dazugehörigen 
Teilmengen hervor (siehe Bild 7.7). Durch einen Klick auf diese 
Teilmenge werden auch die Ergebnisse auf der rechten Seite 
des Interfaces geﬁltert und nur noch die Produkte angezeigt, 
die in dieser Teilmenge enthalten sind. Der Facettenﬁlter (siehe 
Abschnitt 7.2) kann verwendet werden, um die Ergebnismenge 
zu verkleinern und gleichzeitig nicht passende Teilmengen auszu-
blenden (siehe Bild 7.3. rechts). Um die bidirektionale Beziehung 
Bild 7.6: Parallele Koordinaten 
mit unscharfen Filter (hellgrauer 
Bereich) und Vergleichsfunktion
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zwischen Ergebnismenge und Achsenansicht zu fördern, werden 
bei der Auswahl einzelner Produkte in der Ergebnisliste die ent-
sprechenden Bänder in der Achsenansicht hervorgehoben.
7.5 Prototyp
Der Prototyp3 wurde mit JavaScript, HTML5 und CSS umgesetzt. 
Als Visualisierungsbibliothek wurde D3.js [BOSTOCK ET AL. 2011] ver-
wendet, um interaktive SVG-Visualisierungen zu erzeugen. Durch 
Aktivierung der Funktion »Show Flows« im Hauptmenü kann die 
Darstellung zu den Parallel Sets gewechselt und die beiden Kon-
zepte mit den aktuell gewählten Filtern und Einstellungen vergli-
chen werden. 
7.6 Nutzerstudie
In einer Nutzerstudie wurde die Eignung der beiden Interface-
konzepte (Parallele Koordinaten (PK) und Parallel Sets (PS)) für 
drei verschiedene Aufgaben evaluiert: Analyse, Vergleich und die 
Suche [KECK ET AL. 2014A]. Dabei waren die messbaren Werte (Zeit 
zum Lösen einer Aufgabe und Fehlerrate) als auch das Nutzer-
feedback bezüglich der Akzeptanz der beiden Interfacekonzepte 
und der angebotenen Funktionalitäten von Interesse.
Beide Prototypen teilen sich das gleiche Basiskonzept (siehe 
Abschnitt 7.2) und bauen auf den in Abschnitt 7.1 beschriebenen 
Finanzdaten auf. Die Datenbasis enthält 120 verschiedene Finanz-
3 Video und Prototyp unter http://www.visual-search.org/parallel-coor-
dinates, Abrufdatum 27.08.2018
Bild 7.7: Parallel Sets: durch 
Mouse-Over auf den Achsen, 
Produkten oder Bändern werden 
die entsprechenden Teilmengen 
hervorgehoben.
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produkte und nutzt vier Achsen, um die folgenden Eigenschaften 
zu beschreiben:
t Produkttyp: kategorische Daten unterteilt in drei Kategorien 
auf der ersten Hierarchieebene und acht Kategorien auf der 
zweiten Hierarchieebene
t Basiswert: kategorische Daten unterteilt in sechs Kategorien 
auf der ersten Hierarchieeben und acht Kategorien auf der 
zweiten Hierarchieebene
t Investitionszeitraum: quantitative Daten in Intervallen auf ka-
tegorische Daten abgebildet, unterteilt in Lang-, Mittel- und 
Kurzzeit auf der ersten Hierarchieebene und in verschiedene 
Jahresscheiben auf der zweiten Hierarchieebene
t Performance: quantitative Daten, die auf fünf kategori-
sche Intervalle auf der ersten Hierarchieebene und 20 Inter-
valle auf der zweiten Hierarchieebene abgebildet wurden 
Beide Interfaces bieten die in Abschnitt 7.2 vorgestellten Funkti-
onalitäten an: Facettenﬁlter, Interaktion mit den Achsen (Zoo-
men und Austausch der Achsen), Ergebnisliste mit Suchhisto-
rie und Sammlung. Die Parallelen Koordinaten bieten zusätzlich 
noch die Funktionen Vergleich und unscharfer Filter an (siehe 
Abschnitt 7.3).
7.6.1 Methodik
An der Nutzerstudie nahmen 13 Nutzer (7 davon weiblich) im Al-
ter von 23 – 60 Jahren (M = 30.23, SD = 9.98) teil. Nach ihrer 
persönlichen Einschätzung (Skala von 1 = sehr viel Erfahrung zu 
5 = keine Erfahrung) waren die meisten nicht vertraut mit der Vi-
sualisierungstechnik der PK (Mittelwert (M) = 4.08, Standardab-
weichung (SD) = 1.15) und PS (M = 4.53, SD = 0.88). Auch mit 
Finanzprodukten selbst (M = 3.69, SD = 1.25) und Zertiﬁkaten im 
Speziellen (M = 4.3, SD = 1.18) waren die meisten Teilnehmer 
nicht vertraut. Bevor das Experiment begann, wurde deshalb eine 
kurze Einführung in beide Visualisierungstechniken, den zugrun-
deliegenden Daten und den angebotenen Funktionalitäten der 
beiden Prototypen gegeben. Anschließend hatten die Teilnehmer 
fünf Minuten Zeit, sich mit den beiden Prototypen vertraut zu ma-
chen. Es wurde ausgeglichen mit je einem der beiden Interface-
konzepte (PK und PS) im Experiment begonnen. Die Teilnehmer 
sollten neun Aufgaben mit jedem Interface lösen, die wiederum 
in drei Aufgabentypen und drei Aufgaben pro Typ unterteilt waren:
1 Analyse der Finanzdaten: z.B. »Welche Produktgruppe be-
inhaltet die meisten Produkte mit einem Investitionszeitraum 
zwischen 1 und 2 Jahren?«
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2  Vergleich von zwei Produkten: z.B. »Finde ein ähnliches Pro-
dukt mit demselben Produkttyp und einer Performance, die so 
ähnlich wie möglich ist!«
3 Suche nach Finanzprodukten: z.B. »Finde ein Produkt mit 
Währung als Basiswert und einem Investitionszeitraum von 
ca. 3 Jahren!«
Die Aufgabe wurde als gelöst gewertet, wenn der Nutzer ein 
Ergebnis identiﬁzieren konnte, das zu der gegebenen Aufgabe 
passt. Der Teilnehmer konnte dabei frei entscheiden, wann dies 
der Fall war. Die Lösung konnte ein konkreter Facettenwert (Ana-
lyseaufgabe) oder ein konkretes Produkt (Vergleich- und Suchauf-
gabe) sein. Während des Experiments wurde die Zeit zum Lösen 
der Aufgabe (Start und Ende jeder Aufgabe wurden vom Nutzer 
bestimmt) und die Fehlerrate (Ergebnisse wurden klassiﬁziert in 
»0 = inkorrekt«, »1 = teilweise korrekt« und »2 = korrekt«) ge-
messen. Den Ergebnissen wurde die Klasse 1 zugewiesen, wenn 
das Ergebnis die Aufgabe erfüllt, jedoch noch weitere Produkte 
vorhanden sind, die noch näher an dem ausgewählten Ergebnis 
sind. Nach dem Experiment wurden die Teilnehmer gebeten, 
einen Fragebogen auszufüllen, um jedes der Interfacekonzepte 
bezüglich der Effektivität, Erlernbarkeit, Zufriedenheit, Joy of 
Use, Efﬁzienz und der Bandbreite an Funktionen zu bewer-
ten. In einem zweiten Fragebogen wurde nach den folgenden, 
individuellen Funktionalitäten hinsichtlich der Nützlichkeit und 
Usability (siehe Kapitel 2.3.1) gefragt: Facettenﬁlter, Zoomen 
in die Achsen, Austauschbarkeit der Achsen, Ergebnisliste, 
Vergleichsfunktion und unscharfer Filter. In beiden Fragenbö-
gen wurde eine Likert-Skala mit fünf Merkmalsausprägungen 
verwendet (»0 = stimme gar nicht zu« bis »4 = stimme voll zu«), 
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Bild 7.8: Lösungszeit für alle Auf-




Die Lösungszeit und die Fehlerrate wurden in Bezug auf 2 (Visu-
alisierung: PK, PS) x 3 (Aufgabe: Analyse, Vergleich, Suche) wie-
derholt gemessener Werte einer ANOVA unterzogen. Hinsichtlich 
der Zeit zum Lösen der Aufgabe gab es keine signiﬁkanten Un-
terschiede zwischen PK und PS, F(1,12) = 1.71, p = 0.215 (PC: M 
= 33.34s, SD = 19.73; PS: M = 30.36s, SD = 23.99). Jedoch gab 
es eine Interaktion zwischen Visualisierung und Aufgabe, F=(2,24) 
= 10.21, p < 0.001. Die Unterschiede zwischen beiden Visualisie-
rungen waren signiﬁkant in Bezug auf die zu lösende Aufgabe: PS 
war schneller als PK für analytische Aufgaben, p = 0.017, und für 
Suchaufgaben, p = 0.023. Hingegen war PK schneller als PS bei 
den Vergleichsaufgaben, p = .015 (siehe Bild 7.8).
Weiterhin wurde die Fehlerrate für beide Visualisierungen evalu-
iert. Bei beiden Visualisierungen wurden die meisten Aufgaben 
korrekt gelöst (PK: korrekt= 88.9%, teilweise korrekt = 7.7%, in-
korrekt = 3.4%; PS: korrekt = 94.9%, teilweise korrekt = 3.4%, in-
korrekt = 1.7%). Jedoch gab ein keine signiﬁkanten Unterschiede 
zwischen den beiden Visualisierungen, F(1,12) = 2.28, p = 0.157, 
und auch keine Interaktion zwischen Visualisierung und Aufgabe, 
F(2,24) = 0.62, p = 0.548.
Die Evaluation des Fragebogens zeigte keine signiﬁkanten Unter-
schiede zwischen beiden Visualisierungen bezüglich der wahrge-
nommenen Effektivität (PK: M = 3.38, PS: M = 3.31), Erlernbar-
keit (PK: M = 3.23, PS: M = 3.38), Zufriedenheit (PK: M = 2.69, 
PS: M = 3.07), Joy of Use (PK: M = 3.31, PS: M = 3.46), Efﬁzienz 
(PK: M = 3.23, PS: M = 3.23) und der Funktionsbandbreite (in 
diesem Fall ist »0 = zu wenig« und »4 = zu viel«: PK: M = 1.69, 
PS: M= 2), alle |t| < 2.5, alle p > 0.05 (siehe Bild 7.9).
Im zweiten Fragebogen wurde die individuelle Meinung bezüg-
lich der Nützlichkeit und Usability der angebotenen Funktiona-
litäten untersucht. Der Facettenﬁlter war die Funktionalität, die 
am meisten genutzt wurde, um die Ergebnismenge zu reduzie-






















Bild 7.9: Ergebnisse des Fragebo-
gens für PK und PS (Fehlerbalken 
repräsentieren die Standardabwei-
chung)
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Alle Funktionalitäten waren einfach zu benutzen (alle Werte zwi-
schen 3 und 5, siehe Bild 7.10). Jedoch wurden unterschiedliche 
Meinungen über den unscharfen Filtern beobachtet: Für manche 
Teilnehmer wurde er als nützlich erachtet, um die Komplexität der 
vielen Linien zu reduzieren und den Facettenﬁlter zu erweitern 
(unscharfer Filter für vages Informationsbedürfnis, Facettenﬁlter 
für konkretes Informationsbedürfnis). Jedoch zeigte sich auch bei 
vielen Aufgaben, insbesondere bei den Analyseaufgaben, dass 
der unscharfe Filter als störend empfunden wurde, da er einige 
Werte im initialen Status der Anwendung verdeckte.
7.6.3 Diskussion
Die Ergebnisse haben gezeigt, dass beide Ansätze den Bedürf-
nissen der Nutzer bei der Suche nach Finanzprodukten gerecht 
werden. Obwohl die Nutzer der Studie keine Domänenexperten 
bezüglich der Finanzprodukte waren, konnten mithilfe von PS und 
PK die gegebenen Aufgaben in einer angemessenen Zeit gelöst 
werden (korrekte Antworten: 88.9% – 94.9%). Letztendlich wur-
den die positiven Ergebnisse von dem subjektiven Feedback der 
Nutzer in den Fragebögen untermauert bezüglich der Erlernbar-
keit (M = 3.23 – 3.38) und Joy of Use (M = 3.31 – 3.46). Während 
der Experimente wurde beobachtet, dass PK zu einer schnelleren 
Lösungszeit führte, sobald die bidirektionale Interaktion vonnöten 
war und eine detailliertere Produktansicht und ein Vergleich benö-
tigt wurden. Demgegenüber schnitten PS besser bei der Filterung 
des Datensatzes ab, bei der ein Überblick über Verteilungen im 
Datensatz und keine Interaktion mit einzelnen Produkten notwen-
dig war. 
7.7 Adaption des Konzepts
Aufbauend auf der Nutzerstudie wurde das Konzept adaptiert 
und auf Reisedaten angewendet, um dieses analytische Inter-
face mit einem weniger abstrakten Anwendungsfall zu testen 
[KECK 2014C]. Dieser Ansatz nutzt die Parallel Sets für die Facet-












A B C D E F
A - Facettenﬁlter
B - Unscharfer Filter
C - Vergleichsfunktion
D - Austausch der Achsen
G
Funktionalitäten
Die Funktion war nützlich, um die Aufgabe zu lösen
Die Funktion war leicht zu benutzen
E - Vertikales Verschieben der 
     Achsen
F - Zoomen der Achsen
G - Ergebnisbereich
Bild 7.10: Auswertung der Funktio-
nalitäten der beiden Visualisierun-
gen (Fehlerbalken repräsentieren 
die Standardabweichung)
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Produktvergleich angezeigt werden. Im Unterschied zum ersten 
Konzept werden hier die Facettenwerte als Kreise dargestellt, de-
ren Größe sich in jedem Filterschritt an die übrigen Ergebnisse mit 
dieser Eigenschaft anpassen und somit nicht konstant bleiben.
Ein weißer Ring um jedes Facettenattribut gibt jedoch Aufschluss 
über die ursprüngliche Größe bzw. das absolute Vorkommen im 
Datenbestand (siehe Bild 7.11). Weiterhin wird die Bändergröße 
angepasst, um Rückschlüsse auf die Menge der enthaltenen Pro-
dukte zu erlauben.
Die Ergebnismenge beﬁndet sich auf der linken Seite des Inter-
faces und die Achsenansicht rechts. Beide Bereiche stehen er-
neut in einer bidirektionalen Verbindung. Wird ein Ergebnis in der 
Ergebnismenge ausgewählt, wird dieses durch eine Linie im rech-
ten Bereich hervorgehoben. Die Auswahl mehrerer Ergebnisse 
erlaubt den direkten Vergleich der in Verbindung stehenden Eigen-
schaften. Weiterhin dient ein nicht permanent sichtbares Filter-
menü zur Manipulation der einzelnen Achsen. Es öffnet sich durch 
das Tippen auf den Titel einer Achse und öffnet eine Übersicht 
aller Facetten und der ausgewählten Facettenwerte (siehe Bild 
7.12). Diese Funktionalität erlaubt es, die entsprechende Achse 
auszutauschen.
Das Konzept wurde für die Nutzung auf dem Tablet optimiert und 
alle Interaktionselemente in einer ausreichenden Größe zur Touch-
Interaktion konzipiert. Durch eine Swipe-Geste können Achsen, 
die nicht in den aktuellen Sichtbereich passen, in den Fokus ge-
holt werden. Durch einen Touch auf die Kreise wird der aktuell 
ausgewählte Filter aus- bzw. abgewählt. Durch einen Touch auf 
die Bänder kann ebenfalls ein Filter ausgelöst werden, wodurch 
die Ergebnisliste mit den entsprechenden Produkten aktualisiert 
wird.
Bild 7.11: Interface für die 
Reisesuche mit bidirektionaler 
Verbindung zwischen Ergebnisliste 
(links) und Achsenbereich (rechts)
Bild 7.12: Achsenmenü
Visuelle Exploration multidimensionaler Informationsräume188
Der Prototyp4 wurde mithilfe von JavaScript, HTML5, CSS und der 
Visualisierungsbibliothek D3.js [BOSTOCK ET AL. 2011] umgesetzt.
7.8 Zusammenfassung
Die präsentierten Interfacekonzepte kombinieren nützliche Cha-
rakteristiken der Facettennavigation mit der Visualisierungstech-
nik der Parallelen Koordinaten bzw. Parallel Sets. Die Konzepte 
bieten viele Strategien und Ansätze für die Analyse, den Vergleich 
und die Suche in großen multidimensionalen Datenmengen. Eine 
Nutzerstudie zeigte, dass alle Teilnehmer die Aufgaben der drei 
Aufgabentypen mit den beiden Prototypen lösen konnten. Den-
noch trifft auch hier die Regel »weniger ist mehr« zu. Die Eva-
luation zeigte, dass die Nutzer erst eine genauere Einweisung 
brauchten, um alle Funktionalitäten der Anwendung im aktuellen 
Stadium zu entdecken und zu verstehen.
Indem nicht nur auf Experten, sondern auch auf Nutzer mit weni-
ger technischer Expertise der Fokus gelegt wird, können weitere 
Entwicklungen der Anwendung eine Schritt-für-Schritt-Anleitung 
zur Vorstellung aller Funktionalitäten vorsehen oder eine Suchas-
sistenz für die verschiedenen Aufgaben zur Verfügung stellen.
Besonders beim Umgang mit großen Datenmengen spielt die 
Reihenfolge der ausgeführten Aufgaben für den Erfolg des Ent-
scheidungsprozesses eine wichtige Rolle. Alle Funktionalitäten 
und Facetten direkt zum Einstieg anzubieten, ist in diesem Fall 
nicht die beste Wahl und kann den Nutzer schnell überfordern. 
Mit Hilfe der Parallel Sets können ein paar ausgewählte Attribute 
angeboten werden, die dem Nutzer erlauben, eine erste Auswahl 
zu treffen, bevor weitere Teilmengen im Detail erkundet werden.
Das Konzept des unscharfen Filters zeigte gute Werte bei den Ver-
gleichsaufgaben, jedoch verwirrte es auch bei anderen Suchauf-
gaben. Da beide Filter die angezeigte Ergebnismenge beeinﬂus-
sen, war es häuﬁg nicht für den Nutzer nachvollziehbar, welcher 
der beiden Filter für die entsprechenden Ergebnisse zuständig 
ist. Zusätzliche Interface-Elemente können Aufschluss über die 
Anzahl der exkludierten Ergebnisse für jeden Filter geben bzw. 
können die Funktionalitäten ähnlich des DelViz-Interfaces (siehe 
Kapitel 5) nur für bestimmte Suchaufgaben zur Verfügung gestellt 
werden.
Weiterhin sind Verbesserungen nötig, um die Bézierkurven der 
Produktlinien an den Achsen besser zu ordnen und zu entwirren. 
Eine automatisierte Umordnung der Positionen abhängig von der 
4 Prototyp und Video unter: http://www.visual-search.org/parallel-sets/, 
Abrufdatum 14.08.2018
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Zoom-Ebene, den ausgewählten Filtern, den Attributwerten und 
der Nachbarachsen kann dabei helfen, die visuelle Komplexität 
und das Durcheinander (visual clutter) zu reduzieren und die Ge-
nauigkeit des unscharfen Filters zu verbessern.
Zusätzlich zu den analytischen Vorteilen, die [RIEHMANN ET AL. 2012] 
schon mit den Parallelen Koordinaten in Kombination mit Pro-
duktdaten zeigten, unterstützt das vorgestellte Interfacekonzept 
der Parallelen Koordinaten auch die Ähnlichkeitssuche. Verschie-
dene Filter können auf den Achsen aktiviert werden, was die Er-
stellung von komplexen Suchﬁltern erlaubt, um die Ergebnismen-
ge einzugrenzen, wie es von der Facettennavigation bekannt ist. 
Bei dem Ansatz der Ähnlichkeitssuche kann der Nutzer hingegen 
mit einem ausgewählten interessanten Produkt starten, das seine 
Erwartung in einen oder mehreren Merkmalen erfüllt. Die Funk-
tionalität zentriert automatisch alle Schnittpunkte des ausgewähl-
ten Produktes auf der Nulllinie, so dass Produkte mit ähnlichen 
Eigenschaften leicht identiﬁziert und verglichen werden können.
Das Interfacekonzept wurde ursprünglich für die Exploration von 
Finanzdaten entwickelt. In diesem Anwendungsszenario braucht 
der Nutzer einen Überblick über die Verteilung und Zusammen-
hänge im Datenbestand sowie deren Attribute. Daraus resultiert, 
dass das Interface einen starken analytischen Fokus hat, um den 
Informationsraum zu explorieren. Der zweite Prototyp zeigt am 
Beispiel der Reisedaten, dass dieser Ansatz auch in einer weni-
ger abstrakten Domäne funktioniert. Die Funktionalitäten wurden 
deutlich reduziert und gleichzeitig Vorteile beider Visualisierungs-
techniken (Parallele Koordinaten und Parallel Sets) kombiniert. 
Anwendungskontext Parallele Koordinaten Parallel Sets
Informations- 
bedürfnis











Interaktion Maus-Interaktion Maus- und Touch-Interaktion
Plattform 
    Desktop
     Tablet









Tabelle 7.1: Vergleich der Konzep-
te in verschiedenen Anwendungs-
kontexten
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Tabelle 7.1 stellt abschließend wichtige Eigenschaften beider In-
terfacekonzepte gegenüber. Beide Visualisierungskonzepte eig-
nen sich für ein konkretes Informationsbedürfnis, da durch die 
Kombination der Facettenwerte komplexe Filter erstellt werden 
können. Es wird aber auch ein weniger zielgerichtetes Browsing 
durch die Ergebnisliste und die damit verknüpften Produktlinien 
oder Bänder ermöglicht. Da die Filter dem Nutzer bekannt sein 
müssen, um sinnvolle Filterabfragen zu erstellen, wird die Domä-
nenexpertise als medium eingeschätzt. Wie das Feedback in der 
Nutzerstudie zeigte, ist die Nutzung der Parallel Sets einfacher. 
Die vielen Linien in den Parallelen Koordinaten können schnell 
unübersichtlich werden und das Verständnis des Visualisierungs-
konzepts verlangt eine hohe technische Expertise. Beide Kon-
zepte benötigen eine Facettenklassiﬁkation als Datengrundlage, 
die jedoch auch hierarchisch gekapselt werden können, was das 
Zoom-Konzept der Achsen zeigt. Da die beiden Visualisierungs-
konzepte durch die Anzahl der Achsen viel Platz in Anspruch neh-
men, sind sie sehr gut geeignet für Desktop-Szenarien. Parallel 
Sets sind auch per Multitouch-Interaktion auf Tablets bedienbar. 
Die Auswahl von einzelnen Linien gestaltet sich in dem Konzept 
der Parallelen Koordinaten über Touch-Interaktion schwieriger und 
ist nur über die Ergebnisliste möglich.
Tabelle 7.2 zeigt die erfüllten Aufgaben der motivbasierten Suche. 
Beide Konzepte unterstützen durch die Facettenﬁlter die Formu-
lierungsaufgabe. Mithilfe der Bézierkurven und Bänder werden 
die Ergebnisse direkt auf den Filtern abgebildet und unterstützen 
damit auch die Reformulierung von Suchanfragen. Das Rückver-
folgen von bereits angesehen Produkten wird durch eine Farbko-
dierung und einer separaten Suchhistorie unterstützt. Ebenfalls 
unterstützt das Listenkonzept das Sammeln von interessanten 
Produkten. Beide Konzepte erlauben durch die Abbildung der Bé-
Motivbasierte Suche Parallele Koordinaten Parallel Sets
Inspirieren - -
Formulieren Facettenﬁlter
Reformulieren Visualisierung der Bézierkurven Visualisierung der Bänder
Rückverfolgen Rote Linien + rot hervorgehobenen 
Produkte in der Liste
Rot hervorgehobenen Produkte in 
der Liste
Sammeln Sammelkorb
Untersuchen Aufklappbare Zusatzinformationen in der Ergebnisliste
Analysieren Verteilungen durch Bézierkurven Verteilung durch Bänder
Vergleichen Vergleich einzelner Produktlinien -
Identiﬁzieren Hervorhebung im Achsenbereich durch Mouse-Over
Tabelle 7.2: Vergleich der 
Konzepte bezüglich der Erfüllung 
der Aufgaben der motivbasierten 
Suche
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zierkurven und der Bänder die Analyse von Verteilungen im Da-
tenbestand. Die Parallelen Koordinaten unterstützen zudem noch 
den Vergleich von ausgewählten Produkten durch die entspre-
chenden Produktlinien, welche die Achsen an den entsprechen-
den Ausprägungen kreuzen. Um geeignete Produkte näher un-
tersuchen zu können, werden Zusatzinformationen in Form einer 
ausklappbaren Liste zur Verfügung gestellt. Zusätzlich können die 
Produkteigenschaften durch Mouse-Over in der Achsenansicht 
nachvollzogen werden und dienen somit der Identiﬁzierung wich-
tiger Eigenschaften.
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8 Empfehlungsbasierte Suche
Wie in Kapitel 3.4 aufgezeigt wurde, können Empfehlungssyste-
me genutzt werden, um große, unüberschaubare Datenmengen 
auf eine überschaubare Anzahl an Ergebnissen zu reduzieren. 
Weiterhin haben sich in der Literaturrecherche verschiedene He-
rausforderungen  ergeben, in denen interaktive Visualisierungen 
die User Experience des Empfehlungssystems verbessern kön-
nen (vgl. [KECK & KAMMER 2018], [KAMMER ET AL. 2018A], [VERBERT ET 
AL. 2013], [HE ET AL. 2016]):
t Nachvollziehbarkeit: Unterstützung des Nutzers dabei, die 
Gründe hinter den Vorschlägen zu verstehen
t Kontrollierbarkeit: Nutzerkontrolle über die verschiedenen 
Parameter anbieten, welche den Empfehlungsalgorithmus 
beeinﬂussen
t Explorierbarkeit: Visualisierungen zur Verfügung stellen, um 
den gesamten Informationsraum zu durchstöbern, z.B. auch 
Produkte, die nicht empfohlen wurden
t Kontextbewusstsein: die Berücksichtigung verschiedener 
Situationen, wie Stimmungen, Zeit, individuelle oder kollabo-
rative Szenarien
 
In diesem Kapitel werden verschiedene visuelle Ansätze vorge-
stellt, in denen interaktive Visualisierungen den Empfehlungs-
prozess unterstützen und die den jeweiligen Herausforderungen 
zugeordnet werden können. In Abschnitt 8.1 wird das interaktive 
System »Get Inspired« für die Reisesuche vorgestellt, das Nut-
zer mit vagen Suchvorstellungen durch einen interaktiven Emp-
fehlungsprozess unterstützt. In Abschnitt 8.2 wird das darauf 
aufbauende, analytische Interface »Motbasi« näher erläutert. 
Anschließend wird in Abschnitt 8.3 ein Empfehlungssystem vor-
gestellt, welches die Präferenzen mehrerer Nutzer unterstützt. 
Abschnitt 8.4 zeigt daraufhin ein mobiles Empfehlungssystem, 
das Kontextinformationen des Nutzers einbezieht.
8.1 Get Inspired
Der in diesem Abschnitt vorgestellte empfehlungsbasierte Ansatz 
fokussiert Nutzer, die eine Produktsuche mit vagem Informati-
onsbedürfnis durchführen wollen. Für dieses Szenario wird eine 
Schritt-für-Schritt-Reduktion des Datensatzes entwickelt, das auf 
der Auswahl von visuellen Konzepten wie »Strand«, »Baden« und 
»Kultur« aufbaut und dem Nutzer dabei hilft, das passende Ziel zu 
seinen Vorstellungen zu ﬁnden.
Konzepte wie diese werden oft in komplexen Facettenklassiﬁkati-
onen angeboten, welche das Suchmuster der Facettennavigation 
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(siehe Kapitel 3.3) anbieten. Doch gerade in sehr großen und kom-
plexen Datenstrukturen führt dieses Suchmuster zu Problemen, 
die den Nutzer bei einem vagen Informationsbedürfnis schnell 
überfordern können (z.B. durch viele Facetten und Facettenwer-
te). Gerade bei Anwendungen für Nicht-Experten sollten nur die 
Informationen präsentiert werden, die der Nutzer wirklich braucht, 
um seine Aufgabe zu lösen, anstatt ihn mit den immer größer und 
komplexer werdenden Datenstrukturen zu konfrontieren. Alterna-
tiv zur Suche in komplexen Taxonomien wurde eine empfehlungs-
basierte Suche entwickelt, die auf dem Divide&Conquer–Prinzip 
basiert [BOTH ET AL. 2014A]. Dieser bestimmt – basierend auf der 
Auswahl des Nutzers – Reiseziele, die zu den gewählten Motiven 
passen und generiert neue Vorschläge, um die Ergebnismenge 
Schritt für Schritt einzugrenzen. Ein Nutzertest (siehe Abschnitt 
8.1.4) vergleicht diesen Ansatz mit dem etablierten hierarchischen 
Ansatz als Navigationskonzept. 
8.2 Datengrundlage
Als Grundlage für die Konzeption stellte die Unister Holding GmbH 
im Rahmen des Forschungsprojektes VISEA1 einen Datensatz mit 
499 Reisezielen in Form einer XML–Datei zur Verfügung. Zusätz-
lich werden Bilder für die visuelle Darstellung bereitgestellt. Die 
Daten der XML–Datei enthalten kategorische Attribute (Konti-
nent, Subkontinent, Name, Land, Beschreibung, Schlagworte, 
Preis) und quantitative Attribute (ID, geographische Länge & Brei-
te, Anzahl Hotels, Preis, Reisemonate). Diese Attribute werden 
für das vorgestellte Konzept (siehe Abschnitt 8.1.2) und für die in 
Abschnitt 8.2 vorgestellte Erweiterung »Motbasi« verwendet. In 
Letzterem wird der Datensatz außerdem noch um die Attribute 
Temperatur und Niederschlag ergänzt.
Das Attribut »Schlagwort« kapselt 78 Filter, die wie folgt hierar-
chisch strukturiert sind: es gibt 6 Hauptkategorien (Stadt, Warm, 
Kalt, Entspannung, Natur, Aktivität) mit 25 Unterkategorien (Sau-
na, Yoga, Wintersport usw.). Eine Kategorie dieser Struktur ent-
spricht jeweils einem Schlagwort. In Bild 8.1 ist die semantische 
Struktur in Form einer Ontologie dargestellt. Die Baumstruktur 
wird von innen nach außen aufgebaut, wobei die Pfeile die Bezie-
hungen zwischen den verschiedenen Hierarchieebenen verdeut-
lichen. Die Beziehungen können zwischen Hauptkategorie und 
Unterkategorie auftreten (bspw. Kalt > Wintersport > Abfahrtski). 
Jedoch kann eine Unterkategorie auch mehreren Oberkategorien 
zugeordnet werden, so dass eine komplexe Polyhierarchie (siehe 
Kapitel 2.2.2) entsteht (bspw. Wasser > Kreuzfahrt < Polarregion 
< Kalt) [BOTH ET AL. 2014B].
1 VISEA – Visual Search Interfaces: https://forschungsinfo.tu-dresden.
de/detail/forschungsprojekt/13810, Abrufdatum 20.08.2018
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8.2.1 Konzeption
Das Interfacekonzept für die inspirative Reisesuche stützt sich auf 
zwei Grundlagen: einen Divide&Conquer–Algorithmus zur Suche 
in der komplexen Datenstruktur und die Nutzung von Bildkon-
zepten, um dem Nutzer Inspiration für die unscharfe Suche zu 
geben. Beide werden in den folgenden Abschnitten vorgestellt. 
Anschließend wird das darauf aufbauende Interfacekonzept »Get 
Inspired« erläutert.
Berechnung der Vorschläge
Die zahlreichen Querverknüpfungen und Werte in der vorgestell-
ten Ontologie stellen eine große Herausforderung für die explo-
rative Suche dar. Anstatt den Nutzer mit der komplexen Daten-




















































































Bild 8.1: Semantische Beziehung 
der Schlagworte
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anbieten, die er zur Lösung seiner Aufgabe benötigt. Daraus lei-
ten sich die folgenden Anforderungen ab, um eine bessere Nut-
zererfahrung anzubieten [BOTH ET AL. 2014A]:
t Anforderung 1: Es sollen Nutzer berücksichtigt werden, die 
nicht vertraut mit der Struktur der zugrundeliegenden Wis-
sensbasis sind. Um diese Nutzergruppe zu unterstützen, sol-
len Vorschläge für den Beginn und die Verfeinerung der Suche 
angeboten werden.
t Anforderung 2: Nach jedem Verfeinerungsschritt soll sich die 
Ergebnismenge sofort aktualisieren, um dem Nutzer die Mög-
lichkeit zu geben, die vorherige Auswahl zu evaluieren.
t Anforderung 3: Die präsentierten Konzepte sollten dabei hel-
fen, in wenigen Interaktionsschritten zu einer gewünschten 
Ergebnismenge zu gelangen.
1 in: sq // searchquery  
2 out: ro RUGHUHGOLVWRIUH¿QHPHQWRSWLRQV 
3  
4 // initialization  





10 foreach c in cc do  
QWKHQXPEHURILWHPVLQVUFODVVHG
with tag c;  
12     ifQQP then  
UQQP 
14     else  
UQQP± 
16     ¿  
URDSSHQG^FU`DSSHQGWXSOH
of tag and reduction rate  
18 done  
19  
20 VRUWURE\UDWHURIHDFKWDJF 
21 foreachLLQ>FF@do  
22     foreachMLQ>LFF@do  
^FU`UR>L@ 
^FU`UR>M@ 
25            if r1 < r2 then  
UR>L@^FU` 
UR>M@^FU` 
28            ¿  
29     done  
30 done
Listing 8.1: Berechnung der ange-
botenen Filter in jedem Iterations-
schritt [BOTH ET AL. 2014A]
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Die Suchanwendung muss Möglichkeiten zur Verfügung stellen, 
die den Nutzern erlauben, die Wissensbasis so schnell wie mög-
lich zu reduzieren, auch wenn sie mit dieser nicht vertraut sind. 
Die Nutzererfahrung (User Experience) während des Suchprozes-
ses ist darüber hinaus abhängig von der Zeit [WEI ET AL. 2013] und 
demzufolge auch von der Anzahl der Interaktionsschritte, die für 
den Suchprozess benötigt werden.
Um dieses Problem zu bewältigen, wurde ein Algorithmus ent-
worfen, der nach  dem Divide&Conquer–Prinzip funktioniert und 
die Anzahl der Ergebnisse um nahezu 50% reduziert (siehe Lis-
ting 8.1). Der Algorithmus berechnet zunächst die normalisierten, 
gewichteten Suchergebnisse (Zeile 10 – 18) für jedes Schlagwort. 
Die Reduktionsrate r, welche in Zeile 13 und 15 berechnet wird, 
ist immer kleiner oder gleich 0.5, wobei die Reduktionsrate bes-
ser ausfällt, je näher r an 0.5 ist. Danach wird die Schlagwortliste 
sortiert (Zeile 21 – 30), so dass das Schlagwort, das der optimalen 
Reduktionsrate am nächsten kommt, sich auf der ersten Position 
der Liste ro beﬁndet. Mithilfe dieses Ansatzes ist es möglich, die 
Ergebnismenge durch die Kombination mit neuen Schlagworten 
um bis zu 50% zu reduzieren (optimale Teilungsrate). Für jeden 
Filter, der hinzugefügt wird, berechnet der Algorithmus die Tei-
lungsrate erneut und sortiert diese von 50% absteigend. Dabei 
werden dem Nutzer in jedem Iterationsschritt die Filter mit der 
besten Teilungsrate angeboten, womit Anforderung 3 erfüllt wird 
[BOTH ET AL. 2014A].
Inspirative Suche durch Bild-Konzepte
Im Kontext der inspirativen Urlaubssuche können Erfahrungen, 
Emotionen und Vorstellungen einen starken Einﬂuss auf die Wahl 
des Nutzers haben. Die gewünschten Ergebnisse können aus ei-
ner Sammlung von unscharfen Konzepten wie Abenteuer, Vergnü-
gen und Erholung bestehen. Bilder werden häuﬁg zur Inspiration 
und Unterhaltung genutzt, um eine »Verbindung zu anderen Men-
schen und fernen Plätzen herzustellen« sowie »Erinnerungen an 
die persönliche Vergangenheit hervorzurufen« [CHEW ET AL. 2010]. 
Die Nutzung von Bildern für die Reisesuche ist bereits ein be-
kannter Ansatz. »Picture your holiday« (siehe Kapitel 3.4.1) 
stellt ein Beispiel für eine nicht-textbasierte Suche dar. Die An-
wendung bietet Bilder an, die Plätze, Objekte, Essen oder Leute 
zeigen. Nach der Auswahl fünf ansprechender Bilder präsentiert 
das System dazu passende Urlaubsorte. Somit kann auf einfache 
Weise die persönliche Idee eines perfekten Urlaubs kommuniziert 
werden. Da es jedoch nur möglich ist fünf Bilder auszuwählen, 
die zusätzlich noch sehr ähnliche Konzepte beschreiben können, 
sind die Ergebnisse nicht immer unbedingt zutreffend [BOTH ET AL. 
2014B]. »Inspire me« ist ein weiteres Beispiel für einen einfa-
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chen bildbasierten Ansatz (siehe Kapitel 3.4.1). Indem Bilder aus 
verschiedenen Kategorien ausgewählt werden, kann der Nutzer 
seine Interessen auf einfache Art und Weise beschreiben, wäh-
rend das System passend zu seiner Auswahl Reiseergebnisse 
präsentiert. Aus diesem Grund wurden auch in der vorliegenden 
Anwendung den textuell beschriebenen Konzepten (wie Strand, 
Erholung und Kultur, siehe Abschnitt 8.1.1) verschiedene Bilder 
zugeordnet [BOTH ET AL. 2014A]. Die Bilder wurden von einer Grup-
pe aus drei Domänenexperten ausgewählt, um eine gute Qualität 
und Konsistenz in der Datenbasis zu gewährleisten.
Interfacekonzept
Das Interfacekonzept »Get Inspired« besteht aus drei verschie-
denen Bereichen (siehe Bild 8.2). Nach der Auswahl eines Bild-
konzepts (2), wird dieser im Sammelkorb gespeichert (3) und 
die Ergebnismenge (1) aktualisiert, wodurch der Nutzer ein un-
mittelbares Feedback über die Auswirkungen seiner letzten Aus-
wahl erfährt (siehe Anforderung 2). Die drei Bereiche werden im 
Folgenden näher beschrieben:
(1) Ergebnismenge: Basierend auf der Auswahl der Bildkonzep-
te (2), werden die Ergebnisse in einer scrollbaren Liste angebo-
ten. Diese wird sofort aktualisiert, nachdem einer der Vorschläge 
ausgewählt wurde. Jedes Reiseziel wird durch eine Vorschau mit 
drei Bildern, einem Titel und einem Preis repräsentiert, um dem 
Nutzer das Erkennen von passenden Reisezielen zu ermöglichen. 
Dadurch wird die Aufgabe »Identiﬁzieren« der motivbasierten 
Suche erfüllt (siehe Kapitel 4.2.3). Im oberen Bereich wird die An-
zahl der Elemente in der aktuellen Ergebnismenge angezeigt, um 
dem Nutzer ein Gefühl dafür zu vermitteln, ob die Suche weiter 
eingegrenzt werden sollte. Zum Start der Suche ist dieser Bereich 
noch leer.
(2) Empfohlene Bildkonzepte: Es werden neun bildbasierte 
Vorschläge in einem 3x3 Raster angeboten, welche die Ergebnis-
Bild 8.2: Aufbau des Get-Inspired 
Interface als Tablet-Version [BOTH 
ET AL. 2014B]
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menge am besten eingrenzen. Die Maximalanzahl der Filter ist 
mit Miller’s Law (siehe Kapitel 2.3.2) zu begründen, das besagt, 
dass ein Mensch gleichzeitig nur 7 ± 2 Informationseinheiten im 
Kurzzeitgedächtnis präsent halten kann. Die Bilder stellen speziel-
le (z.B. »Kamelreiten«) oder allgemeinere (z.B. »warm«) Konzepte 
dar und werden zusammen mit einem prägnanten Titel angebo-
ten. Das Angebot verschiedener Bildmotive erfüllt die Aufgabe 
»Inspirieren« der motivbasierten Suche, während die Verknüp-
fung verschiedener Filter der Aufgabe »Formulieren« zuzuord-
nen ist (siehe Kapitel 4.2.1).
(3) Sammelkorb: Dieser Bereich enthält die zuvor ausgewählten 
Bildkonzepte und erlaubt die Überprüfung der aktuellen Auswahl. 
Gleichzeitig erlaubt dieser Bereich die Darstellung aller aktivierter 
Filter in Form einer Suchhistorie, was der Aufgabe »Rückverfol-
gen« der motivbasierten Suche entspricht (siehe Kapitel 4.2.2). 
Wurde die Ergebnismenge zu sehr eingrenzt, besteht durch Aus-
klappen des Sammelkorbs (siehe Bild 8.3, links) die Möglichkeit, 
einzelne Filter zu löschen.
Das Konzept unterstützt emotional getriebene Entscheidungspro-
zesse. Statt direkter Suchanfragen über die Attribute der Ergeb-
nismenge kommuniziert der Nutzer seine Präferenzen durch die 
Auswahl von visuellen Konzepten. Basierend auf der vorherigen 
Entscheidung des Nutzers entscheidet das System, welche Kon-
zepte für den nächsten Iterationsschritt angezeigt werden. Für je-
den Schritt präsentiert das Interface Bildkonzepte, welche die Er-
gebnismenge möglichst schnell reduzieren. Neben der Auswahl 
der Bildkonzepte können weitere Filter genutzt werden, um die 
Ergebnismenge einzugrenzen: beispielsweise ist über einen Sli-
der die Auswahl einer gewünschten Preisspanne möglich. Weiter-
hin kann der Reisezeitraum durch die Auswahl der gewünschten 
Monate mittels einer Kalenderdarstellung erfolgen. Dadurch ist 
es möglich, konkretere Kriterien wie Preis und Zeitspanne in die 
Bild 8.3: links: aufgeklappter 
Sammelkorb mit aktivierten 
Bildmotiven in der Tablet-Version, 
rechts: Desktop-Version des 
Interface-Konzepts mit Sammel-
korb in der oberen Leiste
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inspirative Suche mit den vagen Motiven (wie z.B. »Erholung«, 
»Strand«) einﬂießen zu lassen.
8.2.2 Prototyp
Der Prototyp2 wurde mittels Javascript, HTML5, CSS3 und D3.js 
[BOSTOCK ET AL. 2011] als Webanwendung umgesetzt. Es entstand 
eine Variante speziell für Tablets und Touchinteraktion (siehe Bild 
8.2) und eine Anwendung für den Desktopbereich (siehe Bild 
8.3, rechts). Aufgrund der häuﬁgsten Halteposition eines Tablets3 
wurden die Navigationselemente in der Tablet-Version am linken 
und rechten Bildschirmrand positioniert. Dadurch wird die beid-
händige Nutzung erleichtert, was Einﬂuss auf eine bessere User 
Experience hat. In der Desktop-Version wurde der Sammelkorb 
entsprechend der Gewohnheiten (siehe Breadcrumbs in Kapitel 
3.3) in einer oberen Leiste und die Vorschläge und Ergebnisliste 
jeweils darunter angeordnet.
8.2.3 Nutzerstudie
In einer Nutzerstudie wurde der empfehlungsbasierte Ansatz 
mit dem bekannten hierarchischen Navigationsansatz verglichen 
[BOTH ET AL. 2014A]. Beide Ansätze verwenden die gleichen visuel-
len Konzepte, die in der in Abschnitt 8.1.1 vorgestellten polyhier-
archischen Wissensbasis organisiert sind.
Testumgebung
Die beiden Testumgebungen gleichen sich in allen Interface-
komponenten – wie in Abschnitt 8.1.2 vorgestellt – bis auf die 
Funktionsweise des Anfragebereichs. Der empfehlungsbasierte 
Ansatz (EB) bietet hier eine scrollbare Auswahl von visuellen Kon-
zepten auf der ersten Seite an. Nach der Auswahl eines Konzep-
tes bietet das System eine neue Sammlung an, die auf Basis der 
vorherigen Auswahl berechnet und sortiert wird (siehe Bild 8.4, 
oben). Im Gegensatz zu den automatisch generierten Vorschlä-
gen erlaubt der hierarchische Ansatz (HR) das Browsen in einer 
Baumstruktur, in der die Konzepte verortet sind. In den tieferen 
Hierarchieebenen wird an der ersten Position des 3x3 Rasters ein 
Zurück-Button angeboten, um in die nächsthöhere Hierarchieebe-
ne zurückzukehren (siehe Bild 8.4, unten).
Methodik
An der Nutzerstudie nahmen 29 Teilnehmer (davon 15 Frauen) 
im Alter von 20 – 64 Jahren teil (Mittelwert M = 33.1, Standard-
abweichung SD = 13.1). Die Teilnehmer sollten 12 verschiedene 
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Aufgaben lösen, die in vier Blöcke mit je drei Aufgaben unterteilt 
wurden: zwei Blöcke mit Aufgaben für die Reisesuche mit va-
gem Informationsbedürfnis (z.B. »Suche nach einem Platz zum 
Entspannen!«) und zwei Aufgabenblöcke mit konkreterem Infor-
mationsbedürfnis (z.B. »Suche ein Urlaubsziel in den Bergen, in 
dem Wintersport, aber auch ein ausgiebiges Nachtleben möglich 
ist!«). Die Teilnehmer starteten abwechselnd mit einem der bei-
den Interfaces und wechselten das Interface nach jedem Aufga-
benblock. Dabei sollten sie die Bildkonzepte auswählen, die ihrer 
Meinung nach am besten zu der gegebenen Aufgabe passten. 
Nach jeder Auswahl der angebotenen Bilder wurden die Ergeb-
nismenge sowie die Auswahlmöglichkeiten der Bilder mit dem je-
weiligen Algorithmus aktualisiert. Eine Aufgabe war gelöst, sobald 
die Teilnehmer die Ergebnismenge auf 1 – 10 Resultate eingren-
zen und keine weiteren Konzepte mehr ﬁnden konnten, die zu der 
aktuellen Aufgabe passten. Die Teilnehmer konnten entscheiden, 
wann dies der Fall war und sie die Aufgabe als gelöst betrachte-
ten. Bevor die Teilnehmer mit dem Experiment starteten, konnten 
sie sich mit beiden Interfaces vertraut machen. Während des Ex-
periments wurde die Zeit (Start und Ende jeder Aufgabe wurde 
vom Nutzer angegeben) und die Anzahl der Klicks gemessen, 
die zum Lösen der Aufgabe vonnöten waren. Anschließend soll-
ten die Teilnehmer zwei Fragebögen ausfüllen, um jedes System 







Bild 8.4: Testumgebung: emp-
fehlungsbasierter Ansatz (oben), 
hierarchischer Ansatz mit Zurück-
Button (unten) [BOTH ET AL. 2014B]
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t A1: Ich war in der Lage die meisten Aufgaben erfolgreich zu 
lösen.
t A2: Der Umgang mit der Anwendung war leicht zu erlernen.
t A3: Bei der Suche nach einem Urlaubsort ﬁnde ich Bilder ins-
pirierender als Text.
t  A4: Ich hatte das Gefühl, schnell passende Ergebnisse zu ﬁn-
den.
t  A5: Ich kann mir vorstellen, diese Anwendung öfter zu benut-
zen.
t  A6: Größtenteils entsprachen die Ergebnisse meinen Erwar-
tungen.
t  A7: In vielen Fällen entsprachen die Ergebnisse nicht meinen 
Erwartungen. Sie waren aber dennoch interessant für mich.
t  A8: Bei der Benutzung der Anwendung lernte ich viele neue 
Urlaubsorte kennen, über die ich gern mehr erfahren möchte.
t  A9: Ich musste häuﬁg Bildkonzepte aus dem Sammelkorb lö-
schen, da die Ergebnisse nicht meinen Erwartungen entspra-
chen
t  A10: Ich bekam häuﬁg Bildkonzepte vorgeschlagen, die nicht 
meinen Vorstellungen entsprachen.
t A11: Die angebotenen Bildkonzepte halfen mir dabei, meine 
Vorstellungen auszudrücken.
t  A12: Die Anwendung hat mir bei der Inspiration für meinen 
nächsten Urlaub geholfen. 
Um die persönliche Meinung über die verschiedenen Funktiona-
litäten der beiden Ansätze zu ermitteln, wurde eine Likert-Skala 
mit fünf Merkmalsausprägungen verwendet (von »0 = stimme 
gar nicht zu« bis »4 = stimme sehr zu«).
Ergebnisse
Die Lösungszeit und die Anzahl der Klicks wurden in Bezug auf 2 
(Systeme: empfehlungsbasiert (EB), Hierarchie (HR)) x 2 (Aufga-






















Bild 8.5: Lösungszeit in Sekunden 
(links) und Anzahl der Klicks 
(rechts) für beide Testumgebungen 
(Fehlerbalken repräsentieren den 
Standardfehler)
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unterzogen. Die subjektiven Bewertungen wurden zwischen bei-
den Systemen mit T-Tests verglichen. Hinsichtlich der Zeit, die 
zum Lösen einer Aufgabe benötigt wurde, gab es signiﬁkante 
Unterschiede zwischen beiden Systemen, F(1,28) = 9.510, p < 
0.005. Die Aufgaben konnten mit EB in kürzerer Zeit gelöst wer-
den (EB: M= 44s, HR: M = 52s), jedoch gab es keinen signiﬁkan-
ten Unterschied bei den Aufgaben, F(1,28) = 1.65, p = 0.209 und 
keine Interaktion, F(1,28) = 2.34, p = 0.137 (siehe Bild 8.5, links). 
Obwohl die Interaktion nicht signiﬁkant war, wurden Unterschie-
de zwischen EB und HR bezüglich der Art der Aufgabe ermittelt: 
EB war schneller als HR für konkrete Aufgaben, p < 0.001, jedoch 
gab es keinen signiﬁkanten Unterschied zwischen beiden Syste-
men bei vagen Aufgaben, p = 0.363.
Es wurden auch die Anzahl der Klicks untersucht, die benötigt 
wurden, um eine Aufgabe zu lösen. Durch einen Fehler beim Log-
ging der Klickdaten konnten nur 27 Werte berücksichtigt werden. 
Es gab einen signiﬁkanten Unterschied beider Systeme, F(1, 27) 
= 114.62, p < 0.001. Die Nutzer brauchten mit HR doppelt so viele 
Klicks wie mit EB (HR: M = 8.4, EB: M = 4.2). Es gab keinen sig-
niﬁkanten Unterschied bezüglich der Aufgaben, F(1, 27) = 1.72, p 
= 0.201, aber eine Interaktion für beide Faktoren, F(1, 27) = 7.87, 
p = 0.009. Obwohl die Unterschiede zwischen beiden Systemen 
hochsigniﬁkant sind, beide p < 0.001, erhöhte sich die Anzahl der 
Klicks bei einer konkreteren Aufgabenspeziﬁkation nur für HR, p 
= 0.036, jedoch nicht bei EB, p = 0.198 (siehe Bild 8.5, rechts). Da 
der Nutzer bei dem hierarchischen System auf den Zurück-Button 
klicken musste, um in ein höheres Hierarchielevel zu kommen, 
kann dies die Anzahl der Klicks für diesen Ansatz künstlich erhö-
hen. Aus diesem Grund wurde die Analyse nur für die Klicks auf 
die Filter wiederholt. Jedoch änderte das auch nicht die Form des 
Ergebnisses (siehe Bild 8.6). 
Bei der Evaluation des Fragebogens traten keine signiﬁkanten 
Unterschiede zwischen den beiden Ansätzen bezüglich der wahr-












für die Navigation + Filterung
Hierarchischer Ansatz: Klicks
nur für die Filterung
Frequenz
Bild 8.6: Klick-Histogramm für 
den empfehlungsbasierten und 
den hierarchischen Ansatz mit und 
ohne Berücksichtigung des Zurück-
Buttons
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3.276), Efﬁzienz (A4: M für EB = 3.222, M für HR = 2.897) und 
Zufriedenheit (A1: M für EB = 3.481, M für HR= 3.138) auf, alle 
|t| < 1.5, alle p > 0.1 (siehe Bild 8.7). In beiden Systemen waren 
die Teilnehmer zufrieden mit der angebotenen Ergebnismenge 
(A6: Mittelwert ist fast identisch), mit dem empfehlungsbasierten 
Ansatz EB wurde dies jedoch in kürzerer Zeit und mit weniger 
Klicks erreicht. In beiden Fragebögen hoben die Nutzer außerdem 
hervor, dass die Inspiration durch die Bilder sehr gut in den Kon-
text der Reisesuche passt (A3: M = 3.198). Weiterhin fühlten sie 
sich gut von dem Interface unterstützt, um sich für eine geplante 
Reise inspirieren zu lassen (A12: M = 3.144), um unbekannte und 
interessante Reiseziele zu erkunden (A7: M = 3.126) und bei der 
Möglichkeit ihr Informationsbedürfnis durch die angebotenen Bil-
der auszudrücken (A11: M = 2.963). Als ein Nachteil wurde das Ri-
siko der falschen Interpretation der angebotenen Bilder genannt, 
da diese nicht die gleiche Ausdruckskraft besitzen.
Diskussion
Die Ergebnisse ﬁelen positiv für den empfehlungsbasierten An-
satz aus. Im Durchschnitt waren die Teilnehmer mehr zufrieden 
mit EB als mit HR. Besonders wird dies durch die Fragen A1 und 
A2 im Fragebogen deutlich (siehe Bild 8.7). Die Ergebnisse der 
Zeitmessung (siehe Bild 8.5, links) werden auch durch die subjek-
tive Einschätzung des Nutzers untermauert (A4). Obwohl die Fra-
gen keine statistisch signiﬁkanten Ergebnisse lieferten, zeigen die 
Mittelwerte der Bewertungen jedoch viele Vorteile für die Nutzer. 
Der empfehlungsbasierte Ansatz EB führte zu schnelleren Resul-
taten und Nachteile des Hierarchie-Ansatzes HR wurden reduziert 
(siehe A9 und A10). Weiterhin zeigten die Ergebnisse auch, dass 
die zugrundeliegenden visuellen Konzepte in der Experimental-
umgebung funktionierten (siehe A5 und A6). Darüber hinaus zeig-
ten A7, A8, A11 und A12, dass die visuellen Filterkonzepte zu 













Bild 8.7: Ergebnisse des Frage-
bogens für den empfehlungsba-
sierten und hierarchischen Ansatz 
(Fehlerbalken repräsentieren die 
Standardabweichung)
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8.3 Motbasi
Aufbauend auf dem Interface »Get Inspired« aus Abschnitt 8.1 
und dem vorgestellten Datensatz (siehe Abschnitt 8.1.1) wurde 
in einer von der Autorin betreuten Diplomarbeit [KIRSCH 2014] ein 
Konzept entworfen, das verschiedene Aspekte der motivbasier-
ten Suche (siehe Kapitel 4) unterstützt [KECK & KAMMER 2018]. 
Das Konzept »Motbasi« wird im folgenden Abschnitt vorgestellt 
und im Anschluss in einem initialen Nutzertest mit dem Interface 
»Get Inspired« verglichen.
Interfacekonzept
Das Interface wird in drei Bereiche aufgeteilt, wovon jeweils nur 
zwei Bereiche dem Nutzer präsentiert werden, um ihm die aktu-
ell wichtigen Informationen ausreichend präsentieren zu können 
(siehe Bild 8.8).
Der linke Bereich beinhaltet die Unterstützung der inspirativen Su-
che und stellt wie das Interface »Get Inspired« jeweils neun ver-
schiedene Bildkonzepte für die vage Suche und einen Preis- und 
Zeitﬁlter als konkretere Suchkriterien zur Verfügung. Dadurch wird 
wie bei dem Interface »Get Inspired«  die Aufgabe »Inspirie-
ren« und »Formulieren« unterstützt (siehe Kapitel 4.2.1). Durch 
die Auswahl eines Filters wird der mittlere Bereich des Interfaces 
aktualisiert. Dieser baut auf der Metapher eines Siebes auf, und 
stellt die Filter als horizontal angeordnete, gelochte Linien dar. 
Wird ein Filter hinzugefügt, ordnet er sich unter dem letzten Fil-
ter an (siehe Bild 8.9). Die Ergebnisse werden als vertikale Linien 
dargestellt, die sich nach unten verlängern können. Trifft ein Filter-
kriterium nicht zu, so wird die vertikale Ergebnislinie an der hori-
zontalen Filterlinie gestoppt. Trifft das Filterkriterium hingegen zu, 
wird es wie in einem Sieb durchgelassen. Nach jedem Filterschritt 
kann der Nutzer die übrig gebliebene Ergebnismenge im unteren 
Bereich begutachten. Des Weiteren hat er die Möglichkeit, jedes 
Zwischenergebnis in der Darstellung zu analysieren. Dadurch wird 
die Aufgabe »Analysieren« der motivbasierten Suche unterstützt 
(siehe Kapitel 4.2.3).
Bild 8.8: Interface-Konzept mit 
drei Bereichen [KIRSCH 2014]
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Für das vorgestellte Konzept wird eine radiale Präsentation der 
Siebmetapher gewählt, um eine unterschiedliche Interpretation 
der Gewichtung der Elemente zu vermeiden und dem Platzpro-
blem im horizontalen Bereich entgegenzuwirken. In der radialen 
Variante werden die Filter von außen nach innen gestapelt und 
die einzelnen Ergebnisse verlaufen radial von außen zum Zent-
rum der Darstellung (siehe Bild 8.10). Durch Mouse-Over über 
die einzelnen Linienelemente wird eine Vorschau des Reiseziels 
im Zentrum des Kreises angezeigt. Die Darstellung erlaubt dem 
Nutzer die Auswirkung jedes einzelnen Filters zu analysieren. Hat 
ein Filter zu viele Ergebnisse herausgeﬁltert, kann dieser durch 
einen Mausklick auf das Miniaturbild des Filters deaktiviert bzw. 
reaktiviert oder vollständig aus der Darstellung gelöscht werden. 
Die Darstellung unterstützt dadurch auch die Aufgabe »Reformu-
lieren« (siehe Kapitel 4.2.1) der motivbasierten Suche.
Interessante Elemente können im dritten Bereich des Interfaces 
gesammelt werden. Nach deren Auswahl werden diese im mitt-
leren Teil des Interfaces farblich kodiert, sowie Elemente mit ähn-
lichen Eigenschaften wie Durchschnittstemperatur, -niederschlag 
oder -bewertung hervorgehoben. Dies können auch Elemente 
sein, die schon in vorherigen Filterschritten herausgeﬁltert wur-
den, da sie nicht alle Filterkriterien erfüllen. Dies soll dem Nutzer 
dabei helfen, die Entscheidung für die weitere Auswahl von Rei-
sezielen zu erleichtern und bereits herausgeﬁlterte, aber dennoch 
passende Ergebnisse wieder in den Fokus zu stellen (siehe Auf-
gabe »Reformulieren«).
Die rechte Seite des Interfaces fokussiert das Sammeln und Ver-
gleichen von passenden Ergebnissen und folgt der Metapher ei-
nes Moodboards. Diese ermöglicht es dem Nutzer, gesammelte 
Elemente zu strukturieren und zu gruppieren, was der Aufgabe 
»Sammeln« der motivbasierten Suche (siehe Kapitel 4.2.2) ent-
spricht. Die Elemente werden als Kreise dargestellt, deren Zent-
rum als Informationsanzeige dient. Auf dem mittleren Ring wird 
das Menü abgebildet und der äußere Ring dient zur Aggregation 
von Elementen (siehe Bild 8.11). Mit Hilfe des Menüs können ver-
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Bild 8.9: Siebmetapher: 
Filter werden als horizontale und 
Ergebnisse als vertikale Linien 
dargestellt [KIRSCH 2014]
Bild 8.10: Radiale Darstellung mit 
Filteraufbau von außen nach innen 
[KIRSCH 2014]
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die im Zentrum des Kreises angezeigt werden, wie beispielswei-
se Preis, Temperatur, Niederschlag, Bewertung und Entfernung. 
Für quantitative Daten wie Preis, Temperatur und Niederschlag 
liegen Werte für 12 Monate vor. Durch einen Graphen ist es mög-
lich, Preis-, Temperatur- oder Niederschlagsunterschiede für das 
ganze Jahr zu analysieren und den besten Reisezeitpunkt zu be-
stimmen (siehe Bild 8.11).
Die Elemente können auf dem Moodboard frei platziert werden. 
Weiterhin besteht die Möglichkeit, die Elemente zu gruppieren. 
Dafür wird die Metapher von Flüssigkeiten angewandt (vgl. [BRA-
DE ET AL. 2011A]). Das Gestaltungsgesetz der Nähe bildet dafür 
die Grundlage und fasst nahe Elemente zu einer Gruppe zusam-
men. Bild 8.12 stellt die strukturelle Veränderung zweier Elemen-
te während der Distanzverringerung dar. Die äußeren Bereiche 
der Elemente verformen sich in Richtung des jeweils gegenüber-
liegenden Elements, wodurch eine Anziehung beider Elemen-
te suggeriert wird. Werden die Elemente nah genug auf dem 
Moodboard platziert, verschmelzen diese zu einer Gruppe. Das 
Auﬂösen der Gruppe kann wiederum durch das Wegziehen eines 
Elementes ausgelöst werden. Neben der Strukturierung bietet 
die Gruppierung den Vorteil, gruppierte Elemente direkt mitein-
ander vergleichen zu können. Dafür werden die Menüs mitein-
ander gekoppelt, so dass sich die Auswahl eines Menüpunkts in 
einem Element auf alle Elemente in derselben Gruppe auswirkt. 
Dadurch kann der Nutzer schneller Informationen der gruppierten 
Elemente vergleichen, was die Aufgabe »Vergleichen« der motiv-
basierten Suche unterstützt (siehe Kapitel 4.2.3).
8.3.1 Prototyp
Das Konzept wurde mittels XML, HTML5, CSS3 und JavaScript 
in dem Prototyp »MotBasi«4 umgesetzt. Weiterhin wurden die 
4 Video zum Prototyp: http://www.visual-search.org/get-inspired/, 
Abrufdatum 16.08.2018
Bild 8.11: Aufbau eines Ergebnis-
ses im Moodboard [KIRSCH 2014]
Bild 8.12: Gruppierung von Ergeb-
nissen [KIRSCH 2014]
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SVG-Bibliothek D3.js [BOSTOCK ET AL. 2011], die JavaScript-Frame-
work jQuery5  und die Vektor-Bibliothek Sylvester6 verwendet.
Bild 8.13 zeigt den initialen Ausschnitt der Interfaces, der den lin-
ken und mittleren Bereich enthält, um die Suchanfrage zu manipu-
lieren. Bild 8.14 zeigt hingegen den mittleren und rechten Bereich 
des Interfaces, um die Sammlung und den Vergleich der Ergeb-
nisse zu fokussieren. Im linken Teil wurden drei Filter auf den 
Suchraum angewandt (siehe 3 Kreise unten). Im rechten Bereich 
wurden vier Reiseziele gesammelt, wovon drei in einer Gruppe 
zusammengefasst sind. In der Gruppe wurde der Menüpunkt 
»Bilder« ausgewählt, wohingegen in dem einzelnen Element der 
Temperaturverlauf über das Jahr hinweg dargestellt wird. Durch 
Drag&Drop in den unteren rechten Bereich können einzelne Ele-
mente vom Moodboard entfernt werden.
8.3.2 Nutzertest
Zur Überprüfung der Akzeptanz des Interfaces wurde in [KIRSCH 
2014] ein initialer Nutzertest durchgeführt. Darin wurde zum ei-
nem der  »MotBasi«-Prototyp (MB) mit dem  »Get Inspired«-
Prototyp (GI) aus Kapitel 8.1 verglichen und zum anderen die 
User Experience von MB ermittelt.
Durchführung
An dem Nutzertest nahm eine Gruppe von acht Personen im Al-
ter von 24 – 31 Jahren teil. Nach eigenen Angaben waren sie im 
Umgang mit dem Internet und insbesondere mit Reiseportalen 
vertraut.
5 http://jquery.com, Abrufdatum 16.08.2018
6 http://sylvester.jcoglan.com, Abrufdatum 16.08.2018
Bild 8.13: MotBasi Prototyp mit 
linken und mittleren Bereich [KIRSCH 
2014]
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Die beiden Prototypen wurden in Bezug auf die Unterstützung 
der Selektion eines Reiseziels und der Analyse des Suchverlaufs 
untersucht und verglichen. Dafür sollten die Teilnehmer zwei Auf-
gabenblöcke mit jeweils sechs Aufgaben mit MB und GI lösen. 
Diese bestanden aus den folgenden Aufgaben:
t Selektionsaufgabe: z.B. »Du segelst gerne und interessierst 
dich für historische Gebäude. Neuen kulinarischen Erleb-
nissen stehst du offen gegenüber. Finde ein Reiseziel, das 
deinen Vorstellungen entspricht!«
t Analyseaufgabe: z.B. »Das gefundene Reiseziel sagt dir 
nicht zu. Finde ein ähnliches Reiseziel, das erst am Ende 
herausgeﬁltert wurde!«
 
Nach einer kurzen Einführung zum Aufbau und der Funktionswei-
se beider Interfaces, wurden den Teilnehmern je drei Aufgaben 
im Wechsel mit MB und GI gestellt. Bei der Lösung der Aufga-
ben wurden die Anzahl der Klicks und Doppelklicks sowie die Zeit 
gemessen. Der Startzeitpunkt entsprach der Aktivierung eines 
Filters und der Endzeitpunkt wurde durch die Selektion eines Rei-
seziels bestimmt.
Im zweiten Teil des Nutzertests wurde die User Experience von 
MB mithilfe des »User Experience Questionnaires« (UEQ) unter-
sucht [COTA ET AL. 2014]. Der Fragebogen besteht aus 26 Gegen-
satzpaaren von Eigenschaften, die mithilfe einer Likert-Skala (Wer-
tebereich 1 - 7) bewertet werden können (siehe Kapitel 6.2.2). 
Neben dem UEQ werden den Teilnehmern zwei offene Fragen 
gestellt, in denen sie in drei kurzen Anmerkungen ihren subjekti-
ven Eindruck wiedergeben können, was ihnen beim Umgang mit 
dem Interface gefallen oder nicht gefallen hat. Den Teilnehmern 
Bild 8.14: MotBasi Prototyp mit 
mittleren und rechten Bereich 
[KIRSCH 2014]
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wurden zwei identische Fragebögen vorgelegt, um den mittleren 
und rechten Bereich des Interfaces zu bewerten.
Ergebnis
Die Zeit und Klicks wurden in Bezug auf 2 (Systeme: Motbasi 
(MB), Get Inspired (GI)) x 2 (Aufgaben: Selektion, Analyse) wie-
derholt gemessener Werte einer ANOVA unterzogen. Bezüglich 
der Zeit gibt es signiﬁkante Unterschiede zwischen MB und GI, 
F(1,7) = 6.016, p = 0.043 und MB war schneller als GI (MB: M = 
19.1s, SD = 16.31; GI: M = 23.35s, SD = 17.21). Weiterhin gibt es 
eine Interaktion zwischen System und Aufgabe, F(1,7) = 15,8, 
p = 0.005. Die Unterschiede zwischen beiden Systemen sind si-
gniﬁkant in Bezug auf den Aufgabenblock Analyse, p = 0.009, 
jedoch nicht bei dem Aufgabenblock Selektion, p = 0.209. Bei 
den Analyseaufgaben war MB schneller als GI (MB: M = 4.833s, 
SE = 4.27; GI: M = 15.42s, SD =17.57). In Bild 8.15 (links) ist die 
Darstellung aller Mittelwerte zu sehen.
In Bezug auf die Anzahl der Klicks, die für das Lösen der Aufga-
ben benötigt wurden, gibt es ebenfalls signiﬁkante Unterschiede 
zwischen MB und GI, F(1,7) = 17.098, p = 0.004. MB brauchte 
weniger Klicks als GI (MB: M = 3.29, SD = 1.67; GI: M = 4.31, SD 
= 1.83). Weiterhin gibt es eine Interaktion zwischen System und 
Aufgabe, F(1,7) = 17.78, p = 0.004. Die Unterschiede zwischen 
beiden Systemen sind signiﬁkant in Bezug auf den Aufgabenblock 
Analyse, p = 0.001, jedoch nicht bei dem Aufgabenblock Selek-
tion, p = 0.147. Bei den Analyseaufgaben wurden weniger Klicks 
mit MB als mit GI gebraucht  (MB: M = 1.63, SD = 0.57; GI: M = 
3.21, SD =1.38) (siehe Bild 8.15, rechts).
Zur Auswertung des Fragebogens wurden die Werte der einzel-
nen Gegensatzpaare in den Wertebereich von -3 bis +3 transfor-
miert und in den dazugehörigen Gruppen zusammengefasst und 
gemittelt. Je höher der Mittelwert, desto besser ist die Bewer-





















Bild 8.15: Auswertung der Zeit 
(links) und Anzahl der Klicks 
(rechts) beider Systeme (Fehlerbal-
ken repräsentieren die Standardab-
weichung)
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Die Bewertung der User Experience des mittleren Teils von MB 
ist in allen Gruppen positiv bewertet worden mit allen M > 0.875 
(siehe Bild 8.16). Der Schwellenwert 0.8 stellt die Grenze zwi-
schen neutraler und positiver Beurteilung dar [COTA ET AL. 2014]. 
Auch der rechte Teil des Interfaces wurde durchgängig positiv be-
wertet mit allen M > 1.656 (siehe Bild 8.16).
Diskussion
Der initiale Nutzertest zeigt, dass im Vergleich zwischen den Sys-
temen MB und GI keine Verbesserung bezüglich des Findens von 
Reisezielen stattgefunden hat. Weder für die Zeit noch für die 
Anzahl der Klicks wurden signiﬁkanten Unterschiede festgestellt. 
Dies lässt sich vor allem darauf zurückführen, dass die Auswahl 
von Bildkonzepten in beiden Konzepten gleich verlief und der zu-
sätzliche Bereich im Interface MB für diese Aufgabentypen kaum 
gebraucht wurde bzw. sogar ablenkend wirken konnte. Hinsicht-
lich der Analyseaufgaben war MB jedoch schneller und die Nutzer 
benötigten außerdem weniger Klicks zum Lösen der Aufgaben. 
Dies zeigt eine Unterstützung durch MB bei Suchaufgaben, bei 
denen die ersten Treffer der Suche nicht mit den Vorstellungen 
übereinstimmen und eine Reformulierung der Suchanfrage von-
nöten ist (siehe Aufgabe »Reformulieren« in Kapitel 4.2.1).
Hinsichtlich des Nutzererlebnisses bewerteten die Teilnehmer 
beide Teile des MB-Interfaces positiv. Für den mittleren Teil wur-
de die Efﬁzienz am schlechtesten bewertet mit M = 0.875, was 
zusätzlich durch die Kommentare im Fragebogen bestätigt wur-
de. Diese gaben hier vor allem Deﬁzite in der Performance bzw. 
Geschwindigkeit an, die durch das Rendering der vielen Linien 
in der mittleren Darstellung zurückzuführen sind. Sehr gut wurde 
hingegen die Originalität bewertet (M = 2.375), was sich ebenfalls 
in den Kommentaren widerspiegelt, in denen das Interface als 
neuartig, innovativ und originell bezeichnet wird.
Für den rechten Teil des Interfaces schnitten alle Kriterien posi-
tiv ab mit allen Mittelwerten zwischen 1.656 und 2.0 (siehe Bild 













Bild 8.16: Auswertung des Frage-
bogens für den mittleren und den 
rechten Bereich des MotBasi-Inter-
faces (Fehlerbalken repräsentieren 
die Standardabweichung)
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8.16). Dies zeigt erste positive Rückmeldungen für die Eignung 
des Interfaces zum Sammeln und Vergleichen von Ergebnissen 
(siehe Aufgabe »Sammeln« in Kapitel 4.2.2 und »Vergleichen« in 
Kapitel 4.2.3). Weitere Untersuchungen mit diesem Interface ste-
hen jedoch noch aus.
8.4 Movie-Recommender
Das vorliegende Konzept setzt sich zum Ziel, den Einﬂuss mehre-
rer Nutzer auf einen Empfehlungsalgorithmus darzustellen [KECK 
& KAMMER 2018]. Viele populäre Empfehlungssysteme wie Filmda-
tenbanken beschränken sich derzeit auf einen individuellen Nutzer, 
für den die Empfehlungen generiert werden. Das Anwendungs-
szenario bezieht sich auf einen Filmabend mit mehreren Nutzern 
und nutzt den MovieLens7-Datensatz als Datengrundlage. Nach 
der Analyse verschiedener Gruppenszenarien (z.B. Freunde, Fami-
lie mit Kind), konnten folgende Eigenschaften unterschieden wer-
den, die bei dem Empfehlungssystem zu berücksichtigen sind: 
Ein Gruppenmitglied hat verschiedene Präferenzen nach Themen 
und Genres. Weiterhin kann es Einschränkungen geben, wie zum 
Beispiel das Alter oder Abneigungen (z.B. Horrorﬁlme), die der 
Empfehlungsalgorithmus berücksichtigen muss. Auf Basis dieser 
Vorbetrachtungen ist es möglich, Nutzer stärker innerhalb einer 
Gruppe zu gewichten.
Das Konzept untergliedert sich in zwei sequentielle Sichten: Zu-
nächst wird in der Gruppenverwaltung eine Gruppe erstellt bzw. 
aus den vorhandenen Gruppen ausgewählt. Hier werden Meta-
daten des Nutzers erfasst (z.B. Alter) und jeder Nutzer kann eine 
Farbe und eine Gewichtung festlegen, mit denen er innerhalb der 
Gruppe repräsentiert wird. Wurden die Gruppeneinstellungen für 
die aktuelle Session festgelegt, werden die Empfehlungen be-
rechnet und in einer Empfehlungsansicht dargestellt. In dieser 
werden die Filme in einem radialen Layout angeordnet. Je näher 
ein Film zum Mittelpunkt platziert wurde, desto besser ist dessen 
Gesamtbewertung für alle Gruppenmitglieder. Um eine Vergleich-
barkeit von Abständen zu ermöglichen, wird im Hintergrund ein 
Raster in Form von konzentrischen Kreisen angeboten (siehe Bild 
8.17, rechts). Die Filme selbst werden durch Pie-Glyphen (siehe 
Kapitel 6.1.1) repräsentiert, wobei die einzelnen Segmente durch 
die Farbe eindeutig einem Nutzer zuzuordnen sind. Die Breite 
eines Segments gibt die Gewichtung des Nutzers an, während 
die Höhe die individuelle Nutzerpräferenz repräsentiert (siehe Bild 
8.17, links). Die obere Leiste dient als Legende, die aufzeigt, wel-
che Farbe und Gewichtung einem Nutzer zuzuordnen ist. Durch die 
Kombination von Breite und Höhe eines Glyphsegments, spannen 
7    https://grouplens.org/datasets/movielens/, Abrufdatum 
21.08.2018 
8 Empfehlungsbasierte Suche 213
höher bewertete Nutzer eine größere Fläche auf und stechen so-
mit in der Menge hervor. Gleichzeitig kann durch die Darstellung 
analysiert werden, in welchen Filmen die Nutzerpräferenzen stark 
voneinander abweichen oder gleichverteilt sind. Dies unterstützt 
die Aufgabe »Analysieren« der motivbasierten Suche (siehe 
Kapitel 4.2.3) und fördert gleichzeitig die Transparenz des Emp-
fehlungssystems. In Kombination mit der radialen Darstellung 
können die Gruppenempfehlungen mit den individuellen Nutzer-
präferenzen verglichen werden, wodurch die Aufgabe »Verglei-
chen« der motivbasierten Suche erfüllt wird (siehe Kapitel 4.2.3). 
Weiterhin wird im Inneren der Glyphe eine Vorschau in Form eines 
Filmplakates angeboten. Durch einen Klick auf eine Glyphe öffnet 
sich auf der rechten Seite eine Detailansicht, in der zusätzliche 
Metainformationen und eine Kurzbeschreibung des Films präsen-
tiert werden (siehe Bild 8.17, rechts). Dies unterstützt die Aufgabe 
»Untersuchen« der motivbasierten Suche (siehe Kapitel 4.2.2).
Der zugrundeliegende MovieLens-Datensatz bietet zudem ge-
wichtete Schlagworte an, die den Filmen verschiedene Genres 
zuordnen. Einem Film können mehrere Genres mit einer Gewich-
tung von 0 – 10 zugeordnet werden. Diese Film-Genres werden 
angewandt, um die Filme in dem radialen Layout in Clustern zu 
gruppieren. Dabei bestimmt das Schlagwort mit der höchsten 
Ausprägung das Cluster in der initialen Ansicht. Die Cluster kön-
nen weiterhin zur Exploration des Datensatzes nach bestimmten 
Film-Genres genutzt werden. Klickt der Nutzer auf ein Cluster 
(z.B.»Comedy«) werden weitere Filme geladen, die diesem Film-
Genre entsprechen, und erneut nach dem zweitstärksten Genre 
der gewichteten Schlagwortliste gruppiert. 
Der Prototyp8 wurde mittels HTML, CSS, JavaScript und den 
8 Video des Prototypen verlinkt auf http://www.visual-search.org/
get-inspired/, umgesetzt im Komplexpraktikum »Recommender 
Systeme« von Kristian Kyas und Elisabeth Baudisch, Abrufdatum 
21.08.2018
Bild 8.17: links: Aufbau einer Gly-
phe, rechts: Empfehlungsansicht 
mit empfohlenen Filmen [KECK & 
KAMMER 2018]
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Visualisierungsframework D3.js [BOSTOCK ET AL. 2011] umgesetzt. 
Die Berechnung der Positionierung und Gruppierung wurde mit-
hilfe der im D3.js angebotenen Force-Algorithmen »Node-Link-
Force« und »Circle-Force« umgesetzt. Der Circle-Force-Algorith-
mus berechnet den Abstand eines Films zum Mittelpunkt anhand 
des Gruppenempfehlungs-Rankings. Elemente mit einem ge-
meinsamen Film-Genre werden mithilfe des Node-Force-Link-Al-
gorithmus verbunden. Bei dem Empfehlungsalgorithmus handelt 
es sich um einen hybriden Ansatz, der auf einem Algorithmus auf 
Basis von Collaborative Filtering (siehe Kapitel 3.4) für Einzelnut-
zer aufbaut [SONG ET AL. 2013].
8.5 Findr
Die Motivation dieser Arbeit bestand darin, das Vertrauen des 
Nutzers in das Empfehlungssystem zu erhöhen, indem Funktio-
nalitäten zur Verfügung gestellt werden, welche die Transparenz 
erhöhen und dem Nutzer die Möglichkeit geben, in den Empfeh-
lungsprozess einzugreifen [KECK & KAMMER 2018]. Das Anwen-
dungsszenario bezieht sich auf die Freizeitgestaltung im mobilen 
Kontext mithilfe eines Smartphones, in dem passende Orte oder 
Veranstaltungen in der näheren Umgebung vorgeschlagen wer-
den. Während der Ort des Nutzers implizit erkannt wird, werden 
die Präferenzen dem Empfehlungssystem explizit mitgeteilt. Die 
Abfrage der Präferenzen zum Start der Anwendung hat den Vor-
teil, dass das »Cold-Start«-Problem (siehe Kapitel 3.4) umgangen 
werden kann. Dies bringt jedoch auch den Nachteil mit sich, dass 
der Aufwand für den Nutzer durch die Eingabe erhöht wird.
Um die Eingabe der Präferenzen möglichst einfach zu halten, wur-
de sich an das Interaktionskonzept der mobilen Dating-App Tin-
der9 orientiert, in der eine Swipe-Geste nach links und rechts zur 
Aus- bzw. Abwahl eingesetzt wird. Das explizite Feedback kann 
dem System durch die Auswahl von verschiedenen Ober- und 
Unterkategorien mitgeteilt werden. Zu den Oberkategorien ge-
hören die folgenden Konzepte: Essen, Trinken, Musik, Kultur und 
Aktivitäten. Innerhalb dieser Kategorien kann der Nutzer seine 
Präferenzen weiter speziﬁzieren, z.B. durch die Unterkategorien 
»Pizza« und »Sushi« in der Kategorie »Essen«. Die Oberkatego-
rien werden dem Nutzer zunächst durch eine Einzelansicht mit 
einem Bild, einem Titel und einem Piktogramm präsentiert (siehe 
Bild 8.18a). Durch eine Swipe-Geste nach links kann der Nutzer 
die Kategorie abwählen und nach rechts auswählen. Ein Swipe 
nach oben, repräsentiert ein »Superlike«, wodurch dem Nutzer im 
Anschluss die Unterkategorien angeboten werden, um die Aus-
wahl zu speziﬁzieren. Durch diese angebotenen Gesten wird die 
Aufgabe »Formulieren« der motivbasierten Suche unterstützt 
9    https://tinder.com/, Abrufdatum 21.08.2018 
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(siehe Kapitel 4.2.1). Sollte der Nutzer die Anwendung zum ers-
ten Mal benutzen, wird ihm ein Tutorial angeboten, um diese drei 
Gesten zu erlernen. Sobald der Nutzer durch den Sende-Button 
bestätigt hat, dass er mit der Eingabe fertig ist, wird die Emp-
fehlungsberechnung angestoßen. Dem Nutzer wird eine Karten-
ansicht präsentiert, auf der er selbst durch einen blauen Punkt 
verortet ist (siehe Bild 8.18b). Des Weiteren werden ihm zehn 
Orte durch ein Ikon und eine Zahl präsentiert. Die Zahl entspricht 
der Position in der Liste des Empfehlungsalgorithmus, wobei das 
beste Ergebnis farblich hervorgehoben wird. Somit ermöglicht 
diese Darstellung einen Vergleich auf Basis des Rankings und des 
Ortes (siehe Aufgabe »Vergleichen« in Kapitel 4.2.3). Die Karte 
kann mittels Zooming und Panning exploriert werden, was eine 
Neuberechnung der Ergebnisse in dem ausgewählten Kartenaus-
schnitt auslöst.
Durch die Auswahl eines Ortes werden dem Nutzer auf einer 
Transparenzseite weitere Einstellungsmöglichkeiten angeboten. 
Um den Nutzer nicht aus dem Ortskontext zu reißen, bleibt die 
Vorschlagskarte im Hintergrund transparent sichtbar. In Form 
von Piktogrammen und farblich angepassten Kreisen werden 
dem Nutzer die verschiedenen Oberkategorien präsentiert (sie-
he Bild 8.18c). Diese Knoten sind in einem radialen Raster um 
den Ort angeordnet. Der Nutzer kann die Knoten mittels einer 
»Touch-and-Hold«-Geste vergrößern bzw. verkleinern. Sobald der 
Nutzer einen Knoten der Oberkategorie auswählt, werden ihm 
die entsprechenden Unterkategorien angeboten, die aufgrund 
der begrenzten Bildschirmgröße nicht gleichzeitig dargestellt wer-
den können. Die Knoten stellen sowohl die Nutzerpräferenzen als 
auch die Eigenschaften des ausgewählten Ortes dar. Demzufolge 
hat jeder Knoten zwei verschiedene Radi. Ein Radius gibt die Nut-
zerrelevanz basierend auf den zu Beginn eingegebenen Präferen-
zen an und wird durch einen ausgefüllten Kreis dargestellt. Der 
Bild 8.18: Dialog zur Eingabe 
der Präferenzen (a), Kartenvisu-
alisierung mit Empfehlungen (b), 
Konﬁgurationsmenü mit Oberkate-
gorien (c), Konﬁgurationsmenü mit 
Unterkategorien (d) [KECK & KAMMER
2018]
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weiße Radius repräsentiert hingegen, wie relevant die aktuelle 
Eigenschaft für den ausgewählten Ort ist. Ist die Nutzerrelevanz 
höher als die Relevanz des Ortes, wird der Radius innerhalb des 
ausgefüllten Kreises dargestellt bzw. außerhalb bei einem umge-
kehrten Relevanzverhältnis (siehe Bild 8.18d). Durch die Auswahl 
des zentrierten Ortsmarkers wird die Seite wieder geschlossen 
und der Nutzer kehrt zu der Karte zurück, auf der die neu berech-
neten Ergebnisse auf Basis der Änderungen präsentiert werden. 
Am unteren Bildschirmrand beﬁndet sich eine Leiste, die bei Be-
darf ausgeklappt werden kann, um Detailinformationen zu dem 
ausgewählten Ort anzeigen zu lassen. 
Der Prototyp10 wurde auf Client-Seite als Single-Page-Anwendung 
(SPA) mit der JavaScript-Bibliothek React11 umgesetzt. Die Visua-
lisierung auf der Transparenzseite wurde mithilfe des Visualisie-
rungsframeworks D3.js [BOSTOCK ET AL. 2011] erstellt. Die Google 
Maps API12 wurde für die Vorschläge der Orte mitsamt der Koor-
dinaten und Beschreibung angewandt. Für den Webserver wurde 
node.js13 in Verbindung mit einem Express-Server14 verwendet. 
Nachdem die Präferenzen und die Geokoordinaten des Nutzers 
vom Client-Gerät auf den Webserver übertragen wurden, kann 
der Empfehlungsalgorithmus ausgeführt werden. Für jede Kate-
gorie werden 1– 2 Anfragen an den Google Server gestellt, die 
entweder ein frei gewähltes Schlüsselwort (z.B. »Pasta«) oder 
einen von Google vordeﬁnierten Typ für Ort (z.B. »Food«) bein-
halten. Der Google-Server gibt eine Liste von Orten zurück, die 
dieser Anfrage entsprechen und in einem vordeﬁnierten Radius 
des Nutzers liegen. Die Orte in den Listen enthalten je nach Nut-
zerpräferenzen die folgenden Wertungen: 1 für »like«, 2 für »su-
perlike« und -1 für »dislike«. Anschließend wird diese Liste an 
den Client gesendet und die Orte auf Basis dieser Wertungen auf 
der Karte visualisiert und sortiert.
8.6 Zusammenfassung
Die Konzepte dieses Kapitels unterstützen das Suchmuster der 
empfehlungsbasierten Suche, um Nutzern mit vagem Infor-
mationsbedürfnis geeignete Produkte vorzuschlagen. Der in Ab-
schnitt 8.1.2 vorgestellte Algorithmus berechnet abhängig von 
den vorangegangenen Entscheidungen des Nutzers Vorschläge 
zur Verfeinerung der Suchanfrage. Diese dienen darüber hinaus 
zur Inspiration in Hinsicht auf die Verfeinerungsoptionen. Durch 
10 Video zur Anwendung verlinkt auf: http://www.visual-search.org/
get-inspired/, umgesetzt im Komplexpraktikum »Recommender Sys-
teme« von Julian Haluska und Finn Schlenk, Abrufdatum 21.08.2018
11 https://reactjs.org/, Abrufdatum 21.08.2018
12 https://developers.google.com/maps/?hl=de, Abrufdatum 21.08.2018
13 https://nodejs.org/en/, Abrufdatum 21.08.2018
14 http://expressjs.com/, Abrufdatum 21.08.2018
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die Verwendung eines inspirativen Mediums wird der Einstieg 
in die Suche erleichtert. Es werden verschiedene Bilder angebo-
ten, die dabei helfen, die Vorstellungen zu beschreiben und die 
Ergebnismenge zu ﬁltern. Obwohl häuﬁg kategorische Systeme 
verwendet werden, um Konzepte für die Suche zu strukturieren, 
zeigen diese bei den immer größer und komplexer werdenden 
Datenstrukturen Schwächen auf, besonders wenn Polyhierarchi-
en genutzt werden und nicht jedes Element eindeutig einer Klas-
se zuzuordnen ist. In einer Nutzerstudie wurde gezeigt, dass der 
empfehlungsbasierte Ansatz in motivbasierten Suchszenarien gut 
funktioniert. Die Resultate zeigten, dass die Lösung der Aufgaben 
in kürzerer Zeit und mit weniger Aufwand möglich war (Zeit um 
15.58% reduziert, Anzahl der Klicks um 31.85% reduziert), wäh-
rend die Qualität der Ergebnisse sich nicht änderte. 
Der Schwerpunkt des MotBasi-Prototypen lag in der Darstellung 
von Alternativen sowie dem Sammeln und Vergleichen von Ergeb-
nissen. Die simultane Siebdarstellung zusätzlich zur Bildauswahl 
zeigt den Einﬂuss jedes Suchﬁlters auf die Ergebnismenge, stellt 
den bisherigen Suchverlauf dar und unterstützt den Nutzer damit 
bei der Reformulierung seiner Suchanfrage. Dabei wird nicht nur 
dargestellt, welche Filter aktiviert wurden, sondern auch wie sich 
der Ergebnisraum in jedem Iterationsschritt ändert. Das Struktu-
rieren und Gruppieren auf einem Moodboard erlaubt das Sam-
meln und den Vergleich der Resultate. Das umgesetzte Konzept 
wurde in einem initialen Nutzertest positiv bewertet und unter-
stützt das Aufﬁnden eines gewünschten Ergebnisses. 
Während die beiden Konzepte Get Inspired und MotBasi  Vorschlä-
ge auf Basis der Filter liefern und damit für sehr komplexe Daten-
strukturen geeignet sind, generieren die Konzepte Movie-Recom-
Herausforderung Get Inspired MotBasi Movie Recommender Findr
Transparenz - Glyphen +  
Sieb
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Tabelle 8.1: Einschätzung der 
Erfüllung der verschiedenen Visu-
alisierungsherausforderungen für 
die Konzepte
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mender und Findr konkrete Vorschläge für Produkte auf Basis der 
Nutzerdaten bzw. des Nutzerfeedbacks. Tabelle 8.1 geht erneut 
auf die Visualisierungsherausforderungen von Empfehlungssyste-
men ein und stellt die vier Konzepte gegenüber [KECK & KAMMER 
2018]. In Bezug auf die Nachvollziehbarkeit weisen Glyphen das 
Potential auf, den Einﬂuss der Nutzerpräferenzen auf den Emp-
fehlungsalgorithmus  zu zeigen und einen Vergleich der Nutzer-
präferenzen zur aktuellen Ergebnismenge zu erlauben. Weiterhin 
können Visualisierungstechniken wie der radiale Scatterplot und 
das Konﬁgurationsmenü mit den radialen Knoten dabei unterstüt-
zen, die Position der Ergebnisse im Vergleich zu dem Rankingalgo-
rithmus zu vergleichen. Die Visualisierungstechnik »Sieb« unter-
stützt hingegen das Verständnis des Nutzers, welche Präferenzen 
zu den aktuellen Ergebnissen passen. Die Kontrollierbarkeit 
wird unterstützt, indem die Nutzerpräferenzen angepasst werden 
(siehe Tap-&-Hold-Geste des Findr-Konzepts) oder Bildkonzepte 
aus- bzw. abgewählt werden können (siehe Get Inspired und Mot-
Basi). Weiterhin kann Feedback zu den vorgeschlagenen Ergeb-
nissen gegeben werden, indem interessante Ergebnisse gesam-
melt oder uninteressante Ergebnisse ausgeschlossen werden, 
was wiederrum Einﬂuss auf den Empfehlungsalgorithmus haben 
kann (siehe Moodboard in MotBasi). 
Während das GetIspired-Konzept das Ziel verfolgt, die Ergeb-
nismenge möglichst schnell einzugrenzen, unterstützen die 
anderen drei Konzepte die Explorierbarkeit des Informations-
raums. Das Visualisierungskonzept des MotBasi-Prototypen 
hebt die empfohlenen Reiseziele hervor, während die heraus-
geﬁlterten Ziele immer noch sichtbar bleiben und trotzdem 
für eine Exploration und Analyse verwendet werden können. 
Der Movie-Recommender bietet ein Navigationskonzept an, 
dass die Exploration verschiedener Film-Genre ermöglicht. Fin-
dr ermöglicht die Exploration der Karte durch Pan- und Zoom- 
Gesten, wodurch neue Ergebnisse in der Fokusregion angeboten 
werden.  Die letzten Zeilen der Tabelle 8.1 adressieren die Aspek-
te der Kontextsensitivität nach [ADOMAVICIUS ET AL. 2011]. Kontex-
tinformationen werden im Findr-Konzept implizit durch Verortung 
des Nutzers in der Karte angeboten. Der soziale Kontext wird im 
Movie-Recommender unterstützt, muss aber explizit durch die 
Auswahl und Anpassung der Gruppe angegeben werden. Media-
ler Kontext ist gegeben, wenn das Interface sich automatisch an 
die aktuellen Geräte anpasst. Dies ist in den aktuellen Prototypen 
noch nicht implementiert, jedoch gibt es für das Get-Inspired-Kon-
zept sowohl ein Interface für Desktopszenarien (siehe Bild 8.3) 
und Tabletszenarien (siehe Bild 8.2).
Tabelle 8.2 stellt die Konzepte in den unterschiedlichen Anwen-
dungskontexten gegenüber. Alle Prototypen sind durch die emp-
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fehlungsbasierte Suche für vage Informationsbedürfnisse geeig-
net. Lediglich Findr und MotBasi unterstützen durch die explizite 
Angabe der Interessen und deren Angabe bzw. durch die Refor-
mulierung der Filter auch konkrete Informationsbedürfnisse. Eine 
gewisse Domänenexpertise sollte in den Konzepten vorhanden 
sein, um die Bildkonzepte und Nutzerpräferenzen sinnvoll aus-
wählen zu können. Die technische Expertise ist bei dem Get Ins-
pired-Interface gering, was auch das Feedback der Nutzerstudie 
zeigt. Der MotBasi-Prototyp erlaubt zwar eine tiefere Analyse des 
Datenbestandes, setzt dafür aber auch eine höhere technische Ex-
pertise und einen gewissen Lernaufwand voraus. Der Findr-Proto-
typ nutzt die weitverbreitete Kartenmetapher mit Swipe-Gesten 
und die technische Expertise wird daher geringer eingeschätzt, 
während bei dem Movie-Recommender wie in den Beispielen 
aus Kapitel 6, die Glyphenkodierung zuerst erlernt werden muss. 
Die Datenstrukturen sind nicht strikt vorgegeben bzw. richten sich 
nach dem verwendeten Empfehlungsalgorithmus. Während Get 
Inspired sowohl für Maus- und Touch-Interaktion optimiert wur-
de, eignet sich das MotBasi-Konzept aufgrund der feinen Linien 
nur für die Maus-Interaktion in Desktop-Szenarien. Der Movie-
Recommender ist sowohl für Tablets als auch Desktop-Szenarien 
mit Maus- und Touch-Interaktion geeignet, während Findr für das 
Smartphone optimiert wurde.
Tabelle 8.3 stellt die Konzepte bezüglich der Erfüllung der Auf-
gaben der motivbasierten Suche dar. Get Inspired und MotBasi 
geben Inspiration durch die angebotenen Bildkonzepte, die einer 
vagen Vorstellung eines Urlaubsortes entsprechen. Der Movie-
Recommender und Findr schlagen direkt Filme bzw. Aktivitäten 
vor, die den Nutzer inspirieren können. Ebenfalls unterstützen 
alle Konzepte die Formulierungsaufgabe. In Get Inspired und 
MotBasi können die Ergebnisse durch Auswahl der Bildkonzepte 
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Tabelle 8.2: Vergleich der Konzep-
te in verschiedenen Anwendungs-
kontexten
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eines Clusters das Genre speziﬁziert und neue Ergebnisse zu 
diesem Thema nachgeladen werden. In Findr wird der Empfeh-
lungsalgorithmus durch die Auswahl der Bildkonzepte zum Start 
der Anwendung beeinﬂusst. Die Reformulierung von Suchanfra-
gen wird in MotBasi und Findr durch die Analyse und Anpassung 
der Siebdarstellung bzw. Knoten ermöglicht. Lediglich Get Inspi-
red und MotBasi unterstützen das Rückverfolgen. In Get Inspi-
red wird dies durch den Sammelkorb mit Bildkonzepten in der 
Reihenfolge der Auswahl und in MotBasi durch die Filterschritte 
in der Siebdarstellung ermöglicht. Weiterhin erfüllt MotBasi mit 
dem Moodbard die Aufgabe des Sammelns. In Findr und im Mo-
vie-Recommender werden bei Bedarf durch eine eingeblendete 
Detailansicht oder eine aufklappbare Leiste Zusatzinformationen 
angeboten. Das radiale Layout und die Siebdarstellung im Movie-
Recommender und MotBasi unterstützen die Analyseaufgabe, 
während die Glyphen in beiden Konzepten erneut dem Vergleich 
dienen. In Findr kann der Nutzer die Positionsdaten auf der Karte 
durch die Entfernungen vergleichen. Die Aufgabe »Identiﬁzieren« 
wird in Get Inspired und MotBasi durch eine Bildvorschau erfüllt. 
MotBasi wird zudem durch verschiedene Graphen, die unter-
schiedliche Eigenschaften darstellen, ergänzt. Im Gegensatz dazu 
werden im Konﬁgurationsmenü von Findr die Präferenzen mit den 
Eigenschaften des ausgewählten Ortes abgeglichen, was  eben-
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Tabelle 8.3: Vergleich der 
Konzepte bezüglich der Erfüllung 
der Aufgaben der motivbasierten 
Suche
9 Baukasten für visuelle Suchinterfaces
Wie in den vorherigen Kapiteln gezeigt wurde, existieren ver-
schiedene Suchmuster und unterschiedliche Visualisierungsansät-
ze, die bei der Suche nach einem passenden Produkt eingesetzt 
werden können. Das Ziel dieses Kapitels ist es, dem Gestalter 
eines visuellen Suchinterfaces eine Methodik anzubieten, die ihn 
im Entwurfsprozess unterstützt. In der Designliteratur sind dafür 
drei grundlegende Herangehensweisen zu ﬁnden (vgl. [GEELHAAR 
2012, S. 197], [LOCKTON ET AL. 2013]):
t die Anwendung einer existierenden Lösung in einem ande-
ren Problemkontext 
t die Verbesserung einer bereits existierenden Lösung oder 
t  der Entwurf einer neuen Lösung.
 
Ersteres kann durch die in Kapitel 2.3.2 vorgestellten Entwurfs-
muster realisiert werden. Die angebotenen Entwurfsmuster kön-
nen dem Gestalter dabei helfen, Analogien zu seiner Entwurfs-
problematik zu erkennen und Lösungsansätze bieten, die in dem 
entsprechenden Kontext angewandt werden können.
Die zweite Herangehensweise setzt die Untersuchung einer be-
reits existierenden Lösung auf ihre Vor- und Nachteile voraus. Ziel 
ist es hier, eine Lösung zu ﬁnden, welche die gleichen Stärken 
und in mindestens einem weiteren Bereich eine entscheidende 
Verbesserung aufweist [GEELHAAR 2012, S. 197]. Dabei kann die Va-
riation angewandt werden. Diese bezeichnet den Austausch von 
Merkmalen eines Objektes mit dem Ziel, Varianten abzuleiten, die 
den gegebenen Anforderungen genügen [HÖHNE 2000, S. 42].
Der Entwurf einer neuen Lösung kann beispielsweise durch die 
in Kapitel 2.3.1 vorgestellten Methoden zur Ideenﬁndung (z.B. 
Brainstorming, Durchsuchen verschiedener Design-Portfolios zur 
Inspiration) unterstützt werden. Eine Methode, die weniger auf 
der Inspiration oder dem »genialen Einfall« beruht, ist die An-
wendung der Kombinationsmethode, die beispielsweise in der 
Gerätekonstruktion benutzt wird. Diese setzt voraus, dass das 
zu erstellende Objekt strukturierbar ist, d.h. sich (wenigstens ge-
danklich) in Elemente und Relationen zerlegen lässt [HÖHNE 2000, 
S. 40]. Sind diese Elemente und deren Verknüpfungen ermittelt, 
so ist dies mit einem Baukasten vergleichbar, dessen Bausteine 
einen Gestaltungsraum vorgeben (siehe Kapitel 2.3.3). Die Kom-
bination dieser Elemente führt zu neuen Eigenschaften, die nicht 
allein aus der Summe der Einzeleigenschaften der Elemente 
ableitbar sind. Diese Kombinationsmethodik wird durch die An-
wendung der morphologischen Analyse unterstützt (siehe Kapitel 
2.3.1). Aus einer kleinen Anzahl von Elementen kann somit eine 
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Vielzahl unterschiedlicher Gebilde erstellt werden [HÖHNE, 2000, 
S. 40].
Um diese verschiedenen Vorgehensweisen zu unterstützen, wird 
in diesem Kapitel ein Baukasten für visuelle Suchinterfaces vor-
geschlagen [KECK 2017, KECK & GROH 2018, KECK & GROH 2019], der 
die Ideen der Anwendung von Entwurfsmustern und der Vorgabe 
eines Gestaltungsraums durch atomare Bausteine aufgreift. Die 
aus den Prototypen dieser Arbeit abgeleiteten Bausteine können 
durch die Kombinationsmethodik und die Variation zu neuen oder 
adaptierten Lösungen führen. Weiterhin unterstützen die bereit-
gestellten Entwurfsmuster den Designer dabei, bestehende Lö-
sungen in seinem Problemkontext anzuwenden. 
Im Folgenden wird zunächst näher auf die einzelnen Elemente 
des Baukastens eingegangen. Abschnitt 9.1 beschreibt die ato-
maren Bausteine, die zu einem Baumuster (siehe Abschnitt 9.2) 
kombiniert werden können. Diese können mithilfe von Referenz-
bausteinen und Verknüpfungen zu komplexen Baumusterplänen 
(siehe Abschnitt 9.3) zusammengesetzt werden. Abschnitt 9.4 
geht auf die semiotischen Aspekte des Baukastens ein. In Ab-
schnitt 9.5 werden schließlich verschiedene Anwendungsszenari-
en zur Nutzung des Interface-Baukastens dargelegt.
9.1 Bausteine
Der Baukasten enthält verschiedene Bausteine, die sich nach 
MUNZNERs Analyse-Framework einem der folgenden drei Bereiche 
zuordnen lassen [MUNZNER 2015, S. 17]:
t Was: beschreibt die zugrundeliegenden Daten
t Warum: beschreibt die Aufgabe, die zu lösen ist
t  Wie: beschreibt, wie ein Baumuster aufgebaut ist
 
Die atomaren Bausteine des Baukastens werden in Abbildung 
9.1 präsentiert und lassen sich verschiedenen Dimensionen zu-
ordnen, die ein visuelles Suchinterface beschreiben. Die Elemen-
te der Teile »Was« und »Wie« sind beeinﬂusst von der DelViz-
Visualisierungstaxonomie, die in Kapitel 5.1 vorgestellt wurde und 
enthalten
t die zugrundliegenden Daten mit den Dimensionen Daten-
struktur und Attributtyp im Bereich »Was«
t  die visuelle Repräsentation der Daten mit den Dimensionen 
Element, Raster und Layout-Struktur im Bereich »Wie«
t  die Interaktionstechniken zur Exploration und Manipulation der 
Visualisierungen (Dimension Interaktion im Bereich »Wie«) 
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Vergleichbar mit der multidimensionalen DelViz-Klassiﬁkation ist 
auch hier das Ziel, ein visuelles Suchinterface aus mindestens ei-
nem Baustein pro Dimension zusammenzusetzen. Die einzelnen 
Bausteine werden im Folgenden näher erläutert.
Die Dimension Datenstruktur beschreibt die Beziehungen zwi-
schen den Datenobjekten und orientiert sich an der in Kapitel 
2.2.2 vorgestellten Taxonomie, die um speziﬁschere Ausprä-
gungen erweitert wurde. Relationen können beispielsweise 
Kategorien zugeordnet werden. Im Falle einer streng monohie-
rarchischen Struktur liegt eine Hierarchie vor, wohingegen eine 


























































































Bild 9.1: Atomare Bausteine des 
Interface-Baukastens
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Querbeziehungen zwischen den Elementen zulässt. Die Facet-
tenklassiﬁkation und die Folksonomy stellen multidimensionale 
Klassiﬁkationsmethoden dar (siehe Kapitel 2.2.2). Die Facetten-
klassiﬁkation wurde beispielsweise in Kapitel 7 in den Parallel 
Sets verwendet, während eine Folksonomy in Kapitel 5 in dem 
DelViz-Interface zum Einsatz kam. Die weiteren Ausprägungen 
der Datenstrukturen sind entsprechend ihrer Dimensionen geord-
net (siehe Kapitel 2.2.2): 1-dimensionale Daten können in einfa-
chen Mengen oder in temporalen Daten mit einem Start- und 
Endzeitpunkt vorliegen. 2-dimensionale Daten können in einer 
speziﬁscheren Ausprägung in Form von geographischen Daten 
vorliegen. Weitere Ausprägungen der Dimension Datenstruktur 
stellen 3-dimensionale Daten (z.B. in Form von dreidimensiona-
len Computermodellen) oder multidimensionale Daten (z.B. in 
Form von Datentabellen) dar. Die Dimension Attributtyp kann auf 
oberster Ebene in kategorische und geordnete Datenattribute 
unterteilt werden, die weiter speziﬁziert werden können in nomi-
nal, ordinal und quantitativ (siehe Kapitel 2.2.2).
Der Bereich »Warum« Abbildung 9.1 (oben rechts) enthält die 
Suchaufgaben, die mit dem entstehenden Baumuster adressiert 
werden sollen. Diese sind untergliedert nach den drei Aspekten 
der motivbasierten Suche mit den darin enthaltenen Aufgaben 
(siehe Kapitel 4.2).
Während die Bausteine in den Bereichen »Was« und »Warum« 
den Voraussetzungen für ein Baumuster gleichzusetzen sind, be-
schreiben die Bausteine in dem Bereich »Wie« dessen Aussehen 
und Verhalten. Dieser Bereich enthält vier verschiedene Dimensi-
onen: Element, Raster, Layout-Struktur und Interaktion.
Die Dimension Element beschreibt, wie ein einzelnes Datenele-
ment visuell in einem Interface repräsentiert wird. Dies kann bei-
spielsweise ein Text in Form eines Titels oder einer Beschreibung, 
ein Bild oder eine graphische Form sein. Die Bausteine Punkt, 
Linie und Fläche orientieren sich an den graphischen Elementen 
nach BERTIN (siehe Kapitel 2.2.2) [BERTIN 1974, S.52]. Der Baustein 
Fluss stellt eine spezielle Form einer Fläche dar, der Objekte mit-
einander verbindet und wird beispielsweise in der Visualisierungs-
technik Parallel Sets (siehe Kapitel 7.4) eingesetzt. Weiterhin wird 
ein Datenpunkt um die speziﬁscheren Elemente Icon und Glyphe 
(siehe Kapitel 2.2.4) erweitert. 
Die Dimension Raster beschreibt die Anordnung der Elemente in 
einem Interface. Diese können in den Ausprägungen rechteckig, 
radial oder dreieckig zugeordnet werden. Die letzte Ausprägung 
erlaubt die freie Platzierung der Elemente ohne zweidimensiona-
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les Bezugssystem wie beispielsweise die Anordnung von Bildern 
in verschiedenen Ausrichtungen auf einem Multitouch-Tisch.
Die Dimension Layout-Struktur beinhaltet verschiedene Tech-
niken, um die visuellen Elemente im Interface zu organisieren. 
Diese sind ebenfalls nach den visuellen Dimensionen gegliedert, 
von 1-dimensional bis n-dimensional. Es besteht eine Quer-
beziehung zwischen den Dimensionen der Datenstrukturen und 
den visuellen Dimensionen, die jedoch nicht eineindeutig ist, da 
nicht alle gegebenen Datendimensionen letztendlich dem Nutzer 
präsentiert werden müssen. Besteht beispielsweise der zugrun-
deliegende Datensatz aus einem komplexen Netzwerk, aber dem 
Nutzer wird nur ein Ausschnitt in Form einer strukturierten Lis-
te präsentiert, dann ist die Layout-Struktur der 1-dimensionalen 
Ausprägung zuzuordnen. Weiterhin ist es möglich, die zugrunde-
liegenden Relationen des Datensatzes aufzugreifen und mithilfe 
verschiedener Layout-Strukturen darzustellen. Aus diesem Grund 
werden auch räumliche und relationale Layout-Strukturen an-
geboten. Auf die enthaltenen Bausteine wird im Folgenden detail-
liert eingegangen:
t Einzelansicht: zeigt ein einzelnes Element in einer Vorschau 
(z.B. Hotelinformationen werden durch Mouse-Over auf einer 
Karte hervorgehoben, siehe Bild 3.26) oder im Detail (z.B. De-
tailansicht in der DelViz-Anwendung in Bild 5.6, rechts).
t Liste: repräsentiert die Elemente in einer eindimensionalen 
Ordnung (z.B. Parallele Koordinaten mit Liste in Bild 7.6).
t Kachel: repräsentiert die Elemente ebenfalls in einer eindi-
mensionalen Ordnung, diese werden jedoch ﬂächig angeord-
net (z.B. Kachelansicht in der DelViz-Anwendung in Bild 5.6, 
links).
t Balken: repräsentiert quantitative Werte in Form von vertika-
len oder horizontalen Balken (z.B. Balkenansicht in Pivot View-
er in Bild 3.29, links).
t Matrix: rechteckige Anordnung von Elementen in den Schnitt-
punkten von zwei kategorischen Dimensionen (z.B. Matrixan-
sicht der Flugpreise auf Kayak.de in Bild 3.25).
t Mosaik: Kachelansicht, in der zusätzlich die Gewichtung der 
Elemente auf die Größe abgebildet wird. Dies kann durch 
einzelne Hervorhebungen wichtiger Elemente oder durch die 
kontinuierliche Gewichtung aller Elemente (siehe »The Bohe-
mian Bookshelf« in Bild 3.27, Mitte) erfolgen.
t 2D-Plot: Relationen zwischen zwei Dimensionen werden 
durch verschiedene visuelle Elemente (z.B. Punkte, Linien, 
Flächen) in einer zweidimensionalen Fläche repräsentiert (z.B. 
Scatterplot-Layout in Bild 6.18).
t Cluster: Elemente mit ähnlichen Eigenschaften werden in 
einem Cluster verortet. Cluster können beispielsweise durch 
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die räumliche Nähe entstehen (siehe Bild 3.10, unten), durch 
Eingrenzungen (siehe Bild 3.29, rechts) oder durch farbliche 
Hervorhebungen (siehe Bild 3.9) repräsentiert werden.
t Parallele Achsen: repräsentiert multidimensionale Datenattri-
bute durch parallel angeordnete Achsen (siehe Bild 7.3).
t Tabelle: gliedert die darzustellenden Inhalte in Reihen und 
Spalten. Multidimensionale Datenattribute können als exakte 
Werte zum Beispiel in der parametrischen Ansicht (siehe Bild 
3.23, rechts) oder in einem tabellarischen Layout (siehe Bild 
3.24, links) dargestellt werden.
t Karte: Elemente werden in einem geographischen Bezugs-
system verortet (z.B.  FIFA Development Globe in Bild 3.28).
t Vernetzt: Beziehungen zwischen Elementen werden durch 
Kanten repräsentiert, wie beispielsweise in der Node-Link-
Visualisierung (siehe Bild 2.22).
t Verschachtelt: Hierarchien in Datensätzen werden ineinander 
verschachtelt (z.B. Treemap in Bild 2.22).
t Eingerückt: Hierarchische Strukturen werden durch Einrü-
ckung dargestellt (siehe Darstellung der DelViz-Taxonomie in 
Bild 5.4, links)
t Unterteilt: Die verschiedenen Hierarchielevel werden durch 
gestapelte Container repräsentiert (z.B. Icicle Tree in Bild 
2.22).
 
Die verschiedenen Layout-Strukturen wurden durch die Analyse 
der Literaturrecherche und durch die systematische Zerlegung 
der vorgestellten Prototypen erzielt. Die Layout-Strukturen sind 
dabei bewusst sehr allgemein gehalten, um die Bausteine in ei-
ner überschaubaren Menge zu halten und durch die Kombination 
mit weiteren Bausteinen speziﬁschere Visualisierungstechniken 
erzeugen zu können. Einige komplexere Visualisierungsbeispiele 
sind im Folgenden durch die Kombination verschiedener Baustei-
ne dargestellt, deren Aussehen und Wirkungsweise in der Visua-
lisierungssammlung von [KIRK 2016] detailliert betrachtet werden 
können:
t Connected Dot Plot: Kombination des Bausteins »2D-Plot« 
mit »Linie« und »Punkt« [KIRK 2016, S. 164]
t  Radar Chart: Kombination der Bausteine »Parallele Achsen« 
mit »Radial« und »Linie« [KIRK 2016, S. 168]
t  Polar Chart: Kombination der Bausteine »Balken«, »Fläche« 
und »Radial« [KIRK 2016, S. 169]
t  Dendrogram: Kombination der Bausteine »Vernetzt« und 
»Radial« [KIRK 2016, S. 181]
t  Sunburst: Kombination der Bausteine »Unterteilt« und »Radi-
al« [KIRK 2016, S. 182] 
t  Chord Diagram: Kombination der Bausteine »Vernetzt«, »Ra-
dial« und »Fluss« [KIRK 2016, S. 189]  
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t  Sankey Diagram: Kombination der Bausteine »Parallele Ach-
sen« und »Fluss« [KIRK 2016, S. 190] 
t  Area Chart: Kombination der Bausteine »2D-Plot«, »Linie« 
und »Fläche« [KIRK 2016, S. 195]
 
Die Dimension Interaktion bietet Methoden an, um auf die Vi-
sualisierungen einwirken zu können. Die darin enthaltenen Bau-
steine lassen sich den Interaktionstypen Sichttransformation 
und Datenmanipulation zuordnen (siehe Kapitel 2.2.5). Die Bau-
steine der Sichttransformation werden genutzt, um andere Teile 
des Interfaces in den Fokus zu legen. Durch Navigieren können 
beispielsweise ein Datenbestand durchblättert und verschiedene 
Detailseiten aufgerufen werden. Panning, Rotieren und Zoo-
ming orientieren sich an den Navigationsformen der virtuellen 
Kamera (siehe Kapitel 2.2.5). Die Verzerrung bezieht sich hinge-
gen auf Fokus-&-Kontext-Techniken wie beispielsweise die Ma-
gic Lens oder Fischaugenansichten (siehe Kapitel 2.2.5). Sowohl 
Zooming, Verzerren als auch Inspizieren werden genutzt, um 
detaillierte Informationen zu einem Objekt oder einer Objektgrup-
pe abzurufen. Letzteres kann beispielsweise durch einen Tooltip 
erfolgen.
Die Bausteine der Datenmanipulation enthalten Interaktionstech-
niken, um die Datenobjekte zu modiﬁzieren. Dazu gehört das 
Auswählen (siehe Selektion in Kapitel 2.2.5) und Ausschließen 
sowie das Hinzufügen und Entfernen bestimmter Datenobjekte. 
Weiterhin kann sich die Manipulation auf andere Teile der Visuali-
sierung auswirken und diese hervorgehoben (Highlight) oder an-
gepasst (Adjust) werden. Die Bausteine Gruppieren, Sortieren, 
Filtern und Aggregieren können sich auf Teilmengen oder die 
gesamte Ergebnismenge auswirken (siehe Kapitel 2.2.5).
9.2 Baumuster
Die Bausteine des Baukastens können durch die Verwendung von 
mindestens einem Baustein pro Dimension zu einem Baumus-
ter (Pattern) zusammengesetzt werden. Eine Ausnahme bilden 
statische Baumuster, denen keine Interaktionsformen zugeord-
net werden können. Dadurch kann jedes Baumuster durch die 
zugrundeliegenden Daten (Was), die Suchaufgabe (Warum) und 
die Dimensionen, welche die visuelle Repräsentation sowie die 
Interaktionen (Wie) kapseln, beschrieben werden.
Die Zusammensetzung eines Baumusters wird im Folgenden 
anhand des Beispiels in Bild 9.2 (links) beschrieben: Dieses be-
zieht sich auf die Darstellung von Hotels auf einer Karte, wie 
es in Kapitel 3.5.1 am Beispiel der Hotelbuchungsplattform 
Kayak.de beschrieben wurde. Bei der zugrundeliegenden Daten-
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struktur handelt es sich um geographische Daten mit quantitati-
ven Attributtypen (Längen- und Breitengrade), sowie einem nomi-
nalen Attributtyp (z.B. der Verfügbarkeitsstatus des Hotels). Die 
Suchaufgabe besteht darin, die Entfernung zu einem speziﬁschen 
Interessenpunkt des Nutzers einzuschätzen und diese miteinan-
der vergleichen zu können. Die Bausteine der visuellen Repräsen-
tation setzen sich wie folgt zusammen: jedes Hotel wird durch ein 
Icon repräsentiert (Dimension »Element«), das basierend auf den 
geographischen Breiten- und Längengraden – was dem Baustein 
»Rechteckig« in der Dimension »Raster« entspricht – auf einer 
Karte platziert wird (Dimension »Layout-Struktur«). Um die Karte 
zu explorieren, werden die Interaktions-Bausteine »Panning« und 
»Zooming« angeboten. Weiterhin werden bei Bedarf Zusatzinfor-
mationen für jedes Hotel präsentiert (Baustein »Inspizieren«). 
Ein zweites Beispiel zeigt das Baumuster »Parallel Sets«, das sich 
aus der Hauptansicht des Prototypen aus Kapitel 7.4 ableiten lässt 
(siehe Bild 9.2, rechts). Parallel Sets setzen sich aus der Layout-
Struktur »Parallele Achsen« und dem Element »Fluss« zusam-
men. Die Achsen sind parallel zueinander angeordnet und nutzen 
daher ein »rechteckiges« Raster. Einzelne Ströme können in der 
Visualisierung durch Mouse-Over über die entsprechenden Ach-
sen hervorgehoben (Baustein »Hervorheben«) oder durch Maus-
klick geﬁltert werden (Baustein »Filtern«).
9.3 Baumusterpläne
Die Baumuster aus Abschnitt 9.2 können zu Baumusterplänen zu-
sammengesetzt werden, die sinnvolle Kombinationsmöglichkei-
ten aufzeigen (siehe Kapitel 2.3.3). Dadurch ist die Beschreibung 
komplexer Suchinterfaces möglich. Im Folgenden werden die ver-
schiedenen Verbindungselemente beschrieben, die zur Erstellung 
eines Baumusterplans zur Verfügung stehen. Im Anschluss wer-
den Hilfsbausteine vorgestellt, die dabei unterstützen, Teile des 
Interfaces zu kapseln oder Interaktionen zwischen den Baumus-















Bild 9.2: Baumuster für die 
kartenbasierte Suche (links) und für 
Parallel Sets (rechts)
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9.3.1 Verbindungselemente
Die Baumuster können mithilfe der folgenden drei Verbindungs-
elemente (siehe Bild 9.3) miteinander verknüpft werden:
t Sukzessiv (Successive): die Baumuster werden nacheinander 
präsentiert
t Nebeneinander (Juxtaposed): die Baumuster werden neben-
einander angeordnet
t  Überlagert (Superimposed): zwei Baumuster werden über-
einander angeordnet und können somit in einer Ansicht ver-
schmolzen werden
 
Die Anwendung dieser Verbindungselemente wird anhand von 
Beispielen verdeutlicht: Bild 9.4 (links) zeigt einen Ausschnitt des 
Baumusterplans für den Prototypen »Glyphboard« (siehe Kapi-
tel 6.3.2). Dieser besteht aus einem Cluster aus Punkten in der 
niedrigsten Zoom-Stufe (LOD 1), die frei im Raum auf Basis ihrer 
Nähe angeordnet sind. Als Interaktionsmethoden wird Zooming 
und Panning sowie ein Tooltip (Baustein »Inspizieren«) angebo-
ten. Nach dem Auslösen des Zooms wird eine Glyphdarstellung 
angeboten (LOD 2). Aufgrund der zeitlichen Trennung der beiden 
Darstellungsformen (siehe Kapitel 2.2.5) kann das Verbindungs-
element »sukzessiv« eingesetzt werden, um die beiden Baumus-
ter miteinander zu verknüpfen. Da der Wechsel der Ansichten 
sowohl durch Heranzoomen als auch Hineinzoomen ausgelöst 
werden kann, wird das Verbindungselement für beide Richtungen 
eingesetzt.
Die anderen beiden Verbindungselemente werden in einem zwei-
ten Beispiel eingesetzt (siehe Bild 9.4, rechts): der Prototyp »Pa-
rallel Sets mit Kreisen« (siehe Kapitel 7.7) besteht aus dem Bau-
muster »Ergebnisliste mit Text und Bild«, das eine scrollbare Liste 
mit Ergebnissen darstellt, und dem Baumuster »Parallel Sets«. 
Beide sind durch das Verbindungselement »nebeneinander« mit-
einander verknüpft. Weiterhin werden einzelne Elemente durch 
Mouse-Over über die entsprechenden Einträge der Ergebnisliste 
in Form von Linien dargestellt. Dies lässt sich als Baumuster »Pa-
rallele Koordinaten« abbilden, welches das Baumuster »Parallel 
Sets« überlagert. Die Überlagerung der Baumuster wird im Bau-




Bild 9.3: Die drei Verknüpfungen 
erlauben verschiedene Kombinati-
onsmöglichkeiten der Baumuster 
zu Baumusterplänen
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9.3.2 Referenzbausteine
Die vorgestellten Baumusterpläne in Abschnitt 9.3.1 lassen sich 
durch die Verbindungselemente zwar ﬂexibel erweitern, jedoch 
sind Abhängigkeiten der Interaktionsbausteine in dieser Form 
nicht sichtbar. So kann eine Interaktion in einem Baumuster Ein-
ﬂuss auf ein anderes Baumuster haben. Beispielsweise wird 
durch Mouse-Over in der Ergebnisliste (siehe Bild 9.4, rechts) 
das entsprechende Element in dem Baumuster »Parallele Koor-
dinaten« hervorgehoben. Um diese Abhängigkeiten abzubilden, 
werden sogenannte Referenzbausteine bzw. Hilfsbausteine (vgl. 
[BOROWSKI 1961, S. 7]) eingeführt. Weiterhin ist es möglich, Teile 
des Baumusterplans zu gruppieren, um den Einﬂuss auf eine gan-
ze Teilgruppe abzubilden.
Sowohl die Gruppierung von Baumusterplanteilen als auch der 
Einsatz der Referenzbausteine werden mithilfe des Baumuster-
plans für das Interface »DelViz« (siehe Kapitel 5.2) in Bild 9.5 dar-
gestellt. Um den Einsatz der Referenzbausteine zu erleichtern, 
werden alle Baumuster mit einem eindeutigen Buchstaben ver-
sehen, die in der Titelleiste jedes Baumusters zu sehen sind. Der 
Baumusterplan enthält das Baumuster »X: Flexible Bereiche«, 
das von zwei Teilgruppen überlagert wird. Die Teilgruppen werden 
in Bild 9.5 durch die Umrandung und Nummerierung dargestellt 
und mithilfe des rautenförmigen Verbindungselements mit dem 
ersten Baumuster verbunden. Das Baumuster »X: Flexible Berei-





































Linie Rechteckig Parallele Achsen
Bild 9.4: Ausschnitt aus dem 
Baumusterplan Glyphboard (links) 
und Baumusterplan des Prototypen  
Parallel Sets mit Kreisen (rechts)
9 Baukasten für visuelle Suchinterfaces 231
Größen der Flächen desselben Baumusters auswirken. Abhängig 
vom zur Verfügung stehenden Platz in den verschachtelten Berei-
chen werden Elemente hinzugefügt bzw. entfernt. Da sich diese 
Interaktion auf die Teilgruppen auswirkt, werden hier die Refe-
renzbausteine »1« und »2« verwendet. In der Teilgruppe 1 wird 
die eingerückte DelViz-Taxonomie (A) neben dem Schlagwortﬁlter 
(B) dargestellt. Letzterer wird durch die gewichteten Bézierkurven 
(C) überlagert, die zwischen den herausgezogenen Filtern darge-
stellt werden. Die Interaktionen »Auswählen« und »Ausschlie-
ßen« haben demnach einen Einﬂuss auf das Baumuster C, was 
durch den entsprechenden Referenzbaustein dargestellt wird. Die 
Interaktion »Filtern« hat Einﬂuss auf die Ergebnismenge, die in 
Baumuster D und F in der Teilgruppe 2 dargestellt werden. Die 
entsprechenden Ansichten in der Teilgruppe 2 können beliebig 
ausgetauscht werden. Dies wird durch das Verbindungselement 
»sukzessiv« verdeutlicht wird. Der Zoom in einer Übersichtsan-
sicht in Baumuster D und F zeigt das entsprechende Element in 
der Detailansicht an (Baumuster E), was durch den entsprechen-
den Referenzbaustein indiziert wird. Eine Übersicht aller Baumus-
terpläne der entstandenen Konzepte dieser Arbeit ist im Anhang 
in Abschnitt I zu ﬁnden.
9.4 Semiotische Aspekte des Baukastens
Im Sinne der Semiotik (siehe Kapitel 2.3.4) kann das Baukasten-
system folgendermaßen interpretiert werden: Das Regelwerk 
zur Kombination der vorgestellten Bausteine und Verbindungs-
elemente unterstützt den syntaktischen Aspekt. Auf der Ebene 
der Baumuster bieten diese Regeln die Möglichkeit, verschiedene 













B: Mehrspaltiger SchlagwortﬁlterA: Eingerückte Taxonomie
Kategorie 1















































Bild 9.5: Baumusterplan für das 
DelViz-Interface
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der zu kombinieren (siehe Tabelle 9.1, links: Ebene Baumuster). 
Das Interface wird hier also aus einer Bottom-Up-Sicht betrach-
tet (vom Element beginnend) (vgl. [GROH 2005, S. 112]). Nicht alle 
Kombinationen müssen einen Sinn ergeben, sondern dem Nutzer 
ist es freigestellt, verschiedene Kombinationen auszuprobieren 
analog zur morphologischen Analyse (siehe Kapitel 2.3.1) und ver-
schiedene Varianten zu erzeugen. Auf der Ebene der Baumuster-
pläne können jeweils zwei Baumuster mit einem Verbindungsele-
ment verknüpft werden, was ebenfalls der Syntaktik zuzuordnen 
ist (siehe Tabelle 9.1, links: Ebene Baumusterplan).
Auf der semantischen Ebene kann den Baumustern und Baumus-
terplänen eine Bedeutung zugeordnet werden. Die ausgewählten 
Bausteine eines Baumusters müssen auf ihren Einsatz hin ge-
prüft werden. Erst hier können die Bausteine der Kategorie »Wie« 
den Bausteinen der zugrundeliegenden Datenstrukturen (Katego-
rie »Was«) und Suchaufgaben (Kategorie »Warum«) zugeordnet 
werden (siehe Tabelle 9.1, Mitte: Ebene Baumuster). Oft stecken 
diese semantischen Beziehungen schon in den einzelnen Baustei-
nen selbst. Beispielsweise setzt die Layout-Struktur »Karte« eine 
geographische, zweidimensionale Datenstruktur voraus, während 
die Layout-Struktur »Parallele Achsen« eine multidimensionale 
Datenstruktur verlangt. Tabelle 9.2 präsentiert semantische As-
pekte – die in diesem Kontext auch den funktionalen Aspekten 
gleichzusetzen sind – für ausgewählte Baumuster auf Basis der 
Suchaufgaben und Suchmuster: Die generierten Baumuster aus 
den Konzepten dieser Arbeit werden aufgelistet und den Aufga-
ben der motivbasierten Suche (siehe Kapitel 4.2) und den Such-
mustern (siehe Kapitel 3) zugeordnet. 
Auf der Ebene der Baumusterpläne kann die semantische Unter-
stützung in Form von Feedback zum sinnvollen Einsatz der Ver-





















Tabelle 9.1: Semiotische Aspekte 
des Baukastens
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Baumuster Exploration Recherche Evaluation Suchmuster
DelViz
1.  Flexible Bereiche Untersuchen –
2.  Eingerückte Taxonomie Identiﬁzieren Browsing in strukt. Inhalten
3.  Mehrspaltiger Schlagwort-
ﬁlter
Formulieren Schlagwortbasierte Suche
4.  Kachelansicht mit Bildern Inspirieren Identiﬁzieren Browsing in strukt. Inhalten
5.  Durchblätterbare  
Detailansicht
Inspirieren Untersuchen Browsing in strukt. Inhalten
6.  Gewichtete Bézierkurven Analysieren Schlagwortbasierte Suche
7.   Kachelansicht mit  
Teilmengen
Reformulieren Rückverfolgen Browsing in strukt. Inhalten
TagCircus
8.   Gestapeltes radiales  
Balkendiagramm
Formulieren Rückverfolgen Analysieren Schlagwortbasierte Suche
9.   Gewichtete Bézierkurven Analysieren Schlagwortbasierte Suche
Facettice
10. Radiales Balkendiagramm Formulieren Analysieren Schlagwortbasierte Suche
11.  Smart Lattice Rückverfolgen Analysieren Schlagwortbasierte Suche
12. Ergebnisliste mit Bild + 
Text
Inspirieren Identiﬁzieren Browsing in strukt. Inhalten
Beispielbasierte Suche mit Scatterplot
13. Glyphen mit Legende Vergleichen, 
Identiﬁzieren
Browsing in strukt. Inhalten
14. Konﬁgurator mit Detail-
informationen
Formulieren Untersuchen Ähnlichkeitssuche
15. Scatterplot mit Glyphen Analysieren Ähnlichkeitssuche
Beispielbasierte Suche mit Kachelansicht
16. Kachelansicht mit Glyphen Analysieren Ähnlichkeitssuche
17. Glyphen mit Legende Vergleichen, 
Identiﬁzieren
Browsing in strukt. Inhalten




19. Interaktive Produktwolke Analysieren Browsing in strukt. Inhalten
20. Fokusbereich mit Glyphen Sammeln Vergleichen Ähnlichkeitssuche
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Baumuster Exploration Recherche Evaluation Suchmuster
Glyphboard
22. Pixel-Cluster Untersuchen Analysieren Ähnlichkeitssuche
23. Glyphen-Cluster Untersuchen Analysieren, 
Vergleichen
Ähnlichkeitssuche
24. Histogramm-Filter Formulieren Analysieren Facettennavigation
Parallel Coordinates & Sets
25. Zoombarer Facettenﬁlter Formulieren Analysieren Facettennavigation
26. Parallele Koordinaten Reformulieren Analysieren,
Vergleichen
Facettennavigation
27. Parallel Sets Reformulieren Analysieren Facettennavigation
28. Aufklappbare Liste  
mit Text
Untersuchen Browsing in strukt. Inhalten
29. Aufklappbare Suchhistorie 
mit Text
Rückverfolgen Browsing in strukt. Inhalten
30. Aufklappbare Sammelliste 
mit Text
Sammeln Browsing in strukt. Inhalten
Parallel Sets
31. Ergebnisliste mit Bild + Text Identiﬁzieren Browsing in strukt. Inhalten
32. Parallel Sets Reformulieren Analysieren Facettennavigation
33. Facettenﬁlter Formulieren Analysieren Facettennavigation
34. Parallele Koordinaten Reformulieren Vergleichen Facettennavigation
Get Inspired
35. Ergebnisliste mit  
Bild + Text
Identiﬁzieren Browsing in strukt. Inhalten





37. Geordnete Filterhistorie Rückverfolgen Browsing in strukt. Inhalten
MotBasi
38. Flexible Bereiche Untersuchen –





40. Siebdarstellung  
mit Filtern
Reformulieren Rückverfolgen Analysieren Schlagwortbasierte Suche




Browsing in strukt. Inhalten
Movie-Recommender
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bindungselemente zwischen zwei Baumustern erfolgen (siehe 
Tabelle 9.1, Mitte: Ebene Baumusterpläne). So ist beispielsweise 
die Kombination des Baumusters »Parallele Koordinaten« mit ei-
ner Ergebnisliste nebeneinander oder nacheinander (sukzessiv) 
möglich. Eine Überlagerung der beiden Baumuster stellt jedoch 
keine sinnvolle Kombination dar. Ebenfalls können auf der se-
mantischen Ebene passende Baumuster zu dem ausgewählten 
Baumuster vorgeschlagen werden. Beispiele dafür werden im 
Anhang (Abschnitt II) in den jeweiligen Querverweisen gegeben.
Die pragmatische Ebene berücksichtigt zudem die Intention und 
den Kontext des Nutzers sowie seinen bisherigen Wissensstand 
und verfolgt damit einen Top-Down-Ansatz. Die größte Herausfor-
derung besteht hierbei, basierend auf diesen Informationen pas-
sende Baumuster oder auch Baupläne (siehe Tabelle 9.1, rechts) 
vorzuschlagen. Dies setzt die Evaluation und den Vergleich der 
verschiedenen Baumuster und Baumusterpläne in verschiedenen 
Nutzerkontexten voraus, was im Rahmen dieser Arbeit nicht in 
einem vollständigen Rahmen möglich ist. Auf Basis der bereits 
durchgeführten Evaluationen können exemplarische Vorschläge 
unterbreitet werden. Beispielsweise eignen sich die Parallelen 
Koordinaten und Parallel Sets für Nutzer mit einer hohen techni-
schen Expertise und Domänenexpertise sowie einem konkreten 
Informationsbedürfnis. Während für Vergleichsaufgaben die Paral-
lelen Koordinaten vorzuziehen sind, werden bei Such- und Analy-
seaufgaben die Parallel Sets bevorzugt (siehe Kapitel 7.6).
9.5 Anwendungsszenarien
Der vorgestellte Baukasten dient vor allem der Unterstützung 
der Designphase des Entwurfsprozesses (siehe Kapitel 2.3.1). 
Erfolgreich eingesetzte und evaluierte Baumuster können in Ent-
wurfsmustern festgehalten werden, um so in ähnlichen Problem-
Baumuster Exploration Recherche Evaluation Suchmuster
43. Hierarchische  
Glyph-Cluster
Formulieren Empfehlungsbasierte Suche
44. Detailansicht mit 
Bild und Text
Untersuchen Browsing in strukt. Inhalten
Findr





46. Kartenansicht mit Ergeb-
nisranking
Vergleichen Browsing in strukt. Inhalten





Tabelle 9.2: Semantische 
Aspekte auf Ebene der Baumuster: 
Zuordnung zu Suchmuster und 
Suchaufgaben
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stellungen erneut als Vorlage zu dienen (siehe Abschnitt 9.5.1). 
Diese können ebenfalls als Grundlage für eine Variation verwen-
det werden, um verschiedene Aufgaben der motivbasierten Su-
che zu unterstützen (siehe Abschnitt 9.5.2). Weiterhin kann der 
Baukasten dem Designer Inspiration durch die zur Verfügung 
stehenden Bausteine und Baumuster geben. Ein Werkzeug zur 
Exploration des daraus entstehenden Gestaltungsraums wird in 
Abschnitt 9.5.3 vorgestellt. Dieser Gestaltungsraum kann darüber 
hinaus als Grundlage für eine Design- und Lehrmethode dienen, 
die in Abschnitt 9.5.4 vorgestellt wird.
9.5.1 Mustererstellung zur Wiederverwendbarkeit
Sobald ein Baumuster erfolgreich umgesetzt und erprobt wurde, 
kann es in Form eines Entwurfsmusters (Design Pattern) im Sinne 
der Wiederverwendbarkeit beschrieben werden. Unter Verwen-
dung des Entwurfsmuster-Ansatzes kann die eingangs beschrie-
bene Anforderung zur Anwendung einer existierenden Lösung 
in einem anderen Problemkontext erfüllt werden. Dabei wird 
sich an der dargelegten Struktur in Kapitel 2.3.2 orientiert. Somit 
wird bei einem Entwurfsmuster ein Name, eine Illustration sowie 
Beispielabbildungen, eine Problemstellung mit Lösungssatz so-
wie ein Kontext und Querverweise zu anderen Entwurfsmustern 
angegeben. Zudem werden die verwendeten Bausteine aufge-
führt. Dies wird exemplarisch anhand des bereits in Abschnitt 9.2 
vorgestellten Beispiels der kartenbasierten Suche in Tabelle 9.3 
verdeutlicht. 
Basierend auf den vorgestellten Prototypen dieser Arbeit wur-
den verschiedene Baupläne erstellt (siehe Anhang, Teil I). Diese 
wurden in die darin enthaltenen Baumuster zerlegt und sind in 
Tabelle 9.2 dargestellt. In der Tabelle ist erkennbar, dass sich eini-
ge Baumuster in den unterschiedlichen Prototypen wiederholen. 
So kommen beispielsweise Listen mit Text- und Bildinformatio-
nen sowie die Baumuster »Parallel Sets« und »Parallele Koor-
dinaten« in verschiedenen Prototypen vor. Eine Sammlung der 
abgeleiteten Entwurfsmuster aus den vorgestellten Konzepten 
dieser Arbeit ist im Anhang (Teil II) zu ﬁnden. Doppelte Vorkom-
men aus der Tabelle 9.2 wurden zusammengefasst, so dass 33 
unterschiedliche Entwurfsmuster entstanden. Dabei handelt es 
sich nicht um eine Mustersprache, da diese Entwurfsmuster nicht 
als vollständig anzusehen sind, jedoch kann diese Sammlung als 
Pattern-Katalog (Pattern Library, siehe Kapitel 2.3.2) bezeichnet 
werden. Dieser Katalog kann Lösungsansätze für ähnliche Prob-
lemstellungen bieten. Darüber hinaus kann er als Grundlage für 
eine Variantenerzeugung genutzt werden (siehe Abschnitt 9.5.2). 




Icon Rechteckig Karte ZoomingPanning Inspizieren
Suchmuster Browsing in strukturierten Inhalten
Problem Der Nutzer möchte ein Angebot ﬁnden, das sich möglichst nahe zu 
seiner aktuellen Position oder eines bestimmten Interessengebietes 
beﬁndet. Dabei wird zusätzlich Wert auf den optischen Eindruck des 
Angebotes, sowie Preis und Bewertung gelegt.
Lösungs-
ansatz
Die Angebote werden in Form von Icons auf einer Karte positioniert 
und die aktuelle Position des Nutzers bzw. besondere Gebiete darauf 
hervorgehoben, so dass der Nutzer Entfernungen abschätzen kann. 
Die Farbe des Icons kann zudem ein kategorisches Attribut wie die 
Verfügbarkeit oder neue Angebote hervorheben. Durch Panning und 
Zooming kann der Nutzer die Karte explorieren und Straßenzüge 
oder öffentliche Verkehrsmittel begutachten. Mittels Touch oder 
Mouse-Over werden Zusatzinformationen wie ein Bild, Preis und 
Bewertung in Form eines Previews angeboten, um dessen Eignung 
vor der Öffnung einer Detailseite einschätzen zu können.
Kontext Das Entwurfsmuster eignet sich für die Suche nach Hotels, Restau-
rants oder andere ortsbezogene Aktivitäten, bei denen die Position 
des Nutzers oder ein bestimmtes Interessengebiet in Relation zu 
den Angeboten gesetzt wird. Weiterhin eignet es sich sowohl für 




Das Entwurfsmuster kann beispielsweise mit einem Entwurfsmus-
ter der Kategorie Facettennavigation oder Schlagwortbasierte 
Suche kombiniert werden, um die Angebote auf der Karte zu ﬁltern. 
Weiterhin eignet sich nach dem Klick auf eine Preview das Ent-
wurfsmuster Detailansicht, um zusätzliche Informationen und den 
Kaufvorgang abzubilden. Mit der Karte selbst kann das Entwurfsmus-
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Weiterhin kann die Dokumentationsform (siehe Tabelle 9.3) dazu 
dienen, verschiedene Designvarianten zu protokollieren, um diese 
Erkenntnisse für neue Projekte verfügbar zu machen. In interdiszi-
plinären Teams können diese Erkenntnisse über mehrere Projekte 
hinweg genutzt und so kommuniziert werden, dass vergangene 
Designentscheidungen besser nachzuvollziehen sind und Fehler 
aus vergangenen Projekten vermieden werden können.
9.5.2 Variantenerzeugung
Die Beispiele in diesem Kapitel zeigen, dass sich Baumuster 
durch Reverse-Engineering anhand der Zerlegung von bereits 
existierenden Lösungen erzeugen lassen. Ebenfalls lassen sich 
neue Baumuster durch die Kombination verschiedener Bausteine 
oder den Austausch einzelner Bausteine erzeugen. Bild 9.6 zeigt 
drei verschiedene Visualisierungstechniken, die sich durch den 
Austausch von nur einem Baustein erzeugen lassen (Variation). 
Variante A zeigt das Baumuster »Parallel Sets«, das in Abschnitt 
9.2 beschrieben wurde. Variante B stellt das Baumuster »Paralle-
le Koordinaten« dar (siehe Kapitel 7.3), das durch den Austausch 
des Bausteins »Fluss« mit dem Baustein »Linie« (jeweils rot her-
vorgehoben) entsteht, während die restlichen Bausteine beste-
hen bleiben. Diese Transformation wurde in dem vorgestellten 
Prototyp in Kapitel 7.5 durch Aktivierung der Linien bzw. Ströme 
realisiert. Eine dritte Variante erzeugt durch den Austausch des 
Raster-Bausteins »Rechteckig« mit dem Baustein »Radial« die Vi-
sualisierungstechnik »Radar Chart« (vgl. [KIRK 2016, S. 168]). Die-
ser ist aufgebaut wie die vorgestellten Star Plots in Kapitel 6.1.1 
und bietet durch Überlagerung mehrerer Datenobjekte ebenfalls 
die Möglichkeit mehrere Attribute miteinander zu vergleichen.
Die Bausteine geben für den Aufbau eines Baumusters einen 
Gestaltungsraum (Design space) vor und können beliebig mitei-
nander kombiniert werden. Damit unterstützen sie die Methodik 
der morphologischen Analyse zur Variantenerzeugung (siehe 
Kapitel 2.3.1). Die Bausteine der verschiedenen Dimensionen des 
Baukastens geben dabei nur die syntaktischen Regeln vor (siehe 
Abschnitt 9.4). Nicht alle Kombinationen führen zu sinnvollen Lö-
sungen. Sie geben dem Designer jedoch die Möglichkeit schnell 
verschiedene Kombinationen auszuprobieren oder bestehende 
Interface-Lösungen zu adaptieren.
Die Variantenbildung kann sowohl auf Ebene der Baumuster (sie-
he Beispiel in Bild 9.6) als auch der Baumusterpläne erfolgen. Bild 
9.7 zeigt ein Beispiel, das vom Baumuster »Parallele Koordina-
ten« ausgeht. Anhand der morphologischen Analyse können ver-
schiedene Kombinationsmöglichkeiten getestet werden. In Bild 
9.7 sind vier verschiedene Kombinationen dargestellt. Die erste 
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Variante stellt die Verknüpfung der Parallelen Koordinaten mit ei-
ner aufklappbaren, textuellen Liste dar (siehe Prototyp in Kapitel 
7.5). Die zweite Variante lässt sich auf Ergebnisse anwenden, in 
denen Bilder eine große Rolle spielen, z.B. Kleidung oder Hotels. 
Hier werden die textuellen Beschreibungen mit Bildern kombi-
niert. Variante 3 beschreibt den Fall, dass die verknüpften Ergeb-
nisse in einer Taxonomie vorliegen, z.B. die Zuordnung von ver-
schiedenen Hotels zu einer Urlaubsregion. In Variante 4 werden 
die Ergebnisse anstatt in einer eindimensionalen Liste in einem 
Scatterplot angeboten. Die zusätzliche Achse kann hier beispiels-
weise genutzt werden, um den begutachteten Ergebnissen eine 
höhere oder niedrigere Priorität zuzuweisen, indem sie nach links 
oder rechts geschoben werden.
Die Erprobung verschiedener Kombinationsmöglichkeiten kann 
ebenso zielgerichtet eingesetzt werden, um verschiedene 
Suchaufgaben der motivbasierten Suche zu unterstützen. Wie in 
Tabelle 9.2 ersichtlich ist, erfüllt die Kombination der Baumuster 
»Parallele Koordinaten« und »Parallel Sets« mit den »Facettenﬁl-
tern« die Aufgaben »Formulieren«, »Reformulieren«, »Analysie-
ren« und »Vergleichen«. Diese Kombination ist in dem Prototypen 
basierend auf dem Hoteldatensatz in Kapitel 7.7 ersichtlich und 
richtet sich an Nutzer mit einem konkreten Informationsbedürf-
nis, in dem das Urlaubsziel bereits bekannt ist. Soll nun jedoch 
auch die Suche mit vagem Informationsbedürfnis unterstützt 
werden, bietet sich die Kombination dieser Baumuster mit dem 
Baumuster »Kacheln mit Filterkonzepten« (siehe Tabelle 9.2) an, 
die in den Prototypen »Get Inspired« und »Motbasi« eingesetzt 
wurden (siehe Kapitel 8.1 und 8.2). Dieses Baumuster kann ein-
gesetzt werden, um bestimmte Urlaubsorte durch die Auswahl 
der Bildkonzepte bereits einzugrenzen, so dass die Parallel Sets 
nur noch Hotels in diesen Regionen anbieten. Die Baumuster kön-
nen durch das Verbindungselement »sukzessiv« oder »nebenein-
ander« miteinander kombiniert werden. Ersteres beschreibt die 
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Bild 9.6: Variation der Baumuster 
durch den Austausch einzelner 
Bausteine
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essante Urlaubsregionen durch die Auswahl der Bildkonzepte er-
mittelt werden, woraufhin dann die Parallel Sets zur Auswahl von 
Hotels in diesen Regionen angeboten werden. Die zweite Varian-
te beschreibt die räumliche Abhängigkeit beider Baumuster, was 
mehr Platz auf dem Bildschirm in Anspruch nimmt. Jedoch kann 
hier das Baumuster »Flexible Bereiche« zum Einsatz kommen, 
wie es bereits beim DelViz-Prototyp (siehe Kapitel 5.2) und beim 
Motbasi-Prototyp (siehe Kapitel 8.2) zu sehen ist.
9.5.3 Inspiration im Entwurfsprozess
Die bereits existierende Sammlung an Baumustern und Baumus-
terplänen (siehe Anhang I und II) kann in einem Explorationswerk-
zeug genutzt werden, das die Analyse des Gestaltungsraums 
sowie die Suche nach passenden Bausteinen und Baumustern 
erlaubt [KECK & GROH 2018]. Bild 9.8 zeigt ein Interfacekonzept, 
das auf den Entwurfsmustern des DelViz-Prototypen (siehe Kapi-
tel 5.2 sowie Anhang II) aufbaut und als Datengrundlage die Bau-
steine, Baumuster und Baumusterpläne nutzt.
Die linke Seite enthält die Liste der Bausteine, die den verschie-
denen Dimensionen des Baukastens zugeordnet sind. Diese kön-
nen analog zum Filtermechanismus des DelViz-Interfaces nach 
rechts gezogen werden, so dass die Ergebnismenge auf der rech-
ten Seite geﬁltert wird. Die Bézierkurven erlauben ebenso die 
Analyse der Bausteine untereinander: breitere, dunklere Bézier-
kurven weisen auf eine enge Verbindung zwischen den Baustei-
nen hin, wohingegen dünnere, hellere Bézierkurven aufzeigen, 
dass die entsprechenden Bausteine nicht oft gemeinsam in den 

















































Bild 9.7: Kombinationsvarianten 
von verschiedenen Baumustern mit 
Parallelen Koordinaten zu einem 
Baumusterplan
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man diese zu Gruppen zusammen (vgl. Bild 5.5 in Kapitel 5.2.2). 
Dadurch sind die Analyse des Gestaltungsraums und die Identiﬁ-
zierung von kompatiblen Bausteinen in Verbindung mit der aktuel-
len Auswahl möglich. Durch die freie Auswahl der Bausteine wird 
die Suche aus verschiedenen Blickwinkeln unterstützt. Beispiels-
weise können Baumuster für eine bestimmte Suchaufgabe oder 
eine bestimmte Datenstruktur gesucht werden oder aber auch 
kompatible Bausteine für eine bestimmte Layout-Struktur unter-
sucht werden.
Auf der rechten Seite werden die Baumuster mit einem Titel und 
einer Illustration entsprechend zu der Filterauswahl präsentiert. 
Das Browsing durch diese Liste dient der Inspiration für den ak-
tuellen Problemkontext. Eine farbliche Kodierung der Baumuster 
stellt die entsprechenden Suchmuster dar: Lila – Schlagwortba-
sierte Suche, Orange – Ähnlichkeitssuche, Grün – Facettenna-
vigation, Dunkelrot – Empfehlungsbasierte Suche und Türkis – 
Browsing durch strukturierte Inhalte (siehe Kapitel 3). Durch die 
Auswahl eines Baumusters via Mouse-Over (roter Rahmen in Bild 
9.8) werden andere Baumuster, die mit diesen in Beziehung ste-
hen, durch einen Rahmen hervorgehoben. Durch den Klick auf 
das Baumuster werden entsprechende Zusatzinformationen wie 
eine detaillierte Beschreibung und weitere Beispiele angeboten. 
Diese basieren auf den Inhalten der Entwurfsmuster im Anhang 
(Abschnitt II). Zudem werden die enthaltenen Bausteine präsen-
tiert und weitere Bausteine hervorgehoben, die zu einer Variation 
des aktuellen Baumusters innerhalb der Datenbasis führen, um 
dem Suchenden weitere Alternativen anzubieten.
9.5.4 Design- und Lehrmethodik
Ein weiterer Anwendungsfall beschreibt den Einsatz des Baukas-
tens als Lehr- bzw. Designmethode. Während die in Kapitel 2.3.2 
vorgestellten Prinzipien und Guidelines sehr allgemeine Gestal-








































Bild 9.8: Konzept zur Exploration 
und Analyse des Gestaltungsraums
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einen Gestaltungsraum vor und bieten damit eine konkrete Aus-
gangsbasis für die Konzeption. Weiterhin wird durch den Einsatz 
von Entwurfsmustern die Generierung einer gemeinsamen Spra-
che unterstützt und somit der Austausch von Ideen und Meinun-
gen in (interdisziplinären) Teams gefördert.
Eine häuﬁg eingesetzt Methode in der Lehre und in Kreativwork-
shops sind kartenbasierte Ansätze. Karten mit den Bausteinen 
oder Entwurfsmustern können als »Empfehlungswerkzeug« 
[LOCKTON ET AL. 2013] während des Entwurfsprozesses eingesetzt 
werden (vgl. IDEO Method Cards1, Graphic Continuum Flash 
Cards2, [HE & ADAR 2017], [BACH ET AL. 2018], [LOCKTON ET AL. 2013]).
In BACH ET AL. werden beispielsweise Entwurfsmuster zur Erstel-
lung von Datencomics in Form von bedruckten Karten3 angebo-
ten. Ein Workshop mit 23 Studenten, die diese Karten einsetzten, 
zeigte, dass diese hilfreich in der Ideengenerierung und bei der 
Erstellung von konkreten Datencomics sind [BACH ET AL. 2018].
VizITCards stellt ein weiteres Beispiel für einen kartenbasier-
ten Workshop dar, der speziell für die Lehre konzipiert wurde 
[HE & ADAR 2017]. Der Workshop ist darauf ausgerichtet, wichti-
ge Schlüsselkonzepte der Informationsvisualisierung zu festigen 
und gleichzeitig Praxiserfahrung mit guten Designtechniken zu 
sammeln. Dies wird durch zwei verschiedene Herangehenswei-
sen unterstützt: ein vorwärtsgerichteter Konstruktionsansatz und 
ein rückwärtsgerichteter Dekonstruktionsansatz. Der Konstruk-
tionsansatz geht von einem speziﬁschen Entwurfsproblem aus 
und beinhaltet verschiedene Skizzierungsaufgaben mit dem Ziel, 
eine passende Visualisierung zu entwerfen. Dies wird durch Lay-
out- und Inspirationskarten unterstützt, die verschiedene visuelle 
Kodierungsbeispiele, Gestaltprinzipien oder bestimmte Interak-
tionstechniken enthalten und den Studenten Ideenimpulse für 
die Skizzierungsaufgabe bieten. Der Dekonstruktionsansatz wird 
genutzt, um bestehende Visualisierungen im Sinne des Reverse-
Engineering zu zerlegen und deren Stärken, Schwächen und An-
wendungsbereiche abzuleiten. Diese beiden Herangehenswei-
sen eignen sich auch für den vorliegenden Baukasten. Mithilfe 
der  Bausteine kann eine große Bandbreite an Konzepten ent-
wickelt werden. Gleichzeitig unterstützen sie ein »zielgerichtetes 
Brainstorming« [LOCKTON ET AL. 2013]. Die existierenden Entwurfs-
muster dienen zusätzlich als Inspiration und können mithilfe der 
Verbindungselemente zu neuen Interface-Lösungen kombiniert 
werden. Wie bereits in den vorherigen Abschnitten gezeigt wur-
1 https://www.ideo.com/post/method-cards, Abrufdatum 23.08.2018
2 https://policyviz.com/2016/10/31/introducing-graphic-continuum-ﬂash-
cards/, Abrufdatum 23.08.2018
3 http://patterns.datacomics.net, Abrufdatum 23.08.2018
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de, eignet sich der Baukasten für das Reverse-Engineering und 
somit ebenfalls für einen rückwärtsgerichteten Workshop-Ansatz. 
Existierende Interface-Lösungen können in Baumusterpläne oder 
Baumuster zerlegt und damit die Vermittlung von Techniken und 
Terminologien unterstützt werden [KECK & GROH 2018].
Eine »vorwärtsgerichtete« Workshop-Methode zur Generierung 
von neuen Suchinterfaces wird in den folgenden Abschnitten kurz 
beschrieben.
Baukasten als Workshop-Methode
Ein Initial-Workshop testete die Eignung des Baukastens als Kre-
ativmethode. Ziel des Workshops war es, Interfacekonzepte für 
das Forschungsprojekt VISKOMMP4 (Visuelle kollaborative Mul-
ti-Meeting-Protokollsysteme) zu erarbeiten. Das Projekt wird in 
Kooperation zwischen der Professur Mediengestaltung und der 
queo GmbH5 durchgeführt und thematisiert in der aktuellen Pro-
jektphase die Suche in Protokolldaten.  
An dem Workshop nahmen 10 Teilnehmer (davon 3 Frauen) im 
Alter von 25 – 62 Jahren (Mittelwert M= 32.9, Standardabwei-
chung SD = 10.83) teil. Die Teilnehmer bestanden aus wissen-
schaftlichen Mitarbeitern der Professur Mediengestaltung (davon 
drei aus dem Projekt VISKOMMP) und Masterstudenten der Me-
dieninformatik. Der Workshop wurde von der Autorin geleitet und 
dauerte ca. 2,5 Stunden.
Ablauf
Nachdem das VISKOMMP-Projekt und die darin enthaltenen Fra-
gestellungen und Anforderungen an das Suchinterface vorgestellt 
wurden, erfolgte eine kurze Einführung in den Aufbau des Bau-
kastens und die Kombinationsmöglichkeiten der Bausteine und 
Baumuster. Anhand bekannter Interfaces wurde die Zerlegung 
der enthaltenen Bestandteile in Baumuster und Bausteine in der 
Gruppe erprobt, um ein Verständnis für die abstrakten Beschrei-
bungen zu erlangen (siehe Tabelle 9.4, Schritt 1). 
Nach dieser Einführung wurde jedem Teilnehmer ein Baustein aus 
der Dimension »Layout-Struktur« zugeordnet. Bei den 10 Teil-
nehmern kamen die Bausteine Balken, Matrix, 2D-Plot, Cluster, 
Parallele Achsen, Tabelle, Vernetzt, Verschachtelt, Eingerückt 
und Unterteilt zum Einsatz. Die Aufgabe bestand darin, in Einzel-
arbeit eine morphologische Analyse (siehe Kapitel 2.3.1) durchzu-
führen, indem der zugewiesene Baustein mit den verschiedenen 
Bausteinen der Dimension »Element« kombiniert wurde. Es soll-
4 https://forschungsinfo.tu-dresden.de/detail/forschungsprojekt/16481, 
Abrufdatum 23.08.2018
5 https://www.queo.de, Abrufdatum 23.08.2018
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ten Skizzen erarbeitet werden, die den Einsatz beider Bausteine 
demonstrierte. Die Skizzierungsaufgabe folgte dabei losgelöst 
von einer konkreten Aufgabe. Das Ziel war es hier, den Ideen-
raum zu öffnen und auch ungewöhnliche Kombinationen zu erpro-
ben. Im Anschluss an diese Aufgabe wurden die Teilnehmer auf-
gefordert, sich zwei Favoriten aus den Ergebnissen auszusuchen 
und die morphologische Analyse erneut in Kombination mit den 
»Raster«-Bausteinen durchzuführen. Beide Einzelarbeiten dau-
erten zusammen im Durchschnitt 40 Minuten (siehe Tabelle 9.4, 
Schritt 2) und wurden durch Arbeitsblätter unterstützt, welche die 
Kombinationstabellen und die Bausteine der jeweiligen Aufgabe 
enthalten (siehe Bild 9.9, links sowie Anhang, Teil III).
Anschließend sollten erneut zwei favorisierte Lösungen ausge-
wählt und daraus jeweils ein Baumuster erstellt werden. Dazu 
dienten Vorlageschablonen, in denen die Bausteine eingeklebt 
werden konnten. Diese sollten ebenfalls mit einer Skizze ver-
sehen werden, die das Baumuster beschreibt. Darüber hinaus 
sollten dem Baumuster passende Datenstrukturen und Suchauf-
gaben zugeordnet werden (siehe Tabelle 9.4, Schritt 3). Beispie-
le der Ergebnisse dieser Einzelarbeit sind im Anhang (Teil III) zu 
ﬁnden.
Im Anschluss erfolgte die Vorstellung der Ergebnisse vor der ge-
samten Gruppe. An einer Tafel wurden die Ergebnisse gesammelt 
und der Suchaufgabe untergeordnet, die der jeweilige Teilnehmer 
am zutreffendsten erachtete (siehe Tabelle 9.4, Schritt 4).
Die nächste Aufgabe bestand darin, ein Konzept für einen konkre-
ten Anwendungsfall zu entwerfen. Dazu wurden die Teilnehmer in 
zwei 3er-Gruppen und eine 4er-Gruppe eingeteilt und jeder Grup-
pe eine der folgenden Aufgaben zugewiesen:
t A1: Ein neuer Mitarbeiter im Projekt möchte sich zu einem be-
stimmten Thema einen Überblick verschaffen (Suchaufgaben: 
Inspirieren / Analysieren)
t A2: Der Projektleiter fragt sich, wer an einem bestimmten 
Thema gearbeitet und sich insbesondere mit einer bestimm-
ten Software beschäftigt hat (Suchaufgaben: Formulieren / 
Rückverfolgen)
t A3: Der Geschäftsführer vergleicht die Beschlussmeetings 
des letzten Monats.  Wie viele  Mitarbeiter haben jeweils  
wie aktiv zum Protokoll beigetragen? (Suchaufgaben: Analy-
se / Vergleichen) 
Den Aufgaben wurden jeweils zwei Suchaufgaben zugeordnet, 
um die erstellten Baumuster aus Schritt 4 besser zuordnen zu 
können. Weiterhin wurde eine zweite Tafel mit zusätzlichen Bau-
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mustern aus der vorliegenden Arbeit in Form von Inspirationskar-
ten zur Wiederverwendung angeboten (siehe Anhang, Teil III). 
Von beiden Tafeln konnten die Teilnehmer Baumuster verwenden 
und zur Lösung ihrer Aufgabe einsetzen (siehe Bild 9.9, rechts). 
Zusätzlich wurden die Verbindungselemente in Form von Aufkle-
bern ausgeteilt, um verschiedene Kombinationsmöglichkeiten der 
Baumuster zu testen und festzuhalten. Die Teilnehmer hatten ca. 
30 Minuten zur Lösung der Aufgabe Zeit (siehe Tabelle 9.4, Schritt 
5). Anschließend sollte das erstellte Konzept sowohl als Skizze 
als auch in Form eines Baumusterplans, der den Aufbau des Kon-
zepts mittels Bausteinen und Baumustern erläutert, vor der ge-
samten Gruppe präsentiert werden (siehe Tabelle 9.4, Schritt 6). 
Ein Beispiel ist ebenfalls im Anhang (Teil III) zu ﬁnden.
Fragebogen
Anschließend sollten alle Teilnehmer vier Fragebögen ausfüllen, 
um die Bausteine, die Baumuster, die Baumusterpläne und den 
Workshop bezüglich der folgenden Aussagen zu bewerten:
Bausteine:
t Nützlichkeit: Die Bausteine waren für die Erstellung von Kon-
zepten nützlich.
Schritt Inhalt Arbeitsweise Zeit
1 Einführung Baukasten 
- Erklärung Aufbau und Kombinationsmöglichkeiten 
- Aufgabe Reverse-Engineerung: Zerlegung  
  bekannter Interface-Beispiele




2 Morphologische Analyse 
- Kombination der vorgegebenen Layout-Struktur 
  mit Element-Bausteinen 
- Kombination von 2 Ergebnissen mit Raster- 
  Bausteinen
Einzelarbeit 40 min
3 Erstellung eines Baumusters 
- Auswahl von 2 Favoritenlösungen und  
  Protokollierung als Baumuster 
- Zuordnung von Datenstruktur und Suchaufgabe
Einzelarbeit 15 min
4 Vorstellung und Sortierung der Ergebnisse Gesamte Gruppe 35 min
5 Lösung einer Suchaufgabe 
- Konzepterstellung mithilfe der erstellten und   
  vorgegebenen Baumuster 
- Erstellung einer Konzeptskizze und eines 
  Baumusterplans
3er/4er-Teams 30 min
6 Präsentation der Konzeptideen Gesamte Gruppe 15 min
Tabelle 9.4: Ablauf des Kreativ-
Workshops
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t Erlernbarkeit: Die Anwendung und die Kombination der Bau-
steine waren leicht zu erlernen.
t  Verständlichkeit: Die angebotenen Bausteine waren ver-
ständlich.
t  Kommunikation: Ich konnte meine Ideen gut mithilfe der 
Bausteine kommunizieren.
t  Schnelle Ideengenerierung: Die Bausteine halfen mir dabei, 
schnell Ideen zu generieren. 
t  Neue Ideen: Die Bausteine halfen mir dabei, neue Ideen zu 
generieren.
t  Anzahl der Bausteine: Die Anzahl der Bausteine war ausrei-
chend. 
Baumuster:
t Nützlichkeit der erstellten Baumuster: Die erstellten Bau-
muster waren für die Erstellung von Konzepten nützlich.
t  Nützlichkeit der vorgegebenen Baumuster: Die vorgegebe-
nen Baumuster waren für die Erstellung von Konzepten nütz-
lich.
t  Erlernbarkeit: Die Anwendung und Kombination der Baumus-
ter war leicht zu erlernen.
t  Kommunikation: Die Baumuster halfen mir dabei, meine Ide-
en zu kommunizieren.
t  Verständlichkeit: Die Baumuster halfen mir dabei, die Ideen 
der anderen Workshop-Teilnehmer gut zu verstehen.
t  Schnelle Ideengenerierung: Die Baumuster halfen mir dabei, 
schnell Ideen für Baumusterpläne zu generieren.
t  Neue Ideen: Die Baumuster halfen mir dabei, 
neue Ideen für Baumusterpläne zu generieren. 
 
Bild 9.9: Morphologische Analyse 
mit Arbeitsblättern (links), Erstel-
lung von Baumusterplänen mithilfe 
von vorgegebenen und erstellten 
Baumustern (rechts)
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Baumusterpläne:
t Konnektoren ausreichend: Die drei Verbindungselemente 
waren zur Kombination der Baumuster ausreichend.
t  Erlernbarkeit: Die Anwendung und die Kombination der Bau-
musterpläne waren leicht zu erlernen.
t  Kommunikation: Die Baumusterpläne halfen mir dabei, mei-
ne Ideen zu kommunizieren.
t  Verständlichkeit: Die Baumusterpläne halfen mir dabei, die 
Ideen der anderen Workshop-Teilnehmer gut zu verstehen. 
Workshop:
t Morphologische Analyse: Die Methode der morphologi-
schen Analyse war hilfreich, um neue Lösungen zu generie-
ren.
t  Zeit für Morphologische Analyse: Die Zeit für die Anwen-
dung der Morphologischen Analyse war ausreichend.
t  Teamgröße für Sammlung der Baumuster: Die Teamgröße 
für die Sammlung und Ordnung der Baumuster war ausrei-
chend.
t  Teamgröße für Baumusterpläne: Die Teamgröße für die Er-
stellung der Baumusterpläne war ausreichend.
t  Zeit für Baumusterpläne: Die Zeit für die Erstellung der Bau-
musterpläne war ausreichend.
 
Um die persönliche Meinung zu diesen Aussagen zu ermitteln, 
wurde eine Likert-Skala mit sieben Merkmalsausprägungen ver-
wendet (»-3 = stimme gar nicht zu« bis »3 = stimme sehr zu«). 






















Bild 9.10: Ergebnisse des Frage-
bogens zu den Bausteinen – die 
Fehlerbalken repräsentieren die 
Standardabweichung
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Ergebnisse und Diskussion
Die Einschätzung der Bausteine ﬁel durchweg positiv aus mit al-
len Mittelwerten > 1,7 (siehe Bild 9.10). Die Bausteine waren ver-
ständlich und auch relativ schnell zu erlernen und unterstützten 
bei der Ideengenerierung und der Kommunikation. Mit der Anzahl 
der angebotenen Bausteine waren die Teilnehmer ebenfalls größ-
tenteils sehr zufrieden (M = 2,5). Im subjektiven Feedback gaben 
einige Teilnehmer an, dass sie die Strukturierung der Bausteine 
und die Kombination aus Beschriftung und Skizze zu jedem Bau-
stein als hilfreich sowie übersichtlich empfanden. Weiterhin fühl-
ten sie sich im Brainstorming gut durch die Bausteine unterstützt.
Ebenfalls ﬁel die Einschätzung der Baumuster positiv aus mit 
allen Mittelwerten > 1,3 (siehe Bild 9.11). Hier kam jedoch die 
Kritik, dass die vorgegebenen Baumuster in Form der Inspirati-
onskarten nicht alle zu Beginn vorgestellt und so nur teilweise 
von den Teilnehmern für die Erstellung eines Baumusterplans ein-
gesetzt wurden. 
Die Einschätzung der Baumusterpläne ﬁel ebenfalls positiv aus 
mit allen Mittelwerten > 1,6 (siehe Bild 9.12). Hier benötigten 
die Teilnehmer im Workshop noch etwas Hilfestellung bei der Er-
stellung der Baumusterpläne, was sich in den etwas niedrigeren 
Mittelwerten der Verständlichkeit (M = 1,7) und Erlernbarkeit 
(M = 1,9) widerspiegelt. Jedoch gaben einige Teilnehmer im sub-
jektiven Feedback an, dass die Baumusterpläne ihnen sehr dabei 
halfen, die Ergebnisse der anderen Gruppenarbeiten besser nach-
zuvollziehen. Dies hebt die Stärke des Kommunikationsaspekts 
der Baumuster (M = 1,8) und Baumusterpläne (M = 2,3) hervor, 
was in interdisziplinären Teams eine wichtige Rolle spielt.
Der letzte Fragebogen befasste sich mit den in dem Workshop 
vorgegebenen Methoden, Zeiten und Teamgrößen (siehe Bild 
9.13). Die morphologische Analyse wurde als hilfreich angesehen, 



























Bild 9.11: Ergebnisse des Frage-
bogens zu den Baumuster (rechts) 
– die Fehlerbalken repräsentieren 
die Standardabweichung
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meisten Teilnehmer sowohl für die Einzelarbeit (M = 1,4) als auch 
für die Gruppenarbeit (M = 1,6) im Mittel ausreichend. Jedoch hat-
ten gerade bei der Einzelarbeit einige Teilnehmer noch mehr Zeit 
benötigt, was sich in dem niedrigeren Mittelwert widerspiegelt. 
Die morphologische Analyse konnte deswegen nicht von allen 
Teilnehmern vollständig beendet werden, um die Synchronität für 
die anschließende Gruppenarbeit wiederherzustellen. Die Team-
größe wurde im Durchschnitt positiv bewertet, lediglich wurde 
die Gruppengröße in der zweiten Gruppenarbeit als weniger ideal 
eingeschätzt (M = 1,4). Hier kam ein kritischeres Feedback vor 
allem aus der Gruppe mit vier Teilnehmern. In einem nächsten 
Workshop würde sich hier der Einsatz von kleineren Gruppen (2er 
und 3er-Teams) anbieten. Zum Ablauf des Workshops wurde im 
persönlichen Feedback angegeben, dass die Inspirationskarten 
schon bei den Skizzierungsaufgaben und der morphologischen 
Analyse wichtige Impulse geben könnten. Weiterhin wurde an-
gemerkt, dass die Vorzugsvarianten lieber im Team ausgewählt 
werden sollten, was jedoch auch mehr Zeit für den Workshop be-
anspruchen würde. 
Letztendlich hat der Workshop gezeigt, dass der Baukasten als 













Bild 9.12: Ergebnisse des Frage-
bogens zu den Baumusterplänen 


























Bild 9.13: Ergebnisse des 
Fragebogens zum Workshop – die 
Fehlerbalken repräsentieren die 
Standardabweichung
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wärtsgerichtet zur Konstruktion neuer Suchinterfaces (siehe 
Schritt 2 - 5 in Tabelle 9.4), als auch rückwärtsgerichtet zur Ana-
lyse der Bestandteile eines Interfaces (siehe Schritt 1 in Tabelle 
9.4) angewandt werden. Eine weitere Ausarbeitung der einzelnen 
Workshop-Schritte zur Konstruktion und Dekonstruktion von In-
terfaces sowie die Einbeziehung der Interaktionsbausteine, die 
in diesem Workshop noch keine Anwendung fanden, werden in 
zukünftigen Iterationen noch weiterentwickelt und getestet.
9.6 Zusammenfassung
In diesem Kapitel wurde ein Baukasten für visuelle Suchinterfaces 
vorgestellt, der aus Bausteinen zur Beschreibung der zugrundelie-
genden Daten, der Suchaufgabe, der visuellen Bestandteile und 
deren Interaktionsmöglichkeiten besteht. Die daraus entstehen-
den Baumuster können sowohl wiederverwendet oder durch 
den Austausch einzelner Bausteine für andere Kontexte adaptiert 
werden. Weiterhin können die Baumuster mithilfe verschiedener 
Verbindungselemente verknüpft und damit komplexe Interfaces 
beschrieben werden. 
Es wurden verschiedene Anwendungsfälle vorgestellt, in denen 
der Baukasten vorwärtsgerichtet oder rückwärtsgerichtet im Sin-
ne des Reverse-Engineering eingesetzt werden kann. Die Bau-
steine geben einen Gestaltungsraum vor, der den Designer vor 
allem in der Konzeptionsphase unterstützt. Die syntaktischen 
Regeln des Baukastens erlauben eine Vielzahl von Kombinati-
onsmöglichkeiten, die zu völlig neuen Interface-Lösungen führen 
können. Des Weiteren können erprobte Baumuster als Entwurfs-
muster dokumentiert und somit für die Wiederverwendbarkeit 
in ähnlichen Problemkontexten aufgearbeitet werden. Weiterhin 
erlaubt die Zerlegung der Interfaces in die abstrakten Elemente 
einen einfachen Austausch einzelner Bausteine oder Baumuster, 
so dass die Erstellung von Varianten vereinfacht wird. Darüber 
hinaus wurde ein Interfacekonzept vorgestellt, das die Explo-
ration der Entwurfsmuster sowie die Analyse der Beziehungen 
zwischen den Bausteinen ermöglicht. Das Suchinterface kann im 
Entwurfsprozess Inspiration bieten und den Designer dabei un-
terstützen, passende Entwurfsmuster für seine aktuelle Aufgabe 
zu ﬁnden. Weiterhin wurde der erfolgreiche Einsatz des Baukas-
tens als Workshop-Methode gezeigt, der sowohl in der Lehre als 
auch in interdisziplinären Projektteams genutzt werden kann.
10 Zusammenfassung
In der vorliegenden Arbeit wurde die visuelle Exploration von 
multidimensionalen Informationsräumen behandelt. Dabei diente 
die Produktsuche als Anwendungsfall mit dem Ziel, den Nutzer 
bei der Suche nach einem passenden Produkt zu unterstützen. 
Verschiedene Konzepte wurden erstellt, die unterschiedliche 
Suchstrategien abbilden und Nutzer mit verschiedenen Informa-
tionsbedürfnissen und Vorerfahrungen unterstützen. Basierend 
auf diesen Konzepten wurde ein Baukasten für visuelle Suchinter-
faces erarbeitet, der sowohl rückwärtsgerichtet zur Analyse be-
stehender Lösungen als auch vorwärtsgerichtet zum Entwurf von 
neuen Interfacekonzepten eingesetzt werden kann. 
In diesem Kapitel werden die Ergebnisse abschließend reﬂektiert. 
Dazu werden in Abschnitt 10.1 die einzelnen Kapitel zusammen-
gefasst und die Beiträge dieser Arbeit hervorgehoben. Im An-
schluss werden in Abschnitt 10.2 die Ergebnisse diskutiert. Ab-
schließend erfolgt in Abschnitt 10.3 ein Ausblick auf zukünftige 
Forschungsarbeiten. 
10.1 Zusammenfassung der Kapitel
Im ersten Kapitel wurde die visuelle Exploration von großen Da-
tenmengen eingeführt sowie die Motivation der Arbeit erläutert. 
Als praktischer Anwendungsfall dient die Produktsuche, die an-
hand verschiedener Beispiele illustriert wurde. Anschließend wur-
den verschiedene Problemfelder identiﬁziert und daraus konkrete 
Ziele und Abgrenzungskriterien für diese Arbeit abgeleitet. Die 
Ziele beziehen sich zum einen auf Anforderungen an das Suchin-
terface, um Nutzer mit unterschiedlichen Wissensständen und 
Informationsbedürfnissen bei der Suche nach einem passenden 
Produkt zu unterstützen. Dafür war die Entwicklung verschiedener 
Ansätze notwendig, um den Einstieg in die Suche und die Evalu-
ation der Suchergebnisse zu verbessern, da die vorherrschenden 
Formulare und Ergebnislisten in den Shopping-Portalen bei kom-
plexen oder vagen Suchaufgaben nur bedingt geeignet sind. Zum 
anderen sollte aufbauend auf diesen Ergebnissen eine Methodik 
entwickelt werden, die sowohl bei der Analyse als auch bei der 
Erstellung von visuellen Suchinterfaces unterstützt und insbe-
sondere Hilfestellung in der Konzeptionsphase des Entwurfs- 
prozesses bietet.
In Kapitel 2 wurden relevante Grundlagen aus den wissenschaft-
lichen Disziplinen der Informationssuche, der Informationsvisua-
lisierung und der Mensch-Computer-Interaktion betrachtet. Um 
ein besseres Verständnis für den Suchprozess aus der Nutzerper-
spektive zu bekommen, erfolgte die Betrachtung verschiedener 
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Strategien und Modelle, die für die Produktsuche geeignet sind. 
Anschließend wurden Techniken zur Visualisierung von multidi-
mensionalen Datenmengen untersucht, um die visuelle Explorati-
on und die Evaluation von Produkten zu ermöglichen. Sowohl die 
geometrischen als auch die ikonischen Techniken eignen sich zur 
Darstellung der verschiedenen Produkteigenschaften und wur-
den somit in der Arbeit erneut aufgegriffen. Im Fachbereich der 
Mensch-Computer-Interaktion wurde insbesondere auf die Ent-
wurfsproblematiken und gestalterische Fragen eingegangen, um 
Grundlagen für die Erstellung eines Baukastens zu legen.
Die Betrachtung von verwandten Arbeiten aus dem kommerziel-
len und akademischen Bereich in Kapitel 3 zeigte verschiedene 
Ansätze, um ein Informationsbedürfnis auszudrücken. Die Ar-
beiten ließen sich in fünf verschiedene Kategorien einteilen: die 
Schlüsselwortsuche, die Ähnlichkeitssuche, die Facettennavigati-
on, die empfehlungsbasierte Suche und das Browsing in struktu-
rierten Inhalten. Die ermittelten Suchmusterkategorien können in 
explorativen Suchszenarien miteinander kombiniert werden, um 
den Suchraum einzugrenzen oder aufzufächern. Anschließend 
wurden die Suchmuster im Hinblick auf die Eignung für verschie-
dene Domänenexpertisen und Suchbedürfnisse der Nutzer unter-
sucht und passende Suchmuster für die Erstellung von visuellen 
Suchinterfaces identiﬁziert.
In Kapitel 4 wurde basierend auf den Vorbetrachtungen und einer 
Nutzerbefragung ein Modell zur Unterstützung von komplexen 
Produktsuchen entwickelt. Im Zuge dessen wurde der Begriff 
der motivbasierten Suche eingeführt, der die Produktsuche mit 
einem vagen Informationsbedürfnis beschreibt. Das Modell der 
motivbasierten Suche enthält verschiedene Aspekte und Aufga-
ben, die bei der anschließenden Konzeption der visuellen Suchin-
terfaces berücksichtigt wurden.
In Kapitel 5 bis 8 wurden die ausgewählten Suchmuster aus Ka-
pitel 3 aufgegriffen und konkrete, visuelle Lösungsansätze erar-
beitet, die den Suchaufgaben aus dem Modell der motivbasierten 
Suche zuzuordnen sind.
Kapitel 5 betrachtete die schlagwortbasierte Suche als Spezial-
fall der Schlüsselwortsuche, da sie ein höheres Visualisierungs-
potenzial aufweist. Es wurden drei Konzepte entwickelt, die auf 
einem multidimensionalen Klassiﬁkationsschema aus Schlagwor-
ten mit unterschiedlichen Gewichtungen (Folksonomy) aufbauen. 
Die Konzepte stellen die zugrundeliegenden Relationen des Da-
tensatzes dar und bieten einen analytischen Zugang zu den Er-
gebnissen. Mit dem Suchmuster der schlagwortbasierten Suche 
ist es möglich, komplexe Suchanfragen durch die Kombination 
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visueller Filter zu stellen. Daher kann es für konkretere Infor-
mationsbedürfnisse eingesetzt werden. Die schlagwortbasierte 
Suche wird durch ein zoombares Browsing-Konzept ergänzt, das 
eine weniger zielgerichtete Suche mit unscharfem Informations-
bedürfnis unterstützt.
In Kapitel 6 wurde der Einsatz von glyphbasierten Visualisierun-
gen im Kontext der Ähnlichkeitssuche untersucht. Diese Dar-
stellungsform hat den Vorteil, dass sie sowohl zur Darstellung 
multidimensionaler Datensätze und zum Vergleich mehrerer 
Datenobjekte geeignet ist, als auch eine Alternative zu den vor-
wiegend eingesetzten Ergebnislisten bietet. Im ersten Teil des 
Kapitels wurden zunächst verschiedene Abbildungstechniken 
betrachtet und ein Glyphen-Repertoire basierend auf verschie-
denen Datenattributen entwickelt, die in unterschiedlichen Such-
szenarien eingesetzt werden können. Nach einer Vorstudie mit 
verschiedenen Glyphdarstellungen wurden zwei favorisierte Lö-
sungsansätze weiterentwickelt und in einer Nutzerstudie einem 
tabellarischen Layout gegenübergestellt. Die Studie zeigte, dass 
die Glyphen die Suche nach Extremwerten und den Vergleich 
mehrerer Datenattribute gegenüber der tabellarischen Darstel-
lung verbessern und somit für die Darstellung abstrakter Produkt-
werte geeignet sind. Im Anschluss wurden die Glyphdarstellun-
gen in verschiedenen Suchszenarien eingesetzt. Im Gegensatz 
zur schlagwortbasierten Suche, die einen Top-Down-Ansatz durch 
visuelle Filter verfolgte, wurde hier der Informationsraum ausge-
hend von einzelnen Beispielen durchsucht (Bottom-Up-Ansatz). 
Die entstandenen Konzepte lassen sich den Suchmustern der 
Ähnlichkeitssuche und dem Browsing in strukturierten Inhal-
ten zuordnen und ermöglichen es dem Nutzer zielgerichtet, basie-
rend auf Beispielen, oder explorativ auf Basis von Ähnlichkeiten, 
durch den Informationsraum zu navigieren.
Kapitel 7 fokussierte die Facettennavigation basierend auf den 
Visualisierungstechniken Parallele Koordinaten und Parallel Sets, 
welche die Analyse von Verteilungen im Datensatz unterstützen 
und dem Nutzer dadurch Aufschluss geben, wie viele Produkte 
mit ähnlichen Eigenschaften im Datensatz vorhanden sind. Wäh-
rend die parallelen Achsen als Filter für die Formulierung kom-
plexer Anfragen dienen, unterstützen die in der gleichen Ansicht 
dargestellten Ergebnisse in Form von Linien oder Bändern die Re-
formulierung von Suchanfragen. Eine Nutzerstudie verglich beide 
Konzepte miteinander und zeigte, dass sowohl Such-, Analyse- 
und Vergleichsaufgaben mithilfe beider Visualisierungstechniken 
gelöst werden konnten. Die Parallel Sets führten jedoch zu bes-
seren Resultaten für Such- und Analyseaufgaben, während die 
Parallelen Koordinaten besser für den Vergleich einzelner Produk-
te geeignet waren. Eine Adaption der Konzepte kombinierte die 
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Vorteile beider Techniken: die Eingrenzung der Ergebnismenge 
wurde mithilfe der Parallel Sets und der Vergleich einzelner Pro-
dukte mittels Paralleler Koordinaten ermöglicht.
In Kapitel 8 wurden Ansätze für die empfehlungsbasierte Suche 
vorgestellt, die Inspiration für Suchaufgaben mit vagem Informa-
tionsbedürfnis bieten. Die Analyse von empfehlungsbasierten 
Suchsystemen in Shopping-Systemen identiﬁzierte Schwächen 
in Form der Nachvollziehbarkeit der Ergebnisse, der Kontrollier-
barkeit, der Explorierbarkeit und des Kontextbewusstseins. Diese 
Probleme wurden in der Konzeption aufgegriffen und Lösungs-
vorschläge erarbeitet, welche die User Experience von empfeh-
lungsbasierten Suchsystemen verbessern können. Es wurde vier 
verschiedene Interface-Konzepte vorgestellt, welche die Emp-
fehlungen basierend auf den Interaktionen des Nutzers oder sei-
nen Präferenzen berechnen. Eine Nutzerstudie zeigte, dass der 
empfehlungsbasierte Ansatz in motivbasierten Suchszenarien, 
bei denen es schwer fällt, vage Vorstellungen in einer präzisen 
Anfrage zu formulieren, einer Suche in Kategorien vorzuziehen 
ist. Im Vergleich dieser beider Ansätze konnten die Nutzer mit 
dem empfehlungsbasierten Ansatz schneller zu gleich bewerte-
ten Ergebnissen kommen. Darüber hinaus halfen die bildbasier-
ten Konzepten dabei, die vagen Vorstellungen auszudrücken und 
gaben Inspiration, um die Suche zu starten. In einem zweiten 
Nutzertest wurde gezeigt, dass die Erweiterung des Konzeptes 
um analytische Visualisierungen, die den Vergleich der Ergebnisse 
und die Reformulierung der Suchanfragen ermöglichen, passend 
für Suchaufgaben ist, die mehrere Iterationen benötigen, um das 
gewünschte Ergebnis zu erlangen.
In Kapitel 9 wurde aus den Fallbeispielen und den theoretischen 
Vorarbeiten ein Baukasten für visuelle Suchinterfaces abgeleitet. 
Dieser kann den Designer in der Konzeptionsphase des Entwurfs-
prozess auf verschiedenen Ebenen unterstützen: (1) Der Entwurf 
von neuen Lösungen wird durch die Kombination der enthalte-
nen Bausteine ermöglicht, die einen Gestaltungsraum vorgeben. 
(2) Die daraus resultierenden Baumuster können zu komplexen 
Suchinterfaces zusammengesetzt werden, die durch einen Bau-
musterplan beschrieben werden. Sowohl die Baumuster als auch 
die Baumusterpläne unterstützen bei der Variantenbildung und 
können existierende Lösungen verbessern oder für andere Pro-
blemkontexte adaptieren. (3) Erprobte Baumuster können in Ent-
wurfsmuster überführt werden, welche die Wiederverwendung 
in ähnlichen Problemkontexten erlauben. Folglich wurde aus den 
gezeigten Konzepten dieser Arbeit ein Pattern-Katalog erstellt, 
der Lösungsansätze für verschiedene Suchaufgaben und Daten-
grundlagen sowie Querbeziehungen zu passenden Kombinati-
onsmöglichkeiten aufzeigt. Des Weiteren konnte der erfolgreiche 
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Einsatz des Baukastens als Workshop-Methode gezeigt werden, 
welche die Kreativität und die Kommunikation der Teammitglieder 
fördert. Der Workshop-Ansatz sowie die Fallbeispiele in Kapitel 9 
zeigten auch das Potential der rückwärtsgerichteten Anwendung 
des Baukastens: Durch Reverse-Engineering können bestehende 
Interface-Lösungen in einzelne Bestandteile zerlegt und innere 
Strukturen sowie Zusammenhänge analysiert werden. Die Zer-
legung der Interfaces in Baumuster und Bausteine unterstützt 
sowohl interdisziplinäre Teams, um Ideen verständlich in der 
Gruppe zu kommunizieren, als auch akademische Mitarbeiter der 
Forschung und Lehre, um wiederkehrende Strukturen in Suchin-
terfaces zu analysieren und vermitteln zu können.
10.2 Diskussion
Nachdem im vorangegangenen Abschnitt die einzelnen Kapitel 
zusammengefasst wurden, wird im Folgenden die Zielerreichung 
diskutiert, die Grenzen dieser Arbeit aufgezeigt und die wissen-
schaftlichen Beiträge zusammengefasst. Für eine Reﬂexion der 
Arbeit werden zunächst die in Kapitel 1.2 vorgestellten Zielsetzun-
gen den Resultaten gegenübergestellt.
Bewertung
Es wurden verschiedene Ansätze analysiert, die den Nutzer beim 
Ausdrücken des Informationsbedürfnisses unterstützen und in 
fünf verschiedene Suchmusterklassen eingeordnet, die in der 
Produktsuche eingesetzt werden können. Auf Basis dieser Ta-
xonomie wurden verschiedene Lösungsansätze entwickelt, die 
unterschiedliche Nutzungskontexte unterstützen (Ziel A in Kapitel 
1.2). Die behandelten Suchmuster in dieser Arbeit werden in Ta-
belle 10.1 gegenübergestellt. 
Die Suchmuster Schlagwortbasierte Suche und Facettennavi-
gation sind abhängig von einer entsprechend aufbereiteten Da-
tenstruktur (z.B. Folksonomy, Facettenklassiﬁkation). Ebenfalls 
ist der Einsatz der Visualisierungstechniken für das Suchmuster 
Browsing in strukturierten Inhalten abhängig von den zugrun-
deliegenden Datenstrukturen. Diese können in multidimensiona-
len Datentabellen, aber auch in Netzwerken oder geographischen 
Strukturen vorliegen. Die anderen Suchmuster sind unabhängig 
von der zugrundeliegenden Datenstruktur und basieren auf dem 
eingesetzten Algorithmus zur Aufbereitung der Daten (z.B. Di-
mensionsreduktion, Empfehlungsalgorithmen).
Während die Schlagwortbasierte Suche und die Facettennavi-
gation die Erstellung komplexer Suchabfragen durch die Kombi-
nation von visuellen Filtern unterstützen und somit eher für ein 
konkreteres Informationsbedürfnis geeignet sind, unterstützen 
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die anderen Suchmuster auch die Produktsuche mit vagen Vor-
stellungen. Die Suchmuster können miteinander kombiniert wer-
den (siehe DelViz-Interface in Kapitel 5.2), um sowohl analytische 
als auch Browsing-Strategien anzubieten und den Nutzer sowohl 
mit vagen Vorstellungen zum Beginn der Suche als auch in der 
Formulierung konkreter Anforderungen im fortgeschrittenen 
Suchprozess zu unterstützen.
Die vorgestellten Interface-Konzepte bauen auf verschiedenen 
Taktiken und Suchansätzen auf. Die Suchtaktik »Eingrenzung« 
(Narrow  bzw. General-to-Speciﬁc) ist geeignet, um große Daten-
mengen einzugrenzen, beispielsweise durch Filter (siehe Schlag-
wortbasierte Suche, Facettennavigation) oder durch visuelle 
Konzepte (siehe Empfehlungsbasierte Suche). Jedoch ist der 
Nutzer ohne einem bestimmten Vorwissen in der Suchdomäne 
oft nicht in der Lage, diese abstrakten Kriterien zu speziﬁzieren, 
um den Informationsraum zu erschließen. Besonders im Fall der 
Finanzsuche wissen Laien häuﬁg nicht, welche Attribute (z.B. Per-
formance, Investmentzeitraum) zu einem passenden Finanzpro-
dukt führen. Für diesen Anwendungsfall ist die Taktik »Erweite-
rung« (Expand bzw. Speciﬁc-to-General) ein vielversprechender 
Ansatz. Hier kann der Nutzer mit einem Produkt starten, um die 
Bedeutung der beinhalteten Produkteigenschaften kennenzuler-
nen. Interessante Eigenschaften können daraufhin generalisiert 
werden, um ähnliche Produkte zu ﬁnden (siehe Ähnlichkeitssu-
che). Alternativ können passende Produkte basierend auf den 
Suchpfaden und den Präferenzen des Nutzers vorgeschlagen 
werden (siehe Empfehlungsbasierte Suche). Da der Nutzer 
beim Browsing durch strukturierte Inhalte frei durch den Infor-
mationsraum navigieren kann, können sowohl Teilmengen identi-
ﬁziert werden, die den Suchraum eingrenzen, oder auch andere 
interessante Produktkategorien wahrgenommen werden, die den 
Suchraum erweitern.
Weiterhin können den Interface-Konzepten zwei Suchansätze 
zugeordnet werden: der empfehlungsbasierte und der ana-
lytische Ansatz. Der empfehlungsbasierte Ansatz, der sich im 
gleichnamigen Entwurfsmuster und auch bei der Ähnlichkeits-
suche durch den Vorschlag von ähnlichen Ergebnissen wiederﬁn-
det, versteckt die zugrundeliegende, komplexe Datenstruktur des 
Suchsystems und führt zu einer schnellen Eingrenzung (Emp-
fehlungsbasierte Suche) bzw. Erweiterung der Ergebnismenge 
(Ähnlichkeitssuche). Der analytische Ansatz (z.B. Schlagwort-
basierte Suche, Facettennavigation, usw.) bietet einen tiefen 
Einblick in die Datenstruktur und ermöglicht die Evaluation des 
ausgewählten Produktes im Vergleich zu dem ganzen Informati-
onsraum. Dadurch wird dem Nutzer mehr Gewissheit gegeben, 
dass dieses Produkt am besten seinen Anforderungen entspricht 
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und er die Suche beenden kann. Empfehlungsbasierte Ansätze 
können auch durch analytische Visualisierungen erweitert wer-
den. Das präsentierte Suchinterface der beispielbasierten Suche 
(siehe Suchmuster Ähnlichkeitssuche) und das Interface Mot-
Basi (siehe Suchmuster Empfehlungsbasierte Suche) werden 
mit solchen Visualisierungen angereichert. Diese ermöglichen 
die Analyse des gesamten Informationsraums und die Einord-
nung der empfohlenen Produkte. Der empfohlene Einsatz dieser 
Suchansätze ist abhängig vom Anwendungsfall, als auch von den 
Präferenzen und Vorerfahrungen des Nutzers. Der empfehlungs-
basierte Ansatz hilft dabei, ein passendes Produkt in kurzer Zeit 
zu ﬁnden. Darüber hinaus bietet er in den immer größer und kom-
plexer werden Datenmengen eine einfache, verständliche Form, 
die Querbeziehungen und Abhängigkeiten in den Datenstrukturen 
vor dem Nutzer verstecken. Dahingegen benötigt der analytische 
Ansatz mehr Zeit und (Einarbeitungs-)Aufwand, um den Informa-
tionsraum zu explorieren und zu analysieren, kann jedoch zu bes-
seren und vertrauenswürdigeren Ergebnissen führen.
Das Suchmuster Browsing in strukturierten Inhalten erlaubt 
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Tabelle 10.1: Gegenüberstellung 
der Konzepte dieser Arbeit
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der angebotenen Strukturen (z.B. Scrollen durch eine Liste, Auf-
blättern einer Hierarchie), gleichzeitig können die verwendeten Vi-
sualisierungsansätze zur Evaluierung der Ergebnismenge genutzt 
werden (siehe Ziel C in Kapitel 1.2). In den dargestellten Lösungs-
ansätzen kamen auch hier vorwiegend Listen- und Kachelansich-
ten sowie Hierarchien zum Einsatz, wenn bildbasierte Ergebnis-
se (z.B. Urlaubssuche) dargestellt werden mussten (vgl. Tabelle 
3.2 in Kapitel 3.6).  Für abstrakte Ergebnisrepräsentationen (z.B. 
Finanzdaten) konnten jedoch auch die Parallelen Koordinaten als 
multidimensionale Layout-Struktur erfolgreich getestet werden, 
um die unterschiedlichen Produkteigenschaften vergleichbar zu 
machen und einen Überblick über Verteilungen im Datenbestand 
zu erlauben. Dieses Beispiel zeigt ebenfalls, dass der Anfrage-
bereich und die Repräsentation der Ergebnisse in diesen mo-
tivbasierten Suchszenarien in einer Visualisierung verschmelzen 
können und somit eine enge Verknüpfung zwischen analytischer 
und Browsing-Strategie besteht. Ebenfalls konnte im Rahmen der 
Nutzerstudien das Potenzial der glyphbasierten Darstellungsfor-
men für die Visualisierung von multidimensionalen Ergebnismen-
gen gezeigt werden. Die Darstellung der Ergebnisse in Form von 
Glyphen hat weiterhin den Vorteil, dass diese in verschiedenen 
zweidimensionalen Layout-Strukturen (z.B. Scatterplot, Karte) ein-
gesetzt werden können und somit eine Analyse in verschiedenen 
Kontexten ermöglicht.
Des Weiteren wurde ein Modell zur Unterstützung von komple-
xen Produktsuchen entwickelt (siehe Ziel B in Kapitel 1.2). Der 
Suchprozess wurde aus Perspektive des Nutzers betrachtet und 
verschiedene Aspekte und Aufgaben identiﬁziert, in denen ein 
Suchinterface Unterstützung bieten kann. Die entwickelten Kon-
zepte dieser Arbeit wurden im Hinblick auf die Erfüllung dieser 
Aufgaben untersucht. Die Beispiele schöpfen bei weitem nicht 
den ganzen Raum der Möglichkeiten aus. Die meisten Konzepte 
fokussieren darüber hinaus die Aspekte der Exploration (Ziel A) 
und Evaluation (Ziel C). Die Rechercheaufgaben wurden im Rah-
men dieser Arbeit nur teilweise betrachtet und erfordern weitere 
Forschungsarbeiten. Hierbei sind vor allem Forschungen auf dem 
Gebiet der Sinnerschließung (Sensemaking) zu berücksichtigen 
(vgl. [BRADE ET AL. 2011A]).
Basierend auf den Ergebnissen aus Ziel A – C wurde ein Bau-
kasten entwickelt, der in verschiedenen Anwendungsszenarien 
eingesetzt werden (siehe Ziel D in Kapitel 1.2). Dem Konzepter 
oder Designer wird durch die Bausteine und Baumuster ein Ge-
staltungsraum vorgegeben, die in Kombination zu völlig neuen 
Interface-Lösungen führen können. Die beschriebenen Konzepte 
können auf Basis ihrer Datenstruktur, den erfüllten Aufgaben so-
wie der verwendeten Visualisierungs- und Interaktionstechniken 
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beschrieben werden. Dem Designer von Suchinterfaces wird mit 
dem angebotenen Pattern-Katalog bereits ein großes Repertoire 
an Lösungsvorschlägen für verschiedene Nutzungskontexte vor-
gegeben, die miteinander kombiniert werden können. Jedoch ist 
es immer noch Aufgabe des Designers, zu entscheiden, welche 
Suchstrategien unterstützt und welche Entwurfsmuster einge-
setzt werden sollen, um ein nutzerfreundliches, verständliches 
Suchinterface zu entwickeln.
Weiterhin konnte das Potential der rückwärtsgerichteten Anwen-
dung des Baukastens gezeigt werden. Die Zerlegung der gezeig-
ten Konzepte in Baumuster und Bausteine fördert das Verständnis 
und die Vergleichbarkeit der eingesetzten Visualisierungsformen, 
was vor allem die akademische Forschung und Lehre unterstützt. 
Darüber hinaus werden durch das Reverse-Engineering interdiszi-
plinäre Teams bei dem Aufbau einer gemeinsamen Sprache unter-
stützt, um Ideen und Konzepte mit Hilfe der Bausteine, Baumuster 
und Baumusterpläne zu kommunizieren und zu veranschaulichen.
Einschränkungen
Aufgrund der breitgefächerten Palette an Konzepten für die Pro-
duktsuche konnten nicht alle Konzepte miteinander verglichen 
und evaluiert werden. Das GetInspired-Interface zeigte Verbesse-
rungen gegenüber von kategorischer Strukturierungen der Such-
ﬁlter, die Evaluation von Parallel Sets und Parallelen Koordinaten 
hoben jeweils die Stärken und Schwächen von beiden Interfaces 
hervor und die Glyphdarstellungen konnten Verbesserungen ge-
genüber tabellarischen Ansichten aufweisen. Weitere Evaluatio-
nen der anderen gezeigten Konzepte stehen jedoch noch aus.
Des Weiteren bezieht sich der präsentierte Pattern-Katalog auf 
die Beispiele in dieser Arbeit und kann nicht als vollständig an-
gesehen werden. Vielmehr zeigt dieser die Potenziale dieser 
Darstellungsform und eine Anwendungsform des Baukastens 
auf. Weiterhin beruhen die Vorschläge für die Einsetzbarkeit und 
Kombinierbarkeit der Entwurfsmuster auf der Einschätzung der 
Autorin. Auch hier sind weitere Erprobungen der Entwurfsmuster 
in verschiedenen Kontexten und Evaluationen vonnöten. 
Ebenfalls müssen die zugrundeliegenden Bausteine einer genau-
eren Evaluation bezüglich der Vollständigkeit und der verwende-
ten Begrifﬂichkeiten unterzogen werden. Die vorgestellten Bau-
steine basieren vor allem auf den betrachteten Suchinterfaces 
und Konzepten dieser Arbeit. Eine Modiﬁkation des Baukastens 
durch weitere Bausteine oder den Austausch von Bausteinen zur 
Anwendung in anderen Problemdomänen (z.B. 3D-Intefaces) ist 
jedoch möglich. Der Baukasten bestehend aus den Bausteinen, 
Baumustern und Baumusterplänen stellt vielmehr ein wiederver-
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wendbares Gerüst dar, das in unterschiedlichen Problemdomä-
nen erprobt werden kann.
Die vorgestellten Anwendungsszenarien fokussieren vor allem 
die syntaktische Ebene des Baukastens. Die Bausteine eröffnen 
einen Gestaltungsraum, in dem verschiedenste Lösungsmöglich-
keiten durch unterschiedliche Kombinationen ermöglicht werden. 
Weiterhin können die erstellten Konzepte darin eingeordnet und 
Inspiration für Variationen liefern. In diesem Sinne kann der Bau-
kasten eher als Kreativ- und Analysewerkzeug gesehen werden, 
als ein pragmatisches Werkzeug, das speziﬁsche Lösungen für 
ein gegebenes Problem vorschlägt. Eine zusätzliche Unterstüt-
zung auf semantischer und pragmatischer Ebene (siehe Kapitel 
9.4) ist jedoch möglich und bedarf weiterer Forschung.
Wissenschaftliche Beiträge
Wichtige Resultate konnten in nationalen und internationalen 
Veröffentlichungen vorgestellt werden. Die folgende Aufzählung 
fasst die wissenschaftlichen Hauptbeiträge dieser Arbeit zusam-
men:
t Interdisziplinäre Grundlagenbetrachtung in den Wissensdis-
ziplinen Informationssuche, Informationsvisualisierung und 
Mensch-Computer-Interaktion
t Identiﬁkation von Suchmustern für die Produktsuche
t Erstellung eines Modells zur motivbasierten Suche zur Unter-
stützung von Produktsuchen mit unscharfen Informationsbe-
dürfnis [KECK ET AL. 2013, KECK 2017]
t Entwicklung von Lösungsansätzen für die schlagwortba-
sierte Suche [KECK ET AL. 2010, KECK ET AL. 2011B, KECK ET AL. 
2014C], die Ähnlichkeitssuche [KECK ET AL. 2014C, MÜLLER ET 
AL 2017, KAMMER ET AL. 2018B], die Facettennavigation [KECK ET 
AL. 2014A, KECK ET AL. 2014C], die empfehlungsbasierte Suche 
[BOTH ET AL. 2014A, BOTH ET AL. 2014B, KECK & KAMMER 2018] 
und das Browsing in strukturierten Inhalten [KECK ET AL. 2011B, 
KECK ET AL. 2014C]
t Konzeption von alternativen Ergebnisdarstellungen für mul-
tidimensionale Datensätze [CLEMENTE ET AL. 2012, KECK ET AL. 
2014A, KECK ET AL. 2014C, CLEMENTE ET AL. 2014, KECK ET AL. 2017, 
KECK ET AL. 2018A, KAMMER ET AL. 2018B]
t Evaluation ausgewählter Lösungsansätze [KECK ET AL. 2014A, 
BOTH ET AL. 2014A, KECK ET AL. 2017]
t Erstellung eines Methodenbaukastens zur Unterstützung der 
Entwicklung von visuellen Suchinterfaces [KECK 2017, KECK & 
GROH 2018, KECK & GROH 2019]
t Erstellung eines Pattern-Katalogs für visuelle Suchinterfaces
t Erprobung einer Workshop-Methode zur Konzeption von 
visuellen Suchinterfaces [KECK & GROH 2019] 
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10.3 Ausblick
Im Folgenden wird ein kurzer Ausblick auf weiterführende For-
schungsarbeiten gegeben, die auf den Ergebnissen und Erkennt-
nissen dieser Arbeit aufbauen.
Erweiterung des Baukastens
Wie in Abschnitt 10.2 schon angemerkt wurde, kann der Baukas-
ten durch seine Gliederung in Bausteine, Baumuster und Bau-
musterpläne auch als wiederverwendbare Struktur gesehen wer-
den, der in verschiedenen Kontexten angewandt werden kann. 
So kann der Einsatz des Baukastens in verschiedenen Anwen-
dungskontexten (z.B. 3D-Interfaces für VR-Umgebungen) und 
Problemdomänen (z.B. die Erstellung analytischer Interfaces für 
das Data-Mining) erprobt werden, was eine Erweiterung oder den 
Austausch der Bausteine mit sich bringt.
In Abschnitt 10.2 wurde außerdem gezeigt, dass der Baukasten 
vor allem Unterstützung auf syntaktischer Ebene bietet, indem 
verschiedene Regeln vorgegeben werden, um die Bausteine 
und Baumuster miteinander zu kombinieren. Nicht alle Kom-
binationen müssen einen Sinn ergeben, sondern die Elemente 
können im Sinne der morphologischen Analyse frei miteinander 
kombiniert werden, um den Ideenraum zu erweitern. Zukünfti-
ge Forschungsarbeiten können die Unterstützungsmöglichkeiten 
auf semantischer und pragmatischer Ebene untersuchen (siehe 
Kapitel 9.4). Dies erfordert jedoch weitere Untersuchungen und 
Evaluationen, um verschiedene Nutzungskontexte zu berücksich-
tigen. Durch die Berücksichtigung der semantischen und pragma-
tischen Ebene kann der Baukasten zu einer Entwurfsumgebung 
(siehe Kapitel 2.3.3) weiterentwickelt werden, die Wissen über 
den Designprozess einbringt [FISCHER UND LEMKE 1987]. Dies be-
inhaltet beispielsweise die Eingrenzung der Baumuster, die zum 
aktuellen Problemkontext des Nutzers passen sowie Vorschläge, 
welche Bausteine kombiniert werden können, um sinnvolle Su-
chinterfaces zu entwickeln.
Weiterhin ist die Erprobung und Erweiterung der angebotenen 
Entwurfsmuster Teil zukünftiger Arbeiten. Insbesondere die Re-
chercheaufgaben erfordern weitere Untersuchungen, welche die 
Suchhistorie und die Sammlung und Strukturierung der Ergebnis-
se sowie der Sinnerschließung fokussieren.
Ebenfalls ist die Unterstützung des Entwicklers durch den Bau-
kasten in der Entwicklungsphase denkbar. Die Bereitstellung 
einzelner Baumuster und Bausteine sowie deren Kombinationen 
können den Aufwand für den Entwickler erheblich verringern, 
indem wiederverwendbare Lösungen angeboten werden. Dies 
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kann jedoch weitere Dimensionen des Baukastens oder konkrete-
re Speziﬁkationen der Bausteine und Baumuster mit sich bringen. 
Zurzeit liegen die Bausteine in einer sehr abstrakten Form vor, 
um die Konzeption des Interfaces mit seinen Bestandteilen und 
Funktionalitäten zu fokussieren. Auf konkretere Ausgestaltungen 
wie der Einsatz verschiedener visueller Variablen (z.B. Größe, 
Form und Farbe) wurde für dieses Anwendungsszenario bewusst 
verzichtet. Beispielsweise ist der Baustein »Glyphe« in dem vor-
liegenden Baukasten als abstrakter Stellvertreter für ikonische 
Darstellungsformen in verschiedenen Layout-Strukturen zu se-
hen. Eine genaue Ausgestaltung der Glyphe selbst ist in einer 
späteren Konzeptionsiteration vorgesehen, bei der die Bausteine 
des Baukastens ebenfalls behilﬂich sein können.
Ausarbeitung der Workshop-Methode
Kapitel 9.5.4 zeigte bereits das Potenzial des Baukastens als Lehr- 
und Designmethode. Die gezeigte Workshop-Methode muss in 
zukünftigen Forschungsarbeiten weiterentwickelt werden, um 
erfolgreich in der Lehre oder als Kreativmethode in interdiszipli-
nären Teams eingesetzt werden zu können. Insbesondere im Stu-
dium der Medieninformatik kann der Baukasten als didaktische 
Methode von Vorteil sein, um die Designpraxis zu erproben und 
die Terminologie zu vermitteln. In diesem Kontext bietet sich auch 
die Erweiterung des Workshops an, um verschiedene Methoden 
zur Unterstützung des Entwurfsprozesses anzuwenden. In [KECK 
ET AL. 2014B] wurden bereits nutzerzentrierte Methoden für die 
Problemanalyse (Analysephase des Entwurfsprozesses, siehe 
Kapitel 2.3.1) sowie verschiedene Techniken für das Prototyping 
(Entwicklungsphase) betrachtet. Die Kombination dieser Metho-
den zu einer gesamtheitlichen Lehrmethode stellt ebenfalls eine 
zukünftige Forschungsarbeit dar, die im Studium der Medieninfor-
matik Anwendung ﬁnden kann.
Weiterentwicklung der Visualisierungskonzepte
Durch die breite Betrachtung verschiedener Visualisierungstechni-
ken konnte eine tiefgehende Analyse und Evaluation nicht in allen 
Fällen erfolgen. Evaluationen mit verschiedenen Nutzergruppen 
sind deshalb Aufgabe von zukünftigen Forschungsarbeiten. Auf 
Basis dieser Ergebnisse können die Interface-Konzepte weiter-
entwickelt werden und Erkenntnisse für Entwurfsmuster abgelei-
tet werden. Erste Weiterentwicklungen der Parallel Sets wurden 
bereits in [VOSOUGH ET AL. 2017] und [VOSOUGH ET AL. 2019] durch 
eine Darstellungstechnik für unsichere Daten gezeigt. Dies kann 
beispielsweise bei der Produktsuche mit schwankenden Preisen 
eingesetzt werden, wie beispielsweise die Hotel- oder Flugsu-
che. In [VOSOUGH ET AL. 2018] und [KECK ET AL. 2018A] wurde die Un-
terstützung weiterer Vergleichsaufgaben mittels Parallel Sets und 
Glyphen gezeigt, welche ebenfalls im Kontext der motivbasierten 
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Suche eingesetzt werden können. Weiterhin ist die Weiterent-
wicklung und Erprobung der Konzepte in VR-Umgebungen ein Teil 
zukünftiger Forschungen. [HUBE & MÜLLER 2018] und [GROH 2018] 
zeigten bereits erste dreidimensionale Visualisierungsansätze ba-
sierend auf den vorgestellten Parallel Sets und Glyphen.
Unterstützung verschiedener Endgeräte
In den Kapiteln 5 bis 8 wurden bereits Visualisierungsansätze ge-
zeigt, die für alternative Endgeräte konzipiert wurden bzw. Adap-
tionen für diese aufzeigten. Beispielsweise wurden Konzepte für 
ﬂexible Displays (siehe Kapitel 6.3.2) und Konzepte für Tablets und 
Smartphones (siehe Kapitel 6.3.1) vorgestellt. Eine vollständige 
Berücksichtigung verschiedener Endgeräte in dem Pattern-Kata-
log ist noch Teil zukünftiger Arbeiten. Gerade im mobilen Kontext 
gibt es gravierende Unterschiede im Vergleich zu Desktop-Com-
putern. Smartphones werden meist kürzer genutzt und die An-
wendungen werden häuﬁger unterbrochen [GEELHAAR 2012]. Des 
Weiteren stellt der geringe zur Verfügung stehende Platz eine 
hohe Herausforderung an den Designer und die vorgeschlagenen 
Visualisierungstechniken müssen zunächst auf ihre Eignung für 
diesen Kontext untersucht werden.
Einbeziehung von Kontextinformationen
Im Kontext der empfehlungsbasierte Suche und der Verwendung 
mobiler Endgeräte wird die Berücksichtigung verschiedener Kon-
textinformationen wie Ort, Zeit und die aktuelle Situation des Nut-
zers immer wichtiger. In [KECK ET AL. 2013] wurden bereits Ansätze 
zur Einbindung von Kontextinformationen in das Modell der mo-
tivbasierten Suche vorgestellt. Eine tiefgründige Analyse und die 
Erweiterung der Konzepte um die Bereitstellung und Verwertung 
von Kontextinformationen sind Teile zukünftiger Arbeiten.
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Anhang
Auf den folgenden Seiten werden die Baumusterpläne vorgestellt, 
die aus den vorgestellten Konzepten dieser Arbeit mittels Rever-
se-Engineering abgeleitet werden können. Anschließend werden 
diese in die darin enthaltenen Baumuster zerlegt und basierend 
auf den Evaluationen und Analysen dieser Arbeit, entsprechende 
Entwurfsmuster für die Wiederverwendbarkeit abgeleitet. 
I Baumusterpläne
Dieser Abschnitt enthält die Baumuster, die aus den Prototypen 
aus Kapitel 5 bis 8 abgeleitet werden können. Diese bauen auf 
den in Kapitel 9 vorgestellten Bausteinen und Verknüpfungen auf.
Schlagwortbasierte Suche
 
DelViz (siehe Kapitel 5.2)













B: Mehrspaltiger SchlagwortﬁlterA: Eingerückte Taxonomie
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B: Gewichtete Bézierkurven 
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Facettice (siehe Kapitel 5.4)
Ähnlichkeitssuche
 
Beispielbasierte Suche mit Scatterplot-Layout (siehe Kapitel 6.3.1)
 
Beispielbasierte Suche mit Kachel-Layout (siehe Kapitel 6.3.1)
 
Produktexplorer (siehe Kapitel 6.3.2)







































Auswählen Anpassen InspizierenAuswählen Ausschließen
Text
















































Attribut 1 Attribut 2




























































Parallele Koordinaten und Parallel Sets mit zoombaren Achsen 
(siehe Kapitel 7.5)
 
Parallel Sets mit Kreisen (siehe Kapitel 7.7)
Empfehlungsbasierte Suche
 
Get Inspired (siehe 8.1)
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Movie-Recommender (siehe Kapitel 8.3)
Findr (siehe Kapitel 8.4)
II Entwurfsmuster
Dieser Abschnitt enthält die Entwurfsmuster, die aus den Kon-
zepten dieser Arbeit abgeleitet wurden. Diese orientieren sich 
an der in Kapitel 9.5.1 vorgestellten Struktur und sind nach den 
Suchmustern Schlagwortbasierte Suche, Ähnlichkeitssuche, 
Facettennavigation, Empfehlungsbasierte Suche und Brow-
sing in strukturierten Inhalten geordnet. Die Bausteine, die den 
zugrundeliegenden Daten und Aufgaben der motivbasierten Su-
che zuzuordnen sind, werden zur besseren Übersicht an den je-
weiligen Marginalspalten platziert, um eine Suche basierend nach 




























































Problem Die Suchstrategien wechseln im Laufe der Suche und für die dabei 
unterstützenden Interface-Elemente werden verschiedene Detailgra-
de und demzufolge unterschiedlich viel Platz benötigt.
Lösungs-
ansatz
Durch ﬂexible Bereiche können verschiedene Detailgrade unterstützt 
werden. Der Bereich im Fokus kann vergrößert werden, wohinge-
gen dem gegenüberliegenden Bereich weniger Platz zur Verfügung 
gestellt wird. Die Detailgrade passen sich automatisch dem zur 
Verfügung stehenden Platz an. Die Bereiche können durch eine 
interaktive Mittelachse verschoben werden.
Kontext Das Entwurfsmuster ist keinem speziﬁschen Suchmuster zuzuord-
nen. Vielmehr eignet es sich als ein ﬂexibler Container für verschie-
dene Suchstrategien wie beispielsweise einen Filterbereich und 
einen Bereich zur Darstellung der Ergebnisse. Weiterhin eignet es 
sich sowohl für Smartphones und Tablets mit Touch-Interaktion als 
auch für Desktop-Anwendungen mit Mausinteraktion.
Quer- 
verweis
Das Entwurfsmuster kann beispielsweise mit einem Entwurfs-
muster der Kategorie Facettennavigation, Schlagwortbasierte 
Suche oder Empfehlungsbasierte Suche kombiniert werden, um 
Filtermöglichkeiten in einem der Bereiche darzustellen. Weiterhin 
eignet sich das Entwurfsmuster Kachelansicht mit Bildern oder 




Beispiel der DelViz-Anwendung: der linke Bereich wurde soweit 
vergrößert, dass Zusatzinformationen in Form von Bézierkurven zur 




Fläche Rechteckig Verschachtelt EntfernenHinzufügenAnpassen
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Problem Der Nutzer möchte sein konkretes Informationsbedürfnis möglichst 




Dem Nutzer wird ein mehrspaltiger Filterbereich zur Verfügung 
gestellt. In der mittleren Spalte werden die zur Verfügung stehenden 
Filter angeboten. Werden diese in die Auswahlspalte gezogen, wird 
eine Boolesche UND-Verknüpfung auf den Datensatz angewandt. 
Filterkriterien, die in die Ausschlussspalte gezogen werden, werden 
aus der Ergebnismenge exkludiert. Durch die Kombination dieser 
Booleschen Operationen sind komplexe Suchanfragen möglich. Sind 
keine Ausschlusskriterien nötig, kann das Entwurfsmuster auch nur 
mit einer zusätzlichen Spalte zur Auswahl der Filterkriterien angebo-
ten werden.
Kontext Das Entwurfsmuster kann für Filter genutzt werden, die den Baustein 
Liste als Layout-Struktur verwenden. 
Weiterhin eignet es sich sowohl für Smartphones und Tablets mit 




Das Entwurfsmuster kann mit Entwurfsmustern kombiniert werden, 
welche die Ergebnisse der aktuellen Filterauswahl darstellen wie zum 
Beispiel die Kachelansicht mit Bildern bzw. mit Teilmengen oder die 
Ergebnisliste mit Bild und Text. Des Weiteren kann das Entwurfs-
muster mit der Eingerückten Taxonomie erweitert werden, um die 
Filterliste zu strukturieren. Zur Unterstützung weiterer Analyseaufga-





Beispiel der DelViz-Anwendung: die Schlagworte in der Mitte können 
nach links oder rechts gezogen werden. Die Schlagworte auf der 
linken Seite beﬁnden sich im Ausschlussbereich und werden schwarz 













Problem Der Nutzer möchte analysieren wie stark bestimmte Schlagworte 
bzw. Filterkriterien voneinander abhängen und welche besonders 
häuﬁg in Kombination auftreten.
Lösungs-
ansatz
Die Stärke der Beziehung zwischen dem ausgewählten Schlagwort 
und den restlichen Filterkriterien werden durch verschieden breit 
gewichtete Bézierkurven dargestellt. Die zusätzliche Abbildung 
dieser Eigenschaft auf das visuelle Attribut Transparenz ermöglicht 
die bessere Abgrenzung der einzelnen Kurven untereinander. Bei der 
Auswahl mehrerer Schlagworte werden die Kurven gebündelt.
Kontext Das Entwurfsmuster eignet sich für die Analyse von Filterkriteri-
en, welche die Bausteine Liste oder Balken als Layout-Struktur 
verwenden (siehe Beispielabbildungen). Es eignet sich sowohl für 




Das Entwurfsmuster kann beispielsweise mit dem Entwurfsmus-
ter Mehrspaltiger Schlagwortﬁlter oder (Gestapeltes) Radiales 




Beispiel der DelViz-Anwendung mit rechteckigen Layout (links) und 
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Problem Die Ergebnismenge wird durch verschiedene Filterkriterien ein-
gegrenzt und der Nutzer möchte wissen, welche Kriterien mit der 
aktuellen Auswahl besonders stark in Verbindung stehen. Außer-




Die Schlagworte werden in Form von Balken dargestellt, deren Höhe 
die Häuﬁgkeitsverteilung kodieren. Somit kann schnell eingeschätzt 
werden, welche Filterkriterien besonders häuﬁg in Kombination mit 
der aktuellen Auswahl vorkommen. Filterkategorien können weiterhin 
über die Farbe kodiert werden (siehe Beispielabbildungen). 
Weiterhin ist es möglich, die Balkendiagramme ineinander zu ver-
schachteln, um eine Suchhistorie anzubieten und den Nutzer über die 
Auswirkung seiner Filterauswahl in jedem Filterschritt zu informieren 
(siehe zweites Beispiel).
Kontext Das Entwurfsmuster kann für eine geordnete Liste von Schlagwör-
tern eingesetzt werden. Durch die farbliche Kodierung ist ebenfalls 
die Abbildung von Schlagworten in einer Taxonomie möglich.
Weiterhin eignet sich das Entwurfsmuster für Multitouch-Oberﬂächen 
als auch für Desktop-Anwendungen mit Mausinteraktion. Für ersteres 
sollte eine Zoom-Funktionalität bereitgestellt werden, um die Aus-
wahl der Balken zu erleichtern.
Quer- 
verweis
Das Entwurfsmuster kann beispielsweise mit dem Entwurfsmuster 
Gewichtete Bézierkurven oder der Smart Lattice kombiniert wer-
den, um weitere Analysemöglichkeiten zur Verfügung zu stellen.
Beispiel-
abbildung
Beispiel aus den Prototypen Facettice als einfaches Balkendiagramm 
(links) und TagCircus mit gestapelten Balkendiagramm (rechts). Wei-

















Problem Der Nutzer verliert durch die häuﬁge Aus- und Abwahl von Filterkri-




Durch die Anwendung eines Hasse-Diagramms wird aus den bishe-
rigen Filterentscheidungen eine Suchhistorie aufgebaut. Diese zeigt 
nicht nur die aktiven Filter auf, sondern gibt auch Aufschluss darüber, 
welche Filterentscheidungen rückgängig gemacht wurden. Bei der 
Hinzunahme eines neuen Filters baut sich das Hassediagramm nach 
unten hin auf. Bei der Entfernung einer Filterentscheidung wird ein 
Pfad in entgegengesetzte Richtung aufgebaut.
Kontext Der entstehende Pfad kann als Suchhistorie in der schlagwortbasier-
ten oder facettenbasierten Suche verwendet werden. Das Entwurfs-
muster eignet sich für Desktop-Anwendungen mit Mausinteraktion. 
Mittels Zoom-Funktionalität können die einzelnen Knoten vergrößert 




Das Entwurfsmuster kann beispielsweise mit dem Entwurfsmuster 
Radiales Balkendiagramm kombiniert werden, um verschiedene 
Filtermöglichkeiten übersichtlich in jedem Knoten anzuordnen. Wei-
terhin eignet sich das Entwurfsmuster Kachelansicht mit Bildern 










Dreieckig Vernetzt PanningLinie Zooming
Entwurfsmuster 5
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Problem Der Nutzer erhält keine passende oder zu wenige Ergebnisse mit sei-
ner Filterauswahl. Er möchte nachvollziehen können, wie sich seine 
Auswahlkriterien auf die Ergebnisse auswirken, um die Suchanfrage 
entsprechend anpassen zu können.
Lösungs-
ansatz
Durch eine Siebdarstellung können die Auswirkungen der einzelnen 
Filterkriterien auf die Ergebnismenge sichtbar gemacht werden. In 
dieser werden die Ergebnisse als vertikale Linien in einer Fläche oder 
radial um einen Kreismittelpunkt angeordnet. Jeder ausgewählte 
Filter wird als horizontal gelochte Linie bzw. Ring dargestellt. Trifft 
ein Filterkriterium nicht zu, so wird die jeweilige Ergebnislinie an 
der horizontalen Filterlinie gestoppt, andernfalls wie bei einem Sieb 
durchgelassen. Durch Mouse-Over über die einzelnen Ergebnislinien 
wird eine Vorschau des Ergebnisses im Zentrum des Kreises oder 
neben der Siebdarstellung angeboten. Wurden zu viele, potentiell 
interessante Ergebnisse mit einem Filterschritt herausgeﬁltert, kann 
der Filter durch einen Mausklick deaktiviert werden. 
Kontext Die Darstellung eignet sich für Suchszenarien, in denen viele Filterkri-
terien ausgewählt werden können wie zum Beispiel die schlagwortba-
sierte Suche oder die empfehlungsbasierte Suche unter Einbeziehung 
von Filtern.
Die Visualisierung ist vorrangig für Desktop-Interfaces mit Mausinter-
aktion geeignet aufgrund der ﬁligranen Darstellung der Ergebnislinien. 
Durch die Hinzunahme eines interaktiven Hilfselements (siehe Illust-
ration) wird die Verschiebung der aktuellen Auswahl im Uhrzeigersinn 
und damit die Anwendung auf einem Touch-Interface ermöglicht.
Quer- 
verweis
Das Entwurfsmuster eignet sich zur Analyse von Filterkriterien zum 
Beispiel in Kombination mit dem Entwurfsmuster Kacheln mit 
Filterkonzepten. Weiterhin eignet sich die Kombination mit dem 





Beispiel aus der Suchanwendung MotBasi mit dem ausgewählten 
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Problem Der Nutzer kennt sich in der Suchdomäne nicht gut genug aus, um 




Der Konﬁgurator mit Detailinformationen bietet eine alternative 
Einstiegsmöglichkeit in den Suchprozess basierend auf einem 
Beispiel. Der Nutzer hat die Möglichkeit mehr über die einzelnen 
Eigenschaften des Produktes zu erfahren, indem ihm zusätzliche De-
tailinformationen und Erklärungen durch das Aufklappen einer Liste 
zur Verfügung gestellt werden. Auf Basis dieser Informationen kann 
der Nutzer entscheiden, welche Produkteigenschaften auch seinen 
Vorstellungen entsprechen und kann diese an- bzw. abwählen. Auf 
Basis dieser Auswahl werden ihm ähnlichen Produkte angeboten.
Kontext Das Entwurfsmuster bietet sich für Nutzer an, die eine geringe Do-
mänenexpertise besitzen. Basierend auf Beispielen kann der Nutzer 
die Bedeutung bzw. Funktionsweise einzelner Eigenschaften ken-
nenlernen und somit besser einschätzen, welche Kriterien für sein 
aktuelles Informationsbedürfnis wichtig sind. Es ist für verschiedene 
Datenstrukturen und Datentypen geeignet.




Das Entwurfsmuster sollte mit einer Darstellung ähnlicher Produkte 
kombiniert werden. Dafür eignet sich beispielsweise die Kachelan-
sicht mit Glyphen oder der Scatterplot mit Glyphen.
Beispiel-
abbildung
Eigenschaften des ausgewählten Produktes werden in einer aus-
klappbaren Liste präsentiert, die bei Bedarf für Detailinformationen 
ausgeklappt werden kann (links), die Darstellung nutzt eine Kachel-
ansicht statt einer Liste, in der die aktuell ausgewählte Eigenschaft 












Grundsätzlich lassen sich zu diesem Zweck 
zwei Produktgruppen für derivative Instru-
mente definieren. Unter dem Überbegriff He-
belprodukte finden sich klassische Optionss-
cheine, Knock-Outs aber auch exotische Pro-
dukte, während sich die Kategorie der Anlage-
produkte u.a. aus Index-, Bonus-, Disount-Zer-
tifikaten sowie kapitalgarantierten Zertifikaten
Konfiguration Referenzprodukt:








26.44% //  25.99%
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Problem Der Nutzer sucht nach einem Produkt, bei dem viele abstrakte Eigen-
schaften relevant für die Kaufentscheidung sind.
Lösungs-
ansatz
Es werden Glyphen genutzt, um die verschiedenen Eigenschaften 
des Produktes darzustellen. Diese werden in einem Scatterplot 
platziert. Die horizontale Positionierung kann genutzt werden, um 
die Ähnlichkeit zur aktuellen Auswahl darzustellen und somit der 
Ähnlichkeitssuche dienen. Ähnliche Produkte werden am linken Rand 
vergrößert dargestellt, um dem Nutzer die Möglichkeit zu geben, alle 
Produkteigenschaften zu identiﬁzieren. Unähnliche Produkte werden 
verkleinert im rechten Bereich angeordnet und geben dem Nutzer 
einen Überblick über die Verteilungen im Datensatz. Die vertikale 
Positionierung kann genutzt werden, um die Produkte nach einer 
bestimmten Eigenschaft zu sortieren oder in verschiedene Gruppen 
zu unterteilen. Letzteres wird durch Bereiche im Hintergrund des 
Scatterplots verdeutlicht.
Kontext Das Entwurfsmuster eignet sich für Produkte mit vielen abstrakten 
Eigenschaften wie zum Beispiel Finanzprodukte und abhängig von 
der Glyphdarstellung ist es für verschiedene Datentypen geeignet. 
Es ist sowohl für Maus- und Touch-Interaktion geeignet, jedoch sollte 




Das Entwurfsmuster eignet sich als alternative Ergebnisdarstellung 
zur Suche in Produkten mit vielen abstrakten Eigenschaften. Es kann 
beispielsweise mit dem Entwurfsmuster Konﬁgurator mit Detailin-





Scatterplot am Beispiel der Finanzsuche: die Finanzprodukte 
werden als Ring-Glyphe dargestellt, bei der die Farbe der Ringe die 
Kursentwicklung eines Finanzproduktes kodiert. Am rechten Rand 
des Interfaces kann die Auswahl getroffen werden, nach welchen 
Kriterien die Finanzprodukte gruppiert werden sollen (in diesem Fall 







Rechteckig 2D-Plot AnpassenGlyphe InspizierenAuswählen Hinzufügen
11 277




Problem Der Nutzer sucht nach einem Produkt, bei dem viele abstrakte Eigen-
schaften relevant für die Kaufentscheidung sind. Vorrangig nutzt er für 
die Suche ein Smartphone mit begrenzten Anzeigeplatz.
Lösungs-
ansatz
Er werden Glyphen genutzt, um die verschiedenen Eigenschaften 
des Produktes darzustellen. Diese werden in einer Kachelansicht 
geordnet, die den zur Verfügung stehenden Platz optimal ausnutzen. 
Das Kachel-Layout lässt weiterhin verschiedene Sortieroptionen zu. 
So kann beispielsweise nach Ähnlichkeit oder nach verschiedenen 
Produkteigenschaften sortiert werden und somit Produkte mit wich-
tigen Eigenschaften für den Nutzer, in den ersten Kacheln platziert 
werden.
Kontext Das Entwurfsmuster eignet sich für Produkte mit vielen abstrakten 
Eigenschaften wie zum Beispiel Finanzprodukte. Abhängig von der 
Glyphdarstellung ist es für verschiedene Datentypen geeignet.
Das Entwurfsmuster ist sowohl für Desktop-Szenarien als auch für 
Smartphone- und Tablet-Szenarien mit Touch-Interaktion geeignet, 




Das Entwurfsmuster eignet sich als alternative Ergebnisdarstellung 
zur Suche mit Produkten mit vielen abstrakten Eigenschaften. Es 
kann beispielsweise mit dem Entwurfsmuster Konﬁgurator mit 





Das Beispiel zeigt eine Kachelansicht mit Finanzglyphen, deren 
Ringe die Kursentwicklung eines Finanzproduktes kodieren. Der 
Hintergrund der Glyphe ist entsprechend des Ähnlichkeitswertes 
ausgegraut, so dass ein dunkler Hintergrund auf ein sehr ähnliches 








Rechteckig Kacheln AnpassenGlyphe Auswählen Hinzufügen Sortieren
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Problem Der Nutzer schaut sich mehrere Ergebnisse oder große Datenmen-
gen an. Zu bestimmten Produkten möchte er gern Detailinformatio-




Ein Fokusbereich dient der Sammlung von Produkten und der Anzeige 
eines höheren Detailgrades. Dieser ist wie eine Linse über der 
Darstellung positioniert und kann beispielsweise durch eine Touch-&-
Hold-Geste erstellt werden. Interessante Objekte können hineinge-
zogen werden. Weitere Details können durch Auswahl der detail-
lierteren Objekte im Fokusbereich präsentiert werden, indem ein 
semantischer Zoom zur Verfügung gestellt wird. Durch die Auswahl 
einzelner Produkte im Fokusbereich kann weiterhin eine Ähnlichkeits-
suche ausgelöst werden, indem ähnliche Produkte außerhalb des 
Fokusbereiches hervorgehoben werden.
Kontext Das Entwurfsmuster eignet sich für verschiedene Datentypen, da es 
mit unterschiedlichen Glyphdarstellungen angewandt werden kann. 
Neben abstrakten Daten können auch Bilddaten in Form einer Detail-
glyphe präsentiert werden (siehe Beispielabbildung). Es ist vor allem 




Das Entwurfsmuster sollte mit einem Entwurfsmuster kombiniert 
werden, das Ergebnisse einer Suche oder große Datenmengen dar-




Beispiel eines Fokusbereichs auf einem elastischen Display: bei der 
Auswahl einer Glyphe im Fokusbereich wird ein höherer Detailgrad 
mit Vorschaubild präsentiert
Entwurfsmuster 10













Problem Der Nutzer ist mit einem hochdimensionalen Datensatz konfrontiert 
bei dem mehrere Eigenschaften für die Analyse von Bedeutung sind.
Lösungs-
ansatz
Mittels Dimensionsreduktionsalgorithmen können hochdimensiona-
le Datensätze in einen zweidimensionalen Plot überführt werden. 
Dieses ähnlichkeitsbasierte Layout ordnet Objekte mit ähnlichen 
Eigenschaften nahe zueinander an, so dass Cluster entstehen. Über 
den Farbwert kann eine ausgewählte Eigenschaft visualisiert werden 
und somit das Interesse in bestimmte Bereiche oder Cluster des 
Plots gelenkt werden. Um einzelne Objekte mit ihren Eigenschaften 
genauer untersuchen zu können, wird ein Tooltip per Mouse-Over 
angeboten.
Kontext Die Darstellung eignet sich für die Suche nach ähnlichen Objekten 
oder die Exploration mit unscharfem Informationsbedürfnis. Es 
können sowohl nominale (mit einer kategorischen Farbskala) sowie 
geordnete Datentypen (mit einer ordinalen Farbskala) visualisiert 
werden. 
Die Darstellung eignet sich vorrangig für Desktop-Anwendungen. Für 
die Touch-Interaktion müssen Werkzeuge zur Verfügung gestellt wer-
den, welche die Auswahl einzelner Punkte erleichtern wie beispiels-
weise ein Zoom oder eine Magic Lens.
Quer- 
verweis
Um zusätzliche Detailinformationen anzuzeigen, bietet sich ein 
semantischer Zoom an, der beispielsweise zu dem Entwurfsmuster 
Glyphen-Cluster führt. Weiterhin bietet sich für weitere Zusatzinfor-
mationen das Entwurfsmuster Detailansicht mit Text und Bild an. 
Die Kombination mit dem Entwurfsmuster Histogramm-Filter erlaubt 
die Filterung einzelner Elemente und die Analyse der Verteilungen 












Frei ClusterPunkt Panning Zooming Inspizieren





Problem Der Nutzer ist mit einem Datensatz konfrontiert, der mittels Dimen-
sionsreduktion in einen zweidimensionalen Plot überführt wurde. Er 
möchte wissen, welche Ausprägungen wichtiger Eigenschaften sich 
in den unterschiedlichen Clustern verbergen.
Lösungs-
ansatz
Glyphen bieten sich an, um verschiedene Eigenschaften der Daten-
objekte darzustellen und vergleichbar zu machen. Ein zusätzliches 
Konﬁgurationsmenü mit Legende sollte angeboten werden, um die 
Belegung der einzelnen Glyphausprägungen zu verdeutlichen und 
die Möglichkeit zu geben, diese auszutauschen. Weiterhin steht 
ein Panning-Ansatz zur Verfügung, um den Informationsraum mit 
verschiedenen Clustern zu erkunden. Ein Tooltip bietet weitere Zu-
satzinformationen. Durch einen semantischen Zoom können mehrere 
Detaildarstellungen einer Glyphe zugänglich gemacht werden. Um 
Überlagerungen der Glyphen innerhalb der Cluster zu vermeiden, 
sollte eine Kraftsimulation eingesetzt werden, welche die Glyphen 
nach dem Zooming voneinander abstößt.
Kontext Das Entwurfsmuster eignet sich für verschiedene Datentypen, die 
mit unterschiedlichen Glyphen dargestellt werden können. Weiterhin 
können sowohl geordnete als auch kategorische Datentypen über 
verschiedene Farbskalen abgebildet werden.  
Das Konzept eignet sich sowohl für Desktop- als auch Multitouch-




Die Kombination mit dem Entwurfsmuster Pixel-Cluster bietet sich 
an, um einen Überblick über die Clusterverteilungen zu geben. Wei-
terhin erlaubt die Kombination mit dem Entwurfsmuster Histo-
gramm-Filter die Filterung einzelner Elemente und die Analyse der 
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Problem Der Nutzer sucht nach einem Produkt, bei dem viele abstrakte Eigen-
schaften relevant für die Kaufentscheidung sind. Er hat schon eine 




Es wird ein radialer Scatterplot genutzt, dessen Zentrum die Interes-
sen des Nutzers oder ein Beispielprodukt darstellt. Auf diesem 
Scatterplot werden die Produkte in Form von Glyphen angeordnet, 
welche die verschiedenen Produkteigenschaften darstellen. Glyphen, 
die nah am Zentrum des Scatterplots angeordnet sind, weisen auf 
eine höhere Ähnlichkeit zu einem Beispiel oder den Anforderungen 
des Nutzers hin. 
Kontext Das Entwurfsmuster eignet sich für Produkte mit vielen abstrakten 
Eigenschaften oder für Mehrbenutzerszenarien, in denen verschie-
dene Nutzermeinungen dargestellt werden sollen. Es ist sowohl 
für Maus- und Touch-Interaktion geeignet, jedoch sollte ausreichend 




Das Entwurfsmuster kann beispielsweise mit Entwurfsmustern 
der Ähnlichkeitssuche oder der empfehlungsbasierten Suche 
kombiniert werden, um die Kriterien der Suche festzulegen. Weiterhin 
bietet sich das Entwurfsmuster Detailansicht mit Text und Bild an, 
um weitere Produktdetails zu identiﬁzieren. Die Kombination mit 
dem Entwurfsmuster (Hierarchisches) Glyph-Cluster erlaubt die 




Radialer Scatterplot aus der Anwendung Movie-Recommender, der 
die empfohlenen Filme als Glyphen mit einem Vorschaubild anzeigt. 
Je näher ein Film zum Mittelpunkt platziert wird, desto besser ist 
dessen Gesamtbewertung für alle Gruppenmitglieder. Die einzelnen 
Segmente der Glyphe geben an, wie stark der Film für den jeweiligen 
Nutzer (kodiert durch Farbe) empfohlen wird. Weiterhin werden die 
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 StonewallTitle:  
 DramaGenre: 
 1995Year: 
all is a 1995 British-American historical comedy-Stonew
lm directed by Nigel Finch, his ﬁnal ﬁlm beforedrama ﬁ
S-related death shortly after ﬁlming ended.his AID
by the memoir of the same title by openlyInspired 
xual historian Martin Duberman, Stonewallhomose
onalized account of the weeks leading up to theis a ﬁcti
all riots, a seminal event in the modern AmericanStonew
ts movement. The ﬁlm stars Guillermo Díaz,gay righ
k Weller, Brendan Corbalis, and Duane Boutte.Frederic
he ﬁlm is a work of ﬁction, Finch makes theWhile t
unusual directorial choice of including documentary-style
interview footage with several people who were at the
Stonewall Inn during the uprising. Finch also intersperses
lip synch numbers performed by the actors throughout the
ﬁlm to function as something of a Greek chorus.





Problem Der Nutzer ist mit einem Datensatz mit vielen Produkteigenschaften 




Jede Facette besteht aus gestapelten Balken in Form von Boxen 
oder Kreisen, die auf einer Achse angeordnet werden. Die Größe der 
Balken jeder Facette gibt gleichzeitig Aufschluss über die Verteilung 
der Produkteigenschaften im Datenbestand. Liegt eine hierarchische 
Facettenklassiﬁkation vor, kann in die Achse hineingezoomt werden, 
um die verschiedenen Hierarchieebenen auszuwählen. Verbindungen 
zwischen den Facettenattributen helfen dabei, Elemente in der Hier-
archieebene mit dem gleichen Elternelement zu identiﬁzieren (siehe 
Illustration, links).
Durch die Aktivierung der Facettenausprägungen ist eine iterative 
Eingrenzung der Ergebnismenge möglich. Die Selektion mehrerer 
Filter auf einer Achse erlaubt eine logische ODER-Verknüpfung dieser 
Elemente, die Selektion von Filtern auf unterschiedlichen Achsen 
dagegen eine logische UND-Verknüpfung.
Kontext Das Entwurfsmuster eignet sich für Datensätze, die einer Facetten-
klassiﬁkation zugrunde liegen. Die Produkteigenschaften müssen 
in Kategorien vorliegen oder quantitative Attribute in Kategorien 
umgewandelt werden.
Es ist sowohl für Maus- und Touch-Interaktion geeignet, jedoch sollte 




Das Entwurfsmuster kann mit dem Entwurfsmuster Parallele Koor-
dinaten oder Parallel Sets kombiniert werden, um eine Analyse der 
Produkte, die den aktuellen Filterkriterien entsprechen, zu ermögli-
chen. Weiterhin bietet sich die Kombination mit dem Entwurfsmuster 
Aufklappbare Liste mit Text oder Ergebnisliste mit Bild und Text 
an, um die Ergebnisse zu betrachten.
Beispiel-
abbildung
Hierarchische Facettenﬁlter als Boxen (links), Facettenﬁlter als Kreise, 
wobei der weiße Kreis das absolute Vorkommen im Datenbestand 
kodiert und der blaue Kreis die Menge der aktuellen Auswahl darstellt 
(rechts)
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Problem Der Nutzer ist mit der angebotenen Ergebnismenge nicht zufrieden 
und möchte die Suchanfrage reformulieren oder weitere ähnliche 
Produkte zu einem interessanten Produkt ﬁnden.
Lösungs-
ansatz
Die einzelnen Produkte werden als Bézierkurven dargestellt, welche 
die Facettenausprägungen an dem jeweiligen Punkt schneiden. Somit 
geben sie während der Suche Aufschluss darüber, wie viele Produkte 
mit den aktuellen Filtereinstellungen noch übrig sind und wie die 
Suche gegebenenfalls angepasst werden muss, um mehr Ergebnisse 
zu erzielen. Sobald ein interessantes Produkt gefunden wurde, kann 
dieses in den Mittelpunkt des Achsenbereichs verschoben werden 
(siehe Beispielabbildung), um die Suche nach Produkten mit ähnlichen 
Eigenschaften zu erlauben.
Kontext Das Entwurfsmuster bietet sich für multidimensionale Datenmengen 
an, die in einer Facettenklassiﬁkation vorliegen. 




Das Entwurfsmuster kann mit dem Entwurfsmuster (Zoombare) 
Facettenﬁlter kombiniert werden, um eine Facettennavigation in dem 
Datenbestand zu erlauben. Weiterhin bietet sich die Kombination mit 
dem Entwurfsmuster Aufklappbare Liste mit Text oder Ergebnislis-
te mit Bild und Text an, um die Ergebnisse zu betrachten.
Beispiel-
abbildung
Beispiel der Parallelen Koordinaten mit Finanzdaten: ein ausgewähltes 
Produkt wird im Mittelpunkt des Achsenbereichs dargestellt, so dass 
ähnliche Produkte in dessen Nähe analysiert werden können. Um 
die Menge an Produktlinien zu minimieren, wird ein unscharfer Filter 









Rechteckig Parallele AchsenLinie Hervorheben Sortieren Hinzufügen





Problem Der Nutzer möchte Verteilungen im Datensatz analysieren und wäh-
rend der Suche die aktuellen Mengenverhältnisse beobachten, um die 
Suchanfrage gegebenenfalls reformulieren zu können.
Lösungs-
ansatz
Die Produkte werden als Produktmengen zusammengefasst und als 
Bänder visualisiert. Die Bänder zwischen zwei benachbarten Achsen 
repräsentieren die Schnittmenge von Produkten, welche die beiden 
verbundenen Facettenwerte erfüllen. Die Breite der Bänder gibt Auf-
schluss über die Anzahl der Produkte, welche die beiden angrenzen-
den Facettenwerte beinhalten. Dabei werden geschwungene Bänder 
empfohlen, um deren Verlauf über mehrere Achsen hinweg besser 
verfolgen zu können.
Kontext Das Entwurfsmuster eignet sich für Datensätze, die einer Facetten-
klassiﬁkation zugrunde liegen. Die Produkteigenschaften müssen 
in Kategorien vorliegen oder quantitative Attribute in Kategorien 
umgewandelt werden.
Es ist sowohl für Maus- und Touch-Interaktion geeignet, jedoch sollte 
ausreichend Platz zur Darstellung der Achsen und Bänder zur Verfü-
gung stehen (mindestens Tablet-Größe).
Quer- 
verweis
Das Entwurfsmuster ist gut geeignet, um Datensätze in einer 
(hierarchischen) Facettenklassiﬁkation mit kategorischen Eigen-
schaften zu visualisieren und kann daher mit dem Entwurfsmuster 
(Zoombare) Facettenﬁlter kombiniert werden. Weiterhin bietet sich 
die Kombination mit dem Entwurfsmuster Aufklappbare Liste mit 
Text oder Ergebnisliste mit Bild und Text an, um die Ergebnisse zu 
betrachten. Um die Produkteigenschaften ausgewählter Ergebnisse 























Mithilfe von Histogrammen kann die Verteilung von einzelnen Eigen-
schaften im Datensatz analysiert werden. Beispielsweise kann ein 
Histogramm die Eigenschaft »Preis« repräsentieren und angeben, 
wie viele Produkte in welchen Preissegmenten liegen. Gleichzeitig 
können die Balken des Histogramms als Filter genutzt werden, um 
z.B. Produkte in einer bestimmten Preisspanne zu ﬁltern. Die Balken 
können miteinander kombiniert bzw. ganze Bereiche ausgewählt 
werden (siehe Beispielabbildung), was einer logischen ODER-
Verknüpfung entspricht. Weiterhin können Werte in verschiedenen 
Histogrammen ausgewählt werden, was einer logischen UND-
Verknüpfung entspricht.
Kontext Das Entwurfsmuster eignet sich für Datensätze, die einer Facetten-
klassiﬁkation zugrunde liegen. Aufgrund der ﬁligranen Balken ist es 
vorwiegend für Mausinteraktion geeignet.
Quer- 
verweis
Das Entwurfsmuster eignet sich als Filter für die Kombination mit 
verschiedenen Entwurfsmuster, welche die Ergebnismenge präsen-
tieren, wie zum Beispiel das Pixel-Cluster oder Glyph-Cluster.
Beispiel-
abbildung
Beispiel aus der Anwendung Glyphboard mit je einem Histogramm 
pro Eigenschaft des Datensatzes. Um die Filterung der Daten zu 
erleichtern, können die Histogramme vergrößert werden und mittels 
Drag-&-Drop-Geste ein Bereich ausgewählt oder anschließend ver-





Rechteckig BalkenFläche Auswählen Hervorheben Anpassen





Problem Der Nutzer ist mit den erhaltenen Empfehlungen noch nicht zufrieden 
und möchte mehr Ergebnisse zu einem bestimmten Thema erhalten.
Lösungs-
ansatz
Die empfohlenen Produkte werden als Glyphen dargestellt und 
thematisch nach Gruppen angeordnet. Möchte der Nutzer mehr 
Ergebnisse zu einem bestimmten Thema angeboten bekommen, 
kann er in das jeweilige Thema hineinzoomen. Daraufhin werden die 
Empfehlungen neu berechnet und nur noch Produkte angeboten, die 
dem ausgewählten Thema entsprechen.
Kontext Das Entwurfsmuster eignet sich für kategorische Daten. Hierarchien 
können über verschiedene Zoom-Stufen abgebildet werden.




Das Entwurfsmuster kann mit dem Entwurfsmuster Radialer 
Scatterplot mit Glyphen kombiniert werden, um die Ergebnisse 
basierend auf dem Ranking des Empfehlungsalgorithmus zu sortie-
ren. Weiterhin eignet sich die Detailansicht mit Text und Bild, um 
Zusatzinformationen zu den einzelnen Produkten anzuzeigen.
Beispiel-
abbildung
Die Glyphen repräsentieren vorgeschlagene Filme. Im Zentrum 
der Glyphe wird das Filmplakat dargestellt, während die einzelnen 
Segmente unterschiedliche Nutzerpräferenzen kodieren. Die Filme 
werden nach ihrem Filmgenre gruppiert (z.B. »Drama«). Durch die 
Auswahl eines Genre-Clusters werden weitere Filme vorgeschlagen, 
die diesem Genre entsprechen.
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Problem Das Informationsbedürfnis des Nutzers ist sehr vage und er möchte 
sich vom Angebot inspirieren lassen ohne zu viel Zeit mit dem Stö-
bern in langen Ergebnislisten zu verbringen.
Lösungs-
ansatz
Dem Nutzer werden bildbasierte Konzepte in einem 3x3-Raster 
angeboten. Die Maximalzahl der visuellen Konzepte begründet sich 
auf Miller‘s Law, das besagt, dass ein Mensch gleichzeitig nur 7 ± 2 
Informationseinheiten im Kurzzeitgedächtnis präsent halten kann. Die 
visuellen Konzepte sollten die Emotionen des Nutzers ansprechen 
und werden zusammen mit einem prägnanten Titel angeboten. Auf 
Basis der Auswahl des Nutzers präsentiert das Interface die besten 
Konzepte, welche die Ergebnismenge möglichst schnell reduzieren.
Kontext Das Entwurfsmuster ist für komplexe Datenstrukturen geeignet. 
Durch den Empfehlungsalgorithmus wird diese Komplexität vor dem 
Nutzer verborgen und nur die Informationen angeboten, die in einer 
Suchiteration dazu beitragen, die Ergebnismenge auf eine handhab-
bare Größe zu reduzieren. 




Das Entwurfsmuster kann beispielsweise mit der Ergebnisliste 
mit Bild und Text oder der Kachelansicht mit Bildern kombiniert 
werden, um die Ergebnisse jedes Iterationsschritts zu präsentieren. 
Weiterhin eignet sich die Geordnete Filterhistorie, um die bereits 
ausgewählten Bildkonzepte darzustellen und Filterentscheidungen 
rückgängig zu machen. Die Siebdarstellung mit Filtern bietet sich 
an, um den Einﬂuss der einzelnen Bildkonzepte auf die Ergebnismen-
ge näher zu untersuchen. Weiterhin ist das Entwurfsmuster Mood-









Text RechteckigBild Kachel Auswählen Filtern
ABC
Hinzufügen





Problem Der Nutzer möchte angebotene Ergebnisse auf einer Karte näher un-
tersuchen und gegebenenfalls seine Nutzerpräferenzen aktualisieren.
Lösungs-
ansatz
Durch die Auswahl eines Ortes auf der Karte wird dem Nutzer ein 
Konﬁgurationsmenü angeboten. Die verschiedenen Kategorien 
werden in Form von Piktogrammen und farblich angepassten Kreisen 
repräsentiert. Diese Knoten sind in einem radialen Raster um den Ort 
angeordnet. Der Nutzer kann die Knoten mittels einer »Touch-and-
Hold«-Geste vergrößern bzw. verkleinern. Sobald der Nutzer einen 
Knoten der Oberkategorie auswählt, werden ihm die entsprechenden 
Unterkategorien angeboten, die aufgrund der begrenzten Bildschirm-
größe nicht gleichzeitig dargestellt werden können. Die Knoten 
stellen sowohl die Nutzerpräferenzen als auch die Eigenschaften 
des ausgewählten Ortes dar. Demzufolge hat jeder Knoten zwei 
verschiedene Radi. Ein Radius gibt die Nutzerrelevanz basierend auf 
den zu Beginn eingegebenen Präferenzen an und wird durch einen 
ausgefüllten Kreis dargestellt. Der weiße Radius repräsentiert hinge-
gen, wie relevant die aktuelle Eigenschaft für den ausgewählten Ort 
ist. Ist die Nutzerrelevanz höher als die Relevanz des Ortes, wird der 
Radius innerhalb des ausgefüllten Kreises dargestellt bzw. außerhalb 
bei einem umgekehrten Relevanzverhältnis. 
Kontext Das Entwurfsmuster eignet sich zur Anpassung der Nutzerpräferen-
zen für kategorische oder hierarchische Datensätze und ist für den 
Einsatz auf dem Smartphone optimiert.
Quer- 
verweis
Das Entwurfsmuster kann mit der Kartenansicht mit Ergebnisran-
king zur Darstellung der Ergebnisse und mit der Bildbasierten Präfe-

















Problem Der Nutzer sucht nach Vorschlägen für ein Produkt und möchte dem 
System seine Präferenzen explizit mitteilen.
Lösungs-
ansatz
Das System bietet dem Nutzer Kategorien in Form von Karten mit 
einem Bild, einem Icon und einem Titel an. Durch eine Swipe-Geste 
nach links kann der Nutzer die Kategorie abwählen und nach rechts 
auswählen. Für hierarchische Kategorien kann zudem noch die 
Swipe-Geste nach oben angeboten werden, wodurch dem Nutzer die 
nächste Hierarchieebene präsentiert wird. Da die Gesten zunächst 
erlernt werden müssen, bietet sich bei der ersten Ausführung der An-
wendung ein kurzes Tutorial an, um die Bedienung zu erklären (siehe 
Beispielabbildung, Mitte).
Kontext Das Entwurfsmuster eignet sich für kategorische oder hierarchische 
Datenstrukturen und ermöglicht die Inspiration durch verschiedene 
Bildkonzepte. Die Gesten und die Darstellung in Form einzelner Karten 
sind für den Einsatz auf einem Smartphone optimiert.
Quer- 
verweis
Das Entwurfsmuster bietet sich zur expliziten Kommunikation von Prä-
ferenzen an und sollte mit einem Entwurfsmuster zur Darstellung der 
Ergebnisse kombiniert werden, wie beispielsweise die Kartenansicht 
mit Ergebnisranking oder die Ergebnisliste mit Bild und Text.
Beispiel-
abbildung







Text RechteckigBild Einzel Auswählen Ausschließen
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Name Kachelansicht mit Bildern
Illustration
Bausteine
Suchmuster Browsing in strukturierten Inhalten
Problem Der Nutzer ist mit einer großen, bildbasierten Ergebnismenge kon-
frontiert, die er möglichst schnell durchstöbern möchte.
Lösungs-
ansatz
Um einen Überblick über den Datenbestand zu ermöglichen, werden 
die Visualisierungen in Form kleiner Vorschaubilder in einer Kachelan-
sicht präsentiert. Um die Visualisierungen näher zu betrachten, wird 
eine Zoom-Funktion angeboten, die in der höchsten Zoomstufe eine 
Detailansicht darstellt.
Kontext Das Entwurfsmuster eignet sich für die Darstellung bildbasierter 
Ergebnisse.
Es eignet sich sowohl für Multitouch-Oberﬂächen mit Touch-Interakti-
on als auch für Desktop-Anwendungen mit Mausinteraktion.
Quer- 
verweis
Das Entwurfsmuster kann mit verschiedenen Entwurfsmustern der 
Kategorie Facettennavigation, Schlagwortbasierte Suche, Ähnlich-
keitssuche oder Empfehlungsbasierte Suche kombiniert werden, 
um basierend auf den Filtereinstellungen passende Ergebnisse auf 




Beispiel der DelViz-Anwendung: oben links werden die Anzahl der 





Bild Rechteckig Kachel ZoomingAuswählen
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Name Kachelansicht mit Teilmengen
Illustration
Bausteine
Suchmuster Browsing in strukturierten Inhalten
Problem Der Nutzer möchte nachvollziehen, welche Ergebnisse aufgrund 
seiner Filterkriterien aus der Ergebnismenge herausfallen.
Lösungs-
ansatz
Die Ergebnisse werden in Vorschaubildern in verschiedene Mengen 
zusammengefasst. Durch die iterative Filterauswahl werden Teilmen-
gen von der Ergebnismenge abgespalten und in Form von Balken 
angeordnet. Da die Ergebnisse nicht gänzlich ausgeblendet werden, 
ist eine unscharfe Suche möglich.
Anstatt die Balken in konstanter Breite zu visualisieren, werden diese 
dynamisch angepasst, um den zur Verfügung stehenden Platz opti-
mal auszunutzen. Standardmäßig wird die aktuelle Ergebnismenge 
vergrößert dargestellt. Die einzelnen Teilmengen können durch eine 
Zoom-Funktion näher untersucht werden.
Kontext Das Entwurfsmuster eignet sich für die Darstellung bildbasierter 
Ergebnisse.
Es eignet sich sowohl für Multitouch-Oberﬂächen mit Touch-Interakti-
on als auch für Desktop-Anwendungen mit Mausinteraktion.
Quer- 
verweis
Das Entwurfsmuster kann mit verschiedenen Entwurfsmustern der 
Kategorie Facettennavigation, Schlagwortbasierte Suche, Ähnlich-
keitssuche oder Empfehlungsbasierte Suche kombiniert werden, 
um basierend auf den Filtereinstellungen passende Ergebnisse auf 
Basis von Vorschaubildern zur Verfügung zu stellen und die Auswir-
kung jeder Iteration sichtbar zu machen.
Beispiel-
abbildung
Beispiel der DelViz-Anwendung mit vier Teilmengen: die linke Teil-






Bild Rechteckig Balken ZoomingAuswählen
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Suchmuster Browsing in strukturierten Inhalten
Problem Der Nutzer möchte sich bestimmte Ergebnisse im Detail anschauen. 
Ein ständiges Vor- und Rückspringen zwischen Übersicht und Detail-
ansicht behindert jedoch die schnelle Navigation in den Ergebnissen.
Lösungs-
ansatz
Es wird eine Detailansicht zur Verfügung gestellt, welche Bild- und 
Zusatzinformation in einer strukturierten Form anbietet. Um ständige 
Rücksprünge zu der Übersicht zu vermeiden, wird eine Blätter-
funktion zur Verfügung gestellt, wodurch der Nutzer vorwärts oder 
rückwärts durch die Ergebnisliste navigieren kann.
Kontext Das Entwurfsmuster eignet sich zur Darstellung von geordneten 
Ergebnissen mit umfangreichen Zusatzinformationen in Text- und 
Bildform.
Weiterhin eignet es sich sowohl für Smartphones und Tablets mit 
Touch-Interaktion als auch für Desktop-Anwendungen mit Mausin-
teraktion. Für das erste Szenario kann eine Swipe-Geste eingesetzt 




Das Entwurfsmuster kann beispielsweise mit den Entwurfsmustern 
Kachelansicht mit Bildern, Kachelansicht mit Teilmengen oder 
Ergebnisliste mit Bild und Text kombiniert werden, welche den Zu-
gang zu der gesamten Ergebnismenge erlauben. Die Ergebnismenge 
sollte in einer Ordnung vorliegen.
Beispiel-
abbildung
Beispiel aus der DelViz-Anwendung: die Detailinformationen sowie 
die enthaltenen Schlagworte werden in einem tabellarischen Layout 
unter dem Bild angeordnet. Neben dem Bild wird das jeweils 













Suchmuster Browsing in strukturierten Inhalten
Problem Der Nutzer wird mit sehr vielen Einträgen konfrontiert und verfolgt 
kein konkretes Suchziel. Vielmehr möchte er sich einen Überblick 
verschaffen, welchen Themengebieten die Einträge zuzuordnen sind.
Lösungs-
ansatz
Eine Taxonomie gliedert die Einträge nach verschiedenen Oberka-
tegorien. Liegen die Einträge in einer Listenansicht vor, können sie 
an die Blattknoten der Taxonomie angefügt werden. Die Einrückung 
der jeweiligen Kindknoten gibt einen Überblick über den Aufbau der 
Taxonomie und die thematische Verteilung der Einträge.
Kontext Das Entwurfsmuster ist dem Suchmuster Browsing in strukturier-
ten Inhalten zuzuordnen und kann sowohl für zielgerichtete als auch 
vage Suchaufgaben eingesetzt werden. Es eignet sich sowohl für die 
Strukturierung vieler Filter als auch vieler Ergebniseinträge. Abhängig 
von der Komplexität des Datensatzes können die Kindknoten in einer 




Das Entwurfsmuster kann mit Entwurfsmustern kombiniert werden, 
die den Baustein Liste als Layout-Struktur verwenden wie beispiels-




Beispiel der DelViz-Anwendung mit den Kategorien des Klassiﬁkati-
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Name Glyphen mit Legende
Illustration
Bausteine
Suchmuster Browsing in strukturierten Inhalten
Problem Der Nutzer bekommt eine Ergebnismenge mit Glyphdarstellungen 




Eine Legende mit Glyphdarstellung und Titel bzw. Kurzbeschreibung 
der Eigenschaften hilft dem Nutzer dabei den Aufbau der Glyphe zu 
verstehen. Die Legende kann interaktiv gestaltet sein und immer 
die Glyphe, die der Nutzer aktuell ausgewählt hat, darstellen. Hat 
der Nutzer mehrere Glyphen ausgewählt, so können diese in einer 
Liste angeordnet werden, um einzelne Produkteigenschaften in der 
vergrößerten Darstellung zu identiﬁzieren und den Vergleich seiner 
Auswahl zu unterstützen.
Kontext Das Entwurfsmuster ist für multidimensionale Datenmengen mit 
verschiedenen Attributtypen geeignet. 
Es eignet sich sowohl für Desktop-Szenarien mit Mausinteraktion als 
auch für die Multitouch-Interaktion.
Quer- 
verweis
Das Entwurfsmuster eignet sich für die Kombination mit glyphbasier-
ten Darstellungen wie das Glyphen-Cluster, die Kachelansicht mit 
Glyphen oder der Scatterplot mit Glyphen.
Beispiel-
abbildung
Glyphlegende im Glyphboard (links) und Auﬂistung selektierter Gly-
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11 295




Suchmuster Browsing in strukturierten Inhalten
Problem Der Nutzer möchte sich vom Angebot inspirieren lassen und schnell 




Die Ergebnisse werden in einer Liste mit Vorschaubildern und einer 
kurzen Beschreibung angeboten. Dabei können Einzelbilder oder zu-
sammengesetzte Bildcollagen (siehe Beispielabbildungen) eingesetzt 
werden, um die Identiﬁzierung geeigneter Produkte zu ermöglichen.
Kontext Das Entwurfsmuster ist für Produktdaten geeignet, deren visuelle 
Form eine wichtige Rolle für die Kaufentscheidung spielt und die 
Emotionen des Nutzers ansprechen sollen. 
Es eignet sich sowohl für Multitouch-Interfaces wie Smartphone und 
Tablet als auch für die Mausinteraktion in Desktop-Szenarien.
Quer- 
verweis
Das Entwurfsmuster sollte mit einem Entwurfsmuster zur Eingren-
zung der Ergebnisse in der Liste angeboten werden wie die Kacheln 






















Rechteckig Liste PanningText Inspizieren
ABC
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Visuelle Exploration multidimensionaler Informationsräume296
Name Aufklappbare Ergebnisliste mit Text
Illustration
Bausteine 
Suchmuster Browsing in strukturierten Inhalten
Problem Der Nutzer möchte Ergebnisse sammeln und näher untersuchen. 




Die Ergebnisse werden in einer Liste angeordnet und mit einem 
kurzen Titel angeboten. Möchte der Nutzer Zusatzinformationen erhal-
ten, kann er die einzelnen Ergebnisse aufklappen, so dass die Liste 
ähnlich wie bei einem Akkordeon aufgezogen wird. Weiterhin kann 
die Liste durch die Auswahl unterschiedlicher Reiter geﬁltert werden 
und beispielsweise die geﬁlterten Ergebnisse (Ergebnisliste), die 
gesichteten Ergebnisse (Suchhistorie) und die gemerkten Ergebnisse 
(Sammelliste) angezeigt werden. Weiterhin besteht die Möglichkeit, 
die Textelemente einzufärben, um bereits betrachtete Ergebnisse in 
der Liste hervorzuheben.
Kontext Das Entwurfsmuster eignet sich für abstrakte Produktdaten, die in 
textueller Form beschrieben werden können. Die Ergebnisse sollten 
in einer geordneten Form vorliegen. Es ist sowohl für Maus- als auch 
Touch-Interaktion geeignet. Für Letzteres sollten die Textelemente 




Das Entwurfsmuster ist für die Kombination mit Entwurfsmustern 
geeignet, welche die Ergebnismenge eingrenzen, wie die Parallelen 
Koordinaten oder Parallel Sets.
Beispiel-
abbildung
Ergebnisliste mit ausgeklappter Detailinformation eines ausgewählten 
















Suchmuster Browsing in strukturierten Inhalten
Problem Der Nutzer möchte nachverfolgen können, welche Suchkriterien die 
Ergebnismenge bereits eingegrenzt haben. Die Filterkriterien wurden 
mithilfe von bildbasierten Konzepten festgelegt. Findet er keine 
passenden Ergebnisse in der angebotenen Ergebnismenge, so soll es 
möglich sein, Filterkriterien zu entfernen.
Lösungs-
ansatz
Eine Filterhistorie enthält analog zu den Breadcrumbs alle ausgewähl-
ten, visuellen Bildkonzepte, die basierend auf dem Zeitpunkt der Aus-
wahl geordnet werden. Wurde die Ergebnismenge zu sehr eingrenzt, 
besteht die Möglichkeit einzelne Filterkriterien zu löschen. Ist die 
Filterhistorie zu lang, wird dem Nutzer ein Scrollbalken angeboten, um 
alle Bildkonzepte zu scannen. Die Filterhistorie kann sowohl horizontal 
(siehe Beispielabbildung, rechts) oder vertikal (siehe Beispielabbil-
dung, links) aufgebaut werden.
Kontext Das Entwurfsmuster eignet sich zur Sortierung von temporalen Da-




Das Entwurfsmuster eignet sich zur Kombination mit Filterbereichen, 
die visuelle Konzepte anbieten wie beispielsweise die Kacheln mit 
Bildkonzepten oder die Bildbasierte Präferenzauswahl.
Beispiel-
abbildung
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Suchmuster Browsing in strukturierten Inhalten
Problem Der Nutzer möchte einzelne Filterkriterien oder Ergebnisse näher 
untersuchen und Zusatzinformationen erhalten.
Lösungs-
ansatz
In einer Detailansicht werden dem Nutzer Zusatzinformationen ange-
boten. Diese kann sowohl Text- als auch Bildinformationen enthalten. 
Die Detailansicht kann als Overlay auf einer Ergebnisdarstellung 
eingeblendet oder in einem separaten Teil des Interfaces verortet 
werden.
Kontext Das Entwurfsmuster eignet sich für verschiedene Datentypen und 
zeigt jeweils einen Detailausschnitt der Datenmenge an. 
Es ist sowohl für Touch- als auch Mausinteraktion geeignet.
Quer- 
verweis
Das Entwurfsmuster eignet sich für abstrakte Ergebnisdarstellun-
gen, die eine Untersuchung weiterer textueller oder bildbasierter 
Eigenschaften erfordern. Beispiele für diese Entwurfsmuster sind die 
Interaktive Punktewolke, der Radiale Scatterplot mit Glyphen, das 
Pixel-Cluster oder das Glyphen-Cluster.
Beispiel-
abbildung
Overlay des Movie-Recommender-Prototypen: ausgewählte Filme 
werden in einer Detaildarstellung mit Filmplakat, Titel, Genre, Jahr 
und Kurzbeschreibung dargestellt
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 StonewallTitle:  
 DramaGenre: 
 1995Year: 
all is a 1995 British-American historical comedy-Stonew
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Name Moodboard mit Glyph-Cluster
Illustration
Bausteine
Suchmuster Browsing in strukturierten Inhalten
Problem Der Nutzer möchte interessante Ergebnisse während der Suche sam-
meln und seine Fundstücke strukturieren. Es soll eine Vergleichbarkeit 
der Ergebnisse hergestellt werden, ohne zwischen den verschiede-




Die Elemente können auf dem Moodboard frei platziert und gruppiert 
werden. Dafür wird die Metapher von Flüssigkeiten angewandt: 
Werden die Elemente nah genug auf dem Moodboard platziert, 
verschmelzen diese zu einer Gruppe. Das Auﬂösen der Gruppe kann 
wiederum durch das Wegziehen eines Elementes ausgelöst werden. 
Neben der Strukturierung bietet die Gruppierung den Vorteil, gruppier-
te Elemente direkt miteinander vergleichen zu können.
Um wichtige Eigenschaften der Ergebnisse darzustellen, werden 
diese mit einer Informationsanzeige versehen, die verschiedene 
Eigenschaften wie Diagramme, Bewertung etc. beinhalten kann. Für 
die Darstellung der verschiedenen Eigenschaften bieten sich weiterhin 
Glyphen an. Ein Menü erlaubt das Setzen verschiedener Fokuspunkte. 
Sind die Ergebnisse in einer gemeinsamen Gruppe, dann werden die 
Menüs miteinander gekoppelt, um jeweils die gleiche Datendimensi-
on für einen Vergleich zu repräsentieren.
Kontext Das Entwurfsmuster eignet sich für eine Menge an Suchergebnissen, 
die während der Suche gesammelt und strukturiert werden sollen. 




Das Entwurfsmustern kann mit Entwurfsmustern kombiniert werden, 
welche die Ergebnisse repräsentieren und eine Selektion anbieten 







Moodboard der Anwendung MotBasi: die Ergebnisse werden in Krei-
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Entwurfsmuster 32 Name Interaktive Punktwolke
Illustration
Bausteine 
Suchmuster Browsing in strukturierten Inhalten
Problem Viele Produktdaten sollen dem Nutzer spielerisch zugänglich gemacht 
und nach verschiedenen Kriterien geordnet werden können. Der Nut-
zer möchte weiterhin die Verteilungen im Datensatz analysieren.
Lösungs-
ansatz
Die Produktdaten werden als Punkte auf einer Fläche verortet. Der 
Nutzer kann diese frei oder nach ausgewählten Kriterien (z.B. Bewer-
tungen, Produktkategorien) anordnen und gruppieren. Der Farbwert 
der Punkte repräsentiert eine Eigenschaft des Datensatzes und 
kann je nach Attributtyp mit einer ordinalen oder einer kategorischen 
Farbskala kodiert werden. 
Weiterhin besteht die Möglichkeit einzelne Produkte auszuwählen 
und durch das Ziehen über die Oberﬂäche in einer Region des Inter-
faces zu sammeln.
Kontext Das Entwurfsmuster ist für multidimensionale Datensätze mit ver-
schiedenen Attributtypen geeignet. 
Es eignet sich für Touch-Interfaces und ﬂexible Displays, die eine 
spielerische Interaktion mittels Gesten erlauben.
Quer- 
verweis
Das Entwurfsmuster kann mit Entwurfsmustern, die zusätzliche De-
tailinformationen anbieten wie beispielsweise das Glyphen-Cluster 




Beispiel des Produkt-Explorer-Prototypen auf einem ﬂexiblen Display 
in Kombination mit einem Fokusbereich mit semantischen Zoom







Name Kartenansicht mit Ergebnisranking
Illustration
Bausteine 
Suchmuster Browsing in strukturierten Inhalten
Problem Der Nutzer möchte ein Angebot ﬁnden, das sich möglichst nahe zu 
seiner aktuellen Position oder eines bestimmten Interessengebietes 
beﬁndet. Weiterhin möchte er einschätzen können, wie sehr das Ziel 
mit seinen Präferenzen übereinstimmt.
Lösungs-
ansatz
Die Angebote werden in Form von Icons auf einer Karte positioniert 
und die aktuelle Position des Nutzers darauf hervorgehoben, so dass 
er Entfernungen abschätzen kann. Die Icons werden zudem mit 
Nummerierungen versehen, so dass der Nutzer neben der Entfer-
nung einschätzen kann, wie sehr das Ziel mit seinen Präferenzen 
übereinstimmt. Durch Panning und Zooming kann der Nutzer die 
Karte explorieren und Straßenzüge oder öffentliche Verkehrsmittel 
begutachten. Die Orte können ausgewählt und in einem Preview 
näher betrachtet werden.
Kontext Das Entwurfsmuster eignet sich für geographische Daten mit Zielen, 
die nach einem bestimmten Kriterium sortiert sind. Die Karte ist 
sowohl für die Touch-Interaktion als auch für die Maus-Interaktion 
geeignet und kann ebenfalls auf kleinen Displays angewandt werden.
Quer- 
verweis
Das Entwurfsmuster kann gut mit Entwurfsmustern kombiniert 
werden, in denen man Präferenzen deﬁnieren kann, wie beispiels-




Findr-App mit Platzierung der 10 besten Übereinstimmungen auf einer 









Rechteckig Karte PanningIcon Auswählen Zooming
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III Workshop-Ergebnisse
Im Folgenden werden ausgewählte Ergebnisse des Kreativ-Work-
shops basierend auf dem Baukasten für visuelle Suchinterfaces 
vorgestellt.
Arbeitsblatt für die erste morphologische Analyse:
Arbeitsblatt für die zweite morphologische Analyse:
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Beispiele der Baumuster aus Aufgabe 3:
Beispiel eines Baumusterplans aus Aufgabe 5  
bestehend aus einem vorgegebenen Baumuster und 
einem erstellten Baumuster aus Aufgabe 3:
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Glossar 
Anlagezertiﬁkate  sind Wertpapiere, welche die Teilnahme  an der Kursentwicklung der ent- 
 sprechenden Basiswerte wie Aktien oder Rohstoffe verbriefen. 
Baukasten Sammlung verschiedener Bausteine, die einer Problemdomäne zuzuord- 
 nen sind und einen Gestaltungsraum deﬁnieren.
Baumusterplan zeigt ausgewählte, charakteristische Kombinationsmöglichkeiten eines  
 Baukastens auf.
Berrypicking Model Modell, dass die Suche als einen interaktiven, iterativen Prozess ver- 
 steht, in welchem sich das Informationsbedürfnis im Laufe der Suche 
 ändern und weiterentwickeln kann.
Best Match Prinzip zur Berechnung der Ergebnisse, in dem die Ergebnisse entspre- 
 chend ihrer Ähnlichkeitswerte in absteigender Reihenfolge sortiert wer- 
 den.
Building Blocks Suchproblem wird in mehrere Themenblöcke zerlegt, nach denen zu- 
 nächst gesucht und dann iterativ optimiert wird, z.B. durch Ober- und  
 Unterbegriffe oder Synonyme.
Browsing beschreibt eine semi-zielorientierte oder unscharfe Suche durch das  
 Stöbern in erfolgsversprechenden Bereichen. 
 
Breadcrumbs  (auch Brotkrümelnavigation genannt) geben dem Nutzer in Form der  
 bisher gewählten Filter oder Kategorien an, wo er sich aktuell innerhalb  
 der Anwendung beﬁndet.
Concrete Information  konkretes Informationsbedürfnis, das die Kommunikation einer 
Need  sachlichen Information bezweckt und bei dem die thematischen Gren- 
 zen klar deﬁniert sind.
Exact Match Prinzip basiert auf einem Booleschen Modell, was die Ergebnisse basie- 
 rend auf der Mengentheorie berechnet und in einer ungeordneten Rei- 
 henfolge wiedergibt.
Explorative Suche Suchverhalten, bei dem meist ein unscharfes Informationsbedürfnis vor- 
 liegt und die Suche nicht mit einer »richtige Antwort« beantwortet wer- 
 den kann.
Exploratory Browsing  Strategie, bei dem sich der Nutzer vom  Informationsangebot leiten lässt 
 und eventuell auch Informationen aufnimmt, nach denen er nicht expli- 
 zit gesucht hat, die aber dennoch nützlich erscheinen. 
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Exhaustive Search Suchverhalten, das den Fall beschreibt, bei dem der Nutzer möglichst  
 alles zu einem bestimmten Thema ﬁnden will.
Facettenklassifkation   Multidimensionale Klassiﬁkationsmethode, bei der die einzuordnenden  
 Objekte anhand ihrer Merkmale organisiert und verschiedenen Facetten  
 zugeordnet werden.
Focused Searching Analytischen Strategie, bei der der  Nutzer zielgerichtet vorgeht und eine 
 klare Vorstellung seines Suchziels hat. 
Folksonomy bezeichnet die Sammlung aller Schlagworte, die beim Social Tagging 
 entsteht.
Glyphe Ikonische Darstellungstechnik, bei der jedes Datum als kleines unabhän- 
 giges visuelles Objekt dargestellt wird und die entsprechenden Daten- 
 attribute auf visuelle Variablen wie Größe, Form und Farbe projiziert 
 werden.
Hilbertkurve  ist eine stetige, raumfüllende Kurve, die jedem beliebigen Punkt einer  
 quadratischen Fläche beliebig nahe kommt. Sie wurde von dem Mathe- 
 matiker David Hilbert entdeckt.
Histogramme sind graphische Darstellungen der absoluten bzw. relativen Häuﬁgkeits- 
 verteilung. Der Flächeninhalt der einzelnen Säulen kodiert die Häuﬁgkeit  
 der jeweiligen Klasse, während die Höhe die  jeweilige Häuﬁgkeitsdichte 
 darstellt. 
  
HSV-Farbmodell jede Farbe wird durch den Farbwert  (Hue), die Farbsättigung (Saturation) 
 und den Helligkeitswert (Value) deﬁniert.
Information Retrieval  Forschungsgebiet, das sich mit den  Technologien für das Finden und die 
 Präsentation der Informationen befasst.
Information Seeking  Forschungsgebiet, das die Informationssuche aus nutzerzentrierter Pers- 
 pektive betrachtet, indem Suchverhalten und -strategien des Nutzers 
 beobachtet werden.
Informations- Forschungsgebiet, welches das Ziel verfolgt, abstrakte Daten in eine 
visualisierung   geeignete visuelle Darstellungsform zu transformieren.
Known-Item-Search  Suchverhalten, das die Suche nach einem bestimmten Objekt oder die  
 Antwort auf eine Frage beinhaltet.
Level of Detail Als LOD werden verschiedene Detailstufen einer Darstellung be- 
 zeichnet.
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Linking & Brushing  Interaktionstechnik, die durch die gleichzeitige Hervorhebung ausge- 
 wählter Datensätze in verschiedenen, miteinander verknüpften Visuali- 
 sierungen die Erkennung von Assoziationen und Korrelationen erlaubt.
Lookup Ist die einfachste Art der Suche und beinhaltet Suchanfragen, die sich 
 nach dem »wann«, »wo«, »wieviel« oder »wer« richten.
Mensch-Computer- Forschungsgebiet, das sich mit der Kommunikation des Menschen mit 
Interaktion dem Computer beschäftigt 
Moodboard Ein Moodboard (»mood« = Stimmung, »board« = Tafel) ist ein wichtiges 
 Arbeits- und Präsentationsmittel in Kom munikations- und Designberufen 
 auf dem Fotos, Zeichnungen, Materialien und kurze Texte aufgebracht 
 werden.
Multidimensionale  sind meistens tabellarische Daten, die durch mehrere Attribute deﬁniert 
Daten sind und somit einen n-dimensionalen Datenraum aufspannen.
Multidimensional  Methode, bei der hochdimensionale Datenmengen in zwei- oder drei- 
Scaling    dimensionale Datenmengen transformiert werden.
Nominales Attribut beschreibt einen Datentyp, der aus Kategorien bzw. einer ungeordnete  
 Menge an Datenwerten bestehen kann, in der die Werte entweder  
 gleich oder ungleich sind.
Ordinales Attribut beschreibt einen Datentyp, der aus einer geordnete Menge aus nicht- 
 nummerischen Werten besteht.
Parallel Sets Aggregierte Visualisierungstechnik für multidimensionale Daten, in der  
 Häuﬁgkeitsverteilungen durch Bänder dargestellt werden.
Pearl-Growing Suchstrategie, bei der man von einem relevanten Beispiel (pearl) aus- 
 geht und die Ergebnismenge durch ähnliche Objekte erweitert.
Polyhierarchie Sonderform der Hierarchie, bei der einem Objekt mehreren Elternele- 
 menten zugeordnet werden können.
Object-Seeking Objektsuche, die das Ziel verfolgt, das »richtige« Objekt zu ﬁnden.
Open-Ended Search   Suche, die das Ziel verfolgt, das Wissen über ein spezielles Thema zu  
 verbessern, anstatt dieses Wissen zu nutzen, um ein bestimmtes Ob- 
 jekt auszuwählen.
Performance gibt die Wertentwicklung eines Zertiﬁkats in einem bestimmten Zeit- 
 raum bzw. zu einem bestimmten Zeitpunkt an. 
Precision bezeichnet den Anteil der relevanten Dokumente aus der Treffermenge 
 zu einer Suchanfrage.
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Problem-Oriented  Unspeziﬁsches Informationsbedürfnis, das nicht durch einen einfachen 
Information Need   Fakt erfüllt werden kann und die thematischen Grenzen nicht klar deﬁ- 
 niert sind.
Quantitatives Attribut beschreibt einen Datentyp, der einen numerischen Wertebereich be- 
 sitzt, wodurch Rechenoperationen und Vergleiche durchgeführt werden 
 können.
Recall bezeichnet den Anteil der gefundenen relevanten Dokumente an der  
 Gesamtheit aller relevanten Dokumente.
Re-ﬁnding Suchverhalten, bei dem der Nutzer ein zuvor schon gesehenes Objekt  
 wiederﬁnden möchte.
Reverse Engineering auch Nachkonstruktion, bezeichnet den Vorgang, aus einem bestehen- 
 den, fertigen System durch Untersuchung der Strukturen, Zustände und  
 Verhaltensweisen, die Konstruktionselemente zu extrahieren.
Sankey Diagramm  Aggregierte Visualisierungstechnik, die hierarchische oder zeitlich abhän- 
 gige Daten durch unterschiedlich breit ausgeprägte Bänder darstellt.
Scanning Strategie, bei der eine Ergebnisliste mit einem mehr oder weniger  
 wohldeﬁnierten Bild eines Suchproblems in der Vorstellung des Such- 
 enden abgeglichen wird.
Sensemaking   Prozess, bei dem neue Informationen mit dem aktuellen Wissensstand  
 verknüpft werden.
Serendipity Zufallsfund, bei dem das Informationsbedürfnis nicht der explizite Auslö- 
 ser der Suche ist.
Social Tagging Multidimensionale Klassiﬁkationsmethode bei der die Datenobjekte 
 kollaborativ verschlagwortet werden (auch Collaborative Tagging ge- 
 nannt). 
Sparklines  werden dazu benutzt, um Zahlen in einem Text auf platzsparende Weise  
 in Form eines stark miniaturisierten Zeitreihendiagramms zu visualisie- 
 ren.
Successive Fractions  Suchstrategie, bei der zunächst eine allgemeine, initiale Suche durchge- 
 führt und dann durch das Hinzufügen weiterer Themen oder Kriterien 
 die Ergebnismenge iterativ verkleinert wird.
User-Centered Design Nutzerzentriertes Design stellt den Menschen in den Fokus des Ent- 
 wurfsprozesses.
User Experience betrachtet die subjektive Wahrnehmungen und Gefühle bei der Interakti- 
 on mit einem Produkt.
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Visual Analytics Forschungsfeld, in dem die Kombination von automatisierten Analyse- 
 techniken mit interaktiven Informationsvisualisierungen im Vordergrund 
 steht, um Analyse- und Entscheidungsprozesse im Umgang mit sehr 
 großen komplexen Datenmengen zu fördern.
Volatilität gibt den Schwankungsbereich von Kursen an. Ist der Wert hoch, unter- 
 liegt der Kurs des Finanzproduktes starken Schwankungen und weist  
 somit auf ein höheres Risiko hin. 
Wisdom-Seeking Erkenntnissuche, die Explorationstechniken einsetzt, um die inneren  
 Gesetze einer Informationsbasis zu verstehen.
Wissenschaftliche Forschungsgebiet, in dem die Visualisierung von physikalischen und 
Visualisierung  geometrischen Daten im Vordergrund steht.
Zoomable User  Eine ZUI ist eine graﬁsche Benutzeroberﬂäche mit der Möglichkeit, 
Interface  einzelne Elemente oder die gesamte Oberﬂäche zu zoomen.
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Abkürzungsverzeichnis 
ASIN  Amazon Standard Identiﬁcation Number
CIN Concrete Information Need
DelViz Deep Exploration and Lookup of Visualizations
HCI Human Computer Interaction
LOD Level of Detail
IR Information Retrieval
ISP Information Search Process
MDS Multidimensional Scaling
POIN Problem-Oriented Information Need
SPA       Single-Page-Anwendung
VR Virtual Reality
ZUI        Zoomable User Interfaces
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