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Abstract A bulk of agricultural products, such as potatoes, onions, or fruits
is normally stored in a climate controlled room. The products produce heat
due to respiration. A ventilator blows cooled air around to keep the products
at a steady temperature to prevent spoilage. We model this room by a set of
nonlinear coupled partial differential equations (p.d.e.’s). Due to the complex-
ity of this model, we need to simplify it to design an open loop control law.
We propose an input that switches between discrete values, which results in a
(piecewise) linear model. The system states can be decomposed in very slow and
very fast states, and the fast state dynamics can be neglected. A third model
simplification is made by approximation of a transcendental transfer function
by a low-order rational one. The control problem, that consists of the deter-
mination of the switching moment, can now be solved analytically. We also
derive an analytic expression for the time needed to cool down the bulk from
an arbitrary initial temperature. The analytical form of the solutions provides
a lot of physical insight and allows us to derive some design rules.
1 Introduction
A large volume of perishable foods that are stored consists of bulk stored foods,
such as potatoes and onions. The storage time ranges from a month to almost
a year. Harvested products are living organisms that produce heat, transpire,
and produce ethylene and CO2. Therefore, the control parameters for main-
taining the food quality are temperature, humidity, ethylene concentration, and
CO2 concentration. Too much ethylene and CO2 accelerates the spoilage [16].
This is prevented by ventilation with outside air, most often once a day. In
general, the temperature control is done in two ways; ventilation with outside
air, or by means of a heat exchanger. Furthermore, a fan enforces the air circu-
lation. For most harvested products, the optimal relative humidity is relatively
high, to prevent weight losses, and since the products themselves transpire, this
condition is usually satisfied in closed storage rooms. Therefore, daily ventila-
tion with air slightly cooler than the product temperature not only reduces the
ethylene and CO2 concentrations, but also avoids too high relative humidities
and condensation. However, the optimal air temperature inside is less easy to
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realize, since the outside temperature is often much higher than the product
temperature (especially in autumn and spring). Moreover, as mentioned before,
the products respirate, i.e., produce heat.
The temperature of the products in the bulk varies spatially. Usually, cold air
flows upwards through the bulk. Inside the bulk, the air warms up and conse-
quently the products at the top will be some degrees warmer than those at the
bottom. Therefore it is not a trivial task to develop a control algorithm that
keeps the products in the bulk at a constant, desired temperature. For detailed
information, see [15].
There is extensive literature available about the modelling aspects of bulk stor-
age rooms. In [11, 21] the main goal is to derive a model describing the dynamics
of the enthalpy that is suitable for control design. Extensive CFD models are
proposed in [13, 2, 3, 24, 23], and experimental validation studies were done
in [13, 2, 24, 23]. In [20] a review of different CFD modelling approaches is
given. There is a considerable amount of literature concerning control of non-
linear distributed parameter systems with applications to chemical and process
engineering, for example [1, 6, 5] and the review article of [4]. However, there is
not a vast amount of literature on control design for bulk storage rooms. In [7]
a fuzzy controller was tested on a mathematical model. Gottschalk proposed in
[8] a sensor based control law for a bulk storage room ventilated with outside air,
and constructed in [9] a fuzzy controller. The controller was tested experimen-
tally. For sensor based control design, the control algorithms are relatively easy
implementable in practice. However, since these types of control laws are not
model based, less physical interpretation and insight of the controlled process
is obtained than for model based controllers. Keesman et al [10] used a model
predictive control (MPC) algorithm for the temperature and humidity control
of a bulk storage room with outside air ventilation. Verdijck [21] proposed an
MPC algorithm for the control of temperature, moist-, and sugar content of
potatoes in a bulk storage room with outside air ventilation. Both proposed
algorithms are model based and were tested by simulation studies using real
weather conditions. The aim of the algorithms was to keep temperature and
humidity within bounds at low economic costs. Due to the rather high com-
plexity of the models, model based control design requires computer simulation
studies. While the outcomes and predictions are often accurate enough, this
method has some considerable drawbacks. Complex numerical simulations are
always very time consuming, both due to software programming and demand
on computer capacity. The information that simulations give, can be detailed
and accurate, but always hold for a particular parameter choice. Consequently,
a large part of the physical interpretation and insight is lost. Also, in practice,
these control algorithms require complex control technology and software. It is
therefore desirable to reduce these models, or model components, in complexity.
The main goal of this paper is to derive a simplified model that preserves the
prior physical knowledge and which is suitable for standard linear control design.
This opens the door for deriving guidelines regarding storage room design in a
computationally easy way, as is shown in [18]. The approximation technique
that is proposed here could also help with the simplification of the complex
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models used for MPC. Further, in [19] a PI controller that is based on the ap-
proximated model in this paper, is designed. It should also be noted that this
research on bulk stored food could be a starting point for more advanced storage
of vulnerable agricultural products, such as packed foods.
The structure of this paper consists of the following three steps, see Figure 1.
First, we derive a basic model for the heat transport inside the storage room.
We make some assumptions to keep the model as simple as possible without
losing the essential physical properties. The resulting model in terms of a non-
linear p.d.e. is validated by experimental results
Second, the inputs are assumed to be constant. The control problem consists
now of the determination of the moment to switch between the inputs. Be-
tween two input switches, the system is linear, and the system dynamics are
mathematically approximated by means of a transfer function approximation
and timescale decomposition. This ultimately leads to a low order linear model.
Third, a control law is derived analytically. Also, the time that the products
need to cool down after the harvest (the settle time for the bulk temperature) is
derived analytically. The organization of the paper is as follows. In Subsection
Figure 1: The proposed solution procedure.
2.1 some physical assumptions are made, and a model is derived. In Subsec-
tion 2.2 a model simplification is done by fixing the input and approximating
a p.d.e. with a first order ordinary differential equation (o.d.e.). The resulting
model is referred to as the nominal model. In section 3 the nominal system is
validated experimentally. The nominal model is shown to be reasonably accu-
rate. In Section 5, the fast dynamics of the air temperatures is neglected. Using
this simplification, the settle time for the bulk temperature after the harvest is
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calculated. The timescale separation, and the transfer function approximation
result in a first order, linear model. In Section 6 an open-loop control law, that
consists of the optimal switching time between the discrete inputs, is based on
this model, and tested on the nominal model. Simulations show that the control
law works very accurately, which validates the model simplifications. In Section
7 we briefly discuss the results.
2 The model
2.1 Physical model
We consider a closed storage room with a bulk of products, as depicted in Figure
2. Given the large amount of data available in literature, we consider potato as
specific product. The air temperatures Ta(x, t) and T0(t) are regulated by a fan
Figure 2: Schematic representation of a bulk storage room
that blows the air through the shaft and through the bulk. A cooling element,
with variable temperature Tc(t), is placed right below the fan. The air flux
induced by the fan, and the temperature of the cooling element are the control
inputs. The controlled variable is the product temperature Tp(x, t). The aim is
now to design a control law such that Tp(x, t) at x = L is kept at a constant,
desired level. The following assumptions were made:
1. The air- and product temperature in the bulk, Ta and Tp, only vary with
the height of the bulk, so they are uniform w.r.t. the width.
2. The walls are perfectly insulated.
3. The air temperature in the shaft and under the floor, T0(t), is well-mixed
and therefore spatially uniform.
4. The temperature dynamics of the air between the top of the bulk and the
fan is neglected.
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5. No effects of moisture transport are incorporated. However, the heat
capacity of air is adjusted for a high humidity.
6. The products are spherical.
7. The product skin has the same heat conduction as the product interior.
8. The whole product surface is exposed to air.
9. There is no bulk conduction, i.e., there is no heat exchange between the
products.
10. Diffusion in the air is neglected.
The motivation and the restrictiveness of each assumption are discussed below.
1. This is a restrictive assumption, since incorporating temperature gradients
in more than one direction, would require a far more complex model, due
to a nonuniform airflow.
2. In [18] the model is extended with heat transport through the walls, which
makes the analysis in the following sections somewhat more laborious.
3. A spatial model for T0(t) would not alter the analysis, but the expressions
would get more involved.
4. This can be accounted for by adding an extra equation for the state vari-
able Tin.
5. Including moisture transport complicates the model drastically, and seems
to make a linearization necessary to make the analysis below possible.
6. This assumption makes the derivation of transfer functions easier. How-
ever, since the product temperature dynamics are approximated by a
lumped model, other shapes with a suitable hydraulic diameter are also
allowed, see [17].
7. This simplifies the analysis in the next section, and since the product
temperatures are lumped later on, this has no further influence.
8. The contact with other product surface can easily be accounted for, but it
is unknown to the authors. Since it is small, it will have negligible influence
on the heat transport. This is checked by simulations while varying the
total product surface.
9. The ratio of heat exchange between air and products, and heat exchange
between products by means of conduction, is
hA1(Tp(R)− Ta)
λaA2
∂Tp
∂x
≈ hA12R(Tp(R)− Ta)
λaA2(Tp,1 − Tp,2)  1. (1)
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Here, A1 is the product surface per bulk volume that contacts the air,
A2 the product surface per bulk volume not contacting the air, Tp(R)
the product surface temperature, R the product radius, and Tp,1 and Tp,2
temperatures of two products that lie next to each other. Tp,1 − Tp,2 and
Tp(R) − Ta, are supposed to be of the same order, as well as A12R and
A2. Because for forced convection h is 10 to 100 times larger than λ,
heat transport inside the bulk will be convection-dominated. With bulk
conduction it was not possible to derive an analytical expression for the
open loop controller.
10. This is justified by the fact that the Pe´clet number (that indicates the
ratio of convection over diffusion)
Pe =
vdρaca
λa
 1. (2)
Here v is the air velocity, d the diameter of the pores, ρa the air density,
ca the heat capacity of air, and λa the heat conduction of the air. A list
of all symbols is given in the Appendix.
The assumptions lead to the following energy balance. The energy inflow of the
air in the fan shaft is modelled in a basic way: ρacaΦ(αTc(t) + (1 − α)Tin(t)),
with ca the heat capacity of air, and Φ the flux of air through the shaft. The
dimensionless α denotes the effectiveness of the cooling device: α = 1 implies
that the incoming air Tin(t) is totally cooled down (or heated up) to the tem-
perature of the cooling element, Tc(t), while α = 0 implies that the incoming
air is not cooled at all. In [18] the relation between α and Φ was experimentally
determined. Without loss of generality we assume that α is constant. Because
of the perfect insulation of the walls, we have that Tin(t) = Ta(L, t). The energy
outflow equals −ρacaΦT0(t). The dynamic energy balance for T0(t) therefore
becomes
ρacaV
∂T0(t)
∂t
=− ρacaΦα
(
Ta(L, t)− Tc(t)
)
+ ρacaΦTa(L, t)− ρacaΦT0(t), (3)
with V the volume of the shaft.
The energy balance for Ta(x, t) is, with x ∈ (0, L),
ρacaγ
∂Ta(x, t)
∂t
=− γρacav ∂Ta(x, t)
∂x
+ h(v)Aps
(
Tp(R, x, t)− Ta(x, t)
)
, (4)
with boundary condition
Ta(0, t) = T0(t). (5)
Here, Aps is the product surface area that is exposed to air per bulk volume,
and Tp(R, x, t) is the product surface temperature at x. The two r.h.s. terms
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in (4) denote the convection of heat and the heat exchange between product
surface and air, respectively. The heat transfer coefficient h depends on v via
the implicit relation (see [22])
Nu = (0.5Re1/2 + 0.2Re2/3)Pr1/3, 10 < Re < 104 (6)
with Nu, Re and Pr the Nusselt, Reynolds and Prandtl number respectively,
which are functions of v and h, see Appendix A.2. The heat transport inside a
product at height x is modelled by diffusion in a sphere with radius R.
ρpcp
∂Tp(r, x, t)
∂t
=λp
1
r2
∂
∂r
(
r2
∂Tp(r, x, t)
∂r
)
+ ρpa˜Tp(r, x, t) + ρpb, (7)
where ρp, cp, and λp are the product density, heat capacity, and conductivity,
respectively. The last two terms in equation (7) denote the heat production, see
[24] and the references therein. The boundary conditions are
∂Tp
∂r
(0, x, t) = 0 by symmetry at the origin (8)
λp
∂Tp
∂r
(R, x, t) = h(v)(Ta(x, t)− Tp(R, x, t)) (9)
The second equation denotes the heat flux through the product surface. The
values of a and b in equation (7) are used in [23], and fit the experimental data
in [15] well for Tp > 278 K. To simplify the analysis in the next sections, the
heat production is approximated as a˜Tp+b = aTp, with equality in Tp = 280 K.
We impose the following additional assumption
• Tp(r, x, t) is regarded as a porous medium in x. The heat flux between
air and products at x is modelled as the flux between a sphere with air
temperature Ta(x, t) along its surface.
The equations are nonlinear since v enters equation (3) by Φ = Afvγ (with
Af the surface of the bulk floor, and γ the bulk porosity), equation (4) via
the implicit relation (6), and equation (7) via equation (9). The full system
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dynamics together with boundary conditions is described by
∂T0(t)
∂t
= −Φ
V
α(Ta(L, t)− Tc(t))
+
Φ
V
Ta(L, t)− Φ
V
T0(t) (10)
∂Ta(x, t)
∂t
= −v ∂Ta(x, t)
∂x
+M4
(
Tp(x, t)− Ta(x, t)
)
(11)
Ta(0, t) = T0(t) (12)
∂Tp(r, x, t)
∂t
= M1
1
r2
∂
∂r
(
r2
∂Tp(r, x, t)
∂r
)
+M2Tp(r, x, t) (13)
∂Tp
∂r
(0, x, t) = 0 (14)
∂Tp
∂r
(R, x, t) =
h(v)
λp
(
Ta(x, t)− Tp(R, x, t)
)
, (15)
with M1 =
λp
ρpcp
, M2 = acp , M4 =
h(v)Ap
γρaca
, and appropriate initial conditions.
This model will be referred to as the basic model. The controlled variable is Tp,
and the control inputs are v and Tc.
2.2 Model approximation
In what follows, we assume the inputs to be piecewise constant. For fixed v,
the system described by equations (10)–(15) becomes linear. Hence, in the
frequency or Laplace domain the heat transfer between the air and the product
surface can be written as
T̂p(R, x, s) = GRp (s)T̂a(x, s). (16)
The transfer function GRp (s) is a transcendental function and is approximated
by a rational one. As rational approximation we choose the Pade´[0,1] approxi-
mation in s = 0, so
GRp (s) ≈
a1
a2 + a3s
. (17)
Because of the rational form we can transform (16)–(17) back into the time
domain
∂Tp(R, x, t)
∂t
= −a2
a3
Tp(R, x, t) +
a1
a3
Ta(x, t) (18)
= ApTp(R, x, t) +BpTa(x, t), (19)
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with
a1 = Bi (20)
a2 = 2M3 cot(M3)− 2 + Bi
a3 =
R2
M1
cot2(M3) +
R2
M1
− M3
M2
cot(M3).
M1 =
λp
ρpcp
; diffusion coefficient (m2/s)
M2 =
a
cp
; reaction constant (1/s)
M3 =
√
M2/M1R.
The dimensionless parameterM3, which indicates the heat production rate over
the diffusive heat transfer rate, is analogous to the Thiele modulus
Th =
chemical reaction rate
diffusive mass transfer rate
, (21)
and Bi is the Biot number, which depends on v. Using the Pade´ approximation,
the approximated system becomes
∂T0(t)
∂t
= −Φ
V
α(Ta(L, t)− Tc(t))
+
Φ
V
Ta(L, t)− Φ
V
T0(t) (22)
∂Ta(x, t)
∂t
= −v ∂Ta(x, t)
∂x
+M4
(
Tp(x, t)− Ta(x, t)
)
(23)
∂Tp(R, x, t)
∂t
= ApTp(R, x, t) +BpTa(x, t) (24)
Ta(0, t) = T0(t). (25)
Starting from the full system, this model approximation comes down to a heat
transfer model inside a porous medium, which is done for example in [10, 11].
The difference is that here there is no bulk conduction. From now on we refer
to system (22)–(25) as the nominal model.
3 Model validation by experiment
In [12] and [24] experimental data was reported from an experiment in which
a forced laminar airflow cools down a column filled with a bulk of potatoes of
15.5 oC. A constant laminar airflow of 6.7 oC was forced through the column
for 92 hours. The physical properties of that experiment are listed in Table 1.
The specific area of potato was not reported. From the average size (length
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95 mm, diameter 51 mm), the potato density (1014 kg/m3 according to [11]),
and the total weight of the bulk (360 kg), it follows that the column was filled
with approximately 3000 potatoes. The total product surface exposed to air,
assuming this is 95 % of the total product surface, is 41 m2 per m3 bulk. In [24]
a model that incorporates heat transfer by moisture transport is used, and this
model predicts the experimental bulk temperatures very well. The experiment
is simulated by our model using Tc(t) = 6.7 oC, α = 1, and V = 0, such
that T0(t) = 6.7 oC. Table 2 shows the experimental air temperatures at the
top, the middle, and the bottom of the bulk, and the predicted temperatures by
system (22)–(25) at different times. According to [24], the complex temperature
dynamics between the bottom and middle of the bulk are caused by evaporation
effects. Our model predictions match the experimental data reasonably well. In
the middle of the bulk the predictions are least accurate. Our model predicts
higher temperatures compared to the experiment, and the model proposed in
[24]. This is probably due to the heat loss by evaporation that was neglected in
our model. Nevertheless, we conclude that our model is reasonably accurate.
ca 1.7 103 J/kg K Af 0.3848 m2
cp 3.52 103 J/kg K R 0.0325 m
Φ 2.6 10−3 m3/s L 2.4 m
v 0.0109 m/s Tc 6.7oC
γ 0.6 RH 60 %
Table 1: Physical properties of the experiment.
e 24h m 24 h e 72h m 72 h e 92h m 92h
top 15.5 15.5 11.0 11.5 9.4 9.6
middle 11.8 13.0 6.8 7.7 6.7 7.2
bottom 6.7 6.7 6.7 6.7 6.7 6.7
Table 2: Comparison of predicted and measured air temperatures (oC) in the
bulk at different times. The experimental data are taken from [24]. Here m and
e denote the model and experiment.
4 Separation of timescales
4.1 Behavior of the product temperature
Since the experimental setup in the previous section is a specific one without
interaction between Ta(L, t) and T0(t), we will use a more general parameter
choice in the following (Table 3). The transfer function GRp (s) connects the
input T̂a(x, s) to T̂p(R, x, s) (the Laplace transformed product surface temper-
ature), and is approximated with a first order Pade´ method (as explained in
subsection 2.2. The left hand side plot in Figure 3 shows the Bode magnitude
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plots of GRp (s) (with s = jω) from equation (16) and its first order approxi-
mation ĜRp (s). The static gains are (per definition, see Appendix A.1) equal,
and the time constant of ĜRp (s) is accurate. The corner frequency is approx-
imately at ω = 10−3 − 10−4 Herz, which indicates a time constant of order
103 − 104 seconds. The time constant of the product temperature is by defi-
nition 1/6 of the time that it needs to reach it equilibrium value after a step
input, [14] pp 292-293. Therefore the product temperature settles in hours.
G0p(s) is the transfer function that connects the input T̂a(x, s) to T̂p(0, x, s) (the
10−6 10−5 10−4 10−3 10−2 10−1
10−2
10−1
100
|ω|
|G
(jω
)|
GR(s)
approximation
10−7 10−6 10−5 10−4 10−3 10−2
10−3
10−2
10−1
100
|ω|
|G
(jω
)|
GR(s)
G0(s)
Figure 3: Left: the static gain and the time constant of the first order approx-
imation of GRp (s) are accurate. Right: the time constants of G
R
p (s) and G
0
p(s)
are of the same order.
Laplace transformed core temperature). The right hand side plot in Figure 3
shows G0p(s) and G
R
p (s). The orders of their time constants are equal, and we
conclude that the time constant of Tp(0, x, t) is of the same order as that of
Tp(R, x, t). This is not surprising, since the skin temperature will not settle
before the core temperature does. The strong descent of G0p(s) for high s in-
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dicates that the core temperature Tp(0, x, t) barely responds to high frequency
fluctuations in Ta(x, t). Intuitively, this is not surprising, but analytically this
is hard to see because of the complex form of G0p(s). The difference in gain is
less than 10 % for all frequencies, so the variation in Tp is always less than 10%
of the variation in Ta. Further, the static gains of G0p(s) and G
R
p (s) are almost
identical, and this can be seen analytically from the steady state of equations
(12)–(14), that is
1
2NuM3
− sin(M3) +M3 cos(M3) + 12Nu sin(M3)
and
1
2Nu sin(M3)
− sin(M3) +M3 cos(M3) + 12Nu sin(M3)
, (26)
respectively. Since M3 is of the order of 10−2 we have that sin(M3) ≈M3. The
static gains are approximately equal, and therefore the spatial temperature dif-
ferences inside a product due to respiration will be negligible in the equilibrium
situation. Altogether, we conclude that Tp(R, x, t) and Tp(0, x, t) will practi-
cally never have large differences. For convenience, we will from now on only
look at Tp(R, x, t), and denote it with Tp(x, t).
4.2 Time constants of the air temperatures
After focusing on the product temperature, in this section we will further analyze
the behavior of the air temperatures in the different compartments of the storage
room. The time constants of T0(t) are obtained from the transfer functions that
correspond to equation (22)
T̂0(s) = G3(s)T̂a(L, s) +G4(s)T̂c(s) (27)
=
1− α
1 + VΦ s
T̂a(L, s) +
α
1 + VΦ s
T̂c(s).
The time constants are both equal to VΦ . Therefore, the time constant of this
subsystem equals VΦ , which will be in the order of 10
0 − 101. The transfer
function corresponding to equation (23) is
T̂a(x, s) = exp
(
−s+M4
v
x
)(
∫ x
0
M4
v
exp
(
s+M4
v
z
)
T̂p(z, s)dz + T̂0(s)
)
. (28)
From this expression it is hard to derive a time constant. Therefore, we tem-
porarily assume that Tp(x, t) is uniform in x. This is justified by the fact that
the uniformity of Tp(x, t) will not change the settle time of the air temperature
significantly. The approximated transfer functions corresponding to equation
(23) now become
T̂a(x, s) = G1(s, x)T̂0(s) +G2(s, x)T̂p(x, s), (29)
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with
G1(s, x) = exp
(
−s+M4
v
x
)
(30)
G2(s, x) =
M4(1− exp
(− s+M4v x))
s+M4
.
They are not rational since they contain a time delay x/v. Hence, we cannot
see their time constants directly. The Pade´[0,1] approximations in s = 0 are of
first order and do not alter the time constant. They are given by
G1(s, x) ≈ 1
exp
(
M4x
v
)
+ xv exp
(
M4x
v
)
s
(31)
G2(s, x) ≈
2(cosh(M4xv )− 1)
exp
(
M4x
v
)− 1 + 1M4 (exp (M4xv )− 1− M4xv )s ,
with M4 the reaction constant of the product heat production (1/s). The cor-
responding time constants are
x
v
and
1
M4
(exp
(
M4x
v
)− 1− M4xv )
exp
(
M4x
v
)− 1 , (32)
which are typically of order 100 − 101. Note that the dimensionless number
M5 =
M4L
v
;
chemical reaction rate
convective heat transfer rate
(33)
is analogous to the Damko¨hler I number
Da I =
chemical reaction rate
convective mass transfer rate
. (34)
The settle times for air temperatures are due to a transport delay. The static
gain of G1(s, x) decreases exponentially with x and M4, and that it increases
exponentially with v. Changes in xM4/v barely influence the static gain of
G2(s, x). This implies that for higher xM4/v, Ta(x, t) is coupled stronger to
Tp(x, t) and less strong to Tc. So Ta(0, t) will respond much stronger to vari-
ations in Tc(t) than Ta(L, t). In Subsection 4.4 this is further confirmed by a
model simulation.
The time constants of Ta(x, t) and T0(t) are typically three orders lower than
that of Tp(x, t). We expect that after a switch in Tc, Ta(x, t) and T0(t) will
settle quickly, whereafter it will move slowly together with Tp(x, t). When v
is switched (and not Tc), the system is piecewise linear between two switches.
This means that there is not one single transfer function that connects the input
v to the output Tp(x, t), so the analysis above does not apply. Nevertheless we
expect that the difference between the time constants of the air and product
temperatures will remain large. The assumption of a spatially uniform Tp(x, t)
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in (28)–(30) seems strong. However, it is not a physically crucial assumption;
it only simplifies the analysis mathematically.
This analysis is carried out per subsystem, i.e., for Ta, T0, and Tp individu-
ally. In reality, these subsystems are coupled. This complicates the analysis
considerably. However, we expect no dramatic effects due to the coupling and
the non-uniformity in Tp(x, t), but for confidence in the next sections numerical
analysis that supports these expectations, is carried out on the nominal system
with realistic parameters.
4.3 State space analysis
Let us consider the dynamics of the nominal system, described by equations
(22)–(25), by means of eigenvalue analysis and time simulation. The equations
are made discrete as follows. The term v ∂Ta(x,t)∂x in equation (23) is upwind
approximated like v Ta,n−Ta,n−1δx , where the second subscript denotes the discrete
space, starting from the bulk bottom. The spatially discretised full system is of
the form
∂T
∂t
= Afull(v)T +Bfull(v)Tc, (35)
with T = [Ta,1..Ta,n T0 Tp,1..Tp,n]T . This differential equation is simulated in
Simulink with the ode45 Dormand-Prince algorithm. The physical parameters
of the chosen configuration are listed in Table 3. The heat capacity of the
air is adjusted for humidity, by relating heat capacity to enthalpy change for
air between 7 oC and 10 oC with a 90-95% relative humidity. The obtained
value, 2 103, is also suggested in [15], chapter 13. For our parameter choice,
Re = 2.17 102, so that we may use equation (6). For clarity, the system is
discretised in only two spatial components: n = 2. For a system of the form
α 0.4 Af 5 m
R 3.25 10−2 m V 10 m3
L 4 m v 0.2 m/s
λp 0.55 J/s m K ρp 1014 kg/m3
a 3.1 10−5 J/s kg K Ap 40 m2
γ 0.31 cp 3.6 103 J/kg K
Tc 275 K ca 2 103 J/kg K
Table 3: Physical parameters of a bulk with potatoes. The data specific for
potato were taken from [10, 24].
(35), the negative inverses of the (real parts of the) eigenvalues of Afull represent
the time constants of the system. The (real parts of the) eigenvalues of Afull
are shown in the top row of Table 4. These eigenvalues contain small imaginary
parts. This is probably due to the high condition number of Afull(v) of O(107).
Time simulation therefore shows small oscillations for any number of n, but
when the state vectors [Tp,1, . . . , Tp,n]T , [T0], and [Ta,1, . . . , Ta,n]T are simulated
in parallel, the oscillations do not show up. The (real parts of the) eigenvectors
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eigenvalue -1.7e-5 -6.7e-5 -0.4 -0.4 -0.02
Ta,1 0.4 -0.2 - 0.01 -0.01 0.4
Ta,2 0.5 0.3 1.0 1.0 0.2
T0 0.3 0.2 -0.04 -0.04 0.9
Tp,1 0.4 -0.6 0.8e-5 0.8e-5 -0.2e-2
Tp,2 0.6 0.7 -0.3e-3 -0.3e-3 -0.9e-3
Table 4: The eigenvalues are listed in the top row. The columns below the
eigenvalues are the eigenvectors. The state space is [Ta,1 Ta,2 T0 Tp,1 Tp,1].
of the full system are shown as the columns below the eigenvalues in Table
4. The two left eigenvectors correspond to the small eigenvalues and thus to
the slow dynamics, and the three right eigenvectors correspond to the large
eigenvalues and thus to the fast dynamics. The only eigenvectors that have
substantial components in the directions Tp,1(t) and Tp,2(t), are the slow ones,
so Tp has only slow dynamics. This is in agreement with the analysis of the
uncoupled subsystems from the previous section. The two slow eigenvectors
also have substantial components in all the other directions, so the states T0,
Ta,1, and Ta,2 also have slow dynamics. The three fast eigenvectors have large
components in the directions T0, Ta,1, and Ta,2, so these states have also fast
dynamics. We conclude that the dynamics of Ta, T0 and Tp are coupled to each
other: After a change of input, Ta and T0 will settle quickly and then slowly move
together with Tp. From the inverse eigenvalues we see that the time constants
of the slow states are O(103), and that the time constants of the fast states are
O(100). The rate of heat transfer, and therefore the rate of change of the system
states depends strongly on v. However, for different choices of v, namely 0.1
and 10, similar results were obtained. The minus sign in the fourth row of the
second eigenvector in Table 4 indicates that the temperature profile of Tp(x, t)
is spatially not uniform since the Tp,1 and Tp,2 move in opposite directions
according to the second eigenvector. The time simulation in the next section
shows that the air and product temperatures move together in one direction
mainly, which implies that the first eigenvector is dominant.
4.4 Time simulation
The difference in timescales is visualized by a time simulation of Ta(L, t), Ta(0, t),
Tp(L, t), and Tp(0, t). Tc(t) is switched once every fifteen minutes between 275K
and 285 K. In all the simulations n = 20 layers was used, which was found to be
quite accurate. The rest of the parameters are listed in Table 3. Figure 4 shows
the fast and slow dynamics of Ta(L, t) and Ta(0, t), and the slow dynamics of
Tp(L, t) and Tp(0, t): after a switch Ta(L, t) and Ta(0, t) settle quickly, where-
after they slowly move with Tp(L, t) and Tp(0, t). Since Tp(L, t) and Tp(0, t) are
both at their equilibrium values, they hardly move and only the fast dynamics
of Ta(L, t) is visible. Tp(L, t) is a bit higher than Tp(0, t) due to the warming
up of Ta(x, t) inside the bulk. We observe that the fast dynamics of Ta and T0
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Figure 4: From top to bottom: the dynamics of Tp(L, t), Ta(L, t), Tp(0, t), and
Ta(0, t). The input Tc(t) is switched every fifteen minutes.
(not shown) are negligible on a timescale of fifteen minutes. This allows us to
further simplify the model in the next section. We also observe that Ta(0, t)
responds much stronger on changes in Tc(t) than Ta(L, t), as was predicted in
Subsection 4.2. As a consequence, Tp(0, t) moves more than Tp(L, t) during a
switching interval.
5 Settle time for the bulk temperature
Given the results from the previous sections we will now focus on the behavior
of the product temperature in the bulk under cooling and ventilation. Notice
therefore that if a system is dominated by first order dynamics, the settle time
can be predicted accurately by the time constant of a first order approximated
system. We look at the time constant of the product surface rather than the
product core, since in Subsection 4.1 we have shown that these two time con-
stants are of the same order. We exploit the differences in timescales. The
cooling down of the bulk is a slow process. Due to their fast dynamics, Ta and
T0 settle quickly to their equilibrium values, and slowly move along with Tp.
Under quasi-steady state conditions the time derivative in (22) and (23) are set
to zero. This is equivalent to neglecting the fast dynamics of Ta and T0, which
are only apparent at high frequencies or at short timescales. This leads to the
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approximation
0 = −α(Ta(L, t)− Tc(t)) + Ta(L, t)− T0(t) (36)
0 = −∂Ta(x, t)
∂x
+
M4
v
(Tp(x, t)− Ta(x, t)) (37)
Ta(0, t) = T0(t)
∂Tp(x, t)
∂t
= ApTp(x, t) +BpTa(x, t). (38)
Laplace transformation of (38), and substituting this in (37) gives
∂T̂a(x, s)
∂x
=
M4
v
(
BpT̂a(x, s)
−Ap + s − T̂a(x, s)
)
(39)
T̂a(0, s) = T̂0(s) (40)
⇒ T̂a(L, s) = T̂0 exp
(
M4L
v
(
Bp
−Ap + s − 1
))
(41)
=
(
−α(T̂a(L, s)− T̂c(s)) + T̂a(L, s)
)
∗
exp
(
M5
Bp
−Ap + s − 1)
)
, (42)
where we have used (36) and (33). Consequently,
T̂a(L, s) =
α exp
(
M5
(
Bp+Ap−s
−Ap+s
))
1− (1− α) exp
(
M5
(
Bp+Ap−s
−Ap+s
)) T̂c(s). (43)
A Pade[0,1] approximation results in a first order system
T̂a(L, s) =
αA2p
M5Bp
exp
(
M5
(
Bp+Ap
−Ap
))
A2p
M5Bp
− A2p(1−α)M5Bp exp
(
M5
(
Bp+Ap
−Ap
))
+ s
T̂c(s)
=
B˜p
−A˜p + s
T̂c(s). (44)
Laplace transformation of equation (38) gives
T̂p(L, s) =
Bp
−Ap + s T̂a(L, s). (45)
So the transfer function from T̂c(s) to T̂p(L, s) equals
B˜pBp
A˜pAp − (A˜p +Ap)s+ s2
. (46)
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The Pade´[0,1] approximation of this transfer function has a time constant of
− A˜p +Ap
A˜pAp
. (47)
The settle time is defined as six times the inverse of the time constant, and
is the time after which the temperature is more or less at its steady state.
Figure 5 shows the time simulation of the cooling down of Tp(L, t) and Tp(0, t),
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Figure 5: The settle time for Tp(L, t) and Tp(0, t) is about 10000 minutes. The
uniform initial value is Tp(x, 0) = 285 K.
according to the system equations (22)–(25), with Tc = 275, v = 0.2, and the
rest of the parameters are listed in Table 3. The settle time of Tp(L, t) that is
predicted by (47)is 10861 minutes, which is in agreement with the simulation
results. The settle times for Tp(L, t) and Tp(0, t) are practically equal. The first
order dynamics are dominant on a large time scale, which ensures an accurate
prediction of the time constant and thus of the settle time of the system, but
right after the start the effects of the higher order dynamics comes into play.
The decay of Tp(L, t) is somewhat slower in the beginning than that of Tp(0, t),
and is caused by the uniform initial bulk temperature. Consequently, the air at
the top is heated up by the rest of the bulk, and the top products are cooled
down very little. After a while, the bottom and middle of the bulk are cooled
down and the air at the top gets less heated up than in the beginning. The
air now starts cooling down the products at the top. Similar observations were
made in [24].
The transfer function in equation (44) represents an unstable system if the signs
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in the denominator are unequal, i.e., if
A2p −A2p(1− α) exp
(
M5
(
Bp +Ap
−Ap
))
≤ 0. (48)
Note that Ap < 0. Technically, this will give a chain reaction in which Tp starts
rising, which induces more heat production, which causes Tp to rise further. In
reality, heat production is finite, and the temperature will stop rising after some
or all products have rotted away. This situation will practically only occur if α
is very close to zero, indicating very poor cooling.
6 Calculation of the switching time
Because Tp has its highest values at the top of the bulk, we want to control
Tp(L, t). Our starting point is that Tp(L, t) is at its optimal equilibrium value
Tp,opt. In Subsections 4.1 and 4.2 we assumed piecewise constant inputs, which
makes the analysis easier. The control problem consists of finding the optimal
time to switch between these inputs. The inputs are switched between two
discrete values, (Tc,1, v1) and (Tc,2, v2) once in an intermediate time interval of
about ten minutes. The choice of this time interval has two reasons. Firstly,
the air temperatures settle within a minute, so we can approximate them by
constant values on this time interval (equations (36) and (37)). Secondly, Tp
will move very slowly, so on a ten minute time scale its dynamics will be linear
(first order) in time. The question is when to switch Tc or v (or both) such
that Tp(L, t) returns at its optimal value after each time interval. To determine
the first order dynamics of Tp(L, t), the transfer functions in equations (43) and
(45) are combined and Pade´[0,1] approximated to
T̂p(L, s) =
B˜pBp
A˜pAp − (A˜p +Ap)s
T̂c(s) (49)
=
B∗p
−A∗p + s
T̂c(s), (50)
with
A∗p =
A˜pAp
Ap + A˜p
B∗p = −
B˜pBp
Ap + A˜p
.
The (approximated) first order dynamics of Tp are thus given by
dTp(L, t)
dt
= A∗pTp(L, t) +B
∗
pTc(t). (51)
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The solution to equation (51) at time τ is
Tp(L, τ) = Tp(L, 0) exp(A∗p,1τ)
+
∫ τ
0
exp(A∗p,1(t− τ))B∗p,1Tc,1dt (52)
= Tp(L, 0) exp(A∗p,1τ)
+
B∗p,1
A∗p,1
Tc,1(1− exp(−A∗p,1τ)). (53)
The second subscript refers to the discrete input v1. Because A∗p,1τ  1, we
can accurately linearize this to
Tp(L, τ) ≈ Tp(L, 0)(1 +A∗p,1τ)
+B∗p,1Tc,1τ (54)
⇒ Tp(L, τ)− Tp(L, 0)
τ
≈ A∗p,1Tp(L, 0) +B∗p,1Tc,1, (55)
which is equivalent to a forward Euler discretization in time. Similarly, but now
with a backward Euler discretization, we get
Tp(L, τf )− Tp(L, τ)
τf − τ ≈ A
∗
p,2Tp(L, τf ) +B
∗
p,2Tc,2. (56)
Together with the condition Tp(L, 0) = Tp(L, τf ) = Tp,opt, where Tp,opt is the
optimal equilibrium value, this leads to
0 =τ(A∗p,1Tp,opt +B
∗
p,1Tc,1)
+ (τf − τ)(A∗p,2Tp,opt +B∗p,2Tc,2). (57)
Simple calculus gives the optimal switching time τopt
τopt = −τf
A∗p,2Tp,opt +B
∗
p,2Tc,2
(A∗p,1 −A∗p,2)Tp,opt +B∗p,1Tc,1 −B∗p,2Tc,2
. (58)
To see whether this switching time will lead Tp(L, t) to its optimal value, we look
at the transfer functions once more. Figure 6 shows the transfer functions from
T̂c(s) to T̂p(L, s) of system (22)–(25), and of the approximated system (49). The
first order dynamics of both systems are equal. The gain difference is typically
less than 10 % for all frequencies. If we consider v to be constant throughout,
than fluctuations of Tc will result in a maximal error in amplitude of Tp(L, t)
of 10 %. The maximal phase error can be a quite large for low air velocities,
which means that the predicted output signals of a sinusoidal input can differ
more than one period. Since the static gains of both systems are equal (which
is inherent to a Pade´ approximation), the average value of the Tp(L, t) will for
both systems be the same. Since a switched input signal is the infinite sum over
sinusoidal inputs, we expect that the optimal switching time from (58) will lead
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Figure 6: The difference in gain (left) between the nominal and the approxi-
mated system are small. The phase differences can become quite large for low
air velocities (right).
Tp(L, t) in the nominal model to Tp,opt. This is confirmed by simulations. When
not only Tc varies, but also v, the analysis given above will not hold anymore,
since the temperature dynamics are described by two systems. However, since
for both systems the transfer functions of the nominal and the approximated
model have the same first order dynamics, we expect that Tp(L, t) will attain
Tp,opt using the proposed switching moment. Simulations show that when both
v and Tc are switched, (58) leads Tp(L, t) very nearly to Tp,opt. As an example,
Figure 7 shows the simulated dynamics of Tp(L, t) of the nominal model. The
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switching time is derived from the approximated model. Each time interval
[0, τf ] with τf = 10 minutes, the inputs are switched once, such that in each
interval input 1 is applied for τ seconds, and input 2 is applied for τf − τ sec-
onds. We have Tc,1 = 275 K, Tc,2 = 285 K, v1 = 0.2 m/s, and v2 = 0.02 m/s.
The rest of the physical coefficients are listed in Table 3. For τ = τopt, Tp(L, t)
moves slowly around its equilibrium value of 279.79 K. Since Tp,opt = 280 K,
there is an error of 0.21 degrees.
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Figure 7: Tp(L, t) moves slowly around its equilibrium value of 279.79 K. The
difference with the optimal product temperature is 0.21 K.
6.1 Cooling block as control mechanism
Figure 8 shows that if Tp(L, t) is far away from Tp,opt, it will move towards
it using τopt. This results in the same small error between Tp(L, t) and Tp,opt
as in the previous section. Mathematically, it is hard to analyze the stability
of a switching system. However, there is an intuitive explanation to this phe-
nomenon: the cooling element acts as a stabilizing control mechanism, since
equation (3) implies that a higher Ta(L, t) is cooled down more, and a lower
Ta(L, t) is cooled down less. The difference between Tp(L, t) and Tp,opt becomes
larger for smaller values of v2; this is because the settle time of Ta increases and
starts violating the assumption that the fast dynamics of Ta can be neglected.
During v2, Ta heats up very slowly, so on average Ta will be lower than predicted.
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Figure 8: From an arbitrary initial value of 285 K, the product temperature at
the top of the bulk converges close to its optimal value of 280 K. The difference
is 0.2 K.
6.2 Lumped system approach
In this section the advantage of a delicately modelled heat transfer mechanism
is explained. In [15] chapter 13, and [21] chapter 6.6.1, models for a bulk
storage room without spatial variabilities were used. The ventilation strategy
was designed on (amongst others) the total heat production of the bulk. Using
these assumptions in our model, the temperature dynamics are described by
Vaρaca
dTa(t)
dt
= ρpVbTp(t)a− ρaΦα(Ta(t)− Tc), (59)
with Va the total air volume in the shaft and bulk, and Vb the total product
volume. A solution strategy similar to the one used in equations (54)–(58)
results in
τopt = τf
c1 − c22(Ta,opt − Tc)
c21(Ta,opt − Tc) + c22(Ta,opt − Tc) , (60)
with c1 =
aρpVbTp,opt
Vaρaca
, c21 = ρaΦ1αVaρa , and c22 =
ρaΦ2α
Vaρa
. The resulting τ is only a
fraction of the value of τ in equation (58), and resulted in too little cooling. The
cause of this is that the transport of respiration heat from the bulk to the heat
exchanger is hindered by the heat transfer resistance between products and air,
and the transport time of bulk air to the heat exchanger. The heat transport
is accelerated by more air circulation. Repeating the simulation experiment in
subsection 6.1 with switching time (??), results in product temperatures that
are 5 degrees too high.
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7 Conclusions
We have modelled a storage room in a basic way, maintaining the most es-
sential physical properties. The resulting system equations are first validated
experimentally, and then mathematically simplified using timescale decomposi-
tion, discrete switching input, and Pade´ approximations of transfer functions.
The transfer functions of the simplified system give a good indication of the
timescales, and also show how the fast states are coupled to the slow ones. These
properties are supported by analysis and simulation of the nominal system. This
simplifies the system in such a way, that a control law for the switching input,
and the settle time for the bulk temperature are in complete parametric form.
The mathematical techniques reduce the complexity of the model, but the first
order dynamics that are most important, are maintained. This results in an
accurate prediction of the optimal switching time of the input and the settle
time of the bulk temperature, which is confirmed by simulations of the nominal
model. The parametric expressions give a lot of information about the sensitiv-
ities to different parameters. The optimal switching time gives an impression
on the optimal choice of v1, v2, Tc,1, and Tc,2. These design parameters should
be chosen such that τopt/τf ≈ 1/2, so the switching time can be adjusted for
model errors and disturbances.
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Appendix
A.1 Construction of an irrational transfer function and its
Pade´ approximation
A transfer function of a linear pde in the variables x and t is constructed by
substituting ∂/∂t = s and solving the ode for the variable x. The solution
can be written as ŷ(s, x) = G(s, x)û(s, x), with ŷ(s, x), û(s, x) and G(s, x) the
output, input and the transfer function, respectively.
If G(s, x) is of the form
a0s
0 + ..+ ansn
b0s0 + ..+ bmsm
, (61)
i.e. rational, then the transfer function for a fixed x can be transformed back into
a linear ode in t, and its time constant can be determined. If not, the nonrational
transfer function can be approximated by a rational one, for example by a Pade´
approximation. A Pade´[0,1] approximation of G(s, x) in s = 0 is of the form
G˜(s, x) =
1
a1(x) + a2(x)s
, (62)
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where the coefficients a1(x) and a2(x) are determined by setting
G(0, x) = G˜(0, x)
∂G
∂s
(0, x) =
∂G˜
∂s
(0, x).
A clever choice of the orders n and m in a Pade´[n,m] approximation is made
by observation of the Bode plot of the original transfer function.
25
A.2 Notation
Φ air flow through shaft (m3/s)
α cooling effectiveness (K)
αth thermal diffusivity of air (1.87 10−5 m2/s)
γ porosity (m3/m3)
λa conduction of air (2.43 10−2 W/m K)
λp conduction of product (W/m K)
ν kinematic viscosity of air (1.3465 10−5 m2/s)
ρa air density (1.27 kg/m3)
ρp produce density (kg/m3)
τ switching time (s)
τf length of switching interval (s)
Af floor area of the bulk (m2)
Ap produce surface per bulk volume (m2/m3)
Bi Biot number 2hRλa
L bulk height (m)
L2 R ∗ γ(1− γ), char. length (m)
M1
λp
ρpcp
M2
a
cp
M3
√
M2/M1R
M4
hAp
γρaca
M5
M4L
v
Nu Nusselt number 2hRλa
Pr Prandtl number ναth
R product radius (m)
Re Reynolds number vL2ν , see [24]
Ta air temperature in the bulk (K)
Tc cooling element temperature (K)
Tini initial temperature (K)
Tp produce temperature
V volume of shaft (m3)
a product heat production (J/kg s K)
b product heat production (J/kg s)
ca heat capacity of air (1 103 J/kg K)
cp heat capacity of produce (J/kg K)
h heat transfer coefficient (W/m2K)
v air velocity inside the bulk (m/s)
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