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Abstract
Tessellations, in Euclidean geometry, are collections of regular -polygons that fill
the plane with no gaps or overlaps. In hyperbolic geometry such tessellations arise from

discrete groups of transformations that preserve distance and angle measure, i.e. isometries.
Thus these groups are subgroups of the group of isometries in hyperbolic geometry. If

these subgroups are also orientation preserving, then we call them Fuchsian groups. We

will discuss the two models of hyperbolic geometry (the upper half-plane and the Poincare
Disc), properties of hyperbolic geometry, fundamental regions created by Fuchsian groups,
and the tessellations that arise from such groups. We will also discuss the software package

developed so that we can visualize such tessellations.
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Chapter 1

Introduction
We define the tessellation of the Euclidean plane as follows [Mag74]: a covering
of the plane with shapes that are congruent so that there are no gaps or overlaps. For

example, a checkerboard would be a Euclidean tessellation. But what about non-Euclidean
geometries? Can we create tessellations of a non-Euclidean plane with congruent shapes in

this geometry? If so, what type of shapes and transformations would we use? Are there any

conditions or restrictions that must be placed on such shapes or transformations? Finally,
do we have a mechanism, such as software, to create such tessellations, if they exist? These
are some of the questions that we would like to address.

1.1

Euclid’s Fifth Postulate
Non-Euclidean geometry must always start with the history behind Euclid’s fifth

postulate. Euclid was able to prove many theorems that describe a flat world by use the

following five axioms [Euc56].

Axiom 1.1. A straight line can be drawn joining any two points.

Axiom 1.2. Any straight line can be extended indefinitely in a straight line.
Axiom 1.3. Given any straight line segment, a circle can be drawn having the segment as
radius and one endpoint as the center.

Axiom 1.4. All right angles are equal to one another.
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Axiom 1.5. That, if a straight line falling on two straight lines make the interior angles
on the same side less than two right angles, the two straight lines, if produced indefinitely,

meet on that side on which are the angles less than the two right angles.
The fifth axiom had at one point been considered to be a theorem by some math

ematicians. For many centuries the proof of this fifth postulate eluded many. The break

through in showing that indeed this statement is an axiom and not a theorem came in the
18th century when mathematicians considered geometries with a slight bent on the fifth

postulate. Here is an equivalent statement to the fifth postulate [BEG99].
Parallel Postulate. Given any line I and a point P not on I, there exists a unique line m
in the same plane as P and I, which passes through P and does not intersect I.

The questions that were posed regarding this statement were the following: Could

it be possible to find a geometry where instead of one line that passed though P that does

not intersect I, there might be any infinite number of lines that did not intersect Z? Or, is
there a geometry where such lines do not exist? The answer is yes to both questions, and

we call these non-Euclidean geometries.
We would like to discuss tessellations in the hyperbolic plane. This is a geometry
where there exists an infinite number lines through P on the same plane as P and I (the
hyperbolic plane), that do not intersect I. It is in this geometry that we would like to

determine if tessellations exist and if they do, how do we create them?

Since we have a geometry it would be beneficial if we could visualize our plane.

We should also be able to describe properties of said geometry. For example, we would
need to know the definitions of lines, triangles, polygons, and other shapes, if they exist.

How would we determine if such shapes were congruent? Is there a notion of distance,
area, and angle measure? Do we have transformations that are the hyperbolic analogues to

reflections, rotations, and translations in the Euclidean plane? Thus we begin by addressing

these questions.
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Chapter 2

Hyperbolic Geometry
2.1

Visualizing the Hyperbolic Plane
There are two models of the hyperbolic plane that we will use, each one having

its own advantages. The first one is called the upper half plane model denoted by 7Y, and
defined as [z G C : Im (z) > 0}. The second model will be referred to as the unit disc model
and will be denoted by C. We will define C to be the following set, {zGC:|;z|<l}. These
models are equivalent, with the following transformation f

C, defined as f(z) = ypp

taking us from H to C. Note that f is both onto and one-to-one.
Theorem 2.1. Let f :T(—*C be defined as f(z) —

Then f is a bijection

Proof. First we will show that f maps 7/ onto C. Let w G C. Note that if z ~
/(*)

=

i(—wi + 1) + w — i
—wi + 14- i(w — i)
2w
~2
= w.

All that is left to show is that Im (z) >0. If we let w = u + iv G C, we see that

—wi +1
w—i
2u — (u2 + v2 — l)i
u2 + (y — l)2

then
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Note that since u2 + v2 < 1 and u2 + (y — l)2 > 0, then

Im (z)

=

>

—(u2 + v2 —
u2 + (y — l)2
—u2 — v2 + 1
u2 + (y — l)2
0.

Thus z &TL and f is onto.

To check that f is one-to-one we let f (z) = f(w). Then

zip 1 _ wi + 1
z+i
w+z
zwi — z + w + i = zwi + z — w + i

—2z = —2w

z = w.
Hence f is a bijection.

□

Note that the domain of f is all z G H such that z

—i, since /(—i) is undefined.

We say that our space is "H U {00} and that / maps — i to the point at 00. Note also that
since /_1(z) =

"jft1 =

> wc see that as z approaches the point at 00 as f approaches

—i. Thus we will say that

maps the point at infinity to i. Similarly, f maps the point

at 00 to —i and /-1 maps —i to 00.

2.2

Hyperbolic Transformations
The mapping, /, defined in the' previous section is part of a larger set of trans

formations that map the complex plane onto itself.' A subset of these transformations is
denoted as PSL(2,R) and defined as

|T(z) =
; a,b,c,d G R, ad — be = 11 .
(
cz + a
J
We note that PSL(2, R) is a subset of a more general set,

< T(z) =
1
cz

a

: a, 6,c,d G C, ad — be f ol,
J

the set of fractional linear transformations, or Mobius transformations.
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Each transformation in PSL(2,R) can be associated with a 2 x 2 matrix of the
unimodular group denoted by SL(2, R). Thus if Tfy) =
then its associated matrix A is
/ a b \
given by A = |
|. This association allows us to compose functions quite easily since
\c d)

it can be shown that if T^z) = %££ and T2(z) =
where (° 6 \ = (
61 V
Y

then T(z) = (Ti oT2)(z) = g±J>,

y c d j
y et di y y c2 d2 y
Thus since SL(2, R) is a group under matrix multiplication, it quite easy to see
that PS£(2,R) is a group under function composition.

Also note that for each T G

PSL(2, R) there exists two elements of SL(2, R) that can be associated with T. If T(z) —
,,
/ a b \
then A, and —A, where A =
, can be associated with T. Thus if we set
\c d)
up the equivalence relation
such that A ~ —A, we see that PSL(2,R) = S'L(2,R)/
Also note that the identity transformation in PSL(2, R) is T(z) = z and it is associated

with the 2x2 identity matrix.
We also recall that GL(2, R) is the set of non-singular 2x2 matrices. We note'that
PSL(2, R) also contains all fractional linear transformations of the form T(z) = ^31 where

a, b, c, d G R and ad— be

0. This is because the matrix associated with T(z) is not unique.

A^cz+dj = S+3*

If A G R is nonzero then AA is also associated with T since T(z) = ^^d ” '

Since the det(A) = ad ~ be

0, then the matrix B =

A G PS£(2,R). Thus if

we define an equivalence relation ~ such that A ~ AA, where A / 0 G• R, we see that

PST(2,R)^GL(2,R)/ ~.
We end this section by proving the following theorem, but first we give a definition.
Definition 2.2. Let X and Y be topological spaces and let f : X —> Y be a continuous

junction. If f is bijective and f"1 is continuous, then we say that f is a homeomorphism.
Theorem 2.3. Let T G PSL(2,R). Then T is a homeomorphism.

Proof. First we will show that T maps TL onto itself. Let w = T(z), where T is associated

with the matrix A =

and z = x + iy, y > 0. Thus we see that

6

az-\-b '
cz + d
(az + b)(cz 4- d)
(cz 4- d)(cz 4- d)
ac^zf2 4* adz 4- bcz 4- bd
\cz 4- d|2

Hence,

Im (w)

=

ad(Im (z)) 4- bc(Im (zf)
\cz + d|2
ady — bey
\cz 4- d|2
(ad — bc)y
\cz 4- d|2
y
\cz 4- d|2

(2-1)

Since both y > 0 and \cz 4- d|2 > 0, we see that w e ft. Noting that both T and T 1 are

continuous and bijective, we see that T is a homeomorphism.

2.3

□

The Hyperbolic Metric and Distance

The metric for the upper half plane model of the hyperbolic plane will be given
as ds = ydxf.dv . LeX j _ p, anj }et 7 :1 —> TI be a piecewise differentiable path given
as

7 = {z(t) = x(t) 4- iy(t) € H : t e /} .
Then the hyperbolic length of 7 is given, by

As in Euclidean geometry we will be interested in the shortest curve, or geodesic, between

two points in ft given by the hyperbolic metric. Thus we will discuss the hyperbolic distance
between two points z,weT. We define this distance as follows.

7
Definition 2.4. Let z,w E 74 and let T be the set of all piecewise differentiable paths
joining z and w. Let H —

: 7 G T} . The hyperbolic distance, p(z,w), between z and

w is given by
p(z, w) = inf H.

(2-2)

Theorem 2.5. p(z, w) is a distance function on 74.

Proof. Let z,w E 74. Let T be the set of all piecewise differentiable paths joining z and w.
Let 7 E r be an arbitrary path such that 7(0) = z and 7(1) = w. First we will show that
p(^,w) > 0. Since a/dx2 4- dy2 > 0 and z,w E 74, then from the definition of h(y) we can
see that h(ff) > 0 for, any 7 E T. Thus inf h(y) > 0 and by definition p(z, w) > 0. If z — w,

then 7(0) = 7(1) = z, meaning that the shortest path from z to w would be the path that

goes nowhere, that is g(t) = z. Thus h(y) = 0 and p(z,w) = inf h(ff) = 0, when z = w.
To show that p is symmetric we must prove that p(z, w) = p(w, z). Note that all
the paths that go from z to w are the same as the paths that go from w to z. Thus if we

denote rx as the set of piecewise differentiable paths going from z to w and T2 as the set of

piecewise differentiable paths going from w to z, then we see that Hx —

: 7 G Ti) =

{^(7) : 7 € r2} = H2. Thus, p(z,w) = inf Hj = inf H2 = p(w,z). Hence p is symmetric.

Finally we would like to show that p satisfies the triangle inequality. Let z,w,£ G
74. We will show that p(z,w) < p(z,^) 4- p(fi,w). Let Pi be the set of all paths from z to

w, r2 be the set of all paths from z to

and 17 be the set of all paths from £ to w, where

by paths we mean piecewise differentiable paths. We will now define the following three
sets: Hi — {^(7) : 7 G Pi}, H2 = {^(7) : 7 6 r2}, and H% ~ {^(7) : 7 € Ta}. Suppose
71 = inf Hi, 72 = inf H2, and 73 = inf H3. Note that 7 defined as follows,

72(27),

t E [0,

73(27-1),

1E

x]

is an element of rx. Yet, since 71 = inf Hi, we see that h(gi) < h(j2) 4- ^(73), hence
p(z,w) < p(z,£) 4-p(£,w).

□

Since a distance function exists on 74, we can now discuss isometries of the hyper
bolic plane.
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2.4

Hyperbolic Isometries
A hyperbolic transformation of TL onto itself is called an isometry if it preserves

the hyperbolic distance. Note that this definition is the same notion we have of isometries

in Euclidean geometry, with the exception that we define our notion of distance differently.

It should be clear that the set of all isometries of H forms a group under composition,
just as the set of isometries in Euclidean space forms a group. We shall denote this set
of isometries of 7Y as Isom (H). We are now able to prove a few important theorems of

hyperbolic geometry.
Theorem 2.6. Every transformation of PSL(2,R) is an isometry.
Proof. Let T G PSL(2,R). Then by Theorem 2.3, T maps H onto itself. Let 7 :1 —> H be

a piecewise differentiable path in H. We will show that for any T G PS£(2,R), h(T(g)) =

&(?)•
Let 7 be given by z(t) = x(t) + iy(t) and let w(t) = T(z(t)) — u(t) + w(t), where
=

Thus

% =

a(cz 4- d) — c(az 4- 6)
(cz 4- d)2
acz — acz 4- ad — be
(cz 4- d)2
1
(cz + d)2'
By (2.1) we see that

Im (w) — v

_

Im (z)
\cz 4- d|2
y
\cz 4- d|2 ’
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Hence |

|

~ and we see that

WW

= f
Jo

I dt

I

dw dz
I dz dt I

v

Since the hyperbolic length of this arbitrary path, 7, remained invariant under T,
we see that the hyperbolic distance between z and w shall remain invariant under T, for

any T G PS7(2, R).

□

Now we show that lines in hyperbolic geometry are given by Euclidean semicircles

or lines that are orthogonal to the real axis R by proving the following lemma.

Lemma 2.7. Let L be a Euclidean circle or line orthogonal to the real axis that meets the
real axis at some finite point a. Let T(z) =

_|_ ft, where ft G R. Then T(z) G PSL(2, R)

and for a suitable choice of ft maps L to the imaginary axis.
Proof. First we will show that T(z) G PS7(2,R). Note that for all a, ft e R
T(z) = ~f—+P
z—a
1
^ftz-aft
z—a
z—a
_ ftz-(l + aft)
z—a

t ft -1 - aft \
The associated matrix of T(z) is A = I
. Thus we see that the determinant
II -a
is the following:
det A = — aft - (-1 - aft)

— —aft + 1 + aft
= 1.
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Hence T(z) G FSL(2,R).
Now we will define the following transformations 71,72, and 73 as follows: Ti =

z — a, 72 = —and T3 = z + /3. Note that the determinants of the associated matrices of

these transformations are 1, thus 71,72,73 G PSL(2,R). Notice also that
T1^) = T3 oT2

oT^z).

We will show that for a suitable choice of /?, dependent on L, T(z) maps L to the imaginary
axis.

The transformation 7\ is a translation that translates the point where L meets the
real axis to the origin. This is also a Euclidean translation so that if L is a line orthogonal

to the real axis, then all of L is translated to the imaginary axis. If L is a Euclidean circle

orthogonal to L then, without loss of generality, we let (a, 0) be the coordinate of the left
hand point where L meets the real axis. If the radius of L is r, then the coordinates of the
right hand point where L meets the real axis is (pt + 2r, 0). Thus by Ti, (a,0) is mapped
to (0, 0) and (o + 2r, 0) is mapped to (2r, 0). Notice also that the point z\ ~ (a + r) + ri

on L is mapped to wi = r + ri by TL Thus the circle is translated without affecting its
Euclidean circumference. Let’s call this circle Iq.
The transformation 72 has one of two effects. If L was translated to the imaginary

axis by Ti, then 72 maps the rays (0, i) and (i, 00) onto each other. On the other hand, if
L is a Euclidean circle, then T2 maps Li onto a line that meets the real axis at —

where

r is the Euclidean radius of L. Call this new line L2.
Thus if L is a line, we let p = 0 and

will be the identity map T^(z) = z. On the

other hand, if L is a circle, then we let fi = £ so that 73 translates L2 onto the imaginary

axis. Hence,

T(z) = T3 o T2 0 Ti(z)

maps any Euclidean circle or line L orthogonal to the real axis onto the imaginary axis.

□

Theorem 2.8. Let z\,z2 G TI. Then the path with the shortest hyperbolic length from z\

to z2 is the hyperbolic segment that is part of a Euclidean circle or line that is orthogonal
to the real axis R.
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Proof. Suppose z\ = ai and z2 = bi, where b> a. Let T be the set of piecewise differentiable

paths joining z\ and z2, such that for any 7 e T, 7(f) = a?(t) 4- iy(t) and 7(0) = z\ and

7(1) = z2. Hence y(0) = a and y(l) = b. Thus we see that for all 7 € T

However, the hyperbolic length of the path given by 71 (t) = i(a 4- (b — a)t) G T is given by
^(71)

=

1
[
Jo
f1
Jq

yo2 + (b_a)2^
a 4- (b — a)t
b—a
a + (b- aft dt

= ln(a4-(b-a)t)|o

= ln(a 4- b — a) — In a

This path, 71, is the path on the y-axis that joins z\ and z2. Hence we see that h(7i) =
In (“) = inf H, where H = {h(7)|7 G T}. This means that p(zi,z2) is given by the length
of the hyperbolic segment that is part of a line that is orthogonal to the real axis R.

Now suppose that zx and z2 are arbitrary points in H and that L is the unique
Euclidean circle or line orthogonal to the real axis R that passes through those two points.
Then by Lemma 2.7 we know that there is a transformation T G PSL(2, R) that maps L
onto the imaginary axis. Thus by our previous argument and the fact that T is an isometry

we reach our conclusion.
This theorem has two useful corollaries, as we shall see.

□

12

Corollary 2.9. Let z,w Gli. Then there exists a unique geodesic that passes through them

and the hyperbolic distance between z and w in TL is the hyperbolic length of this unique
geodesic. We denote this geodesic as [z, w].

Corollary 2.10. Let z,w G.H. Then p(z,w) = p(/,£) +

if an& only if%G [*> w].

Now we can prove the following important result.
Theorem 2.11. Let T G PJ9L(2,1R). Then T maps geodesics onto geodesics in H.

Proof. Let z.w G H such that z / w. Let £ G [z, w]. Then by Corollary 2.10 we see that

p(z,w) = p(ztg)'+ p(£,w). Since T is an isometry, then p(T(z),T(wf) = p(T(z),T(£)) +
p(T(£),T(w)). Using Corollary 2.10 again we conclude that T(£) G

maps geodesics onto geodesics.

2.5

T(w)]. Thus T
□

The Distance Formula
We have seen that hyperbolic geometry has a distance function. However, we

have yet to derive a formula that will allow us to calculate the distance between two points.

The following theorem illustrates the many useful formulas that can used to calculate the

distance between two points.
Theorem 2.12. Let z,.w G Tl. Then

(2-3)
(2.4)
(2-5)
(2-6)
(2-7)
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The five statements above are equivalent. We will show how to derive the first
statement and refer the reader to [JS87] for the rest. We will require a few lemmas and a
definition first.

Lemma 2.13. Let zi,wi G TL, where z\ f wi. Let L be the hyperbolic line passing through
zi and wi, with the endpoints of L, z2 and w2, lying onRu{oo}. Suppose that zy G [z2,wi].

Then there exists a unique T G PSX(2,R) such that T(z2) = Q,T(w2) = oo,T(2i) = i, and
T(wi) — ri, where r > 1.

Proof. Assume that neither z2 or w2 is oo and without loss of generality, that z2> w2. We
define S as follows,

z — z2
z — w2
Clearly S G PS7(2,R) and S(z2) = 0 and Siwf) ~ oo. Thus S maps L onto the imaginary
axis. Note that if S(zi) = ki, then the required transformation will be T(z) =

€

PSX(2,R). Since there is only one fractional linear transformation [JS87] that maps three
points to three points in C, we see that T is unique. Finally note, that since z\ G [z2, wi],
then i G [0,T(wi)], thereby showing that T(wi) ~ ri, where r > 1.

□

Definition 2.14. Let 21,22,23,24 G CU{oo}. Then the cross ratio is defined by

(z;i,z2-,z3,z4) =

(*1 - ^3)^2 ~ M
fa ~ *4) fa - z3) ’

(2-8)

Lemma 2,15. Let zi,wi,z2, and w2 be defined as in Lemma 2.13. Then the cross ratio

(wi, 22; 21, w2) is invariant for any T G PSL(2, R). That is

(T(wi),T(22);T(2i),T(w2)) = fai,z2;z1,w2').

Proof. Since any element of PS'7(2,R) maps geodesics onto geodesics in C, then this result

follows from the invariance of the cross-ratio under fractional linear transformations [JS87].

□
Lemma 2.16. Let z,w CH. Then

z—w
z—w

T(z)-T(w)

T(z)-T(w)

(2-9)
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Proof. Let T(z) =

6 P5L(2,R). Then we see that T!(z) ~

and |T'(w)| =

= |T'(w)|. Thus
|T'(z)T'(w)|1/2 =

1
= |T'(z)T'(w)|1/2.
(cz + d)(cw + d)

Also note that

az + b aw + b
cz + d cw + d
adz + bcw — adw + bcz
(cz + d)(cw + d)
z—w
(cz + d)(cw + d)
|z-w||T'(z)T(w)|1/2.

PW-TWI =

Thus
z—w
z-w

\z — w|
\z — w|
|T(z)-T(w)| |T'(z)T'(w)|V2
T'(z)T'(w)|V2 |T(z)-T(w)|
T(z) - T(w)
T(z)-T(w) ■

□
Now let z, w G TL and let the hyperbolic line L that joins z and w have endpoints

w2 in RU {oo}, chosen such that z lies between z2 and w. We will thus denote rj(z, w) =
(w,Z2\z,w2)- Thus if r > 1 we see from Lemmas 2.13 and 2.15 and the definition of the
cross-ratio that

=

(w,z2:z,w2')

= (ri, 0;2,,oo)
= r.
Thus, using Lemma 2.13 and a result from Theorem 2.8 we see that p(z,w) = lnr =

ln7?(z,w).
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then we see by Lemma 2.16 that

r(z,w)

= r(T(z),T(w))

= r(i,ri)
i — ri
i-hri
r—1
r+1
eP(z,w) _ |
“ ep(z,w) + 1 •
Hence since
p(z,w} _

1 — t(z,w) ’

we see that
p(z,w)/

= In

|£z~
—w
w|.
z—w

, \z — w| + \z — w|
= in j
_
-■
Iz — wl — \z — w

Thus we have proved statement (2.3) from Theorem 2.12.

A very interesting result that we obtain from being able to define a distance
function is the following.

Theorem 2.17. The topology induced by the hyperbolic metric is the same as the topology

induced by the Euclidean metric.
We will explore an example to determine the reason that this statement is true.

Suppose that we are asked to find the hyperbolic circle with center i and radius e. Then

16
the set that we have described is the following,

X = {z G 7/ : p(z, i) = e}
= p G H : sinh
i)) = sinh Qe) j
=
=

'G H : sinh2

a)'). = sinh2 Qe) j

peW:kir=sinh(b)}

=

G H : x2 + y2 - 2y + 1 = 4y sinh

=

G H : x2 4- y2 + 1 = 2y ^2sinh

j
+ 1^ }

—

{z G H : x2 + y2 + 1 = 2y coshc}

=

{z G 7/ : x2 + (y — cosh e)2 = cosh2 e — 1}

=

{z eH : x2 + (y~ cosh e)2 = sinh2 e} .

Note that this is a Euclidean circle with center (0, cosh e) and radius sinh e. This example
illustrates the following: every Euclidean circle is a hyperbolic circle, and vice versa. Thus
we note that fractional linear transformations map Euclidean circles to Euclidean circles,

any element in PSL(2,R) maps hyperbolic circles to hyperbolic circles, and every Euclidean

circles is a hyperbolic circle [JS87]. Thus the family of all open Euclidean discs coincides

with the family of open hyperbolic discs and we obtain our theorem.

2.6

Angles, Triangles, and Hyperbolic Area
We start this section by defining an angle in hyperbolic geometry.

Definition 2.18. The angle between two hyperbolic lines in TL is defined to be the angle
between their tangents at the point of intersection. If two hyperbolic lines intersect at a
point of KU {oo}, we say the angle has measure zero.

We will define the hyperbolic area using our metric, ds =

; and then

present a formula that can be used to calculate the area of hyperbolic triangles. An inter

esting and useful result. [Kat92] is that any transformation of PSL(2,K) preserves angle
measure and their orientation. Another important definition and result follow.
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Definition 2.19. Let E C TC. The hyperbolic area of E, denoted by p{E)} is defined by
the following integral

<s“>
if it exists.
Theorem 2.20. Let ECU. The hyperbolic area of E is invariant for all T E PSL(2,W}.

That is

pfiT(Ef) = p(E)> for all T E PSL(2,Wj.

Proof Let z = x + iy EH and let T(z) —

G PSL(2, R). Also, let w ~ T(z) =u + iv.

Noting that T(z) is analytic [JS87], then the Cauchy-Riemann Equations tell us that

Thus calculating the Jacobian we obtain the following,

d(u,v)
d(x, y)

du
Hx
dy
dx

du
dx
du
dx

du
Uy
Ov
dy

dv
dy
du
dx

/duV
J

du dv
dy dx
/ dv\
\ dx)

(dv\2

+ (th:)

dr 2
dx
dT 2
dz
1
(cz 4- d)4'
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Figure 2.1: A hyperbolic triangle in the upper half plane.

Recalling from the proof of Theorem 9 that |^| =
M(T(E))

=

[[
J JT(E)

_

we see that

v

f f d(u,v) dx
J Je d(x,y)
v
/ /e (cz

+ d)4

nf dxdy
= W

□

Now that we have established that the area (if it exists) of E C TI is invariant,
we can begin defining w shapes ” for our geometry. Thus we define a hyperbolic triangle as

follows [BEG99].

Definition 2.21. Let zi,z2, z3 € TI such that all three points do no lie on the same hy
perbolic line. A hyperbolic triangle is the shape formed when you join these points with

hyperbolic segments (see Figure 2.1).
These hyperbolic triangles have hyperbolic segments of finite length since zi, z2, Z3 6
Tt. Also of interest will be hyperbolic triangles that have one (simply asymptotic), two (dou

bly asymptotic), or three (trebly asymptotic) vertices on R U {00} (see Figure 2.2). We

will refer to these as asymptotic triangles. Note that asymptotic triangles have “sides” of

infinite length.
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Figure 2.2: Simply, doubly, and trebly asymptotic hyperbolic triangles.

Figure 2.3: A hyperbolic triangle with a vertex at the point at infinity.

The area of any of these triangles is given by the Gauss-Bonnet formula. Note
that it illustrates that the hyperbolic area of a hyperbolic triangle depends only on the

measure of its angles.
Theorem 2.22. (Gauss-Bonnet). Let E be a hyperbolic triangle. Let the measure of its

angles be given by a, fl, andg. Then
pfE) — 7T - (a + /J + 7)-

(2.11)

Proof. Case 1. We first consider an asymptotic triangle, E, with a vertex at the point

at infinity. Thus the edges of this triangle are two vertical lines that meet a Euclidean
semicircle (see Figure 2.3). By a series of translations and dilations of, the form of T(z) —
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z-\-k and S(z) = Xz, where k, A G R and A > 0, we can assume that the Euclidean semicircle
has center 0 and radius 1.

Since these transformations are elements of PSL(2, R), then by Theorem 2.20
the hyperbolic area of E is not changed. Furthermore, the measure of the angles and
their orientation is preserved [Kat92]. Thus assuming that the two vertical lines have the
equations x = a and x = b and using basic geometry we can calculate the area of E as

follows (note that cos fl = b and cos(7T — a) = a),

dy

dx
x/1 — x2
sin# ,n
, .
. ,n
.
/
—:—- dv, substituting x = cos#, (0 < 0 < 7r)
H-a sin 0
-0| it—a

= 7F — a — fl.
Now consider a simply asymptotic triangle, E, with one of its vertices in the real
number line. By applying a transformation of PSL(2, R) we can map the vertex on R

to the point at oo without changing the area or the measure of the angles of E. Thus

p(E) = 7r — a — fl if the two nonzero angles of E are a and fl. Similarly, if E is a doubly

asymptotic triangle with two vertices on the real number line and the third vertex not on
R U {oo}, then we can again map one of the points on the real number line to infinity and
our previous result holds again.

Case 2. Assume that E is not asymptotic, that is, it has no vertices on R U
{oo}. We will assume.that none of its edges are vertical since we can apply an element of

FS£(2,R) without affecting the area and measure of the angles and create such a triangle.

We will denote E as the hyperbolic triangle ABC, with the angles a, fl, and 7 corresponding
to the vertices A, B, and C (see Figure 2.4).

Note that the segment AB can be extended so that it meets the real axis at a

point, which we will denote D (see Figure 2.5). We also know that there exists a unique
geodesic CD. Thus we have two asymptotic triangles, Ei, denoted by ADC, and E2,

denoted by CBD. We will also denote the angle BCD by 0 and note that the angle DBC
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Figure 2.4: A non-asymptotic hyperbolic triangle.

Figure 2.5: Extending segment AB to the real axis.
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is 7r — /?. Since E = Ei — E2 and since E± and E2 are asymptotic we can apply the result

of Case 1 to find the areas of E\ and E2. Thus we see that
p(E)

= ^(Ei)-^(B2)
=

(?T - a - (7 4- 0)) - (-7T - 0 - (7T - /?))

= 7r — a — 0 — 7,

as desired.

□
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Chapter 3

Fuchsian Groups
3.1

Introduction
In addition to being a group, P5X(2,R) is also a topological space [JS87]. We can

identify each element T(z) =

of P5L(2,R) with, the point (a,b,c,d) 6 R4. In fact,

SL(2,R) can be identified with the subset of R4 given by X = {(a, b, c, d) G R4 : ad — be =

1}. If we define J : X —> X as 6(a, b, c, d) — (—a,—b,—c,—d), then we see that 5 is a

homeomorphism. If we take <5 together with the identity, they form a cyclic group of order
two acting on X. Thus we can topologize PSL(2,R) as the quotient space. Since it can be
shown that matrix multiplication and the taking of inverses are continuous operations, we

conclude that PS£(2,R) is also a topological group [Kat92].

We can also topologize the isometries of H [Kat92] and thus we are ready to define
a Fuchsian group.

Definition 3.1. A subgroup of Isom('H) is called discrete if the induced topology on it is a

discrete topology.
Definition 3.2. A discrete subgroup of IsomlfH) is called a Fuchsian group if it consists of

orientation-preserving transformations.

Note that this implies that a Fuchsian group is a discrete subgroup of PSL(2,R).

Although there exist a wide variety of Fuchsian groups, there are only a few examples that
can be written down explicitly. We begin by giving a few examples and continue by defining

certain terms afterward.
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It is possible to classify all of the elements of PSL(2,R) by their trace (Section
3.3). Our first examples of Fuchsian groups are thus the cyclic groups generated by the

three types of elements contained in PS7(2,R). Hyperbolic cyclic groups are generated by

hyperbolic elements of PSX(2,R), such as T(z) = Xz, where A > 1. Parabolic cyclic groups
are generated by a parabolic element of PSL(2, R), such as T(z) = z 4- k, where k / 0.
Finally, groups generated by elliptic elements, such as T(z) = — | are Fuchsian groups if

and only if they are finite. We will prove these assertions in Section 3.3.

There also exists another well-known Fuchsian group with a more complicated
structure: the modular group. This group, denoted by PSX(2,Z) consists of elements

of PSL(2, R) where a,b,c,d G Z. We will study this group in Chapter 4. Sometimes
Fuchsian groups are constructed using geometric techniques. We will also discuss how we

can construct triangle groups and use these to create our tessellations.

3.2

Properly Discontinuous Groups
It will be shown in this section that subgroups of PS'L(2,R) are Fuchsian groups

if and only if they act properly discontinuously on H. We begin with definitions and a few
lemmas. Let G be a group of homeomorphisms of a metric space X, where X is a subset

of C U {oo}.

Definition 3.3. The Mobius transformations mapping X onto itself form a subgroup of
PGL(2, C). We call this subgroup, the stabilizer of X, and denote it as Gx •

Definition 3.4. Let x G X. Then the G-orbit of the point x is the family G(x) = {g(xf :
5GG}.

Note that each point of G(x) is contained with a multiplicity equal to the order
of the stabilizer of x in G. We will denote this stabilizer as Gx.
Definition 3.5. We say that G acts properly discontinuously on X, if each point x G X

has a neighborhood V such that g(V) A V

Lemma 3.6. Let

zq

0 forgtG, implies that g(x) = x.

cH be given and let K be a compact subset ofH. Then the set
E = {Te PSX(2,R) : T(z0) G K}

is compact.
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Proof. Recall that PSL(2, R) can be topologized as a quotient space of 5L(2,R). Thus we
can define a continuous map q : S£(2,R) —> PSL(2,R) by q(A) = T, where

.
( a b \
az + 5
A= I
I and T(z) =------[c d)
}
czA-d
We would like to show that

El = {A G SL(2,R) : T(zQ) e K}
is compact and thus conclude that E — q(Ef) is compact. We will thus show that E\ is

closed and bounded when regarded as a subset of R4, and thereby compact.
/ a 6 \
.
We begin by identifying
I E E\ with (a, b, c,d) G R . We can define a
\c dJ
continuous map [3 : SL(2,R) —> H by /3(A) — q(A)(zQ) = T(zq). Since Ei = ^(K} and
K is closed, then E± must closed. We will now show that E\ is bounded.
Note that since K is bounded then there exists Mi G R such that

azo + b
< Mi
czo + d

for all

G Ei, As K is also compact in 77, there exists M2 > 0 such that

Im

> M2.

Recall, that since ad — be — 1, then from the proof of Theorem 2.3, Im
and

Thus we find that
\azo 4- d\

<
<

and we can conclude that a, b, c, and d are bounded. Hence E is compact.

□

26

Corollary 3.7. Let z E H and let K be a compact subset of'H. If T is a Fuchsian group

then
{T € r : T(z) E /<}
is finite.

Proof. By our previous lemma (Lemma 3.6), this set is compact. Since this set is a subset
of a Fuchsian group, then it is also discrete. Thus it is finite [JS87].

□

Lemma 3.8. Let V be a subgroup of PSL(2,R). If T is a Fuchsian group, then T acts
properly discontinuously on H.

Proof. Let z E H and let Be(zo) be a closed hyperbolic disc with center

zq

and radius e.

Since the topology induced by the hyperbolic metric is the same as the topology induced
by the Euclidean metric (Theorem 2.17) we see that Be(z0) is compact. By Corollary 3.7,
the set {T € r :

T(zq)

e

Be(7o)} Is finite. Thus we see that there exists 5, 0 < 5 < e, such

that Be(zo) contains no other point on the T-orbit of

zq.

Now let V = B$/2(zo). Then if

V A S(V) 7^ 0 for some S E T, there exists z E V such that S(z) E V. Thus we see that
P(z,zq) <

| and

p(S(z),zq)

By the triangle inequality we see that

<

p(z0,S(z0))

< p(zo,S(z))+ p(S(z),S(z0))

= p(z0,S(z)) + p(z,z0)
<

- + - = <5.
2 2

By the definition of <5, we must have that

S(zq) =

zq.

Thus T acts properly discontinuously

on H.

□

Lemma 3.9. Let T be a Fuchsian group and let

zq

E TL be fixed by some element ofT.

Then there is a neighborhood W of zq such that no other point of W is fixed by an element
ofV (other than the identity, of course).

Proof. Suppose that S E T and S

a neighborhood V7 of

zq,

I. Let

zq

be fixed by 5. Then by Lemma 3.8, there is

such that S(W) nW ^0 implies that

S(zq)

— z0. Now suppose

that wo is fixed by T E F, where T 0 I. Thus we see that T(W) PlW^ty. Hence by

definition this means that T(zo) = Zo- Yet, since an element of P5L(2,R) can fix at most

one point in TC [JS87], then

wq

=

zq.

□
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Theorem 3.10. Let T be a subgroup of PSL(2,R). Then F is a Fuchsian group if and

only ifT acts properly discontinuously on 'H.
Proof. By Lemma 3.8 a Fuchsian group acts properly discontinuously on H. Thus we are

left with proving that the converse is true. That is we must show that a subgroup, T, of
PSL(2, R) that acts properly discontinuously on H must be discrete. Suppose that T is not

discrete. Then we choose p € H that is not fixed by any non-identity element of F. Note
that Lemma 3.9 guarantees that such points exist. Since F is not discrete, then there exists
a sequence (Tfc) of distinct elements of T such that Tk —> I as & —> oo. Hence T(p) —> p

as k —> oo and since p is not fixed by any non-identity element of T, (Tfc(s)) is a sequence
of distinct points. Thus every neighborhood of p contains other points in the T-orbit of p.

Hence F does not act properly discontinuously on 7Y, a definite contradiction. Therefore,

T is a Fuchsian group.

□

Corollary 3.11. Let T be a subgroup of PSL(2,R). Then P is a Fuchsian group if and
only if for all zth. T(z), the P-orbit of z, is a discrete subset ofH.

Proof. Let T(z) be a discrete subset of H. Then there exists e > 0 such that the open
hyperbolic disc Be(z), with center z and radius e, contains no other point of T(z). Thus
if we let V Q

then by the arguments in the proof of Lemma 3.8, T must be a

Fuchsian group.
Now suppose that F is a Fuchsian group. By Theorem 3.10 we know that T acts

properly discontinuously on H. Thus every orbit T(z), where z e 7/ is discrete in TL.
□

3.3

Cyclic Subgroups of PSL(2,R)
It is possible to distinguish the elements of PSL(2, R) by the trace of the associated

matrix. We will define a function Tr : PSL(2,R) -> R by Tr(T) = |ir(A)|, where A is the

associated matrix of T. We find that we can classify the elements of PSX(2,R) into three
types and that these three types are determined by their fixed points. Recall that a fixed

point of a transformation is point z such that T(z) = z. Thus if we let T e PSL(2,R) we
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see that
az + b
cz + d
cz2 + dz

z

az + be
0

cz2 + (d — a)z — b

z

—(d — a) ± \/(d — a)2 4- 4bc
2c

Hence the discriminant, (d — a)2 4- 4bc, determines the number and type of fixed points of
T. Note that (d - a)2 4- 4bc = (a + d)2 - 4 = (Tr(T))2 - 4.

Thus if |Tr(7)| > 2 we see that this transformation has two fixed points that
are on RU {oo}. The associated matrix of this transformation is also diagonalizable over
( X 0 \
R to a unique matrix
, where W 1 [Kat921. Note that if T fixes oo, then
\ o

T(z) — 2Z + 3 = az +

z ~

i/A y

where a = § and 0 =

Thus the second fixed point would be

An example of this type of transformation would be T(z) = 2z and note that

0 and oo are its two fixed points. Parabolic elements of P5£(2,R) are transformations

T such that |Tr(T)| = 2. These elements fix only one point on Ru {oo}- If a parabolic
element fixes oo, then it is of the form T(z) = z 4- k,k e R. Examples include z h->

z

4-1

and zv^ z — 1. If a transformation T G PS'L(2,R) is elliptic, that is |Tr(T)| < 2, then its
/ cos 0 sin0 \
associated matrix is conjugate to
I [Kat92J. Although elliptic elements
1 — sin 0 cos 0 /
fix two points in the complex plane, only one of them is in 'H. We can now verify some

assertions that were made in Section 3.1. We start with the following definition and lemma.
Definition 3.12. Let G be any group and let g G G. Then the centralizer of g in G is

defined as
Cg(9) =

{h C G : hg — gh}.

Lemma 3.13. Let S,T G FS'L(2JR). If ST == TS, then S maps the fixed point set ofT

to itself.
Proof. Suppose that T(p) — p. Then
5(p) = S(T(p))

Hence, T also fixes S(p).

□
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The following two theorems are proved in [Kat92] but the following discussion
should assure us of their validity. It can be shown that parabolic elements have two con

jugacy classes, z t—> z 4- 1 and z

z — 1 [JS87]. Thus, considering the parabolic element

T(z) = z + 1 let us determine its centralizer. Note that oo is a fixed point of T. Thus, if

SG

Cpsl(2^T\

then S(oo) = oo. Hence S(z) = az 4- b, where a, b G R. Since ST = TS,

some calculations show us that a = 1 and we conclude that

CpSL(2,R)(T) = {z f-> z 4- k : k G R}.

Now, taking a hyperbolic element of PSL(2, R), such as T(z) = Xz, where A > 0 and A / 1
we consider S G

Cpsl&j^T).

It can be shown through direct calculations that S(z) = pz,

where p > 0 [JS87]. Finally, we look at the centralizer of an elliptic transformation, but to
ease our calculations, we consider this transformation in the unit disc, C. If T(z) = e^z,

then T fixes zero, and if 5 G

Cpsl(2,tjheri

we can show that S(z) = eiez, where

0 < 0 < 2tt [Kat92], Hence these observations lead us to the following two theorems.

Theorem 3.14. Let S,T G PSL(2, R) such that neither is the identity element. Then,
ST = TS if and only if they have the same fixed-point set.
Theorem 3.15. Let T G PSL(2, R) be a hyperbolic (parabolic, elliptic, respectively) el

ement. Then CpsifatytT') consists of all hyperbolic (parabolic, elliptic, respectively) ele
ments with the same fixed point set, together with the identity element.

The following two lemmas will be useful in showing that Fuchsian groups generated

by the same type of element are cyclic.

Lemma 3.16. Let T be a non-trivial discrete subgroup of R under addition. Then T is

infinite cyclic.

Proof. Since T is a discrete subgroup of the real numbers then there exists a smallest
positive x G F and we see that {nx : n G Z} is a subgroup of F. Let y G F such that y ^nx
for any n 6 Z. Assuming y > 0 (we take -y G T if this is not the case), then there exists
an integer k > 0 such that kx < y < (k 4-1)$. Thus we see that 0 < y — kx < x. Note

that y — kx G F, but this contradicts our choice of x. Thus y = nx for some n G Z and F
is infinite cyclic.

□

Lemma 3.17. Let F be a discrete subgroup of S1, under complex number multiplication.

Then T is finite cyclic.
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Proof. Since F is discrete, then there exists z —

& T with the smallest positive argument

0o- Since this argument is the smallest, then there exists m G Z, such that m0o = 27T.

Otherwise this would contradict the choice of

0q.

Hence F is a finite cyclic subgroup of

□

S1.

Theorem 3.18. Let T be a Fuchsian group such that all of its non-identity elements have

the same fixed-point set. Then T is cyclic.
Proof. Recall that the fixed-point set of an element in PST^R) defines its type. Thus,
since T contains elements with the same fixed point set, then these elements must be of

the same type. Let’s start by assuming that T is made up of hyperbolic elements. We can
choose a conjugacy group [Kat92] and thus assume that 0 and oo are fixed by some element

S € T. Thus T is a discrete subgroup of H = {Xz : X > 0}. Note that H is isomorphic as a
topological group to R*, the multiplicative group of positive real numbers, [JS87] and R*
is isomorphic as a topological group to R via the isomorphism a;

lnx. Thus by Lemma

3.16, T is infinite cyclic.

Now consider T as a,discrete subgroup made up entirely of parabolic elements.
By similar argument we can show that T is an infinite cyclic subgroup of P5L(2,R). Now

suppose P contains an elliptic element. In the unit disc, T is a discrete subgroup of the
orientation preserving isometries of C. We can again choose a conjugate group such that

all the elements of T fix 0 [Kat92]. Thus the elements of T are of the form T(z) = e^z.
Hence, T is isomorphic to a subgroup of S1. Since T is discrete if and only if this subgroup

of S1 is discrete, we see by Lemma 3.17 that T is finite cyclic.

□

Note that this last sentence of the proof implies the following corollary [JS87].
Corollary 3.19. An elliptic element of a Fuchsian group has finite order.

Finally, we can also show the following.

Theorem 3.20. Every abelian Fuchsian group is cyclic.
Proof. Note, if T is an abelian Fuchsian group, then by Theorem 3.14 every element of T
has the same fixed point set. Hence by Theorem 3.18 T must be cyclic.

□
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Chapter 4

Fundamental Regions
We will define a fundamental region in this chapter. These regions and their
images will form the tessellations that we will study. We will also discuss a few techniques
that will allow us to construct these regions and give some examples. We begin by defining
a fundamental region in a very general sense. As before, let X be a metric space and G be
a group of homeomorphisms acting properly discontinuous on X.

Definition 4.1. A closed region F C X is defined to be a fundamental region for G if
1. {jTeGT(F)=X and

2. int F A T(int F) = 0 for allT € G — Id
The set QF = F — int F is called the boundary of F. The family {T(F)

:TeG}

is called

the tessellation of X.
It can be shown that any Fuchsian group possesses a connected and convex fun
damental region [Kat92j. One way to construct such regions follows.

4.1 The Dirichlet Region
Consider an arbitrary Fuchsian group, which we shall denote as F. By Lemma 3.9

we can find a point p G H such that it is not fixed by any element of T — Id. Now let us
define a Dirichlet region.
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Figure 4.1: A perpendicular bisector of [^1,^2]-

Definition 4.2. Let I be a Fuchsian group and let p G 77 be an element that is not fixed

by a non-identity element off. Then the Dirichlet region for T centered at p is defined as
DP(T) ={zeH: p(z,p) < p(z,T(p)) for all T G T}.

(4.1)

Note that since distances are preserved by the elements of PS'L(2,R), we can also
define this region as

Dp(F) = {z G H : p(z,p) < p(T(z),p) for all T G T}.

(4.2)

Thus we can try to find this region as follows. Consider a fixed transformation T\ G

PSL(2,R). Then
{zen-. p(z,p) < p(z, 2i(p))}

(4.3)

is the set of points z which are closer to p than to 2i(p) in our hyperbolic metric. In order
to better describe this set let us construct the unique geodesic (p,Ti(p)]. The hyperbolic

midpoint of this segment would be the point m G [p, Ti(p)] that is the solution to the

equation

pfa?) =X^71(?))-

(4-4)

We can now define the perpendicular bisector of a hyperbolic segment.
Definition 4.3. A perpendicular bisector of the geodesic segment [z^, z2] is the unique
geodesic through m, the midpoint of[zi,z2], orthogonal to [zi,z2] (see Figure 4.1).

Lemma 4.4. A line given by the equation
P(*>*1) =
is the perpendicular bisector of the geodesic segment [21, z2].

(4.5)
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Figure 4.2: A half-plane, Hp(Ti), created by the perpendicular bisector of Lp(Tf).
Proof. Note that we can assume that zi — i and z2 = ir2, where r > 0. Since p(zi,Z2) =

ln(r2) = 2 ln(r), then a solution to p(z, zf) = p(z, z2) on the imaginary axis is w = ir. Thus

the perpendicular bisector is given by the equation |z| = r.

□

We shall denote the perpendicular bisector of the geodesic segment [p,

(p)J by

Lp(Ti). Note that Lp(Ti) divides Ti. into two half-planes. We shall denote the half-plane

described in (4.3) by Hp(7i) (see Figure 4.2). Thus, by our definition

DP(T) =

P|

HP(T).

Ttr-{Id}

Note that this is a hyperbolically convex region [Kat92].
Theorem 4.5. Let T be a Fuchsian group and let p ETC. If p is not fixed by any element

off- {Id}, then DP(T) is a connected fundamental region for T.

Proof. Let z Eli and let T(z) be its F-orbit. Since T(z) is a discrete set, there exists

zo G r(z) such that p(zo,p) is the smallest. Thus p(zo,p) < p(T(zo),p) for all T E T. Note
that by (4.2),

zq e

Dp(T). Hence _Dp(F) contains at least one point from every T-orbit.

Now we will show that if z\,z2 E int Dp(Fj, then they cannot lie in the same F-

orbit. Note, that if p(z,p) = p(T(z),p) for some T E T — {Id}, then p(z,p) = p(z,T_1(p)).
Thus by definition z E ^(T"1). This implies that either z

Z?p(r) or z E dDp(V). Hence

if z E int Dp(r), then p(z,p) < p(T(z),p) for all T E T - {Id}. Note then, that if two

points, zi and z2, lie in the same T-orbit, then p(zi,p) < p(z2,p) and p(z2,p) < p(zi,p).

But this is a contradiction. Hence the interior of Dp(F) has at most one point in each
F-orbit. Since ZJp(F) is an intersection of closed half-planes, then it is closed and convex.
Therefore, DP(T) is path connected, which implies that it is connected.

□
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Figure 4.3: The fundamental region F = {z G H : |^| > 1 and |Re (z)| < |}.
Example 4.6. Let T = PSL(2, Z), the modular group. Note that p = ki, where k >

1, is not fixed by any non-identity element of T.
1 and |Re (2)| <

We claim that F = {z € Tl : |z| >

is the Dirichlet region for F centered atp (see Figure 4.3) [Kat92f.

Proof. First note that it can be shown that SL(2,%) is generated by
A=

0 -1

1

0

and B =

0 -1
1

1

[Mag74]. Thus it is not quite difficult to show that 57(2, Z) is generated by

-1

1

1

0

0

1

Since P57(2, Z) = 57(2, Z)/ ± Z, we see that T =< T,5 >, where T(z) — z 4- 1 and

5(2) = —

Note that 7P(T) is the vertical line x = | and 7p(T”1) is the vertical line

x = —Thus HP(T) = {2 G H : Re (2)

< |} and Hp(T~y) = {z G H : Re (2) >

We also note that 7P(5) = {2 G H : |z|

= 1},thus Hp(5) = {2 € H : |z| > 1}. Hence

F — Hp(T) A ZZ^fT"1) A HP(S) and by definition 7;,(F) c F.
Now we just have to show thatF C Z)p(r) so we will assume that DP(T) f F.

Thus there exists a point 2 G int F and

h G Tsuch that h(z) G int F. Let h(z) =
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where a, b, c, d € z and ad — be = 1. Since z G int F, then \z\ > 1 and Re (z) > —
|cz 4- d|2 =
=

thus

\cx + ciy 4- d\
(ex + d)2 + c2y2

= c2x2 + 2cdx + d2 + c2y2
= c2(x2 + y2) 4- 2cdx + d2

= c2|z|2 + 2Re (z)cd 4- d2

> c2 + d2-\cd\
= c2 — 2|cd| 4- d2 4- |cd|
=

(|c| - |d|)2 + |cd|.

Note then, that (|c| — |d])2 4- |crf| G Z and since ad — be = 1 implies that both c an d are

not zero, then (|c| — |d|)2 4- |cd| is also a nonzero lower bound. Thus (|c[ — |d|)2 4- \cd\ must
be at least 1, which means that \cz 4- d| > 1. Thus from the proof of Theorem 2.3 and the
last sentence

Im h(z)

_

Im z
\cz 4- d|2
> Im z.

Now let w = h(z). By assumption w G int F and h-1(w) G int F, where h-1 G T

since T is a group. Thus repeating the argument above, we can show that Im h~1(w) <

Im w. This means that Im z < Im h(z), thereby implying that Imh(z) = Im z. Thus
\cz 4- d\ = 1, which is a contradiction. Thus DP(L) = F.

□

Example 4.7. Let T =< T >, where T(z) = Xz, X G R+ and A / 1. Note that p = i is

not fixed by any non-identity element ofT. We claim that F = [z G 7Y : -7= < |z| < x/X}
is the Dirichlet region for T centered atp (see Figure 4-4)Proof. To find LP(T) we let ki be the midpoint of p = i and T(p) = Xi. Without loss of

generality we can. assume that 1 < k < X. Thus Lp(T) = {z G

: [z| = fc}. By the proof

of Lemma 4.4 we see that k — VX and the perpendicular bisector of [p,T(p)J is |z| ~ y/X.
Thus Hp(T) = {z

: |z| < \/A} since p G {z G H : |z| < \/X}.

In similar fashion, since T~1(z) =

we can show that J7p(T_1) = [z e H : |z| >

^}. We let mi be the midpoint of p = i and T-1(p) = fy. Note that since 1 < X, then
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Figure 4.4: The fundamental region F = [z G H :

< |z| < \/A}.

| < m < 1. -Again by the proof of Lemma 4.4 we see that k = ^=~. Thus Lp(T~]) = {z G
H : |z| = ^=} and

= {z G H : |z| > A=}. Since F = Hp(fT) Cl Hp(T_1) we see

that by definition that Pp(r) C F.
Now let’s assume that DP(F) 7^ F. Then by definition, there exists z G int F and

h G T such that h(z) e int F. Let h(z) = Anz, where n G Z and n / 0. Since z G int F,

then

< |z| < \/X. Since both A and |z| are positive values then we see that

Since h(z) G int F, then we also see that

< \z|2 < A.

< |Anz| < \/X, or A_l_2n < |z|2 < A1_2n. But

if n 7^ 0 we reach a contradiction. For example, if n = 1, then the fact that h(z) G int F

implies that A-3 < |z|2 < A-1. But this is not true. Thus DP(T) = F.

4.2

□

Constructing Triangle Groups
To create a tessellation in ft we will use a technique that allows us to create

Fuchsian groups from given hyperbolic triangles. We will describe this technique and show

how the transformations that tessellate 7Y with these triangles form a group. In the course
of our discussion we will introduce a new type of transformation that is analogous to a

reflection about a line in euclidean geometry. We will call this transformation an inversion
and although it is a non-conformal transformation, it will lead us to describe our Fuchsian

group, referred to as a triangle group. We begin our discussion with the following lemma.
Lemina 4.8. Let a,0,7 G R such that they are non-negative and satisfy a + 0 + 7 < 7r.

Then there exists a hyperbolic triangle with angles measuring a, 0 and 7 [JS87].
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Figure 4.5: Constructing a triangle given angles a, P, and 7.

Proof. Since it is not difficult to construct an asymptotic triangle, we will assume that none
of the angles have a measure of 0. Considering the fact that the sum of the angles is less
than 7r, we may assume that one of the angles, say a, satisfies the inequality 0 < a <

We

choose one vertex of the triangle to be at the point i and one of the sides of the triangle to
be on the imaginary axis above i. We will call this side, with vertex i, S. We can construct
a hyperbolic line passing through i that makes an angle of a with the imaginary axis. Let

M be a segment of this line to the right of the imaginary axis with an endpoint at i. Let P±
be any point on M. Consider the hyperbolic triangle with vertices at Pi,i, and 00. Note
that the angle at Pi varies from % — a to 0 as Pi moves along M from i to the real axis

(see Figure 4.5). Thus for some point Q the angle is p and P < ir — a.

Note that for each point point P between i and Q there exists a hyperbolic line

intersecting M at P forming an angle of measure p. The hyperbolic line passing through

P must also intersect the imaginary axis at some point R (which depends on the location
of P) such that R > i. This claim must be true since otherwise our triangle, A, would

contain angles whose sum would be greater than tt. Also note that as P approaches Q the
angle at H, say 7(P), approaches zero and as P approaches i the area of A also approaches
zero. Hence by the Gauss-Bonnet theorem /z(A) = vr — (a© P + g(P)) approaches 0, which

means that 7(P) approaches % — (a + p). Therefore there exists a point P between i and

Q on M so that 7(P) = 7, and we have constructed the desired triangle.

□

Now that we have concluded that given any three angles we can construct a
triangle with these angles, let us introduce a new type of transformation on the Euclidean
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Figure 4.6: An inversion in C.
plane.

Definition 4.9. Let C be a circle with center O and radius r} and let A be any point other
than 0. If A1 is the point on the line OA that lies on the same side of O as A (see Figure

4.6) and satisfies the equation
OA ■ OA' = r2
then we call Ar the inverse of A with respect to the circle C. The point O is call the center

of inversion and C is called the circle of inversion. The transformation Ic defined by
IC(A) = AfAe (C)-0

is known as an inversion in C [BEG99].

Note that an inversion in a circle is a self-inverse transformation. In fact “reflection
in a line can be regarded as the limiting case of inversion in circles of increasing radii”

[BEG99]. Thus the term inversion will mean either reflection in a line or inversion in a

circle. It can also be shown that the following theorem holds [JS87].

Theorem 4.10. A hyperbolic reflection in Q is the restriction of a Euclidean inversion Q
to the upper half-plane.

We also see that every hyperbolic reflection is an anti-conformal homeomorphism
of H. Let

Qq

be the imaginary axis and note that map Aq : 2

—z is a hyperbolic
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Figure 4.7: Constructing a triangle group.
reflection. Thus if B is an anti-conformal homeomorphism of 7t we see that

RqB

= T is a

conformal homeomorphism of 7Y. Thus T G PS£(2,1R).
Now we will show how we can construct a Fuchsian group from inversions of a

hyperbolic triangle. Let

t

be a hyperbolic triangle with vertices wi,V2} and v'i'. and angles

~, and ~ at these vertices, respectively, where mi, m2, m3 G Z. Let the sides Mi,M2}
and M3 be the sides opposite the vertices, also respectively (see Figure 4.7). Let Pi be the

hyperbolic reflection in the hyperbolic line containing the hyperbolic segment Mi. Similarly,
let R2 and R3 be the hyperbolic reflections in the hyperbolic lines containing M2 and M3,

respectively.
Now let T* be the group generated by the hyperbolic reflections Pi,P2, and R3.

That is let T* =< Ri,R2,R3 >. Since Pi $ PS'£(2,R) then T* is not a Fuchsian group.

Consider the set of conformal transformations obtained as follows: T = T* A PSf£(2,R).

Note then that T* is the union of two T-cosets, for example T* = ruTPi. For if S G T*/r
then SPi is the composition of two anticonformal homeomorphism, thus SRi is conformal

and is an element of PSX(2,R). Also, SRi G T* so that SRi G T and S ~ (SRi)Ri G TPi.

Consider the triangle r. The image of r under the hyperbolic reflection Pi is the
triangle Pi(r) with sides Pi (Mi), Pi (M2), and Pi (M3). Note that since RiR2Rfx fixes

Pi(M2) pointwise, then PiP2Pf1 must be a hyperbolic reflection in Pi (M2). Thus we see
that PiP2P71(Pi(t)) =

RiR2(t).

If we continue in this manner we see that the hyperbolic triangles surrounding the
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vertex are t,Ri(t), RiR2(t),RiR2Ri(t), ..

•,

(RiR2)m3~1Ri(r). Note that since RiR2 is

a composition of two hyperbolic reflections fixing v3, then R = RiR2 can be considered a

hyperbolic rotation about v$ through an angle

and thus an element of PSL(2, R). Note

also that (Riffe)7713 = I.
It can also be shown [Mag74] that the set {T(t) : T G T*} forms a tessellation
of H. Now let p be any point of t. Then the r*-images of p are the corresponding points

of the other triangles of the tessellation and hence they form a discrete set. Thus, since
Ter* the T-orbit of each point of H is also a discrete set. Hence by Corollary 3.11, F is
a Fuchsian group. This type of Fuchsian group is referred to as a triangle group.
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Chapter 5

Visualizing Tessellations of the

Hyperbolic Plane
To visualize our hyperbolic tessellations we used Maple to create a series of proce

dures that will allow us to perform functions that we would expect of a hyperbolic geometry

software package. For example, given two points we should be able to calculate the distance
between them, draw the hyperbolic segment that connects them, or graph the hyperbolic

line through them. We should also be able to do this in either model of hyperbolic geom

etry. Of extreme importance to us will be the ability to draw a hyperbolic triangle given
three angles and to use a group of transformations from its associated triangle group so

that we are able to tessellate the plane.

5.1

Commands for the Upper Half Plane
We begin in the upper half plane, where given two points we should be able

to find the distance between them, graph the hyperbolic segment that connects them,

and graph the hyperbolic line between these two points. The names of these procedures
> hypDistance([[1+2*1, I] ]) ;
0.9624236498

Figure 5.1: Using the procedure hypDistance.
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> plotHypSegment([[1+2*1, I] ] >;

Figure 5.2: Using the procedure plotHypSegment.

are hypDistance, plotHypSegment, and plotHypLine. The input for the procedure

hypDistance is a list of complex points in the upper half plane. For example to find the
distance between the points 1 4- 2i and i we use the call hypDistance([[1+2*1,1]]) (see

Figure 5.1).
Similarly, to use the procedures plotHypSegment or plotHypLine, our input
is a list of complex points in the upper half plane. Thus the command plotHypSeg-

ment([[l+2*I,I]]) will produce the hyperbolic segment between 1 + 2i and i (see Figure

5.2) whereas the command plotHypLine([[l+2*I,I]]) will produce the geodesic between

l + 2z and i (see Figure 5.3). To produce multiple segments, say the segment between l + 2i
and i and the segment between 3 — 2i and —2 + 0.5i, we use the command plotHypSeg

ment ([[1+2*1,1], [3-2*1, -2+0.5*1]]).
Finally, the procedure plotHypTri will take a list of sets of three points in the

upper half plane and produce the triangles with the given vertices. Thus the command
plotHypTri([[I, 1+2*1, -2+3*1], [3, 2+3*1, 4+3*1]]) produces two triangles, one

with vertices z, 1 + 2z, and —2 + 3z and the other with vertices 3,2 + 3i, and 4 + 3i (see
Figure 5.4).
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> plotHypLine([ (1+2*1, X] ]) ;

Figure 5.3: Using the procedure plotHypLine.

> plotHypTriC [(I, 1+2*1, -2+3*1],

[3, 2+3*1, 4+3*1]]);

Figure 5.4: Using the procedure plotHypTri.
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> plotsogmentf l[0.5*O.G*I, 0,6-0.2*Z),

(-0.5*0,5*1, 0.5-0.5*11,

[-0.S, 0.51,

(-0.5*1, O.s|*XJl>;

Figure 5.5: Using the procedure plotSegment.

5.2

Commands for the Unit Disc
Similar commands have been developed to create hyperbolic segments, lines, and

triangles in the unit disc. In addition, a procedure that calculates distance in the unit disc

is included. Analogous to plotHypSegment, plotHypLine, plotHypTri, and hypDistance we have plotSegment, plotLine, plotTriangle, and hDistance, respectively.
Examples of these commands and their outputs are given in Figures 5.5 to 5.8.

5.3

Tessellating the Unit Disc
We decided to tessellate the unit disc by constructing a triangle group. Specifically

we will use as our example the triangle group generated by the angles f, f, and

We first

decided to create a procedure called findVert that produces the vertices of a triangle with

these angles where one of the vertices is (0,0), the second vertex is on the positive real axis,
and the third vertex is in the first quadrant of the unit disc (see Figure 5.9. Secondly we
created a procedure that takes these three angles and produces the transformations that

rotate the triangle around each of the vertices called findTYans. Thus if we apply each of
these transformations to the vertices we will obtain new vertices for a second triangle. This
application of the transformation is accomplished by the command transfm. See Figure

5.10 to see how these procedures work.
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> plotLine([[0.2, 0.4+0.4*1]1);

Figure 5.6: Using the procedure plotLine.

> p loVI'x'.i angle ( [(-0.5+0.1*1, 0,5-0.1*1, 0,5+0.4*1],[-0.2*1, 0.3-0.1*1, 0.2-0.6*XJ ]) ;

Figure 5.7: Using the procedure plotTriangles.

> hDistancefO.1,0.2);
0.1023972063

Figure 5.8: Using the procedure hDistance.
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Figure 5.9: Using the procedure findVert(3,7)2) and its associated first triangle.

>

Trani-Ctndtransd ,3,2J ;
J.01MW5
*1.
1 I 2O12K-2175
t,
-2012172175 ]* [
1.
-1.2M581323-157J1551711

>
>

1 I 0.4234838013 + C.7SiS314W 3 ft
H
ft
J,

n<jwvei-l:~transrsi(Iran[l), ver); vor:-[op(vor), newvarll;
nwtrl.«(0 4362754248,02703557353-d 13048733251,0 2>5<O7?2148)
w™ 110. ft£MS5S737$ + ft IJWB733M10265077245), [ft4%WM348.O.S707S573W-0.13MB733W L ««Q772s<MB|]
plotTriangle(ver);

Figure 5.10: Rotating our first triangle by %.
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