ABSTRACT Compressive sensing is a desirable technique to acquire and reconstruct signals at sub-Nyquist rates. Recently, several deep learning-based studies on solving the compressive sensing problem have been carried out, which dramatically reduce the intensive computational complexity of the traditional greedy or convex recovery algorithms and even improve the signal recovery performance. However, as the signal size increases, most of these methods recover signals block by block due to the large computational complexity and memory consumption, which usually imposes block effect on the recovered signals. To deal with this issue, in this paper, we apply a tensor decomposition method named Tensor-Train (TT) on the neural network, by which the number of parameters is reduced by a tremendous factor and the computational complexity is further decreased so that the large signals can be recovered as a whole. In particular, the TTdecomposition is jointly applied on a stacked denoising autoencoder (SDA) network called TT-SDA in this paper. The experiments indicate that the proposed TT-SDA network can preserve the reconstruction performance of the conventional SDA network and outperform the traditional methods, especially with low measurement rates. Meanwhile, it can also significantly reduce the computational complexity and occupied memory space, which becomes a time and memory efficient method in compressive sensing problem.
I. INTRODUCTION
The Nyquist sampling theorem is the traditional regulation of digital signal sampling, but the data size of the signal sampled based on which is relatively large as people's requirements for the resolving power of multimedia content such as images and videos become higher and higher. Thus, it gradually becomes difficult to storage and transmission. Since there are numerous signals that originally have much redundancy, and are sparse in time, spatial or a transform domain, compressive sensing (CS) [1] - [3] was proposed as an effective approach for acquiring the compressed signal with much fewer measurements than the Nyquist theory, and at the same time, the original signals can be reconstructed in a low-distortion way. Accordingly, CS is very applicable in computational photography [4] , magnetic resonance
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imaging [5] , channel estimation [6] , noise mitigation [7] and so on.
In conventional CS, most approaches reconstruct signals by greedy algorithms [8] , [9] , convex optimization algorithms [10] , [11] , and iterative algorithms [12] , [13] , which result in high computational complexity and make CS unpractical in some areas.
Recently, a number of deep learning based methods have made a series of breakthroughs for the CS problem, which can learn the recovery map approximating the traditional recovery algorithms from the training data and recover the signals more efficiently. Literature [14] is the first one trying to study image recovery from a set of under-sampled measurements with deep learning framework, which employed a stacked denoising autoencoder (SDA) as an unsupervised feature learner. This SDA network they used contains a number of fully-connected (FC) layers with a large dense matrix defining the transformation, whose size is related to the dimension of the signal. The above work was followed by [15] and [16] , which also used an FC layer, but along with convolutional layers to recover the compressed signals. When the images are small, these methods show an extremely great result. However, there is a main drawback in this kind of neural network with FC layers. When the images are large, the excessive computational complexity and occupied memory space make it difficult to train the whole network. To solve this issue, the methods mentioned above divided an entire large image into several sub-images then compressed and recovered them block by block [17] . Although such an approach deals with the curse of dimensionality, it breaks the structure information of the image and will impose block effect on the recovered image especially with low sampling rates. Therefore, our goal is to recover the large image as a whole by applying a tensor decomposition method named Tensor Train (TT) to get over the disadvantages mentioned above.
TT-decomposition [18] is a tensor factorization model with the advantage of being able to scale to an arbitrary number of dimensions. It is also an efficient model that the number of parameters needed for the network is reduced by a tremendous factor compared with the uncompressed network, and at the same time, the expressive performance of the network can be preserved. There are several notable researches using TT-decomposition in deep learning networks. In [19] , the TT technique is employed on the Very Deep Visual Geometry Group (VGG) networks to classify or locate images. Literature [20] reshaped the convolutional kernel into a tensor and then utilized the compression power of the TT decomposition. Tjandra et al. [21] implemented the TT-format representation for simple Recurrent Neural Network (RNN). Besides, Yang et al. [22] integrated TT into Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU) for video classification. With the TT-format, they significantly maximized the model efficiency as well as maintained the model accuracy. However, to the best of our knowledge, no study has applied TT decomposition on recovering signals from compressive measurements.
In this paper, we first improve the SDA network in [14] and then jointly apply the TT-decomposition on this enhanced SDA network for image reconstruction task. This novel network called TT-SDA, which has three distinctive features that make it applicable for sparse recovery problems. First, given the fact that there is great redundancy in the weight matrix of FC layer, integrating TT-decomposition into the SDA network can compress it by a tremendous factor, which can remove this redundancy and also avoid overfitting. In this way, it becomes possible to use much wider and shallower networks, which are more suitable for the sparse recovery problem. Second, the proposed TT-SDA is a time efficient method, not only because the neural network based algorithm is non-iterative, but also because the further lower computational complexity of TT-SDA algorithm than the conventional SDA algorithm. Finally, the proposed TT-SDA is also a memory efficient model because it significantly reduces the amount of required parameters of FC layer, which is much appealing in real-world applications.
The rest of the paper is organized as follows. Section II contains a brief review of CS. The definitions and necessary notations for tensor, as well as the review of TT-format are introduced in Section III. The network architecture of the proposed TT-SDA is investigated in Section IV. Section V contains the adopted tasks and datasets, as well as the experimental results. Finally, Section VI includes the conclusion of the paper.
II. SYSTEM MODEL
Compressive sensing is a desirable signal processing technique to acquire and reconstruct signals from far fewer measurements than required by the Nyquist sampling theorem, which takes advantage of two conditions. The first is sparsity of signals in some domains, and the second is incoherence of the sparse signals.
CS is mainly concerned with recovering a sparse signal x from M N under-sampled linear measurements, whose process is shown in Fig. 1 . The ratio between M and N called Measurement Rate (MR). The mapping from the original signal to the compressed signal can be regarded as an approximate linear mapping, i.e.,
where y ∈ R M is the measured vector and Φ ∈ R M ×N is the measurement matrix. 
III. TENSOR-TRAIN DECOMPOSITION
TT-decomposition is a tensor factorization method which can maximize the model efficiency as well as maintain the model accuracy. Before introducing it, the definitions of tensor and the notations that will be used later are first explained as follows.
It is known that vectors are one-dimensional arrays, matrices are two-dimensional arrays, and tensors are actually multi-dimensional arrays. More formally, an N -way or N thorder tensor has N vector spaces, each of which has its own coordinate system, and the order of a tensor is the number of its dimensions. A third-order tensor is shown in Fig. 2 , where i, j and k denote the three vector spaces, respectively. Generally, boldface lowercase letters (e.g. a) denote vectors, boldface capital letters (e.g. A) denotes matrices, and boldface Euler script letters (e.g. A) denote tensors. The i-th entry of a vector a is denoted by
where d is the order of the tensor.
Based on previous notations, the definition of the TT-format for a dth-order tensor A can be described as follows: All the elements of A can be computed as the product of d matrices
where k = 1, . . . , d and the k-th dimension index j k = 0, . . . , n k − 1. All the matrices G k [j k ] related to the same dimension k are restricted to be of the same size r k−1 × r k . Particularly, r 0 and r d must be equal to one in order to keep the size of the matrix product is 1 × 1. In the TT-format, the sequence {r k |k = 0, . . . , d} is defined as TT-ranks and the collections of these matrices in the same size
This calculation is also demonstrated in Fig. 3 , suppose that d is equal to 3, the shape of the tensor is (5, 3, 4) and r 1 , r 2 are both set to 2. In this way, the number of elements required to store reduces from
It can be realized that TT-ranks are the crucial parameters to control the number of required elements. On the one hand, the TT-format will be very efficient in terms of memory if the TT-ranks are small. On the other hand, it will lead to adverse effects on the accuracy of the recovered signal if there are too few elements. Thus, the TT-ranks should be carefully adjusted to keep the balance between the required memory and the accuracy of the representation. 
IV. THE PROPOSED TT-SDA ALGORITHM
The proposed TT-SDA method for solving CS problem is introduced in this section. In the traditional CS measurement paradigm, the linear measurements Φ is fixed. Therefore, the measurement vector, as well as the input data of our neural network can be represented as y = Φx, and the output target is the original signals x. The parameters of our nonlinear mapping from the measurement vector y to its original signal x will be learned based on the training set D train = { (y 1 , x 1 ) , . . . , (y N , x N )}. After that, the performance of the trained network will be evaluated on the testing set D test = {(y 1 , x 1 ), . . . , (y M , x M )} which are not used for training.
As a baseline, an enhanced SDA, called enhanced-SDA in this paper, is proposed based on the SDA network in [14] , called original-SDA in this paper. The structure of our enhanced-SDA is as follows, which also consists of three FC layers: The first layer has input size of M (M is the dimension of y) and output size of 0.5 × N (N is the dimension of x), the second layer has input size of 0.5 × N and output size of 0.75 × N , the third layer has input size of 0.75 × N and output size of N . It can be noticed that in the proposed enhanced-SDA, the number of units in each layer is gradually increased from M to N , instead of N or M as the original-SDA. In this way, the feature of the images can be easier leaned. The Rectified Linear Unit (ReLU) function is applied on each layer as nonlinearity to the affine transform of its input. Thus the output of each layer is given by
where W i , b i , h i−1 and h i are the weight matrix, bias vector, input and output of the i-th layer, respectively. Particularly, h 0 is the measurement vector y and h 3 is the reconstructed signalx. However, the main shortcoming of the conventional SDA network is that all of the layers of SDA are FC layers, which leads to huge computational complexity, occupied memory space, and possibility of overfitting when the size of the original signal increases. Moreover, dividing images into small blocks will cause block effect of the recovered images. To remove these disadvantages, the proposed TT-SDA replaces all of the FC layers with compressed FC layers, named TT-layers, in which the weight matrix W is decomposed by TT-decomposition introduced in Section III.
To decompose weight matrix W ∈ R M ×N with TT-format, we first decompose M into d k=1 m k and N into d k=1 n k . In this way, the matrix W can be reshaped into a d-dimensional tensor W, whose k-th dimension is of length m k n k . Then, each index j k in (2) can be represented with two indices (p k , q k ), which can be computed by
where j k = 0, . . . , m k n k − 1, p k = 0, . . . , m k − 1 and q k = 0, . . . , n k − 1, then the TT-format of the tensor W can be rewritten as
Equally, all the matrices G k [p k , q k ] related to the same dimension k are restricted to be of the same size r k−1 × r k and the shape of TT-core
To apply this TT-decomposition for dense matrix W on the linear transformation in the FC layer y = Wx + b, the input vector x and the output vector y should be reshaped into two tensors with the dimensions of X ∈ R n 1 ×···×n d and Y ∈ R m 1 ×···×m d , respectively, then the linear transformation can be expressed as
Supposing the conditions are the same as those in Fig. 3 , the computational process of (7) can be illustrated by Fig. 4 , where M = 1 × 1 × 2, and N = 5 × 3 × 2. As shown in this figure, all of the TT-cores are first reshaped into matrices of size (m i × r i , n i × r i−1 ). The input x is reshaped into a matrix whose size is matched with the reshaped size of the first TT-core, then it is multiplied with this TT-core. Similarly, we reshape this product into the matching size with the following reshaped TT-cores, then repeat the previous operations. This method is also presented in Algorithm 1, from which it can be obtained that the computational complexity of each matrix by matrix process is O(r 2 m· max{M , N }), where m = max{m k , k = 1, 2, . . . , d} and r is the maximal TT-rank. Because the number of iterations is d, the computational complexity of a TT-layer is O(dr 2 m· max{M , N }), where the value of d and m are related to the decomposition method. By choosing an appropriate decomposition method and adjusting the value of r, it is easy to verify that
Thus, the computational complexity of an M × N FC layer can be reduced from O(MN ) to O(dr 2 m· max{M , N }). The main difference between FC layer and TT-layer is that the large dense matrix W in FC layer is replaced with a TT consisting of a sequence of TT-cores, which contains much less parameters and reduces the computational complexity as shown in Table 1 . The proposed TT-SDA network is shown in Fig. 5 , which is composed of three TT-layers.
As a denoising version of autoencoder, each layer takes a partially corrupted input whilst training to recover the original undistorted input. The proposed TT-SDA distorts input data by randomly dropping units along with their connections from the neural network during training. In other words, these dropped units, which are transparent in Fig. 5 , are set to zeros. The amount of dropped units can be defined by dropout rate, which is the ratio between the amount of dropped units and the amount of original input units. In this way, the neural network can extract features that are more useful for representation of the input data, and the robustness of the neural network can be improved.
Moreover, as a stacked version of denoising autoencoder (DA), it consists of multiple DAs connected layer by layer and its structure is shown in Fig. 6 [23] . There are two steps to train this SDA network. The first step is an unsupervised pre-training which is done one layer at a time. Specifically, the first DA maps the input data y into the first hidden feature h 1 by minimizing the reconstruction error. Then, the second DA takes h 1 as input and is trained to obtain the second hidden feature h 2 in the same way. Once the pre-training is done, the second step is a supervised fine-tuning on this pre-trained network. More concretely, both of the encoding parts of these two DAs are connected together, and the output layer is added on top of them. Then the whole network, which is the part enclosed by the dotted line in Fig. 6 and is also the neural network in Fig. 5 , is fine-tuned using back-propagation algorithm by minimizing the loss function. The loss function is defined as the mean squared error (MSE), which calculates the difference between the reconstructed signalx and the original signal x, and given by
where l denotes the dimension of x.
V. EXPERIMENTAL RESULTS
In this section, we would like to answer the following questions in terms of complexity, memory, quality, and speed: 1) How do the parameters of TT-decomposition influence the reconstruction performance of the proposed TT-SDA, such as the number of dimensions and the value of TT-ranks? 2) Compared with the conventional SDA network, how much memory space can the TT-SDA network save? 3) How is the quality of reconstruction of the proposed TT-SDA compared to some other state-of-the-art CS recovery algorithms? 4) How fast is the proposed method relative to the traditional CS recovery algorithms? All the experiments are performed on a computer with Intel Core i7-8700 CPU and GTX1050Ti GPU.
A. TRAINING DATA GENERATION
We use two real-world datasets for our simulated experiments: The first is the CIFAR-10 dataset [24] consisting of 32 × 32 3-channel images, and the second is the Caltech-UCSD Birds 200 dataset [25] containing color images, but the size of images in it is not the same, so we crop them into 120 × 120, which is the size of the smallest image.
To obtain the input-output pair of our network, the vectorized version of the average of these three channels is taken as the original signal x. The measurement matrix Φ is constructed by generating a random Gaussian matrix with standard variance of 0.2 for a certain MR. And then we orthogonalize its rows, i.e. ΦΦ T = I . After that, the CS measurement vector y can be computed from y = Φx. Thus, the input-output pair of our network can be represented as (y, x).
B. IMPLEMENTATION DETAILS
Our proposed TT-SDA network is constructed based on the Tensorflow package [26] . The weights of the TT-cores of each TT-matrix are initialized using Gaussian distribution with standard variance related to TT-matrix's shape. The dropout rate of the input data of each layer is 0.2 and the batch size is set as 128. All of the networks are trained using the Adam optimizer [27] with training rate attenuating VOLUME 7, 2019 from 0.001 to 0.0001. The reconstruction performance of different methods is compared in terms of peak signal-tonoise ratio (PSNR), which is an approximation to human perception of reconstruction quality and is defined as
where MAX I is the maximum pixel value of the image.
C. PARAMETERS OF THE TT-LAYER
As noted above, the original-SDA network is unable to reconstruct a large image as a whole because of the excessive computational complexity and huge memory space. Therefore, in this experiment we compare our proposed TT-SDA with the conventional SDA network based on the CIFAR-10 dataset and the MR is set as 0.25. We decompose the weight matrix of the third FC layer in our enhanced-SDA network with different number of dimensions and different TT-ranks, then we compare the reconstruction performance of it with that of the enhanced-SDA network and the original-SDA network. The dimension of the original signal N , also the output dimension of the third FC layer, is 32 × 32 = 1024. The dimension of the measurement vector M , also the input dimension of the third layer in the original-SDA network, is 1024 × 0.25 = 256, and that in our enhanced-SDA network is 1024 × 0.75 = 768. Fig. 7 shows the decomposition parameters [m 1 , . . . , m d ], [n 1 , . . . , n d ] and the results of this experiment. Clearly, the performance of our proposed enhanced-SDA network is superior than that of the original-SDA network. It can be found that the decomposition parameters with fewer dimensions and larger number of values for each tensor dimension have superior performance. It can also be found that larger TT-ranks result in higher PSNR.
D. COMPARISON WITH EXISTING METHODS
To show that the proposed TT-SDA can recover large images without dividing them into smaller blocks, this experiment is performed on the Caltech-UCSD Birds 200 dataset, which means that the dimension of the original signal N is 120 × 120 = 14400. We compare our TT-SDA network with three out-of-stand traditional CS methods: D-AMP [28] , TVAL3 [29] , and Turbo-AMP [30] . In this experiment, we decompose the weight matrices of those three FC layers in our enhanced SDA network with MRs of 0.08, 0.04, 0.02 and 0.01, respectively. And it can be obtained from the previous experiment that larger TT-ranks result in higher PSNR, but due to the limitation of our computer memory, the maximum value of TT-rank is 135. Thus, based on the structure of the enhanced SDA network mentioned above, Table 2 shows the shape of weight matrices of different FC layers before TT-decomposition and the shape of TT-cores after TT-decomposition. The PSNR of the reconstruction of these images with different algorithms and different MRs can be found in Table 3 . In Fig. 9 , we show the reconstructions images of various algorithms with MRs of 0.08 and 0.04, respectively. From these data and images, it is clear that our TT-SDA algorithm outperform other traditional algorithms at low MRs. When MR decreases, the degradation of PSNR of our algorithm is much smaller than that of other algorithms. Further, Table 4 gives the compression ratio with different MRs, which is calculated by dividing the number of elements of TT-cores by the number of elements of weight matrices. One can notice that with much fewer parameters than the conventional SDA network, our TT-SDA can also reconstruct large images with satisfactory performance.
Besides, Fig. 10 compares the average probability of successful recovery for different MRs and different algorithms based on 2000 Monte Carlo samples. For each MR δ and Monte Carlo sample, the success variable is defined as
where x(j) andx(j) denote the j-th Monte Carlo sample of the original image and the reconstructed image, respectively. I(·) denotes the indicator function. Then the success probability is defined as
where α denotes the number of Monte Carlo samples. We can see that the proposed TT-SDA outperforms other out-ofstand traditional CS methods with low MRs. Although the D-AMP method has almost the same performance as the TT-SDA method at higher MRs, it attenuates quickly as MR decreases. On the contrary, the proposed TT-SDA has relatively satisfactory performance under any MR, which is more stable.
Finally, it can be demonstrated from the experiment results that the proposed TT-SDA beats other methods in terms of running time, too. It is not only because our neural network based algorithm is non-iterative, but also because the TT-decomposition reduces computational complexity of FC layer. Table 5 shows the running time of the Bird 1 image with different algorithms and different MRs. 
VI. CONCLUSION
In this paper, we proposed a new method named TT-SDA for CS problem. It takes advantage of the excellent compression ability of the TT-decomposition method to solve the trouble deep leaning based methods have in reconstructing large images. The proposed TT-SDA network replaces the FC layers in SDA network with TT-layers, which are the decomposition form of weight matrices using TT-decomposition. Experiments show that the proposed TT-SDA significantly compresses the memory space occupied by the network parameters, keeps the model accuracy and even reduces the computational complexity, which outperforms the traditional recovery methods especially with low MRs. 
