Since the early 1900s, numerous research efforts have been devoted to developing quantitative solutions to stochastic mechanical systems. In general, the problem is perceived as solved when a complete or partial probabilistic description on the quantity of interest (QoI) is determined. However, in the presence of complex system behavior, there is a critical need to go beyond mere probabilistic descriptions. In fact, to gain a full understanding of the system, it is crucial to extract physical characterizations from the probabilistic structure of the QoI, especially when the QoI solution is obtained in a data-driven fashion. Motivated by this perspective, the paper proposes a framework to obtain structuralized characterizations on behaviors of stochastic systems. The framework is named Probabilistic Performance-Pattern Decomposition (PPPD).
Introduction
The study of classical mechanics in the presence of uncertainties has become a crucial research topic in engineering, drawing a growing number of studies and applications. The topic finds its root in the study of Brownian motions in the early 1900s, following the pioneering works of Smoluchowski [1] , Einstein [2] , Specifically, the paper develops methods to study behavior patterns of a complex stochastic system, and to identify critical domains of basic random variables (the source of randomness) that trigger the patterns. The original response (and its complexity) can be expressed as a probabilistic reconstruction of the identified performance patterns.
The idea of establishing global characterizations on behaviors of stochastic mechanical systems has been also investigated in the past. For example, in the study of stochastic differential equations, concepts as random attractors and invariant manifolds are developed as global characterizations on stochastic systems [35] [36] . However, definitions and identifications of random attractors or invariant manifolds involve sophisticated (and often delicate) mathematical considerations, and applications of these concepts to real engineering problems are rare, and generally difficult to cast in a non-intrusive framework. Moreover, for stochastic systems without random attractors or invariant manifolds, they still may exhibit qualitatively different behaviors subjected to certain domains of random input, and thus there are needs to systematically analyze these behaviors.
Another, yet untypical, example for global characterization of stochastic mechanical systems is the concept of mutually exclusive and collectively exhaustive (MECE) set in system reliability theory [37] [38] . In a system reliability approach to stochastic mechanical problems, the state space of a mechanical system is partitioned into various performance state levels (e.g., failure or safe in a 2-level partition), and the performance state of the system is contributed by combinations of performance states of components. The MECE set of a system performance state is a set of component performance states to give rise to the system performance state, and the set is MECE. Simply put, the MECE set of a system performance state corresponds to qualitatively different ways (with respect to definitions of components and their performance states) to achieve a system performance state. The limitation of the MECE set concept is that it is useful only if behaviors of a mechanical system can be meaningfully decomposed as combinations of behaviors of components, and such a decomposition should be a prior knowledge. By contrast, the concept of performance-patterns developed in this study is independent of decomposition of the system. In general, compared with random attractors, invariant manifolds, and MECE set, the concept of performance-pattern is more flexible and has promising potential as an effective analysis framework of a large variety of stochastic (not necessarily mechanical) systems.
In the context of structural reliability, there is another original contribution, which attempts to extract physical characterizations from the performance of a stochastic mechanical system. Starting from the idea of critical excitation [39] , Fujimura and Der Kiureghian [40] developed the Tail Equivalent Linearization Method (TELM) to study the reliability of hysteretic mechanical systems. The method, however, goes beyond the statistics of QoI, and it provides a full characterization of the mechanical system in terms of a nonparametric Green's function, the critical excitation (named design point excitation), and the associated design point response. The method later has been proved to be successful in several applications (e.g., [41] [42] [43] ). However, TELM is intrusive, and confined to a particular range of systems (e.g., softening and nondegradable systems, and first-order differentiable systems with respect to the input random variables).
On the other hand, PPPD is free from these limitations, and generalizes the original idea of TELM for multiple patterns and generic mechanical systems.
It is essential to remark also that the goal of the proposed framework is fundamentally different from classical sensitivity analysis (i.e., one class of UQ inverse problems). In sensitivity analysis, the goal is to determine which random variable of the input contributes the most to the variability of the QoIs. Despite being an essential technique to understand the system behavior, it is still incomplete from a physical perspective since it does not highlight the physical patterns underlying the probabilistic structure of the QoIs.
Finally, it did not escape to our attention that the proposed framework can be used in a fully datadriven fashion. In this case, large datasets (of real or synthetic data) of input and output are used to discover patterns and regularities and to build data driven models.
The structure of this paper is as follows. Section 2 introduces the general concepts for the proposed framework. Section 3 and Section 4 respectively develops the theoretical and computational frameworks of probabilistic performance-pattern decomposition (PPPD). Section 5 briefly discusses the nature and origins of performance-patterns. Section 6 applies the developed methods to the analysis of various mechanical stochastic systems. Finally, Section 7 presents a series of concluding remarks and future research directions.
General principles of PPPD
Consider a mechanical system with a finite 1 set of basic random variables, denoted by X. The basic random variables correspond to the source of randomness 2 for the system being considered. In general, the basic random variables involve epistemic uncertainty as well as aleatory variability present within the system or/and external excitation. For classical mechanical systems X may include variables of material properties, geometric quantities, initial and boundary conditions, dynamic excitation, environmental effects, etc. The complete description of stochastic dynamic systems is given by the joint probability distribution of the state variables (i.e., momentum and position) of all degree-of-freedom. However, in engineering applications the system behavior is usually (and better) described by a finite set of response variables, here denoted by Y (which are function of state variables). In this study, response variables are considered instead of state variables because response variables (by definition) are a direct description on the engineering behavior of 1 If a system with an infinite number of random variables is of interest (e.g. systems involve random processes/fields), for practical purposes one could discretize the random processes/fields by a finite set of random variables. 2 The definition for "source of randomness" is subjected to confinement on the specific physical/mathematical models used to describe the problem.
interest. Since the source of randomness is captured by the basic random variables, the random response variables are deterministic function of basic random variables, i.e.
where the model function M(·) typically stems from fundamental deterministic physical laws (e.g., symmetries/conservation laws). In general, Eq.(1) defines a nonlinear mapping (not necessarily injective) from X to Y , and the dimensions of X and Y are generally different. Note that for time variant systems we consider the variable time to be included in definitions of X and Y (e.g., X and Y can represent discretized stochastic processes).
In the context of engineering applications, it is also meaningful to introduce the performance state of the response variables. For example, in the design and safety assessment of civil and mechanical structures, it is vital to know how structures behave under different load and structural conditions (including extreme/rare events). For these cases, a performance state can be introduced to focus on critical domains of the response variables. More abstractly, the performance state of the response variables Y is defined as an event, denoted by P y , such that P y ⊆ Ω y , where Ω y denotes the sample space of Y 1 . Note that the subscript "y" in P y is introduced to highlight that the performance state is defined in the sample space of Y . Then, in the sample space of X, denoted by Ω x , we define the event P x ≡ {x|M(x) ∈ P y , x ∈ Ω x }. Specifically, P x is the event in the basic random variables space that maps into the event P y in the response random variables space.
Provided these dual domains (P x , P y ) it is of interest to determine the conditional probability distribution of Y |P y .
Provided with the joint probability density function (PDF) of the basic random variables X, denoted by f X (x), the joint PDF of X conditional on P x is
where I(x ∈ P x ) is a "hard classifier" which gives "1' if x ∈ P x , and "0" the otherwise. Using Eq.(1), the joint PDF of response variables Y conditional on the performance state P y can be expressed by the multiple
where δ(·) is the Dirac-Delta function.
If the joint PDF f Y (y|P y ) could be obtained from Eq.(3), a complete statistical description on the response variables Y within a specified performance state is available. However, for nontrivial problems (e.g., problems with M(·) being nonlinear and computationally demanding, and/or dimensionality of X or Y being high), a direct evaluation of Eq.(3) is infeasible. As a consequence, for nontrivial problems, instead of attempting to obtain the joint PDF f Y (y|P y ), a common practice is to study statistical properties of Y (given Y ∈ P y ) using mean, covariance matrix, marginal distributions, and other statistical measures that are relatively convenient to obtain. Depending on the context of application, the statistical measures of interest could vary.
In this study, an alternative path to systematically investigate the probabilistic structure of the response variables Y (within a performance state) is explored. Moreover, this study goes beyond a statistical characterization of the response variables, since the critical domain of the random input (i.e., basic random variables X) that generates the probabilistic structure of Y will also be investigated. Specifically, given the performance state of interest, this paper studies the procedure of (a) determining meaningful patterns for response variables, and (b) determining the critical domain of basic random variables that triggers each pattern. This procedure is defined as Probabilistic Performance Pattern Decomposition (PPPD). 3. Mathematical formulations of probabilistic performance-pattern decomposition (PPPD)
Probabilistic decomposition
We investigate the structure of f Y (y|P y ) by introducing a set of latent random variables 1 Z defined in an auxiliary sample space Ω z with distribution function Q(z). We define Q(z) as the latent distribution and construct a joint distribution between the vector Y ∈ P y and the latent variables Z defined in the augmented sample space Ω Py × Ω z (where we introduce Ω Py to denote the sample space of the performance state P y ). It follows that f Y (y|P y ) can be written as
where E Z [·] denotes expectation with respect to the latent variables. Observe that Eq.(4) can be interpreted as the Fredholm integral equation of the first kind, where f Y (y|z; P y ) is the kernel function. Now consider a partition of Ω z into a finite set of K mutually exclusive and collective exhaustive events, i.e., Ω z = ∪ K k=1 E z k , E z k ∩ E z l = ∅, k = l, and K ∈ N + , and define λ k ≡ P(Z ∈ E z k ) and f Y (y|k; P y ) ≡ f Y (y|z ∈ E z k ; P y ). Given this, Eq.(4) can be rewritten to
The density f Y (y|k; P y ) is defined as the k-th component density and λ k , It is important to note that different from mixture model approximation to distribution functions, Eq. (5) is by construction exact. Although the structure of f Y (y|P y ) is an unknown to be disclosed, we assume the structure exists in the space of abstract latent variables. Provided Eq.(5) to be a formalization for the concept of performance pattern, and given f Y (y|P y ) to be decomposed in a conceptually meaningful way 1 , we define the component density f Y (y|k; P y ) to be the PDF of the k-th performance pattern, the component weight λ k to be the relative importance of the k-th performance pattern, and event E z k to be the label of the k-th performance pattern. Moreover, the mean of f Y (y|k; P y ) can be regarded as a characteristic vector to represent the performance pattern. Note that although Eq.(5) provides no hints on how to decompose f Y (y|P y ) for a specific application, we are interested in the nontrivial cases for which
For a given realization of y (i) of response variables, we say y (i) belongs to the k-th performance pattern with the likelihood
The likelihood L k (y (i) ) can be zero if y (i) ∈ Ω Py,k , where Ω Py,k denotes the sample space of f Y (y (i) |k; P y ).
A zero likelihood also implies f Y (y (i) |k; P y ) is a truncated distribution, i.e. Ω Py,k ⊂ Ω Py . If the component densities are truncated distributions, the performance patterns provide a "hard decomposition" (partition) of P y , otherwise they provide a "soft decomposition" in which each realization of f Y (y|P y ) has a nonzero probability to belong to any of the patterns. Now, to identify the critical domains of basic random variables that trigger each performance pattern, using a change of variables we obtain
where f X (x|k; P x ) is named the generating density for the k-th performance pattern. Similar to Eq.(5), f X (x|P x ) can be written in the decomposition form
Note that the λ k in Eq.(5) and Eq. (8) are, by definition, identical.
Feature space representation
Eq. (5) should be constructed such that the performance patterns are "manifestly different" from each other.
To define manifestly different, we first introduce the feature mapping of Y described as
where the dimensionality of the feature vector Ψ is typical much smaller than Y . Note that F −1 represents the reconstruction function rather than the inverse function, and typically the inverse function does not exist since the feature mapping is in general not bijective 1 . The feature mapping is introduced to disclose the structure of f Y (y|P y ), and in the feature space similar to Eq.(5) the projected decomposition is
A natural requirement for the projected performance patterns f Ψ (ψ|k; P ψ ) is: the expected withinpattern distance should be smaller than the expected between-pattern distance, i.e.
where k = l, and d(·) is a specified distance measure. Eq.(11) simply states that the within-pattern similarity should be larger than the between-pattern similarity, and it provides a guidance on constructing performance patterns. One should note that Eq.(11) does not address mathematical issues such as well-posedness (existence, uniqueness, and stability), which are outside the scope of the current study.
Computational framework of PPPD

Realizations of basic and response random variables
In this section, we introduce the computational framework for PPPD based on sampling methods. Specifically, the framework is developed using a dataset of random realizations of X drawn from PDF f X (x|P x ), and the "corresponding" realizations of Y (by "corresponding", we indicate that Eq.(1) is satisfied for each pair of X and Y ). Note that for random samples of X drawn from PDF f X (x|P x ), the corresponding
Before developing methods to sample from f X (x|P x ), it is useful to introduce notations of the limit-state surface to describe boundary of the performance state P x . Let the limit-state surface be written as
Moreover, G(y) ≤ 0 denotes y within the performance state P y , and G(y) > 0 denotes the otherwise; then, P y can be written as
Using Eq.(1) P x can be written as
A naïve rejection sampling based approach could be applied to generate random samples from f X (x|P x ) such that it continues drawing samples from f X (x) and only saves the ones with G(M(x)) ≤ 0. The naïve rejection sampling approach is effective if P(X ∈ P x ) (or P(Y ∈ P y ) equivalently) is relatively large.
However, if X ∈ P x is characterized as a rare event, a large majority of samples would fall outside the performance state, consequently the naïve rejection sampling approach becomes practically infeasible.
For rare event simulations, one attractive approach with wide applicability is the sequential Monte Carlo (SMC) /Subset Simulation method [44] [45] [46] . A key concept in the SMC approach to sample from
x , j = 1, 2, ..., m, that satisfies
One approach to construct P (j)
x that satisfies Eq.(15) is to introduce a sequence of parameters g (j) such that P (j)
x is expressed by
where g (j) is monotonic with j, i.e. g (1) > g (2) > · · · > g (m) = 0.
The intermediate states in SMC can be either prespecified using certain rule of thumbs [45] or selected adaptively such that the probability P(X ∈ P . An SMC procedure that adaptively specify P (j)
x to sample from f X (x|P x ) is described in Appendix A.
Feature mapping via manifold learning
By applying the aforementioned Monte Carlo methods, one would obtain a dataset consisting of N pairs of X and Y samples that follow f X (x|P x ) and f Y (y|P y ), respectively. Let Y = [y (1) , , y (N ) ] denote the dataset of N samples of Y . Ideally, one should be able to identify patterns in Y. However, analysis directly on Y could encounter significant challenges if the dimensionality of Y is high and/or topologies of P y is complex (e.g., Y is associated with random processes/fields generated from some complex physics mechanism). As introduced in Section 3, we apply feature mapping Eq.(9) to cast samples of Y into a low dimensional feature space. Note that if Y involves components from different sources with different scales, it can be beneficial to perform normalization before the feature space transformation.
In this paper, two nonlinear feature mappings based on manifold learning will be investigated.
Diffusion map
Diffusion map [47] [48] is a manifold leaning method that uses eigen-functions of a Markov matrix (describing affinities in a dataset) to generate informative and simplified representations of a dataset. As a manifold learning technique the diffusion map can be used to discover the underlying manifold that the data has been sampled from. Moreover, in diffusion map the diffusion distance defined as the Euclidean distance in the embedding space is a robust and noise-insensitive metric reflecting the connectivity of the dataset [47] .
Implementation details of the diffusion map for PPPD can be found in Appendix B.
Autoencoder
The autoencoder [49] [50] is a manifold leaning method that uses feed-forward neural network to generate simplified encoding of a dataset. In the context of PPPD analysis, an autoencoder consists of an encoder which maps each response vector y (i) into a feature vector ψ (i) , and a decoder which maps ψ (i) back to a reconstruction of y (i) , denoted asŷ (i) . The autoencoder is trained to minimize the distance between y (i) andŷ (i) , i.e. the reconstruction error. The basic concept of the autoencoder in PPPD analysis is illustrated in Figure 2 .
Owing to the flexibility of artificial neural network techniques, compared with the diffusion map autoencoder can be more attractive in processing complex dataset. Implementation details of the autoencoder for PPPD can be found in Appendix C. 
Performance pattern identification
Given the set of feature vectors Ψ, the subsequent step of PPPD is to find patterns in Ψ. A Monte Carlo discretization of Eq.(11) naturally leads to the following problem: find an appropriate grouping of a dataset such that the within-group similarity is larger than the between-group similarity. Provided that the correct structure of f Y (y|P y ) is described by the augmented space of latent variables Ω Py × Ω z , the problem can be alternatively interpreted as to restore the complete description (z, Y ) from samples of Y 1 . This is a well-known unsupervised statistical learning problem that can be tackled by clustering analysis.
Determine the number of patterns & Clustering analysis
Normally if the application of manifold learning could effectively map the original samples into a twoor three-dimensional feature space, the number of patterns is expected to be trivially identified. For a relatively high dimensional feature space embedding, to determine the number of patterns one can study a strict partitioning clustering problem described as follows.
Given a dataset Ψ of N samples, find a partition, denoted by P = {P 1 , , P K * }, of the N samples into K * , K * ≤ N , subsets so as to minimize a specified measure of the partition.
where the measure q(·) is defined to be independent of K * so that K * is also an unknown to be determined from Eq. (17).
In clustering analysis practice, a two-step approach is typically used to solve Eq. (17) . In the first step, a measure q K (P ) is defined to find the optimal partition for a specified number of clusters. For example, in the classical k-means clustering method q K (P ) is defined by the within-cluster sum of squares, i.e.
where µ i is the mean of ψ (j) in P i . With q K (P ) specified, the optimal partition for a specified K, denoted as P * K , is obtained from
Even though the optimization problem defined by Eq. (19) is usually NP-hard, various clustering algorithms [51] have been developed to search for the approximate solutions and proven to be effective for practical applications.
In the second step, a measure (P * K ) is defined to find the optimal number of clusters, K * , and consequently the optimal partition P * via
The specification of (·) belongs to the problem of determining the "exact" number of groups in a dataset, which is a fundamental, yet largely unsolved challenge in clustering analysis. Numerous approaches to this problem have been suggested over the past decades [52] [53] [54] . One attractive approach is based on information theory [53] . In the information theoretic approach, (·) is defined as
where the transformation power a is typically set to a = n/2, in which n is the dimension, d 0 is defined to be 0, and d K is the approximate distortion expressed by
where Σ k denotes the covariance matrix and µ (i) k denotes the cluster center that is closest to sample ψ (i) , for a specified k.
The essential idea of the information theoretic approach is to use the K versus (P * K ) curve to investigate the influence of number of clusters on the clustering quality. The distortion d K is a measure of the withincluster dispersion, and it is monotonically decreasing as K increases. The information theoretic approach assumes that if K is approaching the "true" number of clusters, K * , the drop in distortion will attain the maximum ( (P * K ) will attain the minimum), since past K * adding more clusters simply partitions within rather than between groups.
Once the partition P * is obtained, a participation factor of each cluster can be evaluated by
where the indicator function I(ψ (j) ∈ P k ) = 1 if ψ (j) ∈ P k and I(ψ (j) ∈ P k ) = 0 the otherwise. The participation factor can be used as an approximate to the component weight, λ k , of each performance pattern. Moreover, the mean vector of each cluster, or the sample closest to the mean vector, can be used as a characteristic vector to represent each performance pattern.
Other than hard clustering approaches, one could also use soft clustering algorithms [51] to establish a soft decomposition. Recalling concepts introduced in Section 3, a hard clustering corresponds to a hard decomposition (partition) of f Y (y|P y ), and each sample can only belong to one of the patterns; while a soft clustering corresponds to a soft decomposition of f Y (y|P y ), and each sample is allowed to belong to more than one pattern.
Parametric description of performance patterns
Given the results of a clustering analysis, one could construct a parametric model to describe the component densities f Y (y|k; P y ) for each cluster/performance pattern.
A typical approach to construct a parametric PDF model is to use mixture distribution. Specifically, f Y (y|P y ) can be written in terms of a parametric mixture model, and f Y (y|k; P y ) is described by component of the parametric mixture model, i.e.
where θ is a set of global parameters, θ k is a set of component parameters, andλ 
Procedures of PPPD
To conclude the ideas introduced in this section, the basic computational procedures of PPPD analysis is described as follows.
Algorithm 1 Procedures of PPPD analysis
Step 1: Problem statement
• Define basic random variables X, and define the joint PDF of X.
• Define the response random variables Y to describe the behavior of the system.
• Specify the computational model M(·) that maps X to Y .
• Define the performance state of interest.
Step 2: Obtain random realizations of basic and response variables
• Draw N pair of samples from PDFs f X (x|P x ) and f Y (y|P y ).
Step 3: Feature mapping
• Perform feature mapping on samples of Y .
Step 4: Performance pattern identification
• Determine the number of performance patterns in the feature space.
• Extract the performance patterns of Y in the feature space and their generating densities f X (x|k; P x ) via clustering analysis.
• (Optional) Obtain a parametric description on performance patterns of Y and their generating densities f X (x|k; P x ).
Origin of performance patterns
In this Section, we investigate the origin of performance patterns, i.e. the possible causes that generate multiple performance patterns. Clearly, a necessary but not sufficient condition for observing multiple performance patterns is the random variability within the system or/and the external excitation, otherwise the performance of the system will be an individual and deterministic event.
Given that there are randomness involved, the origin of multiple performance patterns can be traced back to the following causes. To understand "c) Constraint", note that the performance state P y applies a truncation to the original sample space of response variables, and after the truncation the conditional distribution f Y (y|P y ) could exhibit multiple patterns even if f Y (y) is unimodal. To understand "d) Subjectivity", note that a redefinition of the distance metric alters the structure of the dataset, so that patterns that are not inherent in the original dataset could be triggered. In the feature mapping procedure, if a conventional distance metric is used (e.g., the Euclidean distance), the manifold learning technique could, at best, make patterns that are ambiguous in the original space easier to be identified. However, if a problem specific distance metric is used, the distance metric introduces additional prior knowledge (subjectivity) so that new patterns (that do not exist within the original dataset) could be triggered. It follows that the use of an inappropriate problem specific distance metric could produce artificial performance patterns which lack conceptual importance, thus the use of problem specific distance metrics should be handled with cautiousness. However, on the other hand, using meaningful physics-informed distance metric may assist the discovery of important well-hidden structures.
Investigations on the use of physics-informed distance metric will be addressed in the follow-up studies.
It can be concluded from this section that the performance pattern not only reflects characteristics of the randomness source and deterministic physical model, but also is able to encompass properties of the specific domain of interest and the problem specific understandings on system behaviors. Therefore, the performance pattern can be regarded as a holistic characterization of the stochastic system being studied.
Numerical investigations
An illustrative example of simple system identification
To illustrate main ideas and procedures of PPPD analysis, consider a hypothetical system with basic random variables X of the form X = [X p , X st ], where X p = [X(t 1 ), , X(t n )], X(t i ) ∼ N (0, 1), i = 1, .., n, represents a discretized zero-mean Gaussian white noise, and X st ∈ {1, 2, 3, 4}, is a discrete uniform random variable.
For a realization of X st , the response of the hypothetical system, Y = [Y (t 1 ), , Y (t n )], is a discretized stochastic process expressed by 
where t = [t 1 , .., t n ]. It is assumed the whole sample space of Y is of interest, i.e. P y = Ω y . The time sequence t is set to starting from 0.01 seconds to 10 seconds, with a uniform incremental time step of 0.01 seconds. Therefore, the dimension of Y is 1000.
Now it is assumed one can only observe the input X and output Y , without a prior knowledge on Eq. (25) . The PPPD analysis is used to retrieve structuralized information from the dataset of X and Y . To start the PPPD analysis, using a direct Monte Carlo simulation 2000 random realizations of Y are obtained (shown in Figure 3 ). By a visual inspection on Figure 3 it seems impossible to identify if there is more than one performance pattern. into two groups, and for each group the similarity within the group is more significant than the similarity between groups.
Figure 4: Feature space representation using the diffusion map with various time-scales
Next, an autoencoder with 5 hidden layers and 100-30-3 neurons for each hidden layer of the encoder (the decoder is symmetric) is employed for feature mapping. The sigmoid transfer function is employed for all neurons. The neural network is trained using the scaled conjugate gradient algorithm [56] , with a mean square error cost function (without sparsity or other regularization terms). Note that prior to training, a min-max normalization is applied to Y (since the output of a sigmoid function lies in [0, 1]). Figure 5 shows the 3-dimensional feature space representation and the reconstructed Y . Note that to obtain the reconstruction an inverse of the min-max normalization is applied to the output layer. Although for this example one could visually identify the number of performance patterns, for illustrative purpose, the information theoretic approach is applied to the diffusion map of τ = 1. Figure 6 shows the (P * K )-K curve obtained from the information theoretic approach. It is seen from the figure that there is an abrupt drop in K = 4, indicating a significant decrease in the distortion from grouping into three patterns to grouping into four patterns, thus suggesting K * = 4. Guided by the feature mapping, Figure 7 shows the mean vectors of the four performance patterns obtained from a k-means clustering, compared with the deterministic part of Eq. (25) . Figure 8 shows the samples of Y corresponding to each performance pattern. It can be seen from Figure 7 that the mean vectors fully capture the deterministic component of Eq. (25) . It can also be observed from Figure 7 and 
where f X (x p |x st = k) can be parameterized by Gaussian distributions. The Dirac function appears in Eq.(26) because there is a discrete random variable.
Finally, it is of interest to consider the case that X st cannot be observed. In this case the generating densities can only be defined in the space of X p . In this case the generating densities parameterized by a Gaussian mixture model are devoid of identifiability, i.e. each Gaussian component in the mixture cannot be differentiated from the others. This is because X p merely adds random noises to the output (see Eq. (25)), and the identifiability of X comes from the X st component. However, knowing the fact that the generating densities lack identifiability is a meaningful observation, since this implies there are missing basic random variables or the performance patterns stem from deterministic mechanisms.
A stochastic Lorenz system
Consider a Lorenz system described by the following ordinary differential equations [57] ,
where σ, ρ and β are system parameters. Lorenz system was originally developed to model convection rolls in the atmosphere, but it could also be used to describe the motion of certain mechanical systems (e.g., Lorenz Waterwheel [58] ). In this example, we set σ = 10, β = 8/3 and ρ to be a Gaussian random Figure 12 shows characteristic trajectories of the four patterns obtained from a "hierarchical densitybased spatial clustering of applications with noise (HDBSCAN)" [59] clustering. Figure 13 shows the samples of Y corresponding to each pattern. The HDBSCAN instead of the simple k-means clustering is used here since HDBSCAN performs better when handling dataset with varying shapes and densities. The characteristic trajectory for each pattern is obtained as the sample closest to the cluster mean. Next, Figure 14 illustrates how the patterns are triggered in the sample space of basic random variables, X = [ρ, y 1 (0), y 2 (0)]. One can observe a clear boundary in the y 1 (0)-y 2 (0) plane that separates Pattern 1/Pattern 4 from Pattern 2/Pattern 3. This is because the initial trajectories (trajectories near the initial state) for Pattern 1/Pattern 4 (or Pattern 2/Pattern 3) are similar and they are controlled by the initial condition [y 1 (0), y 2 (0)]. One can also see that for relatively large ρ values the Lorenz system is chaotic, and for relatively small ρ values the system is periodic. In fact, the smallest ρ value for samples in Pattern 3/Pattern 4 is 24.09, which is fairly close to the theoretical critical ρ * = 24.06 1 . Figure 14 : Realizations of basic random variables corresponding to each pattern.
An earthquake engineering example
Consider a 3-story shear-building model shown in Figure 15 . The building model is subjected to stochastic ground motion excitation. The force-deformation behavior of each column is assumed to be linearly elastic.
The stiffness of each column, k 1 , k 2 and k 3 , independently follows a log-normal distribution with mean , and 5% damping ratio is assumed for each mode. The building is subjected to a stochastic ground motion with the auto power spectrum density (PSD) described by a modified Kanai-Tajimi model suggested by Clough and Penzien [60] ,
where S 0 = 0.0015[m 2 /s 3 ] is a scale factor, ω f = 15 [rad/s] and ζ f = 0.6 are the filter parameters representing, respectively, the natural frequency and damping ratio of the soil layer, and ω s = 0.5 [rad/s] and ζ s = 0.6 are parameters of a second filter that is introduced to assure finite variance of the ground displacement. The duration of the ground motion is assumed to be 10 seconds. The stochastic ground motion process X g (t) is discretized in frequency domain as [61] X g (t) =
where x j , x j are independent standard Gaussian variables, the frequency point is given by ω j = j∆ω with p/2 = 200, the cut-off frequency is set to ω p/2 = 15π (therefore ∆ω = 30π/p = 0.075π), and σ(ω j ) = 2S f (ω j )∆ω.
Given the specifications of the stochastic process X g (t), the set of basic random variables, X, can be written as X = [x 1 , x 1 , , x 200 , x 200 , k 1 , k 2 , k 3 ], and the dimension of X is 400 + 3 (400 for ground motion and 3 for random stiffness). The response variables Y are discretized random processes describing the time evolution of each inter-story displacement (i.e. relative displacement between roof and ground for each story), and is written as Y = [y 1 , y 2 , y 3 ], and y j = [y j (t 1 ), , y j (t n )], j = 1, 2, 3. The shear-building model is simulated from time 0 to 10 seconds, with a uniform incremental time step of 0.01. Therefore, the dimension of Y is 3 × (10/0.01 + 1) = 3003. We are interested in the performance state defined by
where c is a threshold value for the inter-story displacement.
Using a Hamiltonian Monte Carlo based sequential Monte Carlo simulation (see Appendix A and [62] ),
for threshold values c = 0.02 [m] and c = 0.12 [m], we obtain 5000 random realizations (shown in Figure 16 ).
The probabilities of Y ∈ P y for threshold values c = 0.02 [m] and c = 0.12 [m] are estimated as 3.4 × 10 −2 and 1.2 × 10 −7 , respectively. It is seen from Figure 16 that for larger threshold, the response of story 3 is surprisingly smaller. This phenomenon can be qualitatively understood as: the system has to find "efficient" route to enable any of the inter story displacement to exceed a high response threshold, and it is not efficient for the story 3 to attain a high response value. As the threshold value increases the possibility that story 3 achieves a high response value is ruled out in a natural selection manner. The following discussions in this section will provide further evidence to support the aforementioned idea. For the two thresholds, pattern identification analysis with k-means clustering is performed. Figure 18 and Figure The following remarks can be made on the performance patterns. that it is most likely that the first inter story displacement being larger than the other stories, and it is least likely that the third inter story displacement dominates. This observation is in accordance with common sense (note that the inertia force applied to the first story is the largest, and for this example the mean stiffness of each story is the same). Now we will investigate how the performance patterns are generated in terms of basic random variables.
To start with, we investigate if the performance patterns are triggered by ground motions with different characteristics 1 (e.g., frequency contents). To have a better illustration, instead of showing the space of X we estimate the power spectrum density (PSD) of ground motion samples 2 corresponding to each pattern, and the results are shown in Figure 21 . The analytical auto-PSD model of the ground motion (Eq. (28)) is also shown in the figure for a comparison. It is seen from the figure that for each threshold, the PSD curve for each pattern essentially looks similar. Therefore, we conclude that for a given threshold, the performance patterns are not generated by ground motions with different characteristics. However, it is important to observe that this conclusion does not suggest the frequency contents of ground motion do not influence the performance patterns. In fact, it can be observed that the PSD of each performance pattern for threshold c = 0.12 [m] has richer low frequency contents than that for threshold c = 0.02 [m]. 1 Although the power spectrum density model for the stochastic ground motion is fixed (Eq.(28)), since it is a stochastic model the randomly simulated ground motion could still exhibit different characteristics. Therefore, it is possible that the ground motion samples that generate response samples of different performance patterns exhibit different frequency domain characteristics. 2 Recall that the ground motion is a deterministic function of X, as shown in Eq.(29). Given the aforementioned investigation, we conjecture that in the space of random stiffnesses [k 1 , k 2 , k 3 ], there should be clear patterns. This assumption is confirmed by Figure 22 , which shows realizations of [k 1 , k 2 , k 3 ] corresponding to each performance pattern. Figure 22 provides a way to design/control the stochastic behavior of the building, so that the random first passage event of maximum responses can be manipulated. Note that in this example Figure 22 can be qualitatively anticipated, because to have a high likelihood of first passage in certain story, the stiffness at that story should be relatively small. However, PPPD analysis provides the quantitative approach to estimate the most likely setting that triggers certain performance pattern in a rare event. Finally, it is important to highlight that the results of PPPD are obtained without a knowledge on the underlying physical/mathematical laws that govern the stochastic system. For all the examples studied in this paper, we use the governing laws to generate random samples, however, if the samples are obtained by performing real experiments or collecting data from sensors, the PPPD analysis can be applied in the same manner. This perspective further highlights the potential applications of PPPD analysis. To illustrate the effectiveness of PPPD, the paper investigates three non-trivial numerical examples which all involve random processes and high dimensional probability spaces. The first example is a hypothetical system with analytical stochastic input and output processes. A PPPD analysis for this example results in four performance patterns, which are in close accordance with mathematical rules of the hypothetical system. The second example is a Lorenz system with random system parameters and initial conditions.
Conclusions
The PPPD analysis enables one to differentiate between periodic and chaotic response trajectories, and to investigate how different performance patterns can be generated. The last example is a simplified shearbuilding model with random stiffnesses and subjected to a stochastic ground motion excitation described by a power spectrum density model. A PPPD analysis for this example leads to insightful results on how the performance patterns shift with the decrease of failure probability, and how the patterns are generated in the space of basic random variables.
A promising application of PPPD is to use it in a fully data-driven fashion to discover patterns and regularities of large-scale sophisticated stochastic systems. Ultimately, PPPD can be used to assist physicsinformed decision process.
Appendix A. Sequential Monte Carlo method to sample from the performance state domain Algorithm 2 Sequential Monte Carlo simulation to generate N random realizations from f X (x|P x )
Step 1: Parameter specification
• Define p 0 , the conditional probability for each intermediate states.
• Define N 0 , the sample size in each intermediate step. We let N 0 · p 0 ≈ N .
Step 2: Initial run
• Evaluate y • Find g (1) as the p 0 percentile of G(y
• Set j ← 1.
Step 3: Iterative runs Set j ← j + 1.
Step 4: Final MCMC sampling
• Use all samples in P x as seeds, perform MCMC sampling until a total of N samples in P x are obtained.
To have a highly representative set of realizations of f X (x|P x ) to facilitate PPPD, the MCMC algorithm used in Algorithm 2 should be able to effectively explore the performance state. One attractive MCMC algorithm proven to be highly effective in various statistical computing applications is the Hamiltonian be found in [62] .
Appendix B. Implementation of diffusion map for PPPD
For the dataset Y, the basic procedures of constructing feature vectors Ψ using the diffusion map is described as follows.
Algorithm 3 Constructing feature vectors Ψ from Y using the diffusion map
Step 1: Construct the similarity matrix • Construct the similarity matrix W = {w ij }, i, j = 1, 2, ..., N , where w ij = s(y (i) , y (j) ), s(·) is a specified similarity function.
Step 2: Obtain the Markov matrix • Normalize W by W = D α W D α , where D is a diagonal matrix with D ii = N j=1 w ij , and α, α ∈ R, is a specified parameter.
• Compute the Markov matrix M by M = D 1 W , where D is a diagonal matrix with D ii = N j=1ŵ ij .
Step 3: Obtain the feature vectors • Compute the n t largest eigenvalues and the corresponding eigenvectors for matrix M , denoted by λ i and φ i , i = 1, 2, ..., n t , respectively.
• Compute feature vectors Ψ = [ψ (1) , .., ψ (N ) ] by Ψ = Λ τ Φ T , where Λ is a n t × n t diagonal matrix with D ii = λ i ; τ , τ ∈ N + , is a scale parameter describing the time-scale of the diffusion process; Φ T is the transpose of the N × n t eigenmatrix Φ = [φ 1 , , φ nt ]. The similarity function s(·) could be problem-specific, but has to satisfy: (a) s(·) is symmetric, i.e. s(y (i) , y (j) ) = s(y (j) , y (i) ), and (b) s(·) is positivity preserving, i.e. s(·) ≥ 0. A common choice of s(·) is of the exponential kernel form written as s(y (i) , y (j) ) = exp − d 2 (y (i) , y (j) ) , (B.1)
where d(·) is a specified distance function, and is a specified scale parameter. In case d(·) is the Mahalanobis distance, Eq.(B.1) is equivalent to the classical Gaussian kernel.
In PPPD, if one has physical insight or other problem specific intuition on how radically different one realization of response variables is from another, it should be reflected in the definition of d(·). Otherwise, one may use conventional distance measures such as the L p -norm. Note that if an L p -norm distance is used in Eq.(B.1) , the similarity matrix W will be dense, since every entry of W is nonzero in principle.
This would lead to storage and efficiency issues for a large dataset. Clearly, a simple remedy to this dense matrix issue is to convert entries of W with values below some threshold to zero. An alternative approach to obtain a sparse W is to use methods such as k-nearest neighbor (k-NN) [64] to determine s(y (i) , y (j) ).
Specifically, s(y (i) , y (j) ) can be obtained via: if y (i) is within the k-nearest neighbors of y (j) , or y (j) is within the k-nearest neighbors of y (i) , where k-nearest is measured by d(·), then s(y (i) , y (j) ) is computed from Eq.(B.1); otherwise, set s(y (i) , y (j) ) to zero. A simple rule of thumb [64] to select the parameter "k" in k-NN algorithm is to set it in the order of log N , where N is the number of samples in the dataset.
Algorithm 4 Constructing feature vectors Ψ from Y using the autoencoder
Step 1: Define architecture and parameters of the autoencoder
• Define the number of layers in the encoder/decoder, denoted as k cod .
• Define the number of neurons in each layer of the encoder/decoder, denoted as n j , j = 1, ..., k cod .
• Define the activation functions for neurons in the encoder and decoder.
• Define the cost function for training the autoencoder.
Step 2: Perform layer-by-layer training
• Set dataset D ← Y.
• Repeat while j ≤ k code Set n train ← n j .
Using D as input, train an autoencoder with a single hidden layer of n train neurons.
Set Ψ as the output of the hidden layer.
Set D ← Ψ.
Set j ← j + 1.
Step 3: Fine-tuning the whole autoencoder (optional)
• Stack the single hidden layer autoencoders obtained in Step 2 to form the whole deep autoencoder.
• Perform global fine-tuning for the whole autoencoder to optimize the reconstruction of Y.
• Using Y as input for the tuned autoencoder, set Ψ as the output of the bottle-neck layer.
It is common practice to set the number of neurons in each hidden layer of the autoencoder to be smaller than the dimension of the input, otherwise there is a risk to learn the identity function. Besides manipulating the network architecture, an alternative approach to enforce the autoencoder learning useful structure is to introduce a sparsity regularization term to the cost function. In general, the cost function for an autoencoder can be of the form [65] where d(·) is a specified distance function (identical to that in Eq.(B.1)); ρ (j) is a specified target activation value for each neuron in the hidden layers andρ (j) is the average activation value (averaged over all samples in the training dataset); d sp (·) is a specified distance function (for sigmoid neurons d sp (·) can be the Kullback-Leibler divergence); n h = n k cod + 2 k cod j=1 n j is the total number of neurons in the hidden layers; α sp is a parameter controls the influence of the sparsity regularization term; c reg denotes other regularization term that might be used (e.g., L 1 or L 2 regularization).
