It is well known that the correct behavior of asynchronous circuits is not guaranteed when the inputs switch too slowly. The erroneous behavior is generally difficult to be spotted by simulation based methods. We applied formal methods to study the analog switching behavior of a full-buffer circuit composed of C-elements. We used our reachability analysis tool COHO to compute all reachable states of two C-element designs and verified several analog properties. Based on these properties, we identified a sufficient condition under which the full-buffer circuit always supports the designed handshaking protocol. We also improved the COHO tool to automate the verification process, reduce error and improve performance.
I. INTRODUCTION
Formal verification of asynchronous or analog circuits is a promising research area. As manufacturing technologies progress to ever smaller feature sizes, transistors become less-and-less ideal, and phenomena that were insignificant in an older technology may cause design failures in a more advanced process. As a consequence, analog design errors account for a growing percentage of design re-spins. Furthermore, the widely used simulation based methods have the weakness that it is difficult to simulate all corner cases and find potential bugs. Formal verification is attractive for circuit design as it formally models a circuit and considers all possible behaviors of the model. On the other hand, there are many properties of circuit-level design that make it attractive for formal approaches. Key circuits tend to be small, thus, the problems are much smaller than those for systemlevel verification. Circuit-level design is the domain of design experts who expect to spend a substantial amount of time on each cell designed. Thus, they can consider working with a verification expert if that interaction leads to a reduction in design time or risk.
It is well studied that delay insensitive (DI) circuits may not work correctly when the inputs switch too slowly [1] , [2] . In [3] , the authors reported some cases where slow transition time might affect correct behavior of C-elements. Under these circumstances, the full-buffer circuit as shown in Figure 1 does not satisfy the designed handshake protocol. This motivated our work of applying formal methods to verify C-elements and the full-buffer circuit.
This paper presents a reachability analysis based verification method and describes the verification of the full-buffer circuit as shown in Figure 1 . In particular: • We formally verified two C-element designs: a weakfeedback C-element and a conventional C-element. We specified circuit properties to be checked based on linear time logic (LTL) and Brockett annuli, and computed all possible circuit states with our reachability analysis tool COHO. By establishing an invariant set of reachable regions, we verified that the analog behaviors of these two C-element designs satisfy their designed specifications.
• We verified the full-buffer circuit by decomposing it into C-elements, inverters and NOR gates. Firstly, we showed that the output signals of these circuit elements (e.g., C-elements) satisfy the same Brockett annulus with the one used to specify their input signals. Based on this property, we found a sufficient condition under which the full-buffer circuit always supports its designed handshaking protocol. This method can be applied to other complex asynchronous circuits.
• We improved COHO by providing a hybrid automata based interface which automates reachability computation for circuit verification and supporting more features to reduce error and improve performance, such as slicing, assume-guarantee strategy, etc. These improvements facilitate the verification.
After surveying related work in Section II, Section III introduces the C-element circuits to be verified and provides specifications of these circuits. This section also presents a potential bug of the full-buffer circuit which was not spotted by simulations in [3] . Section IV describes our reachability analysis algorithms and new features of COHO. Section V presents details of our approach to compute reachable regions of C-elements. In Section VI, we present the properties that have been verified based on reachable regions. We also analyze the performance of COHO in this section. Section VII concludes the paper and presents some future work.
II. RELATED WORK
The possibility of erroneous switching behavior in asynchronous modules as a result of slow input transition was pointed out and analyzed in [1] , [2] . C-elements are widely used in asynchronous circuits to hold control states, especially in micro-pipeline [4] based circuits, such as the full-buffer circuit. In [3] , the authors showed by simulations that the correctness of the full-buffer circuit depends on the input slopes of C-elements and the handshake protocol might be violated when the slopes are very small. The authors also provided an explanation for the unexpected phenomenon. They defined two threshold voltages of C-elements: the low to high threshold V TH is the minimum voltage of inputs which makes the output switch from low to high, and the high to low threshold V TL is the maximum voltage of inputs which makes the output become low. When V TL is greater than V TH in a C-element implementation, the output of the circuit may oscillate and produce extra data to the full-buffer circuit.
Besides simulations, there are several other methods to analyze asynchronous or analog circuits. In [5] , an efficient method was presented to find all equilibrium points of a ring oscillator, and the stability of equilibria was analyzed based on eigenvalues of the Jacobian matrix. Recently, formal methods for verifying asynchronous designs have received intense attention, as these methods apply formal models and consider all possible circuit behaviors automatically. We summarize some of this work here noting that some comprehensive surveys are presented in [6] - [10] .
The first circuit-level verification work is by Kurshan and McMillan [11] . They modeled a digital arbiter circuit by differential equations and employed COSPAN to construct the reachable space. Several reachability analysis tools and techniques have been developed in the past ten years. Frehse et al. implemented PHAVER [12] which provides more efficient and robust implementations of the HYTECH algorithms [13] , [14] . The LEMA [15] , [16] tool applies labeled hybrid Petri net (LPTN) to model circuits and uses a simulation aided verification method to generate LPTN models automatically. CHECKMATE [17] , [18] computes convex polyhedral approximations of the reachable regions for systems with non-linear dynamics by using numerical optimization methods to find extremal trajectories. The D/DT tool [19] , [20] performs reachability analysis of continuous or hybrid systems modeled by linear differential inclusions of the form of dx/dt = Ax + Bu, where u is an external input taking values in a bounded convex polyhedron. D/DT represents the reachable sets as non-convex orthogonal polyhedra [21] , i.e. finite unions of full-dimensional hyper-rectangles, and approximates the reachable state using numerical integration and polyhedral approximation. These tools have been used to verify several analog circuits with low-dimensional state spaces including tunnel diode oscillators, voltage controlled oscillators and Sigma-Delta modulators [22] - [25] . However, these reachability based methods tend to suffer from statespace explosion problems. Therefore, these existing examples are restricted to simple circuits and simple properties.
III. C-ELEMENTS
A. Circuits Figure 1 shows the asynchronous circuit to be verified. It depicts a full-buffer composed of two cascaded half-buffers. The communication channels, i.e., in,net and out are dual-rail encoded. The communications of data inside the channel are implemented using state-based communication protocols. The data senders and receivers are synchronized using handshake phases: the sender's transition from one to another phase requires receiver's acknowledgment. Figure 2 highlights the sequential steps found in a four-phase handshake protocol. The data is issued by the sender block and the receiver drives the acknowledgment signal as follows:
• during phase 1, the receiver is ready to accept data; • in phase 2, the sender emits data through the communication channel; • the receiver acknowledges this data in phase 3;
• the sender removes the data in phase 4. Components C 1 , ··· ,C 4 are symmetrical 2-inputs Celements, also called Muller gates. The C-elements are used as state-based memory for synchronization protocol since there is no global clock. Figure 3 denotes the usual gate symbol and its truth table: its output Z switches when two inputs A and B have the same digital value. This gate implements a rendez-vous between sender and receiver wires. Sender and receiver ends are wired to C-element's inputs. When both ends are ready, the C-element output Z switches: the handshake protocol moves to the next phase.
The C-elements are usually designed as library standard cells. We focused our studies on the weak-feedback Celement structure [4] and the conventional C-element structure [26] . Figure 4 and Figure 5 denote their transistor networks. For both circuits, the input stage is built by stacking the transistors T P1 , T P2 , T N2 and T N1 . The transistors T N3 and T P3 make the memory point output stage. Finally, the memory point feedback stage is made of the remaining transistors. The weak-feedback C-element has six nodes: two inputs A and B, one output Z and two internal nodes P and N. The conventional C-element has two more internal nodes P 2 and N 2 .
The transistors are sized according to input-to-output delay, output transition time and consumption constraints in order to match manufacturer rated values. This constraint based design may not give a correct C-element behavior under some circumstances [3] . Therefore, it is necessary to develop novel techinques to ensure correctness of the C-element and fullbuffer circuits.
B. Small Signal Analysis
In [3] , simulations show that the communication protocol of the full-buffer circuit loses its synchronization when thresholds of the C-elements are disordered. However, Celements with correct ordered thresholds cannot guarantee correct behavior of the full-buffer circuit. If one internal node of the full-buffer circuit has a much larger capacitance than others, it not only increases the propagation delay but also stalls the handshaking process. Such large capacitances and delays may happen together when a wire is physically longer than others. Let us simplify the full-buffer circuit by considering only one half-buffer, connecting the channel acknowledge signal to its input and connecting its output to the output environment acknowledge. Figure 6 shows a 3-stage ring oscillator composed of weak-feedback C-elements with thresholds V TL = 0.69 and V TH = 0.94. When all nodes x 1 , x 2 , x 3 , x 4 have the same capacitance, the circuit oscillates as designed. However, the circuit does not oscillate any more when we add a large capacitance to node x 2 . The phenomenon is illustrated in Figure 7 where the x axis is time and the y axis represents voltages of x 1 , x 2 , x 3 , x 4 . Similarly, when the capacitance of x 2 is much smaller than other nodes, the circuit fails to oscillate either. The circuit oscillates with a very low frequency if all nodes have large but comparable capacitances. We analyzed the unexpected behavior using a small signal analysis method as presented in [5] . First, We identified all DC equilibrium points by searching the whole state space with TSMC 180nm process models. To determine whether or not a DC equilibrium is stable, we constructed a linear model for circuit behavior in a small neighborhood of the equilibrium:
whereV is the time derivative of V , V eq is the voltage vector for the equilibrium point, and J eq is the Jacobian matrix.The solution to Equation 1 is
If J eq has at least one eigenvalue with positive real parts, then the DC equilibrium is unstable because e tJ eq goes to infinity as t increases. Otherwise, we say the equilibrium is stable. The result shows that real parts of eigenvalues become negative when the capacitance of x 2 reaches an upper or lower bounds, which explains the simulation results.
C. Specifications
As described above, simulation based methods cannot always find all bugs of circuit designs. Therefore, it is necessary to apply formal methods to analyze the C-element and full-buffer circuits. One challenge of formal methods is to formally specify circuit properties. We applied linear time logic (LTL) [27] to specify properties of C-elements. The specification of output Z is shown in Figure 8 .B. In English, the "guarantee" clause says that if inputs A and B are both high (low), then the output Z will eventually be high (low). On the other hand, the inputs A and B cannot vary arbitrary. In the full-buffer circuit or other micro-pipeline [4] based circuits, A is the output of previous C-element, which cannot switch unless its inputs switches to the same level in advance. However, input B of previous C-element is the inverted version Z of the current C-element. Therefore, when A is high (low), it cannot switch to low (high) before Z becomes high (low). This property is specified by A U ⇒Z which is short for A ⇒ (A U Z), i.e., if A holds in the current state, A will continue to hold until a state in which Z holds. It is similar for input B. The specification of inputs is shown as the "assume" clause in Figure 8 .A.
A. Assume (environment controls inputs A, B)
( Circuit-level verification requires continuous specifications. To support continuous variables and specify analog signals, we introduce Brockett annuli into LTL. Figure 9 shows a Brockett annulus [28] . When a variable is in region 1, its
A "typical" trajectory value is constrained but its derivative may be either positive or negative. Thus, region 1 of the annulus specifies a logically low signal: it may vary in a specified interval around the nominal value for low signals. When the variable leaves region 1, it must be increasing; therefore, it enters region 2. Because the derivative of the variable is positive in region 2, it makes a monotonic transition leading to region 3. Regions 3 and 4 are analogous to regions 1 and 2 corresponding to logically high and monotonically falling signals respectively. Furthermore, the horizontal radii of the annulus define the maximum and minimum high and low levels of the signal (i.e. V 0l , V 0h , V 1l , and V 1h in Figure 9 ). We also add constraints specifying the minimum dwell time t l , t h in regions 1 and 3, i.e., the minimum duration of sojourns in region 1 and 3. We specify a Brockett annulus by
, where b i is the vertical radius of the inner ellipse and b o is the vertical radius of the outer ellipse. A Brockett annulus provides the mapping from continuous trajectories to discrete traces. We write B i (x) to indicate variable x is in region i of the annulus. If a trajectory is in region B 1 for variable x, then its discrete abstraction is unambiguously low (i.e. false); likewise if it is in region B 3 , then its clearly high. If the trajectory is in region B 2 (resp. B 4 ), then it may be treated as high (resp. low), but it is not required to do so until the signal enters region B 3 (resp. B 1 ). We say that a signal makes a rising transition when it enters region 2 of its Brockett annulus and a falling transition when it enters region 4. Using the mapping described above, we translate the discrete specification as shown in Figure 8 into the continuous specification as shown in Figure 10 .
( The Brockett annulus construction is also used to specify input signals as it allows a large class of signals to be described in a simple and natural manner. Given any trajectory, x(t) that is contained in the interior of the annulus, any trajectory x (t) that is obtained from a small, differentiable perturbation of x(t) is also in the annulus. This is in contrast with traditional circuit simulators that test a circuit for specific stimuli such as piecewise linear or sinusoidal waveforms. Thus, a Brockett annulus can be given that contains all trajectories that will occur during actual operation, something that traditional simulation cannot achieve.
IV. VERIFICATION PLATFORM
Our approach for circuit verification is based on reachability analysis, i.e., computing all possible circuit states and then checking properties on these states. We developed a reachability analysis tool COHO for asynchronous or analog circuits and hybrid systems. In this section, we first present the basic reachability algorithm of COHO, noting more details and verification examples were presented in [29] - [34] . However, computing circuit states with the old version COHO requires lots of manual work which is tedious and error-prone. To automate reachability computation, we improved COHO by developing an easy-to-use interface based on hybrid automata and providing more useful features.
A. Reachability Algorithms
The reachability problem, i.e., determining if a target state is reachable from an initial state, is usually undecidable for hybrid systems with non-trivial continuous dynamics [35] - [37] . COHO developed techniques and algorithms to approximate reachable regions and bound solutions of non-linear ODEs. All of these techniques over-approximate the forward reachable region and ensure soundness.
COHO uses projectagons to represent reachable regions in continuous spaces. A projectagon represents an object by its projection onto two-dimensional subspaces. Conversely, given a set of projection polygons, the projectagon is the object obtained by intersecting the prisms obtained by inverse-projecting each projection polygon back into the full-dimensional space. Most operations on projectagons can be performed efficiently by manipulating the individual polygons, avoiding explicit operations on high-dimensional objects. This representation corresponds to circuit designers' intuitive notion of how a circuit works. Typically, each signal is controlled by a small number of signals. Pairing a node with each of its controlling nodes naturally captures the causal behavior of the circuit. Projectagons can represents non-convex polyhedron accurately with efficient operations. This property is essential for circuit verification because the reachable region of complex circuits are usually non-convex. A non-convex region can be represented by a union of convex objects, such as the orthogonal polyhedra [21] representation used in D/DT. The method can be applied to low-dimensional (e.g., 2-3) systems but is inefficient for high-dimensional systems as the number of convex objects generally increases exponentially.
COHO's reachability algorithm [32] , [38] computes reachability through a sequence of time steps. In each step, COHO computes a projectagon that contains all reachable points at the end of the step. The key to COHO's approach is that extremal trajectories originate from the boundary of the faces of the projectagon, and these faces correspond to edges of the projection polygons. This allows COHO to compute reachability by working on one edge at a time: COHO moves each edge forward, projects it back down to its polygon's subspace, and uses these projections to compute a bounding polygon for each projection polygon at the end of each timestep.
Given the netlist of a circuit, COHO automatically constructs an ODE model using modified nodal analysis. By treating all capacitances as having constant values to ground, a simple ODE is generated aṡ
where I ds is a function of transistor currents, C is a diagonal matrix of nodes capacitances and M is a connectivity matrix for transistors to nodes. More details of the modeling method were represented in [34] . However, nonlinear ODEs presented above cannot be solved analytically; thus, reachability computation must be based on approximate, numerical methods. COHO computes bounds on the points reachable from a projectagon face during a time step by approximating ODEs by linear differential inclusions:
where AV + b is a linear approximation of the circuit model; and u is a vector that upper bounds the approximation error. We use HSPICE to obtain tables of I ds data for a particular process on relatively fine grid and use this data in our reachability calculations. Because I ds is monotonic in transistor node voltages, it is straightforward to obtain linear inclusions that contain the HSPICE model based on the tabulated data. Inclusions for dynamics of inputs A and B can be constructed from the Brockett annulus construction described in Section III.C. Substituting these linear inclusions into Equation 3 provides the linear differential inclusion required for COHO. This approach is simple and general: we can generate accurate models for any process with vendor provided SPICE models. Furthermore, our table is interval value based, i.e., both lower and upper bounds of the current are provided for each grid point. Therefore, the conservative table allows nondeterministic which can be used to model PVT variations or noise. Compared with other methods such as the simulation aided verification method used in LEMA [16] , our approach has the benefit that we only simulate a small number of basic devices, e.g., transistors, instead of the whole circuit or macromodels.
B. Hybrid Automata Based Interface
Given the mathematical model as shown in Equation 3 , COHO can compute forward reachable regions from an given initial region. However, it is non-trivial to compute all circuit states using the fundamental reachability analysis algorithms directly. To automate reachability computation, we implemented a general interface for reachability analysis in COHO. The interface employs a standard model for hybrid systems: hybrid automata [39] , [40] . The hybrid automaton used in COHO is a tuple M = (Q, X, F, T, I , G, R, S 0 ) where
• Q is a finite set of discrete states.
• X ∈ R n is the continuous state space, where n is the number of continuous variables. S = Q × X is the state space of the system. • I : Q → 2 X is a collection of invariants. I(q) is the condition of continuous variables which must be satisfied in the state q. The condition is described by a system of inequalities, e.g., (
For each state q, the evolution of continuous variables is governed by the deterministic or non-deterministic dynamics F(q).
• T ⊆ Q × Q is a set of discrete transitions. Each transition t = (q, q ) identifies a source state q and a target state q .
• G : Q → (X → 2 X ) assigns each state a guard condition which determines the pre-condition of discrete transitions.
is a collection of reset maps. For each transition t, R(t) alters the continuous variables in the source state q, which will be used in the target state q .
• S 0 = Q 0 × X 0 ⊆ Q × X is the initial region of the automaton. With the hybrid automata based interface, it is much easier for users to describe all reachability computations required to verify a property of a circuit. Given a hybrid automaton, many functions and features can be implemented easily. First, stopresume computation is supported automatically by saving a check point after completing the reachability computation in an automaton state. Second, COHO can adjust function parameters to optimize performance or accuracy in each state independently. For example, computations in a state where the continuous dynamic converges rapidly can be optimized for performance; and can be optimized for accuracy otherwise to avoid false negative results. This is important for successfully verifying a complex circuit, since reachability computation is time-consuming and reducing approximation error is crucial for a successive verification. Third, COHO can partition a state of a hybrid automaton into several discrete states by slicing a monotonically changing variable. For example, the output Z of C-elements increases monotonically when inputs A and B are both clearly high. The corresponding state can be partitioned into several sub-states by slicing the value of Z. The reachability computation is performed in the first substate and then in the second sub-state using the result from the first one as the initial region, and so on. The slicing strategy avoids computing differential inclusion models as shown in Equation 4 for large regions. This feature is essential for our verification of C-element circuits as described in the next section.
V. REACHABILITY COMPUTATIONS
We applied COHO to compute reachable regions of two C-elements as shown in Figure 4 and Figure 5 . We first modeled all input transitions in one hybrid automaton and then applied an assume-guarantee strategy to partition the hybrid automaton into two independent automata. Several techniques, including the slicing method, are used to speed up computations and reduce approximation error. We now describe the reachability computation in greater details.
A. Constructing Hybrid Automata
In order to obtain conservative results, it is necessary to compute circuit states under all possible input transitions. As shown in Section III.C, input signals are specified by Brockett annuli. However, reachability computations of regions 2 and 4 must be performed separately, i.e., in different states of a hybrid automaton. This is because regions 2 and 4 of an annulus admit signals with the same range, thus, are indistinguishable without extra information. Therefore, transitions of one input signal can be modeled by four states denoted as S 1 , S 2 , S 3 , S 4 , corresponding to four regions of the Brockett annulus construction. Reachable states of a circuit with only one input signal can be obtained by performing reachability computations in these four states. Noted that there are minimum dwell time requirements in low and high regions, trajectories cannot leave S 1 (S 3 ) before staying in the state for the minimum time t l (t h ).
Transitions of two input signals A, B are more complicated. Assuming two signals are independent, there are 4 2 = 16 possible concurrent transitions, which are denoted as S <i, j> , i, j ∈ {1, 2, 3, 4}, where i( j) is the region of signal A(B) (i.e., regions 1-4 correspond to low/rising/high/falling signals respectively). We assume that the minimum duration time is T for regions 1 and 3 of two annuli, otherwise, we can set T as the minimum value of them. Due to the minimum dwell time requirement, trajectories in S <1,1> cannot enter S <2,1> unless A has stayed in region 1 for at least T time. Similarly, trajectories cannot enter S <1,2> unless B has stayed in region 1 for T time. Therefore, there are four kinds of trajectories in this state. The first case is when both inputs satisfy the dwell time requirement thus trajectories can leave the current state at any time and enter S <2,1> , S <1,2> or S <2,2> . The second (third) case is when only A(B) satisfies the dwell time requirement and trajectories can only enter S <2,1> (S <1,2> ). The final case is when none of inputs satisfy the dwell time requirement and trajectories cannot leave the current state. Furthermore, it is possible that B does not satisfy the dwell time requirement when A leaves region 1 whereas B starts to satisfy the requirement when A is in region 2. This generates infinite number of possible transitions, e.g., B has stayed in region 1 for a time t when A leaves region 1. It is similar for trajectories in states S <1,3> , S <3,1> and S <3,3> .
However, it is generally impossible to record the exact time of each trajectory during reachability computation. We employ a conservative approximation technique to solve the problem. The method first measures the maximum rising time t max from the inner bound of the Brockett annulus and then uses T = T − t max as the minimum dwell time of region 1. This method allows trajectories to leave region 1 before time T , whereas ensures that B cannot leave region 1 when A is in region 2. Using this over-approximated technique, all concurrent input transitions are enclosed by a finite number of states. Figure 11 illustrates the concurrent input transitions for circuits with two independent inputs. Each input signal has four discrete states, thus, there are 16 combinations and four of them have dwell time requirements for both inputs. The solid arrows denote transitions of trajectories where both inputs satisfy their dwell time requirements and are allowed to make the transition. The dashed arrows denote transitions of trajectories where only one input satisfies its dwell time requirement. For examples, trajectories can go to S <1,2> , S <2,1> or S <2,2> if both inputs satisfy the dwell time requirement when leaving S <1,1> . If these trajectories enters S <1,2> and then S <1,3> , they can either stay in S <1,3> for T time or go to S <2,3> immediately as A satisfies the dwell time requirement of region 1. However, trajectories of the latter case cannot go to S <2,4> further because B has not satisfied its dwell time requirement of region 3 yet. It is similar for trajectories originated from states S <1,3> , S <3,1> or S <3,3> . With this analysis, we can see that there are totally 32 states. This approach can be extended to higher dimensions for circuits with more than two inputs.
Not all of these states are reachable for C-elements. As shown in Figure 8 .A, input A can not switch to low when input B is switching from low to high, and vice versa. Therefore, trajectories from state S <1,1> must go to state S <1,3> or S <3,1> first and then stay in state S <3,3> for T time. It is similar for trajectories from state S <3,3> . This reduces the number of reachable states from 32 to 16. A hybrid automaton with these states can be constructed to compute reachable regions of C-elements under all allowed input transitions.
B. The Assume-Guarantee Strategy
Reachability analysis is usually quite expensive, e.g., it may take several days to complete the computation for a circuit with more than six nodes. Therefore, it is demanding to partition the reachability computation into several phases and perform computations in parallel. Therefore, we split the hybrid automaton constructed above into several smaller ones. To make reachability computation in each phase independent of each others, we applied an assume-guarantee strategy. For each phase, we assume that the initial circuit states are bounded by a region and compute forward reachable regions from the initial region. At the end, we show that all assumptions are correct based on reachable regions computed in all phases in order to establish an invariant set. Generally, we partition reachability computation based on input transitions as described above. For example, for a circuit with one input, its reachability computation can be partitioned into two phases which correspond to the rising and falling stages of the input signal respectively. For a circuit with two inputs, the reachability computation as shown in Figure 11 is usually partitioned into four phases: the first phase starts from state S <1,1> and ends in states S <3,3> ; the second phase is from state S <1,3> to state S <3,1> ; the third phase is from state S <3,1> to state S <1,3> ; and the last phase is from state S <3,3> to state S <1,1> . This strategy enables us to complete reachability computation, debug the code, and address issues of over approximation in a reasonably timely manner.
For the C-element verification, we partitioned the reachability computation into two phases and constructed two hybrid automata correspondingly. The first one corresponds to the low to high transition phase where output Z switches from low to high. The initial region is estimated based on trajectories leaving state S <1,1> . Then reachability computations are performed in states S <1,2> , S <2,1> , S <2,2> , S <2,3> , S <3,2> and ended in state S <3,3> . The second automaton corresponds to the high to low transition phase similarly. The initial regions for these two hybrid automata are listed in Table I .D.
C. Verifying the Weak-feedback C-element
We first computed reachable regions of the weak-feedback C-element as shown in Figure 4 . The circuit has six nodes, thus reachable regions are six-dimensional. Table I .C lists the projection polygons that we used in each phase. These were chosen with several considerations. First, we included at least one projection polygon for each variable to bound the resulting projectagon in all dimensions. Therefore, plane (Y, Z) is selected to bound the value of Z. Second, we chose projections that corresponded to logical dependencies between changing signals. For example, the value of signal Y is determined by signals B, P, N and output Z. Therefore, if Y is in a large interval, it is better to include planes (Y, Z), (P,Y ), (N,Y ) and (B,Y ). However, large number of projectagon polygons reduces the performance significantly. We can drop a plane if all projection polygons on it are close to rectangles, which means that these two variables are roughly independent. When inputs A and B are both high, we know the value of P is quite stable and slightly depends on the value of A. Thus, we dropped plane (A, P) in state S <3,3> . However, we included the plane in state S <2,2> because signal P is falling when inputs A and B switch from low to high. Noting that we used different projection polygons in different states of a hybrid automaton. This improves performance without introducing large approximation error.
To reduce approximation error and improve performance, we sliced monotonically switching variables. We first sliced input signals A and B by 0.2 volts in regions 2 and 4. This resulted in 49 sub-states for state S <2,2> or state S <4,4> . We also sliced Y into four equally spaced intervals as shown in Table I .C in phase one when Y starts to fall. In state S <3,3> , output Z starts to rise when Y is low enough. Therefore, we sliced both Y and Z in order to reduce approximation error. With these slicing variables, the first hybrid automaton has totally 193 states. It is similar for the second hybrid automaton.
We also added several pre-proved invariants to COHO, as shown in Table I .B. We established these conditions by examining the time derivatives of signal voltages at the entire state space. They can also be checked by other tools such as HYSAT [41] . Generally, COHO produces more accurate reachable regions than interval propagation based tools, such as HYSAT and HSOLVER [42] . However, COHO is more expensive than these tools and reachable regions computed by COHO might violate these invariants because of overapproximation errors. The combination of reachability analysis and static analysis is necessary for many verification problems.
D. Verifying the Conventional C-element
The conventional C-element has two more nodes (P 2 , N 2 ) than the weak-feedback C-element, thus, the corresponding ODE model is eight-dimensional. However, the reachability computation on the accurate model is more expensive than that for the weak-feedback C-element. Therefore, we simplified the circuit as a four-dimensional system by ignoring internal nodes P 1 , P 2 , N 1 , N 2 . Our method assumes that these internal nodes have no capacitance and voltages on these nodes are equilibria that balance the currents flowing through the upper and lower N/P-channel transistors. With this assumption, we created a three-dimensional model for the nMOS tetrode composed of T N1 and T N2 as shown in Figure 5 and another such model for the pMOS tetrode composed of T P1 and T P2 . This assumption is reasonable as the internal nodes have much smaller capacitances than other nodes of the circuit. In fact, many designers would instinctively ignore the contributions of these tiny capacitors. Similarly, we created simplified models for macro-devices composed of T N4 , T N5 and T N6 (or T P4 , T P5 and T P6 ) as shown in Figure 5 . These macro-models have four terminals A, B,Y and Z, thus the tabulated data generated by HSPICE simulations consumes large amount of memory. To solve the problem, we proposed two solutions. The first method uses coarser grids and reduces ( the number of grids of the table to a reasonable value. The second method combines these two nMOS (pMOS) at the bottom and apply the maximum (minimum) value of A and B as the gate value. With these simplifications, we completed reachability computation within an acceptable time.
VI. RESULTS
We implemented the methods described above and applied them to the verification of the weak-feedback C-element shown in Figure 4 and the conventional C-element shown in Figure 5 . Transistor models used during reachability computation are generated by HSPICE simulations for the TSMC 180nm, 1.8V, bulk CMOS process. Transistor sizes of these circuits are listed in Table I.A. Table I .B also lists Brockett annuli for input specifications. In the implementation, we increased the maximum low value from 0.15 to 0.2 and reduced the minimum high value from 1.65 to 1.6 to ensure the signal changes monotonically in regions 2 and 4 using the differential inclusion model as shown in Equation 4.
A. Verified Properties
With the methods and parameters described above, we have computed reachable regions for both weak-feedback and conventional C-elements. From Table I .D, we can see that the reachable region at the end of each phase is contained by the initial hyper-rectangle of the other phase. Therefore, we have established an invariant set for the C-element. Figure 12 illustrates the reachable regions of the weak-feedback Celement by projecting them onto the (A, B, Z) subspace. The figure shows that output Z stays as low until both inputs are logically high and Z does not fall until inputs are clearly low. The analog behavior of C-elements supports specifications as shown in Figure 8 .B and Figure 10 .B. and uses this model to find the reachable combination of Z andŻ. From these, we constructed a Brockett annulus that is satisfied by Z andŻ. Figure 13 shows the result for the weak-feedback Celement and Figure 14 shows the result for the conventional C-element. From these plots, we can see that the Brockett annulus of the conventional C-element is tighter than the one of the weak-feedback C-element. This is because there is no fight between the feedback stage and the output stage in the conventional C-element which creates a tighter annulus; and we applied simplified models as described in Section V.D which reduces approximation errors. The simplified models are suitable to find obvious errors more efficiently. Although the computed result may not be an over-approximation of real circuit states, it estimates the shape of reachable regions. Therefore, we can perform two reachability computations: one with simplified models and the other with accurate models. The result of the first computation can be used to optimize COHO for performance or accuracy in the later computation, e.g., choosing projection polygons, estimating COHO parameters, slicing variables, etc. Figure 13 shows that output Z does not satisfy the Brockett annulus in Table I .B. To solve the problem, we appended an inverter to output of the weak-feedback circuit and performed a separate reachability analysis for the inverter. We specified the input signal of the inverter by the Brockett annulus in Figure 13 and computed the Brockett annulus of the output. The result is shown in Figure 15 in which blue polygons illustrate the Brockett annulus of the output signal, and black ellipsoids denote the Brockett annulus used in the specification (Table I.B) . From the plot, we can see that the output of the "inverted" C-element satisfies the same specification with input signals A and B. Similar result was obtained for the conventional C-element.
Obviously, we can apply COHO to compute reachable regions of NOR gates used in the full-buffer circuit as shown in Figure 1 . The NOR gate has four nodes, thus, the reachability computation required to verify the circuit is more efficient. It is easier to show that the input and output of a proper sized NOR gate satisfy the same Brockett annulus. Therefore, all internal signals of the full-buffer circuit satisfy the same Brockett annulus, if signals from input and output environments also satisfy this Brockett annulus. Under this condition, the full-buffer always supports the designed handshake protocol, thus, the correctness of the circuit is guaranteed. The method by showing all subcomponents satisfy the same specification can be applied to verify the correctness of other complex asynchronous circuits that employ the micro-pipeline [4] structure.
During the verification, we failed to show that Z satisfies a Brockett annulus if the keeper inverter is too large or small. When the keeper is too big, input stage transistors do not have enough power to switch the state of memory point. On the other extreme, the voltage of Z may reach high (low) before inputs switch to logic high (low), which indicates the circuit is not robust to noise. The failures of verification can help designers to find potential bugs in circuit designs.
B. Performance
We also evaluated the performance of COHO. We ran all reachability computations on a 64-bit Linux server with sixteen 2.27GHz Xeon processors and 32G bytes of memory. Although COHO is partitioned into separate MATLAB and JAVA processes, one COHO process only uses one CPU at a time and consumes about 1-2G bytes memory. We used the time function of the bash shell to measure the run-time of the JAVA process and used the cputime function to measure the computation time of each state in a hybrid automaton. Generally, the JAVA process consumes 40%-50% of total runtime and linear program solver consumes approximately 30% of total run-time.
We computed reachable regions of the weak-feedback Celements with different sets of parameters. We first performed a reachability computation with eight projection polygons ((Y, Z), (N,Y ), (P,Y ), (B,Y ), (B, P), (B, N), (A, P), (A, N) ) to obtain accurate results. But we did not slice variables Y and Z. The total run-time of this reachability computation is about 144 hours for phase one and 81 hours for phase two. We then enabled the slicing strategy in state S <3,3> and reduced the run-time of phase one to 90 hours. Finally, we used the set of parameters listed in Table I . This reduces the run-time to 32 hours and 29 hours for phase one and phase two separately. From these data, we can see that the performance of COHO highly depends on the number of projection polygons. The slicing technique also improves performance by about 50% as reachability computation in a smaller region is faster. On the other hand, the slicing method does not improve accuracy significantly. That is because we used a large set of projection polygons which ensures accurate results. However, we cannot reduce the number of projection polygons to the minimum value in order to obtain the best performance. For example, we failed to verify the weak-feedback C-element when we dropped the (Y, N) plane in state S <2,2> of phase one. The run-time for the conventional C-element verification is a little more than 1 hour for each phase. This demonstrates that reducing the number of system dimensions can improve performance significantly.
VII. CONCLUSIONS
We applied formal methods to compute reachable regions of C-elements and found a sufficient condition which guarantees the correct behavior of an asynchronous full-buffer circuit. The success of these verifications demonstrates that reachability analysis can be applied to verify asynchronous circuits and find potential bugs which are difficult to be spotted by simulation based methods. We also provided a standard, hybrid automaton based interface for COHO and implemented more features such as slicing, assume-guarantee strategy, etc. These improvements make COHO an easy-to-use platform and also speed up the reachability analysis.
There are many directions for future work. First, our verification method and tool can be applied to verify more asynchronous or analog circuits. Second, we would like to compare COHO in run-time and accuracy to other tools, such as D/DT, PHAVER, LEMA, HYSAT, etc. Unfortunately, the other tools that we are aware of have not formally verified practical circuits. We plan to use commonly used hybrid system examples as the testbench in the first step.
COHO is still slow for practical use. A promising research direction is to improve the performance of COHO by parallel computing. For example, independent reachability computation on projectagon faces can be easily parallelized. Noting reachability computations in many hybrid automaton states can be computed at the same time, the hybrid automata based interface provides more parallelisms.
