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Characterizing how entanglement grows with time in a many-body system, for example after a
quantum quench, is a key problem in non-equilibrium quantum physics. We study this problem
for the case of random unitary dynamics, representing either Hamiltonian evolution with time–
dependent noise or evolution by a random quantum circuit. Our results reveal a universal structure
behind noisy entanglement growth, and also provide simple new heuristics for the ‘entanglement
tsunami’ in Hamiltonian systems without noise. In 1D, we show that noise causes the entanglement
entropy across a cut to grow according to the celebrated Kardar–Parisi–Zhang (KPZ) equation. The
mean entanglement grows linearly in time, while fluctuations grow like (time)1/3 and are spatially
correlated over a distance ∝ (time)2/3. We derive KPZ universal behaviour in three complementary
ways, by mapping random entanglement growth to: (i) a stochastic model of a growing surface;
(ii) a ‘minimal cut’ picture, reminiscent of the Ryu–Takayanagi formula in holography; and (iii)
a hydrodynamic problem involving the dynamical spreading of operators. We demonstrate KPZ
universality in 1D numerically using simulations of random unitary circuits. Importantly, the leading
order time dependence of the entropy is deterministic even in the presence of noise, allowing us to
propose a simple ‘minimal cut’ picture for the entanglement growth of generic Hamiltonians, even
without noise, in arbitrary dimensionality. We clarify the meaning of the ‘velocity’ of entanglement
growth in the 1D ‘entanglement tsunami’. We show that in higher dimensions, noisy entanglement
evolution maps to the well-studied problem of pinning of a membrane or domain wall by disorder.
I. INTRODUCTION
The language of quantum entanglement ties together
condensed matter physics, quantum information and
high energy theory. The von Neumann entanglement en-
tropy is known to encode universal properties of quantum
ground states and has led to new perpectives on the AdS-
CFT correspondence. But the dynamics of the entangle-
ment are far less understood. The entanglement entropy
is a highly nonlocal quantity, with very different dynam-
ics to energy or charge or other local densities. Tradi-
tional many-body tools therefore do not provide much
intuition about how entanglement spreads with time, for
example after a quantum quench (a sudden change to
the Hamiltonian). We need to develop simple heuris-
tic pictures, and simple long-wavelength descriptions, for
entanglement dynamics.
If a many-body system is initialized in a state with low
entanglement, the dynamics will typically generate en-
tanglement between increasingly distant regions as time
goes on. This irreversible growth of entanglement —
quantified by the growth of the von Neumman entropy
— is important for several reasons. It is an essential part
of thermalization, and as a result has been addressed
in diverse contexts ranging from conformal field theory
[1–3] and holography [4–9] to integrable [10–12], noninte-
grable [13–15], and strongly disordered spin chains [16–
20]. Entanglement growth is also of practical importance
as the crucial obstacle to simulating quantum dynam-
ics numerically, for example using matrix product states
or the Density Matrix Renormalization Group (DMRG)
[21]. The entanglement entropy, and even its time depen-
dence, is also beginning to be experimentally measurable
in cold atom systems [22, 23]. In a very different context,
black holes have motivated studies of how fast quantum
systems can scramble information by dynamically gener-
ating entanglement [24–27]. Simple quantum circuits —
quantum evolutions in discrete time — serve as useful
toy models for entanglement growth and scrambling [28].
This paper gives a new perspective on entanglement
growth by studying quantum dynamics that are spatially
local, and unitary, but random both in time and space.
Physically, this class of problems includes closed, many-
body systems whose Hamiltonian H(t) contains noise,
and also quantum circuits in which qubits are acted on by
randomly chosen unitary gates. The latter can be viewed
either as as discrete approximations of continuous time
dynamics or as toy models for quantum computations.
The motivation for studying noisy systems is twofold.
First, random dynamics are a ‘least structured’ model for
quantum dynamics. This theoretical laboratory leads us
to remarkably simple heuristics for entanglement growth
and the so-called ‘entanglement tsunami’ [7]. As dis-
cussed below, we conjecture that many of these heuristics
remain valid for Hamiltonian dynamics without noise.
Second, noisy entanglement growth exhibits a remark-
able long-wavelength description in its own right, with
an emergent universal structure. This structure has sur-
prising connections to paradigmatic models in classical
non-equilibrium statistical mechanics. Fluctuations and
spatial correlations in the entanglement entropy are char-
acterized by universal scaling exponents, expected to be
independent of the details of the microscopic model.
For systems in one spatial dimension (1D), we argue
that the critical exponents for noisy entanglement growth
are those of the Kardar—Parisi—Zhang (KPZ) equation,
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2originally introduced to describe the stochastic growth of
a surface with time t [29]. In the simplest setting, we find
that the ‘height’ of this surface at a point x in space is
simply the von Neumann entanglement entropy S(x, t)
for a bipartition which splits the system in two at x.
The average entanglement grows linearly in time, while
fluctuations are characterized by non-trivial exponents.
We support this identification with analytical arguments
and numerical results for discrete time quantum evolu-
tion (unitary circuits).
The KPZ universality class also includes two other
classical problems besides surface growth [29, 30], as sum-
marized in Fig. 1. We show that each one provides a
useful perspective on entanglement dynamics. They are
the statistical mechanics of a directed polymer in a dis-
ordered potential landscape [31], and 1D hydrodynamics
with noise (the noisy Burgers equation [32]). Remark-
ably, entanglement growth can be related to all three of
the classical problems in in Fig. 1, which are sometimes
referred to as the ‘KPZ triumvirate’ [33].
In the quantum setting, the directed polymer is related
to the ‘minimal cut’, a curve in space-time which bisects
the unitary circuit representing the time evolution. This
is reminiscent of the Ryu-Takayanagi prescription for cal-
culating the entanglement entropy of conformal field the-
ories in the AdS-CFT correspondence, which makes use
of a minimal surface in the bulk space [34], and anal-
ogous results for certain tensor network states [35–37].
Here however the cut lives in spacetime rather than in
space, and its shape is random rather than determinis-
tic. (For a different use of the idea of a minimal cut in
spacetime, see Ref. [9].) This picture is more general than
the surface growth picture, as it allows one to consider
the entropy for any bipartition of the system. It also al-
lows us to generalize from 1D to higher dimensions. In
d+1 spacetime dimensions the minimal cut becomes a d-
dimensional membrane pinned by disorder. This picture
allows us to pin down approximate critical exponents for
noisy entanglement growth in any number of dimensions.
This picture also leads to a conjecture for entangle-
ment growth in systems without noise, both in 1D and
higher dimensions, as we discuss below. According to this
conjecture, the calculation of the entanglement in higher
dimensions reduces to a deterministic elastic problem for
the ‘minimal membrane’ in spacetime.
The third member of the triumvirate in Fig. 1 is a
noisy hydrodynamic equation describing the diffusion of
interacting (classical) particles in 1D. We show that this
can be related to the spreading of quantum operators
under the unitary evolution, giving a detailed treatment
of the special case of stabilizer circuits. Note that while
the minimal cut picture generalizes to higher dimensions,
the KPZ and hydrodynamic pictures are special to 1D.
We propose that noisy dynamics are a useful toy model
for quantum quenches in generic (non-integrable, non-
conformally–invariant) systems, even without noise. The
logic of our approach is to pin down the universal be-
haviour of noisy systems (Secs. II—VI), to establish sim-
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FIG. 1. The KPZ ‘triumvirate’ is made up of three very
different problems in classical statistical mechanics which all
map to the KPZ universality class. As we will discuss, each
of them can be usefully related to entanglement in 1+1D.
ple heuristics capturing this behaviour (Secs. III, IV), and
then to draw conclusions that are likely to be true even
without noise (Secs. V, VIII). While the detailed physics
of entanglement fluctuations certainly relies on noise, the
coarser features of the dynamics — i.e. the leading or-
der time dependence of the entanglement entropy and
mutual information — is in fact deterministic. We con-
jecture that this leading order behaviour (as captured by
the directed polymer and hydrodynamic pictures) car-
ries over to Hamiltonian dynamics without noise. On
the basis of this we address (Sec. V) some features of
entanglement growth that have previously been unclear.
We argue that in generic 1D systems the entanglement
growth rate can be interpreted as a well-defined speed
vE , but that this speed is smaller than another charac-
teristic speed, which is the speed v˜ at which quantum
operators spread out under the dynamics. This differ-
ence is related to the failure of pictures for entanglement
growth in terms of independently spreading operators.
We discuss the meaning of vE . In Sec. VIII we discuss
the geometry-dependence of the dynamical entanglement
in higher-dimensional systems.
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II. SURFACE GROWTH IN 1D
We begin by studying entanglement growth under ran-
dom unitary dynamics in one dimension. After summa-
rizing the KPZ universal behavior, we derive this be-
haviour analytically in a solvable model, using a mapping
to a classical surface growth problem. In the following
sections we provide more general perspectives on this uni-
versal behaviour by relating the ‘minimal cut’ bound on
the entanglement to the classical problem of a directed
polymer in a random environment, and by relating the
spreading of quantum operators to a 1D hydrodyamics
problem.
Consider a chain of quantum spins with local Hilbert
space dimension q (for example spin–1/2s with q = 2).
We take open boundary conditions, and label the bonds
of the lattice by x = 1, . . . L. We consider only unitary
dynamics, so the full density matrix ρ = |Ψ〉 〈Ψ| repre-
sents a pure state. For now we consider the entanglement
x
FIG. 2. Spin chain with open boundary conditions. S(x)
denotes the entanglement entropy (von Neumann or Renyi
depending on context) between the part of the chain to the
left of bond x, indicated by the box, and the part to the right.
across a single cut at position x; we will generalize to
other geometries later in the paper. The reduced density
matrix ρx is defined by splitting the chain into two halves
at x and tracing out the left-hand side (Fig. 2). The nth
Renyi entropy for a cut at x is defined as
Sn(x) =
1
1− n log (Tr ρ
n
x) . (1)
Logarithms are taken base q. In the limit n → 1 the
Renyi entropy becomes the von Neumann entropy,
SvN(x) = −Tr ρx ln ρx. (2)
A basic constraint on the von Neumann entropy is that
neighboring bonds can differ by at most one1:∣∣SvN(x+ 1)− SvN(x)∣∣ ≤ 1. (3)
In this section we focus on the growth of the bipartite
entropies S(x, t) with time, starting from a state with
low entanglement. (Here S(x, t), without a subscript,
can denote any of the Renyi entropies with n > 0.) For
simplicity we take the initial state to be a product state,
but we expect the same long-time behaviour for any ini-
tial state with area-law entanglement.2 We will argue
that for noisy unitary dynamics, the universal properties
of S(x, t) are those of the Kardar–Parisi–Zhang equation:
∂S
∂t
= ν ∂2xS −
λ
2
(∂xS)
2 + η(x, t) + c. (4)
This equation was introduced to describe the stochastic
growth of a 1D surface or interface with height profile
S(x) [29]. It captures an important universality class
which has found a wealth of applications in classical
nonequilibrium physics, and its scaling properties have
been verified in high-precision experiments [38, 39]. The
constant c in Eq. 4 contributes to the positive average
growth rate, while η(x, t) is noise which is uncorrelated in
1 This follows from subadditivity of the von Neumann entropy.
2 The setup with area-law entanglement in the initial state is anal-
ogous to a quantum quench which starts in the ground state of a
non-critical Hamiltonian. We briefly consider initial states with
non-area-law entanglement in Sec. IX.
4space and time. The ν term describes diffusive smoothing
of sharp features. The nonlinear term, with coefficient λ,
describes how the average growth rate depends on the
slope; the negative sign is natural here, as discussed in
Sec. II A 3 (and implies that B in Eq. 6 below is positive).
KPZ scaling is characterized by an exponent β gov-
erning the size of fluctuations in the interface height, an
exponent α governing spatial correlations, and a dynam-
ical exponent z determining the rate of growth of the
correlation length (z = α/β by a scaling relation). These
are known exactly [29]:
β = 1/3, α = 1/2, z = 3/2. (5)
In our context the height of the surface is the bipartite
entanglement S(x, t). This is a random quantity which
depends on the realization of the noise in the quantum
dynamics. The mean height/entanglement grows linearly
in time, with a universal sub-leading correction:
h(x, t) ≡ 〈S(x, t)〉 = vEt+Btβ . (6)
Angle brackets denote an average over noise. The fluctu-
ations grow as
w(x, t) ≡ 〈〈S(x, t)2〉〉1/2 = Ctβ . (7)
We will refer to w as the ‘width’ of the surface. The ratio
C/B is universal (the constants vE and B are not). The
spatial correlation length grows with time as
ξ(t) = t1/z, (8)
and the equal time correlation function has the scaling
form
G(r) ≡ 〈 [S(x, t)− S(x+ r, t)]2 〉1/2 = rαg (r/ξ(t)) . (9)
On length scales 1  r  ξ(t), the surface profile S(x)
resembles the trace of a 1D random walk: this is consis-
tent with the exponent α = 1/2.
At short times the entanglement growth is affected by
initial conditions, while on very long timescales, of the
order of the system size, the entanglement saturates. The
formulae (6)—(9) apply prior to this saturation. In a
finite system the asymptotic 〈S(x)〉 profile is that of a
pyramid, with a maximum at height x = L/2, whose
height is L/2, minus an O(1) correction [40, 41]. This
profile is reached at a time
tsaturation ' L
2vE
, (10)
with bonds closer to the boundary saturating sooner
(Secs. III, V). Saturation is also captured in the sur-
face growth description, once we note that there are
Dirichlet boundary conditions on the entropy: S(0, t) =
S(L+ 1, t) = 0.
Note that the scaling described in Eqs. 6, 8 implies
the existence of two distinct diverging lengthscales dur-
ing entanglement growth. The fact that 〈S(x, t)〉 is of
order t implies that spins are entangled over distances
of order t. In fact we will show in Sec. V that vEt is
a sharply defined lengthscale. But prior to saturation,
the relevant lengthscale for spatial variations in S(x, t) is
parametrically smaller than vEt, namely ξ(t) ∼ t2/3.
Before deriving KPZ for entanglement, let us briefly
consider the status of this equation. At first sight we
might try to justify this description of S(x, t) simply
on grounds of symmetry and coarse graining. If we
were describing classical surface growth, we would ap-
peal to translational symmetry in the growth direction
(S → S + const.) in order to restrict the allowed terms,
and would note that the right-hand-side includes the
lowest–order terms in ∂x and ∂xS. But for entanglement
we cannot rely on this simple reasoning. First, the trans-
formation S → S + const. is not a symmetry (or even
a well-defined transformation) of the quantum system.
More importantly, it is not clear a priori that we can
write a stochastic differential equation for S(x, t) alone,
since the full quantum state contains much more infor-
mation than S(x, t). Despite these differences from sim-
ple surface growth, we will show that the above equation
does capture the universal aspects of the entanglement
dynamics.
In the next section we exhibit a solvable quantum
model which maps to a classical surface growth problem
that is manifestly in the KPZ universality class. Then
in the two following sections we give heuristic arguments
for more general systems by making connections with
the other members of the KPZ triumvirate. Together
with the results for the solvable model, these arguments
suggest that KPZ exponents should be generic for entan-
glement growth in any quantum system whose dynamics
involves time-dependent randomness. In Sec. VI we per-
form numerical checks on KPZ universality for quantum
dynamics in discrete time.
A. Solvable 1D model
We now focus on a specific quantum circuit model for
the dynamics of a spin chain with strong noise. We take
random unitaries to act on pairs of adjacent spins (i.e.
on bonds) at random locations and at random times, as
illustrated in Fig. 3. For simplicity we discretize time and
apply one unitary per time step. (Dynamics in contin-
uous time, with unitaries applied to the links at a fixed
rate in a Poissonian fashion, are equivalent.) We choose
the initial state to be a product state, with Sn(x) = 0 for
all n and x. We choose the unitaries from the uniform
(Haar) probability distribution on the unitary group for
a pair of spins, U(q2). This model is solvable in the limit
of large local Hilbert space dimension q.
5time step U
FIG. 3. Dynamical update in the solvable model: application
of a random unitary U to a randomly chosen pair of adjacent
spins.
1. Dynamics of Hartley entropy
A useful starting point is to consider the n → 0 limit
of the Renyi entropy, S0. This is known as the Hart-
ley entropy, and quantifies (the logarithm of) the num-
ber of nonzero eigenvalues of the reduced density matrix.
Equivalently, the Hartley entropy determines the neces-
sary value of the local bond dimension in an exact matrix
product representation [21, 42] of the state:
S0(x) = log (bond dimension at x) . (11)
Like the von Neumann entropy, the Hartley entropy of
neighboring bonds can differ by at most one:∣∣S0(x+ 1)− S0(x)∣∣ ≤ 1. (12)
Recall that logarithms are base q. For the present we
keep q finite.
For the random dynamics described above (Sec. II A),
the Hartley entropy obeys an extremely simple dynam-
ical rule. In a given time step, a unitary is applied at
a random bond, say at x. Applying this unitary may
change the Hartley entropy across the bond x; the en-
tropy remains unchanged for all other bonds. The rule
for the change in S0(x) is that, with probability one, it
increases to the maximal value allowed by the general
constraint (12):
S0(x, t+ 1) = min{S0(x− 1, t), S0(x+ 1, t)}+ 1. (13)
This ‘maximal growth’ of S0 occurs with probability one
when all unitaries are chosen randomly. Fine-tuned uni-
taries (e.g. the identity) may give a smaller value, but
these choices are measure zero with respect to the Haar
distribution.
We present a rigorous proof of Eq. 13 in Appendix A.
The appendix also gives a heuristic parameter-counting
argument which suggests the same result, but as ex-
plained there the more rigorous argument is necessary.
The dynamical rule in Eq. 13 defines a simple but non-
trivial stochastic process. Before discussing its proper-
ties, we use Eq. 13 as a starting point to show that in
the limit of large Hilbert space dimension the von Neu-
mann entropy (and in fact all the higher Renyi entropies)
obeys the same dynamical rule. The von Neumann en-
tropy is of more interest than S0, since the latter behaves
pathologically in many circumstances3.
3 This is because it simply counts up all the (nonzero) eigenvalues
2. Limit of large Hilbert space dimension
The present quantum circuit dynamics lead to a solv-
able model in the limit of large local Hilbert space di-
mension, q → ∞. In this limit all the Renyi entropies
obey the dynamical rule in Eq. 13.
To show this we consider the reduced density matrix
for a cut at x, where x is the bond to which we are
applying the unitary in a given time step. We may write
ρx(t + 1) in terms of ρx−1(t) and the applied unitary
matrix. Averaging Tr ρ2x over the choice of this unitary,
we then obtain:〈
Tr ρx(t+ 1)
2
〉
Haar
=
q
q2 + 1
(
Tr ρx−1(t)2 + Tr ρx+1(t)2
)
.
See App. B for details. In terms of the second Renyi
entropy S2 this is:〈
q−S2(x,t+1)
〉
Haar
=
q−S2(x−1,t)−1 + q−S2(x−1,t)−1
1 + 1/q2
.
(14)
The general constraint S2 ≤ S0 allows us to write
S2(x, t) = S0(x, t)−∆(x, t) (15)
with ∆ ≥ 0. We now use Eqs. 13, 14 to show that ∆ is
infinitesimal at large q. Rewriting Eq. 14 in terms of ∆,
and substituting Eq. 13, immediately shows〈
q∆(x,t+1)
〉
Haar
< q∆(x−1,t) + q∆(x+1,t). (16)
For a simple bound4, define ∆max(t) to be the maximal
value of ∆(x, t) in the entire system. The equation above
implies 〈
q∆max(t+1)
〉
Haar
< 2q∆max(t) (17)
We may iterate this by averaging over successively earlier
unitaries: 〈
e(ln q)∆max(t)
〉
Haar
< 2t. (18)
This shows that as q →∞ at fixed time t, the probability
distribution for ∆ concentrates on ∆ = 0, so that S2 and
S0 become equal.
This implies that the entanglement spectrum is flat,
so in fact all the Renyi entropies obey Eq. 13 for the
application of a unitary across bond x.
in the spectrum of ρx, regardless of how small they are. For ex-
ample, Hamiltonian dynamics in continuous time — as opposed
to unitary circuits like the above — will generally give an infinite
growth rate for S0, in contrast to the finite growth rate for SvN
and the higher Renyi entropies.
4 For a large system, this bound on
〈
q∆max
〉
will be far from the
tightest possible since we have not exploited the large size of the
system.
6x
S(x)
FIG. 4. Surface growth model for entanglement S(x, t) across
a cut at x, in the large q limit. Applying a unitary to bond x
can increase the height of the surface locally (Eq. 19), corre-
sponding to dropping a ‘block’ of height ∆S = 1 or ∆S = 2.
FIG. 5. Entanglement growth in the large q model: Effect
of applying a random unitary to the central bond, for four
choices of the initial local entropy configuration of three ad-
jacent bonds.
3. Properties of the solvable model
The dynamical rule we have arrived at for the bipartite
von Neumann and Renyi entropies at large q,
S(x, t+ 1) = min{S(x− 1, t), S(x+ 1, t)}+ 1 (19)
defines a stochastic surface growth model in which S(x, t)
is always an integer-valued height profile (Fig. 4). The
remaining randomness is in the choice of which bond is
updated in a given time step. At each time step, a bond
x is chosen at random, and the ‘height’ S0(x) is increased
to the maximal value allowed by the neighbors. Fig. 5
gives examples of local configurations before and after
the central bond is updated.
This model is almost identical to standard models for
surface growth [43, 44]. It is in the KPZ universality class
(it is straightforward to simulate the model and confirm
the expected KPZ exponents) and some non-universal
properties can also be determined exactly. Note that
the boundary conditions S = 0 on the right and the
left, and the restriction |S(x+ 1)− S(x)| ≤ 1, imply that
the entanglement eventually saturates in the expected
pyramid profile.
When we move to the continuum (KPZ) description
of the interface (4) the nonlinear λ term appears with
a negative sign, meaning that entanglement growth is
slower when the coarse-grained surface has a nonzero
slope. This is natural given the microscopic dynamics:
if the slope is maximal in some region, local dynamics
cannot increase the entropy there.
In the present model the difference in height between
two adjacent bonds is either ∆S = ±1 or ∆S = 0.
At early stages of the evolution both possibilities oc-
cur. However one may argue that the ‘flat points’, where
∆S = 0, become rarer and rarer at late times.5 At late
times the model therefore becomes equivalent to the well-
known ‘single step’ surface growth model [43], in which
∆S = ±1 only. An appealing feature of this model is
that, for a certain choice of boundary conditions,6 the
late-time probability distribution of the growing inter-
face can be determined exactly [43]. This shows that
on scales smaller than the correlation length (and prior
to saturation) the interface looks like a 1D random walk
with uncorrelated ∆S = ±1 steps. In addition to con-
firming the expected KPZ exponent α = 1/2, this allows
the mean growth rate of the surface to be calculated. Af-
ter rescaling time so that one unit of time corresponds to
an average of one unitary per bond, this gives an entan-
glement growth rate (6) of vE = 1/2.
The mapping to surface growth gives us a clean deriva-
tion of universal entanglement dynamics in a solvable
model. However this surface growth picture is restricted
to the entropy for a single cut (as opposed to the en-
tropy of a region with multiple endpoints) and to one
dimension. It will be useful to find a more general lan-
guage which extends the above results. To do this we
now make a connection with the second member of the
KPZ triumvirate (Fig. 2), the statistical mechanics of a
polymer in a random environment.
III. DIRECTED POLYMERS & MIN–CUT
In this section we relate the dynamics of S(x, t) to
the geometry of a ‘minimal cut’ through the quantum
circuit which prepares the state (Fig. 6). This provides
an alternative perspective on the exact result (19) for
the solvable model, and also a useful heuristic picture for
noisy quantum dynamics in general. This line of thinking
reproduces KPZ behaviour in 1D. Importantly, it also
allows us to generalize to higher dimensions and to more
complex geometries.
Our starting point is the minimal cut bound for tensor
networks. This very general bound has been related to
the Ryu-Takayanagi formula for entanglement in holo-
graphic conformal field theories [34–37], and has also
been applied to unitary networks as a heuristic picture
for entanglement growth [9].
5 Flat points can disappear by ‘pair annihilation’ (Fig. 5, top left),
and can diffuse left or right (Fig. 5, top right), but cannot be
created. As a result their density decreases with time.
6 The solvable case corresponds to choosing periodic BCs in the
classical problem. (These BCs are useful for understanding the
classical model, but they do not have an interpretation in terms
of entanglement.) In this setting the mean height grows indefi-
nitely, but the probability distribution for the height fluctuations
reaches a well-defined steady state.
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FIG. 6. Any cut through the unitary circuit which separates
the legs to the left and right of x (on the top boundary) gives
an upper bound on S(x, t). The best such bound is given
by the minimal cut (note that the cut shown in the figure is
not the minimal one). Finding the minimal cut in a random
network is akin to finding the lowest energy state of a polymer
in a random potential landscape.
Consider again a random quantum circuit in 1+1D,
and a curve like that in Fig. 6 which bisects the cir-
cuit and divides the physical degrees of freedom into two
at position x. Any such curve gives an upper bound
on the entanglement: all the Renyi entropies satisfy
S(x) ≤ Scut, where Scut is the number of ‘legs’ that the
curve passes through. (This is because the rank of the
reduced density matrix ρx is at most q
Scut .7) The best
bound of this type is given by the minimal cut, which
passes through the smallest number of legs. We denote
the corresponding estimate for the entropy Smin-cut(x).
If the geometry of the circuit is random, Smin-cut(x) and
the corresponding curve are also random.
In the solvable large q model, Smin-cut(x) in fact gives
the von Neumann entropy exactly. This follows straight-
forwardly from the results of the previous section (see be-
low). In a typical microscopic model, on the other hand,
Smin-cut is only a bound on the true entropy. Neverthe-
less we conjecture that the following is generally valid as a
coarse-grained picture: i.e. that it correctly captures the
universal properties of the entanglement dynamics. This
conjecture is equivalent to the applicability of the KPZ
description to generic noisy systems; further evidence for
the latter is in Secs. IV, VI.
The problem of finding the minimal curve is a version
of a well studied problem in classical statistical mechan-
ics, known as the directed polymer in a random environ-
ment or DPRE [31, 45]. Here the polymer is the curve
which bisects the circuit, and its energy E(x) is equal to
Scut(x), the number of legs it bisects. The spatial coordi-
nate of the polymer’s upper endpoint is fixed at x, while
7 This can be seen by writing the density matrix in terms of a sum
over the indices on the cut bonds.
the lower endpoint is free. Finding Smin-cut(x) is equiva-
lent to finding the minimal value of the polymer’s energy.
This corresponds to the polymer problem at zero temper-
ature; however the universal behaviour of the DPRE is
the same at zero and at nonzero temperature.8
DPRE models with short-range-correlated disorder are
in the same universality class as the KPZ equation [29].
Let E(x, t) be the minimal energy of the polymer in a
sample of height t. We may increase t by adding an
additional layer to the top of the sample. E(x, t + δt)
can then be expressed recursively in terms of E(y, t) for
the various possible values of y. In the continuum limit,
this leads to an equation for E(x, t) which is precisely the
KPZ equation [29]. The KPZ exponents given in Sec. II
may therefore be applied to the energy of the polymer.
The exponent z = 3/2 also determines the lengthscale
for transverse fluctuations of the polymer:
∆x ∼ (∆t)2/3. (20)
Since in our case the minimal E is simply Smin-cut, we
find that the latter executes KPZ growth. In the light
of the previous section, this is not surprising. In fact
in our solvable model, Smin-cut is exactly equal to the
true entanglement entropy (in the large q limit). This
follows from the fact that the recursive construction of
E(t) described above precisely matches the large q dy-
namics of Eq. 19. Examples of non-unitary tensor net-
works in which the minimal cut bound becomes exact are
also known [36], including a large-bond-dimension limit
similar to that discussed here [37].
The utility of the DPRE picture is that it is far more
generalizable than the surface growth picture, which is
restricted to the entropy across a single cut in 1D. As
noted above, the value of Smin-cut in a given microscopic
model is typically not equal to any of the physical en-
tropies Sn with n > 0. Nevertheless we conjecture that
the DPRE and KPZ pictures are valid universal descrip-
tions for all noisy models, so long as they are not fine
tuned or nonlocal. This includes Hamiltonian dynamics
in continuous time; we discuss this case further in the
Outlook section.
A. Saturation in the minimal cut picture
Eq. 20 shows that the coarse-grained minimal cut is
essentially vertical (prior to saturation of the entropy):
the lengthscale for transverse fluctuations is negligible in
comparison with t. This leads to an extremely simple
deterministic picture for the leading-order behaviour of
the entanglement, which we will discuss in more detail in
8 For any finite temperature, the DPRE flows under renormaliza-
tion to a zero temperature fixed point at which temperature is
an irrelevant perturbation.
8Sec. V. Here we briefly consider the saturation of the en-
tanglement entropy, reproducing behaviour known from
other contexts [7, 9].
The definition of the entanglement growth rate implies
that the ‘energy’ E of such a vertical cut is vEt to lead-
ing order. The entanglement in a finite system grows at
this rate until time tsaturation = x/vE , when it reaches its
saturation value S = x. (Here we are neglecting sublead-
ing terms, and assuming x < L − x.) After this time a
vertical cut is no longer favourable: instead the minimal
cut exits the circuit via the left-hand side. Its shape is
no longer unique, but it can be taken to be horizontal,
and it has ‘energy’ E = x. This picture corresponds to a
simple scaling form (again, neglecting subleading terms)
S(x, t) = vEt f(x/vEt), (21)
with
f(u) =
{
u for u < 1
1 for u ≥ 1 (22)
For a finite interval of length l in an infinite system we
have instead S(t) = 2vEt f(l/2vEt).
These scaling forms are our first confirmation that vE
is really a speed, as well as a growth rate for the entangle-
ment. We will give an independent derivation of this fact
for Clifford circuits in the following section, and we will
test the above scaling form numerically in Appendix E.
We will discuss the interpretation of vE further in Sec. V.
Note that fluctuations have dropped out of Eq. 21, as a
result of considering only the leading order behaviour
of S(x, t). These scaling forms agree with the results
for holographic CFTs [7] and with an application of the
minimal cut formula to a regular tensor network [9].
It is straightforward to generalize the directed poly-
mer picture to the entanglement or mutual information
of arbitrary regions, and even to higher dimensions. We
propose in Secs. V, VIII that this picture in terms of a
coarse-grained minimal cut is the simplest way to under-
stand the basic features of the ‘entanglement tsunami’
for generic many-body systems, with or without noise.
IV. HYDRODYNAMICS OF OPERATOR
SPREADING
An alternative way to think about the quantum dy-
namics is in terms of the evolution of local operators Oi.
For example, a Pauli operator initially acting on a single
spin (e.g. Oi ≡ Yi; we denote the Pauli matrices by X,
Y , Z) will evolve with time into an operator Oi(t) which
acts on many spins. Operators typically grow ballisti-
cally [27], in the sense that the number of spins in the
support of Oi(t) grows linearly with t.
In this section we relate the growth of the bipartite
entanglement to the spreading of operators. We focus
on the special case of unitary evolution with Clifford cir-
cuits (defined below), but we expect the basic outcomes
FIG. 7. Spreading of stabilizer operators defining the quan-
tum state (Sec. IV). Each blue particle marks the right end-
point of some stabilizer (the rightmost spin on which it acts).
Blue particles hop predominantly to the right. Whenever a
particle enters the right-hand region (A) the entanglement SA
increases by one bit. The particle density is described by the
noisy Burgers equation, which maps to KPZ. A ‘hole’ (empty
circle) marks the left-hand endpoint of some stabilizer.
to hold for more general unitary dynamics. We find that
the entanglement growth rate is not given by the rate
at which a single operator grows, but is instead deter-
mined by collective dynamics involving many operators.
Remarkably, in 1D these collective dynamics have a long
wavelength hydrodynamic description.
This hydrodynamic description turns out to be the
noisy Burgers equation, which is related to the KPZ
equation by a simple change of variable and is the fi-
nal member of the KPZ triumvirate shown in Fig. 1. In
the present case the hydrodynamic mode is the density of
certain fictitious ‘particles’, shown in blue in Fig. 7. The
quantum state is defined by a set of operators (Sec. IV A)
which spread out over time, and the particles are mark-
ers which show how far these operators have spread. We
will derive their coarse-grained dynamics in Sec. IV B af-
ter introducing the necessary operator language.
This picture shows that there is a well-defined velocity
at which entanglement spreads (at least for the present
class of dynamics) and that this is distinct from the ve-
locity v˜ governing the growth of operators (Sec. V).
A. Stabilizer operators
It will be convenient to use the language of ‘stabilizer’
operators to describe the entanglement dynamics. We
may define the initial state |Ψ0〉 by specifying L stabi-
lizers under which it is invariant (in this section we take
the number of sites to be L). These operators, denoted
Oi (i = 1, . . . , L) satisfy
Oi |Ψ0〉 = |Ψ0〉 . (23)
For example, if the spins are initially polarized in the y
direction we may takeOi = Yi. At a later time, the above
equation still holds, with each stabilizer Oi replaced with
the time-evolved stabilizer Oi(t) = U(t)OiU†(t), where
U(t) is the unitary operator that evolves the initial state
to the state at time t.
In the following, we focus on evolution of the initial
state with unitary gates in the Clifford group [46]. Such
9gates have recently been used in toy models for many-
body localization [19]. The defining feature of Clifford
unitaries is that they have a simple action on Pauli oper-
ators: single-spin Pauli operators are mapped to products
of Pauli operators.
Any product of Pauli matrices can be written as a
product of X and Z matrices, so to follow the dynamics
of a given stabilizer Oi(t), we need only keep track of
which Xi and Zi operators appear in this product. Fur-
thermore, the overall sign of the stabilizer Oi(t) does not
affect the entanglement properties of a system undergo-
ing Clifford evolution, so we do not keep track of it. By
writing Oi(t) as
Oi(t) ∝ Xv1x1 Zv1z1 . . . XvLxL ZvLzL , (24)
we may specify any stabilizer by a binary vector ~v with
2L components:
~v = (v1x, v2x, . . . , vLx, vLz). (25)
For example, the first component of the vector v1 = 1 if
X1 appears in the product, and v1 = 0 otherwise. The
binary vector corresponding to a stabilizer Oi = Yi is
~v ≡ (0, . . . , 0, 1, 1, 0, . . . , 0), (26)
where the locations of the nonzero elements correspond
to Xi and Zi.
We consider the dynamics in two stages. First we con-
sider the evolution of a single operator. Then we will
generalize this to understand the dynamics of the state.
How does a single stabilizer Oi(t) evolve? Applying a
one or two-site Clifford unitary to Oi(t) corresponds to
applying simple local updates to the string ~v. Although
the precise details of these updates will not be crucial,
we now give some explicit examples of gates which we
encounter again in the numerical simulations.
As single-site examples, consider the Hadamard and
Phase gates. The Hadamard is a rotation on the Bloch
sphere9 which exchanges the X and Z axes,
RH =
1√
2
(X + Z) (27)
so applying a Hadamard to site i updates the string by
vix ←→ viz. The Phase gate is a rotation around the Z
axis which maps Xi to Yi = iXiZi
RP =
√
Z . (28)
This means that an additional Zi is generated when-
ever Xi is present in the string, or equivalently
viz → viz + vix (mod 2). For a two-site example, con-
sider the left and right controlled-NOT (CNOT) gates
acting on the leftmost spins in the chain. In the Z basis,
9 The rotation is by pi around the (1, 0, 1) axis.
the action of these operators is to flip the ‘target’ spin iff
the ‘control’ spin is down:
CNOT(L) =
1
2
[(1 + Z1) + (1− Z1)X2] , (29)
CNOT(R) =
1
2
[(1 + Z2) + (1− Z2)X1] .
Conjugating the Pauli matrices by CNOT(L) yields:
X1 → X1X2, Z1 → Z1, X2 → X2, Z2 → Z1Z2.
We see that the operator X2 is added to the string if
X1 is present (and similarly for Z1 and Z2). Applying
CNOT(L) therefore updates ~v by
v2x → v2x + v1x (mod 2), v1z → v1z + v2z (mod 2).
CNOT(R) acts similarly with the roles of the spins re-
versed.
It is simple to argue that random application of such
operations causes the region of space in which ~v is
nonzero to grow ballistically. This corresponds to the op-
erator spreading itself over a region of average size 2v˜t,
where v˜ is the operator spreading velocity. This oper-
ator spreading velocity is the analogue, for the present
dynamics, of both the Lieb Robinson velocity and the re-
cently discussed ‘butterfly velocity’ [47] in the context of
non-noisy systems. The value of v˜ depends on the precise
choice of dynamics, but it is the same for all initial opera-
tors so long as the dynamics (the probability distribution
on gates) is not fine-tuned. Further, one may argue that
the interior of the region where ~v is nonzero is ‘struc-
tureless’. Within the interior, ~v rapidly ‘equilibrates’ to
become a completely random binary string.10
Now consider the dynamics of a quantum state. Once
the sign information in Eq. 24 is dropped, the relevant
information in the state |Ψ(t)〉 is contained in binary vec-
tors ~v1, . . . , ~vL corresponding to the L stabilizers. We
may package this information in a 2L× L matrix:
Ψ(t) =
(
~v1>, . . . , ~vL>
)
. (30)
Each column corresponds to a stabilizer, and each row
to a spin operator Xi or Zi. The dynamical updates cor-
respond to row operations (with arithmetic modulo two)
10 Consider the late time dynamics of an operator, or equivalently
its string ~v, in an L-site system. Random application of Clifford
gates gives random dynamics to ~v. It is easy to see that the flat
probability distribution on ~v is invariant under the dynamics,
regardless of the probabilities with which the gates are applied.
By standard properties of Markov processes, this is the unique
asymptotic distribution to which the system tends, so long as
the choice of Clifford gates is not fine-tuned to make the process
non-ergodic. (If the gate set includes each gate and its inverse
with the same probability, detailed balance is also obeyed, but
this is not necessary.) We expect ~v to equilbrate locally to this
structureless state on an O(1) timescale, and similarly for the
internal structure of operators smaller than L.
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FIG. 8. Left: the initial product state represented in terms
of the fictitious particles. Right: a state with maximal S(x).
on this matrix. For example, a Hadamard gate exchanges
the rows corresponding to Xi and Zi.
A crucial point is that there is a large gauge freedom
in this definition of the state. This gauge freedom arises
because we can redefine stabilizers by multiplying them
together. For example if a state is stabilized by {X1, Z2},
then it is also stabilized by {X1Z2, Z2}, and vice versa.
This freedom to redefine the stabilizers corresponds to
the freedom to make column operations on Ψ, or equiv-
alently the freedom to add the vectors ~vi modulo two.
Note that by making such a ‘gauge transformation’ we
may be able to reduce the size of one of the stabilizers,
giving a more ‘compact’ representation of the state.
The final fact we need is an expression for the entropy
SA(t) of a region A in terms of the stabilizers. Heuristi-
cally, this is given by the number of stabilizers that have
spread into region A from outside. More precisely, de-
fine IA as the number of stabilizers that are independent
when restricted to region A.11 (Independence of the sta-
bilizers corresponds to linear independence of the vectors
~vi, with arithmetic modulo two, once they are truncated
to region A.) The entropy is equal to [48, 49]
SA(t) = IA − |A|, (31)
where |A| is the number of sites in A. See Appendix C
for a simple derivation of Eq. 31. For Clifford dynamics
all Renyi entropies are equal, so we omit the Renyi index
on S. The maximal value of IA is 2|A|, so SA is bounded
by |A| as expected.
This formula has a simple interpretation. In the initial
product state we may take one stabilizer to be localized
at each site, so IA = |A| and the entanglement is zero. As
time goes on, stabilizers that were initially localized out-
side of A grow and enter A. Each time a new independent
operator appears in A, the entanglement SA(t) increases
by one bit. The linear independence requirement in the
definition of IA is crucial, as it leads to effective inter-
actions between the stabilizers which we discuss in the
following subsection.
From now on we take A to consist of the spins to the
right of the bond x, and revert to the notation SA = Sx
11 We truncate all stabilizers to region A by throwing away all the
spin operators acting outside A. In this process some of the sta-
bilizers become trivial, and some become redundant: i.e., equal
to products of the others. IA is the number of stabilizers that
are independent when truncated to A. Equivalently, IA is the
rank of the matrix Ψ after the rows corresponding to the com-
plement of A have been deleted; this is how we calculate the
entropy numerically for Sec. VI A.
used in the rest of the text for the entanglement across a
cut at x.
B. Coarse-Grained Operator Dynamics
Each stabilizer Oi(t) (labelled i = 1, . . . L) has a left
and a right endpoint li and ri, marking the extremal
spins included in the stabilizer. We view li and ri as
the positions of two fictitious particles of type l and r,
represented in white and blue respectively in Figs. 7, 8.
There are L of each type of particle in total.
In the initial product state, Oi(0) is a single Pauli op-
erator on site i, say Yi. This means that each site has
one l particle and one r particle (since li = ri = i) as
shown in Fig. 8 (left). As time increases the r particles
will typically move to the right and the l particles to the
left.
The nature of this motion depends on how we define
the stabilizers. At first sight the obvious choice is to
define Oi(t) as the unitary time evolution of the initial
stabilizer, Oi(t) = U(t)YiU†(t). But in fact it is useful
to exploit the gauge freedom in the choice of stabilizers
to impose a different ‘canonical’ form. One result of this
is that the stabilizers effectively grow more slowly than
the velocity v˜ (mentioned in the previous subsection) for
the spreading of an operator considered in isolation.
Let ρl(i) and ρr(i) be the number of particles of each
type at site i. The constraint that we impose is:
ρl(i) + ρr(i) = 2. (32)
To see that we can impose this constraint, consider the
situation ρl(i) = 3, so that there are three stabilizers that
start at i. The initial element of each string can be either
X, Y , or Z. If ρl(i) = 3, it is impossible for all three
initial elements to be independent. We can then redefine
one of the stabilizers, by multiplying it by one or both
of the others, in such a way that its length decreases by
one.12 Making reductions of this kind wherever possible
guarantees that ρl(i) ≤ 2, and also that if ρl = 2, the
initial elements of the two stabilizers are distinct. (And
similarly for ρr.) With this convention it also follows that
ρl(i) + ρr(i) ≤ 2: otherwise the operators involved could
not commute, which they must.13 (The initial stabilizers
commute, and this is preserved by the unitary dynamics
and the redefinitions of the stabilizers.) Since there are
a total of 2L particles which all have to live somewhere,
we have Eq. 32.
With this convention, the dynamics of the bipartite
entropy S(x) is simply related to the hopping dynamics
12 By choosing the longer stabilizer we avoid adding length at the
right-hand side.
13 Consider the case where ρr(i) = 1: for example let the corre-
sponding stabilizer read O = . . . Xi. Any stabilizer contributing
to ρl(i) must be of the form Xi . . . in order to commute with O.
By the rule imposed in the text this means that ρl(i) ≤ 1.
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of the particles. By Eq. 32 it suffices to consider only the
r particles: an l particle is just an r ‘hole’. We will write
the density ρr of r particles as ρ. See Fig. 7 for a typical
configuration in a subregion of the system.
The utility of the canonical form (32) is that the in-
dependence requirement becomes trivial. One can easily
check that all the operators which have spread into A
(the region to the right of x) are independent.14 There-
fore to find S(x) we need only count the number of r
particles to the right of the cut and subtract the number
of sites:
S(x) =
∑
i>x
(ρi − 1) . (33)
To reiterate, the entanglement increases by one every
time an r particle drifts rightward across bond x (and
decreases by one if it drifts across in the other direction).
Now consider the dynamics of the particles. Micro-
scopically, a dynamical time step involves (1) application
of a unitary gate, and (2) potentially a ‘clipping’ of sta-
bilizers to enforce the canonical form. Effectively, the
particles perform biased diffusion, with the restriction
that more than two particles cannot share a site,
ρ ≤ 2. (34)
This constraint leads to ‘traffic jam’ phenomena famil-
iar from the so-called asymmetric exclusion process [50],
and to the same continuum description. Our essential
approximation is to neglect the detailed internal struc-
ture of the stabilizers, and to treat the dynamics of the
endpoints as effectively Markovian. We expect this to be
valid at long length and time scales for the reason men-
tioned in the previous subsection: the internal structure
of the operators is essentially featureless, and character-
ized by finite time scales.
We now move to a continuum description. The coarse-
grained density obeys a continuity equation
∂tρ = −∂xJ (35)
with J the particle current. Further, there is a symmetry
under spatial reflections, which exchange left and right
endpoints (ρl ↔ ρr). Writing
ρ = 1 + ∆ρ, (36)
where ∆ρ is the deviation from the mean density, the
reflection symmetry is
x→ −x, ∆ρ→ −∆ρ. (37)
14 Consider the stabilizers which act in region A, i.e. the stabilizers
with ri > x. We may argue by contradiction that they remain
independent after truncation to subsystem A. If not, this means
there is some product of the truncated stabilizers which equals
one. Let the rightmost spin appearing in any of these stabilizers
be j. But by our convention for ‘clipping’ the stabilizers, it is
impossible for the Pauli matrices acting on spin j to cancel out
when they are multiplied together. Therefore the operators must
in fact be independent.
To obtain a long wavelength description, we write the
current as a power series in ∆ρ and ∂x. Keeping the
lowest order terms that respect the symmetry,
J = c− ν∂x∆ρ− λ
2
(∆ρ)2 + η. (38)
These terms have a transparent physical meaning. The
drift constant c > 0 reflects the fact that the average mo-
tion is to the right (i.e. operators grow over time). The ν
term is simple diffusion. The noise η reflects the random-
ness in the dynamics. Most importantly, the nonlinear λ
term is the effect of the constraint (32). It reflects the
fact that the current is maximal when the density is close
to one. The current evidently vanishes when ρ = 0, since
there are no particles, but also when ρ = 2 (the parti-
cles cannot move if the density is everywhere maximal).
Therefore we expect λ > 0.
From the above formulas, the density obeys
∂tρ = ν∂
2
xρ+
λ
2
∂x(ρ− 1)2 − ∂xη, (39)
known as the noisy Burgers equation [50]. The entangle-
ment S =
∫
x
(ρ − 1) obeys ∂tS = J , leading to the KPZ
equation:
∂tS = c+ ν∂
2
xS −
λ
2
(∂xS)
2 + η. (40)
The sign of λ is in agreement with that obtained from the
surface growth picture in Sec. II and from the directed
polymer picture in Sec. III. While we have focussed here
on dynamics of a restricted type (Clifford), this deriva-
tion of KPZ for entanglement provides independent sup-
port for the arguments in the previous sections.
In the language of the particles, the initial state corre-
sponds to uniform density ρ = 1. Saturation of the en-
tanglement corresponds (neglecting fluctuations) to all of
the r particles accumulating on the right hand side and
all of the l particles on the left (Fig. 8), i.e to a step
function density.
As an aside, it is interesting to consider fluctuations
in S(x) at late times, i.e. long after the saturation of
〈S(x)〉. Let us revert to our previous notation, where the
system has L+1 sites and bonds are labelled x = 1, . . . , L.
Without loss of generality we take x ≤ L/2. When fluc-
tuations are neglected, the region to the left of x is empty
of r particles, and the entropy is maximal, Smax(x) = x.
Fluctuations will reduce the average. But in order for
S(x) to fluctuate downward, a blue r particle must dif-
fuse leftward from the right half of the system in order
to enter the region to the left of x, as in Fig. 9. This is a
fluctuation by a distance ∼ (L/2− x). Such fluctuations
are exponentially rare events, because they fight against
the net rightward drift for the r particles. Thus when
L/2− x is large we expect
Smax − 〈S(x)〉 ∼ e−α(L/2−x). (41)
Our coarse-grained picture does not determine the nu-
merical constants.
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The detailed nature of these exponentially small cor-
rections will differ between Clifford circuits and more
general unitary circuits.15 Nevertheless the functional
form above agrees with the late time result for generic
gate sets, which is simply the mean entanglement in a
fully randomized pure state [40, 41]:
Smax − 〈S(x)〉 ' 2
|A|−|A¯|
2 ln 2
=
4−(L/2−x)
4 ln 2
. (42)
|A| = x and |A¯| = L − x + 1 are the numbers of sites in
A and its complement.
V. THE ‘ENTANGLEMENT TSUNAMI’ AND
THE ENTANGLEMENT SPEED
It is not a priori obvious that the rate vE governing
entanglement growth can be viewed as a speed in generic
systems (see Ref. [47] for a recent discussion), although
this is known to be the case in holographic CFTs [7].
Our results in the directed polymer picture and in the
operator spreading picture suggest that vE is indeed a
well-defined speed in generic systems. As we have seen,
there is an appealing visual interpretation of this speed
as the speed at which the operator endpoints move. How-
ever, this speed is smaller than the speed v˜ which gov-
erns the spreading of an operator considered in isolation:
‘thermalization is slower than operator spreading’.
In our formalism the difference between vE and v˜ arises
because in enforcing Eq. 32 we ‘clip’ the stabilizers, re-
ducing their rate of growth. We believe this phenomenon
to be general and relevant also to non-noisy dynamics.
This picture is contrary to that of e.g. Ref. [15] where the
operator spreading velocity is assumed to determine the
entanglement growth rate. In the presence of noise, one
may also argue that a picture of independently spread-
ing operators underestimates the exponent governing the
growth of fluctuations.16
The language of a ‘tsunami’ is often used in discussing
entanglement spreading, so it is nice to see that — at
least in 1D — entanglement spreading can be related to a
hydrodynamic problem. In higher dimensions the bound-
ary of an operator has a more complicated geometry, so
15 For example in the Clifford case Sn is independent of n, while in
general the corrections will depend on n [41].
16 Considering the unitary evolution of a single operator in isola-
tion, its right endpoint executes a biased random walk, traveling
an average distance v˜t with fluctuations O(t1/2). If we were to
neglect the independence requirement in Eq. 31 then the entan-
glement would be estimated (incorrectly) as the number of inde-
pendently spreading operators which have reached A. The mean
of this quantity is v˜t and the fluctuations are of order t1/4. This
is related to the difference between the KPZ universality class
of surface growth, which is generic, and the Edwards-Wilkinson
universality class which applies when the strength of interactions
is fine-tuned to zero [29].
x
FIG. 9. Fluctuations at late times, after saturation of 〈S(x)〉,
in the Clifford case. When x L/2 it requires a rare fluctua-
tion (fighting against the net drift) to remove a particle from
region A, leading to an exponentially small Smax(x)−〈S(x)〉.
the hydrodynamic correspondence described above does
not generalize.
In order to understand the ‘entanglement tsunami’ bet-
ter, we now return briefly to the directed–polymer–in–a–
random–medium picture developed for noisy systems in
Sec. III.
A. Simple picture for the entanglement tsunami
When all length and time scales are large, fluctuations
in the entanglement are subleading. Neglecting them is
equivalent to saying that the ‘coarse-grained’ minimal cut
(prior to saturation) is a straight vertical line. This deter-
ministic picture generalizes to the entanglement or mu-
tual information of arbitrary regions, and also to higher
dimensions (Sec. VIII). We conjecture that these pictures
are valid for the long-time behaviour of entanglement
quite generally. The setup relevant to us in the non-noisy
case is a quench, in which the initial state is a ground
state of one Hamiltonian, and a different Hamiltonian is
used for the evolution.
In the 1D case, the deterministic scaling form for the
entanglement (of an arbitrary region) which results from
the leading-order directed polymer picture is rather sim-
ple, and is not new — it agrees with holographic results
[7, 51], and as noted in Ref. [9], can also be obtained
from a more microscopic minimal cut picture in which
the geometry of the minimal cut is highly non-unique.
(We propose that coarse-graining fixes the geometry of
the minimal cut; this will be particularly important in
higher dimensions.) Here we consider the scaling of the
mutual information, in order to clarify the meaning of
the speed vE .
To calculate the entanglement SA of a region A, we
must take a cut, or multiple cuts, with endpoints on the
boundary points of A at the top of the spacetime slice.
These cuts can either be vertical, in which case they cost
an ‘energy’ vEt (to use the language of Sec. III), or they
can connect two endpoints, in which case we take them
to be horizontal and to have an energy equal to their
length. The entanglement SA(t) is given by minimizing
the energy of the cut configuration. It is a continuous
piecewise linear function, with slope discontinuities when
the geometry of the minimal cut configuration changes.
To generalize the conjecture to systems without noise,
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we must allow for the fact that the asymptotic value of
the entanglement depends on the energy density of the
initial state. We therefore replace the entanglement S
in the formulas with S/seq, where seq is the equilibrium
entropy density corresponding to the initial energy den-
sity [2, 7]. This ensures that the entanglement entropy
of an l-sized region matches the equilibrium thermal en-
tropy when vEt  l/2, as required for thermalization.
(Heuristically, seq defines the density of ‘active’ degrees
of freedom at a given temperature [47]).
To clarify the meaning of vE , consider the mutual in-
formation between two semi-infinite regions that are sep-
arated by a distance l (Fig. 10). With the labelling of
the regions as in the figure, this is given by
IAC = SA + SC − SA∪C = SA + SC − SB . (43)
We have SA = SC = vEt for all times, since the ap-
propriate minimal cuts are vertical. If l > 2vEt, SB
is given by two vertical cuts, so IAC vanishes. When
l < 2vEt, SB is instead dominated by a horizontal cut,
so that IAC = 2vEt− l.
The ‘entanglement tsunami’ is sometimes taken to
mean that at time t, a ‘boundary layer’ of width vEt
inside a given region is entangled with the exterior. If
this region were maximally entangled with the exterior,
this would reproduce the correct value of the entangle-
ment across a cut (S = vEt). However this picture is not
correct: the result for the mutual information shows that
correlations exist over distances up to 2vEt, not vEt. So
although vE is a speed, it should not be thought of as
the speed at which the boundary of the entangled region
moves.
Although the rule for calculating the entanglement is
almost trivial, the consequences are not always intuitively
obvious. First consider the case where the regions A and
C above are finite rather than infinite (and embedded
in an infinite chain); see Fig. 11. When the length d
of the regions A and C exceeds their separation l, the
time-dependence of the mutual information is as shown
in Fig. 11. [The sequence of minimal cut configurations
required for calculating SB in this case is (a), (b), (c)
shown in Fig. 12.] By contrast, when the separation l ex-
ceeds the length d, the mutual information is always zero
(or more precisely, exponentially small17). [The sequence
of cuts for SB in this case is simply (a), (c)].
� � �
����������
l
FIG. 10. Infinite chain with regions A, B, C marked. B is of
length l while A, C are semi-infinite. The mutual information
between A and C is nonzero so long as l < 2vEt: correlations
exist over distances up to 2vEt, not vEt.
17 For a simpler example of exponentially small values of the mutual
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FIG. 11. Bottom: Infinite chain with finite regions A and
C each of length d, separated by distance l. Top: The mu-
tual information between A and C in the case d > l. In the
opposite regime the mutual information vanishes.
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FIG. 12. Sequence of minimal cut configurations (red lines)
determining the entropy of region B in Fig. 11. (a) gives
way to (b) when 2vEt = l and (b) gives way to (c) when
2vEt+ l = 2d.
Finally, consider the effect of a boundary. Take a semi-
infinite chain with regions A, B, C adjacent to the bound-
ary as in Fig. 13 (C is semi-infinite). Consider the mutual
information between B and C, IBC = SB + SC − SA.
We must distinguish the case lA < lB/2 from the case
lA > lB/2.
18 The resulting expressions for IBC are plot-
ted in Fig. 13.
VI. NUMERICAL RESULTS
We now give numerical evidence that noisy entangle-
ment growth in 1D is in the KPZ universality class.
We study the time evolution of spin- 12 chains with open
boundary conditions, taking the initial state to be a prod-
information, consider 〈IAC〉 at infinite times in a finite system.
If the system contains L qubits and A∪C contains N qubits, the
mutual information is exponentially small whenever N < L/2,
and given by Eq. 42 as 〈IAC〉 ∼ (2 ln 2)−12−(L−2N).
18 In the former case the first ‘event’ is that the minimal cut at
the boundary of A goes from being vertical to being horizontal;
in the latter the first event is that the two vertical cuts at the
boundary of B are replaced by a horizontal one.
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FIG. 13. Bottom: Semi-infinite chain with regions A, B
(length lA, lB respectively) and C adjacent to the bound-
ary. Top: The mutual information between B and C for this
geometry, for the two regimes indicated.
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FIG. 14. Schematic structure of a layer in the quantum cir-
cuits used for simulations.
uct state with all spins pointing in the same direction (ei-
ther the positive y or z direction) and keeping track of the
entanglement entropy across each bond during the evolu-
tion. The discrete time evolution is a circuit of one- and
two-site unitaries. Fig. [14] shows the structure of a single
time step: two layers of 2-site unitaries are applied, one
layer on odd and one on even bonds, together with single-
site unitaries. Each unitary is chosen independently and
randomly (from a certain set specified below). We will
use the symbol R to denote a generic single-site unitary,
and U to denote a 2-site unitary.
We consider three kinds of dynamics, distinguished by
the choice of unitaries. To begin with we study ‘Clif-
ford evolution’ in which the unitaries are restricted to
the set of so-called Clifford gates (Sec. IV). Clifford evo-
lution can be simulated efficiently (in polynomial time)
using the stabilizer representation discussed in Sec. IV.
This allows us to access very long times and to pin down
KPZ exponents accurately. Next we study more general
dynamics for which polynomial-time classical simulation
is impossible, giving evidence that KPZ behaviour holds
more generally. The two types of non-Clifford dynamics
studied here are referred to as the ‘phase evolution’ and
the ‘universal evolution’: details are given below. For
these dynamics we use a matrix product representation
of the state implemented via iTensor [52].
The fingerprints of KPZ behaviour that we search
for are the two independent critical exponents β and α
(Sec. II). We extract β both from the fluctuations in the
von Neumann entropy and from the corrections to the
mean value (Eqs. 6, 7), and we extract α from the spa-
tial correlations in the entanglement at distances shorter
than the correlation length ξ(t) (Eq. 9).
A. Clifford evolution
Clifford circuits, or ‘stabilizer circuits’, are a special
class of quantum circuits which play an important role
in quantum information theory. As shown by Gottesman
and Knill, they can be simulated efficiently, even when
the entanglement entropy grows rapidly, by representing
the quantum state in terms of stabilizers [53]: see Sec. IV.
The time evolution operator for a Clifford circuit be-
longs to the Clifford group, a subgroup of the unitary
group on the full Hilbert space. This group may be gen-
erated by a small set of local Clifford gates: the two-
site controlled NOT gates (Eq. 29) and the single-site
Hadamard and Phase gates RH and RP (Eqs. 27,28). For
circuits built from these gates, time-evolving the state on
L spins up to a time t takes a computational time of or-
der Lt and measuring the entanglement across a given
bond in the final state takes a time of order L3 at most.
This is in sharp contrast to the exponential scaling which
is inevitable for more general circuits.
In all our simulations, each two-site unitary U in the
circuit is chosen with equal probability from three pos-
sibilities: the two types of CNOT gate (Eq. 29) and the
identity matrix:
U ∈
{
1,CNOT(L),CNOT(R)
}
. (44)
In this section we discuss the simplest Clifford dynamics,
which includes only these gates, and no 1-site unitaries
(R = 1). When the initial state is polarized in the y–
direction, this set of gates is sufficient to give nontrivial
entanglement evolution, with universal properties that
turn out to be the same as those for more generic gate
sets. We have also studied the ‘full’ Clifford dynamics in
which all the Clifford generators are used, choosing the
single site unitaries randomly from the three options
R ∈ {1, RH , RP } (45)
Results for this case are similar and are given in Ap-
pendix. D.
To begin with, Fig. [15] shows the evolution of the bi-
partite von Neumann entropy S(x) (in units of log 2) for
a single realization of the noise (i.e. a particular random
circuit) in a system of L = 459 sites. The curves show
successively later times. Note that the entropy saturates
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FIG. 15. The von Neumann entropy S(x, t) for a system of
length L = 459, as a function of x, for several successive times
(t = 340, 690, 1024, 1365, 1707, 2048 and 4096), in the Clif-
ford evolution. The figure shows how the state evolves from
a product state to a near-maximally entangled one. Prior
to saturation the entanglement displays KPZ-like stochastic
growth. S(x, t) is in units of log 2.
more rapidly closer to the boundary, because the maxi-
mum entanglement across a bond is proportional to its
distance from the boundary. At very late times S(x, t)
saturates to a pyramid-like profile representing close-to-
maximal entanglement. Our interest is in the stochastic
growth prior to saturation, which we will show is KPZ–
like. All observables in the following are measured far
from the boundary, in order to avoid finite-size effects
associated with saturation.
Fig. [16] shows successive snapshots for a subregion
of a larger system of L = 1025 bonds (times t =
170, 340, 512, 682, from bottom to top). The maximal
slope that can appear is 1, in accord with Eq. 3. Note
the gradual roughening of the surface and the growing
correlation length.
Fig. 17 shows the ‘height’ and ‘width’ of the growing
surface,
h(t) = 〈SvN(x, t)〉, w(t) =
√
〈〈S2vN(x, t)〉〉 (46)
for very long times. These quantities have been averaged
over at least 105 realisations. In each realisation only the
entanglement across the center bond is used (therefore
all data points are uncorrelated) and the system size is
L = at, where a is chosen to avoid finite size effects (see
Appendix E). We obtain estimates βh and βw of the ex-
ponent β by fitting the data to the expected forms (cf.
Eqs.6,7):
h(t) = vE t+B t
βh , w(t) = C tβw +D tη. (47)
Here η (with η < βw) captures subleading corrections.
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FIG. 16. The von Neumann entropy S(x, t) in units of log 2,
far from the boundaries, in a system of length L = 1025 at
various times (from bottom to top t = 170, 340, 512 and 682)
evolved with the Clifford evolution scheme. ξ schematically
shows the typical correlation length Eq. [8] which grows in
time like t1/z.
We find:
βh = 0.33± 0.01, βw = 0.32± 0.02. (48)
Both estimates of β are in excellent agreement with the
KPZ value β = 1/3. The solid lines in Fig. 17 show the
fits (the fit parameters are in Table I). The dashed lines
show the slopes corresponding to the expected asymp-
totic power laws, h(t) ∼ t and w(t) ∼ t1/3.
The analysis in Sec. IV implies that vE is a well-defined
velocity, and vEt is a sharply-defined lengthscale charac-
terizing the range of entanglement in the state. We may
confirm this by measuring this lengthscale directly. In
Appendix E we do this by checking the scaling form for
the saturation behaviour of the entanglement given in
Sec. III A.
Note the small value of the subleading exponent η ob-
tained from the fit. This implies that finite time cor-
rections are reduced if we plot the numerical derivative
dw/d log t rather than w itself (both quantities scale as
t1/3 at long times). This is done in Fig. 18. The data
fits well to the t1/3 law even at short times. This will be
useful for the more general dynamics where long times
are not available.
Finally, Fig. 19 shows the spatial correlator G(r) de-
fined in Eq. 9, as a function of separation r, for three
successive times. For small r the correlation grows like a
rα with α ' 1/2, in agreement with the KPZ prediction
for this exponent. For distances r  ξ(t), the correla-
tor saturates to a value proportional to w(t). The figure
gives an idea of the size of the correlation length ξ(t) for
these times.
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TABLE I. Summary of all fitting parameters to Eq. 47 used in this section. The Errors set the estimated 2σ uncertainty.
Evolution type vE βh B βw C η D
Clifford 0.1006± 0.0001 0.33± 0.01 0.66± 0.04 0.32± 0.02 0.28± 0.05 0.08± 0.1 0.16± 0.04
Phase 0.133± 0.03 – 0.54± 0.04 – 0.223± 0.004 – 0.168± 0.03
Universal 0.202± 0.001 – 0.09± 0.005 – 0.14± 0.003 – 0.36± 0.01
Clifford evolution
t1/3
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FIG. 17. Top: Growth of the mean entanglement with time
for the Clifford evolution with only CNOT gates (in units of
log 2). The solid red curve is a fit using to Eq. [47]. The
exponent β is found to be β = 0.33± 0.01, in agreement with
the KPZ prediction β = 1/3. Dashed line shows asymptotic
linear behaviour. Bottom: Growth in the fluctuations in the
entanglement with time. The dashed line shows the expected
asymptotic behaviour, w(t) ∼ tβ with β = 1/3. The fit in-
cludes a subleading correction: Eq. [47], with β = 0.32±0.02.
Error bars denote the 1σ uncertainty.
B. Universal and Phase evolution
The ‘Phase’ and ‘Universal’ dynamics take us outside
the Clifford realm, and cannot be simulated efficiently on
a classical computer (in polynomial time). We will give
evidence that the correspondence with KPZ continues to
hold in this more generic situation. However, our results
will not be as conclusive as in the Clifford evolution as
we will not have access to such long times.
The simulations are performed on spin-1/2 chains of
length L = 500 bonds (501 spins) using the iTensor pack-
FIG. 18. The logarithmic derivative of the width, dw/d log t,
vs. time for the Clifford evolution. The universal behavior
with exponent t1/3 is observed at shorter time scales compared
with Fig. 17.
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FIG. 19. Correlation function G(r) = 〈[S(r) − S(0)]2〉1/2
at time t = 512, 1024 and 2048 for the Clifford evolution,
showing excellent agreement with the KPZ prediction G(r) ∼
rχ with χ = 1/2 in the regime r  ξ(t).
age [52]. The two types of dynamics are defined as fol-
lows. (The 2-site unitaries are always chosen from the
set in Eq. 44; the initial state is taken polarized in the
y-direction.)
Phase evolution: Each single-site unitary is chosen ran-
domly and uniformly from the set of eightfold rotations
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about the z axis in spin space: R = exp (piinσz/8) with
n ∈ 1, . . . , 8.
Universal evolution: This set of gates, unlike the oth-
ers, is ‘universal’ in the quantum information sense (any
unitary acting on the full Hilbert space of the spin chain
can be approximated, arbitrarily closely, by a product
of gates from this set). The single-site gates include the
eightfold rotations mentioned above, together with the
Hadamard gate RH (27). RH is applied with probability
1/2 and the rotations with probability 1/16 each.
Fig. [20] shows the height and width h(t) and w(t) for
the two protocols (averaged over 380 realisations for the
Phase evolution and 200 realisations for the Universal
evolution, and over bonds x with 20 < x < 480). The
figure shows fits to the forms in Eq. 47 with βh and βw
fixed to the KPZ value and η fixed to zero (fit parameters
are in Tab. I). The fits with Eq. 47 are consistent with the
data. It is not possible to extract precise estimates for β
from the slope of the log-log plot of w(t), although for the
Phase evolution the slope at late times is in reasonable
agreement with the expected KPZ value, shown by the
dashed grey trendline.
For an alternative attack on β we plot the numerical
derivative dw(t)/d ln t. We found in the Clifford case that
the slope of this quantity (when plotted against time on a
log-log plot) had smaller finite size corrections than the
slope for w(t) itself. The corresponding plot is shown
in Fig. 21, for times up to t = 25 (averaging over more
than 5000 realisations). The dashed grey lines are the
t1/3 trendlines. Results for both types of dynamics are
in good agreement with the expected slope β = 1/3.
Next we examine the spatial correlator (9) in Fig. 22.
For both types of dynamics, the behaviour for r  ξ(t)
agrees well with the KPZ exponent value α = 1/2 at the
largest available time.
The very long times accessible in the Clifford simula-
tion allowed us to establish KPZ exponents with high
accuracy there. For the more generic dynamical rules we
cannot reach the same level of precision, but nevertheless
the KPZ exponent values are compatible with the data.
Next we briefly discuss a fine-tuned situation in which
entanglement dynamics are not KPZ-like: namely when
the system is made up of free particles. Then in Sec. VIII
we move to higher dimensions.
VII. FREE FERMIONS ARE NON-GENERIC
The growth of entanglement in systems of free parti-
cles is highly non-generic. In the presence of noise the
entanglement of a system of free particles on the lattice
grows only as S ∼ √t, in contrast to the behaviour S ∼ t
of generic systems. The case of spatially homogeneous
noise has been discussed recently [54]. The basic point
is the same when the noise varies in space: the fact that
the single-particle wavefunctions spread diffusively in the
presence of noise implies that the entanglement cannot
be larger than O(
√
t) [54].
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FIG. 20. Top: Growth of the mean entanglement as a func-
tion of time for the universal and phase gate set fitted to
Eq. 47 with β set to 1/3. The dashed line shows the expected
asymptotic behaviour for comparison. Error bars indicate one
standard deviation (1σ) uncertainty.
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FIG. 21. The logarithmic derivative of the width dw/d log t
vs. time for the Phase and Universal evolution protocols. For
comparison we plot the universal behavior with exponent t1/3
in grey (dashed). (The derivative is calculated using three
data points. Errors are estimated from maximal and mini-
mal slopes obtained within one standard deviation from the
averaged data points.)
As a concrete example, consider a short-range hopping
Hamiltonian for free fermions,
H(t) =
∑
ij
Hij(t)c
†
i cj , (49)
with noisy matrix elements Hij(t). For simplicity, take
the initial state to consist of particles localized at sites
i ∈ S for some set S; for example we could take S to
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FIG. 22. Correlation function G(r) = 〈[S(r) − S(0)]2〉1/2 at
three values of the time for the Phase (top) and Universal
(bottom) gate sets, showing good agreement with the KPZ
exponent value α = 1/2.
consist of all the even-numbered sites:
|Ψ(0〉 =
∏
i∈S
c†i |0〉 . (50)
Under the evolution, each creation operator evolves into
a superposition of creation operators,
c†i −→
∑
j
ψ(i)(j, t)c†j , (51)
where ψ(i)(j, t) is the solution of the time-dependent
Schrodinger equation for a particle initially localized at
i. In the absence of noise, ψ(j) spreads ballistically, but
in the presence of noise it spreads only diffusively. The
fact that each creation operator is spread out over only
O(
√
t) sites after a time t immediately implies that the
mean entanglement is at most of order
√
t. (See also
Ref. [54].) Note however that this argument does not tell
us how large the fluctuations are.19
We have confirmed numerically that 〈S〉 ∝ √t for a
noisy 1D hopping model, using the formalism of Ref. [56]
to construct the reduced density matrix. This is much
19 Random unitary evolution of a single wavepacket is discussed in
Ref. [55]. However we must consider the full many-body wave-
function, since the formalism of Ref. [56] for the free fermion
density matrix shows that the initially occupied orbitals do not
simply contribute additively to the entanglement.
slower than the linear-in-time growth of generic interact-
ing models. The
√
t scaling should apply for free fermions
in any number of dimensions. In 1D it also applies to
certain noisy spin models via the Jordan Wigner trans-
formation: for example the transverse field XY model,
H(t) =
∑
i
(
Ji(t)
[
σxi σ
x
i+1 + σ
y
i σ
y
i+1
]
+ hi(t)σ
z
i
)
. (52)
However any generic perturbation to the spin chain spoils
the free fermion correspondence. We then expect the
generic KPZ behavior to reassert itself.
VIII. HIGHER DIMENSIONS
We have discussed several ways of thinking about en-
tanglement growth in 1D. One of these, the directed poly-
mer picture, generalizes naturally to higher dimensions:
the polymer is simply replaced by a d–dimensional mem-
brane embedded in (d + 1)–dimensional spacetime. As
in 1D, we think of this membrane as as a coarse-grained
version of a minimal cut bisecting a unitary circuit. The
membrane is subject to pinning by ‘disorder’ in space–
time arising from the dynamical noise. See Fig. 23 for
the two-dimensional case.
We can explore two kinds of question using this pic-
ture. First, we can examine universal properties that
are specific to the noisy scenario: as in 1D, fluctuations
are governed by universal exponents. Second, we can
calculate leading order properties of S(t) that do not in-
volve fluctuations and which are therefore likely to be
valid even in the absence of noise, i.e. for dynamics with
a time–independent Hamiltonian. In higher dimensions
the behaviour of S(t) has nontrivial dependence on the
geometry of the region for which we calculate the entan-
glement. We suggest the ‘minimal membrane in space-
time’ as a simple and general heuristic for such calcu-
lations. Below we discuss the case of a spherical region
(Sec. VIII B) and contrast our results with an alternative
simple conjecture. For other toy models for entanglement
spreading, see Refs. [9, 15].
Denoting the region for which we wish to calculate the
entropy by A, and its boundary by ∂A, the membrane
lives in a spacetime slice of temporal thickness t, and ter-
minates at ∂A on the upper boundary of this time slice:
see Fig. 23. For simple shapes and for times shorter than
the saturation time, the membrane also has a boundary
on the lower slice, as shown in Figs. 23, 24. In this section
we will focus on entanglement growth prior to saturation.
A. Universal fluctuations of S(t)
Consider the entanglement S(t) for a region A whose
boundary ∂A has length or area |∂A|. In the d = 2
case, shown in Fig. 23, |∂A| is the length of the spatial
boundary. Neglecting fluctuations, the ‘world volume’ of
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FIG. 23. Minimal membrane picture for the entanglement of
two regions in d = 2.
the minimal membrane scales as |∂A| × t. This gives the
leading scaling of the membrane’s energy and hence of
the entanglement. As in 1D, subleading terms encode
universal data. We now consider these terms.
The pinning of a membrane or domain wall by disorder
is well studied [31, 57–60] (a brief summary is in App. F).
Translating standard results into the language of the en-
tanglement in a d–dimensional noisy quantum system,
we find that in both d = 1 and d = 2 there is a unique
dynamical phase with nontrivial critical exponents. The
same is true for continuum systems20 in d = 3. However
if a lattice is present, two stable phases (and thus a dy-
namical phase transition) are possible in d = 3; one with
nontrivial exponents and one with trivial ones. In the
trivial phase the membrane is ‘smooth’ and is pinned by
the lattice. In the nontrivial phases the membrane is in-
stead pinned by disorder in a ‘rough’ configuration. We
will discuss the nontrivial phases (which are the only ones
possible in d < 3 and for continuum systems in d = 3).
Generally fluctuations have a weaker effect in higher
dimensions than in 1D. For simplicity, take a quantum
system which is infinite in one direction and of size L in
the other d−1 directions, and consider the entanglement
for a cut perpendicular to the infinite direction. Since
A and its complement are both infinite, S(t) will grow
indefinitely for this geometry. However there are two
regimes, t . L and t  L (here we drop a dimensionful
prefactor). For times t . L (see App. F for details):
〈S(t)〉 = Ld−1 (vEt+Btθ+1−d + . . .) (53)〈〈
S(t)2
〉〉1/2 ∝ L(d−1)/2tθ−(d−1)/2, (54)
where the exponent θ is defined below. This reproduces
the 1D result with θ = β. Note that when d > 1, fluc-
tuations are suppressed with respect to the mean by a
20 More precisely, for systems with continuous (statistical) spatial
translational symmetry.
FIG. 24. Minimal membrane for a disc-shaped region in d = 2.
factor of |∂A|1/2: distant regions of the boundary give
rise to essentially independent fluctuations which add up
incoherently. In the opposite regime t  L, the tempo-
ral dimension of the membrane is much larger than its
spatial dimensions, so there is a crossover to the 1D di-
rected polymer problem. However, the exponent of the
higher dimensional problem appears in the universal L
dependence of the growth rate:
S(t) = (vLd−1 + wLθ−1)t+ . . . (55)
(The higher corrections will include the t1/3 term asso-
ciated with the 1D universality class.) Numerically, the
exponent is θ = 0.84(3) in d = 2, and θ = 1.45(4) in
d = 3 [60]. The subleading exponent in Eq. 53 is nega-
tive for d > 1, so this correction may be hard to observe
numerically.
B. Minimal membrane picture for dynamics
without noise
In higher dimensions we can ask how S(t) depends on
the geometry of region A when this geometry is nontriv-
ial. Interestingly, the membrane picture makes predic-
tions about this which do not involve the noise-induced
fluctuations, and which are likely also to be valid for
Hamiltonian dynamics without noise (with the replace-
ment S → S/seq) discussed in Sec. V).
As an instructive special case, take A to be a disc-
shaped region of radius R in d = 2. (A ball in higher
dimensions is precisely analogous.) We assume con-
tinuous rotational symmetry, at least on average. At
short times, the leading scaling of the entanglement is
S(t) ' 2pivER t, since the worldsheet area of the mem-
brane is approximately 2piR × t. However there are cor-
rections to this arising from the curvature of ∂A.
We consider the limit of large t and large R with a fixed
ratio t/R. In this regime the effects of fluctuations may
be neglected, and instead the energetics of the membrane
are determined by deterministic elastic effects. We write
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the energy of the membrane as
E =
∫
d2S E , (56)
where d2S is the membrane’s area element and E is its
‘energy’ density. S(t) is got by minimising E with ap-
propriate boundary conditions.
Next we Taylor expand E in terms of local properties
of the membrane. For a flat ‘vertical’ membrane (i.e.
with normal perpendicular to the t axis) E = vE . In
general however E will depend on the angle ϕ by which
the surface locally deviates from verticality, as well as,
for example, the local curvatures κs and κt in the spatial
and temporal directions. Using rotational symmetry to
parametrise the membrane by the radius r(t′),
d2S E = vErdθdt
(
1 + ar˙2 + bκ2t + cκ
2
s + cr˙
4 + . . .
)
.
(57)
However this simplifies in the limit of interest. We first
send t, R → ∞ with t/R fixed. In this limit r˙(t′) re-
mains finite but the curvature terms become negligible
(see for example the explicit solution below) so we can
write E = E(r˙). Now we make the second approximation
that t/R is small, meaning that we can keep only the
O(r˙2) correction.
The boundary condition at the top of the spacetime
slice is r(t) = R. We will consider times prior to satura-
tion, so the membrane also has a free boundary on t = 0.
In the relevant limit its ‘energy’ is
E = 2pivE
∫ t
0
dt′ r(t′)
(
1 + ar˙(t′)2 + . . .
)
. (58)
Minimal energy requires the boundary condition
r˙(0) = 0. When t/R is small we may expand in 1/R.
This gives r(t′) ' R − (t2 − t′2)/(4aR), as illustrated in
Fig. 24. The corresponding entropy is
S(t) = 2pivER t
(
1− t
2
12aR2
+ . . .
)
. (59)
This calculation generalises trivially to higher dimen-
sions, where the correction is of the same order. Correc-
tions due to fluctuations come in with negative powers of
t, and are negligible in the limit we are discussing.
Note that the first correction in the brackets in Eq. 59
is of order (t/R)2, and not of order t/R. This result
differs from what one might naively have expected if one
guessed that at time t an annulus of width v˜×t inside the
disc is entangled with the outside, where v˜ is a tsunami
velocity. This picture gives an entropy proportional to
the area of the annulus,
S(t)
?∼ piR2 − pi(R− v˜t)2 = 2piRv˜t
(
1− v˜t
R
)
, (60)
leading to a negative correction of order t/R. The differ-
ence between Eqs. 59, 60 also indicates that a picture in
terms of independently spreading operators is mislead-
ing, in agreement with what we found in 1D.
In the regime where t/R is of order one, the full r˙ de-
pendence of E(r˙) plays a role. This suggests that an infi-
nite number of nonuniversal parameters enter the expres-
sion for S(t) in this regime, and that there is no general,
universal scaling form for the entanglement of a sphere
in d > 1. However we do expect saturation to remain
discontinuous, as in 1D (Eq. E2), occurring via a transi-
tion between an optimal membrane configuration which
reaches the bottom of the spacetime slice and one (with
E = piR2) which does not.
IX. OUTLOOK
Quantum quenches generate complex, highly entangled
states whose dynamics cannot usually be tracked explic-
itly. For this reason, analytical approaches to quenches
have typically relied on additional structure in the quan-
tum dynamics: for example integrability, or absence of
interactions, or conformal invariance. This paper has in-
stead studied dynamics that are as unstructured as pos-
sible. We propose that noisy dynamics are a useful toy
model for quantum quenches in generic (non-integrable,
non-conformally–invariant) systems.
Many of our results are of course specific to noisy dy-
namics: in particular the emergence of KPZ behaviour
at long wavelengths in 1D, and the detailed pictures for
entanglement growth afforded by the ‘KPZ triumvirate’.
But we have suggested that some of our heuristic pictures
apply to non-noisy entanglement growth as well (with the
replacement S → S/seq mentioned above). We proposed
a general directed polymer picture/minimal membrane
picture for the scaling of the entanglement/mutual in-
formation (Secs. V, VIII B) and we used the operator
spreading picture to clarify the meaning of the ‘entan-
glement velocity’ and its distinction from the operator
spreading velocity (Sec. V). ‘Thermalization is slower
than operator spreading’ in generic 1D systems: by con-
trast this is not true in 1+1D CFTs [2], or in certain
toy models [15]. It would be interesting to make more
detailed comparisons with holographic models [7].
Many interesting questions remain. First — within
the realm of noisy systems — an analytical treatment for
the regime with weak noise would be desirable, i.e. for
dynamics of the form
H(t) = H0 + λH1(t), (61)
whereH0 is a time-independent many-body Hamiltonian,
H1(t) represents noise, and λ is small. Our conjecture is
that KPZ exponents apply for any nonzero value of λ (un-
less H(t) is fine-tuned) — i.e. that there is no universal
distinction between continuous time dynamics and quan-
tum circuits. (Note that there is no distinction between
these two cases at the level of conservation laws: once
noise is added, energy is not conserved even in the con-
tinuous time case.) However our derivations and numer-
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ics correspond, roughly speaking, to the large λ regime.
Perhaps the opposite regime could be addressed using a
more explicit RG treatment, although it is not obvious
how to set this up.
Such an RG treatment might also shed light on the na-
ture of the entanglement spectrum, or equivalently the de-
pendence of Sn(t) on the index n. While we believe that
all the Renyi entropies execute KPZ growth in the pres-
ence of noise, we have not pinned down the n–dependence
of the various constants. The solvable models suggest
that the leading order behaviour may be independent of
n at large times. What is the appropriate scaling form
for the spectrum? Limited timescales prevented us from
addressing this numerically (except for Clifford circuits,
where all the Sn are trivially equal).
It would also be useful to test the higher-dimensional
membrane pictures of Sec. VIII, perhaps exploiting Clif-
ford circuits to reduce the numerical difficulty of higher-
dimensional dynamics.
So far we have only discussed initial states with area
law entanglement. We may also ask about initial states
with, for example, sub-maximal volume law entangle-
ment. The natural expectation (say in 1D) is that the
directed polymer picture extends to this case if we glue
the unitary circuit to a tensor network representation of
the initial state. Then the entropy S(x, t) would include
a fluctuating part with KPZ exponents together with a
contribution from the initial state.
More speculatively, we may ask whether there exist
time-independent Hamiltonians which show KPZ entan-
glement growth, despite the absence of explicit noise, in
some dynamical regimes. This could arise if chaotic dy-
namics provided effective noise. This seems unlikely on
asymptotically long timescales for a generic system, but
may hold on intermediate timescales. We may also ask
about the structure of the quantum states generated by
the random dynamics: in what ways do they differ from
ground states of random Hamiltonians, when the amount
of entanglement is similar?
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Appendix A: Growth of Hartley entropy S0 in 1D
Consider a one-dimensional quantum spin chain of lo-
cal Hilbert space dimension q, prepared initially in a
product state, and apply a sequence of random unitaries
that couple two neighboring spins. The location of the
local unitary at a given time step is arbitrary. In the
following we fix the location of the unitary, but take it
to be Haar random.
We prove that in this situation the Hartley entropy S0
generically (i.e. with probability 1) obeys
S0(x, t+ 1) = min(S0(x− 1, t), S0(x+ 1, t)) + 1, (A1)
if a unitary is applied at the bond x. The logarithm is of
base q.
This formula can be interpreted in matrix-product-
state (MPS) language. If dx is the minimal value of the
local bond dimension required for an exact MPS repre-
sentation of the state, then S0(x) = log dx. A heuristic
parameter counting argument for the local bond dimen-
sion, given in Sec. A 3 below, suggests Eq. A1.
However a more rigorous proof is necessary as such
heuristic arguments can fail. In particular, one might
naively conjecture a stronger statement: namely that for
any state at time t, if the unitary at bond x is Haar
random, then Eq. (A1) is true with probability 1. This
conjecture is false; a counterexample will be given below
in Sec. A 2. We now give a proof of Eq. A1.
1. Proof of Eq. (A1)
Our genericity proof consists of two parts. First, we
will show that given locations of unitaries, there exist
certain unitaries such that at each time step, Eq. (A1) is
true. Second, we will show the negation of Eq. (A1)
S0(x, t+ 1) < min(S0(x− 1, t), S0(x+ 1, t)) + 1 (A2)
happens if and only if a system of polynomial equations
in the entries of the unitaries is satisfied. (The inequal-
ity “>” never holds as we noted in the main text.) By
the first part of the proof, the zero locus of these polyno-
mial equations does not cover the entire set of unitaries.
Therefore it is only a submanifold of strictly smaller di-
mension, which implies it has measure zero.
For the first part, it is sufficient to consider only three
types of local unitaries: the identity I, the swap gate W ,
and a unitary E with the property that it turns a pair
of unentangled polarized spins, |11〉, into q−1/2∑qi=1 |ii〉,
a maximally entangled state. Without loss of generality
we may take the initial product state to be the polarized
state |. . . 1111 . . .〉.
We are going to show that using these three types of
unitaries at the given locations, one can construct a state
whose entanglement entropy is given by Eq. (A1). Since
Eq. (A1) defines the entropy inductively, we only have to
show it inductively too.
At t = 0, all the spins are unentangled, so we can
simply choose E for every designated location. Clearly,
Eq. (A1) is satisfied. At later times, if we do not apply E
except for unentangled pair of spins, then a spin can be
either unentangled or maximally entangled with a single
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other spin. Therefore, at time t > 0 the spin sL that is
immediately left to the bond x can be
(i) unentangled,
(ii) entangled with a spin to the left of sL,
(iii) entangled with the spin sR that is immediately to
the right of the bond y, or
(iv) entangled with a spin to the right of sR.
These are exclusive possibilities, and similarly sR has four
options. Enumerating all 16 cases, which in fact reduces
to 7 different cases excluding invalid ones and those re-
lated by reflection, one easily checks that there is always
a choice among I,W,E that makes Eq. (A1) true. Let
us treat three exemplary cases here. If sL and sR are
entangled at time t, then S(x − 1, t) = S(x + 1, t) and
S(x, t) = S(x− 1, t) + 1, so one chooses the identity I. If
sL is entangled with a spin on the left of sL and sR is en-
tangled with a spin on the right of sR, then S(x− 1, t) =
S(x + 1, t) = 1 + S(x, t). One chooses the swap W to
obtain S(x, t+1) = S(x, t)+2. If sL and sR are both un-
entangled, then one applies the entangling unitary E to
obtain S(x, t+1)−1 = S(x, t) = S(x−1, t) = S(x+1, t).
For the second part, recall that for any bipartite state
|ψ〉 =
∑
i,j
Mi,j |i〉 |j〉 , (A3)
the number of nonzero Schmidt coefficients is equal to
the number of nonzero singular values of the matrix M ,
which is nothing but the rank of M . For any positive
integer r, the rank of M is smaller than r if and only if
every r× r submatrix has determinant zero, i.e., all r× r
minors vanish. Thus, a bipartite state |ψ〉 having Hartley
entropy (log of rank of M) strictly smaller than log r is
expressed by a system of polynomial equations on the
coefficients of |ψ〉. If |ψ〉 is given by Ut . . . U2U1 |0〉 where
|0〉 is a fixed product state, then the coefficients are some
polynomials of the entries of the unitaries Ui, and hence
the equations that expresses vanishing determinants are
polynomial equations in the entries of the unitaries.
Our claim Eq. (A1) completely determines the Hartley
entropy based on the location of unitaries, and therefore
the spatial configuration of the unitaries tells us which
minors we should check. Namely, the size r of the minors
we turn into the polynomial equations is given by (the
exponential of) the right-hand side of Eq. (A2). In other
words, given a spatial configuration of unitaries, the poly-
nomial equations that express Eq. (A2) are determined.
The polynomial equations are over tL variables, and the
actual number of equations is much larger yet finite. We
do not need explicit expressions for these polynomials,
only the fact of their existence. These polynomials might
a priori read 0 = 0, i.e., they could be trivially satis-
fied. In that case, the solution to the polynomial equa-
tion would be the entire set of unitaries, and Eq. (A1)
could never be satisfied. However, we just showed in the
first part that this cannot happen because there exists a
choice of unitaries for which Eq. (A1) is satisfied. This
implies that the polynomial equations are nontrivial and
define a measure zero subset of the entire set of unitaries.
This completes the genericity proof.
2. Counterexample to the stronger conjecture
We have shown that (A1) holds when all unitaries are
chosen generically and the initial state is a product state.
Naively one might make the stronger conjecture: that the
update rule (A1) holds whenever a generic unitary U is
applied to an arbitrary — possibly fine-tuned — state
|Ψ〉. We construct an explicit |Ψ〉 which is a counterex-
ample to this stronger conjecture.
Consider four degrees of freedom ABCD. The spins
B and C have dimension 2 each, and A and D have
dimension 3 each. (To conform with our consideration of
spin chains, the subsystems A and D should be regarded
as subspaces of two or more spin- 12 ’s.) The most general
form of a quantum state on ABCD is
2∑
a,d=0
1∑
b,c=0
Tabcd |a〉 |b〉 |c〉 |d〉 . (A4)
We consider Tabcd = T
′
abdδc,0, i.e., C is in |0〉, where
T ′a0d =
0 1 01 0 0
0 0 0

ad
, T ′a1d =
0 0 10 0 0
1 0 0

ad
. (A5)
(This does not give a normalized state, but we are only
concerned about ranks.)
The Hartley entropy for the cut A/BCD is simple to
compute. As remarked in the previous subsection, it is
the rank of the coefficient matrix. Interpreting this ma-
trix as a linear map, the rank is the dimension of the im-
age of the map from BCD to A. The image is precisely
the linear span of columns of T ′a0d and T
′
a1d. They have
three linearly independent columns, implying the Hart-
ley entropy for A/BCD is log2 3. Similarly, the rank of
the coefficient matrix for ABC/D is the dimension of the
linear span of the rows of T ′a0d and T
′
a1d, which reads 3.
That is, the Hartley entropy for ABC/D is log2 3.
If Eq. (A1) were to be true for generic choice of Haar
random unitary on BC, then we should be able to find a
unitary on BC such that
S0(AB/CD) = log2 3 + 1 = log2 6. (A6)
We show this cannot hold. Applying the unitary U on
BC the state, we obtain∑
b,c
Ub′c′,bcTabcd = Ub′c′,00︸ ︷︷ ︸
U0
T ′a0d + Ub′c′,10︸ ︷︷ ︸
U1
T ′a1d. (A7)
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where U0 and U1 are 2 × 2 matrices. The coefficient
matrix for the cut AB/CD is then
V = U0 ⊗ T ′0 + U1 ⊗ T ′1 (A8)
whose rank should be 6 if S0(AB/CD) = log 6. Com-
puting all the minors of the 6× 6 matrix V for arbitrary
matrices U0 and U1, we find that all (5× 5)-minors van-
ish, implying that V has rank at most 4. Therefore, for
this nongeneric initial state,
S0(x, t+ 1) 6= min(S0(x− 1, t), S0(x+ 1, t)) + 1. (A9)
3. Parameter-counting argument
Consider a 1D state |Ψ〉 in a matrix product repre-
sentation. Labelling the states of the qubits (spins) by
σ, σ′ . . . running from 1 to q,
|Ψ〉 =
∑
{σ}
∑
{a}
(
. . . Aσax−1,axA
′σ′
ax,ax+1 . . .
)
|. . . σσ′ . . .〉 .
(A10)
Since the state is not translationally invariant, we allow
the bond dimension dx to vary from bond to bond (ax =
1, . . . , dx). In an efficient representation, dx is equal to
the rank of the reduced density matrix for a cut at x:
dx = q
S0(x). (A11)
We ask how S0(x) changes when we apply a unitary U
to the two spins, σ and σ′, either side of bond x. This
effects the change (repeated indices summed)
Aσax−1,axA
′σ′
ax,ax+1 −→ Uσσ′,ττ ′Aτax−1,axA′τ
′
ax,ax+1 . (A12)
To update the matrix product representation we must
find new matrices A˜ and A˜′ which satisfy
A˜σax−1,axA˜
′σ′
ax,ax+1 = Uσσ′,ττ ′A
τ
ax−1,axA
′τ ′
ax,ax+1 . (A13)
In order to solve this equation for A˜ and A˜′, it will gen-
erally be necessary to increase the bond dimension at x
to a new value d′x. Naively, the necessary value of d
′
x
will generically be determined by equating the number
of independent equations in (A13) with the number of
degrees of freedom in A˜ and A˜′. (However, the previous
subsection shows that this expectation can fail for certain
choices of A and A′.)
The number of equations is q2dx−1dx+1, since this is
the number of possible values for the external indices in
(A13). The numbers of degrees of freedom in A˜ and A˜′
are qdx−1d′x and qdx+1d
′
x respectively. However, d
′2
x of
these are redundant, because the state is unchanged by
the transformation A˜σ → A˜σM , A˜′σ′ → M−1A˜′σ′ , with
M an arbitrary d′x × d′x matrix. Equating the number
of equations with the number of independent degrees of
freedom gives
(d′x − qdx−1)(d′x − qdx+1) = 0. (A14)
Choosing the smallest solution,
d′x = q ×min{dx−1, dx+1}. (A15)
This agrees with Eq. A1 since S0(x) = log dx.
Appendix B: Haar average for Tr ρ2x
Let ρx(t) be the reduced density matrix for a cut at x,
obtained by tracing out the spins to the left of the cut.
Each index on this matrix labels a configuration of the
spins to the right of the cut. Let us temporarily label
these spins 1, 2, . . ., and let the spin immediately to the
left of the cut be denoted 0. The indices on the reduced
density matrices are then:
ρx−1(t)σ0,σ1,σ2,...µ0,µ1,µ2,... ρx(t)
σ1,σ2,...
µ1,µ2,... ρx+1(t)
σ2,...
µ2,... (B1)
After applying a unitary on bond x,
ρx(t+ 1)
σ1,σ2,...
µ1,µ2,... = Uτσ1,σ′0σ′1U
∗
τµ1,µ′0µ
′
1
ρx(t)
σ′0,σ
′
1,σ2,...
µ′0,µ
′
1,µ2,...
Let us average Tr ρx(t + 1)
2 over the choice of unitary,
for a fixed initial state:〈
Tr ρx(t+ 1)
2
〉
= ρx−1(t)
σ′0,σ
′
1,σ2,...
µ′0,µ
′
1,µ2,...
ρx−1(t)
µ′′0 ,µ
′′
1 ,µ2,...
σ′′0 ,σ
′′
1 ,σ2,...
×
〈
Uτσ1,σ′0σ′1U
∗
τµ1,µ′0µ
′
1
Uνµ1,µ′′0 µ′′1U
∗
νσ1,σ′′0 σ
′′
1
〉
The Haar average for four elements of a U(d) matrix (here
d = q2, and each index on U represents a pair of spin
indices) is
〈Ua,bUa′,b′ U∗c,dU∗c′,d′
〉
Haar
= (B2)
1
d2 − 1
(
{δa,cδa′,c′δb,dδb′,d′ + δa,c′δa′,cδb,d′δb′,d}
− 1
d
{δa,cδa′,c′δb,d′δb′,d + δa,c′δa′,cδb,dδb′,d′}
)
.
The index contractions give the result in the text,〈
Tr ρx(t+ 1)
2
〉
Haar
= q(q2 + 1)−1
(
Tr ρ2x−1 + Tr ρ
2
x+1
)
.
(B3)
Appendix C: Entanglement entropy of stabilizer
states
A stabilizer state is a state of an n-qubit system de-
fined by a complete set {g1, . . . , gn} of commuting tensor
products of Pauli matrices through equations
gi |ψ〉 = + |ψ〉 . (C1)
The group generated by {g1, . . . , gn} is naturally called
a stabilizer group, and denoted by G [53, 61]. A trivial
example is the all-spin-up state, defined as
Zi |ψ〉 = + |ψ〉 (C2)
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for all i = 1, . . . , n. The condition that |ψ〉 is nonzero and
unique is equivalent to the condition that the operator
1
|G|
∑
g∈G
g (C3)
is a projector of rank one [62, 63]. Since |ψ〉 is in the
image of this projector, we see
|ψ〉 〈ψ| = 1|G|
∑
g∈G
g. (C4)
Since this is a normalized pure density matrix, its trace
is equal to 1. But a Pauli matrix has the property that it
is traceless. Therefore, only the identity element on the
right has nonzero trace:
1 =
1
|G| dim(C
2)⊗n =
1
|G|2
n (C5)
From this expression, it is straightforward to obtain
expressions for reduced density matrices. Suppose the
n-qubit system is partitioned into two complementary
regions A and B. Tracing out B, we have
ρA =
1
2n
∑
g∈G
TrB(g). (C6)
TrB(g) is nonzero if and only if the tensor component
corresponding to B is identity, in which case
TrB(g) = 2
|B|g|A (C7)
where g|A denotes the tensor components of g corre-
sponding to A. The set of all g|A such that TrB(g) 6= 0
can be regarded as a subgroup of G, which we denote by
GA. The formula for ρA now reads
ρA =
2|B|
2n
∑
g∈GA
g =
|GA|
2|A|
1
|GA|
∑
g∈GA
g. (C8)
It is immediate that ρA is proportional to a projector
since it is a sum over a group. It follows that the rank
of ρA is equal to 2
|A|/|GA|. In particular, the (Re´nyi or
von Neumann) entropy of ρA with base-2 logarithm is
S(ρA) = |A| − log2 |GA|. (C9)
The subgroup GA has period 2, and therefore log2 |GA| is
an integer, which is equal to the number of independent
stabilizers supported only on A. This expression for the
entanglement entropy has also appeared in [48, 49].
Now, regard the stabilizer group G as a binary vec-
tor space V by ignoring the overall phase (sign) fac-
tors. Let ΠA be the truncation map retaining the com-
ponents corresponding to the region A, and similarly
ΠB be the truncation map for B = A¯. It is routine
to check that V decomposes as VA ⊕ VB ⊕ V ′ for some
subspace V ′ ⊆ V where VA and VB are the spans of sta-
bilizers supported only on A and B, respectively. Both
the truncation maps are injective on V ′. It follows that
SA = |B| − dimF2 VB = dimF2(ΠAV ) − |A|. This com-
pletes the proof of Eq. 31.
Appendix D: Numerics for full Clifford evolution
In Sec. VI A we have presented numerical results for
random unitary evolution using only the CNOT gates
Eq. 29. Here we present similar analysis using the full
set of generators for the Clifford group showing that the
additional gates do not modify the universal behavior.
The additional single-site gates are the Hadamard and
phase gates defined in Eq. 27 and Eq. 28, respectively
(The Hadamard gate corresponds to row swap between
X and Z while the phase gates corresponds to adding the
X vector to the Z one).
The von Neumann entropy in units of log 2 and the
corresponding width averaged over ∼ 2×105 realisations
(except for the last data point where∼ 2×104 realisations
were used for the average) are plotted in Fig. [25]. The
fit to the KPZ universal form Eq. 47 gives βh = 0.2±0.15
and βw = 0.3± 0.04. We also obtain vE = 0.194± 0.001,
B = 0.4 ± 0.2, C = 0.4 ± 0.1, D = 0.4 ± 0.6 and η =
−0.4 ± 0.8. These results are consistent with the KPZ
t1/3
t
102 103
103
102
101
4
2
h
w
Width
Full Clifford evolution
3
FIG. 25. Top: Growth of the mean entanglement in units of
log 2 as a function of time for the random Clifford evolution
(only CNOT gates). The red solid curve is a fit using the
form Eq. [47]. Dashed line shows asymptotic linear behaviour.
Bottom: Growth in the fluctuations in the entanglement with
time. The exponent β is found to be βw = 0.3 ± 0.04, in
agreement with the KPZ prediction β = 1/3. The dashed
line shows the expected asymptotic behaviour, w(t) ∼ tβ with
β = 1/3.
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FIG. 26. The entropy across the centre of the chain (in units
of log 2) divided by vEt vs. L/2vEt for various fixed values
of t. This plot converges to the scaling form in (E1, E2),
confirming that vE can be interpreted as a speed in addition
to an entanglement growth rate.
universality and with the data presented in Fig. 17.
Appendix E: Numerical check that vE is a speed
In the main text we have fitted the numerical data
points to the form Eq. 47. The parameter vE quantifies
the average entanglement growth rate. We argued in
Sec. V that vE can also be viewed as a velocity associated
with entanglement spreading. (This is the speed of the
fictitious particles in Sec. IV.) The simplest manifestation
of this is in the saturation behaviour of the entanglement.
The analytical arguments imply that to leading order (at
large t and l) the entanglement across a cut at position l
has the simple scaling form
SA = vEt f(l/vEt), (E1)
with
f(u) =
{
u for u < 1
1 for u ≥ 1 (E2)
in other words there is no influence of the boundary at
times t < l/vE .
In this section we test this conjecture numerically for
the Clifford evolution. We set l = L/2 and plot in Fig. 26
S(L/2, t)
vEt
vs.
L/2
vEt
(E3)
as a function of L, for several values of the time (t =
29, 210, 211 and 212). Here vE = 0.1 is taken from the fits
to Fig. 25. According to (E1), this plot should converge
for large t to a plot of f(u) against u. The results are
in excellent agreement with the scaling form, confirming
(for the case of Clifford circuits) that vE is a meaningful
velocity.
Appendix F: Details of statistics of membranes
The exponents governing the membrane problem are
traditionally denoted θ and ζ, and are related by 2ζ −
θ = 2 − d [31]. Consider a patch of the membrane with
linear dimensions scaling as `. This includes both its
temporal dimension and its internal spatial dimensions:
after a rescaling of time, the membrane is statistically
isotropic on large scales. The mean ‘energy’ of this patch
of membrane scales as `d+const×`θ, with fluctuations of
order `θ. The lengthscale for wandering of the membrane
in the transverse direction is of order `ζ . The numerical
results quoted in the main text are in good agreement
with an epsilon expansion about d = 4 which gives ζ '
0.208(4 − d) [59] (see also [64]). The scaling forms for
the entanglement discussed in the text are easily found
by regarding the membrane as made up of patches of
appropriate linear size: size t for Eqs. 53, 54, and size L
for Eq. 55.
Note that the geometry of the membrane, including the
transverse lengthscale (which is ∆x ∼ tζ for the regime
t . L) determines the dimensions of the spacetime region
around ∂A for which the final entanglement is sensitive
to small changes in H(t), i.e. in the history of the noise.
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