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ABSTRACT
Video Transmission over Wireless Networks. (May 2004)
Shengjie Zhao, B.S., University of Science and Technology of China;
M.S., China Aerospace Institutes
Co–Chairs of Advisory Committee: Dr. Zixiang Xiong
Dr. Xiaodong Wang
Compressed video bitstream transmissions over wireless networks are addressed
in this work. We first consider error control and power allocation for transmitting
wireless video over CDMA networks in conjunction with multiuser detection. We
map a layered video bitstream to several CDMA fading channels and inject multiple
source/parity layers into each of these channels at the transmitter. We formulate a
combined optimization problem and give the optimal joint rate and power allocation
for each linear minimum mean-square error (MMSE) multiuser detector in the uplink
and two types of blind linear MMSE detectors, i.e., the direct-matrix-inversion (DMI)
blind detector and the subspace blind detector, in the downlink. We then present a
multiple-channel video transmission scheme in wireless CDMA networks over multi-
path fading channels. For a given budget on the available bandwidth and total trans-
mit power, the transmitter determines the optimal power allocations and the optimal
transmission rates among multiple CDMA channels, as well as the optimal product
channel code rate allocation. We also make use of results on the large-system CDMA
performance for various multiuser receivers in multipath fading channels. We employ
a fast joint source-channel coding algorithm to obtain the optimal product channel
code structure. Finally, we propose an end-to-end architecture for multi-layer progres-
iv
sive video delivery over space-time differentially coded orthogonal frequency division
multiplexing (STDC-OFDM) systems. We propose to use progressive joint source-
channel coding to generate operational transmission distortion-power-rate (TD-PR)
surfaces. By extending the rate-distortion function in source coding to the TD-PR
surface in joint source-channel coding, our work can use the ‘equal slope’ argument to
effectively solve the transmission rate allocation problem as well as the transmission
power allocation problem for multi-layer video transmission.
It is demonstrated through simulations that as the wireless channel conditions
change, these proposed schemes can scale the video streams and transport the scaled
video streams to receivers with a smooth change of perceptual quality.
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1CHAPTER I
INTRODUCTION
A. Background
The emerging third generation (3G) and fourth generation (4G) wireless technologies
[1] are making high-fidelity video over wireless channels a reality. In addition, Internet
protocol (IP) based architecture for 3G wireless systems promises to provide next-
generation wireless services such as voice, high-speed data, Internet access, audio
and video streaming on an all IP network [2]. However, wireless video [3, 4, 5]
has bandwidth, delay, and loss requirements, many existing mobile networks cannot
provide a guaranteed quality of service because temporally high bit error rates are
unavoidable during fading periods.
Video sequence requires huge amount of data to process whereas the network
bandwidth and the capacity of storage media are limited, thus video compression
plays a central role in modern multimedia communications. Although network band-
width and digital devices’ storage capacity are increasing rapidly, video compression
continues to play an essential role due to the exponential growth in size of multimedia
content. Today compressed video data represent the dominant source of internet traf-
fic. During the past decade, wavelets-based transform coding compression techniques
have made a big advance in the field of video compression [6, 7, 8, 9, 10, 11, 12, 13].
The evolving next-generation video compression standard certainly will be based on
wavelets. Therefore the research on networked wavelets-based compressed video data
becomes very important [3, 4, 5].
The journal model is IEEE Transactions on Circuits and Systems for Video
Technology.
2Signal fading due to multipath propagation is a dominant source of impairment in
wireless communication systems, causing high bit error rate (BER) and thus packets
loss in networks [14]. Transmission errors typically occur during short fade intervals.
Since the transmission of the information bits is packet-based, a high BER results
in high packet loss ratio and hence the use of error control techniques is necessary.
The purpose of error control is to use the available transmission rate, as determined
by the congestion control mechanism, to mitigate the effects of packet loss. Error
control is generally achieved by transmitting some amount of redundant information
to compensate for the loss of potentially important packets. Real-time services such
as video delivery transmission require that packet be received within a bounded de-
lay. Therefore, error control techniques, such as forward error correction (FEC), are
often used for mobile channels [15, 16]. Unequal error protection (UEP) using rate-
compatible codes was popularized by Hagenauer [17] and Albanese et al. [18]. It can
be achieved by fixing the source block length K and varying the channel block length
Nmax across the different source layers. Using an iterative descent algorithm, optimal
error control in the form of UEP for receiver-driven layered multicast was considered
in [19].
Furthermore the joint source-channel coding approach [20] has been motivated
primarily by many communications applications involving speech, image, and video
transmission. The trend in the evolution of joint source-channel coding systems has
been to use more accurate source and channel models, as well as more sophisticated
state-of-the-art source and channel coding techniques. Given a fixed BER, one can
design an optimal system which minimizes the distortion of transmitted video bit-
stream subject to a total transmission rate [19]. In heterogeneous packet networks
such as the Internet and wireless WAN, switches in the network are typically un-
aware of the structure or content of the packets they process. They provide only
3a simple first-in-first-out queuing/scheduling policy and indiscriminately discard in-
coming packets when the output queues are full or the time is out. On the other
hand, standards such as MPEG-4 [21] fine-granularity scalable (FGS) [22] produce
layered bitstreams which are characterized by a natural hierarchy of layers. Such
standard techniques produce coded bitstreams with unequal importance. This facili-
tates the use of different types of digital devices with different computational, display
and memory capabilities. However, layered coding also makes the bitstreams more
susceptible to bit errors or lost packets. The recently proposed product channel code
framework renders all transmitted packets equally important and matches well with
networks that have no means of prioritizing packets [23].
Truly portable communications drive much of the development of wireless tech-
nology. The end users themselves require a lightweight and compact interface to the
network in the form of a pocket-sized, battery-powered transceiver or terminal. As
such, power control [24, 25] is a critical issue in the design of mobile systems and
gives rise to important practical constraint. Power control issues include assigning
transmit power levels to channels subject to acceptable signal quality, providing vary-
ing levels of service to different priority classes, and maintaining connections in the
presence of user movements. Given a set of channels to be connected, one must assign
the transmit power level to each of them [26]. A great deal of work has been done
on power allocation. Algorithms have been developed and shown to minimize the
number of channels required to accommodate every user [26] and to minimize the
total transmitted power [24, 25]. These approaches are very suitable for handling
voice traffic. For some multimedia applications, however, other objectives may be
more appropriate. For instance, a scheme based on maximizing the minimum SNR
with a constraint on the total transmit power was proposed in [27]. The objectives
is to guarantee the minimum required voice quality and reserve the highest possible
4system capacity to receivers.
Moreover the combination of power control and joint source-channel coding
for wireless video has an increasing importance. Several joint source-channel cod-
ing schemes that take into account transmission power and bandwidth have been
studied. Schemes for AWGN channels have been studied in [28], and extensions
to Rayleigh channels were considered in [29] with an objective of optimizing joint
source-modulation performance subject to an average transmission power constraint.
A framework for jointly considering error resilience and concealment techniques at the
source coding level, as well as transmission power management at the physical layer
has been proposed in [30], with the goal of limiting the amount of distortion in received
video sequence while minimizing the transmission energy. A multi-channel wireless
video transmission framework in conjunction with multiuser detection techniques,
which minimizes the expected distortion of transmitted video bitstream subject to a
total transmitted power and a total transmission rate, has been proposed by us in [31].
In addition, we proposed in [32] an optimal resource allocation method for multi-layer
wireless video transmission by using the large-system performance analysis results for
various multiuser receivers in multipath fading channels.
Recent advances in computing technology, data compression, high-bandwidth
storage devices, high-speed networks, and the third generation (3G) wireless tech-
nology have made it feasible to provide the delivery video over wireless channels.
Future wireless communication systems promise to offer a variety of multimedia ser-
vices which require reliable transmission at high data rates. In order to achieve such
high data rates, transmission over OFDM channels is of great interest.
OFDM can largely eliminate the effects of inter-symbol interference for high-
speed transmission in very dispersive environments, and it readily supports inter-
ference suppression and space-time coding for enhanced efficiency [33]. One impor-
5tant problem in the design of OFDM system is to optimize the system transmission
bandwidth and power level. Each sub-carrier in OFDM system has two variables:
transmission power and bit rate. The bit rate is related to modulation rate which is
defined as the number of bits per transmission, e.g., 4 for 16-PSK. Meanwhile space-
time coding (STC) employs diversity techniques, which integrate multiple antenna
with coding techniques to achieve higher capacity and reduce co-channel interference
in multiple access [34, 35, 36]. Furthermore, space-time differential detection (DD)is
an attractive technique in flat-fading environments since it is very robust and does
not require carrier phase tracking [37, 38]. However, performance of the conventional
DD method in flat-fading channels is limited by an irreducible error floor if the fad-
ing bandwidth is larger than zero. Decision-feedback differential detection (DF-DD)
is found to be a very effective method to reduce such an error floor with very low
computational complexity. Recently Liu et al. developed the DF-DD receiver for
space-time coded OFDM systems [39]. Therefore we adopt the DF-DD receiver in
our work of transporting video over space-time coded OFDM systems.
Video transmission with OFDM or the integration of STC with OFDM has been
studied recently [40, 41, 42]. In [40] the authors discussed scalable video transmission
with a precoded OFDM system which is different from conventional OFDM systems
with antenna diversity, where there is only one transmitter and one receiver antenna.
In [41] the authors proposed multi-layer video transmission over space-time coded
OFDM systems, which used a fixed transmission rate per OFDM frame and a fixed
power level per sub-carrier. In [42] the authors dealt with MPEG-4 video transmission
over OFDM systems using adaptive bit loading techniques. However [40] and [41] only
considered a transmission framework with a fixed transmission rate. Furthermore,
neither of these three works considered the power allocation problem for multi-layer
video transmission, which is critical to wireless multimedia data transmission.
6Multimedia delivery over wireless networks [43, 44] is an important topic that
requires high transmission reliability and stringent end-to-end delay. Because wireless
links are usually error-prone, bandlimited and time-varying, error control schemes are
necessary to obtain high transmission reliability. In general, forward error correction
(FEC) codes have been used for delivery transmission because they maintain a con-
stant throughput and a bounded delay. In delivery transmission applications, a good
performance is desirable as soon as possible. Suppose that an acceptable reconstruc-
tion quality is already reached at a low intermediate rate, then the transceiver can
stop the transmission at this early stage and thus save a lot of time. Sherwood et al.
[45] therefore proposed a scheme of progressive image transmission, which minimized
the average of the expected distortion over a set of intermediate transmission rates
given a target transmission rate. They also presented a dynamic programming algo-
rithm to obtain an optimal solution. However the algorithm itself is not appropriate
for delivery applications because its time complexity is quadratic with respect to the
target transmission rate. Recently Stankovic et al.[46] proposed a fast unequal er-
ror protection strategy that allowed efficient progressive transmissions of images. In
contrast to [45], the algorithm of [46] can be implemented in real-time. Therefore we
proposed to adopt this algorithm in our proposed system.
B. Dissertation Outline
The dissertation presents some approaches to providing robust and efficient transmis-
sion of video over personal communications networks employing wireless access such
as CDMA networks with multiuser detection, CDMA networks with large-system
performance results, and space-time differentially coded OFDM systems. Our pur-
pose is to provide good video quality most of the time while limiting the degradation
7incurred under heavy fading conditions.
In Chapter II, We consider error control and power allocation for transmitting
wireless video over CDMA networks in conjunction with multiuser detection. We
map a layered video bitstream to several CDMA fading channels and inject multiple
source/parity layers into each of these channels at the transmitter. At the receiver, we
employ linear minimum mean-square error (MMSE) multiuser detector in the uplink
and two types of blind linear MMSE detectors, i.e., the direct-matrix-inversion (DMI)
blind detector and the subspace blind detector, in the downlink, for demodulating the
received data. For given constraints on the available bandwidth and transmit power,
the transmitter determines the optimal power allocation among different CDMA fad-
ing channels and the optimal number of source and parity packets to send that offer
the best video quality. We formulate a combined optimization problem and give the
optimal joint rate and power allocation for each of these three receivers. Simulation
results show a performance gain of up to 3.5 dB with joint optimization over with
rate optimization only.
In Chapter III, We present a multiple-channel video transmission scheme in wire-
less CDMA networks over multipath fading channels. We map an embedded video
bitstream, which is encoded into multiple independently decodable layers by 3D-
ESCOT video coding technique, to multiple CDMA channels. One video source layer
is transmitted over one CDMA channel. Each video source layer is protected by a
product channel code structure. A product channel code is obtained by the combi-
nation of a row code based on rate-compatible punctured convolutional code(RCPC)
with cyclic redundancy check(CRC) error detection, and a source-channel column
code, i.e., systematic rate-compatible Reed-Solomon(RS) style erasure code. For a
given budget on the available bandwidth and total transmit power, the transmitter
determines the optimal power allocations and the optimal transmission rates among
8multiple CDMA channels, as well as the optimal product channel code rate allocation,
i.e. the optimal unequal Reed-Solomon code source/parity rate allocations and the
optimal RCPC rate protection for each channel. In formulating such an optimization
problem, we make use of results on the large-system CDMA performance for various
multiuser receivers in multipath fading channels. The channel is modelled as the
concatenation of wireless BER channel and a wireline packet erasure channel with a
fixed packet loss probability. By solving the optimization problem we obtain the opti-
mal power level allocation and the optimal transmission rate allocation over multiple
CDMA channels. For each CDMA channel we also employ a fast joint source-channel
coding algorithm to obtain the optimal product channel code structure. Simulation
results show that the proposed framework allows the video quality to degrade grace-
fully as the fading worsens or the bandwidth decreases, and it offers improved video
quality at the receiver.
In Chapter IV, We propose an end-to-end architecture for multi-layer progres-
sive video delivery over space-time differentially coded orthogonal frequency division
multiplexing (STDC-OFDM) systems. An input video sequence is compressed by
3D-ESCOT into a layered bitstream. We input the bitstream in parallel to multiple
STDC-OFDM channels. Each layer is transmitted over one STDC-OFDM channel.
Different video source layers are protected by different error protection schemes in
order to achieve unequal error protection. In progressive transmission, the recon-
struction quality is important not only at the target transmission rate but also at the
intermediate rates. So the error protection strategy needs to optimize the average
performance over the set of intermediate rates. We propose to use progressive joint
source-channel coding to generate operational transmission distortion-rate (TD-R)
functions and operational transmission distortion-power(TD-P) functions for multi-
ple wireless channels before forming the operational transmission distortion-power-
9rate (TD-PR) surfaces. Lagrange multipliers are then employed on the fly to obtain
the optimal power allocation and optimal rate allocation among multiple channels,
subject to constraints on the total transmission rate and the total power level. Pro-
gressive joint source-channel coding offers the scalability feature to handle bandwidth
variations and changes in channel conditions. By extending the rate-distortion func-
tion in source coding to the TD-PR surface in joint source-channel coding, our work
can use the ‘equal slope’ argument to effectively solve the transmission rate alloca-
tion problem as well as the transmission power allocation problem for multi-layer
video transmission. Experiments show that our scheme achieves significant PSNR
improvement over a non-optimal system with the same total power level and total
transmission rate.
Finally, Chapter V contains the conclusions.
Our contributions, presented in our publications [31, 32, 47, 48, 49, 50, 51], are
briefly described as follows.
• We propose multi-layer video robust transmission frameworks over
– CDMA networks employing receivers with multi-user detection capability
by using the 3-D SPIHT video coder.
– CDMA networks employing receivers with large-system performance re-
sults by using the 3-D ESCOT video coder.
– wideband wireless channels using space-time differentially coded OFDM
systems.
• We formulate combined problems for optimal resource allocation, such as power
levels and transmission bandwidth, for various wireless networks.
• We propose to use multiple product code structures to packetize the layered
10
video bit-stream.
• We propose to use progressive joint source-channel coding to generate opera-
tional transmission distortion-power-rate (TD-PR) surfaces for multi-layer video
streams.
• We propose a new practical algorithm for video delivery applications over space-
time coded differentially over OFDM systems.
• The proposed systems have better performance for wireless video transmission.
• Our systems provide better video quality most of time while limiting the degra-
dation incurred heavy fading conditions.
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CHAPTER II
JOINT ERROR CONTROL AND POWER ALLOCATION FOR VIDEO
TRANSMISSION OVER CDMA NETWORKS WITH MULTIUSER
DETECTION*
A. Introduction
In this chapter, we simultaneously address rate control and power allocation in an
integrated framework, by using layered source and channel coding in conjunction
with exact linear minimum mean-square error (MMSE) multiuser detector and two
types of blind MMSE detectors: direct-matrix-inversion (DMI) detector and subspace
detector. Layered source coding is achieved with three-dimensional set partitioning
in hierarchical trees (3-D SPIHT) [6], while layered channel coding is accomplished
using a systematic rate-compatible Reed-Solomon (RS) style erasure code [52]. Both
source layers and parity packets are generated at the transmitter for easy adapta-
tion to changing channel bandwidth and packet loss ratios, which are determined by
power allocation. After estimating channel parameters such as the SNR or SINR, the
transmitter assigns the optimal power level to each channel, computes the optimal
allocation of the available transmission rate between the source and channel codes,
and transmits the packet data for the optimal collection of source and channel pack-
ets. Conceptually our work can be viewed as an extension of [19], where the packet
loss ratio (or power level) is the same for all channels. Of course, power control does
not come into play in the Internet multicast scenario considered in [19].
*Parts of this chapter are c©2002 IEEE. Reprinted, with permission, from S.
Zhao, Z. Xiong, and X. Wang, “Joint error control and power allocation for video
transmission over CDMA networks with multiuser detection,” IEEE Trans. Circuits
and Systems for Video Tech., vol. 12, no.6, pp. 425-437, June 2002.
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Using exact linear MMSE multiuser detector and blind linear MMSE detectors,
we can receive good video quality even at transmission rate as low as 25 kilobits per
second (Kbps) in each channel. We essentially transmit one layered video bitstream
usingmultiple wireless channels. This is done by mapping multiple source/parity lay-
ers to different channels according to the importance of these source layers in the bit-
streams. Depending on the video source coder, the importance level can be assigned
according to significance or resolution. For example, with MPEG-4 fine-granularity
scalable (FGS) coding [22], one could assign the base layer and the enhancement
layer bitstreams to different channels. In 3-D embedded subband coding with op-
timal truncation (3-D ESCOT) [7], one can layer the bitstream by resolution and
hence map bitstream layers corresponding to different resolutions to different wireless
channels. In our work, we transmit 2, 6, 17 and 25 source layers and their associated
parity packets over four wireless channels, respectively, when a color QCIF (176 ×
144) sequence is coded with 3-D SPIHT at 50 layers (one thousand bytes each) per
group of frames (GOF), with the GOF size being 32.
In addressing a topic as broad as wireless video [3, 4, 5], which could encompass
source coding, channel coding, modulation, channel equalization, and multiuser de-
tection, ideally an end-to-end approach should be taken that considers all components
together. In practice, however, depending on their background, researchers typically
focus on one or two areas (e.g., error-resilient video coding [53], channel coding [54],
joint source-channel coding (JSCC) [20].) Bringing our expertise in source coding
(signal processing) and wireless communications together, this work in this chapter
combines JSCC with multiuser detection. The issue of power allocation naturally
arises in the scenario we consider. Choosing power allocation as a means of adjusting
the SINRs (hence packet loss ratios) of different CDMA fading channels, in the form
of unequal power level assignment, provides an additional degree of freedom with
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respect to JSCC via error control alone, therefore can achieve higher overall peak
signal to noise ratio (PSNR) values. As an example, for transmission of the QCIF
“Foreman” sequence at 50 Kbps with roughly the same average power level, a PSNR
gain of about 3.5 dB is achieved with joint power allocation and error control over
with rate optimization only.
The remainder of this chapter is organized as follows: Section B introduces source
coding and our FEC coding model while Section C describes the CDMA channel,
linear MMSE and blind multiuser detection. Section D is devoted to joint error
control and power allocation. Section E presents both analytical and simulation
results. Section F concludes the chapter.
B. Source Coding and FEC Coding Model
In this section we describe the schemes for source coding, packetization and FEC
coding adopted in our proposed system.
1. Source Coding
The widespread availability and acceptance of wireless service make it the natural
next step to support video transmission over wireless channels. With a broadband
wireless network in place, the key bottleneck of wireless visual phone is video compres-
sion because full motion video requires at least 8 Mbps bandwidth. A compression
ratio of over 200:1 is needed for transmission of video over a 32 Kbps wireless link!
International standards like MPEG-2 [55] and H.263+ [56] for video compression
have been developed during the past decade for a number of important commercial
applications (e.g., satellite TV and DVD).
However, these standard algorithms cannot meet general needs of wireless video,
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because they are not designed or optimized with wireless applications in mind. Real-
time wireless multimedia applications must be interoperable cross platforms and adap-
tive to available bandwidth as determined by the antenna size. Scalable coding, also
known as layered, embedded, or progressive coding, is very desirable in these sce-
narios because it encodes a video source in layers, like an onion, that facilitate easy
bandwidth adaptation. But it is extremely difficult to write a compression algorithm
that can layer the data properly, without a performance penalty. That is: a scal-
able compression algorithm inherently delivers lower quality than an algorithm that
can optimally encode the source monolithically, like a solid ball. So the difficulty is
minimizing the effect of this structural constraint on the efficiency of the compression
algorithm, both in terms of computational complexity and quality delivered at a given
bandwidth.
Standard algorithms do not do well in this regard. Experiments with MPEG-2
[55] and H.263+ [56] in scalable mode show that, compared with monolithic (non-
layered) coding [55, 57], the average PSNR loses roughly one dB with each layer.
Furthermore, it is difficult for these coding schemes to achieve scalability because
there is always a potential drifting problem [58] associated with predictive coding.
The main focus of the MPEG-4 standard [21] is object-based coding and scalability
in it is very limited. MPEG-4’s streaming video profile on FGS coding [22] only
provides flexible rate scalability and the coding performance is still about 1-1.5 dB
lower than that of a monolithic coding scheme [59]. In addition, error propagation [60]
due to packet loss is particularly severe if the video coding scheme exploits temporal
redundancy of the video sequence, like it is done in H.263+ and MPEG-4.
Wireless video will play a major role in shaping how new compression algorithms
are defined and computer or network resources are used in the 21st century. As such,
researchers have been looking into new scalable video coding techniques (e.g., 3-D
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wavelet video coding [6, 61, 62, 63, 64, 65]) over and beyond the H.263+ and MPEG-4
standards. 3-D wavelet video coding deviates from the standard motion compensated
DCT approach in H.263+ or MPEG-4. Instead, it seeks for alternative means of video
coding by exploiting spatio-temporal redundancies via 3-D wavelet transformation.
Promising results have been reported. For example, Choi and Woods [65] presented
better results than MPEG-1 using a 3-D subband approach together with hierarchical
variable size block-based motion compensation. In particular, the 3-D SPIHT video
coder, which is a 3-D extension of the celebrated SPIHT image coder [66], was chosen
by Microsoft as the basis of its next-generation streaming video technology [19]. The
latest embedded video coder [7] showed for the first time that 3-D wavelet video
coding outperforms MPEG-4 coding by as much as two dB for most low motion and
high motion sequences.
In our work, we choose to use the 3-D SPIHT coder because: 1) it is 100%
embedded, i.e., there is no performance penalty due to scalability; 2) it achieves
comparable performance to MPEG-2 and H.263 while being embedded; and 3) it is
insensitive to error propagation, like most other 3-D wavelet video coders. In the
following we briefly review the 2-D and 3-D SPIHT algorithms.
The 2-D SPIHT algorithm [66], like the embedded zerotree wavelet (EZW) coding
algorithm [67], views wavelet coefficients as a collection of spatial orientation trees,
with each tree consisting of coefficients from all subbands that correspond to the same
spatial location in an image (see Fig. 1 (a)). It uses multipass “zerotree” coding to
transmit the largest wavelet coefficients (in magnitude) first. A set of tree coefficients
is significant if the largest coefficient magnitude in the set is greater than or equal
to a certain threshold (e.g., a power of two); otherwise, it is insignificant. Similarly,
a coefficient is significant if its magnitude is greater than or equal to the threshold;
otherwise, it is insignificant. In each pass the significance of a larger set in the tree
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is tested first: if the set is insignificant, a binary “zerotree” bit is used to set all
coefficients in the set to zero; otherwise, the set is partitioned into subsets (or child
sets) for further significance tests. After all coefficients are tested in one pass, the
threshold is halved before the next pass.
The underlying assumption of SPIHT coding is that most images can be mod-
eled as having decaying power spectral densities. That is: if a parent node in the
wavelet coefficient tree is insignificant, it is very likely that its descendants are also
insignificant. The zerotree symbol is used very efficiently in this case to signify a
spatial subtree of zeros.
When the thresholds are powers of two, SPIHT coding can be thought of as
a bit-plane coding scheme. It encodes one bit-plane at a time, starting from the
most significant bit. With the sign bits and refinement bits (for coefficients that
become significant earlier) being coded on the fly, SPIHT achieves embedded coding
in the wavelet domain using three lists: the list of significant pixels (LSP); the list of
insignificant pixels (LIP); and the list of insignificant sets (LIS). The 2-D SPIHT coder
performs competitively with most other coders published in the literature [68], while
possessing desirable features such as relatively low complexity and rate embeddedness.
It represents the current state-of-the-art of wavelet image coding.
The 2-D SPIHT algorithm [66] was extended to 3-D embedded SPIHT video
coding in [6]. Besides motion compensation, the 3-D SPIHT algorithm is in prin-
ciple the same as 2-D SPIHT, except that 3-D wavelet coefficients are treated as a
collection of 3-D spatio-temporal orientation trees (see Fig. 1 (b)) and that context
modeling in arithmetic coding is more involved. A block-based motion estimation
scheme is implemented in the 3-D SPIHT coder in [6], and an option for not using
motion estimation is also allowed to reduce the encoding complexity. Global affine
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(a) (b)
Fig. 1. EZW-style 2-D spatial orientation tree and 3-D spatio-temporal orientation
tree.
motion compensation was combined with the 3-D SPIHT algorithm in [69]. Every
32 frames form a GOF and the Daubechies 9/7 biorthogonal filters of [70] are used
in all three dimensions to perform a separable wavelet decomposition. The temporal
transform and 2-D spatial transform are done separately by first performing three
levels of a dyadic wavelet decomposition in the temporal direction, and then within
each of the resulting temporal bands, performing three levels of a 2-D spatial dyadic
decomposition. transform Spatio-temporal orientation trees coupled with powerful
SPIHT sorting and refinement turns out to be very efficient. Even without motion
compensation, the 3-D SPIHT coder provides comparable performance to H.263 ob-
jectively and subjectively when operating at bit rates of 30 to 60 Kbps. It outperforms
MPEG-2 at the same bit rate (1.5 to 4 Mbps). In addition to being rate scalable, the
3-D SPIHT video coder allows multiresolutional scalability in encoding and decoding
in both time and space. This added functionality along with many desirable features,
such as full embeddedness for progressive transmission, precise rate control for con-
stant bit rate traffic, and low complexity for possible software only video applications,
makes the video coder an attractive candidate for applications like wireless video.
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2. Packetization
We assume that the video source is encoded by the 3-D SPIHT [6] coder. An embed-
ded bitstream is first generated for each GOF, each bitstream then partitioned into a
sequence of packets, and the l-th packet assigned to the l-th source layer, l = 1, · · · , L,
as shown in Fig. 2. Typical parameters for such a construction might be the following
for a 25 frame-per-second QCIF (176× 144) video sequence: 32 frames per GOF, 50
packets per GOF, and 1000 bytes per packet payload. This implies that a GOF has
a duration of 1.28s; that there are 50 source layers; that each source layer has a bit
rate of 6.25 Kbps; and that a receiver that receives all 50 source layers can decode
the video to about 0.5 bit per pixel (312.5 Kbps).
Because each GOF is encoded into an embedded bitstream that is partitioned
into a sequence of packets, any nested subsets of these packets are decodable to a
level of quality commensurate with the total bit rate of the subset. Thus there is a
sequential dependency between these packets. Let ∆Ri ≥ 0 and ∆Di ≥ 0 denote the
expected increase in rate (per GOF) if the i-th packet is transmitted and the expected
decrease in distortion (per GOF) if the i-th packet is decoded, respectively, the total
transmission rate from the first packet through the l-th packet is simply
R(l) =
l∑
i=1
∆Ri. (2.1)
Similarly, the expected distortion experienced by the receiver is
D(l) = D0 −
l∑
i=1
P¹i∆Di, (2.2)
where D0 is the expected distortion when the rate is zero (i.e., when the transmitter
does not send any source layers) and P¹i is the probability that the i-th packet and
all its preceding packets are received. Note that P¹i depends on the channel model
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Fig. 2. Source packetized into layers.
and possibly on packet transmission sequence.
3. FEC Coding
Now, we outline the FEC coding scheme. Each source layer is partitioned into coding
blocks having K source packets per coding block. The block size K is constant across
all source layers. For each block of K source packets in a source layer, we assume
that Nmax − K parity packets are produced using a systematic (Nmax, K) RS style
erasure correction code [52]. Nmax −K is the maximum amount of redundancy that
will be needed by the transmitter to protect the source layer. The Nmax −K parity
packets are generated byte-wise from the K source packets, using for each byte the
generator matrix from the RS style code over the finite Galois field GF (28). As long
as the total number of correctly received packets in an RS coded block is greater than
or equal to K, all K source packets can be recovered.
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Each of the parity packets so generated is placed together with its source packets
as a layer and will be assigned to the same channel. A group of source/parity layers
are transmitted through a CDMA channel. In this work, we assume that a total of
4 CDMA channels are used to transmit the 50 layers of source/parity data packets,
with channel 1 transmitting the first 2 layers, channel 2 transmitting the next 6 lay-
ers, channel 3 transmitting the next 17 layers, and channel 4 transmitting the last 25
layers, as shown in Fig. 3. Note that for traditional voice communication in CDMA
systems, each user occupies one channel. However, in multimedia communications,
each user may occupy more than one channel to transmit data (e.g., here the video
user occupies 4 channels). Nevertheless, we use the terms user and channel inter-
changeably from now on. The CDMA channel model and the multiuser receivers will
be discussed in Section C.
The transmitter now has many layers to send. It can transmit any collection of
source layers and any collection of parity packets associated with those source layers.
The transmitter buffers frames as they arrive. When a GOF is accumulated, it encodes
the GOF and packetizes the resulting layered bitstream. After K such GOFs, the
transmitter computes the Nmax−K parity packets for each coding block of K source
packets. For a fixed transmission rate and a fixed power level, the transmitter chooses
to transmit the optimal number of source and parity packets highlighted in Fig. 3,
based on the optimization procedure given in Section D.
The receiver instantly recovers as many source packets as possible from the re-
ceived source and parity packets, and decodes them. Playback begins after exactly
K GOFs of coding delay.
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Fig. 3. Relationship between source/parity layers and channels. The transmitted pack-
ets are highlighted.
C. CDMA Channel and Linear MMSE Multiuser Detection
In this work, the video data packets are transmitted through CDMA channels. Here
we propose employing linear multiuser receiver for demodulating the received data.
Specifically, we consider both the exact linear MMSE multiuser detector when the
channel conditions are known to the receiver (i.e., uplink); and the blind linear MMSE
receiver when the channel conditions are unknown to the receiver (i.e., downlink).
1. Synchronous CDMA Signal Model
We start by introducing the most basic multiple-access signal model, namely, a base-
band, G-user, time-invariant, synchronous, additive white Gaussian noise (AWGN)
system, employing periodic (short) spreading sequences, and operating with a coher-
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ent BPSK modulation format. The continuous-time waveform received by a given
user in such a system can be modeled as follows
r(t) =
G∑
k=1
√
Pk
M−1∑
i=0
bk[i]sk(t− iT ) + n(t), (2.3)
where M is the number of data symbols per user in the data frame of interest; T
is the symbol interval; Pk, {bk[i]}M−1i=0 and sk(t) denote respectively the power level,
the transmitted symbol stream, and the normalized signaling waveform of the k-th
user; and n(t) is the baseband white Gaussian ambient channel noise with power
spectral density σ2. It is assumed that for each user k, {bk[i]}M−1i=0 is a collection of
independent equiprobable ±1 random variables, and the symbol streams of different
users are independent. The user signaling waveform is of the form
sk(t) =
1√
N
N−1∑
j=0
cj,kψ(t− jTc), 0 ≤ t < T, (2.4)
where N is the processing gain; {cj,k}N−1j=0 is a signature sequence of ±1’s assigned to
the k-th user; and ψ(·) is a chip waveform of duration Tc = TN and with unit energy,
i.e.,
∫ Tc
0
ψ(t)2dt = 1.
At the receiver, the received signal r(t) is filtered by a chip-matched filter and
then sampled at the chip rate. The sample corresponds to the j-th chip of the i-th
symbol is given by
rj[i]
4
=
∫ iT+(j+1)Tc
iT+jTc
r(t)ψ(t− iT − jTc)dt, j = 0, · · · , N − 1; i = 0, · · · ,M − 1.(2.5)
The resulting discrete-time signal corresponding to the i-th symbol is then given by
r[i] =
G∑
k=1
√
Pkbk[i]sk + n[i] = S
√
Pb[i] + n[i], (2.6)
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with
r[i]
4
=

r0[i]
r1[i]
...
rN−1[i]

, sk
4
= 1√
N

c0,k
c1,k
...
cN−1,k

, n[i]
4
=

n0[i]
n1[i]
...
nN−1[i]

, (2.7)
where nj[i] =
∫ (j+1)Tc
jTc
n(t)ψ(t − iT − jTc)dt ∼ N (0, σ2) is a Gaussian random
variable; n[i] ∼ N (0, σ2IN); S 4= [s1 · · · sG]; P 4= diag(P1, · · · , PG); and b[i] 4=
[b1[i] · · · bG[i]]T .
2. Linear MMSE Detector
Suppose that we are interested in demodulating the data bits of a particular user,
say user 1, {b1[i]}M−1i=0 , based on the received waveforms {r[i]}M−1i=0 . A linear receiver
for this purpose is a vector w1 ∈ IRN , such that the desired user’s data bits are
demodulated according to
z1[i] = w
T
1 r[i], (2.8)
bˆ1[i] = sign {z1[i]} . (2.9)
Substituting (2.6) into (2.8), the output of the linear receiver w1 can be written as
z1[i] =
√
P1
(
wT1 s1
)
b1[i] +
G∑
k=2
√
Pk
(
wT1 sk
)
bk[i] +w
T
1n[i]. (2.10)
In (2.10), the first term contains the useful signal of the desired user; the second
term contains the signals from other undesired users – the so-called multiple-access
interference (MAI); and the last term contains the ambient Gaussian noise. The
simplest linear receiver is the conventional matched-filter, where w1 = s1. It is well
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known that such a matched-filter receiver is optimal only in a single-user channel
(i.e., G = 1). In a multiuser channel (i.e., G > 1), this receiver may perform poorly
since it makes no attempt to ameliorate the MAI, a limiting source of interference in
multiple-access channels.
The linear minimum mean-square error (MMSE) detector is designed to minimize
the total effect of the MAI and the ambient noise at the detector output. Specifically,
it is given by the solution to the following optimization problem
w1 = arg min
w∈IRN
E
{(
b1[i]−wTr[i]
)2}
= C−1r s1, (2.11)
with
Cr
4
= E
{
r[i]r[i]T
}
=
G∑
k=1
Pksks
T
k + σ
2IN = SPS
T + σ2IN . (2.12)
Denote the normalized cross-correlation matrix of the signal set s1, · · · , sG as
R
4
= STS =

ρ11 . . . ρ1G
...
...
...
ρG1 . . . ρGG
 , (2.13)
where ρij
4
= sTi sj.
Since it is assumed that the user bit streams are independent, and the noise is
independent of the user bits, following [71, 72, 73, 74], the signal-to-interference-plus-
noise ratio (SINR) at the output of the linear detector w1 is given by
SINR1
4
=
E {z1[i] | b1[i]}2
E{V ar{z1[i] | b1[i]}} =
P1
(
wT1 s1
)2
G∑
k=2
Pk
(
wT1 sk
)2
+ σ2‖w1‖2
, (2.14)
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where
wTl sk =
1
Pl
[
R(R+ σ2P−1)−1
]
k,l
, k, l = 1, · · · , G, (2.15)
‖w1‖2 = 1
P 21
[
(R+ σ2P−1)
−1
R(R+ σ2P−1)
−1]
1,1
. (2.16)
It is shown in [75] that the output of a linear MMSE detector is well approximated
by a Gaussian distribution. Thus the bit error rate can be expressed as
Pb,1 = Q(
√
SINR1), (2.17)
where Q(x)
4
= 1√
2pi
∫∞
x
exp
(
− t2
2
)
dt.
3. Blind Detector
It is seen from (2.12) that the linear MMSE detector w1 is a function of the signature
sequences S of all G users. Recall that for the matched-filter receiver, the only prior
knowledge required is the desired user’s signature sequence s1. In the downlink of
a CDMA system, the mobile receiver typically only has the knowledge of its own
signature sequence, but not of those of the other users. Hence it is of interest to
consider the problem of blind implementation of the linear detector, i.e., without the
requirement of knowing the signature sequences of the interfering users.
Let the eigendecomposition of Cr in (2.12) be
Cr = U sΛsU
T
s + σ
2UnU
T
n , (2.18)
whereΛs = diag(λ1, · · · , λG) contains the largestG eigenvalues ofCr; U s = [u1, · · · ,uG]
contains the eigenvectors corresponding to the largest G eigenvalues in Λs; Un =
[uG+1, · · · ,uN ] contains the (N−G) eigenvectors corresponding to the smallest eigen-
value σ2 of Cr. It is known that range(U s) = range(S) is the signal subspace; and
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range(Un) ⊥ range(S) is the noise subspace. The linear MMSE detector w1 in (2.11)
can also be written in terms of the signal subspace components as [76]
w1 = U sΛ
−1
s U
T
s s1. (2.19)
Corresponding to the two forms of the linear MMSE detector (2.11) and (2.19), there
are two approaches to its blind implementation. In the direct-matrix-inversion (DMI)
method, the autocorrelation matrix Cr in (2.11) is replaced by the corresponding
sample estimate. That is
Cˆr =
1
M
M∑
i=1
r[i]r[i]T , (2.20)
wˆ1 = Cˆ
−1
r s1. [DMI blind linear MMSE detector] (2.21)
In the subspace method, the eigencomponents Λs and U s in (2.19) are replaced by
the corresponding eigenvalues and eigenvectors of the sample autocorrelation matrix
Cˆr. That is
Cˆr =
1
M
M∑
i=1
r[i]r[i]T
= Uˆ sΛˆsUˆ
T
s + UˆnΛˆnUˆ
T
n , (2.22)
wˆ1 = Uˆ sΛˆsUˆ
T
s s1, [Subspace blind linear MMSE detector] (2.23)
where Λˆs and Uˆ s contain respectively the largest G eigenvalues and the corresponding
eigenvectors of Cˆr; Λˆn and Uˆn contain respectively the remaining eigenvalues and
eigenvectors of Cˆr.
According to [71, 72, 73, 74], the output SINR1 of the blind detector can be
expressed as
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P1
(
wT1 s1
)2
G∑
k=2
Pk
(
wT1 sk
)2
+ σ2‖w1‖2 + 1
M
[
(G+ 1)wT1 s1 − 2
G∑
k=1
P 2k
(
wT1 sk
)2
wTk sk + (N −G)τσ2
] ,
(2.24)
where wTl sk and ‖w1‖2 are given respectively by (2.15) and (2.16), and
τσ2 =

wT1 s1, [DMI blind detector]
σ4
P 21
[(
R+ σ2P−1
)−1
P−1R−1
]
1,1
. [Subspace blind detector]
(2.25)
Note that the last term in the denominator of (2.24) represents the noise power
due to the estimation error. Also note that the performance difference between the
two forms of blind detectors is due to the term τ given by (2.25). It is shown in
[71, 72, 73, 74] that in realistic channels the subspace blind detector outperforms
the DMI blind detector and that the output of the blind detector is approximately
Gaussian. Therefore the BER can be expressed as
Pb,1 = Q
(√
SINR1
)
. (2.26)
Remark 1: In our proposed system for video transmission over CDMA networks, the
video stream occupies up to 4 CDMA channels. The other users in the same network
act as interference. In the CDMA uplink, the base station has the knowledge of
the signature sequences of all users, and therefore can use the exact linear MMSE
receiver. For the downlink, on the other hand, the mobile station typically knows
only the signature sequence of its own, and hence must employ the blind detector.
Remark 2: Although here we consider a simple synchronous CDMA channel model,
as shown in [77, 78, 79], the asynchronous multipath fading CDMA channel model
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bears a similar form as (2.6), and therefore the techniques developed in this work can
be extended to multipath fading channels.
D. Optimal Rate Allocation and Power Allocation
In this section, we consider the problem of finding the collection of source and par-
ity packets which the transmitter should send to the channels, and the power level
distribution across the CDMA channels, given a maximum transmission rate and a
maximum power level in order to minimize the average distortion of the received video
data. In general, this is equivalent to the problem of combined optimal allocation of
transmission rate between source and channel codes with a constraint on the total
transmission rate, and optimal allocation of power level with a constraint on the total
power level. Note that optimal allocation of transmission rate between source and
channel codes for a given transmission rate is addressed in [19].
1. Problem Formulation
Let G be the number of CDMA channels used for transmitting a video stream (in this
work, G = 4). Denote p = [P1, P2, · · · , PG] as the power level allocation vector for the
transmitted powers of the G channels used for transmitting the video data packets.
Here we assume that the powers of other users in the network (i.e., PG+1, · · · , PG)
are fixed. One of our objective is to optimize the power allocation p vector subject
to a total power constraint such that the distortion is minimized. Note that from
Sections C.2 and C.3, the bit error rate, and therefore the packet loss probability in
a channel, depends on the power levels of all channels, not just the power of that
particular channel.
Let Lj be the number of source layers transmitted over the j-th channel (in this
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work, L1 = 2, L2 = 6, L3 = 17 and L4 = 25). Then the total number of source layers
L is
L =
G∑
j=1
Lj. (2.27)
Let K be the number of source packets per code block per source layer; Nmax be
the maximum number of source packets plus parity packets per code block; and Ni
(0 ≤ Ni ≤ Nmax) be the number of source packets plus parity packets in the code
block for the i-th source layer transmitted (see highlighted packets in Fig. 3.). Note
that we have either Ni = 0 or Ni ≥ K, because the transmitter either does not
transmit the i-th layer at all, or at least transmits the K source packets at the i-
th layer. When Ni = 0, it means that no packet corresponding to the i-th source
layer is transmitted; when Ni = K, only the K source packets are transmitted for
the i-th source layer; and when Ni > K, denote ri = Ni/K as the redundancy per
GOF transmitted to the receiver for the i-th layer. We call r = (r1, · · · , rl) the rate
allocation vector [19]. The rate allocation vector specifies how many source and parity
packets to transmit for each source layer when the transmitter transmits the first l
source layers. In this way, the rate allocation vector specifies the allocation of the
total transmission rate between source packets and parity packets. Any given rate
allocation vector r induces a total transmission rate (in terms of transmitted packets
per GOF)
R(r) =
l∑
i=1
ri =
1
K
l∑
i=1
Ni. (2.28)
Given a specified data rate, we can determine the number of source layers, l, to be
transmitted. Assume these layers are transmitted using up to G CDMA channels.
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By (2.2), the total distortion at the receiver is given by
D(r, p) = D(l) = D0 −
l∑
i=1
P¹i∆Di, (2.29)
where
P¹i = P (the first i layers are decoded correctly)
=
i∏
j=1
θj(rj,p), (2.30)
where θj(rj,p) is the probability that the j-th layer source packet is recovered cor-
rectly after channel decoding. Let the j-th layer packets be transmitted through the
c(j)-th CDMA channel and ²j(p) be the packet loss probability of the j-th layer.
Assume the bit error occurs independently, then the packet loss probability for the
j-th layer can be written as
²j(p) = 1− (1− Pb,c(j))nb , (2.31)
where Pb,c(j) is given by (2.17) for the exact linear MMSE detector or given by (2.26)
for the blind detectors; nb is the packet size in bits (in this work, nb = 8000 bits).
When Nj ≥ K and assume that a (Nj, K) RS style erasure code is used. Then
θj(rj,p) =
κ
(
rj, K, ²j(p)
)
K
, (2.32)
where κ
(
rj, K, ²j(p)
)
is the expected number of source packets that can be recovered
after channel decoding with a (Nj, K) RS erasure code at source layer j, which is
given by
κ
(
rj, K, ²j(p)
)
=
K−1∑
m=1
(
rjK
m
)
²j(p)
rjK−m
(
1− ²j(p)
)m(m
rj
)
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+
rjK∑
m=K
(
rjK
m
)
²j(p)
rjK−m
(
1− ²j(p)
)m
K. (2.33)
Hence the expected distortion (per GOF) for the given rate allocation vector r and
power allocation vector p is
D(r, p) = D0 −
l∑
i=1
(
i∏
j=1
θj(rj,p)
)
∆Di. (2.34)
With the expected distortion expression (2.34) for any rate allocation vector r and
any power level allocation vector p now in hand, we can optimize these two vectors to
minimize the expected distortion subject to a transmission rate constraint as well as
a power level constraint. That is, we consider the following constraint optimization
problem
min
r,p
D(r, p) subject to
l∑
i=1
ri ≤ R and
G∑
k=1
Pk ≤ P, (2.35)
where R and P are a total transmission rate and a total power level, respectively.
2. The Optimization Algorithm
One way to solve the above constraint optimization is by finding the rate allocation
vector r and power allocation vector p that minimizes the Lagrangian
J(r, p, λ1, λ2) = D(r, p) + λ1
l∑
i=1
ri + λ2
G∑
k=1
Pk
= D0 +
l∑
i=1
[(
−
i∏
j=1
θj(rj,p)
)
∆Di + λ1ri
]
+ λ2
G∑
k=1
Pk,(2.36)
The solution to this problem is completely characterized by the set of distortion
increments ∆Di, which are determined by the source code and packetization, and the
probability θj(rj,p) with which the j-th layer source packet is recovered correctly,
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which is in turn determined by the user spreading codes, power allocation, type of
receiver, and channel code. There are many methods to find this solution in the case
of one constraint on the transmission rate only [80, 81, 82].
We solve the problem by using an iterative approach that is based on the method
of alternating variables for multivariable minimization [83]. The objective function
J(r1, · · · , rl, P1, · · · , PG) in (2.36) is minimized one variable at a time, keeping the
other variables constant, until convergence. To be specific, let r(0) and p(0) be any
initial rate allocation vector and power allocation vector, respectively. Let r(t) =
(r
(t)
1 , · · · , r(t)l ) and p(t) = (P (t)1 , · · · , P (t)G ) be determined for t = 1, 2, · · ·, as follows.
Select one component x ∈ {r1, · · · , rl, P1, · · · , PG} to optimize at step t. This can be
done in a round-robin style. Then for ri 6= x, let r(t)i = r(t−1)i , or for Pk 6= x, let
P
(t)
k = P
(t−1)
k . If x = ri, then we perform the following rate optimization
r
(t)
i = argmin
ri
J
(
r
(t)
1 , · · · , r(t)i−1, ri, r(t)i+1, · · · , r(t)l , P (t)1 , · · · , P (t)G
)
= argmin
ri
l∑
m=i
(
−
m∏
j=1
θj(rj,p)
)
∆Dm + λ1ri (2.37)
and if x = Pk, then we perform the following power optimization
P
(t)
k = argmin
Pk
J
(
r
(t)
1 , · · · , r(t)l , P (t)1 , · · · , P (t)k−1, Pk, P (t)k+1, · · · , P (t)G
)
= argmin
Pk
l∑
i=1
(
−
i∏
j=1
θj(rj,p)
)
∆Di + λ2Pk. (2.38)
For fixed λ1 and λ2, the one-dimensional minimization problems (2.37) and (2.38)
can be solved using standard non-linear optimization procedures, such as gradient-
descent-type algorithm [83]. Now in order to minimize the Lagrangian J(r, p, λ1, λ2)
given by (2.36), we proceed as follows: first for fixed (λ2, P ), we minimize J(r, p, λ1, λ2)
over (λ1, r), then for fixed (λ1, r), we minimize J(r, p, λ1, λ2) over (λ2, P ). This pro-
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cedure is repeated until convergence.
In our experiments, we always start with the initial rate allocation vector r =
(1, 1, · · · , 1) and the initial power allocation vector p = (P , P , · · · , P ) where P is the
average power level over all channels for a given total power level. We cycle through
the components, beginning with the component associated with the first layer and
ending with the components associated with the last layer. The resulting power
allocation P ∗1 , · · · , P ∗G specify the optimal packet loss probability in each channel for
the resulting rate allocation r∗1, · · · , r∗l , which in general will be in the form of UEP.
E. Numerical Results
1. CDMA System Setup
a. Uplink - Linear MMSE detector
For linear MMSE detection in CDMA uplink, the total number of channels is G = 4.
We set ρij = 0.4, when i 6= j; ρij = 1, when i = j for the normalized cross-correlation
matrix R in (2.13). The power spectral density of baseband white Gaussian ambient
channel noise is σ2 = 1. The block size per coding block K = 8. The packet size
nb = 8000 bits. When the transmission rate is R = 50, 100, 150, and 200 Kbps,
the corresponding number of CDMA channels to which the optimization algorithm
is applied to, is 4, based on the layer-channel mapping structure shown in Fig. 3.
The average power level of 4 channels, which results in the packet loss ratio 10%, is
23.85; The average power level 21.97 results in the packet loss ratio 20%. These are
calculated using (2.14), (2.17) and (2.31) assuming P1 = P2 = P3 = P4.
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b. Downlink - Blind detectors
For blind detection in CDMA downlink, the total number of channels is G = 10.
When the transmission rate is R = 50, 100, 150, and 200 Kbps, the corresponding
number of CDMA channels to which the optimization algorithm is applied to, is 4,
based on the layer-channel mapping structure shown in Fig. 3; the other 6 channels
are considered as interference. Again ρij = 0.4, when i 6= j; ρij = 1, when i = j
for the normalized cross-correlation matrix R in (2.13). The processing gain N = 15
and the sample size M = 8000 bits, which is the packet length in bits. The power
spectral density of baseband white Gaussian ambient channel noise is σ2 = 1. The
block size per coding block K = 8. The packet size nb = 8000 bits. In addition, for
the DMI blind MMSE detection, the average power levels, which result in the packet
loss ratio 10% and 20%, are 27.65 and 25.39, respectively. For the subspace blind
MMSE detection, the average power levels, which result in the packet loss ratio 10%
and 20%, are 27.37 and 25.22, respectively. These power levels are calculated from
(2.24), (2.26) and (2.31) assuming P1 = P2 = · · · = P10.
2. Analysis
In this subsection, we model the source as having an operational distortion-rate func-
tion D(R) = A2−2R/B for an arbitrary constant A and a scaling factor B. No actual
source coding or channel coding is performed in this part.
We compare the performance of several systems. The first is a system with no
error protection. The second is the FEC system with only rate optimization: UEP
with redundancy up to r = 2.0 determined optimally for each layer and uniform power
allocation across channels. The last is our hybrid FEC/power allocation system.
They are all based on the linear MMSE, blind DMI and blind subspace detectors.
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In this work, however, because we are only interested in the performance difference
of the systems with FEC/power allocation, pure FEC and no error protection, we
normalized the average powers for three detectors such that the packet loss probability
for each detector are all equal to 10%, thus the average powers for three detectors
are different, so comparing the performance among these detectors is unfair. We
should compare the performance of systems with FEC/power allocation, pure FEC
and no error protection. In addition, due to the same packet loss probability for three
detectors in the systems with pure FEC and no error protection, we select the linear
MMSE detector/receiver for these two systems as benchmark to compare. But for
our FEC/power allocation system, we gave the performance curves for three detectors
separately.
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Fig. 4 shows the peak signal to reconstruction noise ratio as a function of
the packet transmission rate in packets per GOF. With no error protection, i.e.,
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(Nmax, K) = (8, 8), as the transmission rate increases, the system performance satu-
rates, because with high probability there is a loss within the first few layers which
renders subsequent layers useless, regardless of the number of transmitted layers.
With UEP and uniform power allocation, the system performance improves signifi-
cantly (as much as 16 dB). An additional performance improvement is achieved when
joint optimization of rate and power allocation is performed, i.e., up to 5 dB at trans-
mitting 16 packets per GOF. This demonstrates the superiority of the proposed joint
optimization approach.
3. Simulations
In order to test the validity of our analytical results, we run simulations of the pro-
posed system on real data transmitted over a simulated wireless environment. The
color QCIF (144 × 176) sequence foreman is used in our experiments with a frame
rate of 25 fps. We first partition the 256-frame sequence into eight GOFs and inde-
pendently code each GOF using 3-D-SPIHT [6] to obtain an embedded bitstream; we
then partition each embedded bit string into sequentially dependent packets contain-
ing 1000 bytes per packet. We assign the l-th packet from each embedded bit string
to the l-th source layer. Thus, the duration of a GOF is 32/25 = 1.28 s, while the
transmission rate of each source layer is 8000/1.28 = 6.25 Kbps. We produce up to
32 source layers for a total of up to 200Kbps for the source.
We compare the same systems as in the analysis part: one with no error protec-
tion, one with optimal UEP and last with our hybrid FEC/power allocation. They
are based on the linear MMSE, blind DMI and blind subspace detectors. We evaluate
each of these systems at four transmission rates: 50, 100, 150 and 200 Kbps. The
end-to-end distortion is computed by averaging the distortion over each of the 256
frames of the test sequence, and averaging again over 10 independent transmission
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trials.
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Fig. 5. PSNR vs. transmission rate for MMSE, DMI and subspace receivers.
Fig. 5 shows the peak signal to reconstruction noise ratio of each system at the
above-mentioned four rates, respectively, for the Y component. Here, we normalized
the average powers for three detectors such that the packet loss probability for each
detector are all equal to 20%. The line at the bottom representing the system with-
out error protection is 5− 7 dB worse than any of the other lines, those of which use
protection of some kind. The middle line representing pure FEC with only rate op-
timization performs substantially better. The top three lines representing our hybrid
FEC/power allocation systems with three receivers exceed pure FEC by up to 3.5
dB, confirming that power allocation indeed offers significant quality improvements
in wireless video transmission. Our simulation results differ quantitatively from the
analytical results in that the operational distortion-rate function of real encoded video
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is not precisely D(R) = A2−2R/B. As a matter of fact, the operational distortion-rate
function varies from GOF to GOF.
In our system, the number of transmitted source and parity packets primarily
depends on the packet loss ratios of different channels, which are determined by
power allocation. Optimal power allocation at four transmission rate: 50, 100,150
and 200 Kbps for the three type of receivers are given in Figs. 6-8. Note that, at
these rates, the optimization algorithm tell us that the number of CDMA channels
the transmitter employs is 2, 3, 3 and 3, respectively. These results indicate that our
joint optimization allows parsimonious use of wireless links at different bit rates. In
addition, at each fixed bit rate, optimal power allocation results in unequal power
level assignment.
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Fig. 6. Optimal power allocation for the linear MMSE receiver.
In Fig. 9, we depict the optimal source/parity packets distribution correspond-
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Fig. 7. Optimal power allocation for the blind DMI receiver.
ing to the optimal rate distribution in our exact linear MMSE simulation when the
transmission rate is 200 Kbps (or 32 packets per GOF). A transmitter chooses to
send a total of 25 source layers and 256 source/parity packets for K = 8 GOFs in
this case. We notice from Fig. 9 that Ni is non-increasing within each channel. This
is very reasonable given the sequential dependency that exists among source layers in
the embedded 3-D SPIHT bitstream.
F. Conclusions
We have considered wireless video transmission over CDMA networks employing re-
ceivers with multiuser detection capability, by using the 3-D SPIHT video coder.
Three types of multiuser receivers are considered, namely, the exact linear MMSE
detector for the uplink, and the blind DMI detector as well as the blind subspace de-
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Fig. 8. Optimal power allocation for the blind subspace receiver.
tector for the downlink. We have proposed a scheme for joint optimization of channel
coding rate allocation at different source layers, and the power allocation at different
CDMA channels, to minimize the distortion on the received video data. Simulations
show that the proposed joint optimal FEC/power allocation scheme offers a perfor-
mance gain of up to 3.5 dB over the scheme with optimal FEC and equal power
levels.
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CHAPTER III
OPTIMAL RESOURCE ALLOCATION FOR WIRELESS VIDEO OVER CDMA
NETWORKS*
A. Introduction
In this chapter, we consider transmitting layered and embedded source bitstream in
terms of product channel code structure over wireless CDMA networks with multi-
path fading channels. Layered and embedded source coding is achieved using the
three-dimensional embedded subband coding with optimal truncation (3-D ESCOT)
[7] which has bit rate scalability and resolution scalability. A product channel code is
obtained by the combination of a row code based on rate-compatible punctured convo-
lutional code(RCPC) with cyclic redundancy check(CRC) error detection [17, 84], and
a source-channel column code, i.e., systematic rate-compatible Reed-Solomon(RS)
style erasure code [52]. The recently developed large-system analysis results for
CDMA networks are used to characterize the performance of various receivers in
multipath fading environment, which facilitates the formulation of our optimization
problem [85]. We essentially map one layered video bitstream using multiple CDMA
channels. Using 3-D ESCOT we layer the bitstream by resolution into multiple inde-
pendently decodable layers corresponding to different resolutions. Next we packetize
each layer of video bitstream in one product channel code structure, and then map
one product channel code to one CDMA channel individually. In this work, given
certain transmission rate and total transmission power over multiple CDMA chan-
nels, we transmit groups of product channel code packets over these multiple CDMA
*Parts of this chapter are c©2004 IEEE. Reprinted, with permission, from S.
Zhao, Z. Xiong and X. Wang, “Optimal resource allocation for wireless video over
CDMA networks,” IEEE Trans. on Mobile Computing, vol. 3, no. 3 July-Sept. 2004.
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channels. We address the problem of minimizing the total distortion of layered video
bitstream subject to a total transmission rate and a total transmitted power level
over multiple CDMA channels. By using the method of Lagrange multiplier, we get
the optimal transmission rate allocation and power allocation vector over multiple
CDMA channels. Given certain transmission rate for a particular channel and power
allocation vector for multiple channels, we use a fast joint Reed-Solomon and RCPC
rate algorithm to obtain the optimal Reed-Solomon source/parity distribution and
RCPC code rate for one CDMA channel, i.e. one product channel code structure.
This work can be viewed as an extension of our previous work in Chapter II. The
new contributions of this chapter include the following:
1. We use the 3-D ESCOT video bitstream which can be encoded into indepen-
dently decodable layers. Such an independently decodable capability provides
more system error resilience even during the deep fading period in wireless chan-
nel. At the same time, we may employ the optimal rate allocation algorithm
separately for each layers (hence for each CDMA channel).
2. We use the product channel code framework in which the Reed-Solomon code is
across different packets instead of within one packet, while the error detection
ability of CRC and the rate-compatible property of RCPC make it easy for
getting various video quality services. This new packetization and FEC coding
method fully considers the characteristics of packet-switched networks which
treat packets as equally important.
3. We treat the multipath fading channels and take into account effects of channel
estimation error and various receiver structures.
4. We make use of the recently developed large-system performance results for
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CDMA networks, which accurately characterize the average system performance
under random fading and spreading.
All these new features make the framework proposed here suitable for transmit-
ting video bitstreams robustly and for providing end-users with different QoS.
The remainder of this chapter is organized as follows: Section B introduces the
performance of 3D ESCOT codec. Section C describes the large-system CDMA for
multiuser receivers. Section D is devoted to channel coding. Section E describes the
optimal rate and power allocation. Section F presents simulation results. Section G
concludes the chapter.
B. Performance of 3D ESCOT Codec
Borrowing ideas from the EBCOT image coding algorithm [86], the original 3-D
ESCOT algorithm was designed to achieve better coding performance for scalable
wavelet video compression. Rate scalability is accomplished by independently coding
wavelet coefficients in different subbands using bit plane coding. The main contri-
bution in extending the 2-D EBCOT algorithm to 3-D ESCOT lies in 3-D context
formation and modelling for arithmetic coding. In the following, we provide a high-
level summary of the 3-D ESCOT algorithm and highlight its difference from the 3-D
SPIHT algorithm [6]. Readers interested in the algorithmic details are referred to [7].
While the basic components of bit plane coding, namely, significance coding,
sign coding and magnitude refinement, are the same in 3-D ESCOT and 3-D SPIHT,
major differences between the two are as follows.
1) For significance coding, 3-D ESCOT forsakes the zerotree structure made so
famous by the success of EZW [67] and SPIHT [66]. Instead, it completely relies on
conditional arithmetic coding to exploit redundancies among significance bits. The
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immediate advantage is that context formation for arithmetic coding in 3-D ESCOT
does not have to be restricted to the rigid cubic structure imposed by zerotrees. The
practice of not using zerotrees is supported by recent findings that show the coding
gain due to parent-child dependencies in zerotree-based coders is much smaller than
what was previously believed [87].
2) Compared to 3-D SPIHT, which applies adaptive arithmetic coding [88] on
the significant bits only, 3-D ESCOT additionally uses high-order conditional arith-
metic coding on the sign bits and refinement bits. Due to the use of L2 metric in
wavelet approximation, samples in all subbands except the lowest frequency one can
be thought of being drawn from zero-mean random processes. The coefficient sign is
equally probable to be positive or negative. The self entropy of the coefficient sign is
thus at its maximum of one bit. Similar argument was made about the randomness
of refinement bits in [67, 66]. Consequently, neither the sign bits nor the refinement
bits are entropy coded in 3-D SPIHT. But the self entropy of the coefficient sign
being one does not necessarily mean that the sign bits are uncompressible. In fact
the high-order conditional entropy of the coefficient sign can be significantly lower
than one bit as the sign patterns of wavelet coefficients often reflect the waveform
structure of the input signal (e.g., less sign changes in smooth areas and more around
image edges.) Applying high-order conditional arithmetic coding on the sign bits and
refinement bits enables 3-D ESCOT to outperform 3-D SPIHT.
3) 3-D ESCOT introduces the concept of fractional bit planes. Using three passes
– significance propagation, magnitude refinement and normalization – to process each
bit plane in the natural raster scan order, 3-D ESCOT effectively partitions it into
three non-overlapping fractional bit planes. The significance propagation pass, which
involves significance coding and sign coding, processes coefficients that are highly
likely to become significant in the current bit plane. It typically achieves a higher R-D
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ratio than the magnitude refinement pass. The normalization pass finishes coding bits
left over by the first two passes. This processing order of the three fractional bit planes
thus follows the decreasing order of their perceived R-D significance levels. It ensures
an R-D optimized embedded bitstream for each subband. Note that with context
models built differently for significance coding, sign coding and magnitude refinement,
processing significance coding and magnitude refinement in different fractional bit
planes comes naturally in 3-D ESCOT.
4) Fractional bit plane coding in 3-D ESCOT ensures that the final bitstream
is scalable with fine granularity at the fractional bit plane level. Coding each sub-
band independently also offers flexibilities in the final bitstream formation to provide
functionalities such as rate and resolution scalability. For instance, to achieve rate
scalability, the classic equal slope criterion [89] is invoked for R-D optimal bit allo-
cation among different subbands. The end result is that bitstreams generated from
different fractional bit planes in all subbands are multiplexed together into one final
layered bitstream according to the decreasing order of their R-D significance levels.
C. Large-System CDMA for Multiuser Receivers
Suppose that an RCPC code rate ri is used for a packet protection and suppose that
the channel is modelled as the concatenation of a multipath fading channel plus a
wireline packet erasure channel with packet loss probability q, then the probability
that a packet is considered to be lost is q˜ = q+(1−q)Pri , where Pri is the probability
that a packet protected with rate ri cannot be correctly decoded with the RCPC
decoder. Thus if N packets are protected by the same RCPC code rate ri, the
probability that n out of N packets are lost, denoted by Pn/N , is expressed as
Pn/N =
(
N
n
)
q˜n(1− q˜)N−n. (3.1)
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Obviously Pn/N is determined completely by Pri and q. Where the packet loss prob-
ability q for a wireline packet erasure channel is modelled as a constant. However
Pri is related to the BER over wireless multipath fading channels, furthermore the
transmit power level of wireless channels has important effects to the BER. Now let
us consider a large-system CDMA channel in the rest of this section.
Consider a K-user baseband CDMA system with spreading gain Nc signaling
over multipath fading channels. The received signal at time m can be written as
y[m] =
K∑
k=1
bk[m]
L∑
l=1
akl[m]skl[m] + n[m], (3.2)
where k ∈ {1, · · · , K} indexes the multiple users, and l ∈ {1, · · · , L} indexes the
paths of each user, akl[m] is the channel gain for path l of user k over symbol period
m, bk[m] is the transmitted symbol of user k over symbol period m, skl[m] is the
signature sequence for path l of user k over symbol period m and is assumed to
be an Nc-dimensional column vector with independent and identically distributed
(i.i.d.) elements each with zero mean and variance 1/Nc, and n[m] is a circularly
symmetric complex white Gaussian noise with E[n[m]] = 0 and E[n[m]nH [m]] =
σ2I. We assume throughout that the delay spread of the channel is small compared
to the symbol time so that inter-symbol interference can be neglected. Note that
the assumption that we know skl means that we implicitly assume knowledge of the
timing of resolvable path l of user k.
Let sk = [sk1, · · · , skL] and ak = [ak1, · · · , akL]T denote the sequence and channel
gains corresponding to user k, and therefore S = [s1, · · · , sK ], A = diag(a1, · · · ,aK),
and b = [b1, · · · , bK ]T . The received signal over the symbol of interest then expressed
as
y = SAb+ n.
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The multipath multiuser receivers and corresponding analysis can be described
as the data estimator and the channel estimator. The data estimator incorporates
information from other symbol intervals only through the coupling with the channel
estimator. The design and analysis of the data estimator is based on the assumption
that the channel is statistically characterized by the mean and covariance structure
supplied by the channel estimator. Assume that the error variances of all paths are
equal and that the path estimates are uncorrelated and consider the limiting situation
where Nc → ∞ and K → ∞ with α , K/Nc and L fixed, then the output signal-
to–interference ratio of several receivers are obtained in [85] and are summarized as
follows.
• LMMSE Receiver: lettingD = Ed[AAH ] = diag(Ed[a1aH1 ], · · · ,Ed[aKaHK ]),
thus the LMMSE receiver for user 1 can be expressed as
c = (SDSH + σ2I)−1s1a¯1,
then for LMMSE data estimation, we will have the approximate SIR results for
the estimate z = cHy of b1. In a multiple-path fading channel the gain for path
l of user k is characterized by the estimate a¯kl and error variance ξ
2
k. The SIR
for the LMMSE receiver of user 1 can be expressed approximately as
SIR1 =
L∑
l=1
|a¯1l|2βd
1 + ξ21βd
, (3.3)
where βd is the solution to the following fixed point equation
βd =
[
σ2 +
1
Nc
K∑
k=2
(
(L− 1)I(ξ2k, βd) + I
( L∑
l=1
|a¯kl|2 + ξ2k, βd
))]−1
and I(p, β) = p
1+pβ
. Two special cases emerge
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– when the channel is perfectly known, a¯kl = akl and ξ
2
k = 0; thus SIR1 =
|a1|2βd and βd =
[
σ2 + 1
Nc
∑K
k=2 I(|ak|2, βd)
]−1
.
– when in a single-path fading channel, L = 1; thus SIR1 =
|a¯1|2βd
1+ξ21βd
and
βd =
[
σ2 + 1
Nc
∑K
k=2 I(|a¯k|2 + ξ2k, βd)
]−1
.
Consider joint estimation of the channel parameters of all users over an estima-
tion window of τ symbols, where the channel coherence time, over which the
channel is essentially constant, is greater than τ symbol intervals. Based on
periodically sending training data, τ would typically be chosen to be small frac-
tion of the channel coherence time so that the training overhead is not too large.
Thus the MSE for any path of any user converges almost surely as Nc →∞ to
the nonrandom [85]
ξ2 =
p¯
L
1 + p¯
L
βc
, (3.4)
where βc satisfies the equation βc =
[
σ2
τ
+ αL
τ
p¯
L
1+ p¯
L
βc
]−1
and p¯ is the average
power of user 1 of interest.
• Decorrelating Receiver: For a decorrelating multipath-combining receiver,
the first stage of the receiver corresponds to a decorrelator which treats every
path of every user as a unique interferer. The output is given by
z = Ab+ n,
where n has covariance matrix σ2(SHS)−1. The second stage (for user 1)
takes the first L components of z and combines them taking into account the
covariance structure of the noise and of the channel estimate, then the vector
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z1 consisting of the L decorrelating outputs of user 1 can be expressed
z1 = a1b+ n1,
where n1 has covariance R equal to the first L × L sub-block of σ2(SHS)−1.
Then an LMMSE combiner for estimating b1 from z1 forms the decision statistic
z =
aH1 (Ξ1 +R)
−1z
1 + aH1 (Ξ1 +R)
−1a1
,
where Ξ1 = Ed[(a1 − a1)(a1 − a1)H ], thus the receiver for user 1 does not
require any information about the channels of the other users apart from the
timing of the various resolvable multipath components. If αL = LK/Nc < 1 in
a multiple-path fading channel, then the approximate SIR for the decorrelating
receiver of user 1 is also given by (3.3) with βd =
1−αL
σ2
=
[
σ2 + αL σ
2
1−αL
]−1
.
Two special cases emerge
– when the channel is known perfectly, a¯kl = akl and ξ
2
k = 0; thus SIR1 =
|a1|2βd and βd = 1/σ2.
– when in a single-path fading channel, L = 1; thus SIR1 =
|a¯1|2βd
1+ξ21βd
and
βd =
1−α
σ2
.
• Matched Filter Receiver: The matched filter receiver is based only on
information about the desired user. The matched filter we consider here is
simply c =
∑L
l=1 a¯1ls1l and leads to the following result for large systems. In a
multiple-path fading model, the approximate SIR of user 1 is also given by (3.3)
with βd =
[
σ2+ 1
Nc
∑K
k=2
(
(L− 1)I(ξ2k)+
∑L
l=1 |a¯kl|2+ ξ2k
)]−1
, where I(p) = p.
Two special cases emerge
– when the channel is perfectly known, a¯kl = akl and ξ
2
k = 0; thus SIR1 =
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|a1|2βd and βd =
[
σ2 + 1
Nc
∑K
k=2 |ak|2
]−1
.
– when in a single-path fading channel, L = 1; thus SIR1 =
|a¯1|2βd
1+ξ21βd
and
βd =
[
σ2 + 1
Nc
(∑K
k=2(|a¯k|2 + ξ2k)
)]−1
.
Now let us compare the three receivers intuitively. Notice that for LMMSE re-
ceiver, the overall effect of interferer k is the same as the interference that would
result in the single-path fading case from L − 1 users with power ξ2k and one user
with power
∑L
l=1 |a¯kl|2 + ξ2k. As the uncertainty increases, an interferer moves from
looking like a single-path power interferer, to looking like L separate interferers with
power reduced by a factor of L. Also notice that in decorrelating receiver, the SIR is
independent of the powers of the interferers. The effective interference is L
βd
for each
interferer, and does not depend on its power. Furthermore notice that for matched
filter receiver, I(p) = p is the effective interference of user k, so the effective inter-
ference is linear in the interferer power which should be contrasted to the LMMSE
receiver, for which I(p, β) = p
1+βp
at normalized β. The performance of the matched
filter will become arbitrarily bad as the power of an interferer is increased, while
for fixed β, the LMMSE effective interference for a high-power user approaches 1/β.
For the matched filter, L low-power interferers have exactly the same impact as one
interferer with the same total power.
With the SIR expressions and the estimated channel values a¯kl as well as its
variance ξ2k in hand for the three receivers, it is easy to get the BER expression for
user 1, indeed, it is shown in [75] that the output of a linear multiuser detector is well
approximated by a Gaussian distribution. Thus the bit error rate can be expressed
as Pb,1 = Q(
√
SIR1), where Q(x)
4
= 1√
2pi
∫∞
x
exp
(
− t2
2
)
dt.
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D. Channel Coding
1. Product Code
In this section, we discuss the packetization of the embedded source code by using a
product code. The row code of the product code is a concatenation of an outer CRC
code and an inner RCPC code, while its column code is a systematic RS code. We
use equal error protection(EEP) along the rows and unequal error protection(UEP)
along the columns. We also put the earliest symbols of the embedded bitstream in
the first columns as shown in Figure 10, which offers a better reconstruction quality
for video sequence. We assume that the resulting joint source-channel product code
is sent as N packets of Lp symbols each, which actually gives the transmission rate
constraint of NLp.
The embedded source code is first protected by the RS codes, then the CRC
symbols are added to each row, finally each row is encoded with the same RCPC
code. Let R = {r1, r2, . . . , rM}, with r1 < · · · < rM , be the finite set of available
RCPC code rates. For certain RCPC code with rate ri ∈ R, we denote by Lri the
sum of the number of source symbols and RS parity symbols used in a packet(i.e., a
row) protected by RCPC code rate ri. Thus, we have Lri source segments S1, . . . , SLri ,
where segment Sj, 1 ≤ j ≤ Lri , consists of mj ∈ {1, . . . , N} source symbols that are
protected by fj = N −mj RS symbols as shown in Fig. 10.
The N packets are composed of a product code structure and it can be sent over
a CDMA channel. At the receiver, if the CRC detects an error, then the packet is
considered lost (we suppose that all errors can be detected); otherwise each received
packet is decoded with the RCPC decoder first. After all packets of a product code
arrive, the RS decoding can be implemented. Suppose now that n out of N packets
are lost, then the RS codes ensure that all segments that contain at most N − n
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Fig. 10. Product code structure. There are N = 5 packets. Every shaded cell is a
source symbol. The embedded source bitstream flows along the direction of
the dashed line.
source symbols can be recovered. By adding the constraint f1 ≥ f2 ≥ · · · ≥ fLri ,
we guarantee that the receiver can decode at least the first j segments whenever at
most fj packets are lost. We denote by F i the set of Lri-tuples (f1, . . . , fLri ) such that
f1 ≥ f2 ≥ · · · ≥ fLri and fj ∈ {0, . . . , N−1} for j = 1, . . . , Lri . Let f = (f1, . . . , fLri ).
Thus we can apply the two packet loss channel models in Section C to the product
code structure.
Let φ denote the operational distortion-rate function of the source coder and
let X be is the number of packets lost in such product code scheme. The expected
distortion of Lri-segment product code protection is
D(f , ri) =
Lri∑
l=0
Pl(f)φ(tl), (3.5)
where tl =
∑l
j=1mj = lN −
∑l
j=1 fj for l = 1, . . . , Lri , denotes the sum of source
symbols when there are l source segments received correctly. P0(f) = P (X > f1)
is the probability that none of the Lri source segments S1, . . . , SLri can be recovered
correctly by Reed-Solomon decoding; Pl(f) = P (fl+1 < X ≤ fl) for l = 1, . . . , Lri − 1
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is the probability that at most l out of the Lri source segments can be recovered
correctly by Reed-Solomon decoding; and PLri (f) = P (X ≤ fLri ) is the probability
that all Lri source segments can be recovered correctly by Reed-Solomon decoding.
The case of t0 = 0 means that no source symbol is received correctly. Notice that
for l = 1, . . . , Lri − 1, we have Pl(f) = 0 if fl = fl+1; and Pl(f) =
∑fl
n=fl+1+1
Pn/N
if fl 6= fl+1, where Pn/N is the probability that n out of N packets are lost, given by
(3.1) in Section C.
An optimal product code (r∗,f ∗) is given by an RCPC code rate r∗ ∈ R and an
Lr∗-segment RS protection that is the solution to the following minimization problem
(r∗,f ∗) = arg min
ri∈R
min
f∈F i
D(f , ri) = arg min
ri∈R
min
f∈F i
Lri∑
l=0
Pl(f)φ(tl). (3.6)
Solving problem (3.6) by brute-force is impractical because the number of possible
product codes is
∑M
i=1
(
Lri+N−1
Lri
)
. We employ a fast method that finds an approxi-
mately optimal solution to problem (3.6). We do not try to minimize (3.5) for each
RCPC code rate. We observe that the total number of parity protection symbols
(RS and RCPC) for the product code corresponding to a distortion-optimal RS pro-
tection with the smallest expected distortion(among all RCPC code rates) is greater
than that corresponding to a rate-optimal RS protection with the largest expected
rate. Therefore we start with the rate-optimal RS protection that gives the largest
expected rate and try to improve the associated product code by progressively in-
creasing the number of protection symbols. This is done by alternatively applying
the local search algorithm in [90] and decreasing the RCPC code rate. In the worst
case, the algorithm computes (N − 1)Lri + 1 times the cost function (3.5) for each
ri ∈ R. The fast product code algorithm provides a near-optimal product code for
wireless channels and is much faster than the original approach of [23], independent
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of the packet length. Its very low memory requirements and a linear worst case time
complexity make it suitable for real-time applications. The details of the fast product
code algorithm are found in [91].
2. Multi-channel Product Code Framework
In this section, we outline the multi-channel product code FEC coding scheme. At
first we form several independent decodable video source layers from a 3-D ESCOT
embedded video bitstream, these layers are encoded from different subbands, for ex-
ample, Fig.11(a) illustrates four subbands encoding for 2-D image; then using the
joint rate and power allocation optimization algorithm, we get the optimal power al-
location vector and optimal transmission rate allocation for multiple CDMA channels,
as well as the optimal Reed-Solomon source/parity rate allocation and optimal RCPC
code protection for each channel. One independent decodable layer corresponds to
a product code. All packets of one product code are transmitted over one CDMA
channel. After multiple product codes are formed for one embedded bitstream, we
transmit all packets of these product codes over multiple CDMA channels.
In this chapter, we assume that a total of four CDMA channels are used to trans-
mit the four groups of product code data packets for one embedded video bitstream.
Fig.11(b) illustrates the framework we present. For example, suppose we use the 3-D
ESCOT coding bitstream with the GOF size 16 frames and a fixed frame rate 30
fps, and want to transmit N = 200 packets with packet size 48 bytes during one
GOF period and thus the transmission rate is 144 Kbps. By using the joint rate and
power allocation optimization algorithm, we may send video bitstream with channel 1
transmitting the first 60 packets, channel 2 transmitting the next 25 packets, channel
3 transmitting the next 50 packets, and channel 4 transmitting the last 65 packets.
Note that for traditional voice communication in CDMA systems, each user occupies
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Fig. 11. (a) Layered image coding by resolution. (b) The proposed multi-channel
product code structure multimedia transmission over CDMA networks.
one channel. However, in multimedia communications, each user may occupy more
than one channel to transmit data (e.g., here the video user occupies four channels).
Nevertheless, we use the terms user and channel interchangeably from now on.
The transmitter now has several groups of product code packets to send. The
transmitter buffers frames as they arrive. When a block of groups of frames(GOF)
is accumulated, it encodes the GOFs and packetizes the resulting independently de-
codable embedded layers. For a total transmission rate and a total power level over
multiple CDMA channels, the transmitter chooses to get the optimal power level al-
location vector and transmission rate allocation vector for multiple CDMA channels,
and RS source/parity allocation and RCPC rate for each product code, as illustrated
in Fig. 11(b). The receiver instantly recovers as many source symbols as possible
from the received packets and decodes them for a block of GOFs. Playback begins
after one block of GOFs of coding delay.
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E. Optimal Rate and Power Allocation
1. Problem Formulation
Let K be the number of CDMA channels used for transmitting a video bitstream
(in this work, K = 4). Let N = (N1, . . . , NK) be the vector for the number of
packets for K product code structures, thus the transmission rate vector will be
NLp for K product code structures. Denote p = [p1, p2, · · · , pK ] as the power level
allocation vector for the transmitted powers of the K channels used for transmitting
the video bitstream. Here we assume that the powers of other users in the network
(i.e., pK+1, · · · , pK) are fixed, each of those channels among k = K + 1, . . . , K is
assigned the average power level over all K channels given a total power level. One
of our objective is to optimize the power allocation p vector subject to a total power
constraint such that the distortion is minimized. Note that from Section C, the bit
error rate, and therefore the packets lost probability Pn/N in a channel, depends on
the power levels of all channels, not just the power of that particular channel. Thus
by introducing the power allocation vector p over K CDMA channels, we can get the
expected distortion expressions for K product code structure based on (3.5)
D(fk, rik ,p) =
Lrik∑
l=0
Pl(fk,p)φ(tlk), (3.7)
where k = 1, . . . , K index CDMA channels. Because of the independence of K source
layers, the total expected distortion for K channels can be expressed
K∑
k=1
D(fk, rik ,p) =
K∑
k=1
Lrik∑
l=0
Pl(fk,p)φ(tlk). (3.8)
We can now formulate the combined optimization problem of power allocation and
transmission rate allocation for K channels, as well as product code rate allocations
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for each of K channels. Given K channels for transmitting one video bitstream, we
consider the following constraint optimization problem:
min
N ,p
( K∑
k=1
min
rik∈R
min
f k∈Fik
D(rik ,fk,p)
)
subject to
K∑
k=1
NkLp ≤ R subject to
K∑
k=1
pk ≤ P,(3.9)
where P and R are a total transmitted power and a total transmission rate over K
CDMA channels , respectively.
2. Joint Rate and Power Allocation Algorithm
One way to solve the above constraint optimization (3.9) to get the optimal trans-
mission ratesNLp and power allocation vector p for K CDMA channels is by finding
them that minimizes the Lagrangian
J(N ;p;λ1, λ2) =
K∑
k=1
D(rik ,fk,p) + λ1
K∑
k=1
NkLp + λ2
K∑
k=1
pk. (3.10)
The solution to this problem is completely characterized by the K optimal prod-
uct codes. Obviously, we can solve (3.10) by using an iterative approach that is
based on the method of alternating variables for multivariable minimization, which
we used in our previous work [31]. The objective function J(N1, . . . , NK ; p1, . . . , pK)
in (3.10) is minimized one variable at a time, keeping the other variables constant,
until convergence. To be specific, let N (0) be any initial number of packets for K
product code structures. Notice that because of the length of packet is constant
Lp, the initial transmission rate vector will be N
(0)Lp for K product code struc-
tures. Let p(0) be any initial power allocation vector. Let N (t) = (N
(t)
1 , . . . , N
(t)
K
) and
p(t) = (p
(t)
1 , · · · , p(t)K ) be determined for t = 1, 2, · · ·, as follows. Select one component
x ∈ {N1, · · · , NK , p1, · · · , pK} to optimize at step t. This can be done in a round-robin
style. Then for Nk 6= x, let N (t)k = N (t−1)k , or for pk 6= x, let p(t)k = p(t−1)k . If x = Nk,
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then we perform the following rate optimization
N
(t)
k = argmin
Nk
J
(
N
(t)
1 , · · · , N (t)k−1, Nk, N (t)k+1, · · · , N (t)K , p
(t)
1 , · · · , p(t)K
)
, (3.11)
and if x = pk, then we perform the following power optimization
p
(t)
k = argminpk
J
(
N
(t)
1 , · · · , N (t)K , p
(t)
1 , · · · , p(t)k−1, pk, p(t)k+1, · · · , p(t)K
)
. (3.12)
During each iterative step, i.e. given a fixed power allocation vector p and a fixed
transmission rate allocationNLp, we resort to use the fast product code optimization
algorithm[90] to get the expected distortions over K channels and then the total
expected distortion for one video bitstream. The summary of the overall algorithm
is as follows.
1. Start with an initial values of N
(0)
1 , . . . , N
(0)
K
, p
(0)
1 , . . . , p
(0)
K
.
2. For each channel k = 1, . . . , K, employ the following procedures to get the
optimal Reed-Solomon protection f ∗k and optimal RCPC protection r
∗
k, and
then get the distortion-optimal solution for each channel.
(a) For each code rate ri ∈ R = (r1, . . . , rM), compute a rate-optimal solution
to get the Reed-Solomon protection fki .
(b) Determine the RCPC code rate rkm ∈ (r1, . . . , rM) which has the largest
expected received source rate for this product code with Reed-Solomon
protection fki .
(c) Find a Reed-Solomon distribution f ∗k which has stronger protection (i.e.
more parity symbols) than the rate-optimal solution fki .
(d) Calculate the distortions for the product codes with Reed-Solomon protec-
tion f ∗k and those ri ∈ R such that i < rkm , find the minimum distortion
60
and its corresponding r∗k.
(e) Let fki = f
∗
k, go to Step (b) and repeat this procedure until rkm in Step
(d) is the smallest RCPC code rate r1.
3. Using the iterative procedure as above in (3.11) and (3.12) to get the optimal
J(N
(t)
1 , . . . , N
(t)
K
; p
(t)
1 , . . . , p
(t)
K
) at step t.
4. Repeat Step 2 and 3 until J(N1, . . . , NK ; p1, . . . , pK) converges.
Convergence is guaranteed, because J(N1, . . . , NK ; p1, . . . , pK ;λ1, λ2) is nonin-
creasing and bounded below. The specified transmission rate R and the specified
total power level P can be achieved by adjusting the Lagrange multiplier λ1 and λ2,
respectively. Higher λ1 will result in a lower transmission rate; lower λ1 will result
in a higher transmission rate. Similarly, higher λ2 will result in a lower total power
level; lower λ2 will result in a higher total power level. Therefore, by adjusting λ1, the
overall rate constraint R can be met, and by adjusting λ2, the overall power constraint
P can also be met. Thus by using both Lagarange algorithm and fast product code
algorithm we finally get the optimal transmission rates N ∗Lp = (N∗1Lp, . . . , N
∗
K
Lp) ,
power level allocation vector p∗ = (p∗1, . . . , p
∗
K
), RCPC code rate r∗i1 , . . . , r
∗
iK
, and RS
source/parity distribution f ∗1, . . . ,f
∗
K
over K CDMA channels.
F. Numerical Results
1. CDMA System Setup
• LMMSE Receiver In order to get the BER value for each CDMA channel, we
selected processing gain Nc = 256 and system loading α = K/Nc = 0.5, and so
the number of users K = 128. For multiple-path fading channel, the resolvable
paths L = 5 for each user; for non-perfectly known channel, the window size of
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estimator τ = 10 symbols. The BER is calculated according to the equation in
Section C, where SIR is from (3.3). The estimated error variance ξ2k is given by
equation (3.4). The power level is digitized between its dynamic range and its
stepsize is 0.1.
• Decorrelating Receiver In order to get the BER value for each CDMA chan-
nel, we selected processing gain Nc = 256 and because of the assumption of
LK/Nc < 1 we chose the system loading α = K/Nc = 0.19, and so the number
of users K = 49. For multiple-path fading channel, the resolvable paths L = 5
for each user; for non-perfectly known channel, the window size of estimator
τ = 10 symbols. The BER is calculated according to the equation in Section
C, where SIR is also from (3.3). The estimated error variance ξ2k is given by
equation (3.4). The power level is digitized between its dynamic range and its
stepsize is 1.
• Matched Filter Receiver In order to get the BER value for each CDMA
channel, we selected processing gain Nc = 256 and system loading α = K/Nc =
0.5, and so the number of users K = 128. For multiple-path fading channel,
the resolvable paths L = 5 for each user; for non-perfectly known channel, the
window size of estimator τ = 10 symbols. The BER is calculated according
to the equation in Section C, where SIR is from (3.3). The estimated error
variance ξ2k is given by equation (3.4). The power level is digitized between its
dynamic range and its stepsize is 0.5.
2. Simulations
We experiment with standard color QCIF (144 × 176) akiyo video sequences. Each
sequence is in YUV format and has 288 pictures. We used 3-D ESCOT coding
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bitstream with the GOP size 16 frames and a fixed frame rate 30 fps in all exper-
iments. We used a 16-CRC code with generator polynomial 0x15935. The gener-
ator polynomials of the RCPC code were (0117, 0127, 0155, 0171), the mother code
rate was 1/4, and the puncturing rate was 8. Thus, the set of RCPC code rates is
R = {8/32, 8/31, . . . , 8/10, 8/9}. The decoding of the RCPC code is done with a list
Viterbi algorithm where the maximum number of candidate paths is 100. Under a
given BER, we implement 1000 experiments for each RCPC code rate ri to get the
Pri , which is the probability that a packet protected with rate ri cannot be correctly
decoded with the RCPC decoder, as shown in Fig. 12 where for each RCPC code, the
range of BER we considered is between 1% and 20%. Thus given Pri , it is easy to get
Pn/N , the probability that n out of N packets are lost, based on the equation (3.1).
With the Pn/N in hand, we can apply the joint rate and power allocation algorithm
as well as joint product code algorithm as described in previous section to get the
expected distortion.
Fig. 13 shows the peak signal to reconstruction noise ratio for LMMSE receiver
in three channel states such as perfectly known channel, single-path fading channel
and multiple-fading channel for the optimal transmission rate over K channels and
the optimal product code for each channel, with or without the optimal power level
allocation. Here we only consider the Y component and calculate PSNR at four
total transmission rates over K channels: 72, 144, 201.6 and 270 Kbps. The average
power level of each one out of 128 channels is p1/σ
2 = 3.76 dB which makes the
BER in perfectly known channel to be 10%, thus the total power level of K channels
which we used to transmit one video bitstream is p/σ2 = 9.78 dB. We limited the
dynamic range of the power level such that the BER for each CDMA channel is
approximately between 1% and 20%. The important observation is that at any one
of three channel states, we obtained good PSNR performance and especially, the
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Fig. 12. The probability Pri that a packet protected with rate ri cannot be correctly
decoded with the RCPC decoder.
combined optimization of power allocation and transmission rate allocation achieved
up to 1.5 dB performance gain than that only transmission rate optimization under
the same channel state.
Fig. 14 shows the peak signal to reconstruction noise ratio for matched filter
receiver in three channel states such as perfectly known channel, single-path fading
channel and multiple-fading channel for the optimal transmission rate overK channels
and the optimal product code for each channel, with or without the optimal power
level allocation. Here we only consider the Y component and calculate PSNR at four
total transmission rates over K channels: 72, 144, 201.6 and 270 Kbps. The average
power level of each one out of 128 channels is p1/σ
2 = 9.47 dB which makes the BER
in perfectly known channel to be 10%, thus the total power level of K channels which
64
50 100 150 200 250 300
28
30
32
34
36
38
40
42
Transmission Rate(Kbps)
PS
NR
LMMSE receiver
opt power/perfect channel
uni power/perfect channel
opt power/single−path channel
uni power/single−path channel
opt power/multiple−path channel
uni power/multiple−path channel
Fig. 13. PSNR vs. transmission rate for LMMSE receiver.
we used to transmit one video bitstream is p/σ2 = 15.49 dB. We limited the dynamic
range of the power level such that the BER for each CDMA channel is approximately
between 1% and 20%. Similarly, the important observation is that at any one of
three channel states, we obtained good PSNR performance and especially, the com-
bined optimization of power allocation and transmission rate allocation achieved up
to 1.5 dB performance gain than that only transmission optimization under the same
channel state.
Fig. 15 shows the peak signal to reconstruction noise ratio for decorrelating
receiver in three channel states such as perfectly known channel, single-path fading
channel and multiple-fading channel for the optimal transmission rate overK channels
and the optimal product code for each channel, with or without the optimal power
level allocation. Here we only consider the Y component and calculate PSNR at
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Fig. 14. PSNR vs. transmission rate for matched filter receiver.
four total transmission rates over K channels: 72, 144, 201.6 and 270 Kbps. The
average power level of each one out of 49 channels is p1/σ
2 = 2.16, 3.59 and 15.26
dB for perfectly known channel, single-path fading channel and multiple-path fading
channel, respectively, which makes the BER in the three channel states to be 10%
respectively. Thus the total power level of K channels which we used to transmit one
video bitstream is p/σ2 = 8.18, 9.61 and 21.28 dB for three channel states respectively.
We limited the dynamic range of the power level such that the BER for each CDMA
channel is approximately between 1% and 20%. Similarly, the important observation
is that at any one of three channel states, we obtained good PSNR performance
and especially, the combined optimization of power allocation and transmission rate
allocation achieved up to 1.5 dB performance gain than that only transmission rate
optimization.
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Fig. 16, Fig. 17 and Fig. 18 show the total power levels required for K CDMA
channels, based on the optimal transmission rate over K channels and the optimal
product code for each channel, with or without the optimal power level allocation,
for LMMSE, matched filter and decorrelating receivers at perfectly known channel,
single-path fading channel and multiple-fading channel, respectively, given a fixed
PSNR performance curve. The important observation is that given a fixed PSNR
performance curve, the required total power for the combined optimization of power
level allocation and transmission rate allocation is less than that for only transmission
rate optimization under the same channel state and moreover for certain PSNR per-
formance, LMMSE receiver requires the least total power and matched filter requires
the most total power.
67
1 2 3 4 5 6
0
2
4
6
8
10
12
14
16
18
20
Po
w
er
 le
ve
l (d
B)
Total Power Level for LMMSE Receiver
perfect channel/uniform power
perfect channel/optimal power
single−path channel/uniform power
single−path channel/optimal power
multiple−path channel/uniform power
multiple−path channel/optimal power
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G. Conclusions
We have considered a multiple-channel video transmission scheme to achieve robust
communication in wireless CDMA networks over fading multipath channels. The in-
dependently decodable layers from 3-D ESCOT and product code structure provide
more system error resilience even during deep fading period in wireless channel and
match well with networks such as the Internet that have no means of prioritizing
packets. The recently developed large-system analysis results for CDMA networks
are employed to characterize the performance of various receivers in multipath fad-
ing environment. We have proposed a framework for joint optimization of power
allocation and transmission rate allocation over multiple CDMA channels, as well
as joint optimization of Reed-Solomon source/parity rate allocation and RCPC code
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rate protection for each channel , to minimize the distortion on the received video
data. Simulation results show that the proposed framework allows the video quality
to degrade gracefully as the fading worsens or the bandwidth decreases, and it offers
improved video quality at the receiver. Moreover the proposed joint optimal trans-
mission rate/power allocation scheme offers a performance gain of up to 1.5 dB over
the scheme with only optimal transmission rate with uniform power levels.
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CHAPTER IV
PROGRESSIVE VIDEO DELIVERY OVER WIDEBAND WIRELESS
CHANNELS USING SPACE-TIME DIFFERENTIALLY CODED OFDM
SYSTEMS
A. Introduction
In this chapter we consider a new system that integrates layered video coding, chan-
nel coding, signal modulation and antenna diversity for broadband wireless video
transmission. Specifically we consider integrating space-time differentially coded or-
thogonal frequency division multiplexing (STDC-OFDM) with unequal error protec-
tion (UEP) and power control schemes for progressive video transmission. We adjust
the transmission power and bit rate of each sub-carrier dynamically according to
variations in channel selectivity. A multi-layer video stream is transmitted over the
STDC-OFDM system, where several source layers are sent in parallel with different
performance requirements (UEP). The available OFDM subcarriers are divided into
several sets, each of which is associated with a different source layer. Each layer
requires a particular performance ( e.g. distortion of source bitstream), a specific bit
rate and transmission power.
Layered (or embedded) source coding is achieved using the 3-D ESCOT coder [7],
which provides bit rate scalability as well as resolution scalability. The UEP scheme
for each source layer is obtained by the combination of a rate-compatible punctured
convolutional(RCPC) code with cyclic redundancy check(CRC) error detection [17,
84].
We essentially input multiple source layers of one layered video bitstream into
multiple STDC-OFDM channels. Using the 3-D ESCOT we first layer the bitstream
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by resolution, generating multiple independently decodable layers corresponding to
different resolutions. Next we packetize each layer of the video bitstream in one
UEP structure before transmitting it with an individual STDC-OFDM channel. In
this work, given certain total transmission rate and total transmission power over
multiple STDC-OFDM channels, we transmit groups of UEP structures over these
multiple STDC-OFDM channels. We address the problem of minimizing the total
expected distortion of a layered video bitstream subject to a total transmission rate
and a total transmission power level over multiple STDC-OFDM channels.
We propose a fast algorithm to obtain the optimal transmission rate allocation
and the optimal power level allocation over multiple STDC-OFDM channels on the
fly. This is based on using progressive joint source-channel codes [46] to generate oper-
ational transmission distortion-rate (TD-R) functions [92] and operational transmis-
sion distortion-power(TD-P) functions for multiple wireless channels, before forming
the operational transmission distortion-power-rate (TD-PR) surfaces. We employ the
Lagrange multipliers to obtain the optimal power allocation and optimal rate alloca-
tion among multiple channels with the constraints on the total transmission rate and
the total power level. Assuming convexity of TD-PR surfaces, our work can use the
‘equal slope’ argument to effectively solve the transmission rate allocation problem
as well as the transmission power allocation problem in joint source-channel cod-
ing for multiple-layer video transmissions. Because progressive joint source-channel
coding offers the scalability feature, the re-optimizing and re-assembling of channel
codewords are not needed in case the transmission rate changes.
To our best knowledge, there has been no prior published work on operational
transmission distortion-power-rate surfaces (TD-PR). We recently came across He
et al.’ work [93] on power-rate-distortion (P-R-D) function for wireless video based
on dynamic voltage scaling CMOS design technology. The authors of [93] do not
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associate power levels with wireless channels, channel coding techniques, and video
transmission as we do here. They only introduce the power level as an extra parameter
to adjust video source coding parameters in CMOS circuit design.
The remainder of this chapter is organized as follows: Section B introduces the
space-time differentially coded OFDM system for multi-layer video delivery. Section C
describes the problem formulation. Section D is devoted to the fast optimal allocation
algorithm for transmission rate and transmission power. Section E presents simulation
results. Section F concludes the chapter.
B. Space-Time Differentially Coded OFDM System for Multi-layer Video Delivery
1. System Description
In this section, we briefly describe the space-time differentially coded OFDM system
used for video transmission. Figures 19-20 show the structure of the transmitter and
receiver, respectively. At the transmitter a video sequence is first compressed and
partitioned into K layers according to the importance of the compressed data. Next
each layer is encoded by an UEP structure (to be described as in Section C). Then
the bitstream of each layer is coded with space-time differential coding. Finally after
OFDM modulation each layer is transmitted by two antennas. Hence there are totally
2K transmission antennas in this system. At the receiver we employ K antennas, one
for a different layer. In our system, the total number of sub-carriers is divided into K
sets, each set is associated with a different layer. In other word, for each layer, the two
OFDM frames at the transmitter and one OFDM at the receiver use the same OFDM
set. Different layers use different OFDM sets. Because we use different sub-carriers
for different layers, for each layer we only need to consider the transmission from the
two transmitter antennas to the receiver antenna at the same layer. Assume the total
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number of sub-carriers is Nc, thus the number of sub-carriers for transmitting each
layer is Nc/K. Thus all OFDM blocks (i.e., IFFT blocks or FFT blocks) in Figures
19-20 take the same size Nc/K. Notice that we use different sets of sub-carriers for
different layers (although with the same OFDM frame size). We also assume M-PSK
modulation.
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Fig. 19. The block diagram of the proposed multi-layer video space-time differentially
coded OFDM transmitter system.
Several independently decodable video layers are first formed in the 3-D ESCOT
embedded video bitstream, these layers are encoded from different subbands. For
example, Figure 21(A) illustrates four-layer encoding for an 2-D image. Then using
the fast optimal allocation algorithm for transmission rate and transmission power in
Section D, we obtain the optimal power allocation and optimal transmission rate allo-
cation for multiple STDC-OFDM channels, as well as the optimal UEP structure for
each channel. Each independently decodable layer corresponds to one UEP structure.
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Fig. 20. The block diagram of the proposed multi-layer video space-time differentially
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All codewords of one UEP structure are transmitted over one STDC-OFDM chan-
nel. After multiple UEP structures are formed for one embedded video bitstream, we
transmit all codewords in these UEP structures over multiple STDC-OFDM channels
in parallel.
A total of K STDC-OFDM channels are used to transmit K groups of UEP
structured codewords for one embedded video bitstream. Figure 21(B) illustrates the
framework we present (here K = 4). The transmitter now has several groups of UEP
structured codewords to send. The transmitter buffers frames as they arrive. When a
block of groups of frames(GOF) is accumulated, it encodes the GOFs and packetizes
the resulting independently decodable embedded layers. For a total transmission rate
and a total power level over multiple STDC-OFDM channels, the transmitter chooses
to get the optimal power level allocation vector and transmission rate allocation vector
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for multiple STDC-OFDM channels, and the optimal RCPC codes for each UEP
structure, as illustrated in Figure 21(B). The receiver instantly recovers as many
source symbols as possible from the received codewords and decodes them for a block
of GOFs. Playback begins after one block of GOFs of coding delay.
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Fig. 21. (A) Layered image coding by resolution. (B) The proposed multi-layer video
UEP structures for multimedia transmissions over multiple STDC-OFDM
channels.
2. Performance Analysis of Multiple-Symbol Decision-Feedback Space-Time
Differentially Coded OFDM System
In this section, we briefly review the performance analysis of multiple-symbol decision-
feedback space-time differentially coded OFDM system [39]. Consider a communi-
cation system with two transmit antennas and one receive antenna. Let the PSK
information symbols at time n be an ∈
{
1√
2
ej
2pik
M , k = 0, 1, · · · ,M − 1
}
. Define the
following matrices:
An ,
 a2n a2n+1
−a∗2n+1 a∗2n
 , Gn , AnAH0 , for n ≥ 0, (4.1)
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The space-time differential block code is recursively defined as follows:
X0 = A0, Xn = GnXn−1, n = 1, 2, · · · , (4.2)
by a simple induction, it is easy to show that the matrix Xn has the following form
Xn ,
 x2n x2n+1
−x∗2n+1 x∗2n
 . (4.3)
We now consider decoding of the space-time differential block code in flat-fading
channels. At the transmitter, at time slot 2n, the symbols on the first row of Xn,
x2n and x2n+1 are transmitted simultaneously from antenna 1 and antenna 2, respec-
tively. At time slot 2n + 1, the symbols on the second row of Xn, −x∗2n+1 and x∗2n
are transmitted simultaneously from the two antennas. In order to simplify the re-
ceiver structure, we make the assumption that the channels remain constant over two
consecutive symbol intervals. Thus the received signals can be written as y2n
y2n+1

︸ ︷︷ ︸
y
n
=
 x2n x2n+1
−x∗2n+1 x∗2n

︸ ︷︷ ︸
Xn
 α(1)2n
α
(2)
2n

︸ ︷︷ ︸
αn
+
 v2n
v2n+1

︸ ︷︷ ︸
vn
. (4.4)
where {α(1)n }n and {α(2)n }n are the fading processes associated with the channels be-
tween the two transmit antennas, and the receive antenna are modelled as mutually in-
dependent complex Gaussian variables with Jakes’ correlation structure [14]. Each of
them has normalized autocorrelation function R(n) , E{αm+nα∗m} = EsJ0(2piBdnT ),
where Es is the average symbol energy, J0(·) is the zeroth order Bessel function of
the first kind, T is the symbol interval, and Bd is the maximum Doppler shift, which
is proportional to the vehicle speed carrier frequency.
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Denote
yn = [y
T
n
yT
n−1 · · · yTn−P+1]
T ,
αn = [α
T
n α
T
n−1 · · · αTn−P+1]T ,
vn = [v
T
n v
T
n−1 · · · vTn−P+1]T ,
Xn = diag{Xn, Xn−1, · · · , Xn−P+1},
Gn = [Gn Gn−1 · · · Gn−P+2].
Then we have
yn =Xnαn + vn. (4.5)
The conditional log-likelihood function is given by
log p(yn|Gn) = −yHnQ−1G yn − log det(QG)− 2P log pi, (4.6)
where QG , E
{
yny
H
n
}
= EsXn
(
ΣP ⊗ I2
)
XHn + σ
2I2P , where ⊗ denotes the Kro-
necker matrix product, and the normalized P×P autocorrelation matrix has elements
given by ΣP [i, j] = J0(2piBdT (i − j)). Denote T ,
(
ΣP +
σ2
Es
IP
)−1
= [tij], then we
have the following decision-feedback decoding rule for Gn:
Gˆn = argmin
Gn
Re
{
yH
n
Gn
P−1∑
j=1
t0,j
( j−1∏
l=1
Gˆn−l
)
y
n−j
}
(4.7)
The decision-feedback space-time differential decoding algorithm is summarized as
follows [39].
Algorithm of MS-DF Space-Time Differential Decoding: Given the
initial information symbol matrix A0, let Aˆ0 = A0.
1. Based on the decision memory order P , the fading statistic Σn, and the signal-
to-noise ration Es
σ2
, compute the feedback metric coefficients from T =
(
ΣP +
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σ2
Es
IP
)−1
.
2. Estimate the initial symbol matrices: for n = 1, 2, · · · , P − 1,
(a) Estimate Gˆn by simply quantizing Y
H
n Y n−1.
(b) Perform differential decoding according to Aˆn = GˆnAˆ0.
3. For n = P, P + 1, · · ·,
(a) Estimate Gˆn according to (4.7).
(b) Perform differential decoding according to Aˆn = GˆnAˆ0.
We next discuss the application of decision-feedback space-time differential de-
coding in OFDM systems. We consider a STDC-OFDM channel with Q subcarriers
for one video layer, two transmit antennas and one receive antenna, signaling through
a frequency- and time-selective fading channel. As illustrated in Figures 19-20, the
information bits first go through a serial to parallel converter, then are encoded by
a STDC encoder using the encoding algorithm introduced above. For each subcar-
rier m, 0 ≤ m ≤ Q, let {Xm[n]}n be the output of a space-time differential encoder.
Then {Xm[n]}Q−1m=0 constitutes the OFDM symbol at time n. This OFDM symbol
goes through an IFFT block to perform the inverse Fourier transform. Denote
{xm[2n]}Q−1m=0 = IFFT
[
{Xm[2n]}Q−1m=0
]
, {xm[2n+ 1]}Q−1m=0 = IFFT
[
{Xm[2n+ 1]}Q−1m=0
]
. (4.8)
After adding proper cyclic prefix, during time slot 2n, the signals {xm[2n]}Q−1m=0 are
transmitted through antenna 1 serially, and {xm[2n+1]}Q−1m=0 are transmitted through
antenna 2 serially; during time slot 2n + 1, the signals { − xm[2n + 1]∗}Q−1m=0 and
{xm[2n]∗}Q−1m=0 are transmitted serially through antenna 1 and antenna 2, respectively.
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For OFDM systems with proper cyclic extension and sample timing, with toler-
able leakage, the channel frequency response between the i-th transmit antenna and
the receive antenna at the n-th time slot and at the m-th subcarrier can be expressed
as
H(i)m [n] =
L−1∑
l=0
α(i)[l;n]e−j2piml/Q, i = 1, 2;m = 0, 1, · · · , Q− 1. (4.9)
Where L = dτm∆f+1e denotes the maximum number of resolvable taps, with τm being
the maximum multipath spread and ∆f being the tone spacing of the OFDM systems;
α(i)[l;n] is the complex amplitude of the l-th tap, whose delay is lT . Each of them is
independent with each other and has the same normalized correlation function and
different average power σ2l , l = 0, 1, · · · , L − 1. Assume Jakes fading channel model,
Rα(i)(l;n) = σ
2
l J0(2piBdnT ). At the receiver, the received symbols first go through the
serial to parallel converter. Assuming proper cyclic prefix is employed at each OFDM
symbol. Then by applying FFT to the time-domain received signals and assuming the
channels remain static during two OFDM symbols, we obtain the frequency-domain
received signals
[
Ym[2n]
Ym[2n+ 1]
]
=
[
Xm[2n] Xm[2n+ 1]
−Xm[2n+ 1]∗ Xm[2n]∗
][
H
(1)
m [2n]
H
(2)
m [2n]
]
+
[
Vm[2n]
Vm[2n+ 1]
]
.(4.10)
Where H
(1)
m [n] and H
(2)
m [n] are the complex channel frequency responses between the
two transmit antennas and the receive antenna at time slot n and them-th subcarrier.
Vm[2n] is the complex white Gaussian noise. The auto-correlation function of H
(i)
m is
R
H
(i)
m
(n) = J0(2piBdnT ) ·
L−1∑
l=0
σ2l , m = 0, 1, · · · , Q− 1. (4.11)
Comparing equations (4.10) with (4.4), we know the multiple-symbol decision-feedback
space-time differential decoding method discussed above can be applied in parallel at
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each subcarrier m to decode the information symbols.
Figure 22 shows the BER performance for one STDC-OFDM channel as sug-
gested above in this Section. We chose the number of sub-carriers Q = 128 and
a 3-tap frequency-selective channel between each transmit antenna and the receive
antenna with normalized Doppler frequency BdT = 0.0075. In the simulation, the
fading processes vary from one OFDM symbol to another.
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Fig. 22. Performance for space-time differentially coded OFDM system with QDPSK
modulation in frequency-selective fading channels with normalized Doppler
frequency BdT = 0.0075 and decision memory order P = 2, 3, 4.
In Section E, based on the BER performance here, we implement 1000 experi-
ments for each RCPC code rate ri to get the p(ri), which is the probability that a
codeword protected with rate ri cannot be correctly decoded with the RCPC decoder.
Furthermore through the equation (4.12), we can get the probability Pi(r), which we
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use in our optimal algorithm.
3. Channel Coding in the Form of UEP
We consider a joint source-channel coding system where source coder is an embed-
ded coder, and the channel coder uses a finite number of channel codes with error
detection and error correction capability [46]. In this work we use 3-D ESCOT as the
source coder and the combination of a RCPC code with CRC error detection as the
channel coder. After source coding, the channel encoder takes successive blocks of
the compressed bitstream and transforms them into a sequence of channel codewords
of fixed length Lp, which are sent over a wireless channel, as shown in Figure 23. If
a received codeword can be correctly decoded, then the next codeword is considered
by the decoder. Otherwise the decoding is stopped, and the video is reconstructed
from the correctly decoded codewords. We assume that all decoding errors can be
detected.
.
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.
.
RCPC/CRC Parity bits
RCPC/CRC Parity bits
RCPC/CRC Parity bits
RCPC/CRC Parity bits
RCPC/CRC Parity bits
RCPC/CRC encoded
L p
Codeword 1
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Fig. 23. Unequal error protection (UEP) structure. There are N = 5 codewords. The
shaded parts are source symbols. The embedded source bitstream flows along
the direction of the dashed line.
Let R = {r1, r2, . . . , rm} denote the set of channel rates with r1 < · · · < rm and
p(r1) < · · · < p(rm), where p(ri) is the probability of a decoding error in a codeword
of length Lp protected with code rate ri, i = 1, · · · ,m. Given a transmission bit
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budget B corresponding to a total number of N = bB/Lpc transmitted codewords,
an N -codeword unequal error protection (UEP) r = (rk1 , · · · , rkN ) protects the i-th
source block, i = 1, · · · , N, with channel code rate rki ∈ R. Then
Pi(r) =

p(rk1) i = 0,
p(rki+1)
∏i
j=1(1− p(rkj)) 1 ≤ i ≤ N − 1,∏N
j=1(1− p(rkj)) i = N,
(4.12)
is the probability that no decoding errors occur in the first i codewords with an error
in the next one.
The end-to-end performance of an N -codeword UEP r can be measured by the
expected distortion
EN [d](r) =
N∑
i=0
Pi(r)di(r), (4.13)
where d0(r) = d0 is a constant corresponding to the distortion if no source bits are
received, and for i > 1, di(r) is the reconstruction error using the first i source
blocks. An N -codeword UEP r that minimizes (4.13) is called distortion optimal. To
measure the progressive performance of an N -codeword UEP r = (rk1 , · · · , rkN ), the
average of the expected performance over all N intermediate transmission rates can
be computed
LN [d](r) =
1
N
N∑
n=1
En[d](rk1 , · · · , rkn) =
1
N
N∑
n=1
En[d](r
(1:n)), (4.14)
where r(1:n) denotes the first n components of vector r with length N . An UEP r that
minimizes the average expected distortion LN [d](r) is called progressive distortion
optimal.
Thus we have the following algorithm to obtain a progressive distortion optimal
UEP, which we employ to produce the operational transmission distortion-rate (TD-
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R) functions given a fixed power level.
Algorithm of Producing Transmission Distortion-Rate Functions:
1. Set k = 1, l = 1, and n = 0. Use the linear-time rate-optimal algorithm [46] to
compute a progressive rate optimal N -codeword UEP rn.
2. Let r be the k-th largest code rate used by rn. Let j be the index of the first
codeword that rn protects with r. If r = r1, stop. Otherwise let rc ∈ R be the
l-th largest code rate smaller than r and define rc to be the UEP obtained from
rn by protecting codeword j with rc.
3. If LN [d](rc) < LN [d](rn), set rn+1 = rc, n = n+ 1, l = 1, and go to Step 2.
4. If j 6= 1 and rc is greater than the rate of codeword j− 1, set l = l+1. If j 6= 1
and rc is equal to the rate of codeword j − 1, set l = 1 and k = k + 1. If j = 1
and rc 6= r1, set l = l + 1. If j = 1 and rc = r1, stop.
5. Go to Step 2.
Readers who are interested in the complexity and convergence of this algorithm
are referred to [46].
C. Problem Formulation
Now let us consider an optimal problem on the proposed space-time differentially
coded OFDM system. Let N = (N1, . . . , NK) be the vector for the number of code-
words for K UEP structures, thus the transmission rate vector will be NLp for K
UEP structures. Denote p = [p1, · · · , pK ] as the power level allocation vector for
the transmission powers of the K STDC-OFDM channels used for transmitting the
video bitstream. Thus the OFDM frame power at the transmitter is pk/2 for the k-th
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layer. One of our objective is to optimize the power allocation p vector subject to
a total power constraint such that the expected distortion is minimized. Note that
from Sections B, the bit error rate, and therefore the probability Pi(r), i = 1, · · · , N
for one STDC-OFDM channel, depends on only the power of that particular channel.
Thus by introducing the power allocation vector p and the transmission rate vector
NLp over K STDC-OFDM channels, we can get the expected distortion expression
for the k-th UEP structure
D(rk, pk) =
N∑
i=0
Pi(rk, pk)di(rk), (4.15)
obviously the expected distortion expression D(rk, pk) is the same as the one repre-
sented by EN [d](r) as in equation (4.13). However here we induce the power vari-
able apparently into our notation. Where rk = (rk1 , · · · , rkN ) is the N -codeword
UEP structure for the k-th channel, and k = 1, . . . , K index STDC-OFDM channels.
Because the independence of K source layers, the total expected distortion for K
channels can be expressed as
K∑
k=1
D(rk, pk) =
K∑
k=1
N∑
i=0
Pi(rk, pk)di(rk). (4.16)
We can now formulate a combined optimization problem of power allocation and
transmission rate allocation over K STDC-OFDM channels, as well as UEP structure
for each of K STDC-OFDM channels. Given K channels for transmitting one video
bitstream, we consider the following constraint optimization problem:
min
N ,p
( K∑
k=1
min
rk
D(rk, pk)
)
subject to

K∑
k=1
NkLp ≤ R,
K∑
k=1
pk =
K∑
k=1
EkNkLp ≤ P,
(4.17)
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where P and R are a total transmission power and a total transmission rate over K
STDC-OFDM channels , respectively. Ek is the energy per bit for the k-th layer.
D. Fast Optimal Allocation Algorithm for Transmission Rate and Transmission
Power
One way to solve the above constraint optimization (4.17) is by obtaining the optimal
transmission ratesNLp and power allocation vector p for K STDC-OFDM channels,
that minimizes the Lagrangian cost
J(N ;p;λ1, λ2) =
K∑
k=1
D(rk, pk) + λ1
K∑
k=1
NkLp + λ2
K∑
k=1
pk. (4.18)
We can solve (4.18) by using an iterative approach that is based on the method of
alternating variables for multivariable minimization [31]. However this method is
time-consuming and not suitable for delay constrained video applications. Here we
devise a new and practical algorithm to solve this problem.
We propose to use progressive joint source-channel codes to generate opera-
tional transmission distortion-rate (TD-R) functions and operational transmission
distortion-power (TD-P) functions for multiple wireless channels, before forming the
operational transmission distortion-power-rate (TD-PR) surfaces. The generation of
operating TD-R function from the progressive UEP is straightforward. With the
UEP structure obtained, one can generate the TD-R points through equation (4.15)
for each of K channels. According to the BER performance of STDC-OFDM system
in Section B and (4.15), the different power levels for each of K channels correspond
to the different TD-R functions. Thus given a finite set of power levels for each
channel, we can obtain a group of TD-R functions. Therefore for a fixed transmission
rate, we can find the corresponding operational transmission distortion-power (TD-P)
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function. Thus we can get the whole operational transmission distortion-power-rate
(TD-PR) surface for each of the K channels. Figures 24 - 27, for instance, gives TD-
PR surfaces for K = 4 STDC-OFDM channels with the 3-D ESCOT source coding
and the target transmission rate 512 codewords by using the method we proposed
here. The parameters for obtaining Figures 24- 27 will be given in next section.
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Fig. 24. The operational transmission distortion-power-rate surfaces for the first chan-
nel.
The advantages of using the progressive UEP algorithm are as follows. One is
that it has low complexity and can work in wireless video applications. Indeed using
the progressive UEP algorithm can guarantee the optimal performance not only at
one target rate but also at all intermediate rates. Thus we can generate the TD-
PR surfaces at one time for all available transmission rates. The re-optimization
and re-assembly of UEP structures are not necessary when the transmission rate
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Fig. 25. The operational transmission distortion-power-rate surfaces for the second
channel.
changes. The other is about the convexity of the resulting operational transmission
distortion-power-rate surfaces. Now let us take a look at the convexity of the oper-
ational transmission distortion-power-rate surface generated by the progressive UEP
structure. Along the axis of the transmission rate, we consider the convexity of the
operational TD-R function. Since all codewords have the same length Lp, the TD-R
slope can be represented by the difference of expected distortion between the con-
secutive rates for a fixed power level pk, here for convenience we omit the notation
of power level. The TD-R slope between rates (codewords) n and n + 1 for the k-th
channel is
∆D(r
(1:n)
k )
Lp
=
D(r
(1:n)
k )−D(r(1:n+1)k )
Lp
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Fig. 26. The operational transmission distortion-power-rate surfaces for the third
channel.
=
∑n
i=0 Pi(r
(1:n)
k )−
∑n+1
i=0 Pi(r
(1:n+1)
k )
Lp
=
(dn(r
(1:n)
k )− dn+1(r(1:n+1)k ))
∏n+1
j=1 (1− p(rkj))
Lp
, (4.19)
where we use the property that dn(r
(1:n)
k ) = dn(r
(1:m)
k ) when m ≥ n, which can be de-
rived from the definition of progressive UEP structure. In equation (4.19),
∏n+1
j=1 (1−
p(rkj) is strictly decreasing with increasing n , whereas dn(r
(1:n)
k )− dn+1(r(1:n+1)k ) cor-
responds to the MSE reduction caused by the source bits in (n+ 1)-th codeword. If
the source D-R function is strictly convex, dn(r
(1:n)
k ) − dn+1(r(1:n+1)k ) is strictly de-
creasing with increasing n . The only possible exception is when rkn+1 > rkn . Thus
there might be points not lying on the convex hull around the rates where channel
code rate changes. However if rkn+1 > rkn , then p(rkn+1) > p(rkn). Thus the factor
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Fig. 27. The operational transmission distortion-power-rate surfaces for the fourth
channel.
1− p(rkn+1) will become smaller and give more reduction on the slope to compensate
the gain obtained from the rate change, which suggests that most distortion-rate pairs
are lying on the convex hull. The simulations show that the valid rate candidates are
enough to meet practical requirements [92]. Similarly along the axis of power level,
we consider the convexity of the operational TD-P function. The TD-P slope between
power levels p
(n)
k and p
(n+1)
k given a fixed transmission rate for the k-th channel is
∆D(rk, p
(n)
k )
∆p(n)k
=
D(r(n)k , p
(n)
k )−D(r(n+1)k , p(n+1)k )
p
(n)
k − p(n+1)k
=
∑N
i=0 Pi(r
(n)
k , p
(n)
k )di(r
(n)
k )−
∑N
i=0 Pi(r
(n+1)
k , p
(n+1)
k )di(r
(n+1)
k )
p
(n)
k − p(n+1)k
(4.20)
Obviously, with increasing power level, the UEP structure may change according to
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the progressive distortion optimal algorithm, i.e., r
(n)
k 6= r(n+1)k . Thus it is difficult to
analyze the convexity of TD-P function mathematically. However intuitively we know
that the source bits would increase with the increase of power levels. This is because
higher power levels will lead to higher SNRs, and therefore lower BERs. Thus at a
fixed transmission rate, the UEP structure will choose less error protection with more
source bits. Indeed from the TD-PR surfaces we observe that the TD-P functions
have enough valid rate candidates for the convex hull which we need.
Now let us get back to the equation (4.18) to see how to determine the optimal
Lagranges λ1 and λ2 in order to satisfy the total transmission rate and the total power
level. Computing partial derivatives with respect to the K transmission rates and K
power levels, respectively,

∂J(N ;p;λ1,λ2)
Nk
= 0,
∂J(N ;p;λ1,λ2)
pk
= 0, k = 1, · · · , K
(4.21)
we obtain the following equations that the optimal transmission rate allocation
and optimal power level allocation must satisfy
 −
∂D(rk,pk)
Lp∂Nk
= λ1,
−∂D(rk,pk)
∂pk
= λ2, k = 1, · · · , K.
(4.22)
The equations in (4.22) imply that the optimal transmission rate allocation over
K channels should be lying on the equal slope points along the transmission rate
axes over K TD-PR surfaces. Similarly the optimal power level allocation over K
channels should be lying on the equal slope points along the power level axes over
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K TD-PR surfaces. This suggests that we can find the optimal transmission rate
allocation (or the optimal power level allocation) by only searching the equal slope
points along the transmission rate axes (or along the power level axes). Furthermore,
considering the convexity of the TD-PR surfaces over K channels, we can obtain the
optimal transmission rate allocation and the optimal power level allocation by using
a fast bisectional search.
The complete algorithm is given as follows.
1. Encode the input video source by using an embedded source coder like 3-D
ESCOT to produce K source D-R functions.
2. Employ the algorithm in Section C to generate K operational distortion-power-
rate (TD-PR) surfaces for K STDC-OFDM channels.
3. For a given total transmission rate and a total power level, using bisectional
search over K TD-PR surfaces to get the optimal transmission rate allocation
as well as the optimal power level allocation. The search can be started either
along the transmission rate axes or along the power level axes. Without losing
the generality, let us begin along the transmission rate axes.
(a) Start with an initial transmission rate vector N (0), whose components
are lying on the equal slope points with the slope of λ
(0)
1 over K TD-PR
surfaces along the transmission rate axes.
(b) Use the bisectional search on the equal slope points along the transmission
rate axes to adjust the λ1 to meet the constraint requirement of the total
transmission rate. Thus we get a new transmission rate allocation vector
and power level allocation vector N (t) and p(t), as well as the lagrangian
J(N (t);p(t);λ
(t)
1 ). Notice that at this moment, the components of p
(t) are
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not necessarily lying on the equal slope points along the power level axes.
(c) Next start with p(t), using the bisectional search on the equal slope points
along the power level axes to adjust the λ2 to meet the constraint require-
ment of the total power level. Thus we get a new transmission rate allo-
cation vector and power level allocation vector N (t+1) and p(t+1), as well
as the lagrangian J(N (t+1);p(t+1);λ
(t+1)
2 ). Notice that at this moment, the
components of N (t+1) are not necessarily lying on the equal slope points
along the transmission rate axes.
(d) Check the convergence of ∆J(N (t);p(t); ). If it does not converge, let
N (t) =N (t+1) and p(t) = p(t+1), go to Step (b). Otherwise stop.
By now we get the optimal transmission rate allocation and the optimal power
level allocation , and finally the optimal UEP structures over K channels. We can use
the obtained UEP structures to packetize the source bits and send them into wireless
channels. The bisectional search, we employed in Step 3, is very fast compared with
the generation of operational TD-PR surfaces. It only takes two or three iterations
to converge to a stable solution. Of course the generation of operational TD-PR
surfaces can also be suitable for wireless video applications because we employed the
fast progressive algorithm in Section C for a finite set of available power levels. In
addition, the K TD-PR surfaces only need to be produced once regardless of the
change of the target total transmission rate and the target total power level.
The complete algorithm above consists of three steps. Under stringent delay
requirements, the first two steps, used to generate K TD-PR surfaces, could be per-
formed off-line. In general the resulting TD-PR surfaces will vary from one video
sequence to another for a given embedded source encoder. However if we use the
average result of several well-known benchmark video sequences like foreman, akiyo,
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miss American, and so on, the first two steps could be computed off-line. Only the
third step needs to be performed on the fly. Therefore the time delay of this algorithm
above will be minimal at this situation.
E. Numerical Results
For OFDM channels, we assume a total of Nc = 128 sub-carriers. The video sequence
is compressed and partitioned into K = 4 layers. Thus the number of sub-carriers of
one OFDM frame each layer is Nc/K = 32. We also assume the time period of the
total OFDM sub-carriers is Ts = 200µs for one video sequence.
As we do in Chapter III, we experiment with standard color QCIF (144 × 176)
akiyo video sequences. Each sequence is in YUV format and has 288 pictures. We
used 3-D ESCOT coding bitstream with the GOP size 16 frames and a fixed frame
rate 30 fps in all experiments. We used a 16-CRC code with generator polynomial
0x15935. The generator polynomials of the RCPC code were (0117, 0127, 0155, 0171),
the mother code rate was 1/4, and the puncturing rate was 8. Thus, the set of RCPC
code rates is R = {8/32, 8/31, . . . , 8/10, 8/9}. The decoding of the RCPC code is
done with a list Viterbi algorithm where the maximum number of candidate paths is
100. Under a given BER as shown in Section B, we implement 1000 experiments for
each RCPC code rate ri to get the p(ri), which is the probability that a codeword
protected with rate ri cannot be correctly decoded with the RCPC decoder. Figure 12
in Chapter III demonstrates all p(ri)s we used for these 24 RCPC codes given a finite
set of BERs. For each RCPC code, the range of BER we considered is approximately
between 1% and 20%. Thus through the equation (4.12), we can get the probability
Pi(r), which we use in our optimal algorithm.
Figure 24 - 27 in Section D displays the operational transmission distortion-
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power-rate surfaces for the four STDC-OFDM channels. We generate these surfaces
by using the algorithm in Section C for the range of power level [47.528dB, 57.494dB]
while the transmission rate (number of codewords) is from 1 to 512. The modulation
scheme is QDPSK and the decision memory order P = 4.
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Fig. 28. PSNR vs. transmission rate with total power P = 56.5, 57.5, 58.5, and 59.5
dB.
Figure 28 shows the peak signal to reconstruction noise ratio versus the total
transmission rate of K = 4 STDC-OFDM channels in four systems: (a) joint opti-
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mal transmission rate allocation/opitmal power level allocation, (b) uniform trans-
mission rate allocation/optimal power level allocation, (c) optimal transmission rate
allocation/uniform power level allocation, and (d) uniform transmission rate alloca-
tion/uniform power level allocation over K = 4 STDC-OFDM channels. For each
total power level P, we only consider the Y component and calculate PSNR at 9
total transmission rates over K = 4 channels: 46.08, 72.0, 92.16, 144.0, 184.32,
230.4, 276.48, 288.0, and 368.64 Kbps. We consider various total power levels P =
56.5, 57.5, 58.5, and 59.5 dB. We limit the dynamic range of the power level during
power allocation such that the BER for each STDC-OFDM channel is approximately
between 1% and 15%.
The important observation is that at moderate total power levels such as P = 56.5
dB , systems (a), (b), and (c) achieve better PSNR performance than system (d). At
these moderate total power levels, system (b) gains the better PSNR improvements
than system (c). The reason is that when the total power level is not high enough,
the reasonable power level allocation has dominant effects to the correctly receiving
codewords. However with the total power level increasing, these PSNR improvements
get small. Furthermore at some high total power levels such as P ≥ 57.5 dB, system
(c) achieves better PSNR improvements than system (b). This is because in this
situation, the high power level always guarantees the correct decoding, thus power
level allocation will become useless. Obviously at all these situations system (a) we
proposed always achieves the best PSNR performance.
Figure 29 shows the effect of the change of total power level P to the system
performance. We can see that with the increase of total power level P, all four
systems basically have increasing PSNR performance. In particular with the increase
of the transmission rate and power level, the PSNR performance is also increasing
stably. This demonstrates the advantage of the systems we proposed.
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Fig. 29. Peak-signal-to-noise ratio vs. transmission rate with various total power levels
P.
Meanwhile, Figure 30 illustrates the received PSNR versus the total power level P
with the total transmission rate R = 46.08, 72.0, 184.32, and 288.0 Kbps. We can see
that when the total power P ≤ 57.5 dB with the transmission rate between 72 and 288
Kbps, system (b) gains better PSNR performance than system (c). However when the
total power level P ≥ 57.5 dB with the total transmission rate between 184.32 and 288
Kbps, system (c) gets better PSNR performance system (b). Moreover system (a) we
proposed achieves the best PSNR performance in all these situations. However these
curves imply that system (a) is not suitable for any total target transmission rate
and any total power level. In practice the total power level should have a reasonable
dynamic range in order to let the joint optimal power level and transmission rate
allocation play best.
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Figure 31 displays the effect of the change of the total transmission rate to the
system performance. One important observation is that with the increase of the to-
tal transmission rate, all four systems have steady PSNR performance improvement.
This demonstrates again the advantage of the systems we proposed, which can imple-
ment the robust and efficient transmission of video sequences over wireless channels.
Figure 32 gives the optimal power level and transmission rate allocation (i.e., system
(a)) by using our joint optimal power level and optimal transmission rate allocation
algorithms at total power level P = 56.5 dB and total transmission rate R = 184.32
Kbps. At the optimal work point, the received PSNR = 36.1377 dB.
Finally we discuss the time complexity of the algorithm we proposed. As we
claimed in Section D, the search of Step 3 has been proved to be fast compared
with the generation of operational TD-PR surfaces. It only takes two or three it-
erations to converge to a stable solution, which takes a time of less than one sec-
ond. Table I demonstrates the time complexity of generating the operational TD-
PR surfaces over 4 STDC-OFDM channels. We run our codes on a DELL 1.8
GHz computer, which is in C language. The target transmission rate (number
of codewords) is 512, which corresponds to the transmission rate of 368.64 Kbps
for the video sequence Akiyo. The intermediate rates (number of codewords) are
from 1 to 511. The samples of power level are 47.528, 47.946, 48.373, 48.811, 49.263,
49.732, 50.224, 50.745, 51.305, 51.915, 52.595, 53.378, 54.322, 55.558 and 57.494 dB, which
correspond to the BER between 15% and 1%,respectively. Obviously the algorithm
we proposed is a good choice for video delivery applications. Moreover if we use
the average result of several typical video sequences for TD-PR surfaces, we could
generate these surfaces off-line. Thus we could realize faster implementation.
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Table I. The time complexity of generating the operational TD-PR surfaces. (Unit:
second)
TD-PR 1 TD-PR 2 TD-PR 3 TD-PR 4
13.472 13.74 14.341 14.843
F. Conclusions
A progressive video delivery transmission framework over wireless channels by com-
bining layered source coding and space-time differentially coded OFDM system has
been proposed. Unlike the existing scheme, we propose to transmit all the layers of
a video sequence in parallel through different STDC-OFDM channels. The indepen-
dently decodable layers from 3-D ESCOT and UEP structure provide more system
error resilience even during deep fading period in wireless channels. We propose to
use progressive joint source-channel codes to generate the operational transmission
distortion-power-rate (TD-PR) surfaces for multiple wireless channels. A new fast al-
gorithm is proposed to obtain the optimal power allocation and optimal transmission
rate allocation among multiple channels, subject to constraints on the total trans-
mission rate and the total power level. Based on the characteristics of the convex
of TD-PR surfaces, the new algorithm can use the ‘equal slope’ argument to quickly
solve the optimal problem. Experiments show that our scheme can run for wireless
video delivery applications. We achieve significant PSNR improvement over a non-
optimal system for multi-layer video space-time differentially coded OFDM system
with the same total power level and total transmission rate.
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Fig. 30. PSNR vs. the total power level P with transmission rate 46.08, 72, 184.32
and 288 Kbps.
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P = 56.5dB and transmission rate R = 184.32Kbps.
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CHAPTER V
CONCLUSIONS
In this dissertation, we have presented several schemes for compressed video trans-
missions over wireless networks, namely, joint error control and power allocation for
video transmission over CDMA networks with multiuser detection, optimal resource
allocation for wireless video over CDMA networks with large-system performances,
and progressive video delivery over wideband wireless channels using space-time dif-
ferentially coded OFDM systems. These proposed schemes provide optimal resource
allocation methods in various wireless channels. These frameworks of joint trans-
mission rate control/power control essentially creates different qualities of service for
different bandwidths and different transmitted power levels. The proposed schemes
make optimal use of the available bandwidth and link budgets to transmit the video
signals over wireless media, in order to reconstruct the signals at the receiver with the
highest quality. Generally, as the wireless channel conditions change, these schemes
can scale the video streams and transport the scaled video streams to receivers with
a smooth change of perceptual quality. We believe these frameworks we proposed are
good candidates for efficient and robust wireless video transmission applications.
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