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In general it is undecidable whether or not a given finite string-rewriting system R is 
confluent on a given congruence class [w]~, even when only length-reducing systems are con- 
sidered. However, for finite monadic string-rewriting systems this problem becomes decidable 
in double exponential time. For certain subclasses of monadic string-rewriting systems 
algorithms of lower complexity are obtained for solving this problem. cl 1987 Academic Press, Inc. 
String-rewriting systems, also known as semi-Thue systems, have extensively been 
studied in computability theory, formal language theory, and combinatorial (semi-) 
group theory. A string-rewriting system R on alphabet C induces a congruence ++ 2 
on the free monoid 27 generated by Z, and hence, the set M, of congruence classes 
modulo -2 is a monoid. Accordingly, the ordered pair (2’; R) is called a monoid- 
presentation of M,. 
The fundamental decision problem associated with R is the word problem: 
INSTANCE. Two words u, VEX*. 
Question. Are u and v congruent modulo R? 
It is well known that this problem is undecidable in general. 
A string-rewriting system R is called Noetherian, if there is no infinite sequence of 
reductions modulo R. So if R is Noetherian, then for each word w, an irreducible 
word wO is reached within a finite number of reduction steps. Here a word is called 
irreducible if no reduction applies to it. R is called confluent if, for all words 
w,, w2, w3, whenever wi reduces to w2 and to wj, then w2 and w3 can be reduced to 
a common word w4. This property is equivalent to the Church-Rosser property: for 
all words w, and w2, if w, and w2 are congruent modulo R, then they can be 
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reduced to a common word w3. In particular, this means that no two distinct 
irreducible words are congruent modulo R. Thus, if R is Noetherian and confluent, 
then each congruence class contains a unique irreducible word, which can be taken 
as a normal form of this class. String-rewriting systems of this kind are called corn- 
plete or canonical. Obviously, the word problem for a complete string-rewriting 
system is decidable, provided the process of reduction can be performed effectively. 
Unfortunately, it is undecidable in general whether a given finite string-rewriting 
system R is Noetherian [13] or whether it is confluent [2]. However, if R is 
Noetherian, then it is decidable whether or not R is confluent by checking the 
critical pairs of R [14]. If R is not confluent, i.e., there exists a critical pair (u, u) of 
words such that u and u cannot be reduced to a common word w, one can try to 
obtain a complete system R’ generating the same congruence as R by introducing 
u + v or v + u as an additional rule. This is essentially the idea behind the 
Knuth-Bendix completion procedure [IS]. Obviously, not every finite string- 
rewriting system can be completed in a finite number of steps. In fact, there are 
examples of finite string-rewriting systems that are not equivalent to any finite com- 
plete system, although they have decidable word problem [ 15, 17, 301. 
On the other hand, there are situations in which only certain restricted instances 
of the word problem are of interest. For example, one might be interested in charac- 
terizing the languages [elR or [alR (a EC). Another example is the word problem 
for a finitely presented group. Let C be a finite alphabet corresponding to a set of 
generators of a group G, let C- be an alphabet in one-to-one correspondence to C 
such that Z n ZP = 0, let Z := C v .E -, and let R be a finite string-rewriting 
system on E corresponding to a set of defining relations of G [22]. Since the letter 
a - E C ~ is to be considered as the formal inverse of the letter a E 2, we assume that 
the following set of trivial relations {(aa ~. , e), (a a, e)l a E C} is a subset of R. 
Further, the function - ‘: C* + C*, defined by e ~~ ’ := e, (wa) ’ := a w - ‘, 
(wa )-’ :=aw-’ (WEE*, a E Z, a E ,Y ), yields the formal inverse w - ’ of the 
word w for each w E C*. Here e denotes the empty word, which represents the iden- 
tity of the group G. 
Now two words u, u E E* describe the same element of G, i.e., u = G u, if and only 
if u-’ v =G e. Thus, in order to solve the word problem for G it suffices to solve the 
membership problem for the congruence class [e] R. If R is Noetherian, then each 
word w E EC* is reduced by R to some irreducible descendant. If, in addition, R is 
confluent on [elR, then [e-JR contains one irreducible word only, which necessarily 
must be the empty word e itself. Hence, given u, v E E*, we see that u =G u if and 
only if e is the irreducible descendant of the word up ‘u. For example, Dehn’s 
algorithm for the word problem, which applies to certain small cancellation groups 
[19,20], is of this form. Bucken and Le Chenadec [lo, 193 investigated how cer- 
tain restrictions upon the finite set of relations R do translate into a proof that R is 
confluent on [elR. These proofs are technically rather involved, thus raising the 
question of whether there exists a uniform way of deciding whether a given finite 
string-rewriting system R is confluent on the congruence class of a given word w. So 
instead of dealing with the global notion of confluence, one might restrict one’s 
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attention to the more local notion of confluence on a given congruence class. This is 
the goal of the present paper. 
We should remark that in [ 111 a restriction of the same kind can be found for 
the problem of deciding whether a given finite term-rewriting system R that is 
globally finite is Noetherian. 
After establishing the basic definitions and notation in Section 1, we present a 
necessary and sufficient condition for a finite Noetherian string-rewriting system R 
to be confluent on a congruence class [w] R in Section 2. Then in Section 3 we 
prove that this problem is undecidable in general, even if only length-reducing 
systems are considered. In fact, there exists a fixed finite length-reducing string- 
rewriting system R such that it is undecidable whether R is confluent on [wlR given 
a word w E C*. Instead of fixing the finite string-rewriting system R we can also fix 
the word w to always be the empty word, and still our problem remains 
undecidable. 
Due to the results of Section 3, the necessary and sufficient condition for a finite 
Noetherian string-rewriting system R to be confluent on a congruence class [w]~, 
that is established in Section 2, is undecidable in general. However, if the systems R 
under consideration are monadic, i.e., the right-hand side of each rule is of length at 
most one, then our problem can be reduced to the equivalence problem of a special 
class of deterministic finite-turn pushdown automata, and therewith it becomes 
decidable [32]. In fact, this approach gives an algorithm of double exponential 
time complexity [3] in Section 4. 
Notice that this result only gives an upper bound for the complexity of the 
problem considered. We currently do not know how good this upper bound is. In 
particular, we do not know about a corresponding lower bound. 
In Section 5 we consider finite special string-rewriting systems, i.e., systems for 
which the right-hand side of each rule is the empty word. To characterize those 
finite special string-rewriting systems R that are confluent on [elR a weakened ver- 
sion of the condition derived in Section 2 is sufficient. Since this condition can be 
checked in exponential time, it turns out that it is decidable in exponential time 
whether or not a given finite special string-rewriting system R is confluent on [e-JR. 
Moreover, if R is confluent on some congruence class [w]~, then [elR contains a 
finite number of irreducible words only, implying that the special word problem for 
R is decidable in linear time. 
The final two sections are dedicated to the study of the distinguished role [elR 
plays among all congruence classes of a finite special string-rewriting system R. In 
Section 6 we consider finite string-rewriting systems R that are homogeneous of 
degree 2, i.e., each rule of R is of the form (/, e) for some word I of length 2. For a 
system R of this kind it can be checked in polynomial time whether or not R is con- 
fluent on [elR. Further, if R is confluent on some congruence class [w] R, then R is 
confluent on [elR as well. However, this result does not generalize to finite string- 
rewriting systems that are homogeneous of degree 3. 
Finally, in Section 7 we look at special string-rewriting systems R containing a 
single rule only, i.e., R = ((I, e)} for some non-empty word 1. Book [6] has shown 
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that a system of this form is equivalent to a finite length-reducing and confluent 
system if and only if R is confluent, which in turn holds if and only if the root p(l) 
of 1 has no overlap. Here we prove that R is confluent if and only if it is confluent 
on some congruence class [w] R. So for a special one-rule system R, confluence of R 
on an arbitrary congruence class already yields that R is a confluent system. An 
example finally indicates that a corresponding result does not hold for one-rule 
systems that are length-reducing but not special. 
A problem that we do not discuss here, but which is clearly related to our 
investigations, is that of finding a completion procedure for completing a given 
string-rewriting system with respect to a given congruence class. 
Further, we would like to point out that the notion of confluence on a particular 
congruence class is also of interest in the more general setting of term-rewriting 
systems [12, 143. Here, also other notions of restricted confluence are of interest, 
e.g., the notion of ground confluence, i.e., confluence on the set of all ground terms. 
1. BASIC DEFINITIONS AND NOTATION 
Here the formal definitions of string-rewriting systems and their various proper- 
ties are given that we shall need throughout this paper. We do not go into any 
more detail than seems appropriate for our purposes. For additional information 
and comments on the various notions introduced the reader is referred to the 
literature, in particular [S, 7, 141. 
An alphabet Z is a set the elements of which are called letters. Here we are only 
dealing with finite alphabets. For an alphabet Z;, C* denoted the set of words over 
C including the empty word e. Thus, Z* is the free monoid generated by C under 
the operation of concatenation with e as identity. The set Z*-{e} of all non-empty 
words over C is denoted by C+. For w E C*, the length of w, denoted by 1~1, is 
defined by jel = 0, and lwal = Iwj + 1 for all w EL’*, aEL’. For aEZ:, the a-length of 
w, denoted by I WI,, is the number of occurrences of the letter a in w. As usual the 
concatenation of words u and u is simply written as au, and numerical superscripts 
are often used to abbreviate words, i.e., for all w E C*, w” = e, and w”+ I = wwn for 
n E N. Here N denotes the set of all non-negative integers. 
A string-rewriting system R on C is a subset of L’* x .Z;*, the elements of which 
are called (rewrite) rules. Usually they are written as pairs (1, r), but sometimes we 
shall also write them as I+ r to increase readability. For a string-rewriting system 
R on C, dom(R)={lI3rEC*: (1,r)ER) is the domain of R, and 
range(R) = {r I31 E C*: (1, r) E R} is its range. The single step reduction relation + R 
induced by R is the following relation over LX’*: for u, u E X*, u + R u if and only if 
3x, y E C*, (1, r) E R: u = xly and u = xry. So u -+ R v holds if and only if u can be 
transformed into u by a single application of a rule of R. The reduction relation +X 
induced by R is the reflexive transitive closure of the relation +R. By 4: we 
denote the transitive closure of -+ R, by ++ R we denote the symmetric closure of -+ R, 
and e* 2 denotes the equivalence relation generated by -+ R. Note that c--*X is a con- 
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gruence on Z*, i.e., it is compatible with the operation of concatenation. Hence, if 
u, v EC* satisfy u ti E v, one says that u and v are congruent (modulo R). The con- 
gruence class (v~C*lu -f v} of u is denoted by [u-JR. 
Ifu+,* v one says that u reduces to v, u is an ancestor of v, and v is a descendant 
of u (modulo R). If a word u has no descendant except itself, then it is irreducible, 
otherwise, it is reducible (modulo R). IRR(R) denotes the set of all irreducible 
words. For u E C*, ( u)~ = (w E ,Z*( w -+ 2 u> is the set of ancestors of u, and 
d;(u)= {VEz*(U+;t v) is the set of descendants of u. Finally, for a language 
LG‘P, 
CLIR= 0 CulR, (LjR= u (u),, and d;(L)= u AZ(u). 
UEL U‘ZL UCL 
A string-rewriting system R on Z is called 
- Noetherian if there is no infinite sequence of reductions U, -+ R u2 -+ R . ; 
- focally confluent if, for all U, v, w E E*, u + R u and u -+ R w imply that there 
exists some z E Z* such that v --+f z and w -X z; 
- confluent if, for all u, u, w E C*, u -+ f u and u -+ j$ w imply that there exists 
somezEC*suchthatv+~zandw+~z; 
- compZete if it is Noetherian and confluent. 
It is undecidable in general whether or not a given finite string-rewriting system 
R is Noetherian [13] or confluent [2]. On the other hand, if R is Noetherian, then 
R is confluent if and only if it is locally confluent [25]. 
Let R be a string-rewriting system on C. If there are (not necessarily distinct) 
rules (I,, r,), (&, rz) E R such that I, = xl,y for some x, y E C* or 1, x = yl, for some 
x,y~Z*, 0 < 1 yj < II, 1, then these rules are said to overlap. The pair of words 
(rl, xr2y) or (r, x, yr,), respectively, is then called a critical pair of R. We say that a 
critical pair (u, v) can be resolved, if u and u have a common descendant, i.e., 
d:(u) A d:(u) # @; otherwise, it is called unresolvable. Note that if (u, v) is a 
critical pair of R, then u t R MI -+ R v for some word w E C*. Thus, for R to be locally 
confluent, it is necessary that all critical pairs of R can be resolved. As it turns out 
this condition is also sufficient [26], and if R is finite and Noetherian, then it is 
effectively decidable. Hence, in this situation it is decidable whether or not R is 
confluent. 
Let R be a string-rewriting system on Z, and let w E ,X*. R is called confluent on 
[w-JR if, for all U, v, XE [w]~, u -+R* v and u-z x imply that d:(v) n A:(x) # 0. If 
R is Noetherian, then this means that [wlR contains exactly one irreducible word 
w,, which can be considered as the normal form of [w]~. Thus, if R is Noetherian, 
w E Z*, and w, E Z* is an irreducible descendant of w, then R is confluent on [wlR 
if and only if [w,IR= (w,)~, i.e., each word that is congruent to w1 can be 
reduced to wI. In this paper we are interested in the following decision problem: 
Confluence on a given Congryence Class (CCC). 
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INSTANCE. A finite string-rewriting system R on C, and a word wc,Z*. 
Question. Is R confluent on [w]~? 
In what follows we will mainly be dealing with finite length-reducing string- 
rewriting systems. Here a string-rewriting system R on C is called length-reducing, if 
[!I > Irl holds for each rule (1, r) E R. Obviously, a length-reducing string-rewriting 
system R is Noetherian. Thus, if R is also finite, then it is decidable whether or not 
R is confluent [9]. In fact, this decision can be made in polynomial time [9, 161. 
2. A CHARACTERIZATION THEOREM 
Let R be a finite string-rewriting system on Z. Then UCP(R) = ((a, v)l(u, u) is a 
critical pair of R such that A:(u) n A;(u) = a} is the set of unresolvable critical 
pairs of R. This set is finite, and if R is Noetherian, then it can effectively be com- 
puted from R. 
In general, the process of reduction -+R is inherently ambiguous. To obtain a 
stronger version of the intended characterization theorem, we consider a restricted 
notion of reduction. 
One source of ambiguity for +R is the fact that distinct rules of R may have the 
same left-hand side. To eliminate these ambiguities we choose a subsystem R, of R 
as follows. Let < be the lexicographic ordering on C* induced by a linear ordering 
of Z. For each word I~dom(R), let r(l):=min{rEZ*I(I,r)ER}, where the 
minimum is taken with respect to the ordering <. Then R, := { (1, r(l)) 1 I E dam(R)} 
is a subsystem of R such that dom(R,) = dam(R), which implies 
IRR(R,)= IRR(R), and distinct rules of R, have distinct left-hand sides. If R is 
Noetherian, then so is R, , since the reduction relation -+ R, is a restriction of the 
reduction relation + R. However, even this restricted reduction relation is still 
inherently ambiguous. To resolve the remaining ambiguities we consider leftmost 
reductions. 
Here, a reduction u +R u is called leftmost if u = x/y, u = xry, (1, r) E R,, and 
whenever u= x,/i y, with I, E dam(R), then xl is a proper prefix of x,/r, or 
x1=x,1,, and x is a proper prefix of x,, or x=x1 and l=I,. We write u+~,~u if 
u + R v is left-most, and by + z L we denote the reflexive transitive closure of -+ R, L. 
Observe that for each reducible word UEC*, there exists a unique word VEC* 
such that u -+ R,L u. Thus, the process of leftmost reduction is unambiguous. 
Obviously, the subsystem R, used to define the notion of leftmost reduction can 
effectively be obtained from R and 2. Further, given a word w E C*, one can deter- 
mine an irreducible word w1 E Z* such that w -+ X,L w, . 
Given three words u, w, w1 E Z* such that w, E IRR( R) and w + & w, , let L,(w) 
denote the language L,(w)= {x#yl x,yoIRR(R), xuy +X,,wr}, where # is an 
additional letter not in Z. Roughly speaking, x #y E L,(w) if (x, v) is an irreducible 
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context of u in [wlR. Using these sets we can formulate our characterization 
theorem as follows. 
THEOREM 2.1. Let R be a finite Noetherian string-rewriting system on .Z, and let 
w E X*. Then the following two statements are equivalent: 
(i) The system R is confluent on [wlR 
(ii) V(u, v)EUCP(R): L,(w)=L,(w). 
Proof Without loss of generality we assume that w E IRR(R), i.e., 
L,(w)= {x#y I x,y~IRR(R),xuy~~,,w}. 
(i) * (ii) Assume that R is confluent on [w]~, i.e., for all z EC*, if z +-+X w, then 
z +E w. In fact, we even have z + &w in this situation. 
Let (u, v) E UCP(R). Then u # v, but u t, 2 u according to the definition of 
critical pair. If x # y E L,(w), then x, y E IRR( R) and xuy + & w. Hence, xuy H t w 
implying xvy ++ E w, which in turn yields xvy -+ g,L w. Thus, x# y E L,(w), i.e., 
L,(w) c L,(w). By symmetry we obtain L,(w) = L,(w). 
(ii) * (i) Assume that R is not confluent on [w]~ . 
CLAIM 1. There exists a word z E C* such that d:(z) n IRR(R) q {w}. 
Proof. Since R is not confluent on [w]~, there is a word veIRR(R) such that 
v#wbutv++; w. Hence, there exist an integer m 3 1 and words wO, wI, . . . . w, E C* 
such that w=w,,~~ w~cI~... Hi w, = v. Since w, u E IRR(R), we conclude that 
m>2, w~-+~w,, and w,,~~--+~w~. Let k:= max{ilwj+gw}. If k=m-1, then 
~~(w~)AIRR(R)z{w,v} $z {w}. If k<m-1, then wk-+zw, wkjRwk+,, but 
Wk+l +gw. Since R is Noetherian, dz(w,+ ,) n IRR(R) # a. Hence, 
d:(wk)nlRR(R)Z b’>” td?itwk+l ) n IRR(R)) $ (w}. This proves claim 1. 1 
Since R is Noetherian, we obtain a well-founded ordering < on Z* by defining 
x>yifandonlyifx+,+ y. Let z E Z* be a fixed minimal word (with respect to > ) 
such that dg(z)n IRR(R) 3 {w}. S’ mce z is minimal with this property, we see 
that, whenever z > zi, then either w is the only irreducible descendant of z,, or w is 
not a descendant of z, at all. 
CLAIM 2. For all factorizations z = x1 l,y, =x2 l2 y,, where x11, y, +R 
x1 rl Yl +R * w and x212y2 +R w-d% +?i way wO E IRR( R) - {w }, the distinguished 
occurrences of 1, and 1, in z overlap, and their overlap yields an unresolvable critical 
pair (u, v) E UCP(R). 
Proof: Since dg(z)nIRR(R) q {w}, z has factorizations of the above form. 
Now assume that the distinguished occurrences of 1, and l2 in z do not overlap, i.e., 
1x,1, I < Ix2 ( or Ix,& I d Ix, (. Without loss of generality we may assume the former. 
Then there is a word s E Z* such that z = -‘cl 1, sl,y,. Hence, we have the following 
situation: 
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R * xl rl sr2y2 R * 
Since x,r,y, <z, and since w~d*,(x,r, y,)n IRR(R), we conclude that 
dg(x,r, y,) n IRR(R)= {w}. Thus, x,r,sr,y, +g w, implying that d~(x,r,y,) n 
IRR(R) q {w}. S’ mce x,r,y, <z, this contradicts the choice of z. Hence, the dis- 
tinguished occurrences of 1, and 1, in z overlap, i.e., I, = sl, t, or I, t = sl, with 
0 < 1.~1 < (1, I. In the first case we have the critical pair (rl, sr2 t), in the latter case we 
have the critical pair (r, t, sr2). If this critical pair can be resolved, then x1 r, y, and 
x2r2 y, have a common descendant, thus leading to the same contradiction as 
above. Therefore, the resulting critical pair (u, v) is unresolvable, i.e., 
(u, II) E UCP(R). 1 
Let z, E IRR(R) such that z = x,f, y, -+R,l. xlr, y, +E,L z,, and let z2 E IRR(R) 
be defined as follows: If z, # w, then z2 := w, otherwise let z2 E d:(z) n IRR(R) with 
z2 # w. Then we have the following situation: 
z=x,f,y, -+ R.L xlrlyl ‘kL I z sIRR(R), 
z=x,l,y, -+R x2r2y2 -X z,eIRR(R), 
where z, #z, and WE {z,, z2}. 
By Claim 2 the occurrences of I, and I, in z overlap giving an unresolvable 
critical pair (u, u) E UCP(R), i.e., 
z=xsy+,,,xuy+~,.z,~IRR(R), 
z=xsy-+R xuy ---f ; z2 E IRR(R), 
where z, # z2 and w E {z,, z2}. 
In particular, Claim 2 implies that x, y E IRR(R). Now we distinguish two cases. 
(i) Assume that z, = w. Then xuy +g,L z, = w, i.e., x#y E L,(w). However, 
x# y 4 L,(w), since w $ dg(xuy) due to the choice of z. 
(ii) Assume that z1 #w. Then z2 = w. Since xuy < z, this means that 
d*,(xuy)nIRR(R)= {w} implying xvy+*,,.z,=w. Hence, x#yoL,(w). However, 
x#y$L,(w), since xuy+& z, #w. 
Thus, in any case L,(w) #L,,(w). This completes the proof of Theorem 2.1. 1 
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Thus, in order to decide whether a given Noetherian string-rewriting system R is 
confluent on a given congruence class [w] R, it suffices to compare the languages 
L,(w) and L,(w), (u, u) E UCP( R). Since the language equivalence problem is 
undecidable for many classes of languages, it is not clear how helpful this charac- 
terization theorem is in practice. The following investigations can be seen as a step 
towards determining the borderline between those situations for which the criterion 
given by the characterization theorem is undecidable, respectively intractible, and 
those situations where it is decidable, respectively tractable. 
3. LENGTH-REDUCING STRING-REWRITING SYSTEMS 
Our next result states that the criterion for confluence on a given congruence 
class that is given by Theorem 2.1 is undecidable in general, even for length-reduc- 
ing systems. 
THEOREM 3.1. There exists a finite length-reducing string-rewriting system R on 
C such that the following problem is undecidable: 
INSTANCE. A word w E C*. 
Question. Is R confluent on [w]~? 
The proof of this result is based on a construction taken from 6)‘Dunlaing’s 
dissertation ([27], see also [28, Theorem 4.1.11) that has also been used in 
[23, 24,291 to prove various undecidability results concerning finite length- 
reducing string-rewriting systems. 
ProoJ Let Z be a finite alphabet, let L E Z* be a language over 2, that is recur- 
sively enumerable, but nonrecursive, and let M= (C, Q, qO, 6) be a single-tape Tur- 
ing machine accepting L. Then one can effectively construct a finite length-reducing 
string-rewriting system R(M) on alphabet r q C such that R(M) is confluent, and 
the reduction sequences induced by R(M) correspond to computations of M. Thus, 
the string-rewriting system R(M) simulates the Turing machine M in a certain way. 
Let ,Z’, :=Cu {b}, where b denotes the blank symbol used by M, let 
n:=z‘,lJ {k,$>, where P and $ are additional new letters used as markers, let 
Q, :=QpuQ,, where Qp= { p,,,p,, . . . . p,} and QS= {sO,sl, . . . . s,} are disjoint 
copies of the set Q of states of M, and let D := {(up,), (sia)l aeI7, 
iE{O,l,..., n-l}}u{(A),(B)} b e a set of letters called dummy symbols. 
Without loss of generality we may assume that the Turing machine M has 
exactly one accepting state qn, and that M halts if and only if it enters this state. 
So pn and s, can be regarded as the representatives of this unique accepting state. 
Let CONFIG:={$}~(C,uD)*~Q,~(Z,uD)*~{~}, and HALTING:={$}. 
(&uD)*~(p,,s,}~(C~uD}*~{&}. Th en the elements of CONFIG can be 
considered as descriptions of possible configurations of the Turing machine M 
interspersed with occurrences of dummy symbols, while the elements of HALTING 
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correspond to possible halting conligurations of M. Finally, let r:= n u Q, u 
D u ( (C) }. Then R(M) is the finite string-rewriting system containing the following 
two groups of rules: 
(1) Rules to simulate M. 
Cap,> Csj+aPi 
(s,a) csI + sia 
if d(qi, a) = (qj, C, R), 
PjC(aP,) + aPi 
p,c (s,a) -+ sia I 
if &Cl;, a) = (Sj, C, L,), 
$($pj) CSj+$pi 
(Si&) CSjk + Sik I 
if &qi, b) = (qj, C, RI, 
$Pjc ($Pi> + $PP, 
pjc (Si&) 6 + s,k 
if 6(qi, b) = (4j, c, L), 
(2) Rules to deal with dummy symbols. 
Pi Cd) <A > + Cd) Pi, 
<B)(d)si+si<d)t 
(B) Pisj + CC>, 
Plsj <A > + CC>, 
<C)(A) -+ (0: 
(B)(C) + CC>- 
for all a, c E Cb, qic Q, pie QP, SjE Q,, and (d) ED. Since q,, E Q is the accepting 
state, 6(q,, a) is undefined for all a EC, implying that neither pn nor s, occurs on 
the right-hand side of any of the rules of group (1). 
String-rewriting system R(M) satisfies the following properties [27,29]: 
(1) R(M) is finite, length-reducing, and confluent, 
(2) dom(R(M)) s r2 u r3 u p and range(R) s Tu T2, 
(3) {$s,,} .C* . (6) s IRR(R(M)), 
(4) if w E CONFIG and w + gtMjz, then z E CONFIG, 
(5) if z E CONFIG and w + &,,) z, then w E CONFIG, 
(6) M halts on input XEZ* if and only if 3w~ HALTING: w +&,,) $s,,x&. 
Thus, from the choice of M we obtain the following equivalence for all .Y E Z*: 
x E L if and only if $s,x& E d&&HALTING) 
if and only if ($s&) R(Mj A HALTING # 0, 
Further, we see that [$s,xk] .,,,sCONFIG for each XEZ*. 
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We now modify the above construction in order to prove that the decision 
problem CCC is undecidable in general. Let 6 be another new letter, let 
A := Tu {$}, and let R oc := R(M) u {(PA 91, ( s,a,~)la~C~uDu (&I}. Then RL 
is a finite length-reducing string-rewriting system on A. Obviously, R, is not con- 
fluent, since none of the critical pairs that result from overlaps between left-hand 
sides of rules of R(M) and left-hand sides of rules from ((~~a, p), 
(s,a, 6) ( a E C, u D u { & > } can be resolved. 
Now let XE Z*. If XE L, then ($s,x&).,n HALTING = ($.Qx&)~(,,,, n 
HALTING # @/, i.e., there exist words z, , z2 E (C, u D)* and a E { pn, s,} such that 
$z, uz,b+~~,,$s,xt. On the other hand, $z,uz~&~~~!$z~~z~ for some 
z3 E (Z-, u D u (6))*, and since $s,,xt and $z,Qz, are irreducible, this means that R, 
is not confluent on [$.s~x&]~,. If x $ L, then ($s,, xk) RL n HALTING = 
(bx~) RcMJ n HALTING = (21, and hence for all (u, u) E UCP(R,), L,($s,xb) = 
0 = L,($s, x&). Hence, by Theorem 2.1, R, is confluent on [$s,x&]~,. This 
completes the proof of Theorem 3.1. fl 
What happens, if, instead of the string-rewriting system R, the congruence class 
considered is fixed? To conclude this section, we look at the following restricted 
version of the decision problem CCC: 
Confluence on Class of the Empty Word (CCEW) 
INSTANCE. A finite string-rewriting system R on 2. 
Question. Is R confluent on [elR? 
Let R, be the finite length-reducing string-rewriting system on alphabet 
A 1 Cu {$, sO, 6) constructed in the proof of Theorem 3.1. For XEC*, let RL(x) 
denote the string-rewriting system RL(x) := R, u ((!l& xh, e)}. Since the rule 
($s,, xb, e) does not introduce any new critical pairs, we can conclude the following 
from the properties of R, stated before: 
RL(x) is confluent on [e] Rr(lJ 
if and only if R, is confluent on [ $sO x&l R1 
if and only if x + L. 
Thus, it is undecidable whether or not RJx) is confluent on [e].,(,,. Since 
RL(x) can easily be obtained from x, we have the following undecidability result. 
THEOREM 3.2. The decision problem CCEW is undecidable in general, even when 
it is restricted to length-reducing string-rewriting systems. 
4. FINITE MONADIC STRING-REWRITING SYSTEMS 
A string-rewriting system R on Z is called monadic if it is length-reducing and 
range(R) EZU {e}. During this section we shall only be dealing with finite 
monadic string-rewriting systems. 
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The equivalence problem for languages of the form L,(w) (cf. Theorem 2.1) is 
undecidable in general, even for finite length-reducing systems (Theorem 3.1). 
However, if R is finite and monadic, then each language of the form L,,(w) is a 
deterministic l-turn context-free language, as we shall see in the following. In fact, 
given a finite monadic string-rewriting system R on C and two words U, w E C*, a 
deterministic l-turn pushdown automaton (dlpda) A(u, w) recognizing the 
language L,(w) can be constructed effectively. This implies that condition (ii) of 
Theorem 2.1 is effectively decidable in this situation due to Valiant’s result on the 
equivalence problem for deterministic finite-turn pushdown automata [32]. 
For constructing the dlpda A(u, w) we need the following observations regarding 
reduction sequences generated by finite monadic string-rewriting systems. Since 
they are easily verified, no proofs are given. 
LEMMA 4.1. Let R be a finite monadic string-rewriting system on Z, let 
x, Y E IWR), and let kEN, wo, WI, ..., W,EP such that 
Xy=W()-‘RW,‘R... ‘RWk. Then for each ie (0, l,..., k - 1) there exist words 
zi, z; E C* and a rule (li, ri) E R such that the following conditions are satisfied: 
(i) wi = zJ,z: , 
(ii) wi+ 1 = zirizj, 
(iii) z. is a proper prefix of x, and for i > 0, zi is a prefix of zip,, and 
(iv) zb is a proper suffix of y, and for i B 0, z: is a suffix of z:.- , . 
LEMMA 4.2. Let R be a finite monadic string-rewriting system on C*, let 
xgIRR(R), and let ~EC*. If y x -+g w = zlz’ for some words z, z’ E C* and 
IEdom(R), then Ill+lz’l<]y]+~-1, where ,u:=max{(ll(l~dom(R)}. 
Thus, if xy=~~-‘~wi+~.‘. + R~k for some words x E IRR(R) and y EC*, 
then at each step of this reduction sequence a rule of R is applied to the suffix of 
length 1 y] + p - 1 of the word under consideration. In particular, wk is irreducible if 
and only if its suffix of length 1 y 1 + p - 1 is irreducible. 
Now we are prepared to prove the main technical lemma of this section. 
LEMMA 4.3. There is an algorithm for solving the following task: 
Input. A finite monadic string-rewriting system R on Z‘, and two words u, w E C*. 
Output. A deterministic l-turn pushdown automaton A(u, w) that recognizes the 
language L,(w). 
Proof: According to the remarks proceeding Theorem 2.1 we can effectively 
determine a subsystem R, of R satisfying the following two conditions: 
(i) dom(R,) = dam(R), 
(ii) no two distinct rules of R, have the same left-hand side. 
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Then IRR(R)=IRR(R,), and the system R, induces the unambiguous process of 
leftmost reduction +R,L. 
Also from R we can construct a deterministic finite state acceptor (dfsa) B 
accepting the language IRR(R) [S]. Finally, without loss of generality we may 
assume that w is irreducible, which means that L,(w) = {x#y 1 x, y E IRR( R), 
XUY +:,I. 4. 
We now give an informal description of the dlpda A(u, w). Let 
p=max{IZI Iledom(R)u {w}), and let A = p + IuI. As input alphabet and as stack 
alphabet we choose Co. .= Z u { # >, where # also serves as the start symbol mark- 
ing the bottom of the pushdown store. A(u, w) can store two words x, y E C* of 
length 1x1 <i and I yl < p in its finite control, so that each state q’ of A(u, w) can be 
thought of as a triple (q, x, y), where q is from a finite set Q of proper states and 
x, y EC* satisfy 1x1 < 1, 1 yl <p. In the initial state qb the word u is stored in the 
left-hand part of the finite control, i.e., qb = (qO, u, e). 
At each time the situation of A(u, w) can be described by a 4-tuple 
(wl, w2, w3, w4), where 
- w1 EC* such that #w, is the contents of the pushdown store, 
- w2 EC*, ) w2J d A, is the word stored in the left-hand part of the finite con- 
trol, 
- w3 EC*, 1 w3 1 <p, is the word stored in the right-hand part of the finite con- 
trol, 
- wq E C,* is the remaining input, the initial letter of wq being the actual input 
symbol. 
A(u, w) has three stages: READ, REDUCE LEFT, REDUCE RIGHT. These 
stages are executed one after another in the given order. 
READ: A(u, w) starts with the situation (e, u, e, x#y). Now the input is read 
letter by letter and copied onto the pushdown store until the first occurrence of the 
letter # is found, i.e., until the situation (x,u,e, #y) is reached. While doing this 
copying A(u, w) simulates the dfsa B. If B is not in an accepting state when the first 
occurrence of the letter # is encountered, i.e., the word x copied onto the 
pushdown store is not irreducible, then A(u, w) enters a distinguished failure state 
qr, otherwise A(u, w) proceeds with stage REDUCE LEFT. 
REDUCE LEFT: A(u, w) reduces the word xu to some irreducible word x, by 
computing a leftmost reduction xu = w,, + R L w i + R L . . . -+ R L wk = x1 using the 
rules of the subsystem R,. At step i of this reduction sequence (‘i= 0, 1, . . . . k - 1) the 
suflix of length 1 of the word wi is stored in the left-hand part of the finite control, if 
lwil 2 1, otherwise, all of wi is stored there. By Lemma 4.2 this means that each 
reduction step is performed on the word stored in the left-hand part of the finite 
control of A(u, w), Thus, an upper part of the contents of the pushdown store is 
read while this reduction sequence is being computed, but no letter is written onto 
the pushdown store. In addition, the input is not being used at all during this stage, 
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i.e., all the moves described above are s-moves. On reaching the irreducible word x1 
A(u, w) enters stage REDUCE RIGHT. 
REDUCE RIGHT: When entering stage REDUCE RIGHT A(u, w) is in the 
following situation: (wi, w2, e, #y), where w, w2 =x, E IRR(R), Iw2 1 < 1 implying 
w1=e. 
NOW the letter # that has already been encountered at the end of stage READ is 
deleted from the input tape. Then A(u, w) reduces the word x,y to some irreducible 
word x2 by computing a leftmost reduction x1 y = u,, -+ R L u i + R, L . . . -+ R,L u, = x2 
provided y does not contain any occurrences of the letter #, i.e., y E Z*. If an 
occurrence of the letter # is encountered while y is being read, then A(u, w) 
immediately enters its failure state qf 
The above mentioned reduction sequence is computed as follows. A(u, w) reads 
the input y letter by letter. While reading each letter A(u, w) performs the following 
two actions in parallel: 
(1) The dfsa B is being simulated on the input y, i.e., the actual state of B is 
part of the actual state of A(u, w). 
(2) Assume that (w,, w2, y,, ay,) is the actual situation, where lwzl <A, 
Iw,I<1implyingw,=e, ly,I<p, w,w,y,~IRR(R),anda~C. 
Case 2.1. ly, I <p, and w,y,aEIRR(R). Then the letter a is appended to the 
word y,, i.e., we obtain the situation (wI, w2, y, a, yZ). 
Case 2.2. I y, 1 = p, and w,y,a E IRR(R). Then A(u, w) enters its failure state qf 
Case 2.3. w2 y, a is reducible. Then w,y, a = zl for some word z E L’*, IzI 6 I w2 1, 
and some rule (1, r) E RI such that w2y, a = zl + R, L ZI. A(u, w) performs this reduc- 
tion step, which yields the situation (w,, z, r, yJ. Now the left-hand part of the 
finite control is refilled by reading letters from the pushdown store, i.e., we obtain 
the situation (w; , w;z, r, yz), where w, = w; w;, (w;zl d I, I w;z( < 2 implying w; = e. 
If w;zr is reducible, then another leftmost reduction step is applied. This process 
is repeated until a situation (WY, ~4, r’, y2) is reached such that (w;’ I < I, I w; I < 1 
implying w ; = e, r’ E range( R,), and w; r’ E IRR( R). 
A(u, w) accepts if and only if after reading all of the input A(u, w) is in a situation 
of the form (e, w,, w2, e), where wI w2 = w, and the actual state of B that is part of 
the actual state of A(u, w) is accepting. 
Obviously, A(u, w) is a deterministic pushdown automaton a formal definition of 
which is effectively computable from R, and the words u and w by using the infor- 
mal description given above. While A(u, w) is executing stage READ, the length of 
the contents of the pushdown store is strictly increasing; later on it is nonincreasing. 
Thus, A(u, w) is a dlpda. It remains to prove the following claim. 
CLAIM. A(u, w) accepts on input x,, if and only if x0 E L,(w). 
Proof ” e ” Let xOe L,(w). Then there are words x, ye IRR(R) such that 
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+,=x#y and xuy+& w. This leftmost reduction sequence can be written as 
x~y=w~y~~,~w~y~~,~... -+R,L wky=uo+RLu,+R,L-.. +R,Lul=~, since it 
proceeds from left to right. Thus, on input x; A( u, w) reaches stage REDUCE 
RIGHT while being in the situation 
(w;,w;,e, #y), wl,w;=w,, lw~l6I,Iw~l~1 implying w; = e. 
Since wk E IRR(R) and since ye IRR(R), Lemma 4.1 implies that the remaining 
reduction steps are always applied at the border between wk and y. Since 
p 2 maxi 111 IZe dam(R)}, this means that Case 2.2 cannot occur during this com- 
putation, i.e., A(u, w) computes the whole leftmost reduction sequence given above. 
Thus, A(u, w) accepts on input x0. 
“ a ” Let x0 E Z:,* such that A(u, w) accepts on input x0. Then x0 = x#y for 
some words x, ye IRR(R). Thus, A(u, w) reaches stage REDUCE RIGHT while 
being in the situation 
(WI, w2, e, #Y), w,w,=x,~1RR(R), Iw21 <A, Iwzl <I implying wi = e 
and xu-+&xl. 
Since A(u, w) accepts eventually, Case 2.2 does not occur while A(u, w) is executing 
stage REDUCE RIGHT. Thus, A(u, w) computes a leftmost reduction sequence 
x,y +& w implying that xuy -+& x,y +t,L w. Hence, x,=x#y~L,(w). 1 
This completes the proof of Lemma 4.3. 1 
Let R be a finite monadic string-rewriting system on C, and let WCC*. From R 
we can effectively compute the finite set UCP(R). Now for each pair 
(u, v) E UCP( R), dlpdas A(u, w) and A( u, w) can be determined effectively such that 
A(u, w) recognizes the language L,(w), while A(v, w) recognizes the language L,(w) 
(Lemma 4.3). By Valiant’s result [32] it is decidable whether or not A(u, w) and 
A(u, w) are equivalent, i.e., whether or not L,(w) = L,(w). Hence, Theorem 2.1 gives 
the following result. 
THEOREM 4.4. The following problem is effectively decidable: 
INSTANCE. A finite monadic string-rewriting system R on Z, and a word w E C*. 
Question. Is R confluent on [w]~? 
From R the set UCP(R) can be constructed in polynomial time (cf., e.g., [9]). 
Also the subsystem R, can be obtained from R in polynomial time. Given w we can 
determine the word w, E IRR(R) such that w + t, L w1 in polynomial time as well 
[S]. However, for constructing the dlpda A(u, w) from u, w,, and R,, we will in 
general need exponential time, since A(u, w) may be of exponential size. 
In general, the equivalence of two deterministic finite-turn pushdown automata 
can.be tested in double exponential time [3]. However, due to their specific form 
571/35/3-3 
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the equivalence of A(u, w) and A( u, w) is decidable in time bounded above by an 
exponential function in the size of A(u, w) and A(u, w) (cf. the proof of Theorem 5.2 
of [3]). Thus, our solution to the decision problem stated in Theorem 4.4 is double 
exponentially time bounded. Since we do not yet see a way of improving this time 
bound in general, we shall consider restricted instances of this decision problem in 
the next sections. 
5. FINITE SPECIAL STRING-REWRITING SYSTEMS 
A finite string-rewriting system R on C is called special, if it is length-reducing 
and range(R)= {e}. S ince the special string-rewriting systems form a restricted 
class of monadic string-rewriting systems, problem CCC is decidable in double 
exponential time for this class of finite string-rewriting systems. Here we want to 
show that at least the problem CCEW becomes decidable in exponential time under 
this restriction. 
Recall that for a string-rewriting system R on C, UCP(R) denotes the set of all 
critical pairs of R that cannot be resolved. Further, let pLR denote the integer 
pR := max{ 111 IZEdom(R)}. I n what follows the condition (C) for string-rewriting 
systems will play an important role: 
(C) V(u, a) E UCP(R) Vp, q E Z*: I pi, 141 <pi implies that puq +X e if and 
only if pvq + g e. 
Obviously, condition (C) is a weakened version of condition (ii) of Theorem 2.1 
applied to w = e. Thus, if a finite special string-rewriting system R on C is confluent 
on [elR, then R satisfies condition (C). But also the converse implication holds as 
shown by the following lemma. 
LEMMA 5.1. Let R be a finite special string-rewriting system on C. If R satisfies 
condition (C), then R is confluent on [elR. 
Proof: Assume that R satisfies condition (C), but R is not confluent to [elR. 
Then there exists a word z E C+ of shortest length such that d g(z) n IRR(R) q {e} 
(cf. proof of Theorem 2.1). Also from the proof of Theorem 2.1 we conclude that 
z = pwq for some words p, q E IRR(R) and some word w E C* such that w + R u and 









--ml +Ze implying I.4 d lull .(pR- l)<~,.(p,- l), 
--3y+*Re imp1ying 1 yl 6b3l .(pR-l)<pR’(pR-l)y 
-P2hq2 = e or (P2w2, e) E R implying lp2q2 I -c pR, and 
--P143+R * e. 




Hence, by the choice of z, p2 xuyq, --+z e which implies that pvq = 
PlP2 XUYcl2cl3 -+ 2 p, q3 + Xe, thus contradicting the choice of (u, a). Hence, p1 q3 = e, 
and therefore lpl=lp2xl=lp2l+lxl~~R+~R.(~R-l)=~~ and lql=Iyq21= 
IY~+I~,I~~R.(~~-~)+~~=~L~R. Now (u,u)EUCP(R) and puq+ge yield 
Pvq-+R * e by condition (C) again giving the same contradiction. Thus, R is 
confluent on [elR. 1 
So we see that a finite special string-rewriting system R is confluent on [elR if 
and only if it satisfies condition (C). Given R, the set UCP(R) and the constant pR 
can be computed in polynomial time. Also for each (u, a) E UCP( R) and p, q E C*, 
I PI, I41 G & it can be determined in polynomial time whether or not pug +z e or 
poq -+g e, respectively, holds. Since exponentially many of these tests must be 
performed, we obtain the following result. 
THEOREM 5.2. The following problem is decidable in exponential time: 
INSTANCE A finite special string-rewriting system R on Z. 
Question. Is R confluent on [e],? 
For a special string-rewriting system R, the congruence class [elR is obviously 
distinguished among all the congruence classes of R. Thus, it is not surprising that 
properties of [elR play a role when the confluence of R on [w] R is considered for 
some nonempty word w E IRR(R). 
For weIRR(R)- {e}, we formulate the following two conditions that a finite 
special string-rewriting system R on Z may or may not satisfy: 
(Cl(w)) V(~,~)EUCP(R)V~,~EC*: IpI, ]ql<Iwl+p~implies thatpuq-+zw 
if and only if pvq + i w. 
(C2(w)) Vx E IRR(R) VW,, w2 E L’*: x et X e and w = w, w2 imply that 
w,xw2+g w. 
Condition (Cl(w)) is the adopted version of condition (C), while (C2(w)) puts a 
condition on all those irreducible words that are in [e] R. As can be seen easily con- 
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ditions (Cl(w)) and (C2(w)) are necessary for a finite special string-rewriting 
system R to be confluent on [w]~, where w E IRR(R). That these conditions are 
also sufficient is shown by the following lemma. 
LEMMA 5.3. Let R be a finite special string-rewriting system on C, and let w E Z + 
be irreducible. If R satisfies conditions (Cl(w)) and (C2(w)), then R is confluent on 
[WI.?. 
Proof Let R satisfy conditions (Cl(w)) and (C2(w)), but assume that R is not 
confluent on [w-JR. Then there exists a word z EC+ of shortest length such that 
AZ(z) n IRR(R) $J {w}. Further, z can be factored as z =psq, where p,q E IRR(R), 
and s E ,Z* is such that s --, R u and s -+ R u for a critical pair (u, u) E UCP(R). Thus, 
we may assume the following situation: 
Because of (Cl(w)) we can conclude that ( p( > (w( +pi or (q( > (w( +& . 
On the other hand, since R is a special string-rewriting system, and (u, u) is a 
critical pair of R, we have /MI 6 pLR - 1. Hence, during the reduction sequence 
puq -g w, the word u is totally cancelled, which means that we can factor p, u, and 
q asp=w,p,p,x, u=u~u~u~, and q=yq,q,w, such that 
-x24, -+Ee implying (xl < 124, I .(pR- l), 
-u3y+Zeimplying I y14u31~bR-1), 
-P2u2q2=eor (~~~2q~,e)~Rimplying Ip2421GpR-l, 
-p1q3 +k and 
-wwlwz=w. 
Now, PI P2 XUYcl2 q3 -?i pIp2xuyq2q3 = PlP2xu1u2u3 Yq243 -2 e while 
PIPZxvYq2q3 + R * t for some word tEIRR(R). Hence, t EIRR(R) n [elR, and 
therefore, w1 tw, +g w by (C2(w)). Thus, pvq= w,p,p2xuyq2q,w2 -g w1 tw, -X w 
contradicting the choice of (u, 0). Thus, R is confluent on [w]~. 1 
So a finite special string-rewriting system R is confluent on [w] R for some 
irreducible word w if and only if R satisfies conditions (Cl(w)) and (C2(w)). 
Condition (C2(w)) now induces the following necessary condition for R to be 
confluent on [w]~. 
LEMMA 5.4. Let R be a finite special string-rewriting system on 2, and let 
w E IRR(R). Zf R is confluent on [w],, then [e J R contains no irreducible word z of 
length IzI >uLR. Iw(. 
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Proof Let R be confluent on [w]~, and let z E IRR(R) n [e] R. By condition 
(C2(w)) this means that zw +X w. Since R is special, and since w and z are 
irreducible, we can factor w and z as w = wi w2, z = z, z2 such that 
- z,w,-+geimplyingthat Iz,I<[w,I.(P~-l),and 
- zlwZ=w=w1w2 implying that zl=w,. 
Hence, l~l=l~,I+l~,I~I~,I+I~,l~(~LR-~)=I~~I~~~~I~l~~~. I 
From Lemma 5.4 we can immediately conclude the following. 
COROLLARY 5.5. Let R be a finite special string-rewriting system on Z. If the 
intersection IRR(R) n [e] R is infinite, i.e., tf there are infinitely many irreducible 
words that are congruent to the empty word module R, then R is not confluent on any 
congruence class [w] R. 
As condition (C) also condition (Cl(w)) can be decided in exponential time for 
each finite special string-rewriting system R on C and each irreducible word w E C +. 
If IRR(R) n [elR is finite, then condition (C2(w)) can be checked in time that is 
polynomial in the size of R and w, and that is linear in the size of the intersection 
IRR(R)n [elR. Thus, we obtain the following result. 
THEOREM 5.6. For each finite special string-rewriting system R on Z; there exists 
an algorithm that solves the following decision problem in exponential time: 
INSTANCE. A word w E C*. 
Question. Is R confluent on [w]~? 
Proof If the intersection IRR(R) n [e] R is infinite, then R is not confluent on 
any congruence class [ w]~ by Corollary 5.5. Thus, the corresponding algorithm 
always gives the answer “no.” So let IRR(R) n [elR be finite, i.e., 
IRR(R) n [elR = {x,, x2, . . . . x,} for some integer n EN. In linear time an 
irreducible descendant w1 of w can be computed [S]. Now R is confluent on [w] R 
if and only if R satisfies conditions (Cl (w, )) and (C2(w, )), which can be deter- 
mined in exponential time according to the remarks stated above. 1 
Obviously, condition (C2( w)) is redundant whenever R is known to be confluent 
on [e-JR. So under this assumption we get the following result corresponding to 
Theorem 5.2. 
COROLLARY 5.7. The following problem is decidable in exponential time: 
INSTANCE. A finite special string-rewriting system R on .Z that is confluent on 
[elR, and a word w E C*. 
Question. Is R confluent on [w],? 
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Observe that a finite special string-rewriting system R on C that is confluent on 
[elR may be nonconfluent on some other congruence class [w]~ as shown by the 
following example. 
EXAMPLE 5.8. Let C= {a, b, c}, and R = {(ab, e), (ba, e), (UC, e), (ca, e)}. Then 
R is a finite special string-rewriting system on Z, and since b +-+ R bat c, R c with 6, 
CE IRR(R), R is not confluent on [blR. On the other hand, it can be seen easily 
that (e),= {ZEP IzIU= lzlh+ 1~1~) = [elR, i.e., for z E C*, z + 2 e if and only if 
z ~12 e. Thus, R is confluent on [e] R. 
We conclude this section with an observation concerning the special word 
problem for a finite special string-rewriting system R on C. Here the special word 
problem for R is the following decision problem: 
INSTANCE. A word ZE.Z*. 
Question. Does z ++z e hold? 
If a finite special string-rewriting system R is confluent on [e],, then the special 
word problem for R can be solved in linear time. Now Lemma 5.4 gives the follow- 
ing generalization of this result. 
COROLLARY 5.9. Let R be a finite special string-rewriting system on C. rf R is 
confluent on [wlR for some word w E Z*, then the special word problem for R is 
decidable in linear time. 
Proof: If R is confluent on [w] R for some word w E EC*, then the intersection 
IRR(R)n [elR is finite, i.e., IRR(R)n [elR= {x,, x2, . . . . x,}. On input ZEC*, an 
irreducible descendant z1 of z modulo R can be determined in linear time. Now 
z HZ e if and only if z, = x, for some i E { 1, 2, . . . . n >. Since the set {x,, x2, . . . . x,} 
depends on R only but not on z, this test can be performed in linear time. l 
6. FINITE HOMOGENEOUS TRING-REWRITING SYSTEMS 
In this section we are mainly concerned with finite string-rewriting systems that 
are homogeneous of degree 2. Here, a finite string-rewriting system R on C is called 
homogeneous of degree k if it is special and (I, e) E R implies 111 = k. It is 
homogeneous if it is homogeneous of degree k for some k. 
We now give three conditions that a finite string-rewriting system R on Z that is 
homogeneous of degree 2 may or may not satisfy: 
(Cl) Vu, b, c, dEZ: [(ahe), (bc,e), (cd,e)ER=>(ad,e)ER]. 
(C2) Vu,b,c,d~C: [(ab,e), (cd,e),(db,e)ER*(ac,e)ER]. 
(C3) Va,b,c,d~Z: [(ab,e), (cd,e), (ac,e)~R*(db,e)~R]. 
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LEMMA 6.1. Let R be a finite string-rewriting system on Z that is homogeneous of 
degree 2. R is confluent on [elR if and only if it satisfies conditions (Cl) to (C3). 
Proof. It is straightforward to verify that R satisfies conditions (Cl) to (C3) if R 
is confluent on [elR. To prove the converse implication we assume that R satisfies 
conditions (Cl) to (C3), and let WE.Z”* such that w-X e. We must show that 
w + z e. Since w *X e, there are an integer m > 0 and words wO, w,, . . . . w, E Z* such 
thatw=w,t*,w,_,ct....tt,w,t,,w,=e.Weproceedbyinductiononm. 
If m=O, then w=e. If m>O, then W=W,H~ w,,-,C-)ze. By induction 
hypothesis we have w,,- , -X e. Now either w, + R w,,- , in which case we are 
done, or w, ~ 1 + R w,. So let w, = uv and w, ~ 1 = uabv for some words u, u E E* 
and a rule (ab, e) E R. In the reduction sequence w, _ 1 = uabv + R e we can single 
out those steps that involve the distinguished occurrences of the letters a and b. 
Thus, we obtain w, _ 1 = uabv -+ g u, abv, -+ k u2 v2 -+ t e, where 
(0 i=l,u,=u,,and v,=v2, or 
(ii) i= 2, ur = uzc, and v1 = do, with (ca, e), (bd, e) E R, or 
(iii) i=2, u,=u,cd, and u,=v* with (da,e), (cb,e)ER, or 
(iv) i = 2, u1 = u2, and v1 = cdu, with (bc, e), (ad, e) E R. 
Now w=w,=uu+;ulvI. Using conditions (Cl ) to (C3) it is easily verified that 
in each of the above cases u, u, -+ g e. 
This completes the proof of Lemma 6.1. 1 
For a finite homogeneous string-rewriting system R of degree 2, conditions (Cl) 
to (C3) can be checked in polynomial time. So we obtain the following result. 
THEOREM 6.2. The following problem is decidable in polynomial time: 
INSTANCE. A finite string-rewriting system R on Z that is homogeneous of 
degree 2. 
Question. Is R confluent on [elR? 
In the previous section we observed that if a finite special string-rewriting system 
R on C is confluent on some congruence class [w], # [e-JR, then this fact induces 
some restrictions on the behavior of the reduction 3 R on [elR (Lemma 5.4). Here 
we shall see that for finite homogeneous systems of degree 2 these restrictions are 
even stronger. 
THEOREM 6.3. Let R be a finite homogeneous string-rewriting system of degree 2 
on C. If R is confluent on [wlR for some WE,Z’*, then R is also conjluent on [elR. 
Proof: Let WE IRR(R)- {ej, and let R be confluent on [w]~, but assume that 
R is not confluent on [elR. Then by Lemma 6.1 there are letters a, b, c, d E C such 
that 
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(i) (ab, e), (bc, e), (cd, e)oR but (ad, e)# R, or 
(ii) (ab, e), (cd, e), (db, e) E R but (ac, e) 4 R, or 
(iii) (ab, e), (cd, e), (UC, e) E R but (db, e) +! R. 
Since R is confluent on [w] R, we have wluwz-+g w for all wi, w,EC* such that 
w=wiw* and all UE [e-JR. 
(i) udt*.ubcdcr~e, i.e., ud~[e],. Thus, for all w~,w~EC*, if w=w,wz, 
thenw,udw,-,~w=w,w,.Since(ud,e)~R,wehavew,=u,gforsomeletterg~~ 
with (gu, e) E R or w2 = hu, for some letter h E Z with (dh, e) E R. In the first case we 
observe that w,udw, = v, gudw, +R or dw2 = w = wi w1 = vi gw, , which yields d= g; 
in the second case w, udw, = w1 udhv, -+R wluvz = w = wi w2 = wi hv, implying 
a = h. Thus, (da, e) E R, and w i ends in d or w2 begins with a. Since this holds for all 
words w 1, w1 E .Z* satisfying w = wi w2, we conclude that a = d, which in turn yields 
ad= da, i.e., (ad, e) E R, a contradiction. 
In cases (ii) and (iii) a contradiction is reached in an analogous manner, thus 
completing the proof of Theorem 6.3. 1 
Thus, if a finite homogeneous string-rewriting system R of degree 2 is confluent 
on any of its congruence classes at all, then it is confluent on [.c]~. Example 5.8 
shows that the converse implication does not hold: R may be confluent on [elR, 
although there is some word w E Z* such that R is not confluent on [w]~. Hence, 
Theorem 6.3 expresses a specific property of the congruence class [e-JR. The follow- 
ing example shows that this result cannot be generalized to the class of all finite 
string-rewriting systems that are homogeneous of degree 3. 
EXAMPLE 6.4. Let C= {a, b}, and R = ((au& e), (baa, e)}. Then R is a finite 
homogeneous string-rewriting system of degree 3 on Z. Since ubu E IRR(R), while 
ubu cf R buuubu c) R baa ++ R e, R is not confluent on [e] R. However, we shall see 
that R is confluent on [u]~. First, observe that, for all w E .?Y*, if w WX a, then 
~~~~=2.~w~~+l.Further,forallw~C ,i I * ‘f w10=2.1wlb+1>3,thenwcontainsa 
factor of the form uub or baa, i.e., w is reducible modulo R. 
Now let w E C* such that I WI, = 2. lwlb + 1, and let u E IRR(R) such that w +X U. 
Then IuI ~ = 2 . IuI b + 1 as can be seen easily from the form of the rules of R, and 
JuI,<3, i.e., lul,=O and Iu/,= 1. H ence, ~=a, and so [u].=(w~C*( IwI,= 
2.l~l~+l}=(u)~. Thus, Ris confluent on [u]~. 
7. SPECIAL STRING-REWRITING SYSTEMS WITH A SINGLE RULE 
A word w is primitive if there are no word x and integer k > 1 such that w = xk; 
otherwise, w is imprimitive. In either case, the shortest x such that w = xk is the root 
of w, denoted p(w). For a non-empty word w, let OVL(w) = (~1 there exist r, s#e 
such that w = ur = su}, and let ov(w) be the longest word in the set OVL( w). Thus, 
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OVL(w) consists of all proper self-overlaps of w (including the empty word), and 
ov(w) is the longest proper self-overlap of w, so O< lov(w)l < 1~1. The word w is 
said to have overlup if ov(w) # e. 
Let R = ((I, e)} be a special string-rewriting system on C. Then according to 
Book [6] R is confluent if and only if p(l) has no overlap. Using this observation 
we can prove the following converse of Theorem 6.3 for special one-rule systems. 
LEMMA 7.1. Let R be a special string-rewriting system with a single rule. If R is 
confluent on [e-JR, then R is a confluent string-rewriting system. 
Proof: Let R= {(l, e)}, and assume that R is not confluent. Then by Book’s 
result mentioned above the root p(Z) of the word I has overlap, i.e., 1= ((xy)“x)” for 
some words x, y EC* satisfying xy # yx and some integers k, n > 1 [21]. 
Consider the word w := ((~y)~x)“- ‘(~y)~(xy)~x((xy)~x)“-‘x. Then we have the 
following two reduction sequences starting with w: 
w = ((xy)kx)“-‘(xy)k(xy)kx((xy)kx)“- lx 
-+R ((xy)kx)“-‘(xy)kx -)R e 
and 
w = ((xy )kX)” ~ ‘(xy )kX( yx)k( (xy )“x)” - ‘x 
-, R (yx)k((xy)kx)“- lx = ((yX)kX)” + ((Xy)kX)“, 
since xy # yx. Hence, (( y~)~x)” E IRR(R) implying that R is not confluent on 
CelRa 1 
Since the converse implication is obvious, we see that a special string-rewriting 
system R with a single rule is confluent if and only if it is confluent on [elR. The 
aim of the following investigations is to extend this result to all congruence classes 
[w] R. To this end we develop a sequence of lemmas. 
For a non-empty word w E C*, let n(w) = [WI - lov(w)l denote the period of w, let 
x := res(w), the residue of w, be the prefix of w of length equal to the remainder 
when [WI is divided by z(w), and let k=Llw@c(w)~> 1. Then there is a word 
yEZ+ such that z =xy is primitive, ov(w)=zk-‘x, and w=~~x=(xy)~x 
[31, Lemma 3.21. 
For what follows let R = { (1, e)} be a fixed special one-rule string-rewriting system 
on Z such that R is not confluent. Then the root p(l) of the word 1 has overlap, i.e., 
p(l) = (~y)~x, where x := res(p(l))EZ+, YE,Z’+ such that xy is primitive with 
(xyl = r@(l)), and k := LIp(l)I/ 2 1. Hence, 1 has the form I= ((x~)~x)” for 
some integer n 2 1. Further, let I, := (( y~)~x)“. Since xy is primitive, we have 
xy # yx, and so I # I,. However, I, +-+i e according to the proof of Lemma 7.1. 
LEMMA 7.2. Let c, dE .Z + such that I = cd and I, = dc. Then c = ((xy)“x)“x and 
d= (y~)~((xy)~x)“-‘-” for some m E (0, 1, . . . . n - 1). 
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Proof: If n = 1, we have cd = I= (~y)~x = x( yx)“ and dc = I, = (~x)~x. Since 
d # e # (y~)~, and since 1 is a primitive word, we obtain c = x and d = (y~)~ from 
Lemma 3.1(a) of [31]. If n > 1, then cd= I= ((x~)~x)” implies that c= ((~y)~x)“w~ 
and d= ~~((xy)~x)“-‘~” for some wl, w2 E C* satisfying w1 w2 = (xy)“x and some 
integer m E (0, l,..., n - 1 }. Hence, ((y~)~x)“=Z~=dc=w~((xy)~x)~~~w~= 
w(wlwZ)n-‘wl = (WZW,Y, which yields wzw, = (~x)~x. Since 1 #II, this implies 
w1 # e # wl. Now as in the case n = 1 we can conclude that w1 = x and w2 = (y~)~, 
thus completing the proof of Lemma 7.2. 
Since 1, +-+ 2 e, pl, q +-+ z pq for all words p, q E C*. The following lemma, which is 
easily derived from Lemma 7.2, gives a necessary condition for pq EIRR(R) to 
satisfy pl, q + R pq. 
LEMMA 7.3. Zfp, q E C* satisfy pq E IRR(R) and pl, q -+ Rpq, then 
(i) p =pl((xy)” x)mx for some rnE (0, 1, . . . . n- 1) and p, EC* not ending in 
(xy)kx, or 
(ii) q= ( yx)k((xy)kx)“q, for some rnE (0, 1, . . . . n- 1) and q, E.Z’* not 
beginning with (xy)“x. 
Finally, we need the following lemma from combinatorics on words, which is 
easily verified. 
LEMMA 7.4. Let u, v E .E + such that uv # vu. Then there is a word v, E C + 
satisfying the following two conditions: 
-VE {v,} .z*, 
-forallm>l, vT$C*~{u}. 
Now we are ready to prove the main lemma of this section. 
LEMMA 7.5. Let R be as above. Then R is not confluent on any congruence class 
CWIR. 
Proof: Since xy is primitive, xy # yx. Hence by Lemma 7.4, there exists an 
initial factor y, EC+ of y such that, for all m 2 1, yy 4 Z* . (x}. 
Let w E IRR(R). If yx is not an initial factor of w, then I, w % R w according to 
Lemma 7.3, and hence, R is not confluent on [w]~. So assume that yx is an initial 
factor of w. Then w can be factored as w = y; w1 for some integer r B 1 such that y, 
is not an initial factor of wl. If R is confluent on [w] R, then y; 1, w1 + R y; w1 = w. 
Since y; 4 C* . {xl, i.e., x is not a suffix of y’;, Lemma 7.3 implies that 
w1 = (y~)~((xy)~x)“w~ for some m E (0, 1, . . . . n - 1 }, which in turn yields that y, is 
an initial factor of wl, a contradiction. Thus, R is not confluent on [w] R. 
Since each congruence class of R contains at least one irreducible word, we see 
that R is not confluent on any congruence class [w]~. 1 
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Thus, we have the following characterization theorem for special one-rule string- 
rewriting systems that are confluent, where the equivalence of (i), (ii), and (iv) is 
taken from Book [6]. 
THEOREM 7.6. Let R = {(I, e)} b e a special one-rule string-rewriting system on Z. 
Then the following statements are equivalent: 
(i) There exists a finite length-reducing and confluent string-rewriting system 
R, on C such that R and RO are equivalent. 
(ii) R is conjkent. 
(iii) R is confluent on [wlR for some word w E C*. 
(iv) The root p(l) of the word I has no overlap. 
Since given 1 it can be determined in linear time whether or not p(l) has overlap 
[ 11, the decision problem CCC can be solved in linear time, when it is restricted to 
special string-rewriting systems having a single rule only. 
We conclude with an example indicating that Theorem 7.6 does not generalize to 
the class of all one-rule systems. 
EXAMPLE 7.7. Let Z = {a, b}, and R = { (aba, b)}. Then bba tR ababa -+ R a& 
and since abb, bba E IR,R(R), this shows that R is not confluent on [abb] R. 
Let L := { aMbarn 1 m 3 O}. Then obviously, L c (b)R. On the other hand, one 
can check easily that [blR G L. Hence, R is confluent on [blR. 
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