Scientific Report 2007 by unknown
Scientific Report 2007
Institut für Festkörperforschung
Institute of Solid State Research
M
itg
lie
d 
de
r 
H
el
m
ho
ltz
-G
em
ei
ns
ch
af
t
2 I 3
Homochiral magnetic order in a one-atomic layer thick film of Mn atoms on a W(110) surface. The local magnetic
moments at Mn atoms shown as red and green arrows are aligned antiferromagnetically between nearest-neighbor
atoms. Superimposed is a spiral pattern of unirotational direction. 
The top picture shows a left-rotating cycloidal spiral, which was found in nature. The bottom picture shows the
mirror image, a right rotating spiral, which does not exist. The work results from a collaboration between the IFF
and the Institute of Applied Physics at the University of Hamburg. The results have been published in Nature 447,
p190 (2007). 
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Slowly approaching its 40th anniversary,
with the year 2007 the IFF experienced
one of the most important and spec-
tacular periods of its history. The events
which happened in the course of this
year will have far-reaching conse-
quences for the IFF, the Forschungs-
zentrum Jülich, and the entire region.
The annual report 2007 is intended to
inform the international scientific com-
munity, including our scientific advisory
board and the gremia of the Helm-
holtz-Gesellschaft (HGF) about the IFF
activities in science and science policy
during the past year. We have attempt-
ed to present a typical cross section
through the research done at the IFF,
including scientific highlights as well as
results of long-term developments, e.g.
the construction of new instruments at
large scale facilities. These contributions
also reflect the participation of the IFF
in the Helmholtz-Research Programmes
“Condensed Matter Physics”, “Informa-
tion Technology with Nanoelectronic
Systems”, and “Photons, Neutrons, and
Ions”.
The most prominent event in 2007
which generated an enormous public
response was doubtlessly the news 
that the Nobel Prize in Physics went to
Prof. Peter Grünberg and Prof. Albert
Fert (Paris) for the discovery of the
Giant Magnetoresistance (GMR). Being
announced on October 9 and presented
by the Swedish king on December 10,
the Nobel Prize was the crowning of
Peter Grünberg’s scientific career and 
at the same time a glaring acknowl-
edgement of the importance of funda-
mental research for future technolo-
gies. Peter Grünberg also received the
first Helmholtz Professorship which
enables him to pursue his research
interests in the fields of magnetism and
spinelectronics in the upcoming years.
Another event with far-reaching con-
sequences for the IFF was the foun-
dation of the Jülich-Aachen Research
Alliance (JARA), which is going to 
put the collaboration between the
RWTH Aachen and Jülich on an entirely
new level. JARA provides the frame-
work to expand and strengthen research
and education in a joint effort of both
partners. This effort was already yield-
ing fruit in October 2007 when RWTH
Aachen was promoted to the rank of 
an elite university. JARA-FIT being the
section concerned with the Fundamen-
tals of Future Information Technology
will coordinate the research activities in
this area between the IFF institutes and
partner institutes at the RWTH. It will
also provide the platform for strategic
decisions.
Foreword
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The Jülich Centre for Neutron Science
(JCNS) continues to implement state-of-
the-art instrumentation at the FRM II in
Munich, at the spallation neutron
source SNS in Oak Ridge (USA), and at
the Institute Laue Langevin ILL in
Grenoble, France. Several instruments
were successfully relocated to the FRM
II and went into operation. The Ernst
Ruska Center (ER-C) takes another step
forward in the field of high-resolution
electron microscopy and started with
construction of a new building, which is
specifically designed to house the new
generation of aberration-corrected
microscopes. The Nano-Spintronics
Cluster Tool went into operation and
will enable new experiments in nano-
magnetism. The IFF was also particularly
successful in establishing new Young
Investigator Groups for Dr. Raphaël P.
Hermann (Lattice Dynamics in Emerging
Functional Materials), Dr. Marjana
Lezaic (Computational Nanoferronics
Laboratory), and Dr. Maarten Wegewijs
(Single-Molecule Quantum Transport). 
The quality of the research at the IFF 
is widely accepted and honoured by 
the scientific community. This is not
only reflected by the numerous awards,
for example, the Ikeda Award to Prof.
Waser, but also a successful mid-term
review of our research programmes in
October 2007. Being awarded the pres-
tigious Helmholtz-v. Humboldt Research
Prize, Prof. Dr. Tomoya Ono from Osaka
University (Japan) has chosen the IFF as
his host institute for the development
of first-principles electronic structure
calculation codes and will use the new
supercomputing facilities of the
Research Centre.
The 2007 Nobel Prize in Physics has
once more highlighted the importance
of scientific curiosity and open-minded-
ness. These are the main driving forces
of our research in the IFF. Our task –
particularly with respect to the societal
challenges, which lie ahead of us – is 
to leave the beaten tracks and break
new scientific ground, bringing forward
new ideas, which may form the basis
for new technologies. 
I hope you will enjoy reading the report
and learning about our activities.
Prof. Claus M. Schneider
Managing Director of IFF in 2008
Director of IFF-9 “Electronic Properties”
April 2008
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Congratulations to Peter Grünberg!
10 December 2007: An important moment for Prof. Peter A. Grünberg (left): The King of
Sweden Carl Gustav presenting the IFF researcher with the Nobel Prize for Physics 2007. 
The celebrations in Stockholm provide the perfect conclusion to a memorable year for the 
solid-state physicist who received numerous high-ranking prizes in 2007 for his discovery of
giant magnetoresistance (GMR).
Photo: The Nobel Foundation 2007, Hans Mehlin
Snapshots 2007
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11 January: 
Japan Prize Goes to Peter Grünberg
Prof. Peter Grünberg was announced 
as the winner of the Japan Prize 2007.
He shared the prize in the category
"Innovative Devices Inspired by Basic
Research" with Prof. Albert Fert from
the Université Paris-Sud. The interna-
tionally prestigious prize was presented
in April by Emperor Akihito. The two
solid-state physicists received the award
in honour of their work on giant mag-
netoresistance (GMR).
16 January: 
Peter Grünberg Wins Israeli "Wolf
Prize"
Israel's world-famous "Wolf Prize" was
awarded to Prof. Peter Grünberg. He
shared the prize in the field of physics
with Prof. Albert Fert from the Univer-
sité Paris-Sud. The prize was presented
in the Knesset by the Israeli President in
May. The two solid-state physicists
received the prize for their discovery of
giant magnetoresistance. 
28 March: 
Jülich Scientist Wins DPG's Highest
Award 
The coveted Stern-Gerlach Medal of the
German Physics Society (DPG) was
awarded to Prof. Peter Grünberg at the
DPG Annual Meeting in Regensburg.
The solid-state physicist received the
medal for his discovery of giant magne-
toresistance. In their statement, the jury
said that Grünberg's work "initiated a
new field of research known as spin-
tronics and led to revolutionary
progress in the field of magnetic stor-
age devices".
3 April: 
Alexander von Humboldt Research 
Fellow to Work at IFF
Dr. Tomoya Ono from Osaka University,
Japan, began his Alexander von Hum-
boldt research fellowship at IFF-1. Dur-
ing his twelve-month stay, he will focus
on the development of first-principle
calculation codes for electronic struc-
tures. Ono develops and uses such calcu-
lations mainly to explore the interactions
The Japan Prize medal
Photo: The Science and Technology Foundation of Japan
Prof. Peter Grünberg receives his certificate from Dalia
Itzik, Acting President of the State of Israel. 
Photo: Sasson Tiram
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of surfaces and atoms or molecules, as
well as the quantum transport of nano-
scale structures. The determination of
the electronic properties of atomic-scale
structures is attracting more and more
interest, as the miniaturisation of elec-
tronic devices progresses. Ono's decision
to come to Jülich was based on his con-
viction that his simulations of electron
transport and IFF's simulations of spin
transport will complement each other
well. This is his fourth time at IFF so far. 
May: 
JCNS Moves into New Building at 
FRM II 
Jülich scientists moved into their outsta-
tion at the FRM II research reactor in
Munich. A total of 30 staff members
from the Jülich Centre for Neutron Sci-
ence (JCNS) are now working and con-
ducting research on a permanent basis
in Garching near Munich. They are set-
ting up and looking after the seven
measuring instruments that were previ-
ously located in Jülich and are worth
around b 45 million. The Free State of
Bavaria constructed an experimental
hall in order to house the instruments
right beside the research reactor. Ger-
many's most powerful neutron source
and the most sensitive measuring
instruments have thus been combined.
Excellent Training for Ph.D. Students in
the First Jülich-Helmholtz Research
School
An official ceremony marked the foun-
dation of the "International Helmholtz
Research School on Biophysics and Soft
Matter" (IHRS-BioSoft). The Research
School run jointly by Research Centre
Jülich, Heinrich Heine University of
Düsseldorf and the University of Cologne
offers highly qualified graduates from
all over the world structured doctoral
training in the fields at the boundary
between physics and biology. It teaches
Ph.D. students how to investigate
complex biological systems, beginning
with the interaction of macromolecules
extending up to the function of the 
cell as a whole. In this manner, IHRS
enhances the traditional courses in
biology, physics and chemistry with its
interdisciplinary curriculum. 
First-principle calculations need immense computer
power. Ono's real-space code is suitable for massively
parallel computers such as the IBM Blue Gene/L
"JUBL". Ono will work with the Jülich supercomputer.
The two spokesmen of IHRS-BioSoft, Prof. U. Benjamin
Kaupp (left, INB-1) and Prof. Gerhard Gompper (right,
IFF-2), Prof. Alfons Labisch (second from the left, Rec-
tor of the Heinrich Heine University Düsseldorf) and
Prof. Achim Bachem (second from the right, Chairman
of the Board of Directors of Forschungszentrum Jülich).
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At the largest European conference 
on nanotechnology, the EuroNanoForum
2007 in Düsseldorf, NRW Innovation
Minister Andreas Pinkwart and Thomas
Rachel, Parliamentary State Secretary of
the Federal Ministry of Education and
Research, learned more about the work
of Forschungszentrum Jülich in the field
of nanoelectronics. A demonstration
model from IFF showcased Jülich’s
research and revealed how GMR sensors
work. Pinkwart and Rachel were im-
pressed by the success story of this Jülich
discovery, which has made its way from
basic research to industrial application
within an exceptionally short period.
29 June: 
JDZB Science Award Goes to Hiroshi
Noguchi 
Dr. Hiroshi Noguchi was awarded the
Science Award 2006 of the Japanese-
German Center Berlin (JDZB). The theo-
retical physicist received the award for
his achievements and publications in
the field of biophysics and soft matter.
Noguchi focuses on computer simula-
tions of membrane properties such as
the coating layers of red blood cells and
their flow behaviour. The prize aims to
promote young scientists in Germany
and Japan and is awarded annually to 
a Japanese scientist in Germany and a
German scientist in Japan for outstand-
ing scientific achievements.Prof. Andreas Pinkwart (middle right) and Thomas
Rachel (middle left) follow the change in electrical
resistance on the monitor, which shows the sensor's
position in an external magnetic field. 
Photo: Kampert 
Dr. Hiroshi Noguchi, IFF (left); 
Prof. Günter Stock, President of the Berlin-Branden-
burg Academy of Sciences (right)
Photo: Japanese-German Center Berlin 
19 June: 
Andreas Pinkwart and Thomas Rachel
Learn More about Nanoelectronics at
Jülich
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1 – 4 October: 
Hard Facts on Soft Matter
More than 600 researchers from science
and industry attended the first "Inter-
national Soft Matter Conference" 
in Aachen. The conference focused 
on biological and biomimetic systems in
particular. Forschungszentrum Jülich has
held "Soft Matter Days" since 2001.
19 November: 
Helmholtz Professorship for 
Peter Grünberg
Forschungszentrum Jülich awarded
Prof. Peter Grünberg the first Helmholtz
Professorship, thus making sure that his
expertise remains in Jülich. The Nobel
Laureate in Physics intends to use the
resources provided by this position to
continue research on spintronics
together with his team at IFF. 
Researchers from science and industry attended
presentations and lectures at the first international
conference organised by IFF on soft matter.
From left to right: Prof. Peter Grünberg, Dr. Annette
Schavan, Federal Research Minister, Prof. Achim Bachem,
Chairman of the Board of Directors of Forschungs-
zentrum Jülich und Thomas Rachel, State Secretary of
the Federal Ministry of Education and Research.
30 October: 
Foundation of the German Research
School for Simulation Sciences
The Research School for Simulation Sci-
ences GmbH (GRS) was founded by
Forschungszentrum Jülich and RWTH
Aachen University. The GRS will be
jointly financed – initially for a period
of five years – by BMBF, MIWFT-NRW,
the Helmholtz Association, RWTH
Aachen University and the Research
Centre. Prof. Heiner Müller-Krumbhaar
from IFF and Manfred Nettekoven,
Chancellor of RWTH Aachen University,
were jointly appointed as managing
directors. 
23 November: 
RWTH Honorary Doctorate for 
Peter Grünberg
Together with Albert Fert and IBM
expert Dr. Stuart Parkin, Prof. Peter
Grünberg was awarded an honorary
doctorate by RWTH Aachen University.
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Awards, Honours, Scholarships
• Dr. Sergiy Balanetskyy was awarded
the "Prize for Young Scientists" by
the National Academy of Sciences of
Ukraine.
• Sabrina Disch was awarded a scholar-
ship by the German National Acade-
mic Foundation ("Studienstiftung des
deutschen Volkes").
• Dr. Jens Elgeti was awarded the 
Günter-Leibfried-Preis 2007.
• Prof. Peter Grünberg was awarded:
o the Stern-Gerlach Medal by the 
German Physics Society (DPG),
o the "Wolf Prize" by the Israeli 
President, which he shared with 
the French physicist Prof. Albert 
Fert,
o the "Japan Prize" by the Japanese
Emperor, which he shared with 
Albert Fert,
o the Nobel Prize in Physics, which 
he shared with Albert Fert,
o the first Helmholtz Professorship, 
and
o an Honorary Doctorate by RWTH 
Aachen Universtiy.
• Dr. Björn Lüssem was awarded the
"Promotionspreis" by VDE North
Rhine-Westphalia.
• Dr. Hiroshi Noguchi was awarded 
the Science Award of the Japanese-
German Center Berlin (JDZB).
• Prof. Takao Ohta was awarded the
Humboldt Research Award.
• Dr. Tomoya Ono from Osaka Univer-
sity, Japan, started his twelve-month
Alexander von Humboldt research
fellowship at IFF.
• Dr. Keisuke Shibuya received an
award from the Marubun Research
Promotion Foundation.
• Prof. Rainer Waser was awarded the
Ikeda Award by the Ikeda Memorial
Foundation (Japan).
• Dr. Martin Weides was awarded the
"Klaus Liebrecht Preis" by the Uni-
versity of Cologne.
Appointments
• Prof. Thomas Brückel was appointed
Vice Chairman Instrument Advisory
Committee at Laboratoire Leon Bril-
louin LLB, France.
• Prof. Heiner Müller-Krumbhaar was
appointed member of the Strategy
Commission for Supercomputing at
the French research ministry.
• Dr. Eva Pavarini was appointed pro-
fessor of theoretical physics at RWTH
Aachen University. She is also head of
the "Strongly Correlated Electron
Systems" group in IFF-3: "Theory of
Structure Formation" and follows
Prof. Peter H. Dederichs in this posi-
tion.
• Prof. Dr. Dieter Richter was appoint-
ed member of the NanoGUNE Advi-
sory Board (Nanoscience initiative of
the Basque country).
New Helmholtz Young Investigator
Groups
• Dr. Raphaël P. Hermann: "Lattice
Dynamics in Emerging Functional
Materials."
• Dr. Marjana Lezaic: "Computational
Nanoferronics Laboratory".
• Dr. Maarten Wegewijs: "Single-Mole-
cule Quantum Transport".
Awards, Honours, Scholarships
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Founded in 1969, the scientific reputa-
tion of the Institute of Solid State
Research (Institut für Festkörperfor-
schung – IFF) still owes much to the 
conception of its founders that new 
discoveries are made at the boundaries
of disciplines. This is as true today as it
was almost forty years ago. In this spirit,
the IFF has pioneered new research
fields such as spintronics and set trends
towards multi- and cross-disciplinary
activities in both fundamental research
as well as technological innovations.
Today, the IFF is engaged in investigat-
ing a multitude of condensed matter
phenomena with special emphasis on
three prime objectives: 
• studies of fundamental physical 
mechanisms and phenomena of 
condensed matter, 
• the development and improvement 
of experimental and theoretical 
analysis methods, as well as 
• the elucidation and utilization of 
new material properties in complex 
systems. 
The corresponding research pro-
grammes follow the main theme 
to exploit the full scale of analytical 
and numerical methods to elucidate
interrelations between structural, 
electronic, and magnetic properties 
of the solid state together with describ-
ing underlying physical mechanisms. 
Research efforts are directed at obtain-
ing a microscopic and atomistic under-
standing of phenomena based on 
fundamental interaction mechanisms.
Research at the IFF rests firmly on quan-
tum mechanics and statistical physics.
On a microscopic scale, they describe
the interaction of electrons and atomic
building blocks and determine how
these entities respond to external influ-
ences. Particular strengths encompass
the theory of electronic structures, clus-
ters and polymer physics, micromechan-
ics of lattice imperfections, the dynam-
ics of structure formation and phase
transitions, materials and phenomena
of magneto- and nanoelectronics, 
spintronics, spin dynamics, strongly 
correlated electron systems, as well 
as the instrumentation of electron, 
neutron, and synchrotron sources 
and their application to the study 
of condensed matter. 
The experimental portfolio together
with an acknowledged expertise
enables the IFF to tackle complex 
problems in close cooperation with 
scientists and industry worldwide.
Special state-of-the-art laboratories
exist for thin film deposition and
growth of bulk crystals as well as for
the preparation of soft matter mate-
rials. In addition to standard methods 
for materials characterization, highly
specialized techniques ranging from
superconducting microscopy and 
spinpolarized microscopies to femto-
second laser spectroscopy are available
at the IFF and are being constantly
improved in performance. 
18 I 19
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With the Ernst Ruska-Centre for
Microscopy and Spectroscopy with Elec-
trons (ER-C) the IFF operates a national
user facility housing several of the
world's most advanced electron micro-
scopes and tools for nanocharacteriza-
tion. In-house research programmes
cover topical issues in condensed matter
physics and – as a matter of course –
future developments of subångström
and sub-electronvolt microscopy. 
Within the framework of the Jülich
Competence Centre for Synchrotron
Science (JCCSS) a broad variety of spec-
troscopy, microscopy, and scattering
experiments at various synchrotron
radiation facilities are designed and
realized. The centre also provides
expertise for the development of new
beamlines and experimental concepts
and, thus, acts as a valuable partner 
for synchrotron radiation laboratories
throughout the world. 
The Jülich Centre for Neutron Science
(JCNS) operates advanced neutron 
scattering instruments at the worldwide
most modern and highest flux neutron
sources. As a complement to local
research opportunities, instruments 
are designed and operated at external
national and international neutron
sources, such as the FRM II in Munich 
or the neutron spallation source in 
Oak Ridge, USA.
The international networking of the 
IFF is a main pillar of its success; the
institute initiated two EU Networks 
of Excellence (NoE) , “Soft Matter Com-
posites” and “Complex Metallic Alloys”,
and co-founded the Centre of Nano-
electronic Systems for Information
Technology (CNI). CNI is a center of
excellence for nanoelectronics at the
Research Center Juelich and provides 
an excellent basis for future develop-
ments of nanoelectronics and informa-
tion technology. To identify technology
drivers the research areas cover quan-
tum-electronics, magneto-electronics,
ferro-electric and molecular nanostruc-
tures as well as Terahertz-electronics
and bioelectronic signal processing.
18 I 19
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The IFF is partner of more than one
hundred universities and research insti-
tutions from all around the world. 
Last but not least, the IFF has a long
tradition in the teaching and training
of students, not only through the
approximately 30 IFF staff scientists
steadily giving lectures at universities,
but in particular through the annual IFF
Spring Schools, Neutron Laboratory
Courses, and the Nanoelectronic Days. 
Actually representing a department, 
the IFF currently comprises six experi-
mental and three theoretical divisions
as well as joint service facilities, which,
however, cannot be regarded separa-
tely. The divisions present themselves
on the following pages.
Being an institute of the Forschungs-
zentrum Jülich – itself belonging to the
Hermann von Helmholtz Association 
of German Research Centres (HGF) – 
the IFF provides key contributions to
the strategic mission of the Helmholtz
Association within three research
programmes: 
• Condensed Matter Physics 
(pages 30 – 133), 
• Large-Scale Facilities for Research 
with Photons, Neutrons, and Ions
(pages 134 – 197), 
• Information Technology with 
Nanoelectronic Systems
(pages 198 – 219).
As a matter of fact, much of the success
of the IFF rests upon the inventiveness
and initiative of its more than 300 staff
members. The IFF supports independent
research by encouraging the responsi-
bility of individual scientists – a philo-
sophy that contributes greatly to the
stimulating atmosphere in the depart-
ment. In order to sustain this level on
the long run, special encouragement is
given to young scientists. 
The casual observer may be struck by
the wide range of topics and extensive
networking at the IFF, whose strength is
to link complex issues together with its
scientific and industrial partners. In the
sixties, Germany seemed to be about to
miss the boat in solid-state research.
The success of the IFF demonstrates,
how a leading global position may be
achieved by a sound and clear-sighted
research strategy, which is able to iden-
tify and address new developments and
challenges at an early stage.
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Department IFF
comprising the Institutes
IFF-1: Quantum Theory of Materials Prof. Dr. Stefan Blügel
IFF-2: Theoretical Soft-Matter and Biophysics Prof. Dr. Gerhard Gompper
IFF-3: Theory of Structure Formation Prof. Dr. Heiner Müller-Krumbhaar
IFF-4: Scattering Methods Prof. Dr. Thomas Brückel
IFF-5: Neutron Scattering Prof. Dr. Dieter Richter
IFF-6: Electronic Materials Prof. Dr. Rainer Waser
IFF-7: Soft Condensed Matter Prof. Dr. Jan K. G. Dhont
IFF-8: Microstructure Research Prof. Dr. Knut Urban
IFF-9: Electronic Properties Prof. Dr. Claus M. Schneider
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IFF-1: Quantum Theory of Materials
A major focus at “Quantum-Theory of
Materials“ is the analysis and computa-
tion of structural, electronic, magnetic,
transport and chemical properties and
processes in molecules and solids, in
terms of both basic research and practi-
cal applications. The goal is to achieve 
a microscopic understanding of such
complex phenomena.
Our research covers key areas of con-
densed matter theory, computational
materials science, nanoelectronics and
supercomputing. We explore the elec-
tronic and structural properties of sys-
tems from large organic (including bio-
logical) molecules, low-dimensional
magnets, and magnetic multilayers, to
complex solids. We consider transport
properties across interfaces and mole-
cules as relevant for spintronics and
molecular electronics. We investigate
the electronic excitations, and dynami-
cal properties of atomic and molecular
clusters, solids, and solid surfaces, as
well as the quasiparticle behaviour of
semiconductors, oxides and transition
metals that results from electronic 
correlations. We analyze the physics 
of strongly correlated materials such 
as transition-metal oxides and molecu-
lar crystals paying particular attention
to complex ordering phenomena. Other
areas include nanoscale tribology,
including friction, plastic deformation,
adhesion, and brittle fracture, as well 
as nonlinear processes in the atmos-
phere and agrosphere.
A major asset of our institute is the
competence in developing conceptual
and computational methods based on
density functional theory, molecular
dynamics simulations, and Quantum
Monte Carlo methods.
22 I 23
The IFF • IFF Scientific Report 2007
IFF-2: Theoretical Soft-Matter and 
Biophysics
The main research topic of the Institute
“Theoretical Soft Matter and Biophy-
sics“ is the theory of macromolecular
systems. Soft matter physics and bio-
physics are interdisciplinary research
areas encompassing statistical physics,
materials science, chemistry, and bio-
logy. Our systems of interest include
polymer solutions and melts, colloidal
suspensions, membranes, vesicles and
cells, but also composite systems rang-
ing from colloids in polymer solutions
to mixtures of surfactants and amphi-
philic block copolymers. A major focus
is the hydrodynamic behaviour of com-
plex fluids and biological systems, both
in equilibrium and under flow condi-
tions.
At IFF-2, a large variety of methods 
are applied. In fact, a combination 
of analytical and numerical methods 
is often required to successfully charac-
terize the properties of these complex 
systems. In particular, simulation meth-
ods (Monte Carlo, molecular dynamics),
mesoscale hydrodynamic simulation
techniques, field theory, perturbation
theory, and exact solutions are em-
ployed. Since the building blocks of 
soft matter systems often contain a
large number of molecules, “simplified“
mesoscale modelling is typically
required, which is then linked to 
the molecular architecture.
A characteristic feature of soft-matter
research is the fruitful interaction
between theory and experiment. IFF-2
closely cooperates with the Institute for
Neutron Scattering (Prof. Richter) and
the Institute for Soft Condensed Matter
(Prof. Dhont) to successfully tackle
many of the essential aspects of the 
systems investigated.
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The research of the Institute “Theory 
of Structure Formation“ is concerned
with the mechanisms of the formation
of structures and their consequences in
condensed matter. The investigations
start from electronic properties which
define the shortest length and time
scales, but they also encompass the
macroscopic consequences. The analyti-
cal and numerical studies are in many
ways closely connected to experimental
research performed in other groups of
the IFF, but also to activities in other
Jülich institutes. The institute contribu-
tes mainly to the research programmes
“Condensed Matter Physics“ and “Infor-
mation Technology with Nanoelectronic
Systems“ of the Research Centre.
Central points of interest for the
research at IFF-3 are in the field 
of electronic structure of solids, in 
particular effects of strong electronic
correlations. A specific interest concerns
materials relevant for Information tech-
nology. A second mainstream is formed
by cooperative phenomena in con-
densed matter. Questions here aim at
the dynamics of structure and pattern
formation and the statistical mechanics
IFF-3: Theory of Structure Formation
of order and disorder processes. Specific
activities concern the effect of long-
range interactions like elastic effects in
solids, friction and fracture phenomena,
or hydrodynamic interactions in solid-
liquid systems.
The research of IFF-3 employs all analyt-
ical and numerical techniques applica-
ble to many-body problems of equilibri-
um and non-equilibrium phenomena 
in condensed matter. In addition, the
development of new methodological
concepts and numerical procedures is
part of our research interest. The devel-
opment of parallel programme codes
adapted to massively parallel computers
has received special attention in recent
years.
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IFF-4: Scattering Methods
At the Institute for Scattering Methods,
we focus on the investigation of struc-
tural and magnetic order, fluctuations
and excitations in complex or nano-
structured magnetic systems and highly
correlated electron systems. Our
research is directed at obtaining a 
microscopic atomic understanding
based on fundamental interaction
mechanisms. The aim is to relate this
microscopic information to macroscopic 
physical properties. To achieve this
ambitious goal, we employ the most
advanced synchrotron X-ray and neu-
tron scattering methods and place great
emphasis on the complementary use of
these two probes. Some of our efforts
are devoted to dedicated sample prepa-
ration and characterization from thin
films and multilayers via nano-pat-
terned structures to single crystals for 
a wide range of materials from metals
to oxides.
A significant part of our activity is
devoted to the development of novel
scattering techniques and the construc-
tion and continuous improvement of
instruments at large facilities in the
framework of the Jülich Centre for
Neutron Science JCNS and the Jülich
Competence Centre for Synchrotron
Science JCCSS.
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The Institute for Neutron Scattering is
concerned with neutron research plac-
ing major emphasis on soft condensed
matter, i.e. materials that react strongly
to weak forces. Neutron scattering is a
valuable tool for these systems because
it reveals structure and dynamics of Soft
Matter on the relevant length- and
timescales.
A major part of the Soft Matter studies
is done on polymers. Apart from their
structure, we are interested in the
dynamics of polymers in melts and 
solutions (e.g. gels, rubbery networks,
aggregates). These polymers often 
have a complex architecture (copoly-
mers, star-polymers etc.) to tailor them
for industrial applications. Another field
of interest are complex liquids such 
as microemulsions or colloid systems.
Finally, biological materials (e.g. pro-
teins) are studied concerning their
structure and dynamics.
IFF-5: Neutron Scattering
The institute has modern chemical labo-
ratories for the synthesis, characterisa-
tion, and modification of Soft Matter.
In order to complement neutron scat-
tering experiments several ancillary
techniques are used in the institute:
rheology, light scattering, calorimetry,
x-ray scattering, impedance spectro-
scopy, and computer simulation.
The Institute for Neutron Scattering is
partner in the Jülich Centre for Neutron
Science JCNS. In this position it operates
several neutron scattering instruments
at the research reactor FRM II in Munich,
at the Institut Laue-Langevin in Gre-
noble, and at the Spallation Neutron
Source in Oak Ridge, USA. These instru-
ments are available to guest researchers
on request. Another focus of research is
the development of neutron instrumen-
tation for research reactors and future
spallation sources worldwide.
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IFF-6: Electronic Materials
The Institute of Electronic Materials
focuses on the physics and chemistry 
of electronic oxides and organic mole-
cules, which are promising for potential
memory, logic, and sensor functions.
Our research aims at the fundamental
understanding of nanoelectronic func-
tions based on ferroelectricity, piezo-
electricity, space charge effects, and
electrochemical redox processes and 
at the elucidation of their potential for
future device application. 
In particular, true non-volatility and
extended scaling represent the two
major issues of Random Access Memo-
ries (RAM) dealt with in our 
institute. In the area of charge-based
RAM, our research focuses on the scala-
bility of ferroelectric RAM with respect
to the vertical and lateral scaling limits.
In addition, the impact of interfaces in
epitaxial ferroelectric and superpara-
electric thin films on the polar proper-
ties is investigated. In the area of resist-
ance-based RAMs, we aim at the classi-
fication, the elucidation, and the subse-
quent exploitation of redox-based hys-
teretic switching phenomena. Other
resistance switching phenomena such 
as the phase-change mechanism and
potential tunneling-based effects are
studied for comparison. Our research 
in technology aims at the deposition 
of ultrathin oxide films on 3D-struc-
tured surfaces by e. g. atomic layer 
deposition (ALD) and template growth
techniques of nanostructures.
For execution these studies, our insti-
tute provides a broad spectrum of 
facilities reaching from dedicated mate-
rial synthesis, atomically controlled film
deposition methods, molecular self-
assembly routes, and integration tech-
nologies, to the characterisation of
processes, structures, and electronic
properties with atomic resolution.
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The Soft Condensed Matter group
investigates the chemistry and physics
of colloidal systems. Colloidal systems
can be regarded as solutions of very
large molecules which exhibit phase
transitions and show non-equilibrium
phenomena that are also found for sim-
ple molecular systems. Due to the slow
dynamics of colloids and the tuneable
interactions between the colloidal parti-
cles, however, there are many transi-
tions and non-equilibrium phenomena
that do not occur in simple molecular
systems, like gellation and shear-band
formation. The aim is to understand
structure, dynamics and non-equilibri-
um phenomena on a microscopic basis
with an open eye for possible techno-
logical applications. 
IFF-7: Soft Condensed Matter
The main topics that are studied
include, 
• the phase behaviour, pattern 
formation, phase separation 
kinetics and dynamics of suspen-
sions of spherical and rod-like 
colloids under shear flow, 
• mass transport induced by 
temperature gradients, 
• dynamics and micro-structural 
properties of colloidal systems 
near walls and interfaces, 
• the effects of pressure on inter-
actions, the location of phase 
transition lines and gellation 
transitions and the dynamics of 
colloids and polymers, 
• response of colloids to external 
electric fields, 
• the equilibrium phase behaviour 
of mixtures of colloids and poly-
mer-like systems, 
• dynamics of various types of 
colloidal systems in equilibrium, 
and 
• the synthesis of new colloidal model 
particles, with specific surface prop
erties, interaction potentials and 
particle geometries. 
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IFF-8: Microstructure Research
The Institute “Microstructure Research“
focuses on the atomic and microstruc-
tural understanding of crystalline mate-
rial properties with a special emphasis
on electroceramics, metal alloys, nano-
structured semiconductors and oxide
superconductors. In some of these
fields, the competence covers the whole
range from basic research to the devel-
opment and preparation of prefabri-
cated technical devices. In other fields,
access to novel material classes and
intricate problems is provided by quali-
fied collaborations. Current research
programmes, performed either exclu-
sively at the institute or in the frame-
work of international cooperations,
range from pure material preparation
carried out hand in hand with all-
embracing electron microscopic analyses
to the design of electronic circuits and
the development of advanced structural
analysis techniques.
Over and above these general physics
and technology-related projects, as a
globally established organization, the
institute continuously focuses and com-
plements special competence in the
field of advanced transmission electron
microscopy techniques accompanied by
the development of novel investigation
methods. For these purposes, the insti-
tute operates and maintains the Ernst
Ruska-Centre for Microscopy and Spec-
troscopy with Electrons (ER-C), which, 
as a supraregional user facility, benefits
from the unique scientific expertise in
the field of transmission electron micro-
scopy, which is being continuously
extended at the institute.
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At the Institute “Electronic Properties“
we explore the multifaceted interrela-
tions between the electronic structure
and the physical properties of matter.
Our current research focus lies on mag-
netism, magnetic phenomena, and their
exploitation in nanoscience and infor-
mation technology. Systems of interest
range from ultrathin films and thin film
layer stacks through quantum wires and
dots to clusters and molecules.
Magnetism displays a complicated inter-
play of competing interactions taking
place on different length, energy, and
time scales. We are particularly interested
in the influence of the reduced dimen-
sionality and the formation of quantum
effects in nanoscale magnetic structures.
The crosslinks between electronic struc-
ture and magnetism are addressed by 
a variety of spin-resolving spectroscopic
techniques, such as spin-polarized photo-
emission and x-ray magnetooptics. These
studies are carried out at dedicated
beamlines at the synchrotron radiation
facilities BESSY and DELTA.
The second line of research addresses
the response of magnetic systems on
IFF-9: Electronic Properties
short (magnetodynamics) and ultrashort
timescales (spin dynamics). The magne-
todynamics is experimentally accessed
by pump-probe schemes and interpret-
ed via micromagnetic simulations. Laser-
based techniques provide high time-res-
olution, whereas time-resolved photo-
emission microscopy combines high
lateral resolution with large magnetic
sensitivity and element selectivity. In 
the realm of spin dynamics, we study
energy and angular momentum transfer
processes between the electron, spin,
and lattice subsystems. Such experi-
ments are performed by femtosecond
pump-probe methods.
The third topic in the IFF-9 is Spin-
tronics, i.e. the physics of spin-depend-
ent transport processes. Resting on a
long-standing experience with magne-
toresistive phenomena, the current
studies focus on the fundamental phy-
sics of spin transfer phenomena. This
includes the development of new mag-
netic material systems and nanoscale
devices. Particular emphasis lies on the
exploration of smart magnetic switch-
ing alternatives involving spin-polarized
electrical currents and photons.
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Supercomputers make virtual experiments in an otherwise unattainable precision possible and also facilitate the
examination of theoretical models that cannot otherwise be tested. Supercomputers have long been the third pillar
of research – alongside theory and experiment. Researchers at IFF use some of the worlds fastest Supercomputers at
the Jülich Supercomputing Centre for their research and, at the same time, drive technological developments.
HGF Research Programme
Condensed Matter Physics
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Research in Condensed Matter is con-
cerned with the complex interplay of
the myriads of atoms in a solid or a 
liquid. Research in this field can thus 
be understood as the exploration of the
„third infinity“, being on equal footing
with the exploration of the very small
scales of elementary particle physics 
and the very large scales of astro-
physics. The conceptual framework 
of quantum physics and statistical
physics forms the basis for our under-
standing of Condensed Matter. The
cooperation of the electrons and atoms
within a many-body system is responsi-
ble for the different properties of the
substances and determines why they
are solid, fluid or gaseous, soft or 
hard, transparent or opaque, magnetic,
metallic or even superconducting.
Extreme length and time scales give 
rise to the characteristic complexity 
of Condensed Matter, ranging from
subatomic sizes up to macroscopic
measures, from electronic reaction
times in the femtosecond range up 
to geological periods. 
Our activities focus, in particular, on
multi-scale phenomena in solid state
and liquid phases and are organized 
in three topics: 
• Electronic and Magnetic Phenomena, 
• From Matter to Materials, and 
• Soft Matter and Biophysics. 
The studies in the first topic encompass
electronic and magnetic quantum states
and their properties. This includes prob-
lems in highly-correlated materials,
superconductivity, magnetism in low
dimensions and on short time scales.
The second topic deals with phase 
transitions and transport processes,
glass-like states, and complex metallic
alloys, and finally structure formation
and self-organization. In the third topic,
structure formation and self-organiza-
tion, mesoscopic dynamics and driven
systems, as well as biology-inspired
physics are addressed. The spectrum 
of the materials investigated covers a
wide range from metals, semiconduc-
tors and ceramics, through macromolec-
ular systems up to biological systems
and cells. For this purpose, a broad
portfolio of theoretical and experimen-
tal techniques is utilized, which are 
constantly improved and progressed.
The experimental emphasis lies on 
neutron scattering, synchrotron-radia-
tion methods and ultrahigh resolution
electron microscopy, whereas the theo-
retical treatments range from quantum
theory to statistical physics and involve
both analytical and numerical proce-
dures.
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Commensurate and Incommensurate
Charge Order in Fe2OBO3
R. P. Hermann1,2 , W. Schweika1 , M. Angst3
1 IFF-4: Scattering Methods
2 Department of Physics, Université de Liège, Belgium
3 Materials Science and Technology Division, Oak Ridge National Laboratory, USA
Charge ordering is the localization in an ordered
pattern of charge carriers on ions with different
valences. This type of ordering phenomenon is
of timely interest because it is related to colos-
sal magnetoresistance, high-Tc superconductiv-
ity, and ferroelectricity. Charge order is further
analogous to the idealized concept of Wigner
crystallization, outlined in one of the earliest pa-
pers in correlated electron physics[1]. In real ma-
terials, however, perfect charge order with inte-
ger valence states is only approximated, because
the bonding is not 100% ionic. The adequacy
of ionic charge order for transition metal oxides
is not clear, in particular for the classical exam-
ple, Fe3O4, magnetite, in which the valence dif-
ference is less than one half electron. For such
non-integer valence separation, a charge den-
sity wave scenario is usually invoked. We have
shown that Fe2OBO3 exhibits charge order with
integer valence states[2]. Surprisingly, in an in-
termediate phase, geometrical frustration leads
to the coexistence of incommensurate charge or-
der and integer valence order[3].
Charge ordering is the ability of electrons to localize
periodically on the underlying ion lattice as a function
of an external effect, such as temperature, pressure
or an applied field. Materials that possibly can exhibit
charge ordering usually exhibit an electron balance
that is such that one cation must accommodate two
different valence state. For example, in Fe2OBO3,
two Fe cations must share a formal charge of 5+.
This requires either a sharing of one electron and a
formal Fe2.5+ state or a charge separated state with
both Fe2+ and Fe3+. Based on Mössbauer spec-
tral measurements on polycrystalline Fe2OBO3, At-
tfield has proposed[4] that such a valence separa-
tion occurs upon cooling through an accompanying
structural transition at 317 K. However, the degree
of charge separation was not quantified and no su-
perstructure reflections indicating actual charge or-
dering had been detected. Resistivity and thermal
analysis measurements of the first single crystals of
pure Fe2OBO3 that were grown indicate two sharp
transitions at 340 and 280 K, upon cooling[3], instead
of the broad transition observed by Attfield[4]. In or-
der to elucidate the nature of the three phases delin-
eated by these transitions, single crystal structure re-
finement, synchrotron radiation scattering and Möss-
bauer spectral measurements were performed.
FIG. 1: (a) Fe2OBO3 crystal structure at 355 K. The struc-
ture consists of edge sharing ribbons of four octahedrally
oxygen coordinated Fe, with the ribbon length in a. Fe oc-
cupies two distinct sites on the ribbon outside, Fe1 on I and
IV, and inside, Fe2 on II and III. (b) Charge order configura-
tion inside one ribbon. Black and white dots denote Fe2+
and Fe3+, respectively. The doubly degenerate diagonal
order has the lowest energy, other configurations, such as
zig-zag (c), have only slightly larger energy (see text).
The crystal structure of Fe2OBO3, Fig. 1a, is of the
Warwickite type. The unit cell is orthorhombic above
350 K, has a small monoclinic distortion below 340 K,
and distorts more below 280 K. The single crystal re-
finement reveals that the oxygen positions shift sig-
nificantly between 350 K and 100 K. A detailed bond-
valence-sum analysis of the Fe-O bond length re-
veals that the amplitude of the valence separation is
1 electron[2]. The same conclusion is reached by
the analysis of the isomer shift obtained by Möss-
bauer spectral measurements, see Fig. 2. Both the
single crystal diffraction and the synchrotron radia-
tion scattering measurements reveal superstructure
reflections at (h+0.5,k,l), see Fig. 3a, below 280 K.
The charge order pattern in the ground state is diag-
onal, see Fig. 1b. This pattern minimizes the elec-
trostatic energy. Indeed, the near neighbor chains,
I and II, for example, are shifted by a/2 and thus do
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have no net electrostatic interaction. In contrast, the
next near neighbor chains, I and III, for example, can
be either anti-phase, Fig. 1b, or in phase, Fig. 1c,
the latter configuration having larger energy.
FIG. 2: Mössbauer spectra of Fe2OBO3. Below 270 K,
Fe2+, with the large splitting, and Fe3+ doublets, with the
small splitting, are observed on the I,IV and on the II,III site.
Above 350 K, slow valence relaxation that averages the hy-
perfine parameters, occurs and at 325 K a mixture of relax-
ing and non-relaxing components is observed.
Surprisingly, between 280 and 345 K, we have ob-
served that the charge order superstructure peaks
split, corresponding to an incommensurate propaga-
tion vector (1/2,0,τ ), see Fig. 3b. In order to de-
termine whether the order is truly incommensurate
or obeys a devil’s staircase scenario, we have com-
pleted the data with high energy scattering, that re-
veals a continuous change of τ , see Fig. 3c. The
existence of these three phases, commensurately
ordered, incommensurately ordered and disordered
is consistent with the Mössbauer spectral measure-
ments that reveal a static spectra in the commen-
surate phase, relaxation spectra in the charge dis-
ordered phase, and a phase mixing in the intermedi-
ate region. Both the incommensurate structure and
the phase mixing can be understood by the exis-
tence of coherently arranged charge order domains
with diagonal order, separated by phase boundaries
in which electron hopping is possible. Within these
phase boundaries, the charge order must be of non-
diagonal type, e.g. zig-zag. An examination of the
four charge order configurations shown in Fig. 1b
and 1c reveals that the double degeneracy of near
neighboring chain configuration arises from a first
level of geometrical frustration related to the a/2 shift
of near-neighboring chains and more generally of the
shift of a/2 all (I,III) chains with respect to the (II,IV)
chains. The net interaction between these groups of
chains is zero and thus discussion can be restricted
to one of these sublattices, for example (I,III).
FIG. 3: Superstructure reflections obtained by synchrotron
radiation scattering at MuCAT, APS. a) (1/2,k,l) superstruc-
ture reflection at 100 K. b) Temperature dependence of the
scattering at (3/2,3,l) with 7.1 keV radiation at 6-ID-B and (c)
of the integrated intensity at (3/2,0,l) obtained with 96 keV
radiation at the 6-ID-D JCCSS sidestation.
Minimization of electrostatic energy requires that
chains I and III be anti-phase. This is possible in-
side one ribbon, however inside the full crystal a sec-
ond level of frustration arises, see triangle (I,I,III) in
Fig. 1a. This second level of geometrical frustra-
tion reduces the energy difference between the zig-
zag and diagonal configuration, Fig. 1b and 1c, and
the close proximity in energy, confirmed by electronic
structure calculations, permits the appearance of co-
herently arranged phase boundaries that are mobile
owing to the electron hopping[3]. It should be noted
that the Mössbauer spectrum at 325 K indicates that
within the domains delineated by the phase bound-
aries integer valence charge order is likely retained.
In conclusion we have observed in Fe2OBO3 the first
example of integer valence charge ordering and to
date the best realization of Wigner crystallization in
transition metal oxides. We also found that geo-
metrical frustration leads an incommensurate struc-
ture in a temperature range intermediate between the
charge disordered and charge ordered state. Quite
surprisingly this incommensurate structure is not re-
lated to a charge density wave but to the coherent ar-
rangement of phase boundaries. This observation is
reminiscent of nanoscale stripes in manganites and
cuprates, but in Fe2OBO3 they exhibit long range or-
der.
[1] E. Wigner, Phys. Rev. 46, 1002 (1934).
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Orbital Fluctuations in the Different
Phases of LaVO3 and YVO3
E. Pavarini1,2 , M. De Raychaudhury3 , O.K. Andersen4
1 IFF-1: Quantum Theory of Materials
2 IFF-3: Theory of Structure Formation
3 S.N. Bose National Centre for Basic Sciences, Kolkata 700098, India
4 Max-Planck-Institut für Festkörperforschung, Heisenbergstrasse 1, D-70569 Stuttgart, Germany
We investigate the importance of quantum or-
bital fluctuations in the orthorhombic and mon-
oclinic phases of the Mott insulators LaVO3 and
YVO3. We show that in LaVO3 quantum fluctua-
tions remain surprising strong in the orthorhom-
bic phase, but they are completely suppressed
in the monoclinic 140K phase. In YVO3 the
suppression happens already at 300K. We show
that Jahn-Teller and GdFeO3-type distortions are
both crucial in determining the type of orbital and
magnetic order in the low temperature phases.
The Mott insulating t22g perovskites LaVO3 and YVO3
exhibit an unusual series of structural and magnetic
phase transitions (Fig. 1) with temperature-induced
magnetization reversal phenomena [1] and other ex-
otic properties [2]. While it is now recognized that
the V- t2g orbital degrees of freedom and the strong
Coulomb repulsion are the key ingredients, it is still
controversial whether classical (orbital order) [1, 3]
or quantum (orbital fluctuations) [2, 4] effects are re-
sponsible for the rich physics of these vanadates.
At 300K, LaVO3 and YVO3 are orthorhombic param-
agnetic Mott insulators. Their structure (Fig. 2) can be
derived from the cubic perovskite AVO3, with A=La,Y,
by tilting the VO6 octahedra in alternating directions
around the b-axis and rotating them around the c-
axis. This GdFeO3-type distortion is driven by AO
covalency which pulls a given O atom closer to one of
its four nearest A-neighbors [5]. Since the Y4d level
is closer to the O2p level than the La 5d level, the
AO covalency increases when going from LaVO3 to
YVO3; hence, the GdFeO3-type distortion increases.
These 300K, structures are similar to those of the t12g
La and Y titanates [5].
The t22g vanadates, however, have a much richer
phase diagram than the t12g titanates. At, respec-
tively, 140K and 200K, LaVO3 and YVO3 transform
to a monoclinic structure in which c is turned slightly
around a whereby the two subcells along c, re-
lated by a horizontal mirror plane in the orthorhom-
bic structure, become independent (Fig. 2). Most im-
portant: a sizable (3-4%) Jahn-Teller (JT) elongation
of a VO bond, that along y in cells 1 and 4, and
along x in cells 3 and 2, deforms the VO6 octahe-
dra. At about 140K in LaVO3 and 116K in YVO3, an-
tiferromagnetic (AFM) C-type order develops (ferro-
magnetic stacking of AFM ab-layers). At 77K, YVO3
FIG. 1: Temperature-dependent structural and magnetic
phases of LaVO3 and YVO3. The lines show LDA+DMFT
(quantum Monte Carlo ) results for the occupations, n, of
the three t2g crystal-field orbitals, 1, 2, and 3. Black lines:
orthorhombic phases. Green and blue lines: monoclinic,
sites 1 and 3 (see Fig. 2). For each structure we calculated
the occupations down the temperature at which the orbital
polarizations are essentially complete (T ∼ 200 K) and then
extrapolated in a standard way to T = 0 K.
recovers the orthorhombic structure and the mag-
netic order changes from C- to G-type (3D-AFM),
while the long VO bond becomes that along x in cells
1 and 3, and along y in 2 and 4.
It has been suggested [1] that these phase transitions
are driven by the changes in a static orbital order
(OO) following the observed pattern of JT-distortions.
According to this JT-OO model, which assumes that
the crystal-field (CF) is due to the oxygen octahe-
dra, the t2g orbital which is most antibonding with the
O2p orbitals, i.e. |sz〉 where s is the direction of the
short in-plane VO bond, is empty ; the other two t2g
orbitals, due to Hund’s rule coupling, are singly oc-
cupied. This OO is C-type in the orthorhombic struc-
ture and G-type in the monoclinic structure. Later,
this JT-OO model was challenged by a theory which
assumes that the two highest orbitals, |xz〉 and |yz〉 ,
are basically degenerate so that orbital fluctuations
play a key role [2, 4]. Recently, ab initio LDA+U [3]
calculations gave support to the JT-OO model.
In order to clarify this issue, we perform [6] electronic
structure calculations based on the LDA+DMFT
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FIG. 2: Primitive cell containing four ABO3 units. A-
ions are orange, B-ions are at the centers of yellow O-
octahedra. In terms of the primitive translation vectors, a,
b, and c the global x, y, and z axes, directed approximately
along the BO bonds, are: x = a/(2 + 2α) + b/(2 + 2β)
y=−a/(2 + 2α)+b/(2 + 2β) and z =(c− c ·b)/(2 + 2γ).
Here, α, β, and γ are small and |x| = |y| = |z| =3.92Å
(3.82Å) for LaVO3 (YVO3). The B-containing bc-plane glide-
mirrors (with translation (b−a) /2) unit 1 in 2 and 3 in 4, and
exchanges the local, B-centered x and y coordinates. In
the orthorhombic Pbnm structure (but not in the monoclinic
P21/a structure), the A-containing ab-plane mirrors unit 1
in 3 and 2 in 4. The empty crystal-field orbitals |3〉i of the
monoclinic phase were put on sites i=1, 2, 3, 4. Red (blue)
indicate positive (negative) lobes.
method [7], fully accounting for the orbital degrees of
freedom [5]. First, using the downfolding technique
based on the N th-order muffin-tin-orbital method,
we construct ab-initio a basis of localized t2g Wan-
nier functions and the corresponding LDA Hamilto-
nian, HLDA. The many-body Hamiltonian is then a
material-specific t2g Hubbard model, HˆLDA + Uˆ ; we
solve it in dynamical mean-field theory (DMFT) [8],
using Hirsch-Fye quantum Monte Carlo as impurity
solver and working with the full self-energy matrix.
This scheme was introduced Refs. [5].
Remarkably, we found that in the orthorhombic 300K
phase the CF orbitals are basically identical to those
of the t12g titanates, but the CF splittings are half the
values in the titanates. This happens because the CF
orbitals are essentially determined by the GdFeO3-
type distortion via the A-ligand field, specifically the
AB and AOB covalency. Since V is on the right of Ti in
the periodic table, the V 3d level is closer to the O2p
and further from the A d level that the Ti 3d; thus in the
vanadates the sensitivity of the B t2g Wannier func-
tions to GdFeO3-type distortions decreases, while
the sensitivity to JT increases. Hence, the CF split-
ting are smaller in the vandates while the CF orbitals
are identical to those of the titanates. Concerning the
spectral function, we found a Mott gap ∼ 1 eV for
LaVO3, and ∼ 1.2 eV for YVO3, and Hubbard bands
centered around −1.5 eV and 2.5 eV for LaVO3 and
around −1.5 eV and 3 eV for YVO3. These results
are in good accord with photoemission [9].
What about orbital fluctuations? As Fig. 1 shows
for LaVO3 orbital fluctuations remain surprisingly siz-
able down to room temperature. Due to the stronger
cation covalency in YVO3, the Coulomb repulsion
causes substantial orbital polarization already at
800K. Thus, YVO3 is orbitally ordered well above
the magnetic phase transition. In the paramagnetic
phase, since, at site 1, |xz〉 is basically empty, the
OO happens to agree with the prediction of the JT-
OO model, even though the CF is caused mainly by
the GdFeO3-type distortion.
In the low temperature JT-distorted phases orbital
fluctuations turned out to be completely suppressed
for both systems. This is because the temperature
decreases, favoring OO, and, for LaVO3, the CF split-
tings substantially increases mainly due to the larger
JT distortions. Remarkably, for LaVO3 we find that
the occupied CF orbitals depend crucially not only on
the Jahn-Teller but also on the GdFeO3-type distor-
tions and that the OO is not of G-type, but is inter-
mediate between C- and G-type. For YVO3, on all
sites in the monoclinic structure the empty orbital is
almost the same as in the orthorhombic 300K phase
so OO does not follow the JT distortions but is almost
C-type. In the orthorhombic 77K phase, the empty
orbital at site 1 only roughly equals |xz〉 .
In conclusion, we find [6] that the orthorhombic
LaVO3 is one of the few Mott insulators which exhibits
large quantum effects at room temperature. In the
low temperature phases, orbital fluctuations are neg-
ligible for both vanadates. This supports the view that
the magnetic structures of the vanadates can be ex-
plained by orbital-order. Recent LDA+U [3] calcula-
tions agree with this, but previous literature ascribed
OO mainly to JT-distortions. In contrast, we proved
that both the JT and the GdFeO3-type distortions are
crucial for the CF orbitals and their hopping integrals,
and thus for the type of orbital and magnetic order.
The effects of the GdFeO-type distortions are weaker
and those of JT stronger than in t12g titanates; their
interplay is responsible for the rich phase diagram of
the vanadates.
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Quantum Phase Transition in the
Two-Band Hubbard Model
T. A. Costi1 , A. Liebsch2
1 IFF-3: Theory of Structure Formation
2 IFF-1: Quantum Theory of Materials
The interaction between itinerant and Mott local-
ized electronic states in strongly correlated mate-
rials is studied within dynamical mean field the-
ory in combination with the numerical renormal-
ization group method. A novel nonmagnetic zero
temperature quantum phase transition is found
in the bad-metallic orbital-selective Mott phase of
the two-band Hubbard model, for values of the
Hund’s exchange which are relevant to typical
transition metal oxides.
The nature of the metal insulator transition in multi-
component systems, with competing energy scales
associated with differing bandwidths and Coulomb
and exchange interactions, is currently of great in-
terest [1]. For instance, in transition metal ox-
ides such as Ca2−xSrxRuO4 or manganites (e.g.
La1−xSrxMnO3), the Coulomb interaction between
weakly and strongly correlated subbands can give
rise to complex phase changes as a function of tem-
perature, pressure, or impurity concentration. An in-
teresting aspect of such systems is the coexistence
of itinerant wide band electrons with partially or com-
pletely localized narrow band electrons. This gives
rise to bad-metallic behavior as observed, for exam-
ple, in the resistivity of the paramagnetic phases of
VO2 [2] and Ca2−xSrxRuO4 at x = 0.2 [3]. Even in
standard Mott insulators such as V2O3 and LaTiO3,
the presence of inequivalent orbitals leads to strong
orbital polarization where in the vicinity of the tran-
sition nearly localized electrons coexist with weakly
itinerant bands [4, 5, 6].
A simple model which captures some of the essential
physics occurring in the systems mentioned above
is the two-band Hubbard model consisting of narrow
and wide subbands, coupled via local Coulomb en-
ergy U and Hund’s exchange J [7, 8]. As a result of
the various energy scales contained in this model, its
phase diagram turns out to be remarkably rich, with
differing bandwidths and a finite Hund’s exchange
stabilizing an orbital-selective Mott phase, in which
the wide band itinerant electrons coexist with local-
ized spins arising from Mott localization of the narrow
band electrons.
In the present work [9] we identify the character of the
wide band transition from the orbital-selective Mott
phase to the insulating phase. We use DMFT [10]
in combination with the numerical renormalization
group (NRG) method [11, 12].
We consider an effective low-energy model specific
for the orbital-selective Mott phase [13], in which the
electrons in the narrow band of the original two-band
Hubbard model have undergone Mott localization so
their low-energy degrees of freedom are represented
by localized spins. These couple to the itinerant wide
band electrons via a Hund’s exchange. The resulting
model is the ferromagnetic Kondo lattice model with
interactions in the band,
Hfkl = −
X
ijσ
tijc
†
iσcjσ + U
X
i
ni↑ni↓
−
X
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ˆ
2J Szi s
z
i + 2J
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−
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˜
(1)
where szi and s
±
i are the z-component and rais-
ing/lowering operators, respectively, for electrons in
the wide band at site i and Szi and S
±
i are the cor-
responding operators for the localized spin at site i.
The anisotropy of the Hund’s exchange is measured
by J ′/J ≤ 1. The DMFT-NRG calculations have been
carried out for fixed values of J/U and increasing
values of U/D, as we consider the situation where
correlations are tuned by reducing the bandwidth D
whereas the ratio J/U is material dependent, be-
ing, for example, larger than unity for manganites and
smaller than unity for most transition metal oxides.
The behavior of the effective conduction electron
magnetic moment, 〈s2z〉, as a function of increas-
ing/decreasing U through the metal-insulator transi-
tion is shown in Fig. 1 for several fixed values of
J/U . One sees that for J/U > jc ≈ 0.1 hysteresis
is absent indicating a continuous transition, while for
smaller J/U first-order behavior is found. The inset
to Fig. 1 shows the T = 0 phase diagram for the wide
band metal-insulator transition. The critical Coulomb
interaction for the Mott transition is seen to decrease
monotonically with increasing J/U .
Let us now look closer at the continuous quantum
phase transition for J/U > jc. Fig. 2(a) shows the
evolution of the spectral density as a function of U
for fixed J/U = 1/4, a value typical for transition
metal oxides. At small U , the density of states at
the Fermi level, EF = 0, satisfies the pinning con-
dition, A(0) = 2/π, approximately. Near U ≈ 1 the
spectrum begins to exhibit a pseudogap which gets
progressively deeper with increasing U . The charac-
teristic scale for this pseudogap is J . At Uc = 1.183
this pseudogap becomes a soft gap before a full in-
sulating gap opens at U > Uc. In the bad-metallic
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FIG. 1: Effective magnetic moment 〈s2z〉 per site of the con-
duction electrons for several values of J/U , J ′ = 0 as a
function of U . Solid (dashed) lines: increasing (decreasing)
values of U . For 0 < J/U < 0.1 the Mott transition is of
first order with hysteresis in a region Uc1 < U < Uc2. For
J/U > 0.1 the transition becomes a continuous quantum
phase transition. Inset: T = 0 phase diagram and depen-
dence of Uc1,2 on J/U . OSMP denotes the orbital-selective
Mott phase. X denotes the critical point J/U = jc ≈ 0.1,
U = uc ≈ 1.6 where the Mott transition changes from first
to second order.
FIG. 2: Upper panel: Spectral density of wide band for sev-
eral values of U , for J = U/4, J ′ = 0. The Mott transition
occurs at Uc = 1.183 and is continuous. Inset: imaginary
part of the self-energy for U < Uc, indicating a bad metal.
Lower panel: Low-frequency region of spectral density A(ω)
for J = U/4, J ′ = 0 at Uc = 1.183 (red solid line; logarith-
mic plot left inset); the analogous spectrum for the exactly
solvable model at Jc = 2, U = 0, is shown by the dashed
line. Right inset: A(0) as a function of U .
region below the Mott transition, the electronic life-
time τ(ω = 0) ∼ −1/Im[Σ(ω = 0)] is finite (see inset
to Fig. 2(a)) and vanishes at U = Uc. Because of
the presence of the pseudogap the spectra exhibit a
characteristic four-peaked structure, with low-energy
features limiting the gap and high-energy peaks as-
sociated with Hubbard bands.
We have analysed the low-frequency behavior of the
spectral density at the quantum phase transition in
the region J/U > jc and find A(ω) ∼ |ω|δ with
δ = 1/3, as shown in Fig. 2(b). Moreover, A(0) ∼
|U − Uc|1/2 for U → U−c . Remarkably, this behav-
ior coincides with the one obtained for the contin-
uous Mott transition in the exactly solvable model
J/U → ∞ with U → 0 on increasing J . Solving
the DMFT equations for this model we find a band-
splitting transition at Jc = 2 with A(ω) ∼ |ω|1/3 and
A(0) ∼ |J − Jc|1/2 for J → J−c . This suggests
that the low-frequency excitations in the whole region
J/U > jc are governed by the Ising Hund’s exchange
and that the paramagnetic metal insulator transition
belongs to the same universality class as the band-
splitting transition in the model with U = 0 on increas-
ing J .
In summary, we have studied the metal insulator tran-
sition in the two-band Hubbard model with bands of
different widths and for Ising Hund’s exchange, argu-
ing that the results for the metal insulator transition in
the wide band apply for all anisotropies J ′ < J [9].
The results reveal a continuous quantum phase tran-
sition for J/U > 0.1, i.e., in the region relevant for
many transition metal oxide materials. Close inspec-
tion of the critical properties of this transition show
that they coincide with the ones of the band-splitting
transition in the model with U = 0 and variable J .
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Effect of Orbital Degrees of Freedom on
the Doping-Driven Mott Transition in
La1−xSrxTiO3
A. Liebsch
IFF-1: Quantum Theory of Materials
The insulator to metal transition in LaTiO3 in-
duced by La substitution via Sr is studied
within multi-band exact diagonalization dynami-
cal mean field theory at finite temperatures. It
is shown that weak hole doping triggers a large
interorbital charge transfer, with simultaneous
electron and hole doping of t2g subbands. The
transition is first-order and exhibits phase sep-
aration between insulator and metal. In the
metallic phase, subband compressibilities be-
come very large and have opposite signs. Elec-
tron doping gives rise to an interorbital charge
flow in the same direction as hole doping. These
results can be understood in terms of a strong
orbital depolarization.
The remarkable sensitivity of the electronic and mag-
netic properties of transition metal oxides to small
changes of parameters such as temperature, pres-
sure, or impurity concentration has attracted wide at-
tention during recent years. A phenomenon of par-
ticular interest is the filling-controlled metal insulator
transition in the vicinity of integer occupancies of par-
tially filled valence bands. For instance, LaTiO3 is
known to be a Mott insulator which becomes metallic
if La is replaced by a few percent of Sr ions. Similarly,
Ca2RuO4 is a Mott insulator which becomes metallic
if Ca is substituted by small amounts of Sr.
The doping driven Mott transition has been investi-
gated so far only within single-band models [1] or
multi-band models based on identical subbands [2].
On the other hand, it has recently been demonstrated
that orbital degrees of freedom play a crucial role
in the Mott transition of materials consisting of non-
equivalent partially occupied subbands. Examples
are LaTiO3, V2O3 and Ca2RuO4 [3, 4, 5]. In view
of the nearly complete orbital polarization of the Mott
phase in these materials it is evidently necessary to
go beyond single-band models or multi-band models
for identical subbands to describe the effect of dop-
ing.
In the present work [6] we investigate the destruc-
tion of the Mott phase of LaTiO3 due to replacement
of small amounts of La by Sr. Whereas in models
based on equivalent subbands doping naturally mod-
ifies all subbands in the same way, the interplay be-
tween orbital and charge degrees of freedom yields
a very different picture: The addition of only a few
percent of holes to the t2g bands triggers a substan-
tially larger interorbital charge rearrangement, with a
strong flow of electrons from the nearly half-filled sub-
band towards the nearly empty ones. In other words,
weak “external” hole doping of the t2g bands causes
a much larger “internal” simultaneous electron and
hole doping of different subbands. Thus, the density-
driven insulator to metal transition in La1−xSrxTiO3 is
accompanied by a significant reduction of orbital po-
larization. Similar depolarization effects can be ex-
pected to occur in other multi-band transition metal
oxides.
FIG. 1: (Color online) Upper panel: density of states com-
ponents of LaTiO3 [3]. Lower panel: ag , e′g subband oc-
cupancies (per spin band) of La1−xSrxTiO3 as functions of
Coulomb energy, calculated within ED/DMFT [6]
To account for local Coulomb interactions among the
Ti 3d electrons we use finite temperature dynami-
cal mean field theory (DMFT) combined with multi-
band exact diagonalization (ED) [7, 5, 8]. The or-
thorhombic lattice of LaTiO3 gives rise to a crystal
field splitting between the ag and e′g density of states
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components, as shown in the upper panel of Fig. 1.
Coulomb correlations enhance the orbital polariza-
tion resulting from this crystal field, as indicated in the
lower panel. Interestingly, integer and non-integer oc-
cupancies reveal qualitatively different behavior. For
n = 1, Coulomb interactions gradually suppress or-
bital fluctuations up to U ≈ 4.5 eV. In the subse-
quent narrow range up to U ≈ 5 eV, the ag band
is rapidly becoming nearly half-filled and the two e′g
bands nearly empty, in agreement with Ref. [3].
For hole doping with n = 0.95 and 0.90, on the other
hand, the situation is rather different: Orbital polar-
ization increases smoothly with increasing Coulomb
energy, without any sign of the critical behavior that
is characteristic of the pure La compound. Evi-
dently, the rapid suppression of orbital fluctuations
near U = 5 eV is a phenomenon intimately associ-
ated with the first-order phase transition for integer
occupancy of the t2g bands. Decreasing n to 0.95, at
fixed U = 5 eV, yields a similar orbital polarization as
reducing U to about 4.6 eV, at fixed n = 1.
FIG. 2: (Color online) DMFT ag and e′g subband occu-
pancies (per spin band) of LaTiO3 as functions of chemi-
cal potential. Also shown is the average occupancy nav =
(nag + 2ne′g )/3. The arrows mark the hystereses for in-
creasing/decreasing µ. [6]
The striking feature of these results is that the charge
rearrangement among t2g orbitals is much larger than
the number of holes induced via La → Sr substitu-
tion. For instance, for x = 0.05 (n = 0.95) the total ag
occupancy (both spins) changes from near unity at
U = 5 eV to 0.64, whereas the total e′g occupancy
(four spin bands) changes from near zero to 0.31.
Thus, the internal charge transfer from ag to e′g bands
is six times larger than the external charge transfer
due to doping with Sr. Clearly, the destruction of the
Mott phase of LaTiO3 via hole doping does not pro-
ceed via approximately equal participation of all sub-
bands. Instead, weak external hole doping generates
a much larger simultaneous electron and hole doping
in different subbands.
The physical reason for this effect is the fact that the
subband charge compressibilities become extremely
large upon crossing the first-order phase boundary
between insulator and metal. This is illustrated in
Fig. 2 which shows the charge transfer among ag, e′g
bands as a function of chemical potential for U =
5 eV and J = 0.65 eV. The temperature is T ≈
20 meV. Hole doping occurs for µ < 1.5 eV, electron
doping for µ > 2.5 eV. Because of the insulating gap,
the charge compressibility κ = ∂n/∂µ vanishes in
the intermediate range. The hysteresis loops demon-
strate that the hole and electron driven Mott transi-
tions at finite T are first order. Phase separation,
where an insulating solution with n = 2nag+4ne′g = 1
coexists with a metallic solution for n = 1, is seen to
occur at both transitions. Moreover, the compress-
ibility gets very large as the upper and lower critical
values of µ at both hysteresis loops are approached.
Note that the hysteresis behavior of the ag, e′g sub-
bands is much more pronounced than that of the av-
erage t2g charge. Accordingly, the subband com-
pressibilities κi = ∂ni/∂µ have opposite signs and
their absolute values are much larger than the aver-
age t2g compressibility. Thus, small variations of the
chemical potential yield large variations in nag and
ne′g . The destruction of the n = 1 insulator is there-
fore accompanied by a sudden, large charge redistri-
bution between ag and e′g orbitals, with partial filling
of the nearly empty e′g states at the expense of the
nearly half-filled ag states. These results indicate that
the combined effect of charge and orbital degrees of
freedom leads to a non-trivial generalization of the
one-band picture close to half-filling and of the multi-
band picture based on equivalent orbitals.
In summary, we have studied the interplay of charge
and orbital degrees of freedom in the density-driven
Mott transition in La1−xSrxTiO3. The key result is
that the transition from insulator to metal induced by
weak doping is accompanied by a striking interorbital
charge rearrangement. Injection of only a few per-
cent of holes into the Ti t2g bands via doping with
Sr causes a much larger simultaneous electron and
hole doping of different subbands. Doping of the Mott
phase therefore induces a pronounced orbital depo-
larization, i.e., a strong reduction of the nearly com-
plete orbital polarization that occurs at integer occu-
pancy. Since other multi-band Mott insulators such
as V2O3 and Ca2RuO4 also exhibit orbital polariza-
tion, it is likely that doping these systems with elec-
tron or hole donors will lead to a similar enhance-
ment of orbital fluctuations as discussed here for
La1−xSrxTiO3.
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First-Principles Simulation Code Based
on Real-Space Method
T. Ono, P. Baumeister, S. Blügel
IFF-1: Quantum Theory of Materials
We develop a first-principles simulation code
based on the real-space finite-difference method.
Since the real-space method does not use fast
Fourier transforms, parallel algorithms are eas-
ily achieved, enabling high-speed calculation us-
ing a massively parallel computer like JUGENE
of Jülich supercomputer center. We can also im-
plement highly accurate calculation by combin-
ing the projector augmented-wave method. In
order to demonstrate the potential power of our
code, we present several applications for elec-
tronic structure calculations of nanostructures.
In this project, we develop a first-principles electronic-
structure and electron-transport calculation code
based on the real-space finite-difference method [1,
2, 3]. The real-space methods have desirable proper-
ties compared with the usual plane-wave and/or the
linear combination of atomic orbitals approaches: (i)
Since all of the calculations are carried out in real
space, it is easy to incorporate localized Wannier-
type orbitals, which are localized in a finite region
required for the realization of O(N) calculations,
into the algorithm. (ii) A technique utilizing a real-
space double-grid [3] is available within the real-
space finite-difference formalism, where many grid
points are put in the vicinity of nuclei, so that the in-
tegrals involving rapidly varying pseudopotentials in-
side the core regions of atoms can be calculated with
a high degree of accuracy. (iii) In order to improve the
calculation accuracy, the grid spacing should be nar-
rowed, the procedure of which is simple and definite.
Even more important is that (iv) boundary conditions
are not constrained to be periodic, e.g., combinations
of periodic and nonperiodic boundary conditions for
surfaces and wires, uneven boundary condition for
triclinic system, and twist boundary conditions for he-
lical nanotubes are applicable.
Figure 1 depicts the scaling behavior of the compu-
tation time of the our real-space code for the mod-
els consisting of 96 atoms and 1000 atoms on JUBL
of Jülich supercomputer center. In both the cases,
our real-space code exhibits good parallelization be-
havior on massively parallel computers. We then ex-
plore the atomic configuration of the peapod where
a C180 is encapsulated by a (20,0) carbon nanotube.
The computational model which consists of 500 car-
bon atoms per supercell is illustrated in Fig. 2. By
executing the first-principles structural optimization,
FIG. 1: Scaling behavior of computation time per one iter-
ation as a function of the number of CPU. The benchmark
test was carried out on JUBL of Jülich supercomputer cen-
ter.
FIG. 2: Computational model of peapod. The grey (red)
spheres are carbon atoms of (20,0) nanotube (C180).
we found that the diameter of the carbon nanotube
increases by 4% and the diameter of the C180 in-
creases (decreases) by 1% (6%) in the longitudinal
(lateral) direction.
In order to enhance the computation accuracy of
the first-principles calculation, we started to include
the projector augmented-wave (PAW) pseudopoten-
tial [4] instead of the conventional norm-conserving
one. Since the PAW method enables us to treat
the behavior of electrons vicinity of nuclei, we can
calculate the electronic properties of nanostructures,
in particular the systems including transition met-
als, more accurately with large grid spacings. In
the real-space finite-difference formalism, wave func-
tions, electronic charge density, and potentials are all
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FIG. 3: Total energy dependency on relative position of car-
bon atom with respect to grid points as a function of the cut-
off energy. The red, green, blue, and black lines correspond
to the results with the double-grid and Fourier filtering, with
only the double-grid, with only the Fourier filtering, and with-
out any prescriptions, respectively.
represented on the discrete grid. In general, the dis-
cretizations of them are not invariant under uniform
translations of the system respect to the position of
the grid, which leads a serious problem in practical
simulations: the total energy varies unphysically de-
pending on the relative positions of grid points and
the nucleus. This problem is more serious in the sim-
ulations using the PAW method because we imple-
ment simulations with larger grid spacings than those
used in the conventional norm-conserving pseudopo-
tential method. Here, we introduce the prescription
combining the timesaving double-grid technique [3]
with the Fourier filtering of the pseudopotential [5].
To demonstrate the efficiency of our prescription, we
show in Fig. 3 the difference in total energy of car-
bon atom when the atom is located on the grid plane
and between the grid plane as a function of the cutoff
energy. One can clearly see that the spurious total-
energy variation is suppressed when both the time-
saving double-grid and Fourier filtering techniques
are adopted.
We then compute several bulk properties of transi-
tion metals using PAW pseudopotentials. Table 1 col-
lects lattice constants, bulk moduli, and magnetic mo-
ments of fcc Cu, fcc Ru, and bcc Fe. Although there
are some disagreements with experimental data due
to the usage of the local density approximation, our
results are in good agreement with the results ob-
tained by other theoretical calculations.
Finally, we examine the total energy difference be-
tween fcc Cu and hcp Cu. Because the energy differ-
ence between these systems is very small, this cal-
culation is a good benchmark test to check the po-
tential of our code. Table 2 lists the lattice constants
of hcp Cu, and the energy difference between fcc Cu
and hcp Cu. These results also agree with those ob-
tained by other theoretical calculations.
In conclusion, we have developed the first-principles
Cu Ru Fe
Lattice constant (bohr)
Experiment 6.84 — 5.42
This work 6.76 7.13 5.20
Other method 6.73 7.20 5.22
Bulk modulus (Mbar)
Experiment 1.37 — 1.68
This work 1.65 3.32 2.39
Other method 1.62 3.33 2.45
Magnetic moment (µB)
Experiment — — 2.22
This work — — 2.05
Other method — — 2.04
TAB. 1: Calculated lattice constants, bulk moduli, and
magnetic moments of fcc Cu, fcc Ru, and bcc Fe.
a (bohr) c/a ∆E (meV)
This work 4.77 1.63 5.1
Other method 4.74 1.62 4.0
TAB. 2: Calculated lattice constants a and c of hcp Cu,
and energy difference ∆E between fcc Cu and hcp Cu.
calculation code based on the real-space finite-
difference method and presented several examples
to demonstrate the efficiency and applicability of our
code. The combination of the timesaving double-grid
technique and the Fourier filtering of the pseudopo-
tential can suppress the spurious difference of the
total energy for the displacement of the atom rela-
tive to the grid points. From what has been demon-
strated above, our code enables us to implement ac-
curate first-principles calculations and are efficiently
applicable to various systems. When coupled with
electron-transport calculations [1], our code would
be useful in studying electron-transport behavior of
nanostructures.
[1] K. Hirose, T. Ono, Y. Fujimoto, and S. Tsukamoto,
First-Principles Calculations in Real-Space Formal-
ism, Electronic Configurations and Transport Proper-
ties of Nanostructures (Imperial College Press, London,
2005).
[2] J.R. Chelikowsky, N. Troullier, and Y. Saad, Phys. Rev.
Lett. 72, 1240 (1994).
[3] T. Ono and K. Hirose, Phys. Rev. Lett. 82, 5016 (1999);
Phys. Rev. B 72, 085105 (2005); Phys. Rev. B 72,
085115 (2005); K. Hirose and T. Ono, Phys. Rev. B 64,
085105 (2001).
[4] P.E. Blöchl, Phys. Rev. B 50, 17953 (1994).
[5] R.D. King-Smith, M.C. Payne, and J.S. Lin, Phys. Rev.
B 44, 13063 (1991).
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Image Potential and Field States at
Transition Metal Surfaces
A. Hanuschkin, D. Wortmann, S. Blügel
IFF-1: Quantum Theory of Materials
By combining the first-principles concept based
on the density functional theory with a model
vacuum potential we calculate image potential
states in the presence of an electric field applied
on a magnetic Fe(110) surface. Our investiga-
tions are based on the Green function embed-
ding technique which allows to treat a truly semi-
infinite surface and whence yields a continuum of
bulk states. This turns out to be of crucial impor-
tance in order to investigate the qualitative differ-
ence between localized image or field states lo-
cated in a band gap of the substrate and states in
resonance with bulk states present at the same
energies. This difference leads to remarkable
changes in the binding energy versus field dis-
persion of the states. Furthermore, we show that
in case of the Fe(110) surface the calculated mag-
netic exchange splitting increases with the elec-
tric field and is also modified by the transition
from field states to surface resonance states.
For the understanding of the electronic properties of
surfaces in particular and surface science in gen-
eral image potential states proved to play a promi-
nent role. These states occur as a Rydberg-like se-
ries of surface states close to the vacuum level con-
fined by the surface on the one side and the slowly
1/z like decaying image potential on the other side.
Hence, image states are located relatively far away
from the surface, have a long lifetime and thus can
be ideally observed experimentally by modern meth-
ods like two-photon photoemission, inverse photoe-
mission and scanning tunneling microscopy (STM).
These states and the corresponding experimental re-
sults are also easily described by rather simple theo-
retical models making them ideal spectator states to
probe the surface and the electronic structure. The
binding energies can be expressed by a series of im-
age potential (or Rydberg) states labeled by an index
n and measured from the vacuum level Evac,
En = Evac − 0.85 eV
(n + a)2
, n = 1, 2, 3, ..., (1)
where the quantum defect a has to be introduced due
to the finite tail of the wavefunction overlapping with
the crystal.
Recently increasing efforts are made to extract de-
tails of the electronic structure of the surface from
such measurements. For example, the investiga-
tion of the exchange splitting of the image states be-
came feasible. Using the spectroscopy mode of a
spin-polarized STM the magnetic splitting of the im-
age states can be investigated locally and hence the
underlying magnetic structure can be resolved [2].
In these experiments a rather large bias voltage is
applied between the STM tip and the sample sur-
face such that electrons can tunnel into the image
states. Strictly speaking, the states observed are no
longer simple image states as the applied bias leads
to a substantial electric field applied to the surface.
Hence, the electrons are no longer confined by a 1/z
like potential but experience the additional linear po-
tential of the field. We will use the term “field states”
for these generalized image states.
Within the conventional approximations used for the
exchange correlation potential to the density func-
tional theory (DFT), the calculation of image poten-
tial states is not possible. In particular, the only input
into the popular local density approximation is the ex-
ponentially decaying local charge density in the vac-
uum and hence this approximation yields a potential
decaying exponentially towards the vacuum level. In
order to fix this deficiency we replaced the DFT vac-
uum potential by a model potential with the correct
1/z asymptotic tail. Following similar work by other
groups and adding a constant electric field ξ we as-
sumed the following form of the potential in the vac-
uum
Vim(z) = Vvac − e
2
4π0
· 1
4|z − zi| + zξ. (2)
Where z is the coordinate normal to the surface, Vvac
denotes the vacuum level of the potential and zi, the
so-called image plane position, is a parameter.
Our actual DFT calculations [1] are performed us-
ing the embedded Green-function method [5] which
has been implemented within the context of the full-
potential linearized augmented plane-wave (FLAPW)
method [3] as part of the FLEUR project [4]. In this
method, the surface is modeled by few atomic lay-
ers (the embedded region) which is embedded as a
sandwich between semi-infinite bulk and vacuum.
In Fig. 1 the spin resolved local density of states
(LDOS) is shown for k‖ = Γ. The first four im-
age potential states are clearly visible. In principle,
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these states lead to a delta peak in the density of
states, which is, however, artificially broadened by
adding a small imaginary part of 2.7 meV to the en-
ergy. The dashed vertical lines indicate experimen-
tally measured energies. An exchange splitting of
the states can be observed. This splitting is most
pronounced for the n = 1 state and decays rapidly
for the higher Rydberg states. For the first Rydberg
state (n = 1) we obtain a spin splitting of 133 meV.
The calculated splitting is nearly unaffected by varia-
tions of the image plane position and applied mixing
region. Furthermore, using different approximations
for the exchange correlation potential the magnitude
of the splitting does not change significantly.
By applying a positive electric field to the surface the
image potential states turn into field states. The elec-
tric field applied pushes the electron back into the
substrate and thus it is expected to have a particularly
strong effect on the higher image states which have
a considerable weight in the vacuum. Even for small
fields the energy for the Rydberg states n → ∞ is
no longer the vacuum energy. Fig. 2 shows the evo-
lution of the image potential states with applied elec-
tric field, the peak positions of Fig. 1 can be found to
be the data points at zero field strength. The lower
panel of Fig. 2 additionally shows the exchange split-
ting, i.e. the difference of the majority and minority
curves of the upper panel. This plot shows rather
drastic changes of the exchange splitting with respect
to the applied field. For zero field the spitting is very
small for all states except the n = 1 state. 3 This
can be understood from the fact that the higher Ry-
dberg states have their main weight in the vacuum
where the potential is spin degenerate and only the
lowest states have a significant overlap with the bulk
potential. However, this picture changes for larger
field strength. The states are pushed towards the sur-
face and the exchange splitting strongly increases.
Two further interesting features are marked in Fig. 2.
At mark (A) the magnetic exchange splitting of the
n = 2 state becomes larger than the splitting of the
n = 1 state. Such an interesting crossover seems
to be also present in experiment [2]. Furthermore,
FIG. 1: Spin resolved LDOS of Fe(110) at k‖ = Γ. Dashed
lines indicate experimental values of the spin averaged im-
age state energies. All energies are given relative to the
vacuum energy marked by the black line.
FIG. 2: In the upper panel the field states of Fe(110) at
k‖ = Γ are shown. The difference between the majority
and the minority state is plotted in the lower panel.
the curves for the n > 1 states exhibit a change in
slope. The positions of the change are marked (ver-
tical lines) for the n = 2, 3, 4 states and projected
into the plot of the Fe(110) field states. They all ap-
pear at the same energy (horizontal line) of ∼2.4 eV.
At this energy, the majority band gap of the Fe(110)
substrate ends. Hence, it can be concluded that the
change in slope is a consequence of the field state
approaching the continuum of Fe majority states and
turning into a resonance. Before that they are de-
flected giving rise to bigger spin splitting.
We investigated image states and field states us-
ing the truly semi-infinite surface provided by the
Green function embedding method. Our DFT cal-
culations confirm the general trend found in sim-
ple one-dimensional models but additionally indicate
that these states also show features of the electronic
structure of the surface and the substrate. In particu-
lar the exchange splitting of the image and field states
reflect the spin polarization of the surface potential.
The transition from image and field states from being
localized between the vacuum potential and a gap in
the bandstructure of the substrate into a resonance
state hybridizing with substrate states at energies not
in a projected band gap can also lead to experimen-
tally accessible changes in the energy versus field
dispersion. These effects might be the origin of the
experimentally observed field dependence of the ex-
change splitting in STS.
[1] Hanuschkin, Wortmann and Blügel, Phys. Rev. B 76,
165417 (2007)
[2] Kubetzka, Bode, and Wiesendanger, Appl. Phys. Lett.
91, 012508 (2007)
[3] Wortmann, Ishida, and Blügel, Phys. Rev. B 65,165103
(2002) and Phys. Rev. B 66, 075113 (2002).
[4] see: http://www.flapw.de
[5] Inglesfield, J. Phys. C 14, 3795(1981)
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Electronic Properties of Individual Point
Defects at Semiconductor Surfaces
A. Schindlmayr1 , Ph. Ebert2
1 IFF-1: Quantum Theory of Materials
2 IFF-8: Microstructure Research
Intrinsic defects play a decisive role for the elec-
tric characteristics of semiconductor surfaces,
but so far it has proved very difficult to identify
the electronic properties of individual point de-
fects reliably by either experimental or theoreti-
cal methods. On the one hand, standard spectro-
scopic techniques like photoemission (PES) can-
not be applied straightforwardly due to the low
defect concentration. On the other hand, all the-
oretical calculations until now suffered from fun-
damental limitations of density-functional theory,
which lead to systematic errors not only for the
band gap itself but also for the positions of lo-
calized gap states. In order to overcome these
problems, we recently developed a range of novel
quantitative techniques: For the experimental
measurements we combine PES with scanning
tunneling microscopy (STM) [1], while our com-
putational approach employs many-body pertur-
bation theory with proper quasiparticle correc-
tions for band gaps and defect states [2, 3].
The (110) surfaces of III–V semiconductors have sev-
eral features that make them especially interesting
for defect studies: STM can probe both filled and
empty states by reversing the bias, thus revealing a
wealth of information about local atomic geometries
and charges, and as there are no surface states in
the band gap, electrically active defects may pin the
Fermi level. This pinning always occurs at the posi-
tions of the charge-transition levels, which mark the
values of the Fermi energy where the charge state of
the defect changes. A precise determination of the
charge-transition levels is hence of considerable in-
terest for many technological applications.
As an example we now consider the P vacancy at
InP(110), whose geometry is illustrated in Fig. 1.
The In–In bonds across the vacancy give rise to
a nondegenerate defect state 1a′′ inside the band
gap that can accommodate zero, one or two elec-
trons, corresponding to the positive, neutral or nega-
tive charge state, respectively. To emphasize that the
sign of the charge accumulation also modifies the lo-
cal atomic relaxation, we write the formation energy
for the positive charge state, relative to the neutral
one, as Eform(+/0) = Evac(+, Q+) − Evac(0, Q0) +
EF, where Evac(q,Q) denotes the total energy of a
InP(110) surface featuring a single P vacancy with
the actual electron population q ∈ {+, 0,−} and a re-
laxed atomic geometry corresponding to the charge
state Q ∈ {Q+, Q0, Q−}. The final term accounts for
the transfer of one electron between the defect state
and the electron reservoir, i.e., the Fermi energy EF.
The relevant charge-transition level
+/0 = Evac(0, Q0)− Evac(+, Q+) . (1)
is defined as the value of the Fermi energy where the
energetically most favorable charge state changes.
FIG. 1: Geometry of the P vacancy at InP(110). In and P
atoms are colored orange and blue, respectively. The three
In atoms surrounding the vacancy in the top row form bonds
among each other, giving rise to a localized defect state.
All theoretical studies so far used density-functional
theory within the local-density approximation (LDA)
to evaluate the right-hand side of eq. (1) directly
[1, 4]. This approach predicts defect geometries with
high accuracy, but the calculated charge-transition
levels suffer from systematic errors, which arise be-
cause Evac(0, Q0) and Evac(+, Q+) refer to systems
with different electron numbers, and the LDA ignores
the discontinuous behavior of the exact exchange-
correlation potential that is crucial in such cases. As
a consequence, the charge-transition levels, like the
band gaps, are underestimated. For a better quanti-
tative scheme we rewrite eq. (1) by adding and sub-
tracting the total energy Evac(0, Q+) of a constrained
nonequilibrium system with q = 0 but the geometry of
the positive vacancy. In this way the charge-transition
level naturally decomposes into two distinct contribu-
tions. The first term Evac(0, Q0)−Evac(0, Q+) equals
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the energy difference between the relaxed neutral va-
cancy and the constrained nonequilibrium geometry
and is always negative. As the electron number re-
mains constant, the LDA is applicable and yields a
value of −0.54 eV. The second term Evac(0, Q+) −
Evac(+, Q+) accounts for the transfer of one elec-
tron from the reservoir to the defect state and equals
the electron affinity of the positive vacancy. Within a
many-body treatment the latter is identical to the po-
sition of the unoccupied defect state 1a′′ in the band
gap. For this step we employ many-body perturba-
tion theory and the GW approximation for the elec-
tronic self-energy Σ, which does not suffer from any
discontinuity problem and yields accurate band struc-
tures for III–V semiconductors and their surfaces. In
practice we evaluate the defect level as the sum
1a′′ = 
LDA
1a′′ + 〈ϕLDA1a′′ |Σ(1a′′)− V LDAxc |ϕLDA1a′′ 〉 (2)
of the LDA eigenvalue LDA1a′′ and a state-dependent
self-energy correction. A detailed discussion of our
computational method can be found in Ref. [3]. With
1a′′ = 1.36 eV we eventually obtain a total theoreti-
cal value of 0.82 eV for the charge-transition level.
The experimental measurement of the charge-transi-
tion level is based on a simple concept: Singly posi-
tively charged P vacancies are produced in high con-
centrations by annealing initially defect-free p-doped
InP(110) cleavage surfaces. Simultaneously, the po-
sition of the Fermi level, which is originally close to
the top of the valence band, shifts towards midgap
as shown in Fig. 2. The filled diamonds (left axis)
show the band bending at the surface, as determined
through PES, whereas the open circles show the va-
cancy concentration (from STM, right axis) as a func-
tion of the annealing time. The band bending reaches
a saturation value of 0.65 eV at a vacancy concen-
tration of 5 × 1012 cm−2. Fig. 2 also demonstrates
that the Fermi-level shift is directly correlated to the
increase of the vacancy concentration. By combin-
ing the vacancy concentration with the band bend-
ing it induces, it is possible to determine the en-
ergy of the charge-transition level in the band gap
Esd, because the charge per surface area in the sur-
face layer Qss is exactly compensated by the charge
density per surface area in the depletion layer Qsc.
The charge per surface area induced by a concen-
tration nsd of singly positive P surface vacancies is
Qss = ensd/[exp((EF − Esd)/kT ) + 1]. The differ-
ence in energy of the charge-transition level and the
Fermi level Esd −EF is given by (Esd −Esv)− (Ev −
Esv) − (EF − Ev) (definitions see inset in Fig. 2; Ev
and Esv are the positions of the valence band in the
bulk and at the surface, respectively), where Ev−Esv
is the band bending eVs measured by PES at the sur-
face. The charge density Qsc in the depletion layer
compensating Qss is
Qsc =
s
20rndopkT
»
exp
„−eVs
kT
«
+
eVs
kT
− 1
–
.
(3)
The energy difference between the Fermi level and
the valence-band maximum in the bulk has been de-
FIG. 2: The band bending (filled diamonds, left axis) and
the vacancy concentration (empty circles, right axis) on the
InP(110) surface as a function of the annealing time at
160◦C. The solid line is the vacancy concentration calcu-
lated from the formuls for Qss and Qsd and a fit through the
measured band-bending values. The dashed line shows the
saturation value. The inset shows the schematic drawing of
the depletion region in case of a fully pinned surface.
termined for a nondegenerate InP crystal from the
carrier concentration according to
EF − Ev = −kT ln
"
4ndop
„
2mpkT
π2
«−3/2#
(4)
with mp being the mass of the holes. These equa-
tions permit a determination of the difference in en-
ergy of the charge-transition level Esd and the sur-
face valence-band maximum Esv using the vacancy-
concentration dependence of the band bending. We
obtain an energy for the charge-transition level of the
P vacancy of 0.75±0.1 eV at room temperature. Note
that the knowledge of the defect concentrations is
crucial to determine the charge-transition level from
a measurement of the band bending.
In summary, we introduced novel theoretical as well
as experimental techniques designed for a quantita-
tive identification of thermodynamic charge-transition
levels of point defects at semiconductor surfaces.
As a demonstration we studied the P vacancy at
InP(110), for which we obtained an experimental
value +/0 = 0.75 ± 0.1 eV. While our own LDA
calculation yields 0.47 eV, in agreement with earlier
published results 0.52 eV [1] and 0.388 eV [4] at the
same level of approximation, and underestimates the
experimental value significantly, the GW approxima-
tion ensures a more accurate treatment of electronic
many-body effects. In this way we obtain an improved
theoretical value of 0.82 eV that lies perfectly within
the experimental error bar.
[1] Ph. Ebert, K. Urban, L. Aballe, C. H. Chen, K. Horn, G.
Schwarz, J. Neugebauer and M. Scheffler, Phys. Rev.
Lett. 84, 5816 (2000).
[2] M. Hedström, A. Schindlmayr, G. Schwarz and M.
Scheffler, Phys. Rev. Lett. 97, 226401 (2006).
[3] A. Schindlmayr and M. Scheffler, in Theory of Defects
in Semiconductors, edited by D. A. Drabold and S. K.
Estreicher (Springer, Berlin, Heidelberg, 2007), p. 165.
[4] M. C. Qian, M. Göthelid, B. Johansson and S. Mirbt,
Phys. Rev. B. 66, 155326 (2002).
Condensed Matter Physics • IFF Scientific Report 2007
48 I 49
Trends of Exchange Interactions in
Dilute Magnetic Semiconductors
B. Belhadji1 , L. Bergqvist1 , R. Zeller1 , P. H. Dederichs1 , K. Sato2 , H. Katayama-Yoshida2
1 IFF-3: Theory of Structure Formation
2 Institute for Scientific and Industrial Research, Osaka University, Japan
We discuss the importance of different exchange
mechanisms like double exchange, p-d exchange
and superexchange in dilute magnetic semicon-
ductors (DMS). Based on ab-initio calculations in
conjunction with the coherent potential approx-
imation (CPA) for the electronic structure of the
DMS, we show that the different mechanisms ex-
hibit different dependences on the concentration
of the magnetic impurities and on the position
of the Fermi level in the band gap. Common to
all interactions is that they are determined by the
hybridization of the impurity orbitals with the or-
bitals of neighbouring impurities and by the re-
sulting energy gain due to the formation of spin
dependent bonding and anti-bonding hybrids.
Ever since the discovery of ferromagnetism by Ohno
et al. of Ga1−xMnxAs [1], dilute magnetic semi-
conductors (DMS) like (Ga,Mn)As, (Ga,Mn)N or
(Zn,Cr)Te are regarded as promising materials for
spintronics. They show a particularly rich magnetic
behaviour, being governed by different kinds of ex-
change interactions like Zener’s double exchange,
Zener’s p-d exchange and superexchange. The mag-
netic properties can be successfully calculated by ab
initio methods and many calculations for such sys-
tems have been performed, see e.g. [2, 3]. However,
the physical understanding of the involved exchange
mechanisms is a very delicate and difficult problem,
since no simple and elementary magnetic interac-
tion exists, and a multitude of mechanisms can lead
to ferromagnetism or anti-ferromagnetism and some
of them might even act simultaneously. Our discus-
sion is concentrated on the spin-polarized density of
states (DOS) and the interaction effects introduced
in the DOS by the hybridization of the wavefunctions
with those of neighbouring atoms. We describe be-
low qualitatively the Zener’s double exchange and the
Zener’s kinetic p-d exchange mechanisms which sta-
bilize ferromagnetism in DMS. In addition we discuss
the superexchange mechanism which normally leads
to a disordered magnetic phase [4].
Double exchange: A schematic DOS of a transtion
metal impurity in a wide band gap semicondutor,
such as Mn or Cr in GaN is shown in Fig.1a. We
consider the ferromagnetic phase. The Fermi level is
assumed to fall within the partially occupied majority
FIG. 1: a) Schematic figure of the spin-polarized DOS of
a transition metal impurity in a wide gap semiconductor. b)
Schematic figure of the spin-polarized DOS in the case of p-
d exchange, when the majority d level lies below the valence
p band and the minority level above.
band of the t2g anti-bonding states. Increasing the
magnetic impurity concentration leads to an increase
of the bandwidth and thus a gain in energy, since
the occupied states just below EF are transfered to
lower energies. This gain in energy is proportional
to the hopping matrix element t between two neigh-
bouring impurities and scales in the dilute limit as the
square root of the concentration
√
c. Thus due to the
increase of the band width with increasing concen-
tration ferromagnetism is stabilized. This is a very
strong mechanism.
Kinetic p-d exchange: Fig.1b sketches the physical
situation of the Zener’s p-d exchange. In narrow gap
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semiconductors like GaSb or InSb the Mn d major-
ity level lies below or at the lower edge of the Sb p
band, while the minority d level lies well above EF .
This means that Mn has a magnetic moment of 5
µB , well localized at the Mn site. Then, in the neu-
tral state, due to charge neutrality one electron per
Mn atom is missing in the valence band as indicated
by the position of EF in figure 1(b). Since the impu-
rity d wavefunctions hybridize with the p wavefunc-
tions of the neighbouring p elements, the majority p
band is shifted to higher energies, while the minority
p band is shifted to lower energies due to hybridiza-
tion with the higher liying minority d state (Fig.1b). If
the hybridization is sufficiently strong, the minority p
band becomes completely occupied, while one elec-
tron per Mn atom is missing in the majority p band,
leading to a half-metallic density of states. As a re-
sult the Sb atoms carry small magnetic moments of 1
µB /Mn in total, being aligned anti-parallel to the local
moment of Mn, such that the total magnetic moment
per Mn atom is 4 µB .
Characteristic for both interactions is that they favour
ferromagnetism and that the Fermi level lies within
the band. If, in the case of p-d exchange, the Fermi
level lies above the valence band or, in the case
of double exchange, above or below the impurity d
band, the hybridization effects are the same, but no
energy can be gained to favour ferromagnetism.
Superexchange interaction: Superexchange mecha-
nism does not require finite density of states at the
Fermi level. The reason for this is related to the hy-
bridization of states energetically localized well be-
low and well above EF . Fig.2 shows the density
of states for two impurity systems with moments S1
and S2, being anti-parallel aligned and having equal
concentrations c/2. Since the electronic states with
the same spin direction hybridize with each other, the
lower occupied energy peaks are shifted to lower en-
ergies, the higher empty ones to higher energies.
Due to the down-shift of the lower occupied level
binding energy is gained, which stabilizes the anti-
ferromagnetic coupling. The energy gain is inversely
proportional to the energy difference of hybridizing
states and proportional to the hopping t matrix ele-
ment.
The superexchange interaction is independent of the
position of the Fermi level, as long as it lies between
the two impurity bands. If it enters these bands, e.g.
the lower one, it decreases, roughly by a factor of
two, if the Fermi level lies in the middle of the band
and it vanishes if EF lies below this band. Thus, if
the Fermi level lies in the band, there is a competi-
tion between double exchange and superexchange,
which is usually won by double exchange, resulting
in ferromagnetism, except when EF approaches the
upper band edge, where superexchange takes over.
Thus when the Fermi level lies between the t2g ma-
jority and minority states of neighbouring sites, as it is
the case for (Ga,Fe)N or (Zn,Mn)Se, superexchange
favors antiferromagnetic alignment leading to a disor-
dered local moment state. However, when the Fermi
level lies between the t2g and eg majority states, as it
is the case for (Ga,V)As the analogous hybridization
induced superexchange mechanism favors ferromag-
netism [4].
FIG. 2: Schematic figure of the DOS of two anti-parallel
aligned impurities 1 and 2 with equal concentrations c/2.
In summary, we have presented the trends of the
magnetic exchange interactions in diluted magnetic
semiconductors (DMS). Several different exchange
mechanisms have been identified and analyzed from
an electronic structure point of view by simple hy-
bridization models which leads to better understand-
ing of the magnetic properties of DMS.
[1] Matsukura F, Ohno H and Dietl T 2002 Handbook of
Magnetic Meterials vol 14 (Amsterdam: Elsevier) p1
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Dumbbell Rattling in Thermoelectric
Zinc-Antimony
W. Schweika1 , R. Hermann1 , M. Prager2 , J. Perßon1
1 IFF-4: Scattering Methods
2 IFF-5: Neutron Scattering
A significant reduction in energy consumption
through the recovery of waste heat could be
achieved by efficient materials for thermoelectric
power generation. Efficient thermoelectric mate-
rials require "electron crystal, phonon glass" be-
havior, combining both good electric and poor
thermal conductivity [1]. Dynamic disorder of
"rattling" heavy atoms has been shown to im-
pede the thermal transport in filled cage struc-
tures such as skutterudites and clathrates [2, 3].
We report [4] inelastic neutron scattering and
heat capacity measurements that identify a new
type of dynamical disorder in Zn4Sb3, namely lo-
calized dumbbell vibrations. The anharmonicity
of this soft vibration is in quantitative agreement
with the low thermal conductivity. Soft localized
phonon modes appear to be a universal feature
of good thermoelectric materials not restricted to
cage-like structures.
Among thermoelectric materials, zinc antimony ex-
hibits an outstanding figure of merit particularly due
to its low thermal conductivity. While the structure
and precise stoichiometry of the Zn4Sb3 compound
has been under debate for decades, it has been
speculated that the low thermal conductivity origi-
nates from structural disorder due to Zn-interstitials
(≈ 17%) and Zn-vacancies (≈ 10%) [5]. However,
efficient phonon scattering can be expected from the
interaction of the heat carrying acoustic phonons with
phonons that are sufficiently low in energy to cross
the acoustic branches and are highly thermally pop-
ulated, directing research towards soft local modes.
In view of masses and bonding distances in Zn4Sb3,
rather than the Zn-interstitials a more likely candidate
for such a soft mode is the rattling of the heavy Sb2
dumbbells, see Fig. 1, particularly so because the
dimerization of antimony along the c-axis into tightly
bonded dumbbells opens rattling space. Herein, we
report inelastic neutron scattering and heat capac-
ity measurements that identify in Zn4Sb3 a new type
of dynamical disorder: soft localized dumbbell vibra-
tions of Sb-dimers with an energy of 5.3 meV (62
K). This dynamic disorder evolves from regular atoms
rather than from structural disorder and is believed to
be the origin of low thermal conductivity found in this
material.
FIG. 1: Vibrating Sb-dumbbells in Zn4Sb3 are depicted in
their neighborhood of Zn-atoms (red) and Sb-atoms (blue).
Our heat capacity measurements of Zn4Sb3 reveal
the signature of a prominent soft local mode in the
low temperature regime, see Fig. 2. Within a simple
model, one Einstein mode in addition to the Debye
contribution is required to account for the heat capac-
ity. This modeling yields that 15% of the atomic de-
grees of freedom exhibit an Einstein oscillator behav-
ior with energy E=5.3(1) meV, and a Debye temper-
ature of 240(2) K for the remaining average phonon
contribution.
FIG. 2: The heat capacity of Zn4Sb3 consisting of a Debye
contribution (240 K) and a 5.3 meV Einstein mode.
The inelastic neutron scattering experiments have
been carried out on the thermal time-of-flight spec-
trometer SV29 at the Jülich research reactor using
a polycrystalline sample. Inelastic neutron powder
IFF Scientific Report 2007 • Condensed Matter Physics
50 I 51
scattering may provide an estimate for the phonon
density of states and reveal specific correlations in
the dynamics. The main feature of the dynamic re-
sponse in Zn4Sb3 observed by neutron scattering is
a non-dispersive inelastic signal near 5 meV that is
symmetric in energy to both sides of the elastic line,
see Fig. 3. The lack of dispersion attests of the lo-
calized character of the mode that must be strongly
anharmonic because of its unusually large intrinsic
width. Most importantly, the inelastic coherent scat-
tering intensity does not increase monotonically with
scattering angle as would be expected for phonon
scattering of individual atoms, but instead the inten-
sity modulation is characteristic of the pair correlation
of a dimer. The best modeling was obtained by as-
suming longitudinal dumbbell vibrations, i. e. a pre-
ferred direction along the dumbbell axis, resulting in a
characteristic Q-dependence of the inelastic scatter-
ing S(Q,E) ∝ 2
3
x2(1 + 3 sin(x)/x + 6 cos(x)/x2 −
6 sin(x)/x3), where x = Qd, Q is the modulus of
the scattering vector, and d is the Sb-distance in the
dumbbell.
FIG. 3: Neutron inelastic scattering by polycrystalline
Zn4Sb3 at 300 K obtained in time-of-flight measurements
(top) compared to model refinements (bottom) for weakly
coupled Sb-dumbbell vibrations along the dumbbell axis.
The dynamic response is dominated by the soft dumbbell
modes with a Lorentzian broadening due to short phonon
life times, further remaining contributions are essentially
due to multi-phonons described by a single, broad Gaus-
sian.
The energy dependence of the dynamic response
is described by a single Lorentzian for the damped
harmonic oscillations of the dumbbells and one com-
mon broad (Gaussian) component for a multi-phonon
background (proportional to Q2), yielding a quanti-
tative description of the observed inelastic neutron
scattering. The refinement yields an Einstein mode
energy of 5.3 meV consistent with heat capacity mea-
surements, a dumbbell distance of d = 2.75 Å, slightly
smaller than expected from diffration, specific atomic
displacement parameters of the dumbbell that fill the
rattling space to next neighbors in c-direction, a weak
6 % (anti-phase) correlation of neighboring dumb-
bells, and finally, a Lorentzian width corresponding to
a very short phonon life-time τ = /Γ ≈ 3.9× 10−13
s at 300 K. Assuming that these phonon interactions
are the dominant scattering term for heat transport
at this temperature and using measured data of the
sound velocity, a simple kinetic gas theory model
yields a thermal conductivity that is in favourable
agreement with macroscopic data from steady state
experiments. Measurements and analysis at two
temperatures 200 K and 300 K gave consistent re-
sults, which is noteworthy also in view of the pre-
viously proposed role of Zn-interstitials, because an
ordering of these defects near 260 K (see Fig. 2) ap-
parently has no significant influence on the dynamics.
In conclusion, inelastic neutron scattering reveals lo-
cal soft and strongly anharmonic modes of Sb-dimers
that dominate and drive the dynamic response. The
dynamic disorder by soft dumbbell modes of anti-
mony is quantitatively consistent with the low thermal
conductivity in zinc-antimony. The present result un-
derscores that dynamic "rattling" disorder is crucial
for thermoelectric properties and is a feature not re-
stricted to single atoms in cage structures. Here, the
size of the objects scattering the phonons is inter-
mediate between single rattling atoms and nanosized
objects in superlattice structures whose phonon scat-
tering mechanisms are yet to be explored. Vibrat-
ing Sb-dumbbells are a striking illustration of "schwin-
gende Elementargebilde", the general term originally
used in Einstein’s centennial work on heat capac-
ity in solids. The search for structures with such
more complex swinging elementary units and exploit-
ing their anisotropic properties may pave new ways
for thermoelectric material research.
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Flipping Magnetic Vortex Cores on the
Picosecond Time Scale
R. Hertel, S. Gliga, C. M. Schneider
IFF-9: Electronic Properties
The study of dynamic magnetization processes
and the search for increasingly faster switching
times is one of the strongest driving forces in
magnetism research. A fundamental understand-
ing of these processes is paramount and can
naturally lead to technological applications. An
ultrafast magnetic reversal process induced by
an external field is the precessional switching.
In this case, the magnetization rotates homoge-
neously within about 300ps. The high speed of
this process is achieved by exploiting the dipolar
field of the ferromagnet. This was until recently
believed to represent the fundamental speed limit
of field-induced magnetic switching. A novel type
of magnetization reversal consists in the switch-
ing of the core of a magnetic vortex. Using ad-
vanced micromagnetic simulations we have re-
solved the microscopic details of this process
which unfolds on a length scale of only a few
nanometers, and we discovered an ultrafast route
to switching of a magnetic vortex core within a
few tens of picoseconds. This constitutes the
fastest field-induced magnetic switching mecha-
nism ever reported and opens new possibilities
for future data storage applications with ultimate
speeds.
Ferromagnetic materials in confined geometries typi-
cally form domain structures that close the magnetic
flux. In the center of such flux-closure structures
there is a region of only a few nanometers in size
known as a magnetic vortex, where the magnetiza-
tion circulates around a core. In the vortex core, the
magnetization points out of the vortex plane, thereby
preventing a singularity of the exchange energy den-
sity. The strength of the exchange interaction (which
is of the order of 10 Tesla) confers the vortex core
a very high structural stability. The very small size
of the vortex core, in combination with the fact that
it can have two stable orientations: “up” or “down”
with respect to the sample plane naturally makes it a
good candidate for data storage, given a mechanism
allowing to easily switch it. The experimental demon-
stration that vortex cores can be switched by low in-
plane magnetic fields has been provided only very
recently [1]. In the experiment of Ref. [1], short os-
cillating magnetic field pulses of low amplitude were
used, tuned to the gyrotropic resonance frequency
of the system [2]. This frequency depends on the
particle size and shape and is typically in the order
of a few 100MHz. By exploiting this resonance, it
was demonstrated that the vortex core reversal can
be triggered with sinusoidal field pulses a few ns in
duration.
We have studied the dynamics of vortex core reversal
with micromagnetic simulations using a fully three-
dimensional finite-element algorithm based on the
Landau-Lifshitz-Gilbert equation [3]. Our simulations
show that the time scale required for a vortex core
reversal is not limited by the relatively slow gyrotropic
resonance frequency: A vortex core reversal process
can also be triggered by a non-resonant, unipolar,
and very short field pulse (below 100 ps) of moderate
strength (∼80 mT) applied parallel to the film plane
of, e.g., a sub-micron sized Ni81Fe19 (Permalloy, Py)
disk (Fig.1). We found that the core reversal occurs
through a sequence consisting of a vortex-antivortex
pair creation, followed by an annihilation process, re-
sulting in a final magnetic structure of a single vortex
with opposite polarization. The time required for the
core reversal is of the order of 40 ps. These results
are reported in detail in Ref. [4].
FIG. 1: Schematics of a field-pulse driven vortex core
switching. The vortex core magnetization can be switched
by a short magnetic field pulse applied in the film plane.
This switching process requires only about 40 ps.
A typical example of the vortex-antivortex pair cre-
ation mediated core switch process is shown in Fig. 2
for a disk-shaped Py sample (radius of 100 nm and
thickness of 20 nm). An 80mT Gaussian-shaped
field pulse of a duration of 60 ps is applied in the
plane of the Py disk, which is initially in a symmet-
ric vortex state. To clearly identify the microscopic
processes leading to the core reversal, we have high-
lighted the mx = 0 and my = 0 isosurfaces [3], the
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FIG. 2: Pair-creation mediated vortex core reversal in a Py disk of 100 nm radius and 20 nm thickness. A Gaussian field
pulse is applied in the disk plane, parallel to the y axis. The top row shows the x component of the magnetization mx in the
initial state, followed by the state of the sample at the pulse maximum (“0 ps”) and then at two different times after the pulse
maximum has been reached. The blue and red ribbons represent the mx = 0 and my = 0 isosurfaces, respectively. The
bottom row shows a magnification of the region where these ribbons intersect, marking the cores of the original vortex, then
at 12 ps after the pulse maximum, of the newly created vortex-antivortex pair, and finally of the remaining vortex core. This
core has opposite polarization with respect to the initial vortex core, indicated by the yellow color on the underlying cut plane
representing the z component of the magnetization mz . The green and orange cylindrical ribbons are the isosurfaces where
mz = 0.8 and mz = −0.8, respectively.
intersection of which determines the exact position of
the vortex core. Before an external field is applied,
these mx = Mx/Ms = 0 and my = My/Ms = 0 iso-
surfaces appear as straight ribbons (oriented parallel
to the x and y axis, respectively) crossing each other
perpendicularly at the center of the vortex core. As
the field pulse perturbs the system, the vortex shifts
away from its original position and the formerly cir-
cular arrangement of the magnetization around the
core is stretched, resulting in bent isosurfaces. As
the isosurfaces approach each other, the distance
over which the magnetization rotates by 90◦ in the
plane shrinks to a few nanometers. The magneti-
zation thus rotates out of the sample plane in order
to locally reduce the exchange energy. This rota-
tion occurs in the direction opposite direction to the
original vortex orientation owing to the strong dipolar
field of the vortex core. A few picoseconds after the
peak value of the pulse is reached, the isosurfaces
are bent strongly enough to form two additional in-
tersections. These intersections mark the creation of
a vortex-antivortex pair. Once a pair is created, the
antivortex quickly moves towards the original vortex
and, through a rapid process, they annihilate each
other. We have reported the micromagnetic details of
the annihilation process in Ref. [3], showing that it is
connected with a sudden generation of spin waves.
After the sequence of pair creation and annihilation
processes, the magnetic structure is again in a vor-
tex state, but with opposite polarization with respect
to the original vortex.
Additionnally, we conducted a systematic study on
the influence of the applied pulse’s duration and
strength on the core switch. We found that it occurred
in our disk-shaped sample for well-defined combina-
tions of the applied pulse’s duration and strength. In
particular, we observed that by increasing the applied
field strength to 120 mT, it was possible to trigger a
core switch with field pulses only 5 ps long.
In conclusion, we presented a novel ultrafast process
in nanomagnetism for switching the core of magnetic
vortices. Although this reversal mode involves a se-
ries of complex processes on the nanometer scale
– the creation of a vortex-antivortex pair, a subse-
quent annihilation process – the chain of events only
requires a very short field pulse of suitable shape to
be initiated. A further advantage of the vortex core re-
versal mechanism lies in the simplicity of the required
sample and magnetic structure: all that is needed is a
magnetic vortex, which is a structure that forms nat-
urally in sub-micron sized magnetic disks. The high
speed of this switching mechanism is due to the fact
that it is driven by the exchange field and represents
a promising advance in the search for the ultimate
speed limit of magnetic switching.
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Three-Dimensional Magnetic Normal
Modes in Mesoscopic Permalloy Prisms
M. Yan, R. Hertel, C. M. Schneider
IFF-9: Electronic Properties
Static flux-closure structures in three-
dimensional mesoscopic ferromagnets are
known to differ quite significantly from their
two-dimensional counterparts. How these dif-
ferences reflect in the dynamic properties of
the magnetization is, to date, an open ques-
tion. Magnetic excitations in laterally confined
thin-film structures have been a topic of broad
interest over the past years. In particular, the
special dynamic properties of magnetic vor-
tex structures have been studied intensively
by numerous groups. Using micromagnetic
simulations, we have extended this field by
investigating the magnetic normal modes of
three-dimensional mesoscopic samples, thereby
probing the influence of a three-dimensional
spatial confinement on magnetic excitations.
Fourier analysis methods were applied to extract
well-defined oscillation modes. We find that the
vortex dynamics in three-dimensional samples
displays an interesting variety of features that
were not reported previously. The simulations
provide specific predictions concerning the
occurence of new excitation modes and their
variation with particle size. It should be possible
to identify these modes experimentally.
Magnetic flux-closure structures of three-dimensional
mesoscopic particles display distinct differences
compared with those known from thin-film elements.
In practical terms, a “thick” magnetic particle can be
defined as one with significant variations of the mag-
netic structure along the film thickness. In contrast
to this, the magnetic structure of a thin-film element
only varies along the plane of the element. It has
been predicted by simulations [1] and confirmed ex-
perimentally [2] that the magnetic domain structure
in thick particles dislplays a pronounced asymmetry
which is absent in thin-film elements of similar size.
Contrary to the numerous realizations of flux-closure-
patterns observed in sub-micron-sized thin-film ele-
ments [3], thicker samples of comparable size are al-
most exclusively magetized in one state, known as
the generalized Landau pattern [2]. This flux-closure
pattern can be coarsely characterized by a subdivi-
sion of the sample into four domains, as displayed
on the top frame of Fig. 1.Alternatively, this domain
structure can be regaded as a variant of the vortex
state, with characteristic three-dimensional proper-
ties: The magnetization circulates around a “core”,
either in clockwise or anti-clockwise direction. On the
surfaces, the vortex is located at one of the two junc-
tions at which two 90◦ domain walls meet the cen-
tral 180◦ domain wall. The surface vortices are lo-
cated at opposite sides on the the top and bottom
surface. This is shown in the bottom panel of Fig. 1,
where the core of the vortex is dispayed using an
isosurface representation. The details of this com-
plex structure, which contains characteristic asym-
metric domain walls, has been thoroughly described
in Refs. [1, 2].
FIG. 1: Top: Simulatied static magnetization structure in a
400 × 200 × 80 nm3 Permalloy prism. The structure is di-
vided into four domains. On the surface, the magnetization
circulates around a point (vortex). Bottom: The vortex con-
tains a core that is stretched along the sample. The yellow
surface displays the core region, where the perpendicular
magnetization component exceeds a value of 70%.
The dynamic properties of this structure, however,
had not been investigated before. Our goal was
therefore to investigate how the characteristics of
the static three-dimensional magnetic structure mod-
ify the dynamic modes compared to the well-known
case of thin-film elements. Using micromagnetic
finite-element simulations and Fourier filtering tech-
niques, we could identify a large number of charac-
teristic normals modes of the magnetization oscilla-
tions occuring in this complex magnetic structure [4].
The structure was tipped away from equilibrium by
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applying a short and weak magnetic field pulse to the
sample and recording the subsequent oscillations of
the magnetization. We studied Permalloy prisms of
different size in the sub-micron range. The thickness
was varied between 60 and 80 nm. All prisms had
the same aspect ratio.
FIG. 2: Top: Typical Fourier spectrum of the oscillations
occuring in a thick, mesoscopic Permalloy element following
the excitation by a weak, short field pulse (simulated). Bot-
tom: Three modes of the vortex oscillation. The V0 mode is
the three-dimensional variant of the gyrotropic vortex mode.
The other modes represent higher-order variants of it. The
figures display snapshots of the magnetic fluctuations δm at
three different instants of a half-period of the oscillation. The
yellow surfaces denote areas of positive variations, while
the blue areas show the regions with negative variation.
A typical Fourier spectrum of the oscillations obtained
from the simulations is shown on the top of Fig. 2.
We identified various modes connected with the os-
cillations of the vortex (V), the edges (E) and the cor-
ners. A detailed analysis of these modes and their
size dependence is given in Ref. [4]. Some of these
modes are variants of the previously known modes in
thin-film elements, while others are identified as gen-
uinely three-dimensional modes connected with the
special properties of the generlaized Landau struc-
ture. In particular, we found a previously unreported
splitting of the rotational vortex mode frequency. In
thin-fim elements, the gyrotropic excitation is a well-
known magnetic mode with one specific frequency,
which describes the in-plane rotation of the vortex
core around its equilibrium position. In contrast this,
we find that various gyrotropic modes (denoted as
V0, V1 and V2 in Fig. 2) can appear in the case
of thick elements. On the sample surface, these
modes appear as gyrations of the core. However,
internally, the profile of the oscillations is very differ-
ent. A simple “string” model as sketched on the right
side of Fig. 2 explains the qualitative difference be-
tween these modes. Due to the additional degree of
freedom along the film thickness, the vortex core as
shown in Fig. 1 can not only exhibit a lateral displace-
ment, but also an oscillation with varying profile along
the thickness. Therefore, higher-order oscillations of
the vortex core can occur, which contain one or more
“nodes” inside the sample, where the magnetization
does not fluctuate. Our simulations predict that these
new modes should appear as clear peaks (V1, V2) in
the Fourier spectrum of the oscillations, which should
be observable in an experiment. Moreover, we make
specific preditions concerning the variation of the fre-
quencies of these new modes with increasing particle
size [4].
In conclusion, our micromagnetic simulations with
Fourier filtering analysis clearly predict the occur-
rence of new magnetic normal modes in mesoscopic
ferromagnets of elevated thickness. The transition
from two-dimensional to three-dimensional sample
is therefore connected with a significant qualitative
modification of the magnetic modes known from thin-
film elements. Experimental evidence for these find-
ings is expected to be feasible.
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Breakdown of the Macrospin Picture in
Magnetodynamics from Spin Valves
F. Wegelin1 , D. Valdaitsev1 , A. Krasyuk1 , S. A. Nepijko1 , G. Schönhense1 , H. J. Elmers1 ,
I. Krug2 , and C. M. Schneider2
1 Inst. f. Physik, Universität Mainz
2 IFF-9: Electronic Properties
Magnetic coupling effects play a fundamental
role in the dynamic behavior of magnetic layer
structures. Using time-resolved photoemission
microscopy we measured the time-dependent
spatial magnetization distribution in micron-
sized spin valve structures in response to ultra-
short magnetic field pulses. Quantitatively ana-
lyzing the magnetization dynamics we find that
although the averaged magnetization vector re-
acts to the excitation according to a single-spin
model with critical damping, local modes are ex-
cited depending on the shape of the spin valve
structure.
A spin valve (SV) represents a basic magnetic de-
vice structure being widely employed in sensors and
hard disk read heads. Its functionality depends on
the interplay of magnetic coupling phenomena. The
simplest SV comprises two ferromagnetic (FM) lay-
ers separated by a non-magnetic (NM) spacer, which
mediates an indirect exchange coupling [1]. More
sophisticated structures fix the magnetization in one
of the FM layers (hard layer) by a strong coupling
(exchange biasing) to an antiferromagnet. In addi-
tion, further coupling mechanisms such as Néel and
edge coupling may be at work. Thus, spin valves are
extremely interesting structures from a fundamental
point of view, providing unique access to the interplay
of different types of magnetic coupling.
Often the dynamic behavior of the magnetization M(t)
is treated within the “macrospin” (MS) picture, as-
suming a uniform precessional motion of M. Quanti-
tatively, the magnetodynamic response may be de-
scribed by the Landau-Lifshitz-Gilbert (LLG) equa-
tion, d M/dt = −γ( M × Heff) + (α/Ms)( M × d M/dt), with
the gyromagnetic ratio γ, the Gilbert damping param-
eter α, and the saturation magnetization Ms. The
effective field Heff contains all coupling contributions
and exerts a torque on M, which initiates its preces-
sional motion. For microscopic elements with small
magnetic anisotropy and well-defined shape, how-
ever, the high-frequency behavior has been shown to
be governed by confined spin wave eigenmodes [2].
In order to shed light on the dynamic response of
coupled layer systems we explored the magnetody-
namics in a dedicated spin valve [3]. The sample
studied comprises an advanced layer structure de-
signed to optimize the GMR effect [4, 5] (courtesy
of NAOMI/Sensitec, Mainz). The SV layer stack
was grown on Cu films (100 nm) on Si(111) sub-
strates. Subsequent lithography steps defined the
final structure of a coplanar Cu waveguide (20 µm
central lead width) with microscopic SV elements of
several shapes on top. In the SV a magnetically
soft CoFe/NiFe free layer is separated from the CoFe
hard layer by an ultrathin Cu interlayer providing an
antiferromagnetic coupling field of 0.6 mT, as derived
from the easy axis loop in conventional magnetome-
try (H‖y). Corresponding hard axis (H‖x) loops reveal
a nearly reversible magnetization rotation, their ini-
tial slope indicating a total anisotropy field of 1.5 mT.
The difference might be ascribed to a magnetic field-
grown related uniaxial anisotropy.
For a quantitative analysis of the magnetization dy-
namics in these micro-elements we mapped the tem-
poral evolution of the magnetization pattern using a
pump-probe imaging approach based on photoemis-
sion electron microscopy [6]. The sample was illu-
minated with circularly polarized X-ray pulses (∆t =
3 ps, repetition rate 500 MHz) from BESSY II. The
magnetic contrast was derived from magnetic X-ray
circular dichroism (MXCD) at the Ni L3 absorption
edge. In this way, the response of the element was
probed via the SV’s top electrode. The magnetic field
pulses (pump) were synchronized to the light pulses
by means of a variable electronic delay t, yielding a
stroboscopic picture of the magnetization pattern [6].
In the ground state the exchange bias forces the mi-
croscopic SV elements into an almost uniform mag-
netization state resulting in a weak contrast in Fig. 1
at t = 0 ps). Only close to the edges the soft layer
magnetization turns parallel to the boundaries, thus
comprising a positive (negative) value of Mx(t) and
reducing stray field energy. The magnetic field pulse
rotates the magnetization M(r, t) into the direction of
the external field Hp(t) (bright contrast at t = 600 ps).
After the pulse has passed, M(r, t) rotates through
the equilibrium position into the opposite direction
(dark contrast at t = 600 ps) and finally back to its
initial direction. In order to test the homogeneity of
this precessional motion across the structure, we an-
alyzed line profiles (not shown) taken along the di-
agonal of the structures (marked by the white lines
in Fig. 1). These profiles revealed that M(r, t) is not
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FIG. 1: Sequence of selected domain image snapshots of a quadratic (5×5 µm2) and elliptical (6×3 µm2) SV element acquired
at the indicated time delay after the field pulse. The external field (peak value µ0H = 1 mT; time dependence see Fig. 2(a))
acts along the x axis, the magnetic easy axis points along y. The gray level encodes the Mx(t) magnetization component.
phase-coherent in the case of the square, but rather
develops a mode structure as a function of time. In
contrast, similar profiles taken across the ellipse in-
dicated an almost coherent rotation of M(r, t) consis-
tent with a macrospin picture. In order to analyze
the deviations from the macrospin picture in more de-
tail we compare in Fig. 2(b) the time dependence of
Mmx (t) averaged over the total field of view with the
local value Msx(t) (Mex(t)) measured in the central cir-
cular area of the square (ellipse) (indicated in Fig. 1).
At first glance the time dependences Mix(t) are close
to each other and resemble that of a critically damped
oscillation.
The local variations of Mx(t) are emphasized in the
difference image shown as an inset in Fig. 2(b) and
by the differences ∆Mx(t) = Mix(t) − Mmx (t) revealing
the true discrepancies between averaged and local
magnetization dynamics [Fig. 2(c)]. Residual small
edge domains that do not participate in the magneti-
zation rotation cause the positive (negative) constant
offset of ∆Mix(t) for the ellipse (square). For the ellipse
∆Mex(t) reveals a broad maximum coinciding with the
strong counter-clockwise rotation of M(r, t). This be-
havior indicates a slower rebound of ∆Mex(t) that can
be explained by the attenuation of the bias field by the
in-plane demagnetization field of the ellipse, which
reveals a hard axis parallel to the bias field. Con-
trarily, ∆Msx(t) shows an oscillation with a frequency
of 1.7 GHz. The difference image shown in the in-
set of Fig. 2(b) relates this frequency to a spin wave
mode identified by the two circularly shaped black ar-
eas. The wavelength of this mode along the diagonal
amounts to 3.5 µm, i.e. half the value of the diagonal.
The fundamental eigenmode frequency of the square
estimated from a similar measurement using smaller
and shorter field pulses takes a value of f = 0.8 GHz
in the field-free time range. Neglecting lateral de-
magnetizing fields and assuming a macrospin model
the ferromagnetic resonance frequency for exchange
biased films is given by 2π f = γ
√
MsHA with HA =
Hbias + Hs including the exchange bias field Hbias and
an induced in-plane uniaxial anisotropy Hs. Under
these conditions, the observed eigenmode frequency
corresponds to HA = 0.6 mT, in agreement with the
quasistatic value of Hbias derived from the easy axis
magnetization curve.
This example clearly shows the limitations of the
macrospin picture in magnetically complex layered
systems. For a better understanding of the magne-
todynamic behavior and its shape dependence more
detailed micromagnetic descriptions are needed.
FIG. 2: (a) Experimentally determined field pulse Hx(t) [◦].
Magnetization component Mx(t) predicted by the macrospin
(MS) model at low (dashed line) and high (dotted line)
damping coefficients. Mx(t) calculated by a micromagnetic
simulation (SIM) for the square pattern is shown by the full
line. (b) Mx(t) averaged over the entire field of view [Mmx (t),
] and in the central area of the square platelet [Msx(t), ] and
the elliptical particle [Mex(t), •]. Inset: difference between im-
ages acquired at t = 1160 ps and 1260 ps. (c) Magnetization
variation ∆Mx = Mix −Mmx for the central areas of the square
[] and ellipse [◦].
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Brillouin Light Scattering from
Multilayers with Noncollinear Spin
Configurations
M. Buchmeier , H. Dassow , D. E. Bürgler , C. M. Schneider
IFF-9: Electronic Properties
CNI: Center of Nanoelectronic Systems for Information Technology
Brillouin light scattering (BLS) is a well-
established technique for the study of layered
magnetic systems. Information about the mag-
netic state and properties of the sample is
contained in the frequency position, width, and
intensity of the BLS peaks. We have extended
our previous ultrathin film approach for the
calculation of spin wave frequencies to the
calculation of BLS peak intensities. The derived
formalism, which allows an easy calculation
of BLS intensities even for noncollinear spin
configurations, is applied to a Fe/Cr/Fe/Ag/Fe
multilayer system. Good agreement with the
experimental spectra is found for a wide variety
of spin configurations.
In a Brillouin light scattering (BLS) experiment spin
waves in a magnetic system are probed via inelas-
tic scattering of photons. The spin wave mode or
magnon appears as a peak in the recorded spectrum,
which is shifted by the magnon frequency relative to
the central elastic peak. The shift reflects either an
energy loss or energy gain corresponding to the cre-
ation (Stokes condition) or annihilation (anti-Stokes
condition) of a magnon, respectively.
Most experiments focus on an analysis of the spin
wave frequencies, which contain information about
many magnetic properties, e.g. saturation magne-
tization, anisotropies, and interlayer coupling. With
a suitable experimental geometry and procedure,
these properties can be determined solely on the
basis of the magnon frequencies. The peak width
∆ contains information about the spin wave lifetime.
However, in many cases ∆ is much smaller than the
apparatus broadening of about 1GHz and cannot be
resolved. On the other hand, the scattering inten-
sities, which are the topic of this work, carry infor-
mation mainly about the precessional amplitudes of
the spin waves, the mode types, the alignment of
the magnetic moments, and can even be used to in-
vestigate the magneto-optic coupling. Very few pub-
lications have yet addressed the issue of the scat-
tering intensities. The detailed information hidden
in the peak intensities is of high relevance for many
technological applications, such as data storage and
communication technology, because the operation
frequencies of contemporary magnetic devices ap-
proach the GHz regime, where the magnetization dy-
namics is closely related to the spin wave modes.
Previously [1], we have shown that spin wave fre-
quencies can be conveniently calculated within the
ultrathin film approach, treating the intralayer ex-
change as an effective bilinear interlayer coupling be-
tween thin virtual sheets of the ferromagnetic lay-
ers. Recently, we have consequently extended this
approach to the calculation of the BLS peak inten-
sities [2]. Given the very close relation of the BLS
cross-section to the magneto-optic Kerr effect, the
depth-resolved longitudinal and polar MOKE coeffi-
cients calculated numerically via the usual magneto-
optic formalism can be employed in combination with
the spin wave precessional amplitudes to calculate
full BLS spectra for a given magnetic system. This
approach allows an easy calculation of BLS intensi-
ties even for noncollinear spin configurations includ-
ing the exchange modes [2].
FIG. 1: Field dependence of measured BLS data (red)
and least square fit (black) of a Fe(14 nm)/Cr(0.9 nm)/
Fe(10 nm)/Au(6 nm)/Fe(2 nm) sample.
Here, we apply the derived formalism to an epitaxial
Fe(14 nm)/Cr(0.9 nm)/Fe(10 nm)/Ag(6 nm)/Fe(2 nm)
spin valve structure with three ferromagnetic Fe
layers. This kind of structures are interesting model
systems, which we are also employing to investi-
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gate current-induced magnetization switching [3].
Samples have been prepared by molecular beam
epitaxy on top of a GaAs/Ag(001) buffer system.
The samples have been capped with a 50 nm-thick
antireflection ZnS layer. The preparation is described
in detail elsewhere [3]. The Cr thickness has been
chosen in order to obtain a strong antiferromagnetic
coupling in the bottom Fe/Cr/Fe trilayer. The top thin
Fe layer is decoupled and can be switched more
easily by an external field. As the samples are fully
epitaxial and therefore mainly in a magnetic single
domain state the remagnetization behavior can be
modeled easily. However, as a consequence of the
various competing interactions – Zeeman energy,
magnetocrystalline anisotropy of all Fe layers, inter-
layer exchange coupling – a rich variety of different
magnetization configurations is possible. The BLS
spectra have been recorded using a Sandercock
type (2× 3) pass tandem Fabry-Pérot interferometer
in the 180◦ backscattering geometry. The external
field was applied in the film plane and perpendicular
to the magnon wave vector.
FIG. 2: Experimental (red) and calculated (black) BLS
spectra at different fields applied along the easy (a) and
hard (b) axis of the magnetocrystalline anisotropy. The com-
puted directions of the magnetic moments of the three Fe
layers are indicated with arrows.
Figure 1 shows the experimental spin wave frequen-
cies (red) as a function of the external field applied
parallel to the easy [001] (bottom graph) and hard
[011] direction (top graph) of the cubic magnetocrys-
talline anisotropy. Corresponding spectra are shown
in Fig. 2. Only the three dipolar modes, which are
lowest in frequency, are shown. The graphs can be
divided into three distinct field regions bounded by
switching events: For low field values (Bext < 35mT)
there is a distinct asymmetry between the Stokes
and the anti-Stokes side. This unique feature proves
an antiparallel alignment of the magnetic moments
of the two bottommost Fe layers collinear with the
external field applied in easy axis direction [4]. At
higher fields (Bext > 35mT) the antiferromagnetically
coupled bottom Fe/Cr/Fe double layer switches into
a canted configuration with a relative angle between
the layers magnetizations of about 90◦. The sample
saturates at an external field of about 80 and 180mT
in the easy and hard axis configuration, respectively.
The hard and easy axis data have been fitted simulta-
neously in order to extract the magnetic parameters
of the Fe layers and the interlayer coupling. For a
proper description of the modes all three ferromag-
netic layers are divided into 1nm-thick sheets. This
is sufficient to take care of the partial nonuniformity
of the modes in the vertical direction. The calculated
field dependences using these parameters are plot-
ted as solid lines in Fig. 1. As can be seen, the results
of the calculation are in excellent overall agreement
with the experimental data.
Experimental spectra for the easy and hard axis con-
figuration are shown as red curves in Fig. 2. Calcu-
lated spectra are plotted as black lines. For the in-
tensity calculations we have only used the magnetic
parameters extracted from the fit in Fig. 1, and litera-
ture values for the indices of refraction of the layers.
As the experimental linewidths of all peaks have ap-
proximately the same value of about 1GHz, which is
the resolution of the spectrometer, we have assumed
a Lorentzian lineshape with this linewidth for the cal-
culation of the spectra. The background level and the
absolute intensity have been adjusted manually in or-
der to match the experimental spectra. The surpris-
ingly good overall agreement of both the frequencies
as well as the entire spectra proves that the theory
well describes the spin wave properties.
In conclusion, our calculation scheme given in Ref. [2]
is well suited to gain technologically relevant, quanti-
tative information about spin wave modes, the align-
ment of the magnetic moments, and the magneto-
optic coupling in complex magnetic multilayers.
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Novel Type of Metadislocation in the
Complex Metallic Alloy Al-Pd-Fe
M. Heggen, M. Feuerbacher, S. Balanetskyy, K. Urban
IFF-8: Microstructure Research
We report on the observation of new variants
of metadislocations in the orthorhombic com-
plex metallic alloy phase Al-Pd-Fe. At Fe con-
tents above about 3 at.% we find a novel type of
metadislocation in the ξ-structure, which has a
complementary counterpart hosted in all ε-type
phases possessing phason lines as structural el-
ements.
Among the group of complex metallic alloys (CMAs),
materials which feature a few hundreds of even thou-
sands of atoms per unit cell, the so-called ε-type
phases are one of the most fascinating. Several
structurally related orthorhombic phases have been
identified and are denoted εl (l = 6, 16, 22, 28, 34)
according to the index of the strong (0 0 l) reflec-
tion. They are ternary extensions of the binary Al3Pd
phase in the Al-Pd-(Mn, Fe) alloy systems [e.g. 1].
ε-type phases are also found in the alloy systems Al-
Pd-(Rh, Re, Ru, Co, Ir) and Al-Rh-(Ru, Cu, Ni) [2].
In the CMA phase ε6-Al-Pd-Mn, which features about
350 atoms per unit cell, Metadislocations (MDs) were
firstly observed [3]. The concept of metadisloca-
tions addresses an inherent problem in the plastic-
ity of large-unit-cell crystals: if the lattice parame-
ters of a structure are large, conventional dislocation
mechanisms tend to fail. Perfect dislocations are un-
favourable as they involve very high elastic line ener-
gies (the elastic line energy of a dislocation increases
with b2, where b is the length of the dislocations Burg-
ers vector) and partial dislocations are connected to
high stacking fault energies. The concept of MDs pro-
vides a solution to this problem. A MD consists of
a core dislocation with a short Burgers vector, typi-
cally of the order of 1 or 2 Å. Its elastic line energy
is therefore comparable to that of simple metals as
Al or Cu. The core dislocation, which is a partial in
the large-unit-cell structure, is associated with a local
phase transformation to a related structure. The lat-
ter has lattice parameters related to those of the host
structure in such a way that the partial dislocation is
accommodated into the lattice.
MDs were up to now found only in the orthorhom-
bic phase ε6-Al-Pd-Mn and the related phase ?28-
Al-Pd-Mn [3, 4]. They are associated to a distinct
number of so-called phason planes, the number of
which follow a series of double Fibonacci numbers,
i.e. 2,4,6,10,16... [4].
Here, we report on the observation of a novel type
of MD in the Al-Pd-Fe alloy system. The defects
observed possess the essential structural features
of a MD, i.e. they consist of small partials in a
large-unit-cell crystal, accommodated into the lattice
by a local phase transformation. On the other hand,
they display characteristic features distinguishing
them from the formerly observed MDs, which allows
us to classify them as a novel type of MDs.
The investigations described were performed on
samples with a composition of Al72.0Pd22.8Fe5.2.
The samples were annealed at 750◦C for 981 h in a
closed quartz ampoule with Ar atmosphere and sub-
sequently quenched in water. Transmission electron
microscopy (TEM) investigations were performed
using a JEOL 4000FX electron microscope.
FIG. 1: TEM micrographs of metadislocations with three
associated phason half-planes in the ξ-structure (a) and in
the monoclinic variant (-1,1) of the ε22-structure (b).
Fig. 1a is a transmission electron micrograph of a
dislocation in this phase. The dislocation core is lo-
cated in the lower left part of the image. It is asso-
ciated with three phason planes extending to the up-
per right (dark contrast). The surrounding host struc-
ture is formed by a parallel arrangement of flattened
hexagons and can be identified as ξ-phase. Fig. 1b
is a micrograph of a dislocation in a sample region
with a high density of phason planes. The host struc-
ture can be identified as the monoclinic (1,-1) variant
of the ε22 structure with additional local modulations
[5]. The dislocation core terminates three phason
planes extending to the upper right part of the im-
age. Below the core, a small region showing parallel
flattened hexagons, i.e. of ξ-structure, is observed.
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The phason planes surrounding the dislocation core
are marked by white lines as a guide to the eye.
FIG. 2: Tiling representations of metadislocations with
three associated phason half-planes in different host struc-
tures (see text).
Fig. 2 shows structural models of these dislocations
using a tiling approach [cf 3, 5]. The host structure
in Fig. 2 a is given by parallel hexagons, represent-
ing the ξ-phase. The corresponding unit-cell projec-
tion is depicted by a thick rectangle in the lower left
corner. The dislocation core is represented by the
dark-grey tile and the three associated phason half-
planes by the light-grey tiles. A closed circuit in terms
of edges of the hexagon tiles around the dislocation
core reveals a closure failure, which corresponds to
the dislocations Burgers vector. We obtain 1/2τ4 [1 0
1] in terms of the ξ-lattice, corresponding to a Burgers
vector length of 1.79 Å. Fig. 2b can be understood
as an ideal hexagon-tiling representation of the MD
in Fig. 1b. The experimental image shows, however,
that structural relaxation of the phason planes takes
place which are not accounted for in the structural
model. The host structure is still mainly given by the
monoclinic (1,-1)-phase, but now on the left hand side
of the schematic, an area containing the monoclinic
(3,-1) phase [5] is drawn.
Comparing the tiles representing the dislocation
cores in the ξ- and the ε6-structure (Fig. 2 and Ref.
[3]) it is obvious that the same polygon is used. The
differences in Burgers-vector length for ε-Al-Pd-Fe
and ε6-Al-Pd-Mn (the latter amounts to 1.83 Å[3]])
is only due to the slightly different lattice parameters
of these phases. Accordingly, it is expected that the
dislocation core structures in these phases are very
similar. However, detailed information cannot be re-
solved from the present TEM images. For this dedi-
cated work using high-resolution electron microscopy
is currently performed.
Fig. 3 shows a TEM micrograph of MDs with five
and eight associated phason half-planes in the mon-
oclinic variant (-1,1) of the ε22-structure. A structural
model for these MDs can be set up in the same way
like for the MDs shown in Fig. 1. It is shown that the
cores of those MDs and their Burgers-vectors corre-
spond to those of MDs associated to 10 and 16 pha-
son planes in the ε6- and ε28-structure [cf. 4, 6]. It
can be generalized that the number of phason planes
of MDs in ξ- and ε6-structures [4] and in the material
investigated in the present study correspond to Fi-
bonacci and a double Fibonacci sequence.
FIG. 3: TEM micrograph of metadislocations with five and
eight associated phason half-planes in the monoclinic vari-
ant (-1,1) of the ε22-structure.
The present study shows that the concept of MDs
can be applied to various ε-type complex metallic al-
loys. The construction principle can be generalized:
on the one hand, the MD in the ε6-structure can
have associated phason half-planes forming a slab
of any variant of ε-phase that possesses phason
lines as structural elements. On the other hand,
the complementary MDs can be embedded in host
structures of any type of ε-phase possessing phason
lines as structural elements. The decisive difference
between the two types of MD, the previously known
and the novel one, is the local structure in which the
dislocation core is embedded: that of the previously
observed MDs is embedded into the ε6-structure,
while that of the novel type is embedded into the
ξ-structure. The different host structures directly
result in different numbers of associated phason
half-planes required for accommodation of the
metadislocation core, i.e. a Fibonacci and a double
Fibonacci sequence for MDs in ξ- and ε6-structures,
respectively.
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Physical Properties of the Complex
Metallic Alloy β-Al3Mg2
M. Feuerbacher, M. Heggen, K. Urban
IFF-8: Microstructure Research
We have characterized the physical properties
of the complex metallic alloy phase β-Al3Mg2
by several means. We have measured transport
and magnetic properties, the thermal conductiv-
ity, and the thermopower. We observe that, de-
spite the complexity of the structure, the material
behaves in many respects like a structurally sim-
ple material. A surprising finding is the presence
of bulk superconductivity in the absence of inver-
sion symmetry of the crystal structure.
The class of Complex metallic alloys (CMAs) latterly
attracts increasing interest [1]. While the structural
properties of many CMAs are well characterized, the
physical properties of most members of this new
class of materials are essentially unexplored.
β-Al3Mg2 has space group Fd3m and a large lattice
parameter of 2.82 nm. The unit cell contains 1168
atoms. The local order is mostly coordinated in icosa-
hedral symmetry. The structure inherently possesses
a high degree of disorder [2]. Our measurements
were performed on polycrystalline single-phase sam-
ples and on single crystals grown by means of the
Czochralski- and the Flux-growth technique [3].
The electrical resistivity ρ was determined in the tem-
perature interval between 4 and 300 K [4] using the
standard four-terminal technique. Fig. 1 shows the
resistivity for single crystalline (triangles) and poly-
crystalline (circles) β-Al-Mg scaled by the respec-
tive values at 300 K. The absolute values found and
the positive temperature coefficient indicate that lat-
tice vibrations play an important role. The tempera-
ture behaviour dependence, showing T2 dependence
in the low-temperature and linear T dependence in
the high-temperature regime closely resembles that
of nonmagnetic amorphous alloys with Pauli para-
magnetism of conduction electrons [5]. This finding
is contrasting to ordinary metals, where a T5 Bloch-
Grüneisen behaviour is commonly found at low tem-
peratures.
The magnetization and the magnetic susceptibility
were measured with a Quantum Design 5 T SQUID
magnetometer [4]. The susceptibility was investi-
gated in the temperature interval between 2 and 300
K in a magnetic field H = 1 kOe. The M(H) depen-
dence is linear in the whole investigated field range
up to 50 kOe. The temperature dependence of the
FIG. 1: Temperature dependence of the resistivity for single
crystalline (triangles) and polycrystalline (circles) β-Al3Mg2
scaled by the respective values at 300 K.
susceptibility exhibits a Curie upturn below 10 K. The
susceptility values are of the same order (but of oppo-
site sign) as the Larmor diamagnetic susceptibility, in-
dicating that the samples are dominated by the Pauli
paramagnetic susceptibility of conduction electrons.
The thermal conductivity was measured [4] between
8 and 300 K using an absolute steady-state heat-flow
method.
FIG. 2: Temperature dependence of the susceptibilty for
single crystalline (triangles) and polycrystalline (circles) β-
Al3Mg2.
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The thermal conductivity at 300 K amounts to 34
W/mK, which is considerably smaller than the cor-
responding value for pure fcc Al (240 W/mK) and the
temperature dependence is positive. The data can be
excellently fitted assuming a superposition of an elec-
tronic and a Debye contribution, and hopping of local-
ized vibrations with a single activation energy. While
hopping becomes the dominant lattice heat-carrying
channel at temperatures above 60 K, the Debye term
dominates at low temperatures and exhibits a maxi-
mum at about 50 K. At the lowest measured temper-
ature (8 K), the scattering of phonons on stacking-
fault-like defects limits the heat transport, whereas
at higher temperatures, umklapp processes become
excited. The room-temperature values of the elec-
tronic and lattice thermal conductivities are approxi-
mately equal, a feature that is intermediate to simple
metals and Al-based Quasicrystals.
Thermoelectric power measurements [4] were per-
formed between 4 and 300 K by applying a differ-
ential method with two identical thermocouples at-
tached to the sample. The thermoelectric power
(Seebeck coefficient) at room temperature amounts
to -2.8 mV/K. This rather small value shows that β-
Al3Mg2 does not appear to be a promising thermo-
electric material. The thermopower shows a strong
(negative) increase between 4 and 15 K, followed by
a weaker, almost linear increase to higher tempera-
tures.
Low-temperature characterizations [6] were per-
formed down to 100 mK. Field and temperature de-
pendent resistivity was measured in a 3He cryostat
(400 mK up to 100 K) in fields up to 12 T and in a
standard He cryostat from 4.2 K to room tempera-
ture.
The low-temperature electrical resistivity is shown in
Fig. 3(a). In agreement with the high-temperature
measurements the resistivity at low temperatures fol-
lows roughly a T2 power law. Measurements per-
formed below 4 K (inset, Fig. 3a ) demonstrate that
β-Al3Mg2 undergoes a sharp superconducting transi-
tion around 0.9 K. The application of a magnetic field
lowers the transition temperature which finally be-
comes suppressed at the upper critical field of about
0.14 T. These data allow to establish the temperature
dependence of µ0Hc2, displayed in Fig. 3b.
Though β-Al3Mg2 possesses highly complex struc-
tural features, no spectacular differences with re-
spect to simple metals and alloys were found. The
dominant local icosahedral atomic coordination in
the giant unit cell together with the inherent disor-
der of the CMA structure make β-Al3Mg2 to resem-
ble amorphous metals on the local scale, which is
nicely demonstrated in the temperature-dependent
electrical resistivity. This also shows that the elec-
tronic transport properties of β-Al3Mg2 are predomi-
nantly determined by the small-scale atomic cluster-
ing, whereas the large-scale periodicity of the CMA
lattice is of more or less marginal importance.
FIG. 3: Low-temperature resistivity of SS-Al3Mg2 (a) and
upper critical field (b).
Superconductivity in β-Al3Mg2 occurs in a crystal
environment without inversion symmetry. Presently,
only a small number of superconductors without in-
version symmetry has been found. Broken inversion
symmetry has a distinct influence on the supercon-
ducting phase, which usually relies on the formation
of pairs of electrons in degenerate states with oppo-
site momentum. The availability of such states is nor-
mally guaranteed by time reversal and inversion sym-
metries. The absence of inversion symmetry would
favour a strong antisymmetric spin orbit coupling, and
as a consequence, a mixture of spin singlet and spin
triplet pairs in the superconducting condensate can
be expected. The small values of the upper critical
field, however, seem to exclude a substantial portion
of spin-triplet pairs in the condensate. Moreover, the
lightweight elements Al and Mg may be responsible
for only a minimal spin-orbit coupling and hence the
spin-singlet condensate dominates. Additionally, the
very complex crystal structure is supposed to smooth
the effect of the missing inversion symmetry.
Further studies on β-Al3Mg2 were carried out, char-
acterizing plasticity, dislocations and other structural
defects [7], the crystal structure and phase transitions
[8], and the specific heat [6].
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Instability of a Homogeneous State of a
Dilute Bose Gas Upon Cooling
R. B. Saptsov
IFF-3: Theory of Structure Formation
The behavior of a dilute Bose gas with a finite par-
ticle lifetime has been studied in the framework
of hydrodynamic equations under the conditions
of a continuous mass and energy inflow in the
presence of external cooling. A spatially homo-
geneous state of such a gas is shown to be unsta-
ble with respect to the formation of an inhomoge-
neous density structure. A possible connection
of the present results with experiments [3, 4] is
discussed.
Previously, we showed that the superfluid phase nu-
cleation already starts at a temperature above Tc in
a dilute Bose gas upon cooling due to thermal fluc-
tuations of density and temperature in Bose gas [1].
Physically, it is associated with the high compressibil-
ity of the Bose gas near and below the critical temper-
ature.
However, the situation considered in [1] is clearly
nonstationary, as it was implied that the nonequilib-
rium state of the Bose gas is produced instantly (e.g.,
excitons generated in the lattice by a laser pulse)
and then the bosons interact only with each other
and with the lattice. The lifetime of quasiparticles
was assumed to be much longer than both the time
of internal thermalization of the gas and the char-
acteristic time of gas – lattice equilibration. At the
same time, in experiments reported in [3, 4], the life-
time of quasiparticles (two-dimensional excitons) is
not very long. The study of an exciton gas was per-
formed under continuous pumping, i.e., permanent
laser generation of excitons. As a result, a stationary
but nonequilibrium state of the Bose gas was formed.
In this work [2], I consider the influence of the previ-
ously described instability [1] on the steady state in
such experiments. In particular, I show that the ho-
mogeneous steady state of a weakly interacting Bose
gas near its critical temperature is unstable, provided
that the lifetime of quasiparticles exceeds the charac-
teristic time of cooling due to the emission of lattice
phonons. The instability of the homogeneous state
of an exciton gas was also already reported in exper-
imental works where the formation of ordered struc-
tures was observed [3, 4]. At present, there is no con-
sensus about the causes for the appearance of such
structures. Instead, different theoretical approaches
are used to explain the phenomenon. The instabil-
ity described in this work possibly plays a role in the
formation of the observed structures.
I describe behavior of the Bose gas placed in a over-
cooled (with respect to gas) solid matrix within the
framework of the following hydrodynamic equations
first disregarding the superfluid phenomena assum-
ing that the homogeneous steady state of the system
(it will be found below) corresponds to a temperature
either slightly above or well below the critical temper-
ature, so that the role of superfluidity is negligible
∂ρ
∂t
= −div(ρv) + G− ρ
τ
where G is the pumping rate and τ is the average
lifetime of excitons;
Tρ
∂s
∂t
= κ∇2T + Jcvρ− cvT ρ
2
τ0ρ0
−
“
G− ρ
τ
” „v2
2
+ w
«
where J is the external heat income per unit mass of
the exciton gas, τ0 = n0vT σph is the average time
of the phonon emission into the solid lattice at a ho-
mogeneous density of n0 = ρ0/m = Gτ/m [1] and
w =  + p/ρ is the enthalpy per unit mass;
∂v
∂t
= −(v,∇)v − ∇p
ρ
+ ν∇2v
where ν is the kinematic viscosity;
p = m3/2T 5/2 + mρ2a0
Here, m is the mass of an exciton and s stays for the
specific entropy of the gas. The pressure given phe-
nomenologically takes into account the finite com-
pressibility of a three-dimensional Bose gas associ-
ated with its weak nonideality [2]. Set of this equa-
tions has homogeneous stationary solution
ρ = ρ0 = Gτ ; T = Jτ0 ≡ T0; v = 0
We can choose ρ and T as independent thermody-
namical variables, so system can be described in
terms of variables ρ, T and v. Seeking solution of
the equations linearized near this stationary solution
in the form ρ
′
(t) = exp(λt + ikr)ρ
′
(k), T
′
(t) =
exp(λt + ikr)T
′
(k), divv(t) = exp(λt + ikr)divv(k)
It the work is shown, that there is unstable solution
(exists range of k with λ(k) > 0 (in the case consid-
ered λ is purely real)) for k:
k0 ≤
s
− 1
χτ0
»
1− 1− τ0/τ
η1/3 + ν/τv2T
–
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where χ = κ/ρ0cv - is thermal diffusivity, η =
na30  1 is (small for dilute gas) gas parameter,
vT =
p
T0/m - is average bose-partile velocity.
Thus, the existence of the instability requires the con-
dition τ > τ0.
In the limit τ  τ0 it is shown that unstable branch
behaves like
λ1 ≈ 1
τ0
− k2χη1/3
in a wide range of 1/τ0vT  k  vT /χ and like
λ1 = vT |k|
for k < 1/vT τ0. Existence of such a mode leads to
nonhomogeneous density stuctures formation.
Stable modes behave like
λ2 = −vT |k|
λ3 = −1/τ0
in the range k < 1/vT τ0 and like usual weakly decay-
ing (due to viscousity, thermodifussion and phonon
cooling) sound
λ2,3 ≈ ±ikvT − (χ + ν)
2
k2 − 1
2τ0
in the range of 1/τ0vT  k  vT /χ. This is
schematically presented in Fig. 1.
FIG. 1: Real part of λ for the limit τ →∞. Unstable mode is
purely real (λ > 0 corresponds to instability). Instability take
place for k < k0. Two stable modes have also imaginary
parts and correspond to usual weakly decaying sound at
lage k.
At J values such that T0 is below Tc the role of
superfluid phenomena increases gradually. For T0
slightly below Tc superfluidity can be taken into ac-
count. As result we get same conditions for instability
occurence, but now it arises as instability in a second
sound solution.
λ ≈ − 1
τ0
h
η1/3τ0χk
2 − 1
i
± i
s
c22s −
1
τ20
[η1/3τ0χk2 − 1]2
Here as c2s = vT
p
η1/3ρsS/ρnCv is the second
sound velocity denoted. Where Cv = cvm is the
dimensionless specific heat and S = sm is dimen-
sionless entropy (both are of order unity).
Experiments [3, 4] where carried out in the twodimen-
sional case. Nonuniform structures were observed in
a gas of indirect excitons with laser pumping near the
Berezinskii – Kosterlitz – Thouless (BKT) transition.
The main difference in the two-dimensional system
near the BKT transition is the replacement of expres-
sion for pressure by the expression
p =
n2
m ln(1/na02)
+ mT 2
Here, dimensionless coefficients of order unity are
omitted as in the three-dimensional case. Another
important difference is the expression for the transi-
tion temperature
Tc =
n
m ln ln(1/na02)
As result instability conditions have form:
k < k0 =
s
− 1
χτ0
»
1− 1− τ0/τ
α2 exp(−α) + αν/τv2T
–
where α = ln ln(1/na02) 1.
In conclusion it was shown that there is instability
of a homogenious steady state in a dilute Bose gas
near Tc (limits up and below are considered) upon
external cooling due to large compressibility of such
a gas near and below critical temperature and due
to nonlinear mechanism of cooling. This effect prob-
ably can play some role in explanation of nonhomo-
geneous structure formation observed in the experi-
ments [3, 4].
[1] E. Brener, S.V. Iordansky, R.B. Saptsov, Phys. Rev. E
73, 016127 (2006).
[2] R. Saptsov. JETP Lett. 86, 687 (2007).
[3] A. Gorbunov, V. Timofeev, JETP Lett. 83, 146 (2006).
[4] A.V. Gorbunov and V.B. Timofeev, JETP Lett. 84, 329
(2006).
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Quasi-Localized Vibrations, Boson Peak
and Tunneling in Glasses
H. R. Schober1 , D. A. Parshin2 , V. L. Gurevich3
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2 Saint Petersburg State University, 195251 Saint Petersburg, Russia
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In the analysis of the low frequency vibrations in
glasses one regularly observes in computer sim-
ulations quasi-localized vibrations (QLV) which
can be understood as soft localized vibrations
hybridized with the sound waves. We show that
such modes explain both the Boson peak (BP)
and the two-level-systems (TLS), the two most
prominent glassy effects at low energies or tem-
peratures. The weak interaction between the soft
local vibrations causes a vibrational instability.
Stability is restored by anharmonicity resulting in
a universal shape of the BP and TLS’s.
At low temperatures or low energies amorphous ma-
terials and glasses exhibit two typical glassy fea-
tures: the two-level systems (TLS), causing e.g. a lin-
ear temperature dependence of the specific heat for
T  1 K, and the Boson peak, seen as a maximum in
the inelastic scattering intensity around 1 THz. These
two effect are usually described by separate models
without any interrelation.
The TLS are an intrinsically quantum mechanical ef-
fect, observed when a group of atoms can tunnel be-
tween two adjacent minima of the potential energy,
double well system. The ground state energy is then
split by
E =
q
∆20 + ∆
2 (1)
where ∆0 is the tunnel-splitting in a symmetric
double-well system and ∆ is the asymmetry between
the two minima. The tunnel splitting can be written
approximately as
∆0 = ωe
−λ. (2)
where ω is the zero-point energy for the motion in
either of the two minima.
The Boson peak (BP) is due to an excess of har-
monic vibrations over the Debye density of states of
the sound waves. It corresponds to a maximum in
g(ω)/ω2 but mostly only to a shoulder in the den-
sity of vibrational states, g(ω), itself. Since there is a
continuum of frequencies the harmonic eigenmodes
are extended. The BP-states, being harmonic, can
be obtained from a dynamic matrix which will reflect
disorder. The weakness of such an ansatz is that
one has to use some extra conditions to obtain the
needed soft vibrations while avoiding negative eigen-
values.
Our approach [1] is different; we start from the quasi-
localized vibrations which have been ubiquitously ob-
served in computer simulations[2]. Instead of using
the exact harmonic eigenstates we use the sound
waves and cores of these vibrations as basis as
was implied in our earlier work on the soft potential
model[3]. Here we exploit fully the interaction be-
tween the soft mode cores which will downshift the
low frequency spectrum and even cause a vibrational
instability. Invoking anharmonicity to lift the instabil-
ity we find both a universal (harmonic) BP-excess-
spectrum and TLS’s.
Let us assume we have randomly distributed soft os-
cillators with a broad distribution of frequencies. In-
cluding the interaction between these oscillators their
total potential energy is
U =
X
i
ki
2
x2i − 1
2
X
i,j =i
Iijxixj +
1
4
X
i
Aix
4
i . (3)
Here xi are the generalized coordinates describing
the vibrations, ki > 0 are the quasielastic constants
of noninteracting oscillators and Iij determines the
weak bilinear interaction between the oscillators. To
stabilize the system we have added in this equation
the anharmonic terms, Aix4i (with Ai > 0). Taking
the elastic dipole interaction between the oscillators,
the interaction strength is given by
Iij = gijJ/r
3
ij (4)
where gij  ±1 accounts for the relative orientation
of the HO’s, rij is the distance between HO’s and
J the dipole strength which can be determined from
the coupling of the oscillators to the sound waves in
the glass. We assume that all oscillators are stable
without interaction and have a broad distribution of
quasielastic constants. To be specific we will use
Φ0(k) = 3/2
p
(k) for 0 ≤ k ≤ 1 corresponding to
a density of states of the noninteracting oscillators
g0(ω) = 3ω
2, ω ≤ 1. The exact harmonic vibrations
can then be obtained by matrix diagonalization ne-
glecting the anharmonic term. The result is a down-
shift of the low frequency part of the spectrum as
shown in Fig. 1.
IFF Scientific Report 2007 • Condensed Matter Physics
66 I 67
FIG. 1: Low frequency part of the distribution Function
of the renormalized quasielastic constants, Φ(k), calcu-
lated as ensemble average by exact diagonalization of sys-
tems of N = 2197 oscillators for coupling strengths J =
0.07, 0.10, 0.15 (solid curve) and without interaction (dashed
curve). The dotted line is an analytic approximation for
J = 0.01
This result is similar to the one obtained for ran-
dom matrices without restrictions to ensure stability
(k ≥ 0). Instead of introducing some not well under-
stood restriction on the matrix elements we show that
this harmonic vibrational instability creates a univer-
sal shape of the BP and additionally a realistic den-
sity of TLS’s.
Stability is restored by anharmonicity. The downshift
of Φ(k) for small k is caused by the action of higher
frequency oscillators on soft ones. One can show
that there is a critical frequency ωc =
√
mkc ∝ J be-
low which the spectrum is strongly affected by the in-
teraction. One can eliminate the high frequency mo-
tion by an adiabatic approximation and obtains for the
low frequency oscillator an effective quartic potential
Ueff(x1) =
1
2
(k1 − κ)x21 + 1
4
A1x
4
1 (5)
where κ is the effect of the interaction and k1−κ is the
renormalized quasielastic constant whose spectrum
is shown in Fig. 1. For negative values of k1−κ stabil-
ity is restored by moving the oscillator to either mini-
mum where one regains a positive constant 2(κ−k1).
Apart from the factor 2 the negative part of Φ(k) is
thus reflected onto the positive part. It is remarkable
that this effect is due to the anharmonicity but the ac-
tual value of it does not enter the result.
This harmonic approximation plus stabilization so far
gives a finite value of Φ(k = 0) which corresponds to
a vibrational spectrum g(ω) ∝ ω for ω  ωc. Such a
spectrum is highly unstable against perturbations. In
our system such a perturbation is inherent. Chang-
ing the origin of the oscillators to either minimum in
Eq. (5) implies a static displacement which via the
bilinear coupling, Eq. (3) translates into a force on
the other oscillators which, together with the anhar-
monicity, shifts the lowest part of the density of states
upwards, creating the seagull singularity, g(ω) ∝ ω4
for ω << ωc, of the soft potential model[3]. The
excess vibrational spectrum has a universal shape
function
gtot(ω) ∝ ω4
√
3/2Z
0
dt
1 + (ω/ω)
6
t2(3− 2t2)2 (6)
Where ω is approximately the BP frequency. Fig. 2
shows the excess density of vibrational states in the
usual reduced representation.
FIG. 2: The Boson peak: the reduced density of states
gtot(ω)/ω2 of the excess modes given by Eq. (6).
This BP-shape is in good agreement with experiment
[4]. The theory can also be used to explain the pres-
sure dependence of the BP.
Eq. (5) represents a two well potential which will give
rise to TLS’s. Apart from logarithmic corrections, al-
ready found in the soft potential model [3] the distri-
bution of the standard tunneling model is recovered.
Our theory, however, allows us to estimate the mag-
nitude of the constants of this model. We can explain
for instance the low number of observable TLS’s and
the low value of the so called tunneling strength C.
These values are small because only a small fraction
of double-well systems allow tunneling in observable
times due to the exponential dependence of the tun-
neling element, Eq. (2).
[1] D. A. Parshin, H. R. Schober and V. L. Gurevich, Phys.
Rev. B 76, 064206 (2007).
[2] H. R. Schober and B. B. Laird Phys. Rev. B 44, 6746
(1991).
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Crack Propagation as a Free Boundary
Problem
D. Pilipenko, R. Spatschek, E. A. Brener, H. Müller-Krumbhaar
IFF-3: Theory of Structure Formation
A sharp interface model of crack propagation
as a phase transition process is discussed.
We develop a multipole expansion technique to
solve this free boundary problem numerically.
We obtain steady state solutions with a self-
consistently selected propagation velocity and
shape of the crack, provided that elastodynamic
effects are taken into account.
One of the most challenging riddles in physics and
technology is the phenomenon of fracture, as it gives
rise to material failure on all scales. Most fundamen-
tally, the initiation of crack growth is due to a com-
petition of the release of elastic energy and an in-
crease of surface energy, which has been pointed
out by Griffith [1] and has been used to describe
many features of cracks.The interpretation of brittle
fracture as the successive breaking of atomic bonds
is in agreement with models of sharp crack tips, but
still the theoretical predictions depend significantly on
empirical interaction potentials. On the other hand, if
dissipative plastic effects or large scale deformations
are important, the crack tips are extended and have
a finite tip radius r0. Here, a detailed description of
fracture necessitates equations of motion for each in-
terface point of the extended crack instead of just the
mentioned integral energy balance. A full modeling
of fracture should then not only predict the growth ve-
locity but also determine the entire shape of the crack
self-consistently.
Continuum Model of Fracture. Imagine that the crack
is filled with a soft condensed phase instead of vac-
uum, and the growth is then interpreted as a first
order phase transformation of the hard solid matrix
to this soft phase [2, 3]. The inner phase becomes
stress free if its elastic constants vanish. Then, the
boundary conditions on the crack contour are σnn =
σnτ = 0, where indices n and τ denote the normal
and tangential directions with respect to the interface.
In the bulk, the elastic displacements ui have to fulfill
Newton’s equation of motion,
∂σij
∂xj
= ρu¨i, (1)
where ρ is the mass density. The difference in the
chemical potentials between the two phases at the
interface is given by [4]
∆µ = Ω(
1
2
σijij − γκ), (2)
FIG. 1: Solid curve: Shape of the crack obtained for ∆ =
1.3; Dashed curve: Crack shape in the unstable regime for
∆ = 2.3. h is the tail opening.
with γ being the interfacial energy per unit area; ij is
a strain field; the interface curvature κ is positive if the
crack shape is convex; the atomic volume Ω appears
since the chemical potential is defined as free energy
per particle. For elastically induced phase transitions
to a “dense gas” phase with the same density as the
solid, the motion of the interface is locally expressed
by the normal velocity
υn =
D
Ωγ
∆µ (3)
with a kinetic coefficient D with dimension
[D]=m2s−1. The Multipole Expansion Method.
We discuss the steady state propagation of a semi-
infinite crack in an isotropic medium. We assume a
two-dimensional plane strain situation and mode I
loading, which means that the applied tensile forces
act perpendicularly to the crack. We start with the
description in the laboratory frame of reference
and assume that the crack is moving with a given
constant velocity υ. We can write the formal stress
field expansion as
σij =
Kdyn
(2πr)1/2
 
f
(0)
ij +
N=∞X
n=1
Anf
(n)
ij,d + Bnf
(n)
ij,s
rn
!
,
where f (n)ij,d(θd, υ) and f
(n)
ij,s(θs, υ) are the known uni-
versal angular distributions for the dilatational and
shear contributions which also depend on the prop-
agation velocity. The unknown coefficients of expan-
sion An, Bn can be found by solving the linear prob-
lem of fulfilling the boundary conditions σnn = σnτ =
0 on the crack contour. The tangential stress σττ is
determined only through the solution of the elastic
problem, and enters into the equations of motion (2)
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and (3), leading to a complicated coupled and nonlo-
cal problem. The strategy of solution of the problem
is as follows: first, for a given guessed initial crack
shape and velocity, we determine the unknown coeffi-
cients An and Bn from the boundary conditions. Sec-
ond, we calculate the chemical potential and the nor-
mal velocity at each point of the interface. Afterwards,
the new shape is obtained by advancing the crack
according to the local interface velocities. This pro-
cedure is repeated until the shape of the crack in the
co-moving frame of reference remains unchanged. It
provides a natural way to solve the problem, as it fol-
lows the physical configurations to reach the steady
state. Then the following relation between the local
normal velocity and the steady state tip velocity υ
holds:
υn = υ cos η, (4)
with η being the angle between the normal to the
crack contour and the x axis. Alternatively to this
“quasi-dynamical approach”, we also directly solve
the nonlinear equation (4) as a functional of the crack
shape and the tip velocity υ.
Results and Discussion. We discuss crack growth
in a strip geometry, with the width of the strip be-
ing very large in comparison to the crack tip scale.
We introduce the dimensionless driving force ∆ =
K2stat(1− ν2)/2Eγ,where E is Young’s modulus and
ν the Poisson ratio. The static stress intensity factor
Kstat is assumed to be given and finite. The mul-
tipole expansion technique confirms that the simple
phase transformation model, based on Eqs. (1)-(3),
provides a selection of the steady state shape and
the velocity of the crack [5]. A typical crack shape is
shown in Fig. 1.
FIG. 2: Steady state velocity as a function of the dimen-
sionless driving force ∆. The solid line corresponds to the
steady state code, the squares to the quasi-dynamical code.
Below the point ∆c ≈ 1.14 the dissipation-free solution is
selected by a microscopic length scale. Also for ∆ < 1
the tip scale is not selected, and the presented solution is
obtained for the specific parameter υRh/D = 10.
The dimensionless crack velocity υ/υR (υR is the
Rayleigh speed) as function of the driving force ∆
is shown in Figs. 2. All results are obtained both by
the “steady state approach” and the “quasi-dynamical
code”, and they are in excellent agreement with each
other. In principle, one would expect steady state so-
lutions for crack growth to exist for all driving forces
beyond the Griffith point, ∆ > 1. However, in the
framework of the model, they exist only in the inter-
val ∆ = 1.14 − 2.5. At the limiting value, ∆ ≈ 2.5,
the propagation velocity tends to zero and the length
scale h diverges. Nevertheless, at this point the prod-
uct υh/D remains finite, as it is required for finite
driving forces. This termination of the steady state
solution is surprising, as one would expect the tip
blunting to continue to arbitrarily large values of ∆.
At the lower limit, ∆ ≈ 1.14, the steady state crack
velocity is finite, but the tail opening tends to zero in
the framework of the model. At this point, the dissi-
pation becomes zero, and all energy is converted to
surface energy apart from kinetic contributions which
are transported through the soft phase and out of the
system. Below this point, i.e. for 1 < ∆ < 1.14,
dissipative solutions do not exist. Naturally, the tip
scale should then be determined by an intrinsic mi-
croscopic length scale which is not contained in the
present model. If it was introduced here explicitly,
the behavior of the crack speed would behave as de-
picted by the dotted curve in Fig. 2; then it would
become zero at the Griffith point ∆ = 1. Precisely
this behavior near the Griffith threshold was observed
in phase field simulations [3], where this cutoff natu-
rally appears as the phase field interface width. We
suppose that the solutions become unstable against
a secondary Asaro-Tiller-Grinfeld instability beyond
the point ∆ ≈ 1.8, in agreement with previous con-
jectures [2] and phase field simulations [3]. Never-
theless, unstable steady state solutions persist up to
∆ ≈ 2.5. Finally, we discuss the healing of cracks
below the Griffith point, ∆ < 1; the velocity υ of the
crack becomes negative in this regime. In contrast to
the case of growth, one expects these steady state
solutions to exist for arbitrarily prescribed openings h
and only the velocity υ to be selected. This predic-
tion is numerically confirmed by our simulations, see
Fig. 2. We note that without elastic stresses, i.e. for
∆ = 0, the problem has a simple analytical solution:
x(y)/h = (1/π) ln cos(πy/h) with velocity v = πD/h.
In summary, we have presented a continuum theory
of fracture based only on the linear theory of elastic-
ity and a phase transformation process at the crack
surface; we employ a sharp interface method to find
steady state solutions of crack growth and are able to
predict the growth velocity and the self-consistently
selected shape of the crack.
[1] A. A. Griffith, Phil. Trans. R. Soc. A 221, 163 (1921).
[2] E. A. Brener and R. Spatschek, Phys. Rev. E 67,
016112 (2003)
[3] R. Spatschek, M. Hartmann, E. Brener, H. Müller-
Krumbhaar, and K. Kassner, Phys. Rev. Lett. 96,
015502 (2006).
[4] P. Nozières, J. Phys. I (France) 3, 681 (1993).
[5] D. Pilipenko, R. Spatschek, E.A. Brener, H. Müller-
Krumbhaar Phys. Rev. Lett. 98, 015503 (2007)
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Influence of Strain on the Kinetics of
Phase Transitions in Solids
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We consider a sharp interface kinetic model of
phase transitions accompanied by elastic strain,
together with its phase-field realization. Quanti-
tative results for the steady-state growth of a new
phase in a strip geometry are obtained and dif-
ferent pattern formation processes in this system
are investigated.
Many magnetic, superconducting and structural
phase transitions in solids are accompanied by small
lattice distortions which lead to the presence of elas-
tic deformations [1]. For each phase transition a char-
acteristic deformation can be assigned, i.e., the de-
formation acquired by the new phase relative to the
initial phase in the absence of external forces. In
some cases, these effects are of minor influence and
can be ignored, but nevertheless for many applica-
tions the elastic strain causes qualitatively new and
observable effects [2]. In particular, the systematic
theoretical study of the growth kinetics of such phase
transitions accompanied by a lattice strain is still in its
beginning. The aim of the current paper is therefore
to develop a “‘minimum” kinetic model, from which
even quantitative results concerning the influence of
strain effects can be obtained [3]. It differs from ear-
lier descriptions in the sense that explicit equations
of motion for sharp interfaces are set up and finally
solved numerically, leading to peculiar interfacial pat-
tern formation processes.
Dilatational mismatch model. The free energy den-
sity of an initial phase is
F1 = F
0
1 +
1
2
λu2ii + µu
2
ik, (1)
where F 01 is the free energy density without elastic
effects, uik are the components of the strain tensor,
λ and µ are the elastic moduli of isotropic linear elas-
ticity. The free energy density of a new phase is
F2 = F
0
2 +
1
2
λ
`
uii − u0ii
´2
+ µ
`
uik − u0ik
´2
, (2)
with u0ik being a characteristic lattice strain assigned
to the phase transition.
Let us consider the simplest case, u0ik = εδik, at first,
where the bond lengths of the new phase are uni-
formly longer or shorter in all directions in compari-
son to the original phase. The coherency condition
at the interface reads u(1) = u(2), where u is the
displacement vector. The superscripts (1) and (2)
FIG. 1: Shapes of propagating fingers calculated for three
values of the driving force, see Eq. (3). Top: ∆ = 0.5 < ∆t.
Center: ∆ = 0.85 > ∆t. Bottom: ∆ = 1.05. The Poisson
ratio is ν = 1/3 and L/L∗ = 10.
refer to the initial and the newly created phase re-
spectively. Mechanical equilibrium at the interface
demands the equality of normal and shear stresses,
σ
(1)
nn = σ
(2)
nn and σ
(1)
nτ = σ
(2)
nτ . The condition of phase
equilibrium requires the continuity of a new potential
F˜ = F − σnnunn − 2σnτunτ across the flat inter-
face, which takes into account the coherency con-
straint [4]. In the general case of curved interfaces
also the surface energy γ has to be incorporated,
and the phase equilibrium condition for each inter-
face point reads in the case of isotropic surface en-
ergy F˜1−F˜2−γK = 0, where K is the local curvature
of the interface.
We discuss a simple strip configuration which allows
the steady-state growth of an elastic “finger” consist-
ing of the new phase (see Fig. 1), as a possible setup
for experimental investigations. The unstrained elas-
tic strip of width L is attached to fixed grips at the
upper and lower boundary (u = 0 there) and initially
composed of the reference phase. We discuss a two-
dimensional elastic problem using plane strain condi-
tions (uz = 0). Also, we assume the complete wet-
ting of the walls by the initial phase. Far ahead of
the propagating finger the initial phase remains un-
strained. In contrast, far behind the tip a phase coex-
istence is possible within a certain parameter interval
near the transition temperature, which is due to elas-
tic effects. We find the volume fraction of the new
phase,
c = ∆ =
1− 2ν
1 + ν
»
1− ν
Eε2
(F 01 − F 02 )− 1
–
, (3)
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which defines a dimensionless driving force ∆ for this
process. Then the parameter range for coexistence
is 0 < ∆ < 1. The total free energy gain per unit
area in the xz plane of this two-phase configuration
compared to the unstrained initial phase is
∆F = 2γ
„
∆2
∆2L
− 1
«
, (4)
where
∆2L =
L∗
L
, L∗ =
4(1− 2ν)(1− ν)γ
(1 + ν)Eε2
. (5)
The finger grows if ∆F > 0, or, equivalently, if
∆ > ∆L. This condition corresponds to the Griffith
point in fracture mechanics. We note that the value
of the driving force for the transition can be controlled
not only by temperature, but also by external strain.
Following our general aim to develop a minimum ki-
netic model, we assume that the growth is controlled
only by interface kinetics. Then, the local equation of
motion of the interface reads vn = κ(F˜1 − F˜2 − γK),
where vn is the normal velocity and κ a kinetic coeffi-
cient. The characteristic velocity scale of this process
is v0 = 2κγ/L∗.
Phase Field Modeling. In order to obtain quantita-
tive results for this problem we use a phase field
code as numerical tool, together with elastodynam-
ics to describe phase transformations accompanied
by stress, which we developed recently [5]. Let φ de-
note the phase field with values φ = 1 for the initial
phase and φ = 0 for the new phase. The free energy
density contribution is F = F1h(φ) + F2[1 − h(φ)],
where the switching function h(φ) = φ2(3 − 2φ) in-
terpolates between the phases. The gradient energy
is Fs(φ) = 3γξ(∇φ)2/2 with the interface width ξ.
Finally, Fdw = 6γφ2(1 − φ)2/ξ is the double well po-
tential. Thus the total free energy functional is F˜ =R
dV (F + Fs + Fdw) . The elastodynamic equations
are derived from the free energy by variation with
respect to the displacements ui, ρu¨i = −δF˜/δui,
where ρ is the mass density. The dissipative phase
field dynamics follows from ∂φ/∂t = −κδF˜/δφ3ξ.
These equations lead in the limit ξ → 0 to the sharp
interface description above.
Characteristic shapes of the stationary fingers are
presented in Fig. 1. The finger selects a symmetrical
shape even if the initial configuration was vertically
off-centered, i.e. the symmetrical configuration is sta-
ble. The dependence of the dimensionless steady-
state growth velocity v/v0 on the dimensionless driv-
ing force ∆ is presented in Fig. 2.
Transitions with Shear Strain. A simple type of tran-
sition involving shear strain can occur in hexagonal
crystals. For the transitions lowering the symme-
try from C6 to C2, the shear strain in a basic plane
appears; this is the case for example in hexagonal-
orthorhombic transitions in ferroelastics. Let the prin-
cipal axis C6 be oriented in z direction. By proper
choice of the crystal orientation around the main axis
in the initial phase, we obtain the new phase in three
possible states due to the original hexagonal sym-
metry. Then the nonvanishing components of the
FIG. 2: The dimensionless growth velocity v/v0 as a func-
tion of the dimensionless driving force ∆.
FIG. 3: Growth of bicrystal patterns for L/L∗ = 5. The
shading illustrates the orientation of the shear strain uxy .
The growth velocities are v/v0 = 1.14 (top) and v/v0 =
0.48 (bottom).
strain tensor u0ik are u
0
xx = −u0yy = ε cos 2θ and
u0xy = ε sin 2θ, where the angle θ is θ = 0,±2π/3.
A straightforward analysis of the stress state far be-
hind the tip shows that among the possible configura-
tions of new phases the energetically most favorable
scenario are bicrystals, θ = ±2π/3, as presented in
Fig. 3. Although both patterns in Fig. 3 are ener-
getically equivalent far away from the tip, symmetry
is broken by the choice of the propagation direction.
For growth to the right, the orientation θ = 2π/3 in
the upper and θ = −2π/3 in the lower half, leading to
propagation with a single tip (upper panel of Fig. 3),
is superior to the opposite case with repelling fingers
(lower panel), as the growth velocity is higher.
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In this paper the tomographic problem arising in
the diagnostics of a fuel cell is discussed: How
well can the electric current density j(r) be re-
constructed by measuring its external magnetic
field. We show: A procedure can be applied
determining the optimum measuring positions,
essentially decreasing the number of measuring
points - without a loss of fine resolution. This
procedure can easily be generalized. Here we
present explicit results by applying our formu-
las to a realistic case of an experimental Direct
Methanol Fuel Cell (DMFC).
Fuel cells[1] avoid the by Carnot’s law limited effi-
ciency of machines first converting chemical energy
into heat and then heat into electric energy. For this
reason the theoretical efficiency factor η of fuel cells,
e.g. that of the DMFC, is distinctively larger than that
of thermal engines and close to 1. However, in real
life its mean value for DMFC’s in operation is still only
about η = 0.35.
FIG. 1: Resolution of j(r) in the MEA versus logarithm of
the required relative precision when measuring the mag-
netic field. Distance between the fuel cell and the planes
in which the magnetic field is measured is 1 cm. (Red)
dashed line: spacing dP ≈ 5 cm. (Green) dashed dotted
line: dP ≈ 2.5 cm. (Blue) dotted line: dP ≈ 1.2 cm. (Ma-
genta) full line: dP ≈ 0.6 cm. Note that a spacing of 5 cm is
much too large leading to meaningless results.
Hence a lot of further development and ideas are re-
quired and one prerequisite for that is a good diag-
nostics, i.e. reasonable insight into the distribution of
electric currents in the fuel cell. Now typical for every
fuel cell are the high electric currents in the range of
10 A to 100 A suggesting measurements of the ex-
terior magnetic fields for reconstructing the internal
current distribution of the fuel cell[2].
FIG. 2: All 5536 measuring points located in the 6 planes
surrounding the fuel cell are marked. Distance between fuel
cell and planes is 1 cm. Spacing dp of the measuring points
is about 0.6 cm. At each measuring point the value of the ζ
function is indicated by the color and thickness of the corre-
sponding marker. The two planes close to the frontend and
backend of the fuel cell have the highest ζ values. Note that
the scales in depth, width and height are not identical.
This is a tomographic problem. To get reasonable
resolution for the currents in the fuel cell, in particu-
lar in the layer of the Membrane Electrode Assembly
(MEA) the magnetic field is measured in 6 planes sur-
rounding the fuel cell.
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There are two rules of the thumb:
i) The smaller the distance between fuel cell and
measuring plane the better the resolution.
ii) The smaller the spacing dp of the measuring
points in a given plane the better the resolution.
FIG. 3: The remaining 868 measuring points after all mea-
suring points with ζ(rj) < 2 have been dropped. Nomen-
clature and other parameters as in Fig. 2.
If a regular network of measuring points is chosen in
every plane the spacing dp of the measuring points
has to be about 0.5 cm, cf Fig. 1. Unfortunately the
required number of measuring points is not small in
this case, (about 5500), cf Fig.2.
We have shown[3] that rule ii) is much less strict than
at first expected because the number of measuring
points on a given plane can be reduced drastically in
a systematic manner (typically by 80% or even more),
cf Fig.3, and without loosing resolution, cf Fig.4.
This is very important because the timescale of the
measuring apparatus depending on the number of
measuring points is thus essentially reduced as well,
enabling the reconstruction of faster dynamical per-
turbations.
At first sight it might seem paradoxical that a reduc-
tion of measuring points can even enhance the rela-
tive precision, as is shown in fig.4. The reason is that
each measuring point supplies additional information
but noise as well. We have found a function ζ(ri)
computing for each point ri the tradeoff between its
relevance of information and its sensitivity with re-
spect to noise. The higher the ζ value the more rele-
vant a measuring point becomes.
FIG. 4: Resolution [in cm] of j(r) in the MEA versus loga-
rithm of the required relative precision when measuring the
magnetic field. Lower (magenta) line: all 5536 measuring
points are taken into account with a spacing of 0.6 cm be-
tween measuring points. Upper (blue) line: Out of the 5536
measuring points only the 868 points with ζ(rj) ≥ 2 are
taken into account. Note that reducing the number of mea-
suring points leads to a better resolution.
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The presently available first generation of sub-
angstrom transmission electron microscopes
yields high-resolution images with unprece-
dented quality. At the same time such micro-
scopes impose new efforts in controlling their
imaging properties. The smaller the resolved
object details are, the stronger becomes the in-
fluence of unwanted lens imperfections. Both,
measurement and control of such imperfections,
which are called lens aberrations, represent sub-
stantial challenges on the way to quantitative
sub-angstrom work. We performed time-stability
measurements of lens aberrations with unprece-
dented accuracy. These measurements support
new design concepts for an upcoming generation
of high-resolution microscopes.
In order to make quantitatively use of the information
transferred by a high-resolution transmission elec-
tron microscope, it is mandatory to know the imaging
properties of its objective lens. These imaging prop-
erties are characterized completely by the so-called
aberration function χ(g). The aberration function rep-
resents a phase shift imposed by the objective lens
on a diffracted beam with wavevector g. The aberra-
tion function is composed of single basic aberrations,
which differ from each other in strength (power-law
dependency on the transferred spatial frequency |g|)
and in rotational symmetry. Denoting the wavevec-
tor g in polar coordinates by (g, ϕ), and the electron
wavelength by λ, one obtains for the aberration func-
tion the expression
χ(g, ϕ) = 2π
X
m≥1
0≤n≤m
m+n=2N
amn
m
λm−1gm cos [n(ϕ − ϕmn)] ,
where amn denotes the wave aberration coefficients
and ϕmn the corresponding azimuth angles. The
subscript m relates to the power of the spatial
frequency g, and the subscript n to the angular sym-
metry of the respective basic aberration. Whereas
in the past it was sufficient to deal with only a few
aberrations like defocus a20, twofold astigmatism
a22, axial coma a31, threefold astigmatism a33, and
spherical aberration a40, sub-angstrom imaging
requires now the knowledge and control of all wave
aberrations up to the sixth order of the wavevector
g. The decomposition of a typical aberration function
into basic aberrations amn is illustrated in Fig. 1.
FIG. 1: Typical aberration function (center) and its decom-
position into basic aberrations (surrounding). Positive val-
ues of the aberration function are depicted in red and neg-
ative values in blue. Sawtooth jumps occur in intervals of
π/4. The yellow circle in the diffraction plane marks a value
of g = 12.5 nm−1 corresponding to a resolution of 0.08 nm.
Aberration-free imaging is achieved when the modulus of
the total aberration function in the center does not exceed
π/4 within the circle defining the resolution limit.
It is widely accepted that the aberration function χ(g)
is fairly constant in time and that an optical adjust-
ment of the microscope by the operator must be re-
peated only a few times during a microscope ses-
sion. With our newly devised ATLAS aberration mea-
surement software [1], which yields an improvement
in measurement precision by an order of magnitude
compared to the manufacturer supplied solution, we
managed to investigate in detail the time stability of
all aforementioned basic aberrations. These mea-
surements were performed for the first time with a
precision guaranteeing aberration-clean quantitative
sub-angstrom imaging. The ATLAS software offers
especially for the defocus a20 and the twofold astig-
matism a22 an automated monitoring mode. Typical
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snapshots of the focal variation with time are shown
in Fig. 2 for two different microscopes.
FIG. 2: Time variation of the objective lens defocus a20
during a period of approximately 2 minutes for (a) a 200 kV
Philips CM200 microscope with a resolution of 0.12 nm and
for (b) a 300 kV FEI Titan microscope with a resolution of
0.08 nm. Apart from a thermally induced long-term drift,
also short-term fluctuations are observed, which are caused
by instabilities of the accelerating voltage and of the objec-
tive lens current. In both cases the defocus-related part of
the aberration function exceeds the π/4 tolerance range for
aberration-free imaging after 1–2 minutes.
It is clearly insufficient to consider each single ba-
sic aberration separately for the assessment of
aberration-free imaging, as is shown for the defo-
cus in Fig. 2, but to observe the combined effect
of all contributing aberrations. Hereby accumula-
tion as well as compensation effects with respect to
the resulting phase shift can occur in different re-
gions of the Fourier-space plane. Fortunately our ex-
periments reveal a rough trend according to which
higher-order aberrations beginning with the fourth or-
der (i.e. m = 4) tend to be stable for hours at least.
Strong variations of the imaging properties are fre-
quently due to second order aberrations (m = 2).
The time evolution of an aberration function com-
posed of defocus a20 and twofold astigmatism a22,
which was monitored over an interval of 96 seconds,
is displayed in Fig. 3.
We could identify a number of different reasons lead-
ing to unwanted deviations of the imaging condi-
tions from an initially aberration-free microscope set-
ting. Apart from electric and magnetic field inhomo-
geneities near the object, which play a role when
moving the sample over a sub-micron distance to
the place of interest, the long-term time variations
shown here result mainly from a thermally induced
mechanical movement of the electron-optical set up.
We could successfully relate such time variations of
the transfer properties to temperature variations of
the cooling water and to room temperature changes
on the order of 0.1 – 0.5 Kelvin. The room tempera-
ture changes are correlated with the presence of an
operator near the microscope.
Regarding the microscope hardware, the results of
our investigation are shared with a major micro-
scope manufacturer in the framework of a coop-
eration agreement. Our investigation supports the
concept of a new generation of ultra-high resolu-
tion microscopes, which are thermally insulated from
the surrounding and which are remotely controlled.
Moreover, the ultra-precise measurement of residual
lens aberrations enables their successful a-posteriori
elimination by means of software phase-retrieval pro-
cedures, improving significantly the output of materi-
als science investigations [2].
FIG. 3: Degradation of an initially ideal contrast transfer
within a time interval of 96 seconds observed at a 200 kV
Philips CM200 electron microscope. The sine of the aber-
ration function including defocus a20 and twofold astigma-
tism a22 is displayed in Fourier space up to a resolution
of 0.08 nm. Red areas indicate positive values of sin χ
and blue areas negative values. The initial condition corre-
sponds to ideal phase contrast, where the aberration func-
tion is close to a value of π/2, i.e. sin χ ≈ 1.
[1] J. Barthel, PhD Thesis, RWTH Aachen (2007).
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and K. Urban, Springer Proceedings in Physics, edited
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Recent progress in applied spherical aberration
corrected high-resolution transmission electron
microscopy (HRTEM) performed in troika with the
ultra-precise measurement of residual wave aber-
rations and the numerical retrieval of the exit
plane wavefunction (EPWF) from through focus
series of micrographs is illustrated by highlight-
ing their combined use for the atomic-scale mea-
surement of lattice displacements coming along
with extrinsic stacking faults in GaAs.
With considerable improvements in instrumental res-
olution well beyond the Ångstöm barrier, also ac-
companied by a simultaneous minimisation of im-
age delocalisation, aberration-corrected HRTEM is
presently enjoying increased popularity in the atomic-
scale imaging of lattice imperfections and heteroint-
erfaces in crystalline solids.
The sole availability of ultimate resolution, however,
only represents a sine qua non for the imaging of ob-
ject details of the very same length scale. Addition-
ally, an unaltered transfer of information through the
microscope’s lens system constitutes a mandatory
requirement in the direct interpretability of recorded
micrographs. Recent experience with the Ernst
Ruska-Centre’s (ER-C) state-of-the-art instruments,
however, shows that the time-dependent variation
of environmental-induced parasitic higher-order wave
aberrations aij together with a system-inherent resid-
ual image delocalisation still present at instruments
equipped with spherical aberration-corrector unit,
may dramatically deteriorate information transfer and
virtually represents the key limitation during experi-
mental analyses at present.
Thence, to bring out most of recorded micrographs, a
three-step course of action, as illustrated by the pro-
cess chart displayed in Fig. 1, was recently excogi-
tated and implemented at the ER-C to fully make use
of the improved resolution offered by neoteric instru-
mentation [1, 2]. Residual wave aberrations aij are
measured at utmost precision making use of the AT-
LAS (Advanced Treatment of Lens Aberrations and
Stability) package [3] and entirely eliminated a poste-
riori by applying phase retrieval methods making use
of recorded through-focus series.
By this means true structure information can now be
retrieved in the vicinity of lattice imperfections and
across heterointerfaces in crystalline solids meeting
uncertainties in the measurement of individual atom
column positions with 2σ confidence intervals as far
as to about 5 picometres.
FIG. 1: Process diagram illustrating the course of succes-
sive procedures to (i) minimise residual wave aberrations
aij during setup of a spherical aberration corrected micro-
scope (left) followed by (ii) the numerical retrieval ampli-
tude and phase Φ(r) of the exit-plane wavefunction Ψ(r)
from a through-focus series of micrographs (right) also in-
volving (iii) an a posteriori correction of residual aberrations
aij measured from illumination tilt series of images taken
from amorphous specimen areas using the ATLAS pack-
age [2, 3].
As a materials science application of example, we re-
port on locally inhomogeneous distortions of atomic
dumbbells across extrinsic stacking faults in a GaAs
capping layer grown by molecular epitaxy on top of a
plastically relaxed In0.3Ga0.7As layer. Measurements
on actual dumbbell lengths, amounting to 141 pm in
case of unstrained material when viewed along the
crystallographic [110] direction, have been performed
on the phase image Φ(r) displayed in Fig. 2 (a);
the associated exit-plane wavefunction Ψ(r) was re-
trieved from a through focus series of 30 micrographs
with residual wave aberrations aij measured by the
ATLAS package [2, 3] and subsequently corrected up
to the third order. The centre of the phase image is
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5.2 nm left of a 90◦ partial dislocation core terminat-
ing the faulted double ribbon [4].
FIG. 2: Inhomogeneous distortion of atomic dumbbells
across an extrinsic stacking fault in GaAs (110). (a) Re-
trieved phase image Φ(r) with atomic column positions su-
perimposed and dumbbell distortions indicated exemplarily
(orange arrows) in dependence on specific positions along
the [111] direction. (b) Average projected bond length 〈d〉
and (c) misorientation angle 〈δ〉 of the dumbbells along the
[111] direction. The lattice planes belonging to the double
faulted ribbon are indicated in lighter grey colour.
Actual lengths and orientations of individual dumb-
bells have been measured and normalised to mean
values associated with the lower (planes no. 0 - 3)
and upper (planes no. 1 - 13) areas of the Φ(r) im-
age. For statistical error reduction purposes 15 data
points have been averaged along the [1¯1¯2] direction
and median values are plotted in Figs. 2 (b) and (c)
in dependence on specific (111) lattice planes.
As can be seen from both plots, the dumbbells on ei-
ther side of the double ribbon rearrange roughly an-
tisymmetric with regard to the faulted (111) planes.
The dumbbells of the bottommost plane of the upper
domain (plane no. 8) are compressed to a length of
〈d〉 = 133 ± 4 pm and turn towards the double ribbon
with a misorientation angle 〈δ〉 ≈ 2.6◦± 1.3◦ com-
pared to the reference planes. In contrast, the upper-
most dumbbells of the lower crystal area (plane no.
5) are stretched to a length of 〈d〉 = 150 pm ± 4 pm
and bend away from the double ribbon at a misorien-
tation angle of 〈δ〉 ≈ 4.9◦± 1.5◦.
In order to gauge whether the observed antisymmet-
ric distortions represent a genuine structural prop-
erty or not, potential implications of scattering and
imaging artefacts need to be ruled out. Since a hy-
pothetical global misalignment of the sample can-
not give rise to any local torsion and dilatation of
projected atomic dumbbells we may disenfranchise
from this explanation. An argument of the same
kind holds true of the potential impact of not fully
compensated residual wave aberrations aij as they
would take effect on the entire image and, hence,
would distort all atomic dumbbells of the same ori-
entation equally. Beyond electron-optical reasoning,
a supposed strictly antisymmetric lattice distortion
caused by a dedicated combination of higher-order
wave aberrations aij with the faulted ribbon inciden-
tally acting as the symmetry plane, may be ruled out
from a probability point of view because of an almost
immense number of possible combinations which will
not give raise to the observed distortion behaviour.
Hence, measurements firmly suggest a true materi-
als science background, as opposed to an electron-
optical artifact, and one may speculate about indium
diffusion from the underlying In0.3Ga0.7As layer to the
GaAs layer along the faulted ribbon. As long as an
inhomogeneous incorporation of indium atoms is not
considered, this approach, however, cannot explain
the observed antisymmetry. Admittedly, these dis-
tortions become perspicuous when considering the
elastic distortions associated with 90◦ partial dislo-
cations in the framework of continuum theory of elas-
ticity [5] which basically follow the measured charac-
teristics of the dumbbell’s measured expansion and
torsion but, alas, yield only alterations of dumbbells
lengths smaller than ± 3 pm and misorientation an-
gles smaller than ± 0.4◦ for the image area under in-
vestigation. Thence, a more likely explanation would
be that the terminating partial dislocation biases the
rearrangement of atomic columns in the vicinity of the
faulted ribbons and that next but one neighbour inter-
actions between different atomic species will indeed
play an important role during this process.
[1] K. Tillmann, J. Barthel, L. Houben, M. Lentzen,
A. Thust, and K. Urban, Springer Proceedings in
Physics, edited by A. G. Cullis and P. A. Midgley, in
press (2008).
[2] A. Thust, J. Barthel, L. Houben, M. Lentzen, K. Till-
mann, and K. Urban, separate contribution to this re-
port (2008).
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The atomic structure of β-phase tantalum
nanocrystallites has been measured by spher-
ical aberration-corrected high-resolution trans-
mission electron microscopy (HRTEM) performed
in tandem with the numerical retrieval of the
exit-plane wavefunction (EPWF) as obtained from
a through-focus series of experimental micro-
graphs. For the first time ever, the existence of
grain boundaries of 30◦ tilt type in β-phase tan-
talum was substantiated whose formation could
be well explained by atomic agglomeration pro-
cesses taking place during sputter deposition.
Room-temperature magnetron sputter deposition of
tantalum thin films on a multitude of solids usually re-
sults in the formation of polycrystalline coatings with
nanometre-sized crystallites. These crystallites ini-
tially nucleate in the metastable tetragonal β-phase,
whose unit cell is displayed in Fig. 1 in two projec-
tions, and the material usually undergoes a phase
transformation towards the cubic α-phase at film
thicknesses of about 10 nm to 20 nm.
The current technological interest in tantalum thin
films is, however, primarily due to the ability of tan-
talum interlayers to promote the adhesion of cop-
per to dielectrics and because of good barrier prop-
erties against the diffusion of copper to silicon.
Because of the polycrystalline structure of tanta-
lum thin films, grain boundary diffusion becomes
admittedly relevant at elevated temperatures [1]
and molecular-dynamics simulations indicate a pro-
nounced anisotropic migration behaviour of vacan-
cies mediating diffusion processes in β-phase tan-
talum [2]. Understanding the fundamental growth
phenomena by measuring the local structure of the
crystallites is, hence, directly related to assessing the
technological relevance and durability of correspond-
ing layer systems for thin film applications.
This, up to now, missing information is primarily due
to β-phase tantalum column spacings which may be
as small as of 127 pm when viewed along the crys-
tallographic [001] direction and which so far could
not be resolved with commercially available medium-
voltage electron microscopes limited by a point-to-
point resolution of about 170 pm at directly inter-
pretable image contrast features. Recently commis-
sioned ER-C state-of-the-art instruments equipped
with double hexapole corrector units, however, allow
extension of the point resolution of the instruments
well below the 1 Ångström (100 pm) barrier. More-
over, numerical retrieval techniques enable the ac-
curate extraction of amplitude A(r) and phase Φ(r)
of the exit-plane wavefunction from a through-focus
series of high-resolution images. By this means,
all spatial information up to the information limit of
the instrument can now be retrieved, also allowing
for a subsequent elimination of residual lens aberra-
tions [3].
FIG. 1: Tetragonal β-tantalum unit cell (P42/mnm) viewed
along the crystallographic [001] and [010] directions, re-
spectively. Pseudo-hexagonal planes are formed by the red
and lighter grey atoms located at positions z = 0 and z = c/2
along the [001] axis, respectively, while black atoms lie in
the intermediate planes at z = c/4 and z = 3c/2. When
viewed along the [001] direction, the black atom positions
represent doubly-occupied columns whereas the red and
lighter grey labelled columns are singly-occupied. Atoms
belonging to the pseudo-hexagonal planes appear as sep-
tagons enclosing doubly-occupied tantalum columns. The
spacings indicated between adjacent atom columns repre-
sent projected distances given in Ångström (100 pm) units.
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Due to the atomic-resolution capabilities coming
along with the aforementioned improvements, in-
depth defect structure analyses together with the dis-
cussion of the underlying mechanisms of crystallite
growth henceforth represent a viable task to under-
take.
To illustrate operating efficiency, the numerically re-
trieved amplitude image A(r) of an extended β-
phase tantalum nanocrystallite is displayed in Fig. 2.
Singly-occupied tantalum columns are superimposed
onto the image together with individual [001] unit-cell
edgings. The associated network reveals the crys-
tallite to be composed of four grains, which are high-
lighted by different colours and are rotated against
each other by variable multiples of approximately 30◦
thus proving the existence of asymmetric 30◦ tilt grain
boundaries of the type:
(001)κ || (001)φ and [010]κ || [1¯
√
30]φ
FIG. 2: Amplitude image A(r) of an extended β-tantalum
crystallite viewed along the [001] zone axis evaluated from
a through-focus series of 15 micrographs. Positions of
the singly-occupied tantalum columns are superimposed (•)
and the borders of the unit cells indicated by faint grey
squares. The crystallite as a whole is found to be composed
of four grains rotated against each other by multiples of 30◦
and highlighted by different colours.
with κ and φ denoting neighbouring grains. In spite
of the uniform 30◦ tilt properties, a common like-
wise uniform habitat plane cannot be assigned to
all three boundaries. However, most boundary seg-
ments run along directions that satisfy the principle
that the atomic columns in the adjoining grains have
closely similar patterns and spacings at the common
boundary. Main boundary segment directions cover
the crystallographic 〈100〉 and 〈110〉 directions as
can be seen from the interface structure between the
orange and the violet grains, which shows local mir-
ror symmetry with respect to the habit plane.
Larger amorphous areas between adjacent grains
are not observed. The same finding is true for the
boundary between the orange and blue grains as well
as for most areas in the vicinity of the boundary be-
tween the red and blue grains.
The nearly precisely 30◦ rotational relationship be-
tween adjacent grains and the absence of amor-
phous zones in-between allows some insights with
respect to the nucleation process of the crystallite. As
it is quite unlikely that all four grains will have already
started growing with the observed rotational orienta-
tion on an amorphous carbon substrate and since
a spontaneous rotational re-alignment of monolithic
grains by means of an integrative ad hoc rotation im-
mediately before they coalescence would require a
dedicated activation energy, both of these potential
mechanisms may be ruled as being fairly improba-
ble.
Instead, a more reasonable explanation would be
that the 30◦ tilt boundaries are directly grown-in at
the free surfaces of a single laterally expanding grain,
which involves the adsorption of tantalum atoms at
misaligned unit-cell positions. In this respect, it is of
no importance whether the trapped atoms impinge
directly from the vapour or if they are detached from
any cluster and migrate via surface diffusion to an
adjacent grain. Due to a certain amount of energy
transfer from impinging atoms these processes may
even take place during room temperature sputtering
of metal systems. The direct grain-boundary forma-
tion during adsorption is also corroborated by the
observed mirror-symmetric habit planes and the ab-
sence of twist components between all four grains
and, especially, by the absence of thin amorphous
interspacings between adjacent grains.
[1] D. Gupta, Mater. Chem. Phys. 41, 199 (1995).
[2] P. Klaver and B. Thijssee, Thin Solid Films 413,
110 (2002).
[3] K. Tillmann, A. Thust, and K. Urban, Microsc. Mi-
croanal. 10, 185 (2005).
[4] K. Tillmann, L. Houben, A. Thust, and K. Urban,
J. Mater. Sci. 41, 4420 (2006).
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Contrast Transfer and Resolution Limits
for Sub-Angstrom High-Resolution TEM
M. Lentzen, K. Urban
IFF-8: Microstructure Research
ER-C: Ernst Ruska-Centre for Microscopy and Spectroscopy with Electrons
The optimum imaging of an object structure at
the sub-angstrom length scale requires precise
adjustment of the lens aberrations of a high-
resolution instrument up to the fifth order. A
least-squares optimisation of defocus aberration
C1 and third-order spherical aberration C3 yields
a set of aberration coefficients for strong phase
contrast up to the information limit. For instru-
ments with sub-angstrom information limit the ul-
timate structure resolution, the power to resolve
adjacent atom columns in a crystalline object, de-
pends on both the instrumental pointspread and
an object pointspread due to finite width of the
atomic column potentials. A simulation study on
a simple double-column model yields a range for
structure resolutions, dependent on the atomic
scattering power, from 0.070 nm down to 0.059
nm, for a hypothetical 300-kV instrument with an
information limit of 0.050 nm.
In the past years the information limit of high-
resolution transmission electron microscopes has im-
proved notably through the combined use of new
instrumentation, such as field-emission sources,
more stable lens and high-voltage power sup-
plies, spherical-aberration correctors, and, recently,
gun monochromators. The interpretability of high-
resolution images has improved particularly due to
the strong reduction of contrast delocalisation in the
image plane by spherical-aberrration correction. At
the same time exit-wave reconstruction, either by
focus-variation or electron holography, in tandem with
numerical aberration-correction has further improved
the interpretable resolution of structure images.
Today high-resolution electron microscopy is about
to penetrate the sub-angstrom scale considerably,
and it is therefore important to explore how far that
improvement will further the interpretable resolution.
The high-energy scattering of electrons by the pro-
jected potential of a thin specimen generates a local
phase modulation of the exit wave function, and the
subsequent imaging by electron optic lenses forms
the image intensity, which is recorded by a camera.
It is therefore instructive to assess and compare the
interpretable resolution at three levels: the projected
potential map, the phase map of the exit wave func-
tion, and the recorded image intensity.
For many materials science investigations a direct
view of the projected atomic structure and its assess-
ment by an observer is the starting point for mod-
elling the object of interest. We have adopted in
this work the common Rayleigh criterion in order to
evaluate the interpretability of a structure image. If
the contrast peaks of two adjacent atomic columns
are considered, the criterion states that the pair of
columns appears resolved if the distance between
the two peaks is larger than∼1.15 times the full width
at half maximum (FWHM) of the peaks. The pair
of columns appears just resolved if the contrast be-
tween the columns drops to ∼0.81 times the peak
contrast.
For this simulation study on interpretable resolution
we have chosen hypothetical model structures of
isolated C, Si, and Ge columns each comprising 5
atoms with an inter-atom spacing of 0.4 nm along the
columns. Using the EMS software package [1] the re-
spective projected potential maps, phase maps of the
exit wave function, and image intensities were calcu-
lated for a hypothetical 300-kV microscope with an
information limit of 0.05 nm. The microscope was set
to the bright-atom contrast condition [2, 3], at an over-
focus of 2.2 nm and a negative third-order spherical
aberration of −1.85 µm, where the Scherzer pass-
band extends to the information limit. In order to com-
pare the effect of different scattering powers of C, Si,
and Ge, the simulation conditions for electron scat-
tering were otherwise equal; in particular a Debye-
Waller factor of 0.006 nm2 was chosen throughout.
The contrast width of the C, Si, and Ge columns was
measured by drawing line-scans across the peaks
in the potential maps, the phase maps of the exit
wave function, and the image intensity maps. The
results are compiled in Table 1. Then the minimum
distance at which two adjacent columns should ap-
pear resolved to an observer were calculated via the
Rayleigh criterion. The resolved distances are com-
piled in Table 2.
From the simulated contrast widths the following ten-
dencies can be concluded: 1. In the potential map
the weakly scattering C column appears wider than
the Si and Ge columns. 2. In the phase map of
the exit wave function the apparent column width in-
creases with decreasing scattering power. 3. In the
intensity map the strongly scattering Ge column ap-
pears narrower than the C and Si columns, and to-
gether with the peaks sidelobes appear. 4. The con-
trast width is larger in the phase map than in the
potential map. 5. The contrast width is narrower in
the intensity map than in the phase map. Observa-
tions 2 and 4 are in accordance with the quantum-
mechanical properties of the first bound state of a
potential, in the framework of the channelling the-
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Atom Potential (nm) Exit wave (nm) Image intensity (nm)
C 0.047 0.070 0.059
Si 0.039 0.063 0.059
Ge 0.039 0.047 0.044
TAB. 1: Simulated contrast widths (FWHM) of atom columns.
Atom Potential (nm) Exit wave (nm) Image intensity (nm) Image intensity/sidelobes (nm)
C 0.054 0.081 0.068 0.078
Si 0.045 0.072 0.068 0.078
Ge 0.045 0.054 0.051 0.061
TAB. 2: Interpretable resolution of atom column distances.
ory of electron scattering. Observation 5 is at first
sight suprising, because one might expect that the
additional point-spread of the microscope should in-
crease the contrast width compared to the exit wave.
The image intensity, however, is the square of the
exit wave convoluted with the point-spread function.
Taking the square ‘sharpens’ the peaks, and this ef-
fect over-compensates the blur induced by the small
point-spread of a corrected instrument.
From the resolved distances, which were calculated
from the contrast widths via the Rayleigh criterion,
additional tendencies can be concluded: 1. The hy-
pothetical microscope has an information limit of 0.05
nm, yet only a Ge–Ge column distance of 0.05 nm
can be resolved; Si–Si and C–C column distances
smaller than 0.07 nm are not resolved. 2. The re-
solved distance, and hence the interpretable reso-
lution, is dependent on the scattering power of the
column pair. 3. The interpretable resolution in the
potential map poses a limit of 0.045 nm for any direct
structural view.
Values for the resolved distance in the image inten-
sity map, calculated as before, may be falsified by the
above-mentioned appearance of sidelobes. In order
to evaluate their effect, maps for two Si column pairs
were simulated, with intercolumn distances of 0.07
nm and 0.08 nm, and all other parameters as above.
Both column pairs are well-resolved in the potential
map; in the phase map of the exit wave function the
0.08-nm pair is well-resolved, the 0.07-nm pair just
resolved; in the image intensity map the 0.08-nm pair
is just resolved, see Figure 1 (upper), the 0.07-nm
pair is not resolved, see Figure 1 (lower). Hence, the
sidelobes induce in the image intensity map an ad-
ditional loss of interpretable resolution of about 0.01
nm. The respective corrected values are shown in
Table 2, last column: the interpretable resolution of
the intensity map ranges from 0.06 nm to 0.08 nm,
dependent on the scattering power and despite an
instrumental information limit of 0.05 nm.
FIG. 1: Image intensity across a pair of Si columns. Col-
umn distance: (upper) 0.08 nm, (lower) 0.07 nm. Abscissae
denote the spatial coordinate in nm.
Improved estimates for the interpretable resolution in-
cluding the effect of fifth-order spherical aberration
C5 and object thickness were derived recently [4].
[1] P. Stadelmann, Ultramicroscopy 21, 131 (1987).
[2] C.L. Jia, M. Lentzen, and K. Urban, Microsc. Microanal.
10, 174 (2004).
[3] M. Lentzen, Ultramicroscopy 99, 211 (2004).
[4] M. Lentzen, Microsc. Microanal. 14, (2008), DOI:
10.1017/S1431927608080045.
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HRTEM of Grain Boundaries in YBCO
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ERC: Ernst Ruska-Centre for Microscopy and Spectroscopy with Electrons
Structural and electronic reconstructions at in-
terfaces in oxide materials determine their phys-
ical properties. They can give rise to funda-
mentally unique and technologically relevant be-
haviour on a nanocale. Analysis and engi-
neering of such interfaces demand for appro-
priate techniques in nanoscale characterisation
besides theoretical understanding. The latest
advances in aberration-corrected high-resolution
transmission electron microscopy towards quan-
titative research allow for an accurate determina-
tion of the atomic structure of such interfaces.
The analysis of the structural reconstruction of
atomic bonds of a 90◦ [100] grain boundary in
YBa2Cu3O7−δ demonstrates the new capabilities
for the localisation of bond environment changes
and their quantification with pm-accuracy and of
local disorder and stoichiometry changes on the
atomic scale.
The performance of intermediate voltage electron mi-
croscopes has undergone major improvements in the
past decade through novel electron optical compo-
nents of particular sophistication, e. g. spherical
aberration corrector elements [1]. The use of such
hardware components means a tremendous facilita-
tion of solid-state analysis on the atomic scale. For
high-resolution TEM, the combination of spherical-
aberration correction in the microscope with the nu-
merical exit-plane wave function reconstruction from
focal series in particular improves control of residual
lens aberrations. It also increases the signal-to-noise
ratio, turning the electron microscope into a quantita-
tive measurement tool of high precision on the atomic
scale.
In this particular example of a 90◦ [100] tilt-grain
boundary in YBa2Cu3O7−δ (YBCO) a three-step
course of action illustrated in the report by K. Till-
mann [2] was used to fully make use of the im-
proved capabilities of modern field-emission instru-
ments equipped with a spherical aberration corrector
unit. The approach especially guarantees to over-
come uncertainties in image contrast interpretation
due to image delocalisation and residual lens aberra-
tions.
The three step action constitutes successive pro-
cedures to minimise residual wave aberrations Cij,
which put limits to the quantitative accuracy of struc-
ture determination in TEM. The first step targets at
the precise alignment and suppression of the Cij dur-
ing set-up of a spherical aberration corrected micro-
scope using the ATLAS package [3]. With this set-
up, focal series are acquired followed by the numer-
ical retrieval of the exit-plane wavefunction Ψ(r) from
a through-focus series of micrographs [4]. In a third
step a numerical phase-plate is applied to Ψ(r) for the
a posterior correction of residual aberrations. The
phase plate is calculated from measured residual
aberrations and tuned for temporal drift of aberrations
prone to instrument instabilities, e.g. two-fold astig-
matism C22. The minimisation of residual aberrations
consequently provides experimental data that can be
used for quantification by refinement through match-
ing calculated data derived from a structure model.
FIG. 1: (a) Optimum focus micrograph and (b) phase im-
age retrieved from a focal series of 20 micrographs of a 90◦
[100] tilt grain boundary in YBCO. viewed along the [100]
zone axis. (c) Numerically corrected phase image.Two-fold
astigmatism and axial coma were removed. Structure pro-
jections of the YBCO unit cell are indicated.
In this example, aberration-corrected images of thin
YBCO films were recorded at an accelerating volt-
age of 200 kV in a Philips CM200 FEG micro-
scope equipped with a double-hexapole corrector.
The corrector elements were adjusted to provide a
negative value of the spherical aberration constant
C40. The choice of C40=− 6427λ−3g−4max=−40µm en-
ables the extension of the point resolution up to
the instrument’s information limit gmax=7.7 nm−1 at
λ=0.002508 nm [5]. Imaging at negative C40 provides
directly interpretable bright atom contrast for the ease
of structure interpretation.
Through-focus series for focal-series reconstruction
were recorded on a charge-coupled device (CCD)
camera.The focal range included the special defocus
setting Zopt=11.6 nm for optimised phase contrast,
where the residual image delocalisation is as low as
R= 16
27
g−1max= 0.08 nm [5]. The exit-plane wave func-
tion was retrieved for the frequency band between 1
nm−1 and 8 nm−1.
Fig. 1 displays images of the grain boundary viewed
along the [100] direction close to optimum defocus
Zopt and the corresponding phase of the wave func-
tion Ψ(r) retrieved from 20 images in a focal series
from the same place. The symmetry relation between
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FIG. 2: Left: Magnified image of the repeat cell in the pe-
riodic grain boundary structure. Right: Atom column dis-
placements with respect to the position in the bulk struc-
ture depicted in the model structure. Arrows indicate the di-
rection of displacement and numbers are given in picome-
tres together with the 2 σ confidence intervals for the sta-
tistical measurement error. Significant displacements are
present in the grain boundary plane and the two neighbour-
ing planes. Evident is the shift of the O1 atom towards the
Cu1 atom in the grain boundary plane (red circle).
the two domains was exploited for the numerical fine-
tuning of the parasitic axial coma C31 in addition to
the twofold astigmatism C22. The notable number of
π/2 phase wraps brought about by the two-fold astig-
matism lead to considerable distortion in the direct
image in the experiment. Though related to an atom
column, a single bright image dot therefore hardly
concides with the true postion of an atomic column
therefore. Likewise the intensity is barely a direct
measure for the projected potential of a column. The
numerical a posterior correction of aberrations on the
holographic wavefunction data after restoration how-
ever restores the structure, as can be seen in Fig. 1c.
Atomic column positions, the scattering intensity and
their statistical uncertainties were calculated by max-
imum likelihood parameter estimation from the ampli-
tude and phase data of the wavefunction Ψ(r). In par-
allel, a similar evaluation was done on simulated data
derived from a structure model. The model parame-
ters were refined iteratively in the course of match-
ing the simulated wavefunction data to the experi-
mental Ψ(r). Picometre accurate quantitative data
for single atom column displacements could be de-
rived in this way. The accordingly measured column
displacements with respect to the periodic structure
are displayed in detail in Fig. 2. The plot shows the
displacements for a single repeat cell of the periodic
grain boundary structure. 2σ confidence intervals of
4 pm were achieved for columns in the cation sub-
lattice. The weaker scattering signal on the oxygen
positions results in the larger 2σ confidence intervals
of more than 10 pm. Systematic errors were avoided
by the refinement by comparison with simulated exit
plane wavefunction data.
Displacements are restricted to the grain bound-
ary plane and directly neighbouring planes. Else-
where, the bondlengths are in excellent agreement
with neutron scattering data for orthorhombic YBCO.
In particular, changes in the bondlengths between
the Cu1 atom in the basal plane, the O1 atom in
the BaO plane and the Cu2 atom in the supercon-
ducting CuO2 plane are important since the shift of
the oxygen atom O1 towards the Cu1 atom signifies
a local doping effect and goes along with largely in-
creased static or dynamic disorder on the Cu1 site
in the boundary. The increase of the static disorder
on the Cu1 site in the boundary is revealed by the
refinement of the match between calculated and ex-
perimental wavefunction data dislayed in more detail
in Fig. 3.
In a similar fashion the integrated signal of oxygen
atomic columns gave data for the local oxygen sto-
ichiometry. In a distance of more than two atomic
monolayers from the boundary δ is less than 0.35,
and the orthorhombic structure of the superconduc-
tive phase of YBCO is measured independently from
the phase maxima spacings.
It is concluded that the order parameter of the YBCO
is reduced on a very local scale only, i.e. in the grain
boundary as well as in the neighbouring planes. The
structural changes tracked here involve bond-length
distortions leading to local doping and increased
static disorder leading to local vibrational properties.
FIG. 3: The Cu1 site in the plane of the 90◦ [100] tilt grain
boundary in YBCO (solid circle) exhibits a phase and am-
plitude signal different from an equivalent bulk-like position
(dotted circle). In the simulation, this observation is repro-
duced by an increased (static) disorder parameter on this
Cu site.
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Dislocations in SrTiO3 Single Crystals
as Potential Easy Diffusion Pathways
for SrO-Complexes and Oxygen
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2 Wissenschaftlich Technische Planung
SrTiO3 is a model band-insulating perovskite and
its electrical properties are traditionally consid-
ered as bulk phenomena which can be described
on the basis of point defect models. A new pic-
ture, however, is emerging which takes into ac-
count the role of extended defects like disloca-
tions. There are strong indications that disloca-
tions can modify the electrical and mass trans-
port properties of SrTiO3 crystals. To figure out
whether dislocations can be related to changes
in electrical conductivity and to segregation phe-
nomena, SrTiO3 single crystals were plastically
deformed by bending experiments in order to ar-
tificially enhance the dislocation density within
the slip-band regions. After thermal reduction of
the deformed crystals, numerous locations with
an appreciably higher electrical conductivity —
compared to the un-deformed parts of the crys-
tal — were found along the slip-bands. After
thermal oxidation, droplet-like features which can
be attributed to SrO emerged on the crystal sur-
face clustering along the slip-bands. The ex-
periments provide evidence that dislocations in
SrTiO3 channel the mass and charge transport
while acting as easy diffusion pathways for both
SrO-complexes and oxygen atoms.
The perovskite oxide SrTiO3 serves as a marvelous
model material for electronic oxides in general and for
perovskites in particular. SrTiO3 is a band-insulator
and its electrical transport properties are tradition-
ally considered as bulk phenomena which can be de-
scribed on the basis of point defect models [1]. In
real crystals, however, various forms of so-called ex-
tended defects such as dislocations exist. Fig. 1
shows, for example, a structure model of an edge dis-
location in SrTiO3 viewed along the dislocation core
[2]. There are strong indications that dislocations can
modify the electrical and mass transport properties of
SrTiO3 crystals [3–6]. Thus, a new picture is emerg-
ing which takes into account the role of extended de-
fects like dislocations.
The possible influence of dislocations on transport
properties puts the focus on the distribution of dis-
locations in SrTiO3 crystals in relation to changes in
electrical conductivity and to segregation phenom-
ena. Recent work has shown that SrTiO3 crystals
can be plastically deformed even at low or moderate
FIG. 1: Schematic structure model of an edge dislocation
in SRTiO3 viewed along the dislocation core.
temperatures [8]. There is thus an opportunity to ar-
tificially introduce dislocations into the SrTiO3 lattice
and/or to change their spatial distribution within the
slip-band regions of the crystals.
Verneuil-grown, nominally un-doped SrTiO3 single
crystals with (100)-orientation and dimensions of 10
x 3 x 1 mm3 were used for our experiments. The
crystals were plastically deformed by bending exper-
iments at room temperature (see fig. 2a)) yielding
around 4 % plastic strain. Afterwards, the crystals
were either thermally reduced or oxidized at temper-
atures 700 – 900 ◦C in order to figure out whether the
enhanced dislocation density within the slip-band ar-
eas could be related to specific surface features. Sur-
face topography was inspected by means of atomic
force microscopy (AFM) at room temperature. Maps
of the local electrical conductivity of the surface of
SrTiO3 crystals were recorded by using an atomic
force microscopy with an electrically conducting can-
tilever (LC-AFM).
Fig. 2 b) shows the surface topography of a SrTiO3
(100) crystal after plastic deformation. It is clearly
seen that the deformation is not homogeneous but
concentrated in slip-bands which appear as steps on
the surface of the deformed crystal. Fig. 2 c) depicts
the local electrical conductivity on the surface of a
plastically deformed crystal directly after the bending
experiment, i. e. before any thermal treatment. The
scanned surface area was selected in such a way
that data from the region around one slip-band were
recorded.
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FIG. 2: Surface topographies (AFM) and mappings of the local electrical conductivity (LC-AFM) on the surface of plastically
deformed SrTiO3 (100) crystal after different thermal treatments (for details see text).
As is evident from fig. 2 c), within the slip-band area
there exist numerous locations which possess an en-
hanced electrical conductivity compared to the sur-
rounding matrix indicating filamentary electrical con-
duction. On the other hand, the un- or less-deformed
parts of the crystal seem to be free from exit points
of electrically conducting filaments. This picture be-
comes even clearer in case the deformed crystals are
subjected to a thermal reduction treatment (see fig. 1
e)). Under reducing conditions, SrTiO3 releases oxy-
gen which results in a higher electrical conductivity
because of the so-called "self-doping" effect. As can
be seen from fig. 1 e), reduction leads to a more
pronounced formation of bundles of conducting fila-
ments along the slip-bands indicating a preferential
loss of oxygen within these regions of the crystal.
A quite different — but somehow correlated —- pic-
ture is found when deformed crystals are treated un-
der oxidizing conditions. Fig. 2 d) shows the surface
topography of a deformed crystal after thermal oxida-
tion. It is clearly seen that droplets have emerged on
the surface which cluster along the slip-bands. It is
known from previous work [8] that prolonged heating
under oxidizing conditions leads to the occurrence of
randomly distributed SrO droplets on the surface of
SrTiO3 crystals. The observed droplet-like features
along the slip-bands can thus be attributed to the
segregation of SrO.
As intense plastic deformation of the crystal occurs
within the slip-band ranges, it is reasonable to as-
sume that new dislocations are introduced into these
regions and/or that existing dislocations are rear-
ranged and bundled owing to dislocation motion as a
consequence of mechanical stress. The observed ef-
fects — enhanced local electrical conductivity, prefer-
ential loss of oxygen under reducing and preferential
segregation of SrO under oxidizing conditions within
the slip-band regions — seem thus to be correlated to
the enhanced dislocation density. These experiments
provide phenomenological evidence that dislocations
in SrTiO3 channel the mass and charge transport in
SrTiO3 (see the symbolic arrows in fig. 1) and act —
compared to the surrounding matrix — as potential
short-circuit pathways for both SrO-complexes and
oxygen atoms. One thus arrives at the conclusion
that the influence of dislocations has to be taken into
account when one aims at a profound understand-
ing of the electrical and mass transport properties of
SrTiO3 crystals.
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We performed ab initio calculations to simulate
the interaction of clean silicon tips with a ben-
zene molecule adsorbed on a Cu(110) surface.
The apex structure of the AFM tip was modeled
by Si4H3 and Si4H9 clusters. The forces acting on
the Si4H3 nano-tip are always repulsive and lead
to a displacement of the benzene molecule on the
Cu(110) surface. On the contrary, the forces act-
ing on the Si4H9 nano-tip can be attractive or re-
pulsive depending on the approached molecular
site. In this case the benzene molecule can bind
to the tip and is retracted from the surface.
The prospect of using organic molecules as building
blocks to construct electronic devices has received
considerable attention. A first crucial step in the
development of such nanodevices is to understand
their structure at atomic scale. Well-established in-
struments to imaging surfaces with atomic resolu-
tion are the scanning tunneling microscope (STM)
and the non-contact atomic force microscope (NC-
AFM). The imaging mechanisms of these two scan-
ning probe methods are based on different physical
processes. The STM probes the electronic struc-
ture of the molecule-substrate interface near its Fermi
level by monitoring the tunneling current flowing be-
tween a tip and the sample surface. On the other
hand, the NC-AFM relies on the short-range interac-
tions between an atomically sharp tip and the system
under consideration.
The NC-AFM experiments performed on molecules
adsorbed on surfaces revealed no atomic-scale con-
trast,at most a sub-molecular resolution. However,
in many cases, the topography of the substrate on
which molecules are adsorbed is atomically resolved
during the same experiment. In the context of the de-
velopment of nanoscale devices, this intriguing limit
of the NC-AFM technique deserves a special atten-
tion. This issue has not been addressed by ab-
initio simulations up to now, therefore the purpose
of this study is to investigate the NC-AFM imaging
mechanism of organic molecules by means of first-
principles calculations.
As a model system for such NC-AFM simulations,
we focused our attention on a single benzene (C6H6)
molecule adsorbed on Cu(110) surface. In this study
we calculated the short-range forces acting on a
FIG. 1: Top view of the benzene molecule adsorbed on
the Cu(110) surface. The NC-AFM simulations were per-
formed by approaching clean silicon tips at three different
sites above the benzene molecule marked by A, B and C.
clean silicon tip placed above three different molec-
ular sites of the benzene molecule. The clean sil-
icon tip was modeled by two different types of sili-
con nano-clusters (Si4H3 and Si4H9) in order to high-
light the role of the apex structure of the AFM tip
on the NC-AFM imaging process of the benzene
molecule. Finally, the behaviour at atomic scale of
the tip-molecule-substrate system bears strong sim-
ilarities with that showed by experimental STM stud-
ies done on this system.
We first calculated the energetically favored positions
of a single benzene molecule on the Cu(110) sur-
face. We found that the benzene is chemisorbed
between two rows of atoms along [11¯0]-direction of
the Cu(110) surface. The lowest adsorption energy
(−0.401 eV) is obtained for the so-called ’long-bridge’
position where the benzene ring is on top of two Cu-
atoms (see Fig. 1). In the following, this configuration
is our starting point in calculating the force acting on
a clean silicon tip placed on top of benzene molecule.
To investigate the imaging of benzene on Cu(110)
surface by NC-AFM, the two nano-tips were placed
on top of three different molecular sites labeled as
A-,B-, and C-site (see Fig.1). Since the interaction
pattern for each nano-tip is quite similar for A- and
B-sites, in the following we will focus mainly on the
force curves calculated for B- and C-site. Depending
on the apex structure of the AFM tip and on the spe-
cific molecular site, the forces acting on the tip can be
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FIG. 2: (a) Short-range forces acting on the Si4H3 tip dur-
ing approach and retraction at the B-site. Configurations
marked by arrows in graph are also shown: (b) On the ap-
proach path the benzene molecule is displaced on the sur-
face along the [1¯10]-direction. (c) As the benzene is moved
away, the silicon tip comes in direct contact with the Cu(110)
surface.
attractive or repulsive (see Figs.2, 3). A detailed anal-
ysis of the dynamics of our system at atomic scale
clearly showed that when the tip-sample force is re-
pulsive, the benzene molecule is pushed into or along
the surface. A similar behavior was observed in the
case of STM experiments.
We analyzed the role of the electronic structure of
the tip-sample system to understand why the inter-
action between the AFM tip and the adsorbed ben-
zene molecule is repulsive or attractive depending on
the specific apex structure of the tip. The overlap
between the HOMO (py) of the Si4H3 nano-tip and
LUMO (π) of the benzene results in a repulsive in-
teraction for any A-, B- or C-site, because no bond-
ing combination can be formed. Besides this gen-
eral feature, the approach of the Si4H3 cluster above
A- and B-site increases the repulsion between the tip
and molecule and the benzene slides along the [11¯0]-
direction. On the contrary, the overlap between the
HOMO (pz) of the Si4H9 tip and LUMO (π) of the ben-
zene results in an attractive interaction for the A- and
B-site. The repulsive interaction between the Si4H3
nano-tip and Si4H9 one deserves a special attention.
In this case, the molecule is squeezed between tip
and surface up to a point where the π system and
the planarity of the benzene are destroyed. Because
of the bond formed between the tip and the benzene
molecule, the carbon atom which binds the Si atom
of the tip changes its hybridization from sp2 to sp3.
In the present ab initio study we analyzed the NC-
AFM imaging mechanism of organic molecules ad-
sorbed on metallic surfaces. In particular we focused
on the role of the apex structure of clean silicon tips
in NC-AFM imaging of a benzene molecule adsorbed
on a Cu(110) surface. A stable NC-AFM imaging
process is possible if the AFM tip is sufficiently far
away from the sample surface. However, at large
tip-sample distances the magnitude of the forces act-
ing on the nano-tips is roughly the same regardless
on the molecular site. This finding provide a clear
explanation why NC-AFM imaging of the benzene
molecule adsorbed on Cu(110) surface is likely to
yield only a molecular resolution instead of an atomic
one.
FIG. 3: (a) Short-range forces acting on the Si4H9 tip dur-
ing the approach path at the B-site. (b) A chemical bond
between the tip and benzene molecule is formed. (c) The
silicon tip pushes the benzene into the surface. (d) Short-
range forces acting on the Si4H9 tip during the approach
path at the C-site. (e) Due to a repulsive interaction be-
tween the tip and molecule, the benzene is pushed into
the surface. (f) By decreasing the tip-molecule distance,
a chemical bond between the tip and benzene is formed.
[1] N. Atodiresei, V. Caciuc, H. Hölscher, S. Blügel,
accepted in Phys. Rev. B (2008).
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Charge Transfer in a Molecular Alloy
Measured by CH3 Rotational Tunneling
M. Prager1,2 , A. Pietraszko3 , L. Sobczyk3 , A. Pawlukojc3 , E. Grech3 , T. Seydel4 ,
A. Wischnewski1 , M. Zamponi1
1 IFF-5: Neutron Scattering
2 JCNS: Jülich Centre for Neutron Science
3 Institutes of Wroclaw, Warsaw and Szczecin Universities, Poland
4 Institut Laue Langevin, Grenoble, France
Charge redistribution in molecules by polariza-
tion or charge transfer is a fundamental effect in
hydrogen bonded molecular compounds. In the
tetramethylpyrazine:chloranilic acid complex this
effect is studied by rotational tunneling neutron
spectroscopy. The four tunnel bands of the four
crystallographically inequivalent methyl groups
are observed at He temperature by high resolu-
tion neutron spectroscopy. With increasing pres-
sure most splittings shift proportional to r−6.9
due do increasing steric hindrance. For one band
the effect of reduced intermolecuar distances is
almost exactly compensated by a charge trans-
fer of δe/e=0.3MPA−1. A phase transition oc-
curs between 0.34MPa and the highest pressure
0.47MPa.
In the framework of a broad program on molecular al-
loys with hydrogen bonds and charge transfer proper-
ties [1] we have investigated the complexes of the ac-
ceptor molecule tetramethylpyrazine (TMP) with elec-
tron donor partners. The ability to form complexes
being both a π- and n-electron donor makes TMP
mixable with a large number of counter molecules.
In this report the counterpart in the complex is chlor
anilic acid (CLA) which shows both proton-donor and
π-electron-acceptor properties. The mixed material
forms a 1:1 hydrogen bonded complex. These com-
plexes are interesting from the point of view of ma-
terials science. CLA can be viewed as a compo-
nent of supramolecular synthons in crystal engineer-
ing and, belonging to benzoquinones, is interesting
also from the point of view of electron transfer pro-
cesses including biological systems [2]. Moreover
the fundamental question on the interaction in hy-
drogen bonded systems can be exemplaryly studied
at TMP-CLA dimers. Its most precise fingerprint is
found in the tunnel splittings of the CH3 groups [3].
The crystal structure of the complex was determined
at sample temperatures T=100K and T=14K. The
lattice consists of infinite chains along the a-axis
with strong hydrogen bonds (fig. 1), while the TMP
and CLA rings are stacked along the b-axis (mono-
clinic, space group P21/c, Z=2). The irreducible unit
at T=14K is one formula unit with four inequivalent
methyl groups in TMP (fig. 1).
The standard description of rotational tunneling is the
single particle model (SPM) where the environment
of the molecule is represented by a rotational poten-
tial V (ϕ) of the threefold symmetry of the rotor. To
first approximation
V (ϕ) =
V3
2
(1− cos(3ϕ)). (1)
FIG. 1: Hydrogen bond network in the crystal structure of
the TMP(1:1)CLA complex at T=14K. All methyl groups are
crystallogrphically different.
At low temperatures this potential determines the
excitations of the hindered quantum rotor by the
eigenvalues Ei of the stationary single particle
Schrödinger equation
{−B ∂
2
∂ϕ2
+ V (ϕ)}Ψi = EiΨi (2)
Here B = 
2
2Θ
= 0.655meV is the rotational constant
of the methyl group with the moment of inertia Θ. The
tunnel splitting is the difference between the two low-
est levels ωt = E1 − E0.
It has been shown [4] that the rotational potentials in
molecular crystals can be well modelled by electro-
static multipole interaction with characteristic expo-
nent n
Vii ∼ ee
rn
. (3)
The application of pressure δp reduces the inter-
molecular distances r. Since we do not know the
crystal structure as a function of pressure we assume
an affine change with pressure characterized by an
isothermal volume compressibility κ
δr
r
= −1
3
κδp (4)
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With decreasing r the intermolecular interaction en-
ergy increases. Under the asumption that the rota-
tional potential changes with pressure according to
the r-dependence of the intermolecular interaction Vii
we obtain
V (ϕ, r) = V (ϕ, r0)× nδr
r0
(5)
This leads to positive Grüneisen parameters of lat-
tice modes but to negative ones for tunneling modes:
the overlap of molecular wavefunctions diminishes
with increasing rotational potential/pressure. This re-
duction is exponential and characterizes the sensi-
tivity of rotational tunneling spectroscopy. The out-
lined behavior is expected for materials where all in-
termolecular distances change affinely with pressure
and when the interaction parameters are indepen-
dent of pressure. The figure 2 shows tunneling spec-
tra of TMP:CLA measured with the offset configura-
tion of the IN10 spectrometer of the ILL, Grenoble.
Two of the four tunneling modes fall into the accessi-
ble energy regime. The tunneling energies are pre-
sented as a function of pressure in fig. 3. Two differ-
ent behaviors are observed: one splitting is exponen-
tially reduced as expected from the outlined theory
while the other one is almost unaffected of pressure.
FIG. 2: Selected tunneling spectra of the TMP(1:1)CLA
complex measured at pressures between p= 0.001kbar
(xxx), 0.835kbar (◦ ◦ ◦) and 2.286kbar(). Sample tem-
perature T=4.5K. Spectrometer: IN10 of ILL. Wavelength
λ=6.27Å. Average momentum transfer Q=1.6Å−1.
The exponential shift of the low energy tunneling
peak from ωt = 20.6µeV at 1bar to ωt = 12.2µeV
at 3.4kbar the potential requires an increase of the ro-
tational potential from V3=24.6meV to V3=28.7meV
FIG. 3: Evolution of the high energy tunneling splittings
with pressure.
or normalized to pressure dV3
dp
=1.2[meV
kbar
]. This value
depends somewhat on the shape of the rotational po-
tential. If we introduce these numbers into eqns 1
and 4 we get κ×n=0.146. Using κ = 0.021kbar−1
of solid methane for the unknown compressibility of
our material we obtain n=6.9. This value is expected
for electrostatic octopole-octopole interaction and fits
reasonably into the general experience.
If the pressure independent tunneling band experi-
ences the same geometric change of its environ-
ment there must be second contribution to the inter-
molecular interaction which weakens with pressure.
An obvious effect in hydrogen bonded charge trans-
fer systems is charge exchange δe between the two
constituents due to properties of the hydrogen bond
changing with bond length. Under this condition the
change of the potential strength is given by the total
differential of eq. 3
δV = −2δe
e
− nδr
r
According to experiment this expression nust be zero.
The right hand term is known from the above evalua-
tion and we obtain δe
e
∼ 0.03kbar−1.
Further experiments to support the outlined interpre-
tation are planned.
[1] A. Pawlukojc, L. Sobczyk, Trends Appl. Spectr. 5, 117
(2004)
[2] Functions of Quinones in Energy Converting Systems,
B.L. Trimpower, editor, Academic Press, New York,
1982
[3] M. Prager, A. Pietraszko, L. Sobczyk, A. Pawlukojc,
E. Grech, T. Seydel, A. Wischnewski, M. Zamponi, J.
Chem. Phys. 125, 194525 (2006)
[4] A. Hüller, J.W. Kane. J. Chem. Phys. 61, 3599 (1974)
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Velocity Selection Problem in the
Presence of the Triple Junction
E. A. Brener, C. Hüter, D. Pilipenko, D. E. Temkin
IFF-3: Theory of Structure Formation
Melting of a bicrystal along the grain boundary is
discussed. A triple junction plays a crucial role
in the velocity selection problem in this case. In
some range of the parameters an entirely analyt-
ical solution of this problem is given. This al-
lows to present a transparent picture of the struc-
ture of the selection theory. We also discuss the
selection problem in the case of the growth of
a “eutectoid dendrite” where a triple junction is
present because three phases are involved in the
eutectoid reaction.
During the last decades, our understanding of pat-
tern formation in various nonlinear dissipative sys-
tems has made remarkable progress. Building on
this foundation, it has now become possible to de-
velop a description of a large class of patterns that
are found in diffusional growth. In this classical prob-
lem of dendritic growth, velocity selection is con-
trolled by tiny singular effects of the anisotropy of
the surface energy (see, for example, [1]). However,
this tiny effect can be neglected in the presence of a
triple junction, which dominates the pattern selection,
like in the melting along defects such as grain bound-
aries. The idea to discuss the melting process along
the grain boundary in a crystal (see Fig. 1) was ex-
pressed in [2]. We also discuss the importance of a
triple junction for the selection problem of the growth
of a “eutectoid dendrite” (see Fig. 2).
Melting along a grain boundary: We consider the
two dimensional melting problem of a pure bicrys-
tal with a straight grain boundary as shown in Fig.
1. The contact angle φ is given by Young’s law:
2γ cosφ = γb, where γ is the surface energy on the
liquid-solid interface and γb is the surface energy of
the grain boundary. We introduce the dimensionless
temperature field u = cp(T∞ − T )/L, where L is the
latent heat, cp is heat capacity, and T∞ is the temper-
ature in the crystal far away from the interface. The
temperature field u obeys the following heat diffusion
equation and boundary conditions:
D∇2u = ∂u/∂t, (1)
υn = Dn(∇uL|int − ∇uS |int), (2)
∆− d0κ = u|int, (3)
where L and S refer to the liquid and solid, respec-
tively, d0 = γTMcp/L2 is the capillarity length, TM
is the melting temperature, and κ is the curvature
of the liquid-solid interface, which is assumed to be
positive for convex interfaces (as in Fig. 1).
FIG. 1: Propagation of the melt zone along the grain bound-
ary (x = 0). The melting front propagates with velocity υ
along the y-direction. S corresponds to two solid grains and
L corresponds to the liquid phase. The triple junction is at
the origin of the coordinate system.
We introduce the dimensionless overheating ∆ =
cp(T∞ − TM )/L, and the Peclet number p = υR/2D
with D being the thermal diffusion constant (assumed
to be the same in both phases), R is the radius of cur-
vature of the asymptotically fitted Ivantsov parabola
and υ is the velocity of the steady-state motion. The
physics underlying Eqs. (1-3) is quite simple. Re-
quirement of the heat conservation at the interface
gives us Eq. (2) (n is the normal to the front pointing
into the solid phase; υn is the normal velocity of the
front). The local thermodynamical equilibrium in the
interfacial region implies Eq. (3), the Gibbs-Tomson
relation. Standard Green’s Function techniques al-
low the closed representation of Eqs. (1-3) in steady
state in a comoving frame of reference:
∆(p)− d0
R
κ =
p
π
Z ∞
−∞
dx′e−p(y−y
′)K0(pη(x, x
′)),
(4)
where η = [(x − x′)2 + (y − y′)2] 12 , and K0 is the
modified Bessel function of third kind in zeroth or-
der; all lengths are measured in units of R. The
relation between the overheating ∆ and the Peclet
number p is given by the Ivantsov relation [3]: ∆ =√
pπ exp (p) erfc(
√
p). For small opening angles φ
and small overheatings, proceeding as explained
in [4] reduces the original nonlinear Eq. (4) to the fol-
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lowing linear equation:
1 + µd
d2x
dy2
=
2
π
r
p
πφ2
Z ∞
0
dy′
dx(y′)
dy′
(5)
×e−
p
φ2
(y′−y)
K0(
p
φ2
|y′ − y|),
where µd = d0φ3/R∆. Here, the eigenvalue µd is
a function only of one parameter, p/φ2, and we solve
Eq. (5) numerically using standard linear algebra rou-
tines. Small values of p/φ2  1 lead to the following
scaling relations for the selected tip radius and veloc-
ity [4]:
R
d0
≈ 0.81φ4∆−2, υd0
D
≈ 0.79φ−4∆4, (6)
which show good agreement with the results ob-
tained in [5]. For large values of p/φ2  1, the steps
illustrated in [4] yield
1 + µd
d2x
dy2
=
√
2
π
Z y
0
dx(y′)
dy′
dy′
1√
y − y′ , (7)
and the existence of physically relevant solutions
only for µd = π/2.
FIG. 2: Schematic picture of the interface structure in the
eutectoid reaction. The structure propagates with a con-
stant velocity υ in the y direction. The triple junction is lo-
cated at the origin of the coordinate system.
To our best knowledge this is the first example where
the problem of velocity selection in dendritic growth
is solved entirely analytically. As described in [4],
the derivative of the interface profile can be derived,
and the same analytical treatment is possible also in
the case where interface kinetics effects are included.
Eutectoid "dendrite“: We consider here a rather sim-
ple model of the eutectoid system, described by the
phase diagram in Fig. 3, in order to obtain the equa-
tion in the spirit of Eq. (4). We restrict the considera-
tion to the case of an isolated eutectoid dendrite (Fig.
2). The symmetry assumptions leading to closed rep-
resentation of the eutectoid system on the γ − β in-
terface as
∆− d0
R
κ = − p
π
Z 0
−∞
dx′e−p(y−y
′)K0(pη(x, x
′))
+
p
π
Z ∞
0
dx′e−p(y−y
′)K0(pη(x, x
′)) (8)
are described in [4]. Here d0 is the capillary
length [4], κ is the curvature of the interface which
is positive in Fig. 2, and ∆ = (CE −Ceγβ)/(Cβ −CE)
is the supersaturation. This equation differs from
Eq. (4) only by the sign in front of the first integral,
which represents the source at the α − γ interface,
while the second integral corresponds to the sink at
the β − γ boundary. In other words, this simple mod-
ification of the classical equation of dendritic growth
already contains the key ingredient of the eutectoid
reaction. As explained in [4], for small supersatura-
tion ∆ Eq. (8) reads:
2− σκ = 1
2π
Z ∞
0
dx′ ln
„
(x + x′)2 + (y − y′)2
(x− x′)2 + (y − y′)2
«
,
(9)
where σ = d0/Rp. We solve this nonlinear equation
numerically in the spirit of Ref [5], see [4] for results.
Since the eigenvalue σ∗ is found, the velocity of the
process can be written as υ = 2σ∗Dp2/d0. Conse-
quently, for ∆ = 2p (see [4]), the velocity of eutectoid
growth is proportional to ∆2, while for the classical
dendritic growth it scales as ∆4.
FIG. 3: The schematic phase diagram of the eutectoid re-
action. T0 is the temperature of the system, TE is the eu-
tectoid temperature. The regions γ, α and β correspond to
the one phase equilibrium state. γ+α and γ+β are regions
of two-phase equilibrium. Cα, Cβ and CE are the equilib-
rium concentrations at the eutectoid temperature. For this
diagram the eutectoid composition CE = (Cα +Cβ)/2; the
lines of the γ − α phase equilibrium are parallel, the same
for lines of γ−β equilibrium; the equilibrium concentrations
at the α − β interface, Cα and Cβ do not depend on the
temperature.i
In conclusion, the selection mechanism due to the
presence of the triple junction is very different from
the anisotropy effects which are responsible for the
selection of the classical theory of dendritic growth.
In the regime of small opening angles the problem of
velocity selection in melting along the grain boundary
has been solved entirely analytically. This exact ana-
lytical treatment represents in a very transparent way
the structure of the selection theory.
[1] Brener E. A., and Mel’nikov VI. Adv. Phys 1991;40:53
[2] D. E. Temkin, Abstracts of ICASP, June 7-10 2005,
Stockholm, Sweden.
[3] G. P. Ivantsov, Dokl. Akad. Nauk USSR 58, (1947)
[4] E.A. Brener, C. Hüter, D. Pilipenko, D. E. Temkin, Phys.
Rev. Lett. 99, 105701 (2007)
[5] D. I. Meiron, Phys. Rev. A 33, 2704 (1986)
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Contact Mechanics: Relation Between
Interfacial Separation and Load
B. N. J. Persson
IFF-1: Quantum Theory of Materials
I study the contact between a rigid solid with a
randomly rough surface and an elastic block with
a flat surface. I derive a relation between the (av-
erage) interfacial separation u¯ and the applied
normal squeezing pressure p. I show that for
non-adhesive interaction and small applied pres-
sure, p ∼ exp(−u¯/u0), in good agreement with
recent experimental observation.
When two elastic solids with rough surfaces are
squeezed together, the solids will in general not make
contact everywhere in the apparent contact area,
but only at a distribution of asperity contact spots[1].
The separation u(x) between the surfaces will vary
in a nearly random way with the lateral coordinates
x = (x, y) in the apparent contact area. When the
applied squeezing pressure increases, the average
surface separation u¯ = 〈u(x)〉 will decrease, but in
most situations it is not possible to squeeze the solids
into perfect contact corresponding to u¯ = 0. The
space between two solids has a tremendous influ-
ence on many important processes, e.g., heat trans-
fer, contact resistivity, lubrication, sealing, optical in-
terference, ... . In this paper I will present a very sim-
ple theory for the (average) separation u¯ as a func-
tion of the squeezing pressure p (Ref. [2]). I will
show that for randomly rough surfaces at low squeez-
ing pressures p ∼ exp(−u¯/u0) where the reference
length u0 depends on the nature of the surface rough-
ness but is independent of p, in good agreement with
experiments[3].
We consider the frictionless contact between elastic
solids with randomly rough surfaces. If z = h1(x)
and h2(x) describe the surface profiles, E1 and E2
are the Young’s elastic moduli of the two solids and
ν1 and ν2 the corresponding Poisson ratios, then the
elastic contact problem is equivalent to the contact
between a rigid solid (substrate) with the roughness
profile h(x) = h1(x)+h2(x), in contact with an elastic
solid (block) with a flat surface and with an Young’s
modulus E and Poisson ratio ν choosen so that
1− ν2
E
=
1− ν21
E1
+
1− ν22
E2
.
Introduce a coordinate system xyz with the xy-plane
in the average surface plane of the rough substrate,
and the z-axis pointing away from the substrate, see
Fig. 1. The separation between the average surface
plane of the block and the average surface plane of
FIG. 1: An elastic block squeezed against a rigid rough
substrate. The separation between the average plane of
the substrate and the average plane of the lower surface of
the block is denoted by u¯. Elastic energy is stored in the
block in the vicinity of the asperity contact regions.
the substrate is denoted by u¯ with u¯ ≥ 0. When
the applied squeezing force p increases, the sepa-
ration between the surfaces at the interface will de-
crease, and we can consider p = p(u¯) as a function
of u¯. The elastic energy Uel(u¯) stored in the substrate
asperity–elastic block contact regions must equal to
the work done by the external pressure p in displac-
ing the lower surface of the block towards the sub-
strate, i.e., Z ∞
u¯
du′A0p(u
′) = Uel(u¯) (1)
or
p(u¯) = − 1
A0
dUel
du¯
, (2)
where A0 is the nominal contact area. Equation (2)
is exact. Theory shows that for low squeezing pres-
sure, the area of real contact A varies linearly with the
squeezing force pA0, and that the interfacial stress
distribution, and the size-distribution of contact spots,
are independent of the squeezing pressure. That
is, with increasing p existing contact areas grow and
new contact areas form in such a way that in the ther-
modynamic limit (infinite-sized system) the quantities
referred to above remain unchanged. It follows imme-
diately that for small load the elastic energy stored in
the asperity contact region will increase linearly with
the load, i.e., Uel(u¯) = u0A0p(u¯), where u0 is a char-
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FIG. 2: The relation between the (natural) logarithm of the
squeezing pressure p (normalized by E∗) and the interfacial
separation u¯ (normalized by the root-mean-square rough-
ness amplitude hrms) for an elastic solid squeezed against
a rigid surface.
acteristic length which depends on the surface rough-
ness (see below) but is independent of the squeezing
pressure p. Thus, for small pressures (2) takes the
form
p(u¯) = −u0 dp
du¯
or
p(u¯) ∼ e−u¯/u0 (3)
in good agreement with experimental data for the
contact between elastic solids when the adhesional
interaction between the solids can be neglected. We
note that the result (3) differs drastically from the
prediction of the Bush et al theory, and the theory
of Greenwood and Williamson (GW), which for low
squeezing pressures (for randomly rough surfaces
with Gaussian height distribution) predict p(u¯) ∼
u¯−aexp(−bu¯2), where a = 1 in the Bush et al the-
ory and a = 5/2 in the GW theory. Thus these the-
ories do not correctly describe the interfacial spacing
between contacting solids.
To test the theory presented above we have per-
formed Molecular Dynamics simulations[4] for the
contact between a randomly rough, self affine
fractal[5] surface and an elastic block with a flat
surface[6]. The solid squares in Fig. 2 shows the
MD result for the dependence of the (natural) log-
arithm of the normalized average pressure p/E on
the normalized separation u¯/hrms between the aver-
age plane of the substrate and the average plane of
the lower surface of the block. In the figure u¯ = 0
corresponds to the separation 0.44 nm between the
plane through the center of the atoms of the top layer
of substrate atoms and bottom layer of block atoms.
Since the atoms interact with a long-range repulsive
∼ r−12 pair potential, it is possible to squeeze the
surfaces closer to each other than what corresponds
to u¯ = 0. This explains why simulation data points
occur also for u¯ < 0. The theory described above as-
sumes a contact interaction potential so that u¯ ≥ 0,
and can therefore not be compared with the MD sim-
ulations for very small (and negative) u¯.
In Fig. 2 we compare the MD resultswith the theo-
retical prediction calculated from[2] using the same
surface roughness power spectra (and other param-
eters) as in the MD-calculation. The theory is in
good agreement with the numerical data for 0.2 <
u¯/hrms < 2. For u¯/hrms < 0.2 the two curves dif-
fer because of the reason discussed above, i.e., the
“soft” potential used in the MD simulation allow the
block and substrate atoms to approach each other
beyond u¯ = 0, while in the analytical theory a con-
tact potential is assumed where the repulsive poten-
tial is infinite for u¯ < 0 and zero for u¯ > 0. The
difference between the theory and the MD results for
u¯/hrms > 2 is due to a finite size effect. That is,
since the MD calculations uses a very small system,
the highest asperities are only ∼ 3hrms above the
average plane, and for large u¯ very few contact spots
will occur, and in particular for u¯ > 3hrms no contact
occurs and p must vanish. In the analytical theory
the system is assumed infinite large so that even for
a Gaussian distribution of asperity height there will al-
ways be (infinitely) many infinitely high asperities and
contact will occur at arbitrary large separation u¯, and
the asymptotic relation u¯ ∼ logp will hold for arbitrary
large u¯ (or small squeezing pressures p).
The theory presented above can be easily general-
ized in various ways. Thus, it is possible to include
the adhesional interaction. In this case the work
done by the external pressure p will be the sum of
the stored (asperity induced) elastic energy plus the
(negative) adhesional energy, i.e., the right hand side
of (1) will now be Uel + Uad. The theory can also be
applied to study how the spacing u(ζ) depends on
the magnification. Here u(ζ) is the (average) spacing
between the solids in the apparent contact areas ob-
served at the magnification ζ. The quantity u(ζ) is of
crucial importance for lubricated seals. The results of
these generalizations of the theory will be presented
elsewhere.
Finally we note that the observation of an effective
exponential repulsion has important implications for
tribology, colloid science, powder technology, and
materials science. For example, the density or vol-
ume of granular materials has long been known to
have a logarithmic dependence on the externally ap-
plied isotropic pressure or stress, as found, for ex-
ample, in the compression stage during processing
of ceramic materials. Recent work on the confine-
ment of nanoparticles have also indicated an expo-
nential force upon compression, suggesting that this
relationship could be prevalent among quite different
types of heterogeneous surfaces.
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It is well established that geometrical confine-
ment like surfaces, interfaces or a free-standing
film (in two dimensions) or quantum wires, thin
tubes, etc. (in one dimension) modifies the prop-
erties of a material [1]. The study of the influence
of reduced dimensionality or surface effects on
the dynamics of these systems can give valuable
information on general trends for measurable pa-
rameters like, e.g., specific heat.
We have investigated the dynamics of 36Argon
adsorbed in nanoporous gelsil glass by inelas-
tic neutron scattering. By fractional filling the ’di-
mensionality’ of the system is tuned from a two-
dimensional towards the bulk state. The exper-
imental results are compared with ab initio cal-
culations. A shift of various phonon modes to
lower energies with decreasing dimensionality is
observed in the results of both methods.
To study the general trends in the dynamics in sys-
tems with low dimensions we condensated Argon in
a glass matrix with a pore diameter of 75Å and cre-
ated in this way 1,2,3,. . . etc. layers of Argon on the
pore wall. The isotope 36Ar has a very strong scatter-
ing power for neutrons. Besides as a noble gas Argon
shows with its van der Waals bonding a very different
bonding energy to the substrate (covalent bonding).
In this way the Argon eigenmodes are well separated
from the dynamics of the silica matrix.
The neutron scattering experiment was performed on
the time-of-flight spectrometer IN4 at the ILL, Greno-
ble, France. By the use of a gas handling system and
the control of the vapor pressure a controlled depo-
sition of Ar on the silica surface has been made pos-
sible. The knowledge of the absorption isotherm [2]
allowed to prepare a monolayer, two or three layers,
up to the capillary condensate in the pore center.
At very low filling fractions the atoms form an amor-
phous adsorbate film smoothing out the rough pore
walls due to an attractive adsorbate-substrate poten-
tial [2]. Now additionally adsorbed atoms can form
more easily an ordered structure and establish a
quasi-fcc pattern at full fillings. Thus, the first few
layers are expected to behave like a two-dimensional
film and the completely filled pore is similar to the bulk
state.
The experiment was accompanied by ab initio calcu-
lations performed with the ABINIT code [3] employing
a plane-wave basis set and pseudopotentials. For
demonstrating the effects of reduced dimensionality
we will focus here primarily on the case of a three
layer system and the bulk adsorbate.
The adsorbed Argon layers in the experiment were
simulated with hexagonal two-dimensional plane
sheets of Argon atoms. As the used code involves
periodic boundary conditions we introduced a super-
structure with empty layers between different piles of
Ar sheets.
Fig. 1 shows a schematic view of the successive cre-
ation of layers in the experiment and the calculated
system of a pile of three hexagonal layers of Argon
atoms. It is well known that van der Waals bond-
ing is difficult to describe within conventional ab ini-
tio techniques, but the bulk dynamical properties are
well reproduced with an overestimation of calculated
frequencies by a factor of about 1.3 [4].
FIG. 1: Left: Schematic view of the deposition of Ar on
the silica surface and the successive creation of the layered
system. Right: Calculated system of a pile of three hexago-
nal layers with periodicity in the plane of the layer and ABC-
stacking with ’vacuum’ perpendicular to the pile.
From the relaxed positions and lattice constants
we calculated the corresponding phonon dispersion
curves. Fig. 2 shows the phonon dispersion along
main symmetry directions in the plane of the layers
for the hexagonal three layer system and fcc bulk Ar-
gon in hexagonal description. Both dispersion curves
show similar features. However, a striking difference
can be found in the slope of the transverse acoustic
branches (marked with a red dashed line in Fig. 2)
indicating the sound velocity. The bulk Argon sys-
tem shows an increase in the slope compared to the
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three layer system. In a heat pulse experiment the
pulse would propagate slower in the three layer sys-
tem. On the other hand the specific heat cv at low
temperatures is higher compared to the bulk. In a
simple kinetic gas theory model the thermal conduc-
tivity κ is directly related to the sound velocity vs via
κ = cvvsl/3,
where l is the mean free path of the phonons. The
thermal conductivity of three layer and bulk system
will be the result of the competing quantities.
FIG. 2: Left: Phonon dispersion of the hexagonal three
layer system. Right: Phonon dispersion of fcc bulk Argon in
hexagonal description. Marked in red are the lowest zone
boundary mode as well as the slope of the lowest acoustic
branch.
Besides the different slopes of the acoustic branch
also the lowest frequency at the zone boundary is
shifted to higher energies from the three layer to the
bulk system. The upper panel of Fig. 3 shows the ex-
perimental density of states (DOS). The lower panel
shows the theoretical DOS for bulk and the three-
layer system of Ar. The energy axis of the calculated
curves has been scaled by a factor of 0.75 to match
the experimental one-phonon cut-off. The frequen-
cies of Ar monolayer weakly adsorbed on graphite
(where the Ar–Ar interaction dominates) or calcu-
lated and measured for a monolayer are at about 3.5
and 6meV, respectively, at the Brillouin-zone bound-
ary [5]. That is similar to where the main dynamical
features in our experimental and calculated data can
be found indicating a similarly weak glass–adsorbent
interaction. The overall two-peak structure is found in
all four spectra. Clearly visible is also the expected
shift to lower frequencies for the three layer system
compared to bulk what has been indicated with the
shift of the lowest frequency at the zone boundary,
see Fig. 2. This effect can especially be seen in the
experimental results as well as in the theoretical data.
In addition to this general frequency shift to lower en-
ergies due to weak (or missing) bonds there is an-
other effect: Whereas the phonon DOS G(ω) in a 3D
system behaves like G(ω) ∝ ω2, the DOS of a 2D
layer is G(ω) ∝ ω1 for small ω. This is a fingerprint of
the reduced dimensionality, leading to an additional
enhancement of 2D over 3D modes at small ω. How-
ever, differences between experiment and calcula-
tion are apparent. Even though we have smoothed
the theoretical results with the experimental resolu-
tion function, the experimental data are much more
washed out; this indicates an appreciable effect of
defect broadening. Besides idealized assumptions
about the realistic systems differences could arise
due to experimental conditions like energy resolution
and, above 8 meV, multi-phonon effects.
FIG. 3: Upper panel: Experimental DOS for full filling and
three layers. The shaded area shows the energy resolution.
Lower panel: Theoretical DOS for bulk and three layers of
Ar, convoluted with a resolution of 0.5meV (FWHM).
Beyond the low-energy regime we can equally re-
produce in the calculated spectra the general trends
of the experimental intensity distribution. Except for
the width, the peak at about 7.5 meV is very simi-
lar in theory and experiment. Thus, the general re-
producibility of the features of the experimental data
points out that their origin is to be found in the re-
duced dimensionality of the layered argon system.
The trend of lower sound velocities with lower dimen-
sion has its reason in the reduction of the orthogonal
restoring forces.
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Hydrodynamic Screening of Star
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Star polymers, which consist in f identical poly-
mers connected by one of their ends to a com-
mon center, exhibit with increasing f a crossover
in their flow properties from those of linear poly-
mers to a novel behavior, which resembles the
tank-treading motion of elastic capsules. The
mutual effects of the conformations of a star
polymer in simple shear flow and the deforma-
tion of the solvent flow field are investigated by
a hybrid mesoscale simulation technique. More-
over, we have characterized the flow field near the
star polymer as a function of its functionality f .
A strong screening of the imposed flow is found
inside the star polymer, which increases with in-
creasing f . The polymer orientation changes
quantitatively when hydrodynamic interactions
are switched off, while the rotation frequency
changes qualitatively.
Polymers and polymer assemblies exhibit a unique
behavior in flow which is related to their conforma-
tional degrees of freedom. Their flexibility leads to
a simultaneous deformation of the coil and the fluid
flow field, which strongly affect each other. To elu-
cidate the dynamical and conformational properties
of such systems is of fundamental importance with
a broad spectrum of consequences in technical ap-
plications – an example is drag reduction by polymer
additives. Star polymers, where f linear polymers
are anchored to a common center [1], are an exam-
ple of a polymer architecture whose properties can
be tuned by varying the functionality f as well as the
arm length. Technologically, these polymers are in-
teresting for a variety of applications, such as drug
delivery systems or as motor oil viscosity modifiers.
We have analized how the average shape of linear
and star polymers results distorted and oriented, to-
gether with an induced rotation movement, under the
effect of the applied shear flow [2]. We have also
understood the influence of the polymer on the fluid
flow. The intimate coupling of the star-polymer dy-
namics and the fluid flow leads to a strong modifica-
tion of the flow behavior at and next to the ultra-soft
colloid. We analyze the velocity field of the solvent
quantitatively as a function of the star polymer’s func-
tionality. In addition, we characterize the importance
of hydrodynamic interactions on the scaling proper-
ties of star polymers [3].
Hydrodynamic interactions (HI) play a fundamental
role in the dynamic behavior of complex fluids. Since
the large length- and time scale gap between the sol-
vent molecules and the embedded polymers makes
atomistic simulation studies prohibitively time con-
suming. In this work, we have used a hybrid ap-
proach in which the polymer conformations are sam-
pled by standard molecular dynamics simulations
(MD), whereas the solvent is described by multipar-
ticle collision dynamics (MPC) [4]. Furthermore, we
have introduced a variant of the MPC method, named
random MPC solvent, in which all HI interactions are
switched off, while most of the original solvent prop-
erties of MPC remain essentially unchanged. This
method is very well suited to quantify the effect of HI
in soft-matter systems.
FIG. 1: Snapshots of star polymers with f = 25 arms,
Lf = 20 monomers per arm under shear flows with Wi =
0.0, 6.4, 32 (from left to right). Configurations displayed in
the flow-gradient plane.
Structural and dynamical properties of a dilute solu-
tion of star polymers are investigated as a function of
the arm number f , and the arm length Lf . A linear
fluid velocity profile (vx, vy, vz) = (γ˙ry, 0, 0) is ob-
tained in the absence of a polymer, where γ˙ is the
shear rate. To facilitate a comparison with experi-
mantal data and between stars of various sizes, we
use the Weissenberg number Wi = γ˙τ to character-
ize the shear rate, where τ is the longest star relax-
ation time. In Fig. 1 typical snapshots of a star poly-
mer with f = 25 arms are displayed for increasing
value of the applied shear. It can be easily observed
that the system becomes elongated in the flow di-
rection and shrinks in the gradient direction. This in-
duced anisotropy and the aligment with the flow di-
rection increase with the strength of the applied flow.
Fluid stream lines in the flow-gradient plane of the
star’s center-of-mass reference frame are presented
in Fig. 2 together with a typical star configuration.
In the region where the fluid coexists with the star
polymer, the externally imposed flow field is strongly
screened and the fluid velocity is no longer aligned
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FIG. 2: Fluid stream lines in the flow-gradient plane of the
star polymer’s center-of-mass reference frame. Flow lines
are shown for star polymers with f = 50 arms, Lf = 20
monomers per arm, and an applied shear field with Wi =
γ˙τ = 22.
with the shear flow direction, but rotates around the
polymer’s center of mass. Outside the region covered
by the star polymer, the fluid adapts to the central
rotation by generating a counter-rotating vortex and
correspondingly two hyperpolic stagnation points of
vanishing fluid velocity.
The fluid flow in the vicinity of the star polymer is dis-
tinctively different from that of a sphere but resembles
the flow around an ellipsoid. In contrast to the latter,
the fluid penetrates into the area covered by the star
polymer. While the fluid in the core of the star rotates
together with the polymer, the fluid in the corona fol-
lows the external flow to a certain extent.
We have performed simulations for star polymers of
functionalities ranging from f = 2 to f = 50 for vari-
ous applied shear fields with hydrodynamic and non-
hydrodynamic solvents. With the random MPC sol-
vent, we also compare results of simulations with and
without excluded-volume (EV) interactions.
The resistance of a macromolecule to be oriented
in the presence of a flow can be characterized by
the orientational resistance parameter mG(f,Wi).
This quantity is related to the angle χG between the
eigenvector of the average gyration tensor, Gαβ , with
the largest eigenvalue with the flow direction, via
tan(2χG) = 2Gxy/(Gxx − Gyy) ≡ mG/Wi. From
the obtained results we conclude that mG(f,Wi) dis-
plays a power-law growth as a function of the shear
rate in the form mG(f,Wi) = fαWiµ. Remarkably,
the exponent µ = 0.65 is super-universal, while the
exponents α depend strongly on the type of interac-
tion. In the presence of HI, the star polymer drags
the fluid along with it (cf. Fig. 2) and strongly perturbs
the linear flow profile, which is not the case in the ab-
sence of HI. Therefore, mG ∼ fα, with α = 0.30,
in the presence of HI is larger compared to the case
without HI, where α = 0.18.
It is well known by now that linear polymers show a
tumbling behavior in flow, with alternating collapsed
and stretched configurations. However, for f > 5,
a qualitatively different behavior is observed, where
the overall shape and orientation depend very little on
FIG. 3: Scaled rotation frequency ωz/γ˙, as a function of
a rescaled Weissenberg number, for stars with Lf = 20
monomers per arm. Open symbols correspond to simula-
tions with HI, full symbols without HI. The asymptotic be-
haviors of ωz/γ˙ for small and large Wi are indicated by
dashed and solid lines, respectively. The inset shows the
factor ϕ(f); it is the same with and without HI.
time, while the arms rotate around the center of the
star. Interestingly, this motion resembles the continu-
ous tank-treading rotation observed for fluid droplets
and capsules. The behavior of a single, selected arm
is qualitatively not much different from a linear poly-
mer, as it also rotates by collapsing and stretching
during the tank-treading-like motion.
In the cases with and without HI, the rotational dy-
namics is not only quantitatively different but also
qualitatively. Figure 3 shows that all data for the rota-
tion frequency ωz and the various functionalities col-
lapse on two master curves, when the Weissenberg
number is rescaled by a factor ϕ(f), which turns out
to be the same with and without HI. For small Wi, all
frequencies approach ωz = 0.5γ˙, as expected. For
large Wi, the master curves follow a power law de-
cay, ωz/γ˙ ∼ Wi−θ, with θ = 1 in the presence of HI,
and θ = 0.6 without HI. This implies that without HI
the rotation frequency keeps growing with the applied
shear rate as ωz ∼ γ˙0.4, while with HI it approaches
a constant for large shear rates. In both cases, the
effect of the deformation and alignment under shear
flow leads to a sub-linear growth with Wi. In the pres-
ence of HI, the co-rotating fluid core, dragged along
by the star polymer, screens the driving force even
more and a limiting velocity appears, similar to the
motion of a capsule.
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We have studied dynamic processes in suspen-
sions of charge-stabilized colloidal particles and
biological macromolecules. Transport properties
such as the long-time diffusion coefficient and
short-time viscosity, have been calculated us-
ing a many-component mode-coupling theory ex-
tended to ionic mixtures with hydrodynamic in-
teractions, and by means of a recently devel-
oped accelerated Stokesian Dynamics simulation
tool. We have quantified the electrokinetic influ-
ence of salt ions on the colloidal long-time diffu-
sion in non-dilute dispersions. While this influ-
ence is small for large particles, it is significant
for small particles such as polymers, proteins
and other bio-molecules. An explanation is given
for the unexpected non-monotonic concentration
dependence of long-time self-diffusion observed
in solutions of DNA fragments. We show that
this non-monotonicity is of purely hydrodynamic
origin. Moreover, we have made the first com-
prehensive simulation study of short-time dy-
namic properties in dense charge-stabilized sus-
pensions, including the high-frequency viscosity.
With the increasing importance of biophysics there is
a greater overlap between the subjects of the physics
of biological molecules and colloid physics, which
deals with mesoscale particles dispersed in a low-
molecular solvent like water. Charge-stabilized col-
loidal dispersions occur ubiquitously in chemical, en-
vironmental and food industry. Many of the theoret-
ical and computer simulation techniques developed
in colloid physics are directly applicable to biological
systems such as proteins and DNA. A particular fea-
ture of DNA that is of interest to colloid scientists is its
very high surface charge density. It has been shown
that the structure of DNA fragments, and of small col-
loidal particles in general, is strongly affected by this
charge density. Consequently, other effects associ-
ated with the strong surface charge, such as counter-
ion condensation, charge inversion and like-charge
attraction in the presence of multivalent salt ions have
been investigated in the past. In contrast, compara-
tively little work has been done on the dynamics of
highly charged colloids and bio-molecules. To under-
stand the transport behavior of these particles on the
basis of their interactions is essential to numerous
problems of practical relevance in material process-
ing, dynamic phase transitions and biology.
The diffusion and rheology of dispersions of charged
particles are determined by a complicated interplay
of electro-steric and hydrodynamic interaction (HI)
forces. The latter type of forces is transmitted by
the intervening solvent, and is in general of many-
body nature, making its theoretical description very
demanding. We have explored the long-time self-
diffusion coefficient, DL, in dispersions of charged
colloids and bio-molecular particles using a recently
developed theoretical method based on a many-body
diffusion equation and a mode-coupling scheme.
This theory is a marked improvement on previous
methods since it is of many-component nature and
includes the far-field HI between all ionic species,
which allows us to study electrokinetic effects for non-
zero colloid concentrations [1, 2].
FIG. 1: DL/D0 calculated for the protein Apoferritin versus
salt concentration, ns, for volume fractions, φ, as indicated.
The solid (dashed) lines are DL resulting from the colloidal
and electrolyte (colloidal only) friction. From [1].
The diffusion coefficient, DL, is obtained from calcu-
lating the friction exerted on a colloid particle. The
friction consists of two contributions: a colloid contri-
bution arising from static and hydrodynamic interac-
tions with other colloid particles, and an electrolyte
friction reflecting the non-instantaneous relaxation of
the electrolyte ion cloud surrounding each colloidal
macroion.
Fig. 1 shows the calculated long-time self-diffusion
coefficient of the globular protein Apoferritin as func-
tion of salt concentration and protein volume fraction.
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FIG. 2: DL/D0 of 20-mer DNA solutions versus DNA
concentration and added salt contents as indicated. Solid
(dashed) lines are the theoretical results with (without) far-
field HI, accounting for the renormalization of the DNA
charge [2]. The symbols are experimental data from [3].
There is a general trend in which DL increases from
low salt to high salt concentrations, an effect aris-
ing from the static screening of the electrostatic in-
teractions which lowers the colloid friction contribu-
tion. The additional electrolyte friction contributes
most strongly for zero volume fraction, φ = 0, and for
an electrolyte concentration where the width of the
double layer is comparable to the protein size, cor-
responding to the minimum in DL. A salient trend
we observe is that the electrolyte friction decreases
with increasing colloid concentration and decreasing
microion-macroion size disparity, reflecting a homog-
enization of the background electrolyte density and
smoothing out of chemical potential gradients.
FIG. 3: Renormalized DNA charge versus volume fraction
φ, obtained using the renormalized spherical jellium model.
Another effect seen in Fig. 1 is that, at low salt con-
centrations, there is a non-monotonic dependence of
DL on the colloid concentration. This unexpected ef-
fect is also seen experimentally in the DL of short
DNA fragment solutions (aspect ratio ∼ 3), which
have been studied by Wilk et al. [3]. We have shown
that this striking non-monotonic behavior of DL in
low-salt suspensions is of hydrodynamic origin, and
comes from the suppressed near-field part of the HI
caused by the long-range electrostatic repulsion be-
tween the colloids (see Fig. 2). It is known that at
low salt concentrations, the effective charge, as cal-
culated, e.g., from the renormalized jellium model de-
scribing the quasi-condensation of counter-ions, also
displays a non-monotonic dependence on φ (see Fig.
3). This static feature, however, is not the cause of
the non-monotonicity in DL, as one clearly notices in
Fig. 2 which shows our theoretical results for DL with
and without HI included. The non-monotonic concen-
tration behavior of the effective DNA charge, Zeff, di-
vided by the bare charge, Zbare, is depicted in Fig. 3.
FIG. 4: Simulation results for the high-frequency limiting
shear viscosity, η∞, of charge-stabilized aqueous suspen-
sions of colloidal spheres. For details see [4].
The dynamics in dense charge-stabilized suspen-
sions is significantly influenced by the near-field HI
part which is non-pairwise additive. Using a recently
developed accelerated Stokesian Dynamics simula-
tion method, we have calculated a large variety of
properties characterizing the short-time dynamics in
these systems [5]. Results have been obtained, e.g.,
for the high-frequency-limiting shear viscosity, η∞,
non-dimensionalized by the solvent viscosity η0, as a
function of density and salt concentration (see Fig. 4).
The trends observed Fig. 4, in particular the weak
ionic strength dependence of the short-time viscosity,
are in full agreement with the experimental findings.
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We studied the thermal diffusion behavior of a
dilute solution of charged silica colloidal parti-
cles by a holographic grating technique. The
Soret coefficient of the charged colloids is mea-
sured as a function of the Debye screening length
and the surface-charge density of the colloids.
The latter is varied by means of variation of
the pH. The experimental Soret coefficients are
compared with several theoretical predictions.
The surface-charge density is independently ob-
tained from electrophoresis measurements, the
size of the colloidal particles is obtained from
electron microscopy and the Debye length is cal-
culated from ion concentrations. The only ad-
justable parameter in the comparison with theory
is therefore the intercept at zero Debye length,
which measures the contribution to the Soret co-
efficient of the solvation layer and possibly the
colloid-core material.
Thermal diffusion, or thermophoresis, of colloids in
a liquid medium describes the movement of colloids
due to the inhomogeneity of the temperature distri-
bution. In the stationary state, the colloidal mass
fluxes induced by the temperature gradient and the
concentration gradient cancel. The ratio of the con-
centration gradient c and temperature gradient T
that comply with such a stationary state is character-
ized by the Soret coefficient ST, which is defined as,
ST = DT/D, where DT is the thermal diffusion coef-
ficient and D is the mass-diffusion coefficient. Here,
the thermal diffusion coefficient is defined such that
the contribution of the thermal gradient to the equa-
tion of motion for the colloid concentration c is taken
equal to cDT∇2T . The sign of Soret coefficient de-
termines the temperature-gradient induced migration
direction of the colloidal particles. For positive val-
ues of the Soret coefficient colloids move to the cold
side while for negative Soret coefficients colloids will
enrich at the warm side. Thermal diffusion for macro-
molecules is of interest because of its potential to be
applied for polymer characterization, crude oil explo-
ration and the investigation of this effect might con-
tribute to the understanding of some fundamental as-
pects related to life science [1]. A deeper understand-
ing of the effect of temperature gradients is also im-
portant, if one wants to understand how sperm cells
navigate towards the egg [2]. The first observation of
this effect [3] dates back one and a half century. Up
to this date, however, there exists no satisfactory the-
ory that explains thermal-diffusive behavior of simple
liquids, while for colloids a few theories have been
proposed recently. The development of new experi-
mental techniques [4] during the last decade made it
possible to measure the Soret coefficients of macro-
molecular systems.
FIG. 1: Schematic illustration of a charged colloidal particle
in a temperature gradient, which induces a deformation of
the ionic double layer.
The thermophoresis of charge stabilized colloids was
extensively investigated for several systems, such as
silica particles, DNA, proteins and ionic surfactant
with different experimental methods. It is found that
the thermal-diffusive behavior of charged colloids de-
pends on several parameters such as salinity, tem-
perature, mutant variants of the protein that is stud-
ied, the particular type of electrolyte that is used, sur-
face charge density, the colloidal concentration and
the size of the colloids. In some cases a modifica-
tion of those parameters changes the behavior from
thermophobic to thermophilic. A distinction should
be made between thermophoresis in very dilute sys-
tems and concentrated systems. In highly diluted
dispersions the interaction between colloid particles
and surrounding solvent, and also the formation of
the double layer, dominate the physical properties of
the colloids, while in concentrated dispersions the be-
havior is complicated by colloid-colloid inter-particle
electrostatic repulsion. The Soret coefficient at high
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dilution, where colloid-colloid interactions are negligi-
ble, is referred to as the single-particle Soret coeffi-
cient [4, 5].
Recently, several different theoretical approaches for
single-particle Soret coefficient of charged colloids
have been developed [6]. In order to test the validity
of the available theories, we measured the thermal-
diffusive behavior of charged silica colloids (Ludox
TMA) at high dilutions using a holographic grating
technique. At high salt content, the charged col-
loids as well as the salt contribute to the holographic-
grating signal, which indicates a thermophoretic mo-
tion of both salt ions and colloids. The separation
in time scales for salt diffusion and colloid diffusion,
however, allows us to measure the pure colloid Soret
coefficient. Furthermore, the Debye length, the sur-
face charge density and the radius of the colloids are
measured independently. This allows for an unam-
biguous test of the available theories for the double-
layer contribution to the single-particle Soret coeffi-
cient.
FIG. 2: Soret coefficients of Ludox particles, φ=0.1% (©),
φ=0.5% () and φ=1.12% ()[7], as functions of the Debye
length, λDH
The obtained Soret coefficients of the Ludox parti-
cles are plotted in Fig.2. The plot shows that in the
probed Debye-length range, the Soret coefficients of
the Ludox particles are negative, which corresponds
to movement of the Ludox particles to the warm side.
Negative Soret coefficients were also observed by
Rusconi et al. [7] (the star in Fig.2) for higher con-
centrated Ludox particles dispersions (φ=1.12 wt%).
The data from Rusconi et al. are also included in the
plot in Fig.2. We found that for small Debye lengths,
the experimental results from the present TDFRS-
study are consistent with the results from Rusconi,
who employed a thermal lens setup. At larger De-
bye lengths, the data from Rusconi et al. deviates
from our results. This is due to colloid-colloid inter-
actions, which indeed become more pronounced for
larger Debye lengths. The negative sign of ST is due
to contributions from the hydration layer (and possi-
bly the core of the colloidal material) [8]. From Fig.2 it
can be seen that the Soret coefficient increases with
increasing Debye length and reaches a shallow max-
imum at λDH ≈ 5 nm. In the range λDH < 5 nm, the
Soret coefficients for the Ludox particles are identical
within the error bars for both concentrations φ =0.1%
and 0.5% , which implies that we are indeed in the di-
luted regime where colloid-colloid interactions can be
neglected.
The lines in Fig.2 correspond to the different theoret-
ical models discussed in Ref.[6]. In fitting the data for
the Ludox particles, the only fitting parameter is the
intercept A(T ) at zero Debye length, which is due
to the solvation-layer and core-material contributions
to the Soret coefficient. For Ludox particles, in the
Debye-length range between 1 nm< λDH <5 nm,
we find that the approach by Dhont [9] agrees with
the experimental results for ST. The experimental
data deviate systematically at smaller Debye lengths
(λDH <1 nm) and above λDH > 5 nm. The devi-
ations at smaller Debye lengths (λDH ≤ 1 nm) is
probably due to the high salinity, which leads to a
violation of the Debye-Hückel approximation where
the finite extent of ions is neglected. For large De-
bye lengths (λDH > 6 nm) the surface potential is
high (eΦs/kBT > 0.9), so that linearization of the
Poisson-Boltzmann equation is probably no longer al-
lowed. Also the predictions by Würger and the ca-
pacitor model by Braun (the dotted line) agrees rea-
sonably well in the intermediate Debye-length range.
The theoretical prediction by Ruckenstein (the dash-
dotted line) deviates significantly from the experimen-
tal data in the entire λDH-range. Note that in Ruck-
enstein’s prediction ST ∝ R/κ2, while the the other
theories predict that ST ∝ R2/κ (for thin double lay-
ers). Also the dependence of the dielectric constant
on temperature (signified by the terms ∝ dln/dlnT )
is absent in Ruckenstein’s expression. The intercept
A(T ) is around -0.16 K−1 for the Ludox particles.
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SANS Study of Polymer-Linked
Droplets
S. Maccarrone, H. Frielinghaus, J. Allgaier, D. Richter
IFF-5: Neutron Scattering
We report the experimental results obtained from
SANS on microemulsion droplets connected by a
telechelic polymer. Thanks to its ability to anchor
droplets through its short stickers, the addition of
this polymer leads to the formation of transient
aggregates. Measurements were performed on
samples at low surfactant content in such a way
that the droplets appear isolated with a separa-
tion distance longer than the end-to-end distance
of the polymer. The locally spherical structure
of the micelles is maintained unchanged in size
upon polymer addition while the large rise of the
scattered intensity at low Q is due to the induced
effective attractive interaction between droplets.
The fitting model we propose allows a quantita-
tive description of the bridging effect.
Microemulsions are thermodynamically stable and
homogeneous mixtures of two non-miscible compo-
nents, namely oil and water, which are mediated by
the surfactant. The control of the emulsification be-
havior and/or the structural properties is fundamen-
tal as these systems find nowadays a wide range of
applications. For example, they are used in food in-
dustry and cosmetics to produce detergents, paints,
soaps, etc. At the molecular scale, oil and water form
domains and the surfactant, consisting of amphiphilic
molecules with a hydrophilic and hydrophobic part, is
arranged at the water-oil interface.
Moreover, the use of polymer additives can modify
the phase behavior and the structural properties of
such systems. Historically, rheological studies were
reported initially [1]. It was found that the addition of
a class of telechelic polymer, namely hydrophobically
end-capped Poly(ethylene oxide), affects the inter-
micellar interaction in oil-in-water droplet microemul-
sions, leading to an increasing ordering of the mi-
celles [2]. Recently, oil-in-water droplets microemul-
sion linked by triblock telechelic polymers was pro-
posed as model in order to study the viscoelas-
tic properties of transient network-forming systems
[3, 4]. Such a telechelic polymer consists in a wa-
ter soluble middle chain (PEO) with two short "stick-
ers" hydrophobic chains (alkyl chains) by which is
able to create loops anchoring at two points of the
same droplet or eventually to bridge two points on dif-
ferent droplets. The advantage in using this system
is based on the possibility to control independently
important parameters like the concentration of the
droplets and the connectivity of the network through
the number of polymers per droplet that define the
structural properties.
Experimental Section: We intended to measure three
samples of decane droplets in D2O with C10E4 as
surfactant and two of those were prepared with dif-
ferent polymer mass fraction φδ = mP /(mP + mS +
mO + mW ). The idea was to have isolated droplets
with separation distance four times larger than the
end-to-end distance of the polymer. So we fixed the
surfactant/water volume fraction ω = VS/(VS + VW )
at 0.012 and the oil mass fraction, defined as wB =
mO/(mP +mS+mO+mW ), was chosen to be 0.036.
The large asymmetry introduced in the oil/water vol-
ume fraction is the condition to obtain oil-in-water
droplets.
Small Angle Neutron Scattering: SANS experiments
were performed on D11 machine at ILL in Grenoble,
France. We measured the samples at three detector
distances (2, 5 and 20 m) and at different tempera-
tures. The collimation was set at 5.5m for the first
short detector distances and 20.5m for the 20m; the
wavelength λ was chosen equal to 6Å. The scatter-
ing curves were put on an absolute scale by using
water as standard with intensities in absolute units
(cm−1) with an accuracy of 10%. We made experi-
ments under bulk contrast substituting H2O with D2O
so that the contribution of the scattering comes from
the whole hydrogenated droplet made by the oil core
and the surfactant shell.
Theoretical Model : We modelled the sample without
polymer considering the droplets like colloidal parti-
cles. In this way the scattered intensity as function of
the scattering vector has the following form:
I(Q) = ΦV (∆ρ)2P (Q)S(Q) (1)
where Φ is the volume fraction of the droplets, V is
the volume and ∆ρ is the contrast. P (Q) is the form
factor that for Q → 0 is 1 and S(Q) is the structure
factor which expresses the interaction between the
particles. The low surfactant content yields the for-
mation of droplets with large separation distance and
this allows us to simplify the expression for the in-
tensity considering S ≈ 1. A simple form factor for
spherical objects was used. Polydispersity was mod-
elled by a Schulz-Zimm distribution.
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Structure factor : When the telechelic polymer is
added, an effective attractive interaction is introduced
bringing together the droplets. To calculate the struc-
ture factor S(Q), one needs to solve the Ornstein-
Zernike equation for the direct correlation function
C(R) using a known interaction potential [5]. An ex-
pression for the potential U(R) can be built consid-
ering the droplets as hard spheres and the polymer
chains introduce a parabola-shape attractive interac-
tion:
U(R) =
8><
>:
+∞ R≤σ
Aˆ
R2e
(σ−R)(R−σ−2Re) σ<R≤σ+2Re
0 R>σ+2Re
(2)
Re is the position where the minimum occurs and σ
is the radius of the colloids. When the potential is
constituted by a hard core plus an attractive tail, the
direct correlation function can be obtained under the
mean spherical approximation
C(R) =
j
CHS(R) R ≤ σ
Catt(R) R > σ
(3)
with CHS(R) is a known direct correlation function
for the simple hard sphere system. Our parabola
model is a phenomenological model which reflects
three properties. At smaller distances R > σ the po-
tential is usually slightly repulsive. There is a broad
minimum (here at R = Re + σ), and the attractive in-
teraction has a finite range (here at R = 2Re+σ). Po-
tentials calculated from first principles give a deeper
physical insight – especially when varying more pa-
rameters – but the fit-quality was worse [6].
Results and Discussion: In Figure 1 the scattering in-
tensity profiles for all the three samples at fixed tem-
perature of 6.54◦C are shown. At first look, the un-
changed position of the minimum at high Q is the sign
that the average size of the droplets is not influenced
by the polymer while the upturn of the intensity at low
Q indicates the presence of big objects, likely linked
droplet aggregates that become larger with increas-
ing polymer concentration: the bridging induces an
effective attractive interaction and the bump at mod-
erate Q, more visible for the sample with the highest
polymer content, shows that there is a preferred dis-
tance between droplets in the transient clusters.
A quantitative analysis of the scattering data based
on equation 1, permit to extract the mean radius of
the spherical droplets σ equal to 43Å and the vol-
ume fraction of the droplets around 0.013 in the case
of DROP1 (bottom curve in figure 1). Due to the low
surfactant content the droplets in the pure microemul-
sion should be well separated making reasonable the
assumption S ≈ 1. Indeed, the estimated average
distance is quite large, about 295Å, considering a
droplet arrangement on a cubic network with volume
fraction and radius values as from the fitting.
For the other two samples, the fitting of the SANS
spectra (middle and top curves in figure 1) gave
us the same values for the mean radius and vol-
ume fraction of the droplets that we did not expect
to vary. Moreover, the fitting parameters that deter-
mines the position and the amplitude of the attractive
FIG. 1: Scattering-intensity profiles for the three samples
with different polymer concentrations φδ and relative fitting
curves. The spectra DROP2 and DROP3 were multiplied by
factors of 10 and 100, respectively, for a better view. Errors
are approximately the same as or less than the size of the
symbols.
well potential are consistent between the two sam-
ple with different polymer concentration. In particu-
lar, the sample DROP3 with the double amount of
the polymer has an amplitude two times bigger than
the sample with half of the polymer DROP2. The
depth of the minimum Aˆ is equal to −1.45kBT in the
case of DROP2 and two times bigger (−2.81kBT ) for
DROP3. These values are reasonable in agreement
with the work of Bathia [7].
Summary and Conclusion: SANS experiments were
carried out on polymer-modified droplet microemul-
sions. The telechelic polymer bridges the droplets,
starting an aggregative process with the formation of
clusters. This effective attraction was modelled with a
simple potential made up by the sum of a hard sphere
contribution and an attractive parabola tail. Its equi-
librium state occurs at a separation distance between
droplets of 78Å and continues until is switched off at
156Å while the polymer end-to-end distance is 61Å.
Thus, the attractive interaction of the polymer is still
active in a rather extended state.
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Enhanced Slowing Down of the
Colloidal Near Wall Dynamics in a
Suspension of Rods
P. Holmqvist, D. Kleshchanok, P. R. Lang
IFF-7: Soft Condensed Matter
In this report, we will show the influence of rod-
like particles, fd-virus, on the diffusion of spher-
ical polystyrene colloids close to a wall. The
sphere diffusivity normal to the wall, < D⊥ >,
is strongly affected by the presence of the rods,
while the effect on the parallel diffusivity, <
D‖ >, is less pronounced except in the imme-
diate vicinity of the wall [1].
The slowing down and the anisotropy of Brownian
motion close to a wall due to hydrodynamic drag
forces has been theoretically predicted [2] and re-
cently experimentally verified [3]. So far, only the
case of particles interacting by excluded volume with
a wall has been considered. The effect of depletion
on the dynamics close to a wall has received very lit-
tle or no attention, neither theoretical nor experimen-
tal.
FIG. 1: Schematic picture of the sphere/rod system under
evanescent illumination close to the surface
We chose to apply fd–virus as a depletant, which are
rodlike mono-disperse particles and nonadsorbing
neither on glass nor on polystyrene latex particles.
They have a contour length of 880 nm which is com-
parable to the maximum penetration depth applicable
in an EWDLS experiment. In other words, the de-
pletion potential mediated by fd–virus is expected to
be effective throughout the entire scattering volume.
Further, we performed EWDLS measurements with
our tipple axis setup, with which we can determine
the parallel and normal component of the diffusivity
independently [3]. The depletion potential mediated
by rodlike particles has been calculated by Mao et al.
to third order in rod number density [5]. In the first or-
der approximation, there is a simple closed analytical
form, which can be introduced in the expressions for
the initial relaxation rate Γ of the time auto correlation
function of the scattered intensity. Our experimental
TIRM data for the depletion potential mediated by fd-
virus is in quantitative agreement with these predic-
tions. Therefore, we used the first order approxima-
tion to estimate the lowest rod concentration at which
the depletion potential would cause a notable effect
on the near wall dynamics of spherical colloids with
a radius of R = 85 nm. We note that the Derjaguin
approximation is not valid at this radius/rod length ra-
tio, but it will give a lower boundary for the required
rod number density, because the strength of the de-
pletion potential decreases with decreasing R/L at
constant density. From this, we chose as a starting
point a rod concentration of twice the overlap con-
centration which would give a contact potential of ap-
proximately 0.5kBT . Further, at this rod concentra-
tion, the solvent viscosity will be changed only by a
few percent and the fd–virus contribution to the scat-
tering is essentially negligible, which keeps the data
treatment on a tractable level. To our surprise, we
found a much larger effect on the near wall particle
dynamics than expected from these considerations.
Aqueous buffer solutions (20 mM TRIS) of PS latex
spheres with a radius of R = 85 nm were investi-
gated with two different fd–virus concentrations, that
is, 0.05 and 0.17 g/L, above and below the overlap
concentration, c∗ = 0.075 g/L. In bulk solutions with
the same fd–virus content, the diffusion of the col-
loids is reduced by less than 20% [6]. The PS la-
tex spheres are charge stabilized by sulfonate sur-
face groups, and they were diluted from their stock
solutions to a volume fraction of 2 × 10−4. At these
conditions, the particles may be regarded as hard
spheres, since the Debye screening length is in the
range of 3 nm, while the mean interparticle distance
is of the order of several thousand nanometers. A
schematic picture of the system close to the surface
under evanescent illumination can be seen in figure
1. To illustrate the effect of the fd-viruses on the col-
loidal diffusion close to the wall correlation functions
g1(t) are presented in figure 2 at a constant pene-
tration depth of 2/κ = 270 nm and a total scattering
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Effect of Polydispersity on Depletion
Interaction
D. Kleshchanok, P. R. Lang
IFF-7: Soft Condensed Matter
The polydispersity of depletants has a significant
influence on the depth and the range of deple-
tion potentials. Both for polymeric and for rod–
shaped colloidal depletants we find that the abso-
lute value of the contact potential and the range
of the potential become larger if the relative width
of the depletants’ size distribution is larger than
about 50%
Depletion interactions occur when two or more kinds
of colloidal particles of different size or colloidal
particles and polymers are mixed in a suspending
medium. If two particles of one species approach
each to such a degree that the other species is ex-
cluded from the gap between them, the resulting os-
motic pressure imbalance causes an attractive force
between the two particles. Asakura and Oosawa [1]
were the first to calculate the depletion force between
two plates immersed in a dilute solution of ideal poly-
mer chains. Later the same authors calculated the
attractive force between two parallel plates in a so-
lution of infinitely thin rigid rods [2]. Auvray derived
a closed analytical expression for the potential be-
tween two spheres in a dilute suspension of rods
with L/R  1 [3]. Later Mao et al published [4]
a series expansion in density up to third order for
the depletion potential mediated by rods of finite as-
pect ratios in the Derjaguin limit. Surprisingly, the
effect of a finite size distribution of the depletant on
the interaction has attracted limited attention. Most
of the theoretical and computer modelling work on
the effect of polydispersity was done on polydisperse
spheres [5, 6, 7, 8, 9, 10] as depletant. Tuinier
and Petukhov calculated the depletion force between
two plates in a solution of polydisperse ideal chain
macromolecules [11]. For the case of rod–like de-
pletants no systematic study on polydispersity effects
has been published so far although Yaman et al. pub-
lished a numerical method [12, 13] to calculate the
depletion interaction between two spheres of radius
R mediated by an ideal gas of infinitely thin rods of
length L for arbitrary L/R.
To our knowledge there are only a few contributions,
in which the effect of polydispersity has been stud-
ied systematically in experiments. Piech et al. found
semi quantitative agreement between theoretical pre-
dictions and their atomic force microcopy measure-
ments of the depletion potential between a spher-
ical silica particle and a silica flat mediated by an
FIG. 1: Depletion interaction between a polystyrene latex
sphere with R = 2850 nm and a glass wall in a solution
of polydisperse dextran. Symbols are experimental data
obtained by total internal reflection microscopy at different
polymer concentrations as indicated in the legend. The
dashed lines were calculated by introducing < M >W=
2.7 × 106 g/mol and < Rg >z= 44 nm into standard ex-
pressions for depletion interaction. The dash–dotted lines
were calculated with the same equations using number av-
eraged quantities.
ensemble of polydisperse nanospheres [14]. The
depletion interaction between a wall and a sphere
due to boehemite rods was investigated by Helden
et al. [15, 16]. However, in this case the influence of
polydispersity was not considered explicitly.
In this report we will describe our total internal re-
flection (TIRM) [17] results concerning the effect of
polydispersity on the depletion interaction mediated
by polymers [18]. Further we report on numerical
calculations of the depletion interaction mediated by
polydisperse rods [19].
In Fig. 1 we present the depletion interaction be-
tween a polystyrene sphere with a radius of R = 2850
nm and a glass wall in a solution of polydisperse
dextran at different polymer concentrations. The
mass averaged molar mass and the z–averaged ra-
dius of gyration of the polymer were determined by
light scattering as < M >W= 2.7 × 106 g/mol and
< Rg >z= 44 nm respectively. Introducing these
values into the standard expression for the deple-
tion interaction yields the curves which are shown as
dashed lines in Fig. 1. The dash–dotted lines in the
graph were were calculated using the number aver-
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FIG. 2: Depletion interaction between a sphere and a wall
mediated by an ensemble of rods with a logarithmic normal
length distribution. The curves were calculated with con-
stant < L >N /R = 1 for different relative widths of the
distribution as indicated in the legend.
aged quantities for the molar mass < M >N and
the radius of gyration < Rg >N , which could be ob-
tained from the known molar mass distribution of the
polymer. It is thus obvious from Fig. 1 that is not pos-
sible to predict the depletion interaction due to poly-
disperse polymers correctly if averaged quantities for
polymer mass and size are used. This is in line with
the theoretical prediction by Tuinier et al. [11] who
found that for a molar mass distribution with a relative
width larger than σ ≈ 0.7 the entire molar mass dis-
tribution has to be included in the calculation of the
depletion interaction. The full lines in Fig. 1, which
are in reasonable agreement with the experimental
data, were calculated following the theory by Tuinier
et al. It is important to note that polydisperse poly-
mers cause a deeper and a longer ranging depletion
potential than the monodispers analog at the same
mass concentration of the polymer.
Since rod–like particles are much more effective de-
pletants than polymers, it is also interesting to inves-
tigate the effect of length polydispersity on the de-
pletion potential mediated by rods. This was done
by numerical calculations of the potentials between a
sphere and a wall due to infinitely thin rods with a log-
arithmic normal (LN) length distribution. The distribu-
tion is characterized by the number averaged length
< L >N and the relative width σ. In Fig. 2 we show
the dependence of the depletion potential on σ for
< L >N /R = 1.
No deviation from the potential mediated by monodis-
perse rods can be observed if σ  0.1. Even for a
relative standard deviation of 25% the difference is
smaller than would be discernible with state of the
art experimental techniques like TIRM [17]. At larger
standard deviations, both the absolute contact value
and the range of the potential increase with σ. The
general trend visible from these data is also observed
for an other value length to radius ratio . The effect
on the contact potential is however more pronounced
for small < L >N /R as is shown in Fig. 3.
To conclude, we have shown, both for polymers and
rods, that polydispersity has a significant effect on de-
pletion potentials if the relative width of of the distri-
FIG. 3: Contact values of the depletion potential between
a sphere and a wall mediated by an ensemble of rods with
a logarithmic normal length distribution normalized to the
contact values due to monodisperse rods. The data were
calculated for different < L >N /R as indicated in the leg-
end.
bution is larger than about 50%. In this case it is not
possible to approximate the depletion potentials by
introducing averaged properties of the depletant into
standard equations. Further, it is noteworthy for tech-
nical applications that polydisperse depletants are
more efficient than their monodisperse analogs at the
same mass concentration.
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Biological Nanomachines
A. Baumgärtner, J.-F. Gwan, S. Grudinin, M. Haan
IFF-2: Theoretical Soft-Matter and Biophysics
Biomolecular machines are large protein com-
plexes whose activities are essential for provid-
ing “life” to a biological cell. Among the vari-
ous known biomolecular devices, ion channels,
which reside in cell membranes, are one of the
simplest bionanomachines. We have investi-
gated using computer simulations the molecular
mechanism of selectivity and transport of ions
through a specific potassium ion channel.
FIG. 1: Cartoon representation of the V-ATPase, a biologi-
cal nanomachine which acts as a ATP-driven proton pump.
Nanotechnology is perfectly realized in biological sys-
tems. Cells are essentially biological assemblers
that build thousands of custom-designed molecules
and construct new assemblers. This view was pio-
neered by Richard Feynman’s [1] evocative idea of
a self-replicating assembler building nanoscale de-
vices atom by atom. Living cells are made up of
these complexes, which carry out many of the func-
tions essential for their existence, differentiation, and
reproduction. In many cases the malfunction of
these proteins can be a source of disease. Many
of these complexes can be described as “molecu-
lar machines” or “molecular motors” or “molecular
devices”, depending on their sizes, complexity and
tasks [2]. The essential question in understanding
biomolecular machines is concerned with the expla-
nation of the macroscopic phenomenology in terms
of the atomic structures and forces involved. Al-
though a complete description is not yet available
even for the best-characterized system, considerable
progress has been made recently, not only from an
experimental point of view, but also with respect to
computational and theoretical achievements. One of
the most fascinating biomolecular machines is the
class of vacuolar H+-ATPases (or V-ATPases), which
are a family of ATP-dependent proton pumps respon-
sible for acidification of intracellular compartments
and proton transport across the cell plasma mem-
brane. V-ATPases are multisubunit complexes (Fig.1)
composed of a peripheral domain V1 (yellow and or-
ange) responsible for ATP hydrolysis and an inte-
gral domain V0 (blue and grey) responsible for proton
translocation. The V-ATPases are thought to oper-
ate by a rotary mechanism in which ATP hydrolysis in
V1 drives rotation of a ring of proteolipid subunits in
V0. The V1 and V0 domains are connected by both a
central stalk which is thought to play a crucial role in
the assumed rotary mechanism of ATP-driven proton
transport. The molecular details at atomic resolution
are only partly resolved. The theoretical understand-
ing are currently beginning to emerge. This molec-
ular machine is under investigation using elaborate
modelling and computer simulations.
FIG. 2: Structure of the KcsA potassium channel embed-
ded in a water solvated lipid bilayer membrane. Only two
monomers of the tetrameric protein are shown.
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A much simpler and much more well characterized
bionanomachine is the KcsA potassium channel [3],
which acts as a valve in the plasma membrane of
prokaryotic cells. The cutaway view of the atomic
structure of the protein complex (in ribbon represen-
tation) is shown in Fig.2. The figure shows only two
monomers of the tetrameric protein complex embed-
ded in a water solvated lipid bilayer membrane. Each
monomer consists of three helices, one extracellu-
lar loop, and as the central part of the channel the
selectivity filter containing three potassium ions (de-
picted by balls) and one water molecule between.
The structural details of the filter are decisive for ion
selectivity and transport. The selectivity filter facil-
itates the diffusion of potassium ions at rates ap-
proaching 108 ions per second under physiological
electrochemical gradients. The ability of potassium
channels to conduct several K+ ions simultaneously
in a single file through the narrow pore at levels near
the limit of diffusion is usually described in terms of
concerted mechanisms. It has been suggested that
to reach a high conduction rate in a long-pore chan-
nel, ions must move through the channel pore in a
multi-ion fashion : the permeating ions line up in the
narrow channel pore and move in a single file through
the channel. This is known as “the multi-ion perme-
ation process”, and is believed to be a common fea-
ture of the ion transportation process in all potassium
channels. The multi-ion theory has been acepted
over decades, but the molecular mechanism of it re-
mained elusive.
FIG. 3: Molecular view of the selectivity filter of the KcsA
potassium channel including ions and water molecules.
Employing MD simulations on the basis of the X-
ray structure of the KcsA channel, our studies [4,
5] have provided useful insights into the structure-
conductivity relationship. By pulling out the out-
ermost ion from the exit of the pore (Fig.3), we
observed subsequent collective cooperative move-
ments of ions, water and carbonyl groups lining the
backbone of the pore. A detailed analysis of these
movements lead to the development of a simple two-
dimensional model of ion-water transport. Based on
our molecular dynamics simulations [4, 5] we found
three distinct features of the molecular mechanism.
(1) The movements of neighboring ions and wa-
ter molecules are strongly correlated. They mostly
moved in pairs or triples (“permons”). One impor-
tant fact for the understanding of the efficiency of
the correlated movements is that the periodicity of
the potential in the selectivity filter, ≈ 3 Å, practically
matches with the distance of the lowest Coulomb
energy UKW(∆z) between one ion and one water
molecule. The classical potential energy UKW(∆z)
between a single ion and a single water molecule
at distance ∆z, consisting of Coulomb and van der
Waals interactions, exhibits energy minima at char-
acteristic distances of ∆z ≈ 3 Å (“bound states”).
The depth of the potential depends on the orientation
of the water molecule with respect to the ion.
(2) Permons are polarized. The absolute minimum of
UKW(∆z) ≈ 30 kBT is at distance ∆z = -2.65 Å and
when the oxygen of the water dipol is oriented to-
wards the ion (“polarized bound state”). When the
outermost ion exits the channel to the periplasmic
side, the next neigboring ion hops to this vacancy, the
ion’s neighboring water molecule prefers to maintain
its bound state and follows almost simultaneously the
preceding ion towards the vacancy. This is the move-
ment of a permon.
(3) The movements of permons are rectified. An-
other interesting observation from our MD simula-
tions is that very rarely a water molecule has been
observed to hop back to the vacancy and join the
other ion to form a bound state. The absence of such
an event is explained by the energy barrier imposed
by the periodic pore potential on the water molecule.
This implies that a water molecule acts as a “pawl”
in a ratchet mechanism. One implication is that the
transport of ion-water pairs through an ion channel is
much more efficient than the transport of ions only.
In summary, the high permeation rate at which ion
and water molecules pass through the KcsA ion
channel is based on the cooperative hopping of pairs
of ions and water molecules mediated by the flexible
charged carbonyl groups lining the backbone of the
channel. These observations provide the basis of an
atomistic concept of the molecular mechanism of the
multi-ion transport mechanism.
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Structure of Interacting Aggregates of
Silica Nanoparticles in a Polymer Matrix
as Determined from SANS
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Understanding the reinforcement of elastomers
by colloidal nanoparticles is a prerequisite if
macroscopic mechanical properties are to be
tuned. We show that the three-dimensional struc-
ture of big aggregates of nanometric silica parti-
cles embedded in a soft polymeric matrix can be
conveniently determined by Small Angle Neutron
Scattering (SANS). A strong reinforcement seems
to be related to strong interaction between ag-
gregates, judged from the structure factor peak.
The total scattering cross section is described
by decomposing in a classical colloidal structure
factor for aggregate interaction and an aggregate
form factor. Reverse Monte Carlo techniques pro-
vided new insights in the shape of aggregates
and their complex interaction in elastomers. The
results compare well to fractal models for aggre-
gate scattering limited to the dilute case.
There is an intimate relationship between micro-
scopic structure and mechanical properties of com-
posite materials [1]. Knowledge of both is therefore
a must if one wishes to model this link and to push
forward to novel materials. However, the charac-
terization of three-dimensional structure of compos-
ites is difficult and is often derived only from two-
dimensional images using Electron Microscopy tech-
niques or Atomic Force Microscopy. Scattering by
xrays or neutrons, however, is the ideal tool to ac-
cess the bulk structure in a non-destructive way [2, 3].
Complementary, neutrons allow even to extract the
conformation of polymeric chains inside a crosslinked
composite rubber [4]. The studied nanocomposite
sytems was obtained by blending aqueous colloidal
suspensions of Silica (Akzo) and Nanolatex polymer
beads (Rhodia). Latter core-shell type latex consists
of randomly copolymerized Poly(methyl methacry-
late) (PMMA) and Poly(butylacrylate) (PBuA). Films
with 3 to 15% of silica were obtained after appro-
priate pH adjustment and subsequent slow evapo-
ration.. SANS experiments were performed at D11
(ILL, Grenoble), yielding a scattering vector range
from 0.001 < q < 0.2A−1. The pure Nanolatex
showed no q-dependence as expected for a statis-
tical copolymer.
For monodisperse, interacting silica nanospheres of
volume Vsi, the scattered intensity due to an arbitrary
spatial organization can be decomposed in the prod-
uct of contrast (∆ρ)2, volume fraction of spheres Φ,
the structure factor of interaction S(q) and the nor-
malized spherical form factor, P(q) [2]. If the par-
ticles cluster into aggregates, this structure factor
can be factorized into an intra-aggregate structure
factor Sintra(q) and an inter -aggregate structure fac-
tor of the center-of-mass correlations of aggregates,
Sinter(q) as
I(q) = ∆ρ2ΦVsiSinter(q)Sintra(q)P (q)
The product Sintra(q) P(q) can now be interpreted as
the average form factor of aggregates Pagg [5, 6]].
Assuming monodispersity throughout will not ham-
per the analysis as the width of the distribution is still
narrow and as it cannot be expected that this simple
model will ever describe the intensity in all its facets.
The focus of this work is therefore merely on the in
teraction between aggregated particles and its con-
sequences for the reinforcement process as well as
the novel approach from real-space models. We will
be assume that aggregates interact through an un-
known potential. Technically, neither intra- nor in-
ter -aggregate structure factor, respectively denoted
Sintra(q) and Sinter(q) are known a priori, however.
We have proposed therefore a method allowing the
separation of the scattered intensity in terms of
Pagg(q) and Sinter(q) assuming narrowly dispersed
aggregates. For the inter-aggregate structure factor
we have adopted a classical model structure factor
(RMSA) for simple liquids and applied routinely to
repulsively interacting colloids and parametrized for
our purposes [7]. The aggregate form factor, on the
other hand, was analyzed first with fractal models [6]
after which its modeling in direct space by Reverse
Monte Carlo was implemented [7]. Latter both ap-
proaches are dealing with the aggregate structure
itself i.e. basing on internal correlations of its con-
stituents and no model for interaction whatsoever is
included.
These interacting aggregates give rise to a pro-
nounced interaction peak, pointing at the presence
of a typical distance inside the nanocomposite, ob-
tained as 2π /qp with qp the peak position. Such a
peak is lacking in typical filler systems due to e.g.
polydispersity effects. From geometrical estimates
the aggregation number of beads in the aggregate is
obtained as Nagg= (2π /qp)3 Φ/Vsi. The electrostatic
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charge Q and Debye length λD in the used potential
have now lost their initial meaning but remain valid
control parameters for comparison. They basically
do not depend on Φ
FIG. 1: SANS intensity for a silica-latex nanocomposite
with Φ=5% of silica. The inset show structure factor peak
and corresponding intra- and inter-contributions, basing on
the primary particle structure.
FIG. 2: Representative aggregate structures as obtained
from fitting experimental SANS curves using the reverse
Monte Carlo method and visualizing the growth and mass
fractal dimensional as a function of silica content.
Using the classical unified approach for hierarchi-
cal scattering, basing on Guinier functions, power-
law scattering at high q and cross-over functions be-
tween levels of hierarchy, the primary particle size,
their aggregation number and most interestingly the
mass fractal dimension result. This dimension D is
around 2.0, far from a compact branched structure
which has 3.0 as the mass scales with rD . This
is indicative for open, tentatively linear aggregates.
A reverse Monte Carlo simulation starting from ran-
dom, non-overlapping aggregates with Nagg beads
and optimized by allowing only edge-particles to be
re-located to other end positions and comparing the
calculated form factor with the experimental data,
leads likewise to rather elongated structures, com-
patible with the low mass fractal dimension. The
method provided thus interesting new insights in the
aggregate structure through the visualization of the
aggregate as a function of Φ and of its increasing
mass fractal D. It is found that aggregates overlap
considerably at concentrations above 6% and there-
fore in our model they mutually interpenetrate.
The molecular picture of reinforcement which we
observed is based therefore on percolation argu-
ments of silica structures in the nanolatex matrix.
This mechanical percolation had been suggested al-
ready in silica-rubber networks in which the strain de-
pendence of aggregates and polymeric network re-
sponse was studied. Here, a critical strain seemed
to exist at which the compressive dimension of the
aggregates commences to deviate from its isotropic
state and to join up the uniaxial strain direction to fol-
low affine displacement of beads. The architecture of
the aggregates is tenuous and highly interpenetrating
due to long aggregate ’ams’. Below 6% the reinforce-
ment from comparing Young moduli relative to parent
Nanolatex is moderate with E/E0 ∼4 whereas a steep
increase to about 40 is obtained for Φ=15%. Accord-
ing to the SANS analysis this is accompanied by an
increased aggregate size, a higher compactness and
therefore stronger percolation links.
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Mass transport of colloidal-like particles through
networks is relevant for a number of separation-,
purification- and characterization techniques of
macromolecular mixtures and might play a role in
diffusive transport (of proteins) through crowded
environments in cells. To gain in understand-
ing on the physics that underlies the trans-
port characteristics through such confining me-
dia, translational diffusion of tracer spheres in
isotropic and nematic networks formed by long
and thin colloidal rods is investigated as a func-
tion of ionic strength and rod concentration. In
particular, the hydrodynamic screening length
of isotropic and nematic rod-networks is deter-
mined from a newly developed theory and exper-
imental tracer-diffusion data obtained with Fluo-
rescence Correlation Spectroscopy (FCS).
The majority of reported tracer-diffusion experiments
of spherical particles in rod networks focus on pro-
teins in suspensions of F-actin, which are relevant
for mass transport in cells. Recently, experiments
on tracer diffusion of spheres in host suspensions
of slender particles, other than F-actin, have been
reported : nucleosome core particles in dispersions
of DNA [1], colloidal spheres in solutions of "living
polymers" [2] and colloidal spheres in dispersions of
xanthan [3]. The host networks in these references
exhibit a quite complicated dynamics by themselves.
As far as we know, there are no experimental data
available on tracer diffusion of colloidal spheres in
the much more simple quasi-static networks consist-
ing of relatively stiff, very long and thin rods, aside
from three earlier papers of the present authors [4]-
[6]. Besides experimental work, an attempt has been
made in these papers to develop a microscopic the-
ory for tracer diffusion of spheres through networks of
stiff, long and thin rods, where both (screened) hydro-
dynamic interactions and direct interactions between
the tracer sphere and the rod network are explicitly
accounted for.
We use fd virus as a rod-like colloidal host parti-
cle, which is indeed a very long and thin, rather
stiff rod (length 880 nm, thickness 7 nm and per-
sistence length 2500 nm), and does not exhibit
polymerization/de-polymerization nor possible bun-
dle formation (like F-actin, wormlike micelles and
FIG. 1: The two extreme cases where (a) the tracer sphere
is large compared to the mesh size of the network, and (b)
where the sphere is small compared to the mesh size.
EHUT). Moreover, due to the very small van der
Waals attractions between the fd-virus particles, the
rod networks are stable over a wide range of salt con-
centrations, which offers the possibility to study diffu-
sion in these networks as a function of the range of
electrostatic interactions.
There are fundamentally different mechanisms lead-
ing to slowing down of diffusion of a tracer sphere
due to the presence of a rod network, depending on
whether the tracer sphere is large or small in compar-
ison to the mesh size of the network. For large tracer
spheres, translational motion of the tracer sphere is
only possible when the network structure is severely
distorted (see Fig.1a). In this case, direct interactions
between the sphere and the rods is much more pro-
nounced than hydrodynamic interactions. Tracer dif-
fusion can then be described with the neglect of hy-
drodynamic interactions [4]. For small tracer spheres,
where the sphere can move through the voids of the
network without distorting the structure of the net-
work (see Fig.1b), hydrodynamic interactions are im-
portant. Due to entanglement of the rods in the net-
work, hydrodynamic interactions between the tracer
sphere and the rods are screened. This screening is
quantified by the so-called hydrodynamic screening
length κ−1, which measures the penetration depth
of shear waves into the network. For the rod net-
works considered here, there is no theory available
yet for the hydrodynamic screening length. Despite
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the fact that the network structure remains essen-
tially unchanged during the diffusive motion of such
a small sphere, there is nevertheless a distortion
of the pair-correlation function between the sphere
and the rods. This distortion is due to the fact that,
when the sphere moves past a rod, the probability
to find the sphere on the side-of-approach of the rod
is larger than that on the "shadow side" of the rod.
The rod-sphere pair-correlation function is therefore
distorted, giving rise to a force on the sphere that
affects its diffusive motion. We referred to the distor-
tion of the pair-correlation function in ref.[5] as "the
shadowing effect". The shadowing contribution is not
only determined by hard-core interactions, but also
by charge-charge interactions in case the rods and
the sphere carry surface charges. The importance of
the shadowing effect relative to hydrodynamic inter-
actions can thus be varied systematically by chang-
ing the electrostatic screening length through varia-
tion of the ionic strength of the rod suspensions [6].
FIG. 2: Long-time self diffusion coefficients of apoferritin
in fd-virus particle suspensions for two ionic strengths. (a)
TRIS-buffer concentration of 0.16 mM (from ref.[6]) and (b)
20 mM plus 100 mM added NaCl (from ref.[5]). The ver-
tical grey bars indicate the two-phase, isotropic-nematic co-
existence region.
Tracer diffusion constants of apoferritin in fd-virus
suspensions were measured with Fluorescence Cor-
relation Spectroscopy (FCS). Since fd-virus particles
fluoresce to some extent, the resulting contribution to
the correlation function must be subtracted [5]. The
creation of mono-domain nematics through align-
ment in a magnetic field and the measurement of ori-
entational order parameters of the nematic samples
is discussed in that reference.
In Fig.2 the measured diffusion coefficients are plot-
ted as a function of fd-concentration for two analyt-
ical TRIS/HCl-buffer concentrations that are used
(0.16 mM , and 20.0 mM plus 100 mM NaCl). As
can be seen, there is a strong effect of the ionic
strength on the diffusive behaviour of apoferritin.
The way to extract hydrodynamic screening lengths
from the diffusion data, based on the newly devel-
oped theory, is extensively discussed in ref.[6].
The hydrodynamic screening length as a function of
the fd-concentration for isotropic networks is shown
FIG. 3: (a) The hydrodynamic screening length κ−1 in units
of the rod length L for the isotropic state versus the fd-
concentration. The symbols refer to the different buffer con-
centrations : cT = 0.16 mM ♦, 0.80 mM  , 4.00 mM ,
20.0 mM ©, 20 mM +100 mM NaCl . (b) The screen-
ing length for the highest buffer concentration and 100 mM
added salt in the isotropic and the nematic phase versus the
fd-concentration.
in Fig.3a. The screening length κ−1 for various
ionic strengths scale onto a single master curve, and
decreases with increasing fd-concentration, as ex-
pected. The hydrodynamic screening lengths for the
nematic phase are given in Fig.3b. Here, the distinc-
tion between directions perpendicular and parallel to
the nematic director should be made. Surprisingly,
the hydrodynamic screening length increases with in-
creasing fd-concentration in the nematic state. This
is probably due to the increasing degree of alignment
of the rods with increasing concentration. It thus
seems that the hydrodynamic properties of nematic
networks is highly sensitive on the orientational de-
gree of order. This is confirmed from measurements
of κ−1 at a fixed fd-concentration but different orien-
tational order parameter through the variation of ionic
strength [6].
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The cell membrane of red blood cells consists
of the lipid bilayer with a sparsely attached, two-
dimensional cytoskeleton of flexible polymers.
The intriguing properties of the red blood cell —
its shape, fluctuations, long lifetime in the vas-
cular system, and flexibility when it squeezes
through narrow capillaries — are determined only
by the cell membrane. Fluctuation experiments
follow the motion of the lipid bilayer, but are
not capable of simultaneously monitoring the cy-
toskeleton. The aim of our model is to improve
the theoretical understanding of the composite
membrane and to relate this understanding to the
experimental measurements.
Depending on the available energy that is present in
the cell in form of ATP molecules, red blood cells
change their shape. The normal shape of the red
blood cell is biconcave, discocytic. Cells with less
ATP have a spiculated, echinocytic shape and cells
with more ATP have a cup-like, stomatocytic shape.
Also the fluctuation properties of the membrane dif-
fer for different states of the cell. We propose a model
of a fluid membrane (the lipid bilayer) interacting with
a solid membrane (the cytoskeleton) that improves
the theoretical understanding of the composite cell
membrane [2], see Fig. 1. The theoretical description
of planar, isolated fluid and solid membranes is well
known and confirmed by experiment and simulation.
However, single surface models with homogeneous
elastic properties are not capable of describing the
entire range of the experimental fluctuation spectrum
of the red blood cell [1]. The fluctuations of a fluid
membrane adjacent to a solid membrane has, to our
knowledge, not yet been studied theoretically.
Experiments have determined that the thickness of
the cytoskeleton is ≈ 60 nm. Our coupled membrane
model accounts for the finite average spacing, d, be-
tween the fluid and the solid membrane that are de-
scribed by the height fields above a reference plane,
ρ = (x, y), h1(ρ) and h2(ρ). The elastic properties
of the isolated membranes are given by their bend-
ing moduli, κ1 and κ2. Both membranes interact by a
contact interaction with interaction constant, v0. The
coupling by the homogeneous pressure, pe, instead
of the discrete anchor complexes in the real cell, is a
simplification that allows us to study the system using
a continuum theory.
FIG. 1: Different levels of abstraction for the red blood
cell membrane: (a) The cytoskeleton of flexible polymers
is attached with protein complexes to the lipid bilayer. (b)
A homogeneous pressure maintains the average thickness
of the cytoskeleton. (c) Bilayer and cytoskeleton are mod-
eled by surfaces with a bending and a shear modulus re-
spectively. They interact via excluded volume and are main-
tained at fixed distance by a homogeneous pressure.
The Hamiltonian of the system is
H =
Z
dρ
n
2κ1H
2
1 (ρ) + 2κ2H
2
2 (ρ) (1)
+v0 δ (∆h(ρ)− d) + pe (∆h(ρ))
o
,
with the mean curvatures, Hi(ρ) = (1/2)∇2hi(ρ),
and ∆h(ρ) = h2(ρ) − h1(ρ). For the wavevector-
dependent effective bending rigidity of the cytoskele-
ton, κ2(q), the theory of polymerized membranes is
used.
The Hamiltonian in Eq. (1) is evaluated in Fourier
space by minimization of the free energy using a
model Hamiltonian. For weak coupling, both mem-
branes are fluctuating independently from each other.
For strong coupling, both membranes fluctuate as
if they were a single surface with the sum of both
bending moduli, κ1 + κ2(q). In general, whether one
is in the weak and strong coupling regime depends
on the wavevector, q. For small fluctuation ampli-
tudes, h(q), at large wavevectors, the coupling be-
tween both membranes is weak. For large fluctuation
amplitudes at small wavevectors, both membranes
are strongly coupled. For the red blood cell, we find
that the bilayer and cytoskeleton are strongly coupled
for fluctuations with wavelengths, λ > 300− 400 nm.
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In particular, our model suggests that for fluctuations
with wavelengths that are accessible with present ex-
perimental techniques [4, 5], λ > 500 nm, the use of
a single-surface model for the composite red blood
cell membrane is justified and the more complex and
discrete structure of the cell membrane is not impor-
tant. We expect the sparse coupling between bilayer
and cytoskeleton (and the holes in the cytoskeleton
mesh), which are not included in our model, to be im-
portant for wavelengths of the order of and smaller
than the twice the anchor distance, a ≈ 60− 100 nm.
In Ref. [3], we calculate the average membrane de-
formation due to the pressure that is exerted by the
network of flexible spectrin polymers, which is on the
lengthscale of the mesh size of the cytoskeleton.
FIG. 2: Experimental fluctuation data [5] for an echinocyte
(normalized by the fluctuation amplitudes of a membrane
with κ = 25 kBT ) and fit with the coupled membrane model.
FIG. 3: Normalized experimental fluctuation data [4, 5] and
fits with the coupled membrane model for two discocytes
(crosses, stars, dashed and dotted lines) and a stomatocyte
(triangles and solid line).
The comparison of the coupled membrane model
with experimental fluctuation data for an echinocytic
cell in Fig. 2 shows that the spectrum is well repro-
duced for all wavevectors. In Fig. 3, the fluctuation
data of the stomatocyte is well fit for the entire range
of wavevectors and the data for discocytes if well fit
at small q. The failure of the model at large q for
discocytes is no surprise, because we found that in
this regime bilayer and cytoskeleton fluctuate in a
strongly coupled manner. The fluctuations can be de-
scribed by a single surface with an effective bending
rigidity, κ+α(κ, µ)q−2+β(µ)q−4. The two fit parame-
ters are the bending rigidity of the lipid bilayer, κ, and
the shear modulus of the cytoskeleton, µ. The cou-
pled membrane model is thus equivalent to the previ-
ous phenomenological, one-surface model in Ref. [1],
which also does not describe the entire fluctuation
spectrum with a single set of elastic constants. This
suggests that both models are still incomplete.
A naive fit of the data that does not account for the
membrane activity due to ATP yields: κ = 25 kBT
and µ = 6 × 10−3 kBTnm−2 for an echinocyte, κ =
14 kBT and µ = 7 × 10−3 kBTnm−2 for a discocyte,
and κ = 9 kBT and µ = 3 × 10−3 kBTnm−2 for a
stomatocyte. The values of the elastic constants are
of the order of values that have been found in other
experiments. An exact comparison with literature val-
ues is not possible, because the elastic constants
probably to differ for individual cells, they depend
on the experimental conditions (e. g. the buffer so-
lution in which the cells are suspended, the time that
these cells have spent in the buffer, etc.) However,
a clear trend for the bending rigidities is observed.
The echinocyte has the largest and the stomatocyte
the smallest bending rigidity. This finding might be
interpreted by different membrane elastic properties,
i. e. by a more floppy lipid bilayer of the stomatocyte.
This finding can also be interpreted as indicative of
active, ATP-driven fluctuations that provide an addi-
tional source for membrane fluctuations above and
beyond those that are thermally driven. Using a phe-
nomenological model of an effective, higher temper-
ature, Teff , to account for the active fluctuations and
the same bending rigidity, κ = 25 kBT , for all cells,
Teff ≈ 2 − 3T is found for discocytes and stomato-
cytes compared with the echinocyte.
We have studied the fluctuations of the red blood cell
membrane using a model for coupled fluctuations of a
fluid and a solid membrane with a fixed average spac-
ing. The theory of the polymerized membranes al-
lows us to extract membrane elastic coefficients from
the experimental spectra. We identified a trend in the
fluctuation behavior that is consistent with the shape
changes of the red blood cell. Further research in-
cludes the complete description of the discocyte fluc-
tuations as well as the identification of the mecha-
nism for our suggestion of possibly ATP-driven fluc-
tuations.
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The aim of the work reported here is to study
the influence of spatial restriction on the micro-
scopic dynamics related to the glass transition.
Results can be helpful for the detection of a
currently speculated cooperativity length of the
glass transition. The confining matrices used in
this study were ‘hard’ (silica glass, silicon) or
‘soft’ (microemulsion droplets). Except for the
soft confinement the naïvely expected accelera-
tion effect could not be found at the high temper-
atures where inelastic neutron scattering (INS)
experiments are usually done. A clear effect of
confinement could be observed for the glass-
typical low energy vibrations (boson peak). This
effect seems to be completely different for soft
and hard confinement. Surprisingly, experiments
on oriented nanopores did not show any signs of
an anisotropy of the dynamics.
The influence of spatial confinement on the dynam-
ics of liquids is of wide interest, both for application
and for fundamental understanding. In the quest for
a possible cooperativity length which might underly
the physics of glass formation it seems attractive to
study glass-forming systems in confinement. Specif-
ically, one would expect an acceleration of dynamics
in confinement due to the truncation of the cooper-
ativity length. This subject of interest has motivated
many experiments on low molecular and polymeric
glass-forming systems spatially confined e.g. within
pores or films [1].
Inelastic neutron scattering (INS) plays an important
rôle in the observation of the dynamics in confined
liquids. Firstly, the dynamics is detected on a true mi-
croscopic length scale (Å to nm). This means that the
molecular mechanism of a motion can be directly ob-
served and not via a macroscopic quantity. Also im-
portant thermodynamic quantities as the vibrational
density of states (VDOS) can be measured directly
by INS.
Secondly, a technical advantage of neutron scatter-
ing (NS) is that it is isotope sensitive. In organic ma-
terials one can utilise the high incoherent NS cross
section of hydrogen nuclei. Replacing hydrogen by
deuterium in the confining matrix reduces unwanted
scattering.
FIG. 1: Map of the reciprocal characteristic time of the α re-
laxation in confined and bulk PMPS. The circles are from in-
elastic neutron scattering, the squares from dielectric spec-
troscopy, and the triangles from thermal spectroscopy. Con-
finement sizes: 2.5 nm (red), 5.0 nm (blue), 7.5 nm (green),
and bulk (black). From [4].
We have performed experiments using nanoporous
solids which constitute a rigid (‘hard’) confinement as
well as flexible interfaces (‘soft confinement’) [2, 3].
Fig. 1 shows typical results for a glass-forming poly-
mer, polymethylphenylsiloxane (PMPS), confined in
nanoporous silica glass (Gelsil). INS spectra were
measured and fitted by a stretched exponential. An
effective characteristic time was extracted in order to
allow the comparison with other spectroscopic meth-
ods [4]. Fig. 1 shows a relaxation map of the INS
data together with data from dielectric and thermal
spectroscopy. It can be seen that all three meth-
ods fit well together. For confinement of 5 nm and
smaller the usual Vogel-Fulcher temperature depen-
dence (curved in this plot) turns into an Arrhenius
(straight lines). This is what is expected from theo-
ries involving a ‘cooperativity length’ and what is often
found in the experiment. Here, this leads to a cross-
over of time scales at 230 K/1 kHz. This explains the
apparent contradiction that methods as INS which
work at high temperatures and short time scales re-
port a slowing-down while methods for longer relax-
ation times report an acceleration of the dynamics on
the same system.
It can be argued that the slowing down in the high
temperature range is caused by the rigid walls of the
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confinement used here. Therefore, it was suggested
to use a ‘soft’ confinement constituted by microemul-
sion droplets [5].
FIG. 2: Mean-square displacements of propyleneglycol in
bulk (blue line), soft confinement (red circles), and hard con-
finement (green triangles). For the soft confinement two
variants of the data evaluation are included: without cor-
rection of droplet diffusion (empty) and with the maximal
allowed correction (filled). Note that there are two runs in-
cluded for the hard confinement: The upwards pointing tri-
angles correspond to the scattering vector perpendicular to
the pores, the downwards pointing to the parallel orienta-
tion.
Fig. 2 shows the molecular mean-square displace-
ment of propyleneglycol confined in a microemulsion
with 1.7 nm droplet size. It has to be taken into ac-
count that for such small objects the droplet diffusion
may influence the result. This leads to the indicated
uncertainty. Nevertheless, it can be seen without
doubt that the dynamics clearly leads to a larger MSD
over a large temperature range. Only for tempera-
tures > 270 K this difference seems to revert. This
stands in contrast to the data from hard confinement
(nanoporous silicon, 4.7 nm diameter) displayed in
the same plot.
As an aside we note that the nanopores in silicon
were oriented so that the anisotropy of the dynam-
ics could be studied. As can be seen from Fig. 2 no
orientational difference could be detected.
Apart from the effects on the α relaxation the other
ubiquitous finding from INS is a confinement effect
on the low frequency vibrational modes in glasses. In
the frequency range ν = 0.3 . . . 2 THz glasses show
an excess of the vibrational density of states (VDOS)
g(ω) with respect to what is expected from the Debye
model of sound waves, namely g(ω) ∝ ω2. Because
S(Q,ω) ∝ g(ω)/ω2 in the one-phonon approxima-
tion, this excess is visible as a peak in INS spectra,
the so-called boson peak (BP).
Fig. 3 compares the VDOS for PG in bulk, soft and
hard confinement. In hard confinement there is a
more pronounced cut-off of the BP towards low fre-
quencies. This is the usual finding reported in the
literature. In contrast, soft confinement has a com-
pletely opposite effect. This is insofar surprising as at
the temperature of 100 K both components of the mi-
croemulsion are vitrified, thus ‘hard’ in the colloquial
sense.
FIG. 3: Vibrational density of states at 100 K of bulk
propyleneglycol (blue circles), PG in soft confinement (red
squares), and in nanoporous silicon (green triangles). The
upwards pointing triangles correspond to the scattering vec-
tor perpendicular to the pores, the downwards pointing to
the parallel orientation. The blue line indicates the level ex-
pected from sound waves in the Debye model.
Comparing the results it becomes clear that the cru-
cial question of confined glassy dynamics—faster or
slower?—cannot be answered in a universal way.
The answer depends on the system studied, the tem-
perature, and the spectroscopic method used. In
general, at low temperatures dynamics is accelerated
while it is decelerated at high temperatures. This may
be the result of a genuine confinement effect modi-
fied by a surface-induced slowing-down. In this re-
spect, the crucial experiment is done here using ‘soft’
confinement in microemulsion droplets. As expected,
the surface effect is less important there shifting the
faster-slower cross-over to much higher temperature.
We also observe an opposite influence of the soft
confinement on the low frequency vibrational spec-
trum (boson peak) compared to the hard. This may
be due to more similar elastic constants of confined
and confining media in these systems. Finally, exper-
iments with oriented pores show no anisotropy of the
dynamics, neither for the α relaxation nor the vibra-
tions.
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On the Interpretation of Dielectric Data
in Molecular Glass Formers
U. Buchenau, M. Ohl, A. Wischnewski
IFF-5: Neutron Scattering
Glass formers are liquids which on cooling form
amorphous solids, i.e. glasses, rather than or-
dered crystals. This class of condensed matter
encompasses many different species, like poly-
mers and metals. In molecular glass formers,
the molecular orientation freezes at the glass
transition. In the liquid, one finds the broad α-
peak in dielectric measurements, related to the
flow process, shifting rapidly to longer relaxation
times with lower temperature. Although known
for decades and observed in a huge number of
glass formers, the nature of the underlying pro-
cess of this α-peak is still not fully understood.
Literature dielectric data of glycerol, propylene car-
bonate, ortho-terphenyl (OTP) and salol show that
the measured dielectric relaxation is a decade faster
than the Debye expectation, but still a decade slower
than the breakdown of the shear modulus. From a
comparison of time scales, the dielectric relaxation
seems to be due to a process which relaxes not only
the molecular orientation, but the entropy, the short-
range order and the density as well. The physical
nature of this process is object of this article.
Broadband dielectric spectroscopy has developed
into the most important tool for the study of glass for-
mers [1]. It is able to cover the whole relevant fre-
quency range, from µHz to THz. Therefore it would
be very desirable to understand the dielectric suscep-
tibility in terms of physical processes. In particular,
one would like to link the α-peak of the dielectric data
to the disappearance of the shear modulus at long
times, the essence of the flow process.
Such a link is in principle provided by the DiMarzio-
Bishop [2] extension of Debye’s treatment. The ex-
tension considers the molecule as a small sphere
with a hydrodynamic radius rH immersed in a
viscoelastic liquid. The liquid has a frequency-
dependent complex shear modulus, with the viscos-
ity η as low frequency limit and the infinite frequency
shear modulus G as high frequency limit. Their ratio
τMaxwell = η/G is the famous Maxwell time, at which
the elastic solid begins to flow.
FIG. 1: DiMarzio-Bishop [2] extension of Debye’s concept
(continuous line) compared to dielectric loss data ′′ (sym-
bols, references given in [3]) of glycerol at 196 K.
If one has both the viscosity and the hydrodynamic
radius (it can be taken from diffusion data), one can
calculate the dielectric relaxation time from the De-
bye relation:
τDebye =
4πηr3H
kBT
with kB, Boltzmann constant and T, temperature.
However, measurements in many molecular liquids
revealed decades ago that the Debye relation tends
to give about ten times longer dielectric relaxation
times than experiment. The experimental value,
though still a factor of 2 to 15 longer than the Maxwell
time, is much too small to obey the Debye relation.
Fig. 1 shows dielectric data of the most heavily stud-
ied substance of all, glycerol. The data are compared
to the DiMarzio-Bishop extension of the Debye con-
cept as described above. The molecular radius rH
can be determined from NMR field gradient diffusion
data (rH = 0.16 nm) via Stokes-Einstein equation, the
viscosity from a shear modulus measurement (both
references in [3]). The complex shear modulus mea-
surement was done at 196 K. Having rH and the
shear modulus the DiMarzio-Bishop formalism allows
to calculate ′′ at the same temperature. This is the
continuous line in fig. 1. The calculation underesti-
mates the peak frequency in the dielectric loss func-
tion by an order of magnitude. Obviously, there is a
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much faster molecular reorientation process than the
one envisaged by Debye.
In order to learn more about this process, we have
studied the relation between the dielectric relaxation
constant and the ones found by other techniques.
FIG. 2: Kohlrausch-Williams-Watts (KWW) relaxation times
in glycerol, normalized to the Maxwell time as described
in the text. Open symbols in the lower part show mech-
nanical data: blue squares shear; blue up triangles shear;
green down triangles compression; blue circles longitudi-
nal acoustic; circle with plus shear and compression; green
squares with cross transient grating; red diamonds longi-
tudinal Brillouin; full symbols in the upper part: red stars,
crosses and asterisks dielectric; blue up triangles and down
triangles heat capacity; black left triangles NMR; black dia-
monds photon correlation spectroscopy; green circles tran-
sient grating; magenta squares neutron spin-echo. Note
that the transient grating experiment supplies a structural
relaxation time as well as the damping of longitudinal ultra-
sonic waves. References given in [3].
Fig. 2 shows this comparison for glycerol [3]. In order
to get rid of the extremely strong temperature depen-
dence of the relaxation times (in particular close to
the glass temperature of about 187 K), we plot the
ratio of the measured relaxation time τKWW to the
Maxwell time. τKWW was taken from a fit of the data
with the Kohlrausch relaxation function:
φ(t) = exp−( t
τKWW
)β
Here, β is the stretching exponent, typically values
between 0.4 and 0.6 are found. Note that this time
changes from hours at the lowest temperature to a
picosecond at the highest, where the relaxation time
begins to approach the vibrational time scale. For a
shear modulus following this Kohlrausch function one
expects:
τKWW
τMaxwell
=
β
Γ(β)
For glycerol with β = 0.45 this ratio is 0.4, i.e. the me-
chanical data as shown in fig. 2 all lie precisely where
one expects them following the preceding equation,
namely a factor of 2.5 lower than the Maxwell time.
The dielectric data lie about a decade higher, to-
gether with NMR, heat capacity, neutron spin echo
and several other techniques.
It is surprising to see only little variation in these ra-
tios, though one goes from a long-lived solid to a
liquid with a water-like viscosity. Our finding in Fig.
2 extends earlier results [4] to the domain above
the melting temperature, where liquid theories ap-
ply. The result was corroborated for three other
well-studied molecular substances, ortho-terphenyl,
propylene carbonate and salol [5].
The central question is: What is the physical nature of
this process? Though we are as unable as anybody
else to give a satisfactory answer, Fig. 2 gives sev-
eral helpful hints. It seems to be essentially the same
process at all temperatures, uninfluenced by the dra-
matic change in time scale. It happens after the
breakdown of the shear modulus. The good agree-
ment between dielectric and neutron spin echo data
at the first sharp diffraction peak indicates that the
decay mechanism of the molecular orientation might
be identical with the one of the short range packing
order of the molecules (this important result holds for
both glycerol and OTP). This supports our conclusion
that the underlying physical process is different from
the Debye mechanism. The Debye mechanism does
not imply a decay of the molecular packing and does
in fact predict much too long relaxation times. Some-
thing else seems to happen before the Debye mech-
anism sets in.
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Synthesis of Hydrophobic Polyalkylene
Oxides and Amphiphilic Polyalkylene
Oxide
J. Allgaier
IFF-5: Neutron Scattering
The anionic ring-opening polymerization of alky-
lene oxides, except ethylene oxide, is accompa-
nied by strong side reactions, leading to large
amounts of by-products. In this work we inves-
tigated the anionic polymerization of hydropho-
bic alkylene oxides at different temperatures, sol-
vents and initiating systems [1]. For polymers
synthesized above room temperature significant
amounts of by-products were found. With the
help of crown ethers temperature could be re-
duced to -23 ◦C. This measure allowed eliminat-
ing by-products almost completely in the synthe-
sis of poly(1,2-butylene oxide), poly(1,2-hexylene
oxide), and poly(1,2-octylene oxide). Further-
more the method was employed to synthesize
amphiphilic block copolymers of the hydropho-
bic polyalkylene oxides with polyethylene oxide
as the hydrophilic moiety. The new synthetic
method is generally of interest due to the rheo-
logical and dielectric properties of the polymers
and the possibility to tune amphiphilicity of the
amphiphilic block copolymers.
In contrast to the limited availability of the higher
members, the polyalkylene oxide family offers inter-
esting possibilities with respect to their rheological
properties due to the systematic variability of the
polymer chain diameters. Because of the dipole mo-
ment along the chain PAO represents an alternative
to the widely used polyisoprene for dielectric mea-
surements. In addition, by combining PEO with the
other PAO, the amphiphilicity of the resulting block
copolymers can be varied systematically. In contrast
to most other block copolymers the hydrophobic moi-
eties in the PAO block copolymers are soluble in a
large variety of oils, making them ideal candidates
as additives in microemulsion systems. The low-
est members of the polyalkylene oxide (PAO) family,
polyethylene oxide (PEO) and polypropylene oxide
(PPO), are known for a long time. The most widely
employed technique for the polymerization of alky-
lene oxides is anionic ring-opening polymerization
using sodium or potassium alcoholates as initiators.
This technique allows to polymerize ethylene oxide
(EO) basically free of side reactions. For the poly-
merization of propylene oxide (PO) strong side reac-
tions are present. The reason for the side reactions
is the relatively high acidity of the methyl protons of
PO leading to different types of termination and chain
transfer reactions. As a result high and low molecular
weight by-products are formed [2],[3]. In the older lit-
erature, there are reports dealing with the synthesis
of the higher and more hydrophobic PAO than PPO.
Poly(1,2-butylene oxide) (PBO), poly(1,2-hexylene
oxide) (PHO), poly(1,2-octylene oxide) (POO) and
even higher PAO were obtained by polymerizing the
corresponding monomers with zinc organic catalysts
[4],[5],[6]. This technique, however, yields polymers
with broad MWD and does not allow producing block
copolymers. Scheme 1 illustrates the chemical struc-
tures of some polyalkylene oxides and the corre-
sponding monomers.
FIG. 1: Structures of different alkylene oxide monomers
and polymers.
In a first series of experiments butene oxide was poly-
merized at different temperatures and using different
solvents and initiators. The target molecular weight,
defined by the amounts of monomer and initiator in-
troduced into the reactor, was 15,000. The SEC trace
of sample PBO-1 is given in Figure 1. In this exper-
iment potassium tert.-butanolate (KOt-Bu) was used
as initiator at 80 ◦C and toluene was chosen as an in-
ert solvent. Beside the main peak the signal contains
a low molecular weight tailing and a high molecular
weight shoulder at higher and lower elution volumes.
In agreement with this result the molecular weight
distribution is elevated and the measured molecu-
lar weight is about 25% smaller than the calculated
molecular weight, obtained from the amounts of ini-
tiator and polymerized monomer. In further exper-
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iments other alkali metal initioators and more polar
aprotic solvents were tested in order to reduce the
polymerization temperature without reducing reactiv-
ity and extending the polymerization time too much.
This measure was successful insofar the by-product
content could be reduced. However, at 40 ◦C still
significant amounts of by-product were present and
at lower temperatures polymerization was extremely
slow.
FIG. 2: SEC refractive index signals of PBO samples, poly-
merized without crown ether at 80 ◦C in toluene (PBO-1)
and with crown ether at -20 ◦C in toluene (PBO-15).
Therefore a different strategy was chosen based on
crown ethers. These additives are strong complex-
ing agents for alkali metal ions. Especially in less
polar solvents they increase the degree of ion-pair
separation. In case of alkylene oxide polymerization
this leads to increasing reactivities and polymeriza-
tion rates. In our case it was possible to reduce the
polymerization temperature considerably below room
temperature. Because of the reduced level of by-
products already achieved without crown ethers, the
target molecular weight was increased from 15,000
to 50,000. This measure generally increases the rel-
ative fraction of by-products and helps to get a clearer
picture about improvements of the product quality.
Again different alkali metal initiators in combination
with different crown ethers were tested. It turned out
that KOt-Bu together with the crown ether 18C6 was
the best combination. Using this system the polymer-
ization temperature could be reduced below -20 ◦C
and within experimental error no by-product could be
detected (see Figure 1, sample PBO-15). The more
hydrophobic monomers hexene oxide and octene ox-
ide could be polymerized under similar conditions as
butene oxide. However it was necessary to purify
those monomers by careful fractional distillation due
to the lower purity of the commercial raw material
compared to butene oxide. With this additional mea-
sure molecular weight of 50,000 to 100,000 could be
obtained without significant by-product content and
low molecular weight distributions.
FIG. 3: SEC refractive index signals of a PBO-PEO block
copolymer and the corresponding PBO homopolymer with
block molecular weights of approximately 10,000.
A-B block copolymers containing PBO, PHO, and
POO as hydrophobic blocks and PEO as hydrophilic
block were produced using the polymerization tech-
niques described before. This technique allows to
synthesize the block copolymers by successively
polymerizing the hydrophobic alkylene oxide and EO
in a one-pot-reaction. Within experimental error
the calculated compositions and the measured ones
were similar. The small values of Mw/Mn indicateed
narrowly distributed polymers. As an example the
SEC trace of a PBO-PEO block copolymer having
block molecular weights of 10,000 is given in Figure
2. It shows a symmetrical signal. At higher elution
times there is no hint for homopolymer. Even block
copolymers having block molecular weights of 50,000
were basically free of homopolymer. This again un-
derlines that the new low-temperature method using
crown ethers yields model polymers of high structural
quality.
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Relevance of Angular Momentum
Conservation in Fluid Simulations
I. O. Götze , H. Noguchi , G. Gompper
IFF-2: Theoretical Soft-Matter and Biophysics
The angular momentum is conserved in fluids –
with a few exceptions such as ferrofluids in ex-
ternal fields. However, it can be violated lo-
cally in fluid simulations to reduce computa-
tional costs. The effects of this violation are in-
vestigated using multi-particle collision dynam-
ics, a well-established, highly efficient hydrody-
namics simulation technique, where an angular-
momentum conserving variant is available. We
show that there are situations of practical rele-
vance, such as multi-phase flows in Couette ge-
ometry, where angular momentum conservation
is essential to avoid non-physical results.
In simulations of the hydrodynamic behavior of com-
plex fluids, one is faced with the challenge of bridg-
ing the gap between the mesoscopic length and time
scales of the solute and the atomic scales of the sol-
vent. As these typically differ by orders of magni-
tude, a full treatment on a microscopic level is pro-
hibited by the enormous number of involved particles
and the large necessary time range. Moreover, of-
ten only the dynamics of the colloidal particles are
of particular interest, while the microscopic details of
the solvent that mediates the hydrodynamic interac-
tions are rather unimportant. Thus, a coarse-grained
mesoscopic fluid model is required that is sufficiently
simple to be tractable but still captures the correct hy-
drodynamic behavior. By representing a large num-
ber of physical solvent molecules by one model fluid
particle at a time, the number of degrees of free-
doms can be reduced considerably. Various meso-
scopic approaches have been proposed in the last
decades, which can be categorized in lattice meth-
ods or particle-based methods. We focus on particle-
based simulations, where particle positions and ve-
locities are continuous variables that are updated at
discrete times. Here, coupling to solute particles as
well as moving boundaries can be treated more eas-
ily than in lattice methods and thermal fluctuations
are naturally contained. Moreover, lattice methods
generally suffer from the lack of Galilean invariance.
The method used here, multi-particle collision dy-
namics (MPC) [1], needs less computational time
compared to other particle based methods such as
DPD, thus allowing simulations of larger systems.
Here, the fluid is represented by point particles that
undergo subsequent streaming and collision steps.
In the streaming step, the particles move ballistically.
Subsequently, they are sorted into collision cells and
the collision step then mimics the simultaneous in-
teraction of all particles within each cell by assigning
them new velocities. MPC has been applied to vari-
ous systems such as colloids, polymers, membranes,
ternary amphiphilic fluids, and chemical reaction sys-
tems. Hybrid simulations combining an MPC fluid
with molecular dynamics of solute particles are eas-
ily possible. The algorithm is constructed in such
way that mass, energy and translational momentum
are locally conserved, which is essential for correct
hydrodynamic behavior. However, the angular mo-
mentum is not conserved in the most widespread
version of MPC, which is often called stochastic-
rotation dynamics. In order to clarify the effects of
angular-momentum conservation [2], we mainly use
the Andersen-thermostat version of MPC, where an-
gular momentum conserving (MPC-AT+a) and non-
conserving (MPC-AT−a) algorithms are available [3].
In conventional viscous fluids that do conserve angu-
lar momentum, the viscous stress tensor has to be
symmetric, i. e. σαβ = σβα. This symmetry is re-
quired by the fact that there is no stress expected in
a uniformly rotating fluid (rigid body rotation), or alter-
natively, by the conservation of angular momentum.
On the other hand, for a fluid without conservation of
angular momentum, the above argument is no longer
valid and we have to consider in general an asymmet-
ric tensor. Then, the viscous stress is given by
σαβ = λ(∇ · v)δαβ (1)
+ η¯
„
∂vα
∂xβ
+
∂vβ
∂xα
«
+ ηˇ
„
∂vα
∂xβ
− ∂vβ
∂xα
«
,
where α, β ∈ {x, y, z}. Here, λ is the second vis-
cosity coefficient, and η¯ and ηˇ are the symmetric
and asymmetric components of the viscosity, respec-
tively. The last term in Eq. (1) is linear in the vorticity
∇ × v, and does not conserve angular momentum.
Thus, the last term vanishes (i. e. ηˇ = 0) in angular-
momentum-conserving systems. The equation of ve-
locity evolution is given by
ρ
Dv
Dt
= −∇P +(λ+η¯−ηˇ)∇(∇·v)+(η¯+ηˇ)∇2v, (2)
where D/Dt is Lagrange’s derivative and P is the
pressure. When a fluid is incompressible, this is the
normal Navier-Stokes equation with viscosity η =
η¯ + ηˇ. Since the equations of continuity and veloc-
ity evolution are of the same form, the negligence
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Diffusion and Segmental Dynamics of
Double-Stranded DNA
R. G. Winkler1 , E. P. Petrov2 , T. Ohrt 2 , P. Schwille2
1 IFF-2: Theoretical Soft-Matter and Biophysics
2 Institute of Biophysics/BIOTEC, Dresden University of Technology, Dresden
The diffusion and segmental dynamics of double-
stranded λ-phage DNA molecules are quantita-
tively studied over the transition range from stiff
to semiflexible chains. Spectroscopy of fluores-
cence fluctuations of single-end fluorescently la-
beled monodisperse DNA fragments unambigu-
ously shows that double-stranded DNA in the
length range of 102 −2×104 base pairs behaves
as a semiflexible polymer with segmental dynam-
ics controlled by hydrodynamic interactions.
The dynamic behavior of individual macromolecules
in solution is governed by chain connectivity and hy-
drodynamic interactions [1]. Understanding of poly-
mer dynamics and quantitative verification of poly-
mer theories require detailed information on segmen-
tal motion of individual polymer molecules. However,
the classical experimental techniques, such as dy-
namic light scattering (DLS) or transient electric bire-
fringence (TEB), predominantly deliver information
on large-scale shape fluctuations of macromolecules.
Fluorescence correlation spectroscopy (FCS) [2] is a
single-molecule technique that can provide more de-
tailed information on the macromolecular dynamics
than the classical ensemble-based methods. By flu-
orescent labelling of individual segments [3] or con-
tinuous labelling of the whole molecule [4], the dif-
fusional motion of segments as well as that of the
overall molecule can be studied at nanomolar con-
centration under (quasi)equilibrium conditions in so-
lution and cellular systems.
Precise experiments in polymer physics are impossi-
ble without well-defined monodisperse polymer sam-
ples covering a wide range of molecular weights. The
recent progress in molecular biotechnology resulted
in a variety of techniques to produce monodisperse
DNA fragments, which stimulated the use of DNA
as a model compound in studies of polymer dynam-
ics in solution. We employed the technique of poly-
merase chain reaction (PCR) to produce monodis-
perse samples of DNA fragments with predefined se-
quence, structure, and length, fluorescently labeled
at the same single end [3]. Double-stranded (ds)
DNA is a biopolymer characterized by a large per-
sistence length lp ∼ 50 nm [3]. As a result, ds-
DNA fragments exhibit rodlike, semiflexible, or even
flexible polymer behavior, depending on their length.
Thus, simple generic models of polymer dynamics [1]
are not expected to provide a quantitative descrip-
tion of dsDNA behavior, and more advanced models,
accounting for the persistence of the polymer chain,
e.g., the semiflexible polymer model of Ref. [4], are
required.
Recent FCS studies raised the question whether ds-
DNA dynamics in dilute solution is controlled by hy-
drodynamic interactions [4] or not [5]. Moreover,
no experimental studies were reported previously,
where diffusion and intramolecular dynamics of ds-
DNA had simultaneously been investigated over the
transition range from stiff to semiflexible chains. Our
FCS measurements of lengths L from 102 to 2×104
base pairs (bp) (L/lp ∼ 0.7 − 140) by following the
Brownian motion of the labeled ends of single DNA
molecules filled this gap and showed that the exper-
imental data can quantitatively be described by the
theory for semiflexible polymer dynamics [3], which
clearly demonstrates that in this length range dsDNA
behaves as a semiflexible polymer with strong hydro-
dynamic interactions.
In FCS [2], fluctuations of the confocally de-
tected fluorescence signal F (t) = 〈F 〉 + δF (t)
are studied via the correlation function G (τ) =
〈δF (t) δF (t + τ)〉 / 〈F 〉2. In the absence of addi-
tional photophysical processes and chemical reac-
tions, the fluorescence signal fluctuates as a re-
sult of the Brownian motion of fluorescently la-
beled particles through the detection volume whose
shape can be approximated by a 3D Gaussian
exp
`−2r2/r20 − 2z2/z20´, where r0 and z0 are the lat-
eral and axial extensions of the detection volume,
respectively. With the mean square displacement
(MSD)
˙
∆r2 (t)
¸
of a particle, the FCS correlation
function assumes the form
G (t) =
1
〈N〉
1„
1 + 2
3
〈∆r2(t)〉
r20
« r
1 + 2
3
〈∆r2(t)〉
z20
, (1)
where 〈N〉 is the effective number of molecules in the
detection volume.
Utilizing the Gaussian semiflexible polymer model,
analytical calculations yield the MSD
˙
∆r2 (t)
¸
= 6Dt+
2kBT
πη
∞X
n=1
τnψ
2
n(L/2)
“
1− e−t/τ˜n
”
(2)
for the chain end [4], where T is the temperature, kB
the Boltzmann factor, and η the viscosity. ψn (L/2)
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FIG. 1: Normalized FCS correlation functions (top) and de-
termined mean square displacements (bottom) for λ-DNA
fragments of lengths 0.1, 0.2, 0.5, 1, 2, 5, 10, and 20 kbp
(from left to right). The intramolecular contribution to the
MSD is shown by the green lines (bottom). The red lines
indicate the power laws
˙
∆r2
¸ ∼ t and t2/3, respectively.
is the value of the n-th eigenfunction of a chain of
length L at its end, τ˜n is the n-th relaxation time
in the presence of hydrodynamic interactions and is
related with the free-draining relaxation time τn via
τ˜n = τn/(1 + 3πηΛHnn). D is the translational dif-
fusion coefficient of the macromolecule, and Hnn is
the matrix element of the Rotne-Prager tensor within
the preaveraging approximation [4]. Here, Λ and ΛD
are fit parameters, which are introduced in our quan-
titative analysis of the experimental data [3].
For long and flexible molecules, L/lp  1, the
theoretical expression yields the short-time behavior˙
∆r2(t)
¸ ∼ tβ , with the exponents β = 1/2 (free
draining) and 2/3 (nondraining), in agrement with
predictions of the Rouse and Zimm model, respec-
tively [1]. For semiflexible polymers, the short-time
behavior is given by β = 3/4 [4]. However, these
power laws are only valid for times much shorter than
the longest relaxation time of the polymer, whereas at
comparable and longer times the intramolecular con-
tribution to the MSD saturates due to the finite size of
the polymer coil, as shown in Fig. 1. Thus, direct ap-
plication of the power laws to the analysis of the MSD
time dependencies, as has been proposed recently
in Ref. [5], can be misleading. Indeed, even for the
longest sample the apparent power law in
˙
∆r2 (t)
¸
observed in the range of 100 − 105 µs is to a large
extent due to the crossover from intramolecular mo-
tion to overall polymer diffusion; only for times shorter
than ∼ 103 µs a power law-type behavior can ob-
serve in the intramolecular contribution. We would
like to point out that such an analysis of the short-
time dynamics, still possible in our study for the two
longest DNA fragments, clearly rules out the Rouse-
type behavior reported for dsDNA in Ref. [5] and
leads to a definitive conclusion on the importance of
intramolecular hydrodynamic interactions in dsDNA
polymer dynamics.
Figure 2 displays diffusion coefficients and longest
relaxation times – the upper part is not readily acces-
FIG. 2: Diffusion coefficients (top) and longest relaxation
times (bottom) of dsDNA. The blue symbols indicate our
FCS data. The other data (black symbols) are taken from
various sources [3]. The red lines are predictions of the
semiflexible polymer model [3, 4] with the parameters lp =
50 nm, ΛD = 0.9, and Λ = 0.6.
sible by DLS or TEB – which we obtained by fitting
of the normalized FCS curves [3]. The experimental
correlation functions are very well reproduced for the
parameters lp = 51 ± 1 nm, Λ = 0.6, and ΛD = 0.9.
Within the range of lengths studied, the diffusion co-
efficients and relaxation times exhibit approximately
the power law behavior D ∼ L−2/3 (note that there
is no excluded volume interaction for short DNAs)
and τr ∼ L1.7, and thus do not follow the predic-
tions of the Rouse (D ∼ 1/L, τr ∼ L2) nor the Zimm
(D ∼ 1/L1/2, τr ∼ L3/2) model. At the same time,
our data are in very good agreement with results ob-
tained by other experimental techniques not related
to FCS [3] and closely follow the predictions of the
semiflexible polymer theory [4].
Therefore, our results clearly demonstrate that in the
range of the lengths studied, dsDNA behaves as a
semiflexible polymer with strong hydrodynamic in-
teractions . The Zimm regime with
˙
∆r2
¸ ∼ t2/3,
D ∼ L−1/2, and τr ∼ L3/2 (or corresponding ex-
pressions modified to account for excluded-volume
interactions) [1] can be achieved only for long dsDNA
molecules with lengths exceeding 105 bp, or ∼ 103 lp
(Fig. 2).
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Swinging and Tumbling of Fluid Vesicles
in Shear Flow
H. Noguchi, G. Gompper
IFF-2: Theoretical Soft-Matter and Biophysics
The dynamics of fluid vesicles in simple shear
flow is studied using mesoscale simulations of
dynamically-triangulated surfaces, as well as a
theoretical approach based on two variables, a
shape parameter and the inclination angle, which
has no adjustable parameters. We show that be-
tween the well-known tank-treading and tumbling
states, a new “swinging” state can appear. We
predict the dynamic phase diagram as a function
of the shear rate, the viscosities of the membrane
and the internal fluid, and the reduced vesicle vol-
ume. Our results agree well with recent experi-
ments.
The dynamical behavior of vesicles under shear flow
is an important subject not only of fundamental re-
search but also in medical applications. For exam-
ple, in microcirculation, the deformation of red blood
cells reduces the flow resistance of microvessels. In
diseases such as diabetes mellitus and sickle cell
anemia, red blood cells have reduced deformability
and often block microvascular flow. In simple shear
flows, with flow velocity v = γ˙yex, Lipid vesicles and
red blood cells exhibit a tank-treading rotation with a
stationary shape and a finite inclination angle θ > 0
with respect to the flow (x) direction at low internal
ηin and membrane viscosities ηmb. They transit to
an unsteady tumbling motion with increasing ηin or
ηmb. Recently, Kantsler and Steinberg [1] reported
the first observation of a new type of vesicle dynam-
ics in shear flow, which is characterized by oscilla-
tions of the inclination angle θ and the deformation,
where −θ0  θ(t)  θ0 with θ0/π < 1 and time av-
erage 〈θ〉  0. The vesicles were found to transit
from tumbling to this oscillatory motion with increas-
ing shear rate γ˙.
We have studied the oscillatory dynamics of fluid
vesicles, which we will refer to as the “swinging
mode”, by mesoscale hydrodynamics simulations
and a simplified non-linear theoretical model [2].
The main questions we want to address are: How
does the bending energy affect the dynamics? Can
transitions between modes be induced by varying
the shear rate? What happens beyond the quasi-
spherical limit, which is the typical experimental situ-
ation? What is the effect of the membrane viscosity?
Is the swinging mode stable when thermal membrane
undulations are taken into account? We will show
that the experiments of Ref. [1] can be understood
very well on the basis of our theory. Furthermore,
we will present a complete phase diagram of vesicle
motion as a function of shear rate and viscosity.
FIG. 1: Temporal evolution of αD and θ, for V ∗ = 0.78
and η∗mb = 2.9. The solid (red) and dashed (blue) lines
represent simulation data for γ˙∗ = 3.68 and 0.92 (κ/kBT =
10 and 40 with γ˙η0R3S/kBT = 36.8), respectively. The solid
lines in (b) are obtained from Eqs. (1), (2) without thermal
noise for γ˙∗ = 1.8, 3 and 10 (from top to bottom).
The vesicle dynamics is described by several dimen-
sionless quantities. For a vesicle of volume V and
surface area S, the reduced volume V ∗ and the ex-
cess area ∆S are defined by V ∗ = (RV/RS)3 =
(1 + ∆S/4π)
−3/2 and ∆S = S/R2V − 4π, where
RV = (3V/4π)
1/3 and RS = (S/4π)1/2. The rela-
tive viscosity of the inside fluid and membrane are
η∗in = ηin/η0 and η
∗
mb = ηmb/η0RS, where η0 is the
viscosity of the outside fluid. The shape relaxation
time of vesicles with bending rigidity κ is given by
τ = η0R
3
S/κ (for η
∗
in = 1). This time is used to de-
fine a reduced shear rate γ˙∗ = γ˙τ .
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The hydrodynamics of fluid vesicle can be studied
very well by hybrid simulations of a dynamically-
triangulated membrane model and a particle-based
mesoscale solvent, multi-particle collision dynamics.
We applied this method to the lipid vesicles in shear
flow. Previously, we found shape transitions such as
the prolate-to-discocyte [3, 4].
We have simulated a prolate vesicle with a viscous
membrane at V ∗ = 0.78 and η∗in = 1. Figure 1 shows
the time evolution of the vesicle shape and θ. The
shape parameter is αD = (L1−L2)/(L1+L2), where
L1 and L2 are the maximum lengths in the direction
of the eigenvectors of the gyration tensor in the vor-
ticity (x, y) plane. The vesicle is found to exhibit a
tumbling motion for γ˙∗ = 0.92, but a swinging motion
for γ˙∗ = 3.68. The both motions coexist around the
critical shear rate γ˙∗ because of the thermal fluctua-
tions. The shear rate γ˙∗ at the tumbling-to-swinging
transition increases with increasing η∗mb. These re-
sults are consistent with the experiments of Ref. [1].
In order to obtain a better understanding of the vesi-
cle dynamics, we now derive an approximate theoret-
ical model. We derived the equation for the shape pa-
rameter αD based on the Stokes approximation and
perturbation theory for quasi-spherical vesicles.
dαD
dt
=
(
1−
„
αD
αmaxD
«2)
(1)
j
− A0
τκV ∗
∂F
∂αD
+ γ˙A1 sin(2θ)
ff
,
where A0 = 45/8π(32 + 23η∗in) and A1 = 30/(32 +
23η∗in). Since an accurate evaluation of F is very
important, we calculate it numerically for ellipsoidal
vesicles with (x1/a1)2 + (x2/a2)2 + (x3/a3)2 = 1.
The prolate (a1 > a2 = a3) and oblate (a1 = a2 > a3)
shapes are energy minima and maxima, respectively.
Eq. (1) has the same form as our previous simplified
model [3, 4], but now has no adjustable parameters.
We employ the equation of K-S theory for the inclina-
tion angle θ,
dθ
dt
=
γ˙
2
{−1 + B cos(2θ)}, (2)
B = f0
j
f1 +
f−11
1 + f2(η∗in − 1) + f2f3η∗mb
ff
,
where the factors f0, f1, f2, and f3 are the functions
of the ellipsoidal shape (a2/a1, a3/a1), and are given
in Ref. [4]. The K-S theory in general shows very
good agreement with simulation results [4]. When
thermal fluctuations are taken into account, Gaussian
white noises are added to Eqs. (1) and (2), which
obey the fluctuation-dissipation theorem.
Eqs. (1) and (2) reproduce the simulation results
semi-quantitatively (see Fig. 1). At small γ˙∗, in the
tumbling phase, θ rotates with αD-oscillation of small
amplitude. This αD amplitude becomes larger at
larger γ˙∗. Then, when αD(t) reaches zero, θ jumps
to π/4, see Fig. 1. Finally, at even larger γ˙∗, αD and
θ exhibit oscillations without jumps.
The physical mechanism of swinging can be under-
stood on the basis of Eqs. (1), (2) as follows. At fi-
nite κ, the shear force elongates the vesicle (αD in-
creases) for 0 < θ < π/2, but compresses it (αD
decreases) for −π/2 < θ < 0, since the sin(2θ)-term
in Eq. (1) changes sign. Thus, the swinging motion is
caused by a shape deformation, where B in Eq. (2)
crosses the tank-treading-to-tumbling threshold peri-
odically. First, a prolate vesicle starts tumbling be-
cause B < 1, αD decreases when θ < 0, which im-
plies that B increases; then θ starts to increase again
because B > 1 at small αD; finally αD increases
when θ > 0.
FIG. 2: Dynamical phase diagrams as a function of η∗in for
η∗mb = 0, for various reduced volumes V
∗, obtained from
Eqs. (1), (2) without thermal noise. The tank-treading phase
is located on the left-hand-side of the dashed lines. The
solid lines represent the tumbling-to-swinging transitions.
Fig. 2 shows the phase diagrams for the dimension-
less shear rate and internal viscosity. With increas-
ing V ∗ the smallest shear rate γ˙∗os, at which swing-
ing can be observed, decreases, since the depen-
dence of the energy F on αD becomes more shal-
low. Also, the swinging region shifts to higher vis-
cosity, ηin, with increasing V ∗. For fixed V ∗, γ˙∗os is a
strongly increasing function of η∗in. In the experiments
of Ref. [1], the swinging (tumbling) motion was ob-
served for γ˙∗  17 (4.5), η∗in = 6 (8.4), and V ∗  0.9,
and a very small membrane viscosity η∗mb ∼ 0.1. The
swinging motion is observed in the close vicinity to
the tank-treading-to-tumbling transition [1]. Thus, the
experimental data agree with our predicted phase di-
agram, Fig. 2, very well. Furthermore, the oscilla-
tion amplitudes also show good agreement for both
swinging and tumbling [2].
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Do Intra-Molecular Relaxations
Influence the Damping of Longitudinal
Phonons?
H. Kriegs1 , G. Meier1 , J. Gapinski2 , A. Patkowski2
1 IFF-7: Soft Condensed Matter
2 Institute of Physics, A. Mickiewicz University, Umultowska 85, 61-614, Poznan, Poland
The effect of intra-molecular relaxations on the
damping of longitudinal phonons was stud-
ied in poly(methylphenylsiloxane) (PMPS) and
poly(ethylmethylsiloxane) (PEMS) polymers by
means of Brillouin spectroscopy. It is shown that
studies of the polarized Brillouin spectra as func-
tions of temperature and pressure allow for the
separation of the contributions of the internal and
structural relaxations to the damping of longi-
tudinal phonons according to theoretical predic-
tions.
In liquids, propagating density fluctuations exist in the
form of longitudinal and, if viscosity is high enough,
transverse phonons. The velocity and damping of
these phonons at high frequencies of the order of
a few GHz can be studied by means of the polar-
ized (VV - longitudinal phonons) and depolarized (VH
- transverse phonons) Brillouin spectroscopy. The
polarized spectrum consists of the central Rayleigh
line and two Brillouin lines which are symmetrically
shifted by±ωB and have the half-width at half heights
(HWHH) ΓB . The Brillouin shift ωB is the mea-
sure of the sound velocity v: ωB = qv, where q =
(4πnsinθ/2)/λ is the length of the scattering vector,
n is the refractive index of the scattering medium, λ
- the scattering angle and λ - the wavelength of the
incident light in vacuum. The phonons are damped
due to the relaxation processes present in the liquid
and the measure of this damping is the Brillouin line
width ΓB . In the case of a single relaxation process
of a relaxation time τs the classical acoustic relax-
ation theory predicts the maximum of damping when
ωBτs = 1. In the case of supercooled liquids the situ-
ation is much more complicated due to the presence
of several relaxation processes. Additional complica-
tions might result from the fact that intramolecular re-
laxation processes in the liquid might also contribute
to the damping of phonons.
Theories describing the propagation and damping of
longitudinal and transverse phonons in terms of the
structural relaxation, i.e. translational motion of the
molecules and translational-rotational coupling, have
been developed, improved and tested experimentally
[1]. Usually they did not take into account the cou-
pling of intra-molecular relaxations to the structural
relaxation.
For liquids which consist of molecules having internal
relaxation, a theoretical model was developed in the
limit of weak coupling of intra-molecular relaxations
to the translational degrees of freedom [2].
In order to estimate the contribution of internal re-
laxations to the broadening of the Brillouin lines,
it is necessary to separate this contribution from
that of structural relaxation. This can be achieved
by studying the pressure dependence of ΓB [3],
since the pressure dependence of the structural re-
laxation times dlogτs/dP ∼ 5 × 10−3bar−1 [4] is
much stronger than that of the internal relaxation time
dlogτint/dP ∼ 2 − 5 × 10−4bar−1 [5,6,7]. The ef-
ficiency of the phonon damping depends mainly on
the separation in frequency between the relaxation
frequency 1/τ and the phonon frequency ωB . Thus
the contribution of the structural relaxation to the ΓB
should change from zero at the glass transition tem-
perature Tg to a maximum, when ωBτs = 1, while the
internal relaxations should contribute almost equally
at all temperatures, since their relaxation frequency
is changing very little with temperature and pressure.
In some cases an assignment to structural (inter-)
and intra-molecular relaxations can be performed
on a molecular level, as it has been done in the
case of two chemically very similar polymeric super-
cooled liquids: PMPS and PEMS [4]. The only differ-
ence in their chemical structure is the presence of a
phenyl ring in PMPS which replaces the ethyl group
in PEMS. In PMPS in addition to the structural re-
laxation an intramolecular process is present which
is assigned to the phenyl flip. In PEMS this internal
process is not present. This well identified difference
in the internal dynamics makes this pair of polymeric
liquids a perfect choice to study the effects of internal
relaxations on damping of phonons.
Polarized (VV) Brillouin spectra were measured at
ambient pressure for PMPS and PEMS in the back-
scattering geometry in a broad temperature range
from Tg to about Tg +200 K. We determined the posi-
tion ωB and HWHH ΓB of the Brillouin peaks. These
ΓB values are plotted for PMPS and PEMS versus
T − Tg in Fig. 1.
The temperature dependence of ωB is similar for both
polymers. However, there are two important differ-
ences in the temperature dependence of ΓB : (i) the
maximum of the dependence ΓB(T−Tg) for PMPS is
much broader than that for PEMS, and (ii) the resid-
ual width at the glass transition temperature ΓB(Tg)
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FIG. 1: Temperature dependence of the half width at half
heights ΓB of the polarized Brillouin peak measured for
PMPS and PEMS at ambient pressure.
is also larger for PMPS than for PEMS. The pressure
dependence of the polarized Brillouin spectra in the
temperature range close to Tg could be measured
only for PMPS, because the temperatures close to
Tg = 138 K of PEMS could not be reached in our
high pressure light scattering setup. The pressure
dependence of the half width ΓB of the longitudinal
phonon peaks at temperatures of -21, 0 and 20◦C is
shown in Fig. 2. As already observed for low molec-
ular weight liquids [3], the Brillouin width ΓB is de-
creasing with increasing pressure, reaching a high
pressure plateau value. In order to obtain this value
Γ0, the data was analyzed using the formula:
ΓB (P ) = Γ0 (T ) + A (T ) exp
„−DP P
P0 − P
«
(1)
where Γ0(T ) is the residual width at Tg, due to in-
ternal relaxations, A(T ) is the amplitude, DP is a fit
parameter identical for all temperatures and P0 is the
parameter characterizing the pressure dependence
of the structural (α-) relaxation obtained from our ear-
lier high pressure photon correlation spectroscopy
study [4]. The temperature dependence of Γ0 and
A is shown in Fig.3. We conclude from our recent
work [8]:
In the temperature dependent studies on both
polymers at ambient pressure, PMPS - a poly-
mer with stronger internal relaxations (phenyl and
methyl group rotations) exhibited much larger resid-
ual broadening at Tg than PEMS - a polymer with
weaker internal processes (ethyl and methyl group
rotations). This residual broadening is due to the con-
tribution of the intra-molecular processes, since at Tg,
as we have shown, the amplitude of the structural re-
laxation contribution is negligible.
It is also shown that the pressure dependent mea-
surements allow for the separation of the contribu-
tions due to intra-molecular and structural relaxations
to the polarized Brillouin line widths and the damping
of the longitudinal phonons.
From the pressure dependent polarized Brillouin line
width of PMPS the temperature dependent contribu-
tions of internal and structural relaxations to the ΓB
and the damping of longitudinal phonons were es-
timated. The internal contribution is changing from
0.12 to 0.18 GHz and the structural one from 0
to 0.25 GHz in the temperature range from Tg to
Tg + 60 K.
FIG. 2: Pressure dependence of the half width of the po-
larized Brillouin peak measured for PMPS at indicated tem-
peratures.
FIG. 3: Temperature dependence of Γ0 and A obtained for
PMPS from the polarized Brillouin spectra.
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Boundary-Induced Phase Transition in
Single-File Diffusion
A. Brzank, S. Chatterjee, G. M. Schütz
IFF-2: Theoretical Soft-Matter and Biophysics
Single-file diffusion is a stochastic many-body
process where particles cannot pass each other
during diffusion due to geometric constraints
(e.g. in a narrow channel) or complex transport
mechanisms (e.g. in molecular motors). In recent
work this generic quasi one-dimensional phe-
nomenon has been suggested to explain an ex-
perimentally observed trapping effect of a binary
mixture of hydrocarbon molecules adsorbed in
certain zeolites. Also unexpected boundary lay-
ers and a non-equilibrium pumping effect known
from symporter ion channels have been reported
in simulation studies of single-file diffusion. We
show that these observations (and more!) can
be fully explained in terms of the two-component
symmetric exclusion process with open bound-
aries. Indeed, exact analytical treatment of this
model for single-file diffusion reveals the exis-
tence of a novel discontinuous phase transition
in the far-from equilibrium regime of this one-
dimensional system with short range interac-
tion.
We consider single-file diffusion in an open system
with two species A,B of particles. At the boundaries
we assume different reservoir densities which drive
the system into a non-equilibrium steady state. As
a model we use an one-dimensional two-component
simple symmetric exclusion process with two differ-
ent hopping rates DA, DB and open boundaries. Fol-
lowing [1] we consider a one-dimensional lattice with
L lattice sites (Fig. 1). Each site i can be empty or oc-
cupied by a particle of type A or B. Due to hard-core
interaction any site carries at most one particle. Par-
ticles can hop to nearest neighbour sites (provided
the target site is empty) with hopping rates DA/B .
In the case of open boundary conditions, particles
are injected and removed according to the bound-
ary rates αA/B , γA/B , βA/B and δA/B as illustrated
in Fig. 1. Jump events occur after an exponentially
random time which in dynamic Monte Carlo simula-
tions (DMCS) is modelled by random sequential up-
date [1].
We consider
αA/B = DA/Bρ
−
A/B , γA/B = DA/B(1− ρ−A − ρ−B)
(1)
δA/B = DA/Bρ
+
A/B , βA/B = DA/B(1− ρ+A − ρ+B).
(2)
FIG. 1: Two-component symmetric exclusion model with
open boundaries. Each species of particles has its own
hopping rates DA, DB . At the boundaries particles are ex-
tracted and injected with rates as indicated.
If the equilibrium condition ρ−A,B = ρ
+
A,B of equal
reservoir densities or chemical potentials µ−A,B =
µ+A,B holds then the process has an unique uncor-
related stationary equilibrium distribution with con-
stant local particle densities equal to the reservoir
densities. In a non-equilibrium setting the left reser-
voir densities ρ−A, ρ
−
B are not equal to those on the
right boundary (ρ+A, ρ
+
B). In this boundary-driven case
the system evolves towards a complicated stationary
state with non-vanishing particle currents.
Since we are not interested in the microscopic de-
tails of the distribution of particles in the model we in-
vestigate the coarse-grained behaviour that emerges
under diffusive scaling of small lattice constant and
macroscopic time scales. In order address exper-
imentally relevant problems we need to investigate
both relaxation dynamics and stationary behaviour.
For investigating the dynamics in this hydrodynamic
limit we extend the rigorous approach of Quastel [2]
and make an ansatz for the dynamics of a single
particle (of species A or B) localized at position x.
This test particle acts as a tracer particle in the back-
ground of other particles, with a diffusive motion par-
tially determined by its self-diffusion coefficient. Ad-
ditionally, the test particle is subject to a background
drift b caused by the collective evolution of the entire
system towards stationarity. This yields a system of
coupled non-linear diffusion equations for the coarse-
grained particle densities
∂tρA(x, t) = ∂
2
xDsρA(x, t)− ∂xb(x, t)ρA(x, t) (3)
∂tρB(x, t) = ∂
2
xDsρB(x, t)− ∂xb(x, t)ρB(x, t). (4)
The drift term b can then be determined by using
∂t
„
ρA(x, t)
DA
+
ρB(x, t)
DB
«
= ∂2x(ρA(x, t) + ρB(x, t)).
(5)
Here we used diffusive rescaling of the time-
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coordinate. One finds
b =
1
σ
∂x(Dsσ − ρ). (6)
In an infinite system the self-diffusion coefficient van-
ishes, as is indicated by the well-known subdiffusive
nature of single-file diffusion. However, as argued in
[1] we expect that in a finite system with open bound-
aries correction terms of leading order 1/L appear.
This is confirmed by the exact result
Ds =
1
L
1− ρ
σ
(7)
proved in [3] for a finite periodic system with L sites.
With these quantities we have obtained an exact
coarse-grained description of the time evolution of
the microscopic particle model in terms of a system
of nonlinear partial differential equations. The micro-
scopic open boundary conditions correspond to con-
stant boundary densities in the macroscopic descrip-
tion.
The relaxation of the initial density profile is ana-
lyzed by numerical integration and good agreement is
found with Monte-Carlo simulation of the process [3].
Single-file diffusion is expected for zeolites whose
crystalline structure leads to long diffusion channels.
Assuming Arrhenius behaviour single-particle diffu-
sion rates we can describe the trapping of light par-
ticles by heavy particles as observed experimentally
in a binary loading of the zeolite EUO [4]. In fact, ac-
cording to numerical simulation of our model a small
shift in the two empirical desorption peaks for toluene
and propane resp. indicates a violation of the strict
single-file assumption.
The stationary density profiles have an interesting
structure. Under generic nonequilibrium conditions
with non-zero exterior boundary gradients a bound-
ary layer develops at one boundary. Inside this layer
the current flows against the local density gradient.
Generically the width of the boundary layer and the
bulk density profiles do not depend on the two hop-
ping rates. For vanishing exterior gradient of the total,
colourblind density, however, the individual density
profiles depend strongly on the ratio DA/DB . Dy-
namic Monte Carlo simulation confirm our theoretical
predictions, see Fig. 2.
For the current we find for positive exterior grandient
to leading order in 1/L
jA =
8>><
>>:
ρ+
A
ρ
+
A
DA
+
ρ
+
B
DB
ρ−−ρ+
L
for ρ− < ρ+
ρ−
A
ρ
−
A
DA
+
ρ
−
B
DB
ρ−−ρ+
L
for ρ− > ρ+
(8)
Hence, as one expects, the A-current is always op-
posite the total reservoir gradient ∆ρ ≡ ρ+−ρ−, but it
changes in a non-analytic fashion at ρ− = ρ+ where
it vanishes to leading order in 1/L. Interestingly, how-
ever, the current of B-particles may have the same
sign as the exterior reservoir gradient of B-particles.
This counterintuitive phenomenon is a pumping ef-
fect known from symporter ion channels. Thus we
have obtained a quantitative theoretical description
FIG. 2: Simulation of the stationary state with finite slope
of the colour-blind density for lattice size L = 100. The
boundary densities are ρ−A = ρ
−
B = 1/3, ρ
+
A =
e
1+e−1+e
and ρ+A =
e−1
1+e−1+e .
of this pumping effect which was so far only known
qualitatively by numerical simulation of the present
model for a small lattice [5].
By changing the sign of the exterior gradient of
the total, colourblind density we find a discontinu-
ous boundary-induced phase transition in the steady
state. The boundary layers switches from one bound-
ary to the other and the order parameter, viz. the
asymptotic space-averaged mean density, changes
discontinuously. We find
ρ¯A = lim
L→∞
1
L
Z L
0
dxρA(x) (9)
takes the value
ρ¯A =
ρ±A
ρ±
ρ+ + ρ−
2
(10)
where the positive (negative) sign occurs for positive
(negative) exterior gradient ρ+ − ρ− of the total den-
sity ρ± = ρ±A + ρ
±
B .
[1] A. Brzank and G.M. Schütz, Boundary-induced bulk
phase transition and violation of Fick’s law in two-
component single-file diffusion with open boundaries
Diffusion Fundamentals, 4 (2006), 7.1-7.12.
[2] J. Quastel, Diffusion of Color in the simple exclusion
process, Comm. Pure Appl. Math. 45 (1992), 623-679.
[3] A. Brzank and G.M. Schütz, Phase Transition in the
two-component symmetric exclusion process with open
boundaries, J. Stat. Mech. (2007), P08028.
[4] K.F. Czaplewski, T.L. Reitz, Y.J. Kim and R.Q. Snurr
One-dimensional zeolites as hydrocarbon traps Micro-
por. Mesopor. Mater. 56 (2002), 55
[5] T. Chou and D. Lohse, Entropy-driven pumping in zeo-
lites and biological channels Phys. Rev. Lett. 82 (1999),
3552-3555.
IT/Nano • IFF Scientific Report 2007
134 I 135
Physicists at the IFF are developing new materials for Spintronics. The Nano-Spintronics Cluster Tool combines several
state of the art instruments in one facility and allows the study of magnetic systems on nanoscopic and mesoscopic
lengthscales. 
HGF Research Programme
Information Technology with 
Nanoelectronic Systems
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This research programme focuses on
medium-term and long-term tasks in
nanoelectronics, on emerging far-reach-
ing concepts, and on issues of physics
and technology well ahead of the main-
stream development. On the eve of 
the transition from microelectronics to
nanoelectronics, the traditional routes
of down-scaling along the roadmap 
will no longer guarantee a long-term
success. Exploratory research in the field
of information technology is entering 
a new era and is unfolding into new
degrees of freedom. This applies to all
three major fields, information process-
ing, information storage, and informa-
tion transmission. The major routes of
exploratory research in nanoelectronic
systems to be followed are: 
• scalability of device concepts,
• exploration of new material classes 
and phenomena,
• new concepts beyond conventional 
CMOS technology, and
• alternative architectures.
Our research towards these general
goals utilizes three approaches, irre-
spective of the specific programme 
topics. One approach is dedicated to
new electronic materials such as ferro-
magnetic and ferroelectric layer struc-
tures, group III nitrides, and electroni-
cally active organic molecules. These
material classes are studied because 
of their potential for introducing
improved or completely new functions
onto Si chips and new emerging sub-
strates. Another approach is devoted 
to process technologies for minimum
feature sizes well below 100 nm. Apart
from using conventional top-down
approaches, which are limited to litho-
graphically defined resolutions, we are
investigating cost-effective bottom-up
approaches, which aim at the genera-
tion and assembly of functions from
self-organized inorganic nanostructures
as well as tailored organic molecules at
surfaces. Yet another approach explores
novel electronic functions as the basis
for new device concepts. These may aim
at, for instance, bioelectronic applica-
tions, ultra-dense and non-volatile resis-
tive memories, spin-controlled devices,
Terahertz imaging systems, and self-
organized semiconductor nanostruc-
tures. 
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Surface-, Edge- and Quantum-Well-
States of Thin Bi Films for Spintronics
G. Bihlmayer1 , Yu. M. Koroteev2 , E. V. Chulkov3 , and S. Blügel1
1 IFF-1: Quantum Theory of Materials
2 Institute of Strength Physics and Materials Science, RAS, 634021, Tomsk, Russia
3 Donostia International Physics Center (DIPC), 20018 San Sebastiàn/Donostia, Spain
Due to their electronic similarity with graphene
sheets, surfaces and thin films of the semimetal
bismuth have received quite some attention in
the last years. In these materials the spin-Hall ef-
fect can lead to spin currents at the boundaries
of thin films, which makes them potentially use-
ful for spintronic applications. We studied the
spin-polarization of surface- and quantum-well-
states of thin Bi films in (111) and (110) orienta-
tion, as well as the electronic structure of semi-
conducting ultrathin Bi films which allows the
prediction of quantum spin-Hall phases on a the-
oretical basis [1]. Comparison with experimental
data shows that a Rashba-type spin-splitting of
the surface states can also be observed in thin
Bi(111) films deposited on Si substrates [2].
Bulk Bi is a semimetal with large nuclear number,
leading to strong spin-orbit coupling effects. The sur-
faces of bismuth are metallic due to prominent sur-
face states, which show a pronounced Rashba-type
spin-splitting. Based on density functional theory cal-
culations we studied thin (1−6 bilayers) films in (111)
and (110) orientation. Due to the different coordina-
tion of the surface atoms in these two cases, a large
variation of the conducting properties of the films is
found, ranging from small-bandgap semiconducting
to semimetallic and metallic [3]. Experimentally, ultra-
thin Bi films can be prepared on Si(111) substrates,
which are electronically almost decoupled from the
substrate [4]. On the surfaces of these films, surface
states can be observed (Fig.1), which can be consid-
ered to form a two-dimensional electron gas (2DEG).
Due to relativistic effects, an electric field E (e.g., the
potential gradient normal to the surface) is seen by
the moving electrons of the 2DEG as a magnetic field
that couples to the spin of the electron. This leads to
a spin-splitting of the surface states, caused by what
is known as Rashba effect in the field of semicon-
ductor spintronics. The Hamiltonian describing this
coupling is
HR = αR(|E|)σ · (k‖ × eˆz) (1)
where k‖ = (kx, ky, 0) characterizes the crystal mo-
mentum of a surface electron, σ are the Pauli ma-
trices and eˆz = (0, 0, 1). αR is called the Rashba
parameter.
Surface states appear in the gaps of the projected
bulk bandstructure. Since they cannot couple to the
FIG. 1: Electronic structure of a 10 bilayer Bi(111) film:
the bulk-projected bands are shown as black lines, in the
gaps of the bulk bandstructure surface states evolve. Their
spin-orientation on one side of the film is indicated by red
and blue circles. The strength of the spin-polarization is re-
flected by the size of the circles. The gray symbols indicate
the electronic states of the film.
bulk states, they are localized in a few topmost lay-
ers of the crystal. In the case of a semimetal, where
the bulk density of states at the Fermi level is (al-
most) zero, metallic surface states are the only avail-
able charge carriers at small bias voltages. Due to
the strong Rashba-type spin splitting on the hexago-
nal Bi(111) surface, significant spin-accumulation ef-
fects can arise when a bias is applied. This intrin-
sic spin-Hall effect can be simulated for four-terminal
nanostructure samples on the basis of the Landauer-
Keldysh formalism, with a tight-binding Hamiltionian
adapted to simulate the surface bandstructure ob-
tained by density functional theory. Assuming that
only nearest-neighbor hopping contributes to the
transport properties, the Bi(111) surface can be sub-
stituted by a bilayer, where the atoms connect to form
a buckled honeycomb-lattice. In contrast to semicon-
ductor heterostructures, where the spin-precession
lengths are in the order of several hundred nanome-
ters, in Bi(111) the spin-precession length is about
4nm, which causes complicated spin- and charge ac-
cumulation patterns [5]. Additionally, these effects
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depend on the direction of conductance as well as
on the applied bias voltage.
The situation is different in the case of thin films:
since a symmetric film has two equivalent surfaces
with opposite E, the bandstructure of these films will
show Kramers degenerate bands. Nevertheless, on
a particular side of the film a definite spin-orientation
can be observed, as shown in Fig.1. Depending on
the extent of the localization, in a thin film a coupling
between the surface states on both sides of the film
cannot be avoided, and the spin-polarization can be
reduced. Such a k‖ dependent variation of the spin-
polarization has indeed been observed experimen-
tally [2]. This reduction of spin-polarization can also
be seen from the size of the symbols in Fig.1, that
decreases as the surface state approaches the bulk-
projected bands at the edge of the Brillouin-zone (M-
point). In the case of a quantum-well state, which
extends through the whole film, no effective E arises
and the spin-polarization is lost. Therefore quantum-
well states, as can be observed in the vicinity of the
borders of the Brillouin-zone (M-point in Fig.1), show
no Rashba-type spin splitting. Experimentally, these
quantum-well states have been observed in films up
to 17 bilayer thickness [4], without any sign of a spin
splitting. This indicates also that the interaction of the
films with the Si(111) substrate is very weak, other-
wise the broken inversion symmetry (finite E) would
be observable in the bandstructure.
FIG. 2: Electronic structure for 1 and 3 bilayer Bi(111) films
(left) and for 2 and 4 bilayer Bi(110) films (right). Red dots
indicate states which have a significant weight in the vac-
uum region.
In ultrathin Bi films, the concept of surface state grad-
ually looses its meaning as the film thickness is re-
duced. Below a thickness of four bilayers Bi(111)
films get semiconducting (cf. left of Fig. 2). If the sym-
metry of the bands fulfills certain criteria, these ultra-
thin films can form a so-called spin-Hall phase [1].
In analogy to graphene-ribbons, stripes of these Bi
films can support edge-states which can carry spin-
currents. Edge-states of stripes can be considered
to be one-dimensional analoga of the surface states
that arise on both sides of a thin film.
Experimentally, very thin Bi films grow in black phos-
phorus (A17) structure, consisting of double-bilayers.
A single bilayer of this structure is quite similar to
the bilayers formed on the pseudocubic Bi(110) sur-
face. Only beyond six bilayer thickness, the Bi films
transform into the hexagonal Bi(111) films discussed
above. Therefore, we studied also the electronic
structure of ultrathin Bi(110) films, both in A7 (Bi) and
A17 structure. From our calculations and scanning
tunneling spectroscopy experiments it is evident that
A17 films are semimetallic, while Bi(111) films show
metallic surface states [6]. As can be seen from the
bandstructures in Fig. 2 (right), two and four bilayer
Bi(110) films are even semiconducting [3]. Another
interesting aspect of the Bi(110) bandstructures is the
avoided crossing of the bands at X1−Γ, which again
reminds of the graphene bandstructure with the well-
investigated Dirac point.
As a consequence of this large variety of conduct-
ing properties of thin Bi films and the fact that the
growth of Bi on semiconducting substrates is experi-
mentally well studied, these films are promising can-
didates for applications in the field of spintronics. Fur-
thermore, alloying Sb with Bi can be used to vary not
only the lattice parameter but also the spin-orbit cou-
pling strength and by doping with Sn it is possible to
tune the band-filling for specific needs. Further cal-
culations along these lines are in progress to stimu-
late and guide experimental efforts and to achieve a
deeper understanding of the properties of the elec-
tronic states arising at the surfaces and edges of
these materials.
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Prediction of High Curie Temperature in
bcc-Co and FeCo Alloys
M. Ležaic´, Ph. Mavropoulos, S. Blügel
IFF-1: Quantum Theory of Materials
In spintronics devices it is essential that the mag-
netic elements have a high Curie temperature,
TC, associated with the ferromagnetic phase
transition. A TC much higher than room temper-
ature, RT, guarantees low magnetic fluctuations
and better operational characteristics at RT. In
particular for magnetic tunnel junctions a high
TC ensures temperature stability of the tunnel-
ing magnetoresistance. We determine from first
principles the TC of Co, FeCo alloys, and Fe. For
bcc-Co, TC=1420 K is predicted. This would be
the highest TC among the Co phases, suggest-
ing that bcc-Co/MgO/bcc-Co tunnel junctions of-
fer high magnetoresistance ratios even at RT.
In the past few years we are witnessing a compelling
race of different research groups [1] hunting the
maximum tunneling magneto-resistance ratio (TMR)
of magnetic tunnel junctions [2] (MTJs). MTJs,
made of two ferromagnetic electrodes separated
by an insulating barrier, open vistas to a wide
field of technological applications, in particular in
non-volatile magnetic random access memory, or
new type of recording heads for ultrahigh-density
hard-disk drives. Recently, giant values of over
150% at RT have been experimentally achieved
for fully epitaxial MgO-based MTJs [1, 3]. Theory
predicts (at temperature T = 0) extremely high
TMR of over 1000% for Fe/MgO/Fe and even
higher for epitaxial bcc-Co/MgO/bcc-Co junctions
[2]. Bcc-Co is a metastable phase, which has been
successfully grown in contact with MgO, and epitaxial
bcc-Co/MgO/bcc-Co(100) MTJs have shown a high
TMR, unusually stable [3] with T .
In most MTJs there is a large difference of the TMR
between cryogenic and room temperature. The TMR
(relative change of resistance when the magnetic
leads are coupled either ferromagnetically or antifer-
romagnetically) depends on the details of the elec-
tronic structure; at T > 0, magnetic excitations mix
the two spin channels, decreasing the TMR. One can
infer that a high TC and spin stiffness entail a tem-
perature stability of the magnetic structure and of the
TMR. In this work [4] we investigate the Curie tem-
perature of bcc-Co and Fe1−xCox alloys concluding
that a high (calculated) [5] TC of bcc-Co is responsi-
ble for the temperature stability [3] of TMR in Fe/bcc-
Co/MgO/bcc-Co/Fe junctions.
For the calculation, ab initio total-energy results are
mapped to the classical Heisenberg model from
which TC is found by a Monte Carlo method. The
Hamiltonian reads
H = −
X
i,j ; i=j
Jij ei · ej . (1)
The exchange constants Jij between the magnetic
moments at sites i and j are related to the Green
function; ei is a unit vector along the moment of
atom i. For the ab initio calculations we employ the
Korringa-Kohn-Rostoker Green function method [6],
using the coherent potential approximation to treat
the disorder in Fe1−xCox. Our study includes Fe and
Co in bcc and tetragonalized (bct) phases (consider-
ing growth on MgO(001)), and FeCo alloys.
Our results are summarized in Table 1. A striking
effect is that the magnetization, exchange constants
and TC of Fe is very sensitive to structural changes,
e.g., tetragonalization or moderate volume change
(not shown here). This is in contrast to bcc Co and
FeCo alloys. Also, the magnetization and TC in-
crease with Co concentration, peaking at x = 0.5 and
x = 0.75, respectively. The change of the Fe proper-
ties upon increasing the Co concentration can be ex-
plained by observing that Fe progressively changes
character from a weak ferromagnet (both majority-
and minority-spin d-states, d↑ and d↓, are only partly
occupied for pure Fe) to a strong ferromagnet (d↑
states become fully occupied); Co itself is a strong
ferromagnet. As is long known [7], the average mo-
ment per unit cell, M , first rises upon alloying with
Co, due to the rapid increase of the Fe local moment,
then peaks and drops for higher Co content (because
of the comparatively lower Co moment).
In a weak ferromagnet the magnetic properties are
sensitive to structural perturbations because an ex-
tended part of the Fermi surface has d↑ and d↓ char-
acter, allowing for d↑-d↓ charge transfer upon the
structural perturbation. Such transfer can affect the
local moment, but even more the spin susceptibility
(and exchange constants Jij) which is sensitive to
d↑-d↓ Fermi-surface crossing because of virtual d↑-
d↓ spin-flip excitations. In strong ferromagnets (Co
or FeCo alloys), this mechanism becomes inert be-
cause the d↑ band is fully occupied, well under EF .
Thus the Jij are more stable in Co and FeCo alloys.
We proceed to the discussion of TC by introducing
the coefficient J0 =
P
i=0 J0i, corresponding to the
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FIG. 1: Density of states (black line) and mean-field ordering temperature (red line) for bcc Fe (a) and bcc Co (b).
Alloy (c/a) MFe MCo M Mexp[7] JFe−Fe1 J
Co−Co
1 J
Fe−Co
1 TC
Fe bcc 2.107 − 2.107 2.22 17.45 − − 970
Fe bct (0.909) 2.321 − 2.321 − 12.71 − − 750
Fe0.75Co0.25 (dis.) 2.421 1.785 2.263 2.45 25.80 24.54 31.78 1390
Fe0.50Co0.50 (dis.) 2.523 1.778 2.151 2.35 28.55 22.05 30.76 1600
FeCo (ord.) 2.729 1.727 2.228 2.42 − − 28.84 1660
Fe0.25Co0.75 (dis.) 2.560 1.759 1.959 − 26.64 20.01 28.33 1520
Co bcc − 1.751 1.751 − − 18.48 − 1420
Co bct (0.857) − 1.740 1.740 − − 16.76 − 1380
Co fcc − 1.646 1.646 − − 13.82 − 1280
TAB. 1: Calculated magnetic moments (µB), first-neighbor exchange constants J1 (meV), and TC (K) of bcc disordered
(dis.) and ordered (ord.) FeCo alloys, bcc and bct Fe and Co, and fcc Co. For the bct structures, the in-plane lattice constant
was adapted to MgO and c/a was relaxed. Experimental values are [5]: bcc Fe: TC = 1043 K; fcc Co: TC = 1403 K.
band-energy cost for flipping the magnetic moment
of a single atom, reflecting a “single-site spin stiff-
ness”. It is related to the mean-field Curie temper-
ature via kBTMFC = 2J0/3 (kB is Boltzmann’s con-
stant). (Mean-field theory overestimates TC, but it is
a useful tool for trends analysis.) By treating EF as
a parameter, we calculate TMFC (E) as a function of
band filling; in this way we see the individual contri-
bution of the states at each energy to the exchange
interactions. In Fig. 1 we show TMFC (E), together with
the density of states, for bcc Fe and Co. The negative
values of TMFC (E) indicate an antiferromagnetic cou-
pling, known from Cr. At higher energies the double-
exchange mechanism sets in and TMFC (E) obtains
strong positive contributions as E crosses the final
part of the d↑ states and the anti-bonding d↓ states.
Finally it drops to zero once the d↓ states are filled.
In Fe, EF is located at a steep, ascending point of
TMFC (E), before the maximum. Thus small structural
perturbations result in band shifts with a strong influ-
ence on the TC of Fe, as seen in Table 1. For Co,
TMFC (E) is descending at EF , but is not as steep as
for Fe. From this argument, Co is expected to have a
higher and more robust TC than Fe. In a FeCo alloy
EF is in-between, at the maximum of TMFC (E); then
one expects the highest and most robust TC.
In conclusion, ferromagnetism is found to be more
robust in bcc Co than in bcc Fe. The TC of bcc Co
is calculated to be the highest among all Co phases,
and stable with respect to structural changes, even
in tetragonalized structures. This is advantageous
in the temperature dependent TMR of Co/MgO/Co
MTJs compared to Fe/MgO/Fe, as observed in ex-
periments [3]. We suggest FeCo/bcc-Co/MgO/bcc-
Co/FeCo(100) as an ideal junction for high TMR at
RT. The reasons for this are: (i) FeCo has the highest
TC and is thus an ideal back-lead. (ii) The TC of bcc-
Co is very high, promising lower magnetic fluctua-
tions at the interface. (iii) Epitaxial bcc-Co/MgO(100)
interfaces present excellent coherent transport prop-
erties [2] unlike a possibly disordered FeCo/MgO in-
terface. We conclude that, at RT, the suggested
junction has a higher TMR than Fe/MgO/Fe(100) or
Fe/bcc-Co/MgO/bcc-Co/Fe(100).
[1] S.S.P. Parkin et al., Nature Materials 3, 862 (2004);
S. Yuasa et al., Nature Materials 3, 868 (2004).
[2] E.Y. Tsymbal, O.N. Mryasov, and P.R. LeClair, J. Phys.:
Condens. Matter 15, R109 (2003); X.G. Zhang and
W.H. Butler, Phys. Rev. B 70, 172407 (2005).
[3] S. Yuasa et al., Appl. Phys. Lett. 89, 042505 (2006).
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Lett. 90, 082504 (2007).
[5] TC cannot be measured for bcc Fe1−xCox at high x,
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//olymp.cup.uni-muenchen.de/ak/ebert/SPR-TB-KKR
[7] R.M. Bozorth, Ferromagnetism, Van Nostrand, New
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Large Inverse TMR in Co2Cr0.6Fe0.4Al
Based Magnetic Tunnel Junctions
A. D. Rata, H. Braak, D. E. Bürgler, C. M. Schneider
IFF-9: Electronic Properties
CNI: Center of Nanoelectronic Systems for Information Technology
Magnetic tunnel junctions based on the Heusler
alloy Co2Cr0.6Fe0.4Al and MgO barriers fabri-
cated by magnetron sputtering exhibit a large
inverse tunneling magnetoresistance (TMR) ef-
fect of up to −66% at room temperature. The
largest value of −84% at 20K reflects a rather
weak influence of temperature. The dependence
on the voltage drop shows an unusual behav-
ior with two almost symmetric peaks at ±600mV
with large inverse TMR ratios and small positive
values around zero bias. These results are of
high relevance for applications, as they combine
a large TMR ratio at a high output voltage with a
moderate temperature dependence.
The tunnel magnetoresistance effect (TMR) is sub-
ject of intense research due to its potential for spin-
tronic applications. The aim is to achieve a large
TMR ratio at practical output voltages in combina-
tion with a weak temperature dependence. A promis-
ing strategy for obtaining large TMR effects is to use
ferromagnetic (FM) electrodes with an intrinsically
high spin polarization, such as half-metallic ferromag-
nets featuring 100% spin polarization of the carri-
ers. Among the vast family of the half-metallic fer-
romagnets, the Heusler alloys are promising candi-
dates due to their high Curie temperatures well above
300 K. In the last years, experimental efforts were
concentrated on improving the structure of Heusler
thin films and the properties of the interface between
the Heusler electrode and the oxide barrier. Rela-
tively high TMR ratios up to 90% at room tempera-
ture (RT) have been obtained using Co-based full-
Heusler alloy thin films, in particular Co2Cr0.6Fe0.4Al
(CCFA) [1]. Here we report on large inverse TMR
values obtained from CCFA/MgO/Co80Fe20 magnetic
tunnel junctions (MTJ) [2].
Details on the preparation and characterization of
Co2Cr0.6Fe0.4Al (CCFA) Heusler thin films have been
published elsewhere [2, 3]. In contrast to previous re-
ports about the growth of CCFA films on MgO(001)
substrates[1, 4], our CCFA films are grown at RT and
adopt a different crystalline orientation with respect to
the MgO(001) substrate [3]. The [011] direction of the
CCFA films is parallel to [001] of the MgO(001) sub-
strate. The CCFA films have the B2 structure, since
the (111) reflection is absent in the X-ray diffraction
patterns. Magnetization measurements of extended
CCFA films reveal ferromagnetic ordering with Curie
temperatures up to 630K after annealing in vacuum
at 773K. The total magnetic moment found is about
2.5µB per formula unit (f.u.). This value is small com-
pared to the theoretical bulk value of 3.8µB /f.u., but
still comparable to the moments reported in Ref. [4]
for films grown at elevated temperature.
MTJs are prepared by magnetron sputtering at RT
without breaking the vacuum with the layer sequence
MgO(100) / MgO(40 nm) / CCFA(25 nm) / MgO(3 nm)
/ Co80Fe20(5 nm) / IrMn(15 nm). A 40 nm-thick MgO
seed layer is deposited on the MgO substrate to
improve the texture of the CCFA electrode. CCFA
and MgO are deposited by DC and RF stimulated
discharge, respectively, from stoichiometric targets.
The completed stack is annealed in-situ for 1 hour at
523 K in order to improve the interface quality.
Junctions with an area from 3 × 3 up to 15 ×
15 µm2 with cross-bar electrodes are patterned
for magnetotransport measurements in the current-
perpendicular-plane (CPP) geometry by optical
lithography. The transport measurements are per-
formed with a DC setup in the standard 4-point geom-
etry using a constant current source. I − V charac-
teristics measured at RT in zero field show nonlinear,
i.e. non-Ohmic behavior.
FIG. 1: TMR curve of a CCFA(25 nm)/MgO(3 nm)/
Co80Fe20(5 nm) MTJ measured at RT.
In Fig. 1 we present a magnetoresistance curve
measured at RT on a CCFA/MgO/Co80Fe20 MTJ
deposited on MgO(100) substrates with a 40 nm-
thick MgO seed layer. Obviously, we observe an
inverse TMR effect. The TMR ratio defined as
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TMR = (RAP −RP )/RAP , where RAP is the small-
est resistance value in the antiparallel magnetization
configuration and RP denotes the highest resistance
in the saturated state, reaches −66%. This TMR
value at RT is relatively large for structures compris-
ing a FM Heusler electrode. The bell-shaped MR
curve depicted in Fig. 1 suggests a noncollinear ori-
entation of the layers magnetizations for H = 0 due
to magnetic coupling of the two FM layers (arrows in
Fig. 1). This is also confirmed by SQUID measure-
ments, where independent switching of the two elec-
trodes is found to be hindered. Antiferromagnetic,
Néel-type and biquadratic coupling due to interface
roughness are the most likely coupling mechanisms.
FIG. 2: Normalized TMR ratio of a CCFA(25 nm)/
MgO(3 nm)/Co80Fe20(5 nm) MTJ as a function of the volt-
age drop ∆V across the junction measured at RT.
Figure 2 shows the typical dependence of the TMR
ratio on the voltage drop ∆V across the MTJ mea-
sured in the parallel configuration at H = ±1T. ∆V is
experimentally controlled by varying the current bias
supplied by the constant current source and is de-
fined with respect to the Co80Fe20 electrode (see in-
set of Fig. 2).
FIG. 3: Temperature dependence of the TMR ratio
for a CCFA(25 nm)/MgO(3 nm)/Co80Fe20(5 nm) MTJ at
∆V = +600mV. Inset: Schematic spin-split DOS of CCFA.
In Fig. 3 we plot the temperature dependence of the
TMR ratio measured at ∆V = +600mV. In con-
trast to MTJs with other Heusler electrodes, our MTJs
show only a moderate temperature dependence. The
TMR ratio increases from −66% at RT to −84% upon
cooling down to 20K. Similar behavior was reported
in Ref. [5] for fully epitaxial CCFA/MgO/CoFe MTJs.
The most striking features of our results are (i) the
dominant large inverse TMR, (ii) its strong depen-
dence on the voltage drop ∆V , and (iii) the weak
temperature dependence. The strong variation of the
TMR ratio with the voltage drop, which clearly devi-
ates from the usually found cusp-like behavior, and
the weak temperature dependence suggest a strong
influence of the DOS on the TMR. In the framework
of Jullière’s model, the TMR ratio can only be nega-
tive when the effective spin polarizations PL and PR
on the left and right side of the barrier, respectively,
are of opposite sign. Sharp features in the spin-split
DOS of the electrodes give rise to a bias dependence
of the effective polarizations and thus the TMR ra-
tio. The nature of the bonding at the ferromagnet-
insulator interface can influence the character of the
tunnelling electrons and thus both size and sign of
the effective polarization. Due to the preferential
(110) orientation of our CCFA films, the bonding at
the CCFA/MgO interface in our TMR structures is sig-
nificantly different from the commonly found (100) ori-
entation. The related differences in the band struc-
tures could be the reason for the inverse TMR ra-
tios for certain ∆V in our experiment. Assuming that
CCFA shows much sharper features in the spin-split
DOS than Co80Fe20, e.g. due to a (pseudo-) gap
and band edges, the data in Fig. 2 can be qualita-
tively explained by the schematic spin-split DOS of
CCFA in the inset of Fig. 3. The large interval of 300-
400mV between the Fermi level and the onsets of the
peaks in the model DOS of CCFA explains the much
weaker temperature dependence than found for other
systems.
In conclusion, we observed a large inverse TMR
effect in magnetron sputtered CCFA/MgO/Co80Fe20
MTJs at RT. The TMR ratio shows an unusual depen-
dence on the voltage drop ∆V across the structure
with large negative values of up to −66% at ∆V =
±600mV and small positive values around zero bias.
The temperature dependence is moderate with an in-
crease from −66% to −84% (∆V = +600mV) upon
cooling from RT to 20K. We proposed that these
findings are related to density-of-states effects of the
CCFA electrode or the CCFA/MgO interface. From
the application point of view, our results are of high
relevance, as they combine a large TMR ratio at a
relatively high output voltage with a moderate tem-
perature dependence.
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Electric Switching of Magnetic Vortex
Cores in Nanodisks
Y. Liu, S. Gliga, R. Hertel, C. M. Schneider
IFF-9: Electronic Properties
The planar vortex structure is a fundamental mi-
croscopic arrangement of the magnetization in
sub-micron sized soft-magnetic ferromagnets. Its
particular dynamic and static properties have
triggered a large amount of interest in the last
years. In particular, the vortex core – a thermally
very stable, tiny region of only about 10 nm size
in which the magnetization points perpendicular
to the plane – exhibits a perfect bistable behavior,
which makes them interesting candidates for bi-
nary data storage. Recently, a simple method to
switch these vortex cores by means of in-plane
magnetic fields has been demonstrated. Using
micromagnetic simulations, we have investigated
the influence of electrical current pulses on the
magnetic vortex structure of a 200 nm Permal-
loy disk. Our simulations predict that a con-
trolled switching of the vortex core can be ob-
tained by applying suitably shaped electric cur-
rent pulses, inducing a rapid switching of the vor-
tex core. Compared with the previously known
field-induced switching, the electrical route in-
troduces the technologically appealing possibil-
ity to integrate vortices in electronic circuits and
to address single nanomagnets within dense ar-
rays.
In order to store information using a vortex core,
mechanisms for a controlled switching of its orien-
tation are required. Recently, it has been experi-
mentally demonstrated that the vortex core could be
switched by means of sinusoidal low field pulses ap-
plied in the plane of the sample [1]. In this case, the
gyrotropic resonance was exploited: a low-frequency
mode where the vortex rotates around its equilibrium
position at sub-gigahertz frequency. In practice, the
switching time can be defined as the time between
the application of the field and the completion of the
core switch. In this sense, the switching time of this
resonant scheme is of the order of nanoseconds.
Based on micromagnetic simulations, we have pro-
posed a faster route to achieve the core reversal [2].
In this case, which does not use the gyrotropic res-
onance, the reversal is induced by a suitably shaped
unipolar in-plane magnetic field pulse only a few pi-
coseconds long. The switching of a vortex core by
means of a magnetic field however presents a prob-
lem in terms of applicability: The lack of selectivity
of individual elements. Reliably addressing a single
nanodisk inside a dense array is very difficult using
external fields. By means of advanced simulation
techniques we found a new, fast and simple method
to switch magnetic vortex cores by applying short
electric current pulses, only one hundred picosec-
onds long [3]. The electric current pulse is applied
in the plane of the element. We thus show that a fast
toggle core switching mechanism can be triggered in
a relatively simple way which is compatible with inte-
grated circuits, thereby solving the issue of selectivity.
The study was performed using micromagnetic finite-
element simulations based on the Landau-Lifshitz-
Gilbert equation. We extended our micromagnetic
code used in previous simulations [2] to consider the
effect of the spin torque exerted by an electric cur-
rent flowing through the sample. As a model sys-
tem, we consider a disk-shaped Permalloy (Py) sam-
ple of d = 200nm diameter and t = 20nm thickness.
The sample was discretized into ca. 216,000 irregu-
lar tetrahedral elements, corresponding to a cell size
of about 3 nm. A homogeneous current density dis-
tribution was assumed.
The current-induced vortex core reversal was stud-
ied for short Gaussian-shaped current pulses (σ =
100ps) of varying strengths. To obtain a core re-
versal, we found that for the considered sample the
amplitude of these pulses must exceed a minimum
value of j=6.7·1012A/m2. Although such a high cur-
rent density might endanger the structural stability of
the sample if it was applied continuously, the dam-
aging effects of the current should be small in the
present case where only ultrashort pulses are used.
A typical example of the vortex core reversal process
is shown in Fig. 1, starting with a vortex whose core is
pointing in the positive z-direction. Interestingly, the
micromagnetic processes leading to the vortex core
reversal with current pulses are identical to the ones
we had previously found for magnetic field pulses [2].
To describe these processes in detail, we used an
isosurface representation which precisely highlights
the position of the vortex core. The core is located
at the intersection of the mx = 0 and my = 0 iso-
surfaces, i.e where the transverse component of the
magnetization is maximal (mz = ±1). As a result
of the current flowing through the sample, the vortex
structure is first heavily distorted and a pronounced
out-of-plane “dip” in the magnetization is formed near
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FIG. 1: Current-induced vortex core reversal in a Py nanodisk of 200 nm in diameter and 20 nm thickness. A Gaussian
current pulse is applied in the sample plane with a strength of 7.4·1012 A/m2 and a width σ = 100 ps. The magnetic vortex
structure at equilibrium is shown on the left. In the three frames on the right, the evolution of the magnetization is shown for
a small region around the vortex core, where a vortex-antivortex pair nucleates. As the vortex is shifted in the direction of the
electron flow prior to the pair creation, these frames are not taken in the same areas of the sample. The arrows represent
the in-plane magnetization direction, while the color code displays the z component of the magnetization. The blue and red
ribbons are the mx = 0 and my = 0 isosurfaces, respectively. The time is measured from the moment the pulse is applied.
the vortex core. About 460 ps after the application of
the pulse, the increasing distortion leads to the cre-
ation of a vortex-antivortex pair, which can unambigu-
ously be recognized by the two additional crossings
of the mx = 0 and my = 0 isosurfaces. Both cores of
the new pair are pointing in the opposite z-direction of
the initial core [2]. The newly formed antivortex and
the oppositely polarized initial vortex subsequently
annihilate [4]. The latter subprocess unfolds over ap-
proximately 10 ps and leaves a single vortex core,
which is oppositely polarized with respect to the ini-
tial one. The formation of vortex-antivortex pairs after
application of short current pulses is consistent with
recent experimental observations by Kläui et al. [5].
By increasing the pulse strength, it is possible to pro-
duce multiple switches. Multiple switches are a re-
peated series of vortex-antivortex pair creation and
annihilation processes. The diagram in Fig. 2 shows
the number of core switches as a function of the
applied current’s strength. Clear thresholds are ob-
served. While the core reversal mechanism is medi-
ated by the formation of a vortex-antivortex pair, it is
the annihilation process which leaves the vortex with
an oppositely-polarized core. As we demonstrated in
Ref. [4], such an annihilation process is connected
with a magnetic singularity (Bloch point). Since the
energy of formation of a Bloch point is uniquely a
function of the exchange constant, the annihilation
(and thus the core reversal) process can only occur
at specific energy values, resulting in the observed
steps. A double core switching is obtained with cur-
rent pulses of about 8.5·1012 A/m2, while triple and
quadruple switches occur with pulses of 10·1012 A/m2
and 11·1012 A/m2, respectively. Ultimately, for very
large currents (above 20·1012 A/m2), the vortex core
is expelled from the sample.
In conclusion, we have presented the possibility of
reversing the polarization of a magnetic vortex core
using short current pulses. The magnetization re-
versal process, which consists of a complicated se-
quence of vortex-antivortex pair creation and annihi-
lation events, unfolds on a time scale of ca. 40 ps,
i.e. shorter than the duration of the pulses applied
FIG. 2: Number of times the vortex core switches as a
function of the applied current density.
in this study. Further investigations are required to
explore the limits of the operational range for a con-
trolled, single toggle switching in terms of pulse dura-
tion and pulse strength, and to determine how short
a current pulse can be to trigger a vortex core rever-
sal. The current-induced vortex core reversal opens
the possibility of addressing individual magnetic ele-
ments in a vortex state within an array of nanoele-
ments. This feature could make vortex cores inter-
esting candidates for data storage purposes in future
devices.
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Asymmetric Spin-Transfer Torque in
Single-Crystalline Fe/Ag/Fe Nanopillars
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CNI: Center of Nanoelectronic Systems for Information Technology
We investigate current-perpendicular-plane gi-
ant magnetoresistance (CPP-GMR) and current-
induced magnetization switching in single-
crystalline Fe/Ag/Fe nanopillars of 70nm diame-
ter. The interplay between the in-plane, fourfold
magnetocrystalline anisotropy of the Fe(001) lay-
ers and the spin-transfer torque (STT) gives rise
to a two-step switching behavior, which allows an
investigation of the angular dependences of CPP-
GMR and STT. The results are compared to a the-
oretical model and contribute to a more funda-
mental understanding of spin-dependent trans-
port in layered, magnetic nanostructures.
Spin-transfer torque (STT) and its effects of switching
the magnetization or exciting steady-state magne-
tization precessional motions in nanometer-sized
magnetic elements attracted a lot of interest since
their prediction in 1996. These effects have been
demonstrated experimentally and the understanding
of STT-driven magnetization dynamics has grown
quickly. However, there is still a lack of understand-
ing of the microscopic origin of the STT. We use
single-crystalline nanomagnets to gain further insight
[1].
Giant magnetoresistance (GMR) and STT are two
characteristic magnetotransport phenomena occur-
ring in layered systems consisting of two ferromag-
netic (FM) layers separated by a nonmagnetic (NM)
interlayer. The common cause for these effects is
the fact that the current passing through these layers
is spin-polarized. There are two mechanisms giving
rise to a spin polarization of the current: (i) The nat-
ural spin polarization of the charge carriers in a FM,
caused by the imbalance of spin-up and spin-down
density-of-states at the Fermi level and (ii) a gradi-
ent of the spin accumulation in the NM. For symmet-
ric systems Slonczewski’s unified theory [2] for GMR
and STT yields for the angular dependences of the
GMR r(ϑ) and the STT τ(ϑ):
r(ϑ) = R(ϑ)−R(0
◦)
R(180◦)−R(0◦) =
1−cos2(ϑ/2)
1+χ cos2(ϑ/2)
(1)
τ(ϑ) = IPΛ
4Ae
sin(ϑ)
Λ cos2(ϑ/2)+Λ−1 sin2(ϑ/2) (2)
Λ2 = χ + 1 = AGR
++R−
2
. (3)
R(ϑ) is the dependence of the resistance on
ϑ, G the conductance of the interlayer, A the
crossectional area of the nanopillar, R+(−) the to-
tal (interface and bulk) resistance for spin-up (spin-
down) electrons for one side of the system, and
P = (R− −R+)/(R− + R+) is the spin polarization.
The parameter Λ (or χ) is a measure for the devia-
tion from the symmetric behavior, which is given by
Λ = 1. In Fig. 1 we plot r(ϑ) and τ(ϑ) for various val-
ues of Λ. The green dotted lines for Λ = 1 represent
the symmetric case. In most cases an asymmetric
behavior of both GMR and STT is theoretically ex-
pected, but has so far never been observed.
FIG. 1: (a) r(ϑ) and (b) τ(ϑ) for three different Λ values ac-
cording to Eqs. (1)-(3). The green line shows the symmetric
behavior. The blue line results from our GMR data and the
red line from our experimental ratio Ic2/Ic1.
A layer stack of 1 nm Fe, 150 nm Ag, 20 nm Fe (fixed
FM), 6 nm Ag (NM), 2 nm Fe (free FM), and 50nm
Au is grown by molecular beam epitaxy onto an an-
nealed GaAs(100) substrate. The free FM is struc-
tured into circular nanopillars with diameters of 70 nm
by a combination of optical and e-beam lithography
and ion beam etching. The 150 nm Ag buffer layer
acts as bottom electrode and a bilayer of 5 nm Ti and
200 nm Au is finally evaporated onto the stack as a
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top electrode (inset of Fig. 3). Preparation and fabri-
cation procedures are described in Refs. [1, 3].
Figure 2 shows the CPP-GMR loop for the field ap-
plied along a hard axis of the Fe layers. The maxi-
mum GMR value amounts to 3.3%. The curves can
be well reproduced by Stoner-Wohlfarth fits (red sym-
bols), which reveal the details of the remagnetiza-
tion process. An interesting situation occurs at 0mT,
where the two magnetizations rest in two different
easy axes of the four-fold crystalline anisotropy of the
Fe layers and, thus, include an angle of 90◦.
FIG. 2: CPP-GMR data (blue) measured at 5K with the
magnetic field applied along a hard axis of the single-
crystalline Fe layers. Red symbols are solutions of Stoner-
Wohlfarth fits. The edges of the squares indicate the mag-
netic easy axis of the Fe layers and the black (red) arrow
the magnetization direction of the fixed (free) layer.
For the standard angular dependence of the GMR,
r(ϑ) = sin2(ϑ/2), r(90◦) would be 0.5. Instead in
Fig. 2 we find a much lower value of 0.3. This devia-
tion originates from spin accumulation at the FM/NM
interfaces and yields according to Eqs. (1) and (3) an
asymmetry parameter ΛGMR = 1.6± 0.03.
Figure 3 shows a dc current loop taken at an ap-
plied magnetic field of 5.6mT parallel to a hard axis.
Two switching processes can be distinguished upon
increasing the current. The first one at +5.8mA
leads to an intermediate resistive state, the second
at +7.3mA to a high resistive state. When the cur-
rent decreases the system falls back to the interme-
diate resistive level at +1.9mA and to the low resistive
level at -2.1mA. The intermediate resistive level is as-
signed to a perpendicular alignment of the two mag-
netizations stabilized by the crystalline anisotropy.
Obviously, the magnetization switches in two steps
from the parallel to the antiparallel alignment via an
intermediate 90◦ state. In the following Ic1 (Ic2) de-
notes the critical current for switching from 0◦ to 90◦
(90◦ to 180◦). The behavior in Fig. 3 is representative
for magnetic fields of nearly any orientation, but with
a magnitude well below the coercive field of the free
layer. Under these conditions the anisotropy domi-
nates the switching process. The first critical current
value Ic1 is reached, when the STT overcomes the
damping, which is proportional to the effective field
Heff = −dE/dM . In our case, the anisotropy is
the dominant contribution to Heff . The second crit-
ical current Ic2 is determined by the asymmetry of
the STT with respect to ϑ = 90◦. As confirmed by
simulations for this starting condition, a current ex-
cites a small-angle precession of the magnetization
of the free layer around the easy axis at ϑ = 90◦.
In this geometry, however, the precession is damped
by the STT for one part of the precession trajectory
with ϑ < 90◦, because then STT and damping are
parallel and point towards the easy axis. For other
parts of the trajectory with ϑ > 90◦ the two contribu-
tions are opposing each other and the STT acts as
an excitation.
FIG. 3: Two-step current-induced switching of the free layer
magnetization at 5K. Ic1 and Ic2 denote the critical currents
for the switching from parallel to perpendicular and from
perpendicular to antiparallel alignment, respectively. Inset:
Schematic sample structure.
The asymmetry of the STT favors excitation over
damping. The stronger the asymmetry the lower Ic2.
In the symmetric case, Ic2 becomes very large, be-
cause the damping and exciting torques along the
precession trajectory largely compensate each other.
The experiment yields a ratio Ic1/Ic2 ≈ 1.25. We
compare this ratio to results of macrospin simulations
because it excludes uncertainties in nanopillar size,
anisotropy constant, damping parameter α, or polar-
ization P . We find that we have to increase ΛSTT in
the simulations to ΛSTT = 3.4 in order to obtain good
agreement between experiment and simulation. This
value is also in accordance with the theoretical value
Λ = 4 calculated by Eq. (3) using material specific
parameters [4, 5].
In conclusion, the angular variation of both CPP-
GMR and the critical current density for current in-
duced magnetization switching in single-crystalline
Fe/Ag/Fe nanopillars are asymmetric. This feature
has been predicted by theory [2], but has not been
observed so far. Our work confirms the importance
of spin accumulation for GMR and STT.
[1] R. Lehndorff, D. E. Bürgler, A. Kákay, R. Hertel, and
C. M. Schneider. Phys. Rev. B 76, 214420 (2007).
[2] J. C. Slonczewski. J. Magn. Magn. Mater. 247, 324
(2002).
[3] H. Dassow, R. Lehndorff, D. E. Bürgler, M. Buchmeier,
P. A. Grünberg, C. M. Schneider, and A. van der Hart.
Appl. Phys. Lett. 89, 222511 (2006).
[4] J. J. Paggel, T. Miller, and T.-C. Chiang. Phys. Rev.
Lett. 83 (1999).
[5] M. D. Stiles and D. R. Penn. Phys. Rev. B 61, 3200
(2000).
IT/Nano • IFF Scientific Report 2007
146 I 147
Photon-Assisted Tunneling in a Carbon
Nanotube Quantum Dot
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Electronic devices become smaller and smaller.
Silicon based technology as we know it today will
reach its limit within the next decade. To go be-
yond this limit, we investigate new materials and
methods for information processing. In this con-
text, we are interested in the transport properties
of carbon nanotubes, which are ideal one dimen-
sional ballistic conductors. Electron spins in car-
bon nanotubes (CNTs) are expected to have long
relaxation times due to the small spin-orbit cou-
pling and the possible absence of nuclear spins.
This could make CNT quantum dots very suitable
candidates for a solid state quantum computing
system [1]. We study photon-assisted tunneling
(PAT) in a CNT quantum dot under microwave ir-
radation (20 to 60 GHz) as a first step towards
high-frequency control over such a spin qubit.
FIG. 1: Schematic layout of the device with low temperature
bias-tee and AFM picture of a similar device as the one used
for the experiments discussed here. The actual device has
a total nanotube length of 940 nm between the Al contacts.
The side gate (sg), which is flanked by two guard electrodes
(g), has a width of 410 nm, and its distance to the CNT is
about 200 nm.
Single-walled carbon nanotubes (SWCNTs) are
grown using chemical vapor deposition (CVD) on
a patterned Si/SiO2 substrate. The quantum dot
is formed between Aluminum source/drain contacts,
and the potential can be tuned using an Aluminum
side-gate (see Fig.1). The low work function of Alu-
minum ensures high tunnel barriers at low tempera-
tures. We achieved tunneling rates Γ << hν, with
ν the frequency of the rf signal, which allows us to
clearly resolve the microwave-induced side peaks [2].
All measurements are performed at the base temper-
ature of a dilution refrigerator. The high-frequency
signal and dc gate voltage are added with a bias-
tee at base temperature (∼25 mK), and applied to
the side gate. Two guard electrodes surrounding it
are set to ground and suppress the capacitive cou-
pling of the side gate to source and drain contacts.
Fig.2 shows measurements of current versus gate
voltage of the unperturbed Coulomb peak (dashed
curve) and the peak splitting under high-frequency ir-
radiation. As expected, the total splitting between the
extra resonances in the current is 2hν and increases
linearly with frequency. The insets of Fig.2 describe
the PAT processes of a single-level system for the left
and right side peak, respectively. Left of the main
Coulomb resonance, when the quantum dot is in its
N electron state and the electrochemical potential of
the N ↔ N + 1 resonance is above the bias win-
dow, an electron in the left lead can absorb a photon
and tunnel onto the dot. This electron can then leave
the dot to both sides with the same probability, but it
contributes to the current only if it tunnels to the right
lead. This process is frequency dependent, because
as soon as an electron from the right lead can also
absorb a photon and tunnel onto the dot, the net cur-
rent from these two processes will be zero. To the
right of the main resonance, the quantum dot is in its
N + 1 stable state and an electron on the dot can
absorb a photon and tunnel out to the right lead. An
electron can then enter from the Fermi sea of either
of the leads and refill the level, but it contributes to
the current only when entering from the left.
We then perform excited-state spectroscopy with PAT
in order to study the frequency independent peaks at
different microwave power and ν = 40.8 GHz. These
peaks, at positions bc = -83(7) µeV and ad= 70(7)
µeV relative to the Coulomb peak ac, have their ori-
gin in tunneling through excited states initiated by a
PAT process and are more apparent at high power
while the main resonance decreases. Similar behav-
ior has been observed in GaAs dots. We emphasize,
however, that the PAT-induced excited state peak de-
noted here as bc has not been reported before, to
the best of our knowledge. At the ad peak tunneling
occurs between the N electron ground state and an
N+1 excited state, in case of the bc peak, tunneling
occurs between an N-electron excited state and the
N+1 ground state.
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FIG. 2: Photon-assisted tunneling at different frequencies;
ac source voltage amplitude Vac = 71 mV (-10 dBm), bias
voltage VSD = 50 µeV. The dc side gate voltage VSG is
swept from 266.4 mV to 300 mV, and converted to an en-
ergy scale in GHz, using a conversion factor for the gate
voltage to energy of Cg/CΣ ∼ 0.03. The Coulomb peak
measured without rf irradiation (dashed curve) is compared
to the traces with rf irradiation. The insets describe the ba-
sic PAT process below (left inset) and above (right inset)
the main resonance. The black straight lines are guides to
the eye for the one-photon satellites (solid) at positions±hν
away from the main Coulomb resonance, the two-photon
side peaks (dash-dotted), and a frequency independent ex-
cited state that is visible at higher frequencies (dotted).
For better understanding of the power dependence of
the excited states, we compare our data to the simu-
lation of a model system described in [3]. In Fig.3, we
compare the result of the simulation (solid lines) with
the data (markers). We find good agreement for the
main resonance (black), the bc peak (blue), and the
peak of ac + hν (green) assuming a small asymme-
try in the coupling of the microwaves α = eV
hν
to the
barriers (αl = 0.95αr). The functional dependence
of the peak ad (red) on the microwave power is the
same in the simulation as in the data. However, the
current is strongly enhanced compared to the simula-
tion. A similar behavior has been observed for GaAs
quantum dots as well and was explained by intra-dot
excitations [4].
These observations are the first steps towards high-
frequency control of carbon nanotube quantum dots,
which is vital for using spin in nanotubes for quantum
information processing.
FIG. 3: Comparison between measured current (markers)
and simulated current (solid line) for different peaks for dif-
ferents microwave power at ν = 40.8 GHz.
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We address the interplay of two quantum ef-
fects related to spin reversal in a single-molecule
magnet (SMM): intrinsic coherent tunneling of
the magnetization, involving a Berry phase, and
Kondo spin-screening induced by exchange in-
teraction with macroscopic electrodes. We show
that these effects leave a clear fingerprint in the
coherent electric transport through an individ-
ual molecular magnet when an external mag-
netic field is applied along different directions.
This allows the microscopic orientation of a SMM
in a transport junction to be identified from
magneto-transport measurements alone. This
is an issue central to the proposed applica-
tion of SMMs in single-molecule spintronics and
quantum-computation.
Single-molecule magnets (SMMs) exhibit interest-
ing mesoscopic quantum interference effects in spin
space [1]. In these molecules the substantial uni-
axial magnetic anisotropy tends to align the large
ground-state spin to a magnetic easy axis. Remark-
ably, for integer spin values S the magnetization di-
rection remains completely uncertain due to quantum
tunneling intrinsic to the SMM. This spin-tunneling is
generated by non-commuting transverse anisotropy
terms and reflects the microscopically reversible co-
herent magnetization dynamics. Associated with the
spin tunneling is a geometric- or Berry-phase which
is proportional to the magnetic flux enclosed by the
two interfering semi-classical trajectories along which
the spin can be reversed. This phase is revealed
when an external magnetic field is applied along the
magnetic hard axis of the molecule: the splitting of
the lowest two eigenstates then oscillates as func-
tion of the field strength. At special so-called diabol-
ical magnetic field values the spin-tunneling is even
completely quenched and the splitting vanishes. For
SMMs with a half-integer spin S these oscillations
also occur, but they are phase-shifted by π/2 i.e.
the magnetic states are Kramers-degenerate at zero
field. The experimental demonstration of these oscil-
lations for the Fe8-SMM with spin S = 10 in [2] has
been the most compelling proof of the coherent mag-
netization dynamics of SMM crystals and presents
one of the major advances in the field of molecular
magnetism.
Recent advances in the field of nanoscopic transport
have made it possible to electrically contact an indi-
vidual SMM in a nanogap [3] as sketched in Fig. 1.
FIG. 1: (a) Transport setup: a SMM (blue) coupled
to two voltage biased (V ) electrodes. The antiferromag-
netic exchange J ∼ Γ/(∆Eρ) is induced by coherent
spin-dependent electron transfer between the electrodes,
thereby only virtually charging the SMM (Γ = tunnel cou-
pling, ∆E = addition energy, ρ = 1/(2W ) = density of
states, where 2W is the electronic band-width).
This raises an important question: How can one
probe the unique magnetic properties of a SMM em-
bedded in an electronic circuit? These are expected
to differ from known free and bulk values and are at
present unknown. Previously, we have theoretically
demonstrated that these properties are reflected in
the coherent electronic transport dominated by spin-
fluctuations, see [4] for a review. Recently we have
also addressed time-dependent magnetic phenom-
ena in this regime [5]. For the interpretation of trans-
port data as well as recently proposed applications
of SMMs in spintronics and quantum-computing it is
essential that the orientation of the magnetic easy
axis and the anisotropy parameters are known. This
question may be answered by measuring in partic-
ular the magnetic field dependence of the coherent
transport.
Here we report how the Berry-phase signature of
a SMM allows for a full characterization of a SMM
by magneto-transport measurements [4]. The ba-
sic idea is that the spin-exchange scattering of con-
duction electrons from the electrodes attached to
the SMM depends sensitively on the eigenstates of
the SMM. The latter are non-trivial superpositions of
spin-eigenstates whose coefficients are modulated
by the external magnetic field, thereby revealing the
Berry-phase in coherent oscillations of a zero-bias in
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the conductance suppression. In contrast to all previ-
ous works on transport through SMMs, we have an-
alyzed spin interference phenomena in the complete
range of longitudinal and transverse magnetic fields,
in both the regime of weak and strong exchange in-
teraction with the electrodes.
At low bias voltage V and temperature T , where
single-electron tunneling is suppressed by the strong
quantum-confinement of electrons on the SMM and
Coulomb interaction effects, the transport is gov-
erned by the antiferromagnetic exchange interac-
tion between the molecular spin S (components
Sx, Sy, Sz) and the local electron spin s of the elec-
trodes. This magnetic interaction is thus induced
by tunneling processes: spin-flips on the molecule
correspond to charge transferred between the elec-
trodes, as sketched in Fig. 1. The SMM has a com-
plex magnetic excitation spectrum due to an easy-
axis anisotropy D and a competing smaller trans-
verse anisotropy B, in addition to the coupling to
the easy- and hard-axis magnetic field components,
Hz, Hx, respectively. The magnetic structure of the
SMM, as described by the Hamiltonian
HSMM = −DS2z + B
`
S2x − S2y
´
+
X
i=x,z
HiSi,
gives rise to a striking dependence of the electric
transport on the strength and direction of the mag-
netic field. We have calculated the low temperature
linear conductance dI/dV |V =0 = (e2/2)A(0) which
essentially measures the zero-frequency local den-
sity of states A(0) which we obtained using Wilson’s
NRG and Costi’s T -matrix approach.
(a) (b)
FIG. 2: (a) Weak exchange scattering: dependence of
the zero-bias conductance (color bar unit: e2/h) on trans-
verse Hx and easy-axis magnetic field Hz for S = 3/2 and
J = 0.2W,D = W = 10B. (b) Strong exchange scatter-
ing: magneto-conductance map (V = 0) for S = 3/2 and
J = 0.15W,D = 10−4W = 10B. The diabolical points are
indicated by white circles.
In Figs 2 (a,b) we show maps of dI/dV |V =0 as func-
tion of the easy-axis (Hz) and transverse (Hx) mag-
netic field for weak and strong spin-exchange scat-
tering J , respectively. For Hx = 0, Hz ≥ 0 the
spin-exchange scattering between two sets of SMM-
states with different magnetic symmetry results in a
large zero-bias Kondo conductance of the SMM. In
Fig. 2(a-b) the high conductance value due to the
Kondo effect shows up in red for Hx = 0. Upon
sweeping the field Hz along the SMMs easy-axis one
encounters anti-crossings of states with the same
magnetic symmetry. Around these special field val-
ues, the spin-tunneling strongly mixes the magnetic
states of the SMM, thereby suppressing the trans-
verse spin-exchange scattering. This results in a
novel re-entrant behaviour of the Kondo effect.
In contrast, for finite transverse field Hx the mag-
netic symmetry is lowered and the Kondo effect is
suppressed. The remaining conductance is however,
still sensitive to interference in the exchange scat-
tering as Fig. 2(a) shows. Surprisingly, we find a
pronounced zero-bias dip in the conductance, which
also shows up as a dip as function of an applied longi-
tudinal magnetic field Hz (orange region in Fig. 2(a)).
Basically, within the dip-region, the SMM ground
state has zero expectation value of the spin due
to quantum spin-tunneling which “averages out” the
spin. Without a net spin, the spin-dependent scat-
tering, responsible for transporting charge between
the two electrodes (c.f. Fig. 1), is ineffective. Hence
the conductance is suppressed. Upon sweeping the
transverse field Hx the dip oscillates, the number of
oscillations (here 1) depends on the value of the spin
S, characteristic for the SMM. At the diabolical mag-
netic field values the dip closes and a finite conduc-
tance is recovered, but no Kondo peak. These di-
abolical points lie in the Hz, Hx plane on a regular
grid when the magnetic fields are rescaled by factors
H∗z =
√
D2 −B2 and H∗x =
p
2B(D + B) which are
fixed uniquely by the anisotropy parameters D and B
characterising of the SMM. In Fig. 2(b), these points
are marked by white circles. Clearly, in their vicinity,
the magneto-conductance map has a locally complex
structure. This happens only in the limit of strong
exchange scattering where all magnetic excitations
of the SMM participate in the transport. One can
thus experimentally determine the microscopic mag-
netic properties of a single SMM from the positions
of these points using only the macroscopic magneto-
transport measurement data.
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Superconducting Spintronics:
Josephson Junctions with Tailored
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Superconductor / insulator / ferromagnet / super -
conductor Josephson junctions with a thickness
step in the metallic ferromagnetic interlayer were
fabricated. The step was defined by optical
lithography and controlled etching. The step
height is on the scale of a few angstroms.
Experimentally determined junction parameters
indicate a uniform F-layer thickness and the
same interface transparencies for etched and
non-etched F-layers. This technique could be
used to tailor low-Tc Josephson junctions having
locally controlled critical current densities, as
needed for tunable resonators or magnetic-field
driven electronics [M.Weides et al., J. Appl.
Phys. 101 (2007)]. It can be extended to other
metallic multilayer systems such as magneto-
resistance (GMR/TMR) devices where local
variation of magnetic properties may enhance
their functionality.
The work horse in superconducting electronics is
the Josephson junction (JJ). A Josephson junction
consists of two weakly coupled superconducting
metal bars via a constriction, e.g. made up by a
normal (N) metal or a tunnel barrier (I). Various types
of JJs are routinely applied in ultra-high sensitive
SQUID (Superconducting Quantum Interference
Devices) magnetometers or voltage standards. At
superconductive/magnetic metal (S/F) interfaces
the superconducting order parameter Ψ is spatially
decaying and oscillating inside the magnet (coher-
ence length ξF1, oscillation length ξF2), whereas
for a S/N system Ψ is simply decaying inside the
metal. By combining the low-Tc Nb/Al technology
with magnetic tunnel junctions new functionalities
are predicted. In this framework so called 0–π
Josephson junctions were recent focus of research
activities [1].
The supercurrent through an SNS junction is given
by I = Ic sin(φ), where φ = Ψ1−Ψ2 is the phase dif-
ference of the superconducting electrode wave func-
tions and Ic > 0 the maximum supercurrent through
the junction. These junctions are so-called 0 JJs.
In an SFS stack with ferromagnetic layer thickness
dF ∝ ξF2/2, the amplitude of order parameter Ψ
vanishes at the center of the F-layer and the order
parameter has the opposite sign at the adjacent su-
perconducting electrode. This state is described by a
FIG. 1: (a) reactive etching of Nb with SF6 down to NiCu
layer, (b) ion-etching of NiCu to set 0 coupling, (c) in situ
deposition of cap Nb layer. Schematic layouts of stepped
JJ based on SFS/SIFS technology (d) and of stepped JJs
along with planar reference junctions (e). The F-layer (blue)
thickness increases from left to right.
phase shift of π and these junctions are so-called π
JJs. SFS or SIFS-type π JJs have a negative critical
current, hence the Josephson relation can be rewrit-
ten: I = −Ic sin(φ) = |Ic| sin(φ + π) . For a variety
of JJs a non-uniform critical current density jc is de-
sirable, e.g. for tunable superconducting resonators
or magnetic-field driven electronic switches similar to
SQUIDs. Our fabrication technology [2] permits the
controlled change of only the ferromagnetic interlayer
thicknesses d1 and d2 = d1 + ∆dF , i.e. the local crit-
ical current density jc. The case of non-uniform cou-
pling phase within a single Josephson junction, i.e.
one half is a 0 JJ (dF = d1) and the other half is a
π JJ (dF = d2) is of particular interest. In such a 0–
π junction a spontaneously formed vortex of super-
current circulating around the 0–π phase boundary
with flux |Φ| ≤ ±Φ0/2 inside the JJs may appear [3].
The requirements for SIFS 0–π junctions are chal-
lenging. Here we present our technology background
for stepped junctions with the focus on small parame-
ter spreads. Our approach represents a considerable
step forward to fulfil the extreme requirements on the
implementation of conventional or quantum comput-
ing devices based on Josephson junctions.
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The deposition and patterning of the stepped SIFS
junctions was performed by sputtering and a four
level photolithographic mask procedure. The F-layer
was deposited with a gradient of thickness along y-
axis on the S/I stack. The patterning of the desired
step-like variation in dF was done after the complete
deposition of the SIFS stack. The parts of the JJ that
were supposed to have a larger thickness d2 were
protected by photoresist, see Fig. 1. The step pat-
terning process is depicted in Fig. 1 (a)–(c). The Nb
cap layer was removed by reactive dry etching using
SF6 with a high selectivity to the photoresist. A few
tenth of nanometer ∆dF of NiCu were Ar ion etched
at a very low power and rate to avoid any damag-
ing of the NiCu film under the surface and to keep
a good control over the step height. When the F-
layer thickness was reduced down to the thickness
d1 the etching was stopped and 40 nm of Nb were
deposited. The complete etching and subsequent
Nb deposition was done in situ. The chip contained
stacks with the new F-layer thicknesses d1 (uniformly
etched), d2 (non-etched) and with step in the F-layer
thickness from d1 to d2. The wedge shaped interlayer
(Fig. 1 (e)) facilitates the quick fabrication of samples
with various F-layer thickness and, at the same time,
a low junction to junction deviation.
FIG. 2: Ic(H) of etched (star) and non-etched (dots) JJs.
The insets show IVCs for small and large bias current
ranges in zero magnetic field. Both JJs are in the short JJ
limit.
Fig. 2 shows IVC and Ic(H) dependences for a non-
etched junction (dot) with the F-layer thickness d2 =
5.05 nm and a uniformly etched junction (star) with
thickness d1 = d2 −∆dF = 4.75 nm. Both junctions
were 0 coupled. The step height is ∆dF = 0.3 nm.
The insets of Fig. 2 show the IVCs for small and
large ranges of bias current. Besides the difference in
Ic, the Ic(H) dependence and the IVCs (right inset)
showed no evidence for an inhomogeneous current
transport for both samples. The larger Ic, but same
resistance R and capacitance C led to a slightly hys-
teretic IVC of the etched sample. The resistance R is
nearly independent from dF as the voltage drop over
the tunnel barrier is much larger than the serial resis-
tance of a few nanometer thick metal [4]. A change of
capacitance C would require a change of R, as both
are determined by the dielectric tunnel barrier.
Fig. 3 depicts the measured magnetic diffraction pat-
tern Ic(H) of a stepped JJ along with calculated Ic(h)
curves. Both junctions halves are 0 coupled. The
magnetic field axis h was scaled to fit the first mea-
sured minima of Ic(H). Due to the rather steep slope
of the jc(dF ) curve near the 0 to π crossover jc is very
sensitive to d1 and d2. We calculated Ic(h) (dashes)
using d1 = d2 − ∆dF = 4.68 nm and d2 = 4.98 nm
determined from reference junctions. Then d2 was
decreased by 0.04 nm (dots) and finally ∆dF in-
creased by the same thickness, too (dashes-dots).
The final calculation has the best agreement with
data, although the total interface roughness (rms) of
the multilayers should exceed 0.04 nm by far. The
measurement and simulation in Fig. 3 show the good
estimation and control of F-layer thicknesses.
FIG. 3: Ic(H) of a stepped 0–0 JJs (square shaped with
100 µm junction length) with d1 = 4.68 nm and d2 =
4.98 nm (determined from reference JJs) plus calculated
Ic(h).
Josephson junctions with a step in the ferromagnetic
layer were fabricated. The etched and non etched
SIFS junctions differ only by F-layer thickness. No in-
homogeneities can be seen in the current transport
characteristics of the etched junctions.
The patterning of stepped JJs allows free lateral
placement of well-defined jc’s and/or local coupling
regimes within a single junction. The patterning pro-
cess could be adjusted to all thin film multilayer struc-
ture providing that the reactive etching rates of the
layer materials differ. JJs with varying jc and pla-
nar phase could be used for devices with special
shaped Ic(H) pattern or tunable superconducting
resonators. The 0–π SIFS JJs with stepped F-layer
allow to study the physics of fractional vortices with a
good control of the ratio of symmetry between 0 and
π parts.
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Dephasing of quantum dots presents an intrin-
sic limitation on their usage for quantum com-
puting. We investigated the dephasing of a spin
qubit caused by the Coulomb interaction with the
nearby gate electrode and show that this occurs
on a much longer timescale than dephasing due
to phonons. However, the effect grows rapidly
stronger as the system size decreases and there-
fore it limits the potential miniaturization of these
systems.
The development of a functional quantum computer
is an important goal that has attracted much attention
in recent years. The importance of quantum comput-
ing is due to the existence of “quantum algorithms”
which solve certain problems, e.g. prime factoriza-
tion, exponentially faster than they can be solved on
a classical computer. This speedup is possible be-
cause the algorithms exploit the quantum mechanical
properties (such as superposition and entanglement)
of the quantum bits (qubits) [1].
However, since quantum mechanical systems can
never be isolated completely from their environment,
a prepared quantum state will decay with time. This
passage from a quantum into a classical state in-
volves two different types of decay — dephasing and
dissipation. Dephasing refers to the loss of phase
coherence of the superposition of states, i.e. the de-
cay of the off-diagonal elements of the density matrix;
dissipation describes the flow of energy out of the
system, characterized by the decay of the diagonal
elements of the density matrix. Both mechanisms de-
stroy the quantum mechanical nature of the system.
A system is a viable option for a quantum computer
only if its dephasing and dissipation times are much
longer than the average computation time [1].
Promising candidates for quantum computing are
solid-state systems based on quantum dots, because
of their scalability and the reliability with which they
are fabricated. Two categories of quantum dot qubits
exist — spin and charge qubits. Spin qubits encode
information in the electron spin, using the “up” and
“down” eigenstates. Charge qubits consist of a pair
of quantum dots and use the position of the elec-
tron, “left” or “right”, as the quantum variable. Charge
qubits are easily addressed and manipulated, be-
cause of the strong interaction of a charge with exter-
nal fields. However, this strong interaction causes the
charge to dephase rapidly. Spin qubits, the subject of
this report, dephase on a much longer timescale, but
are usually much more difficult to address and ma-
nipulate.
Recently, however, a new technique for controlling
the spin in a spin qubit has been demonstrated [2].
The quantum dot is subject to strong electric and
magnetic fields. A circularly polarized laser pulse is
passed through the qubit, creating an exciton with an-
gular momentum ±, depending on the polarization
of the light. Because only heavy holes are optically
active, the exciton is either e↓h↑ (+) or e↑h↓ (−);
the magnetic field prevents these from mixing. Re-
combination of the exciton is prevented by the electric
field, which causes the hole to tunnel out of the sys-
tem (the electron is trapped due to its low mobility).
Thus an “up” or a “down” electron can be selectively
injected into the qubit by choosing the polarization of
the light.
The electron remains in the qubit for up to 20 ms,
after which the tunneling probability due to the elec-
tric field becomes very high [2]. The spin does not
persist as long. In the magnetic field, the spin en-
ergies are separated. If the electron has been ex-
cited into the higher energy spin state, it is thermo-
dynamically unstable and will lose energy to the en-
vironment. The spin lifetime due to scattering with
phonons was calculated and accurately reproduced
the measurements at high magnetic field B [3]. The
lifetime scales as B5 at very high fields (B > 8 T)
and as B4 for weaker fields (B > 4 T). However, the
uncertainty in several of the parameters used, partic-
ularly the Dresselhaus velocity, indicates that spin-
phonon scattering is not necessarily the only rele-
vant mechanism for dissipation and dephasing. We
have investigated an alternative dephasing mecha-
nism that has been generally overlooked — the inter-
action of the electron with nearby gate electrodes.
Gate electrodes are metallic strips used to provide
the electric field. They are a typical feature in quan-
tum dot assemblies and are often used to define and
control the qubits. Usually, gate electrodes are as-
sumed to contribute only a classical electric field, de-
spite having both quantum and thermal fluctuations.
We have studied the effect of these fluctuations using
the kinetic equation approach [4].
Fig. 1(a) shows a schematic diagram of the system
under consideration. The quantum dot is strongly
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FIG. 1: (a) A schematic drawing of a spin qubit. As in Ref.
[2], the magnetic field is parallel to the direction of strong
confinement and orthogonal to the electrode.
confined in the direction parallel to the magnetic field.
In the other two directions, a square potential well
structure is assumed. The qubit is embedded in
GaAs, which is asymmetric under inversion. This
causes the Dresselhaus effect to produce a strong
coupling between the spin and the charge distribu-
tion. This coupling allows both the phonon bath and
the gate electrode, which usually only interact with
charges, to interact with the spin. The Hamiltonian
for the quantum dot is
H = H0 + gµBσz − β(pxσx − pyσy), (1)
with the Dresselhaus velocity β = 2 ± 1 × 105 cm
s−1. The energy eigenfunctions of Eq. (1) were con-
structed numerically.
The evolution is determined via the density matrix.
The qubit is coupled to the electrode using the stati-
cally screened Coulomb interaction. The initial state
of the electrode is taken as thermal equilibrium, and
we assume that there are no initial correlations be-
tween the qubit and the electrode. The kinetic equa-
tion method proceeds by integrating the density ma-
trix over the electrode degrees of freedom, leading to
an equation of motion for the reduced density matrix
of the qubit. This equation contains memory effects
— the qubit can cause a fluctuation in the gate and
then interact with that fluctuation at a later time.
The kinetic equation is exact, but it cannot be solved
exactly. We used the second-order Born approxima-
tion, in which qubit-induced fluctuations in the gate do
not interact with each other (although they do inter-
act with the thermal and quantum fluctuations of the
gate itself). Certain correlation functions of the gate
are required; these are determined by the Kubo for-
mula and the generalized reflection coefficient, which
is evaluated in the Drude approximation.
The kinetic equation is an integro-differential evolu-
tion equation. We solved it by evaluating the poles of
the Laplace transform, confirming our results by sim-
ulations using a time-marching algorithm. Dephas-
ing is exponentially fast, with the dephasing rate plot-
ted in Fig. 2. The energy dissipation rate, not plot-
ted, is marginally less than twice the dephasing rate.
The dephasing rate depends on several parameters,
e.g. the magnetic field and the distance between the
gate and the dot d. We found that the dephasing rate
scales as B3, which is different to the scaling found
experimentally at high fields.
We set the size of the dot in the weakly-confined
directions to R = 30 nm and the temperature to
T = 100 mK. The dependence on T and R have not
yet been investigated. The thermal dependence may
be very important at weak magnetic fields — in the
phonon case it is responsbile for reducing the scaling
of the dephasing rate from B5 to B4.
FIG. 2: The dephasing rate of the spin qubit due to the
interaction with the gate electrode. (a): Dependence of the
dephasing rate on magnetic field; here d = 50 nm. (b):
Dependence on d, with the magnetic field set to B = 8 T. In
all cases, the temperature is T = 100 mK and the dot size
is R = 30 nm.
As seen in Fig. 2, the dephasing rates were found to
be of the order of 10−3s−1. This is significantly slower
than the typical phonon dephasing rate which is usu-
ally around 102s−1 for the system parameters consid-
ered here [2]. Gate-induced dephasing yields a neg-
ligible contribution for the magnetic fields considered
here. However, as B → 0, the Coulomb dephasing
rate decreases as B3 (or possibly B2 due to ther-
mal effects), while the phonon rate decreases as B4.
These will meet at some critical magnetic field. Fur-
thermore, the dephasing rate increases rapidly as the
gate-dot separation is reduced, so that as the system
is miniaturized, the Coulomb dephasing may become
important.
The results shown here have not yet been published.
However, the results of a parallel investigation of de-
phasing in charge qubits were published in Ref. [5].
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Terahertz losses in the [100]-tilt YBa2Cu3O7−x
bicrystal junctions at low temperatures were
studied using Josephson spectroscopy. The
absorption of Josephson radiation by optical
phonons in YBa2Cu3O7−x was found to be re-
flected in the I-V curve of the junctions. The
most prominent feature in the dI /dV vs. V
curves is situated at the voltages V ∼= 9.5 mV,
which gives the corresponding Josephson fre-
quency of 152 cm−1 in a good agreement with
the frequency of the strongest IR active optical
phonons in YBa2Cu3O7−x , polarized along the
c-axis. Assignment of the observed localized fea-
tures in the dI /dV vs. V curves is discussed ac-
cording to available lattice dynamic calculations
and experimental data for dynamic conduction
σ(f) of YBa2Cu3O7−x .
Due to much higher values of energy gaps 2∆ in
high temperature superconductors, the ac Joseph-
son effect in Josephson junctions made from these
materials was expected to be observed in more ex-
tended frequency range, compared with that of in the
junctions made from low-Tc superconductors. How-
ever, the conventional [001]-tilt high-Tc grain bound-
ary Josephson junctions possess too low values of
characteristic voltage IcRn [1], which governs the
junction dynamics and should be of the values of the
gap voltages 2∆/e.
Significant improvement in junction quality was
reached in the [100]-tilt high-Tc bicrystal junctions,
where the IcRn-values up to 8 mV were observed [2],
and, as follows from recent study of low-frequency
noise in these junctions [3], the current transport is
more spatially uniform. The highest frequency of
5.2 THz has been demonstrated for Josephson os-
cillations in the [100]-tilt junctions [4], but, being a
record value for Josephson frequencies, it is still too
low compared with the gap frequencies of bulk high-
Tc materials.
We expect that some losses in the junction and its
environment are responsible for weakening of the
Josephson oscillations. At the temperature range,
where the characteristic voltage IcRn < kT/2e,
broadband losses, associated with oxygen deficit in
the grain boundary, have been observed [5] by ad-
mittance Josephson spectroscopy [6]. Here, we re-
port on our study of localized losses in the [100]-tilt
YBa2Cu3O7−x grain-boundary junctions at low tem-
peratures, where IcRn  kT/2e.
The [100]-tilt YBa2Cu3O7−x junctions were deposited
on NdGaO3 bicrystal substrates with a misorientation
angle 2α of 2x11.3◦ and 2x14◦ by dc sputtering from
a YBa2Cu3O7−x target and patterned by UV lithogra-
phy and wet etching. A microphotograph (in transmit-
ted light) of one of the fabricated junctions is shown in
Fig.1. A 1µm-wide YBa2Cu3O7−x bridge is crossing
the bicrystal substrate boundary, situated vertically in
Fig.1. Electrical contacts and a broadband logperi-
odic antenna were made from Pt thin films, sputtered
a top of the patterned YBa2Cu3O7−x thin film.
FIG. 1: Microphotograph of the fabricated [100]-tilt bicrys-
tal junction in the form of a 1µm-wide YBa2Cu3O7−x thin-
film bridge, crossing the bicrystal substrate boundary, with
YBa2Cu3O7−x voltage leads and Pt logperiodic antenna,
covering YBa2Cu3O7−x current leads.
The I-V curves of fabricated junctions demonstrated
enhanced deviations from that of RSJ model, local-
ized at some voltages at low temperatures, where
2eIcRn/kT  1. Reproducible fine structures were
observed on the differential conductance dI/dV vs.
voltage V for the [100]-tilt YBa2Cu3O7−x GB junctions
at the voltages V ∼= 7.3 mV, 9.5 mV and 11.8 mV
Fig. (2, below), which were independent on the junc-
tion resistances Rn, widths w or misorientation an-
gles α. The visibility of these structures increases for
low-resistance junctions, as shown in Fig. 2 (below).
The most prominent feature is situated around volt-
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ages V ∼= 9.5 mV. We might suspect that this feature
is related to an interaction of tunneling carriers with
some strong modes in the barrier or YBa2Cu3O7−x
itself.
FIG. 2: Differential conductances dI/dV vs. voltage for two
[100]-tilt YBa2Cu3O7−x GB junctions with widths w, equal
to 1µm (1) and 2µm (2), and the IcRn-products of 6.5 mV
at 5 K (below). Phonon contributions to the dynamic con-
ductance Reσc (f) of YBa2Cu3O7−x [7] are shown above.
Insets show atomic displacements in YBa2Cu3O7−x for
phonon modes at 152 cm−1 (left) and 191 cm−1 (right) [8].
To clarify the mechanism of interaction, photon-
assisted tunneling experiments have been carried
out and the junction was illuminated by 96GHz ra-
diation at various levels of intensities. The modifica-
tion of the conductance curves are shown in Fig. 3.
The conductance curve at large attenuation (60 dB)
of 94GHz source has a peak at the voltage of 9.6 mV.
With an increased level of 96 GHz intensity, the peak
at 9.6 mV goes to the background level (10 dB) and
then increases again (6 dB). Several satellite peaks
appear at the voltage differences of integral numbers
of ±0.2 mV from the position of the main peak and
also oscillate with increased power level. The differ-
ence in peak positions is corresponding to hf/2e and
this circumstance is a signature of photon-assisted
Josephson tunneling, while this splitting for photon-
assisted quasiparticle tunneling should be equal to
hf/e.
Our experimental data (dI/dV vs. voltage V ) have
been compared with available dynamic conductance
data σ(f ) for YBa2Cu3O7−x , which are always the
functions of frequency f . The frequency dependence
of phonon contribution to the real part Reσc(f ) of the
dynamic conductance of YBa2Cu3O7−x [7], polarized
along the c-axis, is presented in Fig. 2 (above).
As one can see from a comparison of Reσc(f ) and
dI/dV vs. V , the main peak at 152 cm−1 corre-
sponds to the pronounced odd-symmetric structure
around V ∼= 9.5 mV, and the lower peak at 191 cm−1
corresponds to one of the features close to V ∼=
11.8 mV. The corresponding optical phonon modes
of YBa2Cu3O7 , calculated from the lattice dynamics
[8], are presented as insets in the upper part of Fig.
2. The feature at V ∼= 7.3 mV on the dI/dV vs. V
might be attribute to the one of the in-plane polarized
IR-active phonon mode at f ∼= 115 cm−1 [8].
FIG. 3: Effect of electromagnetic radiation with the fre-
quency f = 96 GHz and various levels of power on the con-
ductance dI/dV vs. voltage V near a phonon peak at 9.6
mV. Each curve is shifted on 0.2 Ohm−1 down for attenua-
tions 14, 10 and 6 dB.
We might interpret the peculiarities at V∼= 7.3 mV, 9.5
mV and 11.8 mV as a result of shunting of Joseph-
son oscillations by enhanced dynamic conductivity
of YBa2Cu3O7−x electrodes at the frequencies close
to the optical phonon frequencies. This effect is in
accordance with Volkov’s perturbation analysis [6],
where the shunting of Josephson oscillations by ex-
ternal frequency-dependent admittance Ye(f ) has re-
sulted in a modification ∆I(V ) of the I-V curve, pro-
portional to a real part ReYe (2eV /h) of the admit-
tance.
Josephson spectroscopy might be applicable for
study of electromagnetic environment of high-
Tc junctions in the terahertz frequency range, includ-
ing low-energy excitations in high-Tc materials.
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Thick Epitaxial YBa2Cu3O7−x Films for
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High total critical current and strong pinning of
Abrikosov vortices in the superconducting elec-
trodes are required for low-noise operation of
superconducting quantum interference devices
(SQUIDs) in magnetic fields. Crack-free epi-
taxial high-Tc dc-SQUID structures with a total
thickness ∼ 5µm and a surface roughness de-
termined by 30 nm high growth spirals were pre-
pared with YBa2Cu3O7−x (YBCO) films on MgO
substrates buffered by a SrTiO3/BaZrO3-bilayer.
HRTEM demonstrated a high quality epitaxial
growth of the films. The YBCO films and SQUID
structures deposited on the buffered MgO sub-
strates had Tc > 91 K and critical current den-
sities Jc > 3 MA/cm2 at 77 K up to a thickness
∼ 5µm. The application of thicker superconduct-
ing and insulator films helped us to increase the
critical current and dynamic range of multilayer
high-Tc flux transformers and improve the insu-
lation between the superconducting layers [1].
Magnetometers based on superconducting quan-
tum interference devices (SQUIDs) are the most
sensitive sensors for measurements of magnetic
field components (see, e.g., [2]). The use of high-Tc
SQUIDs at 77 K and performing measurements
without magnetic shielding significantly reduces the
operational expenditure and broaden the field of
SQUID applications. Present day high-Tc dc-SQUID
magnetometers have demonstrated sensitivity better
than 4 fT/
√
Hz at 77 K in magnetic shielding [3].
In the case of unshielded operation, the SQUIDs
are exposed to the Earth’s magnetic field and
electromagnetic fields. Such conditions impose
strong requirements on the dynamic range, the
slew rate and low frequency noise of the sensi-tive
dc-SQUID systems. Pinning of Abrikosov vortices
in the superconducting films of the SQUID body
should be improved to reduce low-frequency noise in
magnetic fields. This can be achieved by application
of thicker superconducting films with highest and
thickness-independent critical current density.
BaZrO3 (BZO), SrTiO3 (STO), YBa2Cu3O7−x
(YBCO), and PrBa2Cu3O7−x (PBCO) films were
deposited on symmetric 20◦ or 24◦ bicrystal or single
crystal MgO substrates by the high-oxygen-pressure
dc-sputtering technique. The STO/BZO-bilayer was
used as an epitaxial buffer on the MgO substrates.
The thermal expansion coefficients of MgO and
YBCO are very similar and this has allowed us to
produce up to ∼ 5µm thick crack-free high-quality
YBCO films and YBCO-PBCO structures. To reduce
mechanical strain in the structures and for a better
oxygenation of the thick YBCO films the samples
were slowly heated (0.1◦C/min) up to 700◦C in a
flow of pure (99.999 %) molecular oxygen followed
by 0.1◦C/min cooling to room temperature.
Significant progress was made in the preparation
of high-quality crack-, hole-, and precipitate-free
thick YBCO films. Observed by AFM the surface
roughness of YBCO films was about 30 nm and
was determined mainly by the YBCO growth spirals.
The HRTEM images of the BZO/MgO and STO/BZO
interfaces in the buffer layers of our structures
were recently published [4, 5]. It was shown that
the BZO buffer layer at the BZO/MgO interface
provided the epitaxial growth of the top layer films
with perovskite structures (STO, YBCO, and PBCO)
on the rock-salt structure of MgO, while the matching
of the lattice constants appeared by relaxation of
the atomic structure at the STO/BZO interface. As
a demonstration of the perfect epitaxial growth of
YBCO films on the STO buffer layer we present here
an HRTEM image of the interface between STO and
YBCO films. It was determined (see Fig. 1) that the
interface atomic layer has a Ba1−xSrxO composition
so it belongs to both STO and YBCO layers.
FIG. 1: HRTEM image of the YBCO/STO interface obtained
in the [110] direction.
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The standard procedure for measuring the critical
cur-rent density of the films by structuring narrow
bridges is not convenient for thick films. The re-
quired currents are in the ampere range and can heat
the sample at the contacts for the current inputs. A
more practical and fast estimation of the critical cur-
rent density can be done by a non-destructive perma-
nent magnet method suggested in [6]. We measured
the dependence of the repulsive force "F" between
a 6 mm diameter permanent SmCo5 magnet and an
YBCO film of thickness "d". The magnet brought to a
distance of∼ 1 mm from the YBCO film, while the lat-
ter was immersed in liquid nitrogen at 77 K. A linear
dependence F(d) was observed up to a film thickness
of ∼ 5 µm (see Fig. 2).
FIG. 2: Dependence of the maximum repulsive force "F"
between the 6 mm SmCo5 magnet and YBCO films vs. the
film thickness "d".
The high and constant critical current density
throughout the thickness of the thick YBCO films
is a real challenge and important for all applica-
tions of high-Tc superconductors. The addition of
non-superconducting nanoprecipitates of BZO or
Y2BaCuO5 was suggested and successfully applied
to increase the Jc of YBCO films [7, 8]. On the other
hand, it is already well known [3] that the YBCO
films deposited by high oxygen pressure sputtering
technique naturally contain lattice-coherent non-
superconducting Y2O3 nanoparticles of optimal size
and separation. These nanoparticles are nearly
spherical with a diameter of ∼ 20 nm and are homo-
geneously distributed with a separation of ∼ 30 nm
[3]. A strong 3D pinning of the Abrikosov vortices is
expected in the bulk of the thick films with a uniform
local Jc ∼ 3.5 MA/cm2. Fortunately, we are able to
produce much thicker YBCO films without cracks
or thickness degradation of the current-carrying
cross-section in the films, which is demonstrated,
for example, by the good surface morphology of the
thick films.
The linear dependence F(d) corresponds to a
thickness-independent Jc ∼ 3.4 MA/cm2 accord-
ing to the empirical relationship [6] Jc ∼ 0.17
(F/d)[MA/cm2], where F is the maximum repulsive
force measured in gram weight and d is the film thick-
ness in micrometers. For a small film thickness d
∼ 300 nm this Jc evaluation was additionally cali-
brated with a conventional direct 4-point measure-
ment of the critical current. The currents induced in
the thick YBCO films were able to shield the ∼ 1 kG
strong magnetic field of the SmCo5 magnet. At 77 K
1 cm wide strips of a 4.5 µm thick YBCO film have
an estimated total critical current of ∼ 1.5 kA, which
exceeds the critical current of the present day 2nd
generation high-Tc superconducting tapes of similar
width about 15-fold.
High-quality thick and flat YBCO films are an impor-
tant prerequisite for the preparation of present dc
SQUID sensors. We used the thick (> 1 µm) YBCO
films for the preparation SQUIDs with ramp-type
or bicrystal Josephson junctions and multilayer flux
transformers. In the case of ramp-type Josephson
junctions, the thick top electrode shields the junction
area thus improving the stability of operation in mag-
netic fields. It was observed that an increase of the
low-frequency noise appeared first at magnetic fields
above 300 µT while in the case of the SQUIDs with
standard 100 nm thick electrodes this already takes
place at a magnetic field of ∼ 100 µT.
The typical thickness of the YBCO film of the SQUID
washer was ∼ 1.5 µm. The field sensitivity was im-
proved by the multilayer flux transformers having to-
tal thickness of ∼ 3 µm. The critical current of the
flux transformer Ic ∼ 0.3 A at 77 K was limited by the
cross-section area of the lines in the input coil of ∼
10 µm2. In the case of 8 mm flux transformers, this
current provided a maximal dynamic range of about
∼ 190 µT while in the case of 16 mm flux transform-
ers the maximal dynamic range was about ∼ 100 µT.
These values are sufficient to follow changes of the
magnetic field during movement of the sensors in the
Earth’s magnetic field.
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Nanoscale Phase Transitions in Phase
Change Materials
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Phase change (PC) materials are among the most
promising candidates for the next generation of
computer random access memory (RAM) and
rewritable storage devices. Unlike conventional
RAM, the content is not lost when power is dis-
connected. PC materials switch between amor-
phous and ordered states when an electric cur-
rent or laser pulse is applied, and the state can
be determined by monitoring the optical or elec-
trical properties. It is remarkable that PC mate-
rials have become the basis of a whole industry
while only sketchy information is available about
the structures of the phases involved. We have
used the IBM BlueGene/L computer to perform
extensive simulations on the amorphous and or-
dered states of an alloy of germanium, antimony,
and tellurium (Ge/Sb/Te) that is already used in
DVD-RAM. These simulations provide insight into
the structural units essential to the phase change
process.
Computers and other electronic devices place ever-
increasing demands on the density, speed, and sta-
bility of memory, and phase change (PC) materials
are familiar to us as rewritable media (CD-RW, DVD-
RW, DVD-RAM). Recently (January 2008), Warner
Bros, the world’s largest distributor of DVD films, an-
nounced that—from May this year—it would sell only
the Blu-ray disc (BD) version of its products. Blu-
ray discs, like commercially available DVD-RW stor-
age devices and DVD-RAM, are based on films of
alloys of Ge, Sb, and Te. The basis of their func-
tion is the rapid and reversible transition between the
crystalline and amorphous forms of nanoscale bits
( 100 nm), which arise from quenching after a lo-
calized and short (∼ 1 ns) laser annealing to a tem-
perature above the melting point. Longer laser heat-
ing (∼ 50 ns) to a temperature above the glass tran-
sition temperature but below the melting point leads
to a metastable crystalline form. The ideal storage
materials of the future will be fast (∼ 10 ns switch-
ing time), dense (bit diameter 50 nm), stable (sev-
eral years per lost bit), long-lived (> 1012 cycles per
lost bit), and—naturally—with low manufacturing cost
and power consumption. Such bit diameters would
result in storage densities far in excess of those found
in current commercial devices, such as those based
on giant magnetoresistance (GMR).
PC optical memory devices have focused for over
20 years on films of semiconductors and semimet-
als with melting points that are low enough to al-
low laser-induced melting but high enough to prevent
spontaneous crystallization. The materials of choice
today are Ge/Sb/Te alloys [1], with particular focus on
the pseudobinary compounds GeTe-Sb2Te3. One of
them (Ge2Sb2Te5, GST) is the basis of digital versa-
tile disc-random access memories (DVD-RAM), and
another (Ge8Sb2Te11) is the basis of Blu-ray Disc
(BD) technology.
To understand the properties of these materials it is
essential to know the atomic arrangement (“struc-
ture”) in the phases involved, but these are difficult
to measure or to calculate in ternary alloys with a
significant number (typically around 20%) of vacan-
cies. In the case of GST, even the structure of the
metastable crystalline form is a matter of debate, and
the metastable nature of amorphous GST (bulk sam-
ples crystallize) has restricted experimental studies
of this material. In any event, the analysis of ex-
periments often requires wide-ranging assumptions
about the atomic arrangements, an example being
the widespread use of reverse Monte Carlo meth-
ods to find structural information from measured x-
ray and neutron scattering experiments. A num-
ber of calculations have been performed in recent
years, but the unit cells (with ∼ 60 atoms) are usu-
ally too small to describe structural details, and the
simulation times (typically a few picoseconds) are
too short to describe vibrational and other thermo-
dynamic properties reliably. We have used the Blue
Gene/L supercomputer in Jülich to extend greatly the
range of density functional (DF) calculations on these
and related materials. We have performed simula-
tions on GST in a unit cell containing 460 atoms over
several hundred picoseconds. We begin from a high
temperature liquid in order to avoid bias towards par-
ticular structural types. In addition to the liquid and
amorphous materials (at 900 K and 300 K, respec-
tively), we have simulated rock-salt (ordered) struc-
tures of GST and states of the prototype PC material
Ge0.50Te50. Full details are provided in Ref. [2].
Such simulations allow us to follow the motion of
all atoms throughout, and we can determine pair-
correlation functions for all atom types. The struc-
tures of the amorphous and crystalline phases show
similarities, as the speed of the phase change be-
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tween them would suggest, and the structure fac-
tors agree remarkably well with the results of scatter-
ing experiments (x-rays, neutrons) where available.
Amorphous GST shows long-range ordering (at least
to 10 Å) of Te atoms and a high degree of AB alter-
nation (A: Ge, Sb; B: Te). This striking (and unex-
pected) result is illustrated in Fig. 1, where we high-
light four-membered ABAB rings. Since the crys-
talline (rocksalt) phase comprises perfectly ordered
ABAB squares, we can view the rapid amorphous-
to-crystalline transition as a reorientation of such
squares to form additional ABAB bonds and cubic
subunits in a locally “distorted octahedral” structure.
A crucial component of these materials (and essen-
tial for an understanding of their properties) are the
vacancies, and our simulations provide us with their
shapes and distributions as well. In Fig. 2 we show a
typical medium-sized vacancy (and the neighbouring
bonds) in GST. Vacancies in the disordered phase
provide the necessary space for the phase transition
to take place.
FIG. 1: ABAB squares and cubes in amorphous
Ge2Sb2Te5. (a) Simulation box (24.6 Å, 460 atoms) with
atoms and bonds of ABAB squares and cube highlighted.
Red: Ge, blue: Sb, yellow: Te. (b) Local environment of an
ABAB cube.
GST is just one of numerous Ge/Sb/Te alloys that are
used in the world of phase change memories. In Ref.
[2] we also provide a detailed discussion of GeTe and
explain why it is much less attractive than GST for
these purposes. More recently we have studied the
eutectic alloy Ge0.15Te0.85, i.e. the binary Ge/Te alloy
with the lowest melting point (650 K) [3]. We have
found that there is no Te segregation at the eutectic
composition, where the material resembles neither
GeTe nor Te. By good fortune we have chosen the
Blu-ray alloy Ge8Sb2Te11 as our next system to study.
It is natural to ask: Just what is it about the structure
of this alloy that makes it the material of choice for the
next generation of DVD? It will surprise many that the
de facto future standard is a material whose structure
is essentially unknown. We are confident that the
results we present in next year’s report will change
this situation. In addition, our simulation trajectories
and the well-equilibrated structures that result also
allow us to calculate vibration frequencies. This pro-
vides us with another window into the properties of
these materials, because there are good prospects
that measured vibrational spectra of these materials
will soon become available.
FIG. 2: A medium-sized cavity in Ge2Sb2Te5.
This is a fascinating area in which to work. Do look at
Ref. [2] for more details, and you must certainly return
to these pages next year for the latest developments!
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Pb(Zr,Ti)O3 Thin Films on 3D-Capacitor
Structures for FeRAM Applications
Grown by a LI-ALD Method
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Quaternary Pb(Zr,Ti)Ox [PZT] films were de-
posited at 240◦C by a combination of liquid in-
jection atomic layer depositions (ALD) of binary
PbO, TiOx , and ZrOx thin films. To find the op-
timum set of precursors different combinations
of five precursors were tested: Pb(C11H19O2)2
[Pb(DPM)2], Ti(OC3H7)2(C11H19O2)2 [Ti(Oi-
Pr)2(DPM)2] or Ti(OC3H7)4 [Ti(Oi-Pr)4], and
Zr(C11H19O2)4 [Zr(DPM)4] or Zr(C9H15O2)4
[Zr(DIBM)4]. Each precursor was dissolved in
ethylcyclohexane (ECH) and was separately
injected into a vaporizer. Water vapor was used
as oxidant. The deposition rates of the metal
elements were investigated as a function of the
input of the solutions. Using the set of 0.1M
Pb(DPM)2, Ti(Oi-Pr)4, and Zr(DIBM)4 solutions
resulted in PZT films with good uniformity on
3D structured substrates. The Zr to Ti ratio in
the as-deposited PZT films could be adjusted in
the range up to Zr/Ti =1. This study suggests
that the multi-layer stacking liquid delivery ALD
process is an effective method for building
up homogeneous layers of multi-component
materials on desired 3D structures.
Perovskite-type oxide materials exhibit a broad
spectrum of functional properties, like for example
a high value of the electrical permittivity and fer-
roelectricity. In order to combine this functionality
with state-of-the-art semiconductor memory devices,
thin films of complex perovskites with a thickness
of less than 20 nm have to be integrated into three
dimensional trench structures with lateral diameter
of about 100 nm and a depth in the micrometer
regime. To achieve highest performance of the
integrated capacitor structures the thin films have to
be homogeneous in thickness and in composition. A
fully conformal deposition into these deep trenches
can only be achieved by means of an atomic layer
deposition (ALD) process [1].
In this work, we deposited quaternary
Pb(ZrxTi1−x)O3 [PZT] films in a combination of
binary ALD processes, aiming at a uniform coverage
of 3D nano-structures both in the film thickness and
the cation composition.
FIG. 1: Mole area density of each constituting element in
the PZT film as a function of the input of Pb(DPM)2, Ti(Oi-
Pr)4, Zr(DIBM)4 solutions. The deposition temperature was
240◦C and H2O was used as oxidant.
The PZT films were grown by a liquid injection ALD
tool with a horizontal cold wall reactor. For the
ALD-PZT process using Ti(Oi-Pr)2(DPM)2 we found
a complex interdependence between increase of in-
put of one precursor and the deposition rates of all
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the three metal elements which resulted in inhomo-
geneous films. [3, 4] The films’ quality was signifi-
cantly improved by using the combination Pb(DPM)2,
Ti(Oi-Pr)4, Zr(DPM)4 dissolved in ECH with a con-
centration of 0.1 M. Two drawbacks were that the
Pb/(Ti+Zr) ratio had to be adjusted by repetition of
the PbO cycles for two times and that the Zr concen-
tration in the PZT films could not be increased above
0.10. [4,5]
FIG. 2: Composition of the as deposited amorphous PZT
film as a function of the number of Zr-cycles.
FIG. 3: Cross sectional TEM of a Pb(Zr,Ti)O3 film deposited
on a 3D silicon oxide structure pre-covered with an Ir bottom
electrode layer. STEM-EDS analysis shows the uniformity
of the cation composition in this film.
As and optimum choice of precursors we used
Pb(DPM)2, Ti(Oi-Pr)4, Zr(DIBM)4 and H2O vapour as
oxidant at a deposition temperature of 240◦C. Fig-
ure 1 shows the deposition rate of each cation as a
function of the volume of injected precursors. Self-
regulated growth behavior was confirmed for Pb and
Zr. The deposition rate of Ti did not completely sat-
urate due to a catalytic decomposition of the precur-
sor. [2] Amorphous PZT films exhibited a constant
Pb/(Zr+Ti) ratio of about 1.2, while the Zr content can
be adjusted by the number of Zr cycles as it is shown
in Fig. 2. Analytical STEM studies were performed
on films in amorphous state deposited on 3D struc-
tured substrates. Figure 3 shows that the film is ho-
mogeneous in thickness and in composition over the
hole’s profile. Planar films exhibit a polycrystalline
perovskite structure after annealing at 700◦C for 10
min in oxygen. A 70 nm thick ALD PZT film with a
Zr-content of 0.46 showed reasonable hysteresis be-
haviour as depicted in Figure 5. The value of rema-
nent polarization may be further increased by improv-
ing the crystal quality.
FIG. 4: Hysteresis measurements on a planar 70 nm thick
PZT film with Zr content of 0.47. After deposition at 240◦C
the film was post-annealed at 700◦C for 10 min in oxygen.
Measurements: 100 Hz, room temperature.
We conclude that the liquid delivery ALD method
is a promising tool for depositing multi-component
metal oxide thin films conformally. The process will
be further evaluated for SrRuO3 layers used as an
electrode layer with perovskite-type structure, and for
other complex oxides studied in the field of higher-k
materials.
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Conductive Oxygen Diffusion Barrier for
High-κ Oxide Materials on Silicon
Electrodes
B. Mesic, H. Schroeder
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CNI: Center of Nanoelectronic Systems for Information Technology
In order to integrate high-κ oxide materials into
CMOS capacitor dielectric or to use their supe-
rior dielectric property for capacitive stimulation
of nerve cells directly on silicon chips it is neces-
sary to prevent the formation of series-connected
layers of low-κ materials such as SiO2. We have
developed a thin film layer stack with a conduct-
ing diffusion barrier, TaSiN, directly on a highly
doped p++Si chip used as bottom electrode in
a metal/insulator/metal (MIM) thin film capacitor
stack. Using (Ba,Sr)TiO3 (BST) as dielectric in
this stack the relative effective dielectric constant
was up to 450 with leakage currents lower than
10−6 A/cm2 at voltages lower than 2 V, reason-
able values for the mentioned applications.
For the year 2011 at the latest, the semiconductor
industry calls for the integration of high-κ materials
(κ >100) in CMOS based chips, e.g. as capacitor
dielectric in stacked DRAM cells, as documented in
the International Technology Roadmap for Semicon-
ductors [1] A prototype sample of a post-capacitor
is shown in Fig. 1 [2]. The via of conducting poly-Si
connecting to the CMOS region is separated from
used Pt/(Ba,Sr)TiO3(BST)/Pt thin film capacitor stack
by a conducting diffusion barrier layer, TaSiN, to
prevent mainly oxygen transfer from the BST through
the Pt grain boundaries to the poly-Si surface and
the possible formation of a series-connected low-κ
SiO2 layer, which would degrade the benefit of the
high-κ BST dielectric. Unfortunately, an insulating
TaSi(O,N) layer has formed at parts of the interface
Pt/TaSiN. This layer would have a similar unwanted
effect as SiO2 if covering the whole interface area.
Another possible application for high-κ materials
on Si is the capacitive stimulation of nerve cells for
investigations of the interaction at electric interfaces
between chip based circuits and living cells as
sketched in Fig. 2a [3]. Up to now TiO2 (medium-κ ≈
40) or similar HfO2 are used for this purpose as can
be seen in Fig. 2b [4]. It is also shown that a very
thin insulating low-κ SiNx layer is present reducing
the effective dielectric constant to less than 40.
Therefore, the use of a BST layer with κ of some
hundred separated by conducting barrier layers from
the Si would improve the capacitance considerably.
The main challenge for a good conducting bottom
electrode with a barrier layer for the above applica-
FIG. 1: TEM cross sectional micrograph of a prototype of
Pt/BST/Pt post capacitor suitable for integration in 1GBit
DRAM generation (feature size = 0.2µm) [2].
tions is the thermal stability at the necessary high
temperature for depositions or anneals of the dielec-
tric layer in order to assure a high-κ material. Com-
mon obstacles are: a) Unwanted reactions within
the layers or between them with formation of a non-
conducting, low-κ dielectric layer; b) Changes of
the microstructure such as recrystallization of amor-
phous parts or grain growth of crystalline parts some-
times resulting in unacceptable roughness for the thin
films.
FIG. 2: Left: Principle setup for measurements of neuronal
activity by capacitive stimulation [3]; Right: TEM cross sec-
tional micrograph of a ”state of the art” thin film stack with
TiO2 (k≈40) + SiNx (k≈7) as dielectric layers on conductive
Si [4].
An optimized stack structure as bottom electrode for
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these applications has been developed [5] which is
sketched in Fig. 3. The base is a wafer of very
highly doped and therefore good conducting Si (p++)
on which three additional conducting thin films have
been deposited by DC-sputtering (Pt, Ir) and RF-
sputtering (TaSiN). The usual Si-oxide layer has been
removed by etching before the deposition of the Pt
film. This intermediate layer is necessary as it was
found that a stack p++Si/TaSiN develops an unac-
ceptable high contact resistance when annealed at
500-700◦C in oxygen ambient to simulate the re-
crystallization anneal for the high-κ oxide dielectric.
This suggests the formation of an insulating layer
at the p++Si/TaSiN interface. In contrast, the stack
p++Si/Pt/TaSiN was found to keep very good con-
duction properties (that of the dominating thick p++Si
wafer) and excellent surface smoothness after an-
neals up to 700◦C with an rms-value of <0.7 nm.
It should be mentioned that during the anneals at
T≥500◦C the intermediate Pt thin film (100nm) re-
acted nearly completely with the Si substrate by form-
ing conductive platinum-silicides (PtSi,Pt2Si, Pt3Si)
as detected by X-ray diffraction. Immediate de-
position of a high-κ dielectric layer (BST) on the
stack p++Si/Pt/TaSiN and subsequent anneals at
500-700◦C in oxygen ambient once more resulted in
a non-conducting, low-κ layer at the interface, largely
reducing the effective dielectric constant.
FIG. 3: Scheme of Cu/p++Si/Pt/TaSiN/Ir/BST/Pt(top) stack
used for a electrical characterization showing different bot-
tom electrode configurations for the capacitor thin film
stack [5].
Therefore, another metal protection layer was in-
troduced (Pt or Ir) which terminates the bottom
electrode stack, p++Si/Pt/TaSiN/Ir(Pt). Unfortu-
nately, the upper metal layer developed unaccept-
able roughness and reacted with the TaSiN under-
layer, when annealed in oxygen at T≥500◦C. The
Ir-layer was used because its properties were tol-
erable for Tanneal <600
◦C, 50-100◦C higher than
for Pt-layers. These facts limited the deposition and
annealing temperatures for the high-κ oxide dielec-
tric to about T≤550◦C. Therefore, in the optimized
stack structure the Ba0.7Sr0.3TiO3 was deposited at
550◦C by pulsed laser deposition and subsequently
annealed at that temperature in oxygen. In order to
perform electrical measurements structured Pt top
electrodes were deposited by a lift-off lithographic
process.
Several different TaSiN compositions were inves-
tigated. They were produced by reactive RF-
sputtering from two TaSix targets (x=1, 2.7) with
different mixtures of argon and nitrogen as sputter
gas, different sputter power and at temperatures be-
tween RT and about 500◦C. The optimized barrier
was Ta28Si28N44, produced at RT with 200 W sput-
ter power and Ar99N1 sputter-gas, the composition
was determined by Rutherford back-scattering exper-
iments.
FIG. 4: a) Relative permittivity and b) Leakage current
in a Cu/p++Si/Pt/TaSiN/Ir/BST/Pt(top) capacitor stack after
BST deposition at 550◦C with PLD and RTA annealing at
the same temperature in oxygen [5].
Electrical data of the stack
p++Si/Pt/TaSiN/Ir/BST/Pt(top) are presented in
Figs. 4a and b for effective relative dielectric constant
κ and leakage current, respectively. The effective κ
was measured with two different bottom electrodes,
as sketched in Fig. 3, the intermediate Ir giving a
common MIM capacitor and the bottom of the p++Si
wafer metallized with Pt and Cu measuring the whole
stack, respectively. The two curves in Fig. 4a are
nearly perfectly identical showing no considerable
influence of the multi-layer electrode stack as de-
sired. The dielectric properties are very reasonable:
The peak value of κ ≈ 450 at nearly zero field
demonstrates a large advantage for the biological
application compared to the used dielectrics. The
curve is largely tunable, the slight tendency to a
butterfly curve may indicate some ferroelectricity in
the thin BST film. The leakage current (Fig. 4b) is
not completely symmetric expected for the different
top and bottom electrode. The absolute current is
below 10−6 A/cm2 for fields lower than ± 200 kV/cm
corresponding to ± 2 V, which reasonable for DRAM
applications.
[1] http://
www.itrs.net/Links/2006Update/2006UpdateFinal.htm.
[2] D.E. Kotecki et al., IBM J. Res. Develop. 43, 367 (1999).
[3] P. Fromherz, Neuroelectronic interfacing: semiconduc-
tor chips with ion channels, nerve cells, and brain, Ed.
R. Waser, Wiley-VCH, Berlin, 781ff (2003).
[4] F. Wallrapp, P. Fromherz, J. Appl. Phys. 99, 114103
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We investigated in detail the evolution of
the I-V characteristics of epitaxially grown
Pt/SrTiO3(1at%Fe)/SrRuO3 heterostructures dur-
ing the electroforming process performed by re-
peated sweeping of a triangular shaped current
signal. Within the first cycles, we observed hys-
teretic I-V curves which can be explained by the
movement of oxygen ions and the resulting ac-
cumulation of charge at the SrTiO3/electrode in-
terface. After the electroformation the different
voltage branches result from two different resis-
tive states which are induced by a redox-induced
local metal to insulator transition. Pulsed mea-
surements on both types of curves showed the
volatile character of the states in case of an un-
formed sample and affirmed the non-volatile be-
havior of a formed sample.
Resistive switching in ternary oxides, like SrTiO3,
is an interesting physical phenomenon from the
fundamental point of view as well as in terms of
its possible application in future resistive random
access memories. There is strong experimental
evidence that reversible resistive switching in SrTiO3
single crystals and thin films [1] originates from a
redox-process within extended defects resulting in
a local metal-to-insulator transition. Nevertheless,
there is still a lack of understanding the mechanisms
occurring at the interface SrTiO3/electrode interface
during switching and during the electroforming
process which usually has to be performed prior to
the observation of stable resistive switching. The
purpose of this work was to elucidate of the physical
mechanisms at the interface SrTiO3/electrode in
different stages of the electroforming process.
The SrTiO3(1at%Fe)/SrRuO3 heterostructures were
grown epitaxially on SrTiO3 substrates by pulsed
laser deposition, using the deposition conditions
reported in reference [2]. Platinum dots with radii of
125µm, serving as top electrodes, were deposited
by e-beam evaporation by a shadow mask technique.
We applied a triangular shaped current signal with an
amplitude of 1mA and a frequency of 1Hz on an as-
fabricated Pt/SrTiO3(1at%Fe)/SrRuO3 structure and
measured the evolution of the corresponding voltage
FIG. 1: Change of the I-V characteristic for a
Pt/SrTiO3(Fe)/SrRuO3 sample by applying a triangular cur-
rent signal leading to a change from a volatile to a non
volatile hysteresis.
signal during 40 cycles. A selection of the result-
ing I-V curves are displayed in Fig.1. A typical I-V
curve, which is recorded during the first cycles, is dis-
played in red. It shows a strongly non-linear shape
with a hysteresis for both polarities. Since the volt-
age approaches the compliance at +10V in the pos-
itive branch, the hysteresis is not well pronounced in
the positive branch. The type of I-V curve completely
changes after several cycles, as depicted in Fig. 1.
The voltage showed in the positive branch some dis-
continuous behavior (displayed in blue). The volt-
age drops abruptly below the compliance level and
follows a noisy curve during the remaining positive
sweep with a decreased resistance (see blue curve
in Fig. 1). In contrary, the hysteresis on the negative
branch remains nearly unchanged during this stage
of forming. After several current sweeps, the voltage
rises up to a branch with reduced resistance until it
drops suddenly and approaches a different type of I-
V curve. In this final shape of the I-V characteristic
(displayed in black) a full current sweep exhibits two
separated and stable voltage branches. This type of
I-V curve can be explained by an electrically induced
local metal to insulator transition which results in an
abrupt non-volatile change of the electrical resistance
of the sample with a Ron/Roff ratio up to five.
On both types of I-V characteristics, pulse measure-
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FIG. 2: I-V characteristics of a Pt/SrTiO3(Fe)/SrRuO3 sam-
ple with low current load (a) and a high current load (c). The
diagrams (b) and (d) show the corresponding voltage re-
sponse to an applied current driven pulse signal exhibiting
of alternating write/erase pulses with amplitude of +/-1mA
and duration of 125ms, each write/erase pulse is followed
by a 20ms long readout pulse with amplitude of -500µA.
ments were performed. In figure 2 I-V curves of an
unformed (a) and a formed sample (c) are displayed
and the corresponding voltage response to the pulse
signal are shown in (b) and (d). For both types of I-
V curves, two different levels of the voltage response
exhibit (marked with green bars) and therewith corre-
spond to a difference in the resistance. For the un-
formed sample an increase of the measured voltage
during the pulses is observable as can be seen in the
inset of figure 2 (b) which indicates the volatility of the
resistive states. This shape is similar for both types of
resistance levels marked with green bars and points
to the existence of an internal counterfield and there-
with to a charging effect. This is not the case for the
formed sample where the measured voltage stays
constant during the applied pulses.
To clarify the origin of this charging behavior and the
resulting volatility of the resistive states observed
for the un-formed samples additional studies were
performed. Figure 3 (a) depicts this type of I-V curve
in more detail. The I-V curve exhibits an asymmetric
shape with continuous hysteresis, without any jumps,
on both polarities, but is much more significant in
the negative branch. As can be seen in Fig. 3(a),
the hysteresis becomes more pronounced and the
satura-tion voltage is increased when the slope of
dI/dt is decreased which hints to an accumulation of
charge at the interface. By increasing the applied
current the amount of accumulated charge at the in-
terface increased and leads to an increasing internal
counter field, see sketch in figure 3, which results in a
saturation of the total voltage. The saturation voltage
depends on the amount of moved charge and is
therefore larger for a smaller dI/dt. The observed
hysteretic effect results from the slow relaxation of
the accumulated charge when the applied current is
decreased. By keeping dI/dt constant at a value of
FIG. 3: I-V characteristics of a unformed
Pt/SrTiO3(Fe)/SrRuO3 sample. Diagram (a) displays
curves with different slopes of dI/dt and in diagram (b) for
different cycles with a constant dI/dt of 2mA/s are shown.
The inset presents a scheme for the movement of oxygen
which explains the origin of the hysteresis.
2mA/s (see Fig. 3(b)) for different current amplitudes,
the voltage always raised up on the same branch to
their respective reversal point, which is quite reason-
able because the amount of moved charge is equal
for all curves during increasing the applied current.
We suppose that the internal counter field originates
from the accumulation of oxygen ions at the interface.
In summary, we showed that in the early stages of
the formation a volatile hysteresis was observed orig-
inating from a movement of oxygen ions. In the later
stage of electroforming the resistance decreases un-
til finally the redox driven resistive switching state is
obtained.
[1] K. Szot, W. Speier, G. Bihlmayer, and R. Waser, Switch-
ing the electrical resistance of individual dislocations in
single-crystalline SrTiO3, Nat. Mater. 5, 312-20 (2006)
[2] K. Szot, R. Dittmann, W. Speier and R. Waser,
Nanoscale resistive switching in SrTiO3 thin films, Phys.
stat. sol. 2(1), R86-R88 (2007)
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Solid electrolytes such as Agy (GexSe1−x)1−y al-
low rapid diffusion of metal ions and this makes
them suitable for memory applications. We
present our results on resistive switching in
Ag/Ag-Ge-Se/Pt and Cu/Cu-SiO2/Pt cells which
show a resistance ratio of more than 5 orders of
magnitude. The ON resistance depends on the
write current which allows for multi-bit data stor-
age. In case of the Ag-Ge-Se cells, the leakage
current in the high resistance state can signifi-
cantly be reduced by introducing an oxide layer
within the chalcogenide film. Then, a current as
low as 1nA is sufficient to switch these cells from
a high to a low resistance state demonstrating
the possibility of extremely low power consump-
tion.
Non-volatile memory cells based on solid electrolytes
such as GexSe1−x [1] or Ag2S [2] are highly scal-
able and exhibit low switching voltages. They can
be switched for more than 1010 cycles and they hold
the resistance states even at elevated temperatures
for more than 10 years. The switching mechanism
is based on the formation and rupture of metallic
filaments between an oxidizable top and an inert
bottom electrode. Under positive bias application
the top electrode is oxidized and due to the elec-
tric field, cations migrate through the solid electrolyte
and are electrochemically reduced at the inert elec-
trode. Consequently, a metallic path grows from the
inert bottom electrode towards the top electrode until
a conductive connection is established. By revers-
ing the voltage polarity, this connection is ruptured
and the cell transitions from the low (ON) to the high
(OFF) resistance state. Recently, the same switch-
ing characteristics has been observed in memory de-
vices based on Cu-SiO2 [3]. So far, mainly write cur-
rents in the low µA region are reported. We now
show the reduction of the write current by three or-
ders of magnitude; a current as low as 1nA was suf-
ficient for writing a Ag/Ag-Ge-Se/Pt [4] as well as a
Cu-SiO2 cell.
Our memory cells consisted of a continuous bottom
electrode made of 100nm Pt followed by a 60nm thick
Si3N4 layer with vias of a diameter of 2.5µm, 5µm,
10µm, 25µm, and 50µm. 50nm Ge0.3Se0.7 was de-
posited into the vias by radio frequency (rf) sputter-
ing. The top electrodes had a diameter of 75µm
and consisted of 50nm Ag. A schematic of the cell
structure is shown in Figure 1. In case of the cells
FIG. 1: Schematic of the cell structure. For electrical char-
acterization, the Pt bottom electrode was grounded.
with Cu-SiO2 as active layer, a continuous 25nm thick
SiO2 film was deposited by rf-sputtering on the Pt
bottom electrode and the Cu top electrodes had a di-
ameter of 100 - 500µm.
FIG. 2: Current-voltage characteristics of a Ag-Ge-Se cell
with a diameter of 10µm. While the current was limited
to 10µA, the voltage gradually decreased showing that the
conductive path was further strengthened after the current
compliance was reached.
Typical current-voltage (I-V) characteristics for a Ag-
Ge-Se cell are shown in Figure 2. Initially, the film
was in the OFF state. At ∼400mV the cell switched
on and reached the current compliance of 10µA. The
memory cell switched back to the OFF state at ∼
-70mV. Four point measurements revealed that as
soon as the current compliance was reached, the
voltage applied to the cell did not immediately drop
to a constant value, but gradually decreased. This
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corresponds to a decrease in resistance because
of the formation of a stronger conductive connec-
tion with time. We found that the write currents can
be reduced significantly by introducing a GeO2 layer
within the Ge0.3Se0.7 film. We assume that the GeO2
layer is a barrier for the diffusion of excess Ag into
the chalcogenide layer [5]. With the leakage cur-
rent in the OFF state reduced to ∼0.15 pA/µm2, re-
sistive switching with a current compliance as low
as 1nA was possible showing cell operation with an
extremely low power consumption. The write cur-
rent determines the resistance of the conducting path
through the solid electrolyte because its formation is
dependent on the degree of oxidation and reduction.
With a write current range of over more than 5 orders
of magnitude, the low resistance state was variable
over the same range (kΩ to several hundred MΩ) as
shown in Figure 3. This increases the opportunity
FIG. 3: The ON resistance is shown versus the write cur-
rent. By varying the write current, the ON resistance can be
varied over five orders of magnitude.
for multi-bit data storage in each memory cell. The
low resistance state did not show a cell size depen-
dence. Figure 4 shows the ratio of the ON resistance
measured on a cell with a diameter of 2.5µm and the
ON resistance of a cell with a diameter of 50µm as
a function of the write current. The ratio does not
exceed a value of 4 even though the cell cross sec-
tional area changes by a factor of 400. This indicates
that for all cell sizes only one conductive connection
was established between the electrodes. The con-
ductive path grows from the inert electrode towards
the oxidizable electrode. As soon as the first ions
are reduced, the electric field is highest on the tip of
the growing metallic path. Therefore, this is the most
probable site for further electrode-position and only
one conductive connection grows through the solid
electrolyte. This is a very promising result for future
downscaling, as these memory cells do not depend
on material-inherent defects which might not be ad-
dressable in case of very small cells.
Devices based on Cu-SiO2 showed very similar
switching characteristics as cells based on Ag-Ge-
Se [4]. The write currents could be varied over the
same range as for the Ag-Ge-Se cells and even at
1nA resistive switching could be observed. Figure
5 shows the I-V plot for a Ag-Ge-Se and a Cu-SiO2
FIG. 4: The ON resistance ratio of cells with a via diame-
ter of 2.5µm and 50µm is shown versus the write current.
Although the cross sectional area of the cells varies by a
factor of 400, the ON resistance does not vary by a factor
of more than 4, suggesting that only one conductive path
forms between the electrodes.
cell which were both written with a current of 1nA.
The switching voltages and erase current level were
FIG. 5: Typical current-voltage characteristic of a resistively
switching Ag/Ag-Ge-Se/Pt and Cu/Cu-SiO2/Pt cell with a via
diameter of 10µm (Ag-Ge-Se) and a top electrode diameter
of 150µm (Cu-SiO2). The Pt electrode was grounded. The
write current was limited to 1nA.
very similar, which suggests that the switching mech-
anism in the Cu-SiO2 cells is based on the formation
and rupture of a Cu connection between top and bot-
tom electrode. These cells are promising candidates
for future integration as they are based on materials
already available in the current CMOS line.
[1] M.N. Kozicki, C. Ratnakumar, M. Mitkova, Proceedings
of the 7th Non-Volatile Memory Technology Symposium
(NVMTS), 111-117 (2006).
[2] K. Terabe, T. Hasegawa, T. Nakayama, M. Aono,
NATURE 433, (2005).
[3] C. Schindler, S.P. Puthen Thermadam, R. Waser, M.N.
Kozicki, IEEE Transactions on Electron Devices 54,
2762-2768 (2007).
[4] C. Schindler, M. Meier, M.N. Kozicki, R. Waser, Pro-
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We report on the realization of self-assembled
arrays of nanoscale resistive switching blocks
in epitaxial Nb-doped SrTiO3 thin films. These
blocks have dimensions in the order of 30 nm
and are embedded in an insulating matrix. They
can be individually addressed by the tip of a
conductive tip atomic force microscope and re-
versibly switched between a high and a low re-
sistance state reaching an Roff to Ron ratio of
up to 50. We suggest a connection between these
nanoscale switching blocks and defect-rich nan-
oclusters which were detected with high resolu-
tion transmission electron microscopy.
Searching for new concepts of non-volatile resistive
memory devices an upsurge of interest in thin per-
ovskite films as resistive switching layers has arisen
ever since the discovery of an electric field induced
resistance change in manganites and titanates as
well as zirconates. For undoped SrTiO3 it was
shown that the switching occurs along crystalline de-
fects which extend through the sample and form a
network of nanometer-sized filamentary conduction
paths [1, 2]. This makes SrTiO3 a very promising
candidate for a non-volatile memory in the terabit
regime. Doping SrTiO3 with transition metals im-
proves the stability of the resistive switching and may
be a tool to influence the extension and the local dis-
tribution of switching units in SrTiO3 thin films. In this
work Nb-doped SrTiO3 thin films are therefore inves-
tigated with a conductive tip atomic force microscope
(LC-AFM). We explore the local current distribution
and the arrangement of intrinsic nanoscale switching
units of these films and relate it to the microstructure
determined by high resolution transmission electron
microscopy (HR-TEM).
Thin films were prepared by pulsed laser deposition
(PLD) employing a KrF excimer laser (λ = 248 nm)
with an energy density of 5 J/cm2 at a frequency
of 10 Hz. A SrTiO3 target with a Nb-concentration
of 1 wt% and commercially available NdGaO3(110)
substrates were used. The substrate temperature
was set to 700 ◦C and the oxygen partial pressure
during deposition was lower than 10−6 mbar. In or-
der to investigate the local nature of the conductivity
and the switching behaviour of the samples we per-
formed LC-AFM measurements. All measurements
were carried out with a Jeol JSPM 4210 microscope
under vacuum conditions with a background pressure
of 10−5 mbar employing a PtIr-coated AFM tip.
FIG. 1: Part a and b show LC-AFM images of a Nb-
doped SrTiO3 thin film. The surface of the film consists
of protrusions with a conductive centre and practically non-
conductive boundaries (part c) forming an array of conduc-
tive spots.
The LC-AFM topography image and the correspond-
ing local current distribution of a 1 wt% Nb doped
SrTiO3 film is shown in figure 1. The images were
recorded with a negatively biased tip (Vtip = -3 V).
The surface exhibits a hilly morphology (figure 1a)
and is covered with little protrusions. These protru-
sions correspond directly to roughly 30 nm wide cir-
cular spots in the current image (figure 1b): the cen-
tre of each protrusion is conductive, while the bound-
aries are almost non-conductive. This correlation be-
comes particularly clear by comparing two linescans
drawn at the same place in the topography and the
current image respectively (figure 1c). While sim-
ilarly correlated systems described in the literature
exhibit very irregular patterns, in our case the protru-
sions form an almost well ordered array of conducting
spots.
By applying an external voltage between the tip and
the sample it is possible to change the resistance of
these conducting spots. The central part of figure
2 shows an I-V curve of a typical single conduct-
ing spot (indicated by the white dashed circle), which
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FIG. 2: Reversible resistive switching in Nb-doped Sr-TiO3
deposited under low oxygen pressure. The current images
show an array of conducting spots which can be switched
between two fifferent resistance states.
was recorded by placing the AFM tip over the spot
and varying the applied voltage. The I-V curve has
a clear hysteresis and shows a bipolar switching be-
haviour with an Roff to Ron ratio of up to 50. The
switching behaviour can be reproduced for a large
amount of conducting spots by scanning the posi-
tively (Vtip ≥ 2 V) or negatively (Vtip ≥ -3 V) biased
tip over a defined area of the sample: while in figure
2a all spots inside the inner square are conductive, a
scan over the area of the green dashed square with a
negative tip voltage of at least -3 V switches all spots
inside the scan area "off" (figure 2b). A subsequent
scan with a positive tip voltage of at least +2 V recov-
ers the conductivity of the previously switched "off"
spots (figure 2c), while yet another scan with -3 V
switches them "off" again (figure 2d).
This switching behaviour is consistent with the cur-
rent image in figure 1b which was recorded with
a negative tip voltage of -3 V while switching the
scanned area "off": The scan with the switching volt-
age of -3 V itself still shows the high conductivity of
the low resistance state, while any following scan
shows the almost non-conductive surface of the high
resistance state.
FIG. 3: HR-TEM investigations reveal defect-rich clusters
embedded in the matrix of the film.
In order to understand the microstructure of the film
and thus the structural nature of the protrusions or
the conducting spots, HR-TEM measurements of
a Nb-doped SrTiO3 film grown under low oxygen
pressure have been performed. They show that the
film is grown coherently on the substrate without
any misfit dislocations at the interface. It contains
however a high density of defect-rich clusters with
dimensions between 2 and 20 nm (figure 3). We
suggest a connection between the nanoclusters and
the conducting spots because of their similar size
and distribution although the exact nature of this
correlation is not yet completely clear.
Since the oxygen partial pressure has a major in-
fluence on the electrical measurements and since
switching is only observable under vacuum condi-
tions, we assume, that the switching process in Nb-
doped SrTiO3 can be explained by a local oxidation
and reduction along a network of electrically con-
nected, defect-rich nanoclusters. More experimental
evidence is however necessary to either confirm or
disprove this assumption.
In summary, we have succeeded in fabricating regu-
lar arrays of 30 nm wide resistive switching blocks in
Nb-doped SrTiO3 thin films, which can be switched
between two different resistance states by applying
an external voltage. We attribute these resistive
switching blocks to the specific defect structure of our
thin films.
This work was financially supported by Intel Inc.,
Santa Clara.
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In this report we investigate the effect of oxygen
ambient on the bipolar resistive switching behav-
ior of a Pt/TiO2/Pt switching cell. By using time-
of-flight secondary ion mass spectroscopy the
oxygen incorporation into localized areas of the
top and bottom electrodes after the electroform-
ing process could be confirmed suggesting oxy-
gen ions and/or oxygen vacancies are involved in
the resistive switching. In order to confirm the ef-
fect of oxygen on the resistive switching behav-
ior we carried out resistive switching measure-
ments with variation of the oxygen pressure in
the measurement chamber. The results showed
changes in switching behavior implying that the
Pt/TiO2/Pt cell is open to the ambient atmosphere
and able to exchange oxygen gas molecules with
atmosphere.
Resistive switching behavior of TiO2 is a very attrac-
tive subject due to its nonvolatile switching charac-
teristics which is promising for application to resis-
tive switching random access memory devices. A re-
cent report has demonstrated that both unipolar re-
sistive switching (URS) and bipolar resistive switch-
ing (BRS) behaviors can be observed in TiO2 de-
pending on the current compliance value during an
electroforming process [1]. However, the mecha-
nisms of electroforming, URS, and BRS have been
hardly clarified yet leaving many open questions.
FIG. 1: 2-dimensional TOF-SIMS image of oxygen distri-
bution over a Pt/TiO2/Pt cell. The depth profile of each el-
ement is shown on the right side. The profiles are from the
dark region (a) and from the bright region (b).
Recently, Zhao et al. [2] have reported the influence
of oxygen partial pressure on the resistive switching
behavior of (Pr,Ca)MnO3 suggesting oxygen vacan-
cies are involved in the switching. In this report we
demonstrate the involvement of oxygen ions and/or
oxygen vacancies in the switching of a Pt/TiO2/Pt
switching cell by investigating oxygen ion distribu-
tion in the switching cell after switching using time-of-
flight secondary ion mass spectroscopy (TOF-SIMS)
and performing switching measurements with varying
oxygen pressure.
FIG. 2: The effect of the change in the ambient from vac-
uum to oxygen on a switching curve which shows reset and
set switching under positive current and negative current,
respectively.
For the fabrication of a Pt/TiO2/Pt switching cell a
blanket 27 nm thick TiO2 film was deposited on a
platinized Si wafer with sputter grown 100 nm thick
Pt using reactive sputtering from a Ti-metal target.
Circular-shaped top electrodes of 70 nm thick Pt
were formed by a the lift-off process.
Electroforming was carried out by applying a positive
voltage sweep on the top electrode (anode) with
a sweep rate of 0.6 V/s and a current compliance
of 50 µA. The electroforming took place at about
5 V. In order to identify the distribution of oxygen
ions in the depth of the stack as well as over the
cell area, two-dimensional scanning TOF-SIMS was
used. Integrated oxygen ion contents along the
depth over the whole switching cell can be seen in
Fig. 1, where the brightness indicates the oxygen
contents and the circle represents the top electrode.
It can be noticed that the oxygen distribution in the
circle is non-uniform showing several bright spots
meaning more oxygen ions than in the rest of the
area. The depth profiles of the areas (a) and (b) can
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be seen on the right side of Fig. 1. The depth profile
of the area (a) shows oxygen incorporation into the
top electrode compared to that of the area (b). We
also checked the oxygen ion distribution in a pristine
switching cell, before electroforming, however, bright
spots were barely detected. Therefore, we can
consider the non-uniform distribution of oxygen ions
to be attributed to the switching measurements
including electroforming implying that oxygen ions
and/or vacancies are involved in the switching.
Similar resistive switching measurements with
applied current sweep were performed in a chamber
where the ambient could be controlled. By changing
the polarity of electroforming current (voltage) the
circulation direction of the current-voltage (I-V)
hysteresis can be changed, i.e. the polarities of
set switching [high resistance state (HRS) → low
resistance state (LRS)] voltage and reset switching
[LRS → HRS] voltage are determined by the po-
larity of electroforming voltage. We activated two
different switching modes on two different switching
cells in vacuum. For one (mode A) the set and
reset switchings occur under negative and positive
voltages, respectively, and for the other (mode B)
it is the opposite way. Fig. 2 shows that a sample
formed into mode A stayed in that same mode when
changing the ambient from vacuum to 5×10−3 mbar
pure oxygen gas. However, the ratio of the HRS to
the LRS became considerably larger. Fig. 3 shows
the changes in switching curves with increasing
oxygen pressure. First, the initial switching curve
was measured in vacuum at a pressure lower than
5×10−7 mbar, see Fig. 3a. Second, the pressure
was increased to 5×10−4 mbar by injecting pure
oxygen gas, and then a switching measurement
with 5 cycles was carried out, the results are shown
in Fig. 3b. Third, after some waiting time at zero
applied voltage another switching measurement with
5 cycles in the same atmosphere was performed, the
results are shown in Fig. 3c. Finally, two additional
measurements with 5 cycles each were carried
out in an oxygen atmosphere at higher pressure
(5×10−3 mbar), the results are plotted in Fig. 3d
and e, respectively. Mode B underwent the transition
to mode A as the pressure of oxygen increased.
Therefore, we may conclude that mode A is the more
stable switching mode in a pure oxygen ambient at
pressures higher than 5×10−3 mbar.
Concerning the mechanism of the influence of
oxygen on the switching behavior, we can take into
account both cathodic and anodic reactions involving
oxygen ions, for instance, V
••
0 + 2e− + 1/2O2 ↔ Ox0 ,
in which V
••
0 , and Ox0 mean an oxygen vacancy and
an oxygen ion at a regular oxygen site, respectively
[3]. The direction of the spontaneous reaction
without applied voltage will be determined by the
standard potentials at the interfaces. However,
an applied voltage can change the rate and even
the direction of the reaction, and the changes
are opposite at cathode and anode. Therefore, it
can be assumed that the two different switching
curves measured in vacuum in Figs. 2 and 3 (the
direction of the hysteresis is opposite) have different
FIG. 3: Changes in resistive switching curves due to chang-
ing of oxygen pressure showing reset and set switching un-
der negative and positive current, respectively.
active interfaces involved in the switching due to
some asymmetry induced by the electroforming
polarity. However, by increasing oxygen pressure
the electrochemical reaction at one specific interface
may become prominent so that the initially different
switching modes become the same. The interface
activated or changed by the external oxygen ambient
is most probable the one at the TiO2/top electrode
because it is much easier to be influenced by the
ambient atmosphere compared to the TiO2/bottom
electrode interface.
In summary, we observed the oxygen evolution in the
switching cell after the electroforming and also the
influence of oxygen ambient on the bipolar switching
behavior. From the observations we can conclude
that oxygen is directly involved in the switching even
though the mechanism has to be elaborated in more
detail.
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The aim for faster computing and higher stor-
age densities emphasis the need for novel con-
cepts and materials. One scenario is that mem-
ories basing on the change of the electrical re-
sistance will replace the currently charge driven
concepts. We report on the deposition and char-
acterization of solid electrolyte WO3 thin films
for non-volatile resistance switching memory ap-
plications (RRAM). The studies reveal multilevel
switching which suggest storing more than one
bit per cell and in addition the material switches
with currents in the nanoampere range which
is beneficial regarding power consumption as-
pects.
Triggered by the reinvention of the resistance switch-
ing phenomena in metal-insulator-metal (MIM) cells
[1-3], recently those material systems attract the
semiconductor industry, since they have the potential
to overcome predicted road blockers and might find
the way into memory as well as reconfigurable logic
applications.
The resistance switching phenomena can be de-
scribed in the way that e.g. the material is initially
insulating which means exhibiting a high resistance.
If an applied voltage exceeds a certain threshold volt-
age (Vth) the current rises abruptly, which means the
resistance decreases dramatically. This low resis-
tance state (LRS) is retained until the voltage polar-
ity is reversed and exceeds a negative Vth. At this
point the material switches back from the LRS to the
high resistance state (HRS). LRS and HRS can be
considered as "1" and "0" and can therefore be used
for digital data storage. A wide variety of organic
and inorganic materials show the resistance switch-
ing effect (e.g. TiO2, NiO, GeSe, WO3, (Pr,Ca)MnO3,
SrTiO3:Cr, Cu:TCNQ ) whereby the switching mech-
anism is classified due to thermal, ionic or electronic
contributions. For details see [6] and the references
therein.
WO3 is known as solid-electrolyte, where diffused Cu
ions form conducting filaments, which can be opened
and closed by an electric field [7]. WO3 thin films
were deposited by high pressure sputtering from a
WO3 target using pure oxygen. The substrate tem-
perature was in the range between room tempera-
ture and 700 ◦C and the deposition pressure was be-
tween 1 - 3 mbar resulting in deposition rates of a
FIG. 1: XRD data of high-pressure sputtered WO3 thin
films at various temperatures.
few nanometer per hour. XRD measurements prove
that the films deposited at 700 ◦C are of crystalline
nature and all other films are amorphous (Figure 1).
SEM pictures prove this fact and show grains in the
order of 100 nm diameter (WO3 film @ 700 ◦C). In
this paper we focus on electrical measurements on
films deposited at 1 mbar and 200 ◦C. To create an
active area of 5 × 5 µm2, the films are deposited on
an oxidized Si wafer with a structured Pt bottom elec-
trode and a perpendicular Cu top electrode (Figure
2).
FIG. 2: Schematic view of a single cross junction.
Figure 3 shows a number of I(V) measurements with
different current compliances measured sequentially
on the cross junction. A current compliance on the
positive side is needed to prevent the sample from
thermal break down at the moment the resistance
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FIG. 3: I(V) measurement of WO3 thin film using various
current compliances.
changes from HRS to LRS by exceeding the positive
threshold voltage. On the other hand currents during
switch back operation (LRS to HRS) are smaller and
therefore not limited by the compliance. The use of
different compliance levels comes along with the po-
tential to store more than one bit in one cell, since
different resistances can be attributed to multiple bits
by simply measuring the current during the read op-
eration.
FIG. 4: Low current I(V) measurement. Current compliance
is set to 500 nA.
Figure 4 gives a closer look to a low current mea-
surement. The cell switches from HRS to LRS at
200 mV and is limited at only 500 nA. Low currents
are desired in RRAM applications, because it is
mandatory to reduce the power consumption with
increas-ing integration density.
Figure 5 demonstrates write and non-destructive
readout cycles. The inset shows the applied voltage
pulses. First one set pulse (0.5 V, 1 s) was given fol-
lowed by 1000 read pulses (100 mV, 20 ms). Then
a negative reset pulse was made followed again by
1000 read cycles. The data show clearly the differ-
ent current levels in "ON" and "OFF" state. Thereby,
the current in "ON" state stays around 650 µA corre-
sponding to 150 Ω whereas the resistance in "OFF"
state is around 8 MΩ.
FIG. 5: Read and write cycles of a 5 × 5 µm2 large WO3
junction.
We have presented WO3 thin films with Cu top elec-
trodes exhibiting non-volatile resistance switching for
memory applications. The films are of amorphous
nature and show multilevel switching down to very
low currents of only 500 nA, which obliges the de-
mand for low power consumption devices. Further
more the resistance states could be read for 1000 cy-
cles. Thereby the read operation is non-destructive.
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Titanium oxide was deposited at 240◦C by liquid
injection atomic layer deposition using titanium
tetraisopropoxide (TTIP) dissolved in ethylcyclo-
hexane (ECH) and water. The deposited 76 nm
TiOx film was analyzed by TEM and showed a
nanocrystalline morphology. The ALD TiOx film
sandwiched between Cu and Pt electrodes exhib-
ited bipolar as well as unipolar resistance switch-
ing, which are applicable to non-volatile memory
applications.
A huge variety of materials such as GeSe, TiO2,
SrZrO3, SiO2 and so on, which can be electrically
switched between high resistance state (OFF) and
low resistance state (ON) repeatedly, have been in-
tensively studied for the next generation of non-
volatile resistive random access memory (RRAM)
and reconfigurable logic applications [1-5]. The de-
position by ALD is considered since it is a surface re-
action controlled process and thereby allows homo-
geneity and excellent film thickness controllability to
be achieved on complex structures. So binary oxide
films have the potential to be integrated into cross-
bar structures with the ease of the moderate integra-
tion effort as compared to the complementary metal-
oxides semiconductors (CMOS).
FIG. 1: Time table of the gas pulse injections in a cycle.
TiOx thin films were deposited at 240◦C using
TTIP and reactant water on one square inch (111)
Pt/Ti/SiO2/(100)Si substrates. The sequential pre-
cursor, reactant gas supply and an appropriate inert
gas purge is illustrated in Figure 1. The amount of
the TTIP solution supplied to the reactor per cycle
was changed by the number of the injections keep-
ing the opening time constant (2 ms). The growth
rate of the film shows saturation if injection frequen-
cies more than 1 Hz are used, as shown in Figure 2
[6]. Cu top electrodes were deposited on the films by
thermal evaporation at room temperature using pho-
tolithography in combination with lift-off process.
FIG. 2: Variety of the TiOx film growth rates affected by the
injection frequency of 0.05 M TTIP precursor as a function
of the volume of injected TTIP solution.
As deposited films show amorphous structure in X-
ray diffraction pattern [6]. Cross section TEM de-
picted in Figure 3 reveals a randomly orientated
nanocrystalline structure, which was proved by se-
lected area electron diffraction (SAED) analysis. The
corresponding SAED pattern is shown in the inset of
Figure 3 clearly indicating the polycrystalline struc-
ture of the TiOx. The thickness of the very homoge-
nous film was measured to 76 nm.
After electroforming such Cu/TiOx/Pt sandwich struc-
tures exhibit bipolar switching in microampere range
as well as unipolar switching in milliampere range.
Figure 4 (a) shows the typical unipolar switching in
such MIM pads structures, where the high resistance
switches to low resistance state at positive Vth+
(threshold voltage for switch ON) with 20 mA com-
pliance current, and switch back to high resistance
state at positive Vth− (threshold voltage for switch
OFF), which is smaller than Vth+. Set ON and Set
OFF are irrespective of the polarity of the bias. In the
case of the bipolar switching (Figure 4 b) the Set ON
or Set OFF are polarity dependent, it switches from
OFF to ON state at positive Vth+ and only switch OFF
at negative Vth−. The TiOx was also integrated into
the micrometer crossbar structures.
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FIG. 3: TEM image of the Pt/TiOx/Cu structure and the
electron diffraction pattern in the inset, which shows the
nanocrystalline structure of the deposited TiOx film.
FIG. 4: a) Unipolar and b) bipolar resistive switching of a
76 nm-thick TiOx film between Cu and Pt electrode in Pads
structure (Ø =290 µm).
Figure 5 shows multilevel bipolar switching behaviour
measured from a 4 µm2 cross point, where every 5
continues cycles were performed with the same com-
pliance current and the resistance of low resistance
states are depended on the compliance current from
200 µA to 800 µA. The resistance of the ON state
decreases with the increasing of compliance current,
the ratio of OFF resistance to ON resistance read at
0.5 V ranges from 9 at 200 µA compliance current to
28 at 800 µA compliance current. On the base of the
different resistance levels mutibit memory cell can be
realized.
FIG. 5: Multilevel resistive switching behavior of a 2 µm ×
2 µm cross point. a) I(V) curves with different compliance
current, b) corresponding R(V) curves.
For the resistive switching devices based on TiO2 the
ALD process is advantageous because of two rea-
sons: Firstly, homogenous films can be uniformly
deposited on structure surfaces like e.g. crossbar
structures; secondly films can be deposited in nearly
amorphous nanocrystalline morphology due to the
low deposition temperature. With Cu and Pt elec-
trodes TiO2 films show reproducible bipolar as well
as unipolar resistive switching. Depending on the dif-
ferent compliance current the ON resistance states
could be varied in different level.
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By means of high-resolution transmission elec-
tron microscopy we map, on the unit-cell scale,
the displacements of cations away from the cen-
trosymmetry positions in an ultra-thin epitaxial
PbZr0.2Ti0.8O3 film on a SrRuO3 electrode layer
deposited on a SrTiO3 substrate. Based on the
off-centre displacements of the cations local po-
larization in the film is estimated. A system-
atic reduction of the atomic displacements is
measured at the interfaces. This suggests that
interface-induced suppression of the ferroelec-
tric polarization plays a critical role in the size ef-
fect of nanoscale ferroelectrics.
Epitaxial ultra-thin films of ferroelectric oxides have
attracted considerable attention with respect to po-
tential applications in nanoelectronic high-density
memory devices. The magnitude and stability of
the switchable ferroelectric polarization are the cen-
tral figures of merit for such devices. The switch-
able polarization, ∆P , is ideally twice the remnant
polarization or spontaneous polarization, Ps, which
arises as a result of the separation of the charge cen-
tre of cations from that of anions. Therefore, the lo-
cal polarization of the film can in principle be inves-
tigated by measuring the atomic displacemens. In
the present work, we map the atomic displacements
of the cations by high-resolution transmission elec-
tron microscopy (HRTEM) and thus investigate at the
unit-cell scale the polarization in an epitaxial ultra-
thin, about 7 nm thick, film of PbZr0.2Ti0.8O3 (PZT) on
an SrRuO3 (SRO) electrode deposited on a SrTiO3
substrate using a 400 kV electron microscope.
Figure 1 shows schematically the tetragonal unit
cell of ferroelectric PZT (a) and the unit cell of the
underlying SRO electrode (b) in a projection along
the crystallographic b-axis. In PZT the position of
the Zr/Ti atoms (red) as well as that of the O atoms
(blue) is displaced along the c-axis direction by a
distance δZr/Ti and δO with respect to the positions
of centrosymmetry.
Figure 2 shows a [010] HRTEM image of the interface
of the PZT/SRO heterostructure recorded employing
a value of underfocus which is close to Scherzer con-
ditions. The contrast minima correspond to the posi-
tion of the cation columns projected along the crystal-
lographic [010] direction. The interface is denoted by
a thick horizontal arrow. The surface of the PZT layer
FIG. 1: (a) Tetragonal PZT ferroelectric phase in a projec-
tion along the crystallographic b-axis. (b) Tetragonal cen-
trosymmetric SRO.
(not visible in the image) is parallel to the SRO/PZT
interface, and as measured in the image the thick-
ness of the PZT layer is about 8 nm.
FIG. 2: [010] HRTEM image of the PZT/SRO heterostruc-
ture The thick arrow denotes the horizontal interface be-
tween the PZT and the SRO film layers.
In order to map local polarization in the film, which
is the result of relative displacements of ions as
shown in Fig.1, the image of Fig.2 is quantified. The
positions of atoms are determined by performing an
iterative procedure in which the imaging parameters
and structure model are systematically varied until a
stable best fit of the calculated contrast distribution
to the experimental intensity data for the SRO and
PZT layers is achieved [1]. We note that we shall
only deal with shifts of atomic positions as a function
of increasing distance from the SRO/PZT interface
plane. Therefore, for a certain distance from the
interface, we calculate a mean value by taking the
average of the contrast minimum position data over
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42 unit cells (16.4 nm) parallel to the interface.
Figure 3a shows the experimental image obtained
by this type of averaging. It can be compared with
the image in Fig. 3b calculated on the basis of the
final model of PZT/SRO and the optimum imaging
parameters.
FIG. 3: (a) Image obtained from the experimental image of
Fig.2 by averaging the intensity over 42 unit cells. (b) The
image calculated on the basis of final structure model. The
polarization direction of the PZT film is shown by an arrow P.
FIG. 4: The c- and a-axis parameters (a) and the displace-
ment parameters δZr/Ti and δO of the Zr/Ti and O atoms
(b) as a function of the unit cell position from the interface.
In Fig. 4a we present the results of measurements
for the c-axis and a-axis lattice parameter. The
c-axis lattice parameter c of the PZT layer increases
gradually with increasing distance from the interface
reaching a maximum in the middle of the film. Figure
4b shows the displacements δZr/Ti and δO of the
Zr/Ti and O atoms, respectively, as a function of the
unit cell position from the interface. Interestingly,
the relative shifts of the atoms which result in the
polarization of the ferroelectric phase are much
smaller in the thin film system than in the bulk crystal
open symbols).
In Fig. 5 we show the spontaneous polarization, Ps
(full red circles) as a function of the distance from the
interface calculated on the basis of the determined
atomic displacements and the effective charge val-
ues of ions for PTO given in ref 2. The dotted line in
FIG. 5: Spontaneous polarization, Ps, calculated on the
basis of the atomic shifts determined. The blue dashed-
line curve is calculated for a system of an 8-nm ferroelectric
layer sandwiched between metallic electrodes based on the
Kretschmer-Binder model.
the left part indicates the SRO/PZT interface position.
As one progresses from the centre of the PZT film to-
wards the interface or the film surface the value of Ps
decreases. This provides direct evidence for the fact
that an interfacial layer with reduced polarization is
formed in PZT. On the other hand, this behaviour sup-
ports the theoretical picture of surface-induced sup-
pression of polarization based on a phenomenolog-
ical theory [3]. From our data, an averaged value
of the spontaneous polarization Ps over a film thick-
ness is estimated as 40 µC/cm2 for an 8-nm-thick
film. This value for ∆Ps(= 2Ps ) fits quite well with
the experimental data of about 70 ± 5 µC/cm2 [4].
From our analysis, two key results are evident. Firstly,
the displacements of the Zr/Ti and oxygen atoms de-
crease almost linearly from the film interior to the in-
terface. It can imagine that as the film thickness is in-
creased, the effect of the interface becomes weaker
and weaker. This observation corresponds to the in-
crease in switchable polarization with increasing film
thickness. A second important result is the evidence
for smaller displacements of the Zr/Ti atoms from the
positions of centrosymmetry in the film interior where
the c-axis parameter is larger in comparison with the
crystal data for the PTO ferroelectric phase. These
smaller displacements are expected to lead to lower
polarization. One possible role may be the kinetics of
the growth process.
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Taking into account the electrostrictive cou-
pling between inhomogeneous polarization fluc-
tuations and lattice strains in ferroelectrics films,
we showed that in heterostructures involving
strained epitaxial films and metal electrodes the
single-domain state may remain stable against
the transformation into polydomain state down to
the nanometer scale. This result indicates that
the ferroelectric states with opposite remanent
polarizations can be stabilized even in nanoscale
capacitors and tunnel junctions, which opens
possibility of their memory applications.
Persistence of ferroelectricity in ultrathin films is an
issue of high fundamental and practical interest. In
particular, the stability of states with a nonzero net
polarization represents a matter of primary impor-
tance. Indeed, the presence of such polarization is
necessary for the memory applications of ferroelec-
tric capacitors [1] and tunnel junctions [2].
Dependence of the polarization pattern P(r) on the
film thickness may result from both long-range and
short-range interactions. The most widely discussed
cause of this size effect is the existence of a depolar-
izing field, which differs from zero even in thin films
covered by metal electrodes [3, 4]. According to the
theoretical predictions [3, 4], the depolarizing-field ef-
fect may lead to the complete disappearance of fer-
roelectric phase below some critical film thickness.
In these studies, however, the film was assumed to
remain in a single-domain state, although the depo-
larizing field Edep tends to induce the formation of
a 180◦ domain structure. Since this transformation
strongly reduces the magnitude of Edep, it may pre-
vent the ferroelectric to paraelectric phase transition
in ultrathin films. In view of this possibility, the sta-
bility of a single-domain film against the appearance
of 180◦ domains becomes an extremely important is-
sue.
The stability problem can be solved by studying small
inhomogeneous perturbations of the uniform polar-
ization state [5]. The existing solutions of this prob-
lem [5, 6], however, ignore totally the fact that, owing
to the electrostrictive coupling, the polarization fluc-
tuations inevitably modify lattice strains [7]. In this
work, we developed a rigorous solution of the stabil-
ity problem for the single-domain state in ferroelec-
tric films, which demonstrates that the electrostrictive
coupling between polarization and strain may stabi-
lize this state even in a few-nanometer-thick epitaxial
layers.
We considered thin films of perovskite ferroelectrics
grown on a thick cubic substrate inducing compres-
sive in-plane strains in the film. At thicknesses t out-
side the nanoscale range, such films stabilize in the
tetragonal c phase with the polarization P orthogo-
nal to the substrate (P1 = P2 = 0, P3 = 0). Ne-
glecting for clarity the surface effects on P(r), we as-
sumed the film to be homogeneously polarized in the
ground state and first determined the spontaneous
polarization, which is necessary for the stability anal-
ysis. The film polarization can be calculated from the
nonlinear equation of state derived by differentiating
the film Helmholtz free energy. The total electric field
E3 inside the film may be found from the voltage drop
Va across the metal-ferroelectric-metal (MFM) het-
erostructure and the continuity condition of the elec-
tric displacement D = ε0 E + P at the interfaces (ε0
is the permittivity of the vacuum) [3]. The calculation
shows that E3 depends on the total capacitance ci
of the screening space charge in the electrodes [8].
The depolarizing field Edep = -P3/(ε0 + cit) formally
renormalizes the coefficient a3∗ of the lowest-order
polarization term [7], transforming it into a3∗∗ = a3∗ +
1/[2/(ε0 + cit)]. Using this expression, one can calcu-
late P3 and Edep as a function of the film thickness t
at a constant misfit strain Sm < 0.
We performed these calculations for Pb(Zr0.5Ti0.5)O3
(PZT) and BaTiO3 (BT) films grown on SrTiO3, as-
suming Sm to be equal to a thickness-independent
value attained in fully strained MFM trilayers. The
spontaneous polarization Ps = P3(Va = 0) of PZT
films was calculated in the P 6 approximation, while
we used the P 8 approximation to find Ps of BT films.
Since the capacitance ci affects Ps only via the prod-
uct ci t, the dependences Ps(t) corresponding to dif-
ferent electrode materials can be described by one
universal curve Ps(teff ). The effective film thickness
teff may be defined as teff = (ci/c1)t , where c1 = 1
F/m2.
The calculated curves Ps(teff ) show that the out-of-
plane polarization Ps vanishes at a critical film thick-
ness t0, which was regarded as a size-induced phase
transition [4]. Just above t0 the film polarization
steeply increases with thickness and reaches values
comparable to the bulk polarization. At ci = 0.444
F/m2 characteristic of SrRuO3 electrodes, the calcu-
lation gives t0 ∼= 2 nm for PZT films and t0 ∼= 2.6 nm
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for BT films [8]. Therefore, even nanoscale capaci-
tors and tunnel junctions may have the out-of-plane
polarization sufficient for the memory applications.
On the next stage of calculations, we analyzed a
wave-like perturbation of the uniform polarization
state along the x1 axis. Since the polarization dis-
tribution becomes inhomogeneous, the equation of
state should be replaced by the Euler equations in-
volving the gradient terms. These second-order dif-
ferential equations were derived in the 2D case for
ferroelectrics with a cubic paraelectric phase. The
polarization components involved in the Euler equa-
tions can be written as P3 = Ps + δP3(x3) exp(ikx1)
and P1 = δP1(x3) exp(ikx1) with δP1, δP3  Ps. Sim-
ilar relations [e.g., S11 = Sm + δS11(x3) exp(ikx1)]
can be introduced for the film strains Sij and the elec-
trostatic potential φ. Using these formulae and retain-
ing only the lowest-order perturbation terms, we ob-
tained two simultaneous differential equations for the
functions δPi(x3), δSij(x3), and δφ(x3) [8].
In addition, four other equations must be satisfied.
First, the electrostatic condition div D = 0 provides
a relation between δφ, δP1 and δP3. Second, the
strains Sij must obey the compatibility condition,
which reduces to one nontrivial equation in our case.
Third, the equations of mechanical equilibrium σij,j
= 0 written for the film stresses σij yield another two
relations. In total, one obtains a system of six differ-
ential equations for six unknown functions: δP1, δP3,
δφ, δS11, δS33 and δS13. The analysis shows that the
discussed system may be reduced to a pair of simul-
taneous equations, which involve only δP3, δS11, and
their second and fourth derivatives [8]. These equa-
tions differ dramatically from the differential equa-
tion used to describe the stability problem formerly
[5, 6] because the polarization wave creates an elas-
tic wave in the film.
Since the obtained system is homogeneous, the so-
lution should have the form δP1(x3) = A exp(λx3),
δSi11(x3) = B exp(λx3). This leads to a homoge-
neous system of two linear algebraic equations in the
unknown coefficients A and B. Calculating the deter-
minant ∆λ of this system and setting it to zero, one
obtains the characteristic equation ∆λ(λ) = 0 in the
form of a quartic algebraic equation with respect to
λ2. When all roots λn(k) of this equation are dis-
tinct, the general solution involves eight coefficients
An satisfying a system of eight simultaneous equa-
tions, which follow from the boundary conditions [8].
Since this system is homogeneous, a nonzero so-
lution for An exists only when its determinant ∆A
equals zero. By solving the equation ∆A(k) = 0 nu-
merically, it is possible to check the existence of any
root k = 0 at a given film thickness t, interfacial ca-
pacitance ci, temperature T , and misfit strain Sm. If
there are no such roots, the uniform polarization state
remains stable against inhomogeneous polarization
perturbations. The critical thickness tc, at which the
single-domain state becomes unstable, can be found
as a maximum value of t at which a nonzero solution
for k first appears.
We performed necessary numerical calculations for
fully strained BT and PZT films grown on SrTiO3.
Since for our purposes it is sufficient to determine
the upper bound tc,max of the critical thickness, we
simplified the problem by setting the gradient coeffi-
cients gln to zero. The magnitude of tc,max may be
computed for one particular interfacial capacitance ci
only, because the critical thickness is inversely pro-
portional to ci. We studied the case of two SrRuO3
electrodes (ci = 0.444 F/m2). At room temperature,
tc,max was found to be slightly below 2.98 nm for BT
films and below 2.73 nm for PZT films.
The calculations also showed that tc,max strongly in-
creases when compressive strain is reduced (Fig. 1).
To clarify the role of the strain effect further, we com-
puted the critical thickness in the absence of elec-
trostrictive coupling (qln = 0), using the available esti-
mates of gradient coefficients gln. It was found that tc
increased up to about 37 nm for BT films and 56 nm
for PZT films at room temperature. Hence the strain
effect reduces the critical thickness by more than a
factor of ten.
FIG. 1: Variation of the critical thickness tc,max with the
misfit strain at room temperature calculated for epitaxial BT
and PZT films sandwiched between SrRuO3 electrodes (ci
= 0.444 F/m2).
Thus, by combining highly strained epitaxial films with
metallic electrodes having good screening proper-
ties it is possible to stabilize the single-domain fer-
roelectric state in nanoscale capacitors and tunnel
junctions. Remarkably, this stabilization results from
the electrostrictive coupling between polarization and
strain, which was ignored previously [5, 6].
[1] J.F. Scott, Ferroelectric Memories (Springer, Berlin,
2000).
[2] H. Kohlstedt et al., Phys. Rev. B 72, 125341 (2005).
[3] R.R. Mehta, B.D. Silverman, and J.T. Jacobs, J. Appl.
Phys. 44, 3379 (1973).
[4] J. Junquera and Ph. Ghosez, Nature (London) 422,
506 (2003).
[5] E.V. Chenskiıˇ and V.V. Tarasenko, Sov. Phys. JETP 56,
618 (1982).
[6] A.M. Bratkovsky and A.P. Levanyuk, cond-
mat/0601484.
[7] N.A. Pertsev, A.G. Zembilgotov, and A.K. Tagantsev,
Phys. Rev. Lett. 80, 1988 (1998).
[8] N.A. Pertsev and H. Kohlstedt, Phys. Rev. Lett. 98,
257603 (2007).
IT/Nano • IFF Scientific Report 2007
180 I 181
Direct Electrical Characterization of
Embedded Ferroelectric Lead Titanate
Nanoislands
S. Clemens3 , A.-C. Dippel3 , T. Schneller3 , R. Waser1,2,3 , S. Röhrig1,2 , A. Rüdiger1,2
1 IFF-6: Electronic Materials
2 CNI: Center of Nanoelectronic Systems for Information Technology
3 Institut für Werkstoffe der Elektrotechnik II, RWTH Aachen
Lead titanate nanoislands embedded into a low-k
dielectric matrix and dense lead titanate films are
investigated in terms of their ferroelectric switch-
ing currents with special care devoted to capaci-
tive and leakage contributions. Our findings with
platinum and gold as collective top electrodes
are compared to previous results and those of
thin films and we discuss the remnant polar-
ization and the coercive field within an equiva-
lent circuit model. We demonstrate that a direct
electrical characterization of sub 100 nm ferro-
electric nanoislands becomes feasible if they are
measured in parallel and provided that the thin
film material parameters of both ferroelectric and
the spin-on-glass are independently determined.
One approach to electrically study nanoscale ferro-
electrics starts from an ensemble of dozens or hun-
dreds of identical or similar ferroelectric nanoislands
with collective top electrodes. For microscopic en-
sembles they may sometimes already be equipped
with individual top electrodes [1] that can be con-
tacted in parallel to obtain sufficient signal levels.
However, as the structures under investigation be-
come even smaller, the deposition as well as the
etching of top-electrodes becomes increasingly de-
manding and has not been achieved to a satisfactory
degree. We therefore tackle this situation from two
sides: For one, we are growing template based ferro-
electric nanoislands with a high degree of registration
and a narrow size distribution [2, 3] well below 100
nm lateral extension and for the other we are embed-
ding self-ordered ferroelectric nanoislands into a low-
k dielectric [4]. With a chemical mechanical polishing
(cmp) process, we are able to remove the upper layer
of the dielectric to access the embedded grains. This
procedure works for both embedded and free grains
as illustrated by the piezoreponse of free unpolished
and polished grains in Fig. 1 [5]. The idea is to even-
tually make contact to an ensemble of these nanois-
lands with collective top electrodes to measure them
in parallel.
The spin-on glass we use as a low-k dielectric has ex-
cellent flow qualities and provides a correspondingly
favorable planarization as illustrated in Fig. 2. The
piezoelectrically active surface fraction thus becomes
a function of the polishing time (cf. Fig. 3) and we
are able to practically modify the aspect ratio of these
FIG. 1: Comparison of the piezoresponse signal for as
grown (left) and polished grains of ferroelectric PbTiO3.
FIG. 2: SEM images of embedded grains in a low-k di-
electric layer that is covering the whole area (left) even pro-
viding a thin layer on top of the highest grains and of a
polished surface (right) where some of the grains are al-
ready exposed. The sur-face roughness considerably im-
proves upon the polishing pro-cedure despite different rates
for HSQ and PbTiO3.
nanoislands from the thermo-dynamically driven ini-
tial size distribution all the way down to structures
with an identical distribution of diameter but with an
almost homogeneous height that we are able to tai-
lor with nanometer precision [5]. Ferroelectric func-
tionality of individual structures was controlled dur-
ing intermediate process steps by the inversion of
the piezoelectric tensor using the conductive tip of an
AFM in a piezoresponse force microscopy configura-
tion.
The general idea is thus to combine the two afore-
mentioned approaches i.e. the fabrication of long-
range ordered nanoislands by template growth to-
gether with the deposition of collective top electrodes
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FIG. 3: Piezoresponse area fraction as a function of polishing time. While the upolished structure (left) is inactive, the
structure reveals more and more features such as 90◦ stripe domains upon polishing.
after a chemical mechanical polishing steps to obtain
an ensemble of almost identical ferroelectric nanois-
lands with a narrow size distribution. This allows
identifying the averaged value over hundreds of these
structures to any individual nanoisland. Recently,
some progress was achieved with the description
of the mass transport for template-controlled grains
[6]. In contrast to the existing polycrystalline nanois-
lands on platinized silicon, ideal structures are sin-
gle crystalline and single-domain epi-taxially grown.
The use of template-controlled growth partially sup-
presses the nucleation at Pt-grain boundaries alre-
day and yields higher fractions of (111) orientation.
In order to quantify our data, we needed to determine
whether the cmp process deteriorated the polariza-
tion properties as expressed by the displacement
current. Screening of the bound surface charges in
the free surface was changed as determined by devi-
ations from Kittel’s law i.e. domain widths for identical
grain heights were smaller in polished grains indicat-
ing a more efficient screening which can be attributed
to ionic components of the polishing slurry. However
the displacement current itself should not be affected
with an additional adsorbate layer. We used a dense
film of polycrystalline lead titanate as a reference and
got good agreement with the surface polarization in
embedded ferroelectric nanoislands when the sur-
face fraction is taken into consideration as illustrated
in Fig. 4.
We subsequently simulated the experimentally de-
termined switching curve with an equivalent circuit
model as described in [4] which accounts quantita-
tively for the observed coercive field, the displace-
ment currents, and the frequency dependence (not
discussed here). However the leakage currents could
not be handled within a model of constant leakage.
Current research is devoted into a hysteretic behav-
ior of this current which corresponds to a resistive
switching behavior as observed in various materials
of nanoscale thickness. However it is not yet obvious
if the dominant resistive switching contribution stems
from the ferroelectric itself or the HSQ film.
The way is now paved to integrate the template-
grown ferroelectric nanoislands into a low-k dielectric
FIG. 4: Comparison of the ferroelectric switching curves
for a dense PbTiO3 film (dashed) and an ensemble of ferro-
electric PbTiO3 nanoislands (solid).
to demon-strate the characterization of these struc-
tures in parallel. Further work is devoted to extend
this approach to epitaxial single-crystalline nanois-
lands.
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High-quality BaTiO3 films with thicknesses rang-
ing from 2.9 to 175 nm were grown epitaxially
on SrRuO3-covered (001)-oriented SrTiO3 sub-
strates by high-pressure sputtering. The in-plane
and out-of-plane lattice parameters were deter-
mined as a function of film thickness by x-ray
reciprocal space mapping around the asymmet-
ric (100) Bragg reflection. BaTiO3 films were
found to be fully strained by the SrTiO3 substrate
up to a thickness of about 30 nm. Polarization-
voltage hysteresis loops were recorded at the
frequen-cies 1-30 kHz. The observed thickness
effect on the lattice parameters and polarization
in BaTiO3 films was analyzed in the light of strain
and depolarizing-field effects using the nonlinear
thermodynamic theory. The theoretical predic-
tions are in reasonable agreement with the mea-
sured thickness dependences, although the max-
imum experimental values of the spontaneous
polarization and the out-of-plane lattice parame-
ter exceed the theoretical estimates (43 µC/cm2
vs. 35 µC/cm2 and 4.166 Å vs. 4.143 Å). Possi-
ble origins of the revealed discrepancy between
theory and experiment are discussed.
The current trend towards the downscaling of micro-
electronic devices makes especially important the
investigations of size effects on the physical proper-
ties of ferroelectric films. Barium titanate (BTO) is a
classical ferroelectric material which was extensively
investigated in bulk form in the past. It represents
a good choice for experimental studies of the size
effects in ferroelectric thin films because detailed
comparison between observations and theoretical
predictions is possible in this case. In particular,
the nonlinear thermodynamic theory of epitaxial fer-
roelectric films can provide quantitative description
of BTO films since the thermodynamic parameters
of BTO crystals were recently determined with a
good degree of precision [1]. This theory describes
the influence of substrate-induced lattice strains
on the polarization state of an epitaxial film and
shows that these strains may induce the formation of
new ferroelectric phases in BTO films and increase
the spontaneous polarization largely. Moreover,
several first-principles calculations were performed
for ultrathin BTO films. The existence of a minimum
film thickness for the stability of a single-domain
ferroelectric state was predicted, below which it
transforms into the paraelectric one owing to the
depolarizing-field effect. Kim et al. showed that
the film polarization strongly decreases in ultrathin
films, but even the 5-nm-thick BTO film displays a
well-defined polarization hysteresis loop [2].
For the better understanding of the nature of size
effects in ferroelectric films, it is important to mea-
sure both the polarization and lattice parameters
in a wide range of film thicknesses and to analyze
their variations theoretically. We report here such
measurements for BTO films grown by high-pressure
sputtering on SrRuO3-covered (001)-oriented SrTiO3
substrates, with thickness ranging from 2.9 up to 175
nm. The surface of BTO films has a good degree
of flatness, with an rms roughness of about 1.9 Å.
In order to determine the lattice parameters of BTO
films and to evaluate the substrate-induced strains,
we performed the x-ray reciprocal space mapping (X-
RSM) of our heterostructures around the asymmetric
(103) Bragg reflection and the results for several
different thicknesses are showed in the right Figure.
The lattice parameters are shown in the upper left
Figure. It can be seen that the films are fully strained
by the STO substrate up to a thickness of 30 nm.
For the investigation of the ferroelectric properties of
BTO films, plate-capacitor structures were fabricated
and polarization-voltage hysteresis loops of BTO
capacitors were recorded at frequencies 1-30 KHz
using an aixACCT TF Analyzer 2000. When the film
thickness t is in the range of 25 to 100 nm, the P-V
loop has practically ideal rectangular shape, which
reflects high quality of fabricated BTO films and the
absence of nonferroelectric ("dead") layers at the
film/electrode interfaces. At the film thicknesses
below 20 nm, the shape of P-V loops deteriorates
progressively. The leakage current increases further
in the thinnest fabricated film (t = 2.9 nm), but the
capacitor is still not short-circuited. Although the
hysteretic behavior disappears at t = 2.9 nm, the
current-voltage dependence remains nonlinear.
To describe quantitatively the influence of substrate-
induced lattice strains on the orientation and mag-
nitude of the spontaneous polarization, we use the
thermodynamic theory of epitaxial ferroelectric films.
This theory is based on the polynomial expansion of
the energy density in terms of the polarization com-
ponents. Since the eight-order polarization terms in
the free energy expansion were found recently to be
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FIG. 1: Upper: X-ray reciprocal space mapping (X-RSM) around the asymmetric (103) Bragg reflection for Ba-TiO3 films of
several different thicknesses. Right (a) Variation of the lattice parameters as a function of film thickness; (b) Calculated and
measured thickness dependence of the polarization in epitaxial BTO films.
important for the bulk BTO crystal, we employ the
P8 approximation to calculate the properties of BTO
films [3]. It can be seen that, with decreasing thick-
ness, the film polarization first gradually increases
and then, below t = 25 nm, starts to drop down.
The calculated and the experimental thickness de-
pendence of spontaneous polarization are shown in
lower left Figure. Gradual decrease of Ps with in-
creasing thickness at t > 40 nm is caused by the
strain relaxation, whereas the steep reduction of po-
larization in ultra-thin films is due to the depolarizing-
field effect. The size-induced ferroelectric to para-
electric phase transition takes place at t = 2.6 nm in
the single-domain approximation, which is close to
the critical thickness of six unit cells predicted by the
first-principles calculations for the same heterostruc-
ture [4]. However, at a slightly larger thickness of
about 3 nm the single-domain state may already be-
come unstable with respect to the formation of a
180◦ domain structure. The theoretical dependence
Ps(t) is qualitatively similar to the observed polariza-
tion variation with the film thickness, but there are
two important distinctions between the theory and
experiment. First, the maximum measured polariza-
tion (about 43 µC/cm2) exceeds the theoretical value
Ps = 35 µC/cm2 considerably. Second, the strong
decrease of polarization observed in ultrathin films
starts at a larger thickness than the theoretically pre-
dicted one and proceeds more gradually.
The maximum polarization Ps 43 µC/cm2 observed
in our films is close to the values of 38.5 µC/cm2
and 44 µC/cm2 reported by Yanase et al. and Kim
et al. for the same heterostructure. On the other
hand, it is much smaller than the record polarization
Ps 70 µC/cm2 measured in the 200-nm-thick BTO
films grown on SrRuO3/DyScO3 [5]. The thickness
dependence of Ps in our films at t ≤ 30 nm is qualita-
tively similar to the dependence reported in Ref. [2].
The coercive field was found to be relatively weakly
dependent on the film thickness, being about
150 kV/cm.
In conclusion, our experimental study confirmed that
the polarization and lattice strains in epitaxial BTO
films may vary with the film thickness considerably.
The maximum measured value of the out-of-plane
lattice parameter is very close to the value predicted
by the nonlinear thermodynamic theory. In con-
trast, the maximum measured polarization exceeds
the theoretical value significantly (by about 23%).
The theoretical analysis demonstrates that the non-
linearity of the elastic properties alone cannot explain
the discrepancy between the theory and experiment.
Finally, we would like to note that reversible polar-
ization may also increase in BTO films due to the
presence of dipolar defects. Indeed, such defects
were found to induce low-temperature ferroelectric-
ity in (unstrained) thin films of STO, which is an in-
cipient ferroelectric in the bulk form. However, the
out-of-plane lattice parameter of these films at room
temperature was significantly larger than the bulk lat-
tice constant, probably because the dipolar defects
involved oxygen vacancies. Hence it remains un-
clear whether the defect-induced additional increase
of spontaneous polarization could be accompanied
by a negligible lattice expansion. All in all, the origin
of the polarization enhancement observed in epitax-
ial BTO thin films requires further experimental and
theoretical investigations.
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By means of aberration-corrected high-
resolution transmission electron microscopy
(HRTEM), the interfacial structure and the defect
configuration in the SrTiO3/BaZrO3 heterofilms
on MgO substrates are investigated. At the
BaZrO3/MgO interface, two types of interfacial
structure, MgO/ZrO2-type and MgO/BaO-type,
are observed. Antiphase boundaries and dis-
locations are also found at the interface. The
formation of these lattice defects is discussed in
terms of film growth and structural imperfections
of the substrate surface. At the SrTiO3/BaZrO3
interface, a high density of misfit dislocations
is observed with different configurations. The
formation of these dislocations contributes
both to relaxation of the large misfit strain and
to stopping the further propagation of lattice
defects, which are formed in the BaZrO3 layer,
into the SrTiO3 layer.
MgO is one of the preferable substrate candidates
for microwave device applications owing to its low
dielectric coefficient, low loss tangent and relatively
low cost. However, direct epitaxial growth of the films
for device applications on MgO may result in under-
signed chemical reaction at the interface [1], or in-
plane 45◦ rotation of grains due to the larger lattice
mismatch [2]. In order to solve these problems, buffer
layers on MgO are effectively used. Since the prop-
erties of thin-film devices strongly depend on the mi-
crostructure, the selection of these buffer layers plays
an important role in optimizing the properties of the
device films. The interfaces are the key issues in con-
trolling the microstructure of the multilayer systems.
Usually, due to the differences in crystal structures
of these buffer layer materials, lattice defects are in-
troduced at the interfaces which can then propagate
into and thus affect the microstructure of the device
film layers [3, 4].
In the present work [5], we investigate the mi-
crostructure of SrTiO3/BaZrO3 (STO/BZO) bilayer
films on MgO substrates using the negative Cs imag-
ing (NCSI) technique [6]. With the NCSI technique
it is possible to image chemical elements with low
nuclear charge such as oxygen together with the sur-
rounding cations. With the first buffer layer of BZO
the rock salt structure surface of MgO is covered and
the perovskite structure surface is prepared for the
next perovskite layer. Due to the small lattice mis-
match (0.24 %) no in-plane rotation of grains is ex-
pected. The second layer of STO served as a lattice-
matching layer in order to fit well to the lattice of de-
vice films such as YBa2Cu3O7−δ and (Ca,Ba)Nb2O6.
In these systems, the first interface MgO/BZO con-
nects two different structural lattices and the sec-
ond interface BZO/STO accommodates a large lat-
tice mismatch.
Figure 1a shows the BZO/MgO interface viewed
along the [100] zone axis of MgO. The interface in the
<100> projection can be identified, as marked by the
dotted line, by checking the stacking sequence of the
atomic planes in the interface area. Interfacial steps
with a height of one unit cell of MgO can be seen.
Moreover, an interfacial dislocation with the projected
Burgers vector of a/2[011] (a is the cubic lattice pa-
rameter) occurs, as indicated by an arrow. Based on
the fact that a displacement component of half a unit
cell parameter, a/2[001], along the out-of-plane direc-
tion in the BZO films, this displacement does not in-
troduce additional lattice defects like stacking faults,
it can be concluded that the starting atomic plane
of BZO on MgO changes from BaO to ZrO2 across
the dislocation core. Figure 1b shows a similar in-
terfacial dislocation at the interface viewed along the
[110] zone axis. In the <110> projection, the BZO
and MgO lattice, i.e. the projected (001) planes of
BaO, ZrO2 and MgO, can be easily distinguished due
to the difference in image contrast for different types
of atomic columns. Thus the interface can be lo-
cated, as marked by the dotted line. An interfacial
dislocation with the displacement vector a/4[112] is
indicated by an arrow. This vector can be consid-
ered as the projected component in the (110) plane of
the Burgers vector a/2<101> or a/2<111>. Checking
the stacking of the atomic planes of MgO and BZO,
the image clearly shows that an additional BaO layer
exists on the left side of the dislocation. The start-
ing atomic plane of the BZO layer on the MgO sur-
face changes from the BaO plane to the ZrO2 plane
across the dislocation core.
Figure 2a shows an interface area of BZO/MgO
viewed along the [110] zone axis. Interface steps with
a height of half a unit cell exist along the interface.
Across these steps the BZO film grows smoothly by
changing the starting atomic planes on the MgO sub-
strate. Figures 2b and 2c show magnified interface
parts with different starting planes. In (b) the inter-
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FIG. 1: Structure images of the interface areas between
BZO and MgO viewed along (a) [100] and (b) [110] zone
axis. The interfaces of BZO/MgO are marked by dotted
lines. Arrows denote the dislocations across which the in-
terface changes structure from ZrO2/MgO to BaO/MgO.
face has a structure with the BaO plane facing a MgO
plane while at the interface in (c) the BZO layer con-
nects with the ZrO2 plane to MgO. The insets in (b)
and (c) show simulated images based on structure
models with the two types of interface configurations.
The excellent match between the experimental and
the simulated images supports the coexistence of the
two types of interface structures. Besides the inter-
face steps, an antiphase boundary (APB) is also ob-
served in the image shown in fig. 2a, as denoted by
a vertical arrow, starting from the interface between
BZO/MgO and propagating into the BZO layer. At the
starting point of the APB no interfacial step or other
defect can be seen. This APB is recognized to re-
late to the change of the starting atomic plane of the
BZO layer on MgO. To the right side of the APB a
MgO plane faces the BaO atomic plane at the inter-
face, while to the left side a MgO plane connects to
the ZrO2 plane.
FIG. 2: (a) [110] image of another interface area of
BZO/MgO. The structure change of interface occurs across
the interface steps with a height of half a unit cell. A verti-
cal arrow shows an APB starting at the interface site where
the interface structure changes. (b) Magnified image of the
interface with a structure of BaO/MgO. (c) Magnified image
of the interface with a structure of ZrO2/MgO. The inserts
in (c) and (d) show the corresponding calculated images for
the specimen thickness of 4.0 nm and a defocus of +8.8 nm.
A typical area of the STO/BZO interface viewed along
the [100] and [110] zone axis is shown in fig. 3a and
3b, respectively. In fig. 3a, two misfit dislocations
with Burgers vector of a[010] can be seen at the in-
terface as indicated by the vertical arrows. In fig. 3b,
the a<100> misfit dislocation marked by the vertical
arrow shows a projected Burgers vector of a/2[110].
An APB in the BZO layer terminates at a disloca-
tion with a displacement vector of a/2[111] at the in-
terface of BZO/STO. The dislocation at the interface
does not only accommodate the displacement of the
APB, but also relieves the strain induced by the lat-
tice mismatch. In the film system studied, it is found
that the APBs induced at the BZO/MgO interface usu-
ally terminate in the dislocation at the STO/BZO in-
terface. The high density of misfit dislocations at the
STO/BZO interface plays a role in stopping the planar
defects.
FIG. 3: Interface areas of STO/BZO viewed along (a) [100]
and (b) [110] zone axis. The horizontal arrows mark the
interfaces. The a<100> type misfit dislocations at the inter-
face of STO/BZO are indicated by vertical arrows. A Burg-
ers circuit surrounds a partial dislocation which terminates
an APB coming from the BZO layer.
In conclusion, with buffer of double layer, STO/BZO,
we successfully prepare a relatively perfect surface
for epitaxy of the next device film layer. Indeed, high-
quality films of YBa2Cu3O7−δ have been grown on
such buffered MgO substrates [7].
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The self-assembly behaviour of a series of
mercaptoalkylferrocenes embedded into ordered
alkanethiol monolayers from solution is studied.
Upon annealing, the inserted ferrocene deriva-
tives form separated domains, which protrude as
islands from the surrounding monolayer. The
resulting thin films are characterized by UHV-
STM and the density and the structure of the
close-packed self-assembled monolayers is de-
termined. Besides this the molecular structures
of submonolayer phases of ferrocenes in mixed
layers with alkanethiols are identified. The fer-
rocenes form a striped surface phase resulting
in equispaced rows of ferrocene moieties. The
obtained nanoscale lattice of functional groups
offers interesting options for patterning of small,
periodic surface structures with precise distance
control via hydrocarbon spacers.
The fascinating power of molecular self-assembly is a
promising tool for a possible integration of non-silicon
technology into nanoelectronic devices [1]. A par-
ticularly well characterized system of self-assembled
monolayers (SAM) is the system of alkanethiols on
Au(111) substrates. These monolayers can be used
to embed functional molecules into a mechanically
stable and electrically insulating environment to study
their electrical properties [2]. Especially interest-
ing for future technological applications is the inser-
tion of electroactive molecules like mercaptoalkylfer-
rocenes. These molecules can be easily oxidized
and reduced in solution and are well characterized by
electrochemical methods [3], although the mercap-
toalkylferrocenes tend to aggregate and form multi-
layers [4]. Therefore, to achieve stable layers with
better defined properties, we inserted the mercap-
toalkylferrocenes into SAMs of alkanethiols with an
accordant molecular length and studied the structural
properties of the mixed monolayers by UHV-STM [5-
7].
Mixed monolayers of mercaptoalkylferrocenes and
alkanethiols were assembled in a two step deposi-
tion process from ethanolic solutions onto crystalline,
(111)-oriented Au thin-films on mica. This method
starts from a preassembled close packed SAM con-
sisting of insulating alkanethiols which is dipped in a
second step into a solution of the electronically ac-
tive molecules. During this step a moderate heat-
ing is performed to improve the quality of the mono-
layer. Structural investigations and scanning tun-
nelling spectroscopy were performed with a JEOL
4500 UHV-STM at a base pressure of 1×10−10 mbar.
FIG. 1: 1,1”-dithiobis-ferrocene (Fc) inserted into an oc-
tanethiol (C8) monolayer, showing the characteristically
striped structure of lying-down alkanethiols and the disor-
dered texture of the Fc-domain (left upper part). Upper
right part: The self-correlation of the Fc-island structure in-
dicates a loose hexagonal order. Lower part: profile of the
octanethiol monolayer (C8) and the Fc-monolayer (Fc).
The thus insertion processed, mixed monolayers
of 1,1”-dithiobis-ferrocene (Fc) and octanethiol (C8)
show two domain types differing in their surface
structure (Figure 1). One displays the characteris-
tic surface structure of an octanethiol SAM with a
striped/lying-down phase while the second domain
type, formed during insertion and annealing, consists
of ferrocenes. From the homogenous height of the
Fc-island a layer thickness of exactly one monolayer
can be deduced. Autocorrelation of the Fc-island
structure shows a weak hexagonal order and an av-
erage distance of 0.67 nm between the centres of
two nearest neighbours. Assuming that the Fc’s can
be considered as small spheres in a hexagonal ar-
rangement, an average surface area of 0.39 nm2 per
molecule is calculated. This phase separation, al-
ready taking place at moderate annealing conditions,
indicates a high mobility of the embedded Fc’s and a
lower tendency for ferrocene-alkanethiol intermolec-
ular interaction.
Analogous to the insertion of the Fc-molecules
mercaptoalkylferrocenes with various alkane
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FIG. 2: Crystalline domain of bis-mercaptoundecanoyl-
ferrocene (Fc(OC11)2) embedded into an undecanethiol
SAM (C11) and the schematic of the suggested placement
for the Fc(OC11)2 molecules with respect to the gold lattice
(inset). The green and pink dots represent the chemisorbed
spacer groups, the bright blue ovals the associated fer-
rocene moiety.
spacer chains were inserted into an undecanethiol-
monolayer (C11). The mixed layers show the highly
ordered SAM structure of alkanethiols and small
islands of the ferrocene-derivatives with a crystalline
order and a surface structure of elongated shapes,
assumed as single ferrocene moieties (Figure 2).
The resulting area of 0.7 nm2 per molecule seems
reasonable, compared to 0.39 nm2 for Fc. An
obvious feature of the ordered islands is the pairing
of the ferrocene end-groups on the surface and since
each ferrocene moiety of Fc(OC11)2 is associated
with two alkane spacer-chains, the four alkanethiol
chains are identified to be in the same arrangement
as in a c(4×2) unit cell. Besides the phase separated
islands a number of spots is observed, indicating
the existence of individual ferrocenes in the C11
monolayer. This hindered interdiffusion is attributed
to the intermolecular interaction between the alkane
chains of the ferrocene derivatives and the host
matrix.
For layers deposited from mixed solutions with a long
insertion step at elevated temperatures, partially des-
orbed structures are found. In difference to the layers
compared so far, the alkanethiols as well as the fer-
rocene derivatives are flat-lying on the surface, form-
ing striped domains with varying orientations and line
spacings. Diverse striped structures can be distin-
guished which differ in texture between the prominent
rows, pointing out different phases and defects, as
shown in Figure 3. The double row structures appear
frequently on the surface and show line spacings
dependent on the ferrocene derivative incorporated.
From comparison of the height profiles for alkanethi-
ols and mercaptoalkylferrocenes a replacement of
alkanethiols by mercaptoalkylferrocenes is deduced
with the thiol headgroup and the alkane spacer of the
ferrocene compounds being positioned in the same
way as in a striped alkanethiol phase. The ferrocene
endgroups point to the center, forming a double row,
and the thiol headgroups build bright pairs with the
next row.
FIG. 3: Top left: A view of the different striped structures ob-
served for mercaptopropanoyl-ferrocene (FcOC3) is shown.
The dark blue circle marks a missing central feature, the
red one a double row, the green a single row, and the light
blue additional adsorbates. Top right: A filtered STM scan
of the lying-down, double row structure with the assumed
molecular arrangement is given. Bottom: The profiles of
the different structural variations of the lying-down phases
marked in the left image are displayed.
In this report real space structural information of
chemisorbed ferrocenes inserted into alkanethiol
monolayers is given. For ferrocenes without spacer-
chains, a strong tendency for phase separation and
only slightly ordered structures are found, while crys-
talline domains are observed for ferrocenes with
longer spacer chains. For lower coverage an interest-
ing structure of lying-down ferrocenes and alkanethi-
ols forming nanoscale pattern is obtained, whose pe-
riod is shown to be defined by the length of the lying-
down molecule. Thus the period of the structure can
be controlled by the alkane spacer length, while the
functionality of the ferrocene endgroup is still acces-
sible. It can be concluded that in general it will be
possible to generate striped surface structures with
adjustable distances and desired chemical function-
alities by systematic modification of an alkanethiol
spacer and by using a customized endgroup.
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We performed first-principles calculations within
the density functional theory aimed to investigate
the two-dimensional geometry of one monolayer
of terephthalic acid (TPA) adsorbed on Cu(110)
surface. The key issue of our study is to elu-
cidate if the molecule-molecule interactions in-
clude a hydrogen bond since such a bond would
hinder the possibility to chemically functionalize
this surface. Our simulated STM images help
to experimentally discriminate between the TPA–
Cu(110) geometries considered in our study.
The development of technologies based on molec-
ular organic semiconductor materials have been
proven to lead to reliable devices such as organic
light-emitting diodes (OLEDs) commonly used in flat
display industry. To circumvent the limits of a silicon-
based microchip technology, special attention was
focused on the development of electronic devices
based on organic molecules. A very popular ap-
proach to construct such molecular electronic de-
vices is to choose molecules that possess specific
electronic properties and try to attach them between
metallic or semiconductor leads. The practical suc-
cess of this approach relies on hope that after ad-
sorption the specific molecular properties will remain
or that new properties with possible technological ap-
plications will be induced in the adsorbed molecules
or at the molecule-substrate interface.
A much more systematic approach to construct reli-
able molecular electronic devices is to develop meth-
ods to selectively change the functionality of spe-
cific molecules adsorbed on surfaces. In this case
one can use molecules that have several functional
groups such that one of them can be utilized to an-
chor the molecules at the surface. The other func-
tional groups are employed to modify in situ the
molecular structure by reacting it with other specific
molecules by means of well-known chemical reac-
tions and so to induce the desired electronic prop-
erties in the molecular electronic device.
Recently, the practical possibility to chemically func-
tionalize the Cu(110) surface upon adsorption of
terephthalic acid (TPA) was experimentally investi-
gated. It was shown that in the limit of low-coverage
the TPA adopts a flat-lying adsorption geometry while
in the case of high-coverage it undergoes a depro-
tonation process of one carboxylic group (COOH)
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FIG. 1: Ball-and-stick model of the TPA adsorbed on
Cu(110) surface. (a) At high coverage, the TPA molecule
adsorbs with an upright orientation with the carboxylate
groups (COO) aligned along [11¯0] direction. In the adsorp-
tion configuration with lowest energy the H atom of the car-
boxylic group (COOH) is pointing towards the vacuum. (b)
The lateral interactions between adjacent TPA molecules in-
duces a rotation of the benzene ring (C6H4) with respect to
the carboxylate plane by an angle of 24.7◦. (c) Starting from
a configuration with a hydrogen bond between two adjacent
TPA molecules, the relaxed geometry is characterized by
a H–O bond in the plane of the carboxylic group pointing
towards the benzene ring.
which leads to an upright adsorption geometry. The
latter case is of particular interest in the context of the
surface functionalization process since only in this
case the second carboxylic group of TPA is located
at the vacuum interface (see Fig. 1(a)) and thus a
substitution of the hydrogen or hydroxyl group (OH)
by other organic molecules becomes possible.
Our ab initio study is performed within the frame-
work of density functional theory (DFT) employing
the generalized gradient approximation (GGA) for
exchange-correlation energy functional. The Kohn-
Sham equations have been solved self-consistently
using the projector augmented-wave method (PAW).
The Cu(110)-(2×1) surface was modeled by a pe-
riodic slab geometry. In each supercell, the slab
consists of seven copper atomic layers and at each
side of the slab one TPA molecule was adsorbed.
The equilibrium geometry of the TPA-Cu(110) sys-
tem was obtained by imposing an accuracy of the
calculated Hellmann-Feynman forces better than 1
mRy/(atomic unit).
In the case of high-coverage, the TPA adsorbs with
the oxygen atoms on top of copper ones in a densely
packed p(2×1) phase and the bonding mechanism is
similar to that evidenced for the adsorption of several
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EF − 0.5 ≤ E ≤ EF (eV) EF ≤ E ≤ EF + 0.5 (eV)
(a)
(c) (d)
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(b)
FIG. 2: The calculated constant-current STM images of
one TPA monolayer chemisorbed on Cu(110) surface for an
applied bias voltage of±0.5 eV. On the left the STM images
correspond to the occupied states while those on the right
describe the unoccupied ones. Four different adsorption ge-
ometries have been considered: H-up (a,b), H-up parallel
(c,d), H-down (e,f) and H-down parallel (g,h).
monocarboxylic acids on Cu(110) surface. However,
less information is known about the two-dimensional
order induced by molecule-molecule interactions. In
particular, it is not clear if a dimerization process
involving the adsorbed TPA molecules takes place
in this case. This is a critical aspect since a hy-
drogen bond between the TPA molecules adsorbed
on Cu(110) surface would possibly hinder the func-
tionalization of this surface. Therefore, the basic
goal of our study is to elucidate the two-dimensional
order of one TPA monolayer adsorbed on Cu(110)
surface with a special emphasis on the geometri-
cal structure of the carboxylic group. Our simula-
tions show that the structure without a hydrogen bond
(see Fig. 1(a)) is energetically more stable than that
which would present such a bond. More precisely,
a dimerized TPA-Cu(110) configuration with a hydro-
gen bond is structurally unstable and it relaxes to
a geometry which exhibit an H–O bond in the car-
boxylic group plane oriented towards the benzene
ring (see Fig. 1(c)). The total-energy of this adsorp-
tion configuration is slightly higher (≈ 0.08 eV) than
that with an H–O bond pointing towards the vacuum
interface. This small energy difference opens the
possibility that the hydrogen atom can fluctuate be-
tween these configurations. In consequence we veri-
fied if such a process can take place by evaluating the
energy barriers separating these geometries. Even if
such a transition has a small rate at room tempera-
ture, it can be accelerated by applying a voltage via
an STM tip like in a controlled nanomanipulation pro-
cess.
EF − 1.0 ≤ E ≤ EF (eV) EF ≤ E ≤ EF + 1.0 (eV)
(a)
(c) (d)
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FIG. 3: The simulated constant-current STM images of one
TPA monolayer chemisorbed on Cu(110) surface for an ap-
plied bias voltage of ±1.0 eV. The order of the STM images
is the same as in Fig.2.
By calculating the lateral variation of the energy in-
tegrated LDOS, we have simulated the STM images
for all TPA adsorption configurations under consid-
eration to provide a connection to experiments (see
Figs. 2, 3). The simulated images exhibit larger dif-
ferences for the considered adsorption geometries
when imaging the occupied states compared to the
unoccupied ones. By tuning the bias voltage the dif-
ferentiation between the configurations could be ap-
preciably enhanced and thus it is possible to unam-
biguously identify in experiments which specific TPA–
Cu(110) geometry is investigated. It is also important
to note that for an applied bias voltage of ±0.5 eV our
simulations predict that only H-up and H-up parallel
adsorption geometries can be imaged by STM.
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Sensors, which are designed and fabricated
in complementary metal oxide semiconductor
(CMOS) technology, have become increasingly
important in the field of bioelectronics. The
standardized industry processes enable a fast,
cheap and reliable fabrication of biosensor de-
vices with integrated addressing and processing
units. However, the interfacing of such chips
with a liquid environment has been a challenge
in recent years. Especially for interfacing liv-
ing cells with CMOS biosensors different elabo-
rate post-processes have been proposed. Here
we describe the different approaches for stable
passivation of CMOS-like and CMOS biosensors,
which we recently conducted in our institute.
Interfacing devices fabricated in modern CMOS pro-
cesses with biological systems is in the focus of in-
tense research [1-4]. An industry CMOS process
enables the design of high-density biosensors com-
bined with on-chip mixed signal circuitry for amplifica-
tion, filtering and analog-to-digital conversion. For the
stable passivation of the sensor chips for various bio-
electronic applications in our institute, we conducted
several different approaches in the past. Our stan-
dard field-effect transistor (FET) chips for interfacing
with living cells have implanted feed lines, which can
be easily passivated in a three layer stack of wet
silicon oxide followed by low pressure vacuum de-
position (LPCVD) of silicon nitride and silicon oxide
[5]. This fabrication protocol, however, is not com-
patible with standard CMOS. Therefore, we recently
focused on the development of post processes for
CMOS biosensor chips based on floating-gate FET
(FG-FET) structures as sensor input.
In a first step we fabricated CMOS-like sensor chips
in our institute’s cleanroom, in which we were able
to adapt and modify certain steps [6]. The basis
of this CMOS process was adopted from the Mi-
crofabrication Laboratory, University of California at
Berkeley (4” Baseline CMOS Process, Version 5.0,
Nov. 1997, 1.3 µm, twin-well, double poly-Si, dou-
ble metal, http://microlab.berkeley.edu). In order to
achieve a stable passivation of the devices against
electrolyte solutions, we included additional fabrica-
tion steps and materials into our process. Main
changes to the standard CMOS process were the
substitution of aluminium by titanium silicide for all
interconnects, the application of an additional pas-
sivation layer formed by LPCVD of silicon nitride and
silicon oxide, and an oxidation step for the sensing
areas. A schematics of the floating-gate structure
and the layer stack of our CMOS-like chip is shown
in Fig.1A. In Fig.1B a photograph of a FG-FET chip
with an array of 32×32 sensors is shown.
FIG. 1: (A) Cross section of a FG-FET sensor (not to
scale). The lower part shows the silicon bulk (B), which
was implanted by respective well, source (S) and drain (D)
implantations. Lower gate oxide thickness was 8 nm (dry
oxidation of silicon). The upper sensor area (SA) for inter-
facing with living cells was made from polysilicon, which was
oxidized with 20 nm SiO2 in a rapid thermal annealing pro-
cess at 800◦C. Contact lines were made from polysilicon,
which was silicided outside of the FG-FET structures with
titanium. A stable passivation of these contact lines was
achieved by the use of plasma enhanced chemical vapor
deposition (PECVD) of oxide, LPCVD of nitride, and LPCVD
of oxide. B: Photograph of a chip with an array of 32×32
FG-FETs. Rows and columns can be addressed with two 5
bit decoders.
In a second step we developed in cooperation with
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the Department of Materials Science and Engineer-
ing, Seoul National University, Korea, a novel and
single step passivation of a CMOS biosensor using
a bio-compatible high-permittivity thin film [7]. The
passivation layer can be directly applied to the top
aluminium layer of a CMOS process.
FIG. 2: A: Cross section through a pixel in the CALIBUR
sensor array etched by using a FIB. In this scanning electron
micrograph the aluminium interconnect layers (M1, M2, and
M3) and the polysilicon gates (PS) on top of the silicon dye
(Si) and the tungsten plugs (W) are visible. B: Image of the
CALIBUR chip. The sensor array with 64×64 pixels can be
seen in the center. To the right side the amplifier units are
attached to the array.
The post process was developed to be applied to our
recently fabricated CMOS sensors array with 64Œ64
sensor pixels capable of cell stimulation and record-
ing at an interpixel pitch of only 12.5 µm (CALIBUR).
In Fig 2A a cross section of a single pixel out of the
FG FET array and in Fig 2B the microscopy image of
the chip layout can be seen. Since it was fabricated
in a complete CMOS process, the use of aluminium
as interconnect layer was unavoidable. Therefore we
developed a simple and single step passivation pro-
cess for this chip [7]. The demands for the passi-
vation layer were high capacitance, low leakage cur-
rent in electrolyte, best biocompatibility and moder-
ate process temperatures. We chose a layer sand-
wich of aluminium oxide and hafnium oxide prepared
using atomic layer deposition at only 250◦C. Elec-
trical IV and capacitance measurements as well as
electrochemical leakage current measurements were
performed on films grown on aluminium bottom elec-
trodes as test chips. At a thickness of only 50 nm the
films showed a very low leakage current and were
stable up to 6 V (Fig 3B). They had high capaci-
tance (about 0.2 µF/cm2) and a good biocompatibility
(Fig.3A).
In future we will optimize and expand this process to
the wafer level to obtain enough chips for upcoming
cell measurements.
FIG. 3: A: Scanning electron micrograph of a rat cortical
neuron on the sensor input structure of the CALIBUR chip,
which was passivated by an AO/HO multilayer. B: Electro-
chemical IV characteristics of a 50 nm AO/HO multilayer.
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UV-Nanoimprint Lithography (UV-NIL) is consid-
ered as emerging lithography technology for fu-
ture nanofabrication. To make the method afford-
able polymers are demanded as alternative low-
cost mold materials. In this report, a UV-NIL pro-
cess with molds made of polymer materials novel
for this application is demonstrated. These poly-
mers were found to show high performance in the
patterning with UV-NIL. Imprinted structures with
feature sizes of sub-50-nm are shown.
Patterning of surfaces in the nanometer range is a
key issue in both nanoscience and nanotechnology.
Nanoimprint Lithography (NIL) has been an emerg-
ing technology for future nanofabrication since it was
introduced by Chou et al. in 1995 [1]. NIL is consid-
ered to be an alternative to Optical Lithography (OL)
and Electron Beam Lithography (EBL) by combining
the advantages of high resolution, low costs and high
throughput. Particularly, UV-based NIL (UV-NIL) [2]
appears to be promising for the production of pat-
terns in the sub-50-nm range for having the advan-
tage of processing at room temperature in contrast to
thermal NIL. Thereby problems arising in connection
with thermal stress are circum-vented.
FIG. 1: Schematic process of UV-NIL (a) and Hot Emboss-
ing (b).
NIL is based on an embossing principle. The main
process steps of UV-NIL are shown in Figure 1a.
First, a liquid precursor is applied as resist to a sub-
strate by spin coating. A structured mold is pressed
into the resist layer forcing the fluid to flow into the
cavities. In the next step, the monomeric molecules
in the precursor cross-link by exposure to UV light to
form a cured polymeric film. The mold is separated
from the cured resist, leaving a negative copy of the
mold surface. The structures can be transferred into
the underlying layers or be used as functional pattern
themselves.
A UV transparent mold is required due to the fact that
the resist is cross-linked by the exposure to UV light.
Commonly, quartz or silica molds with nanoscale
surface-relief features are fabricated by EBL. During
the EBL process charging of the mold surface can
occur due to the nonconductive nature of the dielec-
tric materials. This charging effect can severely dis-
tort the electron beam and affect the pattern reso-
lution and fidelity [3]. Hence effort has to be spent
on avoiding this effect. Altogether, the fabrication of
these molds remains difficult and expensive. Since
the mold fabrication is considered to be the bottle-
neck in pushing UV-NIL towards a profitable indus-
trial method [4], alternative approaches are highly de-
manded. Potential substituents for quartz or silica
are UV transparent polymer materials. Elastomers
[5] as well as plastomers [6] have been successfully
tested for UV-NIL with sub-100-nm resolution. Espe-
cially stiffer plastomeric materials are promising due
to their similarity to silicon in means of mechanical
properties. The applicability of a polymer as mold
material depends furthermore on its surface proper-
ties. The surface energy should be low, so that the
mold can be easily released from the substrate after
the imprint without rupture of sticky resist fractions.
The feasibility to fabricate numerous polymer molds
with the aid of a single master makes the expensive
master production affordable. The whole mold pro-
cess becomes cost-effective.
To create a polymer mold, first a master with negative
form of the desired mold is fabricated by conventional
lithography. A silicon master (Figure 2a) containing
structures of lines and spaces with widths ranging
from 1000 to 75 nm was used for the formation of
the polymer molds. To ensure the separation be-
tween mold and master, the master was coated with
a layer of 1H,1H,2H,2H-perfluorooctyltrichlorosilane
as release agent by chemical vapor deposition.
The plastic mold can then be replicated from the
master by Hot Embossing as shown in Figure 1b.
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FIG. 2: SEM images illustrating a Nanoimprint procedure: Silicon master with test structure cavities (a), Surlyn mold covered
with a sputtered gold layer under an observation angle of 60◦ (b), structures imprinted with Surlyn (c,d) or Fluon (e) molds in
UV resist.
Polymer sheet and master are pressed together at a
temperature above the glass transition temperature
of the polymer. After cooling down to room temper-
ature, the embossed polymer mold is peeled off the
master. The plastomers Surlyn 1702 (DuPont) and
Fluon ETFE (Asahi Glass Company) were used as
mold materials. Surlyn is an ethylene/methacrylic
acid copolymer and was recently found to be ap-
propriate for creation of nanoscale features by Soft
Lithography [7]. Due to its stiffness (Young’s modu-
lus approx. 190 MPa), even small relief structures are
not deformed during the imprint process. Fluon ETFE
is an ethylene tetrafluoroethylene material that is also
used as protective film for solar cells due to its good
UV transparency. For each mold, the material was
pressed against the silicon master with a pressure of
2 bar (Surlyn) or 7 bar (Fluon) and a temperature of
120◦C (Surlyn) or 240◦C (Fluon) for 5 minutes. A
nanoimprint tool NX2000 from Nanonex Corp. was
used for the Hot Embossing procedure. An image of
a Surlyn mold (coated with a sputtered gold layer for
SEM measurement) is shown in Figure 2b. It can be
seen from the image that even smallest protrusions
of the mold were exactly replicated, upright standing
and separated. The high surface roughness visible in
this image is assumed to be caused by the gold de-
position. This is confirmed by measurements of the
following imprint step, where the replicated structures
did not show such roughness (Figure 2c,d).
Prior the nanoimprint, the silicon substrates were
first coated with a PMMA based under layer resist
Nanonex NXR-3010 and subsequently with Nanonex
UV resist NXR-2010. The use of an under layer resist
is mandatory in order to promote adhesion between
substrate and UV resist. Inside the NX2000 the mold
was pressed into the resist with a pressure of 38 bar.
During this process the test pattern with structures
down to 60 nm separated by gaps of 90 nm was
transferred into the resist (Figure 2c). In advancing
experiments with even smaller patterns it was pos-
sible to replicate single line structures down to 40
nm (Figure 2d,e). Good agreement between original
and transferred patterns was obtained. The pattern-
ing resolution is rather limited by the mold fabrication
than by the nanoimprint process itself. No ripping off
of resist was observed for all experiments.
In summary, we demonstrated UV-Nanoimprint
Lithography with molds made of polymer materials
novel for this application. Stiffness, UV transparency
and surface energy of the polymers Surlyn and Fluon
were found to be appropriate for the purpose of UV-
NIL. Patterning in the sub-50-nm range was achieved
by the demonstrated process. Finally, we conclude
that the chosen plastomers are well suited as mold
materials for fabrication of nanopatterns by UV-NIL.
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UV nanoimprint lithography (UV NIL) is used to
realize crossbar structures which are suitable
for next generation memory and logic devices.
These devices are built by a resistance switch-
ing material sandwiched between two perpendic-
ularly arranged metal nanoelectrodes. The ad-
vantage of such architecture in addition to its
simplicity is the high integration density. Cross-
bar arrays with 200 nm electrodes and single
cross junctions with 30 nm electrodes width were
achieved. The bottom electrodes were embed-
ded and planarized by spin on glass, such that
an even surface for the realization of the top elec-
trodes by UV NIL could be obtained. Electrical
measurements were used to prove the concept
of crossbar array devices fabricated with nanoim-
print.
Nanoimprint lithography (NIL) is a suitable tool for
next generation lithography applications [1]. It con-
vinces with its high throughput potential due to a par-
allel process as well as the possibility of nanometer
resolution. UV NIL was used to fabricate nanosized
devices, respectively nanocrossbar arrays [2].
The device includes two layers of metal lines ar-
ranged perpendicular to each other. Future applica-
tions of crossbar arrays are memory and logic de-
vices, where functional materials (e.g., WO3, TiO2,
NiO, Ge0.3Se0.7) are integrated in between the two
metal electrodes. Hence, one single cross can act as
a memory cell since the material in between the elec-
trodes can be switched to a high or low resistive state
by applying an electrical potential to the electrodes of
the crosspoint. Two resistive states represent a logi-
cal "1" or "0" in a binary memory or logic system.
By scaling the individual crosses down to the
nanometer range the integration density of crossbar
arrays is increased. With nanoimprint lithography a
reduction of the critical dimension of crossbar arrays
can be achieved [3], [4]. UV imprint is used for pat-
terning the electrode metal by employing a Nanonex-
2000 imprint system which is using an air-cushion
press to apply a homogenous distributed pressure to
wafer and mold [5].
The molds for UV NIL were fabricated by e-beam
lithography followed by a CF4 reactive ion beam etch-
ing process on transparent four inch SiO2 wafers.
An Ionfab300plus system from Oxford Instruments
was used for all etching processes. The surface
of the mold was coated with an anti adhesion layer
(a 1H,1H,2H,2H-perfluorodecyltrichlorosilane) in or-
der to support his release from the substrate after the
imprint process.
A four inch Si/SiO2 wafer with a top layer of 30 nm
Pt was used as starting system for the fabrication
of crossbar arrays. A double layer resist stack from
Nanonex consisting of a 200 nm thick PMMA based
under layer and a 100 nm thick UV sensitive top layer
resist was spin-coated on the wafer. During imprint
the liquid top layer resist crosslinks by applying UV
light and converts into a solid polymer which repli-
cates the structures of the mold. After structuring
the bilayer resist in a two step dry etching process
with CF4 and O2 the patterns were transferred into
the underlying 30 nm thick Pt layer by Ar sputter-
ing. The fabrication of the bottom electrodes was ac-
complished by ashing residuals of resist in oxygen
plasma.
FIG. 1: a) Crossbar array with embedded bottom elec-
trodes fabricated with UV NIL, 200 nm line width, 30 nm
metal thickness, b) Test cross junctions with embedded bot-
tom electrodes, line width from 500 nm down to 30 nm, 30
nm electrode thickness.
A challenge during the fabrication of crossbars oc-
curs due the uneven surface of the bottom electrode
containing wafer. The top electrodes could include
steps at the crosspoints of the electrodes due to the
overlap of bottom and top structures. This promotes
the risk of short circuit formations or enhanced elec-
trical fields at these steps during the operation of the
crossbar array. One solution is the embedding of the
bottom electrodes. The bottom electrodes were pla-
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FIG. 2: I/V-curve (left side) of a corner cell measured at a 1024 bit array (optical microscope image, right side). The dimension
of the cross junction is 500 x 500 nm2.
narized with spin on glass (ACCUGLASS T-111; Hon-
eywell). The spin on glass was hardened by baking
and then etched in an Ar dry etching process until the
bottom electrodes surface was exposed. Hence, the
following processes could be performed on a planar
surface.
For the realization of crossbar devices a functional
material layer, 30 nm thick TiO2, was deposited on
the bottom electrodes. After that the top electrodes
were processed in the same way as the bottom elec-
trodes (without embedding). The alignment of top
to bottom structures was done with a standard Mask
Aligner MA-6 from SÜSS MicroTec AG.
Fabricated crossbar arrays with embedded bottom
electrodes are shown in Figure 1a). The electrodes
are approximately 200 nm wide and 30 nm high. The
difference in height between electrode area and elec-
trode free area was reduced to few nanometers by
the spin on glass and so the crossing points are very
shallow. Figure 1b) shows a test pattern of crossed
electrodes with different widths. It can be seen that
also smaller crossbar junctions were realized with
the illustrated embedding method. The line width
reaches from 500 nm down to 30 nm.
We were able to demonstrate by electrical measure-
ments on a corner of a 500 nm x 500 nm, 1024
bit crossbar array with a sandwiched 30 nm thick
TiO2 layer, that it is possible to switch the functional
material between a low and high resistive state in
crossbar devices fabricated with UV NIL (Figure 2).
The direction of the switching cycle is indicated by
arrows. The switching voltage was around +/- 5 V
and the ratio between the high resistive and the low
resistive state was approximately 5.
In conclusion the concept of crossbar arrays working
as memory or logic devices and the fabrication
process for the realization of array structures have
been pointed out. Crossbar arrays with embedded
bottom electrodes with 200 nm line widths were
realized. Single cross junctions down to 30 nm were
achieved. The realization of devices fabricated with
UV nanoimprint lithography was demonstrated by
electrical measurements on crossbar arrays with
sandwiched TiO2 as resistance switching material.
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Non-volatile resistively switching TiO2 is in-
tegrated into nano-crossbar arrays and nano-
cross-points scaled down to a feature size of 100
nm by electron beam lithography. This repre-
sents a fast fabrication route for high density pro-
totype test structures of passive memory cores
with two terminal devices. The structures and
the integrated material is electrically character-
ized to gain an insight into the general properties
of nano-crossbar arrays with resistively switch-
ing TiO2 and to define the demands for an exter-
nal CMOS control system.
The persistent increase of memory integration den-
sity expressed by Moore’s law illustrates the demand
for ever smaller structures: Nano-crossbar arrays are
therefore widely investigated [1]. Nonvolatile and re-
sistively switching materials with two stable states
such as TiO2 are integrated as two terminal memory
devices to efficiently create a RRAM bit pattern [2, 3].
Fig. 1 illustrates how these cells are integrated into
FIG. 1: Pattern of a crossbar array. The metallic top and
bottom electrode (grey) sandwich the functional layer (pink)
of a resistively switching material which is only illustrated at
the junctions.
crossbar arrays where the simple design reduces the
cell size per bit to 4 F2. The switching material cov-
ers the whole chip area and every junction at a cross
point is an addressable cell of a RRAM. Since the
array consists of passive elements, additional active
external circuitry is required for the operation to ad-
dress the cells, set and reset their state and read the
stored information [4, 5].
We report on a novel fabrication route to create
crossbar arrays in the nanometer range. Structures
of Pt electrodes with resistively switching TiO2 / Ti
layers offer a model system to study the properties of
passive crossbar arrays and the specific requirement
of these systems concerning external control struc-
tures for a CMOS hybrid.
ALD deposited TiO2 showed promising, non-volatile
switching characteristics in micro structures and is
convenient to integrate at low temperature [6]. Addi-
tionally, the material is temperature stable and com-
patible with CMOS devices. As a proof of concept a
50 nm thick TiO2 layer was deposited via rf-sputtering
of Ti in an oxygenated atmosphere [7]. The layer
FIG. 2: Pulse pattern measurement. The set/reset voltages
were 1.5 V and -2 V (upper graph), respectively, and both
signals were limited at 50 µA and -300 µA. Pulse duration
was 300 ms. The read voltage amounted to -0.15 V with-
out any current limit, and the corresponding response was
around 20 µA for ’1’ state and 2 µA for ’0’ state, respectively
(lower graph). Here, pulse duration was 150 ms.
was integrated into photo lithographically structured
micro-crosspoints with 50 nm thick Pt electrodes fab-
ricated via a lift-off process. Fig. 2 shows the current
response of a pulse pattern for a 1 × 1 µm2 cross-
point structure. Extended investigations confirm the
promising resistive switching properties of the mate-
rial for 6000 cycles.
Electron Beam Lithography in combination with a lift-
off process is used to fabricate prototype test cross-
bar structures with a feature size of 100 nm (Fig. 3).
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FIG. 3: SEM picture of 64 x 64 bit nano-crossbar array with
100 nm half-pitch. The SEM inspection shows no structural
defect within the array.
The lift-off process forms the metal electrodes using
a two layer resist on a 1" x 1" SiO2 substrate. The
bottom resist is a copolymer PMMA/MA with a thick-
ness of 60 nm and the top resist is a PMMA poly-
mer with a thickness of 25 nm. An electron beam
dose of 200 µC cm−2 is necessary to write the 100
nm lines in the resist in order to expose the sub-
strate along the specified structure during the de-
velopment. As the copolymer is more sensitive to
the electron beam than the polymer, this results in
a larger expansion of the resist gap of the bottom
layer, respectively a staged overhanging resist edge.
This is mandatory for well defined metal structures
after lift-off and in consequence no additional etching
process is required to remove the residual resist in
the gap. A combination of 5 nm Ti as adhesion layer
with a 20 nm Pt film, which is deposited by electron
beam evaporation serves as electrode material. Sub-
sequently a non structured 30 nm thick TiO2 layer
is sputtered as abovementioned. Finally, the elec-
tron beam lithography and the lift-off process are re-
peated to create the orthogonally arranged top elec-
trode structures. The fabricated structures comprise
single cells (1 x 1 bit), words (1 x n bit) and arrays
(n x n bit) with half pitches down to 100 nm and sizes
of n = 8, 16, 32 and 64 (Fig. 3).
To get a general understanding of the resistive
switching in the integrated TiO2 layer we character-
ized a single 100 x 100 nm2 cell. The initial state
of the cell is high resistive with a resistance of sev-
eral GΩ and a diode like behavior. A current driven
electroforming process with an increasing current
(10 nA s−1) initializes the cell into the low resistive
’ON’ state. Under this condition the cell exhibits non-
linear I(V) and R(V) characteristics shown in Fig. 4.
A negative voltage switches the cell to the high resis-
tive, respectively ’OFF’-state by exceeding a certain
threshold value V−th. This ’OFF’ state differs for sev-
eral orders of magnitude from the initial state and is
FIG. 4: I(V) characteristic of a single 100 x 100 nm2 cell
measured via Kelvin probing and the corresponding R(V)
curve.
also non-linear. To switch back into the ’ON’-state,
the polarization is changed and a positive threshold
V+th has to be exceeded. A current limiter prevents
the cell from a destructive electrical breakdown at 30
µA which leads to an abrupt jump in the I(V) curve.
A nondestructive readout of the cell is performed by
voltages within the range from V−th to V+th, and the
resistance condition is nonvolatile even if no supply
voltage is applied. In Fig. 4 a read out voltage of 0.3
V exemplifies a resistance of 1.275 MΩ for the ’OFF’-
state and 36.274 kΩ for the ’ON’-state corresponding
to a ratio of 35. The high resistance ratio in combina-
tion with a high RON value and the feature of current
determined readout instead of charge determination
accommodates the demands for a CMOS hybrid.
We fabricated nano-crossbar arrays by electron
beam direct writing and integrated resistively switch-
ing TiO2. By downscaling to feature sizes of 100
nm we create addressable patterns with sizes up to
4096 bit and a potential density of 2.5 Gbit cm−2.
Single memory cells were electrically characterized
and showed non-volatile bipolar resistance switching.
The electrical characterization was done in sweep as
well as in pulse mode. The electrical properties fulfill
the demands for an integration and characterization
of resistively switching materials.
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A part of the IFF activity is devoted to the development of novel scattering techniques and the construction and
continuous improvement of instruments at large facilities. The KWS-2 small-angle neutron diffractometer, to show
one example, has been moved from the Jülich reactor FRJ-2 to the Munich reactor FRM II. With the high flux sup-
plied by FRM II’s cold neutron source and a newly designed neutron guide and with a new collimator system allo-
wing a larger experimental flexibility KWS-2 belongs to the best instruments of such a kind worldwide.
Photo: W. Schürmann
HGF Research Programme
Large-Scale Facilities for Research 
with Photons, Neutrons and Ions
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This research programme coordinates
the activities taking place at the large
scale facilities involved in the HGF
research field Structure of Matter. These
facilities offer unique research opportu-
nities with photons, neutrons and ions
for a multitude of science disciplines,
ranging from physics, chemistry, biology
and geology to material science, engi-
neering science, and environmental
research. A particular feature of this
programme is the support of external
user groups, which utilize the major
part of the available access time. These
user groups come mainly from universi-
ties, but also from non-university
research institutions and industry. 
With its excellence in neutron research
– manifested in the Jülich Centre for
Neutron Science (JCNS) – the IFF sup-
plies a key contribution to this research
programme. The strong reputation of
the IFF in the German and international
neutron landscape is closely related to:
• a powerful in-house research in the 
area of condensed matter focusing 
particularly on soft matter and 
magnetism,
• a large user operation in these 
research areas being extensively 
supported by IFF experts and 
facilities,
• a science-driven programme for the 
development of new methods and 
instruments, and
• exploitation of the novel neutron 
research opportunities provided 
by pulsed MW spallation sources.
The IFF neutron research is carried 
out to a large extent at the new state-
of-the-art research reactor FRM II in
Munich and at the ILL in Grenoble
(France), with new opportunities being
created at the SNS spallation source in
Oak Ridge (USA). These activities are 
a cornerstone of the HGF programme
“Condensed Matter Physics” and 
provide important contributions also 
to other HGF programmes, such as
“Information Technology with Nano-
electronic Systems”.
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Commissioning of the new backscattering spec-
trometer SPHERES made decisive progress in
2007. The signal-to-noise ratio was increased
from 1:165 to 1:330. First productive experi-
ments have been performed. The user program
is started.
Commissioning of SPHERES is approaching the fi-
nal stage. By the end of 2006, we had demonstrated
in principle that the instrument will produce competi-
tive spectra. By the end of 2007, stability and perfor-
mance have improved to the point where productive
experiments are becoming routine. We aspire to ob-
tain the permanent operation permit in the first half
of 2008. The instrument is now open for regular user
proposals.
Technical upgrades: Initially, test experiments
were hampered by instabilities of vital components,
namely the neutron velocity selector and the phase-
space transform chopper. These problems being un-
derstood and solved, all subsystems of SPHERES
are now running stable for entire reactor cycles.
A cryostat, lent by FRM II, was adapted to the detec-
tor geometry of SPHERES. Accessible temperature
ranges are now 4. . . 330 K and 10. . . 550 K, depend-
ing on configuration.
Software development continued throughout the
year. Computer control has been extended to the
Doppler drive. Basic spectrometer operation is now
possible through a graphic user interface. Measure-
ments can be scripted. The beam shutter and other
safety-critical components are controlled by a SPS.
Neutronic improvements: Extensive tests were per-
formed, aiming at a better understanding of the re-
maining neutronic noise. We temporarily divided pri-
mary and secondary spectrometer by a huge boron
rubber barrier, and we moved neutron detectors
around to localise leakages. In the event, we im-
proved the shielding around the primary beam path,
especially around the monochromator, and around
the exit channel of the chopper.
In measurements on a standard scatterer (without
sample environment), we achieved a signal-to-noise
ratio of 330:1 in the large-angle detectors (Fig. 1). At
least a third of the remaining noise is caused by fast
neutrons that are created in the 6Li absorbers in the
chopper. As anticipated in the last report, replacing
these absorbers by boron ceramics is a major effort
We are currently installing a purpose-built lifting gear
that will give us access to the chopper wheel. As
there is no way to balance the activated wheel, it is
necessary to build a new one. It is foreseen to trans-
fer the PG crystals from the old to the new wheel in
summer 2008. By this measure alone, we will reach
a signal-to-noise ratio of 500:1.
FIG. 1: Resolution function of the large-angle detectors.
Commissioning of the five small-angle detectors just
started. After firsts improvements of the neutronic
shielding, we obtained signal-to-noise ratios between
50:1 and 100:1; the energy resolution (fwhm) lies be-
tween a good 0.93 µeV and an unacceptable 2.3 µeV
It might be necessary to rethink the analyser and de-
tector geometry before substantial progress can be
made.
Productive experiments: In the last three reactor cy-
cles of 2007, we performed an increasing number of
test experiments. These experiments provided us in-
valuable guidance in preparing for routine operation
At the same time, they produced full-fledged results
First experimental reports from satisfied test users
have arrived.
Rotational dynamics and quantum tunneling were
studied in several compounds. Measurements on
methylxanthines, a biologically important class of
molecules, were used to conclude a study that was
begun on the old Jülich backscattering spectrometer
BSS [1]. In theophylline, a doublet tunneling band is
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observed at 15.1µeV and 17.5µeV (Fig. 2). This is in
agreement with the room temperature crystal struc-
ture, implying that no phase transition occurs with
cooling. In caffeine, orientational disorder leads to a
2.7µeV broad distribution of tunneling bands around
the elastic line.
FIG. 2: Spectrum of anhydrous theophylline at 3K. Based
on the crystal structure, the broad tunneling peak could be
interpreted as an unresolved doublet of equal intensities [1].
To characterize the temperature dependence of
quasielastic scattering, we went beyond the elas-
tic (“fixed-window”) scans customarily measured in
neutron backscattering. Given the high flux at
SPHERES, it would be a waste of measuring time to
restrict temperature scans to the elastic channel. In-
stead, during temperature ramps we measure a rapid
succession of inelastic spectra. After the event, we
integrate over appropriate energy windows to obtain
elastic and inelastic scattering as function of temper-
ature.
FIG. 3: Inelastic and elastic scattering from Mg(NH3)6Cl2
as function of temperature. Note the phase transition at
140 K which shows up much more clearly in the inelastic
than in the elastic signal. From a “friendly-user” experiment
of Shi, Jacobsen, Vegge, Lefmann from Risø.
Such inelastic temperature scans are particularly
useful in localising dynamic phase transitions. Fig. 3
shows a striking example: the rotation of ammonia
in Mg(NH3)6Cl2 undergoes a transition at 140 K. This
transition shows up much more clearly in the inelastic
than in the elastic scattering intensity.
Some Freon compounds form a plastic phase in
which the molecules sit in a regular lattice, but rotate
more or less freely. This phase has an exceptionally
high fragility. Above the glass transition, there is an-
other dynamic phase transition at about 130K. Above
this transition, we see a rapid increase of quasielas-
tic broadening, which we attribute to jumps between
trans and gauche conformations (Fig. 4).
FIG. 4: In the plastic phase of freon, conformational jumps
lead to quasielastic broadening.
[1] M. Prager, A. Pawlukojc, A. Wischnewski, and J. Wutt-
ke, J. Chem. Phys. 127, 214509 (2007).
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KWS-2 Small-Angle Neutron
Diffractometer of JCNS at FRM II
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D. Schwahn2 , M. Heiderich2 , U. Bünten2 , R. Hanslik3 , K. Dahlhoff3 , G. Hansen3 ,
G. Kemmerling4 , R. Engels4 , H. Kleines4 , D. Richter1,2
1 JCNS: Jülich Centre for Neutron Science
2 IFF-5: Neutron Scattering
3 Zentralabteilung Technologie
4 Zentralinstitut für Elektronik
The KWS-2 small-angle neutron diffractometer
was reconstructed at the Research Neutron
Source Heinz Maier-Leibnitz (FRM II) in Garching-
München. With a high flux supplied by the cold
neutron source of FRM II and the newly designed
optimized neutron guide and with a new collima-
tion system allowing a larger experimental flexi-
bility KWS-2 belongs to the best instruments of
such a kind world-wide. KWS-2 became opera-
tional in September 2007 resuming the contribu-
tion to the in-house research activity in the tradi-
tional field of soft-matter and the user program.
The KWS-2 small-angle neutron diffractometer was
moved from the Jülich reactor FRJ-2 to the Munich
reactor FRM II in 2006. The instrument is now
positioned at the end of the vertically "S-shaped"
neutron guide NL3a-o [1]. During the reconstruction
phase the instrument was upgraded aiming its opti-
mization either for high intensity or for high resolution
modes. Due to these upgrades, the positioning of
FIG. 1: The neutron flux at KWS-2 measured at the sample
position for the reactor power of 20MW and cold neutron
source filling of 10.5 l (with 30x30 mm2 entrance aperture).
the instrument in the FRM II neutron guide hall and
the particular beam characteristics, some constituent
parts of KWS-2 were subject of major changes.
The first change is concerned with the increase
of the beam size from 30x30 mm2 to 50x50 mm2.
The instrument was equipped with a new system of
neutron guides (18 pieces x 1 m length, with a m=1.3
NiMo-Ti nonmagnetic coating). New collimation
apertures have been installed: 5 variable apertures
made of ceramic 10B, which allow either symmetric
or slit-like opening with sizes between 1x1 and 50x50
mm2 (placed at 2, 4, 8, 14 and 20 m before the
sample position) and 14 fixed 10B coated apertures
having a size of 50x50mm2. The combination of the
FIG. 2: View of the KWS-2 SANS instrument at FRM II
(summer 2007); on the right side the open collimation hous-
ing of KWS-1 SANS instrument can be seen.
larger beam size with the old collimation housing
required a new design of the working principle and
automatic control of the new guide-aperture system:
distinct carriers for the neutron guides and apertures
allowing them to move independent from each other
in or out of the beam have been installed.
Another major change is caused by the high neutron
flux delivered by the FRM II reactor: a massive com-
bined lead and boron shielding was installed around
the velocity selector and the collimation housing in
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order to keep the level of γ and neutron background
within the limits required by the radioprotection
safety. Optimization, adjustment and test of the new
FIG. 3: The scattering pattern of silica particles in a mixed
ethanol/water solvent measured over the nominal Q-range
of KWS-2 by using 2 sample-to-detector distances (2 m and
8 m) and 2 wavelengths, 6 and 19 Å ; the collimation length
was in all cases 8 m.
collimation system and shileding was carried out
in the first half of 2007. The velocity selector was
calibrated using standard samples (opal and silver
behenate [2, 3]); the neutron flux at the sample
position was measured for different wavelengths
and collimation lengths using monitors and was
calibrated by gold foils activation measurements
(Fig. 1). For the nominal filling of the FRM II cold
source (13 l) KWS-2 has a flux very close (30%
lower) to that of the world leading SANS instrument -
the D22 at the ILL, Grenoble.
Concerning the detection system, because of the
limited space available the 20 m long detector tube
of KWS-2 will go out of the present neutron guide
hall and located partially into the extension building
next to the old FRM I reactor. Because the presently
available space in the FRM II guide hall permits
only the installation of a 14 m long detector tube
(Fig. 2), KWS-2 was setup in a temporary, shorter
configuration. The installation of the complete
detector housing will be possible only after joining
the FRM II guide hall with the FRM I ring laboratory.
The shorter version of the detection system (allowing
for a maximal sample-to-detector distance of 8 m)
implied that, in order to cover the nominal Q-range
(0.002 - 0.2 Å −1), two wavelenghts must be used,
namely 6 Å and 19 Å . As an example, the results
obtained on the system of silica particles in mixed
protonated/deuterated ethanol/water solvent [4] are
FIG. 4: The upgrades permitting the high-resolution op-
eration mode of KWS-2: parabolic lenses (left) and high-
resolution detector (right).
presented in Fig. 3: the experimental data obtained
with these two wavelengths were corrected for the
scattering from empty cell and detector sensitivity,
callibrated in absolute units using a standard sample
and radially averaged in order to deliver the scatter-
ing cross section of this system.
The KWS-2 instrument became operational in the
short version at the beginning of September 2007
when it was opened for internal and external users.
Further upgrading of KWS-2 was continued in the
second half of 2007 in parallel with the user pro-
gram: the optical focusing elements (MgF2 parabolic
lenses, Fig. 4, left) were implemented within the end
segment of the collimation system towards the sam-
ple position and a "small" high-resolution detector
(spatial resolution of about 1x1 mm2) was installed in
front of the conventional detector (Fig. 4, right). The
high-resolution detector can be moved to any posi-
tion covered by the large detector and used in the
combination with the lenses allowing us to cover the
Q-range down to 2x10−4Å . The test and optimiza-
tion of the focusing operational mode and the high-
resolution detector are currently in progress.
[1] A.Radulescu and A.Ioffe. Nucl.Instr.and Meth. A,
in press.
[2] H.Graetsch and K.Ibel. Phys.Chem.Minerals,
24:102, 1997.
[3] U.Keiderling, R.Gilles, and A.Wiedenmann.
J.Appl.Cryst., 32:456, 1999.
[4] J.Kohlbrecher, J.Buitenhuis, G.Meier, and
M.P.Lettinga. J.Chem.Phys, 125:44715, 2006.
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Superconducting Solenoids for the NSE
Spectrometer at the SNS
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A Neutron spin-echo spectrometer (NSE) of the
next generation is under construction for the
Spallation Neutron Source (SNS) in Oak Ridge,
USA. A NSE spectrometer measures tiny veloc-
ity changes of the neutrons encoded by the neu-
trons spin clock at a sample while the Neutron
spin precesses in large magnetic fields follow-
ing Bloch’s equation. This instrument will be
the best of its class both with respect to reso-
lution and dynamic range. In order to reach this
ambitious goal, a large magnetic precision field
integral before and after the sample is required
which directly scales linearly with the resolution
of the instrument. Therefore two superconduct-
ing solenoids will be used to allow for a higher
magnetic field integral. Here, we present the ba-
sic design of the solenoids which have been de-
veloped in a joint project study by Juelich Re-
search Center (FZJ) and Babcock Noell GmbH
(BNG).
At the high power target station of the SNS, the most
advanced NSE will be operational in 2009. The goal
for the instrument is to reach a new world record
of ”energy” - resolution - about 5 times higher than
all other neutron scattering techniques - and a dy-
namic range of about six decades in energy reso-
lution. Exploiting superconducting technology and
developing novel field correction elements, the maxi-
mum achievable Fourier time - this qualifies the res-
olution - will be extended to at least 1 µs [1, 2]. For
generic NSE type instruments superconducting tech-
nology is so far not well known. However it will be the
first time that superconducting technology is applied
to achieve a world record in the ”energy” resolution.
The solenoids will generate an integrated magnetic
flux density of 1.8 Tm. To reduce the fringe field, ac-
tive shielding is foreseen resulting at the same in a re-
duced ”cross talk” of both solenoids with each other.
To minimize vibrations modern pulse-tube cryocool-
ers cool the NbTi windings below Tc [3]. A special
feature of the magnet system is the position mea-
surement with an accuracy in the order of microm-
eters for the windings in the cryostat during opera-
tion. This information is required for the adjustment
of so called Fresnel coils outside the cryostat. To-
gether with the setup of these correction elements, a
field integral homogeneity better than 10−6 for differ-
ent Neutron paths through one of the solenoids will
be achieved.
We wish to hint to the fact that both solenoids gener-
ate a huge magnetic field. Here a cross talk between
the primary and the secondary solenoid is expected.
To avoid major influence at certain scattering angles
up to 83◦ angle between the first and second arm
of the spectrometer an outer solenoid has been im-
plemented for compensation of the stray fields. At
maximum field a stray field of about 1G 1.5 m per-
pendicular to the symmetry axis is expected which is
low enough to avoid this cross talk.
FIG. 1: Magnetization as measured with a SQUID magne-
tometer and normalised to the mass of the sample.
For the NSE main solenoids, an insulated single
strand NbTi superconducting wire with the follow-
ing characteristics was chosen due to the field qual-
ity demands: filament diameter 6 µm, bare strand
diameter 0.825 mm. To ensure minimal hystere-
sis effects [4, 5] SQUID measurements have been
performed of more than 25 strands. Most of them
showed a maximum magnetization per mass of more
than 2.5emu/g. However finally it turned out that the
strand made by Furukawa had minimal magnetiza-
tion effects below 1.6emu/g for all four windings for
the pair of solenoids. Figure 1 shows the magnetiza-
tion curves of the four strands selected finally for the
final system.
As already mentioned, field integrals for different
Neutron paths through the main solenoids must be
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below 10−6 Tm. To realize the field homogeneity,
very precise mechanical winding of the solenoid coils
from insulated single strands is necessary and the in-
formation of the cold mass position will be delivered
to the correction coils which will interplay and finally
yield a homogeneity of 10−6Tm. So called hexapods
will adjust these correction coils as a function of the
position of the cold mass with an accuracy of several
µm.
Each main solenoid system consists of the following:
A winding pack with two concentric superconducting
solenoids, a cryostat with two pulse tube cryocoolers,
additional resistive phase and sample solenoids, po-
sition measurement system with an accuracy to mea-
sure the cold mass of about 1µm. A sketch view
is shown in the Figure 2. In December the instal-
lation of the optical position measurement system
took place beside further construction work at the
solenoids. The solenoid which finally had been ad-
justed optically and assembled is shown in Figure 3
with an open front plate.
FIG. 2: Solenoid system with windings for a field integral up
to 1.8Tm and actively shielded, with two pulse tube cooler
and additional resistive sample and phase coils around the
cryostructure of the solenoid.
To summarize, the design of a superconducting
solenoid system for a NSE spectrometer is pre-
sented. The application of superconducting technol-
ogy makes it possible to reach an unprecedented res-
olution and dynamic range for the experiment. To
achieve the necessary field quality also at low field
values, high manufacturing precision is necessary
but not sufficient. Also the superconductor must be
chosen such that hysteresis magnetization is mini-
mized. The cryogenic system is a so called dry sys-
tem with cryocoolers providing the operation tem-
perature for the superconducting coils. Cryocool-
ers expand and compress a cryogene medium in
FIG. 3: Implemented superconducting windings wound on
the thermally shielded core in its cryostat enclosure as of
December 2007.
the coldfinger and are therefore a vibrating system.
Special emphasis was placed on preventing possible
vibration from the coil system. Therefore PT cool-
ers were preferred to more conventional GM coolers.
Possible movements of the superconducting coils in-
side the cryostat on a micrometer scale between
measurements will deteriorate the resolution of the
NSE spectrometer. Therefore such movements are
optically measured and then the magnetic field will
be corrected by additional Fresnel coils. The pair
of solenoids is at the moment under construction at
BNG. In early 2008 the NSE spectrometers solenoids
will be installed at the SNS by the Juelich research
center.
[1] D. Richter et.al., ”High Resolution Time-of-Flight Neu-
tron Spin-Echo Spectrometer for the SNS,” Science
Case Document for the EFAC Meeting in 03/2003 to
apply for abeamline at the SNS, Oak Ridge, TN„USA.
[2] Neutron Spin Echo Proceedings, Lecture Notes in
Physics V 128, ed. F. Mezei,Springer, Berlin (1979)
[3] G. Thummes, ”Pulsrohrkühler für Temperaturen des
flüssigen Heliums: Entwicklungsstand, Anwendungen,
Tendenzen,” DKV-Tagung, Bonn, 2003.
[4] Ch. P. Bean, ”Magnetization of Hard Superconductors,”
Phys. Rev. Letters, Vol. 8, p 250-253, 1962.
[5] Ch. P. Bean, ”Magnetization of High Field Supercon-
ductors,” Rev. of Modern Physics, Vol. 36, p 31-39,
1964.
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TOPAS Getting on Stage
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The realization of the new neutron time-of-flight
spectrometer TOPAS has started. The concept
comprises a long focusing neutron guide for high
intensity with an energy selection by two fast ro-
tating Fermi choppers and spatial resolution by a
large position sensitive detector. Dynamics and
structure of novel materials can be studied simul-
taneously on the ps time scale and the atomic
length scale. All components of the instrument
are at the forefront of the technical development
and can be realized only by bringing technical
and scientific expertise together.
Inelastic neutron scattering has proved to be one of
the most powerful techniques for the study of dynam-
ics in novel materials. Our understanding of phonons,
magnetic excitations, hydrogen bonding in materials,
and soft-modes at phase transitions has come pri-
marily from the results of inelastic neutron scatter-
ing studies. In recent years, this technique has been
used to examine an ever-widening range of subjects
and phenomena such as the dynamics of polymers,
the nature of disordered and amorphous materials,
phase transitions in geological materials and subtle
electron-lattice interactions. By the use of thermal
neutrons, a large range in energy and momentum
transfer can be probed. In the direct time-of-flight ge-
ometry, the measurement of the momentum trans-
fer is decoupled from the measurement of the en-
ergy transfer. Time-of-flight spectroscopy from sin-
gle crystals explores simultaneously the ( Q, ω) space
and maps a variety of excitations by covering a large
solid angle with detectors. Accordingly, TOPAS can
be used for a wide range of applications, particularly
for novel materials. Since TOPAS is designed for
full polarization analysis, it will be particularly use-
ful for the study of highly correlated electron systems
(e.g. high Tc superconductors). Further applications
include molecular systems, nanoparticles, catalytic
processes ....
In a time-of-flight spectrometer the time is measured,
in which the neutrons travel from a chopper via the
sample to the detector. If the velocity of the neu-
tron at the chopper is known, the velocity after the
interaction with the sample can be determined from
the time, in which the neutron arrives at the detec-
tor. The resolution of such an instrument is given
by the length of the neutron pulse, geometric differ-
ences in the flight path (i.e. the sample size) and the
accuracy of the neutron detection. These timing un-
certainties have to be compared to the total time of
flight. By increasing the flight path from the sample
to the detector the resolution can be improved. How-
ever, one has to make sure, that fast neutrons from
the next pulse do not arrive prior to slow neutrons
of the actual pulse (frame overlap). Since the neu-
trons are delivered continously from the reactor, we
have the freedom to vary the time frame, which de-
fines the energy range, and the neutron velocity (see
Fig. 2 a)). Hence energy resolution and intensity can
be adopted to the specific experimental problem by
simply adjusting the chopper timing. The energy res-
olution for various initial neutron energies is shown
in Fig. 2 b) as a function of the energy transfer be-
tween sample and neutron. The scientific require-
ments pose strong technical challenges for all com-
ponents of the instrument. A central component is
the neutron guide with supermirrors m= 3. It has an
elliptical shape to focus a high intensity onto the sam-
ple with only a few reflections. Details of the neutron
guide design have been reported in [1].
Starting from the reactor wall, the next component is
the coarse chopper system. These are two very mas-
sive chopper discs that block the background radia-
tion from entering the neutron guide. Whenever one
chopper opens the neutron beam, the other is in a
closed position. To provide a maximum transmission
for variable neutron velocities, the frequency can be
adopted. The rotation speed of the discs with a mass
of approximately 200 kg reaches up 9000 rpm and
puts strong demands on the material properties and
the acceleration units.
The Fermi chopper system selects a narrow range of
velocities out of the neutron spectrum and introduces
the time structure on the beam, which is needed for
the energy analysis. Each of them provides neutron
pulses with a typical length of 10 µs. The neutron ve-
locity can be varied by the variation of the phase an-
gle between both choppers. Since the neutron guide
converges towards the sample position, the size of
the choppers is different. The first chopper has a win-
dow of size 110× 70 mm2, the second chopper close
to the sample 60 × 30 mm2. Their rotation speed
ranges up to 28000 rpm for the first chopper and
36000 rpm for the second chopper. The high rotation
speed of the second chopper allows a high energy
resolution mode for neutron energies below 60 meV,
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FIG. 1: Overview of TOPAS. The distance between reactor wall and sample position is 48 m. The coarse chopper system is
shown on the left. The phase between the choppers is fixed to block the direct sight onto the reactor core at any time. The
two Fermichoppers in front of the secondary spectrometer monochromatise the neutron beam. The secondary spectrometer
around the sample (2.5 m sample to detector distance) is evacuated to reduce the background due to air scattering.
a)
b)
FIG. 2: a) Flight-path diagram: The velocity of the neu-
trons is defined by the phase between the Fermi choppers
FC0 and FC1. The HOR choppers removes higher orders.
Neutrons are scattered at t1 = 0 at the sample. The slow-
est neutrons of interest arrive at the detector at t2. t2 de-
termines the time frame. b) Energy resolution for different
initial neutron energies Ei.
in which the second chopper runs at twice the speed
of the first chopper.
The monochromatic neutrons travel through the
evacuated sample chamber. Various sample environ-
ments can be placed on a sample table, which allows
the tilting of the sample. These degrees of freedom
are necessary particularly for studies of single crys-
tals, where the crystal coordinate system has to be
aligned with the laboratory coordinate system.
The sample chamber is directly connected to the de-
tector chamber. The whole flight path of the neutrons
is evacuated. The diameter of the evacuated volume
is 7 m, the height 2.5 m. Because the detector ves-
sel will deform, when it is evacuated, the detectors
and the sample table are mechanically decoupled to
keep the relation between the two coordinate sys-
tems fixed.
The position sensitive detector is at the heart of the
instrument. It consists of approximately 400 linear
tubes with a diameter of 2.5 cm mounted in vacuum
at a distance of 2.5 m from the sample, mechanically
decoupled from the surrounding vessel. This results
in a solid angle coverage of π steradian. The spa-
tial resolution along the tube is better than 2.5 cm.
The time resolution of the detector electronics is 50
ns. The electrical connections have to be outside the
vacuum to avoid discharge effects. The tubes are
displaced radially to have a gapless coverage of the
solid angle despite the gap necessary for sealing 400
tubes.
The developements of TOPAS to a highly versatile in-
strument for all areas of condensed matter research
is ongoing with increasing momentum. The next
steps include the design for the polarization analysis,
which will be a unique feature of the spectrometer.
[1] J. Voigt, M. Prager, T. Kulessa, Th. Brückel, Jahres-
bericht des Forschungszentrums 2006
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POWTEX: BMBF-Funding Granted for
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In 2007 the BMBF decided to grant the funding
of the new high intensity neutron time-of-flight
diffractometer called POWTEX. The instrument to
be installed at the new Munich reactor (FRM II)
will provide the large chemistry and materials sci-
ence communities with a powerful tool for rapid
data acquisition. The conceptual design is based
on time-of-flight technique, which is expected to
be superior to a standard monochromator instru-
ment by at least an order of magnitude in inten-
sity, particularly for small samples of less than a
cubic centimeter. The construction of this inno-
vative type of diffractometer utilizes modern neu-
tron components such as focusing super mirror
neutron guides, a 4-unit high speed disk chop-
per system and the linear position sensitive de-
tectors covering a large solid angle. The diffrac-
tometer design is equally well suited for the tex-
ture analysis of large geological and archeologi-
cal samples.
Fundamental objectives of solid state chemistry and
materials science are the development of new ma-
terials, their analytical characterizations and studies
of their structures and properties. For that purpose
preparative methods have to be directly related to
structure determination, since this is a prerequisite
for designing materials of specific properties.
Demands of solid state chemists for a neutron
diffractometer are a suitable d-spacing resolution
(δd/d ∼= 0.5 %), a d-spacing range of about 0.5 Å to
15 Å and high intensity on small samples (≤ 0.5 cm3).
A central aspect of geological research is focused
on plate tectonics, i.e. relative movements in the
lithosphere. These movements are connected to
faults and shear zones where rocks have been
deformed temperature dependently. Mineral grains
are affected by these deformation processes in
forming preferred crystallographic orientations, the
so-called texture.
Among others neutron diffraction is the strongest ex-
perimental method due to the high penetration capa-
bility of neutrons and the large neutron beam cross
sections which allow the investigation of volume tex-
tures of high grain statistics. An instrument is needed
capable of collecting many pole figures of many sam-
ples in a reasonable time. A large position sensi-
tive detector installed at a time-of-flight diffractometer
compensates for pole figure scanning reducing mea-
suring time by at least two orders of magnitude.
The proposed time-of-flight diffractometer is de-
signed for high intensity even with samples of as lit-
tle as 0.5 cm3 at a reasonably good resolution of d-
spacings, i.e.
δd/d ≤ 5×10–3 (1)
Equation (1) can be appropriately expressed in terms
of parameters needed for establishing a technical so-
lution of a time-of-flight instrument, viz.
(δd/d)2 =
h
(δt/t)2 + (δL/L)2 + (δθ cot θ)2
i
(2)
where t is the neutron flight time across a flight path
L and θ is half the scattering angle. In order to ful-
fil the requirement of equation (1) each of the terms
in equation (2) contributing to the relative uncertainty
δd/d must not exceed 2.8×10–3. Applying modern
technologies like super mirror guides, high speed
disk choppers with magnetic bearings and linear po-
sition sensitive 3He detectors an instrument can be
designed so as to reach these goals. A schematic
representation of the instrument is shown in Fig. 1.
Neutrons from the 5×10 cm2 beam channel SR5
of the FRM II are focused onto a pulse defining
double-disk chopper by a 27 m long "ballistic" beam
compressor made of m = 3 supermirror guides, i.e.
guides with three times the critical glancing angle of
nickel coated guides. The beam of 1×1 cm2 at the
puls chopper is then again transported by a neutron
guide passing the wavelength band chopper and the
frame overlap suppressing chopper with a total flight
path of 11.5 m to the sample. The 1 cm2 of this fo-
cus of the second double ballistic guide is placed at
an average pulse chopper at a detector distance of
13.5 m. The other two choppers of Fig. 1 are needed
to define both the position of the wavelength band,
which will be accessible and to prevent cross talk
of consecutive pulses.The most important features
of the instrument are high intensity by exploiting a
large fraction of the Debye-Scherrer rings, variable d-
spacing and resolution ranges, no limitations in deter-
mining peak positions (using position sensitive detec-
tors on a cylindrical surface) and unrestricted utiliza-
tion as both a POWder and a TEXture diffractome-
ter. Additionally, the large detector cylinder will pro-
vide enough space for challenging experiments e.g.
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FIG. 1: Schematic layout of the time-of-flight diffractometer POWTEX (not to scale).
in-situ investigations of chemical reactions or phase
transitions as function of temperature, pressure and
magnetic field.
Analytical performance estimates have shown that
the neutron current at the sample position will be ap-
proximately equal for both a monochromator and a
time-of-flight diffractometer. However, the absence of
the resolution asymmetry of the time-of-flight method
will result in an intensity gain for detected neutrons
of more than an order of magnitude. The optimiza-
tion of the numerous components of the instrument
can be better followed up quantitatively with modern
Monte Carlo techniques such as the VITESS code
developed at the HMI. In fact, these simulations show
that the proposed time-of-flight diffractometer outper-
forms the best conventional monochromator instru-
ment D20 (ILL) by about a factor of 30. Exam-
ples of these numerical calculations are given in fig-
ures 2 through 4.
FIG. 2: Intensity as a function of wavelength at the pulse
chopper slit for five different compressor geometries.
Intensities at the end of different beam compressors
are shown in Fig. 2. Five geometrical shapes have
been modeled and independently optimized. Only
the optimum performance for each geometry is dis-
played in Fig. 2.
Our Monte-Carlo simulations confirm a desired fo-
cal spot size of 1 cm2 at the sample position as
shown in Fig. 3. Another important performance fea-
ture is the angular divergence at the sample position
(cf. equation 2). The numerical calculations yield a
FIG. 3: 2-D intensity distribution at the sample (white
square depicts guide exit cross section, 0.75 m up-
stream). The neutron current density in the flat top is
3.5×107 cm–2s–1.
FIG. 4: 2-D beam divergence distribution at the sample.
divergence better than one degree as can be seen in
the 2-dimensional divergence distribution presented
in Fig. 4.
POWTEX is engineered and will be built by FZ Jülich
to be part of the JCNS instrumentation at the FRM II
in Munich. It will be located at the new eastern exper-
imental hall (”Osthalle”). Professor Dronskowski from
the Institute for Inorganic Chemistry at the RWTH
Aachen University, representing the large German
community of solid state chemists was granted a
first funding of about e1.7 million for the first three
years. Additional BMBF funding supports the "Ge-
owissenschaftliches Zentrum Göttingen" to include
instrumental aspects for geo science applications.
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Progress on SEOP Development and
First Ideas for Onbeam-SEOP
K. Nünighoff1 , P. Hiller1 , R. Mueller1 , A. Ioffe2 , P. Busch2
1 IFF-4: Scattering Methods
2 JCNS: Jülich Centre for Neutron Science
The SEOP (Spin Exchange Optical Pumping)
method [1] enables the polarisation of 3He gas
in compact assemblies. Thus this method is well
suited to install the polariser directly on the in-
strument. The first instrument of JCNS which will
use a 3He analysator cell with onbeam SEOP is
the small angle scattering instrument KWS-1. In
this report we will describe our progress in cell
preparation and we will discuss a first design of
an analysator cell for KWS-1.
During the last year we have improved our filling
station for preparation of 3He neutron spin filter cells.
The cells were constructed and reblown from GE180
glass. After the cells were mounted on a manifold,
cells and manifold were rinsed with acetone and
water. In the next step the cells were evacuated
and baked at 400◦C for ≈2 weeks. When the
vacuum inside the cells is lower than 10−7 mbar,
the filling procedure can start. In the first step the
Rb is condensed into the cell. Then a few mbar
(≈30 mbar) of N2 as a quencher is filled into the
cells and the 3He gas is filled to the desired pressure
of the cell. To be able to seal off the cells from the
manifold, the cells have to be cooled down with liquid
N2 to reduce the pressure inside the cell below the
atmospheric pressure. After improving our filling
station (replacing of polymer seals with aluminium
seals, avoiding pressure reducers, replacing de-
fective valves) cells with lifetimes up to 340 h have
been produced. Tab. 1 shows all cells produced
at FZJ and their lifetimes. It can be seen, that we
are now able to produce cells with excellent life times.
cell diam. x len. T1 remarks
Juel 5 cm x 5 cm 463 h filles at ISIS
Juel-1 6 cm x 6 cm - not working
Juel-2 5 cm x 5 cm 84 h partly oxidized
Juel-3 6 cm x 6 cm 180 h partly oxidized
Juel-4 5 cm x 5 cm 1.42 h flourescence light
Juel-5 6 cm x 6 cm 6 h vacuum loss
Juel-6 5 cm x 5 cm 89 h vacuum loss
Juel-7 5 cm x 5 cm 342 h o.k.
Juel-8 6 cm x 6 cm 320 h o.k.
TAB. 1: SEOP cells produced at FZJ with dimensions (di-
ameter x length), measure lifetimes T1 and some remarks.
The cells were polarised with a 795 nm laser with
a power of 30 W. The relative 3He polarisation was
measured with NMR during pump-up. After switching
off the laser the lifetime T1 could be determined by
fitting an exponential decay function through the data
points. In Fig. 1 the experimental data for cell Juel-
7 are shown. This cell has a diameter of 5 cm and
a length of 5 cm and is filled with 1.2 bar 3He gas.
It can be seen that after more than 20 h of pump-
ing the maximum polarisation was not reached. The
observed lifetime is 342 h. Rotating the cell by 180◦
FIG. 1: Relative 3He polarisation during pump-up (upper
panel) and relaxation after switching off the laser (lower
panel).
results in a slightly longer lifetime of 367 h. This in-
dicates low paramagnetic impurities inside the cell,
which cause an additional relaxation term.
Two of the cells listet in Tab. 1, namely Juel and Juel-
7, were additionally measured with neutrons on the
MIRA instrument at FRM II to obtain the absolute
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FIG. 2: Protoype of a
double cell for onbeam
SEOP. The upper cell
will be used for polar-
ising the 3He gas and
the lower cell will serve
as the neutron spin filter
cell.
FIG. 3: Design of the new
magnetostatic cavity.
value of 3He polarization. Cell Juel achieved an ex-
cellent maximum polarization of 79 % and Juel-7 was
polarized up to 72 %. The lifetime T1 of the cells in-
side a magnetostatic cavity mounted on the instru-
ment was measured to be 367 h for Juel and 300 h
for Juel-7.
One highlight of the cell production task was the
preparation of a double cell. Fig. 2 shows the finished
cell. The laser passes through the upper cell –which
contains the Rb– to polarise the 3He gas and the neu-
tron beam passes through the lower cell, which will
serve as a spin filter cell. If this prototype will work,
more complicated geometries of spin filter cells could
be realised, while the gas itself can be polarised in a
simple cylindrical or spherical cell.
To explore the possibility to polarise the cell inside
a magnetostatic cavity –mandatory for an onbeam
option– the design of our first cavity [2] was changed
according to a design from ILL [3]. Now the winding
of the coil is along the long side (see Fig. 3) instead
along the short side of the cavitiy. This alternative
way of winding turn the magnetic field by 90◦, thus
giving more space for coupling the laser light into the
cavitiy and the cell. The laser beam will be guided by
mirrors into the cavitiy and will illuminate the cell from
the side walls, whereas the neutron beam will pass
through the face side. By this solution no mirrors are
needed in the neutron beam which might scatter neu-
trons. As can be seen in Fig. 4 the region where
the relative field gradient is lower than 1·10−4 1/cm is
larger than in the old design. This opens the possibil-
ity to operate cells with a diameter up to 16 cm inside
such a cavity.
KWS-1 shall be operated with three wavelengths:
4.5 Å, 7 Å, and 12 Å. Because it is not possible to de-
sign a single SEOP cell optimised for all three wave-
lengths, for each single wavelength a seperate cell
will be used. To achive a maximum quality factor
Q = Tn ·A2 (1)
a pressure length product of 26 bar·l·cm is needed
[4]. Here Tn is the transmission of the incident neu-
FIG. 4: Comparison of the field gradients of the old de-
sign (filled symbols) and the new design (open circles) for a
magnetostatic cavity to host the SEOP cells calculated with
ANSYS.
tron beam and A is the analysing/polarising power of
the filter. To cover the whole solid angle of ±7.5◦ and
assuming a distance between sample position and
filter cell of 35 cm a diameter of 10 cm is needed.
With a length of 4 cm the cell needs a pressure of
0.54 bar, 0.93 bar, and 1.44 bar for 12 Å, 7 Å, and
4.5 Å respectively. Assuming an achivable 3He po-
larisation of 70 %, a transmission Tn of 30 % and a
polarisation of 87 % can be expected.
FIG. 5: Transmission and polarisation of three SEOP cells
optimised for the three wavelengths foreseen at KWS-1 as-
suming an incoming unpolarised beam and a 3He polarisa-
tion of 70 %.
[1] M.A. Bouchat, T.R. Carver, and C.M. Varnum,
Phys.Rev.Let. 5 (1960) 373
[2] K. Nünighoff, P. Hiller, R. Mueller and A. Ioffe, IFF
Scientific Report 2006, p. 174
[3] A.K. Petoukhov et al., NIM A 560 (2006)
[4] F. Tasset and E. Ressouche, NIM A 359 (1995) 537
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DNS - An Instrument for Unraveling
Complex Magnetic Correlations Via
Polarization Analysis
Y. Su1,2 , W. Schweika1,2 , R. Mittal1,2 , E. Küssel1,2 , F. Gossen1,2 , B. Schmitz1,2 ,
K. Bussmann1,2 , M. Skrobucha3 , A. Ioffe1,2 , Th. Brückel1,2
1 JCNS: Jülich Centre for Neutron Science
2 IFF-4: Scattering Methods
3 Zentralabteilung Technologie
The construction of the new polarized time-of-
flight spectrometer DNS at FRM II has reached
the first milestone with the delivery of the first
neutrons and intense polarized neutron beams
in September of 2007. Shortly after the start-
ing of the instrument commissioning with polar-
ized neutrons in the diffraction mode in the last
reactor cycle, DNS has been steadily producing
sound experimental results to unravel complex
magnetic correlations in a wide range of emer-
gent materials via polarization analysis.
FIG. 1: The new DNS at FRM II
DNS is a new cold neutron multi-detector time-of-
flight spectrometer with both longitudinal and vector
polarization analysis at FRM II. This allows the unam-
biguous separation of nuclear coherent, spin incoher-
ent and magnetic scattering contributions simultane-
ously over a large range of scattering vector Q and
energy transfer E. With its compact size DNS is op-
timized as a high intensity instrument with medium
Q- and E- resolution. DNS is therefore ideal for the
investigations of magnetic, lattice and polaronic cor-
relations in many frustrated magnets and highly cor-
related electrons. With its unique combination of
single-crystal time-of-flight spectroscopy and polar-
ization analysis, DNS is also complimentary to many
modern polarized cold neutron triple-axis spectrome-
ters.
FIG. 2: First polarized neutrons at the new DNS demon-
strating the high flipping ratio of 50 achieved
The relocation of major components from Juelich and
the construction of the new DNS at FRM II have
started in 2006. The first phase of this project is to im-
plement the diffraction mode with polarized neutrons.
Soon after the installation of the double-focusing py-
rolytic graphite monochromator and secondary spec-
trometer in the summer (as shown in Fig.1), the first
neutrons and intense polarized neutron beam were
delivered to DNS in September. Newly constructed
polarizer and polarization analyzers, both using m
= 3 Schärpf bender-type focusing supermirrors, per-
form extremely well. A polarized neutron flux as high
as 5 x 106 n/s/cm2 has been achieved at the neu-
tron wavelength with 4.74 Å. The polarization rate of
the incident neutron beams is nearly 96%, as shown
in Fig.2. The expanded analyser bank over a 2θ
range of 120 degrees has largely improved the mea-
surement efficiency. The radiation shielding at both
monochromator housing and secondary spectrom-
eter has also been improved. The radiation back-
ground at the DNS measurement area has met the
strict requirement imposed by the radiation protection
regulations. This paves the way for the first commis-
sioning experiments.
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In the last reactor cycle of 2007, a number of polar-
ized neutron experiments on both powder and single-
crystal samples have been successfully undertaken
at DNS. One typical application of polarization anal-
ysis on powder samples at DNS is to separate mag-
netic scattering from nuclear coherent and spin in-
coherent scattering on antiferromagnets and param-
agnets via XYZ-method. High polarized flux and the
improved efficiency on polarization analysis allow us
to obtain high quality data on the investigation of the
magnetic structure of manganese carbodiimide (Mn-
NCN) powder, as shown in Fig.3. In comparison to
the old data taken with non-polarized neutron pow-
der diffraction at the dedicated powder diffractomter
SV-7 at FRJ-2, the DNS data is much superior. It
provides the comprehensive information on magnetic
reflections and their temperature dependence.
FIG. 3: Investigations of the magnetic structure of MnNCN
via powder neutron diffraction. (a) and (b): pure magnetic
and nuclear coherent scattering, respectively determined at
DNS with polarization analysis. (c): former data from SV-7
without polarization analysis
Another typical application is to map out the recipro-
cal space together with polarization analysis on sin-
gle crystal samples. Intensive testing experiments
on various Kagome spin systems, pyrochlore spin
ice and perovskite CMR manganites have been car-
ried out. The routines for the data treatment have
also been implemented. Some types of very peculiar
magnetic correlations due to high geometrical frus-
trations and strong electronic correlations have been
revealed from these new experiments with polariza-
tion analysis. One such example is the observation
of the rod-like paramagnetic diffuse scattering in the
so-called cooperative Jahn-Teller distorted regime
on highly correlated CMR manganites, as shown in
Fig.4. This rod-like diffuse feature is a clear indica-
tion of the presence of strongly anisotropic magnetic
exchange interactions due to orbital ordering.
FIG. 4: Paramagnetic diffuse scattering at 220 K measured
on a large single crystal of La0.875Sr0.125MnO3 via polar-
ization analysis
The successful commissioning of DNS with intense
polarized neutrons in the diffraction mode and subse-
quent successful applications have proven capabili-
ties of DNS as an unique instrument with polarization
analysis. However, the full potential of DNS can only
be realized after the completion of the second phase
of the DNS project - installations of a massive po-
sition sensitive detector bank and high-performance
double chopper system. These two new components
are expected to be in operation before the end of
2008.
In collaboration with the Institute of Inorganic Chem-
istry of RWTH Aachen, we would like to thank Manuel
Krott and Andreas Houben for permitting us to use
the MnMCN data taken both from DNS and SV-7.
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Commissioning of the Very Small Angle
Neutron Scattering Instrument KWS-3
E. Kentzinger1,2 , G. Goerigk2 , A. Ioffe2 , D. Richter3,2 , Th. Brückel1,2
1 IFF-4: Scattering Methods
2 JCNS: Jülich Centre for Neutron Science
3 IFF-5: Neutron Scattering
KWS-3 is a very small angle neutron scattering
instrument running on the focusing mirror princi-
ple. In Jülich it allowed performing scattering ex-
periments with a wave vector transfer resolution
between 10−4 and 10−3 Å−1, bridging a gap be-
tween Bonse-Hart and pinhole cameras. This in-
strument is now transferred into the guide hall of
the FRM II neutron source in Garching. It is now
placed at the end of a dedicated neutron guide,
allowing the use of larger wavelengths than in
Jülich and leading to an improvement of resolu-
tion in wave vector transfer. The intensity gain
with respect to Jülich is at the moment by a fac-
tor of 7.
Ultra-small angle (U-SANS) and small angle neu-
tron scattering (SANS) experiments are performed
by two different types of instruments to cover a com-
bined Q-range from 10−5 Å−1 up to 1 Å−1. Bonse-
Hart cameras (Double Crystal diffractometers) are
used for U-SANS experiments, whereas the “stan-
dard” SANS experiment is performed using a pinhole
camera. In principle, the Q-range of both instrument
classes overlaps. Typical U-SANS instruments like
S18 (ILL) or PCD (NIST) may reach maximum Q-
vectors of 5 × 10−3 Å−1. The disadvantage of these
instruments is that they do not allow taking a full area
image on a 2D position sensitive detector. On the
other hand, the well-known pinhole instrument D11 at
Institut Laue-Langevin (France) reaches a minimum
Q-vector of 5×10−4 Å−1 by use of large wavelengths
and sample-to-detector distances (≈40m). But the
required instrumental settings push both types of in-
struments to their limits, mainly due to signal-to-noise
level and the reduced flux at sample position.
The use of neutron lenses as additional elements of
a pinhole SANS instrument has been tested to over-
come this intensity problem [1]. An alternative design
is realized by the KWS-3 instrument [2]. The princi-
ple of this instrument is a one-to-one image of an en-
trance aperture onto a 2D position-sensitive detector
by neutron reflection from a double-focusing ellipti-
cal mirror. It permits to perform SANS studies with
a scattering wave vector resolution between 10−4
and 10−3 Å−1 with considerable intensity advantages
over conventional pinhole-SANS instruments. There-
fore it perfectly bridges the “Q-gap” between U-SANS
and SANS: Very Small Angle Scattering (V-SANS).
The increasing need for these intermediate Q-vectors
arises from the growing interest in biological and
colloidal samples, which typically have characteristic
length scales in the µm range. An investigation of the
multilevel structures in partially crystalline polymer
solutions performed using a combination of those
three above depicted types of SANS instruments can
be found in Ref. [3].
The main innovation and challenge of KWS-3 was to
build a large mirror having a shape as close as possi-
ble to an ellipsoid and with a surface roughness less
than 5 Å (rms). The mirror is a 1.2 m long, 0.1 m
wide and 0.05 m thick toroidal double focusing Zeo-
dur mirror of 11 m focal length, and coated with 1000
Å 65Cu and 100 Å Al as a protection layer. At such
a short mirror length with respect to the focal length,
the toroidal shape is a good enough approximation
to an elliptical shape. The reflection plane has been
chosen to be horizontal, reducing the deterioration
of the image due to gravity. A photo of the mirror is
given in FIG. 1.
FIG. 1: Photo of the toroidal mirror installed inside its vac-
uum chamber.
A detailed description of this instrument has already
been given in Ref. [2]. Its realisation in Jülich is de-
picted in FIG. 2. KWS-3 in Jülich was using the single
wavelength of 12.5 Å, thanks to the use of a multilayer
double monochromator deflecting neutrons from the
neutron guide NG-II-A of KWS-1.
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FIG. 2: Realisation of KWS-3 in Jülich.
KWS-3 is now installed inside the neutron guide hall
of FRM II between the instruments KWS-2 and REF-
SANS. It is situated at the end of a dedicated neutron
guide, allowing the use of wavelengths larger than
12.5 Å and therefore increasing its resolution in wave
vector transfer. Resolutions close to 10−5 Å−1 should
be accessible in this way.
A first image of the entrance aperture on the detec-
tor has been obtained. In FIG. 3 the image of a 2×2
mm2 aperture is depicted. As seen on that picture,
the full width at half maximum (FWHM) of the image
is 2.4×2.4 mm2 exactly the same as in Jülich! To-
day, the contrast of the image is not yet as good as
it was at its original location in Jülich. A possible ex-
planation might be in a yet non-proper setting of the
detector electronics. The flux on the detector is 4000
neutrons/s, 7 times larger than in Jülich.
FIG. 3: Image of a 2x2 mm2 entrance aperture on the posi-
tion sensitive detector of KWS-3. The horizontal and vertical
coordinates are in units of pixels. The distance between two
pixels is 0.4 mm.
The beam profile short after the entrance aperture
has also been investigated. It consists of three ver-
tical stripes, the stripes being themselves intensity
modulated (FIG. 4). The distribution of the beam in
three stripes is explained by the different widths of the
neutron guide and the divergency transformator (cf.
FIG. 2). The source of intensity modulation within the
stripes is not yet entirely clarified. Simulations indi-
cate that it originates from images of the cold source
due to the multiple reflections in the neutron guide,
which are visible due to the strong directional resolu-
tion when we apply a small entrance aperture.
FIG. 4: Beam profile 60 cm behind the 2×2 mm2 entrance
aperture of the instrument recorded on an image plate de-
tector and at a neutron wavelength of 12.5 Å.
After the commissioning of the instrument, further up-
grades will follow. In particular, we will equip the in-
strument with polarized neutrons and a polarization
analyzis for the purpose of magnetic studies.
[1] M.R. Eskilden et al., Nature 391, 563 (2000); S.-M. Choi
et al., J. Appl. Cryst. 33, 793 (2000)
[2] B. Alefeld et al., Physica B 283, 330 (2000); E.
Kentzinger et al., Physica B 350, e779 (2004)
[3] A. Radulescu et al., Macromolecules 39, 6142 (2006)
Large-Scale Facilities (PNI) • IFF Scientific Report 2007
216 I 217
The Polarizing Guide System for the
J-NSE Spectrometer at the FRM II
O. Holderer1 , M. Monkenbusch2 , G. Borchert3 , C. Breunig3 , K. Zeitelhack3
1 JCNS: Jülich Centre for Neutron Science
2 IFF-5: Neutron Scattering
3 ZWE FRM II, TU München, D-85747 Garching, Germany
The neutron spin-echo instrument, J-NSE has
been moved from the the FRJ-2 in Jülich to the
guide hall of the new FRM II reactor. In order
to supply an intense beam of polarized neutrons
at the assigned new position of the instrument
a neutron guide system had to be designed and
build to transport neutrons from the available par-
tial beam window of the neutron guide NLII at the
wall of the guide hall to the proper spectrometer.
Polarization of the short wavelengths is achieved
in a bent section with a m=3 FeSi multilayer coat-
ing. Due to the total reflection of FeSi, longer
wavelengths pass unpolarized and need an ad-
ditional short polarizer at the entrance of the in-
strument. For a neutron wavelength band of 10%
FWHM centered at 7Å the flux of 1 × 107/cm2s
at the sample has been achieved.
Neutron spin echo (NSE) spectroscopy provides the
highest resolution (corresponding down to a few nano
eV) in inelastic neutron scattering[1, 2], with applica-
tions in the study of slow dynamics of soft matter sys-
tems as e.g. polymer melts or micro-emulsions or in
paramagnetic scattering (spin glasses). The normal-
ized intermediate scattering function is measured in
terms of polarization loss of the scattered neutrons.
As input the instrument accepts a polarized beam
with a wide velocity distribution and thereby yields the
necessary scattering intensity.
The Jülich NSE spectrometer (J-NSE) had been in-
stalled in the neutron guide hall of the Jülich research
reactor FRJ-2 [3]. Due to the end-of-operation of
the FRJ-2 reactor the instrument (see fig. 1) has
been technically updated and transferred to the FR-
MII in Garching supplying a considerably higher neu-
tron flux. The neutrons from the FRMII cold source
have to be polarized and transported efficiently to the
J-NSE instrument. The dedicated neutron guide sys-
tem which is described here is designed to serve this
purpose. At the new position at the FRM II, the J-NSE
is connected to a dedicated fraction of the neutron
guide NL2, i.e. NL2a-o. Using the mechanical veloc-
ity selector included into the guide section it is possi-
ble to use wavelengths λ between 4.5 and 19Å. This
gives an enormous increase in the dynamic range of
the spin echo spectrometer, since the fouriertime on
which the intermediate scattering function depends
t ∝ R |B|dl λ3, where the first factor, the field integralR |B|dl alone allows for a 1:103 variation.
FIG. 1: View on the J-NSE instrument at the FRMII.
The neutron guide NL2a-o separates by a bent part
of 8m length inside the radiation shielding casemate
from the neighboring NL2 section that leads to the
time-of-flight spectrometer TOF-TOF. The radius of
curvature is 160m which on the one side yields suffi-
cient distance from the TOF-TOF feeding guide at the
position of the instrument and on the other hand po-
larizes the beam in the range from λ=2.5· · · 8Å by
reflection from a m=3 (spin-up) and m=0.65 (spin-
down) FeSi multilayer produced by T. Krist, NOB. The
m-value denotes the ratio of the total reflection angle
compared with that from a plain Ni coating as ref-
erence. Due to the high primary flux at the curved
section a cobalt containing coating was discarded
because the long term buildup of considerable 60Co
activation. Because of the unpolarized total reflec-
tion of FeSi below m=0.65 the longer wavelengths
λ =8· · · 16Å need an additional short polarizer at
the entrance of the proper NSE instrument. After
the bent section a mechanical selector (which cur-
rently limits λ ≥4.5Å) is inserted followed by 10m of
tapered 58Ni covered guide which ends with a cross
section of 60×60mm2. The NSE-spectrometer uses
only a limited divergence of the neutron beam, since
the sample position is approximately 3.5m behind the
end of the neutron guide. A supermirror (NiTi) coat-
ing instead of 58Ni would mainly increase the flux with
high divergence and is therefore not necessary in our
case, which also simplifies the shielding of the neu-
tron guide. The additional long wavelength polarizer
consist of a 60cm long piece of neutron guide with
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2 separating walls, the reflecting guide surface and
both sides of the walls are covered with an m=3 FeSi
multilayer (Swiss Neutronics). For the short wave-
length configuration, this polarizer acts as a simple
piece of neutron guide. It follows directly the last
part of the 58Ni-Guide. For polarizing the long wave-
lengths, the whole NSE spectrometer is turned by
Θ = 40 and the long wavelength polarizer is moved to
an angle of Θ/2 = 20. This leads to a reflection at the
polarizing walls and to a deviation of the beam of 40.
The initial bent section after the NL2a-o separation
is embedded into a vertical guide and magnetization
field > 30mT which is generated by NbFeB magnet
columns between soft iron plates on top and below
the guide. After the bent section with FeSi multilayer
coating the field is reduced to 6mT. On a 1m section
before the selector a smooth turn of the vertical field
direction into the longitudinal field from a solenoid
around the neutron guide is performed such that the
neutron spins follow adiabatically the field direction.
The selector is surrounded by a solenoid to preserve
the polarization during the neutron passage. The
subsequent 10m of neutron guide are surrounded by
a coil with about 2 turns/cm which yields B=2.5mT
at a current of 10A. Finally the additional polarizer for
long wavelengths is surrounded by a solenoid able to
sustain 5mT and to create a (once in a while needed)
magnetizing field of 30mT during a few seconds.
The flux at the end of the neutron guide, i.e. at the
entrance of the NSE spectrometer has been mea-
sured by gold-foil activation. The wavelength band
has been set by the mechanical velocity selector
(10%FWHM). Short wavelengths are sufficiently po-
larized whereas the longer wavelengths need an ad-
ditional polarizer. Thus beyond 12Å the gold foil ac-
tivation detects the sum of both spin directions. The
flux at the end of the guide ranges from polarized
4.5 ×107/cm2s for wavelength shorter than λ = 7Å
down to 1×107/cm2s at λ =16Å. The wavelengths
beyond 9-10Å are insufficiently polarized and need
the additional polarizer. On the non-guided path of
3.5m between neutron guide exit and sample po-
sition the larger divergence of the long wavelength
neutrons leads to a considerable dilution effect on
the flux at the sample position. A reduction of the
flipping ratio with increasing wavelength results from
the total reflection of both spin components. The ad-
ditional polarizer is used at a fixed deviation angle of
40. For λ= 8Å the flipping ratio is significantly en-
hanced by the polarizer (from below 7 to above 25),
however, the angluar acceptance there is not fully de-
veloped to the desired value due to limitation of m.
On the other hand at 19Å the total reflection edge
(m=0.6) of the polarizer starts to contribute. The
flux at the sample position was measured with a cal-
ibrated beam monitor. All correction elements and
flippers in the beam path were installed. Consider-
ing the polarization the flux obtained in the straight
configuration may be used up to 8 to 9Å beyond that
the 40 configuration with active polarizer is to be em-
ployed. The wavelength dependence of the flux at
the sample position is illustrated in figure 2 for the sit-
uation without extra polarizer (usable for λ ≤ 9) and
FIG. 2: Flux at the sample position as function of wave-
length setting of the selector. Open symbols correspond to
straight configuration of the spectrometer with inactive sec-
ondary polarizer, solid symbols show result from the 40 set-
ting with active polarizer.
with polarizer (usable for λ ≥ 8). A Maxwell spectrum
emitted from a small source is expected to deliver a
flux Φ0 λ−5 exp(−h2/(2mnλ2kBT )), since the wave-
length band is prepared by a selector with constant
relative width, i.e. ∆λ ∝ λ the λ−5 dependence is
mitigated to Φ ∝ λ−4. The flux at the sample for
7Åmatches that of the ILL instrument IN15, however,
the decrease at longer wavelength is steeper for the
J-NSE. The latter effect has still to be understood.
In summary the flux a the new position of the J-NSE
at the FRMII yields 15 times the flux at 8Å that was
obtained at the old position in the FRJ-2 guide hall,
in addition the flexibility to choose 4.5≤ λ ≤19Å has
been gained by the combined effect of the new re-
actor source and the tailored neutron guide system.
Further details may be found in ref. [4].
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Status of the New Reflectometer of
JCNS at the FRM II: MARIA
S. Mattauch1 , U. Rücker2 , K. Bussmann2 , V. Fracassi3 , R. Schmitz3 , A. Budwig3 ,
F. Suxdorf4 , P. Kämmerling4 , H. Kleines4 , A. Ioffe1 , Th. Brückel2
1 JCNS: Jülich Centre for Neutron Science
2 IFF-4: Scattering Methods
3 Zentralabteilung Technologie
4 Zentralinstitut für Elektronik
At the outstation of the Jülich Center for Neu-
tron Science JCNS at FRM II, a new reflectome-
ter MARIA will be build. This instrument will
be optimized for the study of magnetic nanos-
tructures, serving the rapidly growing field of
Spintronics or Magnetoelectronics, i.e. informa-
tion storage, transport and processing using the
spin of the electrons. The instrument will have
unique features, such as polarization analysis for
large angular range, extreme focusing to small
sample sizes, high flux, largely variable wave-
length band selection, GISANS option, provision
for kinematic studies down to the µs range, in-
situ sample preparation etc.. Its neutronic per-
formance was optimized by Monte Carlo simula-
tions and specially developed codes for various
neutron optical devices.
The overall layout of this instrument is as follows:
FIG. 1: Illustration of the magnetism reflectometer MARIA
at the FRM II.
In Fig. 1 a schematic drawing of the instrument is
shown. On the upper left hand corner the instrument
starts with the main shutter and a cross section of
170x29mm2 of the neutron guide. Up to the selector
the guide is horizontally curved with a radius of 400m
to cut off neutrons with wavelengths below 3.5Å.
At the same time the height of the guide is slightly
reduced to fit the window of the velocity selector.
To optimise the intensity of the neutron beam at
the sample position and the measurement strategy
we have decided to use a 10% velocity selector to
monochromatise the neutrons. Behind the selector
a Fermi-chopper allows to reduce the wavelength
spread to values between 1% and 3% if desired. In
the polarisation unit a double reflection polarising or
a non-polarising guide for maximum intensity can
be selected by the user. With the resonance spin
flipper it is possible to change the polarisation of the
incoming neutron beam. Already in the polarisation
unit the vertical elliptical focussing starts and ends
at the last slit of the collimation, 50cm in front of the
sample position. The collimation allows one to set
the angular resolution of the incident neutron beam.
For reflectometer mode the vertically focussing
ellipse is continued along the collimation. In GISANS
mode, absorbers prevent the vertical focussing
and two sets of slits result in two dimensional
collimation of the beam. The combination of the
two modes without compromising the intensity of
any of them is a unique feature and has never
before been realised. The combination of these
optical devices have been optimised by simulations
with the VITESS suite as well as with specialised
programs for the detailed understanding of selec-
tor, Fermi-chopper and elliptical focussing properties.
FIG. 2: Illustration of the sample table (hexapod).
Sample and heavy sample environment (up to
700kg) can be adjusted flexibly in every direction
using a Hexapod (see Fig. 2)). The detector arm
carries the detector shielding, housing spin flipper,
polarisation analyser and the 2D-detector. The
detector arm will be moved with air cushions on a
polished granite floor.
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The main activities in the last year brought the instru-
ment from a vision to a living object under construc-
tion.
a) Selector: The support of the selector is under
construction at the ZAT workshop. The com-
bined boron and lead shielding to prevent the
surroundings from radiation is already designed
and ordered. Keeping the dense situation of the
selector, Fermi chopper and polarisation hous-
ing with the neighbouring neutron guide in mind,
this is a challenging task and requires a strong
cooperation with the FRM II team.
FIG. 3: FE-simulation of the Fermi chopper (radial
shift in mm at operating speed).
b) Fermi chopper: Although the Fermi chopper is
not planned to be build in the first stage of the
instrument a proof of concept is needed here.
Therefore FE-simulations of a Fermi chopper
rotor (Fig. 3) has been made and showed the
principle possibility of such a solution. In Fig. 3
the radial shift in mm is shown at operating
speed and the maximum shift of 0.3 mm and is
hence in the limit.
FIG. 4: FE calculations of the deformation of the po-
larisation housing under vacuum.
c) Polarisation housing: FE-simulations (Fig. 4)
have shown that even a steel housing with
100mm thick walls will deform severely (more
then 1mm) under vacuum. Therefore the
changer of the neutron guides (the alignment
has to be in the range of 0.1mm) has to be de-
coupled completely from the walls of the hous-
ing. The housing is now designed and will be
under construction shortly.
d) Collimation: The collimation (see Fig. 5) is the
end of the guide and the most important part
for the focusing of the vertically elliptic neutron
guide. The construction of the absorber plates
looks simple, but has to work quite accurately
not to damage the expensive super mirrors. The
design is done and construction will start shortly.
e) Slits: The slits in front and behind the collima-
tion, are designed and one test specimen is al-
ready running. The slit in front of the collima-
tion has to work inside vacuum, hence the whole
guide from behind the selector down to the end
of the collimation is one vacuum housing. This
is done to minimise the loss of neutrons and with
that of intensity due to vacuum windows.
FIG. 5: Drawing of the collimation, the absorbers
(grey plates) of the GISANS mode and the four seg-
ment slit.
f) Sample table: In Fig. 2 the Hexapod is shown.
The design made together with the company
is pushed to the limits in accuracy, speed,
workspace and weight load. The hexapod will
be delivered in February 2008.
g) Electronics: All the motors, switches, encoders,
power supplies, vacuum pumps, cooling sys-
tems and electronic racks have been designed
and now ZEL is working on the wiring diagram.
Construction will take place shortly.
A lot of work has been done in the last year and the
major components of MARIA should be available dur-
ing 2008, so that the instrument should see the first
neutrons at the end of 2008.
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On 12 March 2007, the 38th international Spring School run by the IFF opened its doors. Over a period of two weeks,
leading scientists gave 243 students and young researchers from 23 countries a comprehensive overview of the most
modern physics research methods that are available for nanoresearch today.
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as Tumor-Specific Contrast Agents in MRI: Physicochemical
Characterization
Biophysical Journal, 93 (2007), 1736 – 1746
Vainio, U.; Pirkkalainen, K.; Kisko, K.; Goerigk, G.;
Kotelnikova, N. E.; Serimaa, R.
Copper and copper oxide nanoparticles in a cellulose sup-
port studied using anomalous small-angle x-ray scattering
European Physical Journal D, 42 (2007), 93 – 101
Varga, Z.; Bóta, A.; Goerigk, G.
Localization of dihalogenated phenols in vesicle systems
determined by contrast variation X-ray scattering
Journal of Applied Crystallography, 40 (2007) , s205 – s208
Voigt, J.
Magnetic and lattice excitations: Neutron and x-ray spec-
troscopies
Probing the Nanoworld: Microscopies, Scattering and Spec-
troscopies of the Solid State; lecture manuscripts of the 38th
Spring School 2007/ed.: K. Urban ... – Jülich, Forschungszen-
trum, Verlag, 2007. – (Schriften des Forschungszentrum
Jülich. Reihe Materie und Material / Matter and Materials;
34). – 978-3-89336-462-6. – S. D3.1 – D3.19
Voigt, J.; Persson, J.; Kim, J. W.; Bihlmayer, G.; Brük-
kel, Th.
Strong coupling between the spin polarization of Mn and Tb
in multiferroic TbMnO3 determined by x-ray resonance
exchange scattering
Physical Review B, 76 (2007), 104431-1 – 104431-5
Volokitin, A. I.; Persson, B. N. J.; Ueba, H.
Giant enhancement of noncontact friction between closely
spaced bodies by dielectric films and two-dimensional
systems
Journal of Experimental and Theoretical Physics, 104 (2007)
1, 96 – 110
von Bergmann, K.; Heinze, S.; Bode, M.; Bihlmayer,
G.; Blügel, S.; Wiesendanger, R.
Complex magnetism of the Fe monolayer on Ir(111)
New Journal of Physics, 9 (2007), 396
Voss, J.; Jacobson, H.S.; Zamponi, M.; Lefmann, K.;
Vegge, T.; Shi, Q.
Hydrogen dynamics in Na3AIH6: A combined density functio-
nal theory and quasielastic neutron scattering study
Journal of Physical Chemistry B, 111 (2007), 3886
Walter, W.; Borlein, M.; Eyßelein, F.; Gehring, M.;
Kozielewski, T.; Kramer, A.; Monkenbusch, M.; Ohl,
M.; Paul, A.; Schrauth, B.; Tiemann, Ch.
Design of a pair of superconducting solenoids for a neutron
spin-echo spectrometer at the SNS
IEEE Transactions on Applied Superconductivity, 17 (2007) 2,
1209 – 1212
Waser, R.; Aono, M.
Nanoionics-based resistive switching memories 
Nature Materials, 6 (2007), 833
Watanabe, T.; Hoffmann-Eifert, S.; Mi, S.; Jia, C.;
Waser, R.
Growth of ternary PbTiOx films in a combination of binary
oxide atomic layer depositions
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Watanabe, T.; Hoffmann-Eifert, S.; Peter, F.; Mi, S.;
Jia, C.; Hwang, C. S.; Waser, R.
Liquid injection ALD of Pb(Zr,Ti)Ox thin films by a combinati-
on of self-regulating component oxide processes
Journal of the Electrochemical Society, 154 (2007),
G262 – G269
Watanabe, T.; Hoffmann-Eifert, S.; Yang, L.; Rüdiger,
A.; Kügeler, C.; Hwang, C. S.; Waser, R.
Liquid Injection Atomic Layer Deposition of TiOx Films Using
Ti[OCH(CH3)2]4
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Wegelin, F.; Valdaitsev, D.; Krasyuk, A.; Nepijko, S.
A.; Schönhense, G.; Elmers, H. J.; Krug, I.; Schneider,
C. M.
Magnetization dynamics in microscopic spin-valve elements:
Shortcomings of the macrospin picture
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Wegewijs, M. R.; Romeike, C.; Schoeller, H.;
Hofstetter, W.
Magneto-transport through single molecule magnets:
Kondo-peaks, zero-bias dips, molecular symmetry, and 
Berry's phase
New J. of Phys. 9, (2007), 344
Weides, M.; Kohlstedt, H.; Waser, R.; Kemmler, M.;
Pfeiffer, J.; Koelle, D.; Kleiner, R.; Goldobin, E.
Ferromagnetic o-pi Josephson junctions 
Applied Physics A, 89 (2007), 613
Weides, M.; Schindler, C.; Kohlstedt, H.
Low Tc Josephson junctions with tailored barrier
Journal of Applied Physics, 101 (2007), 063902
Wentao, Yu.; Houben, L.; Tillmann, K.; Mader, W.
Phase Contrast and HAADF Imaging of Structures in In2O3-
ZnO Compounds in Cs-Corrected Electron Microscopes
Microscopy and Microanalysis, 13 (2007) Suppl. s3, 28 – 29
Wiegand, S.; Ning, H.; Kita, R.
Universal concentration dependence of the soret coefficient
in aqueous systems
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Wiegand, S.; Ning, H.; Kriegs, H.
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for aqueous mixtures
Journal of Physical Chemistry B, 111 (2007), 14169
Wille, H.-C.; Hermann, R. P.; Sergueev, I.; Leupold,
O.; van der Linden, P.; Sales, B. C.; Grandjean, F.;
Long, F. J.; Rüffer, R.; Shvyd'ko, Yu. V.
Antimony vibrations in skutterudites probed by 121Sb 
nuclear inelastic scattering
Physical Review B, 76 (2007), 140301(R)
Winkler, R. G.
Diffusion and segmental dynamics of rodlike molecules by
fluorescence correlation spectroscopy
Journal of Chemical Physics, 127 (2007), 054904
Winkler, R. G.; Cherstvy, A. G.
Adsorption of Weakly Charged Polyelectrolytes onto Opposi-
tely Charged Spherical Colloids
Journal of Physical Chemistry B, 111 (2007), 8486 – 8493
Woodford, S. R.; Bringer, A.; Blügel, S.
Interpreting magnetization from Faraday rotation in birefrin-
gent, magnetic media
Journal of Applied Physics, 101 (2007), 053912
Woodford, S. R.; Bringer, A.; Indlekofer, K. M.
Dephasing of a quantum dot due to the Coulomb interacti-
on with a gate electrode
Physical Review B, 76 (2007), 064306 – 064313
Wuttke, J.
Inelastic Crystal Spectrometers
Neutron Scattering: Lectures of the JCNS Laboratory Course
held at Forschungszentrum Jülich and the research reactor
FRM II of TU Munich / ed.: T. Brückel, G. Heger, D. Richter, R.
Zorn. – Jülich, Forschungszentrum, Zentralbibliothek, 2007. –
(Schriften des Forschungszentrums Jülich. Reihe Materie und
Material / Matter and Materials; 38).
– 978-3-89336-489-3. – S. 9-1 – 9-17
Yan, M.; Hertel, R.; Schneider, C. M.
Calculations of three-dimensional magnetic normal modes
in mesoscopic permalloy prisms with vortex structure
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Yang, Y.; Burkhardt, T. W.; Gompper, G.
Free energy and extension of a semiflexible polymer in 
cylindrical confining geometries
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materials
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Zembilgotov, A. G.; Böttger, U.; Waser, R.
Comment on “Dielectric tunability of (110) oriented barium
strontium titanate epitaxial films on (100) orthorhombic
substrates” [Appl. Phys. Lett. 89, 042903 (2006)]
Applied Physics Letters, 90 (2007), 036101
Zhang, F.; Skoda, M. W. A.; Jacobs, R. M. J.; Zorn, S.;
Martin, R. A.; Martin, C. M.; Clark, G. F.; Goerigk, G.;
Schreiber, F.
Gold Nanoparticles Decorated with Oligo(ethylene glycol)
Thiols: Protein Resistance and Colloidal Stability
Journal of Physical Chemistry B, 111 (2007) 49,
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Zhang, Z.; Berns, A. E.; Willbold, S.; Buitenhuis, J.
Synthesis of poly(ethylene glycol) (PEG)-grafted colloidal sili-
ca particles with improved stability in aqueous solvents
Journal of Colloid and Interface Science, 310 (2007),
446 – 455
Zhang, Z.; Buitenhuis, J.
Synthesis of Uniform Silica Rods, Curved Silica Wires, and
Silica Bundles Using Filamentous fd Virus as a Template
Small, 3 (2007), 3, 424 – 428
Zorn, R.
Multiple scattering correction of neutron scattering elastic
scans
Nuclear Instruments and Methods in Physics Research 
Section A, 572 (2007), 874 – 881
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Ph.D. Theses
Elgeti, J.
Sperm and Cilia Dynamics
Jülich, Forschungszentrum Jülich, Institut für Festkörper-
forschung, 2007
Köln, Univ., Diss., 2007
Feygenson, M.
Magnetic and structural properties of thin films and
nanoparticles studied by scattering methods
Jülich, Forschungszentrum, Zentralbibliothek, 2007
Schriften des Forschungszentrums Jülich. Reihe Materie und
Material/Matter and Material; 39 – 9783893364909
Aachen, RWTH, Diss., 2007
Gwan, J.-F.
The molecular mechanism of multi-ion conduction in K+
channels
Jülich, Forschungszentrum, Zentralbibliothek,2007
Berichte des Forschungszentrums Jülich; JUEL-4245
Duisburg-Essen, Univ., Diss., 2007
Kleshchanok, D.
Polymer-induced interactions: measured by direct and indi-
rect measurements
Jülich, Forschungszentrum Jülich, Institut für Festkörper-
forschung, 2007
Aachen, RWTH, Diss., 2007
Kronholz, St.
Integration von Nanostrukturen durch alternative Methoden: 
Mizellen-Deposition, Template-Wachstum und Nanogaps
Jülich, Forschungszentrum, Zentralbibliothek, 2007
Schriften des Forschungszentrums Jülich. Reihe Information-
stechnologie/Information Technology; 15
9783893364787
Aachen, RWTH, Diss., 2007
Lounis, S.
Theory of Magnetic Transition Metal Nanoclusters on 
Surfaces
Jülich, Forschungszentrum, Zentralbibliothek, 2007
Schriften des Forschungszentrums Jülich. Reihe Materie und
Material/Matter and Materials; 41
9783893365012
Aachen, RWTH, Diss., 2007
Maccarrone, S.
Microemulsions with polymer additives
Jülich, Forschungszentrum Jülich, Institut für Festkörper-
forschung, 2007
Münster, Univ., Diss., 2007
Müller, M.
Electronic Structure of Ferromagnet-Insulator Interfaces:
Fe/MgO and Co/MgO
Jülich, Forschungszentrum, Zentralbibliothek, 2007
Schriften des Forschungszentrums Jülich. Reihe Materie und
Material/Matter and Materials ; 40
9783893364930
Duisburg-Essen, Univ., Campus Duisburg, Diss., 2007
Nandy, B.
Theoretical studies of the chemotaxis of biological cells
Jülich, Forschungszentrum Jülich, Institut für Festkörper-
forschung, 2007
Duisburg-Essen, Univ., Diss., 2007
Niedzwiedz, K.
Polymer dynamics  in miscible polymeric blends
Jülich, Forschungszentrum Jülich, Institut für Festkörper-
forschung, 2007
Münster, Univ., Diss., 2007
Ning, H.
Thermal diffusion behavior of complex fluid mixtures
Jülich, Forschungszentrum Jülich, Institut für Festkörper-
forschung, 2007 – 9789036524643
Twente, Univ., Diss., 2007
Puchalla, J.
Metallorganische Chemische Gasphasenabscheidung (MOCVD)
ferroelektrischer Dünnschichten: Herstellung und Charakter-
isierung
Jülich, Forschungszentrum, Zentralbibliothek, 2007
Schriften des Forschungszentrums Jülich. Reihe Information-
stechnik/Information Technology ; 17
9783893364923
Aachen, RWTH, Diss., 2007
Weides, M.
Josephson Tunnel Junctions with Ferromagnetic Interlayer
Jülich, Forschungszentrum, Zentralbibliothek, 2007
Schriften des Forschungszentrums Jülich. Reihe Information-
stechnik/Information Technology ; 13 – 9783893364725
Köln, Univ., Diss., 2006
Zhang, Z.
Surface Modification of Colloidal Silica Particles and Fd Viruses
Jülich, Forschungszentrum Jülich, Institut für Festkörper-
forschung, 2007
9789036525138
Twente, Univ., Diss., 2007
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Diploma Theses
Bannykh, A.
Josephson tunnel junction with ferromagnetic interlayer in
clean limit
Jülich, Forschungszentrum Jülich,
Institut für Festkörperforschung, 2007
Moscow State University, Russia
Betzinger, M.
Efficient implementation of the non-local exchange potential
within the FLAPW method 
Jülich, Forschungszentrum Jülich,
Institut für Festkörperforschung, 2007
RWTH Aachen, Germany
Haan, M.
Simulations of a biological ion channel
Jülich, Forschungszentrum Jülich,
Institut für Festkörperforschung, 2007
Universität Duisburg-Essen, Germany
Hanuschkin, A.
Ab Initio Calculations of Confined Electronic States at 
Surfaces by Green Function Embedding
Jülich, Forschungszentrum Jülich,
Institut für Festkörperforschung, 2007
RWTH Aachen, Germany
Heers, S.
Influence of exchange and correlation on the conductance in
semi-infinite scattering setups 
Jülich, Forschungszentrum Jülich,
Institut für Festkörperforschung, 2007
Universität Hamburg, Germany
Gierlich, A.
Treatment of Electronic Correlation in Magnetic Materials
within the Fluctuation-Exchange Method
Jülich, Forschungszentrum Jülich,
Institut für Festkörperforschung, 2007
RWTH Aachen, Germany
Lennartz, C.
Selbstorganisation von Carboxylsäure Derivaten auf Cu(110)
Oberflächen,
Jülich, Forschungszentrum Jülich,
Institut für Festkörperforschung, 2007 
RWTH Aachen, Germany
Peralagu, U.
Herstellung und Charakterisierung von NbAl2O3Nb Proben
mit gestufter Tunnelbarriere, 
Jülich, Forschungszentrum Jülich,
Institut für Festkörperforschung, 2007
University of Glasgow, UK
Schicho, S.
Characterization of strontium titanate thin films depending
on the microstructure of the platinum bottom electrode
Jülich, Forschungszentrum Jülich,
Institut für Festkörperforschung, 2007
TU Bergakademie Freiberg, Germany
Zacherle, T.
Struktur und Dynamik von Polymer-clay-composites: Unter-
suchungen mittels Neutronenstreuung
Jülich, Forschungszentrum Jülich,
Institut für Festkörperforschung, 2007
RWTH Aachen, Germany
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Conferences and Schools
March 12 – 23 38. IFF Spring School – Probing the Nanoworld
Forschungszentrum Jülich, Germany
September 3 – 14 Neutron Scattering Labcourse
Forschungszentrum Jülich, Germany
October 1 – 5 International Soft Matter Conference
Eurogress Aachen, Germany
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Kolloquia
January 12 Gregory B. McKenna
Texas Tech University, USA
Equilibrium Behavior of Complex Liquids: Thermodynamic and Dynamic 
Fragilities and the Kauzmann Paradox Unresolved
January 26 Ulrich K. Rößler
Leibniz Institute for Solid State & Materials Research, Dresden, Germany
Localized and Modulated States in Chiral Magnets
February 2 David Tomanek
Michigan State University, USA
Self-Assembling Nano-LEGO: From Clusters to Wires
March 2 Eckhard Spohr
Forschungszentrum Jülich, Germany
A Microscopic View of the Polymer Electrolyte Membrane Fuel Cell – Atomistic 
Simulations of Proton Generation and Transport
April 20 Walter Federle
University of Cambridge, Great Britain
Walking with Sticky Feet: Biomechanics of Surface Attachment in Insects
May 5 Tomasz Dietl
Polish Academy of Sciences, Poland
Ferromagnetism and Semiconductors
June 1 Thomas Thurn-Albrecht
Universität Halle-Wittenberg, Germany
Controlling Polymer Crystallization by External Constraints
June 15 Frans Spaepen
MIT, Cambridge, USA
Mechanical Properties of Metallic Glasses
June 22 Han Meijer
Eindhoven University, Netherlands
Predicting Polymer Properties Directly from Processing Conditions
June 29 Juerg Hutter
University of Zurich, Switzerland
Large Scale Electronic Structure Calculations
November 23 Doros Theodorou
National Technical University Athens, Greece
Hierarchical Simulations of Polymeric Materials
November 30 Maarten Rolf Wegewijs
Forschungszentrum Jülich, Germany
Single-Molecule Quantum Transport
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Institute of Solid State Research (IFF) 
Divisions
Institute of Solid State Research
Managing Director 2007 Permanent Deputy Managing Director
Prof. C. M. Schneider D. Schlotmann
IFF-1 Quantum Theory of Materials 
 Prof. S. Blügel
IFF-2 Theoretical Soft-Matter and Biophysics 
 Prof. G. Gompper
IFF-3 Theory of Structure Formation 
 Prof. H. Müller-Krumbhaar
IFF-4 Scattering Methods 
 Prof. T. Brückel
IFF-5 Neutron Scattering 
 Prof. D. Richter
Administration 
 D. Schlotmann
Engineering & Design 
 H. Feilbach
Workshop 
 K. Hirtz
Accelerator Group 
 R. Hölzle
Networks & Numerics 
 D. Schlotmann
IFF-6 Electronic Materials 
 Prof. R. Waser
IFF-7 Soft Condensed Matter
 Prof. J. K. G Dhont
IFF-8 Microstructure Research 
 Prof. K. Urban
IFF-9 Electronic Properties 
 Prof. C. M. Schneider
Technical Services 
and Administration
(1 October, 2007)
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Personnel
Staff members (centrally financial) 
• Scientific Staff 168
Including those funded externally 33
• Technical Staff 54
Including those funded externally 4
Staff members of service-groups 33
Administrations incl. Secretaries 17
Graduate students 59
Including those funded externally 8
Diploma students 24
Trainees 28
Guests Scientists staying for two weeks or longer 185
Invited lectures 137
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Scientific Advisory Board
Joint Scientific Council 
The joint Scientific Council of the IFF and IBN
advises the Institute and the committees of
Research Centre Jülich and functions as a super-
visory board. The members of the council are
leading scientists from research and industry.
They are appointed for five years. 
Prof. Dr. Georg Bednorz 
IBM Research GmbH, Rüschlikon (CH)
Prof. Dr. Wim J. Briels
University Twente, AE Enschede (NL)
Dr. Kurt Clausen
Paul Scherrer Institut, Villingen (CH)
Dr. Manfred Horstmann
AMD Saxony LLC & Co. KG, Dresden (D)
Prof. Dr. Klaus Kern
Max-Planck-Institut, Stuttgart (D)
Prof. Dr. Jürgen Kirschner
Max-Planck-Institut, Halle (D)
Prof. Dr. Beate Klösgen
University of Southern Denmark, Odense (DK)
Prof. Dr. Hilbert von Löhneysen
Forschungszentrum Karlsruhe (D)
Prof. Dr. Werner Press (Chairman)
Christian Alberts-Universität Kiel (D)
Prof. Dr. Friederike Schmid 
Universität Bielefeld (D)
Prof. Dr. Herbert Schöller 
RWTH Aachen (D)
Prof. Dr. Clivia M. Sotomayor-Torres
University College Cork (IRE)
Prof. Dr. Hans-Rainer Trebin
Universität Stuttgart (D)
Prof. Dr. Gero Vogl 
Universität Wien (A)
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Scientists
Adam, Roman
Electronic properties 
Albrecht, Wolfgang
Electronic materials 
Allgaier, Jürgen
Neutron scattering
Appavou, Marie-Sousai Deveramban
Jülich Centre for Neutron Science 
Arend, Nikolas
Jülich Centre for Neutron Science 
Atodiresei, Nicolae
Quantum Theory of Materials
Auth, Thorsten
Theoretical Soft-Matter and Biophysics 
Balanetskyy, Sirgiy
Microstructure research
Barthel, Juri
Microstructure research
Baumgarten, Lutz
Electronic properties 
Baumgärtner, Artur
Theoretical Soft-Matter and Biophysics 
Bechthold, Paul-Siegfried
Electronic properties 
Belushkin, Maxim
Theoretical Soft-Matter and Biophysics 
Biehl, Ralf
Neutron scattering
Bihlmayer, Gustav
Quantum Theory of Materials
Blügel, Stefan
Quantum Theory of Materials
Botar, Bogdan
Electronic properties 
Braak, Heiko
Electronic properties 
Brener, Efim
Theory of structure formation
Brückel, Thomas
Scattering methods
Buchmeier, Matthias
Electronic properties 
Buitenhuis, Johan
Soft condensed matter
Bürgler, Daniel-Emil
Electronic properties 
Busch, Peter
Jülich Centre for Neutron Science 
Cannavacciuolo, Luigi
Theoretical Soft-Matter and Biophysics 
Carsughi, Flavio
Neutron scattering
Chaput, Laurent
Quantum Theory of Materials
Chatterjee, Sakuntala
Theoretical Soft-Matter and Biophysics 
Chatterji, Apratim
Theoretical Soft-Matter and Biophysics 
Chelakkot Govindalayam, Raghunat
Theoretical Soft-Matter and Biophysics 
Chelaru, Liviu Ionut
Electronic properties 
Cherstvy, Andrey
Theoretical Soft-Matter and Biophysics 
Claver-Cabrero, Ana
Neutron scattering
Conrad, Harald
Scattering methods
Costi, Theodoulos
Theory of structure formation
Cramm, Stefan
Electronic properties 
Dahbi, Louisa
Neutron scattering
Deac-Renner, Alina Maria
Electronic properties 
Dhont, Jan-Karel
Soft condensed matter
Dittmann, Regina
Electronic materials 
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Divin, Yuri
Microstructure research
Ebert, Philipp-Georg
Microstructure research
Faley, Mikhail
Microstructure research
Feuerbacher, Michael
Microstructure research
Foster Leslie, John Ray
Neutron scattering
Friedrich, Christoph
Quantum Theory of Materials
Frielinghaus, Henrich
Jülich Centre for Neutron Science 
Goerigk, Günter
Jülich Centre for Neutron Science 
Gompper, Gerhard
Theoretical Soft-Matter and Biophysics 
Götze, Ingo Oliver
Theoretical Soft-Matter and Biophysics 
Grimm, Hans
Neutron scattering
Grimminger, Jens
Electronic materials 
Grushko, Benjamin
Microstructure research
Guo, Xin
Electronic materials 
Gutberlet, Thomas
Jülich Centre for Neutron Science
Harish, Ramanna
Theoretical Soft-Matter and Biophysics 
Harris, John
Quantum Theory of Materials
Heggen, Marc
Microstructure research
Heide, Marcus
Quantum Theory of Materials
Heilmann, David Bernhard
Theory of structure formation
Heiß, Alexander
Neutron scattering
Hermann, Raphael
Scattering methods
Hertel, Riccardo
Electronic properties 
Hoffmann-Eifert, Susanne
Electronic materials 
Holderer, Olaf
Jülich Centre for Neutron Science 
Holmqvist, Peter
Soft condensed matter
Houben, Lothar
Microstructure research
Huang, Chien-Cheng
Theoretical Soft-Matter and Biophysics 
Ioffe, Alexander
Jülich Centre for Neutron Science 
Jia, Chunlin
Microstructure research
Jiang, Run
Theoretical Soft-Matter and Biophysics 
Jiang, Xiuli
Neutron scattering
Kakay, Attila
Electronic properties 
Kang, Kyongok Ok
Soft condensed matter
Karthäuser, Silvia
Electronic materials 
Kavich, Jerald
Quantum Theory of Materials
Kentzinger, Emmanuel
Scattering methods
Koch, Erik Eduard
Quantum Theory of Materials
Köbler, Ulrich
Scattering methods
Kögerler, Paul
Electronic properties 
Kohlstedt, Herbert Hermann
Electronic materials 
Kriegs, Hartmut Oskar Kurz
Soft condensed matter
Krug, Ingo Peter
Electronic properties 
Kügeler, Carsten
Electronic materials 
Landrock, Sebastian
Microstructure research
Lang, Peter Robert
Soft condensed matter
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Lazic, Predrag
Quantum Theory of Materials
Lentzen, Markus
Microstructure research
Lettinga, Minne Paul
Soft condensed matter
Lezaic, Marjana
Quantum Theory of Materials
Liebsch, Ansgar
Quantum Theory of Materials
Lonetti, Barbara
Neutron scattering
Lounis, Samir
Quantum Theory of Materials
Lustfeld, Hans
Quantum Theory of Materials
Luysberg, Martina
Microstructure research
Mattauch, Stefan Hans Josef
Jülich Centre for Neutron Science 
Matthes, Frank
Electronic properties 
Mavropoulos, Phivos
Quantum Theory of Materials
McPhie, Mathieu Gordon
Soft condensed matter
Meier, Gerhard
Soft condensed matter
Meuffels, Paul
Electronic materials 
Meyer, Carola
Electronic properties 
Mi, Shaobo
Microstructure research
Miao, Jun
Electronic materials 
Mittal, Ranjan
Jülich Centre for Neutron Science 
Monkenbusch, Michael
Neutron scattering
Müller-Krumbhaar, Heiner
Theory of structure formation
Nägele, Gerhard
Soft condensed matter
Niu-Ebert, Aizhen
Neutron scattering
Noguchi, Hiroshi
Theoretical Soft-Matter and Biophysics 
Nünighoff, Kay Uwe
Scattering methods
Ohl, Michael
Neutron scattering
Paul, Amitesh
Scattering methods
Persson, Bo
Quantum Theory of Materials
Perßon, Jörg
Scattering methods
Pertsev, Nikolay
Electronic materials 
Petraru, Adrian Ion
Electronic materials 
Pilipenko, Denis
Theory of structure formation
Pipich, Vitaliy
Jülich Centre for Neutron Science 
Pithan, Christian
Electronic materials 
Plucinski, Lukasz
Electronic properties 
Pollmeier, Klaus
Scattering methods
Poppe, Ulrich
Microstructure research
Prager, Michael
Neutron scattering
Pyckhout-Hintzen, Wim
Neutron scattering
Radulescu, Aurel
Jülich Centre for Neutron Science 
Rata, Aurora Diana
Electronic properties 
Richter, Dieter
Neutron scattering
Ripoll Hernando, Maria Soledad
Theoretical Soft-Matter and Biophysics 
Rücker, Ulrich
Scattering methods
Rüdiger, Andreas
Electronic materials 
Sager, Wiebke
Soft condensed matter
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Saptsov, Roman
Theory of structure formation
Sarau, George
Electronic properties 
Schindlmayr, Arno
Quantum Theory of Materials
Schmalzl, Karin Elisabeth
Jülich Centre for Neutron Science 
Schmidt, Wolfgang
Jülich Centre for Neutron Science 
Schneider, Claus Michael
Electronic properties 
Schneider, Gerald-Johannes
Jülich Centre for Neutron Science 
Schroeder, Herbert
Electronic materials 
Schütz, Gunter-Markus
Theoretical Soft-Matter and Biophysics 
Schwahn, Dietmar
Neutron scattering
Schweika, Werner
Scattering methods
Spatschek, Robert Philipp Maximilian
Theory of structure formation
Stellbrink, Jörg
Neutron scattering
Su, Yixi
Jülich Centre for Neutron Science 
Szot, Krzysztof
Electronic materials 
Tao, Yu-Guo
Theoretical Soft-Matter and Biophysics 
Terashita, Hirotoshi
Scattering methods
Thust, Andreas
Microstructure research
Tillmann, Karsten
Microstructure research
Tuinier, Remko
Soft condensed matter
Upadhyay, Chandan
Soft condensed matter
Urban, Knut
Microstructure research
Vliegenthart, Gerard Adriaan
Theoretical Soft-Matter and Biophysics 
Voigt, Jörg Jakob
Jülich Centre for Neutron Science 
Waser, Rainer
Electronic materials 
Watanabe, Takayuki
Electronic materials 
Wegewijs, Maarten Rolf
Theory of structure formation
Weides, Martin Peter
Electronic materials 
Wiegand, Simone
Soft condensed matter
Wiemann, Carsten
Electronic properties 
Willner, Lutz
Neutron scattering
Winkler, Roland
Theoretical Soft-Matter and Biophysics 
Wischnewski, Andreas
Neutron scattering
Wortmann, Daniel
Quantum Theory of Materials
Wuttke, Joachim
Jülich Centre for Neutron Science 
Xiao, Yinguo
Scattering methods
Yan, Ming
Electronic properties 
Yoon, Songhak
Electronic materials 
Zamponi, Michaela
Jülich Centre for Neutron Science 
Zeller, Rudolf
Theory of structure formation
Zorn, Reiner
Neutron scattering
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Graduate Students
Al-Zubi, Ali
Quantum Theory of Materials
Betzinger, Markus
Quantum Theory of Materials
Brodeck, Martin
Neutron scattering
Chen, Han Yuan
Microstructure research
Disch, Sabrina
Scattering methods
Dolfen, Andreas
Quantum Theory of Materials
Feygenson, Mikhail
Scattering methods
Fleck, Michael
Theory of structure formation
Frank, Sandra
Theoretical Soft-Matter and Biophysics 
Freimuth, Frank
Quantum Theory of Materials
Fu, Zhendong
Scattering methods
Gierlich, Andreas Gottfried
Quantum Theory of Materials
Gliga, Sebastian
Electronic properties 
Gögelein, Christoph
Soft condensed matter
Gugenberger, Clemens
Theory of structure formation
Heers, Swantje
Quantum Theory of Materials
Heidelmann, Markus
Microstructure research
Hüter, Claas
Theory of structure formation
Kleshchanok, Dzina
Soft condensed matter
Kowalzik, Peter
Electronic materials 
Korolkov, Denis
Scattering methods
Lehndorff, Ronald
Electronic properties 
Lennartz, Maria Christina
Electronic materials 
Li, Haifeng
Scattering methods
Lipinska-Chwalek, Marta Agata
Microstructure research
Maccarrone, Simona
Neutron scattering
Manheller, Marcel
Electronic materials 
Mayorova, Maria
Neutron scattering
Meier, Matthias
Electronic materials 
Menke, Tobias
Electronic materials 
Mennig, Martin Julius
Electronic properties 
Meßlinger, Reginhard Sebastian
Theoretical Soft-Matter and Biophysics 
Müller, Martina
Electronic properties 
Müller-Meskamp, Lars
Electronic materials 
Münstermann, Ruth Christine
Electronic materials 
Nandy, Bidisha
Theory of structure formation
Nauenheim, Christian
Electronic materials 
Niedzwiedz, Katarzyna
Neutron scattering
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Ning, Hui
Soft condensed matter
Nusser, Klaus
Neutron scattering
Pavlyuchkov, Dmytro
Microstructure research
Polyakov, Pavel
Soft condensed matter
Rahmanizadeh, Kourosh
Theory of structure formation
Reckermann, Felix David
Theory of structure formation
Röhrig, Serge
Electronic materials 
Roitsch, Stefan
Microstructure research
Schindler, Christina
Electronic materials 
Schützendorf, Patrick Rene
Electronic materials 
Shanmugavadivelu, Gopinath
Soft condensed matter
Shen, Wan
Electronic materials 
Soni, Rohit
Electronic materials 
Spudat, Chrisian
Electronic properties 
Tranca, Ionut Claudiu
Theory of structure formation
Woodford, Simon
Quantum Theory of Materials
Wysocki, Adam Miroslaw
Theoretical Soft-Matter and Biophysics 
Yang, Chunyan
Quantum Theory of Materials
Yang, Lin
Electronic materials 
Yang, Yingzi
Theoretical Soft-Matter and Biophysics 
Zhang, Zhenkun
Soft condensed matter
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Technical Staff
Bergs, Wolfgang
Scattering methods
Bickmann, Konrad
Electronic properties 
Bierfeld, Hermann-Josef
Electronic materials 
Bläsen, Franz
Networks and Numerical Methods
Bongartz, Dieter
Networks and Numerical Methods
Bremen, Arnd
Design/Workshop
Bünten, Ulrich
Neutron scattering
Bünten, Wilhelm Detlef
Neutron scattering
Bussmann, Klaus Max
Scattering methods
de Waal, Sylvia-Maria
Soft condensed matter
Emmerich, Hans-Matthias
Design/Workshop
Erven, Andreas
Jülich Centre for Neutron Science 
Esser, Heinz-Peter
Design/Workshop
Feilbach, Herbert
Design/Workshop
Frech, Stephan
Neutron scattering
Friedrich, Jochen
Electronic materials 
Funk-Kath, Ursula
Networks and Numerical Methods
Gebauer, Manfred
Electronic materials 
Gehlhaar, Reimund Werner
Design/Workshop
Gerst, Marcel
Electronic materials 
Gossen, Frank
Jülich Centre for Neutron Science 
Graf, Karl-Heinz
Microstructure research
Hahn, Christoph
Networks and Numerical Methods
Haselier, Haselier
Electronic materials 
Heckmann, Reinhardt
Networks and Numerical Methods
Heiderich, Manfred
Neutron scattering
Heinen, Josef
Networks and Numerical Methods
Henkel, Dorothea
Networks and Numerical Methods
Hermanns, Bernd
Electronic materials 
Heydmann, Philipp
Networks and Numerical Methods
Hiller, Peter
Scattering methods
Hintzen, Maria-Elisabeth
Neutron scattering
Hirtz, Kurt
Design/Workshop
Hoffmann, Hans-Jürgen
Soft condensed matter
Hölzle, Micha Marc Gerhard
Jülich Centre for Neutron Science 
Horriar-Esser, Christel
Scattering methods
Jansen, Thomas
Design/Workshop
John, Holger
Electronic materials 
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Johnen, Karl-Heinz
Design/Workshop
Jungbluth, Heinrich
Scattering methods
Kinzel, Gernot
Networks and Numerical Methods
Klein, Horst
Scattering methods
Kluck, Günther
Neutron scattering
Köhne, Franz-Josef
Electronic properties 
Kohnke, Thomas
Jülich Centre for Neutron Science 
Kozielewski, Tedeusz
Neutron scattering
Küpper, Bernhard
Electronic properties 
Küssel, Eckhard
Scattering methods
Lauer, Jürgen
Electronic properties 
Leuchtenberg, Anton
Design/Workshop
Lingenbach, Peter Josef
Design/Workshop
Macht, Kay
Jülich Centre for Neutron Science 
Makovicka, Cerstin
Electronic materials 
Matulewski, Anton
Design/Workshop
Meertens, Doris
Microstructure research
Nebel, Andreas Fabian
Jülich Centre for Neutron Science 
Nguyen, Vu-Thanh
Neutron scattering
Olefs, Bodo-August
Networks and Numerical Methods
Ossovyi, Vladimir
Jülich Centre for Neutron Science 
Pfeifer, Heinz
Electronic properties 
Pieper, Werner
Microstructure research
Pohl, Maria
Design/Workshop
Radermacher, Bert Hubert
Design/Workshop
Rehfisch, Jessica
Design/Workshop
Reisen, Christian
Neutron scattering
Sachsenhausen, Hans-Rudolf
Design/Workshop
Sausen-Malka, Ulrike
Neutron scattering
Schätzler, Reinhardt
Neutron scattering
Schätzler, Liane
Networks and Numerical Methods
Schmidt, Marita
Microstructure research
Schmitz, Berthold-Klaus
Scattering methods
Schneider, Harald Michael
Jülich Centre for Neutron Science 
Schnitzler, Helmut-Hubert
Design/Workshop
Schnitzler, Jens-Willi
Design/Workshop
Schramm, Franz-Josef
Design/Workshop
Schreiber, Reinert
Electronic properties 
Schumacher, Miriam Helga
Networks and Numerical Methods
Sellinghoff, Karin
Soft condensed matter
Speen, Hans-Rolf
Microstructure research
Starc, Thomas
Neutron scattering
Stefelmanns, Hans-Peter
Design/Workshop
Stollenwerk, Robert
Neutron scattering
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Stronciwilk, Peter
Jülich Centre for Neutron Science 
Sybertz, Wilma
Microstructure research
Terberger, Hernz
Accelerator Group
Thomas, Carsten
Microstructure research
Thomas, Rita
Networks and Numerical Methods
Triefenbach, Dieter
Soft condensed matter
Vehres, Guido
Neutron scattering
Wassenhoven, Gabriele-Marie
Microstructure research
Werges, Fred
Scattering methods
Westphal, Elmar
Networks and Numerical Methods
Wingerath, Kurt
Networks and Numerical Methods
Würtz, Eva Maria
Microstructure research
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Böhr, Heinz-Peter
Administration
Borges, Martina
Neutron scattering
Deckwitz, Susanne
Administration
Garcia y Gonzales, Maria
Electronic materials 
Geisler, Helmut
Administration
Göcking, Marie-Luise
Soft condensed matter
Gollnick, Jutta
Electronic properties 
Griesen, Johann Engelbert
Administration
Hölzle, Rainer
Accelerator Group
Köppchen, Barbara-Dorothea
Scattering methods
Mintmans, Stephanie
Jülich Centre for Neutron Science 
Mirea, Elena
Administration
Ockenfels, Silke
Administration
Opitz, Daniela
Neutron scattering
Oubenkhir, Saida
Neutron scattering
Paffen, Helga
Theoretical Soft-Matter and Biophysics 
Rische-Radloff, Ingrid
Microstructure research
Schlotmann, Dirk
Administration
Schnitzler, Anna Christine
Neutron scattering
Sittardt, Hanne
Administration
Snyders, Friederike-Luise
Theory of structure formation
Wassenhoven, Gertrud
Administration
Wenzik, Angela
Technical Services and Administration
Winkler, Ute
Quantum Theory of Materials
Administrative Staff 
and Secretaries
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Scientists on Leave
Appavou, Marie-Sousai Deveram
Jülich Centre for Neutron Science, München,
Germany
Arend, Nikolas
Jülich Centre for Neutron Science, München,
Germany
Auth, Thorsten
Weizmann-Institut, Israel
Bo, Persson
Spallation Neutron Source, Oak Ridge, USA
Busch, Peter
Jülich Centre for Neutron Science, München,
Germany
Brodeck, Martin
Donostia International Physical Center, San
Sebastian, Spanien
Deac-Renner, Alina Maria
Spallation Neutron Source, Oak Ridge, USA
Frielinghaus, Henrich
Jülich Centre for Neutron Science, München,
Germany
Goerigk, Günter
Jülich Centre for Neutron Science, München,
Germany
Gutberlet, Thomas
Jülich Centre for Neutron Science, München,
Germany
Holderer, Olaf
Jülich Centre for Neutron Science, München,
Germany
Ioffe, Alexander
Jülich Centre for Neutron Science, München,
Germany
Jiang, Ying
Chinese Academy of Science, Beijing, China
Jiang, Xiuli
Jülich Centre for Neutron Science, München,
Germany
Mattauch, Stefan Hans Josef
Jülich Centre for Neutron Science, München,
Germany
Mittal, Ranjan
Jülich Centre for Neutron Science, München,
Germany
Müller, Martina
Francis Bitter Magnet Laboratory, Massachusetts,
USA
Nünighoff, Kay Uwe
Hahn-Meitner-Institut, Berlin, Germany
Pipich, Vitaliy
Jülich Centre for Neutron Science, München,
Germany
Radulescu, Aurel
Jülich Centre for Neutron Science, München,
Germany
Schindlmayr, Arno
University of Paderborn, Germany
Schmalzl, Karin Elisabeth
Institut Laue Langevin, Grenoble, France
Schmidt, Wolfgang
Institut Laue Langevin, Grenoble, France
Schneider, Gerald-Johannes
Jülich Centre for Neutron Science, München,
Germany
Spatschek, Robert Phillip
University of California, Davis, USA
Su, Yixi
Jülich Centre for Neutron Science, München,
Germany
Wuttke, Joachim
Jülich Centre for Neutron Science, München,
Germany
Yang, Chunyan
Chinese Academy of Science, Beijing, China
Zamponi, Michaela
Spallation Neutron Source , Oak Ridge, USA
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Guest Scientists
Australia
Foster, Dr., Leslie John Ray
Neutron scattering
University of New South Wales, Sydney
Belgium
Reddy, Naveen Krishna
Soft condensed matter
Katholieke Universiteit Leuven
Verberck, Bart
Theoretical Soft-Matter and Biophysics 
University of Antwerp
Brasil
Lazo, Matheus
Theoretical Soft-Matter and Biophysics 
Universidade Federel de Santa Maria, Alegrete
Rediguieri, Camila
Soft condensed matter
Universidade Sáo Paulo, Ribeirao Preto
Canada
Arrott, Prof. Dr., Anthony S.
Electronic properties 
Simon Fraser University, Vancouver
Schmidt, Benjamin
Theoretical Soft-Matter and Biophysics 
University of Toronto
China
Fu, Zhendong
Scattering methods
Peking University, Beijing
Han, Xiujun
Theory of structure formation
Northwestern Polytechnical University, Xian
Jiang, Ying
Microstructure research
Chinese Academy of Sciences Peking
Li, Ying
Electronic materials 
Xian University
Liu, Yaowen
Electronic properties 
Tongli Universität, Shanghai
Na, Lei
Electronic properties 
Fudan University Shanghai
Tian, Gengfang
Scattering methods
China Institute of Atomic Energy, Beijing
Xia, Junhai
Microstructure research
Dalian University of Technology, Liaoning Province
Yang, Hao
Electronic materials 
Chinese Academy of Sciences Peking
Zhou, Zhiyay
Electronic materials
Chinese Academy of Sciences Shanghai
Denmark
Sivebak, Ion
Quantum Theory of Materials
Technical University of Denmark
Finland
Akola, Dr., Jaakko Eemeli
Quantum Theory of Materials
University of Jyväskylä
France
Baud, Stephanie
Quantum Theory of Materials
Laboratoire de Physique Moleculaire, Besancon Cedex
Bécu, Dr., Lydiane
Soft condensed matter
Polymeres, Colloides, Interfaces (CNRS), Le Mans
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Cherifi, Salia
Electronic properties 
CNRS Laboratoire Neal, Grenoble
Heinrich, Dr., Martine
Neutron scattering
Louis Pasteur University, Strasbourg
Zaccai, Joseph
Neutron scattering
Institut de Biologie Structurale, Grenoble
Zhang, Zhenkun
Soft condensed matter
C.R.P.P Avenue Albert Schweitzer, Pessac
Germany
Alami, Dr., Jones
Microstructure research
RWTH Aachen
Al-Hada, Dr., Mohamed
Electronic properties 
Technische Universität Berlin
Arunthavarajah, Abiramy
Soft condensed matter
Fachhochschule Jülich
Belushkin, Maxime
Neutron scattering
Universität Bonn
Betzinger, Markus
Quantum Theory of Materials
RWTH Aachen
Böttger, Dr., Ulrich
Electronic materials
RWTH Aachen
Boussinot, Dr., Guillaume
Theory of Structure Formation
RWTH Aachen
Bräuhaus, Dennis
Electronic materials
RWTH Aachen
Caciuc, Dr., Vasile
Quantum Theory of Materials
Westfälische Wilhelms-Univerisität, Münster
Clemens, Sven
Electronic materials
RWTH Aachen
Darlinski, Grzegorz
Electronic materials
RWTH Aachen
Dehoff, Carsten
Electronic materials
RWTH Aachen
Dimyati, Dr., Arbi
Microstructure research
RWTH Aachen
Dippel, Ann-Christin
Electronic materials
RWTH Aachen
Dronskowski, Dr., Richard
Scattering methods
RWTH Aachen
Egelhaaf, Prof. Dr., Stefan Ulrich
Neutron scattering
Heinrich-Heine Universität, Düsseldorf
Evertz, Udo
Electronic materials
RWTH Aachen
Farahzadi, Azadeh
Quantum Theory of Materials
RWTH Aachen
Fechler, Nina
Soft condensed matter
Universität Kassel
Gabel, Sebastian
Soft condensed matter
RWTH Aachen
Ghadimi, Dr. rer. nat., Reza
Microstructure research
RWTH Aachen
Glatzel, Stefan
Soft condensed matter
Universität Kassel
Grychtol, Patrik
Electronic properties 
Universtität Kaiserslautern
Haan, Matthias
Theoretical Soft-Matter and Biophysics
Universität Duisburg-Essen
Harneit, Wolfgang
Electronic properties 
Freie Universität Berlin
Heilmann, David Bernhard
Quantum Theory of Materials
Rheinische Friedrich-Wilhelms-Universität Bonn
Heins, Martina
Electronic materials
RWTH Aachen
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Heiß, Dr. rer. nat., Wolf-Alexander
Neutron scattering
Universitätsklinikum Aachen
Hennings, Dr. rer. nat., Detlef
Electronic materials
Philips Forschungslabor Aachen
Hönig, Andreas
Quantum Theory of Materials
Stiftung Caesar Bonn
Hoser, Dr., Andrzej
Scattering methods
Universität Hannover
Houben, Andreas
Scattering methods
RWTH Aachen
Jansen, Ekkehard
Scattering methods
Universität Bonn
Jungblut, Swetlana
Soft condensed matter
Johannes-Gutenberg-Universität Mainz
Kaiser, Alexander
Electronic properties 
Universität Duisburg-Essen
Kever, Thorsten
Electronic materials
RWTH Aachen
Keymer, Jürgen
Quantum Theory of Materials
Max-Planck-Institut Stuttgart
Kikuchi, Norio
Theoretical Soft-Matter and Biophysics 
Martin-Luther-Univerisität Halle Wittenberg
Klemradt, Dr. rer. nat., Uwe
Electronic materials
RWTH Aachen
Klopstra, Bart
Electronic materials 
RWTH Aachen
Kögerler, Paul
Electronic properties 
RWTH Aachen
Konstantinidis, Nikolaos
Theory of structure formation
RWTH Aachen
Linn, Eike
Electronic materials
RWTH Aachen
Madenci, Dilek
Neutron scattering
Heinrich-Heine Universität, Düsseldorf
Mayer, Prof. Dr., Joachim
Microstructure research
RWTH Aachen
Menzel, Stephan
Electronic materials
RWTH Aachen
Mesic, Biljana
Electronic materials
Technische Universität Clausthal-Zellerfeld
Mokrousov, Dr., Yuriy
Quantum Theory of Materials
Universität Hamburg
Müller, Paul
Scattering methods
RWTH Aachen
Plonka, Rafael
Electronic materials
RWTH Aachen
Reichenberg, Bernd
Electronic materials
RWTH Aachen
Sacharow, Lilli
Quantum Theory of Materials
Universität Hamburg
Sangiovanni, Giorgio
Quantum Theory of Materials
Max-Planck-Institut Stuttgart
Sarau, George
Electronic properties 
Universität Duisburg-Essen
Sasioglu, Ersoy
Quantum Theory of Materials
Max-Planck-Institut Halle
Schmelzer, Sebastian
Electronic materials 
RWTH Aachen
Schmitz, Thorsten
Electronic materials
aisACCT Systems GmbH, Aachen
Schneller, Theodor
Electronic materials
RWTH Aachen
Shanmugavadivelu, Gopinath
Soft condensed matter
Fachhochschule Aachen
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Solbach, Axel
Electronic materials
RWTH Aachen
Sologubenko, Alla
Microstructure research
RWTH Aachen
Sottmann, Dr. rer. nat., Thomas
Neutron scattering
Universität zu Köln
Straube, Prof., Ekkehard
Neutron scattering
Martin-Luther-Univerisität Halle Wittenberg
Tiedke, Stephan
Electronic materials
RWTH Aachen
Uslu, Fahri
Microstructure research
RWTH Aachen
Weirich, Thomas
Microstructure research
RWTH Aachen
Weng, Robert
Electronic materials
RWTH Aachen
Greece
Iatrou, Dr., Ermolaos
Neutron scattering
University of Athens
Michailidou, Vassiliki
Soft condensed matter
FORTH Institute of Electronic Structure
Tsigkri, Angeliki
Soft condensed matter
Foundation for Research and Technology-Hellas
Voudouris, Panayiotis
Soft condensed matter
FORTH Institute of Electronic Structure Heraklion
Hungary
Bene, Dr., Julius
Quantum Theory of Materials
Roland Eötvös University Budapest
Kaufmann, Dr., Zotan
Quantum Theory of Materials
Roland Eötvös University Budapest
Szábo, Dr., Gabor
Quantum Theory of Materials
Roland Eötvös University Budapest
Vass, Szabolcs
Soft condensed matter
KFKI Atomic Energy Res. Institute, Budapest
India
Arya, Dr., Ashok
Microstructure research
Bhaba Atomic Research Centre, Trombay, Mumbal
Banerjee, Debjani
Electronic properties 
Indian Institute of Technology, Mumbai
Chakraborty, Monodeep
Quantum Theory of Materials
Institute of Physics, Orissa
Chogondahalli Muniraju, Naveen Kumar
Scattering methods
Indian Institute of Science, Bangalore
Chowdhury, Debashish
Theoretical Soft-Matter and Biophysics 
Indian Institute of Technology, Kanpur
Dattagupta, Sushanta Kumar
Theory of structure formation
IISER Kolkata
Mani Krishna, Karri Venkata
Microstructure research
Bhaba Atomic Research Centre, Trombay, Mumbal
Nandy, Bidisha
Theoretical Soft-Matter and Biophysics
Indian Institute of Technology, Kharagpur
Qureshi, Mohammad
Electronic properties 
Indian Institute of Technology, Kanpur
Reddy, P. Kathik
Neutron scattering
Indian Institute of Technology, Assam
Soumya, Jyoti Ray
Electronic properties 
Indian Institute of Science, Bangalore
Iran
Bamdad, Kourosh
Theoretical Soft-Matter and Biophysics 
Tarbiat Modarres University, Tehran
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Khoshnood, Atefeh
Theoretical Soft-Matter and Biophysics 
Sharif University Tehran
Israel
Baran, Mor
Microstructure research
Technion Israel Institute of Technology, Haifa
Drozdow, Maria
Microstructure research
Technion Israel Institute of Technology, Haifa
Kaplan, Wayne
Microstructure research
Technion Israel Institute of Technology, Haifa
Kauffmann, Yaron
Microstructure research
Technion Israel Institute of Technology, Haifa
Sadan, Hila
Microstructure research
Technion Israel Institute of Technology, Haifa
Italy
Botti, Dr., Alberto
Neutron scattering
Universita di Roma Tre, Roma
Carbone, Dr., Guiseppe
Quantum Theory of Materials
Politecnico di Bari
Ferriani, Dr., Paolo
Quantum Theory of Materials
Physics Department Modena
Lamura, Antonio
Theoretical Soft-Matter and Biophysics 
Instituto Applicazioni Calcolo, CNR, Bari
Mangiapia, Gaertano
Neutron scattering
Universita degli studi di Napoli
Perroni, Dr., Antonio Carmine
Quantum Theory of Materials
Physics Department Napoli
Picozzi, Dr., Silvia
Quantum Theory of Materials
Universita di L'Aquila
Popkov, Vladislav
Theoretical Soft-Matter and Biophysics 
Università degli Studi di Salerno
Tartaglino, Ugo
Quantum Theory of Materials
INFM Democtritos National Simulation Center, Trieste
Triolo, Alessandro
Neutron scattering
IPCF-CNR, Messina
Japan
Egami, Yoshiyuki
Quantum Theory of Materials
Osaka University, Osaka
Ishida, Hiroshi
Quantum Theory of Materials
Nihon University, Tokyo
Katayama-Yoshida, Hiroshi
Theory of structure formation
Osaka University, Osaka
Kita, Rio
Soft condensed matter
Tokai University Hiratsuka
Kojo, Masashi
Quantum Theory of Materials
Osaka University, Osaka
Kotani, Prof., Takao
Quantum Theory of Materials
Osaka University, Osaka
Ogura, Dr., Masako
Theory of Structure Formation
Osaka University, Osaka
Ohta, Tadashi
Quantum Theory of Materials
Osaka University, Osaka
Ono, Dr., Tomoya
Quantum Theory of Materials
Osaka University, Osaka
Sato, Kazunori
Theory of structure formation
Department of condensed matter physics, Osaka
Shibuya, Kesiuke
Electronic materials 
University of Tokyo, Kashiwa
Shishidou, Tatsuya
Quantum Theory of Materials
Hiroshima Science University 
Taniguchi, Takashi
Soft condensed matter
Yamagata University
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Watanabe, Dr., Taka
Electronic materials
Department of Innovative and Engineered Materials,
Midori-ku
Yamauchi, Kunihiko
Quantum Theory of Materials
Osaka University
Yanagisawa, Susumu
Quantum Theory of Materials
Osaka University
Korea
Jeong, Doo Seok
Electronic materials 
Seoul National Univeristy Shillim-dong, Gwanak-gu
Kim, Seong Keun
Electronic materials 
Seoul National Univeristy Shillim-dong, Gwanak-gu
Yoon, Songhak
Electronic materials
Department of Materials Sci. & Eng., Pohang
Netherlands
Bouhassoune, Mohammed
Quantum Theory of Materials
Eindhoven University of Technology, Einhoven
Poland
Banachowicz, Dr., Ewa
Soft condensed matter
A. Mieckiewicz University, Poznan
Cichocki, Prof. Dr., Bogdan
Soft condensed matter
University of Warsaw 
Gapinski, Dr., Jacek
Soft condensed matter
A Mickiewicz University, Poznan
Grzelakowski, Krzysztof Piotr
Electronic properties 
Wroclaw University
Kowalski, Wojciech
Microstructure research
University of Silesia, Kattowice
Patkowski, Prof., Adam
Soft condensed matter
A. Mieckiewicz University, Poznan
Pilch, Michal
Electronic materials 
University of Silesia, Kattowice
Ratajczyk, Dr., Monika
Soft condensed matter
A. Mieckiewicz University, Poznan
Romania
Chelaru, Dr., Liviu Ionut
Electronic properties 
University Lasi
Russia
Bodnarchuk, Victor
Jülich Centre for Neutron Science 
Joint Institute for Nuclear Research, FLNP, Dubna
Marchenko, Vladimir
Theory of structure formation
Russian Academy of Science, Chernogolovka
Rzhevsky, Alexey
Electronic properties 
Ioffe Institute, St. Petersburg
Samoilov, Prof. Dr., Vladimir
Quantum Theory of Materials
Moscow State University
Volokitin, Alexander
Quantum Theory of Materials
Department of Physics, Samara
Spain
Arbe, Dr., Maria Aranzazu
Neutron scattering
Università degli Studi di Salerno
Avila, Dr., David
Microstructure research
Universidad Complutense de Madrid
Banchio, Prof. Dr., Adolfo
Soft condensed matter
Universidad Nacional de Cordoba
Colmenero, Prof. Dr., Juan
Neutron scattering
Universidad del País Vasco, San Sebastian
Hijon de Miguel, Carmen
Theoretical Soft-Matter and Biophysics 
University of Madrid
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Lund, Dr., Reidar
Neutron scattering
Università degli Studi di Salerno 
Pardo Soto, Luis Carlos
Jülich Centre for Neutron Science 
Ministerio de Educacion y Ciencia CMECI, Madrid
Sweden
Bergqvist, Lars, Tore
Theory of structure formation
Uppsala University
Swiss
Vavrin, Ronny
Soft condensed matter
ETHZ & PSI, Villigen
Taiwan
Kuan, Jean-Feng
Theoretical Soft-Matter and Biophysics
National Center for High Performance
Lin, Jung-Hsing
Quantum Theory of Materials
Research Center for Applied Science, Taipei
Liu, Ming-Hao
Quantum Theory of Materials
National Taiwan University
Ukraine
Velikanova, Tamara
Microstructure research
National Academy of Sciences of Ukraine, Kiev
Zaikina, Oleksandra
Microstructure research
I. N. Frantsevich Institut Materials Science, Kiev
USA
Burkhardt, Theodore
Theoretical Soft-Matter and Biophysics 
Temple University, Philadelphia
Fadley, Prof. Dr., Charles
Electronic properties 
ALS Berkeley
Fetters, Dr., Lewis J.
Neutron scattering
Cornell University
Kavich, Jerald
Quantum Theory of Materials
Argonne National Laboratory
Luettmer-Strathmann, Jutta
Soft condensed matter
University of Akron
Luo, Yuan Lung
Quantum Theory of Materials
University of Washington, Seattle
Slonczewski, John
Electronic properties 
IBM Yorktown, New York
Velev, Julian
Quantum Theory of Materials
University of Nebraska-Lincoln
Wignall, Dr., George D.
Neutron scattering
Oak Ridge National Laboratory, Tennessee
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IFF Scientists Teaching 
at Universities
PD Dr. Artur Baumgärtner 
Duisburg
Prof. Paul-Siegfried Bechthold 
Köln
Prof. Stefan Blügel
Aachen
Prof. Thomas Brückel 
Aachen
PD Dr. Daniel-Emil Bürgler 
Köln
Prof. Jan-Karel Dhont
Düsseldorf
PD Dr. Philipp-Georg Ebert 
Aachen
Prof. Gerhard Gompper 
Köln
PD Dr. Riccardo Hertel 
Halle-Wittenberg
PD Dr. Erik E. Koch 
Aachen
PD Dr. Herbert H. Kohlstedt
Köln
PD Dr. Peter R. Lang 
Düsseldorf
PD Dr. Hans Lustfeld 
Duisburg
Prof. Heiner Müller-Krumbhaar
Aachen
Prof. Gerhard Nägele 
Düsseldorf
Prof. Eva Pavarini
Aachen
Prof. Dieter Richter 
Münster
Prof. Claus M. Schneider 
Duisburg-Essen
Prof. Herbert Schroeder 
Aachen
Prof. Gunter-Markus Schütz 
Bonn
PD Dr. Werner Schweika 
Aachen
Prof. Krzysztof Szot 
Katowice
Dr. Remco Tunier
Aachen
Prof. Knut Urban 
Aachen
Prof. Rainer Waser 
Aachen
PD Dr. Simone Wiegand 
Köln
Prof. Roland Winkler 
Ulm
PD Dr. Reiner Zorn 
Münster
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