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Abstract
In this paper a new rational interpolation with a bi-quadratic denominator is developed to create a space surface
using only values of the function being interpolated. The interpolation function has a simple and explicit rational
mathematical representation. When the knots are equally spaced, the interpolating function can be expressed in
matrix form, and this form has a symmetric property. The concept of integral weights coefﬁcients of the interpolation
is given, which describes the “weight” of the interpolation points in the local interpolating region.
© 2005 Elsevier B.V. All rights reserved.
Keywords: Computer-aided geometric design; Bivariate interpolation; Rational spline
1. Introduction
The construction method of the curve and surface and their mathematical description is a key issue in
computer-aided geometric design (CAGD). There are many ways to tackle this problem [1–6,9–18], for
example, the polynomial spline method, the NURBS method and the Bézier method. These methods are
effective and are applied widely in shape design of industrial products. Generally speaking, most of the
polynomial splinemethods are interpolatingmethods, whichmeans that the curves or surfaces constructed
by these methods pass through interpolating points. To construct the polynomial spline, usually derivative
values are needed as the interpolating data besides the function values. Unfortunately, in many practical
problems, such as the description of rainfall in some rainy region and some industrial geometric shapes,
derivative values are difﬁcult to obtain. On the other hand, one of the disadvantages of the polynomial
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spline method is its global property; it is impossible for the local modiﬁcation under the condition that
the given data are not changed. The NURBS and Bèzier methods are the so-called “no-interpolating-
type” methods; this means that the constructed curve and surface do not pass through the given data, and
the given points play the role of control points. Thus, construction of an interpolating function which
satisﬁes the following conditions will be necessary in CAGD: only function values be available as the
interpolating data; the interpolating functions should have simple and explicit representations, so that they
may be convenient for use both in practical applications and in theoretical studies; and the constructed
curves and surfaces should be modiﬁable under the condition that the given data are not changed.
A univariate rational cubic spline interpolation with parameters which are only based on the function
values has been constructed [5,8]. These kinds of interpolation splines not only have simple mathematical
representation, but can be used for the modiﬁcation of local curves by selecting suitable parameters under
the condition that the interpolating data are not changed. In this case, the uniqueness of the interpolating
curves for the given interpolating data becomes the uniqueness of the interpolating curves for the given
interpolating data and the parameters. Based on univariate rational cubic spline interpolation [5], a bivari-
ate rational spline was established in [7]. By a similar method, another kind of bivariate rational spline
with a bi-quadratic denominator is constructed in this paper. It is interesting that all the results on these
two kinds of bivariate splines are very similar although they are different splines.
The paper is organized as follows: in Section 2, a new bivariate rational spline based on function values
with parameters is constructed, and this spline would have a bicubic numerator and a bi-quadratic denom-
inator. Section 3 deals with the smoothness of the interpolating surfaces, when some of the parameters
satisfy a simple condition, and the interpolating function is C1 in the interpolating region. More interest-
ing is the fact that when the parameter is selected suitably, the interpolating function can be expressed in a
matrix form, and this form has a symmetric property. They are discussed in Section 4. Section 5 presents
some properties of interpolation, and the concept of integral weights coefﬁcients of the interpolation is
given, which describes the “weight” of the interpolation points in the local interpolating region. The con-
strained control of the interpolating surfaces and numerical examples will be presented in a subsequent
paper.
2. Interpolation
Let : [a, b; c, d] be the plane region, and {(xi, yj , fi,j ), i=1, 2, . . . , n, n+1; j=1, 2, . . . , m,m+1}
be a given set of data points, where a=x1<x2<· · ·<xn<xn+1=b and c=y1 <y2 < · · ·<ym <ym+1=d
are the knot spacings. Let hi=xi+1−xi , and lj =yj+1−yj , and for any point (x, y) ∈ [xi, xi+1; yj , yj+1]
in the xy-plane, let  = (x − xi)/hi and  = (y − yj )/ lj . First, for each y = yj , j = 1, 2, . . . , m + 1,
construct the x-direct interpolating curve P ∗i,j (x) in [xi, xi+1] [8]; this is given by
P ∗i,j (x) =
p∗i,j (x)
q∗i,j (x)
, i = 1, 2, . . . , n, (1)
where
p∗i,j (x) = (1 − )3∗i,j fi,j + (1 − )2V ∗i,j + 2(1 − )W ∗i,j + 3fi+1,j∗i,j ,
q∗i,j (x) = (1 − )2∗i,j + 2(1 − ) + 2∗i,j ,
26 Q. Duan et al. / Journal of Computational and Applied Mathematics 195 (2006) 24–33
and
V ∗i,j = 2fi,j + ∗i,j fi+1,j ,
W ∗i,j = (2 + ∗i,j )fi+1,j − hi∗i,j∗i+1,j ,
with ∗i,j > 0, ∗i,j > 0 and ∗i,j = (fi+1,j − fi,j )/hi . This interpolation is called the rational cubic inter-
polation based on function values which satisfy
P ∗i,j (xi) = fi,j , P ∗i,j (xi+1) = fi+1,j , P ∗
′
i,j (xi) = ∗i,j , P ∗
′
i,j (xi+1) = ∗i+1,j .
Obviously, the interpolating function P ∗i,j (x) on [xi, xi+1] is unique for the given data (xr , f (xr , yj )),
r = i, i + 1, i + 2 and parameter ∗i,j , ∗i,j .
Using an x-direction interpolation function P ∗i,j (x) to deﬁne the bivariate rational bicubic interpolating
function in [x1, xn; y1, ym], for each pair of (i, j), i = 1, 2, . . . , n − 1 and j = 1, 2, . . . , m − 1, let the
bivariate interpolating function Pi,j (x, y) on [xi, xi+1; yj , yj+1] be as follows:
Pi,j (x, y) = pi,j (x, y)
qi,j (y)
, i = 1, 2, . . . , n − 1; j = 1, 2, . . . , m − 1, (2)
where
pi,j (x, y) = (1 − )3i,jP ∗i,j (x) + (1 − )2Vi,j + 2(1 − )Wi,j + 3i,jP ∗i,j+1(x),
qi,j (y) = (1 − )2i,j + 2(1 − ) + 2i,j ,
and
Vi,j = 2P ∗i,j (x) + i,jP ∗i,j+1(x),
Wi,j = (2 + i,j )P ∗i,j+1(x) − lji,ji,j+1(x),
with i,j > 0, i,j > 0, and i,j (x) = (P ∗i,j+1(x) − P ∗i,j (x))/ lj . Pi,j (x, y) is called a bivariate rational
interpolation with a bi-quadratic denominator based on function values which satisfy
Pi,j (xr , ys) = f (xr, ys), r = i, i + 1, s = j, j + 1.
It is easy to understand that the interpolating function Pi,j (x, y) on [xi, xi+1; yj , yj+1] is unique for the
given data (xr , ys, f (xr , ys)), r = i, i + 1, i + 2, s = j, j + 1, j + 2 and parameters i,j , i,j .
3. The smoothing conditions
The rational interpolating function P ∗i,j (x) deﬁned by (1) has a continuous ﬁrst-order derivative
when x ∈ [x1, xn], so it is easy to see that the bivariate interpolating function Pi,j (x, y) deﬁned
by (2) has a continuous ﬁrst-order partial derivative Pi,j (x, y)/y and Pi,j (x, y)/x in the inter-
polating region [x1, xn; y1, ym] except for every y ∈ [yj , yj+1], j = 1, 2, . . . , m − 1 at the points
(xi, y), i = 2, 3, . . . , n − 1, so it is sufﬁcient for Pi,j (x, y) ∈ C1 in the whole interpolating region
[x1, xn; y1, ym] if Pi,j (xi+, y)/x = Pi,j (xi−, y)/x holds. This leads to the following theorem.
Q. Duan et al. / Journal of Computational and Applied Mathematics 195 (2006) 24–33 27
Theorem 1. The sufﬁcient condition for the interpolating function Pi,j (x, y), i = 1, 2, . . . , n − 1;
j = 1, 2, . . . , m − 1 to be C1 in the whole interpolating region [x1, xn; y1, ym] is that the parameters
i,j = constant and i,j = constant for each j ∈ {1, 2, . . . , m − 1} and all i = 1, 2, . . . , n − 1.
Proof. Based on the above analysis, without loss of generality, for any pair of real numbers (i, j), 1i
n − 1, 1jm − 1 and y ∈ [yj , yj+1], it is sufﬁcient to prove that
Pi,j (xi+, y)
x
= Pi,j (xi−, y)
x
. (3)
Since
Pi,j (x, y)
x
= 1
qi,j (y)
[
(1 − )3i,j
dP ∗i,j (x)
dx
+ (1 − )2 dVi,j
dx
+2(1 − )dWi,j
dx
+ 3i,j
dP ∗i,j+1(x)
dx
]
and
P ∗′i,r (xi+) = ∗i,r , r = j, j + 1, j + 2,
so
V ′i,j (xi+) = 2∗i,j + i,j∗i,j+1,
W ′i,j (xi+) = (2 + i,j )∗i,j+1 −
lj
lj+1
i,j (
∗
i,j+2 − ∗i,j+1),
and thus
Pi,j (x, y)
x
∣∣∣∣
x=xi+
= 1
(1 − )2i,j + 2(1 − ) + 2i,j
[(1 − )3i,j∗i,j
+ (1 − )2(2∗i,j + i,j∗i,j+1)
+ 2(1 − )((2 + i,j )∗i,j+1 −
lj
lj+1
(∗i,j+2 − ∗i,j+1))
+ 3i,j∗i,j+1]. (4)
Similarly, since P ∗′i−1,r (xi−) = ∗i,r , r = j, j + 1, j + 2, it can be shown that
Pi−1,j (x, y)
x
∣∣∣∣
x=xi−
= 1
(1 − )2i−1,j + 2(1 − ) + 2i−1,j
[(1 − )3i−1,j∗i,j
+ (1 − )2(2∗i,j + i−1,j∗i,j+1)
+ 2(1 − )((2 + i−1,j )∗i,j+1 −
lj
lj+1
i−1,j (∗i,j+2 − ∗i,j+1))
+ 3i−1,j∗i,j+1]. (5)
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Comparing (4) and (5), we see that when i−1,j = i,j and i−1,j = i,j , (3) holds. This completes the
proof. 
4. Matrix expression and the symmetry of the interpolation
In the rest of this paper, consider the equally spaced knots case, namely, for all i = 1, 2, . . . , n and
j =1, 2, . . . , m, hi =hj and li = lj . Let ∗i,j = constant and ∗i,j = constant for each i ∈ {1, 2, . . . , n−1}
and all j = 1, 2, . . . , m + 1. Then the interpolating function Pi,j (x) deﬁned by (2) can be expressed in a
simple matrix form in each region [xi, xi+1; yj , yj+1], where, i = 1, 2, . . . , n − 1; j = 1, 2, . . . , m − 1.
P ∗i,j (x) deﬁned by (1) can be rewritten as
P ∗i,j (x) = 0(, ∗i,j , ∗i,j )fi,j + 1(, ∗i,j , ∗i,j )fi+1,j + 2(, ∗i,j , ∗i,j )fi+2,j , (6)
where
0(, 
∗
i,j , 
∗
i,j ) =
(1 − )2((1 − )∗i,j + 2)
(1 − )2∗i,j + 2(1 − ) + 2∗i,j
,
1(, 
∗
i,j , 
∗
i,j ) =
(1 − )2∗i,j + 2(2 − )∗i,j + 22(1 − )
(1 − )2∗i,j + 2(1 − ) + 2∗i,j
,
2(, 
∗
i,j , 
∗
i,j ) =
−2(1 − )∗i,j
(1 − )2∗i,j + 2(1 − ) + 2∗i,j
.
Thus, P ∗i,j (x) could be expressed in the following matrix form:
P ∗i,j (x) = A1B1, (7)
where
A1 = (0(, ∗i,j , ∗i,j ) 1(, ∗i,j , ∗i,j ) 2(, ∗i,j , ∗i,j )),
B1 = (fi,j fi+1,j fi+2,j )T.
Similarly, the bivariate rational interpolating function Pi,j deﬁned by (2) can be rewritten in the matrix
form as
Pi,j (x, y) = A2B2, (8)
where
A2 = (0(, i,j , i,j ) 1(, i,j , i,j ) 2(, i,j , i,j )),
B2 = (P ∗i,jP ∗i,j+1P ∗i,j+2)T.
Based on the assumption at the beginning of this section, hi−1 = hi = hi+1, ∗i,j = ∗i,j+1 = ∗i,j+2 and
∗i,j = ∗i,j+1 = ∗i,j+2, (8) can be written as
Pi,j (x, y) = A1CAT2 , (9)
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where
C =
(
fi,j fi,j+1 fi,j+2
fi+1,j fi+1,j+1 fi+1,j+2
fi+2,j fi+2,j+1 fi+2,j+2
)
.
It is obvious that (9) can be rewritten as
Pi,j (x, y) = A2CTAT1 = (A1CAT2 )T. (10)
This is called the symmetry of the interpolating function Pi,j (x, y).
5. Some properties of the interpolation
In the interpolating expression (6), consider r (, ∗i,j , ∗i,j ), r = 0, 1, 2 as the interpolating bases of
the interpolating function P ∗i,j (x), there is a property of the bases.
Property 1. In any subinterval [xi, xi+1], no matter what positive number the parameters ∗i,j , ∗i,j are,
the sum of values of the interpolating base functions is equal to unity, that is
2∑
r=0
r (, 
∗
i,j , 
∗
i,j ) = 1.
Denote∫ xi+1
xi
P ∗i,j (x) dx = hi(a0fi,j + a1fi+1,j + a2fi+2,j ), (11)
where ar =
∫ 1
0 r (, 
∗
i,j , 
∗
i,j ) d, r = 0, 1, 2. ar are called the integral weights coefﬁcients of the inter-
polation deﬁned by (1). With respect to coefﬁcients, it can be easily seen that
2∑
r=0
ar = 1.
From Property 1, the following property can be obtained.
Property 2. In any subinterval [xi, xi+1], no matter what positive number the parameters ∗i,j and ∗i,j
are, if fi,j = fi+1,j = fi+2,j = 1 in (6), then
∫ xi+1
xi
P ∗i,j (x) dx = hi . (12)
30 Q. Duan et al. / Journal of Computational and Applied Mathematics 195 (2006) 24–33
Table 1
∗
i,j
∗
i,j
a0 a1 a2
1 1 0.41667 0.66667 −0.08333
2 2 0.39540 0.70920 −0.10460
1 2 0.37765 0.74470 −0.12235
2 1 0.42920 0.64150 −0.07080
If xi = 0 and xi+1 = 1, then (12) becomes∫ xi+1
xi
P ∗i,j (x) dx = 1. (13)
So, Property 2 can be called the unit area property of univariate interpolation (1).
With respect to the integral weight coefﬁcients ar , some other relations such as a0 − a2 = 1/2 and
a1 + 2a2 = 1/2 can be derived from the deﬁnition; thus, there exists the following estimation property of
the integral weight coefﬁcients.
Property 3. In any subinterval [xi, xi+1], no matter what positive number the parameter ∗i,j and ∗i,j
are, the integral weight coefﬁcients ar, r = 0, 1, 2 satisfy
1/4<a0 < 1/2, 1/2<a1 < 1, −1/4<a2 < 0.
Table 1 gives some integral weight coefﬁcients for the given ∗i,j and ∗i,j .
Furthermore, for the bivariate rational interpolating function Pi,j (x, y) deﬁned by (2), there are some
parallel properties. From Section 3, it is known that when hi = hj and li = lj for all i = 1, 2, . . . , n and
j = 1, 2, . . . , m, and when ∗i,j = constant and ∗i,j = constant for each i ∈ {1, 2, . . . , n − 1} and all
j = 1, 2, . . . , m + 1, then the interpolating function Pi,j (x) deﬁned by (2) can be expressed in a simple
matrix form. In this case, since ∗i,j = ∗i,j+1 = ∗i,j+2 and ∗i,j = ∗i,j+1 = ∗i,j+2, (8) can be rewritten as
Pi,j (x, y) =
2∑
r=0
2∑
s=0
rs(, 
∗
i,j , 
∗
i,j ; , i,j , i,j )fi+r,j+s , (14)
where
rs(, 
∗
i,j , 
∗
i,j ; , i,j , i,j ) = r (, ∗i,j , ∗i,j )s(, i,j , i,j ). (15)
Consider rs(, ∗i,j , ∗i,j ; , i,j , i,j ), r = 0, 1, 2, s = 0, 1, 2 as the bases of the interpolation expressed
by (14); there exists the following property of the bases.
Property 4. In any subinterval [xi, xi+1; yj , yj+1], if ∗i,j = ∗i,j+1 = ∗i,j+2 and ∗i,j = ∗i,j+1 = ∗i,j+2,
no matter what positive number the parameters i,j , i,j are, the sum of the values of the interpolating
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base function is equal to unity, namely
2∑
r=0
2∑
s=0
rs(, 
∗
i,j , 
∗
i,j ; , i,j , i,j ) = 1.
Let D be the rectangular region in the xy-plane enclosed by x = xi, x = xi+1, y = yj , and y = yj+1,
and denote
∫ ∫
D
Pi,j (x, y) dx dy = hilj
2∑
r=0
2∑
s=0
arsfi+r,j+s , (16)
where
ars =
∫ ∫
D¯
rs(, 
∗
i,j , 
∗
i,j ; , i,j , i,j ) d d, r = 0, 1, 2, s = 0, 1, 2, (17)
and D¯ is the corresponding rectangular region of D in the −plane enclosed by = 0, = 1, = 0, and
= 1, calling ars the integral weights coefﬁcients of the interpolation deﬁned by (8). From Property 4, it
is easy to obtain the following property.
Property 5. In any subinterval [xi, xi+1; yj , yj+1], no matter what positive number the parameter
i,j , i,j are, if fi+r,j+s = 1, for all r = 0, 1, 2, s = 0, 1, 2 in (16), then∫ ∫
D
Pi,j (x, y) dx dy = hilj . (18)
Eq. (18) gives∑2r=0∑2s=0ars =1.As for Property 2, Property 5 can be called the unit volume property
of the bivariate interpolation deﬁned by (2). From the deﬁnition of the integral weight coefﬁcients ars
deﬁned by (17), using the results given by Property 3, for any positive parameters i,j , i,j is the following
is obtained.
Property 6. In any subinterval [xi, xi+1; yj , yj+1], no matter what positive number the parameters
i,j , i,j are, the integral weight coefﬁcients ars satisfy
1/16<a00 < 1/4, 1/8<a01 < 1/2, −1/8<a02 < 0,
1/8<a10 < 1/2, 1/4<a11 < 1, −1/4<a12 < 0,
−1/8<a20 < 0, −1/4<a21 < 0, 0<a22 < 1/16.
Tables 2 and 3 give the integral weight coefﬁcients of the interpolation deﬁned by (17) for the different
values of parameters ∗i,j , ∗i,j , i,j and i,j .
From Tables 1–3, it can be seen that the integral weight coefﬁcients are different for the different
parameters, which explains why the interpolating functions are not unique for the different parameters
under the conditions that the interpolating data are not changed.
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Table 2
∗
i,j
∗
i,j
i,j i,j a00 a01 a02 a10 a11
1 1 1 1 0.17361 0.27778 −0.03472 0.27778 0.44445
1 1 1 2 0.15736 0.31029 −0.05098 0.25177 0.49647
1 1 2 1 0.17883 0.26733 −0.02950 0.28613 0.42773
2 2 2 2 0.15634 0.28042 −0.04136 0.28042 0.50296
2 2 1 2 0.14932 0.29445 −0.04838 0.26783 0.52814
2 2 2 1 0.16971 0.25368 −0.02799 0.30439 0.45502
Table 3
∗
i,j
∗
i,j
i,j i,j a12 a20 a21 a22
1 1 1 1 −0.05555 −0.03472 −0.05555 0.00694
1 1 1 2 −0.08157 −0.03147 −0.06206 0.01020
1 1 2 1 −0.04720 −0.03577 −0.05346 0.00590
2 2 2 2 −0.07418 −0.04136 −0.07418 0.01094
2 2 1 2 −0.08677 −0.03950 −0.07790 0.01280
2 2 2 1 −0.05021 −0.04489 −0.06711 0.00741
6. Conclusions
Five key issues have been studied in this paper.
(1) This paper gives the simple and explicit expression of the bivariate spline, and the spline based just on
the function values of the function being interpolated. There are some parameters in the interpolating
functions: ∗i,j , ∗i,j and i,j , i,j . ∗i,j , ∗i,j are for univariate interpolation on the x-direct as described
by (1); i,j , i,j are for a bivariate interpolating surface as described by (2).
(2) The symmetric property of the interpolation depends only on the parameters ∗i,j , ∗i,j . For each pair
of integer number (i, j), i ∈ {1, 2, . . . , n − 1} and j ∈ {1, 2, . . . , m − 1}, if ∗i,r = constant and
∗i,r = constant for r = j, j + 1, j + 2, the interpolating function Pi,j (x) deﬁned by (2) can be
expressed in a simple matrix form in each plane region [xi, xi+1; yj , yj+1].
(3) The smoothness property condition of the interpolation described in Section 3 depends only on the
parameters i,j , i,j . If i,j = constant and i,j = constant for each j ∈ {1, 2, . . . , n − 1} and all
i = 1, 2, . . . , n − 1, then the interpolating functions deﬁned by (2) must be C1-continuous in the
interpolating region [x1, xn; y1, ym].
(4) Combining (2) and (3) above, if i,j = constant and i,j = constant for each j ∈ {1, 2, . . . , m− 1}
and all i = 1, 2, . . . , n − 1, and if ∗i,j = constant and ∗i,j = constant for each i ∈ {1, 2, . . . , n − 1}
and all j = 1, 2, . . . , m− 1, then the interpolating functions P(x, y) deﬁned by (2) can be expressed
in a simple matrix form in every plane region [xi, xi+1; yj , yj+1] and it is C1−continuous in the
whole interpolating region [x1, xn; y1, ym].
(5) The integral weights coefﬁcients of the interpolation deﬁned by (1) and (2) describe the “weight” of
the interpolating knots in the interpolation spline. It could help us understand the interpolation based
only on the function values deeply.
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