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We initiate a study of the spectral theory of the locally symmetric space X = Γ\G/K, where
G = SO3(C), Γ = SO3(Z[i]), K = SO(3). We write down explicit equations defining a fundamental
domain for the action of Γ on G/K. The fundamental domain is well-adapted for studying the
theory of Γ-invariant functions on G/K. We write down equations defining a fundamental domain
for the subgroup ΓZ = SO(2, 1)Z of Γ acting on the symmetric space GR/KR, where GR is the split
real form SO(2, 1) of G and KR is its maximal compact subgroup SO(2). We formulate a simple
geometric relation between the fundamental domains of Γ and ΓZ so described. We then use the
previous results compute the covolumes of of the lattices Γ and ΓZ in G and GR.
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Chapter I
Fundamental Domain
1 Representation of SO3(Z[i]) as a lattice in SL2(C)
We begin by establishing some basic notational conventions.
Let n be a positive integer and o a ring. We will use Matn(o) to denote the set of all
n-by-n square matrices with coefficients in o. We reserve use the Greek letters α, and so on, for
the elements of Matn(o), and the roman letters a, b, c, d and so on, for the entries of the matrices.
We will denote scalar mutliplication on Matn(o) by simple juxtaposition. Thus, if o = Z[i], ℓ ∈ Z[i]
and α ∈Mat2(Z[i]), then
α =
(
a b
c d
)
implies ℓα =
(
ℓa ℓb
ℓc ℓd
)
.
The letters p, q, r, s will be reserved to denote a quadruple of elements of o such that ps−rq = 1. In
what follows, we normally have o = Z[i], whenever α is written with entries p through s. Therefore,
α =
(
p q
r s
)
∈ SL2(Z[i]),
unless stated otherwise.
1.1 Realization of SO3(Z[i]) as a group of fractional linear transformations
We will denote a conjugation action of a group on a space V by cV , when the context makes clear
what this action is. For example, if H is a linear Lie group and h the Lie algebra of H , then we
have
ch(h)X = hXh
−1, for all h ∈ H, X ∈ h.
Note that the morphism ch(h) is the image under the Lie functor of the usual conjugation cH(h)
on the group level. Using SL(V ) to denote the group of unimodular transformations of a vector
space V , it is easy to see that
(1.1.1) ch : H → SL(h) is a Lie group morphism.
1
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Henceforth, whenever H is a group acting on a Lie algebra h by conjugation, we will omit
the subscript h. Thus, we define
c := ch,
when we are in the situation of (1.1.1).
Throughout (except in a few sections where it is prominently noted otherwise), we will use
the notation G = SO3(C), Γ = SO3(Z[i]). We use B to denote the half-trace form on sl2(C), the
Lie algebra of traceless 2-by-2 matrices. That is,
B(X,Y ) =
1
2
Tr(XY ).
We use the notation β′ = {X ′1, X ′2, Y ′} for the “standard” basis of sl2(C), where
(1.1.2)
X ′1 =
(
0 1
0 0
)
, X ′2 =
(
0 0
1 0
)
,
and Y ′ =
(
1 0
0 −1
)
The following properties of B are verified either immediately from the definition or by
straightforward calculations.
B1 B is nondegenerate.
B2 Setting
(1.1.3)
X1 = X
′
1 +X
′
2, X2 = i(X
′
1 −X ′2),
and Y = Y ′,
we obtain an orthonormal basis β = {X1, X2, Y }, with respect to the bilinear form B.
B3 B is invariant under the conjugation action of SL2(C), meaning that
B(X,Y ) = B(c(g)Z, c(g)W ), for all Z,W ∈ sl2(C), g ∈ SL2(C).
By B3, c is a morphism of SL2(C) into G. The content of part (a) of Proposition 1.1.1 below is
that the morphism c just described is an epimorphism.
As a consequence of B1 and B2, we have that
(1.1.4) B(x11X1 + x
1
2X2 + y
1Y, x21X1 + x
2
2X2 + y
2Y ) = x11x
2
1 + x
1
2x
2
2 + y
1y2, xij , y ∈ C.
For any bilinear form B on a vector space V , we use O(B) to denote the group of linear transfor-
mations of V preserving B, and we use SO(B) to denote the unimodular subgroup of O(B). If B
is as in (1.1.4), then the isomorphism,
(1.1.5) SO(B) ∼= G,
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induced by the identification of the vector space sl2(C) with C〈X1, X2, Y 〉, puts a system of coor-
dinates on G. Part (b) of Proposition 1.1.1, below, will describe the epimorphism c : SL2(C)→ G
in terms of these coordinates.
Proposition 1.1.1. With G, c as above, we have
(a) The map c induces an isomorphism
SL2(C)/{±I}
∼=−→ G
of Lie groups.
(b) Relative to the standard coordinates on SL2(C) and the coordinates on G induced from the
orthonormal basis β of sl2(C), as defined in (1.1.3), the epimorphism c : SL2(C) → G has
the following coordinate expression.
(1.1.6) c
((
a b
c d
))
=


a2−c2+d2−b2
2
i(a2−c2+b2−d2)
2 cd− ab
i(b2+d2−a2−c2)
2
a2+c2+b2+d2
2 i(ab+ cd)
−ac+ bd i(ac+ bd) ad+ bc

 .
Before giving the proof of the Proposition, we establish some further notational conventions
regarding conjugation mappings. Whenever a matrix group H has a conjugation action cV on a
finite dimensional vector space V over a field F , each basis β of V naturally induces a morphism
(1.1.7) cV,β : H → GLN (F ), where N = dimV.
Let β, β′ be two bases of V . Write αβ 7→β
′
for the change-of-basis matrix from β to β′. That is, if
β, β′ are written as N -entry row-vectors, then
(1.1.8) βαβ 7→β
′
= β′.
Then elementary linear algebra tells us that
(1.1.9)
cV,β = cGLN (F )
((
αβ 7→β
′
)−1)
cV,β′
= cGLN (F )
(
αβ
′ 7→β
)
cV,β′ .
Assuming that cV is injective, and writing c
−1
V for the left-inverse of cV , we calculate from (1.1.9)
that
(1.1.10) cV,βc
−1
V,β′ ∈ Aut(GLN (F )) is given by cGLN (F )
(
αβ 7→β
′
)
.
In keeping with the practice established after (1.1.1), we will omit the subscript h when H is a Lie
group acting on its Lie algebra by conjugation. Thus, for any basis β of h,
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cβ := ch,β .
Further, except in situations such as the proofs of Proposition 1.1.1 and 3.1.3 below, where we are
dealing with cβ for different bases β of h at the same time, we will fix a single basis β for h and
blur the distinction between c and cβ . For example, in this chapter, whenever H = SL2(C) and
V = Lie(H), we will write c to denote both the “abstract” morphism c of H into Aut(V ) and
the linear morphism cβ of H into GL3(C), where β is the orthonormal basis for Lie(H) defined in
(1.1.3). Whenever the linear morphism into GL3(C) is induced by a basis β
′ 6= β, the notation cβ′
will be used.
Proof of Proposition 1.1.1. For (a), it is clear that the kernel of c is the center of SL2(C),
which equals {±I}. The surjectivity of c follows from a comparison of the dimensions of SL2(C)
and G (both have complex dimension 3), and from the well-known fact that G is connected.
Let h ∈ SL2(C), so that
h =
(
a b
c d
)
, with ad− bc = 1.
Recall the basis β′ = {X ′1, X ′2, Y ′} for Lie(SL2(C)). A routine calculation using (1.1.2) shows that
we have
(1.1.11) cβ′(h) =

 a2 −b2 −2ab−c2 d2 2cd
−ac bd ad+ bc

 .
Let αβ 7→β
′
be the change-of-basis matrix, satisfying relation (1.1.8). As a consequence of the the
relations (1.1.3), we obtain
(1.1.12) (αβ 7→β
′
)−1 =

1 i 01 −i 0
0 0 1

 .
Using (1.1.9), (1.1.12), and (1.1.11) we obtain
c(h) := cβ(h) =


a2−c2+d2−b2
2
i(a2−c2+b2−d2)
2 cd− ab
i(b2+d2−a2−c2)
2
a2+c2+b2+d2
2 i(ab+ cd)
−ac+ bd i(ac+ bd) ad+ bc

 .
This gives part (b) of the proposition.
Whenever G1 ⊆ GLN1(F ) and G2 ⊆ GLN2(F ) are linear groups and ϕ is a morphism
expressed by a formula involving only polynomial functions of the entries, ϕ may be extended to a
rational map
ϕ˜ : M(,N1)(F )→ M(,N2)(F ).
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For example, since all the entries in (1.1.6) are polynomials in the entries of the matrix in SL2(C),
we may extend c to a map
(1.1.13) c˜ : Mat2(C)→ Mat3(C).
We note some properties of c˜ that will be useful later. Let ℓ denote a complex number and α an
arbitrary 2-by-2 matrix.
(1.1.14) If c˜(α) has integral entries and ℓ2 ∈ Z[i] then c˜(ℓα) has integral entries.
We deduce (1.1.14) by observing that the entries of c˜(α) are homogeneous polynomials of degree 2
in the entries of α. As an immediate corollary of (1.1.14), one has
(1.1.15) If ℓ2 ∈ Z[i]∗, then c˜(α) has integral entries if and only if c˜(ℓα) has integral entries.
We now wish to describe the inverse image c−1(Γ) as a subset of SL2(C)/{±I} with respect
to the standard coordinates of SL2(C). According to Proposition 1.1.1, this amounts to describing
the quadruples
(1.1.16) (a, b, c, d) ∈ C4, with ad− bc = 1, and the entries of the right-side of (1.1.6) integers.
Describing the quadruples meeting conditions (1.1.16) will be the subject of the remainder of this
section and the next, culminating in the proof of Proposition 1.1.9.
Conventions regarding multiplicative structure of Z[i]. Before stating the proposition, we
establish certain conventions we will use when dealing with the multiplicative properties of the
Euclidean ring Z[i]. First, it is well-known that Z[i] is a Euclidean, hence principal, ring. That Z[i]
is principal means that all ideals I of Z[i] are generated by a single element m ∈ Z[i], so that every
I is of the form (m). However, there is an unavoidable ambiguity in the choice of generators caused
by the presence in Z[i] of four units, ij , for j ∈ {0, . . . , 3}, in Z[i]. We will adopt the following
convention to sidestep the ambiguity caused by the group of units.
Definition 1.1.2. We refer to the following subset of C× as the standard subset
(1.1.17) {z ∈ C× | Re(z) > 0, Im(z) ≥ 0}.
That is, the standard subset of C× is the union of the interior of the first quadrant and the positive
real axis. An element of Z[i] in the standard subset will be referred to as a standard Gaussian
integer, or more simply as a standard integer when the context is clear.
Because of the units in Z[i], each nonzero ideal I of Z[i] has precisely one generator which
is a standard integer. Henceforth, we refer to generator of I which is a standard integer as the
standard generator of I. Unless otherwise stated, whenever we write I = (m), to indicate the
ideal I generated by an m ∈ Z[i], it will be understood that m is standard. Conversely, whenever
we write an ideal I in the form (m), it will be understood that m is the standard generator of I.
Thus, for example, since (1 − i) = i3(1 + i) with 1 + i standard, we write I =: (1 − i)Z[i], defined
as the ideal of Gaussian integers divisible by 1− i, in the form I = (1 + i).
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Similar comments apply to Gaussian primes, factorization, and greatest common divisor in
Z[i]. By a “prime in Z[i]”, we will always mean a standard prime. By “prime factorization” in Z[i]
we will always mean factorization into a product of standard primes, multiplied by the appropriate
unit factor. Note that the convention regarding standard primes uniquely determines the unit
factor in a prime factorization. For example, since
2 = i3(1 + i)2
and (1+ i)3 is standard, the above expression is the standard factorization of the Gaussian integer
2, and i3 is uniquely determined as the standard unit factor in the prime factorization of 2 ∈ Z[i].
Definition 1.1.3. For x, y ∈ Z[i], consider (x, y)Z[i], the ideal generated by x and y. Define
GCD(x, y)to be the unique m ∈ Z[i] such that m is standard and (m) = (x, y)Z[i].
We will use the following three basic properties of GCD(x, y). In each case, the proof is the
same as for the corresponding properties of the greatest common divisor for the rational integers.
Let x, y, z ∈ Z[i]. Then we have
GCD1 GCD(x, y)|x,
GCD2 GCD
(
x
GCD(x,y) ,
y
GCD(x,y)
)
= 1,
GCD3 There exist z, w ∈ Z[i] such that xz − yw = GCD(x, y).
By convention, unless stated otherwise, the “trivial ideal” Z[i] will be understood to belong
to the set of ideals of Z[i]. The standard generator of the trivial ideal Z[i] is, of course, 1.
To facilitate the statement of Proposition 1.1.9, we estblish the following conventions. First,
we use ω8 to denote the unique primitive eighth root of unity in the standard set of C
×. Observe
that
(1.1.18) ω8 =
√
2
2
(1 + i), and ω28 = i.
The SL2(Z[i])-space M
N
2 .
Definition 1.1.4. For N ∈ Z[i],MN2 will the subset of Mat2(Z[i]) consisting of the elements
with determinant N . Since the group SL2(Z[i]) acts on M
N
2 by multiplication on the left, M
N
2 is a
SL2(Z[i])-space.
It is not difficult to see that the action of SL2(Z[i]) on M
N
2 fails to be transitive, so M
N
2 is not
a SL2(Z[i])-homogeneous space. The purpose of the subsequent definitions and results is to give a
description of the orbit structure of the SL2(Z[i])-space M
N
2 .
Let
(1.1.19) Ωy := a fixed set of representatives of Z[i]/(y), for all y ∈ Z[i]
It is clear that, for each y ∈ Z[i], a number of possible Ωy exist. For the general result, Proposition
1.1.7, below, the choice of Ωy does not matter, and we leave it unspecified. However, in the specific
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applications of Proposition 1.1.7, where y is always of the form y = (1+ i)n for n a positive integer,
it will be essential to give an Ωy explicitly, which we now do.
So let n ∈ N, n ≥ 1. In the definition of Ω(1+i)n , we use the “ceiling” notation, defined as
follows:
⌈q⌉ = smallest integer ≥ x
y
.
Now set
(1.1.20) Ω(1+i)n =
{
r + si with r, s ∈ Z, 0 ≤ r < 2⌈n2 ⌉, 0 ≤ s < 2n−⌈n2 ⌉
}
.
The definition is justified by Lemma 1.1.5, below. In order not to interrupt the flow of paper, we
delay the proof of Lemma 1.1.5 until the end of §1.1.
Lemma 1.1.5. For n ≥ 1 an integer, let Ω(1+i)n be defined as (1.1.20). Then
Ω(1+i)n is a complete set of representatives of Z[i]/((1 + i)
n) for all n.
Definition 1.1.6. Let N ∈ Z[i] be fixed, and for each y ∈ Z[i] let Ωy be as in (1.1.19).
Define the matrix αN(m,x) ∈MN2 as follows,
(1.1.21) αN(m,x) =
(
m x
0 Nm
)
, for m ∈ Z[i], m|N, x ∈ ΩN
m
.
It is trivial to verify that αN(m,x), as given by (1.1.21), indeed has determinant N , i.e.
αN(m,x) ∈ MN2 . The point of Definition 1.1.6 is given by the following proposition.
Proposition 1.1.7. For N ∈ Z[i] − {0}, let MN2 be the SL2(Z[i])-space of matrices with
entries in Z[i] and determinant N . Define the matrices αN(m,x) as in (1.1.21). Then
(1.1.22) MN2 =
⋃
{
m∈Z[i]| m|N,
N
m
standard
}·
⋃
x∈ΩN
m
· SL2(Z[i])αN(m,x),
and (1.1.22) gives the decomposition of the SL2(Z[i])-space M
N
2 into distinct SL2(Z[i])-orbits.
We delay the proof of Proposition 1.1.7 until the end of §1.1, and here restrict ourselves to
some concerning the significance of Proposition 1.1.7. First, a statement equivalent to Proposition
1.1.7 is that an arbitrary α ∈MN2 has a uniquely determined product decomposition of the form
(1.1.23)
α =
(
a b
c d
)
=
(
p q
r s
)(
m x
0 Nm
)
, withm ∈ o, m|N, N
m
standard, x ∈ ΩN
m
, pr − qs = 1.
The uniqueness is derived from Proposition 1.1.7 as follows. The second matrix in the product
of (1.1.23) is uniquely determined by the matrix decomposition because of the disjointness of the
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union in (1.1.22). The first matrix in the product appearing in (1.1.23) is therefore also uniquely
determined.
The second remark is that Proposition 1.1.7 may be thought of as the Gaussian-integer
version of the decomposition of elements of Mat2(Z) of fixed determinant N , sometimes known as
the Hecke decomposition. Occasionally we refer to (1.1.23) as the Gaussian Hecke decomposition,
to distinguish it from this classical Hecke decomposition in the context of the rational integers.
Readers familiar with the the proof of the classical Hecke decomposition may skip the proof of
Proposition (1.1.7), since the proof is the same as that of the classical decomposition except for
some care that has to be taken because of the presence of additional units in Z[i]. For the classical
Hecke decomposition, see page 110, §VII.4, of [Lan76], which is the source of our notation for the
Gaussian version.
Statement of the Main Result of §1. Let Ξ be an arbitrary subset of SL2(Z[i]). Suppose, at
first, that Ξ is actually a subgroup of SL2(Z[i]). Since SL2(Z[i])α
N(m,x) is an SL2(Z[i])-space, it is
also a Ξ-space. For general, Ξ, however, the action of Ξ on SL2(Z[i])α
N(m,x) fails to be transitive,
i.e., SL2(Z[i])α
N(m,x) is not a Ξ-homogeneous space. We will now describe the orbit structure of
SL2(Z[i])α
N(m,x) for a specific subgroup Ξ. In order to make the description of the subgroup and
some related subsets of SL2(Z[i]) easier, we introduce the epimorphism
red1+i : SL2(Z[i])→ SL2(Z[i]/(1 + i))
by inducing from the reduction map
red1+i : Z[i]→ Z[i]/(1 + i)
That is, we “extend” red1+i from elements to matrices by setting
(1.1.24) red1+i
((
p q
r s
))
=
(
red1+ip red1+iq
red1+ir red1+is
)
.
Since Ω1+i = {0, 1}, we may identify Z[i]/(1 + i) with {0, 1}. Similarly to the convention with
p, q, r, s ∈ Z[i], we use (p, q, r, s) to denote a quadruple of elements of Z[i]/(1 + i) such that
ps− r q = 1.
Here are two elements of SL2(Z[i]/(1 + i)) of particular interest.
(1.1.25) I :=
(
1 0
0 1
)
, S :=
(
0 1
1 0
)
∈ SL2(Z[i]/(1 + i)).
The notation in (1.1.25) is chosen to remind the reader that I = red1+i(I) and S = red1+i(S),
where I, S are the standard generators of SL2(Z), as in §VI.1 of [JL06]. Since S2 = I, it is easy
to see that {I, S} is a subgroup of SL2(Z[i]/(1 + i)). Now define
(1.1.26) Ξ12 = red
−1
1+i({I, S}).
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Since red1+i is a morphism, Ξ12 is a subgroup of SL2(Z[i]).
Also, using the epimorphism red1+i we define the following subsets of SL2(Z[i]):
(1.1.27)
Ξ1 = red
−1
1+i
({(
0 1
1 1
)
,
(
1 1
0 1
)})
,
Ξ2 = red
−1
1+i
({(
1 1
1 0
)
,
(
1 0
1 1
)})
.
(The subscripts on the Ξ of (1.1.26) and (1.1.27) are chosen in order to remind the reader of the
column in which zeros appear in the matrices of red1+i(Ξ).) Since SL2(Z[i]/(1 + i)) consists of the
elements I, S and the four elements appearing on the right-hand side of (1.1.27), and red1+i is an
epimorphism,
(1.1.28) SL2(Z[i]) = Ξ1
⋃
· Ξ2
⋃
· Ξ12.
Unlike Ξ12, the subsets Ξ1 and Ξ2 of SL2(Z[i]) are not subgroups. All three subsets Ξ in (1.1.26)
and (1.1.27) though have the following property.
(1.1.29)
For fixed
(
p q
)
,
(
r s
) ∈


(
1 1
)
,(
1 0
)
,(
0 1
)

 ⊂ (SL2(Z[i]/(1 + i)))2,
Ξ = red−11+i
({(
p q
r s
)
,
(
r s
p q
)})
.
For example, we obtain Ξ12 by taking
(
p q
)
=
(
1 0
)
and
(
r s
)
=
(
0 1
)
in (1.1.29).
The reason for introducing the subsets Ξ of (1.1.27) is that they allow us, in Sublemma 1.1.8
below to describe precisely the orbit structure of the Ξ12-space SL2(Z[i])α
N(m,x).
Sublemma 1.1.8. Using the notation of (1.1.21) and (1.1.27), we have
(1.1.30) SL2(Z[i])α
N(m,x) =
⋃
Ξ=Ξ1,Ξ2,Ξ12
· ΞαN(m,x).
Each of the three sets in the union (1.1.30) is closed under the action, by left-multiplication, of Ξ12
on SL2(Z[i])α
N(m,x) and equals precisely one Ξ12-orbit in the space SL2(Z[i])α
N(m,x).
Proof. It is clear from (1.1.28) that SL2(Z[i])α
N(m,x) equals the disjoint union three sets
as on the right-hand side of (1.1.30). What remains is to show that each of the three sets in the
union is indeed a Ξ12-orbit. It clearly suffices to show that each Ξ-set is closed under the action of
Ξ12 and that the action of Ξ12 on Ξ is transitive.
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Since the action of Ξ12 on SL2(Z[i])α
N(m,x) is by left-multiplication, it will suffice to prove,
under the action by left-multiplication of Ξ12 on SL2(Z[i]), each Ξ-subset is precisely one orbit.
Note that by (1.1.26), the reduction map red1+i is a group epimorphism of Ξ12 onto {I, S}. The
group {I, S} has an induced action on SL2(Z[i]/(1 + i)). Further, the reduction map
red1+i : SL2(Z[i])→ SL2(Z[i]/(1 + i))
respects the actions of Ξ12 and its image {I, S}. Therefore, it will suffice to prove that
(1.1.31) red1+iΞ is a {I, S} orbit, for each Ξ ∈ {Ξ1, Ξ2, Ξ12}.
In order to prove (1.1.30), we compute the product γ2γ
−1
1 for γ1, γ2 ∈ red1+iΞ. Recall the descrip-
tion of Ξ given in (1.1.29). It follows from (1.1.29) that
γ2γ
−1
1 =
{
I if γ1 = γ2
S ifγ1 6= γ2.
Therefore, for each Ξ-subset and fixed γ ∈ Ξ, we have
(1.1.32) {γ2γ−1 | γ2 ∈ red1+iΞ} = {I, S} = red1+iΞ12
We have
red1+iΞ = {(γ2γ−1)γ | γ2 ∈ red1+iΞ} = {I, S}γ, for each γ ∈ red1+iΞ,
where the second equality follows from (1.1.32). We have verified (1.1.31). By the comments
preceding (1.1.31), this completes the proof of Sublemma 1.1.8.
Proposition 1.1.9. Let c be the morphism from SL2(C) onto G as in (1.1.6). Let Γ =
SO3(Z[i]) be the group of integral points of G in the coordinatization of G induced by the isomor-
phism (1.1.5). Let the subsets Ξ1, Ξ2, Ξ12 of SL2(Z[i]) be as defined in (1.1.26) and (1.1.27). Let
the matrices αN(m,x) be as in (1.1.21). Let ω8 ∈ C be as in (1.1.18). Then we have
(1.1.33) c−1(Γ) =
⋃
δ,=0,1
·
(
1
ωδ8
Ξ12α
iδ(iδ, 0)
⋃
·
( ⋃
ǫ=0,1
· 1
ωδ8(1 + i)
Ξ2α
2i1+δ(i1+δ, iǫ)
))
.
The proof of Proposition (1.1.9) will be completed at the end of §1.2.
Remarks
(a) We use Z[ω8] to denote the ring generated over Z by ω8. By (1.1.18) we have Z[i] ⊂ Z[ω8] and
Z[ω8] = Z[ω8, i]. It follows from Proposition 1.1.9 that c
−1(Γ) ⊆ SL2(C) is in fact a subset of
SL2(Q(ω)). More precisely, of the two parts of the right-hand side of (1.1.33), we have
(1.1.34)
1
ωδ8
Ξ12α
iδ (iδ, 0) ⊆ SL2(Z[i, ω8]) for δ ∈ {0, 1},
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while
(1.1.35)
( ⋃
ǫ=0,1
· 1
ωδ8(1 + i)
Ξ2α
2i1+δ (i1+δ, iǫ)
)
⊆ SL2
(
Z
[
i, ω8,
1
1 + i
])
for δ ∈ {0, 1}
(b) One can easily verify that the set on the left-hand side of (1.1.34) is closed under multiplica-
tion, while the set on the left-hand side of (1.1.35) is not. More precisely, through a rather
lengthy calculation, not included here, one verifies that
(1.1.36) for (x, y) a pair of elements of the form of (1.1.35), xy is


of form (1.1.35)
or
of form (1.1.34).
with each possibility in (1.1.36) being realized for an suitable pair (x, y). These calculations
amount to a brute-force verification of the fact that the right-hand side of (1.1.33) is closed
under multiplication. But, because Γ is a group and c a morphism, this fact also follows from
Proposition 1.1.9, after §1.2.
The explicit representation of c−1(Γ) in 1.1.9 allows us to read off certain group-theoretic
facts relating c−1(Γ) to SL2(Z[i]). In Lemma 1.1.10 below we use the notation
[G : H ] is the index of H in G, for any group G with subgroup H.
Lemma 1.1.10. Let c−1(Γ) be the subgroup of SL2(C) described above, given explicitly in
matrix form in (1.1.33). All the other notation is also as in Proposition 1.1.9.
(a) We have
c−1(Γ) ∩ SL2(Z[i]) = Ξ12.
(b) We have
(1.1.37) [c−1(Γ) : Ξ12] = 6, [SL2(Z[i]) : Ξ12] = 3.
Explicitly, the six right cosets of Ξ12 in c
−1(Γ) are the two cosets obtained by letting δ range
over {0, 1} in
1
ωδ8
Ξ12α
iδ(iδ, 0)
and the four cosets obtained by letting δ, ǫ range over {0, 1} independently in
1
ωδ8(1 + i)
Ξ12
(
1 1
0 1
)
α2i
1+δ
(i1+δ, iǫ).
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Proof. Letting δ, ǫ range over {0, 1} independently, we see that the expression for c−1(Γ)
on the right-hand side (1.1.33) does indeed represent c−1(Γ) as the union of six disjoint sets. Now,
Sublemma 1.1.8 says that each of the six subsets in the union is closed under left-multiplication
by Ξ12. Therefore, Sublemma 1.1.8 implies that that each of the six sets in the union is actually a
right Ξ12-coset. These observations prove part (b), except for the statement that
[SL2(Z[i]) : Ξ12] = 3,
which follows immediately from (1.1.26).
1
ωδ8(1 + i)
Ξ12Ξ2α
2i1+δ(i1+δ, iǫ).
We now prove part (a). The coset obtained by taking δ = 0 in
1
ωδ8
Ξ12α
iδ(iδ, 0)
is exactly Ξ12. Now, since Ξ12 ⊂ SL2(Z[i]) by definition of Ξ12, any of the six Ξ12 subsets mentioned
in Part (b) is either contained within SL2(Z[i]), or else is disjoint from SL2(Z[i]). Therefore, to
complete the proof of Part (a), it suffices to observe that
1
ω8
Ξ12α
i(i, 0)
is not contained in SL2(Z[i]), nor is
1
ωδ8(1 + i)
Ξ12Ξ2α
2i1+δ(i1+δ, iǫ).
when ǫ, δ take values in {0, 1}.
Proofs of Lemma 1.1.5 and Proposition 1.1.7. We close §1.1 by giving two proofs that were
deferred in the course of the main exposition.
Proof of Lemma 1.1.5. Since
2⌈
n
2 ⌉ ≡ 0 mod (1 + i)n,
it is easy to see that every residue class modulo (1+ i)n has at least one representative of the form
(1.1.38) r + si with 0 ≤ r, s < 2⌈n2 ⌉.
If n is even, then ⌈n2 ⌉ = n2 . Therefore, the set of elements of the form (1.1.38) is precisely Ω(1+i)n .
If n is odd, then n− ⌈n2 ⌉ = n2 − 12 , so that
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2n−⌈
n
2 ⌉(1 + i) ≡ 0 mod (1 + i)n.
If the representative of the form (1.1.38) isnot in Ω(1+i)n , then subtract 2
n−⌈n2 ⌉(1 + i) from the
initial representative, and add back 2⌈
n
2 ⌉ to the result, if necessary. In this manner, we produce a
representative of the given residue class in Ω(1+i)n , and we are done with the case n even. So, we
have now shown that every residue class modulo (1+ i)n has at least one representative in Ω(1+i)n .
It is now routine to very that there is exactly one such representative in Ω(1+i)n . One method is to
calculate the number of residue classes modulo (1 + i)n (i.e., 2n) and compare that number with
#Ω(1+i)n , which can be calculated directly from (1.1.20).
Proof of Proposition 1.1.7. In the remarks following the statement of the Proposition, we
gave a more explicit, but equivalent, form of Proposition 1.1.22. The more explicit form is the
statement that each element α ∈MN2 has a unique expression of the form (1.1.23). It is the explicit
form of Proposition 1.1.7 given in (1.1.23) that we will now prove,
(1.1.39)
(
a b
c d
)
=
(
p q
r s
)(
m x
0 Nm
)
, withm ∈ o, m|N, N
m
standard, x ∈ ΩN
m
, pr − qs = 1.
We now give an explicit procedure for finding m,x in which each step is uniquely determined. Then
we fine q, s so that (1.1.39) is verified. The uniqueness in the proposition follows from the fact
that the procedure uniquely determines m,x, hence the first matrix in the explicit decomposition
(1.1.39), hence also the second matrix in the explicit decomposition (1.1.39).
Choose ǫ ∈ {0, 1, 2, 3} so that
N
iǫGCD(a, c)
is standard.
Set
(1.1.40) m = iǫGCD(a, c).
With this definition of m, we have Nm standard.
Next, choose p, r ∈ Z[i] satisfying
(1.1.41)
(
a
c
)
= m
(
p
r
)
.
By (1.1.40) and (1.1.41), it is clear that p, r ∈ Z[i] satisfying (1.1.41) exist and are uniquely
determined. From the determinant condition ad− bc = N and (1.1.41) we have
(1.1.42) pd− rb = N
m
By property GCD 2 and (1.1.41), we have
(1.1.43) GCD(p, r) = 1.
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By Property GCD 3 there exist q0, s0 ∈ Z[i] with
(1.1.44) ps0 − rq0 = 1.
By (1.1.19), we can define an element x ∈ Z[i] by the conditions
(1.1.45) x ∈ ΩN
m
such that redN
m
(x) = redN
m
(−qd+ sb).
At this point we have given the procedure for finding m, x with each step uniquely determined, so
it is clear that m, x are uniquely determined. Now it remains to find q, s so that (1.1.39) is verified.
By (1.1.45) there is a unique ℓ ∈ Z[i] such that
(1.1.46) x = q0d+ s0b+ ℓ
N
m
.
Now define q, s by the condition
(1.1.47)
(
q
s
)
=
(−pℓ+ q0
−rℓ+ s0
)
.
Note first that according to the definitions of m, x and p through s,
(1.1.48)
(
p q
r s
)(
m x
0 Nm
)
=
(
p q0
r s0
)(
1 −ℓ
0 1
)(
1 ℓ
0 1
)(
m −q0d+ s0b
0 Nm
)
=
(
p q0
r s0
)(
m −q0d+ s0b
0 Nm
)
.
Multiplying the matrices on the right side of (1.1.48), then applying (1.1.44), (1.1.41), and (1.1.42)
we obtain
(1.1.49)
(
pm −pq0d+ ps0b+ q0Nm
rm −rq0d+ rs0b+ s0Nm
)
=
(
a q0(−pd+ rb + Nm ) + b
c s0(pd+ rb +
N
m ) + d
)
=
(
a b
c d
)
.
Putting (1.1.48) and (1.1.49) together, we have completed the verification of (1.1.23). By the above
comments, this completes the proof of Proposition 1.1.7.
1.2 Proof of Proposition 1.1.9.
The present section is devoted to developing the machinery used in proving Proposition 1.1.9 and
then completing the proof. Since this machinery will not be used again in this chapter, the reader
may wish to skip this section on a first reading. For easier reference in the course of these lemmas,
it will be useful to identify and label several properties that may belong to the quadruple
(1.2.1) (a, b, c, d) ∈ C4.
In order to state these properties more easily, we make the following definition.
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Definition 1.2.1. A permutation of the quadruple (a, b, c, d) is a quadruple with the
same entries as (a, b, c, d), but possibly in a different order.
It will be our convention to use (x, y, z, w) for a permutation of (a, b, c, d), and for the
remainder of the section, it will always be assumed, unless stated otherwise, that the letters x, y, z, w
denote the elements of an arbitrary permutation of (a, b, c, d). In order to illustrate the reason for
formalizing the notion of the permutation of a quadruple, note the difference between speaking of, on
the one hand, the pair of elements (x, y) of the permutation (x, y, z, w) of the quadruple (a, b, c, d),
and, on the other hand, a pair of elements (x, y) of the quadruple (a, b, c, d). Assuming that the
entries a, b, c, d are distinct complex numbers we may, in the first case, infer that x, y, z, w are also
distinct complex numbers, whereas in the second case, we cannot infer this because, for example,
it may be that x = y = a.
List of commonly used properties of the quadruple (a, b, c, d) ∈ C4 of (1.2.1). In the list
of properties, we will always assume that (x, y, z, w) is an arbitrary permutation of 1.2.1.
(i) ad− bc = 1.
(ii) 2xy ∈ Z[i].
(iii) x2 + y2 + z2 + w2, x2 − y2 + z2 − w2 ∈ ((1 + i)2) .
(iv) At least three of the elements of (1.2.1) are nonzero.
(v) Exactly two of the elements of (1.2.1) are nonzero.
(vi) x2 ∈ Q(i).
(vii) If x 6= 0 then x = ω±j8 for j ∈ {0, 1, 2, 3, 4} depending only on (1.2.1).
In certain situations, it will be convenient to refer to the following weaker version of
Property (i):
(i′) ad− bc 6= 0.
The reason for introducing Property (i′) can be glimpsed from the following simple observation.
Sublemma 1.2.2. Let (a, b, c, d) ∈ C4 be a quadruple, and let z ∈ C such that z2 ∈ C−{0}.
(a) The quadruple
z(a, b, c, d) := (za, zb, zc, zd) ∈ C4
has Property (iv), respectively Property (v), if and only if (a, b, c, d) has Property (iv), respec-
tively Property (v).
(b) Assume in addition that z ∈ Z[i]− {0}. Then, if (a, b, c, d) has Property (i′), resp., Property
(ii), resp. Property (iii), then the quadruple z(a, b, c, d) has Property (i′), resp., Property (ii),
resp. Property (iii).
Sublemma 1.2.2 is verified immediately from the definitions of Properties (i′), (ii) and (iii).
Sublemma 1.2.3. Let (a, b, c, d) ∈ C4 be a quadruple as in (1.2.1). Then we have the
following implications.
(a) Properties (ii) and (iv) imply Property (vi).
(b) Properties (iii) and (v) imply Property (vi).
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(c) Properties (i′), (iii), (v) together imply Property (vii).
Proof. For (a), by Property (iv) we may assume without loss of generality that x, z, w 6= 0.
We may express x2 in the following form.
(1.2.2) x2 =
(2xy)(2xz)
(2zw)
.
By the choice of z, w, the denominator of the right hand side of (1.2.2) is nonzero, so (1.2.2) makes
sense. By property (ii), each of the factors in the numerator and denominator of (1.2.2) are in Z[i],
so (1.2.2) lies in Q(i).
For (b), if x = 0, then obviously x2 ∈ Q(i). By Property (v) we may assume that x, y 6= 0,
while z = w = 0. Write
(1.2.3) 2x2 = (x2 + y2) + (x2 − y2).
Since z, w = 0, Property (iii) implies that the two terms in parentheses on the right side of (1.2.3)
belong to
(
(1 + i)2
)
. So (1.2.3) implies that we have 2x2 ∈ ((1 + i)2). Therefore,
(1.2.4) Properties (iii) and (v) together imply x2 ∈ Z[i] ⊆ Q(i).
By (1.2.4), Properties (iii) and (v) together certainly imply Property (vi).
For (c), by Property (v), we may assume that x, y 6= 0 and z = w = 0. By (i′), we must have
that {x, y} = {a, d} or {b, c}. In either case, substitution into (i′) yields
(1.2.5) xy = ±1, so that (x2)(y2) = 1.
By Properties (iii), (v), and (1.2.4), we have that x2, y2 ∈ Z[i]. Therefore, (1.2.5) implies that
x2 is a unit in Z[i]. But the units of Z[i] are i±ǫ, ǫ ∈ {0, 1, 2}, so that by (1.1.18), x = ω±δ8 for
δ ∈ {0, 1, 2, 3, 4}. This completes the proof of (c).
Sublemma 1.2.4. Let (a, b, c, d) ∈ C4 as in (1.2.1). Then we have the implicaton
Property (i′) implies either property (iv) or (v).
Proof. It is clear that Property (i) implies that at least 2 of the entries of (a, b, c, d) are
nonzero, so (1.2.1) has Property (iv) or Property (v).
Sublemma 1.2.5. Let (a, b, c, d) as in (1.2.1) be a quadruple of complex numbers satisfying
the conditions of (1.1.16). Then
(a) We have that (1.2.1) satisfies both properties (ii) and (iii).
(b) We have that (1.2.1) satisfies either property (iv) or (v).
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Proof. The conditions of (1.1.16) consist of Property (i) above and the statement that the
entries of (1.1.6) belong to Z[i]. Property (i) obviously implies Property (i′). Therefore, we can
apply Sublemma 1.2.4 to obtain part (b).
For part (a), we explain why the statement that the entries of (1.1.6) belong to Z[i] implies
both Properties (ii) and (iii). As a consequence of Property (i), we have
(1.2.6) ad− bc ∈ Z[i].
Assume as above that (x, y, z, w) is an arbitrary permutation of (1.2.1). By examining the entries
in the third row and column of (1.1.6) and by using (1.2.6), we see that
(1.2.7) (xy + zw), (xy − zw) ∈ Z[i].
A routine calculation shows that
(1.2.8) 2xy ∈ Z [i, (xy + zw), (xy − zw)] .
Together (1.2.7) and (1.2.8) imply that 2xy ∈ Z[i], which is Property (ii). For Property (iii), we
see by direct inspection of the upper left 2-by-2 block of entries of (1.1.6) that
x2 + y2 + z2 + w2
2
,
(x2 − y2 + z2 − w2)
2
∈ Z[i].
We have
x2 + y2 + z2 + w2, x2 − y2 + z2 − w2 ∈ 2Z[i] = ((1 + i)2) .
So (1.2.1) satisfies Property (iii).
Lemma 1.2.6. Let (a, b, c, d) as in (1.2.1) be a quadruple of complex numbers satisfying
the conditions of (1.1.16).
(a) We have (1.2.1) has property (vi).
(b) In particular if (1.2.1) has property (v), then (1.2.1) has property (vii).
Proof. By Sublemma 1.2.5, part (a), (1.2.1) satisfies both properties (ii) and (iii). By
Sublemma 1.2.5, part (b), (1.2.1) satisfies either (iv) or (v). If (1.2.1) satisfies (iv), then we apply
part (a) of Sublemma 1.2.3, and if (1.2.1) satisfies (v), then we apply part (b) of Sublemma 1.2.3,
to conclude that (1.2.1) satisfies Property (vi). This completes the proof of (a).
Part (b) follows from Sublemma 1.2.5, part (a) and Sublemma 1.2.3, part (c).
The map ordν and its properties. Let o be a PID with field of fractions k. For any prime
ν ∈ o, the ν-adic valuation on k, written ordν has its usual meaning. Namely,
ordν : k → Z ∪∞,
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such that for all x ∈ k∗,
x = (ν)ordν(x)
px
qx
, with px, qx ∈ o and x 6 | pxqx,
and by convention,
ordν(0) =∞.
Thus, ordν(x) is positive (resp. negative, resp. zero) when ν divides the numerator (resp. denomi-
nator, resp. neither numerator nor denominator) of x ∈ k∗ written “in lowest terms”. We recall the
following elementary properties of ordν . In each property x, y are arbitrary elements of o. For any
two elements x, y ∈ o, we use the notation x ∼ y to indicate that x and y differ by multiplication
by a unit in o.
ORD 1 ordν(xy) = ordν(x) + ordν(y).
ORD 2 ordν(x+ y) ≥ min (ordν(x), ordν(y)) .
ORD 3 ordν(x) > ordν(y) implies ordν(x+ y) = ordν(y).
ORD 4 We have
y ∼
∏
ν
νordν(y), i.e., y = iǫ(y)
∏
ν
νordν(y), for someu ∈ o∗,
where the product is taken over all standard primes ν and is actually finite, because
ordν(y) = 0 for almost all ν, and ǫ(y) ∈ {0, 1, 2}.
ORD 5 Let n be a positive integer, x ∈ o, u ∈ o∗. Then we have
min (ordν(x), ordν(x+ uν
n)) ≤ n.
Properties ORD 1, ORD 2, and are covered in all standard treatments of the subject, see e.g.
[HS00], p. 170, and ORD 4 is easy to verify from the definitions, so we omit the proofs of these
three properties.
Proof of ORD 3 and ORD 5. Property ORD 3 is clear whenever either x or y is zero, so
we may assume that x, y ∈ k∗. By the definition of ordν we have
(1.2.9) x = νordν(x)
px
qx
, y = νordν(y)
py
qy
, with ν 6 | pxqxpyqy.
One sees that
(1.2.10) x+ y = νordν(y)
pyqx + ν
ordν(x)−ordν(y)pxqy
qxqy
By (1.2.9), ν 6 | qxqy. We claim that also
(1.2.11) ν 6 |
(
pyqx + ν
ordν(x)−ordν(y)pxqy
)
.
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For suppose that (1.2.11) is false. Then because ordν(x) > ordν(y), we have
ν|νordν(n)−ordν(y)pxqy.
We obtain ν|pyqx. But ν|pyqx contradicts (1.2.9). This contradiction proves (1.2.11). By (1.2.11),
(1.2.10) can be written as
x+ y = νordν(y)
px+y
qx+y
with ν 6 | px+yqx+y.
Here,
px+y = pyqx + ν
ordν(x)−ordν(y)pxqy, and qx+y = qxqy.
This completes the proof of Property ORD 3.
Before proving ORD 5, note that ORD 4 trivially implies that
(1.2.12) ordν(u) = 0 for all ν prime, u ∈ o∗.
In proving Property ORD 5, we may assume without loss of generality that
ordν(x) > n.
By ORD 1 and (1.2.12), we have ordν(uν
n) = n. We may therefore apply ORD 3 with y = uνn,
and we deduce that
ordν(x+ uν
n) = ordν(uν
n) = n.
Thus, we have verified Property ORD 5.
Remark 1.2.7. We must assume strict inequality in the hypothesis of ORD 3, as is easily
seen from the example of o = Z[i], ν = (1 + i), x = y ∈ Z[i]− {0}.
Application of ordν to the quadruple (1.2.1). For Sublemma 1.2.8, it will be more convenient
to use the following alternate forms of Properties (ii) and (iii).
(ii′) For each pair (x, y) of elements of (1.2.1) we have
4x2y2 ∈ Z[i].
(iii′) For each pair (x, y) of elements of (1.2.1) we have
x2 + y2 ∈ Z[i].
It is easy to see that each of Properties (ii) and (iii) implies its “primed” form.
We shall use the above notation and the ORD properties primarily in the case when o = Z[i],
so that k = Q(i).
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Sublemma 1.2.8. Assume for all that follows that (1.2.1) satisfies Property (vi). Let
(x, y, z, w) be an arbitrary permutation of (1.2.1).
(a) Assume that (1.2.1) has Property (ii′). Let ν ∈ Z[i] be a (Gaussian) prime. Then we have
(1.2.13) ordν(x
2) + ordν(y
2) ≥ −ordν(4).
(b) Assume that (1.2.1) has Property (iii′). Then
(1.2.14) ordν(x
2) < 0 implies ordν(x
2) = ordν(y
2).
(c) Assume that (1.2.1) has both Properties (ii′) and (iii′). Then we have
(1.2.15) ordν(x
2) ≥ 0 for ν 6= 1 + i,
and
(1.2.16) ord1+i(x
2) ≥ −2.
Proof. Property (vi) guarantees that all the quantities mentioned in the lemma belong to
Q(i), that is, these quantities are in the domain of ordν .
Part (a) is an application of the fact that ordν is positive on Z[i], combined with ORD 1,
applied to the statement of Property (ii′).
For (b), suppose otherwise. Then (1.2.1) satisfies property (iii′), and we have both
ordν(x
2) < 0, and ordν(y
2) 6= ordν(x2). Since ordν(y2) < ordν(x2) we may assume without loss of
generality that ordν(y
2) > ordν(x
2). By ORD 3, we have
(1.2.17) ordν(x
2 + y2) = ordν(x
2), so that ordν(x
2 + y2) < 0
Property (iii′) implies that ordν(x2 + y2) ≥ 0. But (1.2.17) says that contrary. Therefore, our
assumptions imply a contradiction. This proves part (b) of the Sublemma.
We now prove (c). First, since 4 ∼ (1 + i)4, we compute that
(1.2.18) ordν(4) = 0, for ν 6= 1+ i, whereas ord1+i(4) = 4.
Clearly, to prove (c), we may assume that ordν(x
2) < 0, because if ordν(x
2) ≥ 0, (c) is trivial.
Therefore, (b), gives ordν(x
2) = ordν(y
2). Substituting this equality into (1.2.13), and solving for
ordν(x
2) we obtain
(1.2.19) ordν(x
2) ≥ ordν(4)
2
.
Applying (1.2.18) to (1.2.19) gives (1.2.15) and (1.2.16).
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Sublemma 1.2.9. Suppose that (1.2.1) satisfies Property (ii). Let (x, y, z, w) be an arbitrary
permutation of (1.2.1).
(a) Then
(1.2.20) ordν(4x
2y2) ∈ 2Z, for all ν prime.
(b) Assume that (1.2.1) satisfies Property (vi). Then
(1.2.21) ordν(x
2) ≡ ordν(y2) mod 2, for all ν prime.
(c) Assume that (1.2.1) satisfies Property (i). Then we have
min(ordν(ad), ordν(bc)) ≤ 0 for all ν prime.
Proof. For (a), Property (ii) implies that 2xy is in the domain of ordν . Since 4x
2y2 = (2xy)2,
we have from ORD 1 that
ordν(4x
2y2) = 2ordν(2xy) ∈ 2Z.
For (b), Property (vi) implies that each entry x2 lies in the domain of ordν . By ORD 1 and
(1.2.18), we have
(1.2.22) ordν(4x
2y2) = ordν(4) + ordν(x
2) + ordν(y
2) ≡ ordν(x2) + ordν(y2) mod 2.
By (1.2.20), the left side of (1.2.22) is even. Therefore, (1.2.22) implies that
ordν(x
2) + ordν(y
2) ≡ 0 mod 2,
which gives (1.2.21).
For (c), Property (ii) implies that 2ad, 2bc ∈ Z[i], from which it certainly follows that
ad, bc ∈ Q(i).
Thus, ad, bc are in the domain of ordν ’s. By ORD 2, we have
(1.2.23) min(ordν(ad), ordν(bc)) ≤ ordν(ad− bc).
But by Property (i),
(1.2.24) ordν(ad− bc) = ordν(1) = 0.
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Combining (1.2.23) and (1.2.24), we obtain part (c).
The three possibilities for the order at 1 + i of the entries of (1.2.1) satisfying (1.1.16).
With (a, b, c, d) a quadruple as in (1.2.1), we define the Pi, i ∈ {0, 1, 2}, possibilities that (1.2.1)
may satisfy. In the definition of the Pi Possibilities, it is assumed as usual that (x, y, z, w) is an
arbitrary permutation of (1.2.1). Also, each Pi Possibility includes the implicit condition that all
of the quantities mentioned are rational, i.e. lie in the domain of ord1+i.
P0 ord1+i(x
2) ∈ 2Z≥0. Further,
(1.2.25) ord1+i(a
2d2)ord1+i(b
2c2) = 0.
P1 ord1+i(x
2) = −1.
P2 ord1+i(x
2) = −2.
The notation reminds us that for (a, b, c, d) satisfying Pi for i = 1, 2 we have ord1+i(x
2) = i and
ord1+i(x
2) ≥ i when i = 0, with equality satisfied for at least one permutation (x, y, z, w). It is
obvious that (1.2.1) satisfies at most one of the Pi possibilities. Thus, the point of Lemma 1.2.10,
part (b), is that, under the hypothesis of (1.1.16), (1.2.1) satisfies at least one of the Pi possibilities.
Lemma 1.2.10. Let (a, b, c, d) as in (1.2.1) be a quadruple of complex numbers satisfying
the conditions of (1.1.16). As usual, (x, y, z, w) denotes an arbitrary permutation of (a, b, c, d)
(a) We have
(1.2.26) ordν(x
2) ∈ 2Z≥0, for all ν prime, ν 6= 1 + i.
(b) Exactly one of the possibilities (P0) through (P2) hold.
Proof. By Lemma 1.2.6, part (b), (1.2.1) satisfies Property (iv). By Sublemma 1.2.5, (1.2.1)
has Properties (ii) and (iii), so (1.2.1) also has Properties (ii′) and (iii′). Further, by (1.1.16), (1.2.1)
has property (i). Therefore, all the parts of Sublemmas 1.2.8 1.2.9 apply.
With x, ν as in part (a), we have by Sublemma 1.2.8, part (c),
(1.2.27) ordν(x
2) ∈ Z≥0.
To see that actually ordν(x
2) ∈ 2Z≥0, assume otherwise. By (1.2.27), we may assume that
(1.2.28) ordν(x
2) ∈ 1 + 2Z≥0.
By Sublemma 1.2.9, part (b), we then have,
ordν(y
2), ordν(z
2), ordν(w
2) ∈ 1 + Z≥0.
Therefore, it follows from ORD 1 that
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ordν(x
2y2) ∈ 2 + Z≥0 for an arbitrary permutation of (1.2.1).
In particular, we deduce that
(1.2.29) ordν(a
2d2), ordν(b
2c2) > 0.
Using Sublemma 1.2.9, part (c), together with ORD 1, we deduce that
min
(
ordν(a
2d2), ordν(b
2c2)
) ≤ 0.
Together with (1.2.29), we have reached a contradiction. So (1.2.29) is false, as is assumption
(1.2.28), since (1.2.28) implies (1.2.29). This concludes the proof of (a).
By (1.2.16) in Sublemma 1.2.8, part (b), we have
ord1+i(x
2) ≥ −2,
so that ord1+i(x
2) = −1 or −2, or ord1+i(x2) ≥ 0. If
(1.2.30) ord1+i(x
2) = −1 or − 2,
then by Sublemma 1.2.8, part (b), we have
ord1+i(y
2) = ord1+i(x
2) for all y entry of (1.2.1).
Since the permutation (x, y, z, w), is arbitrary, the two possibilities in (1.2.30) correspond to
Possibilities P1 and P2. Aside from (1.2.30), the only possibility is that
ord1+i(x
2) ≥ 0.
In this case, it follows from Sublemma 1.2.9 that the conditions of P0 are satisfied. First, by part (c)
of Sublemma 1.2.9, we must have (1.2.25). In order to satisfy (1.2.25), we must have ord1+i(x
2) = 0
for some permutation (x, y, z, w) of (1.2.1). Then ord1+i(x
2) ∈ 2Z≥0, and Sublemma 1.2.9, part
(b) implies that ord1+i(x
2) ∈ 2Z≥0 for all elements x of (1.2.1).
Assessing our progress towards the proof of Proposition 1.1.9, we have up until this point,
given necessary, but not sufficient conditions, for a quadruple (1.2.1) to be the entries of a matrix in
c−1(Γ), equivalently to satisfy (1.1.16). The necessary but not sufficient conditions are that (1.2.1)
satisfies exactly of the Pi possibilities, i ∈ {0, 1, 2}, which are given in Lemma 1.2.10, part (b).
We now proceed by analyzing what the necessary and sufficient conditions (1.1.16) tell us about a
quadruple (1.2.1) satisfying one of the Pi possibilities. Once again, we start with some easy and
general observations.
The units in the factorization of x2 and xy. In what follows, we make use of the square
map sq sending z to z2, on various domains and on various restricted parts of these domains. For
Sublemma 1.2.11 below we only need the fact that
(1.2.31) sq|C× : C× → C× is an epimorphism with kernel {iǫ | ǫ ∈ {0, 2}}.
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Sublemma 1.2.11. Let x ∈ C such that x2 ∈ Q(i). Assume that
(1.2.32) ordν(x
2) ∈ 2Z, for all ν prime.
Let ω8 be as in (1.1.18). Let ǫ(x
2) ∈ {0, 1, 2, 3} be as defined in ORD 4. Define δ(x) by
(1.2.33) δ(x) = red2(ǫ(x
2)).
so that δ(x) = 0 or 1 depending on whether ǫ(x2) is even or odd. Then,we have
ω
δ(x)
8 x ∈ Q(i).
Further,
(1.2.34) ω
δ(x)
8 x ∼
∏
ν
νordν(x
2)/2
Proof. Using ORD 4, (1.2.31), and (1.1.18) we verify that
(1.2.35) x = ±ωǫ(x2)8
∏
ν
νordν(x
2)/2.
Here, the hypothesis (1.2.32) guarantees that the numbers ordν(x
2)/2 belong to Z. With δ(x)
defined as in (1.2.33), we clearly have
(ǫ(x2) + δ(x))/2 ∈ Z.
Multiplying both sides of (1.2.35) by ω
δ(x)
8 and applying (1.1.18), we obtain
ω
δ(x)
8 x = ±i(ǫ(x
2)+δ(x))/2
∏
ν
νordν(x
2)/2.
The above expression for ω
δ(x)
8 x shows that it is in Q(i) and differs from
∏
ν ν
ordν(x
2)/2 only by
multiplication by the unit ±i(ǫ(x2)+δ(x))/2. This completes the proof of Sublemma 1.2.3.
Sublemma 1.2.12. Suppose (1.2.1) satisfies Properties (ii) and (iv). Let (x, y, z, w) be a
permutation of (1.2.1). Set δ = δ(x), where δ(x) is as defined in (1.2.33). Then
(1.2.36) ωδ8y ∈ Q(i).
Further,
(1.2.37) ωδ8y ∼
∏
ν
νordν(y
2)/2.
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Proof. Because (1.2.1) satisfies Property (iv), x, y satisfy the hypotheses of Sublemma 1.2.3.
Therefore, δ(x), δ(y) exist, as in the conclusion of Sublemma 1.2.3. By the choice of δ(x), δ(y)
(
ω
δ(x)
8 x
)(
ω
δ(y)
8 y
)
= ω
δ(x)+δ(y)
8 xy ∈ Q(i).
On the other hand, Property (ii) implies that xy ∈ Q(i). We deduce that
(1.2.38) ω
δ(x)+δ(y)
8 ∈ Q(i).
Since δ(x), δ(y) ∈ {0, 1}, δ(x) + δ(y) is 0, 1, or 2. Since ω8 /∈ Q(i), δ(x) + δ(y) = 0 or 2. We deduce
that δ(x) = δ(y). Therefore, we may take δ = δ(x) = δ(y). The Lemma follows by substituting δ
for δ(y) in the conditions defining δ(y).
Since a quadruple satisfying (1.1.16) has Property (iv), Sublemma 1.2.3 says that there exists
for each permutation (x, y, z, w) of (1.2.1) a δ(x) ∈ {0, 1}, such that iδ(x)x ∈ Q(i). Sublemma
1.2.12 is significant addition because it says that δ(x) is actually independent of the permutation.
Sublemma 1.2.12 implies that for every quadruple (1.2.1) satisfying (1.1.16), we may define
(1.2.39) δ = δ
(
(a, b, c, d)
) ∈ {0, 1} such that δ(a, b, c, d) ∈ (Q(i))4.
The square map sq and the group of invertible residues modulo (1+i)n. Before proceed-
ing with the analysis of the set of quadruples satisfying (1.1.16), we must establish certain facts
pertaining to the square map applied to the group of invertible residues modulo (1+ i)n. Note first
that for any ν prime and µ in Z[i] such that ν|µ, the function ordν is well defined on Z[i]/(µ). In
particular, then, we may define
(1.2.40) U(1+i)n := {x ∈ Z[i]/ ((1 + i)n) | ord1+i(x) = 0}.
The set U(1+i)n is closed under multiplication, and U(1+i)n is precisely the group of invertible
elements of Z[i] /(1 + i)n . The endomorphism sq of Z[i] /((1 + i)n) defined by
sq(x) = x2
restricts to an endomorphism of U(1+i)n . In order to describe the image of the restriction sq|U(1+i)n ,
we make the following observation. Note that, since by Lemma 1.1.5, the residue classes in
Z[i] /((1 + i)n) are in bijection with the elements of Ω(1+i)n we may identify U(1+i)n with its image
in Ω(1+i)n . We denote this image by U˜(1+i)n , and identify U˜(1+i)n with U(1+i)n . The identification
of U˜(1+i)n with U(1+i)n makes U˜(1+i)n into a group. We note, for future use that, as a simple
computation shows,
(1.2.41) #U˜(1+i)n = #U(1+i)n = 2
n−1.
Likewise, the identification induces an endomorphism sq|U˜(1+i)n of the group U˜(1+i)n . We usually
refer to the induced endomorphism as ‘sq’, and as ‘sq|U˜(1+i)n’ only when there is any danger of
confusion.
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Definition 1.2.13. We refer to the image sq(U(1+i)n) as the set of quadratic residues in
U(1+i)n . Likewise, we refer to the image sq(U˜(1+i)n) as the set of quadratic residues in U˜(1+i)n
.
Sublemma 1.2.14. Let
(1.2.42) x = r + si ∈ U˜(1+i)n , where r, s ∈ Z,
be a quadratic residue. Then s ∈ 2Z.
Proof. The sublemma results from a straightforward calculation. If n = 1, the result is
trivial, so we may assume that n > 1. The assumption that x is a quadratic residue in U˜(1+i)n
implies that
(1.2.43) x ≡ y2 mod (1 + i)n, for some y ∈ U˜(1+i)n
Supposing that
y = p+ qi with p, q ∈ Z[i],
we have by (1.2.42) and (1.2.43) that
r + si ≡ p2 − q2 + 2pqi mod (1 + i)n.
Thus s differs from 2pq by the imaginary part of some multiple (1+i)n. Both 2pq and the imaginary
part of any multiple of (1 + i)n belong to 2Z, so s belongs to 2Z.
For Sublemma 1.2.15 and the subsequent discussion, we note that for x, y ∈ Z[i] such that
x|y, the reduction map redx : Z[i]→ Z[i]/(x) naturally induces a map,
redx : Z[i]/(y)→ Z[i]/(x).
Note that the map redx maps the set invertible elements of Z[i]/(y) onto the set of invertible
elements of Z[i]/(x), and the restriction of redx to the invertible elements is an epimorphism.
Applying this to the situation at hand, we see that for n > 1,
red(1+i)n−1(U(1+i)n) = U(1+i)n−1 .
Via the identification of U(1+i)n with U˜(1+i)n ⊂ Ω(1+i)n , for each n > 1, we obtain a naturally
induced epimorphism
red(1+i)n−1 : U˜(1+i)n → U˜(1+i)n−1
Since sq commutes with red(1+i)n−1 the reduction morphism restricts to a morphism of ker
(
sq(1+i)n
)
into ker
(
sq(1+i)(n−1)
)
. For our analysis, we need more precise information on the image of this
morphism for certain low values of n, which is subject of Sublemmas 1.2.15 and 1.2.16.
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Sublemma 1.2.15. Let n be an integer greater than 1. Let U˜(1+i)n , sq|U˜(1+i)n , and
red(1+i)n−1 be as above. Set
m =
{
n− 2 if n > 3
n− 1 if n = 1 or n = 2
(a) We have
(1.2.44)
ker
(
sq|U˜(1+i)n
)
={
x ∈ Ω(1+i)n | x ≡ ℓ(1 + i)m ± 1 mod (1 + i)n, ℓ ∈ Ω(1+i)n−m
}
.
(b) We have
(1.2.45)
res(1+i)n−1
(
ker
(
sq|U˜(1+i)n
))
={
x ∈ Ω(1+i)n−1 | x ≡ ℓ(1 + i)m ± 1 mod (1 + i)n−1, ℓ ∈ Ω(1+i)n−m−1
}
.
Proof. For (a), note that z ∈ ker
(
sq|U˜(1+i)n
)
if and only if
z2 − 1 = (z + 1)(z − 1) ≡ 0 mod (1 + i)n.
By taking ord(1+i)n of both sides and applying ORD 1, we obtain
z ∈ ker
(
sq|U˜(1+i)n
)
if and only if ord1+i(z − 1) + ord1+i(z + 1) ≥ n.
Trivially, then
(1.2.46) z ∈ ker
(
sq|U˜(1+i)n
)
if and only if (min+max)(ord1+i(z − 1), ord1+i(z + 1)) ≥ n.
We now apply Property ORD 5 with x = z − 1, ν = (1 + i), n = 2 and u = −i, to deduce that
(1.2.47) min (ord1+i(z − 1), ord1+i(z + 1)) ≤ 2.
Applying (1.2.46) and (1.2.47), we obtain
(1.2.48) z ∈ ker
(
sq|U˜(1+i)n
)
implies max (ord1+i(z − 1), ord1+i(z + 1)) ≥ n− 2.
We next claim that
(1.2.49) Under the assumption that n < 4, we have strict inequality in (1.2.48).
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In order to prove (1.2.49), assume that
n < 4 and max (ord1+i(z − 1), ord1+i(z + 1)) = n− 2.
The condition that n < 4 is equivalent to the condition n − 2 < 2. Therefore, we may apply
Property ORD 3 with x = ±2, y = z ∓ 1, to obtain
min (ord1+i(z − 1), ord1+i(z + 1)) = n− 2.
Therefore,
(max+min) (ord1+i(z − 1), ord1+i(z + 1)) = 2n− 4 < n,
where the inequality on the right results from the assumption n < 4. By (1.2.46), we deduce that
z /∈ ker
(
sq|U˜(1+i)n
)
This completes the proof of (1.2.49).
Let m be as in the statement of the sublemma. Then, combining (1.2.49) with (1.2.48), we
obtain
(1.2.50) z ∈ ker
(
sq|U˜(1+i)n
)
implies max (ord1+i(z − 1), ord1+i(z + 1)) ≥ m.
In order to prove the converse of (1.2.50), assume that max (ord1+i(z − 1), ord1+i(z + 1)) ≥ m.
Note that m ≥ 2, i.e.
min (max (ord1+i(z − 1), ord1+i(z + 1)) , 2) = 2.
Therefore, applying ORD 2 with x = z ± 1 and y = ∓2, we obtain
min (ord1+i(z − 1), ord1+i(z + 1)) ≥ 2.
We calculate that
(min+max) (ord1+i(z − 1), ord1+i(z + 1)) ≥ m+ 2 ≥ n.
By (1.2.46), we have z ∈ ker
(
sq|U˜(1+i)n
)
, and this completes the proof of the converse of (1.2.50).
So we have
(1.2.51) z ∈ ker
(
sq|U˜(1+i)n
)
if and only if max (ord1+i(z − 1), ord1+i(z + 1)) ≥ m.
From (1.2.51) and the definition of ord(1+i) we deduce that
ker
(
sq|U˜(1+i)n
)
=
{
x ∈ Ω(1+i)n | x ≡ y(1 + i)m ± 1 mod (1 + i)n, y ∈ Z[i]
}
.
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Using Lemma 1.1.5, it is easy to verify that for y ∈ Z, there is a unique ℓ ∈ Ω(1+i)n−m such that
y(1 + i)m ≡ ℓ(1 + i)m mod (1 + i)n.
Therefore, we have deduced the description of ker
(
sq|U˜(1+i)n
)
given in (1.2.44).
Part (b) is obtained by applying the map red(1+i)n−1 to the elements on the right-hand side
of (1.2.44). Using Lemma 1.1.5, it is easily verified that for each y ∈ Ω(1+i)m−n there is a unique
ℓ ∈ Ω(1+i)m−n−1 such that
y(1 + i)m ≡ ℓ(1 + i)m mod (1 + i)n−1.
We thereby obtain the description of red(1+i)n−1 ker
(
sq|U˜(1+i)n
)
given in (1.2.45).
Given the general description of the quadratic residues in Sublemma 1.2.15, we now explicitly
list, in Sublemma 1.2.16, the quadratic residues in U˜(1+i)n for the first few integer values of n. This
is the information we actually need to carry out our analysis.
Sublemma 1.2.16. For small values of n in Sublemma 1.2.15, we calculate that
(a) ker
(
sq|U˜(1+i)2
)
= {1, i}, res1+i
(
ker
(
sq|U˜(1+i)2
))
= {1}.
(b) ker
(
sq|U˜(1+i)3
)
= {1, 3}, res(1+i)2
(
ker
(
sq|U˜(1+i)3
))
= {1}.
(c) ker
(
sq|U˜(1+i)4
)
= {1, 3, 1 + 2i, 3 + 2i}, res(1+i)3
(
ker
(
sq|U˜(1+i)4
))
= {1, 3}.
Proof. Parts (a)–(c) are verified by substituting the values n = 2, 3, 4 into (1.2.44) and
(1.2.45). To complete the calculations, one uses the definition of Ω(1+i)m for m ≥ 1 given in
(1.1.19). The details are routine, so we omit them.
Sublemma 1.2.16 gives us the information appearing in the four leftmost columns of Table
1.2.52. In the paragraphs immediately following, we will explain the meaning of the two rightmost
columns.
(1.2.52)
n ker
(
sq|U˜(1+i)n
) #
ker
(
sq|U˜(1+i)n
) red(1+i)n−1
ker sq|U˜(1+i)n
) #red(1+i)n−1
ker
(
sq|U˜(1+i)n
)
rtn(sq(U˜(1+i)n))
red(1+i)n−1 rtn
(sq(U˜(1+i)n))
2 1, i 2 1 1 1 1
3 1, 3 2 1 1 1, i 1, i
4
1, 3,
1 + 2i,
3 + 2i
4 1, 3 2 1,i 1, i
Sections of the square map. Let ϕ be an epimorphism of a group G onto a group G′. Let
ψ : G′ → G be a right-inverse to ϕ, i.e. a injective set map of G′ to G satisfying
ϕψ = IG′ .
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Then ψ(G′) is a subset of G containing exactly one element of each fiber of ϕ. We will refer to
ψ(G′) as a section of ϕ in G. Note that since ψ is injective and φ surjective,
#ψϕ(G) = #ψ(G′) = #G′.
Therefore, we have a map of sets
ψϕ : G→ G, with image of size #G′.
By a standard isomorphism of elementary group theory,
G′ = G/ ker(ϕ), so that #G′ =
#G
#ker(ϕ)
.
We conclude that
(1.2.53) ψϕ(G) is a subset of G of size
#G
#ker(ϕ)
,
and also
(1.2.54) g (ψϕ(g))
−1 ∈ ker(φ).
In the applications, we will be taking G = U˜(1+i)n , ϕ = sq|U˜(1+i)n , G′ = sq
(
U˜(1+i)n
)
.
Definition 1.2.17. A fixed right-inverse of sq|U˜(1+i)n will be denoted rtn. Thus,
rtn : sq
(
U˜(1+i)n
)
→ U˜(1+i)n ,
such that
sq ◦ rtn = IdU˜(1+i)n ,
and rtn
(
sq
(
U˜(1+i)n
))
is a section of the sq map in U˜(1+i)n .
By specifying rtn, we are in effect fixing a branch of the square root function on sq
(
U˜(1+i)n
)
,
hence the notation “rt” for root. Because of the identification of U(1+i)n with U˜(1+i)n , rtn may
equally well be thought of as a map from sq
(
U(1+i)n
)
, namely, a fixed branch of the square-root
function on sq
(
U(1+i)n
)
.
Applying (1.2.53) to the situation at hand, and using (1.2.41), we see that
(1.2.55) rtnsq(U˜(1+i)n) is a subset of U˜(1+i)n of size
2n−1
#ker
(
sq|U˜(1+i)n
) .
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Applying (1.2.54), we have
(1.2.56) x (rtnsq(x))
−1 ∈ ker
(
sq|U˜(1+i)n
)
, for all x ∈ U˜(1+i)n
Sublemma 1.2.18. Let n be a positive integer, and let U˜(1+i)n , sq, and rtn be as defined
above. Then (a)–(c) below give the the sizes of rtnsq(U˜(1+i)n), following (1.2.55), as well as the
defining equations for one valid choice of section rtn of sq|U˜(1+i)n .
(a) #rt2sq
(
U˜(1+i)2
)
= 1; rt2(1) = 1.
(b) #rt3sq
(
U˜(1+i)3
)
= 2; rt3(1) = 1, rt3(3) = i
(c) #rt4sq
(
U˜(1+i)4
)
= 2; rt4(1) = 1, rt4(3) = i.
Proof. The sizes of rtnsq
(
U˜(1+i)n
)
given in (a)–(c) are calculated using (1.2.41) and
(1.2.55).
We now indicate why the equations in (a)–(c) define a valid choice of section rtn for sq|U˜(1+i)n ,
n = 2, 3, 4. Since #rt2sq
(
U˜(1+i)2
)
= 1, any map from {1} to U˜(1+i)2 defines a section of sq|U˜(1+i)n .
When n = 3, 4, #rt2sq
(
U˜(1+i)2
)
= 2. Therefore, if (x, y) is any pair of elements of U˜(1+i)n such
that
x ∈ ker
(
sq|U˜(1+i)n
)
, and y /∈ ker
(
sq|U˜(1+i)n
)
then #{sq(x2), sq(y2)} = 2. Therefore, we have
(1.2.57) {sq(x2), sq(x2)} = sq(U(1+i)n).
From (1.2.57) it is easily verified that the following formulae define a valid section of the square
map.
(1.2.58) rt(1) = x; rt(y2) = y.
For n = 3, 4, it is easily verified that i ∈ U˜(1+i)n − ker(sqU˜(1+i)n ). Substituting (x, y) = (1, i) into
(1.2.58), we obtain the formulae defining rtn for n = 3, 4 in Parts (b) and (c).
Henceforth, it will be assumed that rt(1+i)n is defined according to the formulas of Sublemma
(1.2.18). Furthermore, Sublemma (1.2.18) provides the information in the rightmost two columns
of Table (1.2.52).
Properties concerned with the residues of the entries of an integral quadruple. For the
following list of R properties, let
(1.2.59) (a′, b′, c′, d′) ∈ (Z[i])4.
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As a matter of convenience, we introduce the piece of notation, for x, y, q ∈ o,
x ∼= y mod q means q|x− uy, for some u ∈ o∗.
The properties Ri(n), i ∈ {0, 1, 2}, applying to (1.2.59), are denoted R for “residue”.
Throughout the definition of the properties, (x′, y′, z′, w′) will be used to denote an arbitrary
permutation of the quadruple (1.2.59), in a way parallel to that in which (x, y, z, w) denoted an
arbitrary permutation of the quadruple (1.2.1). The Ri(n) properties are indexed by a variable n
that takes on integer values greater than or equal to 2.
R0(n) x′ ≡ 1 mod (1 + i)
R1(n) a′d′ − b′c′ ∼= (1 + i)n−2 mod (1 + i)n.
R2(n) x′2 + y′2 ≡ z′2 + w′2 mod (1 + i)n.
Of the three properties, R0(n) is exceptional in that it that actually does not depend on the
parameter n, since it just says that no element of (1.2.59)is divisible by (1 + i). We use the
parameter n in referring to R0(n) as a matter of convenience, in order to make it easier to refer to
the Ri(n) properties collectively.
We will sometimes have occasion to refer to the following weaker version of R1(n).
R1′(n) a′d′ − b′c′ ∼= (1 + i)n−2 mod (1 + i)n−1.
It is easy to see that R1(n) implies R1′(n), by reducing R1(n) modulo (1 + i)n−1.
Sublemma 1.2.19. Let (a′, b′, c′, d′) ∈ (Z[i])4 be a quadruple as in (1.2.59). Let the prop-
erties Ri(n), i ∈ {0, 1, 2} be defined as above. Then we have
(a) Suppose that we have
(1.2.60) x′2 ≡ y′2 mod (1 + i)n,
for some permutation (x′, y′, z′, w′) of (1.2.59). Then (1.2.59) satisfies property R2(n) if
and only if we also have
z′2 ≡ w′2 mod (1 + i)n.
(b) If
(1.2.61) #rtn
(
sq(U(1+i)n)
) ≤ 2, R2(n) is satisfied,
then for some permutation (x′, y′, z′, w′) of (1.2.59), we have
(1.2.62) x′2 ≡ y′2 mod (1 + i)n, and z′2 ≡ w′2 mod (1 + i)n.
Proof. For (a), using the condition (1.2.60), we have
x′2 + z′2 ≡ y′2 + w′2 mod (1 + i)n if and only if z′2 ≡ w′2 mod (1 + i)n.
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For (b), note that (1.2.61) implies that, for some permutation of (1.2.59), we have
x′2 ≡ y′2 mod (1 + i)n.
Therefore, part (a) applies. Since we are assuming R2(n) is satisfied, part (a) implies that
z′2 ≡ w′2 mod (1 + i)n.
This completes the proof of (1.2.62).
Sublemma 1.2.20. Let (a′, b′, c′, d′) ∈ (Z[i])4 be a quadruple as in (1.2.59). Let the
properties Ri(n), i ∈ {0, 1, 2} be defined as above.
Properties R1(2) and R2(2) are simultaneously satisfied if and only if
(1.2.63) (a′, b′, c′, d′) ≡ (1, 0, 0, 1), or (0, 1, 1, 0) mod (1 + i).
(a)b All three properties R0(3) and R1(3) and R2(3) cannot be satisfied simultaneously.
Proof. For part (a), begin by substituting n = 2 into the definition of Property R1(n).
R1(2) a′d′ − b′c′ ∼= 1 mod (1 + i)2, or equivalently,
(1.2.64) a′d′ − b′c′ ≡ 1 mod (1 + i).
R2(2) x′2 + y′2 ≡ z′2 + w′2 mod (1 + i)2.
As tabulated in (1.2.52), sq
(
U˜(1+i)2
)
consists of 1 element, namely 1. Note that
Z[i]/(1 + i)2 = U(1+i)2 ∪ {red(1+i)2(0), red(1+i)2(1)}.
We therefore have
(1.2.65) red(1+i)2{x′2, y′2, z′2, w′2} ⊆ sq
(
U˜(1+i)2 ∪ {0, 1 + i}
)
= {1, 0}.
By (1.2.65), there is a permutation of (1.2.59) such that x′2 = y′2. Using Sublemma 1.2.19, we
have that
(1.2.66) R2(2) is satisfied if and only if z′2 ≡ w′2 mod (1 + i)n.
Fix a permutation such that such that
(1.2.67) x′2 = y′2 and z′2 = w′2.
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From Table (1.2.52), we see that for any entry v′ of (1.2.59), we have
red(1+i)2(v
′) =
{
1 if and only if q′ ≡ 1 mod (1 + i).
0 if and only if q′ ≡ 0 mod (1 + i).
Therefore, for any pair of entries (u′, v′) of (1.2.59),
(1.2.68) red(1+i)2(u
′2) = red(1+i)2(v′2) if and only if red(1+i)2(u′) = red(1+i)2(v′).
Further,
(1.2.69) u′v′ ≡ 1 mod (1 + i) if and only if (u′, v′) ≡ (1, 1) mod (1 + i).
Applying (1.2.68) to the pairs (u′, v′) = (x′, y′), (u′, v′) = (z′, w′), we deduce from (1.2.67) that
(1.2.70) x′ ≡ y′ mod (1 + i)2 and z′ ≡ w′ mod (1 + i)2.
Applying (1.2.69), we deduce that (1.2.64), and hence property R1(2) is equivalent to
(1.2.71) Exactly one of (a′, d′), (b′, c′) ≡ (1, 1) mod (1 + i).
By (1.2.71), there can be a permutation of (a′, b′, c′, d′) satisfying (1.2.70) only if (a′, b′, c′, d′)
satisfies the condition of (1.2.63). Therefore, we see that Properties R1(2) and R2(2) imply that
(1.2.59) satisfies the condition of (1.2.63).
The converse, namely, that if (1.2.59) satisfies the condition of (1.2.63), then it satisfies
Properties R1(2) and R2(2), is verified by direct calculation, using the specific form of R1(2) and
R2(2) given at the beginning of the proof. This completes the proof of part (a).
In order to prove (b), we first verify a claim. As usual, we let rtn be fixed by the equations
of Table (1.2.52). Then
(1.2.72)
For x, y ∈ Z[i], such that red(1+i)3(x), red(1+i)3(y) ∈ U˜(1+i)3 , we have
red(1+i)2(xy) =
{
1 if rt3
(
red(1+i)3(x
2)
)
= rt3
(
red(1+i)3(y
2)
)
.
i if rt3
(
red(1+i)3(x
2)
) 6= rt3 (red(1+i)3(y2)) .
In order to verify (1.2.72), note that by (1.2.56), we have
(1.2.73) red(1+i)3(x)
(
rt3
(
sq(red(1+i)3(x))
))−1 ∈ ker(sq|U(1+i)3) , for all x ∈ Z[i].
By Table (1.2.52), though we have
red(1+i)2
(
ker
(
sq|U(1+i)3
))
= {1}.
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By (1.2.73), we can therefore replace x and y in (1.2.72) with rt3
(
red(1+i)3(x
2)
)
and rt3
(
red(1+i)3(y
2)
)
.
Also, from Table (1.2.52), we see that the two possible values for rt3
(
red(1+i)3(x
2)
)
and and
rt3
(
red(1+i)3(y
2)
)
are 1 and i. A trivial calculation now completes the proof of (1.2.72).
We now complete the proof of (b) from (1.2.72). Assume first that all three properties R0(3)
and R1(3) and R2(3) are satisfied simultaneously. Since, as we have noted in Table (1.2.52),
#rt3
(
sq(U(1+i)3)
)
= #
(
sq(U(1+i)3)
)
= 2,
and since we are assuming that R2(3) is satisfied, Sublemma 1.2.20, part (b) applies. So, for some
permutation of (1.2.59), we have
x′2 ≡ y′2 mod (1 + i)n, and z′2 ≡ w′2 mod (1 + i)n.
That is,
(1.2.74) rt3
(
red(1+i)3(x
′2)
)
= rt3
(
red(1+i)3(y
′2)
)
, and rt3
(
red(1+i)3(z
′2)
)
= rt3
(
red(1+i)3(w
′2)
)
.
Using (1.2.74) and (1.2.72) we deduce that
x′y′ − z′w′ ≡ x′z′ − y′w′ ≡ x′w′ − y′z′ ≡ 0 mod (1 + i)2.
In particular, since (x′, y′, z′, w′) is a permutation of (1.2.59), we have
(1.2.75) a′d′ − b′c′ ≡ 0 mod (1 + i)2.
Since (1.2.75) contradicts property R2′(3). Therefore, our assumption is inconsistent and all three
properties R0(3) and R1(3) and R2(3) cannot be satisfied simultaneously.
A quadruple of integers canonically associated with a quadruple (1.2.1) satisfying
(1.1.16). Let (a, b, c, d) as in (1.2.1) be a quadruple of complex numbers satisfying the condi-
tions of (1.1.16). Recall that, by Lemma 1.2.10, part (b), there is a unique i ∈ {0, 1, 2} such that
Possibility Pi holds.
Sublemma 1.2.21. Let (a, b, c, d) ∈ C4 as in (1.2.1) satisfy conditions (1.1.16). Let i be
the unique element of {0, 1, 2} such that Possibility Pi holds.
(a) For any permutation of (a,b,c,d), we have
(1.2.76) ordν
((√
1 + i
i
x
)2)
∈ 2Z≥0, for all Gaussian primes ν.
(b) The quadruple
(1.2.77)
√
1 + i
i
(a, b, c, d)
satisfies Properties (i′), (ii), and (iii), and either (iv) or (v). In particular, the quadruple of
(1.2.77) satisfies (iv), resp. (v), if and only if (a, b, c, d) satisfies (iv), resp. (v).
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Proof. For (a), let ν be a Gaussian prime and use ORD 1 to calculate
ordν
((√
1 + i
i
x
)2)
= ordν
(
(1 + i)i
)
+ ordν(x
2).
Using the definition of Property Pi, we obtain
(1.2.78) ordν =
((√
1 + i
i
x
)2)
=
{
i+ ord1+i(x
2) if ν = 1+ i.
ordν(x
2) if ν 6= 1+ i.
In order to complete the proof of (a), use Lemma 1.2.10, part (a), to obtain ordν(x
2) ∈ Z≥0 for
ν 6= 1 + i. That leaves only the case of ν = 1 + i. By the Pi possibilities, we have
ord1+i(x
2) =
{
−i if P1 or P2 is satisfied.
an element of 2Z if P2 is satisfied.
Therefore, in the first case of (1.2.78) we obtain
ord1+i(
√
1 + i
i
x)2 =
{
0 if P1 or P2 is satisfied.
ord1+i(x) ∈ 2Z if P2 is satisfied.
This completes the proof of (a).
In order to prove the statements of (b), first note that, (1.2.1) satisfies Property (i′), The
reason is we are assuming it satisfies the conditions of (1.1.16), which include Property (i), and
Property (i) implies Property (i′). Also, by Sublemma 1.2.5, (1.2.1) satisfies both Properties (ii)
and (iii). Therefore, we can apply Sublemma 1.2.21 with z =
√
1 + i
i
to conclude that the mul-
tiple
√
1 + i
i
(a, b, c, d) has Properties (i′), (ii) and (iii). Since
√
1 + i
i
(a, b, c, d) has Property (i′),
Sublemma 1.2.4 implies that
√
1 + i
i
(a, b, c, d) has either Property (iv) or Property (v).
In several of the lemmas that follow, we will make repeated use of the same set of hypotheses.
In order to save the trouble of reiterating them, we now define the following hypotheses,HYP(i, δ),
which a quadruple (a, b, c, d) ∈ C4 may satisfy. In the label HYP(i, δ) collectively given to these
hypotheses, i is a variable taking values in the set {0, 1, 2}, and δ is a variable taking values in the
set in the set {0, 1}. As usual, (x, y, z, w) denotes an arbitrary permutation of (a, b, c, d).
HYP(i, δ) First, x2 ∈ Q(i). Next, with ν a Gaussian prime, we have
(1.2.79) ordν(x
2) =


element of 2Z≥0 for ν 6= 1 + i.
-i for ν = 1 + i if i = 1 or 2.
element of 2Z≥0 for ν = 1 + i if i = 0.
Finally, we have
(1.2.80) (i, δ) minimal in Z× Z≥0 such that ωδ8
√
1 + i
i
x ∈ Z[i].
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Before giving Lemma 1.2.23, we give the following definitions to which the definition of HYP(i, δ)
naturally leads.
Definition 1.2.22. Let (a, b, c, d) ∈ C4. Suppose that (a, b, c, d) satisfiesHYP(i, δ) for some
(i, δ) ∈ {0, 1, 2}× {0, 1} and set
(1.2.81)
(
i, δ
)
((a, b, c, d)) =
the uniquely determined pair (i, δ) such that (a, b, c, d) satisfies HYP(i, δ).
Extend this notation from C4 to Mat2(C), by setting
(1.2.82)
(
i, δ
)
(α) =
(
i, δ
)(
(a, b, c, d)
)
, where the latter exists and α =
(
a b
c d
)
.
Define the quadruple (a′, b′, c′, d′) ∈ (Z[i])4 by
(1.2.83) (a′, b′, c′, d′) := ωδ8
√
1 + i
i
(a, b, c, d).
In the situation of (1.2.82), set
(1.2.84) α′ = ωδ8
√
1 + i
i
α.
Note that whenever (a, b, c, d) satisfies HYP(i, δ), and (a′, b′, c′, d′) is as defined in (1.2.83),
we have
(1.2.85) x′ ∼ (1 + i)(ord1+i(x2)+i)/2
∏
ν 6=(1+i)
νordν(x
2)/2,
where the product extends over Gaussian primes ν other than 1+i, and all the exponents appearing
on the right-hand side of (1.2.85) are in Z≥0.
Lemma 1.2.23. Let (a, b, c, d) ∈ C4 as in (1.2.1) be a quadruple of complex numbers satis-
fying the conditions of (1.1.16). Thus there exists uniquely determined pair of integers,
(i, δ) =
(
i, δ
)(
(a, b, c, d)
) ∈ {0, 1, 2} × {0, 1}
such that (a, b, c, d) satisfies HYP(i, δ).
Proof. Applying Sublemma 1.2.21, part (b), we see that
(1.2.86) The quadruple (a, b, c, d) either has Property (iv), or it has Property (v)
Suppose first that (a, b, c, d) has Property (iv). Then Lemma 1.2.10 implies that there is a unique
i ∈ {0, 1, 2} such that (a, b, c, d) satisfies Possitibility Pi. By Sublemma 1.2.2, with z = √1 + ii,√
1 + i
i
(a, b, c, d) has Property (iv). Then Sublemma 1.2.12 implies that, for
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(1.2.87) δ = δ
(√
1 + i
i
(a, b, c, d)
)
∈ {0, 1}
defined as in (1.2.33), we have
ωδ8
√
1 + i
i
y ∈ Q(i),
with
(1.2.88) ωδ8x
√
1 + i
i ∼
∏
ν
ν
ordν
(
(
√
1+i
i
x)
2
)
/2
.
In (1.2.88), the product extends over the Gaussian primes. By (1.2.76), each of the exponents in
the product on the right-hand side of (1.2.88) belongs to Z+. So the right-hand side of (1.2.76)
belongs to Z[i], which establishes (1.2.80). We have therefore shown that with i chosen so that
(a, b, c, d) satisfies Possibility Pi and δ chosen as in (1.2.87), (a, b, c, d) satisfies HYP(i, δ). This
completes the proof of the sublemma in the case when Property (iv) is satisfied.
By (1.2.86) we may henceforth assume that (a, b, c, d) has Property (v). By Lemma 1.2.6,
Part (b), (a, b, c, d) has Property (vii). Let j ∈ Z be as in the statement of Property (vii), and set
(1.2.89) δ = red2(j),
so that δ = 0 or 1, depending on whether j is even or odd. Then Property (vii) says that either
x = 0, in which case (1.2.80) and (1.2.85) are reduced to trivialities, or
ωδ8x = i
δ+j
2 .
By the choice of δ in (1.2.89), δ+ j ∈ 2Z, so that ωδ8x is a unit of the Gaussian integers. Therefore,
(1.2.80) is verified. So, with δ chosen as in (1.2.89), (a, b, c, d) satisfies HYP(0, δ). This completes
the proof of Lemma 1.2.23.
The ‘R’ properties applied to (a′, b′, c′, d′). We note for later use a few simple consequences
of the definition of (1.2.83). These consequences all spring from the relation the quadruples (1.2.1)
and (1.2.83).
(1.2.90) (a′, b′, c′ d′) is a scalar multiple of (a, b, c, d), by the complex number;ωδ8
√
1 + i
i
.
Throughout the following we will use m to denote a nonegative integer. Further, in the following,
fm(x, y, z, w) denotes a polynomial in the variables x, y, z, w, homogeneous of degree m.
From (1.2.90), we deduce that for arbitrary fm,
(1.2.91) fm(a
′, b′, c′, d′) =
(
ωδ8
√
1 + i
i
)m
fm(a, b, c, d)
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From (1.2.91), we deduce that for ℓ ∈ Z,
(1.2.92) if f2ℓ(a, b, c, d) ≡ 0 mod (1 + i)n, then f2ℓ(a, b, c, d) ≡ 0 mod (1 + i)n+ℓi
The claim (1.2.92) is an immediate consequence of (1.2.91) and the calculation
(
ωδ8
√
1 + i
)2ℓ
= iδℓ(1 + i)ℓ ∈ Z[i].
We will apply (1.2.91) in particular to the case when m = 2 and f2 is the “determinant polynomial
f2(x, y, z, w) = xw − yz, which is homogeneous of degree 2.
(1.2.93) a′d′ − b′c′ = iδ(1 + i)iad− bc.
Applying (1.2.93) to (1.2.84) we find that
det(α′) = iδ(1 + i)i det(α).
Recalling the set MN2 consisting of 2-by-2 integer matrices of determinant N , introduced in §1.1,
we are led to the following important re-interpretation of the condition HYP(i, δ) for even i. Let
j ∈ Z≥0, δ = 0 or 1. Then,
(1.2.94) {α ∈ SL2(C) | α satisfies HYP(2j, δ)} = 1
ωδ8(1 + i)
j
M
iδ(1+i)j
2 .
We will apply (1.2.92) to the case when ℓ = 1 f2(x, y, z, w) = x
2+y2−z2−w2, a homogeneous
polynomial of degree 2ℓ = 2. Referring to the definition of Property R2(n) above, we see that in
this case (1.2.92) implies that
(1.2.95) If (a, b, c, d) satisfies Property R2(n), then (a′, b′, c′, d′) satisfies R2(n+ i).
Lemma 1.2.24. Let (a, b, c, d) ∈ C4, as in (1.2.1). Suppose that (a, b, c, d) satisfies (1.1.16).
(a) Suppose that (a, b, c, d) satisfies HYP(n, δ) with
(
n, δ
)(
(a, b, c, d)
) ∈ {1, 2} × {0, 1}.
Then
(1.2.96) (a′, b′, c′, d′) satisfies Ri(n+ 2) for i ∈ {0, 1, 2}.
(b) Suppose that (a, b, c, d) satisfies HYP(0, δ) for δ ∈ {0, 1}. Then
(1.2.97) (a′, b′, c′, d′) satisfies R1(2) and R2(2).
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Proof. Throughout, we may assume that (a, b, c, d) satisfiesHYP(n, δ). We will first assume
that (
n, δ
)(
(a, b, c, d)
) ∈ {1, 2} × {0, 1},
as in Part (a), and establish (1.2.96) in the case i = 0. By using (1.2.79) and (1.2.85) we deduce
that ord1+i(x
′) = 0. This proves that x′ ≡ 1 mod (1 + i), and therefore we have verified (1.2.96)
in the case when i = 0.
We now allow
(
n, δ
)(
(a, b, c, d)
)
to take any value in {0, 1, 2} × {0, 1},
We will prove that
(a′, b′, c′, d′) satisfies Ri(n+ 2) for i ∈ {1, 2},
and this will complete the proof of the lemma. Since (a, b, c, d) satisfies the conditions of (1.1.16),
it is clear that (a, b, c, d) has Property (i). From Property (i) and (1.2.93), we have
a′d′ − b′c′ = iδ(1 + i)n
Reducing modulo (1 + i)n+2, we deduce that
a′d′ − b′c′ ∼= (1 + i)n mod (1 + i)n+2.
Therefore, (a′, b′, c′, d′) satisfies R1(n+2). For Property R2(n+2), note that by Sublemma 1.2.5
(a, b, c, d) satisfies Property (iii). By applying the map red(1+i)2 we see that Property (iii) implies
Property R2(2). Thus (a, b, c, d) satisfies Property R2(2). We now use (1.2.95) to deduce that
(a′, b′, c′, d′) satisfies Property R2(n+ 2). This completes the proof of the lemma.
Completion of the proof of Proposition 1.1.9. Applying Part (a) of Lemma 1.2.24, we will
indicate in (1.2.101) below how the two parts of the union (1.1.33) can be characterized by the
datum i in
(
i, δ
)(
(a, b, c, d)
)
. Let
(1.2.98) α =
(
a b
c d
)
∈ c−1(Γ).
Recall that by Lemma 1.2.23, each (a, b, c, d) satisfying the conditions of (1.1.16) satisfiesHYP(i, δ)
for a uniquely determined pair
(
i, δ
)(
(a, b, c, d)
) ∈ {0, 1, 2} × {0, 1}.
For convenience, define a function
(i, δ)(·) : c−1(Γ)→ {0, 1, 2} × {0, 1},
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by setting (
i, δ
)
(α) =
(
i, δ
)(
(a, b, c, d)
)
,
where α as in (1.2.98) belongs to c−1(Γ). By combining previously established results, we deduce
that for any α ∈ c−1(Γ), (i, δ)(α) /∈ {1} × {0, 1}, so that
(1.2.99) α ∈ c−1(Γ) implies that (i, δ)(α) ∈ {0, 2} × {0, 1}.
The reason for (1.2.99) is that, supposing that α satisfiesHYP(i, δ), Lemma 1.2.24, Part (a) implies
that
(1.2.100) (a′, b′, c′, d′) satisfies Ri(3) for i ∈ {0, 1, 2}.
Yet, Sublemma 1.2.20 says that (1.2.100) cannot occur. This contradiction proves (1.2.99). On the
hand hand, we have the case when
(
i, δ
)
(α) = (0, δ) for δ ∈ {0, 1}. According to (1.2.80), we then
have
ωδ8(a, b, c, d) ∈ (Z[i])4.
Since α ∈ SL2(C), by assumption, we therefore have in the case i = 0, that α ∈ SL2(Z[ω8]). On
the other hand, we have the case when
(
i, δ
)
(α) = (2, δ). In that case, (1.2.80) implies that
ωδ8
√
1 + i
2
(a, b, c, d) ∈ Z[i], but ωδ8(a, b, c, d) /∈ (Z[i])4.
Therefore, in the case that i = 2 we have α /∈ SL2(Z[ω8]). Summing up the above discussion we
have so far demonstrated that
(1.2.101)
c−1(Γ) ∩ SL2(Z[ω8]) =
(
i, δ
)−1
(0× {0, 1}),
c−1(Γ)− c−1(Γ) ∩ SL2(Z[ω8]) =
(
i, δ
)−1
(2× {0, 1}).
The equalities of (1.2.101) will be used in conjunction with (1.2.94) to prove Part (a) of Lemma
1.2.28, below.
Next, in Lemma 1.2.25 below we prove a partial converse to Part (b) of Lemma 1.2.24. In
Lemma 1.2.25 and its proof, we make use of the rational extension c˜ of c defined in (1.1.13). The
reader should also recall the properties of c˜ stated in (1.1.14) and (1.1.15).
Lemma 1.2.25. Suppose that (a, b, c, d) ∈ C4, with
α =
(
a b
c d
)
∈ Mat2(C).
Assume that (a, b, c, d) satisfies HYP(0, δ) with δ ∈ {0, 1}.
(a) Assuming also that (a′ b′ c′, d′) satisfies R2(2), we have c˜(α) ∈ Mat3(Z[i]).
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(b) We have
(1.2.102) α ∈ c−1(Γ) if and only if (a′, b′, c′, d′) satisfies R2(2) and ad− bc = 1.
Proof. For Part (a). assume that (a, b, c, d) satisfies HYP(0, δ) with δ ∈ {0, 1}, and also
that (a′ b′ c′, d′) satisfies R2(2). Define
α′ ∈Mat2(Z[i]) by α′ =
(
a′ b′
c′ d′
)
.
By Definition 1.2.22, we have x′ = ωδ8x. Therefore, α
′ = ωδ8α. By (1.1.18), we may apply (1.1.15)
with ℓ = ωδ8. We obtain
(1.2.103) c˜(α) ∈Mat3(Z[i]) if and only if c˜(α′) ∈Mat3(Z[i]).
Therefore, have reduced the proof of Part (a) to showing that the entries of c˜(α′) are Gaussian
integers. Since the entries in the third row and column of (1.1.6), the relation defining c˜, belong
to Z[a, b, c, d], and since α′ ∈ Mat2(Z[i]), the entries in the third row and colun of c˜(α′) belong to
Z[i]. It remains to prove that the elements in the upper-left 2-by-2 block of c˜(α′) belong to Z[i]
Examining (1.1.6) again, we see that in order to prove that the remaining entries of c˜(α′) belong
to Z[i], it suffices to prove that
(1.2.104) x′2 + y′2 ± (z′2 + w′2) ∈ ((1 + i)2) ,
In (1.2.104), (x′, y′, z′, w′) denotes an arbitrary permutation of (a′, b′, c′, d′), as usual. But
(1.2.104) follows immediate from the hypothesis that (a′, b′, c′, d′) has Property R2(2). So we
may conclude that c˜(α′) ∈Mat3(Z[i]), and by (1.2.103), this completes the proof of Part (a).
For Part (b), assume at first that (a′, b′, c′, d′) satisfies R2(2) and ad− bc = 1. Recall that
the conditions of (1.1.16), which are equivalent to α ∈ c−1(Γ), are that the right side of (1.1.6) has
integer entries, together with the determinant condition ad − bc = 1. By the definition of c˜(α), it
is clear that the right side of (1.1.6) has integer entries if and only if c˜(α) ∈ Mat3(Z[i]). Therefore,
by Part (a), the integer condition on the entries is satisfied. The determinant condition is satisfied
by the assumption. Thus α ∈ c−1(Γ). Conversely, if α ∈ c−1(Γ), then ad − bc = 1, because
α ∈ SL2(C). Further, by Lemma (1.2.24), and the assumption that (a, b, c, d) satisfies HYP(0, δ),
we have that (a′, b′, c′, d′) satisfies R2(2). This completes the proof of Part (b).
Lemma 1.2.25 is used in two slightly different ways below. In Corollary 1.2.26 the Lemma is
used to explain how the parameter δ ∈ {0, 1} of (i, δ)(α) shows up in the structure of (1.1.33), in
much the same way that (1.2.101) explains how the parameter i ∈ {0, 2} shows up in (1.1.33). In
Corollary 1.2.27 Lemma 1.2.25 is used to construct a “sufficiently large” subgroup of c−1(Γ). By
“sufficiently large” we mean that the subgroup constructed in Corollary 1.2.27, is large enough that,
in conjunction with the tools developed earlier in this section, we can determine all the elements
of c−1(Γ).
Corollary 1.2.26. We have
(1.2.105) {α ∈ c−1(Γ) | (i, δ)(α) = (0, 1)} = 1
ω8
(
i 0
0 1
)
{α ∈ c−1(Γ) | (i, δ)(α) = (0, 0)},
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so that
(1.2.106)
{α ∈ c−1(Γ) | (i, δ)(α) ∈ {0} × {0, 1}} =
{α ∈ c−1(Γ) | (i, δ)(α) = (0, 0)}⋃· 1
ω8
(
i 0
0 1
)
{α ∈ c−1(Γ) | (i, δ)(α) = (0, 0)}.
Proof. Because
(
i, δ
)
(α) takes values in {0, 2}×{0, 1}, it is clear that (1.2.106) follows from
(1.2.105). We now prove (1.2.105). Suppose that α0 ∈ SL2(C), and make the definition
(1.2.107) α1 :=
1
ω8
(
i 0
0 1
)
α0.
We will adopt the following notational conventions. The subscripts on roman letters representing
entries will match the subscript on the Greek letter representing the matrix to which the entries be-
long. That is, for j = 0, 1 the quadruple of entries of αj , αj as above, will be denoted (aj , bj, cj , dj).
The same practice will be observed with Roman letters permutations, meaning that (xj , yj, zj , wj)
represents an arbitrary permutation of (aj , bj , cj , dj), and so on. Whenever entries of (xj , yj, zj , wj)
for both j = 0 and j = 1 appear in the same equation, it will be assumed that only the case of
corresponding permutations are being considered, so that if, for example x0 is the image of a0 under
a permutation of the quadruple indexed by 0, then x1 is the image of a1 under the permutation of
the quadruple indexed by 1. Similar comments apply to the primed forms of the matrices α′j and
the primed quadruples (x′j , y
′
j, z
′
j , w
′
j), j = 0, 1 representing their
According to (1.2.107), the relationship between the two quadruples is given by
(1.2.108) (a1, b1, c1, d1) = (a0ω8, b0ω8, c1ω
−1
8 , d1ω
−1
8 ).
It is clear that α0 satisfies HYP(0, 0) if and only if α1 satisfies HYP(0, 1). Therefore, in order to
complete the proof of (1.2.105), it will suffice to show that
(a0, b0, c0, d0) satisfies the hypotheses of Lemma 1.2.25(b) if and only if (a1, b1, c1, d1) does so.
With reference to (1.2.102) since
det
(
1
ω8
(
i 0
0 1
))
= 1,
it is easily verified, using (1.2.107), that the determinant of αj (= ajdj − bjcj) is the same for j = 0
and j = 1. The hypotheses concerning HYP(0, j) concerning has already been dealt with above.
Assuming, without loss of generality that (aj , bj , cj , dj) satisfies HYP(0, j), we see that our task is
reduced to proving the following equivalence.
(1.2.109) (a′0, b
′
0 c
′
0 d
′
0) satisfies R2(2) if and only if (a
′
1 b
′
1, c
′
1, d
′
1) satisfies R2(2).
We have, by definition,
(a′0, b
′
0 c
′
0 d
′
0) = (a0, b0, c0, d0),
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and
(a′1, b
′
1 c
′
1 d
′
1) = ω8(a1, b1, c1, d1) = (ia0, ib0, c0, d0).
From these equalities, it follows immediately that
(1.2.110) (x′0)
2 ≡ (x′1)2 mod 1 + i.
From the definition of R2(2), we see that (1.2.109) follows from (1.2.110). By the comments
preceding (1.2.109), this completes the proof of (1.2.105).
Corollary 1.2.27. We have the containment
(1.2.111) Ξ12 ⊆ c−1(Γ) ∩ SL2(Z[ω8])
Proof. We show that elements Ξ12 satisfies the conditions of Lemma 1.2.25, Part (b), for
belonging to c−1(Γ). It is clear that any element of SL2(Z[i]), of which Ξ12 is a subset, satisfies
hypothesis HYP(0, 0). Since α ∈ SL2(Z[i]), the determinant condition ad− bc = 1 is clearly satis-
fied. That leaves the condition that (a′, b′ c′ d′) satisfies R2(2). Since for α ∈ Ξ12, the quadruple
of entries (a, b, c, d) satisfies HYP(0, 0), we have
(a′, b′ c′ d′) = (a, b, c, d).
Further, the Ξ12 is simply defined as the subgroup of elements of SL2(Z[i]) satisfying
(a, b, c, d) ≡ (0, 1, 0, 1) mod (1 + i)2,
from which we verify R2(2) directly.
Lemma 1.2.28. Let N ∈ Z[i]. Recall the action of Ξ12 on MN2 by left multiplication.
(a) We have the containments
(1.2.112)
Ξ12 ⊆ c−1(Γ) ∩ SL2(Z[ω8]) ⊆
⋃
δ=0,1
· 1
ωδ8
M i
δ
2 ,
c−1(Γ)− c−1(Γ) ∩ SL2(Z[ω8]) ⊆
⋃
δ=0,1
· 1
ωδ8(1 + i)
M2i
1+δ
2 .
(b) As a consequence of (1.2.112) the action of Ξ12 on
⋃
δ=0,1
· 1
ωδ8
M i
δ
2
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preserves c−1(Γ) ∩ SL2(Z[ω8]), and the action of Ξ12 on
⋃
δ=0,1
· 1
ωδ8(1 + i)
M2i
1+δ
2
preserves c−1(Γ)− c−1(Γ) ∩ SL2(Z[ω8]).
Proof. The containment of Ξ12 in c
−1(Γ) ∩ SL2(Z[ω8]) has already been established in
Corollary 1.2.26 above. The remaining containments in (1.2.112) follow immediately from (1.2.101)
and (1.2.94). This completes the proof of Part (a).
Part (b) is readily derived from Part (a) using the facts that c−1(Γ) and c−1(Γ)∩SL2(Z[ω8])
are groups.
As will be seen below, the main point of Lemma 1.2.29, Part (a) is that, by the use of certain
facts established in §1.1, the first containment in Part (a) of Lemma 1.2.25 can actually be replaced
by an equality.
Lemma 1.2.29. For N,m ∈ Z[i], such that N/m is a standard integer and x ∈ ΩN
m
, let
αN(m,x) be as in (1.1.21). We have
(1.2.113)(
i, δ
)−1
(0× {0, 1}) = c−1(Γ) ∩ SL2(Z[ω8]) =
⋃
δ,=0,1
· 1
ωδ8
Ξ12α
iδ (iδ, 0),
(
i, δ
)−1
(2× {0, 1}) = c−1(Γ)− c−1(Γ) ∩ SL2(Z[ω8]) =
⋃
δ,ǫ=0,1
· 1
ωδ8(1 + i)
Ξ2α
2i1+δ(i1+δ, iǫ).
Proof. We first note that the left equality in each line of (1.2.113) is a restatement of the
corresponding line in (1.2.101). So it remains to prove the right equality in each line of (1.2.113).
The right equality in the first line is derived from the equality
(1.2.114) c−1(Γ) ∩ SL2(Z[i]) = Ξ12
and previous results. The derivation of the right equality in the first line from (1.2.114) proceeds
by substituting the description of (1.2.101) for the left side of Part (a). Specializing (1.2.94) to the
case (j, δ) = (0, 0), one has
{α ∈ c−1(Γ) | (i, δ)(α) = (0, 0)} = c−1(Γ) ∩ SL2(Z[i]).
Making the substitution given by this equality, one has
(1.2.115) c−1(Γ) ∩ SL2(Z[ω8]) =
⋃
δ,=0,1
· 1
ωδ8
(
iδ 0
0 1
)(
c−1(Γ) ∩ SL2(Z[i])
)
.
Substituting (1.2.114) into (1.2.115), one deduces that
c−1(Γ) ∩ SL2(Z[ω8]) =
⋃
δ,=0,1
· 1
ωδ8
(
iδ 0
0 1
)
Ξ12.
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But it is easily verified that
(
iδ 0
0 1
)
Ξ12 = Ξ12α
iδ (iδ, 0), for δ = 0, 1,
so we have completed the derivation of Part (a) from (1.2.114).
We now verify (1.2.114). Part (b) of Lemma 1.2.25 and Sublemma 1.1.8 imply that
(1.2.116) c−1(Γ) ∩ SL2(Z[i]) =
⋃
· Ξ, Ξ ranging over a subset of {Ξ12,Ξ1,Ξ2}.
By Lemma 1.2.25, we already know that Ξ12 is included in the union on the right-hand side of
(1.2.116). Therefore, it will suffice to show that for a particular α ∈ Ξ1, resp., Ξ2, the α /∈ c−1(Γ).
We choose
(1.2.117) α1 =
(
1 1
0 1
)
∈ Ξ1, and α2 =
(
1 0
1 1
)
∈ Ξ2.
The elements α1, α2 satisfy hypothesis HYP(0, 0), so that
(a′i, b
′
i, c
′
i, d
′
i) = (ai, bi, ci, di), for i = 1, 2.
Thus
red(1+i)2(a
′
i, b
′
i, c
′
i, d
′
i) ≡ red(1+i)2(ai, bi, ci, di) ≡


(1, 1, 0, 1), for α1
or
(1, 0, 1, 1), for α2
mod (1 + i)2.
Therefore,
a′2i + d
′2
i ≡ 0 mod (1 + i)2, while b′2i + c′2i ≡ 1 mod (1 + i)2, for i = 1, 2.
Therefore, (a′i, b
′
i, c
′
i, d
′
i) fails to satisfy Property R2(2). By Lemma 1.2.24, αi /∈ c−1(Γ), for
i = 1, 2. By the above comments, the union in (1.2.116) ranges only over {Ξ12}. This completes
the proof of (1.2.114) and therefore of the first line of (1.2.113).
We have by Lemma 1.2.25 that c−1(Γ)−c−1(Γ)∩SL2(Z[ω8]) is an Ξ12-space, and the purpose
of the second line of (1.2.113) is to give a precise description of this Ξ12-space. Using the equality
on the left in the second line of (1.2.113) we can restate the result of the second line as follows,
The Ξ12-space
(
i, δ
)−1
(2, 0)
⋃
· (i, δ)−1(2, 1) (A)
equals
⋃
ǫ=0,1
· 1
1 + i
Ξ2α
2i(i, iǫ)
⋃
·
⋃
ǫ=0,1
· 1
ω8(1 + i)
Ξ2α
−2(−1, iǫ). (B)
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In order to verify the second line of (1.2.113), we must show that line (A) equals line (B). Each
of lines (A) and (B) is expressed above as a disjoint union of two sets, making four sets in all. We
claim that
(1.2.118) Each of the two sets in the union in line (A), resp. (B) is a Ξ12-space.
In order to verify (1.2.118), for line (A), note that
(1.2.119) for α ∈ c−1(Γ), γ ∈ Ξ12, we have
(
i, δ
)
(α) =
(
i, δ
)
(γα).
In particular, (1.2.119) implies that
(
i, δ
)−1
(2, 0) and
(
i, δ
)−1
(2, 1) are Ξ12-spaces,
completing the verification of the part of (1.2.118) referring to line (A). For line (B), it follows
immediately from (1.1.8) that each of the two sets appearing the union of line (B) are Ξ12-orbits.
A fortiori, then
⋃
ǫ=0,1
· 1
1 + i
Ξ2α
2i(i, iǫ) and
⋃
ǫ=0,1
· 1
ω8(1 + i)
Ξ2α
−2(−1, iǫ) are Ξ12-spaces,
which completes the verification of the part of (1.2.118) referring to line (B).
According to (1.2.118), there are a total of Ξ12-spaces in lines (A) and (B). To complete the
proof, it remains to show that the each Ξ12-space in line (A) equals the Ξ12-space directly below
it in line (B).
Since both c−1(Γ) and c−1(Γ) ∩ SL2(Z[ω8]) are groups, we have
c−1(Γ)− c−1(Γ) ∩ SL2(Z[ω8]) is a c−1(Γ) ∩ SL2(Z[ω8])- space,
under the action of left-multiplication. Therefore, for each α ∈ c−1(Γ)∩SL2(Z[ω8]), we may define
the operator
ℓ(α) := left-multiplication by α on c−1(Γ)− c−1(Γ) ∩ SL2(Z[ω8]).
The first line of (1.2.113) implies that 1ω8 (
i 0
0 1 ) ∈ c−1(Γ) ∩ SL2(Z[ω8]). Our next claim is that,
(1.2.120)
for each of lines (A) and (B), the operator ℓ
(
1
ω8
(
i 0
0 1
))
provides an bijection of the first Ξ12-space in the union to the second.
Since ℓ
(
1
ω8
( i 00 1 )
)
obviously has an inverse, namely ℓ
((
1
ω8
( i 00 1 )
)−1)
, the only issue in proving
(1.2.120) is verifying that the operator ℓ
(
1
ω8
( i 00 1 )
)
does indeed map the set on the left in each
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line into the set on the right. With regards to line (A), it is readily verified from the definition of
HYP(i, δ) that for any α ∈ SL2(C) satisfying, say HYP(iα, δα),
(
i, δ
)(
ℓ
(
1
ω8
(
i 0
0 1
))
α
)
= (iα, red2(δα + 1)).
Applying this observation to the situation in line (A), we have
ℓ
(
1
ω8
(
i 0
0 1
))((
i, δ
)−1
(2, 0)
)
=
(
i, δ
)−1
(2, 1)
With regards to line (B), the key observation is that, as follows from the description of the three
Ξ-subsets give in (1.1.29), we have the commutation relation
(
i 0
0 1
)
Ξ = Ξ
(
i 0
0 1
)
, for Ξ = Ξ1, Ξ2, Ξ12.
From the commutation relation and the relevant definitions, it is easily calculated that
ℓ
(
1
ω8
(
i 0
0 1
)) ⋃
ǫ=0,1
· 1
1 + i
Ξ2α
2i(i, iǫ) =
⋃
ǫ=0,1
· 1
ω8(1 + i)
Ξ2α
−2(−1, iǫ).
Thus (1.2.120) is verified. Because of (1.2.120), the verification of the second line of (1.2.113) is
reduced to showing that the first set in line (A) equals the first set in line (B), i.e. that
(1.2.121)
(
i, δ
)−1
(2, 0) =
⋃
ǫ=0,1
· 1
1 + i
Ξ2α
2i(i, iǫ).
Since the left-side is the union of Ξ12-orbits of
1
1+iM
2i
2 , we have, by a combination of Proposition
1.1.7 and Sublemma 1.1.8 that
(1.2.122)
(
i, δ
)−1
(2, 0) =
⋃
{
m∈Z[i]| m|2i,
2i
m
standard
}·
⋃
Ξ
· 1
1 + i
Ξα2i(m,x).
On the right side, Ξ in the union ranges over a subset, possibly empty, of {Ξ12, Ξ1, Ξ2}, depending
on m,x. We only have to determine the subset for each of the finitely many possibilities of m,x.
In order to facilitate this, let us note first that if an element of the right side of (1.2.122) is written
in the form 11+iξα
2i(m,x), with ξ ∈ Ξ, then we have
(1.2.123)
(
a b
c d
)
= ξα2i(m,x).
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Supposing that
ξ =
(
ξ11 ξ12
ξ21 ξ22
)
,
we have
(a, b, c, d) =
1
1 + i
(
mξ11, xξ12 +
N
m
ξ12,mξ12, xξ21 +
N
m
ξ22
)
.
In the present context, we have (
i, δ
)(
(a, b, c, d)
)
= (2, 0).
Therefore,
(1.2.124) (a′, b′, c′, d′) = (1 + i)(a, b, c, d) =
(
mξ11, xξ11 +
N
m
ξ12,mξ21, xξ21 +
N
m
ξ22
)
.
The key requirement for
α =
(
a b
c d
)
to be an element of c−1(Γ) is that (a′, b′, c′, d′) satisfies property R0(4). That is we have
(1.2.125) α ∈ c−1(Γ) implies x′ ≡ 1 mod 1 + i,
for any permutation of (a′, b′, c′, d′). The reason for (1.2.125) is that if α ∈ c−1(Γ) then Lemma
1.2.24, Part (a), applies with n = 2. In particular, we obtain a′, c′ ≡ 1 mod 1 + i. By (1.2.124),
therefore, if α ∈ c−1(Γ), 1 + i does not divide m. Since m|2i, with Nm standard, there is only one
choice for m such that α can be in c−1(Γ), namely m = i. Under the assumption that m = i,
(1.2.125) becomes
(1.2.126) (a′, b′, c′, d′) = (iξ11, xξ11 + 2ξ12, iξ21, xξ21 + 2ξ22)
From (1.2.125), we deduce that, in particular (b′, d′) ≡ (1, 1) mod 1+i. From (1.2.126) we therefore
deduce that
xξi1 ≡ 1 mod 1 + i, for i = 1, 2.
Thus, x ≡ 1 mod 1 + i and ξi1 ≡ 1 mod 1 + i. Since x ∈ ΩN
m
and
Ω2 = {0, 1, i, 1 + i},
we obtain from x ≡ 1 mod 1 + i that x = iǫ for ǫ = 0 or ǫ = 1. We obtain from ξi1 ≡ 1 mod 1+ i
and the definition of the three Ξ sets given in (1.1.27) and (1.1.26) that ξ ∈ Ξ2. Therefore, we
obtain
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(1.2.127)
(
i, δ
)
(α)−1(2, 0) =
⋃
ǫ
· 1
1 + i
Ξ2α
2i(i, iǫ),
where the ǫ in the union ranges over a subset of {0, 1}. In order to show that the ǫ actually ranges
over the entire subset {0, 1}, it will suffice to choose a single element ξ ∈ Ξ2 and show that
(1.2.128) c
(
1
1 + i
ξα2i(i, iǫ)
)
∈Mat3(Z[i]), for each ǫ ∈ {0, 1}.
We choose the particular element ξ ∈ Ξ2 by setting
ξ =
(
1 0
1 1
)
.
Calculating 11+iξα
2i(i, iǫ) directly, we obtain
1
1 + i
ξα2i(i, iǫ) =
1
1 + i
(
i iǫ
i 2 + iǫ
)
.
Using (1.1.6), we calculate
c
(
1
1 + i
ξα2i(i, iǫ)
)
=

 2 + 2iǫ 2i+ 2i1+ǫ i(2 + iǫ)− i1+ǫ3i+ (−1)ǫi+ i1+ǫ 1 + (−1)ǫ + 2iǫ i1+ǫ + i(2 + iǫ)
1 + iǫ(2 + iǫ) −i+ i1+ǫ(2 + iǫ) i(2 + iǫ) + i1+ǫ

 ,
the right side of which belongs to Mat3(Z[i]), for ǫ ∈ {0, 1}. Therefore in (1.2.127), ǫ ranges over
the entire set {0, 1}. So,
(
i, δ
)−1
(2, 0) =
⋃
ǫ=0,1
· 1
1 + i
Ξ2α
2i(i, iǫ),
which is (1.2.121). By the comments preceding (1.2.121), this completes the proof of the second
line of (1.2.113), and therefore of the Lemma.
To complete the proof of 1.1.9, write
c−1(Γ) = c−1(γ) ∩ SL2(Z[i])
⋃
· c−1(Γ)− c−1(Γ) ∩ SL2(Z[i])
2 Explicit determination of the fundamental domain for the
action of SO3(Z[i]) on H
3
We begin with the following definition, which is fundamental to everything that follows.
Definition. Let X be a topological space. Suppose that Γ is a group acting topologically on X ,
i.e., Γ ⊆ Iso(X). A subset F of X is called an exact fundamental domain for the action of Γ
on X if the following conditions are satisfied
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FD 1. The Γ-translates of F cover X , i.e.,
X = ΓF.
FD 2. Distinct Γ-translates of F intersect only on their boundaries, i.e.,
γ1, γ2 ∈ Γ, γ1 6= γ2 implies γ1F ∩ γ2F ⊆ γ1∂F, γ2∂F.
Henceforth, we will drop the word exact and refer to such an F simply as a fundamental domain.
2.1 The Grenier fundamental domain of a discrete subgroup Γ of Aut+(H3)
For the current section, §2.1, only, G, instead of denoting SL2(C), will denote SL2(C). Likewise,
instead of denoting SO3(Z[i]) or c
−1SO3(Z[i]), Γ will denote an arbitrary subgroup of SL2(C),
satisfying certain conditions to be given below. The main examples to keep in mind are, first,
Γ = SL2(Z) the integer subgroup of SL2(C) and, second, Γ = c
−1(SO3(Z[i])), the inverse image of
the integer subgroup of SO3(C), described explicitly as a group of fractional linear transformations
in Proposition 1.1.9.
The main results of the present section, numbered Theorem 2.1.5 and Theorem 2.1.6 below,
amount to an application of a general result which is valid in a much wider context. This wider
context is that of the integer subgroup G(Z) of a Chevalley group G acting on the symmetric
space G(C)/K. In Chapter I of [Bre05] two general results, namely Theorems I.2.6 and I.2.8 have
already been given and these theorems are general enough to imply Theorems 2.1.5 and and 2.1.6,
below. In lieu of a proof of Theorem 2.1.5, we will merely indicate how the relevant result of [Bre05]
applies to the situation at hand to give Theorem 2.1.5.
Theorems 2.1.5 and 2.1.6 are introduced here in order to be applied to the case Γ =
c−1(SO3(Z[i])), and so give Theorem 2.2.2. A more complete exposition of the theory of fun-
damental domains in the context of Chevalley groups will appear in [Bre], The results given in
[Bre] will immediately imply Theorem 2.2.2, which will obviate the need of stating Theorems 2.1.5
and 2.1.6 as an intermediate step in deducing Theorem 2.2.2.
Iwasawa decomposition of SL2(C). For the reader’s convenience, we recall only those results
in the context of SL2(C) which we need to proceed. For proofs and the statements for SLn(C), see
the “Notation and Terminology” section of [JL]. Let
U = upper triangular unipotent matrices in SL2(C), so U =
{(
1 x
0 1
) ∣∣∣∣ x ∈ C
}
,
A = diagonal elements of SL2(C) with positive diagonal entries, so A =
{(
y 0
0 y−1
) ∣∣∣∣ y ∈ R+
}
,
K = SU(2), so K = {k ∈ SL2(C) | kk∗ = 1}.
Here x∗ denotes the conjugate-transpose xt of x.
We have the Iwasawa decomposition
SL2(C) = UAK,
and the product map U ×A×K → UAK is a differential isomorphism.
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The Iwasawa decomposition induces a system of coordinates φ on the symmetric space
SL2(C)/K. The mapping φ is a diffeomorphism between SL2(C)/K and R
3. The details are
as follows. The Iwasawa decomposition gives a uniquely determined product decomposition of
gK ∈ SL2(C)/K as
gK = u(g)a(g)K, whereu(g) ∈ U, a(g) ∈ A are uniquely determined by gK
Define the Iwasawa coordinates x1(g), x2(g) ∈ R, y(g) ∈ R+ by the relations
u(g) =
(
1 x1(g) + ix2(g)
0 1
)
a(g) =
(
y(g)
1
2 0
0 y(g)−
1
2
)
.
By the Iwasawa decomposition, the Iwasawa coordinates of g are uniquely determined. We em-
phasize that while x1(g) and x2(g) range over all the real numbers, y(g) ranges over the positive
numbers. As functions on G, x1 x2, and y are invariant under right-multiplication by K. Thus x1,
x2, and y induce coordinates on G/K. Now define the coordinate mappings φi : SL2(C)/K → R,
for i = 1, 2, 3, by
(2.1.1) φ1 = − log y, φ2 = x1, φ3 = x2,
and set
φ = (φ1, φ2, φ3) : G/K → R3.
The mapping φ is a diffeomorphism of G/K onto R3, because the Iwasawa coordinate system is a
diffeomorphism, as is log. Thus, there exists the inverse diffeomorphism
φ−1 : R3 → G/K.
By (2.1.1), we can write, explicitly,
(2.1.2) φ−1(t1, t2, t3) = t2 + t3i+ e−t1j, for all t = (t1, t2, t3) ∈ R3.
The quaternion model and the coordinate system on SL2(C)/K. We will use the model
G/K as the upper half-space H3, defined as the following subset of the quaternions.
(2.1.3) H3 = {x1 + x2i+ yj, where x1, x2 ∈ R, y ∈ R+}.
Recall that SL2(C) acts transitively on H
3 by fractional linear transformations. See §VI.0 of [JL06]
for the details of the action. We note the relation
(2.1.4) gj = x1(g) + x2(g)i+ y(g)j.
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As a result of (2.1.4) and the Iwasawa decomposition, we may identify SL2(C)/K with H
3. So
φ : G/K → R3 induces a diffeomorphism
φ : H3
∼=−→ R3.
Because of (2.1.4), if g is any element of G such that gj = z, then φ(g) = φ(z). Further, beause of
the way we set up the coordinates on H3, φ : H3 → R3 is given explicitly by the same formulas as
(2.1.1).
As explained in, for example, §VI.0 of [JL06], the kernel of the action of SL2(C) on H3 is
precisely the set {±I}, consisting of the identity matrix and its negative.
For any oriented manifold X equipped with a metric, use the notation
Aut+(X) = group of orientation-preserving isometric automorphisms of X .
It is a fact that every element of Aut+(X) is realized by a fractional linear transformation in
SL2(C), unique up to multiplication by ±1. Therefore, the action of SL2(C) on H3 by fractional
linear transformations induces an isomorphism
(2.1.5) SL2(C)/{±I} ∼= Aut+(H3).
The stabilizer in Γ of the first j φ-coordinates. In all that follows, if i, j ∈ N, the notation
[i, j] is used to denote the interval of integers from i to j, inclusive. The interval [i, j] is defined to
be the empty set if i > j.
Definition 2.1.1. For i, j ∈ {1, 2, 3}, with i ≤ j, let φ[i,j] be the projection of H3 onto
the [i, j] factors of R3. In other words, we let
φ[i,j] = (φi, φi+1, . . . , φj).
Since φ is a diffeomorphism of H3, φ[i,j] is an smooth epimorphism of H
3 onto Ri−j+1.
If K is any subset of {1, 2, 3}, of size |K|, then we can generalize in the obvious way to define
the smooth epimorphism
φK : H
3 → R|K|.
Let Γ be a group acting by diffeomorphisms of H3. For γ ∈ Γ we also use γ to denote
the diffeomorphism of H3 defined by the left action of γ on H3. Therefore, for l ∈ {1, . . .3} the
composition φl ◦ γ is the R-valued function on H3 defined by
φl ◦ γ(z) = φl(γz) for all z ∈ H3.
We use Γφ[1,j] to denote the subgroup of Γ whose action stabilizes the first i coordinates. In
other words, we set
Γφ[1,j] = {γ ∈ Γ | φ[1,j] = φ[1,j] ◦ γ}.
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We extend the definition of Γφ[1,j] to j = 0, 4, by adopting the conventions
Γφ[1,0] = Γ, and Γφ[1,4] = 1.
Note that, by definition, we have the descending sequence of groups
Γ = Γφ[1,0] ≥ Γφ1 ≥ Γφ[1,2] ≥ Γφ[1,3] ≥ Γφ[1,4] = 1.
Note that the penultimate group in this sequence, namely Γφ[1,3] , equals, by definition, the kernel
of the action of Γ on H3. Assuming that Γ ⊂ SL2(C), i.e. that Γ consists of fractional linear
transformations, we always have
(2.1.6) Γφ[1,3] = Γ ∩ {±1}.
Because the Γφ[1,j] form a descending sequence, for k, j ∈ {1, 2, 3} with k < j, we can consider
the left cosets of Γφ[1,k] in Γφ[1,j] . The left cosets are the sets of the form Γφ[1,j]γk for γk ∈ Γφ[1,k] .
Now let i, j, k ∈ {1, 2, 3}, l ≤ j, k < j. By the definition of Γφ[1,j] , the function φl ◦ γk depends only
only on the left Γφ[1,j] -coset to which γk belongs. Therefore, for fixed z we may consider φl ◦ γk(z)
to be a well-defined function on the set of left cosets Γφ[1,j]γk of Γ
φ[1,k] in Γφ[1,j] . We may therefore,
speak of the R-valued function φl ◦ Γφ[1,j]γk.
In what follows we will most often apply the immediately preceding paragraph when l = j,
and k = j − 1. For γ ∈ Γφ[1,j−1] and ∆ an arbitrary subset of Γφ[1,j] , we have
(2.1.7) φj(∆γz) = {φj(γz)}.
therefore, by setting
φj ◦ Γ[1,j]γ(z) = φj(γz),
we obtain a well-defined function
φj ◦ Γφ[1,j]γ : H3 → R.
The function φj ◦ Γφ[1,j]γ depends only on the Γφ[1,j] -coset to which γ belongs.
For γ ∈ Γφ[1,j−1] , the R-valued function φj◦Γφ[1,j]γ gives the effect of the action of γ ∈ Γφ[1,j−1]
on the jth coordinate of a point. It is clear from the definition that
(2.1.8) φj = φj ◦ γ if and only if Γφ[1,j]γ is the identity left coset of Γφ[1,j] in Γφ[1,j−1] .
We now define the difference function ∆j,γ associated to γ ∈ Γ
φ[1,j−1] ,by setting
(2.1.9) ∆j,γ = φjφ
−1 − φj ◦ γφ−1 : R3 → R.
Then from (2.1.8), we deduce that
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∆j,γ is the (constant) 0-function if and only if γ ∈ Γj .
Let t ∈ R3 with z = φ−1(t) the corresponding point in H3. Then ∆j,γ(t) measures the displacement
in the jth coordinate induced at z by the action of γ on H3.
We will in particular apply Definition 2.1.1 to the case when Γ is a discrete subgroup of
SL2(C). Then, by the isomorphism (2.1.5), Γ/{±I} ⊆ Aut+(H3). Thus, Γ/{I} is a (discrete)
subgroup of the group of metric automorphisms of H3. So in particular, Γ acts by diffeomorphisms
of H3.
It is an immediate consequence of the definitions that for any group Γ˜ acting on H3 by
diffeomorphisms, and any subgroup Γ of Γ˜, we have, for 1 ≤ i ≤ j ≤ 3,
(2.1.10) Γφ[i,j] = (Γ˜)φ[i,j] ∩ Γ.
Applying (2.1.10) to the case of Γ˜ = SL2(C) and i = 1, we deduce that
(2.1.11) Γφ[1,j] = Γ ∩ SL2(C)φ[1,j] ,
for any subgroup Γ ⊆ SL2(C). Because of (2.1.11) it is very useful to have an explicit expression
for SL2(C)
φ1 . We carry out the calculation using the relations of (2.1.1).
Let z ∈ H3 with
z = x1 + x2 + yj,
as in (2.1.3). Let
g ∈ SL2(C) with g =
(
a b
c d
)
.
Define
(2.1.12) y(c, d; z) =
y(z)
||cz + d||2 ,
where in (2.1.12) and from now on, for a quaternion z, ||z||2 denotes the squared norm of a z, so
that ||z||2 = zz. Then we have
(2.1.13) y(gz) = y(c, d; z).
For the details of such calculations, see §VI.0 of [JL06]. Since
φ1 : H
3 → R is defined as − log y(·),
and log is injective, (2.1.13) implies that
(2.1.14) g ∈ SL2(C)φ1 if and only if y(c, d; z) = y(z) for all z ∈ H3.
CHAPTER I. FUNDAMENTAL DOMAIN 56
By (2.1.14) and (2.1.12), we have
(2.1.15) g ∈ SL2(C)φ1 if and only if ||cz + d||2 = 1 for all z ∈ H3.
Clearly, the condition ||cz+ d||2 = 1 is satisfied for all z ∈ H3 if and only if c = 0 and ||d|| = 1. We
therefore deduce from (2.1.15) that
(2.1.16) SL2(C)
φ1 =
{(
ω−1 x
0 ω
) ∣∣∣∣ x, ω ∈ C, ||ω|| = 1
}
.
Axioms for the action of Γ. As before, suppose that Γ is a group acting by diffeomorphisms
on H3, and let Γφ[1,j] for j ∈ {1, 2, 3} be defined as above. We will shortly state the four ‘A’ axioms
for the action of Γ on H3. Before stating the axioms we introduce a few pieces of terminology and
make some easy observations based on them. For any subset K of the interval of integers [1, 3], we
let Kc = [1, 3]−K be the complement of K in [1, 3].
Definition 2.1.2. Let f be a real-valued function
f : H3 → R.
Let K a subset of [1, 3]. We say that f is independent of the K coordinates if for every
x, y ∈ H3,
φKc(x) = φKc(y) implies f(x) = f(y).
In other words, f is independent of the coordinates in K if and only if f is constant on the
fibers of the projection φKc onto the R-factors indexed by K
c. We will most often apply Definition
2.1.2 when K meets one of the following two descriptions.
(1) K = {1, . . . , i− 1} or, (2) K = [i, j]c.
When Definition 2.1.2 applies in case (1), we will say that f is independent of the first i − 1
coordinates. When Definition 2.1.2 applies in case (2), we will say that f depends only on
the ith through jth coordinates. These definitions can be extended in the obvious way from
R-valued functions on H3 to functions on H3 taking values in any given set (for example Rk-valued
functions).
For the next observation, we need to introduce the notion of a section of a projection φK.
It will not really matter which section we use, so for simplicity, we choose the zero section. For a
subinterval [i, j] of {1, 2, 3} of size j − i+ 1, define
σ0[i,j] : R
j−1+1 → H3
by
σ0[i,j](x1, . . . , xj−i+1) = (0, . . . , 0︸ ︷︷ ︸
i−1
, x1, . . . , xj−i+1, 0, . . . , 0︸ ︷︷ ︸
3−j
).
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The map σ0[i,j] is called the zero section of the projection φ[i,j]. The terminology comes from
the relation
(2.1.17) φ[i,j]σ
0
[i,j] = IdRi−j+1 ,
which is immediately verified. The concept of the zero section of the projection can be generalized
from the case of a projection associated with an interval [i, j] to that of an arbitrary subset K of
{1, 2, 3}, in the obvious way, although we will not have any use for this generalization in the present
context.
By use of the zero section, we are able to make a useful reformulation of the condition that
f : H3 → R is independent of the first j− 1 coordinates. Let j ∈ {2, 3} and f a real values function
on H3. Then
(2.1.18) f is independent of the first j − 1 coordinates if and only if f σ0[j,3]φ[j,3] = σ0[j,3]φ[j,3] f .
The reformulation (2.1.18) allows us to prove the following result.
Lemma 2.1.3. Let ∆ be a group acting on H3, and for j ∈ {1, 2, 3}, let φ[j,3] be the projection
of H3 onto the last 3− j+1-coordinates and let σ0[j,3] be the zero section of φ[j,3]. Suppose that, for
all l ∈ [j, 3] and δ ∈ ∆, the functions φl ◦ δ are independent of the first j − 1 coordinates. Then ∆
has an induced action on R3−j+1 defined by
(2.1.19) δ[j,3](t) = φ[j,3](δσ
0
[j,3](t)), for all t = (t1, . . . , t3−j+1) ∈ R3−j+1.
Proof. With δ[j,3] defined as in (2.1.19), we verify the relation
(2.1.20) (δ1)[j,3](δ2)[j,3] = (δ1δ2)[j,3], for all δ1, δ2 ∈ ∆
In order to minimize the clutter, we drop all subscripts [j, 3] from the φ’s and σ’s and all superscripts
0 from the σ’s in the intermediate steps of the calculation. Applying, successively, (2.1.19), (2.1.18),
(2.1.17), and (2.1.19), we have
(δ1)[j,3](δ2)[j,3] = (φδ1σ)(φδ2σ) = φ(δ1σφ)δ2σ = φ(σφδ1)δ2σ = (φσ)(φ(δ1δ2)σ) = (δ1δ2)[j,3].
This completes the proof of the Lemma.
We are now ready to state the A axioms.
In axiom A 4, we denote a direction (unit vector) in R3 by u. We denote the directional
derivative of a function f : R3 → R in the direction u by Duf .
A 1. For j ∈ {2, 3}, γ ∈ Γφ[1,j−1] , φj ◦ γ is independent of the first j − 1 coordinates.
A 2. Let γ ∈ Γ− Γφ1 . Then the difference function ∆1,γ has no critical zeros, i.e., no zeros which
are also critical points.
A 3. Let z ∈ H3, B ∈ R be given. Then there is a neighborhood U of z in H3 with the following
property.
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(2.1.21)
There are only finitely many left cosets Γφ1γ of Γφ1 in Γ
such that φ1(Γ
φ1γU) ∩ (−∞, B] is nonempty.
A 4. Let z ∈ H3 be fixed. Then there is a direction u depending only on z such that we have
(2.1.22) Du∆1,γ(z) < 0, for every γ ∈ Γ− Γφ1 ,
Note that
(2.1.23) Axiom A 4 implies Axiom A 2.
The reason for (2.1.23) is that A 4 implies that ∆1,γ has no critical points, so a fortiori, no critical
zeros. On the face of it, A 4 is considerably stronger than the statement that ∆1,γ has no critical
points, because the absence of critical points for each ∆1,γ would simply be a condition concerning
the individual elements γ of Γ− Γφ1 . Because in A 4, neither u nor the sign in (2.1.22) is allowed
to depend on γ, A 4 is essentially a statement about the action of the group Γ as a whole. In
the end it does turn out that A 4 is satisfied by all the discrete subgroups Γ of SL2(C) that one
would reasonably want to consider in this context. The reason for introducing A 2 is that A 2
isolates the part of A 4 necessary for the conclusion of Theorem 2.1.5, below, to hold (under the
assumption of A 1 and A 3). Therefore, using A 2 to state the hypotheses of Theorem 2.1.5 helps
clarify the reason Theorem 2.1.5 holds true.
Applying Lemma 2.1.3 to our situation, we obtain the following result.
Lemma 2.1.4. Assume that the group Γ acts by diffeomorphisms on H3. Further, assume
that the action of Γ on H3 satisfies axiom A 1. Then Γφ1 has an action on R2 induced by (2.1.19),
(2.1.24) γ[2,3](t) = φ[2,3](γσ
0
[2,3](t)), for all γ ∈ Γφ1 , t = (t1, t2) ∈ R2.
We note that each A axiom is the version of the A axiom from §1.2 of [Bre05], adapted to
the situation at hand. Referring to the notation of [Bre05], we are considering in this work the case
of, X = H3, N = 3, M = {1}, and
F γ,N−i+1 = F γ,3 = φ1γ ◦ φ−1.
Note that, in our situation, the second sentence of A 1 given in [Bre05] becomes redundant. Because
the axioms are the same, we can apply Theorem 1.2.6, respectively Theorem 1.2.8, from [Bre05] to
our situation to obtain Theorem 2.1.5, respectively Theorem 2.1.6, below.
Theorem 2.1.5. Let H3, φ, Γ be as above. Assume that the action of Γ on H3 satisfies
axioms A 1 through A 3 above. Let G ⊆ R2 be a fundamental domain for the induced action of
Γφ[1,3]\Γφ1 on R2. Assume that G is closed. Define
F1 = {z ∈ H3 | φ1(z) ≤ φ1(γz), for all γ ∈ Γφ1}.
CHAPTER I. FUNDAMENTAL DOMAIN 59
Set
(2.1.25) F = φ−1[2,3](G) ∩ F1.
Then we have
(a) F is a fundamental domain for the action of Γφ[1,3]\Γ on H3.
(b) We have F1 closed, so that, by (2.1.25) and the assumption that G is closed, F is closed. Also,
(2.1.26) IntF1 = {z ∈ H3 | φ1(z) < φ1(γx), for all γ ∈ Γ− Γφ1},
and
(2.1.27) ∂F1 = {z ∈ F1 | φ1(z) = φ1(γz), for some γ ∈ Γ− Γφ1}.
Theorem 2.1.6. Let H3, φ, Γ, G be as in Theorem 2.1.5. Suppose that the action of Γ on
H3 satisfies A 4 in addition to A 1 through A 3. Suppose that G = Int(G). Then we have the
conclusions of Theorem 2.1.5 and also
(2.1.28) F1 = Int(F1).
Further,
(2.1.29) IntF = φ−1[2,3](Int(G)) ∩ Int(F1),
and
(2.1.30) F = Int(F).
Considering the coordinate system φ on H3 as fixed, we may think of the fundamental domain
F for Γφ[1,3]\Γ to be a function of the fundamental domain G for the induced action of Γφ1 on R2.
When we wish to stress this dependence of F on G, we will write F(G) instead of F.
Definition 2.1.7. Suppose that the action of a group Γ on H3 on F satisfies axioms
A 1 through A 4, above. Let G be a fundamental domain for the induced action of Γφ[1,3]\Γφ1
on R2 satisfying G = Int(G). Then the fundamental domain F(G) for the action of Γφ[1,3]\Γ de-
fined in (2.1.25) is called the good Grenier fundamental domain for the action of Γ on H3
associated to the fundamental domain G.
The reference to the fundamental domain G is often omitted in practice.
Henceforth, we drop the explicit reference to Γφ[1,3] and speak of a fundamental domain of
Γφ[1,3]\Γ as a fundamental domain of Γ. By (2.1.6), Γ is at worst a two-fold cover of Γφ[1,3]\Γ, so
this involves only a minor abuse of terminology.
The A axioms and discrete subgroups Γ of SL2(C). We now consider the problem of
verifying the A axioms for the examples of groups of diffeomorphisms of H3 that arise in practice,
namely discrete subgroups of SL2(C). The following result says that all such subgroups satisfy the
first two axioms.
CHAPTER I. FUNDAMENTAL DOMAIN 60
Lemma 2.1.8. Let Γ be a subgroup of SL2(C), acting on H
3 on the left by fractional linear
transformations. Then Γ satisfies Axiom A 1.
Proof. For A 1, note that, by (2.1.11) and (2.1.16), we have
(2.1.31) Γφ1 =
{
γ ∈ Γ
∣∣∣∣ γ =
(
ω b
0 ω−1
)
, ||ω|| = 1, b ∈ C
}
.
It is easy to see that A 1 is equivalent to the following condition.
(2.1.32) For all z1, z2 ∈ H3, γ ∈ Γφ1 , φ[2,3](z1) = φ[2,3](z2) implies φ[2,3](γz1) = φ[2,3](γz1).
The hypothesis φ[2,3](z1) = φ[2,3](z2) means, by the definition of φ that, if
zi = xi + yj, x ∈ C, y ∈ R+, then x1 = x2.
It is straightforward to calculate that if γ is of the form given in (2.1.31), then
γzi = ω
2x(zi) + ωb+ y(zi)j
Thus,
x(γz1) = ω
2x(z1) + ωb = ω
2x(z2) + ωb = x(γz2),
i.e., φ[2,3](γz1) = φ[2,3](γz1). This proves (2.1.32) and therefore the lemma.
Before proceeding to Axioms A 2 and A 4, we calculate explicitly the difference function in
the special case at hand and fix some notation related to paths.
Lemma 2.1.9. Let γ ∈ SL2(C), given explicitly as in (2.1.34). Let φ be the diffeomorphism
of H3 onto R3 defined in (2.1.1), and ∆1,γ the difference function defined in (2.1.9). Use the
notation t = φ(z). Then we have
(2.1.33) ∆1,γ(t) = ∆1,γ(φ(z)) = − log
(||cz + d||2) .
Proof. We calculate ∆1,γ by applying the definition of ∆1,γ (2.1.9), (2.1.1), (2.1.13), and
(2.1.12) in turn.
∆1,γ(φ(z)) = φ1(z)− φ1(γz)
= − log y(z) + log y(γz)
= − log y(z) + log y(c, d; z)
= − log y(z) + log y(z)− log (||cz + d||2)
= − log (||cz + d||2) .
This completes the proof of the lemma.
CHAPTER I. FUNDAMENTAL DOMAIN 61
Let Γ be a subgroup of SL2(C), acting on H
3 on the left by fractional linear transformations.
Let γ ∈ Γ be given by
(2.1.34) γ =
(
a b
c d
)
, with a, b, c, d ∈ C, ad− bc = 1.
Let
(2.1.35) z0 = x0 + y0j ∈ H3, with x0 ∈ C, y0 ∈ R+.
Let z(s) be a smooth curve in H3 defined on an interval (−ǫ, ǫ) (ǫ > 0) and satisfying
(2.1.36) z(0) = z0 and z(s) = x0 + y(s)j, for s ∈ (−ǫ, ǫ).
It follows immediately from (2.1.36), the explicit formulas for φ in (2.1.1) and the fact that φ is a
diffeomorphism of H3 with R3 that φz(s) = φ(z(s)) is a smooth curve in R3 satisfying
(2.1.37) φz(0) = φ(z0) and φz(s) = (Re(x0), Im(x0),− log(y(s))), for s ∈ (−ǫ, ǫ).
Lemma 2.1.10. Let Γ be a subgroup of SL2(C), acting on H
3 on the left by fractional linear
transformations. Let γ ∈ Γ be as in (2.1.34), z0 ∈ H3 be as in (2.1.35). Let z(s) satisfy the
conditions of (2.1.36), so that φz(s) := φ(z(s)) satisfies the conditions of (2.1.37).
(a) We have
(2.1.38)
d
ds
∆1,γ(φz(s))
∣∣∣∣
s=0
=
( −2||c||2y(0)
||cx0 + d||2 + ||c||2y(0)2
)
y′(0).
(b) The action of Γ satisfies Axiom A 4.
(c) The action of Γ satisfies Axiom A 2.
Proof. By Lemma 2.1.9, we have
(2.1.39) ∆1,γ(t) = − log ||cz + d||2.
As usual, write
z = x(z) + y(z)j, with x(z) ∈ C, y(z) ∈ R+.
Since d ∈ C, the definition of the squared norm of a quaternion implies that
||cz + d||2 = ||cx(z) + d||2 + ||cy(z)||2 = ||cx(z) + d||2 + ||c||2y(z)2.
Therefore, we can expand (2.1.39), to obtain the formula
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(2.1.40) ∆1,γ(t) = − log
(||cx(z) + d||2 + ||c||2y(z)2) .
We now apply (2.1.40) to the special case of the path z(t) in H3. For s ∈ (−ǫ, ǫ), we calculate that
∆1,γ(φz(s)) = − log
(||cx0 + d||2 + ||c||2y(s)2) .
Using freshman calculus we deduce that
d
ds
∆1,γ(φz(s)) =
−2||c||2y(s)y′(s)
||cx0 + d||2 + ||c||2y(s)2
Setting s = 0, we obtain (2.1.38). This completes the proof of (a).
For (b) we are to show that given any t ∈ R3, there is a direction u, independent of
γ ∈ Γ − Γφ1 , satisfying (2.1.22). By (2.1.31) the assumption that γ ∈ Γ − Γφ1 is equivalent to
the assumption that c 6= 0, where c is the lower-left entry of γ as in (2.1.34). Under the condition
c 6= 0, it is easy to see that the factor in front of y′(0) on the left-hand side of (2.1.38) is negative.
Therefore, we deduce from (2.1.38) that if z(s) is as in part (a), then,
(2.1.41) y′(0) > 0 if and only if
d
ds
∆1,γ(φz(s))
∣∣∣∣
s=0
< 0.
With t ∈ R3 given, let z0 = φ−1(t), and
z(s) a smooth path in H3 satisfying the conditions (2.1.36) and y′(0) > 0.
Define u to be the unit tangent vector to the path φ(z(s)) at s = 0. Because φ is a diffeomorphism
u is well-defined. That φ is a diffeomorphism, together with the definition of u, implies that
(2.1.42) Du∆1,γ(t) =
d
ds
∆1,γ(φz(s))
∣∣∣∣
s=0
By (2.1.41), (2.1.42), and the choice of z(s) satisfying y′(0) > 0, we have
Du∆1,γ(t) < 0.
Therefore, u satisfies the condition (2.1.22). We conclude that the action of Γ on H3 satisfies Axiom
A 4.
Part (c) follows immediately from Part (b) and (2.1.23).
The verification of Axiom A 3 requires more specialized techniques than the verification of
A 1, A 2 and A 4. The reason is that unlike A 1 and A 2, A 3 and A 4 are essentially statements
about the action of the entire group Γ on H3 in relation to the coordinate system, whereas A 1
and A 2 merely concern the actions of individual elements of Γ. In particular, while Lemmas 2.1.8
and 2.1.10 guarantee that every group Γ of fractional linear transformations satisfies A 1, A 2,
CHAPTER I. FUNDAMENTAL DOMAIN 63
A 4, it is easy to construct examples of discrete groups Γ of fractional linear transformations which
do not satisfy A 3.
We use a more indirect method to verify Axiom A 3. The method for A 3 amounts to
verifying that all Γ in a certain “class” (the commensurability class, see below Corollary (2.1.15)
for the definition) either satisfy A 3 or fail to satisfy A 3. We then pick a specific Γ0 in the class
of Γ = c−1(SO3(Z[i])) and show by direct calculations that Γ0 satisfies A 3, from which it follows
via Corollary (2.1.15) that Γ satisfies A 3. The class representative Γ0 is chosen so as to simplify
the calculations to whatever extent possible.
First, we recall the following definition from general topology
Definition 2.1.11. Let X be a topological space, x ∈ X . Then a local base at x is a
collection of neighborhoods B(x) of x such that
For every neighborhood U of x there is a neighborhood B ∈ B(x) such that B ⊂ U .
Now suppose that (X, d) is a metric space with metric d. For example, we may take (X, d) =
(H3, s2), where s2 is the hyperbolic metric defined in terms of the above coordinates by
ds2 =
dx21 + dx
2
2 + dy
2
y2
.
By definition of the metric topology each x ∈ X has a countable local base, consisting of the open
balls B 1
n
(x) centered at x, of radius 1/n, n ∈ N. We use the notation
(2.1.43) Bd(x) =
{
B 1
n
(x) | n ∈ N
}
,
for the local base so described. Because for each z ∈ H3, Bs2(z) is a local basis at z, we have a
useful reformulation of Axiom A 3.
Lemma 2.1.12. Let Γ be a group acting on H3 by diffeomorphisms, as above.
(a) Let B(z) be a local base for the metric topology of H3. The action of Γ on H3 satisfies A 3
if and only if, for each z ∈ H3, B ∈ R, there is an element V ∈ B(z), such that V satisfies
(2.1.21).
(b) The action of Γ on H3 satisfies A 3 if and only if for each z ∈ H3 and B ∈ R, there exists
N(B, z) ∈ N such that for all n > N the ball B 1
n
(z) satisfies (2.1.21).
Proof. Part (a) follows from the fact that if a neighborhood U of z satisfies (2.1.21), then so
does any neighborhood V of z contained in U . Given any neighborhood U of z satisfying (2.1.21),
simply take V ∈ B(z) with V ⊆ U , which is possible because B(z) is a basis of neighborhoods at z.
In order to obtain part (b), apply part (a) to the special case of B(z) = Bs2(z), the basis
of neighborhoods for the metric topology on H3 defined in (2.1.43). Part (a) gives an N(B, z)
such that BN(B,z)−1 satisfies (2.1.21), and since for every n > N(B, z), B 1
n
⊆ BN(B,z)−1 , B 1
n
also
satisfies (2.1.21).
For the proof of Lemma 2.1.14, below, we will need some facts from elementary group theory,
which we list in Sublemma 2.1.13.
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Sublemma 2.1.13. Let Γ be a group, with Γ′, ∆ subgroups of Γ. Define
∆′ = Γ′ ∩∆.
(a) Assume for this part only that
[Γ : Γ′] = n <∞.
Then there exist elements η1, . . . ηm−1, each ηi 6= 1, such that Γ can be expressed as the
disjoint union of m Γ′ left cosets. That is
(2.1.44) Γ = Γ′ ∪ Γ′η1 ∪ Γ′η2 ∪ · · · ∪ Γ′ηm−1.
(b) Let γ′1, γ
′
2 be arbitrary elements of Γ
′. For i = 1, 2, consider the ∆′ left cosets ∆′γ′i of γ
′
i in
Γ′ and the ∆ left cosets ∆γ′i of γ
′
i in Γ. Then we have
(2.1.45) ∆′γ′1 = ∆
′γ′2 if and only if ∆γ
′
1 = ∆γ
′
2.
Proof. Part (a) is a standard part of elementary group theory.
For part (b), we have ∆′γ′1 = ∆
′γ′2 if and only if γ
′
1(γ
′
2)
−1 ∈ ∆′. But γ′1(γ′2)−1 ∈ Γ′, and also
∆′ = Γ′ ∩∆. Therefore, we have γ′1(γ′2)−1 ∈ ∆′ if and only if γ′1(γ′2)−1 ∈ ∆. Since, γ′1(γ′2)−1 ∈ ∆
if and only if γ′1∆ = γ
′
2∆, this completes the proof of (b).
Lemma 2.1.14. Let Γ be a group of fractional linear transformations acting on H3, and let
Γ′ be a subgroup of Γ.
(a) If Γ satisfies Axiom A 3, then Γ′ also satisfies Axiom A 3.
(b) Suppose that [Γ : Γ′] <∞. If Γ′ satisfies Axiom A 3, then Γ also satisfies Axiom A 3.
Proof. For (a), we suppose that Γ′ does not satisfy A 3, and we prove that in this case Γ
does not satisfy A 3. Then for some z ∈ H3, B ∈ R and for every neighborhood U of z in H3,
there is an infinite sequence {γ′i}∞i=1 such that
φ1((Γ
′)φ1γ′iU) ∩ (−∞, B] 6= ∅ and the (Γ′)φ1γ′i are distinct.
By (2.1.7), we have
φ1((Γ
′)φ1γ′iU) = φ1(Γ
φ1γ′iU).
Therefore, {γ′i}∞i=1 is an infinite sequence in Γ such that
φ1(Γ
φ1γ′iU) ∩ (−∞, B] 6= ∅.
We may conclude that Γ does not satisfy A 3 provided that we can prove that the cosets Γφ1γ′i are
distinct. However, we can prove that the cosets Γφ1γ′i are distinct by applying Sublemma 2.1.13,
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part (b). Therefore, if Γ′ fails to satisfy A 3, then Γ fails to satisfy A 3. We have proved the
contrapositive of part (a), hence we have proved part (a).
For part (b), suppose that Γ′ satisfies A 3. Let B ∈ R be fixed. Set m = [Γ : Γ′]. By
assumption, m < ∞. Let η1, . . . , ηm−1 be the nontrivial coset representatives of Γ′ in Γ, as in
Sublemma 2.1.13, part (b). By convention, set η0 = IdΓ. For i ∈ [0,m− 1], let N ′(etaiz,B) be the
smallest integer such that for all n > N ′(etaiz,B), the ball B 1
n
(ηiz) satisfies (2.1.21), with Γ
′ in
place of Γ. Such N ′(ηiz,B) ∈ N exist, by Lemma 2.1.12, part (b), because Γ′ satisfies A 3. Set
(2.1.46) N = max
(
N ′(η0z), . . . N ′(ηm−1z)
)
.
We claim that N = N(B, z), i.e. that for all n > N , the ball B 1
n
(z) satisfies (2.1.21) with respect
to the action of Γ. By Lemma 2.1.12, part (b), the claim implies that Γ satisfies A 3, and therefore,
the proof of the claim will complete the proof of the theorem.
In order to prove the claim, it clearly suffice to prove that B 1
N
satisfies (2.1.21). Assume the
contrary, namely that there exists an infinite sequence {γj}∞j=1 of elements of Γ such that
(2.1.47) the cosets Γφ1γj are distinct and φ1(γjB 1
N
(z)) ∩ (−∞, B) 6= ∅.
Infinitely many γj in the infinite sequence must belong to a single coset Γ
′ηi for i ∈ [0,m− 1]. By
extraction of a subsequence of {γj}∞j=1, we may assume without loss of generality that each γj is
of the form γ′jηi for a fixed i ∈ [0,m− 1]. By an application of Sublemma 2.1.13, we deduce from
(2.1.47) that the (Γ′)φ1 -cosets (Γφ1γ′j are distinct. Therefore, (2.1.47) that
(2.1.48) the cosets (Γ′)φ1γ′j are distinct and φ1(γ
′
jηiB 1
N
(z)) ∩ (−∞, B) 6= ∅.
But because ηi is an isometric automorphism of H
3, and by (2.1.46), we have
γ′jηiB 1
N
(z) = γ′jB 1
N
(ηiz) ⊆ γ′jB1/N(ηiz,B)(ηiz).
Therefore, (2.1.48) implies that
the cosets (Γ′)φ1γ′j are distinct and φ1(γ
′
jB1/N(ηiz,B)(ηiz)) ∩ (−∞, B) 6= ∅,
which contradicts the choice of N(ηiz,B). Since our assumption that there exists an infinite
sequence {γj}∞j=1 of elements of Γ satisfying (2.1.47) lead to a contradiction, we may conclude that
no such sequence exists. This shows that B 1
N
satisfies (2.1.21), and completes the proof of the
claim, and hence the proof of the lemma.
As an immediate consequence of Lemma 2.1.14, we have the following.
Corollary 2.1.15. Suppose that Γ1, Γ2 are groups of fractional linear transformations acting
on H3 such that
(2.1.49) [Γ1 : Γ1 ∩ Γ2], [Γ2 : Γ1 ∩ Γ2] <∞.
Then the action of Γ1 satisfies A 3 if and only if the action of Γ2 satisfies A 3.
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We call two subgroups Γ1,Γ2 of a group G commensurable if they satisfy the finite-index
condition of (2.1.49). Since commensurability is clearly an equivalence relation on the set of all
subgroup of G, we may speak of the commensurability class of a subgroup Γ of G. Using this
terminology, we may restate the result of Corollary 2.1.15 as follows. For any commensurability
class of subgroups of SL2(C), all of the subgroups in the class either satisfy A 3 or fail to satisfy
A 3.
Inside the commensurability class of c−1(SO3(Z[i])), we find SL2(Z[i]). See Lemma 1.1.10,
specifically (1.1.37), for the commensurability result. In light of Corollary 2.1.15, in order to prove
that SO3(Z[i]) satisfies A 3, we show that SL2(Z[i]) satisfies A 3. We now prepare the way for
this demonstration.
Explicit description of the decomposition of SL2(Z[i]) into left SL2(Z[i])
φ1 cosets. By
(2.1.14) and (2.1.10), applied to Γ = SL2(Z[i]), we have
(2.1.50) SL2(Z[i])
φ1 =
{(
i−ǫ x
0 iǫ
) ∣∣∣∣ x ∈ Z[i], ǫ ∈ {0, 1, 2, 3}
}
.
Let
γ =
(
a b
c d
)
∈ SL2(Z)
be an arbitrary element of SL2(Z[i]). It follows directly from (2.1.50) that we have the following
description of the coset containing γ.
(2.1.51) SL2(Z[i])
φ1γ =
{(
i−ǫa+ xc i−ǫb+ xd
iǫc iǫd
) ∣∣∣∣ x ∈ Z[i], ǫ ∈ {0, 1, 2, 3}
}
.
One can verify using elementary number theory that for fixed ǫ ∈ {0, 1, 2, 3},
The set of elements of SL2(C) with second row
(
iǫc iǫd
)
is
{(
i−ǫa+ xc i−ǫb+ xd
iǫc iǫd
) ∣∣∣∣ x ∈ Z[i]
}
.
Therefore (2.1.51) implies that
(2.1.52) SL2(Z[i])
φ1
(
a b
c d
)
=
{( ∗ ∗
iǫc iǫd
)
∈ SL2(Z[i])
∣∣∣∣ ǫ ∈ {0, 1, 2, 3}
}
.
Also, by elementary number theory, the row vector
(
c d
)
can be completed to an element of
SL2(Z[i]) if and only if GCD(c, d) = 1. As a consequence of (2.1.52) we have the bijection
{SL2(Z[i])φ1γ | γ ∈ SL2(Z[i])} ←→ {
(
c d
) | GCD(c, d) = 1}/{×iǫ | ǫ = 0, 1, 2, 3},
which is described explicitly by (2.1.52).
Proposition 2.1.16. The action of SL2(Z[i]) on H
3 by fractional linear transformations
satisfies Axiom A 3.
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Proof. Let z ∈ H3, B ∈ R. For any w ∈ H3, we write, as usual,
(2.1.53) w = x(w) + y(w)j, for x(w) ∈ C, y(w) ∈ R+.
Define
Uz = {w ∈ H3 | 2y(z) > y(w) > 1
2
y(z), ||x(w) − x(z)|| ≤ 1}.
It is clear that Uz is a neighborhood of z. In order to complete the verification of A 3, it will
therefore suffice to show that there are only finitely many cosets SL2(Z[i])
φ1γ of SL2(Z[i])
φ1 in
SL2(Z[i]) such that
φ1(SL2(C)
φ1γUz) ∩ (−∞, B] 6= ∅.
Let w ∈ Uz be arbitrary. We have by the definition of ∆1,γ and by Lemma 2.1.9 that
(2.1.54) φ1(SL2(Z[i])
φ1γw) = φ1(w)−∆1,γ ◦ φ(w) = φ1(w) + log
(||cz + d||2) .
Using the description of the left SL2(Z[i])
φ1 cosets in SL2(Z[i]) given in (2.1.52), and (2.1.54), we
see that it will suffice to show that there are finitely many pairs (c, d) ∈ Z[i]2 with GCD(c, d) = 1,
such that
(2.1.55) φ1(w) + 2 log
(||cz + d||2) < B, for any w ∈ Uz.
The condition w ∈ Uz implies, by the definition of Uz, that −φ1(w) < −φ1(z) + log 2. Therefore,
the inequality in (2.1.55) implies that
log(
(||cw + d||2) < B − φ1(z) + log 2 = B′,
where B′ is defined as B′ = B−φ1(z)+log 2. (The real number B′ is fixed throughout the argument
because both B and z are fixed.) Since the exp function is monotone increasing, our task is reduced
to showing that there are only finitely many pairs (c, d) ∈ Z[i]2 with GCD(c, d) = 1 such that
(2.1.56) ||cw + d||2 < exp(B′).
Using (2.1.53), we calculate that
(2.1.57) ||cw + d||2 = ||cx(w) + d||2 + ||c||2y(w)2 ≥ ||c||2y(w)2.
However, because we are assuming w ∈ Uz, we have y(w) > 12y(z)2, so that
(2.1.58) ||c||2y(w)2 ≥ 1
4
||c||2y(z)2.
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Applying (2.1.58) to (2.1.57), yields
||cw + d||2 > 1
4
||c||2y(z)2.
Therefore, only those relatively prime pairs (c, d) ∈ Z[i] such that ||c||2 < 4 exp(B′)/y(z)2 can
satisfy (2.1.56). This demonstrates that there are only finitely many allowable c ∈ Z[i] such that
at least one (c, d) ∈ Z[i]2 satisfies (2.1.56).
Now, let such a c ∈ Z[i] be fixed. Then (2.1.56) implies that
(2.1.59)
||cx(w) + d||2 < expB′ − ||c||2y(w)2
< expB′ − 1
4
||c||2y(z)2
= B′′,
where B′′ ∈ R is defined as expB′ − 14 ||c||2y(z)2, and is fixed throughout this argument because
B, c and z are fixed. On the other hand, we have
(2.1.60)
||cx(z) + d|| ≥ ||cx(z) + d|| − ||cx(z)− cx(w)||
≥ ||cx(z) + d|| − ||c||,
where the last inequality follows from the fact that w ∈ U . Clearly, there are only d ∈ Z[i] such
that
||cx(z) + d|| ≤
√
|B′′|+ ||c||.
Therefore, by (2.1.60), there are only finitely many d for which
||cx(z) + d||2 ≤ |B′′|.
Consequently, for a fixed c there are only finitely many d such that (c, d) ∈ Z[i]2 satisfies (2.1.56).
Since it has already been established that there are only finitely many c ∈ Z[i] such that there
exists any d ∈ Z[i] with (c, d) satisfying (2.1.56), there are only finitely many (c, d) ∈ Z[i]2 satisfying
(2.1.56). By the comments preceding (2.1.56), this completes the proof of the lemma.
Explicit description of F1. We now give a collection of general results that will be useful, for
various concrete cases of Γ in establishing a collection of explicit inequalities defining F1.
Note that with γ as in (2.1.34), we have
(2.1.61)
(
0 1
)
γ =
(
c d
)
,
from which we deduce the following
Corollary 2.1.17. Let F1 be as defined in Theorem 2.1.5. Then we have the following
alternate descriptions of F1 and its interior.
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(2.1.62) F1 =
{
z ∈ H3
∣∣∣∣∣
∥∥∥∥(0 1) γ
(
z
1
)∥∥∥∥2 ≥ 1, for all γ ∈ Γ
}
,
and
(2.1.63) Int(F1) =
{
z ∈ H3
∣∣∣∣∣
∥∥∥∥(0 1) γ
(
z
1
)∥∥∥∥2 > 1, for all γ ∈ Γ− Γφ1
}
.
Proof. Using the definition of F1 and ∆1,γ , we have
F1 = {z ∈ H3 | ∆1,γ(z) ≤ 0 for all γ ∈ Γ}.
Using the expression for ∆1,γ in (2.1.33), and (2.1.61), we obtain (2.1.62).
In order to obtain (2.1.63), we apply the same argument, but with strict equalities replacing
the non-strict inequalities and γ ranging over Γ− Γφ1 instead of all of Γ.
The main technical result needed to calculate explicit equalities for F1 in the case of specific
Γ is Lemma 2.1.19. For the lemma, we need the following elementary notion.
Definition 2.1.18. Let (X, d) be a metric space. Let Ξ be a subset of X , and let κ > 0.
Then Ξ is said to be κ-dense in X if
for all x ∈ X, there exists ξ ∈ Ξ such that d(x, ξ) ≤ κ,
in other words, when every open ball in X of radius κ intersects Ξ.
We will apply Definition 2.1.18 most often in the case when (X, d) = (C, || · ||), the complex
numbers with the usual norm, and when Ω is a lattice in C, a translate of a lattice, or a similar
discrete set. We have the following elementary properties of κ-density in C.
Translation Invariance Let x ∈ C. The set Ω ⊂ C is κ-dense in C if and only if x + Ω is
κ-dense in C.
Behavior under Dilation Let c ∈ C− {0}. The set Ω ⊂ C is κ-dense in C if and only if then
cΩ is ||c||κ-dense in C.
Standard Lattice The standard lattice Z[i] is
√
2
2 -dense in C.
Before proceeding, we list some elementary properties of the subsets of the type used to
describe F1 in Corollary 2.1.17, which will be used repeatedly in manipulating such sets. None of
the elementary properties require proof. Throughout the properties, ρ represents a nonzero real
number unless stated otherwise.
Elementary Properties of the sets
{
z ∈ H3 |
∥∥∥∥(0 1) γ
(
z
1
)∥∥∥∥2 ≥ ρ, for all γ ∈ Γ
}
.
1. γ =
(
a b
c d
)
implies
(
0 1
)
γ
(
z
1
)
=
(
1 d
)(cz
1
)
.
2.
{
z ∈ H3
∣∣∣∣
∥∥∥∥(0 1) γ
(
z
1
)∥∥∥∥ 2 ≥ ρ2, for all γ ∈ Γ
}
=
{
z ∈ H3
∣∣∣∣
∥∥∥∥(1 d)
(
cz
1
)∥∥∥∥ 2 ≥ ρ2 for all (c d) ∈ (0 1)Γ
}
.
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3. Inclusion Reversal. If Ω1 ⊆ Ω2 ⊆ C2, then{
z ∈ H3
∣∣∣∣
∥∥∥∥(1 d)
(
cz
1
)∥∥∥∥ 2 ≥ ρ2, for all (c d) ∈ Ω2
}
⊆
{
z ∈ H3
∣∣∣∣
∥∥∥∥(1 d)
(
cz
1
)∥∥∥∥ 2 ≥ ρ2, for all (c d) ∈ Ω1
}
.
4. Constant Scalar Multiple. Let ρ ∈ C×. Then
∥∥∥∥1ρ (1 d)
(
cz
1
)∥∥∥∥2 ≥ 1 if and only if
∥∥∥∥(1 d)
(
cz
1
)∥∥∥∥2 ≥ ||ρ||2.
5. Scalar Function Multiple. Let ρ(·) be a non-vanishing complex-valued function on Γ.
Then ∥∥∥∥ 1ρ(γ) (1 d)
(
cz
1
)∥∥∥∥2 = 1||ρ||2
∥∥∥∥(1 d)
(
cz
1
)∥∥∥∥2 ,
so that{
z ∈ H3
∣∣∣∣
∥∥∥∥ 1ρ(γ) (1 0) γ
(
z
1
)∥∥∥∥ 2 ≥ 1, for all γ ∈ Γ
}
=
{
z ∈ H3
∣∣∣∣
∥∥∥∥(1 0) γ
(
z
1
)∥∥∥∥ 2 ≥ ||ρ(γ)||2, for all γ ∈ Γ
}
.
In contrast to the elementary properties, the property in Lemma 2.1.19 does deserve a short
proof.
Lemma 2.1.19. Let Ω ⊆ C. Assume that Ω is κ-dense in C under the usual norm. Let
ρ1, ρ2 > 0 and let c ∈ C− {0}. Further assume that the following condition is satisfied,
(2.1.64) ρ21 − κ2 ≥
ρ22
||c||2 .
Then we have the containment
(2.1.65)
{
z ∈ H3
∣∣∣∣∣
∥∥∥∥(1 d)
(
z
1
)∥∥∥∥2 ≥ ρ21 for all d ∈ Ω
}
⊆
{
z ∈ H3
∣∣∣∣∣
∥∥∥∥(1 ξ)
(
cz
1
)∥∥∥∥2 ≥ ρ22 for all ξ ∈ C
}
.
Proof. Let z ∈ H3, as in (2.1.35), be an element of the left-hand side of (2.1.65). Since Ω
is κ-dense, there exists d ∈ Ω, such that
(2.1.66) ||x(z)− d||2 ≤ κ2.
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On the other hand, because z belongs to the left-hand side of (2.1.65), we have
(2.1.67) ||z + d||2 = ||x(z) + d||2 + y(z)2 ≥ ρ21.
Combining the inequalities (2.1.66) and (2.1.67), we deduce that
y(z)2 ≥ ρ21 − κ2.
Therefore, by (2.1.64), we have
(2.1.68) y(z)2 ≥ ρ
2
2
||c||2 .
Now, let ξ ∈ C. We have
∥∥∥∥(1 ξ)
(
cz
1
)∥∥∥∥2 = ||cz + ξ||2 = ||cx(z) + ξ||2 + ||c||2y(z)2 ≥ ||c||2y(z)2 ≥ ρ22,
where we have applied (2.1.68). We have shown that z belongs to the right side of (2.1.65), and
this completes the proof of the containment (2.1.65).
We next explicitly state, in the form of Corollaries 2.1.20 and 2.1.21, the particular applica-
tions of Lemma 2.1.19 that we will need when treating the particular cases of Γ = SL2(Z[i]) and
Γ = c−1(SO3(Z[i])).
Corollary 2.1.20. Let c ∈ Z[i]− {0}. Then we have the following containment
(2.1.69)
{
z ∈ H3
∣∣∣∣
∥∥∥∥(1 d)
(
z
1
)∥∥∥∥ ≥ 1, for all d ∈ Z[i]|
}
⊆
{
z ∈ H3
∣∣∣∣
∥∥∥∥(1 d)
(
cz
1
)∥∥∥∥ ≥ 1, for all d ∈ Z[i]
}
.
Proof. Since c ∈ Z[i]− {0}, we have two cases, namely ||c|| = 1, and ||c||2 ≥ 2.
Case 1: ||c|| = 1. We have c a unit, so that c−1 ∈ Z[i] and c−1Z[i] = Z[i]. Moreover, for d ∈ Z[i],
we have (
1 d
)(cz
1
)
=
1
c−1
(
1 dc−1
)(z
1
)
We can apply Elementary Property 4, Constant Scalar Multiple, with ρ = c, to the right side
of (2.1.69) to conclude that we have equality in (2.1.69).
Case 2: ||c|| ≥ 2. The inequality (2.1.64) is verified with ρ1 = ρ2 = 1, κ2 = 12 . Therefore, by
the property density of the standard lattice, we see that the hypotheses of Lemma (2.1.19) are
satisfied with Ω = Z[i]. Lemma 2.1.19 and the Elementary Property 3, Inclusion Reversal yield
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{
z ∈ H3
∣∣∣∣
∥∥∥∥(1 d)
(
z
1
)∥∥∥∥ ≥ 1, for all d ∈ Z[i]
}
⊆
{
z ∈ H3
∣∣∣∣
∥∥∥∥(1 ξ)
(
cz
1
)∥∥∥∥ ≥ 1, for all ξ ∈ C
}
⊆
{
z ∈ H3
∣∣∣∣
∥∥∥∥(1 d)
(
cz
1
)∥∥∥∥ ≥ 1, for all d ∈ Z[i]
}
.
For Corollary 2.1.21 define the following subsets of H3.
F
(1)
1 =
{
z ∈ H3
∣∣∣∣∣
∥∥∥∥(1 d)
(
cz
1
)∥∥∥∥2 ≥ 1 for c 6= 0, d ∈ Z[i]
}
.(2.1.70)
F
(2)
1 =

z ∈ H
3
∣∣∣∣∣∣∣∣
∥∥∥∥(1 d)
(
cz
1
)∥∥∥∥2 ≥ 2 for (c d)∈ ⋃
ω∈Z[i]
||ω||=1
· (ω 1 + (1 + i)Z[i])⋃· ⋃
c∈Z[i]
||c||>1
· (c Z[i])

 .
F
(2,1)
1 =
{
z ∈ H3
∣∣∣∣∣
∥∥∥∥(1 d)
(
z
1
)∥∥∥∥2 ≥ 2 for all d ∈ 1 + (1 + i)Z[i]
}
.
Corollary 2.1.21. Let F
(1)
1 ,F
(2)
1 and F
(2,1)
1 , be as defined in (2.1.70). Then we have the
inclusion
F
(2,1)
1 ⊆ F(1)1 ∩ F(2)1 .
Proof. In order to prove that F
(1,2)
1 ⊆ F(1)1 , apply Lemma 2.1.19 with ρ21 = 2, ρ22 = 1, and
c ∈ Z[i], and κ = 1. Note the set 1+(1+i)Z[i] is a translation of the dilation of the standard integer
lattice by 1 + i. Therefore, we can use the properties of κ-density to conclude that 1 + (1 + i)Z[i]
is 1-dense in C. Therefore, the hypotheses of Lemma 2.1.19 are satisfied, and Lemma 2.1.19 gives
F
(1,2)
1 ⊆ F(1)1 .
In order to prove that F1,21 ⊆ F(2)1 , apply Lemma 2.1.19 with ρ21 = ρ22 = 2, and c ∈ Z[i]
satisfying ||c||2 ≥ 2. Lemma 2.1.19 and the Elementary Property 3, Inclusion reversal, imply
that
(2.1.71)
F
2,1
1 ⊆

z ∈ H
3
∣∣∣∣∣∣∣∣
∥∥∥∥(1 d)
(
cz
1
)∥∥∥∥2 ≥ 2 for (c d)∈ ⋃
c∈Z[i]
||c||>1
· (c C)


⊆

z ∈ H
3
∣∣∣∣∣∣∣∣
∥∥∥∥(1 d)
(
cz
1
)∥∥∥∥2 ≥ 2 for (c d)∈ ⋃
c∈Z[i]
||c||>1
· (c Z[i])

 .
Now, let ω ∈ Z[i], ||ω|| = 1, so that ω−1 ∈ Z[i]. The Elementary Property 4, Constant Scalar
Multiple, applied with ρ = ω−1 yields
∥∥∥∥(1 d)
(
ωz
1
)∥∥∥∥2 =
∥∥∥∥(1 ω−1d)
(
z
1
)∥∥∥∥2 .
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Thus, we have
(2.1.72)
F
(2,1)
1 =

z ∈ H
3
∣∣∣∣∣∣∣∣
∥∥∥∥(1 d)
(
cz
1
)∥∥∥∥2 ≥ 2 for (c d)∈ ⋃
ω∈Z[i]
||ω||=1
· (ω ω−1(1 + (1 + i)Z[i]))


=

z ∈ H
3
∣∣∣∣∣∣∣∣
∥∥∥∥(1 d)
(
cz
1
)∥∥∥∥2 ≥ 2 for (c d)∈ ⋃
ω∈Z[i]
||ω||=1
· (ω 1 + (1 + i)Z[i])

 ,
where the substitution in the latter line follows from the fact that
red1+i(ω) = red1+i(ω
−1) = 1.
By combining (2.1.71) and (2.1.72), we have F
(2,1)
1 ⊆ F(2)1 . Since we have already shown that
F
(2,1)
1 ⊆ F(1)1 , this completes the proof of the corollary.
Example: The Picard domain F for SL2(Z[i]). Define the following rectangle in R
2:
GSL2(Z[i])φ1 =
{
(t1, t2) ∈ R2
∣∣∣∣ t1 ∈
[
−1
2
,
1
2
]
, t2 ∈
[
0,
1
2
]}
.
It is easy to verify, from the explicit description of SL2(Z[i])
φ1 , given in (2.1.50) that GSL2(Z[i])φ1 is
a fundamental domain for the action of SL2(Z[i]
φ1)/{±1}. Further, it is obvious that
GSL2(Z[i])φ1 = Int(GSL2(Z[i])φ1 ).
By putting together Lemmas (2.1.8), and (2.1.10), and Proposition 2.1.16, we see that the action
of SL2(Z[i]) satisfies the A axioms. Therefore, Theorems 2.1.5 and 2.1.6 apply. We deduce that,
with F1, F(GSL2(Z[i])φ1 ) defined as in Theorem 2.1.5, we have
F := F(GSL2(Z[i])φ1 ) is a good Grenier fundamental domain for SL2(Z[i]).
The fundamental domain F is defined in §VI.1 of [JL06], where, in keeping with classical terminol-
ogy, F is called the Picard domain.
In order to complete the example, we now give an explicit description of the set F1, which
will allow the reader to see that “our” F is exactly the same as the Picard domain. We claim that
F1 is the subset of R
3 whose image under the diffeomorphism φ−1 is given as follows.
(2.1.73) φ−1(F1) = {z ∈ H3 | ||z −m|| ≥ 1, for allm ∈ Z[i]}.
In order to verify the claim, we use the expression for φ−1(F1) given in Corollary 2.1.17. Because
(
0 1
)
SL2(Z[i]) = {
(
c d
) | c, d,∈ Z[i], GCD(c, d) = 1},
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we can apply the Elementary Property 2 to obtain
(2.1.74) φ−1(F1) =
{
z ∈ H3
∣∣∣∣∣
∥∥∥∥(1 d)
(
cz
1
)∥∥∥∥2 ≥ 1, for all (c, d) ∈ Z[i]2, with GCD(c, d) = 1
}
.
We have
(1,Z[i]) ⊆ {(c, d) ∈ Z[i] | (c, d) = 1}.
So by Elementary Property 3, Inclusion Reversal, the right-hand side of (2.1.74) is contained in
the set
(2.1.75)
{
z ∈ H3
∣∣∣∣∣
∥∥∥∥(1 d)
(
z
1
)∥∥∥∥2 ≥ 1, for all d ∈ Z[i]
}
On the other hand, we apply Corollary 2.1.20 to see that the set in (2.1.75) is contained in the
right-hand side of (2.1.74). Therefore, we can substitute the set in (2.1.75) for the right-hand side
of (2.1.74). The substitution yields (2.1.73).
Of the infinite set of inequalities defining F1, all except the one with d = 0, i.e. ||z||2 ≥ 1, are
trivially satisfied on φ−1[2,3]
(
GSL2(Z[i])φ1
)
. Thus, from (2.1.73) and (2.1.25), we recover the description
of the Picard domain by finitely many inequalities given in §VI.1 of [JL06].
2.2 The good Grenier fundamental domain for Γ = c−1(SO3(Z[i]))
We now proceed to consider the special case of c−1(SO3(Z[i])) in Theorems 2.1.5 and 2.1.6 above. In
keeping with the general practice of this chapter, we will go back to using G to denote SO3(C) and
Γ to denote SO3(Z[i]), exclusively. Since we are always in this section in the setting of subgroups
of SL2(C), we will abuse notation slightly and use Γ to denote the isomorphic inverse image c
−1(Γ)
of Γ = SO3(Z[i]) in SL2(C).
Also, we treatR2, the image of the projection φ[2,3], as C, by identifying the point (t1, t2) ∈ R2
with t1 + it2. Thus, our “new” φ[2,3] is defined in terms of the “old” φ-coordinates by
(2.2.1) φ[2,3](z) = φ2(z) + iφ3(z).
We will give an expression for a good Grenier fundamental domain F(G) in terms of explicit
inequalities, in (2.2.40), and again as a convex polytope in H3, in Proposition 2.2.11, below.
Statement of main results.
Proposition 2.2.1. Let Γ = c−1(SO3(Z[i])), given as a set of fractional linear transforma-
tions explicitly in Proposition 1.1.9. Then Γ satisfies the A axioms.
Proof. Since Γ is a subgroup of SL2(Z[i]), Lemma 2.1.8 implies that Γ satisfies Axioms
A 1, A 2 and A 4. By Lemma 1.1.10, we have that
[Γ : Γ ∩ SL2(Z[i])], [SL2(Z[i]) : Γ ∩ SL2(Z[i])] <∞,
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i.e., Γ and SL2(Z[i]) are in the same commensurability class. We may apply Corollary 2.1.15 and
2.1.16 to conclude that Γ satisfies A 3.
As a result of Proposition 2.2.1, we can apply Theorems 2.1.5 and 2.1.6 to Γ. The combined
results are as follows.
Theorem 2.2.2. Let Γ = c−1(SO3(Z[i])), acting on H3 on the left by fractional linear
transformations. Otherwise, the notation is as in Theorems 2.1.5 and 2.1.6. Let G be a fundamental
domain for the induced action of Γφ[2,3]/{±1} on R2. Assume further that G = Int(G). Define
(2.2.2) F1 = {z ∈ H3 | φ1(z) ≤ φ1(γz), for all γ ∈ Γ}.
Set
F(G) = φ−1[2,3](G) ∩ F1.
(a) We have F(G) a fundamental domain for the action of Γ/{±1} on H3.
(b) We have
(2.2.3) F(G) = Int
(
F(G)
)
.
(c) Further, Int
(
F1
)
and Int
(
F(G)
)
have explicit descriptions as follows.
(2.2.4) Int
(
F1
)
= {z ∈ H3 | φ1(z) < φ1(γz), for all γ ∈ Γ− Γφ1},
and
(2.2.5) Int
(
F(G)
)
= φ−1[2,3]
(
Int(G)
) ∩ Int(F1),
In order to complete the concrete description of F(G), the principal remaining task is to
describe F1 by a set of explicit inequalities. The other task, namely giving an example of a suitable
fundamental domain G for the induced action of Γφ[2,3]/{±Id}, is much easier and will be left for
later. Here, then, is the result concerning F1 which we are now aiming for.
Proposition 2.2.3. First form of F1. Let F1 be as defined in (2.2.2). All other notation
has the same meaning as in Theorem 2.2.2. Then we have
(2.2.6) F1 = {z = x(z) + y(z)j ∈ H3 | ||x(z)− d||2 + y(z)2 ≥ 2, for d ∈ 1 + (1 + i)Z[i]},
and Int(F1) is the same as in (2.2.6), but with strict inequality instead of nonstrict inequality.
The proof of Proposition 2.2.3 depends on the lemmas in the previous section, and a sequence
of elementary lemmas, which we now give.
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Lemma 2.2.4. Let r, s ∈ Z[i] with GCD(r, s) = 1, satisfying
(
r s
) ≡ (1 0) mod 1 + i, resp., (1 1) mod 1 + i.
Then there exists a pair of integers p, q ∈ Z[i] such that
(2.2.7)
(
p q
r s
)
∈ SL2(Z[i]),
and satisfying
(2.2.8)
(
p q
r s
)
≡
(
1 1
1 0
)
mod 1 + i, resp.,
(
1 0
1 1
)
mod 1 + i.
Proof. Since GCD(r, s) = 1, there exist p, q ∈ Z[i] satisfying (2.2.7). Then either p, q, r, s
satisfy (2.2.8), in which case we are done; or, p, q, r, s satisfy
(2.2.9)
(
p q
r s
)
≡
(
0 1
1 0
)
mod 1 + i, resp.,
(
0 1
1 1
)
mod 1 + i.
If p, q, r, s satisfy (2.2.9), then we perform the elementary row operation of adding the second row
of ( p qr s ) to the first row in order to produce new p, q. The p, q, r, s produced by the elementary row
operation satisfy both (2.2.7) and (2.2.8).
Using the definition of Ξ2 in (1.1.27), we deduce from Lemma 2.2.4 that
(2.2.10)
(
0 1
)
Ξ2 = red
−1
1+i
({(
1 0
)
,
(
1 1
)})
=
(
1 + (1 + i)Z[i] Z[i]
)
.
Lemma 2.2.5. Let the matrices αN(m,x) be as in (1.1.21), the Ξ-subsets of SL2(Z[i]) be as
in (1.1.26) and (1.1.27).
(a) We have the containment
(2.2.11)
(
1 1 + (1 + i)Z[i]
) ⊆ (0 1) ⋃
ǫ=0,1
· Ξ2α2i(i, iǫ)
(b) We have the containment
(2.2.12)
(
0 1
) ⋃
δ=0,1
·
(
Ξ12α
iδ(iδ, 0)
⋃
·
( ⋃
ǫ=0,1
· 1
1 + i
Ξ2α
2i1+δ(i1+δ, iǫ)
))
⊆ (Z[i] Z[i])⋃· 1
1 + i

 ⋃
ω∈Z[i]
||ω||=1
· (ω 1 + (1 + i)Z[i])⋃· ⋃
c∈Z[i]
||c||>1
· (c Z[i])

 .
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Proof. For (a), since red1+i(−i) = 1, (2.2.10) implies that
(−i Z[i]) ⊆ (0 1)Ξ2.
Thus,
(2.2.13)
⋃
ǫ=0,1
(−i Z[i])α2i(i, iǫ)⊆ (0 1) ⋃
ǫ=0,1
Ξ2α
2i(i, iǫ).
Using (1.1.21), we calculate the left-hand side of (2.2.13), and we obtain
⋃
ǫ=0,1
(−i Z[i])α2i(i, iǫ) = ⋃
ǫ=0,1
(
1 iǫ−1 + 2Z[i]
)
=
(
1
⋃
ǫ=0,1 i
ǫ−1 + 2Z[i]
)
.
So we have
(2.2.14)
(
1
⋃
ǫ=0,1 i
ǫ−1 + 2Z[i]
)
is contained in the right side of (2.2.13).
It is easily verified that ⋃
ǫ=0,1
iǫ + 2Z[i] = 1 + (1 + i)Z[i].
Therefore, (2.2.14) implies that
(
1 1 + (1 + i)Z[i]
)
is contained in the right side of (2.2.13).
This completes the proof of part (a) of the lemma.
We now verify part (b). We have by the definitions that αN(m,x) and the subsets Ξ1, Ξ2, Ξ12
of SL2(Z[i]) are subsets of Mat2(Z[i]). Therefore,
(2.2.15) ΞαN(m,x) ⊆Mat2(Z[i]) for each Ξ-subset, m, N ∈ Z[i], m|N , x ∈ ΩN
m
.
We clearly have (
0 1
)
Mat2(Z[i]) =
(
Z[i] Z[i]
)
,
Therefore the containment (2.2.15) implies that
(2.2.16)
(
0 1
) ⋃
δ,=0,1
· Ξ12αiδ(iδ, 0) ⊆
(
Z[i] Z[i]
)
,
and
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(
0 1
) ⋃
δ,ǫ=0,1
· 1
1 + i
Ξ2α
2i1+δ(i1+δ, iǫ)⊆ 1
1 + i
(
Z[i] Z[i]
)
Decomposing Z[i] into disjoint sets of square norm 0, 1 and 2 or greater, we may rewrite this as
(2.2.17)
⋃
δ,ǫ=0,1
· 1
1 + i
Ξ2α
2i1+δ(i1+δ, iǫ)⊆ 1
1 + i

(0 Z[i])⋃· ⋃
ω∈Z[i]
||ω||=1
· (ω Z[i])⋃· ⋃
c∈Z[i]
||c||>1
· (c Z[i])

 .
We next claim that, for ǫ, δ ∈ {0, 1},
(2.2.18)
{(
c d
) ∈ (0 1)Ξ2α2i1+δ(i1+δ, iǫ) | ||c|| ≤ 1} ⊆ ⋃
ω∈Z[i]
||ω||=1
(
ω 1 + (1 + i)Z[i]
)
.
Together with (2.2.17), (2.2.18) implies that
(2.2.19)
⋃
δ,ǫ=0,1
· 1
1 + i
Ξ2α
2i1+δ(i1+δ, iǫ)⊆ 1
1 + i

 ⋃
ω∈Z[i]
||ω||=1
· (ω 1 + (1 + i)Z[i])⋃· ⋃
c∈Z[i]
||c||>1
· (c Z[i])

 .
Together, (2.2.16) and (2.2.19) imply (2.2.12). Therefore, we have reduced the proof of part (b) of
the lemma to the proof of (2.2.18).
In order to verify the claim (2.2.18), we first use (2.2.10) to calculate that
(2.2.20)
(
0 1
)
Ξ2α
2i1+δ(i1+δ, iǫ) =
(
1 + (1 + i)Z[i] Z[i]
)
α2i
1+δ
(i1+δ, iǫ)
=
(
1 + (1 + i)Z[i]
) (
i1+δ iǫ
)
+
(
0 2Z[i]
)
.
So let
(
c d
)
be as in the left-hand side of (2.2.18). By (2.2.20), we have
(2.2.21)
(
c d
) ∈ (ω′i1+δ ω′iǫ + 2Z[i]) for ω′ ∈ 1 + (1 + i)Z[i].
So c = ω′i1+δ. Since ||c|| ≤ 1, we deduce that ||ω′|| ≤ 1. But we also have ω ∈ 1 + (1 + i)Z[i], so
that ω 6= 0. Thus, ||ω′|| = 1. Set ω = ω′i1+δ, so that c = ω. Note that
d ∈ ωiǫ−1−δ + 2Z[i] = 1 + 2Z[i].
Summing up these observations, we see that (2.2.21) can be rewritten as
(
c d
) ∈ (ω 1 + 2Z[i])with ω ∈ Z[i], ||ω|| = 1.
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Since
(
c d
)
was an arbitrary element of the left-hand side of (2.2.18), this completes the verification
of (2.2.18). By the comments immediately following (2.2.19), this completes the proof of part (b)
of the lemma.
For the proof of Lemma 2.2.6, below, we will need to introduce the function
ωδ8 : Γ→ S1.
By the description of Γ given in (1.1.33), there is a well-defined function ωδ8 on Γ defined by
(2.2.22) ωδ8(γ) =
{
1 for γ ∈ Mat2(Z[i]),
ω8 for γ ∈ ω8Mat2(Z[i]).
Recalling the function
(
i, δ
)
on Γ defined at (1.2.81), we see that ωδ8 may also be defined by
ωδ8 := ω
pr2
(
i,δ
)
8 ,
where pr2 denotes projection onto the second factor.
Applying Elementary Property 5, Scalar Function Multiple, with ρ = ωδ8, so that ||ωδ8 =
1, we deduce that
(2.2.23)
{
z ∈ H3
∣∣∣∣
∥∥∥∥ 1ωδ8(γ)
(
1 0
)
γ
(
z
1
)∥∥∥∥ 2 ≥ 1, for all γ ∈ Γ
}
=
{
z ∈ H3
∣∣∣∣
∥∥∥∥(1 0) γ
(
z
1
)∥∥∥∥ 2 ≥ 1, for all γ ∈ Γ
}
.
Recall from (2.1.70) the subsets F
(1)
1 , F
(2)
1 , F
(1,2)
1 of H
3, which we we now relate to F1.
Lemma 2.2.6. (a) We have the inclusions
(2.2.24) F
(2)
1 ∩ F(1)1 ⊆ F1 ⊆ F(2,1)1 .
(b) Each inclusion in (2.2.24) can be replaced by an equality, so that in particular, we have
F1 = F
(2,1)
1 .
Proof. For (a), by (1.1.33) and (2.2.22) we have
(2.2.25)
{
1
ωδ8(γ)
γ
∣∣∣∣ γ ∈ Γ
}
=
⋃
δ,=0,1
·
(
Ξ12α
iδ(iδ, 0)
⋃
·
( ⋃
ǫ=0,1
· 1
1 + i
Ξ2α
2i1+δ(i1+δ, iǫ)
))
.
By applying (2.2.23) to the right-hand side of (2.1.62), we have
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(2.2.26) F1 =
{
z ∈ H3
∣∣∣∣∣
∥∥∥∥(0 1) 1ωδ8(γ)γ
(
z
1
)∥∥∥∥2 ≥ 1, for 1ωδ8(γ)γ of the form in (2.2.25)
}
.
The containments (2.2.11) and (2.2.12) applied to (2.2.25) imply that
(2.2.27)
(
1 1 + (1 + i)Z[i]
)
⊆
{(
0 1
) 1
ωδ8(γ)
γ
∣∣∣∣ 1ωδ8(γ)γ of the form in (2.2.25)
}
⊆ (Z[i] Z[i])⋃· 1
1 + i

 ⋃
ω∈Z[i]
||ω||=1
· (ω 1 + (1 + i)Z[i])⋃· ⋃
c∈Z[i]
||c||>1
· (c Z[i])

 ,
which, by (2.1.70), is part (a).
Part (b) is a restatement of Corollary 2.1.21.
Completion of Proof of Proposition 2.2.3. By Lemma 2.2.6, F1 = F
2,1
1 . By applying the
relation ∥∥∥∥(1 d)
(
cz
1
)∥∥∥∥2 = ||cz(x) + d||2 + y(z)2,
we can readily rewrite F2,11 in the form given on the right-hand side of (2.2.6).
Fundamental domain G for Γφ1 . In order to complete the explicit determination of a good
Grenier fundamental domain F for Γ, it remains to give describe a suitable fundamental domain G
for Γφ1 . Using (2.1.11), (2.1.16), and the description of Γ in (1.1.33) we deduce that
(2.2.28) Γφ1 =
{(
ωδ8 ω
δ
8b
0 ω−δ8
) ∣∣∣∣ b ∈ (1 + i)Z[i], δ ∈ {0, 1}
}
.
It follows from (2.2.28) that the subgroup of unipotent elements of Γφ1 is
(2.2.29) (Γφ1)U =
(
1 (1 + i)Z[i]
0 1
)
.
We make note of certain group-theoretic properties of Γφ1 and (Γφ1)U that will be used in deter-
mining the fundamental domains. First, we define the following generating elements:
(2.2.30) Rpi
2
=
(
ω8 0
0 ω−18
)
, T1+i =
(
1 1 + i
0 1
)
, and T1−i =
(
1 1− i
0 1
)
.
It is easily verified, using (2.2.28) and (2.2.29), that
(2.2.31) (Γφ1)U = 〈T1+i, T1−i〉, Γφ1 = 〈Rpi
2
, T1+i, T1−i〉.
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We calculate, from the definition of Rpi
2
and (2.2.31), that
c(Rpi
2
)(Γφ1)U = (Γ
φ1)U .
Since Γφ1 is generated by (Γφ1)U and Rpi
2
, and Rpi
2
has order 4, we deduce that
(2.2.32) (Γφ1)U is normal in Γ
φ1 with [Γφ1 : (Γφ1)U ] = 4.
Let T be any element of (Γφ1)U . Then we have a more precise version of (2.2.32),
(2.2.33) The group 〈TRpi
2
〉 of order 4 is a set of representatives for the coset group Γφ1/(Γφ1)U .
Applying (2.2.33) to the case T = T1−i, we have
(2.2.34)
The group 〈T1−iRpi
2
〉 of order 4 is a set of representatives for the coset group Γφ1/(Γφ1)U .
It is easily verified that the action of Rpi
2
on C is rotation by an angle π/2 about the fixed
point 0. Furthermore, calculate from (2.2.30) that
T1−iRpi
2
= c(T1)Rpi
2
.
Therefore,
(2.2.35) The action of T1−iRpi
2
on C is rotation by π/2 about 1.
By (2.2.32) and (2.2.34), we are in the situation of Lemma 2.2.7, below, if we take X = H3,
Γ = (Γφ1)U and Γ˜ = Γ
φ1 , ∆ = 〈T1−iRpi2 〉.
Lemma 2.2.7. Let Γ ⊆ Γ˜ be discrete subgroups acting topologically on a manifold X, such
that Γ is normal in Γ˜, and the action of Γ has a fundamental domain F. Suppose further that ∆
is a set of coset representatives of Γ˜/Γ in Γ such that ∆ forms a group and such that the action
of ∆ on X preserves F. Let F˜ be a fundamental domain for the action of ∆ on F. Then F˜ is a
fundamental domain for the action of Γ˜ on X.
For the proof of Lemma 2.2.7, which is not difficult, see the proof of Lemma 2.1.13 in [Bre05].
Applied to the case at hand, Lemma 2.2.7 yields the following statement.
Corollary 2.2.8. Let GU be a fundamental domain for the action of (Γ
φ1)U on H
3, satisfying
T1+iRpi2 (GU ) = GU .
Let G be a fundamental domain for the action of 〈T1+iRpi
2
〉 on G. Then G a fundamental domain
for the action of Γφ1 on H3.
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In order to define and work with the sets GU and G which will be fundamental domains for
the action of Γφ1U and Γ
φ1 , it is useful to introduce the notion of a convex hull in a totally geodesic
metric space.
A metric space (X, d) will be called totally geodesic if for every pair of points p1, p2 ∈ X ,
p1 6= p2 there is a unique geodesic segment connecting p1, p2. In this situation, the (closed) geodesic
segment connecting p1, p2 will be denoted [p1, p2]d. A point x ∈ X is said to lie between p1 and
p2 when x lies on [p1, p2]d. We then say that S ⊂ X is convex when p1, p2 ∈ C and p3 between p1
and p2 implies that p3 ∈ S. Let p1, . . . , pr be r points in X . The points determine a set
Cd(p1, . . . , pr)
called the convex closure of p1, . . . , pr, described as the smallest convex subset of X containing
the set {p1, . . . , pr}.
Obviously, we can apply the notion of convex hull to any set S, rather than a finite set of
points. The definition remains the same, namely that Cd(S) is the smallest convex subset of X
containing S. In general we will use the notation
Cd(S1, . . . , Sr) = Cd

 ⋃
i=1,...r
Si

 .
We record the following elementary properties of convex hulls
CH 1 S1 ⊆ S2 implies that Cd(S1) ⊆ Cd(S2).
CH 2 S ⊆ Cd(S); Cd(Cd(S)) = Cd(S); S1 ⊆ Cd(S2) implies Cd(S1) ⊆ Cd(S2).
CH 3 Cd(Cd(S1), S2) = Cd(S1, S2)
Proof. We prove only CH 3, which is the only one not following immediately from the definitions.
The inclusion of the right-hand side in the left-hand side follows from CH 1. In order to prove the
reverse inclusion, it will suffice, also by CH 1 to prove that Cd(S1), S2 ⊆ Cd(S1, S2). By CH 2, we
have
S1, S2 ⊆ Cd(S1, S2).
Then by CH 1 and CH 2, applied successively, we have
Cd(S1) ⊆ Cd(Cd(S1, S2)) = Cd(S1, S2).
This completes the proof of CH 3.
Note that CH 3 has obvious generalizations to more than 2 sets, Si, which we do not need
here. Further properties of the convex hull in the specific context of hyperbolic 3-space, including
an explicit description in coordeinatess of certain non-Euclidean convex hulls, will be given in
Properties HCH 1 through HCH 4 below.
In particular, if we apply these notions to X = R2 with the ordinary Euclidean metric Euc,
then the geodesic segment [p1, p2]Euc is just the line-segment joining p1, p2. Further, provided that
not all the pi are collinear, C(p1, . . . pr) is a closed convex polygon whose vertices are located at a
subset of {p1, . . . , pr}.
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We first use the notion of convex closure to record an elementary facts concerning the fun-
damental domains of groups of translations acting on R2, identified with C in the usual way. Let
ω1, ω2 ∈ C be linearly independent over R. Then Zω1 + Zω2 is a lattice in C, and it is well known
that all lattices in C are of this form for suitable ω1, ω2 Let T denote the group of translations by
elements of Zω1 + Zω2 acting on C. Then we have
(2.2.36) C(0, ω1, ω2, ω1 + ω2) is a fundamental domain for the action of Zω1 + Zω2 on C.
Now we define the following polygons in C ∼= R2. Let
GU = CEuc(0, 2, 1 + i, 1− i),
and let
(2.2.37) G = CEuc(1, 2, 1 + i).
The relation between the polygons is that GU is a square centered at 1, while G is an isosceles right
triangle inside GU , with vertices at the center of GU and two of the corners of GU . Therefore, it
follows from (2.2.35) that we have
(2.2.38) GU =
⋃
i=0,1,2,3
(T1+iRpi2 )
iG, with (T1+iRpi2 )
iG ∩ G ⊆ ∂G, for i 6≡ 0 mod 4.
Lemma 2.2.9. Let Γφ1 be as given in (2.2.28) and (Γφ1)U as given in (2.2.29).
(a) The set GU is a fundamental domain for the induced action of (Γ
φ1)U on C ∼= R2.
(b) G is a fundamental domain for the induced action of 〈T1+iRpi
2
〉 on GU .
(c) The set G is a fundamental domain for the induced action of Γφ1 on C ∼= R2.
Proof. The action of Γφ1U on C is by translations by the elements of (1 + i)Z[i]. Since
(1 + i)Z[i] = Z(1 + i) + Z(1− i),
we can apply (2.2.36) with ω1 = 1 + i and ω2 = 1− i to conclude that
CEuc(0, 1 + i, 1− i, (1 + i) + (1− i))
is a fundamental domain for the action of (Γφ1)U on C = R
2. Thus we obtain (a).
Part (b) is a restatement of (2.2.38).
In view of Parts (a) and (b), Part (c) is an application of Corollary 2.2.8.
Form of F in terms of explicit inequalities. Combining Part (c) of Lemma 2.2.9, Proposition
2.2.3, and (2.1.25), we deduce that
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F(G) = {z ∈ H3 | φ[2,3](z) ∈ CEuc(1, 2, 1 + i), ||x(z)−m||2 + y(z)2 ≥ 2, for m ∈ 1 + (1 + i)Z[i]}.
By (2.2.1), the first condition in the description of F(G) above may be replaced by
(2.2.39) x(z) ∈ CEuc(1, 2, 1 + i)
Let z ∈ C satisfying (2.2.39). The element m = 1 is the element of 1 + (1 + i)Z[i] closest to x(z).
Therefore, for z satisfying (2.2.39), the condition
||x(z)−m||2 + y(z)2 ≥ 2, for all m ∈ 1 + (1 + i)Z[i]
reduces to ||x(z)− 1||2 + y(z)2 ≥ 2. So we may rewrite the description of F(G) in the form
(2.2.40) F(G) = {z ∈ H3 x(z) ∈ CEuc(1, 2, 1 + i), ||x(z)− 1||2 + y(z)2 ≥ 2}.
Additional facts regarding convex hulls and totally geodesic hypersurfaces in H3. We
now extend our “geodesic hull” treatment of F from the boundary into the interior of H3. We first
recall certain additional facts regarding convex hulls and totally geodesic hypersurfaces in H3.
The description of the geodesics in H2 is well known, but the corresponding description of
the totally geodesic surfaces in H3 perhaps not as well known, so we recall it here. Henceforth we
abbreviate “totally geodesic” by t.g. Although all t.g. surfaces are related by isometries, in our
model they have two basic types. The first type is a vertical upper half-plane passing through the
origin with angle θ measured counterclockwise from the real axis, which we denote by H2(θ). The
second type is an upper hemisphere centered at the origin with radius r, which we will denote by
S+r (0). The t.g. surfaces of H
3 are the H2(θ), the S+r (0), and their translates by elements of C.
For each of the basic t.g. surfaces, we produce an isometry g ∈ Aut(H3), necessarily orientation-
reversing, such that Fix(g) is precisely the surface in question. The existence of such a g shows
that the surface is a t.g. surface.
We define
H3 = H3 ∪ C ∪∞
to be the usual closure of H3 and extend the action of fractional linear transformations and the
notion of the convex hull in the usual way. For any subset S of H3, S will denote the closure in H3.
For g ∈ Aut(H3), we will likewise use g to denote the extension of g to the closure H3. Henceforth,
we will work exclusively in the setting of the closure H3 of H3. Thus, we will actually identify the
closures of the t.g. surfaces.
The basic orientation-reversing isometry of H3 may be denoted R∗. With x1+x2i+yj ∈ H3,
we have
R∗(x1 + x2i+ yj) = x1 − x2i+ yj.
Clearly, we have Fix(R∗) = H2(0). To obtain isometries corresponding to the other vertical planes,
let
Rθ =
(
eiθ/2 0
0 e−iθ/2
)
.
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Because RθH2(0) = H2(θ), we have
Fix(c(Rθ)R
∗) = H2(θ).
To define the isometry I such that Fix(I) is the basic hemisphere S+0 (1), let z denote the
conjugate of the quaternion z, i.e. if z = x1 + x2i+ yj then z = x1 − x2i− yj. For z ∈ H3, set
I(z) = 1/z.
We have the equality z/I(z) = ||z||2. Observe that S+1 (0) is precisely the set of quaternions in H3
of norm one. Thus, Fix(I) = S+1 (0). For the more general hemispheres S
+
r (0), set
A(r) =
(√
r 0
0 1√
r
)
.
Then, since A(r)S+1 (0) = S
+
r (0), we have Fix(c(A(r))I) = S
+
r (0).
In order to denote the convex hull in H3, we use the notation CH. Therefore, if ds
2 is the
hyperbolic metric on H3, we have
CH(p1, . . . , pr) = Cds2(p1, . . . , pr),
in terms of our original notational conventions.
If S is a subset of Hi, i = 2 or 3 contained in a unique geodesic, we use H1(S) to denote the
unique geodesic containing it. Whenever H1(S) exists for S a finite set of points {p1, . . . pr}, we
have CH(p1, . . . pr) a geodesic segment with endpoints at two of the pi.
If S is a subset of H3 contained in a unique t.g. surface, then we use H2(S) to denote that
surface. According to the description of t.g. surfaces given above, H2(S) is a vertical half-plane
or an upper-hemisphere centered at a point of C. Whenever H2(S) exists for S a set of points
{p1, . . . pr}, we have CH(p1, . . . , pr) a region in H2(S).
Let p1, . . . pr ∈ H3, for r > 3 not lying on the same totally geodesic surface, such that, for
each i, 1 ≤ i ≤ r,
pi /∈ CH(p1, . . . , pi−1, pi+1, . . . , pr).
Then the set CH(p1, . . . , pr) will be called the solid convex polytope with vertices at p1, . . . , pr.
It is clear that for any p1, . . . pr ∈ H3 not lying in the same totally geodesic surface, CH(p1, . . . , pr)
is a solid convex polytope with vertices consisting of some subset of the r points.
We now collect some useful properties of the convex hull specific to the setting of H3.
HCH 1 Let p1, . . . , pr ∈ H3 − {∞}. Then
π[2,3]CH(p1, . . . , pr) = CEuc(π[2,3]p1, . . . , π[2,3]pr)
HCH 2 Assume that H2(p1, . . . , pr) = Sr(p), for some r ∈ R+ and p ∈ C. Then we have
CH(p1, . . . pr) = π
−1
[2,3](CEuc(π[2,3]p1, . . . , π[2,3]pr))
⋂
Sr(p).
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HCH 3 Assume that p1, p2 ∈ H2−{∞} satisfy x(p1) 6= x(p2) in R. Assume without loss of generality
that x(p1) < x(p2). Then we have the following description of the convex hull of {p1, p2,∞},
namely
(2.2.41) CH(p1, p2,∞) =
{
p ∈ H2 | x(p1) ≤ x(p) ≤ x(p2), p lies above [p1, p2]H
}
.
HCH 4 Assume that p1, p2 ∈ H3 − {∞} satisfy x(p1) 6= x(p2) in C. Then we have the following
description of the convex hull of {p1, p2,∞}, namely
(2.2.42)
CH(p1, p2,∞) =
{
p ∈ H2({p1, p2,∞}) | x(p) ∈ [x(p1), x(p2)]Euc, p lies above [p1, p2]H}.
Proof of the HCH Properties. Property HCH 1 follows easily from the fact that π[2,3] = x(·)
projects geodesic segments in H3 to straight-line segments in C, i.e., to Euclidean geodesics.
For HCH 2, the inclusion
(2.2.43) CH(p1, . . . , pr) ⊆ π−1[2,3](CEuc(π[2,3]p1, . . . , π[2,3]pr))
follows from HCH 1. Since Sr(p) is by the assumption, a a convex set containing p1, . . . pr,
(2.2.44) CH(p1, . . . , pr) ⊆ Sr(p).
by (2.2.43) and (2.2.44) the left-hand side of HCH 2 is contained in the right-hand side.
Now, let
(2.2.45) q ∈ Sr(p) ∩ π−1[2,3](CEuc(π[2,3]p1, . . . , π[2,3]pr)),
Then
π[2,3](q) ∈ CEuc(π[2,3]p1, . . . , π[2,3]pr).
Applying the equality of HCH 1, we have
π[2,3]q ∈ π[2,3]CH(p1, . . . , pr).
Thus, there exists q′ ∈ H3 satisfying the conditions
(2.2.46) π[2,3]q = π[2,3]q
′ and q′ ∈ CH(p1, . . . , pr)
Now consider the restriction of π[2,3]|Sr(p) of π[2,3] to the upper-half sphere. It is clear that the
restriction is injective. By the assumption (2.2.45), we have that q is in the domain of the restriction.
Since by the hypothesis of HCH 2,
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CH(p1, . . . , pr) ⊆ Sr(p),
the second statement of (2.2.46) implies that q′ is in the domain of the restriction. Therefore, the
first statement of (2.2.46) can be rewritten
π[2,3]|Sr(p)q = π[2,3]|Sr(p)q′.
By the injectivity of the restriction q = q′. So by the second statement of (2.2.46), we have
q ∈ CH(p1, . . . pr). Since q was an arbitrary point satisfying (2.2.45), this completes the proof of
the inclusion of the right-hand side in the left-hand side.
For Property HCH 3, since we are working in the context of H2 the assumption that
x(p1) < x(p2) implies that
(2.2.47) [p1, p2]H is the arc connecting p1, p2 on a circle centered at a point of R.
The set on the right-hand side of (2.2.41) is merely the hyperbolic triangle whose sides are the
arc [p1, p2]H and the semi-infinite vertical lines beginning at p1, p2. It is well-known that this
hyperbolic triangle is convex in the hyperbolic metric. Therefore, CH(p1, p2,∞) is contained in the
right-hand side of (2.2.41). For the reverse inclusion, we have, by the definition of the convex hull,
(2.2.48) [p1, p2]H ⊆ CH(p1, p2,∞).
Let p be an element of the right-hand side of (2.2.41). By (2.2.47) and the assumption that
x(p1) ≤ x(p) ≤ x(p2), there is a unique point in H3,
p′ ∈ [p, x(p)]H ∩ [p1, p2]H.
By definition, p′ is the point directly below p and on the arc [p1, p2]H. Since p′ ∈ [p1, p2]H, (2.2.48)
implies that p′ ∈ CH(p1, p2,∞). Taking into account that CH(p1, p2,∞) is by definition a convex
set containing ∞, we deduce that
(2.2.49) p′,∞ ∈ CH(p1, p2,∞), and thus [p′,∞]H ⊆ CH(p1, p2,∞).
Since [p′,∞]H is the semi-infinite vertical line beginning at p′ and p′ ∈ [p, x(p)]H, the vertical
segment connecting p to the point x(p) directly below p on R, we have p ∈ [p′,∞]H. So, by
(2.2.49), we have
p ∈ CH(p1, p2,∞).
Since p was an arbitrary point of the right-hand side of (2.2.41), this completes the proof of the
inclusion of the right-hand side of (2.2.41) into the left.
For HCH 4, note that the assumption that x(p1) 6= x(p2) is equivalent to saying that ∞
does not lie on the geodesic H1(p1, p2). Therefore, the assumption implies that H
2(p1, p2,∞) is
well-defined. The t.g. surfaces in H3 containing ∞ are the vertical planes, so that H2(p1, p2,∞) is
a vertical plane. It is possible to choose a
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(2.2.50) TR ∈ TCRR/2πZ ⊆ Aut+(H3) such that TRH2(p1, p2,∞) = H2(0)
Clearly TR fixes ∞ and maps convex hulls to convex hulls. Further H2(0) ∼= H2. Therefore, we
have reduced HCH 4 to HCH 3, provided that we verify that TR as in (2.2.50) maps the set on
the right-hand side of (2.2.42) to the set on the right-hand side of (2.2.41), with TRpi in place of
pi for i = 1, 2. But note that the right hand side of (2.2.41) can be rewritten as
(2.2.51)
{
p ∈ H2 | x(p) ∈ [x(p1), x(p2)]Euc, p lies above [p1, p2]H
}
,
since in the context of (2.2.41), [x(p1), x(p2)]Euc is just a fancy way of writing the real interval
[x(p1), x(p2)]. Since
TR ◦ y(·) = y(·),
TR maps the set lying above an arc to the set lying above the image of the arc. Therefore, (2.2.51)
exactly matches the right-hand side of (2.2.42). This completes the proof of HCH 4.
Description of F(G) as a convex polytope. We have already given one form of F(G) in
(2.2.40). In order to express the set on the right-hand side of (2.2.40) as a convex polytope, we
record the following general observations. Let Ω ⊆ C, Ω 6= ∅ and let f be any function
(2.2.52) f : Ω→ R≥0 ∪∞.
Then the graph of f is defined as subset of H3, namely,
Graph(f) = {w + f(w)j | w ∈ Ω}.
We also define the subset Sf of of H3 lying on or above the graph of f , by setting
(2.2.53) Sf := {z ∈ H3 | x(z) ∈ Ω, y(z) ≥ f(x(z))}.
By convention, we always include ∞ in Sf .
The following proposition, Lemma 2.2.10, may be thought of as relating a convexity property
of f to the convexity of the set Sf . Assume that Ω ⊂ C, i.e. the domain of f , is a convex subset
of C. We define f as in (2.2.52) to be a convex function if and only if it satisfies the property
(2.2.54) x1, x2 ∈ Ω, p ∈ [x1 + f(x1)j, x2 + f(x2)j]H implies y(p) ≥ f(p),
in other words if and only if the geodesic segment between any two points on Graph(f) lies above
the graph of f (in Sf ).
Lemma 2.2.10. Let Ω ⊂ C, Ω 6= ∅ be convex. Let f a function as in (2.2.52), Sf the subset
of H3 lying on or above Graph(f) as in (2.2.53). Then f is convex in the sense of (2.2.54) if and
only if Sf is a convex subset of H
3, and in that case we have
(2.2.55) Sf = CH(Graph(f),∞).
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Proof. First, note that if Sf is convex, then it immediately follows that the function f is
convex. The reason is that xi + f(xi)j for i = 1, 2 are points on Graph(f), therefore in Sf , and the
convexity of Sf implies that the entire geodesic segment
[x1 + f(x1)j, x2 + f(x2)j]H ⊆ Sf .
For p a point in the geodesic segment, the condition y(p) ≥ f(p) then follows from the definition
of Sf .
For the converse, suppose that f is a convex function. We first claim that for arbitrary p1, p2
in Sf , we have {p1, p2,∞} ⊆ CH(x1+ f(x1)j, x2+ f(x2)j,∞). From this claim and CH 1 it follows
that
CH(p1, p2,∞) ⊆ CH(x1 + f(x1)j, x2 + f(x2)j,∞).
The assumption of convexity f means that we have the containment
(2.2.56) [x1 + f(x1)j, x2 + f(x2)j] ⊆ Sf .
For ∞, the containment is obvious. Since pi ∈ S)f , y(pi) ≥ f(xi). Thus,
pi ∈ [xi + yi,∞)H
By the description of CH(x1+f(x1), x2+f(x2),∞) given in CH 3 and the definition of Sf , (2.2.56)
yields
(2.2.57) CH(x1 + f(x1)j, x2 + f(x2)j,∞) ⊆ Sf .
Combining (2.2.57) with the above claim, we have
CH(p1, p2,∞) ⊆ Sf ,
so in particular Sf is convex. From (2.2.57) and the description of CH(x1 + f(x1), x2 + f(x2),∞)
given in CH 3, we obtain the description of Sf in the “convex case”.
In light of the fact that Sr(p) is the graph of the function
f(x) =
√
r2 − ||x− p||2,
we can rewrite property HCH 2 in the following form
HCH 2′ Assume that H2(p1, . . . , pr) = Sr(p), for some r ∈ R+ and p ∈ C. Then CH(p1, . . . pr) is the
portion of the graph of f(x) =
√
r2 − ||x− p|| in H3 lying above CEuc(π[2,3]p1, . . . , π[2,3]pr).
Proposition 2.2.11. The solid convex polytope with four vertices given by
(2.2.58) F(G) = CH(1 +
√
2j, 2 + j, 1 + i+ j,∞)
is a good Grenier fundamental domain for the action of Γ = c−1(SO3(Z[i])) on H3.
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Proof. In (2.2.40), we have described the fundamental domain as the set Sf lying above the
graph of the function
f(x) =
√
2− ||x− 1||2,
defined on the domain
Ω = CEuc(1, 2, 1 + i).
Since the graph of f is a t.g. surface (sphere of radius
√
2 centered at the point x = 1) in H3, it
is clear that f is convex. Therefore, Sf is convex and has the description given in Lemma 2.2.10.
Therefore,
(2.2.59)
F(G) = CH(Graphf,∞)
= CH(CH(1 +
√
2j, 2 + j, 1 + i+ j),∞)
= CH(1 +
√
2j, 2 + j, 1 + i+ j,∞),
where we have appliedHCH 2′ and CH 3 in the second and third lines of (2.2.59). This completes
the proof of (2.2.58).
3 The split real form c(SL2(R)) and its intersection SO(2, 1)Z
with SO3(Z[i])
We will now use the results of §1 and §2 to deduce a realization of ΓZ = SO(2, 1)Z as a group of
fractional linear transformations, as well as a description of a fundamental domain for ΓZ acting
on H2 that is in some sense (to be explained precisely below) compatible with the fundamental
domain of Γ acting on H3.
3.1 SO(2, 1)Z as a group of fractional linear transformations
We maintain to the notational conventions established in §1.1. In particular, G = SO3(C) and
Γ = SO3(Z[i]). It is crucial, for the moment, that we observe the distinction between G,Γ and
their isomorphic images under c−1.
Definition 3.1.1. Set
(3.1.1) ΓZ = c(SL2(R) ∩ c−1(Γ)).
Remark 3.1.2. Note that the elements of ΓZ do not have real entries! The na¨ive approach
to the definition of ΓZ would be to take the elements of Γ with real entries, as in the case of
SL2(Z[i]) and SL2(Z). However, this clearly cannot be the right definition because the resulting
discrete group would be contained in SO(3), hence compact, and hence finite. The justification for
Definition 3.1.1 is contained in Proposition 3.1.3, below.
Recall the orthonormal basis β for Lie(SL2(C)) defined at (1.1.3). Define a new basis η by
specifying the change-of-basis matrix
(3.1.2) αβ 7→η = diag(1,−i, 1).
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Let VR be a real vector space of dimension 3. Let SO(2, 1) denote the group of unimodular
linear automorphisms of VR preserving a form BR on VR of bilinear signature (2, 1). For definiteness,
we will take
VR = R-span(η) ⊆ Lie(SL2(C)), BR = B|VR ,
where β′ is the basis of Lie(SL2(C)) defined at (1.1.2), and B is as usual the Killing form on
Lie(SL2(C)). From the fact that β is an orthonormal set under B and from (3.1.2), it is immediately
verified that B|R has signature (2, 1). Note also that
V := VR ⊗ C = Lie(SL2(C)).
By considering SO(2, 1) as a subset of GL3(R) we obtain the standard representation
of SO(2, 1). We define SO(2, 1)Z to be the matrices with integer coefficients in the standard
representation of SO(2, 1).
Recall from (1.1.7) the definition of the morphism
cη := cV,η : SL2(C)→ SL3(R).
Proposition 3.1.3. Let ΓZ as defined in (3.1.1). Then the restriction of cη to VR provides
an isomorphism
(3.1.3) cη : SL2(R)/{±I} → SO(2, 1)0
of Lie groups. The isomorphism of (3.1.3) further restricts to an isomorphism of discrete subgroups
(3.1.4) cη : c
−1(ΓZ)→ SO(2, 1)Z.
As a result, cηc
−1 exhibits an isomorphism
(3.1.5) ΓZ ∼= SO(2, 1)Z.
Proof. The image of SL2(R) under cη preserves BR because of property B3 from §1.1.
It is clear that the ker(cη) is just the center of SL2(R), i.e., {±I}. A comparison of dimensions
completes the proof that cη in (3.1.3) is an isomorphism.
For the remaining statements, first observe from Definition 3.1.1 that
c−1(Γ) ∩ SL2(R) = {α ∈ SL2(R) | c(α) ∈Mat3(Z[i])}.
By the definition of ΓZ in (3.1.1), we therefore have
(3.1.6)
cη|SL2(R)(c−1(ΓZ)) = cη(c−1(Γ) ∩ SL2(R))
= cη ({α ∈ SL2(R) | c(α) ∈Mat3(Z[i])})
= {cη(α) | (c ◦ c−1η )(cη(α)) ∈Mat3(Z[i])}
=
{
cη(α) | cSL3(C)
(
αβ 7→η
)
(cη(α)) ∈Mat3(Z[i])
}
=
{
cη(α) | cSL3(C) (diag(1,−i, 1)) (cη(α)) ∈ Mat3(Z[i])
}
= {cη(α) | (cη(α)) ∈Mat3(Z[i])},
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where in the antepenultimate and penultimate lines we have used relations (1.1.10) and (3.1.2),
respectively. Comparing the first and last expressions in the string of equalities in (3.1.6), we we
see that the isomorphism cη|SL2(R) restricts to an isomorphism of c−1(ΓZ) onto SO(2, 1)Z. This
completes the proof of the second statement of the Proposition.
The isomorphism in (3.1.5) is an immediate consequence of the second statement of the
Proposition.
The next Proposition, 3.1.6, is the analogue of Proposition 1.1.9 for the real form of the
complex group. Proposition 3.1.6 below is, in contrast, almost a triviality to prove at this point,
since it can be deduced rather readily from Proposition 1.1.9 and a few elementary preliminary
results, which we now state.
We begin by establishing a few conventions on the notation arg. First, arg is for us an even
function on C× taking values in the interval [0, π). It is defined by
arg(z) = θ, where θ ∈ [0, π) is such that z = reiθ, with r ∈ R.
Note that in this definition, r is not assumed to be positive. Second, the function arg is extended
to n-tuples of nonzero complex numbers, but only those of the form
(r1e
iθ, . . . , rne
iθ), ri ∈ R− {0}, for i = 1, . . . , n,
i.e., only to those for which the argument of all the entries is the same. Accordingly, any time arg
of a n-tuple appears in an equality, the equality must be read as containing the implicit assertion
that arg of the n-tuple exists.
Lemma 3.1.4. Let x ∈ C× We have
arg(x) = π/4 or 3π/4, x ∈ Z[i] implies that ord1+i(x) > 0.
Proof. For definiteness, assume that arg(x) = π/4, as the proof in the case 3π/4 is identical.
Let Lπ/4 be the line passing through the origin of C at angle pi/4 from the real axis, and consider
the additive subgroup
Lπ/4 ∩ Z[i],
containing x by assumption. This additive subgroup is isomorphic to an additive subgroup of R,
and so is singly generated, namely by an element of minimum modulus. It is easy to see however
that an element of minimum modulus in the group is 1 + i. Thus
Lπ/4 ∩ Z[i] = Z · 1 + i,
so that 1 + i|x. Therefore, ord1+i > 0.
For Proposition 3.1.6, it is necessary to recall the group Ξ-subgroups of defined in (1.1.26)
and (1.1.27). For each of the three Ξ-subgroups, we define
(3.1.7) (Ξ)Z = Ξ ∩ SL2(R).
The following result both justifies this notation and clarifies the meaning of Proposition 3.1.6,
below.
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Lemma 3.1.5. Each (Ξ)Z-group can be given the following description.
(3.1.8)
For fixed
(
p q
)
,
(
r s
) ∈


(
1 1
)
,(
1 0
)
,(
0 1
)

 ⊂ (SL2(Z[i]/(2)))2,
Ξ = red−12
({(
p q
r s
)
,
(
r s
p q
)})
.
In order to obtain Ξ12, we may take, in (3.1.8),
(
p q
)
=
(
1 0
)
and
(
r s
)
=
(
0 1
)
Further, we may take
(
p q
)
=
(
1 1
)
, in order to obtain both Ξ1 and Ξ2,
and (
r s
)
=
(
0 1
)
, in order to obtain Ξ1,(
r s
)
=
(
1 0
)
, in order to obtain Ξ2.
Proof. Since the factorization of 2 in Z[i] is
2 = i3(1 + i)2
we have
res1+i = res2 on Z ⊆ Z[i].
Therefore, (3.1.8) is just a restatement of (1.1.29). The explicit specifications of the matrices
(
p q
)
and
(
p q
)
are immediately deduced from (1.1.26) and (1.1.27).
Proposition 3.1.6. With ΓZ defined as in (3.1.1), we have
(3.1.9) c−1(ΓZ) = (Ξ12)Z
⋃ 1√
2
(Ξ2)Z
(
1 −1
0 2
)
.
Proof. We briefly recall certain notations from Section 1.2. In particular, we represent
α ∈ c−1(Γ) in the form
α =
(
a b
c d
)
.
We recall the notations (x, y, z, w) for an arbitrary permutation of (a, b, c, d) with corresponding
permutation (x′, y′, z′, w′) of (a′, b′, c′, d′). Further, we set
CHAPTER I. FUNDAMENTAL DOMAIN 94
(i, δ) :=
(
i, δ
)
(α),
so that (i, δ) ∈ {0, 2} × {0, 1}, and
(3.1.10) α′ =
(
a′ b′
c′ d′
)
∈ Mat2(Z[i]), ord1+i(x′) = 0 where α′ := (1 + i)i/2ωδ8α.
An elementary computation using (1.1.18) gives
(3.1.11) arg
(
(1 + i)i/2ωδ8
)
= (i/2 + δ)
π
4
.
By (3.1.10) and (3.1.11), we have the equivalence of conditions
(3.1.12) α ∈ SL2(R) if and only if arg(x′) = (i/2 + δ)π
4
.
Suppose that i/2 + δ is odd. Then, by (3.1.12), Lemma 3.1.4 applies to x′ and we obtain
ord1+i(x
′) > 0.
This contradicts (3.1.10). Therefore, we may assume without loss of generality that i/2+ δ is even.
Since (i, δ) ∈ {0, 2} × {0, 1}, we may assume, equivalently, that (i, δ) is either (0, 0) or (2, 1). We
now examine these two cases.
Case 1: (i, δ) = (0, 0). By the first line of (1.2.113), we have
(
i, δ
)−1
((0, 0)) = Ξ12α
i0(i0, 0) = Ξ12.
Thus,
(3.1.13)
(
i, δ
)−1
((0, 0)) ∩ SL2(R) = Ξ1,2 ∩ R = (Ξ1,2)Z,
using the definition (3.1.7) of (Ξ12)Z.
Case 1: (i, δ) = (2, 1). By the second line of (1.2.113), we have
(
i, δ
)−1
((2, 1)) =
⋃
ǫ=0,1
· 1
ω8(1 + i)
Ξ2α
−2(−1, iǫ).
By (3.1.10), therefore,
(3.1.14) {α′ | α ∈ c−1(Γ), (i, δ)(α) = (2, 1)} = ⋃
ǫ=0,1
· Ξ2α−2(−1, iǫ).
CHAPTER I. FUNDAMENTAL DOMAIN 95
Write α as in (3.1.14), so that
α′ =
(
p q
r s
)
α−2(−1, iǫ), where
(
p q
r s
)
∈ Ξ12.
It is easily computed that such an α′ can be expressed as
(3.1.15) α′ =
(
a′ b′
c′ d′
)
, with (a′, b′, c′, d′) = (−p, piǫ + 2q,−r, riǫ + 2s).
By (3.1.14), (3.1.12), and (3.1.15) we have
(3.1.16) {α′ | α ∈ c−1(Γ) ∩ SL2(R),
(
i, δ
)
(α) = (2, 1)} =⋃
ǫ=0,1
· {α′ of the form (3.1.15) with arg(−p, piǫ + 2q,−r, riǫ + 2s) = π/2}.
We now claim that
(3.1.17)
For
(
p q
r s
)
∈ Ξ12, arg(−p, piǫ + 2q,−r, riǫ + 2s) = π/2 if and only if ǫ = 0, arg(p, q, r, s) = π/2.
In order to prove the claim, first suppose that ǫ = 1. We will derive a contradiction. Since
arg(−p,−r) = arg(p, r) = π/2, we have
p, r are of the form p = Im(p)i, r = Im(r)i, for Im(p), Im(r) ∈ Z.
Thus we have arg(−Im(p) + 2q,−Im(r) + 2s) = π/2, from which we deduce that
Im(p) = 2Re(q), Im(r) = 2Re(s).
However, this implies that (
p
r
)
=
(
0
0
)
,
which, by (1.1.26), contradicts the assumption that
(
p q
r s
)
∈ Ξ12.
Thus we have ǫ = 0. Assuming that epsilon = 0, we clearly have
arg(−p, piǫ + 2q,−r, riǫ + 2s) = arg(p, q, r, s).
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Therefore, we have the equivalence,
arg(−p, piǫ + 2q,−r, riǫ + 2s) = π/2if and only if ǫ = 0, arg(p, q, r, s) = π/2,
This completes the proof of the claim (3.1.17)
Now note that arg(p, q, r, s) = π/2 is equivalent to
(
0 −i
−i 0
)(
p q
r s
)
∈ Ξ2 ∩ SL2(R) := (Ξ2)Z.
Therefore, using (3.1.17) and (3.1.16) we have
{α′ | α ∈ c−1(Γ) ∩ SL2(R),
(
i, δ
)
(α) = (2, 1)} =⋃
ǫ=0,1
· {α′ of the form (3.1.15) with arg(p, q, r, s) = π/2}
Applying these observations to (3.1.16), we obtain
{α′ | α ∈ c−1(ΓZ),
(
i, δ
)
(α) = (2, 1)} =
(
0 i
i 0
)
(Ξ2)Zα
−2(−1, 1).
Therefore,
(
i, δ
)−1
(2, 1) ∩ SL2(R) = 1√
2i
(
0 i
i 0
)
(Ξ2)Zα
−2(−1, 1)
=
1√
2
(
0 1
1 0
)
(Ξ2)Zα
−2(−1, 1)
=
1√
2
(
0 1
1 0
)
c(−I)(Ξ2)Zα−2(−1, 1)
=
1√
2
(
0 −1
−1 0
)
(Ξ2)Z
(−1 0
0 −1
)
α−2(−1, 1)
=
1√
2
(Ξ2)Zα
2(1,−1),
where to obtain the last line we have used the fact established in §1.1 that Ξ2 is preserved under
the action of Ξ12 by left-multiplication. Using the definition of α
2(1,−1), we have
(3.1.18)
(
i, δ
)−1
(2, 1) ∩ SL2(R) = 1√
2
(Ξ2)Z
(
1 −1
0 2
)
.
Gathering together (3.1.13) and (3.1.18) we deduce (3.1.9)
From (3.1.9), we deduce the analogue of Lemma 1.1.10
Lemma 3.1.7. Let c−1(ΓZ) be the discrete subgroup of SL2(R) defined in 3.1.1, and given
explicitly in matrix form in (3.1.9). All the other notation is also as in Proposition 3.1.6.
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(a) We have
c−1(ΓZ) ∩ SL2(Z) = (Ξ12)Z.
(b) We have
(3.1.19) [c−1(ΓZ) : (Ξ12)Z] = 2, [SL2(Z) : Ξ12] = 3.
Explicitly, a representative of the unique non-identity right coset of (Ξ12)Z in c
−1(Γ) is
1√
2
(
1 0
1 1
)(
1 −1
0 2
)
.
3.2 Explicit determination of fundamental domain for SO(2, 1)Z acting on
H2.
The main point of this section is that, provided the fundamental domain GR of the the standard
unipotent subgroup of c−1(ΓZ) is chosen in a way that is compatible with the choice of G in (2.2.37),
then the good Grenier fundamental domain FR(GR) for c
−1(ΓZ) corresponding to GR will have a
close geometric relationship to F(G). Based on the classical example of Dirichlet’s fundamental
domain for SL2(Z) acting on H
2 and the Picard domain, one might guess that we would have the
equality
FR(GR) = F(G) ∩H2.
In fact, this intersection property cannot hold, because of the presence of additional torsion elements
(the powers of ω8I2) in c
−1(Γ). However, in a sense which will be made precise in Proposition 3.2.10,
below, the next best thing holds. Namely, the intersection of the set consisting of two Γ-translates
of F(G) with H2 equals FR(GR), for the choice of GR in (3.2.10), below.
Grenier domains for discrete subgroups of SL2(R). We begin by sketching without proof the
foundations of the subject in terms consistent with §2.1. Define the coordinate mappings H2 → R,
for i = 1, 2, by
φ1 = − log y, φ2 = x,
and set
φ = (φ1, φ2) : H
2 → R3.
The mapping φ is a diffeomorphism of H2 onto R2, cf. the diffeomorphism φ of H3 onto R3, defined
by (2.1.1). Let Γ be a discrete subgroup of Diffeo(H2), Let Γφ1 be the stabilizer of the coordinate
φ1, ∆1,γ the difference function, and σ
0
2 the zero section of the projection φ2. In other words, all
have the same meanings as in Section §2.1. In addition, the statements of the four A Axioms,
stated after the proof of Lemma 2.1.3, remain the same, except that we take z ∈ H2 instead of H3.
We now state the analogue of Theorems 2.1.5 and 2.1.6 that we wish to use in this setting.
Theorem 3.2.1. Let Γ be a group of diffeomorphisms of H2. Assume that the action of Γ
on H2 satisfies axioms A 1 through A 4. Let G ⊆ R be a fundamental domain for the induced
action of Γφ[1,2]\Γφ1 on R. Suppose that G = Int(G). Define
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F1 = {z ∈ H2 | φ1(z) ≤ φ1(γz), for all γ ∈ Γφ1}.
Set
F = φ−12 (G) ∩ F1.
Then we have
(a) F is a fundamental domain for the action of Γφ[1,2]\Γ on H2 (where Γφ[1,2] is the kernel of the
action).
(b) We have
F1 = IntF1,
with
IntF1 = {z ∈ H2 | φ1(z) < φ1(γx), for all γ ∈ Γ− Γφ1},
and
∂F1 = {z ∈ F1 | φ1(z) = φ1(γz), for some γ ∈ Γ− Γφ1}.
(c) We have, further,
IntF = φ−12 (IntG) ∩ Int(F1),
and
F = IntF.
As a matter of terminology, we note that for a co-finite Γ ∈ Aut+(H2) (called ‘Fuchsian of
the first kind’ in the literature), our notion of the good Grenier fundamental domain F corresponds
to the Ford fundamental domain of the Fuchsian group Γ. See, for example, [Iwa95], p. 44.
However, we use the terminology Grenier domain even in this context, in order to stress the eventual
connections with the higher-rank case.
The following results, Lemmas 3.2.2, 3.2.3, and 3.2.4, guarantee that we can apply Theorem
3.2.1 to a wide class of subgroups of SL2(R), including c
−1(ΓZ), in particular.
Lemma 3.2.2. If Γ ⊆ SL2(R), acting on H2 from the left by fractional linear transforma-
tions, then Γ satisfies Axioms A 1, A 2, and A 4.
Compare to Lemmas 2.1.10 and 2.1.8, the corresponding statements in the complex case.
Lemma 3.2.3. For any commensurability class of subgroups of fractional linear transfor-
mations in SL2(R), either all the groups in the class satisfy Axiom A 3, or all the groups fail to
satisfy Axiom A 3.
Lemma 3.2.4. The group SL2(Z), acting on H
2 by fractional linear transformations, satis-
fies Axiom A 3.
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Lemmas 3.2.3 and 3.2.4 correspond to Corollary 2.1.15 and Proposition 2.1.16, respectively,
in the complex case. As in the case of Lemmas 3.2.2, the proofs are the same as those of the
corresponding statements in the complex case, except at certain points where they are even simpler,
allowing the omission of the proofs.
Using Lemma 3.2.2 and 3.2.3, as well as Lemmas 3.1.7 and 3.2.4 to show that Lemma 3.2.3
applies to this situation, we deduce the following.
Corollary 3.2.5. The group c−1(ΓZ) of Definition 3.1.1, acting on H2 from the left by
fractional linear transformations, satisfies the four A axioms.
Because of Corollary 3.2.5, we can apply Theorem 3.2.1 to obtain a general description of the
fundamental domain FR(GR) for the action of c
−1(ΓZ). We now proceed to calculate F1,R explicitly
and provide a choice for GR which will be consistent with the earlier choice of G.
Explicit calculation of F1,R. It is very easy to see that the following Proposition holds in
general.
Proposition 3.2.6. Let Γ ⊆ SL2(C) and define ΓZ := Γ ∩ SL2(R). Set
F1 = {z ∈ H3 | y(z) ≥ y(γz) for all γ ∈ Γ}, (as in (2.1.5)), and
F1,R = {z ∈ H2 | y(z) ≥ y(γz) for all γ ∈ ΓZ}.
Then we have
(3.2.1) F1 ∩H2 ⊆ F1,R.
Proof. A point z ∈ H2 belongs to the left-hand side of (3.2.1) if and only if it has maximal
y-coordinate among points in the orbit Γz. So if z ∈ H3 belongs to the left-hand side of (3.2.1),
then z a fortiori has maximal y-coordinate among points in the orbit ΓZz, and so z ∈ F1,R.
Our immediate aim is to show that in the particular case when Γ = c−1(SO3(Z[i])), in the
situation of 3.2.6, we have equality in (3.2.1). For that, the criterion of Lemma 3.2.7, below, will
suffice. In order to set up the lemma, let i be an indexing set. Let {di}i∈I be a collection complex
numbers, and let {ρi}i∈I be a collection of positive integers, indexed by I. Let J ⊂ I be defined
by the condition
For i ∈ I, we have i ∈ J if and only if di ∈ R.
Also, set
d = min
i∈I−J
{|Im(di)|} ,
in other words, d > 0 is the distance to the real line of the di that is closest to the real line
without actually being on it. (In case I = J , we can take d = ∞, and the subsequent statements
will remain true without modification.) For κ > 0, we define the following condition on the pair
({di}i∈I , {ρi}i∈I), depending on κ.
(3.2.2) The set {dj}j∈J is κ-dense in R and
(
min
i∈J
(ρi)
)2
− κ2 ≥
(
max
i∈I−J
(ρi)
)2
− d2.
We remind the reader of our notation H2j for the vertical plane x2 = 0 in H
3, with H2j = H
2.
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Lemma 3.2.7. Let the pair ({di}i∈I , {ρi}i∈I) be as above, and assume that there exists κ > 0
such that the pair ({ℓi}, {ρi}) satisfies (3.2.2). for the given κ. Then we have the containment
(3.2.3)
{
z ∈ H2j
∣∣∣∣
∥∥∥∥(1 dj)
(
z
1
)∥∥∥∥ ≥ ρj , for all j ∈ J
}
⊆
{
z ∈ H2j
∣∣∣∣
∥∥∥∥(1 di)
(
z
1
)∥∥∥∥ ≥ ρi, for all i ∈ I
}
.
Proof. Assume that z ∈ H2j is contained on the left side of (3.2.3). In order to show that z
is contained in the right side of (3.2.3) it will suffice to show that z satisfies the condition
(3.2.4)
∥∥∥∥(1 di)
(
z
1
)∥∥∥∥ ≥ ρi, for all i ∈ I − J.
The assumption that z ∈ H2 belongs to the left-hand side of (3.2.3) means that for each j ∈ J ,
∥∥∥∥(1 dj)
(
z
1
)∥∥∥∥2 = ||z + dj ||2
= y(z)2 + (x(z) + dj)
2
≥ ρ2j .
Rearranging the last inequality and taking the minimum of the ρj , we have
y(z)2 ≥ ρ2j − (x(z) + dj)2 ≥
(
min
j∈J
ρj
)2
− (x(z) + dj)2
The κ-density of {dj}j∈J in R is equivalent to the κ-density of {−dj}j∈J . Therefore, by (3.2.2), we
can choose j ∈ J so that (x(z) + dj)2 ≤ κ2. We deduce that
(3.2.5) y(z)2 ≥
(
min
j∈J
ρj
)2
− κ2.
For any i ∈ I − J , we calculate
∥∥∥∥(1 di)
(
z
1
)∥∥∥∥2 = ||z + di||2
= y(z)2 + ||Im(di)||2 + ||x(z) + Re(di)||2
≥
(
min
j∈J
ρj
)2
− κ2 + ||Im(di)||2 + ||x(z) + Re(di)||2 (by (3.2.5))
≥
(
max
i∈I−J
(ρi)
)2
− d2 + ||Im(di)||2 + ||x(z) + Re(di)||2 (by (3.2.2))
≥ max
i∈I−J
(ρi))
2,
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where we have used the assumption that z ∈ H2 to obtain the second line and the definition of d to
obtain the final line. The above certainly implies (3.2.4), so by the preceding comments, the proof
is complete.
In particular, we can apply Lemma 3.2.3 with
({di}i∈I , {ρi}i∈I) = (1 + (1 + i)Z[i],
√
2)
For this application, the indexing is unimportant because all the ρi are equal. All that we care
about is that
{di}i∈I ∩ R = 1 + 2Z.
In that case, we have d = 1, and we have (3.2.2) satisfied with κ = 1. The special case of (3.2.3)
obtained from the indicated substitution is (3.2.6) in Part (a) of the following Lemma.
Lemma 3.2.8. Let F1 and F1,R be as in Proposition 3.2.6.
(a) We have
(3.2.6)
{
z ∈ H2j
∣∣∣∣
∥∥∥∥(1 d)
(
z
1
)∥∥∥∥ ≥ 2, d ∈ 1 + 2Z
}
⊆
{
z ∈ H2j
∣∣∣∣
∥∥∥∥(1 d)
(
z
1
)∥∥∥∥ ≥ 2, d ∈ 1 + (1 + i)Z[i]
}
.
(b) We have F1,R contained in the left-hand side of (3.2.6), while the right-hand side of (3.2.3)
equals F1 ∩H2.
(c) We have
(3.2.7) F1,R = F1 ∩H2.
Proof. As noted just prior to the Lemma, (3.2.6) is a special case of (3.2.3). In order to
obtain the left-hand side of (3.2.6), we use the relation
Z ∩ (1 + (1 + i)Z[i]) = 1 + 2Z.
In part (b), the equality between F1 ∩H2 and the right-hand side of (3.2.3) follows immedi-
ately from (2.2.6). Taken together with (3.2.1), Part (b) immediately implies Part (c). So all that
is left to verify is the containment of F1,R in the left-hand side of (3.2.6).
The proof of the last containment is a routine modification of ideas found in the proof of
Lemma 2.2.6, so we will just sketch the proof and specify the points of departure from the proof of
Lemma 2.2.6. First, we need the analogue for F1,R of the description of F1 given in (2.1.62), which
is
(3.2.8) F1,R =
{
z ∈ H2
∣∣∣∣∣
∥∥∥∥(0 1) γ
(
z
1
)∥∥∥∥2 ≥ 1, for all γ ∈ ΓZ
}
.
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The proof of (3.2.8) is the same as that of (2.1.62). Now, we use Proposition 3.1.6, the analogue for
the present circumstances of Proposition 1.1.9, to obtain (3.2.9), below. The inclusions of (3.2.9)
are analogous to (2.2.11) in the present circumstances, since they state that we have
(3.2.9)
1√
2
(
1 1 + 2Z
) ⊆ 1√
2
(
0 1
)
(Ξ2)Z
(
1 −1
0 2
)
⊆ (0 1)ΓZ.
Then Properties 5. Scalar Function Multiple and 3. Inclusion Reversal are applied to the
right-hand side of (3.2.8), using (3.2.9). In this way, one readily obtains the inclusion of F1,R in
left-hand side of (3.2.6), thus completing the proof of the proposition.
Explicit Descriptions of GR and FR(GR).
Lemma 3.2.9. (a) We have
(ΓZ)
φ1 =
(
1 2Z
0 1
)
.
(b) The interval
(3.2.10) GR := [0, 2]
is a fundamental domain for the action of Γφ1Z on R satisfying
GR = IntGR.
(c) With GR as defined in (3.2.10), part (b) implies that
(3.2.11)
FR (GR) = {z ∈ H2 | 0 ≤ x(z) ≤ 2, y(z)2 + (x− 1)2 ≥ 2}
= CH(i, 2 + i,∞).
Proof. By (3.1.1), we have
(ΓZ)
φ1 = (c−1(Γ) ∩ SL2(R))φ1
= c−1(Γ)φ1 ∩ SL2(R).
We then apply (2.2.28) to conclude the proof of (a).
Part (b) is immediate from part (a).
For part (c), part (b) of this lemma implies that GR satisfies the hypotheses of Theorem
3.2.1. Using (3.2.7) and the definition of F(G) = FR(GR) given in Theorem 3.2.1, we have
FR(GR) = F1,R ∩ GR
= (F1 ∩H2) ∩ GR.
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The first description of FR (GR) given in (3.2.11) then follows from the description of F1 given
in (2.2.40). The second description in (3.2.11) follows directly from the first form because the
inequalities in the first description correspond to the half-space bounded by the three geodesics
(3.2.12) (0,∞)H, (2,∞)H, and (−1, 3)H.
So the inequalities in the first description define an (infinite) hyperbolic triangle. We determine the
corners of the triangle by verifying that the (finite) intersection points of the bounding geodesics
in (3.2.12) are i, 2 + i.
Geometric relation of FR(GR) to F(G). Because
(3.2.13) GR =
(
G ∪ c(T1)
(
R2pi
2
)
G
)
∩H2j ,
(see the proof of Proposition 3.2.10, below) we cannot hope that we will have the straightforward
relation
FR (GR) = F (G) ∩H2j
that we find in the classical case of SL2(Z[i]) and SL2(Z). However, we do have the next best
possible relation between the fundamental domains.
Proposition 3.2.10. We have the relation
F (GR) =
(
F(G) ∪ c(T1)
(
R2pi
2
)
F(G)
)
∩H2j .
Proof. We begin by proving (3.2.13). This is done by examining the effect of the element
c(T1)(R
2
pi
2
) on the endpoints 1, 2 of G ∩H2j . We find that
c(T1)
(
R2pi
2
)
(1) = 1, and c(T1)
(
R2pi
2
)
(2) = 0,
so that
c(T1)
(
R2pi
2
)
GR = [0, 1].
Since G ∩H2j = [0, 2], this completes the proof of (3.2.13).
Using, successively, the definitions of F(G) and FR(GR), given in Theorems 2.1.6 and 3.2.1,
we have
FR(GR) = F1,R ∩ GR
=
(
F1 ∩H2
)⋂(
(G ∪ c(T1)(R2pi
2
)G) ∩H2j
)
(by (3.2.7) and (3.2.13))
=
(
F1 ∩ G ∩H2
)⋃(
F1 ∩ c(T1)(R2pi
2
)G ∩H2
)
=
(
(F1 ∩ G) ∪ c(T1)(R2pi
2
)(F1 ∩ G)
)⋂
H2
=
(
F(G) ∪ c(T1)
(
R2pi
2
)
F(G)
)
∩H2.
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In the equality of the second and third line, we implicitly use the invariance of F1 under the action
of Γφ1 , which is obvious from the definition of F1.
Remark 3.2.11. We also note for possible future reference that FR(GR) is the normal geodesic
projection of the union of F(G) and one translate c(T1)
(
R2pi
2
)
F(G) of F(G). This relation between
the fundamental domains is connected to the one given in Proposition 3.2.10, though neither relation
implies the other, in general. In Figure 1, we have indicated by means of a “right-angle” symbol at
the point 1+
√
2j that the geodesic H1(1+
√
2j, 1+ i+ j) is a geodesic normal to H2j . It would take
us to far afield of our main purpose to define the concept of normal geodesic projection precisely,
so for the moment we restrict ourselves to mentioning that this relation between F(G) and FR(GR)
may be of some use in relating spectral expansions in the complex case to spectral expansions in
the real case.
4 Volume Computations
4.1 Volumes
Figure I.1: Relation of Funda-
mental domains of Γ and ΓZ
The following are reasons for computing the covolume of the
lattices we are studying. First the volume computation is a
relatively simple application of the previous results of a group-
theoretic nature (that is, Lemmas 1.1.10 and (3.1.7)) to obtain
quantitative geometric results that can be compared to previ-
ously obtained results in the literature. Second, the volume
of the fundamental domain, or more precisely, the reciprocal
of the volume of the fundamental domain under the Iwasawa-
Haar measure, appears as a constant term in the Laplacian-
eigenfunction expansion of automorphic functions. See, for ex-
ample, [JL], Theorem XI.4.2, for the case of SL2(Z[i]) in SL2(C).
Therefore, the result of Corollary 4.3.13 will play a direct role
in the next phase of this investigation. Third, covolume compu-
tations have applications in the theory of moduli space in alge-
braic geometry. For example, [GHS] uses a computation of the
Hirzebruch-Mumford volume of an arithmetic lattice Γ in a real
form of G to compute the leading term of growth of the space of
cusp forms Sk(Γ). The Hirzebruch-Mumford volume, which is
defined precisely in [GHS], is a suitably normalized volume of the
quotient Γ\G/K. This, however, pertains to a future, projected
stage of our project, in which the geometry of the fundamental
domains and the eigenfunction expansion will be connected to
the theory of certain moduli spaces of K3-surfaces.
4.2 Ratio of covolume of Γ, resp. ΓZ, to covol-
ume of SL2(Z[i]), resp. SL2(Z)
Lemma 4.2.1. Let X be a homogenous space of a semi-simple Lie group G, equipped with
a G-invariant measure µ. Let Γ′, Γ be commensurable lattices in G which act on X with finite
volume quotient. Then we have
CHAPTER I. FUNDAMENTAL DOMAIN 105
(4.2.1) µ(M/Γ) = µ(M/Γ′)
[Γ′ : Γ′ ∩ Γ]
[Γ : Γ′ ∩ Γ]
Proof. The lemma follows formally from the special case when Γ′ ⊆ Γ, i.e., when
[Γ′ : Γ′ ∩ Γ] = 1. The reason is that we can apply the special case of (4.2.1) in the two cases
(Γ,Γ′) = (Γ,Γ′ ∩ Γ) resp., = (Γ′,Γ′ ∩ Γ),
then divide the results to deduce the general case of (4.2.1).
So assume that Γ′ ⊆ Γ, with [Γ : Γ′] = r ≤ ∞. By the assumption of commensurability there
exists a finite set of elements γi, i = 1, . . . , r, with r = [Γ : Γ
′], such that
Γ = Γ′γ1 ∪· · · · ∪· Γ′γr.
Let F be a fundamental domain for the action of Γ on X . Set that
F
′ := γ1F ∪ · · · ∪ γrF, with distinct translates disjoint, except for their common boundary.
then F′ is a fundamental domain for the action of Γ′ on X , so that µ(F) = µ(Γ\M). The non-
overlapping property of F for Γ implies that the Γ-translates of F appearing in the union defining
F′ intersect only on their boundaries, hence in sets of measure zero. Thus
µ(F′) = rµ(F) = [Γ : Γ ∩ Γ′]µ(F)
Re-arranging, we obtain (4.2.1) in the special case, thus completing the proof.
For the next proposition, let µ represent Iwasawa-Haar measure on SL2(C), or SL2(R),
depending on the context. Using Lemma 1.1.10(b), resp., Lemma (3.1.7), we deduce from Lemma
(4.2.1) formulas giving the covolumes of c−1(Γ) and c−1(ΓZ), in terms of the covolumes of the
standard integer subgroup, valid for any normalization of the Haar measure on G.
Proposition 4.2.2. Let Γ = SO3(Z[i]). Let c the isomorphism of SL2(C)/{±1} onto SO3(C)
induced by the conjugation action of SL2(C) on its Lie algebra. Let ΓZ ∼= SO(2, 1)Z be as in
Definition 3.1.1. Then we have
µ(c−1(Γ)\SL2(C)) = 1
2
µ(SL2(Z[i])\SL2(C)),
and
µ(c−1(ΓZ)\SL2(R)) = 3
2
µ(SL2(Z)\SL2(R)).
Combining the well-known Corollary 4.3.13 (resp., 4.3.14), below, with Proposition 4.2.2, we
determine the covolume of c−1(Γ) (resp., c−1(ΓZ)) in SL2(C) (resp., SL2(R)).
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Corollary 4.2.3. Let Γ = SO3(Z[i]). Let c the isomorphism of SL2(C)/{±1} onto SO3(C)
induced by the conjugation action of SL2(C) on its Lie algebra. Let ΓZ ∼= SO(2, 1)Z be as in
Definition 3.1.1. Then we have
µ(c−1(Γ)\SL2(C)) = 1
2
ΛζQ(i)(2).
and
µ(c−1(ΓZ)\SL2(R)) = 3
2
Λζ(2).
4.3 Covolumes Vn and Vn,R of Gaussian and rational integer subgroups.
Although the result of Corollary 4.3.13 is well-known, see e.g. [Lan66], the method, following
Siegel’s proof of the rational-integer analogue, is not found in any standard reference. We include
these results as an appendix in order to keep the treatment here of co-volumes self-contained and
in order to show that there is a completely elementary route to the calculation of the covolumes in
terms of special values of zeta functions.
Siegel’s Theorem on Vn. In the following calculations, we closely follow the calculations in §II.4
of [JL05]. There, one finds an elementary calculation, following the approach of Siegel, resulting
in 4.1.3, the covolume of SLn(Z) in SLn(R). In the following arguments, culminating in Theorem
4.3.4, and Corollary 4.3.13 we in effect show that the arguments of [JL05], §II.4, transfer in the
most direct imaginable manner to the Gaussian integer case. Although, for the case at hand, we
only need the case n = 2, it is natural to treat the case of general n. The treatment of the quadratic
models Posn(C) and Sposn(C) and the decomposition of the G-invariant measures on these spaces
will be useful for the extension of the theory of the present monograph to higher rank.
Definition 4.3.1. The Dedekind Zeta function ζQ(i) associated to the number field
Q(i) is defined by
(4.3.1)
ζQ(i)(s) =
∑
I ideal of Z[i]
N(I)−s
=
∑
ℓ standard
||ℓ||−2s,
where, in the first line, N denotes the norm from Q(i) to Q, and in the second line, the sum is over
all standard elements of the ring Z[i], in the sense defined in §1.1.
The expression for ζQ(i) given in the first line of (4.3.1) is stated in terms of notions which
generalize to an arbitrary number fields F , and thus gives the definition of the Dedekind zeta
function associated to F . In order to pass from the expression in the first line of (4.3.1) to that of
the second line, one uses the well-known characterization of the norm,
N(I) = #(o/I).
Then one applies the one-to-one correspondence between ideals of the principal ring Z[i] and stan-
dard integers (assigning to the ideal I its unique standard generator ℓ), and one easily calculates
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N(I) = #(Z[i]/I) = #(Z[i]/(ℓ)) = ||ℓ||2.
We tabulate some subgroups of SLn(C) which will allow inductive decompositions.
(4.3.2)
Gn = SLn(C).
Γn = SLn(Z[i]).
Gn,n = subgroup of Gn leaving the n
th unit vector fixed.
Γn,n = Γn ∩Gn,n.
Scholium on Gn,n. Subgroups of G defined by a condition of the type used in (4.3.2) to define
Gn,n are known in the literature as mirabolic subgroups. Specifically, Gn,n is known as the
mirabolic subgroup associated to the maximal parabolic preserving the the flag {Cen}. Directly
from the definition of Gn,n in (4.3.2), we compute that
(4.3.3) Gn,n =
{(
g′ x
0 1
) ∣∣∣∣ x∗ ∈ Cn−1, g′ ∈ SLn−1(C)
}
.
To facilitate comparison with [JL05], we note here that we diverge from their notation in
keeping the subscript n, on Gn, and its associated objects (Gn,n, Γn,n ,etc.) This subscript is
maintained in order to distinguish the discrete groups being considered here (the SLn(Z[i])) from
the discrete group Γ = SO3(Z[i]) under consideration in the other sections of this chapter.
There is a natural isomorphism of Gn-homogeneous spaces
(4.3.4) Gn,n\Gn ≈−→ (Cn)∗ − {0} given by g 7→ e∗ng.
We have a fibering
(4.3.5) Z[i]n−1\Cn−1 → Γn,n\Gn,n → Γn−1\Gn−1 = SLn−1(Z[i])\SLn−1(C).
arising from the coordinates (x, g′) on Gn,n, above, in (4.3.3). From the fibration in (4.3.5), we
deduce that Γn,n\Gn,n has finite measure, under the inductive assumption that Γn−1\Gn−1 has
finite measure.
Because of (4.3.4), we can transport Lebesgue measure from Cn ≈ R2n to Gn,n\Gn. We use
x for the variable on R2n, sometimes identified with the variable in Gn,n\Gn. In an integral, we
write Lebesgue measure as dx. We let µGn,n\Gn be the corresponding measure on Gn,n\Gn, under
the isomorphism (4.3.4).
Recall throughout the following discussion that a homogeneous space of a closed unimod-
ular linear group has an invariant measure, unique up to constant factor. Consider the lattice of
subgroups
CHAPTER I. FUNDAMENTAL DOMAIN 108
(4.3.6)
Gn
Gn,n
✛
Γn
✲
Γn,n
✛
✲
Fix a Haar measure dgn on G. On the discrete groups Γn, Γn,n, let Haar measure be the counting
measure. Then dgn determines unique measures on Γn\Gn and Γn,n\Gn, since the measure is
determined locally. We write dgn for each of these induced measures from the right hand side of
the diagram in (4.3.7). Passing to the left-hand side of (4.3.7), having fixed dgn on Gn and
dµGn,n\Gn = dx on Gn,n\Gn,
there is a unique measure dGn,n on Gn,n such that
(4.3.7)
∫
Gn,n\Gn
∫
Γn,n\Gn,n
=
∫
Γn,n\Gn
=
∫
Γn\Gn
∫
Γn,n\Γn
.
The integration formula (4.3.7) is meant to be interpreted as two Fubini-type theorems for the
evaluation of an integral on the space L1(Γn,n\Gn).
Lemma 4.3.2. Let f ∈ L1(R2n) ≈ L1(Gn,n\Gn). Let cn = vol(Γn,n\Gn,n), as measured by
dgn,n. Then
cn
∫
Rn
f(x) dx =
∫
Γn\Gn
∫
Γn,n\Γn
f(γg) dγn dgn.
Proof. Since L1(Gn,n\Gn) is a subspace L1(Γn,n\Gn), we can apply the Fubini-type integral
formula (4.3.7) to f . Because of the invariance property of f , the inner integral on the left-side of
(4.3.7) reduces to cn.
Denote by prim(Z[i]n)∗ the set of primitive n-vectors, i.e., integral vectors such that the
GCD of the components is 1. See Definition 1.1.3 and the following properties following it for a
review of the GCD in the context of pairs Gaussian integers. The definition and properties have
obvious extensions to n-tuples of Gaussian integers, which we will use freely in what follows. We will
also make free use of the “Conventions regarding multiplicative structure of Z[i]” in the paragraph
preceding that definition.
Since prim(Z[i]n)∗ is precisely the set of vectors in (Z[i]n)∗ which can be extended to a matrix
in Γn = SLn(Z[i]), we have
(4.3.8) e∗nΓn = e
∗
nSLn(Z[i]) = prim(Z[i]
n)∗.
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Next, we claim that we have
(4.3.9) (Z[i]n)∗ − {0} = {ℓv with v primitive and ℓ ∈ Z[i]− {0} standard},
where the decomposition of w ∈ (Z[i]n)∗ into ℓ and v is understood be unique. In order prove the
claim, for an arbitrary element w ∈ (Z[i]n)∗ − {0}, set ℓ equal to the GCD of the entries of w.
Then set
v = ℓ−1w.
Use Properties GCD 1 and GCD 2 (more precisely, the form of the properties extended to n-
tuples) to see that v is primitive. If ℓ′v′ is another decomposition of w in the form given in (4.3.9),
then
ℓ′−1ℓv = v′,
with both v, v′ primitive. So ℓ′−1ℓ is a unit. Since ℓ, ℓ′ are standard, the unit in question must be
1. Thus ℓ = ℓ′, and we deduce the uniqueness of the decomposition.
Remark 4.3.3. The decomposition (4.3.9) corresponds to the displayed equation immediately
following (5) in §II.4 in [JL05], with the condition that “k” (the ℓ of our notation) is positive
corresponding to the condition that our ℓ is standard. In fact, the condition of standard-ness is an
appropriate generalization of positivity from the context of the multiplicative theory of Z to the
multiplicative theory of Z[i].
Let
Vn = vol(Γn\Gn) = vol(SLn(Z[i])\SLn(C)).
If we change the Haar measure on G by a constant factor, then the volume changes by this same con-
stant. The volume is with respect to our fixed dgn. In (4.3.26), below, we shall fix a normalization
of dgn.
In the proof of Theorem 4.3.4 below, we will use the following change of variables formula.
(4.3.10)
∫
Cn
f(yx) dx = ||y||−2n
∫
Cn
f(x) dx, for f ∈  L1(Cn), y ∈ C×.
The formula (4.3.10) is derived by computing the Jacobian factor of the multiplication endomor-
phism of Cn given by x 7→ yx. Clearly, the Jacobian of the multiplication endomorphism is
independent of arg(y), so is a function of ||y|| alone. The Jacobian factor is clearly mutliplicative
in y, hence a power of ||y||. Then exponent of ||y|| in the Jacobian is determined by noting that
the dimension of Cn as a real vector space is 2n.
Theorem 4.3.4. After Siegel [Sie45]. Let Gn = SLn(C), Γn = SLn(Z[i]). Let dx be
the Lebesgue measure on Cn ≈ R2n. Let w denote a length-n vector with entries in Z[i]. Let
f ∈ L1(Cn) ∼= L1(R2n). Then
Vn
∫
R2n
f(x) dx =
∫
Γn\Gn
∑
w 6=0
f(wg) dg
= ζQ(i)(n)
∫
Γ\G
∑
v prim
f(vg) dg.
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Furthermore, Vn = cnζQ(i)(n). Corollary 4.3.13, below, will determine Vn, cn.
Proof. On the right side of (4.3.7), we use Lemma 4.3.2 to obtain
∫
Γn\Gn
∑
v prim
f(vg)dg = cn
∫
Cn
f(x) dx.
Replacing f(x) by f(ℓx) with ℓ a standard integer ℓ, and using (4.3.10) on the right, we find
(4.3.11)
∫
Γn\Gn
∑
v prim
f(ℓvg) dg = cn||ℓ||−2n
∫
Cn
f(x) dx.
Summing over all standard ℓ ∈ Z[i], the elements ℓv range over all nonzero elements w ∈ (Z[i]n)∗,
taking each value once, by (4.3.9). Thus, the summed form of the left-hand side of (4.3.11) gives
the left-hand side of (4.3.12), below. In order to see that the summed form of the right-hand side
of (4.3.11) gives the right-hand side of (4.3.12), we use the expression for ζQ(i) given in the second
line of (4.3.1). Thus, we obtain
(4.3.12)
∫
Γn\Gn
∑
w 6=0
f(wg) dg = cnζQ(i)(n)
∫
Cn
f(x) dx.
Assuming that Vn is finite, we shall now prove that Vn = cnζQ(i)(n). For this, we can take a
function f which is continuous, ≥ 0, with positive integral and compact support. We note that for
any g ∈ SLn(C),
(4.3.13) lim
N→∞
1
N2n
∑
w 6=0
f
(
1
N
wg
)
=
∫
Cn
f(x) dx,
The reason is that the left-hand side of (4.3.13), without the limit, is the Riemann sum for the
integral on the right-hand side associated to a subdivision of the support of f into parallelotopes of
side-length 1N . The right-multiplication by g ∈ SLn(C) changes the side lengths of a parallelotope,
but preserves the volume. Integrating (4.3.13) over Γn\Gn, we find
Vn
∫
Cn
f(x) dx =
∫
Γn\Gn
lim
N→∞
1
N2n
∑
w 6=0
f
(
1
N
wg
)
dg
= lim
N→∞
1
N2n
∫
Γn\Gn
∑
w 6=0
f
(
1
N
wg
)
dg
= lim
N→∞
cnζQ(i)(n)
1
N2n
∫
Cn
f
(
1
N
x
)
dx (by (4.3.12))
= lim
N→∞
cnζQ(i)(n)
∫
Cn
f(x) dx (by letting u = x/N, du = dx/N2n).
This concludes the proof of Siegel’s theorem.
Decompositions of invariant measure on Posn(C)
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Definition 4.3.5. The space Posn(C) is defined to be the Hermitian matrices of size n,
having positive eigenvalues. The group GLn(C) acts on Posn(C) on the left, according to the
formula
(4.3.14) [g]p 7→ gpg∗,
and Posn(C) is a GLn(C)-homogeneous space. Accordingly, it has a GLn(C)-invariant measure,
which is unique up to a constant factor.
For the purposes of comparison, we introduce the following notation for the Lebesgue mea-
sure on a Euclidean space with a system of coordinates Y =
(
(y
(iδ)
ij
)
where the coordinate y
(1)
ij
corresponds to the real component and y
(i)
ij to the imaginary component of yij . We write
dµeuc(Y ) =
∏
dy
(iδ)
ij , where 1 ≤ i ≤ j ≤ n, and δ =
{
0, 1 for i < j
0 for i = j
.
Here are some comments on the notation to be used below. We shall reserve the letter Y for
a variable in Posn(C), and Z for a variable in the space Sposn(C), introduced in Definition 4.3.8
below. Deviations from Lebesgue measure will be denoted by dµ(Y ), with µ to be specified. If ϕ is
a local C∞ isomorphism, J(ϕ) will denote the Jacobian factor of the induced map on the measure,
so the absolute value of the determinant of the Jacobian matrix, when expressed in terms of local
coordinates. If g is a square matrix, we let |g| denote its determinant and ||g|| the absolute value
of the determinant.
Proposition 4.3.6. A GLn(C)-bi-invariant measure on Posn(C) is given by
(4.3.15) dµn(Y ) = |Y |−n dµeuc(Y ).
For g ∈ GLn(C), the Jacobian determinant J(g) of the determinant of the transformation [g] is
J(g) = ||g||2n.
The invariant measure satisfies dµn(Y
−1
) = dµn(Y ), i.e. it is also invariant under Y 7→ Y −1.
Proof. We prove the second assertion first. Note that g 7→ J(g) is multiplicative and
continuous, so that it suffices to prove the formula for a dense set of matrices g. We pick the set of
semisimple matrices in GLn(C), i.e., those of the form
gDg−1, with D = diag(d1, . . . , dn), g ∈ GLn(C).
Then we readily calculate that
[D]Y = (diyijdj),
so that, by the multiplicativity of J ,
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J(gDg−1) = J(D) =
∏
1≤i<j≤n
|didj |2
∏
1≤i≤n
|di|2 = ||D||2(n−1)||D||2 = ||D||2n = ||gDg−1||2n,
which, by the above comments, proves the formula for J(g). Then, with dµn defined as in (4.3.15),
dµn([g]Y ) = |[g]Y |−nJ([g]) dµeuc(Y )
= ||g||−2n|Y |−n||g||2n dµeuc(Y )
= dµn(Y ),
thus concluding the proof of left invariance. Right invariance follows because J(g) = J(g∗).
Finally, the invariance under Y 7→ Y −1 follows because if we let S(Y ) = Y −1, then for a
tangent vector H ∈ Hermn,
S′(Y )H = −Y −1HY −1,
so detS′(Y ) = J(Y −1) = |Y |−2n. Then
dµn(Y
−1) = |Y |n|Y |−2n dµeuc(Y ) = |Y |−n dµeuc(Y ) = dµn(Y ),
thus concluding the proof of the proposition.
We have the first order partial Iwasawa decomposition of Y ∈ Posn(C):
(4.3.16) Y =
[
In−1 x
0 1
](
W 0
0 v
)
,
with v ∈ R+, x∗ ∈ Cn−1, W ∈ Posn−1(C)
The decomposition (4.3.16) gives first partial coordinates Y = Y (W,x, v), with the map
ϕ+n−1,1 : Sposn−1(C)× Cn−1
∗ × R+ → Sposn(C),
as in (4.3.16) as above. Direct multiplication in (4.3.16) yields the explicit explicit expression
(4.3.17) ϕ+n−1,1(W,x, v) =
(
v−
1
n−1W + vx∗x vx
vx∗ v
)
.
From (4.3.17), we see that ϕ+n−1,1 is bijective, because, first v ∈ R+ uniquely determines the lower
right entry. Then x ∈ Cn−1∗ is uniquely determined to give the last row (or last column), and
finally W is uniquely determined by the upper-left (n− 1)× (n− 1) square.
We wish to compare the partial Iwasawa coordinates in (4.3.17) with the coordinates on
Posn(C) induced by the block decomposition
Y =
(
Y1 y2
y2
∗ y3
)
where Y1 is an (n− 1)× (n− 1) matrix, y2 is an (n− 1)-vector, and y3 > 0.
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Proposition 4.3.7. The Jacobian is given by
J(ϕ+n−1,1) = |V |2(n−1).
For Y = ϕ+(W,x, v) we have the change of variable formula
dµn(Y ) = |W |−1vn−1 dµeuc(X) dµn−1(W ) dµ1(v)
Proof. We compute the Jacobian matrix and find
∂(Y )
∂(W,x, v)
=


I(n−1)2 ∗ · · · ∗ ∗
0 v · · · 0 ∗
...
...
. . .
...
...
0 0 · · · v ∗
0 0 · · · 0 1

 ,
with v occuring 2(n − 1) times on the diagonal. Taking the determinant yields the stated value.
For the change of variable formula, we just plug in using the definitions
dµn−1(W ) = |W |−(n−1) dµeuc,
and similarly with n and 1, combined with the value for the Jacobian. The formula comes out as
stated.
Decompositions of invariant measure on SPosn(C)
Definition 4.3.8. We define Sposn(C) to be the subspace of Posn(C) consisting of unimod-
ular matrices. The unimodular subgroup SLn(C) acts on Sposn(C) by the same formula (4.3.14),
and Sposn(C) is an SLn(C)-homogeneous space. It therefore has a SLn(C)-invariant measure,
unique up to constant factor. Every Y ∈ Posn(C) can be written uniquely in the form
Y = r1/nZ with r > 0 and Z ∈ Sposn(C).
Thus, we have a product decomposition
(4.3.18) Posn(C) = R
+ × Sposn,
in terms of the coordinates (r, Z). We denote by µ
(1)
n the SLn(C)-invariant measure on Sposn(C)
such that for the product decomposition (4.3.18) we have
(4.3.19) dµn(Y ) =
dr
r
dµ(1)n (Z).
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We have the first order partial Iwasawa decomposition of Z ∈ Sposn(C):
(4.3.20) Z =
[
In−1 x
0 1
](
v−1/(n−1)W 0
0 v
)
, with v ∈ R+, x∗ ∈ Cn−1, W ∈ SPosn−1(C).
Note that, by multiplying out the right-hand side of (4.3.20) and comparing lower-right entries, we
obtain
(4.3.21) znn = v
The decomposition (4.3.20) gives first partial coordinates Y = Y (W,x, v), with the map
ϕ+n−1,1 : R
+ × Cn−1∗ × Sposn−1(C)→ Sposn(C),
as in (4.3.20) as above. Direct multiplication in (4.3.20) yields the explicit expression
(4.3.22) ϕ+n−1,1(W,x, v) =
(
v−1/n−1W + vx∗x vx
vx∗ v
)
.
From (4.3.22), we see that ϕ+n−1,1 is bijective, because, first v ∈ R+ uniquely determines the lower
right entry. Then x ∈ Cn−1∗ is uniquely determined to give the last row (or last column), and
finally W is uniquely determined by the upper-left (n− 1)× (n− 1) square.
Proposition 4.3.9. Associated to the first partial Iwasawa decomposition of (4.3.20), we
have the measure decomposition
dµ(1)n (Z) = v
n dv
v
dxdµ
(1)
n−1(W ).
Proof. Write the first-partial Iwasawa decomposition of Y ∈ Posn(C) in the form
Y =
[
In−1 x
1
](
v′−1/n−1W
v
)
with W ∈ Sposn(C). Let r = |Y |, so that
Y = r1/nZ, with Z ∈ Sposn(C).
On the one hand, by (4.3.19), we have
(4.3.23) dµn(Y ) =
dr
r
dµ(1)n (Z).
CHAPTER I. FUNDAMENTAL DOMAIN 115
On the other hand, we have, by (4.3.15),
(4.3.24)
dµn(Y ) = |Y |−n dµeuc(Y )
= |Y |−nv2(n−1) dµeuc(x) dµeuc(v) dµeuc(v′−1/n−1W ) (by Proposition 4.3.7)
= |Y |−nv2n−1 dv
v
dxdµeuc(v
′−1/n−1W )
= |Y |−nv2n−1|v−1/n−1W |n−1 dµn−1(v′−1/n−1W ) dv
v
dx (by (4.3.15)).
Now set r′ = 1v′ , so that
v′1/n−1W = r′1/n−1W with W ∈ Sposn(C),
and
dµn−1(v′
−1/n−1
W ) =
dr′
r′
dµ
(1)
n−1(W ).
Thus, from (4.3.24), we have
(4.3.25)
dµn(Y ) = v
′vn−1
(
dr′
r′
dµ
(1)
n−1(W )
)
dv
v
dx
=
(
dr′
r′
)
v′vn−1 dµ(1)n−1(W )
dv
v
dx
=
(
dr
r
)
vn dµ
(1)
n−1(W )
dv
v
dx,
where the last line follows because r′ = r and v′ = v for Y ∈ Sposn(C).
The measure decomposition of Proposition 4.3.9 gives rise to a corresponding measure de-
composition on the fibration. In terms of integration over the fibers, we get the following integral
formula.
Proposition 4.3.10. For a function f on Γn,n\Sposn, in terms of the coordinates of Propo-
sition 4.3.9, we have
∫
Γn,n\Sposn(C)
f(Z) dµ(1)n (Z) =
∫
Γn−1\Sposn−1(C)
∫
Z[i]n\Cn
∫
R+
f(W,x, v)vn
dv
v
dxdµ
(1)
n−1(W ).
Completion of calculation of covolume of SLn(Z[i]). We now fix a normalization of the Haar
measure dgn on Gn = SLn(C) such that
(4.3.26)
∫
Sposn(C)
f(Z) dµ(1)n (Z) =
∫
Gn/Kn
f(gg∗) dg, for all f ∈ L1(Sposn(C)).
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Because of the decomposition Gn = UnAnKn, the normalization fixes a normalization of the Haar
measure on Kn giving Kn total measure 1. The Haar measure satisfying (4.3.26) will be called
the symmetrically normalized measure. The condition (4.3.26) says that this measure is the
pull-back of the measure induced on [Γn]\Sposn(C) by µ(1)n under the isomorphism
Γn\Gn/Kn → Γ\Sposn(C) = [Γn]\Sposn(C).
Corollary 4.3.11. Suppose dg is the symmetrically normalized measure. For ϕ continuous
(say) and in L1(R+), we have
Vn
∫
Cn
ϕ(x∗x) dx =
∫
Γn\Sposn(C)
∑
w 6=0
ϕ([w]Z) dµ(1)n (Z),
= ζQ(i)(n)
∫
Γ\Sposn(C)
∑
v prim
ϕ([w]Z) dµ(1)n (Z),
where the sum in the first line is over all nonzero length-n vectors with entries in Z[i].
Proof. Let f(x) = ϕ(x∗x) and apply Siegel’s formula to f . Then
Vn
∫
Cn
f(x) dx =
∫
Γn\Gn
∑
w 6=0
f(wg) dgn (by Theorem 4.3.4)
=
∫
Γn\Gn
∑
w 6=0
ϕ([w]g∗g) dgn (by definition of ϕ)
=
∫
Γ\Sposn(C)
∑
w 6=0
ϕ([w]Z) dµ(1)n (Z),
by the normalization of (4.3.26), thus concluding the proof of the first line of the Corollary. The
second line follows in exactly the same way, but using the second version of Theorem 4.3.4 instead
of the first in the first equality above.
Proposition 4.3.12. For ϕ on R+ guaranteeing convergence (for example, ϕ ∈ Cc(R+))
∫
Γn\Sposn
∑
v prim
ϕ([v]Z) dµ(1)n (Z) = Vn−1
∫
R+
ϕ(r)rn
dr
r
.
Proof. We first note that the sum inside the integral, as a function of Z ∈ Sposn(C), is
Γn-invariant because action by Γn (on the right side of v) simply permutes the primitive integral
vectors. In any case, we may rewrite the left side in the form:
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left side =
∫
Γn\Sposn(C)
∑
γ∈Γn,n\Γn
ϕ([e∗n][γ]Z) dµ
(1)
n (Z) (by (4.3.4))
=
∫
Γn,n\Sposn(C)
ϕ(znn) dµ
(1)
n (Z) (putting f(Z) = ϕ(znn))
=
∫
Γn−1\Sposn−1(C)
∫
Cn/Z[i]n
∫ ∞
0
f(W,x, v)vn
dv
v
dxdµ
(1)
(n−1)(W ) (by Proposition 4.3.10) and (4.3.21)
= Vn−1
∫ ∞
0
ϕ(v)vn
dv
v
,
with the use of Proposition 4.3.10 in the penultimate step. This concludes the proof.
We shall apply the above results as in Siegel to determine the volume of SLn(Z[i])\SLn(C),
but we need to recall some formulas from euclidean space. We still let dx denote ordinary Lebesgue
measure on Cn ∼= R2n. We let S2n−1 be the unit sphere and B2n be the unit ball. Then we recall
from calculus that
(4.3.27) µeuc(B2n) =
πn
Γ(1 + n)
=
πn
nΓ(n)
.
We use polar coordinates in R2n, so there is a unique decomposition
(4.3.28) dx = r2n−1 dr dµ(1)euc(θ),
where dµ
(1)
euc represents a uniquely determined measure on S2n−1 equal to dθ when n = 1. For
arbitrary n, θ = (θ1, . . . θ2n−1) has 2n− 1 coordinates. Then we find
µeuc(B2n) =
∫
B2n
dx = µ(1)euc(S
2n−1)
∫ 1
0
r2n−1 dr,
and therefore, using (4.3.27),
(4.3.29) µ(1)euc(S
2n−1) = 2nµeuc(B2n) =
2πn
nΓ(n)
.
From (4.3.28) and (4.3.29) it follows trivially that for a function ϕ on R+ one has the formula
(4.3.30)
πn
Γ(n)
∫
R+
ϕ(r2)r2n2
dr
r
=
∫
R2n
ϕ(x∗x) dx,
say for ϕ continuous and in L1(R+). Now, make a change-of-coordinates in (4.3.30) from r to r′
where
r2 = r′ and
dr
r
=
1
2
dr′
r′
.
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Then change the name of the variable back from r′ to r and obtain
(4.3.31)
πn
Γ(n)
∫
R+
ϕ(r)rn
dr
r
=
∫
R2n
ϕ(x∗x) dx.
Corollary 4.3.13. Let Gn = SLn(C) and Γn = SLn(Z[i]). Let
ΛζQ(i)(s) = π
−sΓ(s)ζQ(i)(s).
Then with respect to the symmetrically normalized measure on Gn, the volume Vn of Γn\Gn is
given inductively by Vn = ΛζQ(i)(n)Vn−1, which yields
Vn =
n∏
k=2
ΛζQ(i)(k).
Proof. We start with Corollary 4.3.11, to which we apply Proposition 4.3.12, and follow up
by formula (4.3.31). The inductive relation drops out and the case n = 1 is trivial.
Reproducing the arguments for Corollary 4.3.13 in the case of SL2(R), SLn(Z), and Sposn(R),
in place of SL2(C), SLn(Z[i]) and Sposn(C), we obtain the statement labelled Theorem 4.6 in
Chapter II of [JL05], which we now restate for the reader’s convenience.
Corollary 4.3.14. Let Gn,R = SLn(R) and Γn,Z = SLn(Z). Let
ΛζQ(s) = π
−s/2Γ(s/2)ζQ(s).
Then with respect to the symmetrically normalized measure on Gn,R, the volume Vn,R of Γn,Z\Gn,R
is given inductively by Vn,R = ΛζQ(n)Vn−1,R, which yields
Vn,R =
n∏
k=2
ΛζQ(k).
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