Laughter is a highly spontaneous behavior that frequently occurs during social interactions. It serves as an expressive-communicative social signal which conveys a large spectrum of affect display. Even though many studies have been performed on the automatic recognition of laughter -or emotion -from audiovisual signals, very little is known about the automatic recognition of emotion conveyed by laughter. In this contribution, we provide insights on emotional laughter by extensive evaluations carried out on a corpus of dyadic spontaneous interactions, annotated with dimensional labels of emotion (arousal and valence). We evaluate, by automatic recognition experiments and correlation based analysis, how different categories of laughter, such as unvoiced laughter, voiced laughter, speech laughter, and speech (non-laughter) can be differentiated from audiovisual features, and to which extent they might convey different emotions. Results show that voiced laughter performed best in the automatic recognition of arousal and valence for both audio and visual features. The context of production is further analysed and results show that, acted and spontaneous expressions of laughter produced by a same person can be differentiated from audiovisual signals, and multilingual induced expressions can be differentiated from those produced during interactions.
INTRODUCTION
Laughter is a non-verbal signal that plays a prominent role in many social situations [11] , especially in social interactions where it is about 30 times more frequent than in solitary situations [39] . In general, laughter is considered as a universal social signal which is beneficial for health, as it has been shown to help in reducing stress [5] , anxiety, pain and discomfort [28] and also improve the mood [31] . It generally conveys an essential form of social relief during interactions, which might indicate a cooperative intent.
Laughter is a subjective feeling whose expressions might be related to the situation it is produced in. It can occur naturally during friendly social interactions or it can be induced by humorous content like video clips, stories, jokes, games, even though a person is more likely to laugh when in a group or a gathering of closed persons [20] . Spontaneous laughter follows an impulse, which is an urge to laugh without restrain or control over its expression [44] . Although the acoustic pattern is similar to that of natural laughter, acted laughter has been reported to lack emotional content [44] .
Several taxonomies exist for laughter, such as those based on the context of production (e. g., spontaneous, acted) [36, 56] , or on articulatory properties (e. g., voiced, unvoiced, speech-laugh) [2, 25] , or the conveyed emotions (e. g., happiness, hurtful, embarrassment, excitement etc.) [13, 50, 51] . Laughter can be defined -from the production side -as a rhythmic, vocalised and involuntary action caused by the body under certain conditions. It is usually accompanied by smile [9] , and involves certain facial and body movements and change in postures [44] . Regarding the timing of a laughter event, an entire occurrence of laughter is usually termed as a laughter episode [39, 44] . It includes the vocal and other correlated elements and it is usually made of one or several bouts, i. e., a behavioral-acoustic event, including the respiratory, vocal, and facial and skeleto-muscular elements [44] .
Contextualisation of laughter with respect to the expressed emotion is important, because laughter can be produced in a large variety of context, and therefore convey specific non-verbal messages. Whereas, Darwin assumed that laughter is an expression of happiness [12] , Ekman suggested that it can rely on a combination of several emotions which might differ in their acoustical structure [14] . A review of literature shows that laughter can actually express various emotions like, joy, amusement, surprise, but also nervousness, taunt, embarrassment, contempt [46] , sadness [49] , or even 'schadenfreude', i. e., the pleasure in other's misfortune [10, 50, 51] .
Automatic recognition of laughter can be useful for multimedia tagging and retrieval i. e., extraction of humorous content or automatically identifying meaningful events in meetings such as topic change or jokes [36] . Another area of application is computer-aided [29] A, V, K Interactive 21 106m 2336 Yes BINED * [48] A, V Induced 256 29m 45s 289 Yes MAHNOB [36] A, V, P Induced, Posed 22 18m 59s 563 No MMLI [32] A, V, P, FT, BM Induced, Interactive 16 31m 439 No RECOLA [43] A, V, P Interactive 46 17m 58s 974 Yes SEMAINE * [30] A, V Interactive 150 2m 05s 443 Yes psychotherapy, where a computer can monitor the reactions of the patients through multimodal signals [22] . Moreover, contextual information on affect is necessary to understand the interplay between the kind of laughter and emotion in the enactment. Whereas several studies have reported on the spectrum of emotions that laughter conveys [2, 13, 51] , there has been no investigations -to the best of our knowledge -on the automatic recognition of the emotions conveyed by natural expressions of laughter produced during spontaneous interactions. In order to investigate automatic recognition of emotional laughter from spontaneous multimodal data, we performed annotation of different types of laughter on the RECOLA dataset [43] . A total of 974 instances has been annotated, and will be made publicly available 1 to the community. Further, we conduct experiments to distinguish different categories of laughter, quantify their predictive power for emotion recognition, and the impact of the context. Interplay between categories of laughter, emotional dimensions, and audiovisual descriptors are first investigated with correlation based measures, before reporting results of automatic recognition experiments.
In the remainder of this paper, we present related work on existing audiovisual databases of laughter, including automatic recognition experiments (Sec. 2), then introduce the methodology followed to perform annotation of laughter on the RECOLA database (Sec. 3), and report results on the experiments on the automatic recognition of categories of laughter, their conveyed emotions, and on the context of production (Sec. 4), before concluding (Sec. 5).
RELATED WORK
There exists many databases which include annotations of laughter from audiovisual data, but very few are publicly available, and most of them are not specifically dedicated to laughter. In this section, we provide an overview of publicly available audiovisual databases designed for the analysis of laughter. The selected databases provide data across several modalities, languages and methods used to elicit laughter, and have been used widely for analysis and synthesis of laughter. Table 1 provides a general overview of the selected databases and a short description is given for each dataset below.
The AVLC database provides audiovisual recordings of induced and posed laughter elicited from 24 subjects, while watching a funny 10 minutes stitched clip of short videos [56] . A hierarchical protocol was used for the annotation of laughter where each segment was 1 https://diuf.unifr.ch/diva/recola/ first given a label and sub-labels were added based on the temporal structure or acoustic contents to provide further details on different categories of laughter. Due to the absence of social interactions, the amount of speech laughter and speech data is minimal.
Belfast storytelling database provides naturalistic multimodal data associated with social interactions in a semi-structured storytelling environment [29] . It consists of 21 participants telling stories in groups of three or four in English or Spanish which occasionally led to an open discussion, which facilitated the occurrence of conversational laughter. The laughter segmentation is done on two levels: auditory, and visual cue. Automatic pre-annotation of laughter was done by training a Support Vector Machine on acoustic and visual features [27] , which was later refined manually.
The BINED database has 3 sets of audiovisual recordings of emotion elicited from watching video clip (e. g., amusement) and actively engaging participants in series of tasks to induce emotions (e. g., fear, disgust, surprise, frustration) [48] . The first set has been included in the ILHAIRE database and it consists of 565 clips of 113 participants from which 289 instances of laughter were extracted.
MMLI is a multimodal database of laughter with full body movements, facial tracking, audiovisual and physiological data [32] . The participants were asked to perform a set of tasks in groups to record spontaneous as well as controlled laughter. The database is annotated as, Laughter event (time interval in which at least one of the participants laughs) and Laughter episode (single laugh generated by one participant); one laughter event can thus be composed of several laughter episodes.
The SEMAINE database consists of audiovisual recordings of users interacting with limited agents, which present different personalities [30] . Laughter was annotated from the Solid Sensitive Artificial Listening (SAL) part where one participant took the role of the user and another took the role of one of the four SAL characters. In total 443 instances have been annotated from 345 clips from 28 participants. The SEMAINE-SAL database includes time-and value-continuous annotations of emotional dimensions (arousal and valence), but the annotators are not consistent over the recordings.
Experiments on the automatic recognition of laughter from the audiovisual data contained in the SEMAINE-SAL database have been previously reported on a lower amount of instances [35] . Data were partitioned into speaker independent training, validation and test partitions. Mel-Frequency Cepstrum Coefficients (MFCCs) were extracted from the acoustic data, whereas facial animation parameters, automatically computed by a 3D tracker [34] , were exploited as visual features. Online standardisation of both acoustic and visual features was performed before learning a 2-class model to distinguish speech vs. laughter utterances for each modality by time delay neural networks. Decision-level fusion was then operated at the frame level by a linear combination of the a posteriori probabilities. The reported performance, which was measured by the Unweighted Average Recall (UAR), i. e., the average of the recall of the two classes in percentage, shows that audio data performed best (69.4%), whereas video data performed better than the chance level (56.6%), and the fusion of the two modalities only slightly improved the performance (69.5%).
The MAHNOB database includes multimodal recordings (audio, video and physiological signals) of 22 subjects from 12 different countries watching series of video clips [36] . The main goal was to elicit laughter, but along with it the participants were also instructed to pose a laugh and smile and then were asked to speak in English as well as in their native language to create a multilingual corpus. In addition to that, laughter episodes were further annotated as voiced or unvoiced using a combination of two approaches: manual labeling by two human annotators and automatic detection of unvoiced frames based on the pitch contour computed with PRAAT [6] . Each episode was then assigned a label based on majority voting. Further details on the data are provided using the following categories of annotation: laughter, speech, speech-laugh, posed smile, posed laughter, laughter + inhalation, speech-laugh + inhalation, posed laughter + inhalation, using the ELAN annotation tool [8] .
Experimental evaluations have been reported on the MAHNOB dataset for the automatic discrimination between laughter and speech, and between voiced laughter, unvoiced laughter and speech. Evaluations were carried out with a leave-one-subject-out crossvalidation methodology. A feedforward neural network was used to train binary classification models. As evaluation metrics, the F1 score and the Classification Rate (CR) are reported. As found in previous experiments, audio features performed best for the 2-class problem (speech vs. laughter), and visual features provided complementary information (feature-level fusion); obtained performance (CR) was 86.2% for audio, 83.9% for video, and 90.1 for audiovisual. A similar contribution of the audiovisual modalities was observed for the 3-class problem: audio: 79.1%; video: 74.5%; audiovisual: 83.2%.
Even though publicly available databases of laughter provide multimodal, multilingual data, with (partially) rich annotations, there is no ratings of affective behaviour available with respect to laughter, except for the SEMAINE database. Another drawback of most existing databases is the lack of spontaneous laughter from natural interactions. Although Belfast Storytelling database provides naturalistic conversational laughter the annotations are minimal and does not provide any further details on laughter categories. Therefore, for this study, we decided to perform annotation of laughter episodes on an existing database of spontaneous socio-affective behaviors.
ANNOTATION OF LAUGHTER
The chosen RECOLA dataset [43] consists of natural and spontaneous interactions and makes investigations on laughter realistic for real-life scenarios. The details of the available data set and annotations performed on it are provided in the following sections. We first briefly introduce the database and then detail the methods we used to perform laughter annotation. The scheme followed to obtain different categories of laughter is similar to MAHNOB [36] , as we are convinced that such categories (i. e., voiced, unvoiced, speech laughter) not only convey different kinds of acoustic and facial information, but also different kind of affective behaviours, which will be demonstrated in the experimental evaluations.
RECOLA database
The REmote COLlaborative and Affective interactions (RECOLA) data set is a multimodal database of spontaneous interactions in French which consists of audio, visual, electro-cardiogram (ECG) and electro-dermal (EDA) data recorded continuously and synchronously [43] . This data set was used in the Audio Visual Emotion recognition Challenge (AVEC) for benchmarking multimodal emotion recognition systems [42, 57] . Spontaneous interactions from 53 participants were recorded while solving a collaborative task: "Winter Survival Task" [21] as dyadic teams. The task first involved individual ranking of 15 items in order of importance for survival and then participants had to discuss their rankings in order to reach a consensus. The recordings which are 9.5 hours long were made in isolated rooms free from external noises and the participants were separated in two rooms and interacted through Skype. This scenario is highly relevant for our study, since many naturalistic reasons to laugh are present, such as laughter from embarrassment, knowing they are being recorded; from hesitation or stress relief while discussing with a stranger (less than 20% of participants of the RECOLA dataset knew their teammate well), from humor or discussions perceived to be funny by the participants -usually while discussing the order of importance of items.
Affective behaviour expressed by the participants was annotated with time-and value-continuous emotional dimensions (arousal and valence) by six French-speaking assistants, for the first five minutes of each recording, and for 46 participants. Only the first five minutes of interactions were annotated since participants spent more time discussing their strategies at the beginning of the task and also to limit the amount of data to be annotated. A web-based annotation tool, ANNEMO was used to perform emotion ratings and the annotations were done separately for each emotional dimension, using a slider with values ranging from -1 to +1 and a step of 0.01, obtained values were then re-sampled at a frame rate of 40ms. In order to obtain a single gold-standard from the pool of ratings, each trace (i. e., a time-and value-continuous emotional annotation) was first assigned a weight according to the agreement of this rating with the five others. The final gold-standard was obtained by simply averaging the traces, after normalisation according to the inter-rater agreement; see [41, 42, 57] for more details on the computation of the gold-standard and statistics on inter-rater agreement.
Laughter episode
Laughter occurs frequently during interaction and it is relatively difficult to identify exactly where it begins and ends. Some studies consider visual information in addition to the audio information for determining the start and end points i. e., onset and offset respectively. Segmentation and terminology used to define an instance of laughter is heterogeneous due to its multi-disciplinary nature [53] . Several studies in the past have described different ways of segmenting laughter based on temporal characteristics [1, 44, 53] . In this study, we adopt the terminology proposed in [44] . Laughter unlike speech, disrupts normal breathing and audible inhalations can occur during laughter [9] . An entire occurrence of laughter is termed as a laughter episode [39, 44] and can be subdivided further into three parts, Onset : Pre-vocalization period leading to laughter, usually a strong exhalation; Apex : Period with vocalization or rhythmic exhalation and composed of laughter syllables; Offset : Post-vocalization period, usually includes an inhalation.
The inclusion of inhalation at the end of post-vocalization period as a part of laughter has been debatable and is still unclear [53] . In [1] it was not considered as a part of laughter. In the AVLC database [56] , it was included as a part of laughter and MAHNOB [36] provides two different sets of labels with inclusion and exclusion of inhalation. In this study, we include the post inhalation as we consider it to be a part of laughter.
Laughter categories
Based on the articulatory properties, laughter can be differentiated as voiced laughter and unvoiced laughter [2, 25] . Voiced laughter consists of voicing element (i. e., periodic vibrations of vocal folds) and the excitation is partly quasi-periodic. Unvoiced laughter, on the other hand, does not consist of any voicing element and the excitation is fricative. It is more irregular and does not have a rhythmic structure [55] . Also, it has been shown in several instances that speech and laughter can overlap during conversations [13, 33, 52] . This form of laughter is termed as speech-laugh. It occurs simultaneously with articulation [53] and is generally longer than just laughter, with more energy variations than regular speech. In some studies it has been annotated as speech [24, 26] and in some it is said to be an independent laughter category [4, 33, 36, 56] . Considering the findings of these studies, we annotated laughter episodes and categorized them as Unvoiced laughter, Voiced Laughter and Speech laughter.
Annotation
The initial annotations of laughter was done manually by the first author of this study using the Audacity 2 software for the 53 audio clips from the RECOLA dataset. Audio data was primarily used for annotation of laughter episodes and video data was referred when there was ambiguity. Speech laughter was annotated when both laughter and speech occur simultaneously and it does not include speech before and after (if any) the laughter bouts. The laughter instances (excluding speech laughter) were further categorised as voiced or unvoiced. In literature, there has been several ways proposed to categorise it. It can be done manually by human annotators [4] or automatically using the pitch contour [23] or a combination of both [36] . In this study, we use the voicing probability and unvoiced frame ratio to automatically categorise voiced and unvoiced laughter. In order to help differentiating voiced from unvoiced laughter, we computed the voicing probability of each frame using the openS-MILE 3 acoustic feature extraction toolkit [18] . A histogram of those probabilities was plotted for all laughter episodes and speech episodes in the 53 annotated audio files to observe the distribution. This was done in order to calculate the value of voicing probability threshold which would be used to decide the voiced and unvoiced frames. The data was fitted to two Gaussian distributions to find the mixing ratios and the obtained threshold is 0.76, cf. Figure 1 . Based on the voicing probability threshold, for each laughter episode, the unvoiced frame ratio was calculated. For a given laughter episode, all the frames with voicing probability below the threshold value were considered as unvoiced frames and above the threshold as voiced frames. Unvoiced frame ratio for each laughter episode can be calculated simply as the number of unvoiced frames divided by the total number of frames.
Distinguishing unvoiced laughter from voiced laughter was not easy as there is no clear cut-off. The criteria to decide whether a given laughter instance is voiced or unvoiced has been ambiguous. While in [38] a given laughter instance was considered unvoiced if the unvoiced ratio was more than 80%, in [54] laughter was considered voiced if it contained at least one voiced frame. In [36] the cut-off for unvoiced ratio was set at 85% below which the laughter instance was considered as voiced and the episodes were labeled manually by 2 annotators and the final label was assigned based on majority voting. In this study, the unvoiced ratio histogram was plotted for both unvoiced laughter and voiced laughter and we found the right value empirically by looking at segments found at different thresholds. The laughter episodes at different threshold ranges were observed individually. These observations indicated that, a threshold value for unvoiced ratio, lower or higher than 0.75 would mis-classify the voiced laughter and breath laughter episodes. Based on the observations a final threshold value of 0.75 was chosen. The unvoiced frame ratio was calculated based on the voicing probability. If the unvoiced frame ratio was greater than the threshold value the laughter labels were corrected as Unvoiced Laughter and if it was less, then the laughter labels were corrected as Voiced Laughter. RECOLA [43] data as mentioned earlier, is divided into two sets namely, Unsegmented set and Segmented set. The segmented set provides emotional ratings across the two affect dimensions (i. e., Arousal and Valence) for the initial five minutes. Turn timings are available for the segmented clips to indicate when there is speech vocalisation. Pure speech segments which did not contain any laughter and was at least one second long were extracted. The laughter episodes were labeled as 'VL' for voiced laughter, 'UL' for unvoiced laughter, 'SL' for speech laughter and non laughter speech segments were labeled as 'S'. In total there are 289 instances of laughter and 1619 instances of speech. The unsegmented set only provides annotations of laughter and consists of 974 instances of laughter. Both sets are used for recognition of various kinds of laughter and the segmented set is used for the recognition of emotion conveyed by laughter. Table 2 shows the number of laughter instances annotated in the RECOLA database for the 53 unsegmented (complete audio) and 46 segmented (annotated audio) clips. The mean and standard deviation calculated for the laughter and speech episodes from prosodic features (voicing probability, pitch, and loudness) computed on the segmented audio clips, after a z-score normalisation to compensate speaker dependencies, are shown in Table 3 . Results show that the voicing probability is significantly (1-way ANOVA) lower for all kinds of laughter instances compared to speech instances, pitch values are higher than speech for all laughter instances (few voicing parts of unvoiced laughter instances might have compromised the pitch estimation algorithm), whereas loudness is lower for unvoiced laughter and voiced laughter, but higher for speech laughter. 
Emotional ratings
It has been repeatedly shown that there is a delay in the timecontinuous rating of emotional dimensions, and that such delay has an important impact on emotion recognition performance [41, 57] . We therefore included this information when assigning emotion labels to speech and laughter instances. A delay of 2.8 s for arousal and 3.6 s for valence was applied to the gold-standard (values were shifted backward in time); values were taken from the AVEC'16 challenge [57] , where machine learning optimisation (grid search) was used in order to estimate those delays. Even though the annotation delay is not constant between raters, sequences, and even over time, we assume that those optimised values for arousal and valence would provide sufficient reliable labels for the corresponding laughter events. The mean rating of arousal and valence were calculated for each annotated speech/laughter episode. Obtained values are reported in Table 4 and show that there is a statistically significant difference in the emotion conveyed by different kinds of laughter when compared to speech and each other, for both arousal and valence. Moreover, we can clearly see that all laughter instances convey higher valence than speech instances, and unvoiced laughter has the lowest arousal and valence ratings among the laughter categories.
EXPERIMENTS
We present in the following sections the methodology that we exploited to perform the automatic recognition of various types of laughter instances, as well as their conveyed emotion. We first introduce the acoustic and video feature sets 4 , then present the system and the obtained performance.
Feature Sets
4.1.1 Audio. In contrast to large scale feature sets, which have been successfully applied to many speech classification tasks [41, 58] , smaller, expert-knowledge based feature sets have also shown high robustness for the modeling of emotion from speech [7, 40] . Some recommendations for the definition of a minimalistic acoustic standard parameter set have been recently investigated, and have led to the Geneva Minimalistic Acoustic Parameter Set (GeMAPS) and to an extended version (eGeMAPS) [17] . The acoustic low-level descriptors (LLD) cover spectral, cepstral, prosodic and voice quality information and are extracted with the openSMILE toolkit [18] . The arithmetic mean and the coefficient of variation are then computed on all LLDs. To pitch and loudness the following functionals are additionally applied: percentiles 20, 50 and 80, the range of percentiles 20 -80 and the mean and standard deviation of the slope of rising/falling signal parts. Functionals applied to the pitch, jitter, shimmer, and all formant related LLDs, are applied to voiced regions only. Additionally, the average RMS energy is computed and 6 temporal features are included: the rate of loudness peaks per second, mean length and standard deviation of continuous voiced and unvoiced segments and the rate of voiced segments per second, approximating the pseudo syllable rate. Overall, the GeMAPS acoustic features set contains 88 features, and its extended version includes 102 features. In addition to those (e)GeMAPS feature sets, we also computed 12 MFCCs and the log-energy, to analyse pure spectral features.
Video.
Facial Action Coding System (FACS) is a system used to describe human facial movements by their appearance on the face [16] . Action Units (AUs) are the fundamental actions of individual muscles or groups of muscles. Laughter involves facial movements and is often associated with the emotion of joy and this type of laughter is said to be associated with the Duchenne display 5 [15] . Since, several studies have shown that laughter occurs during various emotional states, we aim to study the intensity of AUs associated with other emotions and not restrict the feature set to the AUs associated with laughter. For this study, we make use of OpenFace 6 , an open source tool intended for computer vision and machine learning researchers, to extract facial AUs that will serve as facial descriptors for our study set [3] . The tool offers two kinds of scores for the AU: intensity and presence. The former provides 5 The Duchenne display: joint contraction of facial muscles, i. e., pulling the lip corners backwards and upwards (AU12) and raising the cheeks (AU6) causing eye wrinkles (AU7). 6 https://github.com/TadasBaltrusaitis/OpenFace the intensity of 17 AUs on a continuous value scale from 1 (minimally present) to 5 (present at maximum intensity); a score of 0 indicates absence. The latter indicates the presence or absence of 18 AUs (provides an additional AU28, along with those mentioned in Table 5 ). We exploited the intensity of AUs since we are studying the intensity of affect in laughter. The video feature set consists of the mean intensity and standard deviation values when a AU was present, for the 17 AUs over a given episode. We also calculated the proportion of activation of the AUs by simply dividing the number of frames a given AU was present over the total number of frames for a given episode. In total, the video feature set (FAUs) consisted of 51 features (17x3) associated with facial AUs. Table 5 reports statistics of those AUs for each laughter and speech categories. We observe some AUs e. g., AU6, AU12 that are often associated with laughter are statistically significant when compared with speech.
System
For the automatic recognition of laughter instances we make use of LIBLINEAR, an open source library for large-scale linear classification [19] . It supports logistic regression and linear support vector machines which has proven to provide state-of-the-art performance on many affect related prediction tasks [42, 57] . A classifier model was built using .mex implementations of LIBLINEAR that interface with MATLAB. The training was optimised with 3 different solvers for classification: L2-regularized L2-loss support vector classification (primal and dual), and L2-regularized L1-loss support vector classification (dual). The complexity parameter was also optimised in a logarithmic scale, with values ranging from 0.0001 to 1. To ensure speaker independent evaluations, we follow a Leave-OneSpeaker-Out (LOSO) cross-validation methodology in all the experiments for recognition of laughter and the emotions conveyed by them. In order to compensate speaker dependencies of the features, we investigated three different approaches: (i) offline-partitioning, i. e., mean and standard-deviation were computed independently on both training and testing partitions, (ii) offline-speaker based, i. e., mean and standard-deviation were computed individually with respect to the speaker, and (iii) online-partitioning i. e., mean and standard-deviation were computed on the training partition and applied on both training and testing data (for each iteration of the LOSO loop). Performance of the classification model is measured as the unweighted average recall (UAR) of the classes. It is calculated by the sum of recall-values (class-wise accuracy) for all classes divided by the number of classes. This is the official scoring metric of the INTERSPEECH ComParE Challenge series [47] . Calculation of UAR is necessary to measure the correct performance, since in our case the class distribution is imbalanced; instances of the minority classes were upsampled to match the number of instances of the majority class found in the training partition. We evaluate the performance on the four feature sets: MFCCs, GeMAPS, eGeMAPS, and FAUs. Additionally, the best performing acoustic feature set is fused with the video feature set for audiovisual experiments (early-fusion).
Laughter Recognition
The aim in this set of experiments is to distinguish laughter from speech and distinguish between different kinds of laughter using the audio, visual and audiovisual features. For each feature set we perform four classification tasks: two binary classification tasks (Speech Laughter v/s Speech, and All laughter v/s Speech), one 3-class task for the discrimination of all kind of laughter categories, and a 4-class classification including all categories. We do not report results of binary classifications of voiced or unvoided laughter v/s speech as those laughter episodes were defined with semi-automatic rules and the obtained performance is obviously close to perfection. In Table 6 we report the performance results obtained for both segmented and unsegmented set. For the segmented set, MFCCs performed best for the distinction between all types of laughter and speech instances, whereas the eGeMAPS acoustic feature set performed best for differentiating speech laughter from speech. Even though visual features performed much better than chance on the two binary classification tasks, they did not bring any additional improvement in the early fusion, since the acoustic features already provided very high recognition rates. For the unsegmented set, the eGeMAPS acoustic feature set performed the best for the 3-way and 4-way classification tasks, and the performance drops significantly when using only visual features. Interestingly, the combination of audio and visual data performs the best for the two binary classification tasks, with a slight improvement over the audio features, as also observed in previous studies [37, 38, 45] . From the results we can conclude that the different categories of laughter we defined can be well identified from speech segments using either audio or video feature set, and differentiating the categories of laughter performs better when using only the audio feature set since the information is mostly conveyed by the auditory channel.
Emotional Laughter Recognition
In this section we analyze the performance of automatic recognition of emotions in the different categories of laughter we studied. Binary emotion labels (negative/positive) were assigned to each class of laughter/speech based on the mean ratings of arousal and valence calculated using the delayed gold-standard. We first investigate how well the system can recognize emotions from individual categories of laughter and then perform the emotion classification tasks on all categories of laughter and all including speech.
Results obtained on the RECOLA dataset are reported in Table  7 and show that voiced laughter performed best for both arousal (77.1%) and valence (81.0%) when using audiovisual features; speech laughter performed equally well on arousal. Performance reported on speech laughter is generally slightly below the one reported for voiced laughter for valence. Results reported for unvoiced laughter show that such episodes convey much less emotion variability, especially for arousal, where only chance level is reported (50.0%). The performance obtained when using all instances of laughter is therefore lower because of the impact of unvoiced laughter. Interestingly, results obtained on speech utterances that do not include any laughter is slightly above the chance level for both arousal (52.8%) and valence (50.9%).
Context Recognition
Since laughter can be produced in a large variety of contextual situations, we wondered whether the context used in the data collections as reported in Section 2 could be automatically inferred from the audiovisual recordings. More specifically, we investigated two cases: spontaneous laughter v/s acted laughter (case 1), and induced laughter v/s interactive laughter (case 2).
We selected the MAHNOB [36] database for our first case since it provide both types of laughter produced by the same subjects, thus eliminating any bias due to inter-personal differences in the way laughter is produced. Further, we used the same dataset for training and testing to avoid the bias which can be due to different recording conditions, i. e., microphone, environment (room), external noise. As we can observe, the visual feature set (78.4%) performs better than the acoustic feature sets (75.6%) and the performance increases significantly when both are combined (82.7%). The stereotype of laughter being associated with joy (Duchenne display) could explain the superiority of visual features over audio features for acted v/s spontaneous laughter distinction, since most of the acted laughter would involve the participants producing laughter with smile.
For the second case, we perform cross-corpora experiment since there is no database that provides both induced and interactive laughter instances. We fused the instances from the six datasets which include interactive data (RECOLA, SEMAINE, BELFAST) and induced data (MAHNOB, AVLC, BINED) and divided them into training and testing data (70:30 ratio). Results show that pure acoustic features (MFCCs) achieves a very high recognition rate, which might be helped by the acoustic variability present in the different corpora used (microphones, rooms), despite applying a z-score on the features for each dataset. However, the information extracted from the face, which is subject to less cross-corpora variabilities compared to speech, shows that performance is far above the chance level (79.5%), and even slightly better than in the first case (acted v/s spontaneous).
Results from these experiments thus show that there is a significant variability in the audiovisual expressions of laughter between acted, spontaneous, induced and interactive conditions. Table 8 : Results (%UAR) for 2 class classification task between Spontaneous and Acted laughter from MAHNOB and for laughter context recognition from speech (2 class) with six datasets using different feature sets : 3 audio, 1 video and the combination of best audio (MFCCs) and video feature set; best results over the feature sets are highlighted in bold format. 
Case MFCCs GeMAPS eGeMAPS

CONCLUSION
We have provided insights on the automatic analysis of emotional laughter by extensive evaluations carried out on the RECOLA database, which includes spontaneous interactions annotated in terms of time-and value-continuous emotional dimensions (arousal and valence). Annotations of laughter have been performed on this dataset, and will be made publicly available to the research community. We have then evaluated how the different annotated categories of laughter, such as unvoiced laughter, voiced laughter, speech laughter, and speech (non-laughter), can be automatically differentiated from audiovisual features, where very high recognition rates have been reported for various acoustic feature sets. Further, we have performed emotion recognition experiments on each of those categories. Results have shown that voiced laughter contains most of the emotion variabilities for both arousal and valence in classification tasks, i. e., passive vs. active, and negative vs. positive. Future work will investigate how variabilities in the language and culture might impact performance on the automatic recognition of laughter.
