This paper provides an initial empirical analysis of the impact of changing epidemiological, economic and sociological conditions on the amount of HIV testing in primary care, outpatient clinics. Particular attention is paid to examining whether changes in HIV/AIDS prevalence impact the amount of testing these clinics perform, and also how financial constraints impact this relationship. Using a sample of California clinics, we find that changing epidemiological conditions do impact the demand for HIV testing. Additionally, certain clinic characteristics, such as the type of practitioners providing care and the socio-economic characteristics of patients treated at each clinic also affect the demand for testing. However, we find little evidence supporting increased government or private grants, contracts and donations as a means of enhancing the demand for HIV testing.
Introduction
While the HIV/AIDS epidemic is taking its largest toll on societies in Southeast Asia and Sub-Saharan Africa, the US has also been significantly impacted by HIV/AIDS. According to the Centers for Disease Control and Prevention (CDC, 2004) , in 2003 the cumulative number of AIDS cases in the US surpassed 900,000. Additionally, the cumulative number of HIV infections exceeded 200,000, with over 33,000 new infections during the year.
Within the US, the State of California has been especially hard-hit by the epidemic. As of 2003, California ranks second in the US with over 133,000 cumulative AIDS cases -nearly 15 percent of the nation's total. It also ranks second in the number of new AIDS cases with just over 5,900 -nearly 13 percent of the nation's total (CDC, 2004) . Moreover, among new AIDS cases in 2003, California had the third highest proportion of new cases among the Hispanic population. Thus, not only has California been hard-hit by the disease, but also the impact has disproportionately affected its largest minority population.
Since there is no known cure for the disease, HIV testing is one of the most important actions an individual can take to prevent transmitting the disease or, once acquired, obtain life-prolonging treatment. Given the development of antiretroviral which prevent rapid health deterioration due to the onset of AIDS, testing is important because it allows infected individuals to start treatment sooner, thus increasing both longevity and quality of life. Despite these facts, California ranks only ninth among US states in the percent of its population ever tested for HIV, and 33rd among states in the percentage of individuals between the ages of 18-64 who were tested for HIV in 2001 (CDC, 2004 . Clearly, there is a need to increase both access to, and utilization of, HIV testing in California.
For most individuals in California, routine outpatient health care services (including testing for HIV and other sexually transmitted diseases) are provided by primary care outpatient clinics.
There are over 760 of these clinics in the State, all of which are not-for-profit institutions. While these clinics treat a significant number of middle and high-income patients (who are generally insured by private, third party payers), the majority of patients are both poor and of minority ethnic backgrounds (Appendix B). These clinics generally rely on governmentsponsored insurers, grants and donations to cover expenses. Government-sponsored insurers, including Medicare, Medicaid and other local plans, often do not reimburse as generously as private, third party payers. Thus, while these clinics provide an initial point of access to health care, particularly for underserved populations, they may be limited in the extent of care that they can provide.
From a policy perspective, it is important to understand the role that these primary care outpatient clinics play in the fight against HIV/AIDS. More specifically, two questions appear especially relevant. First, as sociological, economic and epidemiological conditions change, there should be a corresponding change in the demand for HIV testing. If this is the case, what proportion of this demand is met by these primary care outpatient clinics? If there is a strong relationship between changing prevalence rates and the amount of testing in these clinics, then policy makers can reduce the spread of the disease by diverting resources towards primary care outpatient clinics.
Second, if these clinics play a significant role in providing HIV testing, how do financial constraints impact clinics' abilities to provide these services? Previous studies using California outpatient clinics (Friesner, 2003; Rosenman, Friesner & Stevens, 2005; Rosenman, Li & Friesner, 2000) have found evidence indicating that revenue considerations (particularly the ability to obtain grants and donations, as well as reliance on third-party payers) significantly impact the quantity and quality of services provided. Do specific types of revenue sources (reliance on grants and/or Medicaid funding, for example) have a disproportionate impact on the amount of HIV testing in these clinics? From a policy perspective, this is an important question because it not only identifies some possible methods of increasing HIV testing, but it also gives an indication about how resources should be allocated to maximize their effectiveness.
This paper provides an initial empirical analysis on the impact of changing epidemiological, economic and sociological conditions on the amount of HIV testing in California outpatient clinics. Particular attention is paid to examining whether changes in HIV/AIDS prevalence impact the amount of testing these clinics perform, and also how financial constraints impact this relationship.
The remainder of this paper proceeds in four steps. First, we present a brief literature review, which we use to develop our empirical methodology. Next, we present and discuss the data used in our analysis. The third section contains our empirical results. We conclude the paper by discussing the policy implications of our findings, as well as providing some suggestions for future research.
Literature Review
The study of socio-demographic determinants of HIV testing has been the subject of a significant amount of research. Several surveys of persons at risk of HIV infection have found that increased perception of risk leads to a greater demand for HIV testing. In a sample of 621 homeless women (Nyamathi, Stein and Swanson, 2000) , increased intravenous drug use, unprotected sexual contact and other risky behaviors led to higher HIV testing. Extending the survey to include men, examine gender differences for HIV testing. While increased perception of risk increased the demand for HIV testing for both genders, men typically had a lower perception of risk despite reports of more risky behavior. Boozer & Philipson (2000) address the issue of risk perception from a slightly different perception and find evidence in support of public testing for HIV. In this research, a blood test for HIV was administered as part of a longitudinal survey. This framework for the demand for information on HIV implies that because only individuals who are surprised by the results of the intervention respond to the results (in this case low-risk people who test HIV-positive or high-risk individuals who test HIV-negative) an information-intervention of this type may reach populations who would otherwise not seek testing.
A significant amount of research has also focused on the special considerations of injection drug users (IDU). For example, Harris (2006) examined the efficient allocation of resources to prevent HIV infection among IDUs in the context of the Prevention Point Philadelphia, a multi-site needle exchange program. At the optimal allocation of needles, the estimated cost per case of HIV averted was $2,800. This favorable cost-effectiveness ratio came primarily from the program's low marginal cost per distributed needle.
In contrast, Heimer, Grau, Curtin, Khoshnood, & Singer (2007) sought to determine the extent of HIV testing among urban IDUs in order to assess the potential effectiveness of additional targeted testing programs for this population. Of the 1,543 IDUs in the sample, 93% had already been tested for HIV. The authors estimated the number of undetected infections among urban IDUs to be less than 40,000 in the United States. As a result, the authors concluded that expending scarce prevention money to expand testing of IDUs is unlikely to be productive. Given the national goals to identify previously undetected infections, the authors concluded that resources should be spent for proven HIVprevention strategies including syringe exchange, drug treatment, and secondary prevention for those who are HIV positive.
Despite increased demand for HIV testing, most people diagnosed with AIDS were generally tested late in the course of their HIV infections while under acute medical care (Wortley et al., 1995) . The demand for HIV testing varied according to risk group, race, and ethnicity. Intravenous drug users and heterosexual contact risk groups obtained the highest level of HIV testing during hospitalization. Additional evidence of late testing is found by Nakashima, Campsmith, Wolfe, Nakamura, Begley, & Teshale (2003 where early testers and 45% were late testers. Late testers where more likely than early testers (1) to be 18-29 years old, (2) to be black or Hispanic, (3) to have acquired HIV through heterosexual contacts, (4) to have high school education or less, (5) to ever have been tested for HIV before the first positive result, (6) to have had confidential testing, (7) or to have received their first positive result from an HIV testing site or an acute or referral care setting. In addition, sixty five percent of late testers were tested for HIV because of illness, while the most common reason for testing among early testers was self-perceived risk (twenty nine percent). Galvan, Bing & Bluthenthal (2000) found that racial and age differences exist once testing has been obtained. Young people and African Americans were less likely to return for results of their HIV tests. Age and race were also found to be a factor in accepting voluntary HIV testing. Hull, Bettinger, Gallaher, Keller, Wilson, & Mertz (1988) found that a higher percentage of African American males did not participate in HIV testing as compared to males from other ethnic groups. Kellerman et al. (2002) , comparing the results from the HIV Testing Surveys, HITS1 and HITS2, found a decreasing proportion of people under the age of twentyfive years obtain HIV testing, whereas those over twenty-five years of age showed increased demand.
Two other patterns of HIV testing are of note. People engaging in higher risk behaviors have been found (Fernyak, Page-Shafer, Kellogg, McFarland, & Katz, 2002) to have higher demands for repeated testing. This is further evidence that higher perceptions of risk lead not only to increased HIV testing, but also repeat testing. However, in blind studies of anonymous testing, researchers found that the HIV prevalence rates are higher for people who have not had voluntary testing, regardless of risk group or socio-demographics (Weinstock et al., 2002) .
Finally, there have been a number of studies which extend the traditional determinants of the demand for HIV testing to include the concepts of rational risk taking and the fear associated with a the possibility of a positive test. For example, Gritzman (2005) provided evidence indicating that individuals respond rationally to social and economic stimuli when it comes to taking risks. Therefore, viewing AIDS as a rational disease enriches our understanding of the behavioral underpinnings to the spread of AIDS and by extension, the determinants of demand for testing. Caplin & Eliaz (2003) addressed the fear of a positive test as crucial to understanding the demand for testing. There are obviously strong health-based incentives to test for AIDS. However, the authors postulated that fear may override these incentives. They suggested decreasing the informativeness of a bad test result, thereby mitigating the fear of bad news. This would allow the health-based incentives to once again come to the forefront of the testing decision. The authors developed a model of AIDS transmission that acknowledges this form of fear. A mechanism is designed that not only encourages testing but also shows the spread of the disease through voluntary transmission. The authors showed that their model confirms that psychological interventions may slow the spread of AIDS, but conceded that much more work is needed in this area.
En totem, our literature review suggests three major hypotheses about the determinants of the demand for HIV testing. Stated in alternative form, these hypotheses can be characterized via the following statements:
Hypothesis 1: Higher levels of (perceived) risk should lead to an increased demand for HIV testing.
In this analysis, we measure perceived risk as an actual change in epidemiological conditions and outpatient clinics as the primary source for such tests. This assumes that individuals base their perceptions (at least partially) on some form of fact. Moreover, if people base their perceptions solely on fact, one would expect the demand for testing, on average, would change in direct proportion to changing epidemiological conditions. If fear, information uncertainty or other factors were used in the evaluation of risk perception, then this relationship would not be proportional, and (in extreme cases, for example, if individuals become fatalistic) possible inversely proportional.
Hypothesis

2:
Enhanced clinic resources should lead to an increased demand for HIV testing.
Our second hypothesis implies that endowing the outpatient clinics with additional manpower and/or monetary resources should allow them to be more proactive in providing services to their constituents, and thus induce a greater quantity demanded for their services. The underlying assumption to Hypothesis 2 is that clinics are under-funded and/or understaffed, and do not use their market power to exploit their patients. Thus, if we fail to reject Hypothesis 2 (again, in its null form), researchers and policy-makers may want to re-examine the tactics and practices of these clinics, as they would not be fulfilling their core missions of community service.
Hypothesis 3:
The demand for HIV testing should vary by the socio-economic characteristics of the community the clinic serves.
Our literature review implies that clinics serving poorer communities and those with higher minority populations should experience a lower demand for testing. One interesting corollary to this hypothesis (which we control for but, to our knowledge, has not been addressed in the literature) is the importance of distinguishing between the socio-economic characteristics of the entire community in which the clinic resides and those of the sub-population that utilize the clinic's services. This is especially true for clinics operating in urban and/or geographically dispersed communities, which may cater to specific minority group, or may share the responsibility for serving the greater community with a small number of other clinics.
Data
Our primary source of data comes from the California Office of Statewide Health Planning and Development (OSHPD). Each year, all primary care, outpatient clinics in the State are required to report revenue, expense and utilization data to OSHPD. These data are subsequently packaged and made available on the OSHPD website (http://www.oshpd.ca.gov). Our data come from these reports for the calendar year 2004. The complete set of data contains 804 clinics. After eliminating observations due to missing or mis-measured data, our sample consists of 706 observations. We eliminated 67 clinics because they were either not open for a full calendar year, or had a suspended operating license. Another 25 observations were eliminated because they provided mis-measured or unreliable data. Specifically, seven clinics reported having zero employees, four clinics reported zero operating revenue and five clinics reported negative prices for treating Medicare and Medi-Cal insured patients. We also eliminated nine firms for not treating at least 30 patients in a full year. Lastly, six observations were eliminated because they failed to report any information on the poverty status of their patients. Appendix A contains the names and definitions of all of the variables used in our analysis.
We measure the amount of HIV testing within a clinic with two, related variables. The first, HIV, is a truncated variable that gives a value of zero if the clinic performed no HIV tests and the quantity of HIV tests performed otherwise. (The technical definition for this variable is the quantity of procedures performed under CPT codes 86701-86703 and 87390-87391).
Because approximately half of the clinics did not perform any HIV tests, we also created a dummy variable (HIVDV) that gives a value of one if the clinic performed HIV tests, and zero otherwise.
The data allow for the construction of a number of variables describing the operating characteristics of these clinics. For example, the data contain a dummy variable identifying clinics located in rural areas (as defined by OSHPD). The data also include the total number of full time equivalent employees (FTEs) who have direct patient contact. This data is further disaggregated by the type of FTE (e.g., physician, dentist, physician's assistant, nurse family practitioner, etc.) as well as the method by which FTEs are compensated (e.g., salary, contract, or volunteer).
We construct a number of variables describing the populations served by each clinic. Information was collected on the total number of patients receiving treatment at each clinic. This data is also disaggregated by race (white, black and all other races), ethnicity (Hispanic versus non-Hispanic), age (patients aged 65 and older versus all other ages) and gender. Patient level data are also decomposed by income level (below 100 percent of the poverty level, between 100-200 percent of the poverty level, above 200 percent of the poverty level, and non-reporters). To ease exposition and reduce the possibility of heteroskedasticity in our empirical analysis, we express each patient sub-group as a proportion of the total number of patients.
As noted earlier, financial concerns may influence a clinic's ability to offer HIV testing. Because these clinics are not-for-profit, and because many clinics treat a disproportionate number of disadvantaged individuals, government and philanthropic sources of revenue are vital to a clinic's ability to cover its operating expenses. Our data allow us to measure several of these potential revenue sources. First, we collect information on grant and contract monies from Federal, local (state, county and other local agencies) and private sources. We also identified the dollar value of donations to each clinic. Lastly, we measured the average price per patient encounter that Medicare and Medi-Cal (California's Medicaid program) reimburse clinics. Because both Medicare and Medi-Cal have both traditional and managed care programs, we provide two separate prices for each insurance program. Two comments are in order here. First, a patient encounter is the appropriate measure of output for prices, because a particular patient may visit a clinic multiple times during the year, making the number of patient encounters at least as large as the number of patients. Because price is, by definition, average revenue per unit of use, the number of encounters is the appropriate measure. For a more detailed discussion of this issue, see Rosenman et al. (2000) and Rosenman et al. (2005) . Second, all Medicare and Medi-Cal programs (whether managed care or otherwise) reimburse for services in a manner consistent with prospective payment. As a result, clinics do not have the ability to significantly manipulate the average reimbursement per encounter they receive for treating Medicare and Medi-Calinsured patients (Friesner, 2003) .
Because not all clinics treat all types of Medicare and Medi-Cal patients, nor do all clinics have access to all four grant/contract and donation sources, we also create a series of dummy variables that identify whether a particular clinic has access to a particular revenue source. Finally, to reduce the potential for heteroskedasticity, we take the natural logarithm of our grant/contract and donation variables.
From our literature review, we expect demographic, economic and epidemiological conditions outside of a clinic's control to impact HIV testing decisions; therefore, county level information was collected on these characteristics. Data on the spread of HIV/AIDS was collected from the California HIV Cumulative Surveillance Reports, which are published monthly (and by county) by the California Department of Health Services, Office of AIDS. These reports are available on the web at CADHS. These reports contain information about the cumulative number of AIDS cases (both currently living and total), AIDS-related deaths, and total HIV cases per county.
We use this data to construct three variables, which we believe adequately measure the current state of the disease in each county between December 31, 2003 and December 31, 2004 : the change in the cumulative number of living AIDS cases in a county; the change in the cumulative number of AIDS deaths; and the change in the cumulative number of HIV infections. We use the change in these cumulative data to capture the extent of the epidemic during 2004. Additionally, each of these variables provides information (in a manner consistent with the static, marginal nature of our analysis) about the history, potential growth and potential decline of the epidemic. In particular, the number of new HIV infections represents the potential growth of the epidemic, while the number of AIDS deaths in 2004 represents potential decline. Since there is usually a large incubation period between HIV infection and the onset of AIDS, the number of living AIDS cases also provides some information about the history of the epidemic in a particular county.
As a measure of economic prosperity within a county, we collected data on average weekly wages per county (in 2004) from the California Economic Development Department. This weekly measure was subsequently multiplied by 52 to arrive at an average yearly income variable. Demographic data were obtained from the US Census Bureau. In addition to the total population per county, we collected data on race, Hispanic origin, sex and age. Consistent with our clinic-specific demographics, we express each of our demographic variables as a proportion of the total population to reduce the potential for heteroskedasticity.
Appendix B contains some basic descriptive statistics for non-truncated variables used in our analysis. 
Empirical Methodology
Our empirical methodology operates under a number of assumptions, which are all consistent with the economic and epidemiological literatures. Perhaps most importantly, we assume clinics are the primary source of care for disadvantaged individuals within their communities. From an economic standpoint this implies clinics have a high degree of monopoly power over this segment of society. At the very least, these firms can be considered as monopolistic competitors, meaning they hold power over a segment of the market for health care in the short run. Given the time frame of our analysis, this less stringent assumption is also sufficient to justify our empirical approach.
As such, clinics base operating decisions by assessing the demand curve for their services. The implication of this assumption is that issues of endogeneity arising from estimating a demand curve without also controlling for factors affecting the supply curve for clinic services are irrelevant, since these firms essentially do not face a supply curve for their services.
Given our literature review and data constraints, we postulate a reduced form, linear in coefficients and variables equation to explain the demand for HIV testing, which we estimate using regression analysis techniques. The advantages of this approach are that it is both parsimonious and also allows the signs and significance of each individual coefficient estimate to test each of the hypotheses identified in our literature review.
The Probit Model
A crucial econometric issue is how to specify the dependent variable for our regression analysis, and consequently the regression technique to estimate our equation. We have two dependent variables, both of which express similar information, but in different ways. Our HIVDV variable is a binary indicator of whether or not a clinic offers HIV testing. We examine whether epidemiologic, clinic-specific and socio-economic factors influence the demand for testing by estimating a standard Probit model (Greene, 2000) 
where: P() denotes the cumulative normal distribution function;
W denotes an nx3 vector of county-level HIV/AIDS variables; X denotes an nx11 vector of clinic-specific demographic variables; Y denotes an nx6 vector of county-specific demographic variables; Z denotes an nx16 vector of clinic financial variables; and n denotes the sample size. Figure 1 Standard Probit Model (Greene, 2000) One other technical note about the probit model deserves mentioning. Because the model is estimated via maximum likelihood (an inherently non-linear procedure), the coefficient estimates in the probit model cannot be directly interpreted as marginal effects, as is the case in other regression procedures such as ordinary least squares (OLS). However, the probit model does facilitate the construction of marginal effects, which are directly dependent on these coefficient estimates. As such, when interpreting the results of the probit model, we give primary emphasis to interpreting the signs, magnitudes and significance of the marginal effects, as opposed to the coefficient estimates.
The signs and significance of our marginal effects (and their underlying parameter estimates) can be used to test Hypotheses 1 -3. For example, if the marginal effects for our HIV/AIDS variables are significantly different from zero, then we would reject Hypothesis 1 (in its null form). Moreover, the magnitudes of these marginal effects (if significant) allow us to gain additional information about how epidemiological conditions impact whether clinics perform HIV tests. Similar analysis of the clinic-specific and socio-economic marginal effects can be used to test Hypotheses 2 and 3, respectively.
The Tobit Model
The HIV variable takes this a step further by identifying the number of tests provided, and zero otherwise. Thus, HIV is essentially a variable that is either censored or truncated (on the left side of the distribution) at zero. The crucial issue is how to interpret the values of HIV at the censoring or truncation point. One approach is to assume that the zero values are determined simultaneously with the positive values. Our HIV variable is actually a count variable. This implies that the distribution is censored, and can be estimated with a standard Tobit model (Greene 2000) . In the context of our study, this model can be expressed as: where: HIV* is the value for HIV in the absence of censoring (i.e., if demand could be positive, zero or negative) which could, if observed, be estimated using standard ordinary least squares (OLS) techniques; HIV = max( 0, HIV*) is the observed (and censored) vector of HIV values; ε is a normally distributed error term with a mean of zero and a constant variance; and the remaining variables are defined identically to the probit model. (Greene, 2000) As with the probit model, the Tobit model is estimated by defining and subsequently maximizing the (cumulative) log likelihood function for a censored (at HIV = 0) normal distribution. When testing Hypotheses 1 -3, this also forces us to calculate and interpret marginal effects, as opposed to simply interpreting the model's coefficient estimates.
Heckman's Two-Step Estimator
Alternatively, it may be the case that the zero values are determined prior to the positive values. This means that there may exist some process determining whether there is zero or positive demand for HIV testing. If positive demand exists, the quantity of testing is subsequently determined through a second process. This phenomenon is often referred to as incidental truncation, and it is generally necessary to employ Heckman's two-step estimation procedure to estimate the regression equation of interest (Greene, 2000) . The first step in this procedure is to estimate the determinants of whether or not a clinic experiences a demand for HIV testing using a probit model, as defined above. The predicted probabilities from this regression (in the form of an Inverse Mills Ratio) are calculated and used as an instrument in the second step (which is conducted using OLS) to control for the potential effects of the incidental truncation. The Inverse Mills Ratio is the standard normal probability density function (evaluated at some point, usually the sample mean values) divided by the standard normal cumulative density function (again, evaluated at the sample mean values). In general, the first step's regression results should always have at least as many regressors as the second step regression (Wooldridge, 2000) . In our case, we use the exact same number of regressors in each step, although in many studies it is common to add additional regressors to the first step's estimation (all of which must be relevant, exogenous determinants of the dependent variable) in order to reduce the effects of multicollinearity. We use the same number of regressors because it is a more parsimonious approach. We also ran several variations of this first step estimation procedure where additional regressors were added, and there were no significant changes in the second step results. Our two-step estimation procedure can be characterized as follows Figure 3 ):
Step 1: Estimate the probit model defined above and save the Inverse Mills Ratio, or IMR.
Step 2: Use OLS to estimate the following: The question of interest is whether the data are censored or incidentally truncated. To check, we employ Hausman's (1978) specification test. The test operates under the null hypothesis of incidental truncation; that is, that the zeros and positive values are determined simultaneously. In this case, both the Tobit and incidental truncation models provide consistent estimates, but the Tobit model's estimates are more efficient. In this case, we place more emphasis on the Tobit results. Rejection of the null implies that the zero and positive values are determined sequentially, in which case the incidental truncation estimates are consistent, but the Tobit results are not. The test is distributed as chisquare, with degrees of freedom equal to the number of intercept and slope parameters.
A final issue concerns the transformations of our independent variables. Adding proportional variables that are both mutually exclusive and collectively exhaustive (e.g., the proportion of male and female patients) as independent variables in a regression will necessarily create perfect multicollinearity with the equation's intercept. A common approach (which we utilize here) is to drop one of the multicollinear regressors from the regression (Greene, 2000) . As such, all coefficient estimates are measured relative to the omitted category.
Empirical Results
Appendices C and D contain our empirical results. Appendix C contains the results from our probit model. The chi-square test for overall model fit is highly significant, indicating that the model does an acceptable job of predicting our dependent variable. Our primary focus (Hypothesis 1) is whether changing epidemiological conditions within a community induce changes in the demand for HIV testing in the primary care clinics serving these communities. Our results indicate that this is the case. Specifically, the mean marginal effect for our SDAIDS variable (the number of AIDS deaths in a county in 2004) is -4.786, and significant at the one percent level. This indicates that, for each additional person dying of AIDS per county in 2004, the likelihood of a positive demand for HIV testing in these clinics falls by 4.8 percent, holding all other specified regressors constant. From an economicepidemiological perspective this makes sense; a higher number of AIDS deaths, holding HIV conditions constant, leaves fewer people in the population from which someone can acquire the disease. Thus, there is a lower need for HIV testing.
It is also interesting to note that our other two HIV-related explanatory variables are not statistically significant determinants of HIVrelated testing. This indicates that efforts designed to increase testing in these clinics will not be successful unless it is solely targeted at the number of AIDS deaths, and not the number of HIV infections or living AIDS cases.
Our results also identify a number of other variables that impact the likelihood of HIV testing, implying rejection of Hypotheses 2 and 3 as well. First, the types of practitioners staffing these clinics influence the likelihood of increased testing. Increasing the proportion of physicians, physician's assistants and family nurse practitioners all increase the likelihood of clinic HIV testing. All categories of providers are statistically significant, and the magnitude of the marginal impact of family nurse practitioners is greatest.
The (mean) marginal effect of an increase in low-income patients also has a positive and significant impact on the likelihood of HIV testing. This indicates that low-income people are utilizing these clinics for one of their intended purposes -an access point for HIV testing. Demographics within the clinic and county also impact the likelihood of HIV testing. A higher proportion of a clinic's patients that are black, Hispanic, or age 65 or older all significantly reduce the likelihood of HIV testing. Higher proportions of female patients, however, significantly increase the likelihood of HIV testing. This also has policy implications: racial and ethnic minorities are not utilizing these clinics as an access point for testing.
Our county-level economic and demographic variables indicate the need to control for the distributional consequences of socio-economic factors influencing HIV testing. The county income variable is positive and statistically significantly different from zero (at the ten percent level), implying that increases in income throughout the county also increase the demand for HIV testing. The implication is that mid and high-income individuals are also utilizing these clinics as an access point for testing. Increases in the elderly and Hispanic communities in a clinic's county also increase the likelihood of HIV testing. One interpretation of this finding is that clinics in these communities are providing services to a specific component of the racial and ethnic communities within a county. As such, policies designed to increase HIV testing at these clinics should not be directed at these communities as a whole, but at the components of this population who regularly use these clinics for other health care services. Lastly, three clinic-level financial variables impact the likelihood of HIV testing. Clinics providing services to non-managed care Medicare patients, on average, experience a higher likelihood of HIV testing. However, the average reimbursement for these services has no significant impact. Concomitantly, a clinic's receipt of donations has a mixed, but highly significant impact on HIV testing. If a clinic receives donations it has a higher likelihood of providing HIV testing. However, increasing the level of donations has a negative and significant mean effect.
Appendix D, Panel A contains our Tobit and incidental truncation regression results for HIV testing variable. The Hausman specification test yielded a value of 9.68, which is statistically insignificant from zero at a five percent significance level. As such, we give primary emphasis to the Tobit results. The chi-square statistic indicates that the Tobit model does explain a significant portion of variation in the quantity of HIV testing. The disturbance term (which measures the amount of censoring in the model) is also statistically significant, which supports the rationale for adjusting the estimation technique to control for the censoring of the dependent variable.
The mean marginal effect of the number of AIDS deaths in the Tobit model is negative and statistically significant. The number of HIV infections in 2004 is also statistically insignificant from zero. The number of living cases of AIDS is now positive and significant (at the five percent level). This implies that changes in the number AIDS deaths are negatively associated with both the likelihood and quantity of HIV tests provided. The number of living AIDS cases, however, does not impact whether HIV testing services are offered, but it does positively impact the quantity of services provided.
The proportion of a clinic's staff that is a nurse family practitioner positively and significantly increases the amount of HIV testing. Interestingly, the proportion of staff that is physicians or physician's assistants is not statistically significant determinants of the dependent variable. This indicates that certain types of staff within a clinic may be more successful than others at increasing HIV testing and awareness.
The economic and demographic variables also significantly impact the quantity of HIV testing. An increase in both the quantity of low-income patients visiting the clinic, as well as increasing the average income level in the county a clinic serves, increases the amount of HIV testing clinics perform. Increases in the proportion of black, Hispanic and elderly patients currently receiving other health care services from the clinics, on average, reduce the quantity of HIV tests, while increases in the entire Hispanic community within a community significantly increase the number of HIV tests. The proportion of white patients receiving other services from the clinics is a positive and significant determinant of the quantity of HIV testing in the Tobit model. Additionally, the mean marginal effect of the elderly population in a county is not significant in the Tobit regression.
The results in Appendix D (Panel A) show that providing a positive number of Medicare services has a positive and statistically significant mean impact on the quantity of HIV testing. However, donations are not statistically significant determinants of the quantity of HIV tests. Instead, Federal and local government grants influence the quantity of tests performed. In particular, receiving Federal grants and contracts has a negative and significant mean marginal effect on the quantity of testing, but increases in the level of Federal funding have a positive and significant impact. Additionally, the ability to receive local government grants and contracts has a negative and significant impact on HIV testing. Thus, simply giving money to these outpatient clinics will not necessarily increase the amount of HIV testing. Instead, policies should also be concerned with the level of funding provided to these clinics for such a purpose.
The results from Heckman's two-step sample selection model (Appendix D, Panel B) closely mimic those from the Tobit model, with only a few minor exceptions. As such, the policy implications of the Tobit model are, by and large, supported by the sample selection model. Consistent with the Tobit model, the sample selection equation's chi-square statistic and Ftest are highly significant, indicating a reasonable fit of the dependent variable. The Inverse Mills Ratio coefficient estimate is also statistically different from zero (at a .05 significance level), implying a need to control for the truncation of the dependent variable.
As mentioned above, the signs and significance of the sample selection model closely mimic the Tobit model, with three exceptions. First, the proportion of black patients visiting these clinics is no longer statistically significant, nor is the proportion of a county's population that is white. Third, the Federal grant and contract variables are no longer statistically significant. The latter finding is particularly important because it casts doubt on whether Federal grant and contract monies are effective at increasing the amount of HIV testing in these clinics.
These discrepancies may also be due to the fact that the incidental truncation model's results are not only less efficient than those of the Tobit model, but also could be distorted by multicolinearity between the IMR and the second step regressors, both of which lead to inflated standard error estimates and lower levels of statistical significance.
Conclusions and Policy Implications
The main goal of our paper was to empirically determine what factors were significantly responsible for increasing or reducing the likelihood and quantity of HIV testing performed in outpatient, community clinics. Since outpatient clinics are a primary access point for health care not only in California, but also in communities across the US, an understanding of these factors is an essential tool for constructing policies that are effective in controlling the US HIV/AIDS epidemic.
Our findings indicate several factors that may be useful at increasing HIV testing. First, our results show that HIV testing is responsive to the change in the AIDS population, but not the HIVinfected population. That is, people appear to want testing only when they see an increase in the number of people living with AIDS (which increases the potential for infection, and thus the need for testing) and a reduction in the number of AIDS deaths (which has a similar impact). As a result, policies promoting HIV testing may want to focus on these epidemiological factors, as opposed to HIV prevalence statistics.
Second, certain types of medical staff are positively associated with a higher amount and likelihood of HIV testing. Nurse practitioners, and to a lesser extent, physicians and physician's assistants, are most effective at increasing HIV testing. This implies that HIV prevention and awareness policies should include these types of staff as an integral part of any such policy implemented at the level of the outpatient clinic.
Third, demographics play a crucial role in the demand for HIV testing. While this finding is not new, what we do find to extend this literature is that clinics play a unique role in HIV prevention by being able to target policies at specific sub-components of a population, most notably poor women and minorities. What makes this finding especially useful for policy makers is that these groups are extremely highrisk components of the population, and thus most in need of effective policy intervention.
Lastly, we do find evidence that outside sources of funding may be effective at increasing HIV testing in outpatient clinics. However, our results here are quite mixed. Some sources of funds increase the likelihood that a clinic offers HIV testing, but do not significantly impact the amount of HIV testing. Other sources of funds are only marginally significant determinants of funding, depending on how one estimates the demand for HIV testing. Thus, simply "throwing money at the problem" may not be an effective means of combating the epidemic.
While our results present some intriguing findings, they should also be viewed with caution. Our study only looks at California outpatient clinics in a single year. Future studies analyzing health care providers who have different operating characteristics, operate at different points in time, serve different socioeconomic segments of the population, and who face different epidemiological conditions may find disparate results. We view this study as an initial step to spark discussion and future research about the effectiveness of these health care providers as a focal point in combating the spread of the HIV/AIDS epidemic. 
