For testing hypothesis on the covariance operator of functional time series, we suggest to use the full functional information and to avoid dimension reduction techniques.
1. Introduction 1.1. Literature overview. In recent years, where has been a growing interest in statistical methods for functional data analysis, where the observations are often modeled as random variables taking values in a Hilbert space, see the book by Horváth and Kokoszka [10] for an introduction. So called first order analysis of functional data deals with inference for the expectation, typically estimated by the sample mean.
Since 2010, several authors have studied the second order properties, meaning the covariance operator: Zhang and Sun [19] proposed an L 2 -norm based test for the hypothesis that of the covariance functions of two functional populations are equal. Fremdt et al. [8] used dimension reduction via functional principal components for this testing problem. Jarušková [12] also studied two-sample tests for the covariance operator based on dimension reduction, but also a test for a change of the covariance operator at an unknown change point in a series of independent functional observations. The comparison of the covariance operators for mutliple samples was studied by Boente et al. [3] as well as Guo and Zhang [9] . Possible distances to compare covariance operators in function spaces where discussed by Pigoli et al. [15] .
Statistical inference for covariance opaterators has not only be studied for independent functional observations, but also for time series. Horváth and Rice [11] proposed a test for the hypothesis of independence against the alternative that the covariance operator is not equal to 0. Rice and Shum [16] also studied statistical procedures for the cross covariance operator, including a change point test. Two-sample tests for the covariance operators of two times series were considered by Zhang and Shao [18] . Aue et al. [2] have studied tests for change pont of the spectrum or the trace of covariance operators. Stoehr et al. [13] have developed a test for changes of the covariance operator and applied it to MRI data.
Then studying functional data, it is common to use dimension reduction techniques like functional principal components. For example, in the context of change point detection for functional data, Berkes et al. [4] used a projection on a finite number of functional principal components. Sharipov et al. [17] and Aue et al. [1] instead proposed to use the full functional information without dimension reduction. While Aue et al. [1] still rely on the estimation of eigenvalues to calculate critival values, Sharipov et al. [17] used bootstrap methods to estimate the distribution of the test statistic without such techniques. In the context of inference for the covariance operator, Boente et al. [3] have used bootstrap under the assumption of independence. Paparoditis and Sapatinas [14] also assumed independence when studying bootstrap-based tests for covariance operators. Recently, Stoehr et al. [13] combined dimension reduction with block bootstrap to obtain critical values for changes in the covariance operator of functional time series.
The aim of this paper is to prove the consistency of block bootstrap methods (without dimension reduction) for empirical covariance operators of functional time series. For this aim, we will extend existing results for the bootstrapping the sample mean of functional time series (see [7] , [17] ) to empirical covariance operators. In the rest of this section, we discuss Hilbert-Schmidt operators, introduce our dependence conditions and describe the block bootstrap methods. The main results are given in Section 2. The finite sample performance is investigated in Section 3 in a simulation study. We investigate one sample tests for the hypothesis that the cross covariance operator of two time series equals 0 and change point test for the hypothesis that the covariance operator is constant. Some auxiliary lemmas and the proofs of the main results follow in the last section.
1.2.
Hilbert-Schmidt operators. Let (X n ) n∈Z be a stationary time series with values in a separable Hilbert space H with inner product ·, · H and norm · H := ·, · H . In this paper, we are interested in studying different hypothesis on the covariance operator V X : H → H of X n , given by the relation
for h 1 , h 2 ∈ H. E denotes the expectation of a random variable, whatever space it takes its values in. V X is an element of the product space V ⊗ V , and this is a Hilbert space equipped with the Hilbert-Schmidt inner product
The corresponding Hilbert-Schmidt norm will be denoted by · HS . By Lemma 4.1, it follows that the covariance operator has a finite Hilbert-Schmidt norm almost surely, if E X i 2 H < ∞. This will allow us to apply existing results on limit theorems and bootstrap consistency for the inference on the covariance operator.
The autocovariance operator V k to the lag k is given by
for h 1 , h 2 ∈ H. This falls into the framework of covariance operators if we consider the time series (X n , X n+k ) n∈Z with values in the direct sum H ⊕ H equipped with the inner product given by (
Similarly, for a second time series (Y n ) n∈Z with values in separable Hilbert space G with inner product ·, · G and norm · G := ·, · G , the cross covariance operator V XY : H → G is given by
Similarly as we do for the autocovariance operator, we can consider the direct sum H ⊕ G with inner product ·, · H⊕G and the covariance operator V (Xn,Yn) of the time series (X n , Y n ) n∈Z . We observe that V XY (h), g G = V (Xn,Yn) (h, 0), (0, g) H⊕G . So we do not have to deal with the three cases (covariance operator, autocovariance operator for lag k and cross covariance operator) separately in our theoretical results.
We
, so a natural estimator of the covariance operator is the empirical covariance operator
n n i=1 X i and ⊗ denotes the tensor product. Our aim is to prove the weak convergence ofV n (after centering and rescaling) in the space (H ⊗ H, · HS ). Furthermore, we want to study the sequential version of the empirical covariance operatorV [nt] , t ∈ [0, 1] (where [.] denotes the integer part of a real number). This will allow us to apply our theory to change point problems.
1.3. Dependence conditions. Let (X n ) n∈Z be a stationary sequence of H-valued random variables. We say that the sequence is L p -near epoch dependent (NED) on a stationary sequence (ξ n ) n∈Z (taking values in a separable space S), if for all m ∈ N there exists a function f m : S 2m+1 → H, such that
and a m → 0 as m → ∞. We call the sequence a m , m ∈ N the approximation constants.
In what follows we will assume that the sequence (ξ n ) n∈Z is absolutely regular (β-mixing).
We define the coefficients of absolute regularity (β m ) m∈N by
where F b a := σ(ξ a , ξ a+1 , . . . , ξ b ) is the sigma-field generated by ξ a , ξ a+1 , . . . , ξ b . The combination of two notions of weak dependence (absolute regularity and near epoch dependence) covers many relevant time series models. For instance, stationary autoregressive processes and GARCH(1,1) processes have an exponential decay of the approximation constants. Many dynamical systems are also covers, see Borovkova et al. [5] for details.
1.4. Bootstrap. As we will see, the limit of the empirical covariance operator will depend on the long run covariance operator of the sequence of tensor products ((X n −EX n )⊗(X n − EX n )) n∈Z . It is not easy to estimate this infinite dimensional parameter. For this reason, we propose to use the nonoverlapping block bootstrap method introduced by Carlstein [6], where we sample blocks of Hilbert space valued vectors without dimension reduction. The sample of length is divided in k = [n/p] blocks I 1 , . . . , I k of length p:
We chose p = p n , such that p =→ ∞ as n → ∞ and p n /n → 0. When produce a new bootstrap sample X ⋆ 1 , . . . , X ⋆ kp by drawing k times with replacement from these blocks:
With P ⋆ and E ⋆ , we denote the probability and expectation conditional on X 1 , . . . , X n , so forX ⋆ n :
Note that we can exchange the bootstrap procedure and the tensor product, so that
Main results
2.1. Limit thoerems. For the times series (Y n ) n∈Z with values in H ⊗ H given by
we define the long run covariance operator C ∞ by
We will first state a central limit theorem for the empirical covariance operatorV
Theorem 2.1. Let (X n ) n∈Z be a stationary sequence and let it be L 2 -NED with approximating constants (a m ) m∈N on an absolute regular process with mixing coefficients (β m ) m∈N , such that for some δ > 0
Then we have the weak convergence
where N (0, C ∞ ) denotes the Gaussian distribution in H ⊗ H with mean 0 and covariance operator C ∞ given by (1) .
The idea to prove this and the other theorems will be to apply known results on weak convergence (or bootstrap) in general Hilbert space to the time series (Y n ) n∈Z in the first step, and then to show that the empirical covariance operator can be approximated by partial sums of the process or bootstrap) in general Hilbert space to the time series (Y n ) n∈Z .
Next, we will give a sequential limit theorem which will be needed to detect changes in the covariance operator. For this aim, we define the process (W n (t)) t∈[0,1] with
Let (X n ) n∈Z be a stationary sequence and let it be L 2 -NED with approximating constants (a m ) m∈N on an absolute regular process with mixing coefficients (β m ) m∈N , such that for some δ > 0
The limit theorem for the sequential empirical covariance operator can be used to deduce the asymptotic distribution of the CUSUM statistic CS n := sup t∈[0,1] W n (t) HS , which is used to obtain change points, see section 3.
Bootstrap consistency. The bootstrap version of the empirical covariance operator is defined as
To guarantee the conditional weak convergence of the bootstrap version, we need the following assumption on the block lenght: Assumption 2.3. Assume that the block length p = p n is nondecreasing and satisfies
Under this conditions on the block length and dependence conditions similar to the conditions of Theorem 2.1, we obtain bootstrap consistency: Theorem 2.4. Let (X n ) n∈Z be a stationary sequence and let it be L 2 -NED with approximating constants (a m ) m∈N on an absolute regular process with mixing coefficients (β m ) m∈N , such that for some δ > 0 and δ ′ ∈ (0, δ)
3 holds for the block length, we have the weak convergence
is the Gaussian distribution with covariance operator C ∞ given by (1).
This theorem justifies to use the empirical quantiles obtained by the Monte Carlo method as critical values for hypothesis regarding the empirical covariance operator.
To obtain critical values for the CUSUM statistic, we need a bootstrap analogue of Theorem 2.2. We define the bootstrap version W ⋆ n of the sequential empirical covariance operator by
We get the following result on process convergence: Theorem 2.5. Let (X n ) n∈Z be a stationary sequence and let it be L 2 -NED with approximating constants (a m ) m∈N on an absolute regular process with mixing coefficients (β m ) m∈N , such that for some δ > 0
If Assumption 2.3 holds for the block length, we have the weak convergence
conditional on (X n ) n∈Z in probability, where W is a Brownian motion with values in H ⊗H, such that the increments W (t) − W (s) have the covariance operator |t − s|C ∞ .
Simulation results
3.1. Cross covariance operator. We test the hypothesis that two functional time series (X n ) n∈Z and (Y n ) n∈Z are uncorrelated, that means that the cross covariance operator satisfies V XY = 0. We are following the model of Rice and Shum [16] : Both time series take values in the Hilbert space L 2 [0, 1] of square integrable functions with inner product x, y H = x(s)y(s)ds. For practical reasons, we use a finite equidistant grid of 100 points on [0, 1] to calculate integrals. The strength of correlation is modeled by a parameter α ∈ [0, 1] and we have
For α = 0, the two time series (X n ) n∈Z , (Y n ) n∈Z are independent, while for α = 0, the cross covariance operator satisfies V XY = α 2 V εc . For the time series we consider two models: As a test statistic, we use the squared Hilbert-Schmidt norm of the empirical cross covariance operator
and use the block bootstrap version to calculate critical values. This is test statistic is obviously a continuous functional of the empirical covariance operator of the joint time series (X n , Y n ) n∈N , so we can apply Theorem 2.4 and conclude that the bootstrap is consistent.
In the simulation study, we study the finite sample behavior for sample sizes n = 50 or n = 100. The results can be found in Table 1 for n = 50 and in Table 2 for n = 100. They are based on 3000 simulation runs. For each of the 3000 samples, we generate 1000 bootstrap samples to calculate the critical values. The empirical rejection frequency are shown for theoretical sizes 1%, 5% and 10% of the test. The size and power properties of the bootstrapped based test are similar to the tests proposed by Rice and Shum [16] (see their Figure 2 ). The bootstrap tests are not very sensitive to the choice of the block length, however, shorter block lengths give a slightly better combination of size and power. 
where (ǫ X,n ) n∈Z follows the IID or the FAR(1) model of the previous section. We are interested in testing the hypothesis d 1 = d 2 = 0 (stationarity) against the alternative k ⋆ ∈ {1, . . . , n − 1} and (d 1 , d 2 ) = 0. This alternative means that there is a change point in the covariance operator. If d 1 = 0 and d 2 = 0, the variance changes uniformly, while for d 2 = 0, we have a nonuniform change of variance. In our simulation, we consider a change in the middle of the data (k ⋆ = 51).
As test statistics, we use the supremum type CUSUM statistic CS n and integral type CUSUM statistic CI n given by
The two statistics are obviously continuous functionals of the W n and thus, we can apply Theorems 2.2 and 2.5 to obtain bootstrap consistency, meaning that the bootstrap versions
will converge weakly to the same limit distribution as the statistics CS n and CI n . In Table 3 , the results for the IID case ε X,i = W X,i can be found, Table 4 contains the results for the FAR(1) case ε X,i (t) = Φ(s, t)ε X,i−1 (s)ds + W X,i (t). The empirical rejection frequencies are shown for theoretical sizes 1%, 5% and 10% and are based on 3000 simulation runs. For each sample, we create 1000 bootstrap samples to calculate critical values. Both tests hold the size under the hypothesis quite well for the different block lengths. Shorter block lengths have some advantage under the alternative, as the empricial power is higher. 
By the definition of the Hilbert-Schmidt-norm we get for some orthonormal basis (b n ) n∈N of H
where we used the Parseval identity in the last step. So ( If the sequence (X n ) n∈Z satisfies E X n 2 H < ∞ and is L 2 -NED on (ξ n ) n∈Z with approximation constants (a m ) m∈N , then the sequence ((X n − EX n ) ⊗ (X n − EX n )) n∈Z is L 1 -NED on (ξ n ) n∈Z with approximation constants (C √ 2a m ) m∈N for some C < ∞.
Proof. Without loss of generality, we can assume that EX n = 0. Let f m : S 2m+1 → H be a function, such that
. . , ξ m )) HS Now as in the proof of Lemma 4.1, for any vectors x, y, we have x ⊗ y HS = x H y H , so with the help of the Hölder inequality
Similarly,
Proof of the Main Results.
Proof of Theorem 2.1. By Lemma 4.1 and Lemma 4.2, the sequence ((X n − EX n ) ⊗ (X n − EX n )) n∈Z satisfies the assumptions of Theorem 1.1 by Dehling, Sharipov, Wendler [7] . So we have
It remains to show that
in probability as n → ∞. By a short calculation [17] to obtain the weak convergence ofW n defined bỹ
,n HS → 0 in probability as n → ∞, wherẽ D m,n :=W n (m/n) − W n (m/n) 
in probability as n → ∞. Similar arguments for the other summands ofD m,n complete the proof.
Proof of Theorem 2.4. By Lemma 4.1 and Lemma 4.2, the sequence ((X n − EX n ) ⊗ (X n − EX n )) n∈Z satisfies the assumptions of Theorem 1.2 in [7] and we obtain
almost surely conditional on X 1 , . . . , X n . Without loss of generality, we can assume that E[X i ] = 0. It remains to show that
in conditional probability. Let us introduce some notation:
With this notation, we can write
After some calculations, we arrive at
+ kpX n ⊗ X ⋆ kp −X n + kp X ⊗ X n − X ⊗ X kp =: I n + II n + III n + IV n .
Note that pk E ⋆ [X ⋆ i ] −X n H ≤ √ pk nk X kp H + √ kp n n i=kp+1 X i H .
By Theorem 1.1 in [7] , E m i=l+1 X i 2 H ≤ C(m−l) for some constant C, so with the help of Chebyshev's inequality, we see that √ pk E ⋆ [X ⋆ i ] −X n H → 0 in probability as n → ∞. Combing this with Theorem 1.1 in [7] , we can conclude that kp X ⋆ kp −X n = kp X ⋆ kp − E ⋆ [X ⋆ i ] + kp E ⋆ [X ⋆ i ] −X n converges weakly to a normal distribution conditional on (X n ) n∈N . Consequently
as n → ∞ in probability conditional on X 1 , . . . , X n . Because E n i=1 X i 2 H ≤ Cn, we also have the convergence ofX n to 0 in probability by standard arguments, so II n = kp X ⋆ kp −X n ⊗X n → 0, III n =X n ⊗ kp X ⋆ kp −X n → 0 as n → ∞ in probability conditional on X 1 , . . . , X n . Finally, we apply Theorem 1.1 in [7] to the sequence (X n ⊗ X n ) n∈Z to obtain E m i=l+1 X i ⊗ X i HS ≤ C 2 (m − l) for some constant C 2 < ∞. Thus Proof of Theorem 2.5. By Lemma 4.1 and Lemma 4.2, we can apply Theorem 2 of Sharipov, Tewes, Wendler [17] to obtain the weak convergence ofW n defined by
to W . Without loss of generality, we can assume that E[X i ] = 0. As in the proof of Theorem 2.4, we use the notationX m :
We have to show that sup t∈[0,1] Ď [pkt],h HS → 0 in conditional probability, wherě D m,n :=W n (m/(kp)) − W ⋆ (m/(kp))
As in the proof of Theorem 2.5, we have √ pk X ⊗ X kp − X ⊗ X n → 0 in probability as n → ∞. Furthermore, we have by the proof of Theorem 2.1 that D n = √ n(X ⊗ X n −V n ) → 0 in probability, so that we can conclude that max m=1,...,(kp) m √ pk V n − X ⊗ X kp HS ≤ pk X ⊗ X kp − X ⊗ X n HS + pk X ⊗ X n −V n HS n→∞ −−−→ 0 in probability. Furthermore
By Theorem 1.1 and 1.2 of [7] , we have that pkX ⋆ kp = pk X ⋆ kp −X kp + pkX kp
