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PERIODIC CELLULAR AUTOMATA AND BETHE ANSATZ
ATSUO KUNIBA AND AKIRA TAKENOUCHI
Abstract. We review and generalize the recent progress in a soliton cellular
automaton known as the periodic box-ball system. It has the extended affine
Weyl group symmetry and admits the commuting transfer matrix method and
the Bethe ansatz at q = 0. Explicit formulas are proposed for the dynamical
period and the number of states characterized by conserved quantities.
1. Introduction
In [13], a class of periodic soliton cellular automata is introduced associated with
non-exceptional quantum affine algebras. The dynamical period and a state counting
formula are proposed by the Bethe ansatz at q = 0 [11]. In this paper we review and
generalize the results on the A
(1)
n case, where the associated automaton is known as
the periodic box-ball system [14, 19]. The box-ball system was originally introduced
on the infinite lattice without boundary [18, 17]. Here is a collision of two solitons
with amplitudes 3 and 1 interchanging internal degrees of freedom with a phase shift:
· · · 1114221111131111111111111111 · · ·
· · · 1111114221113111111111111111 · · ·
· · · 1111111114221311111111111111 · · ·
· · · 1111111111114232111111111111 · · ·
· · · 1111111111111121432111111111 · · ·
· · · 1111111111111112111432111111 · · ·
· · · 1111111111111111211111432111 · · ·
The system was identified [4, 3] with a solvable lattice model [1] at q = 0, which
led to a direct formulation by the crystal base theory [5] and generalizations to the
soliton cellular automata with quantum group symmetry [7, 6]. Here we develop the
approach to the periodic case in [13] further by combining the commuting transfer
matrix method [1] and the Bethe ansatz [2] at q = 0.
In section 2 we formulate the most general periodic automaton for gn = A
(1) in
terms of the crystal theory. A commuting family of time evolutions {T (a)j } is intro-
duced as commuting transfer matrices under periodic boundary condition. The asso-
ciated conserved quantities form an n-tuple of Young diagrams m = (m(1), . . . ,m(n)),
which we call the soliton content.
In section 3 we invoke the Bethe ansatz at q = 0 [11] to study the Bethe eigenvalue
Λ
(r)
l relevant to T
(r)
l . The Bethe equation is linearized into the string center equation
and the Λ
(r)
l is shown to be a root of unity. We also recall an explicit weight mul-
tiplicity formula obtained by counting the off-diagonal solutions to the string center
equation [11]. It is a version of the fermionic formula called the combinatorial com-
pleteness of the string hypothesis at q = 0. These results are parameterized with the
number of strings, which we call the string content.
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In section 4 two applications of the results in section 3 are presented under the
identification of the soliton and the string contents. First we relate the root of unity
in the Bethe eigenvalue Λ
(r)
l to the dynamical period of the periodic A
(1)
n automaton
under the time evolution T
(r)
l . Second we connect each summand in the weight
multiplicity formula [11] to the number of states characterized by conserved quantities.
In [13], similar results have been announced concerning the highest states. Our
approach here is based on conserved quantities and covers a wider class of states
without recourse to the combinatorial Bethe ansatz at q = 1 [10]. We expect parallel
results in general gn. In fact all the essential claims in this paper make sense also for
gn = D
(1)
n and E
(1)
6,7,8. Our formulas (11) and (13) include the results in [19] proved
by a different approach as the case gn = A
(1)
1 with B = (B
1,1)⊗L and l =∞. For the
standard notation and facts in the crystal theory, we refer to [5, 9, 6].
2. Periodic A
(1)
n automaton
Let Ba,j (1≤ a≤ n, j ∈ Z≥1) be the crystal [9] of the Kirillov-Reshetikhin mod-
ule W
(a)
j over Uq(A
(1)
n ). Elements of Ba,j are labeled with semistandard tableaux
on an a × j rectangular Young diagram with letters {1, 2, . . . , n + 1}. For exam-
ple when n = 2, one has B1,1 = {1, 2, 3}, B1,2 = {11, 12, 13, 22, 23, 33}, B2,2 ={
1 1
2 2
, 1 1
2 3
, 1 1
3 3
, 1 2
2 3
, 1 2
3 3
, 2 2
3 3
}
as sets. Aff(Ba,j) = {ζdb | b ∈ Ba,j , d ∈
Z} denotes the affine crystal. The combinatorialR is the isomorphism of affine crystals
Aff(Ba,j) ⊗ Aff(Bb,k) ∼→ Aff(Bb,k) ⊗ Aff(Ba,j) [16]. It has the form R(ζdb ⊗ ζec) =
ζe+H c˜ ⊗ ζd−H b˜, where H = H(b ⊗ c) is the energy function. We normalize it so
as to attain the maximum at H(ua,j ⊗ ub,k) = 0, where ua,j ∈ Ba,j denotes the
classically highest element. We set B = Br1,l1 ⊗ Br2,l2 ⊗ · · · ⊗ BrL,lL and write
Aff(Br1,l1) ⊗ · · · ⊗ Aff(BrL,lL) simply as Aff(B). An element of B is called a state.
Given a state p = b1⊗· · ·⊗bL ∈ B, regard it as the element ζ0b1⊗· · ·⊗ζ0bL ∈ Aff(B)
and seek an element v ∈ Br,l such that ζ0v ⊗ p ≃ (ζd1b′1 ⊗ · · · ⊗ ζdLb′L) ⊗ ζev un-
der the isomorphism Aff(Br,l) ⊗ Aff(B) ≃ Aff(B) ⊗ Aff(Br,l). If such a v exists and
ζd1b′1⊗· · ·⊗ζdLb′L is unique even if v is not unique, we say that p is (r, l)-evolvable and
write T
(r)
l (p) = b
′
1⊗· · ·⊗ b′L ∈ B and E(r)l (p) = e = −d1−· · ·−dL. Otherwise we say
that p is not (r, l)-evolvable or T
(r)
l (p) = 0. We formally set T
(r)
l (0) = 0. E
(r)
l ∈ Z≥0
holds under this normalization. Our A
(1)
n automaton is a dynamical system on B⊔{0}
equipped with the family of time evolutions {T (r)l | 1 ≤ r ≤ n, l ∈ Z≥1}. T (r)l is the
q = 0 analogue of the transfer matrix in solvable vertex models. It is invertible and
weight preserving on B. Using the Yang-Baxter equation of the combinatorial R, one
can show (cf. [3, 6])
Theorem 2.1. The commutativity T
(a)
j T
(b)
k (p) = T
(b)
k T
(a)
j (p) is valid for any (a, j), (b, k)
and p ∈ B, where the both sides are either in B or 0. In the former case E(a)j (T (b)k (p)) =
E
(a)
j (p) and E
(b)
k (T
(a)
j (p)) = E
(b)
k (p) hold.
Thus, {E(a)j | 1 ≤ a ≤ n, j ∈ Z≥1} is a family of conserved quantities.
Conjecture 2.1. For any 1≤a≤n and p ∈ B, there exists i ≥ 1 such that T (a)k (p) 6= 0
if and only if k ≥ i. The limit limk→∞ T (a)k (p) ∈ B exists and E(a)i (p) < E(a)i+1(p) <
· · · < E(a)j (p) = E(a)j+1(p) = · · · holds for some j ≥ i.
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Let S0, S1, . . . , Sn be the Weyl group operators [5] and pr be the promotion operator
[16] acting on B component-wise. For instance for A
(1)
3 , pr
(
2 2 3
3 3 4
⊗ 1344
)
=
1 3 3
4 4 4
⊗ 1124 ∈ B2,3 ⊗ B1,4. They act on B as the extended affine Weyl group
W˜ (gn) = W˜ (A
(1)
n ) = 〈pr, S0, S1, . . . , Sn〉.
Theorem 2.2. If T
(a)
j (p) 6= 0, then for any w ∈ W˜ (A(1)n ), the relations wT (a)j (p) =
T
(a)
j (w(p)) and E
(a)
j (w(p)) = E
(a)
j (p) are valid.
A state p ∈ B is called evolvable if it is (a, j)-evolvable for any (a, j). In Conjec-
ture 2.1, we expect that the convergent limit T
(a)
∞ equals a translation in W˜ (A
(1)
n ).
Compared with Tl in [13], the family {T (a)j } here is more general and enjoys a larger
symmetry W˜ (A
(1)
n ). Define the subset of B by
(1) P (m) = {p ∈ B | p : evolvable, E(a)j (p) =
∑
k≥1
min(j, k)m
(a)
k }.
Pictorially, m = (m(1), . . . ,m(n)) is the n-tuple of Young diagrams and E
(a)
k (resp.
m
(a)
k ) is the number of nodes in the first k columns (resp. number of length k rows)
in m(a). We call m the soliton content.
Remark 2.1. P (m) is W˜ (A
(1)
n )-invariant due to Theorem 2.2.
Given p ∈ P (m), T (a)j (p) ∈ P (m) is not necessarily valid. For instance p =
112233 ∈ P (((22), (2))) ⊂ B = (B1,1)⊗6 but T (2)1 (p) = 213213 is not evolvable since
(T
(2)
1 )
2(p) = 0. On the other hand one can show
Proposition 2.1. If p ∈ P (m) and (T (a)j )t(p) 6= 0 for any t, then (T (a)j )t(p) ∈ P (m)
for any t.
Let W,Λa, αa be the Weyl group, the fundamental weights and the simple roots of
An, respectively. We specify p
(a)
j = p
(a)
j (m) by (6) and set
λ(m) =
n∑
a=1
p(a)∞ Λa, H = {(a, j) | 1 ≤ a ≤ n, j ∈ Z≥1,m(a)j > 0}.(2)
Conjecture 2.2. P (m) 6= ∅ if and only if p(a)j ≥ 0 for all (a, j) ∈ H. {wtp | p ∈
P (m)} = Wλ(m).
The claim on the weights is consistent with the W˜ (A
(1)
n )-invariance of P (m).
Here is an example of time evolutions in B = B1,1⊗B1,1⊗B1,3⊗B1,1⊗B1,1⊗B1,1⊗
B1,2 with W˜ (A
(1)
3 ) symmetry. The leftmost column is p0, T
(1)
2 (p0), T
(2)
1 T
(1)
2 (p0) and
T
(3)
2 T
(2)
1 T
(1)
2 (p0) from the top to the bottom. At each time step, the states connected
by the Weyl group actions S0 and S1 are shown, forming commutative diagrams. (·
signifies ⊗.) All these states belong to P (((3111), (21), (1))).
2 · 1 · 233 · 4 · 1 · 2 · 12 S07→ 2 · 4 · 233 · 4 · 1 · 2 · 24 S17→ 1 · 4 · 133 · 4 · 1 · 2 · 14
1 · 2 · 123 · 3 · 4 · 1 · 22 4 · 2 · 234 · 3 · 4 · 1 · 22 4 · 1 · 134 · 3 · 4 · 1 · 12
1 · 2 · 112 · 3 · 2 · 3 · 24 1 · 2 · 244 · 3 · 2 · 3 · 24 1 · 2 · 144 · 3 · 1 · 3 · 14
2 · 3 · 112 · 4 · 2 · 3 · 12 2 · 3 · 244 · 4 · 2 · 3 · 12 2 · 3 · 144 · 4 · 1 · 3 · 11
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Remark 2.2. Let Rj(1≤ j ≤L−1) be the combinatorial R that exchanges the j-th
and (j+1)-st components in B = Br1,l1 ⊗· · ·⊗BrL,lL and π(b1⊗· · ·⊗ bL) = bL⊗ b1⊗
· · · ⊗ bL−1. Together with R0 = π−1R1π, they act on ∪s∈SLBrs1 ,ls1 ⊗ · · · ⊗ BrsL ,lsL
as the extended affine Weyl group W˜ (A
(1)
L−1) = 〈π,R0, . . . , RL−1〉. Theorem 2.2 is
actually valid for w ∈ W˜ (gn=A(1)n ) × W˜ (A(1)L−1) as in [8]. In the homogeneous case
(r1, l1) = · · · = (rL, lL), the W˜ (A(1)L−1) symmetry shrinks down to the π-symmetry,
which is the origin of the adjective “periodic”.
3. Bethe ansatz at q = 0
Eigenvalues of row transfer matrices in trigonometric vertex models are given by
the analytic Bethe ansatz [15, 12]. Let Qr(u) =
∏
k sinhπ(u −
√−1u(r)k ) be Baxter’s
Q-function where {u(a)j } satisfy the Bethe equation eq.(2.1) in [11]. We set q = e−2pi~
and ζ = e2piu. For the string solution ([11] Definition 2.3), the relevant quantity to
our T
(r)
l is the top term of the eigenvalue Λ
(r)
l (u) (cf.[12] (2.12)):
(3) lim
q→0
Qr(u− l~)
Qr(u+ l~)
= ζ−E
(r)
l Λ
(r)
l , Λ
(r)
l :=
∏
jα
(−z(r)jα )min(j,l).
Here z
(a)
jα is the center of the α-th string having color a and length j. Denote by m
(a)
j
the number of such strings. We call the data m = (m
(a)
j ) the string content. The
product in (3) is taken over j ∈ Z≥1 and 1 ≤ α ≤ m(r)j . E(r)l is given by the same
expression as in (1) as the function of m. At q = 0 the Bethe equation becomes the
string center equation ([11] (2.36)):
∏
(b,k)∈H
m
(b)
k∏
β=1
(z
(b)
kβ )
Aajα,bkβ = (−1)p(a)j +m(a)j +1,(4)
Aajα,bkβ = δabδjkδαβ(p
(a)
j +m
(a)
j ) + Cabmin(j, k)− δabδjk,(5)
p
(a)
j =
L∑
i=1
min(j, li)δari −
∑
(b,k)∈H
Cabmin(j, k)m
(b)
k ,(6)
where (Cab)1≤a,b≤n is the Cartan matrix of An. To avoid a notational complexity we
temporally abbreviate the triple indices ajα to j, bkβ to k and accordingly z
(b)
kβ to zk
etc. Then (3) and (4) read
(7) Λ
(r)
l =
∏
k
(−zk)ρk ,
∏
k
(−zk)Aj,k = (−1)sj ,
where ρk is given by ρk = δbrmin(k, l) for k corresponding to bkβ, and sj is an integer.
Note that Aj,k = Ak,j . Suppose that the q = 0 eigenvalue satisfies (Λ
(r)
l )
P
(r)
l = ±1 for
generic solutions to the string center equation 1. It means that there exist integers ξj
such that
∑
j ξjAj,k = P(r)l ρk, or equivalently ξj = P(r)l detA[j]detA , whereA[j] denotes the
matrix A = (Aj,k) with its j-th column replaced by
t(ρ1, ρ2, . . .). In view of the con-
dition ∀ξj ∈ Z, the minimum integer allowed for P(r)l is P(r)l = LCM
(
1,
⋃
k
′ detA
detA[k]
)
,
where LCM stands for the least common multiple and ∪′k means the union over those
1
P
(r)
l
here should not be confused with the symbol in (6).
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k such that A[k] 6= 0. Back in the original indices, the determinants here can be
simplified (cf. [11] (3.9)) to those of matrices indexed with H :
(8) P(r)l = LCM
(
1,
⋃
(b,k)∈H
′ detF
detF [b, k]
)
,
where the matrix F = (Faj,bk)(a,j),(b,k)∈H is defined by
(9) Faj,bk = δabδjkp
(a)
j + Cabmin(j, k)m
(b)
k .
The matrix F [b, k] is obtained from F by replacing its (b, k)-th column as
(10) F [b, k]aj,cm =
{
Faj,cm (c,m) 6= (b, k),
δarmin(j, l) (c,m) = (b, k).
The union in (8) is taken over those (b, k) such that detF [b, k] 6= 0.
The LCM (8) can further be simplified for A
(1)
1 , r = 1, ∀ri = ∀li = 1. We write p(1)j
just as pj and parameterize the set H = {j ∈ Z≥1 | m(1)j > 0} as H = {(0 <)J1 <
· · · < Js}. Setting ik = min(Jk, l) and i0 = 0, one has
(11) P(1)l = LCM
(
1,
t⋃
k=0
′
pik+1pik
(ik+1 − ik)pis
)
,
where 0 ≤ t ≤ s− 1 is the maximum integer such that it+1 > it.
Let us turn to another Bethe ansatz result, the character formula called combina-
torial completeness of the string hypothesis at q = 0 [11]:
L∏
i=1
chBri,li =
∑
m
Ω(m)eλ(m),(12)
Ω(m) = detF
∏
(a,j)∈H
1
m
(a)
j
(
p
(a)
j +m
(a)
j − 1
m
(a)
j − 1
)
∈ Z,(13)
where
(
s
t
)
= s(s − 1) · · · (s − t + 1)/t! and chBr,l is the character of Br,l. λ(m), p(a)j
and F are defined by (2), (6) and (9). The sum in (12) extends over all m
(a)
j ∈ Z≥0
canceling out exactly leaving the character of B. (12) and (13) are the special cases
of eq.(5.13) and eq.(4.1) in [11], respectively. Ω(m) (denoted by R(ν,N) therein) is
the number of off-diagonal solutions to the string center equation with string content
m. It is known ([11] Lemma 3.7) that Ω(m) ∈ Z≥1 provided that p(a)j ≥ 0 for all
(a, j) ∈ H .
4. Dynamical period and state counting
In (1), the soliton content m = (m
(a)
j ) is introduced as the conserved quantity
associated with the commuting transfer matrices. One the other hand, the m
(a)
j in
the string content m = (m
(a)
j ) is the number of strings of color a and length j in the
Bethe ansatz in section 3. From now on we identify them motivated by the factor
ζ−E
(r)
l in (3) and some investigation of Bethe vectors at q = 0. In view of Conjecture
2.2, the data of the form m = (m
(a)
j ) is defined to be a content if and only if p
(a)
j ≥ 0
for all (a, j) ∈ H . Thus detF > 0 and λ(m) in (2) is a dominant weight for any
content m.
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Conjecture 4.1. If p ∈ P (m) and (T (r)l )t(p) 6= 0 for any t, the dynamical period of
p under T
(r)
l (minimum positive integer t such that (T
(r)
l )
t(p) = p) is equal to P(r)l
(8) generically and its divisor otherwise.
In the situation under consideration, the whole T
(r)
l orbit of p belongs to P (m)
due to Proposition 2.1. Naturally we expect (Λ
(r)
l )
P
(r)
l = 1, which can indeed be
verified for A
(1)
1 . Conjecture 4.1 has been checked, for example in A
(1)
3 case, for
B = (B1,1)⊗3 ⊗B2,2 and B2,1 ⊗B2,1 ⊗B3,1 ⊗B3,2.
Let us present more evidence of Conjecture 4.1. To save the space, · = ⊗ is dropped
when B = (B1,1)⊗L. In each table, the period under T
(r)
l with maximum l is equal
to that under T
(r)
∞ .
A
(1)
1 , state = 1221121122221, content = ((321))
(r, l) LCM of = period
(1,1) 1, 13, 13, 13 13
(1,2) 1, 913 ,
91
16 ,
91
16 91
(1,3) 1, 91, 27316 ,
273
107 273
A
(1)
1 , state = 122 · 112 · 12 · 1222 · 2 · 11111 · 1122 · 111, content = ((4321))
(r, l) LCM of = period
(1,1) 1, 2 2
(1,2) 1, 7, 72 , 21, 42 42
(1,3) 1, 14, 7, 214 ,
21
2 42
(1,4) 1, 21, 212 ,
63
8 ,
126
29 126
A
(1)
3 , state = 134 · 34 · 1 · 134 · 23 · 1 · 13, content = ((432), (31), (1))
(r, l) LCM of = period
(1,1) 1, 38039 ,
95
6 ,
95
6 ,
380
31 ,
380
27 ,
380
29 380
(1,2) 1, 19039 ,
95
12 ,
95
12 ,
190
31 ,
190
27 ,
190
29 190
(2,1) 1, 19013 ,
95
4 ,
95
4 ,
190
137 ,
190
9 ,
190
73 190
(2,2) 1, 765 ,
38
3 ,
38
3 ,
76
41 ,
76
21 ,
76
31 76
(2,3) 1, 956 ,
95
11 ,
95
11 ,
95
34 ,
95
48 ,
95
41 95
(3,1) 1, 38013 ,
95
2 ,
95
2 ,
380
137 ,
380
9 ,
380
263 380
A
(1)
3 , state = 233 ·
1 2
2 3
3 4
· 1 13 4 · 1, content = ((3), (3), (2))
(r, l) LCM of = period
(1,1) 1, 112 , 11, 22 22
(1,2) 1, 114 ,
11
2 , 11 11
(1,3) 1, 116 ,
11
3 ,
22
3 22
(2,1) 1, 11, 337 ,
66
7 66
(2,2) 1, 112 ,
33
14 ,
33
7 33
(2,3) 1, 113 ,
11
7 ,
22
7 22
(3,2) 1, 11, 337 ,
33
20 33
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Here, content=((3111), (44), (2)) for example means that m
(1)
1 = 3,m
(1)
3 =m
(3)
2 =
1,m
(2)
4 =2 and the other m
(a)
j ’s are 0.
Let us turn to another application of the Bethe ansatz results (12) and (13). We
introduce T (P (m)) = ⋃na=1⋃j≥1{T (a)j (p) | p ∈ P (m)}, which is the subset of B
consisting of all kinds of one step time evolutions of P (m). Under Conjecture 2.1,
any state p ∈ P (m) is (a, j)-evolvable for j sufficiently large. Thus from Proposition
2.1, p is expressed as p = (T
(a)
j )
k(p) for some k, showing that T (P (m)) ⊇ P (m). In
general T (P (m)) can contain non-evolvable states which do not belong to P (m).
Conjecture 4.2. For any content m such that T (P (m)) = P (m), the following
relation holds:
(14) Ω(m) =
|P (m)|
|Wλ(m)| .
In view of Remark 2.1 and Conjecture 2.2, the right hand side is the number of
states in the periodic A
(1)
n automaton having the content m and a fixed weight. Thus
it is equal to ♯{p ∈ P (m) | wtp = λ(m)}. In case T (P (m)) % P (m), we expect that
|P (m)|/|Wλ(m)| is a divisor of Ω(m).
Let us present two examples of Conjecture 4.2. In the periodic A
(1)
3 automaton
with B = B1,2 ⊗ B1,1 ⊗ B1,2 ⊗ B1,1, there are 1600 states among which 824 are
evolvable. They are classified according to the contents m in the following table.
m λ(m) |Wλ(m)| |P (m)| Ω(m)
(∅, ∅, ∅) (6, 0, 0, 0) 4 4 1
((1), ∅, ∅) (5, 1, 0, 0) 12 48 4
((11), ∅, ∅) (4, 2, 0, 0) 12 24 2
((2), ∅, ∅) (4, 2, 0, 0) 12 72 6
((21), ∅, ∅) (3, 3, 0, 0) 6 24 4
((3), ∅, ∅) (3, 3, 0, 0) 6 36 6
((11), (1), ∅) (4, 1, 1, 0) 12 96 8
((22), (2), ∅)∗ (2, 2, 2, 0) 4 24 12
((21), (1), ∅) (3, 2, 1, 0) 24 432 18
((111), (11), (1)) (3, 1, 1, 1) 4 16 4
((211), (11), (1)) (2, 2, 1, 1) 6 48 8
In the second column, (λ1, λ2, λ3, λ4) means λ(m) = (λ1 − λ2)Λ1 + (λ2 − λ3)Λ2 +
(λ3 − λ4)Λ3. In the last two cases, the subsets of P (m) having the dominant weight
λ(m) are given by
{11·2·13·4, 12·3·14·1, 13·4·11·2, 14·1·12·3} for m = ((111), (11), (1)),
{11·2·23·4, 12·2·13·4, 12·3·24·1, 13·4·12·2,
14·1·22·3, 22·3·14·1, 23·4·11·2, 24·1·12·3} for m = ((211), (11), (1)).
In the case of B = B2,1 ⊗ B2,1 ⊗ B2,2, there are 720 states among which 518 are
evolvable.
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m λ(m) |Wλ(m)| |P (m)| Ω(m)
(∅, ∅, ∅) (4, 4, 0, 0) 6 6 1
(∅, (1), ∅) (4, 3, 1, 0) 24 72 3
(∅, (11), (1)) (4, 2, 1, 1) 12 36 3
(∅, (2), ∅) (4, 2, 2, 0) 12 48 4
((1), (11), ∅) (3, 3, 2, 0) 12 36 3
((1), (11), (1)) (3, 3, 1, 1) 6 72 12
((1), (21), (1)) (3, 2, 2, 1) 12 240 20
((2), (22), (2))∗ (2, 2, 2, 2) 1 8 32
The assumption T (P (m)) = P (m) of the conjecture is valid for all the contents except
((22), (2), ∅) and ((2), (22), (2)) marked with ∗.
References
[1] R. J. Baxter, Exactly solved models in statistical mechanics, Academic Press, London (1982).
[2] H. A. Bethe, Z. Physik 71 205 (1931).
[3] K. Fukuda, M. Okado, Y. Yamada, Int. J. Mod. Phys. A15 1379 (2000).
[4] G. Hatayama, K. Hikami, R. Inoue, A. Kuniba, T. Takagi and T. Tokihiro, J. Math. Phys. 42
274 (2001).
[5] M. Kashiwara, Duke Math. J. 71 839 (1993).
[6] G. Hatayama, A. Kuniba, M. Okado, T. Takagi and Y. Yamada, Contemporary Math. 297 151
(2002).
[7] G. Hatayama, A. Kuniba, and T. Takagi, Nucl. Phys. B577[PM] 619 (2000), J. Stat. Phys. 102
843 (2001), J. Phys. A: Math. Gen. 34 10697 (2001).
[8] K. Kajiwara, M. Noumi and Y. Yamada, Lett. Math. Phys. 60 211 (2002).
[9] S-J. Kang, M. Kashiwara, K. C. Misra, T. Miwa, T. Nakashima and A. Nakayashiki, Duke Math.
J. 68 499 (1992).
[10] S.V.Kerov, A.N.Kirillov and N.Yu.Reshetikhin, Zap. Nauch. Semin. LOMI. 155 50 (1986).
[11] A. Kuniba and T. Nakanishi, J. Alg. 251 577 (2002).
[12] A. Kuniba and J. Suzuki, Commun. Math. Phys. 173 225 (1995).
[13] A. Kuniba and A. Takenouchi, Bethe ansatz at q = 0 and periodic box-ball systems, preprint
(nlin.SI/0509001).
[14] J. Mada, M. Idzumi and T. Tokihiro, J. Math. Phys. 46 022701 (2005).
[15] N. Yu. Reshetikhin, Sov. Phys. JETP 57 691 (1983).
[16] M. Shimozono, J. Algebraic Combin. 15 151 (2002).
[17] D. Takahashi, Proceedings of the International Symposium on Nonlinear Theory and Its Appli-
cations (NOLTA ’93) 555 (1993).
[18] D. Takahashi and J. Satsuma, J. Phys. Soc. Jpn. 59 3514 (1990).
[19] D. Yoshihara, F. Yura and T. Tokihiro, J. Phys. A: Math. Gen. 36 99 (2003).
Institute of Physics, University of Tokyo, Tokyo 153-8902, Japan
E-mail address: atsuo@gokutan.c.u-tokyo.ac.jp
Institute of Physics, University of Tokyo, Tokyo 153-8902, Japan
E-mail address: takenouchi@gokutan.c.u-tokyo.ac.jp
