Abstract-at the beginning of development of network technology TCP transport agent were designed assuming that communication is using wired network, but recently there is huge demand and use of wireless networks for communication. Those TCP variants which are successful in wired networks are neither able to detect exact causes of packet losses nor unnecessary transmission delays over wireless networks. The biggest challenge over MANET is design of robust and reliable TCP variant which should give best performance in different network scenarios. Till date more than dozens of TCP variants designed and modified by researcher and scientist communities even though the level of TCP performance have to be optimum in different scenarios, Such as congestion, link failure, signal loss and interferences. Over rod, grid and bulk network model also. As some of TCP-variant performs well in particular network scenarios but degrades in other scenarios. The objective of this research work, to modify packet reordering technique based TCP variant, implement and compare its performance with other variants. Validation of basic and main network model done using network simulator (NS2) and calculated throughput, delay and packet drop by processing trace files. The simulated result shows that, proposed technique performs outstanding almost in all network scenarios with minimum packet losses and minimum delay.
I. INTRODUCTION Instrumental in developing today's Internet. In particular, TCP has been successful due to its robustness in reacting dynamically to changing network traffic conditions and providing reliability on an end-to-end basis [4] . This Wide acceptance has driven the development of many TCP applications [2] [8] , motivating the extension of this protocol to wireless networks. These networks pose some critical challenges to TCP since it was not originally designed to work in such complex Environments, where the level of bit error rate (BER) is not negligible due to the physical medium. High mobility may further degrade the end-to-end performance because TCP reduces its transmission rate whenever it perceives a dropped packet. Mobile ad hoc network is a collection of mobile nodes that offers different opportunities to TCP [6] . Reduction in deployment cost due to absence of fixed infrastructure and elimination of administration cost since it is self-configurable. However, MANET consists of unstable wireless communication links in compare to the wired network [7] . This instability is mainly due to mobility of nodes. Because TCP is originally invented for wired network, it ignores non-congestion loss which occurs rarely in this environment. Thus, TCP in present form cannot address frequent link breakage in MANET and suffers from performance degradation [4] . TCP is responsible for providing reliability of connection by retransmitting lost packet. Congestion control is the most controversial parts of TCP which degrades performance in front of packet loss. Congestion control as its name appears, assumes all packet loss induced by congestion When link failure lasts greater than RTO (Retransmission timeout) [5] .
Retransmission timer expires and TCP interprets packet loss as a congestion loss. Then congestion control executes back-off algorithm to grow RTO exponentially and retransmit packet [3] . After a few successive back-off executions, RTO becomes too long. Hence when route recovered, sender resumes data transmission with long RTO which forces sender remains idle unnecessary in case of probable next losses [10] . Thus, packet loss classification helps TCP to identify link failure loss from congestion loss and consequently triggers appropriate reaction instead of invoking congestion control [4] . Link failure needs TCP to explore how much new route is congested in compare to the broken one. Traffic characteristics can affect queuing delay and processing delay of intermediate nodes that consequently influences Round Trip Time (RTT). If discovered route suffers heavier traffic than old one, retransmission timer must wait more to receive acknowledgment and RTO should be increased [6] . This paper presents the description and implementation of RTT based proposal TCP-MPR variant, Attached as transport agent and validated, calculated performance parameters in different networks model. The rest of the paper is organized as follows. Section 2 gives brief explanations, main concept of MPRT and its implementation. In Section 3 presents in brief about tools, techniques and research methodology. Section 4 and 5 describes different validation network models to be validated for accurate performance measures and finally paper concludes with conclusion and future work in section 6.
II. MODIFIED PROPOSAL FOR THROUGHPUT IMPROVEMENT
The objective of the Modified Packet Reordering (MPR) is to increase throughput with minimum number of drop packets and minimum delay [1] [3] . Technique has used two lists: 1. Tobe-ack 2. To-be-sent. In figure 1 to-be-ack list there are sequence numbers of packets which are to be acknowledged and another list is to-be-sent which contains the sequence numbers of packets which are waiting to be sent. When the congestion window allows it, the packet is sent to the receiver and moved to the to-be-ack list. When an ACK for that packet arrives from the www.ijacsa.thesai.org receiver, it is removed from the to-be-ack list (under cumulative ACKs, many packets will be simultaneously removed from tobe-ack). Alternatively, when it is detected that a packet was dropped, it is moved from the to-be-ack list back into the to-besent list. Drops are always detected through timers. To this effect, whenever a packet is sent to the receiver and placed in the to-be-ack list, a timestamp is saved. When a packet remains in the to-be-ack list more than a certain amount of time it is assumed dropped. In particular, it assumed that a packet was dropped at time when exceeds the packet's timestamp in the tobe-ack list plus an estimated maximum possible round-trip time mxrtt.
As data packets are sent and ACKs received, the estimate mxrtt of the maximum possible round-trip time is continuously updated. 
III. RESEARCH METHODOLOGY

1) NS2 (Network simulator version 2)
NS2 is a discrete event simulator targeted at networking research. Ns provides substantial support for simulation of TCP, routing, and multicast protocols over wired and wireless (local and satellite) networks [12] . It is primarily UNIX based. It uses TCL as its scripting language.
Fig. 2. NS2 Implementation
2) GNUPLOT
Gnu plot is a command-line program that can generate twoand three-dimensional plots of functions, data, and data files. It is frequently used for publication-quality graphics as well as education [8] . The program runs on all major computers and operating systems (GNU/Linux, Unix, Microsoft Windows, Mac OS X, and others). gnu plot can produce output directly on screen, or in many formats of graphics files, including Portable Network Graphics (PNG), Encapsulated PostScript (EPS), Scalable Vector Graphics (SVG), JPEG and many others. The program can be used both interactively and in batch mode using scripts. The program is well supported and documented.
3) AWK SCRIPTING LANGUAGE
The AWK utility is an interpreted programming language typically used as a data extraction and reporting tool. It is a standard feature of most Unix-like operating systems. AWK is a language for processing text files. A file is treated as a sequence of records, and by default each line is a record. Each line is broken up into a sequence of fields, so we can think of the first word in a line as the first field, the second word as the second field, and so on. An AWK program is of a sequence of patternaction statements [8] . AWK reads the input a line at a time. A line is scanned for each pattern in the program, and for each pattern that matches, the associated action is executed.
4) EDRAW MAX
This enables students, teachers and business professionals to reliably create and publish kinds of diagrams to represent any ideas. Edraw Max is an all-in-one diagram software that makes it simple to create professional-looking flowcharts, organizational charts, network diagrams, business presentations, building plans, mind maps, science illustration, fashion designs, UML diagrams, workflows, program structures, web design diagrams, electrical engineering diagrams, directional maps, database diagrams and more.
The best thing about Edraw Max is its flexibility and even you can link diagrams to underlying data to provide even more detailed information to your audience. www.ijacsa.thesai.org
5) SIMULATION PARAMETERS VALUE
The required parameters value from table 1 is used to set up wireless mobile ad-hoc network for simulation and validating results for different TCP variants. 
1) Congestion Network Model
This scenario create a congested node at the middle of a fivenode topology by generating three TCP data traffic flows that must pass by this intermediate node to reach the other communicating end [8] [9] . One should also note that, different levels of data congestion can be generated by controlling the number of TCP data flows crossing this particular network node at a certain time. Fig. 3 referred as congestion network model to validate and corresponding values noted in table 2.
2) Link failure Network Model
In this model it has been forced to TCP agent to change its communication path by shutting down one intermediate node between the communicating end points. In addition, it is implied routes with different number of hops. Thus, each time TCP changes the communication route, the characteristics of the path between the communicating nodes changes [9] . It is obvious that the choice and the establishment delay of the new route will be dependent on the implemented ad hoc routing protocol. Packet losses and delay changes will also be implied by the link loss and the new chosen route. It is noticed that the effect of such networks nodes' mobility can be represented by the link failure scenario shown in fig. 4 as it is the most direct consequence of mobility, corresponding obtained parameters values depicted in table 3. 
4) Interference Network Model
In this scenario, two TCP connections are established parallel indicated in fig. 6 . The main TCP connection is disturbed by the interferences generated by the second TCP connection. Indeed, the node acting as forwarder for the main TCP connection is placed within the interference range of the second TCP connection sender. So, this situation creates interference and thus data packet losses.
Interference scenario in wireless environment created using two traffic sources Transmission of second traffic source will interfere to the first traffic source [8] . Referring with the obtained values from table 5 it is found that, TCP MRP gives improved throughput, reduced delay and drop packets compared with other TCP-variants. 
1) Chain multi-hop Network Model
There is only one route to travel from one node to another. So communication became faster between two nodes. It is very easy to implement. The network consists of variable length chain of static nodes, placed at a distance of 200m from one another. FTP traffic is transferred between the first and last node of the chain [9] [11] . During the simulation we will keep one FTP connection active at a time. Sequential TCP connection are initiated and terminated.
The solid-line circle denotes a node's valid transmission range. The dotted-line circle denotes a node's interference range. Node 4's transmission will interfere with node 1's transmissions to node 2.In this scenario also TCP-MPR gives maximum throughput with minimum packet loss and delays comparatively. Fig. 8 shows a static grid network as experiment topology with 4X4 nodes. The distance between two adjacent nodes is set to be 200 m, and the transmission and interference radii are set to 250 and 550 m, respectively. In a regular grid topology, each node in the network is connected with two neighbors along one or more dimensions. If the network is one-dimensional, and the chain of nodes is connected to form a circular loop, the resulting topology is known as a ring. Network systems such as FDDI use two counter-rotating token-passing rings to achieve high reliability and performance [8] . 2) Grid multi-hop Network Model Fig. 8 . Grid multi-hop Network Model [9] In general, when an n-dimensional grid network is connected circularly in more than one dimension, the resulting network topology is a torus, and the network is called "toroidal". When the number of nodes along each dimension of a toroidal network is 2, the resulting network is called a hypercube [11] . The simulated results noted in table 7.
With reference to the graph shown in fig. 9 and corresponding histograms it is observed that, the proposed solution gives improved and optimal performance in all aspects. Vol. 5, No. 8, 2014 155 | P a g e www.ijacsa.thesai.org In this paper we successfully implemented our research proposal (TCP-MPRT) using ns2. The proposal tested and validated in different network model scenarios. We also investigate throughput, delay and packet drop using other TCPvariants in same scenario. Based upon processed results and analysis it shows that, TCP-MPR is giving highest throughput, minimum delay and packet drop compared to all variants. In future the proposal has to be tested and validated in bulk and complex networks with different speed of node mobility. 
