Abstract. An integer distance digraph is the Cayley graph Γ(Z, S) of the additive group Z of all integers with respect to some finite subset S ⊆ Z. The domination ratio of Γ(Z, S) is the minimum density of a dominating set in Γ(Z, S). We establish some basic results on the domination ratio of Γ(Z, S) and precisely determine it when S = {s, t} with s dividing t.
Proposition 1.1 (Huang and Xu [7] ). (i) If 1 < s < ⌈n/2⌉ then ⌈n/5⌉ ≤ γ(Z n , {±1, ±s}) ≤ ⌈n/3⌉ and Γ(Z n , {±1, ±s}) has an efficient dominating set if and only if 5 | n and s ≡ ±2 (mod 5).
(ii) If 1 < s < n then ⌈n/3⌉ ≤ γ(Z n , {1, s}) ≤ ⌈n/2⌉ and Γ(Z n , {1, s}) has an efficient dominating set if and only if 3 | n and s ≡ 2 (mod 3).
(iii) If 1 ≤ s ≤ n − 1 then γ(Z n , {1, 2, . . . , s}) = ⌈n/(s + 1)⌉.
Proposition 1.2 (Rad [12]). (i)
If n ≡ 4 (mod 5) then γ(Z n , {±1, ±3}) = ⌈n/5⌉.
(ii) If n ≡ 4 (mod 5) then γ(Z n , {±1, ±3}) = ⌈n/5⌉ + 1.
Now we focus on domination in an integer distance (di)graph, i.e., a Cayley graph Γ(Z, S) where Z is the infinite cyclic group of all integers under addition and S ⊆ Z. Our motivation is twofold. On the one hand, integer distance graphs are natural generalizations of circulant graphs. In fact, the chromatic number of an undirected integer distance graph Γ(Z, ±S), where ±S := {±s : s ∈ S}, has been extensively studied before; see, e.g., Carraher, Galvin, Hartke, Radcliffe, and Stolee [1] . On the other hand, an integer distance graph can be viewed as the limit of a sequence of circulant graphs and understanding domination in integer distance graphs may shed light on the asymptotic behavior of domination in large circulant graphs.
We assume 0 / ∈ S throughout this paper, since removing an edge from a vertex v to itself (i.e., a loop at v) has no effect on domination. When S is finite, the Cayley graph Γ(Z, S) is locally finite and a dominating set of Γ(Z, S) must be infinite, since every vertex dominates at most |S| many other vertices. To measure how large a possibly infinite subset U of Z is, we define the (lower) density of U in Z as the following limit inferior For example, we have δ(U ) = 0 and δ(Z \ U ) = 1 when U is finite, and δ(U ) = 1/2 when U = 2Z. In general, one has 0 ≤ δ(U ) ≤ 1 for any U ⊆ Z. We define the domination ratio γ(Z, S) of the graph Γ(Z, S) to be the infimum of δ(D) over all dominating sets D of Γ(Z, S).
Replacing limit inferior with limit superior in (1.1) gives the upper density of U ⊆ Z. Carraher, Galvin, Hartke, Radcliffe, and Stolee [1] used upper density to study independent sets in an undirected integer distance graph Γ(Z, ±S). We provide some results on lower density in Section 2, with similar proofs to previous work [1] . For example, the following result proved in Section 2 is a natural extension of an analogous result on independence ratio [1, Theorem 4] . Proposition 1.3. Assume S is a finite subset of Z \ {0}. Let a and b be the largest nonnegative integers in S ∪ {0} and −S ∪ {0}, respectively. Let c := a + b. Then the domination ratio of Γ(Z, S) is achieved by some periodic dominating set D with period p ≤ c2 c .
Here a set U ⊆ Z is periodic if there exists a positive integer d such that
The smallest such integer d is called the period of U .
The above result not only shows that the domination ratio of Γ(Z, S) is achieved by some periodic dominating set D, but also implies that the circulant digraph Γ(Z p , S p ) has a minimum dominating set D ∩ [1, p] and its domination number is given by γ(Z p , S p ) = |D ∩ [1, p]| = γ(Z, S)p, where Z p := {1, 2, . . . , p} is the cyclic group of order p under addition modulo p and S p is the subset of Z p consisting of all the least positive residues of elements in S modulo p. See Proposition 2.4.
Next, we establish the following basic results on the domination ratio of Γ(Z, S) in Section 3.
If S is finite and there exists an efficient dominating set of Γ(Z, S), then γ(Z, S) = 1/(|S|+1).
To further study the domination ratio γ(Z, S), we observe that a dominating set of Γ(Z, S) can be written as D = {x i : i ∈ Z}, where x i < x i+1 for all i ∈ Z, and it decomposes Z into a disjoint union of blocks B i = {x i , x i + 1, . . . , x i+1 − 1} for all i ∈ Z. We develop some lemmas about blocks in Section 4 and use them to prove the following result in Section 5. (ii) For any positive integer k we have γ(Z, {1, 3k + 1}) = γ(Z, {1, −3k}) = (k + 1)/(3k + 2).
(iii) For any positive integer k we have γ(Z, {1, 3k}) = γ(Z, {1, −3k + 1}) = 2k/(6k − 1).
Our proof of the above theorem uses certain partitions of the collection of all blocks obtained from a given dominating set. This method is different from the one used in earlier work [1] on the independence ratio of integer distance graphs.
Combining Proposition 1.4 (v) and Theorem 1.5 one can determine the domination ratio of Γ(Z, S) whenever S consists of two distinct nonzero integers s and t with s | t. If t/s ≡ 2 (mod 3) then γ(Z, S) = 1/3; in this case Γ(Z, S) has an efficient dominating set by the proof of Theorem 1.5 (i). If t/s ≡ 2 (mod 3) then γ(Z, S) is given by Theorem 1.5 (ii) and (iii), and since it is strictly larger than 1/3, there exists no efficient dominating set for Γ(Z, S) in this case.
Combining Theorem 1.5 with Proposition 2.4 gives the domination number of certain circulant digraphs. We have γ(Z 3k+2 , {±1}) = γ(Z 3k+2 , {1, 2}) = k + 1, which agrees with Proposition 1.1 (ii), and γ(Z 6k−1 , {1, 3k}) = 2k, for any positive integer k. See Corollary 5.6.
The existence of an efficient dominating set of Γ(Z, S) is equivalent to the ability to tile the integers with translates of S ∪ {0} (overlaps not allowed). Researchers have extensively studied when a given set X ⊆ Z can tile the integers. For example, Newman [10] solved this problem when the cardinality of X is a power of a prime, and Coven and Meyerowitz [2] extended this to the case of at most two prime factors in the cardinality of X. The result of Newman [10, Theorem 1, 2] implies our characterization of the existence of an efficient dominating set of Γ(Z, {s, t}) with s | t as well as Proposition 1.4 (iv). A lemma used by Coven and Meyerowitz [2, Lemma 1.2], first due to Hajós [9] and de Bruijn [3] , implies the special case of Proposition 1.3 when an efficient dominating set exists. When there is no efficient dominating set, the investigation of the domination ratio of Γ(Z, S) would be natural and meaningful, as it tells us the most efficient ways to cover the integers with translates of S ∪ {0} (overlaps allowed).
Density of a set of integers
First recall that the limit inferior of a sequence (x n ) of real numbers is defined as lim inf
This is either a real number or ±∞. Moreover, it equals the ordinary limit of (x n ) whenever the latter exists. If x n ≥ y n for all sufficiently large n, then lim inf n→∞ x n ≥ lim inf n→∞ y n .
Next we generalize the density δ(U ) of a subset U ⊆ Z to a weighted version. Let f : Z → R be a function. For each nonempty finite set A ⊆ Z we write
Define the density of f to be
In particular, for any U ⊆ Z, let f = χ U : Z → R be defined by
We define the density of U in Z to be
This agrees with the earlier definition (1.1) for δ(U ). The next two lemmas are extensions of some results in previous work on independence ratio [1, Lemma 17, 18] . Lemma 2.1 shows that the density can be calculated not only by looking over the interval [−n, n], but also by looking at multiples of the interval and by making small bounded changes at both ends of the interval. 
Proof. For each sufficiently large integer n, let m := ⌈(n + N )/d⌉ and m ′ := ⌊(n − N )/d⌋. Then
Since f (i) ≥ 0 for all i ∈ Z, we have
Since n → ∞ implies m → ∞ and m ′ → ∞, and since
taking limit inferior of the above bounds as n → ∞ establishes the result.
In Section 1 we defined a periodic set and its period. The next lemma gives the density of a periodic set.
Applying Lemma 2.1 with ℓ m = r m = 0 gives the result. Now we study dominating sets of the digraph Γ(Z, S), where S ⊆ Z \ {0}. We extend a previous result [1, Theorem 4] on the domination ratio of an undirected integer distance graph to a directed integer distance graph. The proof is similar, but requires some minor adjustments to deal with directed edges.
Assume S is a finite subset of Z \ {0}. 
, since such an element cannot be dominated by any integer outside [1, 2c] .
The state graph associated with Γ(Z, S) is a digraph whose vertices are the states and whose edges are transitions. The weight of a state T is |T |/c. A doubly infinite walk in the state graph is a sequence (T i : i ∈ Z) of states such that (T i , T i+1 ) is an edge for all i ∈ Z. The lower average weight of this walk is lim inf
, and c := a + b. Then the domination ratio of Γ(Z, S) is achieved by some periodic dominating set with period at most c2 c .
Proof. A doubly infinite walk (T i : i ∈ Z) in the state graph of Γ(Z, S) corresponds to a set
We show that D is a dominating set, i.e., every integer j / ∈ D is dominated by D. We have j ∈ [ic + 1, (i + 1)c] for some i ∈ Z. We first assume j ∈ [ic + 1, ic + a]. Then j cannot be dominated by any integer outside [(i − 1)c + 1, (i + 1)c] by the definition of a, b, c. Since (T i−1 , T i ) is an edge in the state graph, there exists a dominating set D ′ such that
Thus j must be dominated by
We next assume j ∈ [ic + a + 1, (i 
where the last equality follows from Lemma 2.1. We know that the infimum of the lower average weights of doubly infinite walks is achieved by repeating some simple cycle in the state graph [1, Lemma 3] . The length of this cycle is at most 2 c , the total number of states. Thus γ(Z, S) is achieved by some periodic dominating set with period at most c2 c . By Proposition 2.3, the domination ratio of Γ(Z, S) is achieved by some periodic dominating set, whose period is denoted by p. Let Z p := {1, 2, . . . , p} be the cyclic group of order p under addition modulo p and let S p be the subset of Z p consisting of all least positive residues of elements in S modulo p. We conclude this section by giving a relation between the domination ratio γ(Z, S) of the integer distance digraph Γ(Z, S) and the domination number γ(Z p , S p ) of the circulant digraph Γ(Z p , S p ).
Now let E be a minimum dominating set of Γ(Z p , S p ). We show that E := ∪ k∈Z (E + kp) is a dominating set of Γ(Z, S). To see this, let i ∈ Z \ E. There exists
This implies that i − j ∈ S for some j ≡ j ′ (mod p), i.e., j dominates i. We also have j ∈ E by the definition of E. Thus E is a dominating set of Γ(Z, S).
Combining the above two paragraphs we have
where the two inequalities must both be equalities. The result follows immediately from this.
Basic results on domination ratio
In this section we prove some basic results on the domination ratio of an integer distance graph, as summarized in Proposition 1.4.
Proof. Since S ⊆ S ′ ⊆ Z \ {0}, the Cayley graph Γ(Z, S) is a subgraph of Γ(Z, S ′ ). Thus a dominating set of Γ(Z, S) is also a dominating set of Γ(Z, S ′ ). The result follows immediately. Proof. The automorphism of the group Z defined by i → −i for all i ∈ Z induces an isomorphism between the two digraphs Γ(Z, S) and Γ(Z, −S). The result follows immediately. We next show that, for any nonnegative integer s, there exists S ⊆ Z \ {0} with |S| = s such that Γ(Z, S) admits an efficient dominating set and thus has domination ratio γ(Z, S) = 1/(s + 1). 
0 then j ∈ (s + 1)Z and other elements of (s + 1)Z cannot dominate j, since S contains no element congruent to 0 modulo s + 1. If r = 0 then j is dominated by (k − i r )(s + 1) ∈ (s + 1)Z since (k − i r )(s + 1) + (i r (s + 1) + r) = k(s + 1) + r = j and other elements of (s+1)Z cannot dominate j, since S contains exactly one element congruent to r modulo s+1. Thus (s+1)Z is an efficient dominating set of Γ(Z, S). It follows from Proposition 3.3 that γ(Z, S) = 1/(s + 1).
Proposition 3.5. Let d be a common divisor of all elements of S. Then γ(Z, S/d) = γ(Z, S).
Proof. We may assume d > 0 by Proposition 3.2. For each integer k ∈ [0, d − 1], let Γ k be the subgraph of Γ(Z, S) whose vertex set is
and whose edge set consists of all ordered pairs (i, j) with i, j ∈ [k] d and j − i ∈ S.
Since j − i ∈ S implies i ≡ j (mod d) for any i, j ∈ Z, there is no edge between Γ k and Γ ℓ if
Thus for each integer
Therefore Γ(Z, S) is isomorphic to the union of d copies of Γ(Z, S/d). The result then follows.
Proof. This follows from Lemma 3.1, Proposition 3.4, and Proposition 3.5.
Let S be a nonempty subset of Z \ {0} and define ±S := {±s : s ∈ S}. Then Γ(Z, ±S) can be viewed as an undirected graph. There is a result [1, Lemma 19] similar to Proposition 3.5 for the independence ratio of Γ(Z, ±S). Moreover, the previous results in this section imply the following results on the domination ratio of Γ(Z, ±S). (ii) For any nonempty set S ⊆ Z \ {0} we have 1/(| ± S| + 1) ≤ γ(Z, ±S) ≤ 1/3. (iii) If s = 5k ± 2 for some k ∈ Z then γ(Z, {±1, ±s}) = 1/5.
Proof. Proposition 3.4 and 3.5 imply (i). Lemma 3.1 and Proposition 3.3 imply (ii). Proposition 3.4 implies (iii).

Lemmas about blocks
Let S be a finite nonempty subset of Z \ {0}. A dominating set D of Γ(Z, S) can be written as D = {x i : i ∈ Z}, where x i < x i+1 for all i ∈ Z, and it partitions Z into a disjoint union of blocks B i := {x i , x i + 1, . . . , x i+1 − 1} for all i ∈ Z. The size of a block B i is b i := |B i | = x i+1 − x i and we say that B i is a b i -block. We define the block structure of a union of consecutive blocks to be the sequence of sizes of the blocks in this union. We identify a dominating set D with the block structure of Z, since D is determined by the block structure of Z up to a translation by an integer. When D has period p, we can write D as a finite sequence (b 1 , . . . , b ℓ ) of positive integers b 1 , . . . , b ℓ with b 1 + . . . + b ℓ = p, which is repeated infinitely in both directions. For example, the block structure (2 3) 5 7 (3 4) 2 corresponds to 15 consecutive blocks, first with ten blocks alternating between 2-blocks and 3-blocks, then a 7-block, then four blocks alternating between 3-blocks and 4-blocks. Repeating this block structure infinitely in both directions gives ( (2 3) 5 7 (3 4) 2 ) ∞ , which determines a periodic dominating set up to a translation.
Assume S = {1, s} for some s ∈ Z\{0, 1} below. We use block structures to construct dominating sets for Γ(Z, {1, s}) and show upper bounds for the domination ratio γ(Z, {1, s}). (ii) If s = 3k + 1 or s = −3k for some integer
Proof. (i) This is a special case of Proposition 3.4, where we have a periodic dominating set determined by the block structure 3 ∞ .
(ii) One can check that Γ(Z, {1, s}) has a periodic dominating set determined by (3 k 2) ∞ . Since D is periodic, it follows from Lemma 2.2 that γ(Z, {1, s}) ≤ δ(D) = (k + 1)/(3k + 2).
(iii) Similarly to (ii), one can check that Γ(Z, {1, s}) has a periodic dominating set determined by ( 
We need the following lemma to establish the equalities in (ii) and (iii) of Lemma 4.1. 
Proof. The result is trivial when b i ≤ 2. Assume b i ≥ 3 below. Then D contains the elements
The result follows.
Proof of Theorem 1.5
In this section we determine the domination ratio of the integer distance graph Γ(Z, {1, s}) for any s ∈ Z \ {0, 1}. The main idea is to merge blocks into coarser partitions of Z.
Lemma 5.1. If U ⊆ Z and f : Z → R satisfy all of the following conditions, then δ(U ) = δ(f ).
(i) The set Z is the disjoint union of finite nonempty subsets A i for i in some index set I.
(ii) There exists a constant b such that max
Proof. Let n be a sufficiently large integer. Let X n be the union of all
Combining this with (iv) gives
Taking limit inferior of the above bounds as n → ∞ gives the result.
Proposition 5.2. Let s = 3k+1 or s = −3k for some integer k ≥ 1. Then γ(1, s) = (k+1)/(3k+2).
Proof. By Lemma 4.1, it suffices to show δ(D) ≥ (k + 1)/(3k + 2) for an arbitrary dominating set D of the digraph Γ(Z, {1, s}). We may assume D = {x i : i ∈ Z}, where x i < x i+1 for all i ∈ Z. The set D partitions Z into a disjoint union of blocks B i := {x i , x i + 1, . . . , x i+1 − 1} for all i ∈ Z. Each block size b i := |B i | is at most 3k + 2 by Lemma 4.2 (i).
We want to define a function f : Z → R and partition Z into a disjoint union of finite nonempty subsets A i for all i in some index set I in such a way that Lemma 5.1 applies and gives δ(D) = δ(f ).
Step 1. We first define f (x) := 0 for all x ∈ Z \ D and initiate I := ∅.
Step 2. For each i ∈ Z with b i ≤ 3 we define f (x i ) := 1, insert i into I, and let A i := B i ; we have
Since the blocks are pairwise disjoint, at the end of this step we have a disjoint union of the sets A i for all i ∈ I, which equals the union of all blocks of size at most 3.
Step 3. For each i ∈ Z with 4 ≤ b i ≤ 3k + 2 we insert i into I and define
By Lemma 4.2 (ii), there are b i − 3 consecutive 1-blocks
Let A i be the union of these 1-blocks together with B i . Lemma 4.2 (i) implies
Delete j + h from I and redefine f (x j+h ) := 1/2 for all h = 0, 1, . . . , b i − 4. We have
Since we delete any 1-block included in a set A i defined in this step, in the end we still have a disjoint union of A i for all i ∈ I, and this union equals Z as we include all the blocks. Now for every i ∈ Z the nonempty set A i satisfies
For each x ∈ Z we have 0 ≤ f (x) ≤ (3k + 1)/2. Thus Lemma 5.1 gives δ(D) = δ(f ). It remains to show δ(f ) ≥ (k + 1)/(3k + 2). For each integer n > 0, let x r be the largest element of D such that B r ⊆ (−∞, n] if s = 3k + 1, or the smallest element of D such that B r ⊆ [−n, ∞) if s = −3k. We distinguish two cases below to define a cluster C r , which is a union of certain blocks. Case 1. Suppose b r ≤ 2. Define a cluster C r := B r . We have either |C r | = 1 and 1/2 ≤ f (C r ) ≤ 1, or |C r | = 2 and f (C r ) = 1. Case 2. Suppose 3 ≤ b r ≤ 3k + 2. Then D must contain x r − s + 2, x r − s + 3, . . . , x r − s + b r − 1 in order to dominate x r + 2, x r + 3, . . . , x r + b r − 1. Define a cluster
Then C r has size 3k + b r − 1 and is the disjoint union of blocks B i for all x i ∈ D ∩ C r . Let m ℓ be the number of blocks of size ℓ in C r for 1 ≤ ℓ ≤ 3k + 2. We have
Now we have the cluster C r . When s = 3k + 1 we recursively write (−∞, c − 1] as a disjoint union of clusters, where c is the smallest element of the cluster C r . When s = −3k we recursively write [c + 1, ∞) as a disjoint union of clusters, where c is the largest element of the cluster C r . Let Z n be the union of all clusters contained in [−n, n]. Let n j be the number of clusters of size j in Z n . Then
It is clear that 1/2 ≥ (k + 1)/(3k + 2). Moreover, for 3 ≤ ℓ ≤ 3k + 2 one can check that
Thus f (Z n ) /|Z n | ≥ (k + 1)/(3k + 2). Since all clusters are intervals of size at most 6k + 1, we have Z n = Z ∩ [−n + ℓ n , n − r n ], where ℓ n , r n ∈ [0, 6k]. By Lemma 2.1, we have
This completes the proof. Proof. This result is proved in a similar way as Proposition 5.2. By Lemma 4.1, it suffices to show δ(D) ≥ 2k/(6k − 1) for an arbitrary dominating set D = {x i : i ∈ Z} of the digraph Γ(Z, {1, s}).
The set D partitions Z into a disjoint union of blocks B i for all i ∈ Z and each block size b i := |B i | is at most 3k + 1 by Lemma 4.2 (i). We want to define a function f : Z → R and partition Z into a disjoint union of finite nonempty subsets A i for all i in some index set I in such a way that Lemma 5.1 applies and gives δ(D) = δ(f ).
Step 2. For each i ∈ Z with b i ≤ 3 we define f (x i ) := 1, insert i into I, and set A i := B i ; we have
Step 3. For each i ∈ Z with 4 ≤ b i ≤ 3k + 1 we insert i into I and define
Let A i be the union of these 1-blocks together with B i . Then
Delete j + h from I and redefine f (x j+h ) := 3k/(6k − 1) for h = 0, 1, . . . , b i − 4. We have
One sees that Z is the disjoint union of nonempty subsets A i with Then C ′ r has size 3k + b r − 2 and is the disjoint union of B i for all i ∈ D ∩ C ′ r . Let m ℓ be the number of blocks of size ℓ contained in C ′ r for 1 ≤ ℓ ≤ 3k + 1. Then
This implies m 3 + · · · + m 3k+1 ≤ k. To define a cluster C r we further distinguish two subcases. Case 2.1. Suppose m 1 + m 2 ≥ 1. Define a cluster C r := C ′ r which has size 3k + b r − 2 and satisfies
Corollary 5.5. Let s and t be two distinct elements of Z \ {0, 1} such that s | t. Then there exists an efficient dominating set for Γ(Z, {s, t}) if and only if t/s ≡ 2 (mod 3).
Proof. By the proof of Proposition 3.5, Γ(Z, {s, t}) is the disjoint union of subgraphs Γ 0 , . . . , Γ s−1 , which are all isomorphic to Γ(Z, {1, t/s}). First assume t/s ≡ 2 (mod 3). Then Γ(Z, {1, t/s}) has an efficient dominating set by the proof of Lemma 4.1 (i). Thus Γ(Z, {s, t}) has an efficient dominating set equal to the union of efficient dominating sets of Γ 0 , . . . , Γ s−1 . Now assume t/s ≡ 2 (mod 3). We have γ(Z, {s, t}) = γ(Z, {1, t/s}) > 1/3 by Proposition 3.5, Proposition 5.2, and Proposition 5.4. Thus Proposition 3.3 implies that there exists no efficient dominating set for Γ(Z, {s, t}).
Corollary 5.6. Let k be a positive integer. We have γ(Z 3k+2 , {±1}) = γ(Z 3k+2 , {1, 2}) = k + 1 and γ(Z 6k−1 , {1, 3k}) = 2k.
Proof. This follows from Theorem 1.5, Proposition 2.4, and the proof of Lemma 4.1.
Conclusion
The domination number of a circulant (di)graph Γ(Z n , S) with S ⊆ Z n has been examined in various cases. In this paper we initiate the study of the domination ratio γ(Z, S) of an integer distance (di)graph Γ(Z, S) with S ⊆ Z, which is a natural infinite extension of Γ(Z n , S). This is also related the integer tiling problem as mentioned in the end of Section 1. We show that the domination ratio γ(Z, S) can always be achieved by a periodic dominating set (Proposition 1.3), extending a similar result of Carraher, Galvin, Hartke, Radcliffe, and Stolee [1] on the independence ratio. We also provide some basic results on the domination ratio γ(Z, S) (Proposition 1.4). Our main result (Theorem 1.5) gives the exact value of γ(Z, S) when S consists of two distinct nonzero integers s and t with s | t. Our proof of this new result is different from the discharging method used in earlier work [1] on the independence ratio; in particular, we do not need the aforementioned periodicity. Our result implies the domination number of certain circulant graphs (Corollary 5.6), and also suggests that when n is large and s is close to n/2, the circulant graph Γ(Z n , {1, s}) should have its domination number close to the upper bound ⌈n/3⌉ given by Proposition 1.1 (ii). To further extend our result, one could investigate the domination ratio γ(Z, S) at least in the following cases.
• The set S consists of two nonzero integers s and t with s ∤ t.
• The set S consists of three nonzero integers 1, s, and t.
• The set S consists of four nonzero integers and satisfies S = −S, so that Γ(Z, S) can be viewed as a 2-regular undirected graph. Finally, we ask a question on Theorem 1.5. In our proof of this theorem, the construction of a dominating set to achieve the domination ratio γ(Z, {1, 3k + 1}) = (k + 1)/(3k + 2) (or γ(Z, {1, 3k}) = 2k/(6k − 1), resp.) and the argument to show that this ratio is minimum are the same as for γ(Z, {1, −3k}) = (k+1)/(3k+2) (or γ(Z, {1, −3k+1}) = 2k/(6k−1), resp.). We suspect that there is some more intuitive explanation for the equalities γ(Z, {1, 3k + 1}) = γ(Z, {1, −3k}) and γ(Z, {1, 3k}) = γ(Z, {1, −3k + 1}). The methods used to study integer tiling might be helpful for this question.
