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Introduction
Let, for a finite number of variables X1, . . ., Xn, A := R[X1, . . ., Xn] be a poly-
nomial ring in these variables over a commutative ring R. A polynomial f ∈ A
is called a coordinate if there exists an automorphism ϕ of A preserving all
elements of R, such that ϕ(X1) = f .
Understanding the structure of coordinates is still one of the major problems
in the theory of polynomial automorphisms. In case n = 2 and R is a field, a
lot has already been accomplished. In 1942, Jung proved in [Jun42] that if
the characteristic of this field is zero, every automorphism in two variables
is tame, i.e., it can be written as the composition of elementary and linear
automorphisms. Eleven years later, Van der Kulk generalized this result in
[Kul53] to fields of arbitrary characteristic. Since then, many other proofs of
this fact have been given.
But one doesn’t have a full grasp of the structure of coordinates until there
exists a method to recognize them. In the case of two variables over a field,
this has been done in [CK92] and [Ess93]. Such an algorithm which decides
whether a given polynomial is a coordinate is also given in this thesis, for the
more general situation where the coeffient ring is an arbitrary finitely generated
algebra over a field of characteristic zero.
Since all coordinates in two variables over a field are tame, studying co-
ordinates over arbitrary rings instead of fields is necessary if one desires to
understand all coordinates. The focus on 2-variable coordinates over arbitrary
commutative rings started in 1972 with the paper [Nag72] from Nagata, and
was continued by Drensky and Yu in [DY01] in case the coefficient ring is a
polynomial ring in one variable over a field.
A nice property of these coordinates is that many unusual (typically non-
tame) coordinates in more than two variables can be derived from them. We
mention Nagata’s example, Anick’s example, and various examples from [EH97]
and [CEGHM97] (which were used in these papers to give counterexamples
to several conjectures). All coordinates used in the mentioned examples come
from one of the two types which were investigated later by Edo and Vénéreau
in [EV01]. In that paper they considered coordinates of the form px+G(y) and
y+H(px+G(y)) in R[x, y]. If R is an arbitrary ring, many of these coordinates
are not tame. But in case R is a Unique Factorization Domain, it was shown in
[EV01] that all of the coordinates of this form are stably tame, i.e., they take
vii
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part in a tame automorphism in more than two variables.
It is not unusual that a problem is more easily solved when considered in a
higher dimension. In K-Theory the practice of ‘stabilization’ (viewing a problem
in a higher dimension) is a good illustration of this. For example, a matrix in
GLn(R) which is not a product of elementary ones may become such a product
when considered as an element of GLn+m(R) for some m ≥ 1. In the study of
polynomial maps, there are also effective stabilization techniques. This thesis
offers and explains many of them.
The usage of stabilization methods in the study of polynomial maps was
initiated by Bass, Connell and Wright in [BCW82] and by Yaghzev in [Yag80].
They showed that it suffices to prove the famous Jacobian Conjecture for poly-
nomial maps having degree ≤ 3. The first result concerning stable tameness
of polynomial automorphisms (the stabilization issue relevant in this thesis) is
due to Smith ([Smi89]). She showed that all exponential automorphisms de-
fined by a derivation of the form wD with (i) D locally nilpotent, (ii) D tame
conjugate to a triangular derivation and (iii) w ∈ Ker(D) (such as the Nagata
automorphism), are stably tame.
In this thesis we introduce a large class of polynomials in R[x, y], denoted
B(R), which in case R is a field contains all coordinates in R[x, y]. Using the
results of [Jun42] and [Kul53] mentioned earlier, these coordinates are all tame.
However, if R is an arbitrary commutative ring the coordinates of B(R) need
not be tame. Nevertheless, we shall prove that all the coordinates of B(R) are
stably tame ! This generalizes the result of [EV01]; their stably tame coordinates
described above come from B(R).
The main ingredients of the proof of the fact that all coordinates in B(R)
are stably tame, are also used in the proof of another stable tameness result,
which concerns coordinates in two variables of a more general form. One of
the most important results deals with the case that R is Noetherian Q-domain
with Krull dimension one : then it is proved that every 2-variable coordinate is
stably tame.
This thesis is mostly about stable tameness results, but we also pay attention
to methods concerning the recognition and construction of coordinates. For
instance, in addition to the algorithm mentioned earlier to recognize coordinates,
we also present a method to decide whether a given R-algebra is a polynomial
ring in two variables over R. This is a generalization of a theorem given by
Sathaye in [Sat83b].
Outline of this thesis and its results
Section 1.1 collects the knowledge and definitions from the field of commutative
algebra which are used in the remaining part of this thesis. The next section
gives an outline of our motivation to use a certain strategy to find new coordi-
nates. It includes some basic results concerning stable tameness.
In Chapter 2 the mentioned class B(R), defined for any commutative ring,
is introduced. We describe some basic properties and obtain (in case R is a
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Q-algebra) a characterization of the coordinates in B(R). Furthermore, for
some subclasses of B(R) (containing the polynomials investigated by Edo and
Vénéreau) we give an explicit description of the elements which are tame coor-
dinates.
The next chapter deals with tameness and stable tameness techniques for
automorphisms and coordinates in general. It is proved that for a Q-algebra
R, if a coordinate in 2 variables over R has the property that its leading coef-
ficient with respect to one of the variables is an invertible constant, then the
corresponding automorphism is (primitively) tame. Furthermore, some useful
results concerning (stable) tameness modulo various ideals are obtained. The
chapter ends with the proof of the stable tameness of a special type of coordi-
nates.
Chapter 4 continues with general stable tameness results, but now these
are subsequently applied to the coordinates in B(R); they are all proved to be
stable tame. After that, it is shown that for a special subclass of B(R), even the
automorphisms involved are stably tame. Last but certainly not least, we derive
a method to prove for various coefficient rings, that all coordinates in 2 variables
over such a ring are stably tame. This is done by starting with zerodimensional
rings and subsequently increasing the ‘complexity’ of the ring.
In Chapter 5 we focus on recognition issues. First, we give a comprehensive
algorithm to recognize coordinates in two variables over R, where R is assumed
to be a finitely generated algebra over a computable field of characteristic zero.
Furthermore, in case a given polynomial is indeed a coordinate, we give an
algorithm to find a mate for this polynomial, i.e., a new polynomial which
forms an automorphism together with the given polynomial.
Next, we present a method to decide whether a given R-algebra (R being
a Noetherian Q-domain) is in fact a two-variable polynomial ring over R. The
idea is that, assuming that the ring R contains an element t which generates a
maximal ideal, it suffices to consider the same problem by successively localizing
in t and calculating modulo t. As an application of the method, we thoroughly
investigate an example which is in fact determined by only one intriguing poly-
nomial. To end this chapter, we take a look at the case of the multivariate
polynomial ring.
The final chapter consists of two sections devoted to a few techniques to
contruct new coordinates. The first one describes a way to build a coordinate
out of a given embedding in n-space. We further give a method to decide
whether a polynomial is a coordinate of such a form.
The second one presents a few tricks to find out if a given row is extendible
to an invertible square matrix. These results are used to describe a few con-
structions of new coordinates out of given ones.
Conventions
From now on, if we use the letters n and m, we assume that they are positive
natural numbers, unless otherwise specified. If a symbol A denotes a sequence
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of finitely many (say, n) elements, then for i = 1, . . ., n, we mean by Ai the ith
constituent of A. Furthermore, (A1, . . ., Âi, . . ., An) is defined as the (n−1)-tuple
(A1, . . ., Ai−1, Ai+1, . . ., An).
When a definition is given of a term, then this term is presented in boldface.
Inleiding
Titel: Veeltermcoördinaten en hun gedrag
in hogere dimensies
Laat, voor eindig veel variabelen X1, . . ., Xn, A := R[X1, . . ., Xn] een veel-
termring zijn in deze variabelen over een commutatieve ring R. Een veelterm
f ∈ A is een coördinaat als er een automorfisme ϕ van A bestaat dat alle
elementen van R invariant laat, met de eigenschap dat ϕ(X1) = f .
Het doorgronden van de structuur van coördinaten is nog steeds een van
de grootste problemen op het gebied van de inverteerbare veeltermafbeeldingen.
Voor het geval dat n = 2 en R een lichaam is, is er al veel bereikt. In 1942 bewees
Jung in [Jun42] dat als men aanneemt dat de karakteristiek van dit lichaam nul
is, elk automorfisme in twee variabelen tam is, m.a.w, dat het geschreven kan
worden als de samenstelling van elementaire en lineaire automorfismen. Elf jaar
later generaliseerde Van der Kulk dit resultaat in [Kul53] naar lichamen van
willekeurige karakteristiek. Sindsdien zijn er al vele andere bewijzen van dit feit
opgeschreven.
Maar men kan pas echt vat krijgen op de structuur van coördinaten als er een
manier bestaat om ze te herkennen. Zo’n methode is al ontwikkeld in [CK92] en
[Ess93] voor het geval van twee variabelen over een lichaam. In dit proefschrift
wordt ook zo’n algoritme uiteengezet dat voor iedere veelterm aangeeft of het
een coördinaat is of niet. Dit algoritme is echter toepasbaar over een willekeurige
eindig voortgebrachte algebra over een lichaam van karakteristiek nul.
Aangezien alle coördinaten in twee variabelen over een lichaam tam zijn, en
we eigenlijk graag alle coördinaten willen begrijpen (dus ook de niet-tamme),
zijn we welhaast gedwongen om ook coördinaten over andere ringen te bekijken
in plaats van ons te beperken tot die over een lichaam.
Coördinaten in twee variabelen over willekeurige commutatieve ringen wer-
den pas voor het eerst aandachtig bekeken in het artikel [Nag72] van Nagata
uit 1972. Het speciale geval dat deze commutatieve ring een veeltermring in
1 variabele over een lichaam is, werd verder uitgediept door Drensky en Yu in
[DY01].
Een interessant aspect aan deze coördinaten is dat vele ‘vreemde’ (veelal niet-
tamme) coördinaten in méér dan twee variabelen hieruit ontstaan. "Nagata’s
xi
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example" en "Anick’s example" zijn hier goede voorbeelden van, evenals ver-
schillende concrete voorbeelden die genoemd worden in [EH97] en [CEGHM97].
Deze laatsten werden in de betreffende artikelen gebruikt om tegenvoorbeelden
te geven tegen bestaande vermoedens. Alle coördinaten die gebruikt werden in
deze voorbeelden zijn afkomstig van een van de twee types die later onderzocht
zijn door Edo en Vénéreau in [EV01]. In dat artikel werden coördinaten van
de vorm px + G(y) en y +H(px + G(y)) in R[x, y] beschouwd. Als R zomaar
een ring is, zijn deze coördinaten zelden tam. Maar als we aannemen dat R
een ontbindingsring is, zijn volgens [EV01] alle coördinaten van deze vorm wel
stabiel tam, wat wil zeggen dat ze deel uitmaken van een tam automorfisme in
méér dan twee variabelen.
Het is al vaker voorgekomen dat een bepaald probleem gemakkelijker op te
lossen is wanneer het bekeken wordt in een hogere dimensie. De ‘stabilisatie’-
methode in de K-Theorie (waar een probleem in een hogere dimensie bekeken
wordt) is hier een goed voorbeeld van. Dit uit zich in het feit dat een matrix
in GLn(R) die niet te schrijven is als een product van elementaire matrices,
die eigenschap ineens wel heeft als deze matrix gezien wordt als element van
GLn+m(R) voor een zekere m ≥ 1. Bij de bestudering van veeltermafbeeldingen
worden ook vaak effectieve stabilisatietechnieken toegepast. Veel daarvan komen
naar voren in dit proefschrift.
Stabilisatiemethoden werden in de veeltermafbeeldingen voor het eerst toe-
gepast door Bass, Connell en Wright in [BCW82] en door Yaghzev in [Yag80].
Zij lieten zien dat men, om het Jacobi Vermoeden te bewijzen, kan volstaan
met de bestudering van veeltermafbeeldingen van graad ≤ 3. Het eerste re-
sultaat wat betreft stabiele tamheid van inverteerbare veeltermafbeeldingen (de
stabilisatiekwestie in dit proefschrift) is afkomstig van Smith. Zij toonde aan
in [Smi89], dat exponentiële automorfismen stabiel tam zijn, mits aangenomen
wordt dat ze afkomstig zijn van een derivatie van de vorm wD, waar D een
locaal nilpotente derivatie is die op een tamme manier geconjugeerd is met een
driehoeksderivatie, en met de eigenschap dat w ∈ Ker(D). Een welbekend voor-
beeld hiervan is het Nagata automorfisme.
In dit proefschrift introduceren we een grote klasse van veeltermen in R[x, y],
die we noteren als B(R), en die alle coördinaten uit R[x, y] bevat wanneer R
een lichaam is. Uit de eerder genoemde resultaten van [Jun42] en [Kul53] mo-
gen we concluderen dat deze coördinaten allemaal tam zijn. Als R echter een
willekeurige commutatieve ring is, hoeven niet alle coördinaten in B(R) tam
te zijn. Desalniettemin gaan we aantonen dat al deze coördinaten stabiel tam
zijn! Dit is een veralgemenisering van wat Edo en Vénéreau hebben laten zien
in [EV01]; de stabiel tamme coördinaten die zij daarin beschrijven komen terug
in de klasse B(R).
De belangrijkste deelresultaten die gebruikt worden in het bewijs dat alle
coördinaten in B(R) stabiel tam zijn, worden ook ingezet in het bewijs van
een ander resultaat inzake stabiele tamheid. Dit betreft coördinaten in twee
variabelen van een algemenere vorm. Eén van de belangrijkste conclusies die
we hier mogen trekken is dat over een Noethers Q-domein met dimensie 1, elke
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coördinaat in twee variabelen stabiel tam is.
Dit proefschrift behandelt hoofdzakelijk stabiele-tamheidsresultaten, maar
we besteden ook aandacht aan methoden die te maken hebben met het herken-
nen en tevens ‘fabriceren’ van coördinaten. We bekijken bijv. naast het al
eerder genoemde algoritme om coördinaten te herkennen, ook een methode om
te beslissen of een gegeven R-algebra een veeltermring in twee variabelen over
R is. Dit is een generalisatie van een stelling van Sathaye uit [Sat83b].
Overzicht en belangrijkste resultaten
Het eerste gedeelte van Hoofdstuk 1 geeft een uitgebreid overzicht van de defini-
ties en resultaten uit het vakgebied van de commutatieve algebra die verderop
gebruikt worden. Vervolgens zullen we, door eenvoudig te beginnen, zo duidelijk
mogelijk uitleggen waar onze strategie die we gebruiken om nieuwe coördinaten
te vinden, vandaan komt. Op deze manier verkrijgen we meteen al enkele ba-
sisresultaten die te maken hebben met stabiele tamheid.
De klasse B(R) waar we het al eerder over gehad hebben, wordt geïntro-
duceerd in Hoofdstuk 2, voor een willekeurige commutatieve ring R. We be-
handelen enkele fundamentele eigenschappen en geven een karakterisatie van
de coördinaten in B(R), voor het geval dat R een Q-algebra is. Verder geven
we voor zekere deelklassen van B(R) (waarvan ook de door Edo en Vénéreau
bestudeerde veeltermen deel uitmaken) een expliciete beschrijving van de tamme
coördinaten die er in zitten.
Het volgende hoofdstuk geeft een overzicht van (stabiele-)tamheidstechnieken
voor automorfismen en coördinaten in het algemeen. Daar wordt o.a. het vol-
gende bewezen: als een coördinaat in 2 variabelen over een Q-algebra de eigen-
schap heeft dat de topcoëfficiënt met betrekking tot één van de variabelen een
inverteerbaar element is, dan is het automorfisme waar het deel van uitmaakt
(primitief) tam. Vervolgens behandelen we enkele nuttige resultaten die be-
trekking hebben op (stabiele) tamheid modulo een gegeven ideaal.
In Hoofdstuk 4 gaan we verder met stabiele-tamheidsresultaten, maar deze
worden direct toegepast op de coördinaten in B(R); we laten zien dat al deze
coördinaten stabiel tam zijn. Daarna kijken we naar de bijbehorende automor-
fismen, die voor een speciale deelklasse van B(R) stabiel tamme automorfismen
blijken te zijn. Om het onderwerp af te sluiten leiden we zelfs een methode af
om voor allerlei coëfficiëntringen te bewijzen dat alle coördinaten in 2 variabe-
len over zo’n ring stabiel tam zijn. Dit doen we eerst voor een nuldimensionale
ring, waarna we de ring steeds ‘ingewikkelder’ maken.
Hoofdstuk 5 gaat over het herkennen van objecten waarmee we in dit proef-
schrift vaak werken. We beginnen met een uitgebreid algoritme voor het herken-
nen van coördinaten in twee variabelen over een berekenbaar lichaam van karak-
teristiek nul. Als een gegeven veelterm ook daadwerkelijk een coördinaat is, kan
het daaropvolgende algoritme een maat voor deze veelterm vinden, d.w.z. een
andere veelterm die tezamen met de eerste een inverteerbare veeltermafbeelding
vormt.
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Aansluitend geven we een methode om te bepalen of een gegeven R-algebra
een veeltermring in twee variabelen is. Hierbij nemen we voor R een Noethers
Q-domein waarvan we aannemen dat het een element t bevat dat een maxi-
maal ideaal voortbrengt. De methode zegt in feite dat we kunnen volstaan
met het bekijken van hetzelfde probleem, maar dan met de ring R vervangen
door achtereenvolgens Rt en R/Rt. We passen deze methode meteen toe op een
voorbeeld van een algebra die in feite de restklassenring is van één bekende veel-
term. Tenslotte zeggen we nog iets over de herkenbaarheid van een veeltermring
in meerdere veranderlijken.
Het afsluitende hoofdstuk bestaat uit twee gedeeltes die zich allebei richten
op technieken om nieuwe coördinaten te construeren. Het eerste beschrijft een
methode die gebruikmaakt van een gegeven inbedding van een lijn in de n-
dimensionale ruimte. Vervolgens beschrijven we hoe men kan nagaan of een
veelterm een coördinaat is van de zojuist bedachte vorm.
In het tweede deel behandelen we een paar handigheidjes om te bepalen of
een gegeven rijtje elementen van een commutatieve ring kan voorkomen als rij
in een inverteerbare matrix. Met deze resultaten bedenken we vervolgens enkele
methoden om nieuwe coördinaten te fabriceren met behulp van coördinaten die
al gegeven zijn.
Notaties
Overal waar, vanaf dit punt, de letters n en m voorkomen, stellen ze positieve
natuurlijke getallen voor, tenzij anders vermeld. Als een symbool A een eindig
rijtje van n elementen voorstelt, en i een getal uit {1, . . ., n}, dan bedoelen we
met Ai de i-de component van A. Verder bedoelen we in deze context met
(A1, . . ., Âi, . . ., An) het rijtje dat ontstaat uit A door de i-de component weg te
laten.
Op de plek waar een gebruikte term in dit proefschrift gedefinieerd wordt,
wordt deze term vetgedrukt weergegeven.
Chapter 1
Preliminaries
We start this thesis by giving an overview of the theory and terminology from
commutative algebra which we will use in the remaining part. Section 1.2 gives a
survey of the development of a certain technique we use to find new coordinates.
It includes some basic results concerning stable tameness.
1.1 Basics of the theory of polynomial maps
1.1.1 (Polynomial) algebra
We assume that the reader is familiar with the terms ‘ring’, ‘ideal’, ‘module’ and
some other elementary terms used in algebra. Throughout this thesis, any ring
is supposed to be commutative and to contain an identity element. If a1, . . ., an
are elements of a ring R, then the ideal of R generated by these elements is
denoted by Ra1 + · · · + Ran, or just (a1, . . ., an). If n = 1, we will call such
an ideal a principal ideal. A Noetherian ring is a ring in which every ideal
is finitely generated. As is well-known, this is equivalent to the statement that
every ascending chain a1 ⊆ a2 ⊆ · · · of ideals of R is stationary, i.e., there is an
n ∈ N∗ such that an = an+1 = · · · .
Lemma 1.1.1 gives a special criterion to decide if an ideal generated by two
elements is a principal ideal.
Lemma 1.1.1. Let a, b ∈ R such that there exist c, d ∈ R with (c, d) = (1),
satisfying ac = bd. Then (a, b) is a principal ideal. More precisely, (a, b) = (e)
for some e ∈ R with a = ed and b = ec.
Proof. Let p, q ∈ R with pc + qd = 1. Then a = (pc + qd)a = pbd + qda =
(pb + qa)d and b = (pc + qd)b = pcb + qac = (pb + qa)c, whence (a, b) =
(pb+ qa)(d, c) = (pb+ qa). Thus, we can take e := pb+ qa.
We now give two special lemmas concerning ideals in general. They are easily
formulated and proved, but will be a useful tool on various occasions throughout
1
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this thesis. Some additional remarks before we begin with Lemma 1.1.2 and
Lemma 1.1.3 : in general, the sum and product of two ideals a and b are defined
as {
a + b := {a+ b | a ∈ a, b ∈ b}
ab := {
∑n
i=1 aibi |n ∈ N
∗, ai ∈ a, bi ∈ b}.
Furthermore, two ideals a and b are called comaximal if a + b = (1).
Lemma 1.1.2. Let a, b and c be ideals in a ring R. Suppose bc ⊆ a and
a + b = R. Then we even have c ⊆ a.
In particular, for all a, b, c ∈ R: if a | bc and Ra+Rb = R, then a | c.
Proof. Let a ∈ a and b ∈ b such that a + b = 1. Now let c ∈ c. Then since
bc ∈ bc ⊆ a, it follows that c = (a+ b)c = ac+ bc ∈ a. As a result, c ⊆ a.
The second statement is the special case that a, b and c are principal ideals.
Lemma 1.1.3. Let a, b and c be ideals in a ring R. Then the following two
statements are equivalent:
1. a + bc = R
2. a + b = R and a + c = R.
Proof. 1.⇒ 2. is an immediate consequence of the inclusions a+ bc ⊆ a+ b and
a + bc ⊆ a + c. In order to derive the other implication, we remark that there
exist a1, a2 ∈ a, b ∈ b and c ∈ c such that a1 + b = a2 + c = 1. This implies that
1 = (a1 + b)(a2 + c) = (a1a2 + a1c+ ba2) + bc ∈ a + bc.
Spec(R) denotes the collection of prime ideals of R, Max(R) the collection of
maximal ideals (whereas by max(I) (resp. min(I)) we mean the maximal (resp.
minimal) element of a given set I, if it exists). A local ring is a ring having just
one maximal ideal. If p is a prime ideal, then ht(p), the height of p, is the largest
n ∈ N for which there exist p0, . . . , pn ∈ Spec(R) such that p0 & p1 & · · · & pn
and pn = p. Moreover, the (Krull) dimension of R is defined as dim(R) :=
sup{ht(p) | p ∈ Spec(R)}.
R∗ is by definition the collection of all invertible elements of R, and if a is an
ideal of R, then rad(a) will be the radical of a, i.e., the collection of all elements
of R which are nilpotent modulo a. In particular, we set η = η(R) := rad(0),
the nilradical of R. It is well-known to be equal to ∩{p | p ∈ Spec(R)}. The
ring R is called reduced if η(R) = (0). If R is a Noetherian ring, then it is
easy to show that there exists an n ∈ N∗ such that η(R)n = (0). An ideal q is a
primary ideal if the following holds: for all x, y ∈ R: if xy ∈ q, then x ∈ q or
y ∈ rad(q). It is easily seen, that in this situation, rad(q) is a prime ideal, the
prime ideal associated to q.
An a ∈ R, a 6= 0, is called a zerodivisor if there exists a b ∈ R, b 6= 0,
satisfying ab = 0. A ring that doesn’t contain any two elements with this
property, is called a domain. A domain R is said to have characteristic
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zero if the natural homomorphism Z → R is injective. A field is a domain in
which every nonzero element is invertible. The smallest field containing a given
domain R is the quotient field belonging to this domain, denoted by Q(R).
A Principal Ideal Domain (PID) is a domain which is not a field, in which
every ideal is principal.
An element p ∈ R is called prime if the ideal (p) is a prime ideal. In this
case, p is said to be a prime divisor of a ∈ R if p | a. Furthermore, a ∈ R
is irreducible if the following holds: for all b, c ∈ R: if a = bc, then b ∈ R∗
or c ∈ R∗. Irreducible elements p, q ∈ R are associated if they generate the
same ideal. If R is a domain, it is easily verified that every prime element is
irreducible.
A Unique Factorization Domain (UFD) is a domain in which every
nonzero, noninvertible element a can be written as a = a0p
e1
1 · · · p
en
n , where
a0 ∈ R
∗, e1, . . ., en ∈ N∗ and p1, . . ., pn are non-associated irreducible elements,
and such that n and e1, . . ., en are unique, and p1, . . ., pn are unique up to
an invertible constant. One readily verifies, that in a UFD, every irreducible
element is prime. Furthermore, every p ∈ Spec(R) with ht(p) = 1 is a principal
ideal.
A Noetherian domain R is called a Dedekind domain if dim(R) = 1 and
every primary ideal is equal to a power of a prime ideal. These conditions
imply, according to Corollary 9.4 in [AM69], that every nonzero ideal has a
factorization as a product of prime ideals, which is unique up to the order of
these ideals.
The following theorem gives a clear relation between three of the special
types of rings already defined in this section.
Proposition 1.1.4. Let R be a domain which is not a field. Then R is a PID
if and only if R is a UFD and R is a Dedekind domain.
Proof. i) First, let R be a PID. Then in particular, R is a Noetherian ring.
Furthermore, let p ∈ Spec(R), p 6= 0 (which exists since dim(R) 6= 0 : R is not
a field). Then p = (a) for some a ∈ R\{0}. Since p a prime ideal, a is prime,
and thus irreducible, because R is a domain. Now suppose q ∈ Spec(R) with
p ⊆ q, say q = (b) with b ∈ R\{0}. Then a ∈ (b), say a = bc with c ∈ R. a is
irreducible, whence b ∈ R∗ or c ∈ R∗. The former is not possible since q is a
prime ideal. Thus, c ∈ R∗ and p = (a) = (b) = q. As a result, dim(R) = 1.
Now suppose a ∈ R\{0} is not a finite product of irreducible elements. Then
a cannot be irreducible itself, so a = b1c1 with b1, c1 ∈ R\R∗. Then at least one
of b1 and c1 isn’t a finite product of irreducible elements either, say b1 = b2c2
with b2, c2 ∈ R\R∗. Then, again at least one of b2 and c2 isn’t a finite product of
irreducible elements. This way we obtain a chain of ideals (a)&(b1)&(b2)& · · · ,
which is a contradiction since R is a Noetherian ring.
Therefore, each a ∈ R\{0} is a finite product of irreducible elements. More-
over, each irreducible element is prime. For let a ∈ R be irreducible and suppose
a | bc with b, c ∈ R. Since R is a PID, (a, b) = (d) for some d ∈ R. In par-
ticular, a = de for some e ∈ R. If d ∈ R∗, then (a, b) = (1), which implies by
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Lemma 1.1.2, that a | c. On the other hand, if d /∈ R∗, it follows from a = de
and the fact that a is irreducible, that e ∈ R∗. Thus, (a) = (d) and since b ∈ (d),
we deduce that a | b. Consequently, a is prime.
Now suppose a = a0p
e1
1 · · · p
en
n and a = a
′
0p
′
1
e′1 · · · p′n
e′n are two products as
in the definition of ‘UFD’. Since we now know that p1 is prime, we deduce that
p1 | p
′
i for some i. Thus, (p
′
i) ⊆ (p1) and because dim(R) = 1, it follows that
(p1) = (p
′
i). Continuing this way, we get, after rearranging the p
′
i if necessary,
that (pi) = (p′i) and ei = e
′
i ∀ i. So we may already conclude that R is a UFD.
Let a primary ideal q be given. Fix a generator for this ideal and write it as
a0p
e1
1 · · · p
en
n , as in the definition of ‘UFD’.
Suppose n ≥ 2. There exists an M ∈ N∗ such that a0p
e1
1 · · · p
en
n | p
M
1 · · · p
M
n .
But then a0p
e1
1 · · · p
en
n | (p1 · · · pn−1)
M (pMn ), and since q is a primary ideal,
we must have a0p
e1
1 · · · p
en
n | (p1 · · · pn−1)
M or a0p
e1
1 · · · p
en
n | (p
M
n )
N for some
N ∈ N∗. The first possibility gives (since pn is prime) pn | pi for some i < n,
so (pi) ⊆ (pn) and because dim(R) = 1, it follows that (pi) = (pn), which is a
contradiction since pi and pn are non-associated. The second possibility gives
p1 | pn, which is a contradiction for the same reason.
Thus, n = 1 and q = (pe11 ) = (p1)
e1 , a power of a prime ideal. By definition,
R is a Dedekind domain.
ii) Now we assume that R is a UFD and a Dedekind domain. Let a be an ideal
of R. If a = (0) or a = R, then it is certainly a principal ideal, so assume
that a 6= (0) and a 6= R. Then since R is a Dedekind domain, there exist
(nonzero) prime ideals p1, . . ., pn and e1, . . ., en ∈ N∗ such that a = p
e1
1 · · · p
en
n .
Since dim(R) = 1, ht(pi) = 1 ∀ i, so the fact that R is a UFD implies that pi is
principal for all i. But then a is also principal.
Let K be a field. Then a discrete valuation on K will be a surjective map
v : K\{0} → Z satisfying v(xy) = v(x) + v(y) and v(x + y) ≥ min(v(x), v(y))
for all x, y ∈ K\{0} for which this is defined. A domain R is called a Dis-
crete Valuation Ring (DVR) if its quotient field has a discrete valuation v
such that R = {x ∈ K\{0} | v(x) ≥ 0} ∪ {0}. Then R is a Noetherian local
ring of dimension 1, with maximal ideal m := {x ∈ K\{0} | v(x) ≥ 1} ∪ {0}.
Furthermore, m is principal, and every ideal in R is equal to some power of m.
Let S ⊆ R\{0} be a subset. Then S is called a multiplicatively closed
subset of R if 1 ∈ S and also xy ∈ S for all x, y ∈ S. The resulting ring of
fractions { rs | r ∈ R, s ∈ S} is denoted by S
−1R. For any t ∈ R, we define
Rt := S
−1R, where S := {1, t, t2, . . .}. Furthermore, for any p ∈ Spec(R), we
define Rp := (R\p)−1R. In this case, Rp is a local ring with maximal ideal pRp,
and the corresponding residue field Rp/pRp is denoted by kp.
If R is a Dedekind domain and p 6= (0) a prime ideal of R, then Rp is a
DVR, according to Theorem 9.3 in [AM69]. We may conclude from this, that a
ring R is a DVR if and only if R is a PID and R is a local ring.
Obviously, for any domain R, R = ∩{Rm |m ∈ Max(R)}. It is an easy
exercise to show that even R = ∩{Rp | p ∈ Spec(R),ht(p) = 1} in case R is a
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UFD (using the property of a UFD, that every p ∈ Spec(R) with ht(p) = 1 is a
principal ideal).
For the remainder of this subsection, we devote our attention to a special type
of commutative ring, the polynomial ring. Given any ring R and finitely many
variables, say X1, . . ., Xn, we write R[X1, . . ., Xn] for the polynomial ring in
these variables, with coefficients in R. Often, we will use the shorter notation
R[X], or even R[n]. Also, for any α ∈ Nn, the expression ‘Xα’ stands for the
monomial Xα11 · · ·X
αn
n . We also use the similar notations, where ‘X’ is replaced
by any other capital letter. Small letters however, used in this context, always
represent just one variable. For example, R[y] = R[1] and R[y, z] = R[2], while
R[Y,Z] = R[Y1, . . ., Yn, Z1, . . ., Zm] = R
[n+m] for some n,m ∈ N∗.
The degree of a polynomial f ∈ R[X], deg(f), will be the highest degree of
all monomials appearing in f , where the degree of the monomial Xα (α ∈ Nn)
is defined as α1+ · · ·+αn. If n = 1, there is a unique monomial X
α1
1 appearing
in f such that deg(f) = α1. We will refer to the coefficient of this monomial
as the leading coefficient of f . We will call f homogeneous if the degree of
each monomial appearing in f is equal to deg(f). For every f ∈ R[X], there is a
unique representation f = fd+ · · ·+f0, where d := deg(f) and each fi ∈ R[X] is
homogeneous of degree i. Here fi is called the homogeneous component of f
of degree i. A polynomial f of degree at most 1, say f = a1X1+ · · ·+ anXn+ b
with a1, . . ., an, b ∈ R, is called affine if (a1, . . ., an) 6= (0, . . ., 0). It is linear if
it is affine and b = 0.
If a ⊆ R is an ideal, then a[X], the collection of all polynomials in R[X] with
coefficients in a, is an ideal in R[X]. In this situation, where we write R := R/a,
we have R[X]/a[X] ∼= R[X]. Furthermore, the image of any F ∈ R[X] under
the natural homomorphism R[X]→ R[X] will be denoted by F .
The next theorem is a well-known result in the theory of polynomial rings
in one variable (see [AM75]).
Theorem 1.1.5 (Abhyankar, Moh). Let K be a field of characteristic zero
and f, g ∈ K[t] = K [1] such that K[f(t), g(t)] = K[t]. Then deg(f) | deg(g) or
deg(g) | deg(f).
We immediately deduce:
Corollary 1.1.6. Let R be a domain of characteristic zero and f, g ∈ R[t] =
R[1] such that ct ∈ R[f(t), g(t)] for some c ∈ R\{0}. Then deg(f) | deg(g) or
deg(g) | deg(f).
A ring A is called an R-algebra if it can be equipped with an R-module struc-
ture induced by a ringhomomorphism R→ A. In case we have a ring of a special
type but which is also an algebra, to shorten notations we often omit the word
‘algebra’ when referring to that ring. For example, by a Noetherian R-domain
we mean an R-algebra which is a domain and also a Noetherian ring.
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The following well-known theorem (which may be found in many an intro-
ductory course in commutative algebra) has a consequence which we will use
several times in this thesis.
Theorem 1.1.7 (Hilbert’s Basis Theorem, general version). If R is a
Noetherian ring, then so is R[x].
Corollary 1.1.8. If R is a Noetherian ring and A is a finitely generated R-
algebra, then A is a Noetherian ring as well.
Proof. A ∼= R[X]/I for some ideal I of a polynomial ring R[X]. Applying
Theorem 1.1.7 multiple times, we conclude that R[X] is a Noetherian ring. But
then it is easily seen, that R[X]/I is also Noetherian.
1.1.2 Polynomial maps
Let R be a commutative ring and F := (F1, . . ., Fn) ∈ R[X]n. Then F is called
a polynomial map, since the polynomials F1, . . ., Fn induce a map Rn → Rn
given by substitutions:
(x1, . . ., xn) 7→ (F1(x1, . . ., xn), . . ., Fn(x1, . . ., xn)) ∀ (x1, . . ., xn) ∈ R
n. (1.1)
The total degree of a polynomial map F , tdeg(F ), is the sum of the degrees
of its components: tdeg(F ) := deg(F1) + · · · + deg(Fn). The composition
F ◦ G of two polynomial maps F and G is defined as the polynomial map
(F1(G1, . . ., Gn), . . ., Fn(G1, . . ., Gn)) ∈ R[X]
n. The map Rn → Rn induced by
this new polynomial map is indeed the composition of the maps induced by F
and G. Note, that the composition of two polynomial maps is an associative
binary operation, and that X = (X1, . . ., Xn) acts as the identity element.
We say that a polynomial map F is invertible over R, or that F is a
(polynomial) automorphism, or that F1, . . ., Fn is a coordinate system of
R[X], if R[X] = R[F1, . . ., Fn]. In other words, if there exist G1, . . ., Gn ∈ R[X]
such that Xi = Gi(F1, . . ., Fn) for i = 1, . . ., n. And this is the same as saying
that G ◦ F = X. It can be shown (see for example [Ess00b], Proposition 1.1.6),
that in this case also X = F ◦G. Therefore, we will from now on refer to G as
the (polynomial) inverse of F . Note that G is unique in this respect, for if
G′ ∈ R[X] also satisfies G′ ◦ F = X, then G′ = G′ ◦ F ◦G = G. Moreover, if F
is invertible over R, then F1, . . ., Fn are algebraically independent over R; for if
h(X) ∈ R[X] satisfies h(F ) = 0, then also h(X) = h(F (G)) = 0. The collection
of all automorphisms of R[X] will be denoted by AutRR[X]. Finally, if F is
an automorphism of R[X], then each component Fi is called a coordinate in
R[X], or an R-coordinate.
If F1, . . ., Fn−1 ∈ R[X] are such that there exists an Fn ∈ R[X] satisfying
(F1, . . ., Fn−1, Fn) ∈ AutRR[X], then the (n − 1)-tuple (F1, . . ., Fn−1) is said
to be extendible (to an automorphism). In case n = 2, if f ∈ R[x, y] is a
coordinate, then any g ∈ R[x, y] such that (f, g) ∈ AutRR[x, y] is called a mate
for f .
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It is well-known that if F is an invertible polynomial map over R, then
det JF is a unit in R[X], where JF denotes the Jacobian matrix ( ∂Fi∂Xj )1≤i,j≤n.
The famous Jacobian Conjecture asserts that the converse also holds, i.e.,
Jacobian Conjecture: Let R be a commutative Q-algebra and
suppose we have an F = (F1, . . ., Fn) ∈ R[X]n such that det JF is a
unit in R[X]. Then F is an invertible polynomial map over R.
The following special case of the Jacobian Conjecture is very useful and can be
found as Lemma 1.1.8 in [Ess00b].
Lemma 1.1.9. Let R ⊆ S be commutative rings and F ∈ R[X]n such that
det JF (0) ∈ R∗. If F is invertible over S, then F is invertible over R.
There are also other methods to check invertibility by viewing automorphisms
over other rings. Lemma 1.1.10 is a good example of this. It is also from [Ess00b]
(where it is known as Lemma 1.1.9).
Lemma 1.1.10. Let F ∈ R[X]n and R := R/η. Then F ∈ AutRR[X] if and
only if F ∈ AutRR[X]. As a result, f ∈ R[X] is a coordinate over R iff f is a
coordinate over R.
A polynomial automorphism over R is called affine if every component has
degree one. The subgroup of AutRR[X] of all affine automorphisms over R is
denoted by Aff(R,n).
F ∈ AutRR[X] is called elementary if F = (X1, . . ., aXi + b(Xˆi), . . ., Xn)
for some i ∈ {1, . . ., n}, a ∈ R∗ and b ∈ R[n−1]. In the special case a = 1 it is
called primitively elementary. The subgroup of AutRR[X] generated by all
elementary automorphisms is denoted by E(R,n), the subgroup of primitively
elementary ones by PE(R,n).
Tame automorphisms are the elements of the subgroup of AutRR[X] gener-
ated by all affine and elementary automorphisms, the group T(R,n). It is easily
seen, that this subgroup is also generated by the affine and primitively elemen-
tary automorphisms. Note that det JF ∈ R∗ if F is a tame automorphism. A
coordinate f ∈ R[X] is called a tame coordinate if it is one of the components
of a tame automorphism of R[X]. And two polynomials f, g ∈ R[X] are said to
be tame equivalent if there exists a ϕ ∈ T(R,n) such that ϕ(f) = g.
Finally, we will call an automorphism of R[X] triangular if it is of the
form (a1X1 + b1, . . ., anXn + bn) with a1, . . ., an ∈ R∗, bi ∈ R[Xi+1, . . ., Xn]
for i = 1, . . ., n − 1 and bn ∈ R. It is easily seen that the group of all tame
automorphisms is also generated by all affine and triangular ones. We will
denote the group of triangular automorphisms of R[X] by Tri(R,n).
In the case of 1 variable, E(R, 1) = Aff(R, 1) = {ax + b | a ∈ R∗, b ∈ R},
which implies that all tame automorphisms in 1 variable are affine.
Now we focus on the 2-variable case. Let F = (F1, F2) ∈ T(R, 2). Using the
above, it is easy to see that there exist l ∈ N, τ0, . . ., τl−1 ∈ Tri(R, 2)\Aff(R, 2),
λ1, . . ., λl−1 ∈ Aff(R, 2)\Tri(R, 2) and λ0, λl ∈ (Aff(R, 2)\Tri(R, 2))∪{idR[x,y]},
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such that λlτl−1λl−1 · · · τ0λ0 = F . We can even say the following about the
structure of F . The main idea of the proof of Proposition 1.1.11 was also used
in the proof of Lemma 5.1.2 in [Ess00b].
Proposition 1.1.11. Let R be a domain and suppose F = (F1, F2) ∈ T(R, 2).
Further, assume that F /∈ Aff(R, 2). Let H1 and H2 be the homogeneous com-
ponents of highest degree of F1 resp. F2. Then there exists a linear coordinate
L in R[x, y] such that H1 = α1Lm1 and H2 = α2Lm2 with α1, α2 ∈ R\{0} and
m1,m2 ∈ N∗ satisfying one of the following:
• m2 | m1,m2 6= m1 and α
m1
m2
2 | α1
• m1 | m2,m1 6= m2 and α
m2
m1
1 | α2
• m1 = m2 and there exist β1, β2 ∈ R with Rβ1 + Rβ2 = R, such that
α1β1 = α2β2.
Proof. Write F = λlτl−1λl−1 · · · τ0λ0 as above, say, τi = (pix + qi(y), riy + si)
with si ∈ R, pi, ri ∈ R∗ and qi(y) ∈ R[y] (for i = 0, . . ., l − 1), and λj =
(ajx + bjy + cj , djx + ejy + fj) ∈ R[x, y]
2, with ajej − bjdj ∈ R∗ (for j =
0, . . ., l). Since τi /∈ Aff(R, 2) and λj /∈ Tri(R, 2), we have deg(qi(y)) ≥ 2
and dj 6= 0 (i = 0, . . ., l − 1, j = 1, . . ., l − 1). First, we claim that for i =
0, . . ., l − 1, the homogeneous components of highest degree of τiλi · · · τ0λ0(x)
and τiλi · · · τ0λ0(y) are equal to α1(d0x + e0y)m1 resp. α2(d0x + e0y)m2 , with
α1, α2 ∈ R\{0} and m1,m2 ∈ N∗ satisfying m2 | m1,m2 6= m1 and α
m1/m2
2 | α1.
The proof uses induction on i.
Well, τ0λ0 = (p0(a0x+b0y+c0)+q0(d0x+e0y+f0), r0(d0x+e0y+f0)+s0),
and since n := deg(q0(y)) ≥ 2 and d0x + e0y is a linear coordinate, it follows
that the homogeneous components of highest degree of τ0λ0(x) and τ0λ0(y) are
equal to q(n)0 (d0x+e0y)
n resp. r0(d0x+e0y), where q
(n)
0 is the leading coefficient
of q0(y). This proves the claim in case i = 0.
Now suppose i ∈ {1, . . ., l − 1} is such that the homogeneous components
of highest degree of τi−1λi−1 · · · τ0λ0(x) and τi−1λi−1 · · · τ0λ0(y) are equal to
α1(d0x+ e0y)
m1 resp. α2(d0x+ e0y)m2 , with α1, α2 ∈ R\{0} and m1,m2 ∈ N∗
satisfying m2 | m1,m2 6= m1 and α
m1/m2
2 | α1. Then τiλi · · · τ0λ0 is equal to
(pi(aig1 + big2 + ci) + qi(dig1 + eig2 + fi), ri(dig1 + eig2 + fi) + si),
where g1 := τi−1λi−1 · · · τ0λ0(x) and g2 := τi−1λi−1 · · · τ0λ0(y). Since g1 =
α1(d0x+ e0y)
m1 and g2 = α2(d0x+ e0y)m2 with the aforementioned properties,
it follows that the homogeneous components of highest degree of τiλi · · · τ0λ0(x)
and τiλi · · · τ0λ0(y) equal q
(n)
i d
n
i α
n
1 (d0x + e0y)
m1n resp. ridiα1(d0x + e0y)m1 ,
where n := deg(qi(y)) ≥ 2 and q
(n)
i is the leading coefficient of qi(y). This
proves the inductive step, whence the claim is proved.
Now let α1, α2 ∈ R\{0} and m1,m2 ∈ N∗ with m2 | m1,m2 6= m1 and
α
m1/m2
2 | α1 be such that the homogeneous components of highest degree of
1.1. BASICS OF THE THEORY OF POLYNOMIAL MAPS 9
τl−1λl−1 · · · τ0λ0(x) and τl−1λl−1 · · · τ0λ0(y) are equal to α1(d0x+ e0y)m1 resp.
α2(d0x+ e0y)
m2 . We are done in the special case that λl = idR[x,y], so assume
that λl ∈ Aff(R, 2)\Tri(R, 2). This implies that dl 6= 0, so the homogeneous
component of highest degree of F2 is equal to dlα1(d0x + e0y)m1 . Concerning
the homogeneous component of highest degree of F1, there are two possibilities.
If al = 0, then bl 6= 0, whence the component is equal to blα2(d0x+e0y)m2 , and
since in this case −bldl = det J(λl) ∈ R∗, also (blα2)
m1
m2 | dlα1; otherwise, the
component is equal to alα1(d0x+ e0y)m1 , and we have (alα1)d1 = (dlα1)a1, so
we can take ‘β1’=dl and ‘β2’=al. In both cases, the desired result follows.
Corollary 1.1.12. Let R be a domain and suppose F = (F1, F2) ∈ T(R, 2).
Then deg(F1) | deg(F2) or deg(F2) | deg(F1).
Corollary 1.1.13. Let R be a domain and suppose F ∈ T(R, 2)\Aff(R, 2).
Then there exists a ϕ ∈ AutRR[x, y] which is either affine or primitively ele-
mentary, such that tdeg(ϕ ◦ F ) < tdeg(F ).
Proof. Consider L,α1, α2,m1,m2 having the properties described in Proposi-
tion 1.1.11. Then define ϕ ∈ AutRR[x, y] according to the following:
• if m2 | m1,m2 6= m1 and α
m1
m2
2 | α1, then ϕ := (x− ωy
m1
m2 , y) where ω ∈ R
is such that α
m1
m2
2 ω = α1
• if m1 | m2,m1 6= m2 and α
m2
m1
1 | α2, then ϕ := (x, y − ωx
m2
m1 ) where ω ∈ R
is such that α
m2
m1
1 ω = α2
• if m1 = m2 and there exist β1, β2, γ1, γ2 ∈ R with γ1β1 + γ2β2 = 1, and
such that α1β1 = α2β2, then ϕ := (β1x− β2y, γ2x+ γ1y).
Looking at the proof of Corollary 1.1.13, we see that this result gives an algo-
rithm to write a given tame automorphism as a product of affine and primitively
elementary ones.
Remark 1.1.14. The assumption in Proposition 1.1.11 that R is a domain is
necessary. Namely, suppose we have an arbitrary ring R and a, b ∈ R\{0} with
ab = 0. Then
(x+ by2, y + ax3) = (x, y + ax3)(x+ by2, y) ∈ T(R, 2),
so even Corollary 1.1.12 doesn’t hold anymore in this case.
Remark 1.1.15. Let R,F,H1, H2, L, α1, α2,m1,m2 be as in Proposition 1.1.11.
In addition, suppose that we already know a linear polynomial L′ in R[x, y], an
α′1 ∈ R\{0} and an m
′
1 ∈ N
∗ such that H1 = α′1L
′m′1 . Then, comparing the
degrees of both expressions for H1, we readily see that m′1 = m1. Furthermore,
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write L = px+ qy and L′ = p′x+ q′y with p, q, p′, q′ ∈ R. Substituting (x, y) =
(q,−p) in the equation α′1L
′m′1 = α1L
m1 , we deduce that α′1(p
′q − q′p)m
′
1 = 0,
whence p′q = q′p since R is a domain. Using Lemma 1.1.1 and the fact that
(p, q) = (1), we see that p′ = rp and q′ = rq for some r ∈ R. So L′ = rL
and α1Lm1 = α′1L
′m′1 = α′1r
m1Lm1 (since m′1 = m1), which implies that
α1 = α
′
1r
m1 since L is algebraically independent over R.
Summarizing, if certain L′ = p′x+ q′y, α′1 and m
′
1 are given with the men-
tioned properties, then we can find L, α1 and m1 satisfying the conditions of
Proposition 1.1.11, if we are able to find an r ∈ R which is a greatest common
divisor of p′ and q′, i.e., with the property that p, q ∈ R determined by the
relations p′ = rp and q′ = rq satisfy (p, q) = (1). We then have L = 1rL
′,
m1 = m
′
1 and α1 = α
′
1r
m1 .
Thinking of the ‘highest degree’ terms of the coordinates of a polynomial auto-
morphism in two variables, it is natural to come up with the idea to look at the
degree with respect to only one variable, instead of the total degree which we
considered so far. Below we describe the leading coefficient of such coordinates
with respect to each of the variables (for a proof of Lemma 1.1.16 see Corol-
lary 3.3.7 in [Ess00b]). Subsequently, we get a result concerning the degrees of
the coordinates with respect to that variable.
Lemma 1.1.16. Let R be a domain and F = (F1, F2) ∈ AutRR[X1, X2]. Then
we have for i, j ∈ {1, 2} : if degXj Fi > 0, then the leading coefficient of Fi with
respect to Xj is a nonzero constant.
Corollary 1.1.17. Let R be a ring and F = (F1, F2) ∈ AutRR[X1, X2]. Let
i, j ∈ {1, 2} and assume that degXj Fi > 0. Let α denote the leading coefficient
of Fi with respect to Xj. Then α− α(0) is nilpotent.
Proof. Let p be a prime ideal of R and define R := R/p, a domain. Since, by
Lemma 1.1.16, the leading coefficient of Fi ∈ R[X1, X2] with respect to Xj is a
nonzero constant, we must have α− α(0) = 0. This holds for all prime ideals
of R, so α− α(0) is nilpotent.
Lemma 1.1.18. Let R be a domain of characteristic zero. Suppose (F,G) ∈
AutRR[x, y]. Then degx(F ) | degx(G) or degx(G) | degx(F ). (And then, of
course, the same holds with x replaced by y).
Proof. Substituting y :=0 in R[F,G]=R[x, y], we get R[F (y =0), G(y = 0)] =
R[x]. Since the coefficients of the highest powers of x in F and G are constants
(Lemma 1.1.16), degx(F ) = degx(F (y = 0)) and degx(G) = degx(G(y = 0)).
Now let K = Q(R). Since K[x] = K[F (y = 0), G(y = 0)], we can use Theo-
rem 1.1.5 to conclude, that degx(F ) | degx(G) or degx(G) | degx(F ).
We only proved Proposition 1.1.11 for tame automorphisms, so one could won-
der if it holds for all automorphisms in two variables. But then the following,
more general question arises: which automorphisms are tame? In case we have
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two variables and the coefficient ring is a field, there is the following well-known
theorem, which can be found in [Jun42] and [Kul53] (see also [Ess00b], Theo-
rem 5.1.11).
Theorem 1.1.19 (Jung, Van der Kulk). If K is a field, then AutK K[x, y]
= T(K, 2). In other words, every automorphism in two variables is tame.
If the coefficient ring is a domain which is not a field, then Theorem 1.1.19
doesn’t hold anymore. More precisely, let R be a domain and suppose z ∈ R\{0}
is not a unit. Define F := (x−2y(zx+y2)−z(zx+y2)2, y+z(zx+y2)) ∈ R[x, y]2.
Then F ∈ AutRR[x, y]\T(R, 2). The fact that F ∈ AutRR[x, y] is easily seen,
since one can calculate thatG := (x+2y(zx+y2)−z(zx+y2)2, y−z(zx+y2)) is its
inverse. And to show that F /∈ T(R, 2), it suffices to note that F doesn’t satisfy
the conclusions of Proposition 1.1.11. Indeed, the homogeneous components of
F1 and F2 are equal to −zy4 resp. zy2, and z2 - −z.
This example in two variables over the ring R gives an idea for another
intriguing automorphism in three variables x, y, z over K, where K is any field
of characteristic zero. Namely, we can define F ∈ AutK K[x, y, z] by
F := (x− 2y(zx+ y2)− z(zx+ y2)2, y + z(zx+ y2), z).
This is known as the Nagata automorphism. Introduced by Nagata in
[Nag72], this automorphism has long been the center of speculations concerning
the question whether it is tame. Recently, Shestakov and Umirbaev showed in
[SU02], that this automorphism is not tame. More generally, they proved the
following.
Theorem 1.1.20 (Shestakov, Umirbaev). Let F be a field of characteristic
zero. An automorphism (f, g) of the F [z]-algebra F [z][x, y] is tame if and only
if the automorphism (f, g, z) of the F -algebra F [x, y, z] is tame.
This result is a big step in solving the question, which automorphisms in three
or more variables are tame. Instead of focusing on the tameness question, one
can also look at these automorphisms in a more general way. A good example
of this is the concept of stable tameness, which we will now describe.
Definition 1.1.21. A polynomial map F = (F1, . . ., Fn) ∈ R[X1, . . ., Xn]n is
called a stably tame automorphism if, for a finite number of new vari-
ables Y1, . . ., Ym, (F1, . . ., Fn, Y1, . . ., Ym) ∈ T(R,n + m). As we will see in
Lemma 1.2.4, this condition alone already implies that F is an automorphism.
A polynomial f ∈ R[X1, . . ., Xn] is called a stably tame coordinate if
there exists a tame ϕ ∈ AutRR[X,Y ] (Y := (Y1, . . ., Ym) for some m ≥ 1)
satisfying ϕ(X1) = f . More precisely, such a polynomial is often called stably
tame using m new variables.
Moreover, two polynomials f, g ∈ R[X] are called stably tame equivalent
if there exists a tame ϕ ∈ AutRR[X,Y ] (Y := (Y1, . . ., Ym) for some m ≥ 1)
satisfying ϕ(f) = g. Note that this defines an equivalence relation on R[X].
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So the notion of stable tameness of a polynomial is slightly different from that
of a polynomial map, as can already be seen from the following example.
Example 1.1.22. Take R := C[T ]/(T 2) and ² := T . Then F := X + ²X2 ∈
R[X] is not stably tame as a polynomial map (in one variable) since we have
det J(F, Y1, . . ., Ym) = 1 + 2²X ∈ R[X]
∗\R∗ for every finite number of extra
variables Y1, . . ., Ym (which implies that (F, Y1, . . ., Ym) can’t be stably tame).
But F is stably tame as a coordinate, which will be shown in Corollary 3.3.5.
Remark 1.1.23. An f ∈ R[X] is not necessarily a coordinate in n variables if it
is a stably tame coordinate. For example, take R := R[x, y, z]/(x2+y2+z2−1)
and f := xX1 + yX2 + zX3 ∈ R[X1, X2, X3]. Then f is not a coordinate in 3
variables (as was shown in [Hoc72]), but it is stably tame. It is even a linear
coordinate in four variables, for the following matrix is invertible :

x y z 0
1 0 0 x
0 1 0 y
0 0 1 z


Although, as it appears from the above remark, not every row (a1, . . ., an) with
Ra1+ · · ·+Ran = R has the property that a1X1+ · · ·+anXn is a coordinate in
R[X1, . . ., Xn], it is ‘almost’ a coordinate, in the sense of the following lemma.
Lemma 1.1.24. Suppose a1, . . ., an ∈ R are given with Ra1 + · · · + Ran = R.
Then the polynomial a1X1+· · ·+anXn is a stably tame coordinate, using merely
one new variable y.
Proof. Let λ1, . . ., λn ∈ R with λ1a1 + · · · + λnan = 1. Then the polynomial
map (a1X1+ · · ·+ anXn, X1−λ1y, . . .,Xn−λny) ∈ T(R,n+1), since it equals
the following composition of tame automorphisms:
(a1X1 + · · ·+ anXn + y,X1, . . ., Xn) ◦ (X1 − λ1y, . . .,Xn − λny, y).
For polynomial maps we have another notion called weakly tame which is closer
to the stably tame notion for polynomials.
Definition 1.1.25. Let n, p ∈ N∗. A polynomial map F = (F1, . . ., Fp) ∈
R[X1, . . ., Xn]
p is called weakly tame if there are new variables Y1, . . .,Ym
and certain polynomials G1, . . ., Gn+m−p ∈ R[X1, . . ., Xn, Y1, . . ., Ym] such that
(F1, . . ., Fp, G1, . . ., Gn+m−p) ∈ T(R,n+m). (Note that since this implies that
R[Y1, . . ., Ym] = R[G1|X=0 , . . ., Gn+m−p|X=0 ], it follows that n +m − p ≥ m, so
we automatically have p ≤ n.)
Two polynomial maps F (i) = (F (i)1 , . . ., F
(i)
pi ) ∈ R[X1, . . ., Xn]
pi (i = 1, 2) are
called weakly tame equivalent if there exist new variables Y1, . . ., Ym, certain
G
(i)
1 , . . ., G
(i)
n+m−pi ∈ R[X1, . . ., Xn, Y1, . . ., Ym] and a ϕ ∈ T(R,n+m) such that
(F
(2)
1 , . . ., F
(2)
p2 , G
(2)
1 , . . ., G
(2)
n+m−p2)=(F
(1)
1 , . . ., F
(1)
p1 , G
(1)
1 , . . ., G
(1)
n+m−p1) ◦ ϕ.
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So the stable tameness of a polynomial f is just the weak tameness of the polyno-
mial map (f). It is immediately clear that coordinates of a tame automorphism
are stably tame. Since, by Theorem 1.1.19, every automorphism of K[X,Y ]
(where K is a field) is tame, it already follows that certainly every coordinate
f ∈ K[X,Y ] is stably tame. But if, for example, one replaces K by an integral
domain R, the question whether every coordinate of R[X,Y ] is stably tame is
still open. Even more surprisingly, not a single non-stably-tame coordinate over
any commutative ring has yet been found.
It should be mentioned though, that Shpilrain and Yu claim to have proved
in [SY02] that all coordinates over any field K are stably tame. But there is a
mistake in the proof of this statement, which is known as Theorem 1.2 in their
paper. Namely, given ϕ ∈ AutK K[x1, . . ., xn], they define for some new vari-
ables y1, . . ., yn, certain elementary α, β, pi, τ ∈ AutK K[x1, . . ., xn, y1, . . ., yn]
and claim that α ◦β ◦pi ◦ τ = (ϕ1, . . ., ϕn, H1, . . ., Hn), where Hi ∈ K[y1, . . ., yn]
arises from −(ϕ−1)i using the substitutions x1 = y1, . . ., xn = yn. But this
equality doesn’t hold if we take for example ϕ = (x1 + x22, x2). So the question
whether every coordinate is stably tame still remains.
To conclude this subsection, we introduce a variant of the notion of a polynomial
map. An embedding of R in Rn is a map f = (f1, . . ., fn) : R → Rn, where
f1(t), . . ., fn(t) ∈ R[t] = R
[1]. Such an embedding is called rectifiable if there
exists a G = (G1, . . ., Gn) ∈ AutRR[X] satisfying G1(f(t)) = t and Gi(f(t)) = 0
for i = 2, . . ., n.
In general, we do not know whether every embedding of R in Rn is rectifiable.
However, in case n = 2 and R = K, a field of characteristic zero, we have
Theorem 1.1.26 (which appeared in [AM75] and in [Suz74]). This theorem is in
fact another way to formulate the result of Theorem 1.1.5.
Theorem 1.1.26 (Abhyankar, Moh, Suzuki). Let K be a field of charac-
teristic zero. Then every embedding of K in K2 is rectifiable.
1.1.3 Derivations
Let R be a commutative ring and A an R-algebra. A derivation D on A is a
map D : A→ A such that D(f+g) = D(f)+D(g) and D(fg) = D(f)g+fD(g)
for all f, g ∈ A. If D(r) = 0 for all r ∈ R, D is called an R-derivation. The
kernel of D is a subring of A, denoted by AD. A derivation D on A is called
locally nilpotent if for every g ∈ A there exists a positive integer m such that
Dm(g) = 0. Furthermore, an element s ∈ A is called a slice of D if D(s) = 1.
The first example which comes to mind is of course the case A = R[X], a
polynomial ring. It is well-known that all R-derivations on R[X] are of the form
a1(X)∂X1 + · · · + an(X)∂Xn , where ∂Xi :=
∂
∂Xi
is the usual partial derivative
with respect to the variable Xi. For i = 1, . . ., n, the derivation ∂Xi is locally
nilpotent on R[X] with kernel R[X1, . . ., X̂i, . . ., Xn], and Xi is a slice. For
f ∈ R[X], the element ∂Xi(f) will sometimes be denoted by fXi . To any
14 CHAPTER 1. PRELIMINARIES
derivation D = a1(X)∂X1 + · · · + an(X)∂Xn on a polynomial ring R[X] we
associate the divergence of D, which is by definition the element div(D) :=
a1(X)X1 + · · ·+ an(X)Xn .
The divergence belonging to a derivation is a polynomial with the following
special property. It is a consequence of Proposition 1.3.51 in [Ess00b].
Proposition 1.1.27. Let R be a domain of characteristic zero and D a locally
nilpotent derivation on R[X]. Then div(D) = 0.
In the case of two variables, and under the assumption that R is a Q-algebra,
derivations with div(D) = 0 are easy to describe. Following Lemma 1.3.53 in
[Ess00b], they are of the form fy∂x − fx∂y, where f ∈ R[X].
Remark 1.1.28. The reverse of Proposition 1.1.27 doesn’t hold. For example,
the derivation D := x∂x − y∂y on C[x, y] satisfies div(D) = 0, but it is not
locally nilpotent, since Dn(x) = x ∀n ∈ N.
Remark 1.1.29. Proposition 1.1.27 isn’t valid if R is replaced by a general
commutative ring. For instance, let R := C[²], where ²2 = 0 and ² 6= 0. Then the
derivation D := ²x∂x is locally nilpotent on R[x]. In fact, D2(f) = 0 ∀ f ∈ R[x].
Nevertheless, div(D) = ² 6= 0.
Note that, in this example, div(D) is nilpotent. This is also true in general,
when R is a Q-algebra and D locally nilpotent, as can be seen by calculating
modulo prime ideals.
When one wants to determine whether a given derivation D on a ring A is
locally nilpotent, it is of course not very pleasant to check for every a ∈ A if
there exists an n ∈ N such that Dn(a) = 0. Luckily, we have the following
proposition from [Ess00b].
Proposition 1.1.30. Let A be generated as an R-algebra by some set G, and
D an R-derivation on A. Then D is locally nilpotent if and only if for every
g ∈ G there exists an n ∈ N with Dn(g) = 0.
Lemma 1.1.31 is also very useful in case one wants to determine whether a given
derivation is locally nilpotent (it is a consequence of the proof of Lemma 2.1.15
in [Ess00b]). For instance, it will be applied in the proof of Proposition 1.1.34.
Lemma 1.1.31. Let D be a derivation on R[X], where R is a Q-algebra. Define
R := R/η(R) and denote by D the derivation on R[X] induced by D. Suppose
D is locally nilpotent on R[X]. Then D is already locally nilpotent on R[X].
Apart from partial derivatives, we have another special type of derivations on
a polynomial ring. It is in fact a generalized partial derivative. Namely, let
F = (F1, . . ., Fn) ∈ AutRR[X] with det JF = 1. Define for all i ∈ {1, . . ., n},
DFi : R[X] → R[X] by DFi(g) := det J(F1, . . ., Fi−1, g, Fi+1, . . ., Fn). Then
one readily verfies, that D is an R-derivation on R[x]. And since DFi(Fi) =
det JF = 1 and DFi(Fj) = 0 for j 6= i, DFi is nothing but the partial derivative
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with respect to Fi, on the polynomial ring R[F1, . . ., Fn] (= R[X1, . . ., Xn]).
Therefore, it is locally nilpotent with kernel R[F1, . . ., F̂i, . . ., Fn].
In the remainder of this subsection, R is assumed to be a Q-algebra. Locally
nilpotent derivations on R[x, y] where R is even a Q-UFD were studied by Daigle
and Freudenburg in [DF98]. The more general situation where R is a (normal)
Noetherian Q-domain was studied by Bhatwadekar and Dutta in [BD97]. They
showed that for a locally nilpotent derivation D on R[x, y] with (D(x), D(y)) =
(1), R[x, y]D ∼= R[1] and R[x, y] ∼= (R[x, y]D)[1]. In particular, this implies
that D has a slice in R[x, y]; namely, let g ∈ R[x, y] be such that R[x, y] =
R[x, y]D[g]. Writing x = h1(g) and y = h2(g) with h1, h2 ∈ (R[x, y]D)[1], we
obtain D(x) = h′1(g)D(g) and D(y) = h
′
2(g)D(g). Since (D(x), D(y)) = (1), we
get a := D(g) ∈ R[x, y]∗ = R∗, which implies that D(a−1g) = 1.
Theorem 3.5 in [BEM01] (restated here as Theorem 1.1.32) is a generalization
of these results of [DF98] and [BD97] (note that by Proposition 1.1.27, the
assumption in Theorem 1.1.32 that div(D) = 0, already follows from the local
nilpotence of D, in case R is a domain). The claim that (in the situation of
Theorem 1.1.32) we have R[x, y] ∼= (R[x, y]D)[1], follows from Lemma 1.1.33.
Theorem 1.1.32. Let D be a locally nilpotent R-derivation on R[x, y] with
div(D) = 0 and such that (D(x), D(y)) = (1). Then D has a slice in R[x, y] and
satisfies R[x, y]D = R[P ], where P ∈ R[x, y] has the property, that Px = −D(y)
and Py = D(x). This P is unique up to an additive constant in R.
For a proof of Lemma 1.1.33 we refer to ([Ess00b], Proposition 1.3.21) or
([Wri81], Proposition 2.1).
Lemma 1.1.33. If R is a Q-algebra and D a locally nilpotent Q-derivation on
R with a slice s ∈ R, then R = RD[s], a polynomial ring in s over RD, and
D = ∂∂s on R.
Theorem 1.1.32 has the following consequence (Proposition 1.1.34) which will
be very useful for the algorithms that we will describe in section 5.2. Before we
state and prove this result we introduce a notation: to each element F ∈ R[x, y]
we associate the R-derivation DF := Fy∂x − Fx∂y.
Proposition 1.1.34. Let F ∈ R[x, y]. Then F is an R-coordinate in R[x, y] if
and only if DF is locally nilpotent on R[x, y] and (Fx, Fy) = (1).
Proof. If F is a coordinate in R[x, y] then there exists a polynomial G ∈ R[x, y]
such that R[F,G] = R[x, y]. Thus, as we already saw in the previous subsection,
det J(F,G) = FxGy − FyGx is a unit in R[x, y]. In particular, (Fx, Fy) = (1).
Let R := R/η(R) and let DF be the derivation on R[x, y] induced by DF . Then
DF (G) ∈ (R/η)
∗, which implies that DF
2
(G) = 0. Of course DF (F ) = 0, and
because F and G generate R/η[x, y], it follows from Proposition 1.1.30 that DF
is locally nilpotent on R/η[x, y]. So by Lemma 1.1.31, we conclude, that DF is
already locally nilpotent on R[x, y].
Now suppose DF is locally nilpotent on R[x, y] and (Fx, Fy) = (1). It is
easily computed that div(DF ) = 0, so we can use Theorem 1.1.32 to conclude,
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that DF has a slice G ∈ R[x, y] and R[x, y]DF = R[F ]. Using Lemma 1.1.33 we
conclude, that R[x, y] = R[x, y]DF [G] = R[F,G], so F is a coordinate.
As an application of Proposition 1.1.34, we give the following nice result con-
cerning coordinates over field extensions.
Theorem 1.1.35. Let K ⊆ L be a field extension with Q ⊆ K. If F ∈ K[x, y]
is a coordinate over L, then it is already a coordinate over K.
Proof. Write L as L =
⊕
α∈I Kcα for some index set I with 0 ∈ I, cα ∈ L ∀α
and c0 = 1. Then we also have
L[x, y] = L⊗K K[x, y] =
⊕
α∈I
(Kcα ⊗K K[x, y]) =
⊕
α∈I
K[x, y]cα.
If F ∈ K[x, y] is a coordinate over L, thenD := Fy∂x−Fx∂y is a locally nilpotent
derivation on L[x, y] and (Fx, Fy) = (1) in L[x, y], say 1 = aFx+ bFy with a, b ∈
L[x, y]. Write a = a0+a1cα1 + · · ·+ancαn and b = b0+ b1cα1 + · · ·+ bncαn with
αi ∈ I and ai, bi ∈ K[x, y] ∀ i. Then it follows from L[x, y] =
⊕
α∈I K[x, y]cα
that a0Fx+ b0Fy = 1, so (Fx, Fy) = (1) in K[x, y]. Now Proposition 1.1.34 tells
us, that F is a coordinate over K.
1.2 Inventing coordinates by starting small
This particular section is devoted to an outline of our motivation to use the
specific technique we chose to come to a better understanding of polynomial
automorphisms and their coordinates. The importance of the use of so-called
‘dirty’ rings to fabricate new coordinates in higher dimensions will become clear.
In subsequent chapters, these coordinates will reappear every now and then since
their intriguing structure and properties make them useful as test objects for
various conjectures. A whole class of polynomials which fall into this category,
called B(R) for any ring R, will be introduced in detail in the next chapter.
As the title suggests, we should begin on a small scale. The idea is that by exam-
ining low-dimensional coordinates over ‘dirty’ rings, we obtain ideas concerning
the possible structure of coordinates in higher dimensions over ‘beautiful’ rings
like fields. By ‘dirty’ rings we mean rings having one or more properties which
make them more difficult to work with, such as having many (mostly non-
prime) ideals, having zerodivisors, etc. Coordinates over these rings are usually
not easily described, but once their structure is clear, they produce ideas for
new coordinates over fields.
So the first step is to examine one-dimensional coordinates. To begin with,
let K be a field and F ∈ AutK K[x]. So F is in fact a coordinate in one variable.
As remarked earlier, F must be affine in x, i.e., F is of the form F = ax + b
with a ∈ K∗ and b ∈ K. So we have a good description of coordinates in one
variable over a field. Unfortunately, coordinates in more variables are not that
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easy to classify. But the one-variable case produces some good ideas to start
with. For example, we have the affine automorphisms in n ≥ 2 variables, which
can be seen as a generalization of one-dimensional coordinates. But in this way
we obtain only a very small part of all automorphisms.
The idea is now to look at one-dimensional coordinates over other rings
than just fields. For example, let R be a domain. Then it is easy to see, that
a coordinate F in R[x] must also be of the form F = ax + b with a ∈ R∗
and b ∈ R. If we now take R = K[x2, . . ., xn], an (n−1)-variable polynomial
ring over the field K, then F = ax + b with a ∈ K[x2, . . ., xn]∗ = K∗ and
b ∈ K[x2, . . ., xn]. Instead of viewing F as a one-dimensional coordinate over
R, we can now consider F as a coordinate in the n variables x1, . . ., xn ! (where
x1 := x)) Namely, the polynomial map (ax1 + b(x2, . . ., xn), x2, . . ., xn) is an
elementary automorphism, as described in the previous section. As a matter
of fact, F can even be seen as the first component of many triangular maps.
So actually, this technique has already produced all tame automorphisms in n
variables.
But this is not all we can extract from one-dimensional coordinates. If we
allow R to be an arbitrary ring, then new possibilities are immediately at hand.
One of the first examples which comes to mind when thinking about a ring
which is ‘close’ to a field but is not a domain, is the ring R = K[²], where ² 6= 0
is defined by the relation ²2 = 0. Now let F ∈ R[x] be defined by F = x+ ²x2.
Then F is a coordinate in R[x]! Indeed, one can readily verify that x − ²x2 is
the polynomial inverse of F . Now how can we use this to create an example of
a coordinate over a field or even a domain? Of course, a domain contains no
nilpotent elements. But in general, elements can become nilpotent when viewing
them modulo an ideal.
So in this case, let f ∈ K[x1, x2, x3] be defined by f = x23x2 + x1 + x3x
2
1.
Obviously, x3 2 = 0 in the ring K[x3]/(x23) ∼=R, so identifying along this isomor-
phism we get f = F ! Therefore we would like to know whether f is a coordinate.
Well, if we rewrite f as f = x1+(x2x3+x21)x3, then we immediately see that f is
just the second component of the Nagata automorphism! (Replacing x, y and z
by x2, x1 andx3, resp.) And since it has recently been proved that the Nagata
automorphism of K [3] is non-tame (see [SU02]), we found a non-tame coordinate
using our method! It is thus very useful to try what more coordinates we can
find in this way. Fortunately, we have the following lemma telling us the exact
structure of coordinates in one variable.
Lemma 1.2.1. Let R be an arbitrary ring and F ∈ R[x]. Let n ∈ N and
a0, . . ., an ∈ R such that F = a0 + a1x+ · · ·+ anxn.
Then F is an R-coordinate in R[x] iff a1 ∈ R∗ and a2, . . ., an ∈ η(R).
Proof. Suppose F is a coordinate in R[x]. Let p be any prime ideal of R. Then
F ∈ R[x] is also a coordinate, where R := R/p. Since R is a domain, this implies
that F is affine and a1 ∈ R
∗
. As a result, ai ∈ ∩{p | p ∈ Spec(R)} = η(R) for
i = 2, . . ., n and a1 ∈ R∗ (since Ra1 is not contained in any prime ideal of R).
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Conversely, if a1 ∈ R∗ and a2, . . ., an ∈ η(R), then F ∈ R/η[x] is a coordi-
nate, which implies by Lemma 1.1.10, that F is a coordinate.
Corollary 1.2.2. Let R be a reduced ring, and let F,G1, G2 ∈ R[x, y] be such
that (F,G1), (F,G2) ∈ AutRR[x, y] with det J(F,G1) = det J(F,G2). Then
G2 −G1 ∈ R[F ].
Proof. G2 ∈ R[x, y] = R[F ][G1] and G1 ∈ R[x, y] = R[F ][G2], so G2 is a one-
dimensional coordinate in the ring R[G1, F ], which is a polynomial ring over
R[F ] in the variable G1. Using Lemma 1.2.1 and the fact that R is reduced, we
see that G2 = aG1 + b with a ∈ R[F ]∗ = R∗ and b ∈ R[F ]. The reducedness of
R also implies, that det J(F,G1) = det J(F,G2) ∈ R∗. So det J(F, aG1 + b) =
det J(F,G2) = c for some c ∈ R∗ and also det J(F,G1) = c, whence a = 1. As
a result, G2 −G1 ∈ R[F ].
Corollary 1.2.3. Let R be a reduced ring, and let F ∈ R[x, y] be a tame
coordinate. Then every ϕ ∈ AutRR[x, y] having F as its first component is
tame.
Proof. F is a tame coordinate, so let G ∈ R[x, y] such that (F,G) ∈ T(R, 2).
Now suppose we have G′ ∈ R[x, y] such that (F,G′) ∈ AutRR[x, y]. Let a :=
det J(F,G) and b := det J(F,G′), both of which are elements of R∗. Then
aG′ − bG ∈ R[F ] by Corollary 1.2.2, say aG′ − bG = h(F ) with h(x) ∈ R[x].
Thus, (F,G′) = (x, a−1(by + h(x))) ◦ (F,G) ∈ T(R, 2).
Following Lemma 1.2.1 and the preceding example, we get the following idea.
Let R be a ring and p ∈ R. Suppose a0, . . ., an ∈ R are given with Rp+Ra1 = R
and such that a2, . . ., an are nilpotent modulo p. Now define F ∈ R[x, y] by
F := px+ a0 + a1y + · · ·+ any
n. Then Lemma 1.2.1 tells us that F ∈ R/(p)[y]
is a coordinate! So the natural question which arises at this point, is: is F itself
a coordinate? The answer is ‘yes’, and the proof of this statement is given in
Theorem 1.2.6. The description of such a coordinate has already been given in
[Rus76] and, in case p is a non-zerodivisor, in [EV01]. But Theorem 1.2.6 also
gives a formula for the inverse of the resulting automorphism. Furthermore, a
generalization of this theorem has been established in case R is a Q-algebra and
will be given in Proposition 2.4.4.
The following lemma is needed in the proof of Theorem 1.2.6.
Lemma 1.2.4. Let F1, . . ., Fn ∈ R[X] and G1, . . ., Gm ∈ R[X,Y ], where X :=
(X1, . . ., Xn) and Y := (Y1, . . ., Ym) for some variables Xi and Yj, such that
(F1, . . ., Fn, G1, . . ., Gm) ∈ AutRR[X,Y ].
Then we already have F := (F1, . . ., Fn) ∈ AutRR[X].
Proof. Let (H1(X,Y ), . . ., Hn+m(X,Y )) ∈ AutRR[X,Y ] be the polynomial in-
verse of (F1, . . ., Fn, G1, . . ., Gm). Then we have Fi(H1(X,Y ), . . ., Hn(X,Y )) =
Xi for all i. If we now define H˜k(X) := Hk(X, 0) (k = 1, . . ., n), it follows that
Fi(H˜1(X), . . ., H˜n(X)) = Xi for all i, which implies that (H˜1(X), . . ., H˜n(X)) is
the inverse of F .
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Corollary 1.2.5. Let F ∈ R[X] and H ∈ R[1] such that H(F ) is a coordinate
over R. Then F is a coordinate over R and H is a coordinate over R.
Proof. There exist F2, . . ., Fn ∈ R[X] such that R[X] = R[H(F ), F2, . . ., Fn].
But since R[H(F ), F2, . . ., Fn] ⊆ R[F, F2, . . ., Fn] ⊆ R[X], it follows that R[X] =
R[F, F2, . . ., Fn], which already implies that F is a coordinate in R[X]. Since
H(F ) is a coordinate in R[X], applying the inverse of the polynomial map
(F, F2, . . ., Fn) to this polynomial leads us to the conclusion, that H(X1) is a
coordinate in R[X]. By Lemma 1.2.4, H(X1) is already a coordinate in R[X1].
Theorem 1.2.6. Let F = px+G(y) ∈ R[x, y] for some p ∈ R and G(y) ∈ R[y],
say G(y) = a0+a1y+ · · ·+amym. Then the following statements are equivalent:
1. F is a coordinate over R
2. Rp+Ra1 = R and ai is nilpotent modulo p for all i ≥ 2
If this is the case, then there exists an F˜ ∈ R[x, y] satisfying pF˜ = y − H(F )
(for some H ∈ R[1]) such that (F, F˜ ) ∈ AutRR[x, y] with det J(F, F˜ ) = 1.
Furthermore, the inverse of (F, F˜ ) is of the form (F̂1, py +H(x)), where F̂1 ∈
R[x, y] satisfies pF̂1 = x−G(py +H(x)).
Proof. We may of course assume, that G(0) = 0. By Lemma 1.2.1,in order to
prove the first part of the theorem, we only need to show, that F is a coordinate
in R[x, y] iff G(y) is a coordinate in R[y] (R := R/(p)). First, suppose F is a
coordinate over R. Then F = G(y) is a coordinate in R[x, y], so by Lemma 1.2.4,
G is a coordinate in R[y].
Now suppose G(y) ∈ R[y] is a coordinate. Then there exists an H ∈ R[y]
with H(0) = 0 such that y = H(G(y)), which means that y − H(G(y)) =
pQ1(y) with Q1(y) ∈ R[y]. Write H(y) =
∑
biy
i and let H˜(y) := H(y) − b1y.
Because H(y) is also a coordinate over R, we have Rb1 + Rp = R and H˜(y)
is nilpotent modulo p. This implies, that Q2(x, y) ∈ R[x, y], determined by
H˜(x+G(y))− H˜(G(y)) = xQ2(x, y), is also nilpotent modulo p. Then we have
y −H(F ) = y −H(px+G(y))
= (y −H(G(y)))− (H(px+G(y))−H(G(y)))
= pQ1(y)− p b1x− pxQ2(px, y),
which implies that by taking F˜ := Q1(y) − (b1 + Q2(px, y))x, we already have
y = H(F ) + pF˜ ∈ R[F, F˜ ] and hence px = F − G(y) ∈ R[F, F˜ ]. Moreover,
(b1 +Q2(px, y))x = Q1(y)− F˜ ∈ R[F, F˜ ]. We will use these facts to show that
x ∈ R[F, F˜ ], implying that R[F, F˜ ] = R[x, y].
Since Q2(x, y) is nilpotent modulo p and b1 is invertible modulo p, it follows
that b1 +Q2(px, y) is invertible modulo p in R[px, y]. Consequently, there exist
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Q3, Q4 ∈ R[px, y] such that (b1 + Q2(px, y))Q3 = 1 + pQ4. As a result, x =
(b1 +Q2(px, y))xQ3 − pxQ4 ∈ R[F, F˜ ].
Furthermore, since xQ2(x, y) = H˜(x+G(y))− H˜(G(y)), it follows by apply-
ing ∂∂y , that x
∂
∂y (Q2(x, y)) = H˜
′(x+G(y))G′(y)− H˜ ′(G(y))G′(y). Applying ∂∂x
to the former equation, we get x ∂∂x (Q2(x, y)) + Q2(x, y) = H˜
′(x + G(y)), and
thus px[ ∂∂x (Q2(x, y))]x:=px +Q2(px, y) = H˜
′(px+G(y)). Accordingly,
det J(px+G(y), Q1(y)− (b1 +Q2(px, y))x)
= pQ′1(y)− p
∂
∂y
(xQ2(px, y)) +G
′(y)(b1 +Q2(px, y) + x
∂
∂x
(Q2(px, y)))
= (1−H ′(G(y))G′(y))− (H˜ ′(px+G(y))G′(y)− H˜ ′(G(y))G′(y))
+G′(y)(b1 +Q2(px, y) + x
∂
∂x
(Q2(px, y)))
= 1− H˜ ′(px+G(y))G′(y) +G′(y)(Q2(px, y) + x
∂
∂x
(Q2(px, y)))
= 1− px[
∂
∂x
(Q2(x, y))]x:=pxG
′(y) + x
∂
∂x
(Q2(px, y))G
′(y) = 1.
Now that we found F˜ ∈ R[x, y] such that (F, F˜ ) ∈ AutRR[x, y], we are going
to look at the inverse of (F, F˜ ); we’ll denote this inverse by σ. Since F̂2(x, y) :=
py + H(x) satisfies F̂2(F, F˜ ) = y, and σ is the unique inverse of (F, F˜ ), we
must have σ(y) = F̂2. Now we have x = F (F̂1, F̂2) = pF̂1 + G(py +H(x)), as
claimed.
Theorem 1.2.7. Let F = px+G(y) ∈ R[x, y] for some p ∈ R and G(y) ∈ R[y],
say G(y) = a0 + a1y + · · ·+ amym. Consider the following statements.
1. F is a tame coordinate over R
2. Rp+Ra1 = R and p | ai for all i ≥ 2.
3. There exists an F˜ ∈ R[x, y] satisfying pF˜ = y−cF−d for certain c, d ∈ R.
Then statements 2. and 3. are equivalent and they both imply the first one.
Additionally, if R is a domain, then all three statements are equivalent.
Proof. 2⇒ 1 : Suppose Rp+Ra1 = R and ai = pa′i with a
′
i ∈ R (i ≥ 2). Then
ϕ ∈ T(R, 2) defined by ϕ := (x−
∑m
i=2 a
′
iy
i, y) satisfies ϕ(F ) = px+ a1y + a0,
an affine coordinate. Thus, F is a tame coordinate over R.
2 ⇒ 3 : Again, let ai = pa′i with a
′
i ∈ R (i ≥ 2) and c, a˜1 ∈ R such that
pa˜1 + ca1 = 1. Then, define F˜ ∈ R[x, y] by F˜ := a˜1y − cx− c
∑m
i=2 a
′
iy
i.
3 ⇒ 2 : Let a˜1 ∈ R be the coefficient of y of F˜ . Equating the coefficients of y
on both sides of the equation pF˜ = y − cF − d, we deduce that a˜1p+ a1c = 1.
This implies, since it follows from the equation pF˜ = y− cF − d that p | cai for
all i ≥ 2, that even p | ai for all i ≥ 2 (using Lemma 1.1.2).
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1 ⇒ 3 : Now we assume that R is a domain. By Theorem 1.2.6, there exists
an H ∈ R[1] such that y − H(F ) = pF˜ for some F˜ ∈ R[x, y] with (F, F˜ ) ∈
AutRR[x, y]. We claim that we may assume, that deg(H) ≤ 1.
For suppose H ∈ R[1] is of minimal degree ≥ 2 having the mentioned prop-
erties. Then deg(F˜ ) = deg(y − H(F )) ≥ 2 deg(F ) > deg(F ), so we derive
from Corollary 1.1.13 (using the fact that (F, F˜ ) ∈ T(R, 2) by Corollary 1.2.3),
that there exists an H1 ∈ R[1] such that deg(F˜ − H1(F )) < deg(F˜ ). Since
y− (H + pH1)(F ) = p(F˜ −H1(F )) and (F, F˜ −H1(F )) ∈ AutRR[x, y], the fact
that the degree of H is minimal with these properties implies that we must have
deg(H) ≤ deg(H +H1). But this contradicts the fact that deg(F˜ −H1(F )) <
deg(F˜ ), as pF˜ = y −H(F ) and p(F˜ −H1(F )) = y − (H +H1)(F ).
So we may conclude that pF˜ = y − cF − d for certain c, d ∈ R.
Remark 1.2.8. In Theorem 1.2.7, the condition that R is a domain is necessary
for the equivalence of the first statement with the others. Take for example the
ring R := C[z, w]/(z2w) with the elements a := z and b := w and define F :=
a2x+(1−a2)y+aby2 ∈ R[x, y]. Then a2 - ab (since zw /∈ C[z, w]z2+C[z, w]z2w =
C[z, w]z2), but F is nevertheless a tame coordinate. More precisely, it is the
first component of the following composition of tame automorphisms:
((1− a2 + a)x+ (1− a)ay, x+ y) ◦ (x, y+ bx2) ◦ (ax+ (1− a)y,−(1+ a)x+ ay).
Theorem 1.2.6 can even be generalized to any number of variables, as is shown
in the next theorem. A different kind of proof is used though; it is based on the
technique of calculating modulo prime ideals.
Theorem 1.2.9. Let p ∈ R and suppose we have G1(Y ), . . ., Gn(Y ) ∈ R[Y ],
where Y := (Y1, . . ., Yn) is a set of variables, such that σ := (G1(Y ), . . ., Gn(Y ))∈
AutRR[Y ], with R := R/(p). Let H1(Y ), . . ., Hn(Y ) ∈ R[Y ] be such that
σ−1 = (H1(Y ), . . .,Hn(Y )). Let X := (X1, . . ., Xn) be a new set of variables
and define for every i the polynomial Fi ∈ R[X,Y ] by Fi := pXi+Gi(Y ). Then
there exist Q1, . . ., Qn ∈ R[X,Y ] with pQi = Yi −Hi(F1, . . ., Fn) for all i such
that (F1, . . ., Fn, Q1, . . ., Qn) ∈ AutRR[X,Y ].
Proof. Let’s start with a general remark: if H(X) ∈ R[X] and a1, . . ., an ∈ R,
then
H(X + a)−H(a)≡(D1H)(a)X1 + · · ·+ (DnH)(a)Xn (mod((XiXj)1≤i,j≤n)),
where a := (a1, . . ., an) and for every i, DiH(a) := [
∂H(X)
∂Xi
]X=a. This implies
that for all i we have
Hi(pX +G)−Hi(G) ≡ (D1Hi)(G)pX1 + · · ·+ (DnHi)(G)pXn (mod p
2),
where G := (G1, . . ., Gn). So let hi ∈ R[X,Y ] be such that
Hi(pX +G)−Hi(G) = (D1Hi)(G)pX1 + · · ·+ (DnHi)(G)pXn + p
2hi(X,Y ).
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Then let ri(X,Y ) := (D1Hi)(G)X1+ · · ·+(DnHi)(G)Xn+phi(X,Y ). Further-
more, choose for i = 1, . . ., n, qi(Y ) ∈ R[Y ] such that p qi(Y ) = Yi −Hi(G(Y ));
this is possible because Yi = Hi(G1(Y ), . . ., Gn(Y )). It is now easily verified,
that Qi(X,Y ) := qi(Y )− ri(X,Y ) satisfies pQi = Yi −Hi(F1, . . ., Fn), for all i.
Now let p be a prime ideal of R. In the remainder of this proof, let R := R/p.
There are two cases:
• p /∈ p
Then p 6= 0 in the domain R, which implies, since
det J(F , Y1 −H1(F ), . . ., Yn −Hn(F )) = p
n,
that det J(F ,Q) = 1 (with F := (F 1, . . ., Fn) and Q := (Q1, . . ., Qn)).
Moreover, with K := Q(R) we get
(F ,Q) = (X,
Y1 −H1(X)
p
, . . .,
Yn −Hn(X)
p
) ◦ (F , Y ) ∈ AutK K[X,Y ].
Consequently, by Lemma 1.1.9, (F 1, . . ., Fn, Q1, . . ., Qn) ∈ AutRR[X,Y ].
• p ∈ p
Define q(Y ) := (q1(Y ), . . ., qn(Y )). Then we have(
F
Q
)
=
(
G
0
)
−
(
0 0
0 JH(G)
)(
0
X
)
+
(
0
q
)
,
and since (G1, . . ., Gn) ∈ AutRR[Y ] and det JH(G) ∈ R
∗
, we may con-
clude that (F 1, . . ., Fn, Q1, . . ., Qn) ∈ AutRR[X,Y ].
Consequently, (F 1, . . ., Fn, Q1, . . ., Qn) ∈ AutR/pR/p[X,Y ] for all p ∈ Spec(R).
Then Prime Property 3.5.4 in [Ros01] tells us, that (F1, . . ., Fn, Q1, . . ., Qn) ∈
AutRR[X,Y ].
The polynomials of the form as described in Theorem 1.2.6 actually form a
special subclass of the polynomial class B(R) (for any ring R), which will be
thoroughly investigated in the next chapter. For this whole class, a description
of the conditions which such a polynomial must satisfy to be a coordinate will
be given in terms of equivalent statements (in case R is a Q-algebra). This will
be done in Proposition 2.4.4.
Many examples of coordinates of the form as described in Theorem 1.2.6 ap-
pear in automorphisms that are used to construct (candidate) counterexamples
to various conjectures in the theory of polynomial maps. As observed just above
Lemma 1.2.1, the Nagata automorphism is of this kind. Some other examples
can be found below.
Example 1.2.10. Let σ ∈ AutRR[u, v], where R := C[t], be given by
(σ(u), σ(v)) = (u− 3v2(tu+ v3)− 3vt(tu+ v3)2 − t2(tu+ v3)3, v + t(tu+ v3)).
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This automorphism was used in [Lam99] to construct a counterexample to a
question posed in [DY98], concerning the linear orthogonal group of C3. Obvi-
ously, σ(v) is of the form as described in Theorem 1.2.6, with ‘p’= t2, ‘x’= u
and ‘G(y)’= v + tv3.
Example 1.2.11. One of the conjectures made by Abhyankar at a conference
in Kyoto in 1977 (see [Abh78]) was the following :
For every d ≥ 3, the embedding γd : C → C3,
given by γd(t) = (t
d+2 + t, td+1, td), is not rectifiable.
It turned out to be wrong, since it was proved in [Cra85] and [Cra88] that γ3
and γ4 are rectifiable. The formula for the F which would rectify γ3, given
in [Cra85], is wrong, but a correct formula is given here (this formula already
appeared in [Ess00a]). Let F = (F1, F2, F3) be given by
F1= z
3y + 2z3 + x− zx2
F2=−y + 5x
4 − 4z4 − 6x5z + 2x6z2 − 4xz − 8x2z2 + 24x3z3 − 12x4z4
−24xz5 + 24x2z6 − 16z8 − z4y2 − 4z4y − 2z8y3 − 12z8y2 − 24z8y
−4z2yx2 − 2zxy − 6z5y2x+ 6z6y2x2 − 24z5yx+ 24z6yx2
+12z3yx3 − 6z4yx4
F3= z − F
3
1 .
Then F ∈ AutC C[3], rectifying γ3. Notice, that F1 is of the form as described
in Theorem 1.2.6, with ‘p’= z3, ‘x’= y and ‘G(y)’= −zx2 + x+ 2z3.
Chapter 2
The class B(R)
Understanding coordinates is one of the major topics in the study of problems
concerning polynomial automorphisms.
The study of coordinates in polynomial rings in two variables over arbitrary
commutative rings was initiated by Nagata in [Nag72] and continued by Drensky
and Yu in [DY01] in case R = k[z], k a field, and by Edo and Vénéreau in [EV01]
where they consider coordinates of the form px + G(y) and y +H(px + G(y))
in R[x, y].
As explained in Section 1.2, the importance of studying coordinates over
commutative rings comes from the fact that many ‘strange’ coordinates in more
than two variables arise from coordinates in two variables over a suitable ring.
For instance, Nagata’s example, Anick’s example (see Example 2.1.2) and sev-
eral of the examples used in [EH97] and [CEGHM97] (see Example 2.1.4) to
give counterexamples to various conjectures, arise in this way. Nagata’s ex-
ample was introduced in [Nag72] as an example of a non-tame coordinate in
k[z][x, y]. However, it turned out to be stably tame (see [Smi89] or [Ess00b]).
More generally, it was shown in [EV01] that in case R is a UFD all coordinates
of the form px+G(y) and y +H(px+G(y)) are stably tame.
In this chapter we introduce a large class of polynomials in R[x, y], denoted
B(R)(=
⋃
n≥0 Bn(R)), which in case R is a field contains all coordinates in
R[x, y]. By the Jung - Van der Kulk Theorem (1.1.19) these coordinates are all
tame. However if R is an arbitrary commutative ring the coordinates of B(R)
need not be tame. On the other hand, in Chapter 4 we will see (Theorem 4.2.1)
that all the coordinates of B(R) are stably tame ! This generalizes the result of
[EV01]; their coordinates come from B1(R)∪ B2(R) under the assumption that
R is a UFD.
The contents of this chapter are arranged as follows. In Section one we
introduce the class B(R) and give various examples of ‘classical’ coordinates
belonging to this class. Furthermore, we state and prove two propositions (2.1.7
and 2.1.9) which can be very useful if one wants to determine whether a given
polynomial in two variables is an element of the B-class (in case the coefficient
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ring is a domain resp. a field). Proposition 2.1.13 is a good example of this.
In section two we introduce the concept of primitive tameness, which is closely
related to coordinates in B(R), as is shown in the third section. Section four
then gives an equivalent decription of coordinates in B(R) in terms of their
parameters ‘pi’, in case R is a Q-algebra. Finally, the last section focuses on
tameness of coordinates in B2(R) (whereas the issue of tameness of coordinates
in B1(R) has in fact already been considered in Theorem 1.2.7).
2.1 Definition and basic properties
Let’s begin this section with the definition of the polynomial class B(R).
Definition 2.1.1. Let g0, p0, p1, p2, . . . ∈ R and G1(y), G2(y), . . . ∈ R[y]. We
define the following polynomials in R[x, y] :
• F0 = p0y + g0
• F1 = p1x+G1(y)
• F2 = p2y +G2(p1x+G1(y))
• Fn = pnFn−2 +Gn(Fn−1) (for all n ≥ 3)
For n ≥ 1, Fn as above will often be referred to as Fn with parameters
p1, . . ., pn and G1(y), . . ., Gn(y).
Let for n ∈ N, Bn(R) := {Fn | g0, p0, p1, . . . ∈R, G1(y), G2(y), . . . ∈R[y] }.
Furthermore, let B(R) =
⋃
n∈N Bn(R) (note that B0(R) ⊆ B1(R) ⊆ · · · ). Fi-
nally, F,G ∈ B(R) are said to have matching parameters if there exist
n, k ∈ N∗, p1, . . ., pm ∈ R and G1(y), . . ., Gm(y) ∈ R[y] (where m := max(n, k))
such that F ∈ Bn(R) with parameters p1, . . ., pn and G1(y), . . ., Gn(y), and
G ∈ Bk(R) with parameters p1, . . ., pk and G1(y), . . ., Gk(y).
In Chapter 1, we gave some well-known examples of coordinates of R[2] which are
elements of B(R) (Example 1.2.10, Example 1.2.11 and the second coordinate
of the Nagata automorphism). Let us present some more.
Example 2.1.2. Let F = (F1, F2) ∈ R[x1, x2, x3, x4]2 be defined by
F := (x1 − x4(x3x1 + x4x2), x2 + x3(x3x1 + x4x2)),
where R is a commutative ring. Then F is an R[x3, x4]-automorphism of
R[x3, x4][x1, x2] with inverse (x1 + x4(x3x1 + x4x2), x2 − x3(x3x1 + x4x2)). We
have F1 ∈ B1(R[x3, x4]) (in the variables x1 and x2), with parameters 1− x3x4
and −x24x2. Analogously, F2 ∈ B1(R[x3, x4]). The R-automorphism
F˜ := (x1 − x4(x3x1 + x4x2), x2 + x3(x3x1 + x4x2), x3, x4)
of R[x1, x2, x3, x4] is known as Anick’s example (see [Smi89] or [Ess00b]). It is
a candidate non-tame polynomial automorphism in 4 variables over R.
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Example 2.1.3. Let σ ∈ AutRR[u, v] as in Example 1.2.10. Viewing σ(u) as
a polynomial in Q(R)[u, v] = C(t)[u, v], we observe that it equals the expression
1
t (tu+ v
3 − (v + t(tu+ v3))3). Consequently, σ(u) ∈ B3(C(t)) (in the variables
u and v), with parameters t, 1, 1t and v
3, tv,− 1t v
3.
Example 2.1.4. In [MY60] the following conjecture was stated:
Let F : Rn → Rn be a C1-class vector field with F (0) = 0 and
such that for all x ∈ Rn all eigenvalues of JF (x) have negative real part,
then 0 is a global attractor of the autonomous system x˙ = F (x),
i.e., every solution tends to the origin as t tends to infinity.
This is known as the Markus-Yamabe Conjecture .
In [CEGHM97] a polynomial counterexample was given: Let n ≥ 3 and
F : Rn → Rn be given by
F (x1, . . ., xn) = (−x1 + x3d(x)
2,−x2 − d(x)
2,−x3, . . .,−xn),
where d(x) := x1 + x3x2. Then there exists a solution of x˙ = F (x) which tends
to infinity if t tends to infinity, given by x1(t) = 18et, x2(t) = −12e2t, x3(t) =
· · · = xn(t) = e
−t.
From the fact that
(x1, . . ., xn) 7→ (−x1 − x3(x1 − x3x2)
2,−x2 − (x1 − x3x2)
2,−x3, . . .,−xn)
is the inverse of F (for all n ≥ 3), we already see that the first component of F
is a coordinate in R[x1, x2, x3]. But this polynomial is even an R[x3]-coordinate
in R[x3][x1, x2]. Namely, it is of the form p2x1+G2(p1x2+G1(x1)) ∈ B2(R[x3]),
with p2 = −1, p1 = x3, G2(x1) = x3x21 and G1(x1) = x1. In Section 2.4 we will
state and prove a proposition which implies that this polynomial is a coordinate
in two variables over R[x3] (Proposition 2.4.4). In Section 2.5, we will show,
using Theorem 2.5.3, that it is even a tame coordinate.
Definition 2.1.1 has been devised by looking at the structure of coordinates in
two variables over a field, and subsequently replacing the coefficients by those
of an arbitrary ring R. Therefore, Corollary 2.3.2 will probably be no surprise
to the reader. It implies that all coordinates in two variables over a field K are
elements of B(K). For an arbitrary ring R, this is not true in general (although
we will prove Theorem 2.3.1). This is shown in Example 2.1.14, which comes
from Proposition 2.1.13. This one uses Proposition 2.1.7. In the proof of the
latter the following lemma is used, which gives a description of Fn ∈ Bn(R) in
terms of Fk ∈ Bk(R) for smaller k.
Lemma 2.1.5. Let Fn ∈ Bn(R) with parameters p1, . . ., pn and G1(y), . . ., Gn(y).
Then Fn ∈ R/(p1)[y] and for any 2 ≤ i ≤ n, Fn ∈ R/(pi)[Fi−1 ].
Proof. We will use induction with respect to n to prove the statement. So let
n ∈ N∗ be such that the statement is true for all k ∈ N∗ with k < n. Note, that
Fn = pnFn−2 + Gn(Fn−1), where F0 := y and F−1 := x if n ≤ 2. There are
three possible cases :
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1. i = n : It follows from Fn = pnFn−2+Gn(Fn−1), that Fn ∈ R/(pn)[Fn−1 ].
2. i = n− 1 : Then Fn−1 ∈ R/(pn−1)[Fn−2] by the induction hypothesis. As
a result, also Fn = pnFn−2 +Gn(Fn−1) ∈ R/(pn−1)[Fn−2].
3. i ≤ n− 2 : Since Fn−1, Fn−2 ∈ R/(pi) [Fi−1] by the induction hypothesis,
and Fn ∈ R[Fn−1, Fn−2], it follows that also Fn ∈ R/(pi) [Fi−1 ].
Remark 2.1.6. If we are in the situation of Lemma 2.1.5, then it tells us
that there exists an H(y) ∈ R/(pi)[y] such that Fn = H(Fi−1). Now suppose
Fn is a coordinate in R[x, y]. Then Fn = H(Fi−1) is a coordinate in R[x, y],
where R := R/pi. This implies by Corollary 1.2.5, that Fi−1 is a coordinate in
R[x, y] and H(y) is a coordinate in R[y]. So Fn is for every i ≤ n related to
Fi−1 modulo pi via one-dimensional coordinates, which are shown to be stably
tame in Corollary 3.3.5. We will use this fact in the proof of Theorem 4.2.1,
which says that not only the one-dimensional coordinates (which are elements
of B1(R), with first parameter equal to 0), but even all coordinates in the class
B(R) are stably tame.
Proposition 2.1.7. Let R be a domain. Let F ∈ Bn(R)\B0(R) for some n ∈
N∗. Then there exists an n1≤ n with F ∈ Bn1(R), with parameters p1, . . ., pn1
and G1(y), . . ., Gn1(y), such that deg(F ) = deg(Gn1) · · · deg(G2) deg(F1).
Proof. We’ll use induction with respect to n. Evidently, the statement is true
in case n = 1. So suppose n ≥ 2 is such that the statement is true for all smaller
positive natural numbers. Obviously, we may assume that F (0, 0) = 0.
i) Changing some of the Gi(y) (i = 1, . . ., n− 1) by an additive constant if
necessary, we may assume that Gi(0) = 0 for i = 1, . . ., n.
ii) We may assume, that p1, . . ., pn 6= 0. For if p1 = 0 then F ∈ R[y], so
F ∈ B1(R) and we are done. On the other hand, suppose pi = 0 for some
i ∈ {2, . . ., n}. Then by Lemma 2.1.5, F ∈ R[Fi−1]. If Fi−1 ∈ B0(R), then
F ∈ R[y] ⊆ B1(R) and we are done. If not, then the induction hypoth-
esis tells us, that Fi−1 ∈ Bi1(R) for some i1 ≤ i − 1, say with parameters
p˜1, . . ., p˜i1 and G˜1(y), . . ., G˜i1(y), with the additional property that deg(Fi−1) =
deg(G˜i1) · · · deg(G˜2) deg(F˜1) (where F˜1 := p˜1x + G˜1(y)). Consequently, F ∈
Bi1+1(R) with parameters p˜1, . . ., p˜i1 , 0 and G˜1(y), . . ., G˜i1+1(y), where G˜i1+1(y)
∈ R[y] is such that F = G˜i1+1(Fi−1). Thus, deg(F ) = deg(G˜i1+1) deg(Fi−1)
= deg(G˜i1+1) · · · deg(G˜2) deg(F˜1).
iii) We may assume, that deg(Gk) ≥ 1 ∀ 1 < k ≤ n. To show this we distinguish
a few cases. To begin with, if n = 2, then deg(G2) > 0 since F /∈ B0(R).
Secondly, suppose n ≥ 3 and deg(Gk) = 0 for a certain 1 < k < n, so Gk = 0.
Then F ∈ Bn−2(R), say with parameters p˜1, . . ., p˜n−2 and G˜1(y), . . ., G˜n−2(y),
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where
(p˜i, G˜i(y)) =


(pi, Gi(y)) if i < k − 1
(pk+1pk−1, pk+1Gk−1(y) +Gk+1(pky)) if i = k − 1
(pk+2pk, Gk+2(y)) if i = k
(pi+2, Gi+2(y)) if i > k.
By the induction hypothesis, there exists an n1 ≤ n − 2 with F ∈ Bn1(R),
say with parameters p˜1, . . ., p˜n1 and G˜1(y), . . ., G˜n1(y), such that deg(F ) =
deg(G˜n1) · · · deg(G˜2) deg(F1).
Finally, if n ≥ 3 and deg(Gn) = 0, then we have F ∈ Bn−2(R), say with
parameters p˜1, . . ., p˜n−2 and G˜1(y), . . ., G˜n−2(y), where
(p˜i, G˜i(y)) =
{
(pi, Gi(y)) if i < n− 2
(pnpn−2, pnGn−2(y)) if i = n− 2.
By the induction hypothesis, again there exists an n1≤ n− 2 with F ∈ Bn1(R),
say with parameters p˜1, . . ., p˜n1 and G˜1(y), . . ., G˜n1(y), such that deg(F ) =
deg(G˜n1) · · · deg(G˜2) deg(F1).
iv) Suppose there exists no m ∈ {1, . . ., n−1} such that Gm(y) and Gm+1(y)
are both linear and deg(Fm+1) < deg(Fm). Then we can apply Lemma 2.1.8.
v) Suppose there does exist an m ∈ {1, . . ., n−1} such that Gm(y) and Gm+1(y)
are both linear and deg(Fm+1) < deg(Fm). Choose m minimal with this prop-
erty and write Gm+1(y) = gm+1y,Gm(y) = gmy with gm+1, gm ∈ R. The
assumption m = 1 readily leads to a contradiction, so we have m ≥ 2.
Suppose m ≥ 3. deg(Gm−1) ≥ 2 by assumption. Furthermore, since there
is no k < m such that Gk(y) and Gk+1(y) are both linear and deg(Fk+1) <
deg(Fk), Lemma 2.1.8 tells us that deg(Fm−3) = deg(Gm−3) · · · deg(G2) deg(F1)
and deg(Fm−2) = deg(Gm−2) · · · deg(G2) deg(F1) = deg(Gm−2) deg(Fm−3), im-
plying deg(Fm−3) ≤ deg(Fm−2). Taking this into account while looking at the
formulas
Fm = pmFm−2 + gm(pm−1Fm−3 +Gm−1(Fm−2))
and
Fm−1 = pm−1Fm−3 +Gm−1(Fm−2),
we deduce deg(Fm) = deg(Fm−1) = deg(Gm−1(Fm−2)). (Here it is crucial that
deg(Gm−1) ≥ 2.)
Suppose now that pm+1 + gm+1gm 6= 0. Then the formula
Fm+1 = pm+1(pm−1Fm−3 +Gm−1(Fm−2)) +
gm+1(pmFm−2 + gm(pm−1Fm−3 +Gm−1(Fm−2)))
implies that deg(Fm+1) = deg((pm+1 + gm+1gm)Gm−1(Fm−2)), which contra-
dicts the fact that deg(Fm+1) < deg(Fm) = deg(Gm−1(Fm−2)).
Consequently, pm+1+gm+1gm = 0. Thus, Fm+1 = gm+1pmFm−2. Therefore,
if n = m + 1 then F = Fm+1 = gm+1pmFm−2 ∈ Bm−2(R). On the other
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hand, if n > m + 1, then F ∈ Bn−3(R), say with parameters p˜1, . . ., p˜n−3 and
G˜1(y), . . ., G˜n−3(y), where for every i ≤ n− 3, (p˜i, G˜i(y)) is equal to

(pi, Gi(y)) if i < m− 1
(pm+2gmpm−1, pm+2(pmy + gmGm−1(y)) +Gm+2(gm+1pmy)) if i = m− 1
(pm+3gm+1pm, Gm+3(y)) if i = m
(pi+3, Gi+3(y)) if i > m.
So in both cases F ∈ Bn1(R) for some n1≤n − 3, with parameters p˜1, . . ., p˜n1
and G˜1(y), . . ., G˜n1(y), such that deg(F ) = deg(G˜n1) · · · deg(G˜2) deg(F1).
Now suppose m = 2. If G1(y) is linear, then deg(F3) < deg(F2) ≤ 1, but
this contradicts the fact that det J(F3, F2) = p1p2p3 6= 0 (as is easily calculated,
cf. Lemma 2.3.4). Consequently, deg(G1) ≥ 2. Now we may conclude from
F3 = p3(p1x+G1(y)) + g3(p2y+ g2(p1x+G1(y))) and deg(F3) < deg(F2), that
p3 + g3g2 = 0 (otherwise we would have deg(F3) = deg((p3 + g3g2)G1(y)) =
deg(F2), but we know that deg(F3) < deg(F2)). The remainder of the proof of
this case is the same as the one concerning the case m ≥ 3.
Lemma 2.1.8. Let R be a domain. Let F ∈ Bn(R)\B0(R) for some n ∈ N∗,
say with parameters p1, . . ., pn and G1(y), . . ., Gn(y). Assume that p1, . . ., pn 6= 0
for i = 1, . . ., n and deg(Gi(y)) ≥ 1 for i = 2, . . ., n. Furthermore, suppose
there is no m ∈ N∗,m < n such that deg(Gm(y)) = deg(Gm+1(y)) = 1 and
deg(Fm+1) < deg(Fm). Then deg(F ) = deg(Gn) · · · deg(G2) deg(F1).
Proof. We will prove that deg(Fm) = deg(Gm) deg(Fm−1) for m = 2, . . ., n,
using induction with respect to m.
So suppose m ∈ {2, . . ., n − 1} satisfies deg(Fm) = deg(Gm) deg(Fm−1).
Then we have
deg(Gm+1(Fm)) = deg(Gm+1) deg(Gm) deg(Fm−1), (2.1)
so deg(Gm+1(Fm)) ≥ deg(Fm−1). As Fm+1 = pm+1Fm−1 + Gm+1(Fm), we
obtain deg(Fm+1) ≤ deg(Gm+1(Fm)).
Suppose deg(Fm+1) < deg(Gm+1(Fm)). Since pm+1Fm−1 + Gm+1(Fm) =
Fm+1, we must have deg(Gm+1(Fm)) = deg(pm+1Fm−1), implying by equa-
tion (2.1), that deg(Gm) = deg(Gm+1) = 1. Hence, a contradiction.
Consequently, deg(Fm+1) = deg(Gm+1(Fm)) = deg(Gm+1) deg(Fm).
The next proposition shows, that in case the coefficient ring is a field, we can
improve upon Proposition 2.1.7.
Proposition 2.1.9. Assume that R is a field and F ∈ Bn(R)\B0(R) for some
n ∈ N∗. Then there exists an n1 ≤ n with F ∈ Bn1(R), say with parame-
ters p1, . . ., pn1 and G1(y), . . ., Gn1(y), such that deg(G2), . . .,deg(Gn1)≥2 and
deg(F ) = deg(Gn1) · · · deg(G2) deg(F1).
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Proof. We’ll use induction with respect to n to prove that there exists an n1≤ n
with F ∈ Bn1(R), say with parameters p1, . . ., pn1 and G1(y), . . ., Gn1(y), such
that deg(G2), . . .,deg(Gn1) ≥ 2. At that point the proof will be finished, by
Lemma 2.1.8.
In case n = 1, we can just take n1 := n. So suppose n ≥ 2 is such that the
statement is true for all smaller positive natural numbers. As was shown in the
proof of Proposition 2.1.7, we may assume that Gi(0) = 0 for i = 1, . . ., n−1,
deg(Gk) ≥ 1 for 1 < k ≤ n and p1, . . ., pn 6= 0.
If deg(G2), . . .,deg(Gn1)≥2, we are already done. So suppose deg(Gk) = 1
for a certain 1 < k ≤ n, say Gk(y) = gky with gk ∈ R\{0} = R∗. Then
F ∈ Bn−1(R), say with parameters p˜1, . . ., p˜n−1 and G˜1(y), . . ., G˜n−1(y), where
(p˜i, G˜i(y)) =


(pi, Gi(y)) if i < k − 1
(gkpk−1, gkGk−1(y) + pky) if i = k − 1
(−pk+1g
−1
k pk, Gk+1(y) + pk+1g
−1
k y) if i = k
(pi+1, Gi+1(y)) if i > k.
So we may use the induction hypothesis to complete the proof.
The statement of Proposition 2.1.9 doesn’t hold in general if R is replaced by a
domain, as is shown in Example 2.1.10 below.
Example 2.1.10. Let R = k[z] where k is a field of characteristic zero. Define
F ∈ R[x, y] by F = (z + 1)x + y + (zx + y)2. Then we have F ∈ B3(R)
with parameters p˜1, p˜2, p˜3 and G˜1(y), G˜2(y), G˜3(y) given by p˜1 = p˜2 = p˜3 = 1,
G˜1(y) = 0, G˜2(y) = zy and G˜3(y) = y + y2. But no n1 ≤ 3 exists such that
F ∈ Bn1(R), with parameters p1, . . ., pn1 and G1(y), . . ., Gn1(y), and satisfying
both deg(G2), . . .,deg(Gn1) ≥ 2 and deg(F ) = deg(Gn1) · · · deg(G2) deg(F1).
For suppose the opposite. n1 = 3 would imply that
2 = deg(F ) = deg(G3) deg(G2) deg(F1),
which is impossible if deg(G3),deg(G2) ≥ 2. So n1 ≤ 2. Since F is not linear in
x, it is neither an element of B1(R). Clearly, it isn’t an element of B0(R) either.
So we get F ∈ B2(R), say F = p2y + G2(p1x + G1(y)) for some p1, p2 ∈ R
and G1(y), G2(y) ∈ R[y]. Of course, modifying G2 a little if necessary, we
may assume that G1(0) = 0. Since F (0, 0) = 0, also G2(0) = 0. As F /∈
B1(R), deg(G2) ≥ 2. Using the hypothesis regarding degrees, we conclude that
deg(G2) = 2 and deg(F1) = 1. Since y2 appears in F , G1 6= 0, so deg(G1) = 1.
Write G2(y) = b2y2 + b1y,G1(y) = a1y. Thus, we get the equation
(z + 1)x+ y + (zx+ y)2 = p2y + b1(p1x+ a1y) + b2(p1x+ a1y)
2.
Comparing the coefficients of y2 of both sides of the equation, we get 1 = b2a21,
which implies that b2, a1 ∈ R∗. Equality of the coefficients of the xy term gives
z = b2p1a1. Consequently, z | p1. Finally, equating the coefficients of the x
term, we get z + 1 = b1p1. Now z | p1 leads to a contradiction.
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Remark 2.1.11. Example 2.1.10 gives a counterexample to Lemma 1.2.15 in
[Edo02]. Namely, from the equation
(zx+ y, (z + 1)x+ y + (zx+ y)2) = (y, x) ◦ (x+ y + y2, y) ◦ (x, y + zx)
it follows that, in the terminology of the mentioned paper, F is a coordinate
of ‘rational length’ 2. Since F is a coordinate and an element of B(R), by
Lemma 1.2.15 in [Edo02] it should be an element of B2(R). But Example 2.1.10
illustrates that this is not the case. The minimal n ∈ N for which F is an
element of Bn(R) is equal to 3.
So unfortunately, the statement of Lemma 1.2.15 in [Edo02] is wrong. Read-
ing its proof, it becomes clear that Edo is under the impression that for any
domain R and any F ∈ Bn(R) there exists an n1 ≤ n such that F ∈ Bn1(R) with
parameters p1, . . ., pn1 and G1(y), . . ., Gn1(y), and deg(G2), . . .,deg(Gn1) ≥ 2.
But if we take F as in Example 2.1.10, we see that this is false. Namely, if it
were true then we would have n1 = 3 and p1, p2, p3 6= 0 (since F /∈ Bm(R) for
m ≤ 2), so Lemma 2.1.8 would tell us, that deg(F ) = deg(G3) deg(G2) deg(F1),
but this is not possible if deg(F ) = 2 and deg(G2) = deg(G3) = 2.
Proposition 2.1.7 doesn’t hold in general when the coefficient ring is replaced
by an arbitrary commutative ring, even if this ring is assumed to be reduced.
This is shown in the example below.
Example 2.1.12. Let R be the ring C[A,B]/(AB) and a := A, b := B ∈ R.
Let F ∈ B2(R)\B0(R) be defined by F := y + 1 · (x + ay2) + b · (x + ay2)2 =
y + x+ ay2 + bx2. Since F is quadratic in x, F /∈ B1(R). Neither is F ∈ B2(R)
with parameters p1, p2 and G1(y), G2(y) such that deg(F ) = deg(G2) deg(F1)
(where F1 = p1x+G1(y)).
For suppose such p1, p2 and G1(y), G2(y) exist. Since F is quadratic in x
and deg(G2) deg(F1) = 2, we must have deg(G2) = 2 and deg(G1) = 1, say
G2(y) = g21y + g22y
2 and G1(y) = g1y with g21, g22, g1 ∈ R. So we have
y + x+ ay2 + bx2 = p2y + g21(p1x+ g1y) + g22(p1x+ g1y)
2.
Comparing the coefficients of x, x2 and y2, we get g21p1 = 1, g22p21 = b and
g22g
2
1 = a. So g22 = (p
−1
1 )
2b and g22g21 = a, implying b | a, which is a contra-
diction since A /∈ C[A,B]B + C[A,B]AB.
Until now we have only examined polynomials in two variables which are ele-
ments of the B-class, but the following proposition produces an example of a
class of polynomials which aren’t.
Proposition 2.1.13. Let R be a domain and suppose a, b, c, d ∈ R are given
with ad − bc ∈ R∗. Then F ∈ R[x, y] defined by F := ax + by + (cx + dy)2
satisfies the following:
F ∈ B(R) iff
(
a b
c d
)
is a product of elementary matrices.
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Proof. The ‘if’ part of the statement is easy. So suppose F ∈ Bn(R) with
n ∈ N∗. By Proposition 2.1.7, we may assume that F has parameters p1, . . ., pn
and G1(y), . . ., Gn(y) with deg(F ) = deg(Gn) · · · deg(G2) deg(F1), where F1 :=
p1x + G1(y). Changing some of the Gi(y) (i = 1, . . ., n−1) by an additive
constant if necessary, we may assume that Gi(0) = 0 for i = 1, . . ., n. We’ll use
induction with respect to n.
Suppose Gn(y) is linear, say Gn(y) = gny with gn ∈ R. Then F ∈ Bn−1(R),
say with parameters p˜1, . . ., p˜n−1 and G˜1(y), . . ., G˜n−1(y), where
(p˜i, G˜i(y)) =
{
(pi, Gi(y)) if i < n− 1
(gnpn−1, pny +Gn(Gn−1(y))) if i = n− 1.
Therefore, we may use the induction hypothesis in this case.
So now we may assume, that deg(Gn) ≥ 2. But since deg(F ) = 2 and
deg(F ) = deg(Gn) · · · deg(G2) deg(F1), it follows that deg(Gn−1(y)) = · · · =
deg(G2(y)) = deg(F1) = 1 and deg(Gn) = 2. So deg(G1(y)) ≤ 1, say G1(y) =
g1y with g1 ∈ R.
The claim is now that p1 ∈ R∗. Namely, let R := R/Rp1. By Lemma 2.1.5,
Fn ∈ R[y]. Since F = ax+by+(cx+dy)2, this implies that a = c = 0, resulting
in R = Ra+Rc ⊆ Rp1, whence p1 ∈ R∗.
Define σ, τ ∈ AutRR[x, y] by (σ(x), σ(y)) = ( 1p1 (x−g1y), y) and (τ(x), τ(y))
= (y, x). One can readily verify (using the structure of F as an element of Bn(R))
that F˜ := τσ(F ) ∈ Bn−1(R), with parameters p2, . . ., pn and G2(y), . . ., Gn(y).
Furthermore, F˜ is of the form F˜ = a′x+ b′y + (c′x+ d′y)2, where
(
a′ b′
c′ d′
)
=
(
b− ap1 g1
a
p1
d− cp1 g1
c
p1
)
.
Rewriting this, we obtain
(
a b
c d
)−1(
a′ b′
c′ d′
)
=
(
0 1
1 0
)(
1 0
0 1p1
)(
1 0
−g1 1
)
.
The use of the induction hypothesis on F˜ completes the proof.
Example 2.1.14. Let R = R[z, w]/(z2+w2− 1) and a := z, b := w ∈ R. Then
it is well-known that the matrix
(
a b
−b a
)
can’t be written as a finite product
of elementary matrices. Even worse, the matrix

a b 0 · · · 0
−b a 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1

 ∈Mn+2(R)
34 CHAPTER 2. THE CLASS B(R)
can’t be written as a finite product of elementary matrices, for any n ∈ N.
In the field of K-Theory this implies that K1(R) is non-trivial. In our case,
Proposition 2.1.13 implies that F := ax+ by + (−bx+ ay)2 ∈ R[x, y] is not an
element of B(R).
Proposition 2.1.13 provides us with only one type of polynomial which is not in
the B-class. But there are more of them. In fact, the following proposition shows
that the first component of the Nagata automorphism is such a polynomial !
The proof of this proposition is due to Eric Edo.
Proposition 2.1.15. Let K be an arbitrary field of characteristic zero and F =
(f, g) := (x− 2y(zx+ y2)− z(zx+ y2)2, y+ z(zx+ y2)) ∈ AutK[z]K[z][x, y] (an
alternative definition of the Nagata automorphism defined on page 11). Then
f /∈ B(K[z]).
Proof. Suppose f ∈ B(R), where R := K[z]. Since f /∈ R[y], we have f ∈
B(R)\B0(R). Then there exists, by Proposition 2.1.7, an n ∈ N∗ such that
f ∈ Bn(R), with parameters p1, . . ., pn and G1(y), . . ., Gn(y), and satisfying 4 =
deg(f) = deg(Gn) · · · deg(G2) deg(F1) (where F1 := p1x+G1(y)). Take n ∈ N∗
minimal with this property (since degx(f) = 2, n ≥ 2). Then it immediately
follows, that deg(Gn) ≥ 2. Namely, if deg(Gn) = 1, say Gn(y) = ay + b with
a ∈ R\{0} and b ∈ R, then f ∈ Bn−1(R) with parameters p1, . . ., pn−2, apn−1
and G1(y), . . ., Gn−2(y), aGn−1(y) + pny + b. So using Proposition 2.1.7 again,
we get an n1 ≤ n − 1 such that f ∈ Bn1(R), with parameters p˜1, . . ., p˜n1 and
G˜1(y), . . ., G˜n1(y), and satisfying 4 = deg(f) = deg(G˜n1) · · · deg(G˜2) deg(F˜1)
(where F˜1 := p˜1x + G˜1(y)). But this is a contradiction with the fact that n is
minimal with this property.
Now suppose that deg(Gi) = 4 for some i and deg(Gj) = 1 for j ≥ 2, j 6= i.
Then, since deg(Gn) ≥ 2, we must have i = n. So deg(Gi) = 4, deg(Gn−1) =
· · · = deg(G2) = 1 and deg(G1) ≤ 1. Looking at Definition 2.1.1, we immedi-
ately see that deg(Fi) ≤ 1 for i = 1, . . ., n−1. Thus, Fn = ax+by+Gn(cx+dy)
for some a, b, c, d ∈ R. But this is not possible, since degx(f) = 2.
Consequently, deg(Gn) = 2 and there exists a k < n such that deg(Gk) = 2
and deg(Gj) = 1 for j ≤ n − 1, j 6= k. Looking again at Definition 2.1.1, we
deduce that deg(Fi) ≤ 2 for i = 1, . . ., n−1. Now let R := R/Rz. Then deg(f) =
3, while f = pnFn−2 + Gn(Fn−1) and deg(pnFn−2) ≤ 2. As a result, 3 =
deg(Gn(Fn−1)) = deg(Gn) deg(Fn−1), which is a contradiction, as deg(Gn) ≤ 2
and deg(Fn−1) ≤ 2.
So we may conclude, that f /∈ B(R).
2.2 Primitive tameness
Definition 2.2.1. Let (aij) ∈ Mn(R) and b1, . . ., bn ∈ R, then the affine au-
tomorphism F = (a11X1 + · · · + a1nXn + b1, . . ., an1X1 + · · · + annXn + bn) is
called simply affine if there is a pair (i, j) such that aij ∈ R∗. Note that in
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case n = 2 this implies, that the matrix JF is in the subgroup of GL2(R) gen-
erated by the elementary and diagonal ones (see the proof of Proposition 2.2.2).
Let SAff(R,n) be the collection of all simply affine automorphisms. Then by
a primitively tame automorphism we mean an element of the automorphism
subgroup PT(R,n) :=< SAff(R,n) ,E(R,n) > of AutRR[X].
The similarity of the names ‘primitively tame’ and ‘primitively elementary’ sug-
gests that the associated groups are closely related. This link is described in
the next proposition.
Proposition 2.2.2. Every σ ∈ PT(R, 2) can be written as σ = τλ, where
τ ∈ PE(R, 2) and λ = (ax, y) for some a ∈ R∗.
Proof. Let σ ∈ PT(R, 2). Since (ax + b(y), y) = (ax, y) ◦ (x + a−1b(y), y) and
(x, ay + b(x)) = (x, ay) ◦ (x, y + a−1b(x)) for all a ∈ R∗, b ∈ R[x, y], we have
σ ∈ < SAff(R, 2),PE(R, 2) >. Furthermore, if (a1x+a2y+ b1, a3x+a4y+ b2) ∈
SAff(R, 2) with a1 ∈ R∗, then(
a1 a2
a3 a4
)
=
(
1 0
a−11 a3 1
)(
1 d−1a1a2
0 1
)(
a1 0
0 a−11 d
)
,
where d := a1a4 − a2a3 ∈ R∗. A similar equation holds if a2 ∈ R∗, a3 ∈ R∗ or
a4 ∈ R
∗, as can be derived from the fact that(
0 1
1 0
)
=
(
1 −1
0 1
)(
1 0
1 1
)(
1 0
0 −1
)(
1 1
0 1
)
.
Summarizing, σ can be written as a composition of elements of PE(R, 2) and
automorphisms of the form (ax, by) with a, b ∈ R∗. Moreover, since for all
a, b ∈ R∗ the matrix J(ax, by) is equal to(
1 a
0 1
)(
1 0
−a−1 1
)(
1 a− ab
0 1
)(
ab 0
0 1
)(
1 0
1 1
)(
1 −1
0 1
)
,
σ can be written as a composition of elements of PE(R, 2) and automorphisms
of the form (ax, y) with a ∈ R∗. Finally, since
(x+ b(y), y) ◦ (ax, y) = (ax, y) ◦ (x+ a−1b(y), y)
for all a ∈ R∗ and b(y) ∈ R[y], σ can be rewritten as σ = τλ with τ ∈ PE(R, 2)
and λ = (ax, y) with a ∈ R∗.
Corollary 2.2.3. Let Aut(1)R R[x, y] denote all R-automorphisms ϕ of R[x, y]
with det Jϕ = 1. Then we have
PE(R, 2) = PT(R, 2) ∩Aut
(1)
R R[x, y].
Proof. This follows immediately from Proposition 2.2.2.
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The following lemma is Corollary 2.1.3 in [Ros94]. Its consequence (2.2.5) will
be very useful for the stable tameness techniques that we will describe in Sec-
tion 4.1. It says, that stable tameness is essentially the same as ‘stable primitive
elementariness’.
Lemma 2.2.4. For every matrix M ∈ GL(n,R), the 2n× 2n matrix(
M 0
0 M−1
)
is a product of elementary matrices.
Corollary 2.2.5. Let F1, . . ., Fn ∈ R[X] such that σ := (F1, . . ., Fn) ∈ T(R,n).
Let Y1, . . ., Yn be n new variables. Then there exist G1, . . ., Gn ∈ R[Y1, . . ., Yn]
which are linear and such that (F1, . . ., Fn, G1, . . ., Gn) ∈ PE(R, 2n).
Proof. Write σ = λ1τ1 · · ·λrτr, where λi ∈ Aff(R,n) and τi ∈ PE(R,n) for all i.
Let λi = (Hi1(X), . . ., Hin(X)) for some Hij ∈ R[X]. For every λi, there exist
by Lemma 2.2.4 linear Gi1, . . ., Gin ∈ R[Y1, . . ., Yn] such that
(Hi1, . . ., Hin, Gi1, . . ., Gin) ∈ PE(R, 2n).
Then if we define λ˜i := (Hi1, . . ., Hin, Gi1, . . ., Gin) and τ˜i by τ˜i(Xj) = τi(Xj)
and τ˜i(Yj) = Yj (∀ i, j), then it is easy to see, that σ˜ := λ˜1τ˜1 · · · λ˜r τ˜r ∈ PE(R, 2n)
equals (F1, . . ., Fn, G1, . . ., Gn) for certain G1, . . ., Gn ∈ R[Y1, . . ., Yn] which are
linear.
2.3 B(R) and PT(R, 2)
The link between elements of B(R) and those of PT(R, 2) is best described by
the following theorem.
Theorem 2.3.1. Let R be a commutative ring and σ ∈ PT(R, 2). Then there
exists an n ∈ N such that σ(x) ∈ Bn+1(R) and σ(y) ∈ Bn(R). More precisely,
σ(x) = Fn+1 and σ(y) = Fn, with matching parameters p1, . . ., pn+1 ∈ R∗ and
G1(y), . . ., Gn+1(y) ∈ R[y].
Proof. By Proposition 2.2.2, we may write σ = τnpi · · · τ1piτ0λ, with n ∈ N∗, τi
primitively elementary of the form (x + hi(y), y) with hi(y) ∈ R[y] for all i, pi
the permutation of x and y and λ = (ax, by), where a, b ∈ R∗.
To prove the statement, we will use induction with respect to n :
• In case n = 0, σ = τ0λ = (ax + h0(by), by), which readily proves the
statement.
• If n ≥ 1, then by the induction hypothesis we can write τn−1pi · · · τ1piτ0λ =
(Fn, Fn−1), where Fn−1 ∈ Bn−1(R) and Fn ∈ Bn(R), say with matching
parameters p1, . . ., pn ∈ R∗ and G1(y), . . ., Gn(y) ∈ R[y]. Then
σ = (x+ hn(y), y) ◦ (y, x) ◦ (Fn, Fn−1) = (Fn−1 + hn(Fn), Fn),
2.4. B(R)-COORDINATES OVER A Q-ALGEBRA 37
so we have σ(y) ∈ Bn(R) and σ(x) ∈ Bn+1(R) with matching parameters
p˜1, . . ., p˜n+1 and G˜1(y), . . ., G˜n+1(y), where p˜i = pi and G˜i(y) = Gi(y) if
i ≤ n, p˜n+1 = 1 and G˜n+1(y) = hn(y).
As can be easily seen from Definition 2.2.1, if K is a field we have PT(K, 2) =
T(K, 2). This leads to the following observation.
Corollary 2.3.2. Let σ ∈ AutK K[x, y], where K is a field. Then there exists
an n ∈ N such that σ(x) ∈ Bn+1(K) and σ(y) ∈ Bn(K). More precisely,
σ(x) = Fn+1 and σ(y) = Fn, with matching parameters p1, . . ., pn+1 ∈ K∗ and
G1(y), . . ., Gn+1(y) ∈ K[y].
Proof. This follows immediately from Theorem 1.1.19, Theorem 2.3.1 and the
fact that T(K, 2) = PT(K, 2).
Remark 2.3.3. Following the proof of Theorem 2.3.1, it becomes immediately
clear that for an arbitrary ring R, any F ∈ Bn(R) with parameters p1, . . ., pn and
G1(y), . . ., Gn(y) is a tame coordinate if the additional assumption is made that
p1, . . ., pn ∈ R
∗. Namely, let Fn ∈ Bn(R) and Fn+1 ∈ Bn+1(R) with matching
parameters p1, . . ., pn+1 ∈ R∗ and G1(y), . . ., Gn+1(y) ∈ R[y]. We claim that
then (Fn+1, Fn) ∈ T(R, 2): this follows by induction from the fact that
(Fn+1, Fn) = (pn+1x+Gn+1(y), y) ◦ (Fn−1, Fn).
Let Fn ∈ Bn(R) and Fn−1 ∈ Bn−1(R) with matching parameters p1, . . ., pn ∈
R and G1(y), . . ., Gn(y) ∈ R[y]. The fact that (Fn, Fn−1) ∈ AutRR[x, y] if
p1, . . ., pn ∈ R
∗ is not surprising, in view of the Jacobian Conjecture in combi-
nation with the following lemma.
Lemma 2.3.4. det J(Fn, Fn−1) = (−1)
n+1p1 · · · pn if n ≥ 2.
Proof. First, det J(F2, F1) = det J(p2Y + G2(p1X + G1(Y )), p1X + G1(Y )) =
det J(p2Y, p1X +G1(Y )) = p2 det J(Y, p1X) = −p1p2.
Now assume, that n ≥ 3 and the statement is true for all k < n. Then
det J(Fn, Fn−1) = det J(pnFn−2 +Gn(Fn−1), Fn−1) = pn det J(Fn−2, Fn−1)
=−pn det J(Fn−1, Fn−2)=−pn((−1)
np1 · · · pn−1)=(−1)
n+1p1 · · · pn.
2.4 B(R)-coordinates over a Q-algebra
In this section we completely describe the coordinates in B(R) in terms of their
parameters, for a Q-algebra R (Theorem 2.4.4). But we first need a few tools.
The following theorem is from [BBE03].
Theorem 2.4.1. Let R be a Q-algebra and a ∈ R. Then for F ∈ R[x, y] the
following statements are equivalent :
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1. F is a coordinate over R
2. F is a coordinate over Ra and F is a coordinate over R/(a)
Example 2.4.2. Let F = px+G(y) ∈ R[x, y] for some p ∈ R\{0} and G(y) ∈
R[y]. Assume that Rp + Ra1 = R and ai is nilpotent modulo p for all i ≥ 2.
By Lemma 1.2.1, G(y) is a coordinate in R[y] (R := R/(p)), which implies that
F = G is a coordinate in R[x, y]. Furthermore, it is clear that F is a coordinate
over Rp. Thus, Theorem 2.4.1 implies Theorem 1.2.6 in case R is a Q-algebra.
In order to prove Proposition 2.4.4, we will also need the following lemma.
Lemma 2.4.3. For every F ∈ B(R), the derivation DF := Fy∂x − Fx∂y on
R[x, y] is locally nilpotent.
Proof. Let n ∈ N be such that F ∈ Bn(R), say with parameters p1, . . ., pn
and G1(y), . . ., Gn(y). Let {ai}i∈I ⊆ R (for some index set I) be the union
of {p1, . . ., pn} and the collection of all coefficients of G1(y), . . ., Gn(y). Define
A := Z[{Ai}i∈I ], the polynomial ring in the variables Ai for all i ∈ I. There
is an F ∈ Bn(A) such that F is obtained from F by making the substitutions
Ai 7→ ai for i∈I. Because K := Q({Ai}i∈I) is a field, F is a coordinate over K
(by Remark 2.3.3), which implies that DF := Fy∂x − Fx∂y is locally nilpotent
on K[x, y]. But then it is also locally nilpotent on A[x, y]. Via the substitutions
Ai 7→ ai we see, that DF is locally nilpotent on R[x, y].
Proposition 2.4.4. Let R be a Q-algebra and F ∈ Bn(R), say with parame-
ters p1, . . ., pn and G1(y), . . ., Gn(y). Define p := p1 · · · pn. Then the following
statements are equivalent :
1. F is a coordinate over R
2. F is a coordinate over R/Rp
3. F is a coordinate over R/Rpi for i = 1, . . ., n
4. (pi, Fx, Fy) = (1) in R[x, y] for i = 1, . . ., n
5. (Fx, Fy) = (1) in R[x, y]
Proof. The implications 1⇒ 3, 1⇒ 5, 3⇒ 4 and 5⇒ 4 are trivial. So we will
prove the implications 4⇒ 2 and 2⇒ 1 and then we are done.
4 ⇒ 2 : It follows from Lemma 1.1.3, that (p, Fx, Fy) = (1) in R[x, y], in other
words (F x, F y) = (1) in R/Rp[x, y]. Since F ∈ Bn(R/Rp), Lemma 2.4.3 gives
the local nilpotence of the derivation F y∂x − F x∂y on R/Rp[x, y]. Since R is a
Q-algebra, so is R/Rp. Therefore, we can use Proposition 1.1.34 to conclude,
that F is a coordinate in R/Rp[x, y].
2⇒ 1 : Since, for i = 1, . . ., n, pi is invertible as an element of Rp, Remark 2.3.3
says that F ∈ Rp[x, y] is a coordinate. By Theorem 2.4.1, F is a coordinate in
R[x, y].
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2.5 Tameness within B2(R)
This section describes the explicit conditions which coordinates in B2(R) must
satisfy to be tame. We begin by analyzing the structure of a mate for this kind
of coordinate.
Let’s start with a notation which we will use on several occasions in the
proof of Theorem 2.5.1 below. Let R[y, z] be a polynomial ring over R in two
variables. For any p ∈ R and h ∈ R[1], let h(p)(y, z) be the unique polynomial in
R[y, z] such that h(p+yz)−h(p) = yh(p)(y, z). Since h(p+yz)−h(p)−h′(p)yz ∈
R[y, z]y2z2, it follows that h(p)(y, z) ≡ h′(p)z (mod y). As a result,
h(p)(q, r) ≡ h
′(p)r (mod q) ∀ p, q, r ∈ R. (2.2)
Theorem 2.5.1. Let F2 ∈ B2(R) with parameters p1, p2 and G1(y), G2(y),
such that Rp1 + Rp2 = R, deg(G2) ≥ 2 and deg(G1) ≥ 1. Suppose that F2
is a coordinate. Then there exists an F˜ ∈ R[x, y] with (F2, F˜ ) ∈ AutRR[x, y],
satisfying p1p2F˜ = p1x+G1(y)− h(F2) for some h ∈ R[1].
Furthermore, if R is a domain and F2 is a tame coordinate over R, then we
may even assume that h ∈ R[1] is affine.
Proof. Let λ, µ ∈ R such that λp1 + µp2 = 1. Our goal is to prove, that there
exist Q1, Q2 ∈ R[1] and S1(x, y), S2(x, y) ∈ R[x, y] such that
p3−iSi = p1x+G1(y)−Q3−i(F2) (i = 1, 2) (2.3)
and (F2, F˜ ) ∈ AutRR[x, y], where F˜ ∈ R[x, y] is defined by F˜ := λS1 + µS2.
Namely, (2.3) implies that F˜ thus defined satisfies p1p2F˜ = p1x+G1(y)−h(F2),
where h := λp1Q2 + µp2Q1.
First, since F2 is a coordinate over R, it follows that F2 = G2(p1x+G1(y)) ∈
R/Rp2[x, y] is also a coordinate. By Corollary 1.2.5, G2(y) is a coordinate in
R/Rp2[y], implying that there exist H2, q ∈ R[1] such that y − H2(G2(y)) =
p2q(y). From this we deduce (where F1 = p1x+G1(y))
F1 −H2(F2) = (F1 −H2(G2(F1))− (H2(F2)−H2(G2(F1)))
= p2q(F1)− (H2)(G2(F1))(p2, y)p2.
Thus, S1 := q(F1)− (H2)(G2(F1))(p2, y) satisfies p2S1 = p1x+G1(y)−Q2(F2),
where Q2 := H2.
Second, since F2 is an R-coordinate, it follows that F2 = p2y+G2(G1(y)) ∈
R/Rp1[y] is also a coordinate. Hence, there exist H1, r ∈ R[1] such that y −
H1(F2(x, y)) = p1r(x, y). From this we deduce
p1x+G1(y)−G1(H1(F2)) = p1x− (G1(y − p1r)−G1(y))
= p1x− (G1)(y)(p1,−r)p1,
so S2 := x − (G1)(y)(p1,−r) satisfies p1S2 = p1x + G1(y) − Q1(F2), where
Q1(y) := G1(H1(y)).
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We now have p1p2F˜ = p1x+G1(y)−h(F2) by the argument following (2.3), so
we are done if we can show that F˜ := λS1+µS2 satisfies (F2, F˜ ) ∈ AutRR[x, y].
To accomplish this, we first take a look at the following two special cases.
1. p1 = 0. Then µp2 = 1, y = H1(F2) and F2 ∈ R[y] (so R[y] = R[F2]).
Therefore, we have λS1 = λµp2S1 = λµ(G1(y) − H2(F2)) ∈ R[y] and
µS2 = µx − (G1)(y)(0,−r)µ, so F˜ − µx = λS1 + µS2 − µx ∈ R[y]. As a
result, R[F2, F˜ ] = R[y, µx] = R[x, y].
2. p2 = 0. Then λp1 = 1, y = H2(G2(y)) and F2 = G2(F1), which implies
that R[F2] = R[F1]. So µS2 = µλp1S2 = µλ(F1 − G1(H1(F2))) ∈ R[F2]
and λS1 = λq(F1) − (H2)(G2(F1))(0, y)λ = λq(F1) − H
′
2(G2(F1))λy (us-
ing (2.2)), whence F˜ +H ′2(G2(F1))λy ∈ R[F2].
Furthermore, since y = H2(G2(y)), it follows that 1 = H ′2(G2(y))G
′
2(y),
from which we obtain 1 = H ′2(G2(F1))G
′
2(F1). So we may conclude, that
R[F2, F˜ ] = R[F1, H
′
2(G2(F1))λy] = R[p1x+G1(y), y] = R[x, y].
Now we consider the general case. Following Prime Property 3.5.4 in [Ros01],
we are done if (F2, F˜ ) ∈ AutR/pR/p[x, y] for all p ∈ Spec(R). Accordingly, let
p be a prime ideal of R, and R := R/p. If p1 ∈ p, then we are in the situation
of case 1.(with ‘R’ replaced by ‘R’), and if p2 ∈ p, we are in the situation of
case 2.(again, with ‘R’ replaced by ‘R’). So we may assume that p1, p2 /∈ p, i.e.,
p1, p2 6= 0. But in this case we have
(F2, F˜ )= (y,
1
p1 p2
(x−h(y)))◦(x, p2y+G2(x))◦(p1x+G1(y), y) ∈ AutK K[x, y]
with K := Q(R) and det J(F2, F˜ ) = −1, which implies by Lemma 1.1.9, that
(F2, F˜ ) ∈ AutRR[x, y].
Assume now that R is a domain and F2 is a tame coordinate over R. By the
above, we know that there exists an h ∈ R[1] such that p1x+G1(y)− h(F2) =
p1p2F˜ for some F˜ ∈ R[x, y] with (F2, F˜ ) ∈ AutRR[x, y]. We claim that we may
assume, that deg(h) ≤ 1.
For suppose h ∈ R[1] is of minimal degree ≥ 2 having the mentioned prop-
erties. Then deg(F˜ ) = deg(p1x+G1(y)− h(F2)) ≥ 2 deg(F2) > deg(F2) (using
the fact that F2 = p2y +G2(p1x+G1(y)) with deg(G2) ≥ 2 and deg(G1) ≥ 1),
so applying Corollary 1.1.13 (which is possible since (F2, F˜ ) ∈ T(R, 2) by Corol-
lary 1.2.3), we see that there exists an h1 ∈ R[1] such that deg(F˜ − h1(F2)) <
deg(F˜ ). Since we have p1x + G1(y) − (h + p1p2h1)(F2) = p1p2(F˜ − h1(F2))
and (F2, F˜ − h1(F2)) ∈ AutRR[x, y], the fact that the degree of h is minimal
with these properties implies that we must have deg(h) ≤ deg(h + p1p2h1).
But this contradicts the fact that deg(F˜ − h1(F2)) < deg(F˜ ), as p1p2F˜ =
p1x+G1(y)− h(F2) and p1p2(F˜ − h1(F2)) = p1x+G1(y)− (h+ p1p2h1)(F2).
So we may conclude that there exists an h ∈ R[1] with deg(h) ≤ 1 satisfying
the mentioned properties.
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Remark 2.5.2. In Theorem 2.5.1, in case F2 is tame, the condition that R is
a domain is necessary for the existence of an affine h ∈ R[1] with the mentioned
property. Take for example the ring R := C[z, w]/(z2w) with the elements a := z
and b := w and let F2 ∈ B2(R) with parameters 1, a2 and y, (1 − a2)y + aby2.
Then F2 is a tame coordinate, for if we define ϕ := (y − x, x) ∈ T(R, 2), then
ϕ(F2) = a
2x+(1−a2)y+aby2, which is tame, as we already saw in Remark 1.2.8.
Now suppose there exist c, d ∈ R with a2 | x + y − cF2 − d. Then we also
have a2 | x+ y− c(x+ y+ ab(x+ y)2)− d, from which we derive (looking at the
coefficients of x and x2, for example), that a2 | 1− c and a2 | abc. This implies
that also ab = abc + ab(1 − c) is divisible by a2. But that is a contradiction,
since zw /∈ C[z, w]z2 + C[z, w]z2w = C[z, w]z2.
Therefore, there exists no such affine h.
Theorem 2.5.3. Let R be a domain and F2 ∈ B2(R) with parameters p1, p2 6= 0
and G1(y), G2(y), such that Rp1 + Rp2 = R, deg(G2) ≥ 2, deg(G1) ≥ 1 and
G1(0) = 0. Write G1(y) = anyn+· · ·+a1y and G2(y) = bmym+· · ·+b1y+b0 for
certain a1, . . ., an, b0, . . ., bm ∈ R with an, bm 6= 0. Then F2 is a tame coordinate
over R if and only if the following 5 conditions hold.
1. p2 | bk for all 2 ≤ k ≤ m and (b1, p2) = (1)
2. p1 | ak for all 2 ≤ k ≤ n
3. (p1, a1) = (d) for some d ∈ R
4. p1 | dk+1bk for all 2 ≤ k ≤ m
5. (p1, a1b1 + p2) = (1).
Proof. The statement is proved in two steps.
i) We claim that the following two statements are equivalent:
• F2 is a tame coordinate
• p1 | ak for all 2 ≤ k ≤ n and p2y +G2(p1x+ a1y) is a tame coordinate.
Furthermore, both statements imply that (p1, a1) is a principal ideal of R.
For suppose that p1 | ak for all 2 ≤ k ≤ n and p2y+G2(p1x+a1y) is a tame
coordinate. Write ak = p1a′k for 2 ≤ k ≤ n. Then since ϕ := (x+
∑n
i=2 a
′
iy
i, y) ∈
T(R, 2), F2 = ϕ(p2y +G2(p1x+ a1y)) is a tame coordinate.
On the other hand, if F2 is a tame coordinate, we can use Theorem 2.5.1 to
conclude, that there exists an F˜ ∈ R[x, y] with (F2, F˜ ) ∈ AutRR[x, y], satisfying
p1p2F˜ = p1x+G1(y)− cF2 − c
′ for some c, c′ ∈ R. In case c = 0, this equation
already gives p1 | ak for all 2 ≤ k ≤ n. So assume that c 6= 0. Then, the
homogeneous components of highest degree of F2 and F˜ are equal to bmamn y
mn
resp. − cbma
m
n
p1p2
ymn, so by Proposition 1.1.11, there exist β1, β2 ∈ R with R =
Rβ1 + Rβ2, such that β1bmamn = −β2
cbma
m
n
p1p2
. Hence, Lemma 1.1.1 tells us that
(bma
m
n ,−
cbma
m
n
p1p2
) is a principal ideal of R. Therefore, (p1p2bmamn ,−cbma
m
n ) is a
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principal ideal, and thus also (p1p2,−c). So let d ∈ R be such that (p1p2,−c) =
(d). Note, that then ( p1p2d ,−
c
d ) = (1).
From the equation p1p2F˜ = p1x+G1(y)− cF2− c′ and the fact that d | p1p2
and d | c (and since G1(0) = 0), we deduce that also d | p1x + G1(y) and
d | c′. We claim that 1d (p1x+G1(y)) is even a tame coordinate in R[x, y]. For
let λ, µ ∈ R be such that λ p1p2d − µ
c
d = 1. Then
1
d (p1x + G1(y)) is the first
component of the following tame automorphism:
(
c
d
x+
p1p2
d
y +
c′
d
, λx+ µy) ◦ (F2, F˜ ).
Now we can use Theorem 1.2.7 to conclude, that p1d |
ak
d for k = 2, . . . , n
and (p1d ,
a1
d ) = (1), i.e., p1 | ak for k = 2, . . . , n and (p1, a1) = (d). So now
we have already proved, that (p1, a1) is a principal ideal. Furthermore, write
ak = p1a
′
k for 2 ≤ k ≤ n. Then since ψ := (x −
∑n
i=2 a
′
iy
i, y) ∈ T(R, 2),
p2y +G2(p1x+ a1y) = ψ(F2) is a tame coordinate.
ii) Now we will show that under the assumption that (p1, a1) = (d) for some
d ∈ R, p2y +G2(p1x+ a1y) is tame iff conditions 1., 4. and 5. hold.
Let λ, µ ∈ R be such that λ p1d +µ
a1
d = 1 and define ϕ ∈ T(R, 2) by ϕ(x, y) =
(λx − a1d y, µx +
p1
d y). Then p2y + G2(p1x + a1y) is a tame coordinate if and
only if ϕ(p2y + G2(p1x + a1y)) = p2µx +
p1
d p2y + G2(dx) is tame. According
to Theorem 1.2.7, this is the case if and only if p1d p2 | d
kbk (2 ≤ k ≤ m) and
(p1d p2, p2µ+ b1d) = (1). Using Lemma 1.1.3 and the fact that (
p1
d , p2) = (1), we
see that this is equivalent to

p2 | d
kbk (2 ≤ k ≤ m)
p1
d | d
kbk (2 ≤ k ≤ m)
(p2, b1d) = (1)
(p1d , p2µ+ b1d) = (1),
and since we may already derive from (p2, d) ⊇ (p2, p1) that (p2, d) = (1), we
can use Lemma 1.1.2, Lemma 1.1.3 and the fact that ( p1d ,
a1
d ) = (1), to rewrite
the above as 

p2 | bk (2 ≤ k ≤ m)
p1 | d
k+1bk (2 ≤ k ≤ m)
(p2, b1) = (1)
(p1d , (p2µ+ b1d)
a1
d ) = (1).
Since λp1d + µ
a1
d = 1, the above is equivalent to

p2 | bk (2 ≤ k ≤ m)
p1 | d
k+1bk (2 ≤ k ≤ m)
(p2, b1) = (1)
(p1d , p2 + b1a1) = (1),
which, using Lemma 1.1.3 and the fact that (d, p2 + b1a1) = (1) (this follows
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from d | a1 and (p2, d) = (1)), can be rewritten as

p2 | bk (2 ≤ k ≤ m)
p1 | d
k+1bk (2 ≤ k ≤ m)
(p2, b1) = (1)
(p1, p2 + b1a1) = (1).
These are exactly the conditions 1., 4. and 5., so we are done.
Remark 2.5.4. In the situation of Theorem 2.5.3, the condition that R is a
domain cannot be omitted. Take for example the ring R := C[v, w]/(vw)[z],
and define a := v, b := w. Let F2 ∈ B2(R) with parameters z, 1 and by, ay2.
Then F2 is a tame coordinate, since F2 = y + a(zx + by)2 = y + az2x2. But
condition 3. described in Theorem 2.5.3 is not fulfilled. For let I be the ideal in
R generated by b and z. If I were a principal ideal, then the same would hold
for I, the image of I in R := R/Ra ∼= C[w, z]. But I = (w, z) isn’t a principal
ideal in the ring C[w, z].
Example 2.5.5. Let f := −x1+x3(x1+x3x2)2 ∈ R[x1, x2, x3], the first compo-
nent of F defined in Example 2.1.4. There, we already saw that f ∈ B2(R[x3])
with parameters x3,−1 and G1(x1) = x1, G2(x1) = x3x21. From Theorem 2.5.3
we may now conclude, that f is a tame coordinate over R[x3].
Lemma 2.5.6. Let p1, p2 ∈ R with (p1, p2) = (1), and I, J both ideals of R,
with the property that RpiI ⊆ RpiJ (i = 1, 2). Then we even have I ⊆ J .
Proof. Suppose x ∈ I. Rp1I ⊆ Rp1J implies that there exists an n1 ∈ N such
that pn11 x ∈ J . Likewise, there exists an n2 ∈ N such that p
n2
2 x ∈ J . Since
(p1, p2) = (1), by Lemma 1.1.3 also (p
n1
1 , p
n2
2 ) = (1), say λp
n1
1 + µp
n2
2 = 1 with
λ, µ ∈ R. Then x = λpn11 x+ µp
n2
2 x ∈ J . Consequently, I ⊆ J .
Lemma 2.5.7. Let R be a UFD, a ⊆ R an ideal, and suppose we have certain
p, q ∈ R such that Rp + Rq = R and both Rpa and Rqa are principal ideals.
Then a is also a principal ideal.
Proof. Write p = p0p
t1
1 · · · p
tn
n , where p0 ∈ R
∗, n ∈ N, t1, . . ., tn ∈ N∗, and
p1, . . ., pn are non-associated irreducible elements. Since Rp = Rp1···pn and
(p1 · · · pn, q) = (1) by Lemma 1.1.3, we may assume that t1 = · · · = tn = 1
and p0 = 1. Likewise, we have an expression q = q1 · · · qm. Note that, by
Lemma 1.1.3, (pi, qj) = (1) for all i, j.
Choose for both Rpa and Rqa a generator in R and write both generators as a
product of irreducible elements of R. Let r1, . . ., rk ∈ R be irreducible such that
{p1, . . ., pn, q1, . . ., qm, r1, . . ., rk} equals the collection of all irreducible elements
which appear in the mentioned products, and such that this collection contains
no pair which is associated over R. Say, Rpa = Rpq
b1
1 · · · q
bm
m r
c1
1 · · · r
ck
k and
Rqa = Rqp
d1
1 · · · p
dn
n r
e1
1 · · · r
ek
k , where k ∈ N and all the exponents are also natu-
ral numbers. We claim that ei = ci ∀ i and a = Rp
d1
1 · · · p
dn
n q
b1
1 · · · q
bm
m r
c1
1 · · · r
ck
k .
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Since pd11 · · · p
dn
n r
e1
1 · · · r
ek
k ∈ Rqa, we get q
f1pd11 · · · p
dn
n r
e1
1 · · · r
ek
k ∈ a ⊆ Rpa
for some f1 ∈ N. Thus, pf2qf1p
d1
1 · · · p
dn
n r
e1
1 · · · r
ek
k ∈ Rq
b1
1 · · · q
bm
m r
c1
1 · · · r
ck
k for
some f2 ∈ N. Comparing the exponents of r1, . . ., rk in this equation, we deduce
that ei ≥ ci ∀ i. Using a similar argument about q
b1
1 · · · q
bm
m r
c1
1 · · · r
ck
k and Rpa,
we deduce that also ci ≥ ei ∀ i. Thus, ei = ci ∀ i. As a result,{
Rpa = Rpq
b1
1 · · · q
bm
m r
c1
1 · · · r
ck
k = Rpp
d1
1 · · · p
dn
n q
b1
1 · · · q
bm
m r
c1
1 · · · r
ck
k
Rqa = Rqp
d1
1 · · · p
dn
n r
c1
1 · · · r
ck
k = Rqp
d1
1 · · · p
dn
n q
b1
1 · · · q
bm
m r
c1
1 · · · r
ck
k .
Now using Lemma 2.5.6 twice, we obtain a = Rpd11 · · · p
dn
n q
b1
1 · · · q
bm
m r
c1
1 · · · r
ck
k .
Theorem 2.5.8. Let R be a UFD and F2 ∈ B2(R) with parameters p1, p2 6= 0
and G1(y), G2(y), such that Rp1 + Rp2 = R, deg(G2) ≥ 2, deg(G1) ≥ 1 and
G1(0) = 0. Additionally, suppose F2 is a tame coordinate over Rp1 and over
Rp2 . Then F2 is a tame coordinate over R.
Proof. Write G1(y) = anyn + · · · + a1y and G2(y) = bmym + · · · + b1y + b0
for certain a1, . . ., an, b0, . . ., bm ∈ R with an, bm 6= 0. By assumption, the five
conditions described in Theorem 2.5.3 hold for F2 when viewed over Rp1 as well
as when viewed over Rp2 . Now we can use Lemma 2.5.6 to prove the conditions
1., 2. and 5. for F2 viewed over R. For example, to prove 2., define ideals I and
J of R by I := (a2, . . ., ak) and J := (p1). Since Ipi ⊆ Jpi (i = 1, 2), lemma 2.5.6
tells us, that I ⊆ J .
Furthermore, Rpip1 + Rpia1 = Rpidi for some di ∈ R and p1|d
k+1
i bk in Rpi
for all 2 ≤ k ≤ m (i = 1, 2). So by Lemma 2.5.7, Rp1 + Ra1 = Rd for a
certain d ∈ R, which gives us condition 3. over R. This implies in addition,
that Rpidi = Rpid (i = 1, 2), and since p1|d
k+1
i bk in Rpi for all 2 ≤ k ≤ m
(i = 1, 2), it follows, that also p1|dk+1bk in Rpi for all 2 ≤ k ≤ m (i = 1, 2).
Using Lemma 2.5.6 again, we obtain condition 4. over R, so now we can use
Theorem 2.5.3 to conclude that F2 is tame over R.
Remark 2.5.9. Since in the statement of Theorem 2.5.8, R is supposed to be
a UFD, one may wonder if there is a counterexample to this theorem in case R
isn’t a UFD. Well, let’s take a look at the ring R := C[X1, X2]/(X22−X1(X
2
1−1))
and let S := X1, T := X2. Now define F2 ∈ B2(R) as in Theorem 2.5.3, with
p1 := S, p2 := S
2 − 1, G1(Y ) := TY and G2(Y ) := SY + (S2 − 1)Y 2. Note that
since X22 −X1(X
2
1 − 1) ∈ C[X1, X2] is irreducible, R is indeed a domain. The
conditions 1.,2. and 5. of Theorem 2.5.3 are easily satisfied. We will show that
conditions 3. and 4. are satisfied if we replace R by Rp1 or by Rp2 , but condition
3. isn’t satisfied over R. Thus, by Theorem 2.5.3, F2 is a tame coordinate over
Rp1 and over Rp2 , but not over R.
First, RSS + RST = RS , so it is obvious that conditions 3. and 4. are
satisfied if we replace R by Rp1 . Second, RS2−1S + RS2−1T = RS2−1T , using
the relation S = T
2
S2−1 in the ring Rp2 = RS2−1. Moreover, T
3(S2 − 1) =
T (S2 − 1)2S, so now we also have conditions 3. and 4. over Rp2 .
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By the way, we can give another proof of the fact that F2 is tame over Rp1 and
over Rp2 , by way of Remark 2.3.3. Namely, one can check that F2 ∈ B3(RS)
with parameters 1, 1, S2 and TS y, S
2y2, (S2 − 1)y, and F2 ∈ B4(RS2−1) with
parameters 1, 1, 1, S2 − 1 and 0, TS2−1y,−Sy − (S
2 − 1)Ty2,−Ty.
Finally, suppose RS + RT is a principal ideal of R. Then there exists an
h(X1, X2) ∈ C[X1, X2] such that the ideal (X1, X2, X22−X1(X
2
1−1)) = (X1, X2)
equals (h(X1, X2), X22 − X1(X
2
1 − 1)). By subtracting a suitable multiple of
X22 −X1(X
2
1 − 1) from h(X1, X2) we may assume that degX2(h(X1, X2)) ≤ 1,
say h(X1, X2) = h1(X1)X2 + h2(X1) with h1(X1), h2(X1) ∈ C[X1]. So we have
the equality (X1, X2) = (h1(X1)X2 + h2(X1), X22 −X1(X
2
1 − 1)), which implies
that
X2 = a(X1, X2)(h1(X1)X2 + h2(X1)) + b(X1, X2)(X
2
2 −X1(X
2
1 − 1))
for certain a(X1, X2), b(X1, X2) ∈ C[X1, X2]. Since we can modify b(X1, X2)
in such a way that degX2(a(X1, X2)) ≤ 1, there exist a1(X1), a2(X1) ∈ C[X1]
satisfying
X2 = (a1(X1)X2+a2(X1))(h1(X1)X2+h2(X1))+b(X1, X2)(X
2
2 −X1(X
2
1 −1)).
Viewing the above equation as a polynomial in C[X1][X2], we can compare on
both sides the coefficients of X2, the constant term and the remaining terms,
resp., to obtain the equalities

a1h2 + a2h1 = 1
a2h2 = (X
3
1 −X1)b
b = −a1h1 ∈ C[X1].
As a result, a2h2 = −(X31 −X1)a1h1, which implies that deg(a2) + deg(h2) =
deg(a1) + deg(h1) + 3 (here deg(0) := −∞). Moreover, since a1h2 + a2h1 = 1,
we must have deg(a1) + deg(h2) = deg(a2) + deg(h1). Combining these two
equations, we deduce that 2 deg(h2) = 2 deg(h1) + 3, a situation that cannot
occur in the ring Z.
Remark 2.5.10. In the situation of Theorem 2.5.8, the condition that R =
Rp1+Rp2 cannot be omitted. For let R be a PID and suppose we have p1, p2 ∈ R
with Rp1 +Rp2 6= R. Then there exists a d ∈ R\R∗ with Rp1 +Rp2 = Rd, say
p1 = q1d, p2 = q2d with q1, q2 ∈ R. Let F2 ∈ B2(R) with parameters p1, p2 and
y, (1− p2)y + q1p2y
2. We will show that F2 is a tame coordinate over Rp1 and
over Rp2 , but not over R.
First, define ϕ ∈ T(R, 2) by ϕ(x, y) = (x, y + p1x). Then, note that since
F2 = ϕ(−q1q2d
2x+y+q1q2dy
2) and −q1q2d2x+y+q1q2dy2 is a tame coordinate
over Rd by Theorem 1.2.7, F2 is also tame over Rd. Thus, F2 is also tame
over Rq1d = Rp1 and over Rq2d = Rp2 . But Theorem 1.2.7 also tells us that
−q1q2d
2x+ y + q1q2dy
2 is not a tame coordinate over R, so neither is F2.
Chapter 3
Automorphism techniques
3.1 Tameness in two variables
Considering coordinates in two variables, we take a closer look at their leading
coefficients with respect to one of the two variables. This culminates in Corol-
lary 3.1.6, which will prove to be a very important ingredient of the proof of The-
orem 4.4.3. In the proof of this corollary we will use the results of Lemma 1.1.18
and Proposition 3.1.1.
Proposition 3.1.1. Let R be a Q-domain and P := pnxn+· · ·+p1x+p0 ∈ R[x]
for certain pi ∈ R, pn 6= 0. Also, let m ∈ N∗ and define R := R/(pmn ). Then for
all k ∈ {0, . . ., n} we have: if degx(P
m
) < mn−k, then pn | pn−k.
In particular, if degx(P
m
) < mn−n, then pn | P .
Proof. The case k = 0 is trivial. Take k ∈ {1, . . ., n} and suppose the statement
has already been proved for all natural numbers smaller than k. Let qk be the
coefficient of xmn−k in Pm. Then pmn | qk. Furthermore, since qkx
mn−k is a
term appearing in Pm, there exists an H ∈ Z[y0, . . ., yn] (an (n + 1)-variable
polynomial ring over Z) which is homogeneous of degreem, such that qkxmn−k =
H(p0, p1x, . . ., pnx
n). Now let y e00 · · · y
en
n be a monomial appearing in H, for
certain ei ∈ N. Obviously, e0+ · · ·+ en = m and e1+2e2+ · · ·+nen = mn− k,
resulting in
n−1∑
i=0
(n− i)ei = (e0 + · · ·+ en)n− (e1 + 2e2 + · · ·+ nen) = mn− (mn− k) = k.
This implies that (n − i)ei ≤ k ∀ i. In particular, if i < n − k (so n − i > k),
then we must have ei = 0. Furthermore, if en−k > 0, then en−k = 1 and ei = 0
for i ≤ n − 1, i 6= n − k. This gives the term mym−1n yn−k, appearing in H.
Summarizing, we have
qk −mp
m−1
n pn−k ∈ R[pn, . . ., pn−(k−1)]
(m)
,
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where R[pn, . . ., pn−(k−1)](m) denotes the R-submodule of R[pn, . . ., pn−(k−1)]
generated by all monomials in pn, . . ., pn−(k−1) of degree m. The induction
hypothesis now implies (using the obvious fact that degx(P
m
) < mn − l for
l = 1, . . ., k − 1), that all these monomials of degree m are divisible by pmn , so
we have qk −mpm−1n pn−k ∈ Rp
m
n . Since we’ve already seen that p
m
n | qk, we
may conclude that pmn | mp
m−1
n pn−k, whence pn | pn−k.
Theorem 3.1.2. Let R be a Q-domain and (F,G) ∈ R[x, y]2. Assume (F,G)
is of the form
(amnx
mn+ amn−1(y)x
mn−1+ · · ·+ a0(y), bnx
n+ bn−1(y)x
n−1+ · · ·+ b0(y)),
with m,n ∈ N∗,m > 1, amn, bn 6= 0 and b0(0) = 0. Furthermore, suppose
that degx(b
m
n F − amnG
m) ≤ (m − 1)n. Then for k = 1, . . ., n − 1 we have
bn | a
k
mnbn−k(y). Moreover, if the coefficient of x
mn−1 in det J(F,G) (seen as
a polynomial in x over R[y]) is divisible by bn, then also bn | anmnb0(y).
Proof. The inequality degx(b
m
n F (x, y)− amnG(x, y)
m) ≤ (m− 1)n implies that
degx(a
mn−1
mn (b
m
n F (a
−1
mnx, y)− amnG(a
−1
mnx, y)
m)) ≤ (m− 1)n. (3.1)
Now define P ∈ R[y][x] by P := a nmnG(a
−1
mnx, y), say P = pnx
n+ · · ·+ p1x+ p0
with p0, . . ., pn ∈ R[y] (thus pn = bn). Then it follows from equation (3.1),
that degx(P
m
) ≤ mn−n, with P ∈ R[y]/(pmn ). By Proposition 3.1.1 (with ‘R’
replaced by ‘R[y]’), we get pn | pn−k for k = 1, . . ., n − 1, or in other words:
bn | a
k
mnbn−k(y) for k = 1, . . ., n− 1.
Now we turn our attention to the second statement. Since pn | pn−k for
k = 1, . . ., n− 1, pn | P (x, y)−P (0, y). This implies that also pn | Px(x, y) and
pn | Py(x, y)−Py(0, y). Further, x | Py(x, y)−Py(0, y), say Py(x, y)−Py(0, y) =
xH(x, y) for some H(x, y) ∈ R[x, y]. Now pn | H(x, y), so we also have
pn | xH(amnx, y) = a
−1
mn(Py(amnx, y)− Py(0, y)).
Let λ := det J(F,G) = FxGy − FyGx. Since G(x, y) = a−nmnP (amnx, y), multi-
plying by an−1mn gives
λan−1mn = Fxa
−1
mnPy(amnx, y)− FyPx(amnx, y). (3.2)
Since the lefthandside of equation (3.2) is a polynomial whose coefficient of
xmn−1 is divisible by pn, the same must hold for the righthandside of this
equation. Together with the fact that
Fxa
−1
mnPy(amnx, y)− FyPx(amnx, y) ≡ Fxa
−1
mnPy(0, y) (mod pn),
this implies that pn divides the coefficient of xmn−1 in Fxa−1mnPy(0, y), which
is equal to (mnamn)an−1mn Gy(0, y) = mna
n
mnb0
′(y). But b0(0) = 0, so we may
conclude that bn | anmnb0(y).
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Corollary 3.1.3. Let R be a Q-domain and suppose (F,G)∈AutRR[x, y] sat-
isfies degx(F ) > degx(G) ≥ 1 and G(0, 0) = 0. Write n := degx(G(x, y)). View
F (x, y) and G(x, y) as polynomials in x over R[y]. Following Lemma 1.1.16,
which says, that under these circumstances the leading coefficients of F (x, y)
and G(x, y) are constants, let a, b ∈ R be these leading coefficients of F (x, y)
resp. G(x, y). Then b | anG(a−1x, y).
Proof. By Lemma 1.1.18, (F,G) can be written as in Theorem 3.1.2. Fur-
thermore, (F,G) ∈ AutRR[x, y], so det J(F,G) ∈ R∗. Finally, (F˜ , G) :=
(F − abmG
m, G) ∈ AutK K[x, y] (with K := Q(R)), so by Lemma 1.1.18 we may
conclude, that degx(F˜ ) | degx(G) or degx(G) | degx(F˜ ). Since degx(F˜ ) < mn,
it immediately follows that degx(F˜ ) ≤ (m − 1)n. Consequently, we may apply
Theorem 3.1.2.
Corollary 3.1.4. In the situation of Corollary 3.1.3, we have b | an.
Proof. Write (F,G) as in Theorem 3.1.2. Then we have
det J(F,G)|x=0 = a1(y)b0
′(y)− a0
′(y)b1(y) =: λ ∈ R
∗,
which implies that an(a1(y)b0′(y) − λ) = a0′(y)anb1(y) ∈ (b) (according to
Corollary 3.1.3). Since also anb0 ′(y) ∈ (b) (according to Corollary 3.1.3), we
may conclude that anλ ∈ (b). Thus, b | an.
Corollary 3.1.5. Look again at the situation of Corollary 3.1.3. Assume that
a ∈ R∗. Then also b ∈ R∗.
Consequently, (F˜ , G) ∈ AutRR[x, y] (using notations as in the proof of
Corollary 3.1.3).
Proof. Since b | an by Corollary 3.1.4, we must have b ∈ R∗.
Corollary 3.1.6. Let R be a Q-domain and (F,G) ∈ AutRR[x, y]. View F
and G as polynomials in x over R[y]. Suppose that at least one of the leading
coefficients of F and G is an invertible constant. Then (F,G) ∈ PT(R, 2) !
Also : there exists an n ∈ N such that σ(x) ∈ Bn+1(R) and σ(y) ∈ Bn(R).
More precisely, σ(x) = Fn+1 and σ(y) = Fn as in Definition 2.1.1, with match-
ing parameters p1, . . ., pn+1 ∈ R∗ and G1(y), . . ., Gn+1(y) ∈ R[y].
Proof. We are done as soon as we have proved that (F,G) ∈ PT(R, 2), since the
existence of σ then follows from Theorem 2.3.1. The proof will be by induction
on the maximum of the degrees of F and G with respect to the variable x.
Without loss of generality, we may assume that the leading coefficient of F is
an invertible constant. If (F,G) is an affine automorphism, then this assumption
implies that (F,G) ∈ SAff(R, 2) ⊆ PT(R, 2), so this case is easy.
Now assume that max{degx(F ),degx(G)} > 1 and the statement is true for
all cases where the maximal degree is lower. We can distinguish two cases.
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1. degx(F ) ≤ degx(G). By Lemma 1.1.18, there exist m,n ∈ N
∗, a ∈ R∗
and b ∈ R such that axn and bxmn are the leading terms with respect to
x of F resp. G. Now define ϕ ∈ PT(R, 2) by ϕ(x, y) := (x, y − a−mbxm).
Since (F, G˜) := ϕ ◦ (F,G) satisfies degx(G˜) < degx(G), (F, G˜) ∈ PT(R, 2)
by the induction hypothesis. Then also (F,G) = ϕ−1 ◦ (F, G˜) ∈ PT(R, 2).
2. degx(F ) > degx(G). Then the pair (F (x, y), G(x, y) − G(0, 0)) satisfies
the conditions of Corollary 3.1.5. Consequently, the leading coefficient of
G is also an invertible constant. But then the argument of case 1. may be
applied to the pair (G,F ). Hence, (G,F ) ∈ PT(R, 2), which implies that
also (F,G) = (y, x) ◦ (G,F ) ∈ PT(R, 2).
Remark 3.1.7. If R is not a domain, then in general Theorem 3.1.2 is false.
Even Corollary 3.1.5 doesn’t hold anymore in this case, as can be seen from the
following example. Let K be a field, R := K[t]/(t3 + t), c := t and b := c2 + 1.
Then (F,G) := ((x2 + by)2 + x + cy, b(x2 + by) + cx) ∈ AutRR[x, y], since
(b(x − y2) − cy,−b(x − y2)2 − c(x − y4) + y) is its inverse, as one can readily
verify. Here F is monic in X, but nevertheless, the leading coefficient of G with
respect to x isn’t an invertible element of R (b is even a zerodivisor : bc = 0).
Note that, although the automorphism (F,G) from 3.1.7 doesn’t satisfy the
conclusion of Corollary 3.1.5, it is a primitively tame automorphism; it equals
the composition
(x+ (b+ c)y2 − c2y4, y) ◦ (x, y + cx) ◦ (x+ cy, y) ◦ (x, y + x2).
Hence, the following question is still unanswered.
Question 3.1.8. Is Corollary 3.1.6 still valid if R is replaced by a general
commutative ring?
3.2 Tameness in general
Here we describe some general results in relation to the question whether a given
automorphism is tame. We use a technique to combine knowledge that we have
modulo two comaximal ideals.
Theorem 3.2.1. Let R be a commutative ring and a1, a2 ⊆ R two ideals such
that a1 + a2 = (1). If F ∈ R[X]n := R[X1, . . ., Xn]n is a tame automorphism
when viewed modulo a1 as well as when viewed modulo a2, then it is also tame
when viewed modulo a1a2.
Proof. We can write F = ϕ1 · · ·ϕm1 (over R/a1), where the ϕi are either linear
or elementary automorphisms over R/a1. Likewise, we can write F = ψ1 · · ·ψm2
(over R/a2), where the ψi are either linear or elementary automorphisms over
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R/a2. Furthermore, we may assume that all mentioned elementary automor-
phisms are of the form
(X1 +H(X2, . . ., Xn), X2, . . ., Xn) (3.3)
(with H(X2, . . ., Xn) ∈ R/a1[X2, . . ., Xn] resp. R/a2[X2, . . ., Xn]), by inserting
extra linear automorphisms if necessary.
Choose Φ1, . . .,Φm1 ,Ψ1, . . .,Ψm2 ∈ R[X]
n such that ϕi = Φi ∈ R/a1[X]n
and ψi = Ψi ∈ R/a2[X]n for all i (choose the Φi and the Ψi elementary as in
equation (3.3), resp. linear). Let I be the identity automorphism in AutRR[X].
Since a1+a2 = (1), there exist c1 ∈ a2 and c2 ∈ a1 such that c1+c2 = 1. Define
Pi := c1Φi + c2I ∈ R[X]
n for i = 1, . . .,m1 and Pm1+i := c1I + c2Ψi for
i = 1, . . .,m2. Let P := P1 · · ·Pm1+m2 .
Observe that we constructed P in such a way, that
P ≡ Φ1 · · ·Φm1I
m2 ≡ F ( mod a1[X]).
Similarly, P ≡ F (mod a2[X]). Consequently, P ≡ F (mod a1∩a2 = a1a2). Let
i ∈ {1, . . .,m1}. There are two cases :
1. Φi is linear. Then the same holds for Pi. Furthermore, since over R/a1
we have det JPi = det JΦi ∈ (R/a1)∗ and over R/a2 we have det JPi =
det JI ∈ (R/a2)
∗, it follows that over R/a1a2 we have det JPi ∈ (R/a1a2)∗.
2. Φi is of the form as in equation (3.3), withH(X2, . . ., Xn) ∈ R[X2, . . ., Xn].
Then we have
Pi = (X1 + c1H(X2, . . ., Xn) , X2 , . . ., Xn).
So in this case Pi ∈ R/a1a2[X]n is of the form as in equation (3.3).
As a result, we may conclude, writing R := R/a1a2, that Pi ∈ R[X]n is either
a linear automorphism or an automorphism of the form as in equation (3.3). A
similar argument can be held about Pm1+i for i = 1, . . .,m2. Hence,
F = P1 · · ·Pm1+m2 ∈ T (R,n).
Corollary 3.2.2. Let R be a commutative ring and a1, a2 ⊆ R two ideals such
that a1 + a2 = (1). If f ∈ R[X] is a tame coordinate when viewed modulo a1 as
well as when viewed modulo a2, then it is also a tame coordinate when viewed
modulo a1a2.
Proof. Since f is a tame coordinate when viewed modulo ai (i = 1, 2), there
exist g(i)1 , . . ., g
(i)
n−1 ∈ R[X] with (f, g
(i)
1 , . . ., g
(i)
n−1) ∈ T(R,n) (where R = R/ai).
Since a1 + a2 = (1), there exist c1 ∈ a2 and c2 ∈ a1 such that c1 + c2 = 1. So
F := (f, c1g
(1)
1 + c2g
(2)
1 , . . ., c1g
(1)
n−1 + c2g
(2)
n−1) is tame when viewed modulo a1
as well as when viewed modulo a2. By Theorem 3.2.1, F is tame when viewed
modulo a1a2. Thus f is a tame coordinate modulo a1a2.
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Theorem 3.2.3. Let R be a commutative ring and a1, a2 ⊆ R two ideals such
that a1 + a2 = (1). Suppose σ1 ∈ AutR/a1 R/a1[X] and σ2 ∈ AutR/a2 R/a2[X]
are given such that σ1 ∈ PE(R/a1, n) and σ2 ∈ PE(R/a2, n). Then we can find
a σ ∈ PE(R,n) satisfying σi = σ ∈ R/ai[X]n (i = 1, 2).
Proof. The proof is somewhat similar to that of Theorem 3.2.1. We can write
σ1 = ϕ1 · · ·ϕm1 , where the ϕi are primitively elementary automorphisms over
R/a1. Likewise, we can write σ2 = ψ1 · · ·ψm2 , where the ψi are primitively ele-
mentary automorphisms over R/a2. Take Φ1, . . .,Φm1 ,Ψ1, . . .,Ψm2 ∈ PE(R,n)
such that ϕi = Φi ∈ R/a1[X]n and ψi = Ψi ∈ R/a2[X]n for all i. Let I be the
identity automorphism in AutRR[X].
Since a1 + a2 = (1), there exist c1 ∈ a2 and c2 ∈ a1 such that c1 + c2 = 1.
Define Pi := c1Φi + c2I ∈ R[X]n for i = 1, . . .,m1 and Pm1+i := c1I + c2Ψi for
i = 1, . . .,m2. Let P := P1 · · ·Pm1+m2 .
Observe that we constructed P in such a way, that
P ≡ σi ( mod ai[X]) (i = 1, 2).
Now let i ∈ {1, . . .,m1}. Then we have
Pi = (X1, . . ., Xj + c1H(Xˆj), . . ., Xn) ∈ PE(R,n)
for some j ∈ {1, . . ., n} and H ∈ R[n−1], so Pi is a primitively elementary auto-
morphism. A similar argument can be held to show that Pm1+i is primitively
elementary for i = 1, . . .,m2. So we may conclude that σ := P ∈ PE(R,n)
meets the requirements.
Remark 3.2.4. Theorem 3.2.3 can’t be generalized by replacing PE(· · ·, n) by
PT(· · ·, n). For let R := K[z] for some field K and a variable z. Let the ideals
a1 and a2 of R be defined by a1 = (z2) and a2 = (z2 − 1). Furthermore, define
σ1 : R/a1[x] → R/a1[x], x 7→ (z + 1)x and σ2 : R/a2[x] → R/a2[x], x 7→ zx.
Then obviously σi ∈ PT(R/ai, 1) (i = 1, 2), but no σ ∈ PT(R, 1) exists such
that σ = σi over R/ai (i = 1, 2), since
PT(R, 1) ⊆ AutRR[x] = { ax+ b(z) | a ∈ K
∗, b(z) ∈ K[z]}.
3.3 Basic stable tameness techniques
In this section we shall discuss some new results concerning stable tameness.
Apparently, as we shall see, something can be said about the stable tameness of
a polynomial when viewing the coefficients modulo some ideal. A good example
of this is Theorem 3.3.4 below. But we first need a rather technical proposition.
Proposition 3.3.1. Suppose F = (X1 + H1(X), . . ., Xn + Hn(X)) ∈ R[X]n
(X := (X1, . . ., Xn)) where R is a commutative ring with ideal a and Hi(X) ∈
a[X] for all i. Write Hi(X) =
∑
j∈Nn c
(i)
j X
j1
1 · · ·X
jn
n for certain c
(i)
j ∈ a. Define
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J := {j ∈ Nn | ∃ i ∈ {1, . . ., n} | c(i)j 6= 0 }. Let Yj be a new variable for every
j ∈ J . Then F is weakly tame equivalent to a polynomial map of the form
(X1 + H˜1(X,Y ), . . ., Xn + H˜n(X,Y ), (Yj + Ĥj(X,Y ))(j ∈ J)),
where H˜1, . . ., H˜n ∈ a2[X,Y ] and also Ĥj ∈ a2[X,Y ] for every j ∈ J .
Proof. Let m be the number of new variables Yj and R := R/a2. Define ϕ1 ∈
E(R,n + m) by ϕ1(Xi) = Xi +
∑
j c
(i)
j Yj for all i and ϕ1(Yj) = Yj for all j.
Furthermore, define ϕ2 ∈ E(R,n +m) by ϕ2(Xi) = Xi for all i and ϕ2(Yj) =
Yj −X
j for all j (where Xj := Xj11 · · ·X
jn
n ). Let F ∈ R[X]
n+m be defined by
F = (X1 +H1(X), . . ., Xn +Hn(X), (Pj(X,Y ))(j ∈ J)),
where for every j ∈ J , Pj ∈ R[X,Y ] is given by Pj := ϕ
−1
1 ϕ
−1
2 ϕ1ϕ2(Yj). Since
Hi(X) ∈ a[X] for all i, ϕ1(Hi(X)) = Hi(X), so we have
F ◦ ϕ1 = ((Xi +
∑
j ∈ J
cj
(i)Yj +Hi(X))(i), (ϕ2
−1ϕ1 ϕ2(Yj))(j ∈ J)).
Composing with ϕ2 gives us
F ◦ ϕ1 ◦ ϕ2 = ((Xi +
∑
j ∈ J
cj
(i)Yj)(i), (ϕ1 ϕ2(Yj))(j ∈ J)).
Composing this with ϕ1 −1, we get
F ◦ ϕ1 ◦ ϕ2 ◦ ϕ1
−1 = (X1, . . ., Xn, (ϕ2(Yj))(j ∈ J)) = ϕ2.
This implies that F˜ϕ1ϕ2ϕ
−1
1 ϕ
−1
2 − (X, (Yj)(j ∈ J)) ∈ a
2[X,Y ]m+n, which com-
pletes the proof.
Theorem 3.3.2. Let R be a commutative ring and η its nilradical. Every map
of the form F = (X1+H1(X), . . ., Xn+Hn(X)), where Hi(X) ∈ η[X] for all i,
is weakly tame.
Proof. First, suppose that the statement is true as soon as the coefficient ring
is Noetherian. Now let R be an arbitrary commutative ring and F ∈ R[X]n as
in the statement of this theorem. Let I be the collection of all coefficients of F .
Then the subring R′ := Z[I] of R generated by the elements of I is Noetherian
(by Corollary 1.1.8) and F ∈ R′[X]n, which implies that F is weakly tame over
R′, so it is certainly weakly tame over R.
So we may assume R to be Noetherian. But then there exists a p ∈ N∗ such
that η2
p
= (0). If we now apply Proposition 3.3.1 several times, by taking for a
consecutively η, η2, . . ., η2
p−1
, we may conclude that F is weakly tame.
Corollary 3.3.3. Let F ∈ R[X]n be a weakly tame polynomial automorphism
and let H ∈ η[X]n. Then F +H is also weakly tame.
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Proof. Let G ∈ R[X]n be the inverse of F . Then we have the identity F +H =
(X +H(G)) ◦ F . Since X +H(G) is weakly tame by Theorem 3.3.2 and F is
weakly tame by assumption, it easily follows that F+H is also weakly tame.
This result has its consequence in the following theorem which tells us something
about the stable tameness of a polynomial when viewing it modulo the nilradical.
Theorem 3.3.4. Let R be a commutative ring and f a polynomial in R[X] =
R[X1, . . ., Xn]. Suppose that f ∈ R[X] (where R := R/η) is stably tame. Then
f is already stably tame.
Proof. By assumption we can choose new variables Y := (Y1, . . ., Ym) and
G1, . . ., Gm+n−1 ∈R[X,Y ] such that ψ := (f,G1, . . ., Gm+n−1) ∈ T(R,m+n),
say ψ = ψ1 ◦ · · · ◦ ψk where the ψi are either affine or elementary automor-
phisms. If a given ψi is elementary, then obviously there exists an elementary
Ψi ∈ AutRR[X,Y ] such that Ψi = ψi. If ψi is affine, then there also exists
an affine Ψi ∈ R[X,Y ]n+m such that Ψi = ψi. Furthermore, since det JΨi =
det Jψi ∈ R
∗
, it follows that det JΨi ∈ R∗, which means that Ψi is invertible.
Now let Ψ = (f,G1, . . ., Gm+n−1), then we have Ψ − Ψ1 · · ·Ψk ∈ η[X,Y ]n+m,
so by Corollary 3.3.3 it follows, that Ψ is a weakly tame map. This implies that
f is a stably tame coordinate.
Corollary 3.3.5. If f ∈ R[x] is a coordinate in 1 variable, then f is stably
tame.
Proof. Let f ∈ R[x] be a coordinate in 1 variable. Then Lemma 1.2.1 tells us,
that f is of the form f = a0 + a1x + · · · + anxn where a1 ∈ R∗ and ai ∈ η(R)
whenever i ≥ 2. Consequently, f is an affine coordinate when viewed modulo
the nilradical, so Theorem 3.3.4 implies that f is stably tame.
To conclude this section we introduce another criterion for stable tameness which
will be used in Proposition 4.4.4. It is a consequence of Corollary 3.2.2.
Corollary 3.3.6. Let R be a commutative ring and a1, a2 ⊆ R two ideals such
that a1+a2 = (1). If f ∈ R[X1, . . ., Xn] is a stably tame coordinate both modulo
a1 and modulo a2, then it is also stably tame modulo a1a2.
Proof. Let i ∈ {1, 2}. By assumption, there exist new variables Y = (Y1, . . ., Ym)
and G(i)1 , . . ., G
(i)
n+m−1 ∈ R[X,Y ] with (f,G
(i)
1 , . . ., G
(i)
n+m−1) ∈ T(R,n + m)
(where R = R/ai). So f , as an element of R[X,Y ], is a tame coordinate
when viewed modulo a1 as well as when viewed modulo a2. By Corollary 3.2.2,
f ∈ R[X,Y ] is a tame coordinate when viewed modulo a1a2. Consequently,
f ∈ R[X] is stably tame modulo a1a2.
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3.4 Stably tame mates
First we sum up a few notations which will be used in this section. Given a
ring A and an endomorphism f of A, an a ∈ A is called an invariant of f if
f(a) = a. The collection of all invariants of f defines a subring of A called Af .
Let R[x, y, z] be a polynomial ring over R in three variables. As in section 2.5,
let for any p ∈ R and h ∈ R[1], h(p)(y, z) be the unique polynomial in R[y, z]
such that h(p+ yz)− h(p) = yh(p)(y, z).
Now, let p, q, r ∈ R and α an endomorphism of R such that α(p) = p + qr
and α(q) = q. Extend α to R[x] by defining α(x) := x. Furthermore, let the
automorphism β : R[x]→ R[x] be given by β(x) = x−h(p)(q, r) and β|R = idR,
for some h ∈ R[1]. Then, since qh(p)(q, r) = h(p+ qr)− h(p), we have
β(qx+ h(p+ qr)) = q(x− h(p)(q, r)) + h(p+ qr) = qx+ h(p),
implying that
qx+ h(p) is an invariant of the composition βα. (3.4)
This section is devoted to mates of B1(R)-polynomials. Namely, we will show
that for any F ∈ B1(R), the polynomial F˜ defined in Theorem 1.2.6, which is a
mate for F , is a stably tame coordinate. Before we prove this statement (The-
orem 3.4.3, which is in fact slightly more general), we present in the following
lemma an idea which is easily formulated, but will be an important aspect of
the proof.
Lemma 3.4.1. Let R be a reduced ring and suppose a, p ∈ R satisfy the follow-
ing:
1. a = 0 in R/Rp
2. a1 = 0 in Rp.
Then a = 0.
Proof. The first condition says that a = pb for some b ∈ R. The second one
that pna = 0 for some n ∈ N∗. But then also (pa)n = pnan = 0, and since R
is reduced we get pa = 0. We may conclude from all this, that (pb)2 = p2b2 =
pab = 0, so a = pb = 0 since R is reduced.
Remark 3.4.2. The condition that R is reduced is required in the above lemma.
For if we let R := C[x, y]/(x2y) and p := x, a := x y, then all the other conditions
are satisfied. Nevertheless, a 6= 0 in this case.
Theorem 3.4.3. Let R be a ring which is contained in a Q-algebra and suppose
(F,G) ∈ AutRR[x, y] is given, satisfying degx(F ) ≤ 1. Then G is a stably
tame coordinate. If, additionally, R is a reduced ring, then G is a stably tame
coordinate using just one new variable.
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Proof. First note, that by Theorem 3.3.4, we are done if we can show that G is a
stably tame coordinate using just one new variable, in case R is a reduced ring.
So from now on we assume that R is a reduced ring. As a result, det J(F,G) ∈
R[x, y]∗ = R∗, so replacing F by a suitable multiple of itself, we may assume
that det J(F,G) = 1. According to Corollary 1.1.17, F = px + q(y) for some
p ∈ R and q(y) ∈ R[y].
Let z be a new variable and define α, β ∈ AutRR[x, y, z] by α(x, y, z) =
(x, y+ pz, z) and β(x, y, z) = (x− q(y)(p, z), y, z). Then we have in fact already
seen (statement (3.4) on page 55), that F = px+q(y) is an invariant of ϕ := βα.
Extend the map (F,G) to R[x, y, z] by z 7→ z. Now we can use Corollary 1.2.2
with ‘R’= R[z], ‘G1’= G and ‘G2’= ϕ(G), to conclude that ϕ(G)−G ∈ R[F, z].
We will show that even ϕ(G)−G = z. The proof will be finished then, since
z+G is a tame coordinate in R[x, y, z]. We will prove the mentioned statement
in two steps.
First, by Theorem 1.2.6, there exists an F˜ ∈ R[x, y] which is a mate for
F with det J(F, F˜ ) = 1 and y − pF˜ ∈ R[F ]. Since, by Corollary 1.2.2, also
F˜ − G ∈ R[F ], we deduce that y − pG ∈ R[F ], say y − pG = H(F ) with
H ∈ R[1]. Applying ϕ to this equation, we get that y + pz − pϕ(G) = H(F ).
Combining the two equations, we obtain
p(ϕ(G)−G− z) = 0. (3.5)
Second, define the polynomial q(y)(p, z) ∈ R[y, z] as in section 2.5. By equa-
tion (2.2), we have q(y)(p, z) ≡ q′(y)z (mod p). Consequently, putting R :=
R/Rp, the equation G(x − q(y)(p, z), y + pz) − G(x, y) = ϕ(G) − G ∈ R[F, z]
yields
G(x− q′(y)z, y)−G(x, y) ∈ R[q(y), z]. (3.6)
Let a0(y), . . ., an(y) ∈ R[y] be such that G(x, y) = an(y)xn + · · · + a0(y) with
an(y) 6= 0. Then
G(x− q′(y)z, y)−G(x, y) =
an(y)((x− q
′(y)z)n − xn) + · · ·+ a1(y)((x− q
′(y)z)− x),
so if n ≥ 2, then equating the coefficients of xn−1 on both sides of this equation
(and using (3.6)) gives nan(y)q′(y)z = 0, which implies, since R is contained in a
Q-algebra and q′(y) ∈ R[y]∗ by Theorem 1.2.6, that an(y) = 0, a contradiction
with the choice of an(y). Thus, n ≤ 1. Further, (q(y), G(x, y)) = (F ,G) ∈
AutRR[x, y], whence G(x, y) /∈ R[y], so n 6= 0. So we must have n = 1,
whereupon
1 = det J(F ,G) = det J(q(y), a1(y)x+ a0(y)) = −q
′(y)a1(y).
This yields
G(x− q′(y)z, y)−G(x, y) = a1(y)((x− q
′(y)z)− x) = −a1(y)q
′(y)z = z,
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from which we conclude, that
ϕ(G)−G− z = 0. (3.7)
Equations (3.5) and (3.7) and Lemma 3.4.1 now imply, that ϕ(G) = z +G.
Remark 3.4.4. The proof of Theorem 3.4.3 doesn’t work in general if R is not
contained in a Q-algebra. For let R := Z[t]/(2t), where Z[t] is a polynomial ring
in one variable t over the ring of integers. Take p := t ∈ R, and q(y) ∈ R[y] such
that p | q(y). Then we will show that ϕ as defined in the proof of Theorem 3.4.3
satisfies ϕ2 = idR[x,y,z]. So we can’t possible have ϕ(G) = z+G, since we would
obtain from this, that G = ϕ2(G) = 2z +G.
To show that ϕ2 = idR[x,y,z], we note that ϕ = (x− q(y+pz)(p, z), y + pz, z),
which implies that ϕ2 = (x − q(y+pz)(p, z) − q(y)(p, z), y, z), since 2p = 0. On
the one hand, we have by definition{
q(y + pz)− q(y) = pq(y)(p, z)
q(y)− q(y + pz) = pq(y+pz)(p, z),
whence p(q(y+pz)(p, z) + q(y)(p, z)) = 0.
On the other hand, by equation (2.2), q(y)(p, z) ≡ q′(y)z (mod p), and
thus also q(y+pz)(p, z) ≡ q′(y)z (mod p). Therefore, q(y+pz)(p, z) + q(y)(p, z) ≡
2q′(y)z ≡ 0 (mod p), using the fact that p | q′(y).
By Lemma 3.4.1, q(y+pz)(p, z) + q(y)(p, z) = 0, whence ϕ2 = idR[x,y,z].
Chapter 4
Stable tameness
Corollary 3.3.5 shows, that all coordinates in one variable are stably tame.
These are precisely the coordinates in B1(R) whose first parameter equals 0. In
Section 2 of this chapter, we will show that for every n ∈ N, all coordinates in
Bn(R) are stably tame. In the next section, it is shown that for coordinates in
B1(R), even the automorphisms involved are stably tame. To end this chapter,
we will prove for various coefficient rings, that all coordinates in 2 variables
over such a ring are stably tame. This is done by starting with zerodimensional
rings and subsequently increasing the ‘complexity’ of the ring.
But first, Section 4.1 describes some general stable tameness tools which we
will need.
4.1 A few techniques
Lemma 4.1.1. For any p, q ∈ R and H(x) ∈ R[x], pqz + x + pH(x) is stably
tame equivalent to qz + x+ pH(x), using just one new variable.
Proof. Let F := pqz+x+pH(x). Define σ1 := (x+ qw, z, w) ∈ AutRR[x, z, w].
Then σ1(F ) = pqz + x+ qw+ pH(x+ qw). Let σ2 ∈ AutRR[x, z, w] be defined
by σ2(x) = x, σ2(w) = w and σ2(z) = z −H(x)(q, w) (see the beginning of Sec-
tion 2.5). Then σ2σ1(F ) = pqz+x+qw+pH(x). Finally, let σ3 = (x, z, w−pz).
Then we see that σ3σ2σ1(F ) = qw + x + pH(x), so if σ4 is the permutation of
z and w, then σ4σ3σ2σ1(F ) = qz + x+ pH(x), as desired.
Theorem 4.1.2. Let r ∈ N∗. Suppose F ∈ R[X] := R[X1, . . ., Xr] has the fol-
lowing property : There exist p1, . . ., pn ∈ R such that F ∈ R/Rpi[X] is a stably
tame coordinate for each pi. Then p1· · ·pnz + F is a stably tame coordinate.
Proof. Let k ∈ {1, . . .,n} and R := R/Rpk. Let q ∈ N∗ be such that F ∈ R[X] is
stably tame using q new variables Xr+1, . . ., Xr+q. According to Corollary 2.2.5,
we can find ϕ ∈ PE(R, 2(r + q)) with ϕ(F ) = X1. Let’s denote these r + q
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new variables by Y1, . . ., Yr+q. Naturally, Φ = ϕ ∈ R[X,Y ]2(r+q) for some
Φ ∈ PE(R, 2(r + q)). Since ϕ(F ) = X1, there is an H ∈ R[X,Y ] satisfying
Φ(F ) = X1 + pkH(X,Y ). (4.1)
Using the previous lemma (with ‘R’= R[Xˆ1, Y ], ‘p’= pk and ‘q’= p1 · · · pk−1),
we get that there exists a tame α ∈ AutRR[X,Y, z, w] (for some variable w)
such that
α(pz +X1 + pkH(X,Y ))= pˆz +X1 + pkH(X,Y ), (4.2)
where p := p1 · · · pk and pˆ := p1 · · · pk−1. Extending Φ to AutRR[X,Y, z, w] by
Φ(z) = z and Φ(w) = w, equation (4.2) gives us, together with equation (4.1),
the following identity:
Φ−1αΦ(pz + F ) = pˆz + F.
Summarizing, we have discovered that for every k ∈ {1, . . .,n}, p1· · ·pkz + F
is stably tame equivalent to p1· · ·pk−1z + F . Using induction on k, we may
conclude that p1· · ·pnz + F is stably tame equivalent to z + F , which can be
extended to an elementary automorphism. Consequently, p1· · ·pnz+F is stably
tame.
Corollary 4.1.3. Let r ∈ N∗, F ∈ R[X] := R[X1, . . ., Xr] and p1, . . ., pn ∈ R.
Then F ∈ (R/Rp1 · · · pn)[X] is a stably tame coordinate if and only if F ∈
R/Rpi[X] is a stably tame coordinate for i = 1, . . ., n.
Corollary 4.1.4. Let n, r ∈ N∗, F ∈ R[X] := R[X1, . . ., Xr], p1, . . ., pn ∈ R
and Y := (Y1, . . ., Yn). Then p1Y1 + · · · + pnYn + F (X) ∈ R[X,Y ] is a stably
tame coordinate if and only if F ∈ R/(p1, . . ., pn)[X] is a stably tame coordinate.
Proof. The non-trivial part of the statement can be proved by induction on n,
using Theorem 4.1.2.
4.2 Every coordinate in B(R) is stably tame
At the end of this section we will prove the following theorem.
Theorem 4.2.1. For every F ∈ B(R) : if F is a coordinate, then it is stably
tame.
Apparently, according to Proposition 4.2.2, every polynomial in B(R) is stably
tame equivalent to a polynomial of a special form. We will use these special
polynomials in the proof of Theorem 4.2.1.
In this section, we will use some notations which were introduced at the
beginning of Section 2.5 and continued at the beginning of Section 3.4. Equa-
tion (3.4) on page 55 is the most important idea which will be used in the proof
of Proposition 4.2.2.
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Proposition 4.2.2. For every n ≥ 2, Fn ∈ Bn(R) with parameters p1, . . ., pn
and G1(y), . . ., Gn(y) is stably tame equivalent to p1· · ·pnzn + Fn ∈ R[x, y, zn],
using n− 1 new variables z2, . . ., zn.
Proof. Define for every k ∈ N∗, k ≤ n, F˜k ∈ A[x, y, z2, . . ., zk] as follows :
F˜1 := F1, F˜2 := p1p2z2 + F2 and F˜k := p1· · ·pkzk + pkF˜k−2 + Gk(F˜k−1) for all
3 ≤ k ≤ n.
What we will show is that Fn = pnFn−2+Gn(Fn−1) is stably tame equivalent
to pnF˜n−2+Gn(F˜n−1). This polynomial will prove to be stably tame equivalent
to p1· · ·pnzn+pnF˜n−2+Gn(F˜n−1) = F˜n, using only one primitively elementary
automorphism in the variables x, y, z2, . . ., zn. Finally, using again the fact that
pnF˜n−2 + Gn(F˜n−1) is stably tame equivalent to Fn, it will follow that F˜n is
stably tame equivalent to p1· · ·pnzn + Fn, which completes the proof.
To accomplish all this, we need to define a few tame automorphisms of
the ring R[x, y, z2, . . ., zn]. Namely, let ϕ0 := idR[x,y,z2,...,zn]. For every k ∈
N∗, k < n, we define, by induction on k, tame automorphisms αk, βk, ϕk ∈
AutRR[x, y, z2, . . ., zn] as follows (remembering the notation ‘h(p)(y, z)’ from
Section 2.5 and Section 3.4) :

α1 = (x, y + p1z2, z2, . . ., zn)
β1 = (x−G1(y)(p1, z2), y, z2, . . ., zn)
ϕ1 = β1α1,

α2 = (x+ p2z3, y, z2, . . ., zn)
β2 = (x, y, z2 −G2(F1)(p1p2, z3), z3, . . ., zn)
ϕ2 = β2α2ϕ1
(the latter in case n ≥ 3) and for 3 ≤ k ≤ n− 1 :

αk = (x, y, z2, . . ., zk−2, zk−1 + pkzk+1, zk, . . ., zn)
βk = (x, y, z2, . . ., zk−1, zk −Gk(F˜k−1)(p1 · · · pk, zk+1), zk+1, . . ., zn)
ϕk = βkαkϕk−1.
Subsequently, setting ψk := βkαk ∀ k, it follows that ϕk = ψkψk−1 · · ·ψ1 ∀ k.
Consequently, ϕk = ψkϕk−1 ∀ k, a result which will be used various times in
the remainder of this proof.
We will prove, using induction with respect to k ∈ {1, . . ., n − 1}, that
ϕk(Fk) = F˜k and ϕk(Fk+1) = F˜k+1. This is sufficient for the stably tame
equivalence of Fn and p1· · ·pnzn + Fn. For it implies that
ϕn−2(Fn) = pnϕn−2(Fn−2) +Gn(ϕn−2(Fn−1)) = pnF˜n−2 +Gn(F˜n−1),
ψn−1(pnF˜n−2 +Gn(F˜n−1)) = ψn−1ϕn−2(Fn) = ϕn−1(Fn) = F˜n,
and since by definition F˜n = p1· · ·pnzn + pnF˜n−2 +Gn(F˜n−1), also
ϕ−1n−2(F˜n) = ϕ
−1
n−2(p1· · ·pnzn + ϕn−2(Fn)) = p1· · ·pnzn + Fn.
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Summarizing, we have ϕ−1n−2ψn−1ϕn−2(Fn) = ϕ
−1
n−2ϕn−1(Fn) = p1· · ·pnzn+Fn,
which completes the proof.
Now let’s begin with the proof of the aforementioned statements. First,
consider the case k = 1. Then, using statement (3.4) (with ‘R’= R[y, z2, . . ., zn],
‘p’= y,‘q’= p1,‘r’= z2 and ‘h’= G1), we deduce, that F1 is an invariant of β1α1,
so indeed we have
ϕ1(F1) = F1 = F˜1. (4.3)
And as a result,
ϕ1(F2) = p2(y + p1z2) +G2(ϕ(F1)) = p1p2z2 + F2 = F˜2. (4.4)
Next, let k = 2. Since α2(F1) = α2(p1x+G1(y)) = p1p2z3 + F1, it follows that
ψ2(F1) = β2(p1p2z3 + F1) = p1p2z3 + F1, (4.5)
as p1p2z3 + F1 ∈ R[x, y, z3]. As a result, using statement (3.4) (with ‘R’=
R[x, y, z3, . . ., zn], ‘p’= F1,‘q’= p1p2,‘r’= z3, ‘x’= z2 and ‘h’= G2), we deduce,
that p1p2z2 +G2(F1) is an invariant of ψ2. Consequently, since also ψ2(y) = y,
we get ψ2(F˜2) = F˜2, so we may conclude, using (4.4), that
ϕ2(F2) = ψ2(ϕ1(F2)) = ψ2(F˜2) = F˜2. (4.6)
Now, since F3 = p3F1 +G2(F2), we obtain from (4.3) and (4.4), that
ϕ1(F3) = p3F˜1 +G3(F˜2),
which, together with (4.5) and (4.6), leads to
ϕ2(F3) = ψ2ϕ1(F3) = p1p2p3z3 + p3F˜1 +G3(F˜2) = F˜3.
So now we assume that k ≥ 3 and that ϕk−1(Fk−1) = F˜k−1 and ϕk−1(Fk) =
F˜k. F˜k−3, F˜k−2 ∈ R[x, y, z2, . . ., zk−2] ⊆ R[x, y, z2, . . ., zn]αk , thus αk(F˜k−1) =
αk(p1 · · · pk−1zk−1) + pk−1F˜k−3 + Gk−1(F˜k−2) = p1 · · · pkzk+1 + F˜k−1 (here
F˜0 := y in case k = 3). Hence,
ψk(F˜k−1) = βk(p1 · · · pkzk+1 + F˜k−1) = p1 · · · pkzk+1 + F˜k−1, (4.7)
using the fact that p1 · · · pkzk+1 + F˜k−1 ∈ R[x, y, z2, . . ., zk−1, zk+1]. As a re-
sult, using statement (3.4) (with ‘R’= R[x, y, z2, . . ., zk−1, zk+1], ‘p’= F˜k−1,‘q’=
p1 · · · pk, ‘r’= zk+1, ‘x’= zk and ‘h’= Gk), we deduce, that p1 · · · pkzk+Gk(F˜k−1)
is an invariant of ψk. Also F˜k−2 ∈ R[x, y, z2, . . ., zk−2] ⊆ R[x, y, z2, . . ., zn]ψk ,
whence ψk(F˜k) = F˜k. This implies that
ϕk(Fk) = ψk(ϕk−1(Fk)) = ψk(F˜k) = F˜k, (4.8)
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using the induction hypothesis. Now, since Fk+1 = pk+1Fk−1 + Gk+1(Fk), we
obtain from the induction hypothesis, that
ϕk−1(Fk+1) = pk+1F˜k−1 +Gk+1(F˜k),
which, together with (4.7) and (4.8), leads to
ϕk(Fk+1) = ψkϕk−1(Fk+1) = p1 · · · pk+1zk+1 + pk+1F˜k−1 +Gk+1(F˜k) = F˜k+1.
Polynomials of the form p1· · ·pnzn + Fn, which appeared in Proposition 4.2.2,
are very important to us, as can be seen from Theorem 4.1.2. Bearing this in
mind, we are ready to start with the proof of Theorem 4.2.1.
Proof of Theorem 4.2.1
We’ll use induction on n. The case n = 0 is trivial. For n = 1 we are also
immediately done, because F1 = G1(y) ∈ R/Rp1[y] is a coordinate in R/(p1)[y]
according to Lemma 1.2.4, so Corollary 3.3.5 implies that it is stably tame. So
we can use Theorem 4.1.2.
Now let’s assume, that n ≥ 2 is such that every coordinate Fk ∈ Bk(R) is
stably tame for every k < n and every commutative ring R. Let p1, . . ., pn ∈ R
and G1(y), . . ., Gn(y) ∈ R[y] such that F = Fn with parameters p1, . . ., pn and
G1(y), . . ., Gn(y). According to Proposition 4.2.2 and Theorem 4.1.2, we only
need to show, that F ∈ R/Rpi[x, y] is stably tame over R/Rpi for i = 1, . . .,n.
Let R := R/Rpi for some i, and Fi−1 ∈ Bi−1(R) with parameters p1, . . ., pi−1
and G1(y), . . ., Gi−1(y). Obviously, F˜ := Fi−1 ∈ Bi−1(R) with parameters
p1, . . ., pi−1 and G1(y), . . ., Gi−1(y), and Lemma 2.1.5 tells us, that F ∈ R[F˜ ],
say F = H(F˜ ) with H(y) ∈ R[y]. Since F is a coordinate over R, F is a
coordinate over R. This implies by Corollary 1.2.5, that (i) F˜ is a coordinate
in R[x, y] and (ii) H(y) is a coordinate in R[y]. The former implies by the
induction hypothesis, that F˜ is stably tame, or in other words: F˜ is stably tame
equivalent to y. The latter implies by Corollary 3.3.5, that H(y) is stably tame.
Combining both facts, we derive that F = H(F˜ ) is stably tame equivalent
to H(y), which is stably tame itself. As a consequence, F is a stably tame
coordinate, as required.
Remark 4.2.3. Using the results of this chapter so far, we are now able to
give an alternative proof of the implication 2 ⇒ 1 of Proposition 2.4.4. With
the notations of this proposition, suppose F ∈ R/Rp[x, y] is a coordinate. The
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case n = 1 follows from Theorem 1.2.6 and Lemma 1.2.1. So let n ≥ 2. F ∈
Bn(R/Rpi) is a coordinate in R/Rpi[x, y] ∀ i, so by Theorem 4.2.1 we see that
F is a stably tame coordinate modulo every pi. By Theorem 4.1.2, p1 · · ·pnz+F
is a stably tame coordinate (where z is a new variable). By Proposition 4.2.2,
F is a stably tame coordinate. This implies, that (Fx, Fy) = (1) in R[x, y], and
since DF is a locally nilpotent derivation on R[x, y] by Lemma 2.4.3, we can use
Proposition 1.1.34 to conclude, that F is a coordinate in R[x, y].
4.3 Stably tame automorphisms of B1(R)
Throughout this section, let R be a domain and F = px+G(y) ∈ B1(R), where
p ∈ R\{0} and G(y) ∈ R[y]. Furthermore, we assume that F is a coordinate
in R[x, y]. This implies by Theorem 1.2.6 that G(y) = a0 + ay + G˜(y) with
a0, a ∈ R,Ra + Rp = R and G˜(y) ∈ R[y] nilpotent modulo p, and that there
exists an H(y) ∈ R[y] satisfying p | y −H(G(y)) and such that (F, y−H(F )p ) ∈
AutRR[x, y].
We shall prove that, under the additional assumption that p is a product
of prime elements of R, this automorphism is stably tame, using merely one
new variable (Theorem 4.3.2). This is a generalization of Proposition 2.3.20 in
[Edo02], where the same statement is proved using many more new variables
(the number of which depends on the maximal multiplicity of the prime divisors
of ‘p’), and under the additional assumption that R is a UFD.
Without loss of generality, we may assume in the remainder of this sec-
tion, that a0 = 0. Moreover, let z be a new variable and take λ, µ ∈ R with
λa+ µp = 1. And if ψ ∈ AutRR[x, y, z], then by (ψ)i we mean the ith compo-
nent of ψ (i = 1, 2, 3).
Lemma 4.3.1. ϕ := (F, y−H(F )p , z) ∈ AutRR[x, y, z] is tame equivalent to
(F˜ , y−aH(F˜ )p , z), where F˜ := px+ y + G˜(λy).
Proof. Define α1 := (x, y + λz, z) ∈ AutRR[x, y, z], then
ϕα1 = (px+ ay + λaz + G˜(y + λz),
y + λz −H((ϕα1)1)
p
, z).
Putting α2 := (x+ µz, y, z), we get
ϕα1α2 = (px+ ay + z + G˜(y + λz),
y + λz −H((ϕα1α2)1)
p
, z).
Now we apply α3 := (x, y, z − ay) :
ϕα1α2α3 = (px+ z + G˜(µpy + λz), µy +
λz −H((ϕα1α2α3)1)
p
, z − ay).
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To clean a little, we use α4 := (x− G˜(λz)(p, µy), y, z) (with notations as in the
introduction of section 3.4) to obtain
ψ := ϕα1α2α3α4 = (px+ z + G˜(λz), µy +
λz −H((ϕα1α2α3α4)1)
p
, z − ay).
Since λa+ µp = 1, α5 := (x, py − λz, ay + µz) ∈ AutRR[x, y, z], so
α5ψ = (px+ z + G˜(λz), y −H((α5ψ)1),
z − aH((α5ψ)1)
p
),
which, after composing with α6 := (x, y +H(x), z), yields
α6α5ψ = (px+ z + G˜(λz), y,
z − aH(px+ z + G˜(λz))
p
).
Finally, we use α7 := (x, z, y) to conclude that
α7α6α5ψα7 = (px+ y + G˜(λy),
y − aH(px+ y + G˜(λy))
p
, z).
Theorem 4.3.2. ϕ := (F, y−H(F )p , z) ∈ AutRR[x, y, z] is tame, on condition
that p is a product of prime elements of R.
Proof. By induction on the number of prime divisors of p. Using Lemma 4.3.1,
we may assume from now on, that a = 1. The case p ∈ R∗ is trivial, so let’s
assume p /∈ R∗. Let q be a prime divisor of p. Let g ∈ R be a coefficient of
any monomial appearing in G˜(y). g is nilpotent modulo p, say p | gn. But then
q | gn as well, and since q is a prime divisor of p, this implies that q | g. Thus,
we may write G˜(y) = qĜ(y) for some Ĝ(y) ∈ R[y].
Summarizing, we have
ϕ = (px+ y + qĜ(y),
y −H(F )
p
, z).
Write p = p̂q, with p̂ ∈ R, and define α1 := (x, y + p̂z, z) ∈ AutRR[x, y, z].
Using this automorphism, we accomplish
ϕα1 = (px+ y + p̂z + qĜ(y + p̂z),
y + p̂z −H((ϕα1)1)
p
, z).
Putting α2 := (x − Ĝ(y)(p̂, z), y, z) (with notations as in the introduction of
section 3.4), we get :
ϕα1α2 = (px+ y + p̂z + qĜ(y),
y + p̂z −H((ϕα1α2)1)
p
, z).
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Now we apply α3 := (x, y, z − qx) :
ϕα1α2α3 = (p̂z + y + qĜ(y),−x+
y + p̂z −H((ϕα1α2α3)1)
p
, z − qx).
To clean a little, we use α4 := (−x+
y+p̂z−H(p̂z+y+qĜ(y))
p , y, z) to obtain
ϕα1α2α3α4 = (p̂z + y + qĜ(y), x, qx−
y −H(p̂z + y + qĜ(y))
p̂
).
Now we define α5 := (x, y,−z + qy), yielding
α5ϕα1α2α3α4 = (p̂z + y + qĜ(y), x,
y −H(p̂z + y + qĜ(y))
p̂
).
Finally, with α6 := (z, y, x), α7 := (x, z, y) ∈ AutRR[x, y, z] we deduce, that
α7α5ϕα1α2α3α4α6 = (p̂x+ y + qĜ(y),
y −H(p̂x+ y + qĜ(y))
p̂
, z).
By the induction hypothesis, α7α5ϕα1α2α3α4α6 is tame (since pˆ has strictly
less prime divisors than p). Consequently, ϕ is also tame.
4.4 Kdim 1 stable tameness guarantee
Now we can use the stable tameness tools which we obtained in the previous
sections of this chapter to our advantage. The greatest challenge of this section
shall be to prove Theorem 4.4.1 stated below. Theorem 2.3.1 and Proposi-
tion 4.2.2 are the most important ingredients of the proof of this theorem. In
the remainder of this section, if R is a ring and S ⊆ R a multiplicatively closed
subset, let σ : R[x, y]→ S−1R[x, y] be the extension to R[x, y] of the canonical
map R → S−1R, with the property that σ(x) = x and σ(y) = y. Furthermore,
we will use capital letters to denote polynomials over R and small letters for
polynomials over S−1R.
Theorem 4.4.1. Let R be an arbitrary ring and F a coordinate in R[x, y], say
with mate G ∈ R[x, y]. Let a ∈ R\{0} be a non-zerodivisor. Now suppose that
(σ(F ), σ(G)) ∈ PT(Ra, 2) and that F ∈ R/Ra[x, y] is a stably tame coordinate.
Then F is a stably tame coordinate.
The following lemma will be very useful for the proof of Theorem 4.4.1. It
describes a relation between polynomials in B(R) and those in B(S−1R), where
R is an arbitrary ring and S−1R any localization of R.
Lemma 4.4.2. Let R be a ring and S ⊆ R a multiplicatively closed subset.
Then we have the following:
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For every fn ∈ Bn(S−1R) with parameters q1, . . ., qn and g1(y), . . ., gn(y),
there exist s0, . . ., sn+1 ∈ S with s0 = s1 = 1, and p1, . . ., pn ∈ R and
G1(y), . . ., Gn(y) ∈ R[y], such that for k = 1, . . ., n,
fk ∈ Bk(S
−1R) with parameters q1, . . ., qk and g1(y), . . ., gk(y)
satisfies fk = Fksk+1 , where Fk ∈ Bk(R) with parameters
p1, . . ., pk ∈ R and G1(y), . . ., Gk(y) ∈ R[y], such that
qi =
si−1pi
si+1
and gi(y) =
Gi(siy)
si+1
for i = 1, . . ., k.
Proof. We will prove the statement by induction on n. In case n = 1 this is easy:
we can take s2 ∈ S in such a way that s2q1 = σ(p1) and s2g1(y) = σ(G1(y)) for
some p1 ∈ R and G1(y) ∈ R[y].
Now let n ≥ 2 and assume that the statement is true if ‘n’ is replaced by
‘n− 1’. Let fn ∈ Bn(S−1R) with parameters q1, . . ., qn and g1(y), . . ., gn(y). In
particular, this gives an fn−1 ∈ Bn−1(S−1R) with parameters q1, . . ., qn−1 and
g1(y), . . ., gn−1(y).
Suppose first, that n = 2. Then we have an f1 ∈ B1(S−1R) with param-
eters q1 and g1(y). The argument given for the case ‘n = 1’ supplies us with
s0, s1, s2 ∈ S with s0 = s1 = 1 such that the polynomial f1 ∈ B1(S−1R) with
parameters q1 and g1(y) has the property, that f1 =
F1
s2
, for some F1 ∈ B1(R)
with certain parameters p1 ∈ R and G1(y) ∈ R[y], such that q1 =
s0p1
s2
and
g1(y) =
G1(s1y)
s2
.
Since f2 = q2y + g2(f1) = q2y + g2(
F1
s2
), we take s3 ∈ S in such a way that
s3q2 = σ(p2) and s3g2(s
−1
2 y) = σ(G2(y)) for some p2 ∈ R and G2(y) ∈ R[y].
Then f2 =
F2
s3
, where F2 := p2y + G2(F1) ∈ B2(R) with parameters p1, p2
and G1(y), G2(y), satisfying q1 =
s0p1
s2
, q2 =
s1p2
s3
and g1(y) =
G1(s1y)
s2
, g2(y) =
G2(s2y)
s3
. This completes the inductive step in this case.
Now suppose n ≥ 3. The induction hypothesis gives s0, . . ., sn ∈ S with
s0 = s1 = 1 such that for k = 1, . . ., n − 1, the polynomial fk ∈ Bk(S−1R)
with parameters q1, . . ., qk and g1(y), . . ., gk(y) satisfies fk =
Fk
sk+1
, for some
Fk ∈ Bk(R) with certain parameters p1, . . ., pk ∈ R and G1(y), . . ., Gk(y) ∈ R[y],
such that qi =
si−1pi
si+1
and gi(y) =
Gi(siy)
si+1
for i = 1, . . ., k.
This implies, that
fn = qnfn−2 + gn(fn−1) = qn
Fn−2
sn−1
+ gn(
Fn−1
sn
),
so if we take sn+1 ∈ S in such a way that sn+1qn = σ(pn) and sn+1gn(s−1n y) =
σ(Gn(y)) for some pn ∈ R and Gn(y) ∈ R[y], we obtain fn =
Fn
sn+1
, where
Fn := pnFn−2 + Gn(Fn−1) ∈ Bn(R) with parameters p1, . . ., pn ∈ R and
G1(y), . . ., Gn(y) ∈ R[y], such that qi =
si−1pi
si+1
and gi(y) =
Gi(siy)
si+1
for i =
1, . . ., n. This completes this case of the inductive step, and thereby finishes the
proof.
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Proof of Theorem 4.4.1
First, since by assumption a is a non-zerodivisor, σ : R → Ra is an injective
homomorphism. Therefore, we may assume that R ⊆ Ra, and omit the notation
‘σ’. Furthermore, notice that, if we assume all hypotheses of the theorem,
they are also true if we replace R by R/η(R). Thus, using Theorem 3.3.4, we
may assume that R is a reduced ring. Hence, det J(F,G) ∈ R[x, y]∗ = R∗, so
replacing G by a suitable multiple of itself, we may assume that det J(F,G) = 1.
We may further assume, that degx(F ),degx(G), degy(F ),degy(G) > 0. (If, for
instance, G ∈ R[y], then since x ∈ R[F (x, y), G(y)] ⊆ R[y][F (x, y)], F is a
one-dimensional coordinate over R[y], which is affine by Lemma 1.2.1, as R is
reduced. Thus, in this case it is even a tame coordinate.)
According to Theorem 2.3.1, there exist certain n ∈ N∗, q1, . . ., qn+1 ∈
R ∗a and g1(y), . . ., gn+1(y) ∈ Ra[y] such that F ∈ Bn+1(Ra) with parameters
q1, . . ., qn+1 and g1(y), . . ., gn+1(y), and G ∈ Bn(Ra) with parameters q1, . . ., qn
and g1(y), . . ., gn(y). From Lemma 4.4.2 it follows (taking S := {1, a, a2, . . .}),
that F = Fn+1
ak1
and G = Fn
ak2
for some k1, k2 ∈ N, where Fn+1 ∈ Bn+1(R) with
parameters p1, . . ., pn+1 and G1(y), . . ., Gn+1(y) and Fn ∈ Bn(R) with parame-
ters p1, . . ., pn and G1(y), . . ., Gn(y). So now we have
ak1+k2 = ak1+k2 det J(F,G) = ak1+k2 det J(
Fn+1
ak1
,
Fn
ak2
) (4.9)
= det J(Fn+1, Fn) = (−1)
np1 · · · pn+1,
using Lemma 2.3.4. From the proof of Proposition 4.2.2, applied to Fn+1, we get
(for some new variables z2, . . ., zn+1) certain tame automorphisms ϕn−1, ϕn ∈
AutRR[x, y, z2, . . ., zn+1] satisfying (among others) ϕ
−1
n−1ϕn(Fn) = ϕ
−1
n−1(F˜n) =
Fn and ϕ
−1
n−1ϕn(Fn+1) = p1 · · · pn+1zn+1 + Fn+1. Combining this with equa-
tion (4.9) while extending ϕn−1, ϕn naturally to Ra[x, y, z2, . . ., zn+1], we obtain
ϕ−1n−1ϕn(F ) = ϕ
−1
n−1ϕn(
Fn+1
ak1
) =
p1 · · · pn+1zn+1 + Fn+1
ak1
=
(−1)nak1+k2zn+1 + Fn+1
ak1
= (−1)nak2zn+1 + F.
So F is stably tame equivalent to (−1)nak2zn+1 + F , whence we are done if
the latter is a stably tame coordinate. Given the fact that F ∈ R/Ra[x, y] is a
stably tame coordinate, Theorem 4.1.2 completes the proof.
Theorem 4.4.3. Let R be a Q-domain and F an R-coordinate in R[x, y]. Fol-
lowing Lemma 1.1.16, let a ∈ R\{0} be the leading coefficient of F with respect
to x. Suppose that F ∈ R/Ra[x, y] is a stably tame coordinate. Then F itself is
already stably tame.
Proof. Let G be a mate for F . By Corollary 3.1.6, (F,G) ∈ PT(Ra, 2), so we
can use Theorem 4.4.1 to conclude, that F is a stably tame coordinate.
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Theorem 4.4.3 is very effective in the sense that it may be used to prove the
stable tameness of polynomials over some domain R, using the stable tameness
of polynomials over other rings, which may be ‘easier’ in the sense that the
dimension is lower. This is illustrated in Theorem 4.4.7, whose proof uses the
result of Proposition 4.4.4.
Proposition 4.4.4. Let R be a Noetherian ring with dim(R) = 0 and let F ∈
R[x, y] be an R-coordinate. Then F is stably tame.
Proof. Since R is Noetherian, the ideal (0) has a primary decomposition (0) =
q1 ∩ · · · ∩ qn, by Theorem 7.13 in [AM69] (where q1, . . ., qn ⊆ R are primary
ideals). Consequently, there exist p1, . . ., pn ∈ Spec(R) such that η = p1∩· · ·∩pn.
We may of course assume, that pi 6= pj if i 6= j. Since dim(R) = 0, every pi is
maximal, so we certainly have pi + pj = (1) whenever i 6= j.
Furthermore, R/pi is a field ∀ i, so by Theorem 1.1.19, F ∈ R/pi[x, y] is
a tame coordinate, so F is certainly stably tame. By applying Corollary 3.3.6
repeatedly, we deduce that F is stably tame modulo p1 · · · pn. This implies, that
also F ∈ R/η[x, y] = R/(p1 ∩ · · · ∩ pn)[x, y] is stably tame. By Theorem 3.3.4,
F ∈ R[x, y] is stably tame.
The perceptive reader may have noticed in the proof of the above proposition
that the information we have regarding F modulo a prime ideal (being a tame
coordinate) is much stronger than the result which we extract from it (the stable
tameness). Indeed, if we make the additional assumption that R is reduced,
then we get a quick proof of the following result, which can also be found as
Corollary 0.6 in [Nag72].
Proposition 4.4.5. Let R be a Noetherian reduced ring with dim(R) = 0. Let
ϕ ∈ AutRR[x, y]. Then ϕ is tame.
Proof. R is Noetherian, so following the argument in the proof of Proposi-
tion 4.4.4, we see that there exist p1, . . ., pn ∈ Spec(R) such that (0) = η =
p1 ∩ · · · ∩ pn. We may assume, that pi 6= pj if i 6= j. Since dim(R) = 0, every pi
is maximal, so we have pi + pj = (1) when i 6= j.
Furthermore, R/pi is a field, so by Theorem 1.1.19, ϕ ∈ R/pi[x, y]2 is a
tame automorphism. By applying Theorem 3.2.1 repeatedly, we deduce, that
ϕ ∈ R/(p1 · · · pn)[x, y]
2 is tame. Thus, ϕ ∈ R/(p1 ∩ · · · ∩ pn)[x, y]2 = R/η[x, y]2
is tame as well. Since R is reduced, we may conclude, that ϕ is tame.
Remark 4.4.6. The assumption in the previous proposition that R is reduced
is necessary, as can be seen from the following. Let R = C[x]/(x2) and ε := x.
Then R is a Noetherian ring (being a finitely generated C-algebra) with only
one prime ideal, namely Rε. So dim(R) = 0 and if we take ϕ := (x + εx2, y),
then ϕ is not tame since det Jϕ = 1 + 2εx ∈ R[x]∗\R∗ (whereas det Jψ ∈ R∗
for all automorphisms ψ which are tame).
Theorem 4.4.7. Let R be a Noetherian Q-domain such that dim(R) = 1. Then
every R-coordinate F ∈ R[x, y] is stably tame.
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Proof. Let F ∈ R[x, y] be a coordinate. Interchanging the variables x and y,
if necessary, we may assume that degx(F ) > 0. By Lemma 1.1.16, the leading
coefficient of F with respect to x is a constant a ∈ R\{0}. Since a 6= 0 and
dim(R) = 1, we have dim(R) = 0, where R := R/Ra. So F ∈ R[x, y] is a stably
tame coordinate by Proposition 4.4.4. Now we derive from Theorem 4.4.3, that
F is stably tame.
We can extend these stable tameness results even further:
Theorem 4.4.8. Let R be a Noetherian Q-domain which is also a UFD with
dim(R) = 2. Then every R-coordinate F ∈ R[x, y] is stably tame.
Proof. Let F ∈ R[x, y] be a coordinate. Interchanging the variables x and y,
if necessary, we may assume that degx(F ) > 0. By Lemma 1.1.16, the leading
coefficient of F with respect to x is a constant a ∈ R\{0}. Since R is a UFD,
we may write a = p1 · · · pn, where p1, . . ., pn are prime elements of R. Let
i ∈ {1, . . ., n}. Since Rpi is a prime ideal of height 1, R/Rpi is a domain of
dimension 1. By Theorem 4.4.7, F ∈ (R/Rpi)[x, y] is a stably tame coordinate.
Using Corollary 4.1.3, we conclude that even F ∈ (R/Ra)[x, y] is stably tame.
Now Theorem 4.4.3 tells us, that F is stably tame.
In particular, if R = k[z, w], a 2-variable polynomial ring over a field k of
characteristic zero, then every R-coordinate F ∈ R[x, y] is stably tame.
But Theorem 4.4.8 has more interesting results:
Example 4.4.9. Let R[x, y, z] be the polynomial ring in three variables over
the real numbers, and define R := R[x, y, z]/(x2+y2+z2−1). Then it is proved
in ([Lam78], page 32), that R is a UFD. Consequently, by Theorem 4.4.8, every
coordinate in two variables over R is stably tame !
Chapter 5
Recognizing R[2] and its
coordinates
One of the most fundamental problems concerning coordinates is the
Coordinate Recognition Problem: Given a polynomial F in n variables
over R, how can one decide if F is a coordinate in R[n] ?
The importance of this problem comes from the fact that various long-standing
open problems in affine algebraic geometry are related to this problem: we
mention the Abhyankar-Sathaye Conjecture, the Cancellation Problem, the Ja-
cobian Conjecture and various linearization conjectures (see [Kra96], [ER01] and
[Ess00b] for more details).
In case n = 2 and R is a field the Recognition Problem was solved by
Cha¸dzyński and Krasiński in [CK92] and by Van den Essen in [Ess93]; in fact,
in the last paper an algorithm is given to compute a mate of F (in case it exists).
However if n ≥ 3 the Recognition Problem is completely open even in case R is
a field.
Recently in [EV01] a new impulse to the study of coordinates was given. In
that paper the authors study polynomials in 2 variables over an almost arbitrary
ring R, but restrict their attention to coordinates of ‘length’ at most 2, i.e., they
study which polynomials of the form qy+H(px+a(y)), with p, q ∈ R, a(y) ∈ R[y]
and H ∈ R[1] are coordinates. Nevertheless the results obtained are already
rather powerful in the sense that they are used to construct new coordinates
in n (≥ 2) variables. These new coordinates are for example used to solve a
question posed by A. Choudary and A. Dimca in [CD94].
In Section 5.2 we completely solve the Recognition Problem for 2 variables
over an arbitrary finitely generated K-algebra R, where K is a computable field
of characteristic zero, i.e., we give an algorithmic solution. Moreover, in case F
is a coordinate in R[X,Y ] we give an algorithm which computes a mate G of F
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in R[X,Y ]. The algorithms given in Section 5.2 are based on results concerning
locally nilpotent derivations, mostly taken from [BEM01], results of Gröbner
basis theory (see [BW93]) and a particular result of [CMW95]. The algorithms
themselves and the preparations already appeared in [BE03].
The last two sections of this chapter focus on the recognition of polynomial
rings. This is much related to the recognition of coordinates. Namely, if f ∈ R[n]
is a coordinate, then theR-algebraR[n]/(f) is a polynomial ring in n−1 variables
over R.
5.1 Preparations for the algorithms
The result of Proposition 1.1.34 is very useful in the sense that there exist several
techniques to find out whether a given derivation D is locally nilpotent. Some of
them were already described in section 1.1.3. Another result is Proposition 5.1.2.
This one will be very convenient for the algorithms in the next section, because
of the boundary ‘d’ it gives, which depends only on the degrees of D(x) and
D(y). The proposition uses the following theorem that can be found in [Ess00b].
Theorem 5.1.1. Let K be a field of characteristic zero. Let 0 6= D = a∂x+b∂y
be a K-derivation on K[x, y]. Put d := max{degx(a),degy(a),degx(b),degy(b)}.
Then D is locally nilpotent on K[x, y] if and only if Dd+2(x) = Dd+2(y) = 0.
Proposition 5.1.2. If R is a Q-algebra and 0 6= D := a∂x + b∂y a derivation
on R[x, y], let d := max{degx(a),degy(a),degx(b),degy(b)}. Then the following
statements are equivalent :
1. D is locally nilpotent
2. D d+2(x), D d+2(y) ∈ ηR[x, y]
Proof. Assume 1. Let p ∈ Spec(R). Then D : R/p[x, y] → R/p[x, y] is lo-
cally nilpotent. Theorem 5.1.1 (with K := Q(R/p)) says that D
d−+2
(x) =
D
d−+2
(y) = 0, where d− := max{degx(a),degy(a),degx(b),degy(b)}. As d ≥ d
−,
it follows that D
d+2
(x) = D
d+2
(y) = 0, which means that D d+2(x), D d+2(y) ∈
pR[x, y]. This holds for all prime ideals in R, so D d+2(x), D d+2(y) ∈ ηR[x, y].
Conversely, assume 2. Then D : R/η[x, y] → R/η[x, y] is locally nilpotent
by Proposition 1.1.30, so by Lemma 1.1.31, D is also locally nilpotent.
Remark 5.1.3. The statement that ‘D is a locally nilpotent derivation ⇔
Dd+2(x) = Dd+2(y) = 0’ is not true over a general coefficient ring. For example,
take R = C[T ]/(T 2) and ² = T . Then (F1, F2) := (x + y2, y) ◦ (x, y + ²x2) =
(x + y2 + 2²x2y, y + ²x2) is an automorphism, so by Proposition 1.1.34, D :=
(F1)y∂x − (F1)x∂y = (2y + 2²x
2)∂x − (1 + 4²xy)∂y is locally nilpotent, but
D4(y) = −24² 6= 0.
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The following useful lemma is due to [BEM01]. We will use the technique of
this lemma in our algorithms in the next section. Before we state and prove
this result we introduce a notation: if a is an ideal in R and D a derivation on
R[x, y], then D
a
denotes the induced derivation on R/a[x, y].
Lemma 5.1.4. Let D be an R-derivation on R[x, y] such that D
Ii is surjective
for the ideals I1, . . . , Ir ⊆ R. Then D
I1···Ir is also surjective.
Proof. It is enough to show that if D
I
, D
J
are surjective, D
IJ
is too. Let
a ∈ R[x, y]. There exists a b ∈ R[x, y] such that D
I
(b) = a, hence D(b) = a+ i
where i ∈ I[x, y]. Let’s write i =
∑t
k=0 ikck where ik ∈ I, ck ∈ R[x, y]. Then
for every ck there exists some dk ∈ R[x, y] such that D(dk) = ck + jk for some
jk ∈ J [x, y], since D
J
is surjective. Now D(b −
∑t
k=0 ikdk) = a −
∑t
k=0 ikjk.
Since
∑t
k=0 ikjk ∈ IJ [x, y], we are done.
Before we continue, we again introduce some notations. Given two polynomials
f = amx
m + · · · + a0 and g = bnxn + · · · + b0 in R[x] with am, bn 6= 0, the
Sylvester matrix of f and g (with respect to the variable x) is defined as the
(m+ n)× (m+ n) matrix
Sylvx(f, g) :=


am am−1 · · · a0
. . .
. . .
. . .
am am−1 · · · a0
bn · · · b1 b0
. . .
. . .
. . .
bn · · · b1 b0


.
Furthermore, the Resultant of f and g (with respect to the variable x) is given
by Resx(f, g) := det(Sylvx(f, g)).
An important theorem we will use in the algorithm can be found as Theo-
rem 10 in [CMW95] and it states the following :
Theorem 5.1.5. Let F ∈ C[x, y]\C[x] be monic when viewed as a polynomial
in x over C[y] and suppose n := degx(F ) ≥ 2. Let S := Sylvx(Fx, Fy). If
(a1(y), . . . , ak+n−1(y)) is the bottom row of the adjoint of the matrix S, where
k = degx(Fy), define A(x, y), B(x, y) ∈ C[x, y] as{
A(x, y) = a1(y)x
k−1 + · · ·+ ak−1(y)x+ ak(y)
B(x, y) = −(ak+1(y)x
n−2 + · · ·+ ak+n−2(y)x+ ak+n−1(y)).
Then d := Resx(Fx, Fy) satisfies d = AFx − BFy and the following two condi-
tions are equivalent.
1. F has a younger mate relative to the x-degree, i.e., a polynomial G ∈
C[x, y] such that FxGy − FyGx = 1 and degx(G) < degx(F )
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2. d ∈ C∗ and Ax = By.
If these two conditions are satisfied, then a younger mate G of F relative to the
x-degree is given by G = 1d
(∫
B dx+
∫
Ady −
∫∫
Ax dydx
)
.
Reading the proof of this theorem, it becomes obvious that C can be replaced
by any field of characteristic zero.
5.2 The mate algorithm
In the remainder of this section K will be a computable field of characteristic
zero and R a finitely generated K-algebra, say R = K[X1, . . ., Xm]/I for some
ideal I of K[X1, . . ., Xm]. Furthermore, (f1, . . ., fs) is a Gröbner basis of I with
respect to some admissible monomial ordering ‘<’.
First we will give an algorithm to find a mate for a given R-coordinate in
R[x, y] in case R is a domain. Then we will use this algorithm in the next one,
which decides if a given F ∈ R[x, y] is an R-coordinate (here R is not necessarily
a domain), and if so, finds a mate for F . In these algorithms we will use several
other ones, which were taken from [BW93] and [Ess00b]. These are stated at
the end of this section.
So let’s take a look at the first algorithm, which can be found on page 76.
Here I is a prime ideal, so R is a domain. Assume that an F ∈ R[x, y] is
given, which is known to be a coordinate over R. Interchanging x and y, if
necessary, we may assume, that n := degx(F ) ≥ degy(F ). If degy(F ) = 0 then
by Proposition 1.1.34, 1 ∈ (Fx), i.e., Fx ∈ R[x, y]∗ = R∗ (for R is a domain),
so F = λx + µ for some λ ∈ R∗ and µ ∈ R[y], which implies that we can take
y as a mate for F . So assume degy(F ) > 0. If n = 1, F is affine, so 1 is in
the ideal of the coefficients of x and y in F and the algorithm EXTGRÖBNER
determines the coefficients of this linear combination, which give a mate for F .
So from now on, we may assume, that n ≥ 2. From Lemma 1.1.16 we get
that the coefficient of xn in F is a nonzero constant. It is easily seen, that in this
case Theorem 5.1.5 can still be applied. Furthermore, let P ∈ R[x, y] be a mate
of F . By Lemma 1.1.18 (with ‘R’= Q(R) and ‘G’= P ), degx(F ) | degx(P ) or
degx(P ) | degx(F ). Applying Lemma 1.1.18 repeatedly in this way, we see that
there exists an S ∈ Q(R)[1] such that deg(P − S(F )) < deg(F ). Consequently,
F has a younger mate over Q(R), relative to the x-degree.
Theorem 5.1.5 now tells us, that d := Resx(Fx, Fy) ∈ Q(R)∗ ∩ R[x, y] =
R\{0} and G :=
∫
B dx +
∫
Ady −
∫∫
Ax dydx satisfies GyFx − GxFy = d. So
DF (G) = 0 in R/(d)[x, y] (where DF is the derivation on R[x, y] given by
DF = Fy∂x − Fx∂y), which implies by Theorem 1.1.32 that there exists an
H ∈ R[T ] such that G = H(F ). We can use the algorithm MEMBER to find
such an H.
Now G−H(F ) is divisible by d, so we can use the algorithms EXTGRÖB-
NER and REDPOL to find G˜ := G−H(F )d . Notice that det J(F,
G−H(F )
d ) = 1,
so if we believe the Jacobian Conjecture, then we are already convinced that G˜
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(which we are now able to construct) is a mate for F over R. But we can also
prove it, using the following lemma (which is a variation on Corollary 1.2.2).
Lemma 5.2.1. Let R be a Q-algebra, and suppose F,G1, G2 ∈ R[x, y] are given
such that (F,G1) ∈ AutRR[x, y] and det J(F,G2) = det J(F,G1).
Then also (F,G2) ∈ AutRR[x, y] and G2 −G1 ∈ R[F ].
Proof. Let DF be the derivation on R[x, y] given by DF = Fy∂x − Fx∂y. Then
it follows that DF (G1) = DF (G2), which implies that G2 − G1 ∈ R[x, y]DF =
R[F ], by Theorem 1.1.32. Let H ∈ R[1] be such that G2 −G1 = H(F ). Then
(F,G2) = (F,G1 +H(F )) = (x, y +H(x)) ◦ (F,G1) ∈ AutRR[x, y].
Well then, since we already know that F is a coordinate over R (a domain),
there exists a G1 ∈ R[x, y] such that det J(F,G1) = 1. The previous lemma
now implies that (F, G˜) ∈ AutRR[x, y].
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Algorithm PRE-MATE(F, I)
Input : A coordinate F ∈ R[x, y] with R := K[X1, . . . , Xm]/I, where K is a
computable field of characteristic zero and I = (f1, . . . , fs) is a prime ideal of
K[X1, . . . , Xm].
Output : A mate G˜ ∈ R[x, y] for F .
Begin
c := 0;
if degx(F ) < degy(F ) then F (x, y) := F (y, x); c := 1 fi;
n := degx(F );
if degy(F ) = 0 then G˜(x, y) := y
else if n = 1
then (G,G,F):=
EXTGRÖBNER(F (0, 1)− F (0, 0), F (1, 0)− F (0, 0), f1, . . . , fs);
G˜(x, y) := −Q1,F (0,1)−F (0,0)x+Q1,F (1,0)−F (0,0)y
else d := Resx(Fx, Fy); S := Sylvx(Fx, Fy); T := adjoint(S);
k := degx(Fy);
for i from 1 to k + n+ 1 do ai(y) := T (k + n− 1, i) od;
A(x, y) := a1(y)x
k−1 + · · ·+ ak(y);
B(x, y) := −(ak+1(y)x
n−2 + · · ·+ ak+n−1(y));
G(x, y) :=
∫
B dx+
∫
Ady −
∫∫
Ax dydx;
H :=MEMBER(G, {F}, (f1, . . . , fs, d)); p1 := degx(G−H(F ));
p2 := degy(G−H(F ));
(G1,G,F) :=EXTGRÖBNER(f1, . . . , fs, d);
for i from 1 to p1 do for j from 1 to p2 do
ai,j := coeff (G−H(F ), xiyj);
if ai,j 6= 0 then (Fi,j , gi,j) :=REDPOL(ai,j , G1) fi
od od;
G˜(x, y) :=
∑
i,j(
∑
g∈G1
qi,jg Qg,d)x
iyj
fi
fi; if c = 1 then G˜(x, y) := G˜(y, x) fi;
return(G˜(x, y))
end
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Now we focus on the second algorithm (page 79). Here I denotes an arbitrary
proper ideal of K[X1, . . . , Xm]. First we check if F is a coordinate. Proposi-
tion 1.1.34 describes an easy way to test this. To check if D := DF is locally
nilpotent, we use Proposition 5.1.2. We can use the algorithm RADICAL to
calculate G := rad(I), the radical of I (which corresponds with the nilrad-
ical η of R), and by the algorithms GRÖBNER and REDPOL we find out
if Dd+2(x), Dd+2(y) ∈ ηR[x, y]. To check if 1 ∈ (Fx, Fy), use the algorithm
GRÖBNER to calculate a Gröbner basis of this ideal, and see if it equals {1}.
Now suppose we know that F is a coordinate. We want to reduce to the
case when the coefficient ring is a domain, so first we calculate a primary de-
composition of I using the algorithm PRIMDEC, say I = Q1 ∩ · · · ∩Ql, where
Q1, . . .,Ql are primary ideals with their respective associated primes P1, . . .,Pl
(so rad(I) = P1 ∩ · · · ∩Pl). Put qi := Qi/I and pi := Pi/I. So qi is a primary
ideal in R with associated prime pi and η = rad(I)/I = p1 ∩ · · · ∩ pl. For every
k ≤ l we know that F is a coordinate over R/pk, so using the previous algorithm
we find for every k a polynomial Gk ∈ R[x, y] such that Gk ∈ R/pk[x, y] is a
mate for F . Using this information, we construct a mate for F over R/η, in the
following way.
With induction on k, we prove by construction that there is a mate for F
over R/(p1 · · · pk) as follows : we already have G1 as mate for F over R/p1.
So assume we have a polynomial H ∈ R[x, y] such that H is a mate for F
over R/(p1 · · · pk), for some k < l. Because R/pk+1[F ,Gk+1] = R/pk+1[x, y],
we can use the algorithm MEMBER for every monomial xiyj in D(H) − 1 to
write xiyj ≡ Mi,j(F,Gk+1) (mod pk+1) with Mi,j(x, y) ∈ R[x, y]. Let for all
(i, j), ci,j be the coefficient of xiyj in D(H) − 1. Now define H˜ ∈ R[x, y] as
H˜ := H −
∑
i,j ci,j
∫
Mi,j(F,Gk+1) dGk+1. We will prove that this ‘new H’
satisfies D(H˜) ≡ 1 (mod p1 · · · pk+1). Well then, we know that
D(
∫
Mi,j(F,Gk+1) dGk+1) ≡
∂
∂Gk+1
(
∫
Mi,j(F,Gk+1) dGk+1)
=Mi,j(F,Gk+1) ≡ x
iyj (mod pk+1)
and by the induction hypothesis ci,j ∈ p1 · · · pk (as D(H)− 1 ∈ p1 · · · pk[x, y]),
so we have
ci,jD(
∫
Mi,j(F,Gk+1) dGk+1) ≡ ci,jx
iyj (mod p1 · · · pk+1).
Taking sums over all i and j we get
D(
∑
i,j
ci,j
∫
Mi,j(F,Gk+1) dGk+1)≡
∑
i,j
ci,jx
iyj=D(H)− 1 (mod p1 · · · pk+1)
which implies that D(H˜) ≡ 1 (mod p1 · · · pk+1). So now we redefine H as
H := H˜. Furthermore, from the locally nilpotence of D the locally nilpotence
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of D follows, so by Proposition 1.1.34 we get that H is a mate for F over
R/(p1 · · · pk+1).
So eventually we have an H ∈ R[x, y] such that H is a mate for F over
R/(p1 · · · pl). But then H is also a mate for F over R/(p1 ∩ · · · ∩ pl) = R/η.
Furthermore, by calculating for every generator g of the ideal rad(I) an eg ∈ N∗
such that geg ∈ I, we get an e ∈ N∗ such that ηe = (0), namely e :=
∑
g eg,
where g runs through the finite set of generators of rad(I). Using the method
we just saw (but now with H instead of every Gk and η instead of every pk),
we find a G˜ ∈ R[x, y] such that G˜ is a mate for F over R/ηe = R.
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Algorithm MATE(F, I)
Input : F ∈ R[x, y] with R := K[X1, . . . , Xm]/I, where K is a computable field
of characteristic zero and I = (f1, . . . , fs) is a proper ideal of K[X1, . . . , Xm].
Output : Either a message that F is no coordinate or a mate G˜ ∈ R[x, y].
Begin
c := 1; G :=GRÖBNER(RADICAL(f1, . . . , fs));
d := max{degx(Fx),degy(Fx),degx(Fy),degy(Fy)};
(F1, r1) :=REDPOL(Dd+2(x), G); (F2, r2) :=REDPOL(Dd+2(y), G);
if r1 = 0 and r2 = 0 then P :=GRÖBNER(Fx, Fy, f1, . . . , fs);
if P 6= {1} then c := 0 fi
else c := 0
fi;
if c = 0 then return(‘F is no coordinate’)
else P :=PRIMDEC(f1, . . . , fs); H :=PRE-MATE(F , p1);
for k from 1 to #(P )− 1 do Gk :=PRE-MATE(F , pk);
p1 := degx(D(H)− 1); p2 := degy(D(H)− 1);
for i from 1 to p1 do for j from 1 to p2 do
ci,j := coeff (D(H)− 1, xiyj);
Mi,j :=MEMBER(xiyj , {F,Gk+1}, pk+1)
od od; H := H −
∑
i,j ci,j
∫
Mi,j(F,Gk+1) dGk+1
od;
for g ∈ G do eg := 0; g′ := g; (F3, r3) :=REDPOL(g′, I);
while r3 6= 0 do eg := eg + 1; g′ := D(g′);
(F3, r3) :=REDPOL(g′, I)
od
od;
e :=
∑
g∈G eg; G˜ := H;
for k from 1 to e− 1 do p1 := degx(D(G˜)− 1);
p2 := degy(D(G˜)− 1);
for i from 1 to p1 do for j from 1 to p2 do
ci,j := coeff (D(G˜)− 1, xiyj);
Mi,j :=MEMBER(xiyj , {F,H}, G);
od od; G˜ := G˜−
∑
i,j ci,j
∫
Mi,j(F,H) dH
od;
return(G˜)
fi
end.
We conclude this section by stating the algorithms that we used. The first 5
algorithms were taken from [BW93].
Algorithm REDPOL
Input : A finite subset P of K[X1, . . . , Xm] and f ∈ K[X1, . . . , Xm].
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Output : A normal form g of f modulo P , and a family F = {qp}p∈P of
polynomials with f =
∑
p∈P qpp + g and max{lt(qpp) | p ∈ P, qpp 6= 0} ≤ lt(f),
where for h ∈ K[X1, . . . , Xm], lt(h) is the leading monomial of h w.r.t. some
admissable monomial ordering.
Algorithm GRÖBNER
Input : A finite subset F of K[X1, . . . , Xm].
Output : A finite subset G of K[X1, . . . , Xm] with F ⊆ G such that G is a
Gröbner basis for (F ).
Algorithm EXTGRÖBNER
Input : A finite subset F of K[X1, . . . , Xm].
Output : A finite subsetG ofK[X1, . . . , Xm] with F ⊆ G such thatG is a Gröb-
ner basis for (F ) and families G = {{Qg,f}f∈F }g∈G and F = {{Pf,g}g∈G}f∈F
such that g =
∑
f∈F Qg,ff and f =
∑
g∈G Pf,gg for all g ∈ G and f ∈ F .
Algorithm RADICAL
Input : A finite subset F of K[X1, . . . , Xm].
Output : A finite basis G of rad(F ).
Algorithm PRIMDEC
Input : A finite subset F of K[X1, . . . , Xm].
Output : A set P = {(G1, H1), . . . , (Gr, Hr)} of pairs of finite subsets of
K[X1, . . . , Xm] such that P = ∅ if 1 ∈ (F ), while otherwise (F ) = q1 ∩ · · · ∩ qr,
with
1. For all i, qi := (Gi) is primary with associated prime pi := (Hi)
2. qi 6= qj and pi 6= pj whenever i 6= j
And finally we used the algorithm below, which was taken from [Ess00b].
Algorithm MEMBER
Input : A finitely generated K-algebra K[x1, . . . , xm] and certain polynomials
f1, . . . , fk, g ∈ K[x1, . . . , xm].
Output : Either P ∈ K[X1, . . . , Xk] such that g = P (f1, . . . , fk) or a message
that g 6∈ K[f1, . . . , fk].
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5.3 Two-variable ring criterion
Theorem 5.3.6 is a generalization of Theorem 1 in [Sat83b], where the same
statement is proved for a DVR of equicharacteristic zero, which just means that
the DVR is a Q-algebra. In fact, some ideas of the proof of Theorem 1 in
[Sat83b] will be used in the proof of Theorem 5.3.6.
But before we can prove this theorem, we need the following lemma, which
is in fact a corollary of Corollary 3.3 in [Sat83a].
Lemma 5.3.1. Let R be a domain of characteristic zero and f, g ∈ R[x][[t]]
for some variables x and t, such that α := deg(f|t=0) and β := deg(g|t=0)
are nonzero integers. Now suppose there exists a ψ ∈ R[f, g][[t]] such that
ψ − λxtm ∈ R[x][[t]]tm+1 for some λ ∈ R\{0} and m ∈ N. Then α | β or β | α.
Proof. Let k be an algebraic closure of the quotient field of R. Viewing f and
g, ψ, λ as elements of k[x][[t]], k[f, g][[t]], k∗, resp., we may apply Corollary 3.3
in [Sat83a] to obtain the desired result.
Note that the Abhyankar-Moh Theorem (Theorem 1.1.5) follows from the above
lemma: it is the special case f, g ∈ R[x].
The next lemma looks a little like Theorem 5.3.6, but it presupposes more
regarding the structures of A⊗R/RtR/Rt and A⊗Rt Rt. The advantage of this,
apparently, is the generalization to more variables.
Lemma 5.3.2. Let A be an R-algebra and t ∈ R\{0} which is a non-zerodivisor
as element of A, satisfying At ∩ R = Rt and ∩n∈N(Rt)n = (0). Suppose
there exist x1, . . ., xn ∈ A such that A ⊗R Rt = Rt[x11 , . . .,
xn
1 ]
∼=Rt R
[n]
t and
A ⊗R R/Rt = R/Rt[x1, . . ., xn] ∼=R/Rt R/Rt
[n]. Then we already have A =
R[x1, . . ., xn] ∼=R R
[n].
Proof. Note that from the assumptions made we may already conclude that the
map R→ A defining the R-algebra structure on A is injective, so that we may
assume R to be a subring of A. This is an immediate consequence of the fact that
the composition of R-algebra homomorphisms R→ A→ A⊗RRt → R
[n]
t → Rt
is injective.
Suppose x1, . . ., xn are algebraically dependent over R, say f(x1, . . ., xn) = 0
for some f ∈ R[n]\{0}. Since for every coefficient c of f ∈ R[n] there is a
maximal p ∈ N such that c ∈ (Rt)p, we can write f = tqf0, where q ∈ N and
f0 ∈ R
[n] with t - f0. As t is a non-zerodivisor, we obtain f0(x1, . . ., xn) = 0.
Since R/Rt[x1, . . ., xn] ∼=R/RtR/Rt
[n], it follows from f0(x1, . . ., xn) = 0, that
f0 = 0, which contradicts the fact that t - f0. So x1, . . ., xn are algebraically
independent over R, so R[x1, . . ., xn] ∼=R R[n]. Hence, it suffices to show that
A ⊆ R[x1, . . ., xn].
So let a ∈ A be given. Then the fact that a1 ∈ A ⊗R Rt = Rt[
x1
1 , . . .,
xn
1 ]
implies that tma ∈ R[x1, . . ., xn] for some m ∈ N which we can choose to be
minimal with this property, say tma = P (x1, . . ., xn) with P ∈ R[n].
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Suppose m ≥ 1. Then P (x1, . . ., xn) = 0 in R/Rt[x1, . . ., xn] ∼=R/RtR/Rt
[n],
so we must have P = 0, which means that P = tQ for some Q ∈ R[n]. From
tma = tQ(x1, . . ., xn) and the fact that t is a non-zerodivisor in A we conclude,
that tm−1a = Q(x1, . . ., xn), which is a contradiction, due to the minimality of
m.
Thus, m = 0 and a = P (x1, . . ., xn) ∈ R[x1, . . ., xn].
The techniques that will be used in the proof of Theorem 5.3.6 require the
following definition.
Definition 5.3.3. Let A be a ring and a an ideal of A. Then a subring R
of A is called a ring of coefficients of A (with respect to a) if the natural
homomorphism A→ A/a restricts to an isomorphism R
∼
−→ A/a. In case A is
a local ring and a happens to be the unique maximal ideal of A, then the field
R is also called a field of representatives of A.
With this notion in mind, we will first discuss some useful results which arise
when we combine it with the concept of completeness.
To define this concept, let a be an ideal of the ring R. Then the collection
{x + an |x ∈ R,n ∈ N} is a basis of a topology on R, which is Hausdorff iff
∩n∈N a
n = (0). Let x1, x2, . . . and y1, y2, . . . be two Cauchy sequences with
respect to this topology. Then they are called equivalent if xn− yn → 0. Now
define R̂, the (a-adic) completion of R with respect to this topology, as the
collection of all equivalence classes of these Cauchy sequences.
Furthermore, let i : R→ R̂ be defined by: for a ∈ R, i(a) is the equivalence
class of the constant sequence (a, a, . . .). Then R is called a complete ring if i
is an isomorphism. Equivalently, if ∩n∈N an = (0) and all cauchy sequences of
elements of R are convergent.
Let R[[n]] = R[[X1, . . ., Xn]] be the formal power series ring in n variables,
i.e., the set of all countably infinite sums {
∑∞
α=0 cαX
α |α ∈ Nn, cα ∈ R}. This
is a much used example of a complete ring. It is the completion of the ring R[X]
with respect to the ideal (X).
Lemma 5.3.4. Let A be a complete ring with respect to some finitely generated
ideal a ⊆ A, say a = At1 + . . .+Atn. Suppose A contains a ring of coefficients
R with respect to a. Then A = R[[t1, . . ., tn]].
Proof. We claim that for every a ∈ A there exists a sequence (ri)i∈Nn of elements
of R such that
a(p) := a−
∑
{rit
i1
1 · · · t
in
n | i ∈ N
n, i1 + . . .+ in< p} ∈ a
p for all p ∈ N.
It then follows by the completeness of A that a =
∑
i∈Nn rit
i1
1 · · · t
in
n .
The claim will be proved by induction on p and the elements ri will be
defined along the way. The case p = 0 is easy. So suppose p ∈ N is such that
the statement is true. We can write
a(p) =
∑
{ait
i1
1 · · · t
in
n | i ∈ N
n, i1 + . . .+ in= p}
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where ai ∈ A for all i. Choose ri ∈ R in such a way that ai = ri ∈ A/a. Then
it follows readily, that
a(p+1) = a−
∑
{rit
i1
1 · · · t
in
n | i ∈ N
n, i1 + . . .+ in< p+ 1}
= a(p) −
∑
{rit
i1
1 · · · t
in
n | i ∈ N
n, i1 + . . .+ in= p} ∈ a
p+1.
Corollary 5.3.5. Let A, a and R be as in Lemma 5.3.4. Additionally, assume
that n = 1 and t1 is a non-zerodivisor. Then A = R[[t1]] ∼= R[[1]].
Proof. By Lemma 5.3.4, we already have A = R[[t1]]. Instead of t1, we shall
write t for short. Now suppose r0 + r1t + r2t2 + · · · = 0. We will show that
rn = 0 for all n and then the proof will be complete. So suppose r0 = r1 =
· · · = rn−1 = 0 for some n ∈ N. This implies that tn(rn + rn+1t + · · · ) =
rnt
n + rn+1t
n+1 + · · · = 0 and since t is a non-zerodivisor, rn + rn+1t+ · · · = 0.
Consequently, rn ∈ At = a. But also rn ∈ R, so we must have rn = 0. Now the
result follows by induction.
Theorem 5.3.6. Let R be a Noetherian Q-domain and suppose t ∈ R such that
m := Rt is a maximal ideal. Suppose A is a Noetherian R-domain satisfying
A⊗R R/m ∼=R/m R/m
[2] and A⊗R Rt ∼=Rt R
[2]
t . Then A ∼=R R
[2].
Proof. Arguing as in the proof of Lemma 5.3.2, we may already conclude that
the map R → A defining the R-algebra structure on A is injective, so that we
may assume R to be a subring of A.
Choose x, y ∈ A such that A ⊗R km = km[x, y] (where km := Rm/mRm).
Suppose we have u, v ∈ A such that A ⊗R Rt = Rt[u, v]. Since x, y ∈ Rt[u, v],
we have tmx = ϕ(u, v) and tny = ψ(u, v) for some ϕ,ψ ∈ R[u, v]\tR[u, v] and
m,n ∈ N. We shall prove the following by means of induction on m + n: if
u, v ∈ A are in such a way that A ⊗R Rt = Rt[u, v] and tmx = ϕ(u, v) and
tny = ψ(u, v) for some ϕ,ψ ∈ R[u, v]\tR[u, v], then A ∼= R[2].
Suppose we are in such a situation with m + n = 0. Then it follows that
x, y ∈ R[u, v]. As a result, km[x, y] = km[u, v]. Lemma 5.3.2 now tells us, that
A = R[u, v] ∼=R R
[2].
So we may assume that m+ n > 0. Thus we have m > 0 or n > 0; without
loss of generality we may assume that m > 0. Let a and b be the total degrees
of u and v in x resp. y. The equation tmx = ϕ(u, v) gives ϕ(u, v) = 0, so
trdegkm km(u, v) ≤ 1.
We claim that there exists an H = (H1, H2) ∈ PE(R, 2) such that H1(u, v) ∈
km or H2(u, v) ∈ km. Indeed, if such an H exists (we may assume without loss
of generality, that H1(u, v) ∈ km), then we are done, as we will show now. For it
implies the existence of an r ∈ R such that r = H1(u, v), which gives a u∗ ∈ A
with H1(u, v) − r = tu∗. Since H ∈ AutRR[2], there exist ϕ˜, ψ˜ ∈ R[2]\tR[2]
such that tmx = ϕ˜(H1(u, v), H2(u, v)) and tny = ψ˜(H1(u, v), H2(u, v)) (namely,
ϕ˜ := ϕ(H−1) and ψ˜ := ψ(H−1)). We can distinguish two cases.
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1. H2(u, v) ∈ km. This implies the existence of an s ∈ R with the property
that H2(u, v)− s = tv∗ for some v∗ ∈ A. Defining ϕ̂ ∈ R[2] by ϕ̂(u, v) :=
ϕ˜(u + r, v + s), we get tmx = ϕ̂(tu∗, tv∗). Consequently, t | ϕ̂(0, 0),
so writing ϕ̂(u, v) = uϕ̂1(u, v) + vϕ̂2(u, v) + tw (with ϕ̂1, ϕ̂2 ∈ R[2],
w ∈ R) we obtain tm−1x = u∗ϕ̂1(tu∗, tv∗)+v∗ϕ̂2(tu∗, tv∗)+w ∈ R[u∗, v∗].
Furthermore, defining ψ̂ ∈ R[2] by ψ̂(u, v) := ψ˜(u + r, v + s), we get
tny = ψ̂(tu∗, tv∗) ∈ R[u∗, v∗]. Since Rt[u∗, v∗] = Rt[H1(u, v), H2(u, v)]
and R[H1(u, v), H2(u, v)] = R[u, v], we have Rt[u∗, v∗] = A ⊗R Rt, so we
may apply the induction hypothesis on the pair (u∗, v∗) and conclude that
A ∼= R[2].
2. H2(u, v) 6∈ km. Now define ϕ̂ ∈ R[2] by ϕ̂(u, v) := ϕ˜(u + r, v). Then
tmx = ϕ̂(tu∗, H2(u, v)). Consequently, χ(H2(u, v)) = 0, where χ(y) :=
ϕ̂(0, y) ∈ km[y]. Since H2(u, v) ∈ km[x, y]\km, we must have χ(y) = 0.
Thus, ϕ̂(0, y) = 0. This implies that ϕ̂(0, v) ∈ R[v]t, so writing ϕ̂(u, v) =
uϕ̂1(u, v) + tϕ̂2(v) (with ϕ̂1 ∈ R[2] and ϕ̂2 ∈ R[1]) we obtain tm−1x =
u∗ϕ̂1(tu
∗, H2(u, v)) + ϕ̂2(H2(u, v)) ∈ R[u
∗, H2(u, v)]. Furthermore, defin-
ing ψ̂ ∈ R[2] by ψ̂(u, v) := ψ˜(u + r, v), we get tny = ψ̂(tu∗, H2(u, v)) ∈
R[u∗, H2(u, v)]. Since Rt[u∗, H2(u, v)] = Rt[H1(u, v), H2(u, v)] and R[u, v]
= R[H1(u, v), H2(u, v)], we have Rt[u∗, H2(u, v)] = Rt[u, v] = A ⊗R Rt,
so we may apply the induction hypothesis on the pair (u∗, H2(u, v)) and
conclude that A ∼= R[2].
The only thing left to show now is the existence of the mentioned H. We will
show this by induction on a+ b. If a = 0 or b = 0, then u ∈ km or v ∈ km and
we are done.
So now we assume, that u, v 6∈ km. Furthermore, we replace y by y+cx where
c ∈ Q is chosen in such a way that degx u = degx,y u and degx v = degx,y v.
Since trdegkm km[u, v] = 1, Exercise 1.2.10 in [Ess00b] tells us, that there exists a
z ∈ km[x, y] such that u, v ∈ km[z]. Write u = g1(z) and v = g2(z), p := degz(g1)
and q := degz(g2) (thus p, q > 0). We will show that p | q or q | p.
To this end, let (R̂, m̂) be the m-adic completion of (R,m). By Lemma 5.3.7,
we may conclude that R̂ is an equicharacteristic zero complete local ring. There-
fore, R̂ contains a field of representatives k0, by Cohen’s structure theorem (see
for example Theorem 60 in [Mat70], 11).
Since A is a Noetherian ring, the Am-adic completion of A is isomorphic to
A[[w]]/(w − t), where w is a new variable (by Corollary 5 to Theorem 55 in
[Mat70], Chapter 9). So Â := A[[w]]/(w − t) is a complete ring with respect
to the ideal Âm, which is equal to Ât by Proposition 10.15 i) in [AM69]. Fur-
thermore, Â/Ât ∼= A[[w]]/(w, t) ∼= A/At = km[x, y] ∼= k
[2]
m , which even makes
Ât a prime ideal. Since t is a non-zerodivisor in A, the sequence 0 → A → A
is exact, where the second map is given by a 7→ at ∀ a ∈ A. Therefore, the
induced sequence 0 → Â → Â is also exact (by Proposition 10.12 in [AM69]),
which means that t is a non-zerodivisor as an element of Â.
5.3. TWO-VARIABLE RING CRITERION 85
In A we have Am 6= A, since A/Am ∼= k
[2]
m . As A is also a Noetherian
domain, Corollary 10.18 in [AM69] gives ∩n∈N Amn = (0). The canonical map
A→ Â is therefore injective, so we may view A as a subring of Â. Furthermore,
the canonical map R̂ → Â is injective by Lemma 5.3.9 (which implies that a
Cauchy sequence in R converging in A already converges in R), so R̂ (and with
that, k0) may be viewed as a subring of Â as well.
Since x, y ∈ Â/Ât are algebraically independent over km, x, y ∈ Â have the
same property over k0, which implies that the natural map Â→ km[x, y] restricts
to an isomorphism k0[x, y]
∼
→ km[x, y]. Now we may apply Corollary 5.3.5 to
conclude that Â = k0[x, y][[t]] ∼= k0[x, y][[1]]. Analogously, we get R̂ = k0[[t]].
Therefore,
tmx ∈ R[u, v] ⊆ k0[[t]][u, v] ⊆ k0[u, v][[t]] ⊆ k0[y][u, v][[t]]. (5.1)
Using the isomorphism k0[x, y]
∼
→ km[x, y], we see that degx u = degx(u|t=0) =
degx(u|t=0) and degx v = degx(v|t=0) = degx(v|t=0), so Lemma 5.3.1 can be ap-
plied (taking ‘R’= k0[y], ‘f ’= u and ‘g’= v, and using formula (5.1)) to conclude
that degx u | degx v or degx v | degx u. Thus, p | q or q | p.
So we may assume that p | q. Write q = cp with c ∈ N∗. Let Z ∈ A such
that Z = z and Gi(T ) ∈ R[T ] with Gi(T ) = gi(T ) (i = 1, 2). So we have
u = upZ
p+up−1Z
p−1+ · · ·+u0+ th1 and v = vqZq+vq−1Zq−1+ · · ·+v0+ th2,
where h1, h2 ∈ A, ui, vi ∈ R ∀ i and up, vq ∈ R\Rt. Because Rt is a maximal
ideal in R, we have Rup+Rt = R. But then also Rucp+Rt = R, say 1 = λu
c
p+µt
with λ, µ ∈ R. So the coefficient of Zp in v − vqλuc is equal to vqµt. Now let
H0 ∈ PE(R, 2) be defined byH0(x, y) = (x, y−vqλxc). Then u′ and v′ defined by
(u′, v′) := H0(u, v) = (u, v − vqλu
c) satisfy degx,y u′ = degx,y u and degx,y v′ <
degx,y v. By the induction hypothesis, an H = (H1, H2) ∈ PE(R, 2) exists such
that H1(u′, v′) ∈ km or H2(u′, v′) ∈ km. Hence, H ′ = (H ′1, H
′
2) ∈ PE(R, 2)
defined by H ′ = H ◦H0 satisfies H ′1(u, v) ∈ km or H
′
2(u, v) ∈ km, as desired.
Lemma 5.3.7. Let R be a Noetherian ring and m an arbitrary maximal ideal
of R. Then the m-adic completion R̂ of R is a local ring with maximal ideal m̂.
Proof. Proposition 10.15 iii) in [AM69] implies that R̂/m̂ ∼= R/m. Since m is
a maximal ideal of R, R̂/m̂ is a field, so m̂ is a maximal ideal of R̂. As m̂ is
contained in every maximal ideal of R̂ (by Proposition 10.15 iv) in [AM69]), m̂
must be the only maximal ideal of R̂. Thus R̂ is a local ring.
Remark 5.3.8. The proof of Lemma 5.3.7 has been inspired by the proof of
Proposition 10.16 in [AM69], which gives the same statement except for the
additional assumption that ‘R’ is a local ring.
Lemma 5.3.9. Let B be a subring of a domain A and t ∈ B such that Bt is a
maximal ideal of B and At 6= A. Then Atn ∩B = Btn.
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Proof. Suppose b ∈ Atn ∩ B is not an element of Btn. Then we can write
b = ctk with k ∈ N, k < n and c ∈ B\Bt. Also b = atn for some a ∈ A. Thus
c = atn−k ∈ At ∩ B, which is an ideal of B containing Bt but not containing
the element 1, so it must be equal to Bt. But c ∈ B\Bt : a contradiction.
Remark 5.3.10. In view of Lemma 5.3.9, one could wonder if we can generalize
this to the following:
Let B be a subring of a domain A and p a prime ideal of B such
that Ap 6= A. Then Apn ∩B = Bpn.
But we are able to give the following counterexample to this statement. Let
B := C[x, y, z]/(xz − y2), p := Bx¯ + By¯ ∈ Spec(B), A := Bp and n ≥ 2.
Then the element x¯y¯ n−2 = z¯x¯y¯
n−2
z¯ =
y¯n
z¯ ∈ Ap
n, while x¯y¯ n−2 /∈ Bpn , since
xyn−2 /∈ (xn, xn−1y, . . ., xyn−1, yn, xz − y2). Namely, if xyn−2 were an element
of this ideal, then substituting y := x, z := x would give xn−1 ∈ (xn), which is
obviously not the case.
Theorem 5.3.11. Let R be a Noetherian Q-domain and suppose t1, . . ., tm ∈ R
are given such that each mi := Rti is a maximal ideal, and t := t1 · · · tm.
Suppose A is a Noetherian R-domain, satisfying A⊗R R/mi ∼=R/mi R/mi
[2] ∀ i
and A⊗R Rt ∼=Rt R
[2]
t . Then A ∼=R R
[2].
Proof. Obviously, we may assume that mi 6= mj for i 6= j. This implies, that
tiR + tjR = R for every i 6= j. We will prove by induction on k : for all
k ∈ {1, . . .,m + 1} : A ⊗R Rpk
∼=Rpk R
[2]
pk , where pk := tk · · · tm (so pm+1 = 1).
The case k = m+ 1 then gives the desired result.
The case k = 1 is precisely one of the assumptions in the statement of this
Theorem. So suppose k ≤ m such that A⊗RRpk ∼=Rpk R
[2]
pk . Define R
′ := Rpk+1
and A′ := A⊗R R′. We will prove, that A′ ∼=R′ R′[2].
First, observe that Rpk+1 + Rtk = R, so for all a ∈ R and N ∈ N we have
a ∈ R = RpNk+1 + Rtk ⊆ Rp
N
k+1 + R
′tk, implying apN
k+1
∈ R + R′tk. In other
words, R′ ⊆ R + R′tk, which can be reformulated as : ϕ : R/mk → R′/R′mk
(induced by R ⊆ R′) is surjective. Since R/mk is a field, ϕ is also injective.
Consequently, R/mk ∼=R R′/R′mk. Using this fact, A⊗R R/mk ∼=R/mk R/mk
[2]
yields
A′ ⊗R′ R
′/R′mk ∼=R′/R′mk (A⊗R R
′)⊗R′ R
′/R′mk
∼=R′/R′mk A⊗R (R
′ ⊗R′ R
′/R′mk)
∼=R′/R′mk A⊗R R
′/R′mk
∼=R′/R′mk R
′/R′mk
[2]
.
The same holds when R′/R′mk is replaced by R′tk , using the induction hypoth-
esis and the fact that R′tk = Rpk . Since R/mk
∼=R R
′/R′mk, R′mk is a maximal
ideal of R′, so Theorem 5.3.6 leads to A′ ∼=R′ R′[2].
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Corollary 5.3.12. Let R be a Q-Dedekind domain and suppose t1, . . ., tm ∈
R\{0} are prime elements, and t := t1 · · · tm. Suppose A is a Noetherian R-
domain, satisfying A⊗RR/Rti ∼=R/Rti R/Rti
[2] ∀ i and A⊗RRt ∼=Rt R
[2]
t . Then
A ∼=R R
[2].
Proof. Since R is a Dedekind domain, the ideals Rti are all maximal. Now apply
Theorem 5.3.11.
Theorem 5.3.6 (or Theorem 5.3.11) can be useful when one wants to deter-
mine whether a given affine domain A over a suitable ring R is in fact a two-
dimensional polynomial ring over R. In case the answer is affirmative, also
the techniques used in the mentioned theorems can be applied to find a pair
of generators, as the proofs are constructive. This is illustrated by the next
example.
Example 5.3.13 (Coordinate look-a-like). Let R := C[t], a one-dimensional
polynomial ring over C. Let f ∈ R[x, y, z] be defined by f := tx2z+txy2+x+t2y
and consider A := R[x, y, z]/(f). It has been questioned, e.g. in (Question 4.18,
[KVZ01]), whether f is a coordinate in R[x, y, z], but this is still an unsolved
problem. It is even unclear whether f is a C-coordinate in C[x, y, z, t]. Using
the technique of Theorem 5.3.6, we will show, however, that A ∼=R R[2] (which
is required for f to be a coordinate over R) by calculating explicitly a pair of
generators (f2, f3). Moreover, as we will verify, (f, f2, f3) /∈ AutRR[x, y, z] and
(f, f2, f3, · ) is not even extendible in C[x, y, z, t]4, so the question whether f is
a coordinate remains unanswered.
To begin with, note that R, m :=Rt and A meet the requirements of The-
orem 5.3.6. Indeed, A ⊗R/m R/m = R[x, y, z]/(x, t) ∼=R/m R/m[y, z] and also
Rt[x, y, z]/(f) ∼=Rt R
[2]
t , since f is a variable over Rt by Theorem 1.2.6 (taking
‘R’= Rt[x],‘x’= z and ‘y’= y). As a matter of fact, g ∈ R[x, y, z] defined by
g = t4z− t2x3z2− 2t2x2y2z− 2tx2z− 2t3xyz− t2xy4− 2txy2− 2t3y3−x− 2t2y
(which is equal to 1x2 (t
3(f−t2y−x)−xf2)) has the property that the determinant
of the Jacobian matrix of the polynomial map given by (f, g, x) ∈ Rt[x, y, z]3,
is equal to t6. Indeed, (f, g, x) ∈ AutRt Rt[x, y, z]
3, for one can verify that
t5y = −x2g − xf2 + t3f − t3x and
t10z = −x3g2−xf4−t6x−2x2f2g+2t3xfg−2t3x2g+2t3f3−2t3xf2+2t6f+t6g,
which implies that Rt[x, y, z] = Rt[f, g, x]. Although x, y, z, t, f, g ∈ R[x, y, z],
in the remainder of this argumentation we will, for the sake of readability, use
these letters to indicate the corresponding elements in the ring A (e.g., in this
notation we have f = 0). The foregoing implies that A⊗Rt Rt = Rt[x, g], as
t5y = −x2g − t3x and
t10z = −x3g2 − t6x− 2t3x2g + t6g (5.2)
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in the ring A. We will modify u1 := x and v1 := g with the method used in
Theorem 5.3.6, to obtain generators for the R-algebra A.
Since x = x − f = −tx2z − txy2 − t2y = (−x2z − xy2 − ty)t ∈ At and
g = (g + x) − x ∈ At, we are in the situation of the proof of Theorem 5.3.6 in
which u1, v1 ∈ km(= C) (we even have u1 = v1 = 0). So if we define
u2 := −x
2z − xy2 − ty and
v2 := t
3z − tx3z2 − 2tx2y2z − x2z − 2t2xyz − txy4 − xy2 − 2t2y3 − ty,
then x = tu2 and g = tv2 − f = tv2. Thus, by equations (5.2), we get t5y =
−(tu2)
2(tv2) − t
3(tu2) and t10z = −(tu2)3(tv2)2 − t6(tu2) − 2t3(tu2)2(tv2) +
t6(tv2), i.e.,
t2y = −u22v2 − tu2 and
t5z = −u32v
2
2 − t
2u2 − 2tu
2
2v2 + t
2v2. (5.3)
Since u2, v2 ∈ Ax+At (and x ∈ At), we again have u2 = v2 = 0. Writing
u2 = −(x− f)(xz + y
2)− ty = (x2z + xy2 + ty)t(xz + y2)− ty,
we see that u3 := (x2z+xy2+ ty)(xz+ y2)− y satisfies u2 = tu3. Furthermore,
v2 − (t
3z − tx3z2 − 2tx2y2z − 2t2xyz − txy4 − 2t2y3 − ty) =
−x2z − xy2 = −(x− f)(xz + y2) = (x2z + xy2 + ty)t(xz + y2),
so if we define
v3 := t
2z− x3z2− 2x2y2z− 2txyz− xy4− 2ty3 − y+ (x2z+ xy2 + ty)(xz+ y2),
then v2 = tv3. Consequently, by equations (5.3), t2y = −(tu3)2(tv3)−t(tu3) and
t5z = −(tu3)
3(tv3)
2 − t2(tu3)− 2t(tu3)
2(tv3) + t
2(tv3), which can be simplified
to
y = −tu23v3 − u3 and
t2z = −t2u33v
2
3 − u3 − 2tu
2
3v3 + v3. (5.4)
Next, we consider u3 = −y and v3 = −y (again using the fact, that x ∈ At).
In the terminology of the proof of Theorem 5.3.6, we may choose ‘z’:=y and
then ‘p’=‘q’= 1. Let H = (H1, H2) ∈ PE(R, 2) be defined by H1(y, z) = y and
H2(y, z) = z−y. Then H1(u3, v3) = u3 and H2(u3, v3) = v3−u3 = 0, so we can
use the technique of the proof for the case H1(u3, v3) /∈ km, H2(u3, v3) ∈ km.
Accordingly, we set u4 := u3, and since we have
v3 − u3 = t
2z − x3z2 − 2x2y2z − 2txyz − xy4 − 2ty3
= t2z + wtx2z2 + 2wtxy2z − 2txyz + wty4 − 2ty3,
(using the fact that x = x− f = −wt, where w := x2z + xy2 + ty) we define
v4 := tz + wx
2z2 + 2wxy2z − 2xyz + wy4 − 2y3,
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so that v3 − u3 = tv4. Substituting u3 = u4 and v3 = u4 + tv4 in the equa-
tions (5.4) leads to
y = −tu34 − t
2u24v4 − u4 and
tz = −tu54 − 2t
2u44v4 − t
3u34v
2
4 − 2u
3
4 − 2tu
2
4v4 + v4. (5.5)
Apparently, we need one more step to finish the modifications. So finally, we con-
sider u4 = −y and v4 = −2y3. In the terminology of the proof of Theorem 5.3.6,
we may choose ‘z’:=y and then ‘p’= 1 and ‘q’= 3. LetH ′ = (H ′1, H
′
2) ∈ PE(R, 2)
be defined by H ′1(y, z) = y and H
′
2(y, z) = z − 2y
3. Then H ′1(u4, v4) = u4 and
H ′2(u4, v4) = v4 − 2u4
3 = 0, so we can use the technique of the proof for the
case H ′1(u4, v4) /∈ km, H
′
2(u4, v4) ∈ km. Accordingly, we set u5 := u4, and since
v4 − 2u
3
4 is equal to
tz + wx2z2 + 2wxy2z − 2xyz + wy4 − 2
2∑
i=0
(3i)w
3−i(xz + y2)3−i(−y)i,
which can be rewritten (using x = x− f = −wt) as
tz − w2txz2 − 2w2ty2z + 2wtyz + (−wtxz − wty2 + ty)y4
−2
∑2
i=0 (
3
i)(−wtxz − wty2 + ty)w2−i(xz + y2)3−i(−y)i,
we define v5 as follows:
v5 := z − w
2xz2 − 2w2y2z + 2wyz + (−wxz − wy2 + y)y4
−2
∑2
i=0 (
3
i)(−wxz − wy2 + y)w2−i(xz + y2)3−i(−y)i.
Then v4 − 2u34 = tv5, and as a consequence we get from equations (5.5)
y = −t(u5)
3 − t2(u5)
2(2u35 + tv5)− (u5) = −tu
3
5 − 2t
2u55 − t
3u25v5 − u5
and
tz = −t(u5)
5 − 2t2(u5)
4(2u35 + tv5)− t
3(u5)
3(2u35 + tv5)
2
−2(u5)
3 − 2tu25(2u
3
5 + tv5) + (2u
3
5 + tv5),
the latter of which can be simplified to
z = −u55 − 4tu
7
5 − 2t
2u45v5 − 4t
2u95 − 4t
3u65v5 − t
4u35v
2
5 − 4u
5
5 − 2tu
2
5v5 + v5.
According to the proof of Theorem 5.3.6, we may take f2 := u5 and f3 := v5 to
obtain A = R[f2, f3] ∼=R R[2].
The question whether f is a coordinate, however, is still not resolved with
this result. For (f, f2, f3, · ) is not extendible in C[x, y, z, t]4, as we may deduce
from the fact that the coefficients of the derivation on C[x, y, z, t] given by
h 7→ det J(f, f2, f3, h), written as a linear combination of ∂x, ∂y, ∂z, ∂t, do not
generate the unit ideal in C[x, y, z, t]. Thus, this derivation lacks a slice.
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5.4 The multivariate case
To end this chapter we take a look at the case of more than two variables.
The proposition below shows that ‘being a polynomial ring’ modulo a product
of certain ideals is equivalent to having the same property modulo each of the
ideals.
Proposition 5.4.1. Let k,m ∈ N∗ and a1, . . ., ak ideals of R with ai+aj = R for
i 6= j. Assume that A is a finitely generated R-algebra such that for i = 1, . . ., k,
A⊗R R/ai is an R/ai-algebra generated by m elements. Then A⊗R R/a1 · · · ak
is an R/a1 · · · ak - algebra generated by m elements.
If, additionally, A⊗R R/ai ∼=R/ai R/ai
[m] ∀ i, then also
A⊗R R/a1 · · · ak ∼=R/a1···ak R/a1 · · · ak
[m]
.
Proof. Let x1, . . ., xn ∈ A such that A = R[x1, . . ., xn]. For every i we have
certain yi,1, . . ., yi,m ∈ A such that R/ai[x1, . . ., xn] = R/ai[yi,1, . . ., yi,m]. So for
i = 1, . . ., k and j = 1, . . ., n we have xj−gi,j(yi,1, . . ., yi,m) ∈ aiR[x1, . . ., xn] for
certain gi,j(yi,1, . . ., yi,m) ∈ R[yi,1, . . ., yi,m]. The Chinese Remainder Theorem
gives us c1, . . ., ck ∈ A such that
ci ≡ δij (mod aj) ∀i, j ∈ {1, . . ., k}.
Now define Y1, . . ., Ym ∈ A in the following way :
(Y1, . . ., Ym) :=
k∑
i=1
ci · (yi,1, . . ., yi,m).
Furthermore, let for j = 1, . . ., n, the polynomial Gj ∈ R[m] be defined by
Gj :=
∑k
i=1 cigi,j . Then
xj −Gj(Y1, . . ., Ym) ≡ xj − gi,j(yi,1, . . ., yi,m) ≡ 0 (mod Aai) ∀ i, j.
Consequently,
xj −Gj(Y1, . . ., Ym) ∈ Aa1 · · · ak ∀ j,
which implies that R/a1 · · · ak[x1, . . ., xn] = R/a1 · · · ak[Y1, . . ., Ym].
Regarding the last statement: Suppose P ∈ R/a1 · · · ak
[m] with P (Y ) = 0 in
R/ai[Y ] ∀ i. Then every coefficient of P is an element of ai ∀ i, implying P = 0
in R/a1 · · · ak
[m]. As a result,
R/a1 · · · ak[Y1, . . ., Ym] ∼=R/a1···ak R/a1 · · · ak
[m]
.
Chapter 6
Coordinate construction
This chapter is devoted to some special constructions of coordinates in one or
more variables. In the first section we construct a new class of coordinates. Such
a coordinate is formed using a given embedding. We conclude the first section
with the description of an algorithm which decides if a given polynomial in four
variables is a coordinate of the type we constructed.
Section 2 concentrates on the question of extendability of rows to invertible
matrices and uses the results for a few techniques to construct new coordinates
from given ones.
6.1 Using embeddings
Lemma 6.1.1. Let R be a Dedekind domain and p ∈ R\R∗, p 6= 0. Let
m1, . . .,mn ∈ Max(R) (mi 6= mj if i 6= j) and e1, . . ., en ∈ N∗ such that Rp =
me11 · · ·m
en
n . Suppose an embedding R → R
m
, t 7→ (f1(t), . . ., fm(t)) is given,
where R := R/Rp. Furthermore, assume that for every i ∈ {1, . . ., n} there
exists a ϕi ∈ PE(kmi ,m) such that the first component of ϕi(f(t)) ∈ kmi [t]
m
is linear (here kmi := Rmi/miRmi). Then there exists a σ ∈ PE(R,m) such
that σ(f(t)) = (at+ h(t), 0, . . ., 0) over R, with h(t) ∈ (m1 · · ·mn)[t] and a ∈ R
satisfying a ∈ R
∗
.
Proof. To begin with, let a := m1 · · ·mn and i ∈ {1, . . ., n}. By Theorem 3.2.3,
there exists a Φ ∈ PE(R,m) such that ϕi = Φ ∈ PE(kmi ,m) for i = 1, . . ., n.
Let a ∈ R such that at is the linear part of Φ1(f(t)) (the first component of
Φ(f(t))). Then Φ1(f(t)) − at = 0 over kmi for i = 1, . . ., n, so Φ1(f(t)) − at ∈
(m1∩· · ·∩ mn)[t] = a[t]. So, we may write Φ(f(t)) = (at+b(t), c2(t), . . ., cm(t)),
where b(t) ∈ a[t] ⊆ η(R)[t] and c2(t), . . ., cm(t)) ∈ R[t]. Furthermore, since a 6= 0
in kmi , which is a field, it follows that a ∈ R is invertible modulo every mi, so it
is also invertible modulo p, implying that a ∈ R
∗
. By Lemma 1.2.1, at+b(t) is a
one-dimensional coordinate over R. So letH ∈ R[1] be such thatH(at+b(t)) = t
and define σ ∈ PE(R,m) by σ := (x1, x2−C2(H(x1)), . . ., xm−Cm(H(x1)))◦Φ,
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where C1, . . ., Cm ∈ R[1] are chosen in such a way that Ci = ci ∀ i. Then the
expression σ(f(t)) has the desired form.
Proposition 6.1.2. Let R be a Q-Dedekind domain and p ∈ R\R∗, p 6= 0.
Let m1, . . .,mn ∈ Max(R) (mi 6= mj if i 6= j) and e1, . . ., en ∈ N∗ such that
Rp = me11 · · ·m
en
n . Suppose an embedding R → R
2
, t 7→ (f1(t), f2(t)) is given,
where R := R/Rp. Then there exists a σ ∈ PE(R, 2) such that σ(f1(t), f2(t)) =
(at+ h(t), 0) over R, with h(t) ∈ (m1 · · ·mn)[t] and a ∈ R satisfying a ∈ R
∗
.
Proof. The Abhyankar-Moh Theorem (Theorem 1.1.26) implies that the embed-
ding kmi → k
2
mi
, t 7→ (f1(t), f2(t)) is rectifiable for i ∈ {1, . . ., n}. Consequently,
by Proposition 2.2.2 and the remark immediately preceding Corollary 2.3.2,
there exist a ϕi ∈ PE(kmi , 2) and a linear λi with Jacobian matrix on diagonal
form such that ϕi(f1(t), f2(t)) = λi(t, 0). Now apply Lemma 6.1.1.
Theorem 6.1.3. Let R be a Dedekind domain and p ∈ R\R∗, p 6= 0. Let
m1, . . .,mn ∈ Max(R) (mi 6= mj if i 6= j) and e1, . . ., en ∈ N∗ such that Rp =
me11 · · ·m
en
n . Suppose an embedding R → R
m
, t 7→ (f1(t), . . ., fm(t)) is given,
where R := R/Rp. Furthermore, assume that for every i ∈ {1, . . ., n} there exists
a ϕi ∈ PE(kmi ,m) such that the first component of ϕi(f(t)) ∈ kmi [t]
m is linear.
Let G ∈ R[m] be such that G(f(t)) = t. Then s := G(pX1+f1(t),...,pXm+fm(t))−tp is
a coordinate in R[X1, . . ., Xm, t]. More precisely, there exists an automorphism
σ = (F1, . . ., Fm) ∈ PE(R,m) such that
(F1(pX + f),
F2(pX + f)
p
, . . .,
Fm(pX + f)
p
, s) ∈ AutRR[X1, . . ., Xm, t],
with pX + f := (pX1 + f1(t), . . ., pXm + fm(t)).
Proof. According to Lemma 6.1.1, there exists a σ = (F1, . . ., Fm) ∈ PE(R,m)
such that σ(f(t)) = (at + h(t), 0, . . ., 0) over R, with h(t) ∈ (m1 · · ·mn)[t] and
a ∈ R satisfying a ∈ R
∗
. So if j ∈ {2, . . ., n}, then Fj(f(t)) = 0, which implies
that p | Fj(pX + f). Moreover, if we let K := Q(R), then we have
(F1(pX + f),
F2(pX + f)
p
, . . .,
Fm(pX + f)
p
, s) = σ1σ2σ3σ4 ∈ AutK K
[m+1],
where
σ1 := (X1,
X2
p
, . . .,
Xm
p
,
t
p
),
σ2 := (F1(X1, . . ., Xm), . . ., Fm(X1, . . ., Xm), t),
σ3 := (X1, . . ., Xm, G(X1, . . ., Xm)− t)
and σ4 := (pX1 + f1(t), . . ., pXm + fm(t), t).
Consequently,
det J(F1(pX + f),
F2(pX + f)
p
, . . .,
Fm(pX + f)
p
, s) = −1 ∈ R∗.
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We can now use Lemma 1.1.9 to conclude that
(F1(pX + f),
F2(pX + f)
p
, . . .,
Fm(pX + f)
p
, s) ∈ AutRR[X1, . . ., Xm, t].
Theorem 6.1.4. Let R be a Q-Dedekind domain and p ∈ R\R∗, p 6= 0. Suppose
an embedding R → R
2
, t 7→ (f1(t), f2(t)) is given, where R := R/Rp. Let
G ∈ R[2] be such that G(f1(t), f2(t)) = t. Then s :=
G(pX1+f1(t),pX2+f2(t))−t
p
is a coordinate in R[X1, X2, t]. More precisely, there exists a σ = (F1, F2) ∈
PE(R, 2) such that
(F1(pX1 + f1, pX2 + f2),
F2(pX1 + f1, pX2 + f2)
p
, s) ∈ AutRR[X1, X2, t].
Proof. Arguing as in the proof of Proposition 6.1.2, there exist for i ∈ {1, 2}
a ϕi ∈ PE(kmi , 2) and a linear λi with Jacobian matrix on diagonal form such
that ϕi(f1(t), f2(t)) = λi(t, 0). Now we may apply Theorem 6.1.3.
The word ‘Dedekind’ can’t be omitted in Theorem 6.1.4, as is shown in Exam-
ple 6.1.5 below.
Example 6.1.5. Let R := R[u, v, w], defined by the relation u2 + v2 +w2 = 1.
Define f1(t), f2(t) ∈ R[t] by f1(t) = ut, f2(t) = vt and let p := −w. Finally, let
G ∈ R[2] be defined byG(X1, X2) = uX1+vX2. Then
G(pX1+f1(t),pX2+f2(t))−t
p =
uX1 + vX2 + wt, which is not a coordinate in R[X1, X2, t], as was shown in
[Hoc72].
Example 6.1.5 shows that a polynomial s of the form as in Theorem 6.1.4 is in
general not a coordinate when R is an arbitrary Q-domain. But the polynomial
in the variables X1, X2 and t in Example 6.1.5 is a coordinate in R[X1, X2, t, z]
for an additional variable z ! This follows from the fact that
u v w 0
1 0 0 u
0 1 0 v
0 0 1 w
= −1.
Naturally, the following question arises: Is a polynomial s as in Theorem 6.1.4
a coordinate in 4 variables if R is assumed to be an arbitrary Q-domain?
This question has a positive answer:
Theorem 6.1.6. Let R be a Q-domain. Suppose an embedding R → R
m
,
t 7→ (f1(t), . . ., fm(t)) is given, where R := R/Rp. Let G ∈ R[m] be such
that G(f(t)) = t. Then s := G(pX1+f1(t),...,pXm+fm(t))−tp ∈ R[X1, . . ., Xm, t] is a
coordinate in R[X1, . . ., Xm, t, u], where u is a new variable.
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Proof. s is a slice of the locally nilpotent derivation D on R[X1, . . ., Xm, t] de-
fined by D = f ′1(t)∂X1 + · · · + f
′
n(t)∂Xn − p∂t. Indeed, since pXi + fi(t) ∈
R[X1, . . ., Xm, t]
D ∀ i, the same holds for G(pX+f), which implies that pD(s) =
D(ps) = D(G(pX + f)− t) = −D(t) = p. So by Lemma 4.4.4 in [Ros01], s is a
coordinate in R[X1, . . ., Xm, t, u].
To conclude this section we describe a method to decide whether a given polyno-
mial in R[X1, X2, t]\R[t] is a coordinate of the form described in Theorem 6.1.4,
where R := k[z] for some field k of characteristic zero (this description has also
been given in [BE01]). So let g ∈ R[X1, X2, t]\R[t] with g(0, 0, 0) = 0 be given.
For the special case that g(X1, X2, t) = a1X1+ a2X2+h(t) for some a1, a2 ∈ R
and h(t) ∈ R[t] we are satisfied with the following lemma, which gives a clear
description of the coordinates of this special form.
Lemma 6.1.7. Let R be a PID of characteristic zero and let a1, . . ., an ∈ R,
h(t) ∈ R[t] be given. Then F = a1X1 + · · ·+ anXn + h(t) ∈ R[X1, . . ., Xn, t] is
an R-coordinate iff R[t]a1 + · · ·+R[t]an +R[t]h′(t) = R[t].
Proof. The ‘only if’ part of the statement is clear. So assume that the ai and
h′(t) generate the unit ideal in R[t]. We may also assume, that not all ai are zero.
As R is a PID, there exists an a ∈ R\{0} with Ra1+· · ·+Ran = Ra. So for every
i there exists a bi ∈ R such that ai = bia. Thus, we have Rb1 + · · ·+Rbn = R.
Corollary 5.8 in [Lam78] now tells us that in this case (R being a Noetherian
domain of dimension 1 by Proposition 1.1.4) it follows, that b1X1 + · · ·+ bnXn
is a linear coordinate. So after a linear coordinate change of R[X], F is replaced
by aX1+h(t), while the assumption R[t]a1+ · · ·+R[t]an+R[t]h′(t) = R[t] can
also be written as R[t]a+R[t]h′(t) = R[t]. Now write h(t) =
∑
i hit
i for certain
hi ∈ R. The equation R[t]a+R[t]h′(t) = R[t] implies that h ′(t) is invertible as
an element of (R/Ra)[t], which means that Ra + Rh1 = R and hi is nilpotent
modulo a for all i ≥ 2. So we may use Theorem 1.2.6 to conclude, that F is a
coordinate.
Now we assume that g(X1, X2, t) is not of the special linear form as above.
We describe a method to decide whether there exist G ∈ R[X1, X2], f1, f2 ∈
R[t], p ∈ R and a ∈ R∗ satisfying
g(X1, X2, t) =
G(pX1 + f1(t), pX2 + f2(t))− at
p
, (6.1)
where we may assume that f1(0) = f2(0) = G(0, 0) = 0.
So suppose g can be written as in (6.1). If G(X1, X2) were linear in X1 and
X2, then g(X1, X2, t) would be of the special form considered in Lemma 6.1.7.
So d := deg(G) ≥ 2. Substituting t := 0 in (6.1) we see that
g(X1, X2, 0) =
G(pX1, pX2)
p
=
d∑
i=1
p i−1G(i)(X1, X2), (6.2)
6.1. USING EMBEDDINGS 95
where G(i)(X1, X2) denotes the homogeneous component of G of degree i. First
note, that if (G(X1, X2), f1, f2, a, p) is a solution of (6.1), then for every c ∈ R∗,
also (cG(c−1X1, c−1X2), cf1, cf2, ca, cp) is a solution of (6.1). So by looking at
the coefficient of the homogeneous component of g(X1, X2, 0) of degree d, we
can tell from equation (6.2), that there are only finitely many possibilities for p
(up to multiplication by elements of R∗).
So we may assume p to be known. But then, using (6.2) we can determine
G(i) for every i, so we have G. Now there are two cases :
• G − G(1) 6∈ R[X1] and G − G(1) 6∈ R[X2] : There exist qij ∈ R such that
for k ≤ d
G(k)(pX1 + f1, pX2 + f2) =
∑
i+j=k
qij(pX1 + f1)
i(pX2 + f2)
j . (6.3)
We have degX1(G(d)) > 0 or degX2(G(d)) > 0, say degX2(G(d)) > 0.
Let (i, j) be such that i + j = d and qij 6= 0. Then the coefficient of
Xi1X
j−1
2 in pg(X1, X2, t) (which we now know) is apparently equal to
qij(i0)(
j
1)pd−1f2(t) + qi(j−1)(
i
0)(
j−1
0 )pd−1. From this we can determine
f2(t). Likewise, if degX1(G(d)) > 0, we can determine f1(t).
Without loss of generality, we may assume that degX1(G(d)) > 0 and f1(t)
has been determined. Since G − G(1) 6∈ R[X1] there exists a k ≥ 2 (take
the largest one) such that G(k) 6∈ R[X1]. So for m > k we can write
G(m)(X1, X2) = G(m)(X1). Let Xi1X
j
2 be a monomial appearing in G(k)
such that j > 0. Then, using the notation of (6.3), it is easy to see, that the
coefficient of Xi1X
j−1
2 in pg(X1, X2, t)−
∑d
m=k+1G(m)(pX1+f1(t)) (which
we now know !) is equal to qij(i0)(
j
1)pk−1f2(t) + qi(j−1)(
i
0)(
j−1
0 )pk−1.
From this we can determine f2(t), so we can calculate the polynomial
G(pX1 + f1(t), pX2 + f2(t)) − pg(X1, X2, t) and check if it equals at for
some a ∈ R∗ = k∗.
• Either G−G(1) ∈ R[X1] or G−G(1) ∈ R[X2], say G−G(1) ∈ R[X1]. Like
in the other case, we can now determine f1(t). If we write G(1)(X1, X2) =
λX1 + µX2, then we have the equation
pg −
d∑
m=2
G(m)(pX1 + f1) = λ (pX1 + f1) + µ (pX2 + f2)− at (6.4)
of which we already know λ, µ, p and f1. So now we must solve
pg −
d∑
m=2
G(m)(pX1 + f1)− (λ (pX1 + f1) + µpX2) = µf2 − at (6.5)
for f2 and a. If the lefthandside of (6.5) is not in R[t], then we have a
contradiction. Otherwise, for the ti-monomials with i ≥ 2 we only have
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to check if the coefficients on the lefthandside of (6.5) are divisible by µ,
which is easy to do since R = k[z]. Now let c be the coefficient of t on the
lefthandside. Apply division with remainder on c and µ. If the remainder
is an element of R∗ then we have found a solution (call the remainder
‘−a’) and if it is not, then there is no solution.
6.2 Gluing coordinates
Definition 6.2.1. A row (a1, . . ., an) of elements of R is called unimodular
if there exist λ1, . . ., λn ∈ R such that λ1a1 + · · · + λnan = 1. Furthermore, a
unimodular row (a1, . . ., an) of elements of R is said to be extendible (to an
invertible square matrix) if there is an M ∈ GL(n,R) whose first row is
equal to (a1, . . ., an).
As one could expect from the above definition, not every unimodular row can be
extended. Of course, it follows readily from the definition that any unimodular
pair (a, b) is extendible. But the question of extendibility of a row consisting of
three or more elements doesn’t always have a positive answer. For instance, it
was shown in [Hoc72] that the unimodular row (x, y, z) consisting of elements
of R := R[x, y, z]/(x2 + y2 + z2 − 1), is not extendible to an invertible square
matrix.
It is interesting to observe, though, that any unimodular row of the form
(a1, . . ., an, 0) is extendible, since the matrix

a1 · · · an 0
1 · · · 0 λ1
...
. . .
...
...
0 · · · 1 λn


is invertible, where λ1, . . ., λn ∈ R satisfy λ1a1 + · · ·+ λnan = 1.
The theorems in this section, which describe coordinates obtained by gluing
certain coordinates that emanated from localizing in maximal ideals, require
some methods to handle unimodular rows. To this end, we first introduce a
notion concerning rows in general.
Definition 6.2.2. Two rows a, b ∈ Rn are said to be equivalent if there is an
M ∈ GL(n,R) such that aM = b. Moreover, these rows are called elementary
equivalent if there exists such an M that can be written as a finite product of
elementary matrices.
The reason for starting with this concept lies in the fact that if a, b ∈ Rn are
equivalent rows, then a is a unimodular row resp. extendible iff b is a unimodular
row resp. extendible.
The technique using equivalence of rows described in the next lemma, will
prove to be very useful in the remainder of this section. The statement of
this lemma was inspired by an argument from W. van der Kallen from Utrecht
University, The Netherlands. This was in fact the case ‘n’= 1, ‘m’= 2.
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Lemma 6.2.3. Let R be a ring and suppose there are elements a1, . . ., an, c of
R with Ra1 + · · ·+Ran+Rc = R. Then, given any m-tuple (b1, . . ., bm) ∈ Rm,
the rows
(a1, . . ., an, b1, . . ., bi−1, c bi, bi+1, . . ., bm) (i = 1, . . ., n)
are all elementary equivalent.
Proof. We shall prove that, in case m = 2, the rows (a1, . . ., an, c b1, b2) and
(a1, . . ., an, b1, c b2) are elementary equivalent. Then the general case follows
easily.
Let λ1, . . ., λn, d ∈ R such that λ1a1 + · · · + λnan + dc = 1, and I :=
Ra1 + · · ·+Ran. Since dc ≡ 1 (mod I), we have(
1 0
c− 1 1
)(
1 1
0 1
)(
1 0
d− 1 1
)(
1 −c
0 1
)
≡
(
d 0
0 c
)
(mod I),
which implies that there exists an M ∈ GL(2, R) ⊆ GL(n + 2, R) that is a
product of elementary matrices, and such that
(a1, . . ., an, c b1, b2)M = (a1, . . ., an, d c b1 + p, c b2 + q)
for certain p, q ∈ I. Writing p = p1a1 + · · · + pnan and q = q1a1 + · · · + qnan,
we define N ∈ GL(n+ 2, R) by
N :=


1 · · · 0 λ1b1 − p1 −q1
...
. . .
...
...
...
0 · · · 1 λnb1 − pn −qn
0 · · · 0 1 0
0 · · · 0 0 1


to obtain (a1, . . ., an, c b1, b2)MN = (a1, . . ., an, b1, c b2) (here we use the fact
that dc = 1 − (λ1a1 + · · · + λnan)). As N is clearly a product of elementary
matrices, the claim is proved.
The first consequence of this result is Lemma 6.2.4, which will be combined with
Proposition 6.2.7 to obtain Theorem 6.2.8.
Lemma 6.2.4. Let a1, . . ., am, q1, . . . , qm ∈ R such that Rai + Rqi = R for all
i and Rqi + Rqj = R whenever i 6= j. Define q := q1 · · · qm. Then the row
(q, a1, . . ., am) is extendible to an invertible square matrix.
Proof. We will show for k ∈ {0, . . .,m − 1}, that the row (q, a1, a2, . . ., am)
is elementary equivalent to the row (
∏m−k
i=1 qi, (
∏m
i=m−k+1 qi)a1, a2, . . ., am), by
induction on k.
In case k = 0, this is trivial. Now let k ∈ {1, . . .,m − 1} be such that
the rows (q, a1, a2, . . ., am) and (
∏m−k+1
i=1 qi, (
∏m
i=m−k+2 qi)a1, a2, . . ., am) are el-
ementary equivalent. Since Rqm−k+1+Ram−k+1 = R, we may use Lemma 6.2.3
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to conclude, that the row (
∏m−k+1
i=1 qi, (
∏m
i=m−k+2 qi)a1, a2, . . ., am) is elemen-
tary equivalent to the row (
∏m−k
i=1 qi, (
∏m
i=m−k+1 qi)a1, a2, . . ., am). As a re-
sult, (
∏m−k
i=1 qi, (
∏m
i=m−k+1 qi)a1, a2, . . ., am) and (q, a1, a2, . . ., am) are elemen-
tary equivalent.
In particular, we get that (q, a1, a2, . . ., am) is elementary equivalent to the
row (q1, (
∏m
i=2 qi)a1, a2, . . ., am). So we are done if the latter one is extendible.
Well then, since Ra1 + Rq1 = R and Rqi + Rq1 = R whenever i 6= 1, also
Rq1 + R(
∏m
i=2 qi)a1 = R by Lemma 1.1.3, say λq1 + µ(
∏m
i=2 qi)a1 = 1, with
λ, µ ∈ R. Consequently, the following matrix is invertible:

q1 (
∏m
i=2 qi)a1 a2 · · · am
−µ λ 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1


In order to prove Proposition 6.2.7, we need the following lemma, which is a
special case of Theorem 3.9 in [DER00].
Lemma 6.2.5. Suppose h ∈ R[X] = R[X1, . . . , Xm] has the property, that its
linear part is equal to X1. Moreover, assume that h is a coordinate in Rm[X]
for all maximal ideals m of R. Then h is a coordinate in R[X].
Corollary 6.2.6. Suppose h ∈ R[X] = R[X1, . . . , Xm] has the property, that
the coeffients of its linear part form an extendible unimodular row. Moreover,
assume that h is a coordinate in Rm[X] for all maximal ideals m of R. Then h
is a coordinate in R[X].
Proof. Using a linear automorphism over R, we may assume that the linear part
of h is equal to X1. Then we may apply Lemma 6.2.5.
Proposition 6.2.7. Let R be a domain, F =
∑m
i=1 aiXi + h(X) ∈ R[X] and
ϕ := qz + F , with q1, . . . , qm ∈ R, q := q1 · · · qm, Rai + Rqi = R for all i
and h ∈ R[X] nilpotent modulo q. Additionally, suppose that the coefficients of
the linear part of ϕ form a unimodular row which is extendible. Then ϕ is a
coordinate in R[X, z].
Proof. In view of Corollary 6.2.6, it suffices to show that ϕ is a coordinate in
Rm[X, z] for all maximal ideals m of R.
So let m be a maximal ideal of R. Since Rmai+Rmqi = Rm for all i, we must
have ai ∈ Rm
∗ or qi ∈ Rm
∗ (as Rm is a local ring). If qi ∈ Rm
∗ for all i then q ∈ Rm
∗,
so in this case ϕ is certainly a coordinate in Rm[X, z]. Thus, we may assume
that qj ∈ mRm for some j ∈ {1, . . .,m}. Hence, aj ∈ Rm
∗ and we may apply
Theorem 1.2.6, with ‘R’= Rm[X1, . . ., X̂j , . . ., Xm], ‘p’= q, ‘x’= z, ‘y’= Xj and
‘G(y)’= F .
6.2. GLUING COORDINATES 99
Theorem 6.2.8. Let R be a domain, F =
∑m
i=1 aiXi + h(X) ∈ R[X] and
ϕ := qz + F , with q1, . . . , qm ∈ R, q := q1 · · · qm, Rqi + Rqj = R whenever
i 6= j, Rai + Rqi = R for all i and h ∈ R[X] nilpotent modulo q. Then ϕ is a
coordinate in R[X, z].
Proof. Let for i ∈ {1, . . .,m}, pi ∈ R be such that ai+ pi is the coefficient of Xi
in F . Then pi is nilpotent modulo qi. Thus, under the current circumstances,
(q, a1+p1, . . ., am+pm) is a unimodular row which is extendible, by Lemma 6.2.4.
Hence, by Proposition 6.2.7, ϕ is a coordinate in R[X, z].
We end this section with the description of a more general way of gluing coor-
dinates to obtain a new one.
Theorem 6.2.9. Let R be a domain. Suppose we have p1, . . . , pn ∈ R with
Rpi + Rpj = R whenever i 6= j. Define p̂i := p1 · · · pi−1pi+1 · · · pn for i =
1, . . ., n and p˜ := pe11 · · · p
en
n , with e1, . . . , en ∈ N
∗. Let f1, . . . , fn ∈ R[X] =
R[X1, . . . , Xm] such that fi is a coordinate over Rp̂i for all i and let h ∈ R[X]
be nilpotent modulo p˜. Additionally, assume that the coefficients of the linear
part of ϕ := p˜z+ p̂1f1(X)+ . . .+ p̂nfn(X)+h(X) form a unimodular row which
is extendible over R. Then ϕ is a coordinate in R[X, z].
Proof. In view of Corollary 6.2.6, it suffices to show that ϕ is a coordinate in
Rm[X, z] for all maximal ideals m of R. So let m be a maximal ideal of R. Since
Rmpi +Rmpj = Rm whenever i 6= j, it follows that there is at most one j such
that pj is not invertible in Rm. Consequently, for this j we have Rp̂j ⊆ Rm,
which implies that fj is a coordinate over Rm. Substituting each Xi by the ith
component of the inverse of a polynomial automorphism in Rm[X] of which fj
is the first component, we see that in order to prove that ϕ is a coordinate in
Rm[X, z], we may assume fj to be equal to X1. But then ϕ is a coordinate in
Rm[X, z] by Theorem 1.2.6, with ‘R’= Rm[X2, . . ., Xm], ‘p’= p˜, ‘x’= z, ‘y’= X1
and ‘G(y)’= p̂1f1(X) + . . .+ p̂nfn(X) + h(X).
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