I. INTRODUCTION
In x-ray phase contrast imaging (XPCi), image contrast arises from refraction/interference effects, instead of absorption. This leads to significant image enhancements: increased visibility of all details, and possible detection of features classically considered invisible. [1] [2] [3] [4] [5] As a consequence of this, a multitude of different applications have been proposed -primarily in medical imaging, [4] [5] [6] [7] [8] [9] [10] [11] [12] including in vivo, 12 but also in fields as diverse as material science, [13] [14] [15] [16] cultural heritage preservation, 17, 18 homeland security, 19 and others. However, so far these applications remained restricted to the research arena, and an effective translation into realworld applications has yet to be achieved, with the partial, albeit notable exception of the in vivo mammography study underway in Trieste, 12 which can however still be considered primarily a research exercise. Partial exceptions are also the mammography system commercialized by Konica/Minolta, which, however, did not provide a significant difference in recall and cancer detection rates, 20 possibly due to moderate phase-contrast enhancement, and commercial systems based on microfocal sources, typically requiring long exposure times. 21, 22 This is due to XPCi being particularly demanding in terms of source characteristics, particularly spatial coherence. As a consequence of this, until recently almost all experiments were either based on synchrotron radiation (SR), or on microfocal x-ray sources. 3, 23 The problem with the former is that of restricted accessibility and excessive cost, while the use of the latter results in exposure times too long to be of use in many real-world applications, due to limited x-ray output. Crystalbased methods can provide an exception and be implemented with conventional sources, 2, 24 but at the cost of an increased exposure time due to the strong selection on the emitted x-ray spectrum operated by the crystal itself.
Grating-based XPCi techniques [25] [26] [27] have been proposed as a solution to this problem. In this method, two sets of gratings are introduced between sample and detector -these can either be a "phase" (i.e., low absorbing) and an absorption grating, or two absorption gratings. The two gratings are separated by a Talbot distance, 28 so that a self-image of the first grating is projected onto the second one. One grating is then scanned with respect to the other, orthogonally to the grating lines, and a series of images is acquired at different grating positions ("phase stepping"). The presence of a sample distorts the approximately sinusoidal signal obtained in this way, and analyzing such distortions allows absorption, phase and dark-field signals to be independently measured.
As gratings typically have a pitch of a few μm, the method is still highly sensitive to spatial coherence, as a projected source size comparable to the grating pitch has the result of mixing minima and maxima together, i.e., flattening out the above sinusoidal wave, thus making phase signals undetectable. However, relaxed requirements were demonstrated in terms of temporal coherence, 29 as an energy bandwidth increase of up to 5%-10% has the result of reducing the peak-to-peak difference in the above sinusoidal signal, without however making it disappear.
Based on these ideas, the method was translated into use with conventional sources by introducing a third grating, placed in contact with the x-ray source, which generates an array of mutually incoherent, but individually coherent sources 30 (i.e., switching form the Talbot to the Talbot-Lau configuration). Like previous XPCi approaches, if the third "source" grating is not used, then the method still requires either SR or a microfocal source 31 in order to work. We discuss here a different approach, in which nonmicrofocal sources with focal spots of up to 100 μm (Ref. 32) can be used without additional aperturing or collimation. The method adapts the "pixel edge illumination" concept developed in an earlier SR experiment 33 to a divergent, polychromatic source by means of two sets of coded apertures (CA), one placed immediately before the object to be imaged, and the other placed in contact with the detector. 32, 34, 35 The apertures have a pitch equal to that of the detector pixels (50-100 μm), consequently relaxing the requirements on the spatial coherence. 32 Even though the set-up might present some similarities with the Talbot interferometry, as they both employ grating-like objects, the way in which the system is made sensitive to phase effects is intrinsically different. 36, 37 Both Talbot interferometry and CA XPCi are affected by signal diffusion between adjacent pixels. This can be expressed as the proportion of signal counted by the neighbouring pixels when only a given pixel is illuminated by x-rays, and is primarily due to two effects -charge sharing between adjacent detector pixels, and light diffusion in the scintillator. The latter is by far the dominating factor in indirect detection systems, although also the former has a non-negligible effect, as demonstrated by the fact that some direct conversion system have a non-zero signal diffusion coefficient. 38 This paper deals with the effect that such signal "spillout" has on image quality and detected contrast in CA XPCi, through simulation studies and direct experimental verification of the same. It can be easily understood that, as the phase sensitivity in CA XPCi depends on illuminating only the transition region between sensitive and insensitive areas on a pixel, inducing signal in the adjacent pixel will make this transition less sharp, thus affecting the sensitivity, and consequently reducing the detected contrast for a given object.
This also has an additional effect on "dithered" image acquisitions. With "dithering," we refer here to the acquisition of a series of images at sub-pixel sample displacements. These sub-images are then recombined to obtain an image in which the resolution is determined by the dithering step, rather than by the pixel size. Normally, in order to obtain such resolution enhancement, a post-processing procedure (deconvolution) is required. 39, 40 In the case of CA XPCi, however, the active surface of the detector pixel, and consequently its point spread function, are redefined (namely, narrowed down) by the detector CA mask. Therefore, as long as the dithering step is larger than or equal to the aperture size in the detector mask, the deconvolution procedure is not necessary, and an image with increased resolution is obtained as a direct result of the appropriate recombination of the dithered sub-images. However, if signal spill-out is present, this process generates image artifacts, which is one of the items discussed below.
Likewise, it is reasonable to expect that signal spill-out would affect also grating interferometry (e.g., by reducing fringe visibility), and therefore the present study might have some relevance, or at least trigger further investigations, also in that, and possibly other, XPCi areas. Overall, it can be concluded that detector systems based on the direct conversion technology would appear the right choice surely for CA XPCi and possible also for other XPCi approaches, although if signal spill-out is not excessive (e.g., in indirect conversion system based on the direct deposition of columnar CsI), the side effects caused by it could be considered acceptable in many cases. Moreover, there are strategies that can be adopted to mitigate its negative effects, which are also discussed in Secs. II and IV.
II. MATERIALS AND METHODS
A CA XPCi imaging system was designed and assembled along the lines described in Ref. 38 . A rotary target, small-focused W source, used in hospital work since the mid-eighties, 41 was used. Its focal spot was determined to be approximately 50 μm by measuring the penumbra caused by an edge. The edge was placed at a series of different source/edge/detector distance combinations and the same result for the source size was consistently found. The Hamamatsu C9732DK flat panel detector, a passive-pixel CMOS sensor with a pixel size of 50 μm, was used as the detector. This is an indirect conversion detector system, with x-ray conversion obtained in a directly deposited, 160 μm thick structured CsI layer. The use of such a device results in a 49% and 6% signal spill-out on the first and second neighbour, respectively, when only one pixel is illuminated. As we are here dealing with a system sensitive to phase effects in one direction only, this was measured by illuminating only one pixel with a "blade" of radiation smaller than the pixel side in one direction, and observing the intensity induced in the (non-illuminated) first and second neighbours. 38 In the case of a system sensitive to phase effects in two directions, a pencil beam (with a cross-section smaller than the pixel) would have to be used, and the induced intensity measured in both directions.
The source-to-detector distance was 2 m and the sourceto-sample distance 1.6 m.
While results previously presented 37 were obtained with a detector CA mask with an aperture pitch of 100 μm ("column-skipping"), in the experiment discussed here a mask with a pitch equal to that of the detector pixels (50 μm, "non-column-skipping") was used, to investigate the effects of signal diffusion in detail. Previously, the aim was to maximize the phase contrast signal while using an indirect conversion detector: skipping every second line meant that, overall, the signal spill-out was effectively of ∼6%, and therefore practically negligible. In this case, the spill-out of 49% had a significant effect on the acquired images, as discussed below. The difference between the two set-ups is schematized in Fig. 1 .
The pitch in the detector mask was actually slightly reduced with respect to the pixel pitch (i.e., 48 vs. 50 μm), to allow for some distance between detector mask and detector surface, and therefore for an easier alignment. The apertures in the detector mask were of 15 μm. The pre-sample mask was a replica of the detector mask, scaled down to account for the beam divergence considering a distance between the two masks of approximately 40 cm, i.e., the pitch was 38 μm and the apertures 12 μm. Both masks were manufactured to the FIG. 1 . Schematic of the column-skipped (a) and non-column-skipped (b) CA XPCi set-up. In both cases the set-up is shown from the pre-sample CA mask to the detector, as only the x-ray source appears further upstream. The beam is unshaped and uncollimated before it impinges on the pre-sample CA mask, and the sample is placed immediately downstream of such mask. The illuminated regions on the detector and the detector mask are shown as darker shades of grey. The apertures in the detector mask effectively redefine the pixel surface, and as a consequence the apertures themselves are "edgeilluminated" by the shaped beams.
authors design by Creatv Microtech (Potomac, MD) by gold electroplating on a patterned graphite substrate, for an overall gold thickness of about 80 μm. Both masks were mounted on micrometric precision alignment systems (Newport Microcontrole translators and Kohzu cradles), and the samples were also mounted on a Newport translation stage for sample dithering.
The simulated results were obtained through a raytracing based Monte Carlo type program in which x-rays are generated at a given position (the "source"), travel through the first CA mask and are either absorbed or transmitted. If transmitted, they interact with the sample, and have their direction consequently changed if appropriate. They then travel through the second CA mask and, if they hit one of the apertures in this, increase the number of counts in the appropriate detector pixel. All parameters (source-to-sample and sample-todetector distance, detector pitch, sample and detector masks pitch and apertures size, etc.) can be varied. A detailed description of the simulation can be found in Ref. 32 . Extended sources are simulated by generating patterns created by point sources displaced in different points in space, and then by creating a weighted average of such profiles on the basis of the source distribution. The beam polychromaticity is dealt with according to the procedure outlined in Refs. 42 and 32. Signal spill-out can be implemented either by "injecting" the appropriate amount of induced signal in the adjacent pixels, 32 or by convolving the individual profiles unaffected by spill-out with the appropriate spread function. Figure 2 shows the effect of 49% signal spill-out between adjacent pixels on simulated CA XPCi profiles of a 300 μm thick polyethylene fibre (experimental setting as described above, with 40 kVp tube potential). These profiles are nondithered, i.e., the sample is kept still in a given position and a single image is acquired. In this case, as it can be seen the effect of signal spill-out is simply that of smearing out the profiles, consequently reducing the peak-to-peak difference, i.e., the phase contrast.
III. RESULTS
It should be noted that the two profiles shown in Figs. 2(a) and 2(b) were obtained for exactly the same sample in the same experimental conditions, the only difference being a small (sub-pixel) shift of the sample position. As it can be seen, as a consequence of this the peak-to-peak difference changes substantially, both in the "spill-out affected" and "non-affected" profiles. This is hardly surprising as most of the signal is generated by the sample edge; therefore, the relative position of sample and detector pixel edges has a substantial impact on the detected contrast.
This can be clearly appreciated in the non-dithered experimental CA XPCi image shown in Fig. 3 , showing a thick (1.3 mm, on the left-hand side) and a thin (300 μm, righthand side) polyethylene fibre imaged with a tube potential of 40 kVp. Both fibres are slightly inclined with respect to the detector pixel columns, and therefore every image line sees the samples in a slightly different position. As a consequence of this, the intensity of both the positive (on the left-hand side of each fibre) and the negative (on the right-hand side) peaks varies going from the top to the bottom of the image. Depending on the inclination of the fibres, after a given number of rows the sample will present itself to the pixel array in the same relative position, apart from the skipping of one pixel - and in fact the intensity variation repeats itself periodically over the image. Figure 4 shows three different experimental profiles of the thin fibre extracted at different heights in the image (i.e., different image rows), and these are compared to simulated profiles obtained in the same experimental condition but changing the sample position by small, sub-pixel steps. The three experimental profiles were extracted randomly, and 10 simulated profiles were created by shifting the sample position by 1/10 of the pixel dimension (scaled down to account for the sample magnification). The best matches were then associated by chi square minimization. As it can be seen, a good agreement was obtained in all three cases between simulation and experiment, validating the explanation of the local peak-to-peak fluctuations.
The concept of "dithering" entails combining profiles like those shown in Fig. 4 in an orderly fashion. In the absence of signal spill-out, this can be done without creating any image artifact. If non-negligible spill-out is present, however, further complications may occur. For example, it can happen that, in a given sample position, the peak intensity (P 1 ) is so much higher than that of the peak of the next sample position (P 2 ,) that the signal induced in the adjacent pixels is higher than P 2 itself. If this happens, when the profiles corresponding to the various sample positions are recombined to form the image with increased resolution, spurious oscillations are observed around the "primary" peak. This is shown in the simulated dithered profiles of Fig. 5 , where again signals affected and not affected by signal spill-out are compared. In addition to the reduction in the peak-to-peak difference, analogous to The experimental profile is extracted from Fig. 6 . As it can be seen, the trend of the multiple peaks is correctly reproduced by the simulation.
that observed in Fig. 2 , additional spurious peaks can be observed in the profile affected by (49%) signal spill-out.
This was verified experimentally by acquiring a dithered image of the sample shown in Fig. 3 . Five images like the one shown in Fig. 3 were acquired while moving the sample by 8 μm after each image. Considering the acquisition geometry (source-to-sample distance = 1.6 m and sample-to-detector distance = 0.4 m), and the 50 μm pixel size, this practically corresponds to subdividing the pixel into five identical (10 μm) steps. The resulting images were recombined and the result is shown in Fig. 6 .
Upon close inspection, "secondary" fringes can be clearly seen running along the edges of both fibres (see arrows in Fig. 6 ). It is important to note that these fringes have nothing to do with "phase" related secondary fringes: they are instead an artifact caused by the peculiar acquisition conditions described above, and in particular by the presence of a strong signal spill-out between adjacent pixels. Figure 7 shows the comparison between simulated and experimental profiles of a dithered image, and, even though the agreement is not as striking as that of Fig. 4 (the creation of multiple profiles at even finer sampling steps and subsequent matching through chi-square minimization was not performed in this case), the shape, distribution and trend of the multiple peaks is clearly reproduced.
The presence of these spurious fringes could create a problem in that they might limit the extent to which a resolution increase can effectively be obtained by means of the dithering method, and to avoid this one would have to deconvolve the individual images before recombining them. The extent to which this problem would manifest would clearly depend on the imaged sample, and in particular on the sharpness of the transition between regions with different refractive indices.
IV. CONCLUSIONS
We have investigated in detail the effect that signal spill-out has on image contrast in XPCi. This paper deals specifically with CA XPCi, but the similarity in the shape of the acquired differential phase contrast signal suggests that similar effects could be encountered also in other XPCi modalities (e.g., grating and crystal-based). Signal spill-out has the effect of reducing image contrast, and the interplay with contrast variations associated with sample positioning at the sub-pixel level gives rise to image artifacts when resolution-enhancing methods like sample dithering are applied. As a byproduct of the above investigation, variations in the degree of phase contrast due to sub-pixel sample positioning were also discussedwhich would again be relevant also to other XPCi methods.
The analysis indicates direct conversion systems as most appropriate for CA XPCi, and possibly for XPCi in general: ideally, the full-width at half maximum of the detector point spread function should be smaller or equal to the pixel size (and in fact the mammography system currently under development in our labs 43 will be based on the ANRAD amorphous selenium direct conversion flat panel). However, alternative solutions are offered by pixel skipping strategies, or, alternatively, a small reduction in image contrast could be accepted, depending on the specific application, if the signal spill-out is not too large.
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