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Abstract
High resolution and precise characterization of aquifers is needed to improve the un-
derstanding of flow and solute transport processes. Decimeter-scale and high contrast
structures caused by changes in the porosity or clay content can have a dominant effect
on hydraulic processes within an aquifer. Such heterogeneities or layering in aquifers can
be related to preferential flow paths or impermeable clay lenses and can act as electro-
magnetic low-velocity waveguides. Crosshole ground penetrating radar is able to provide
shallow subsurface electrical properties, viz. dielectric permittivity and electrical con-
ductivity, and has proven a powerful tool to map and characterize aquifers due to the
method’s high resolution and sensitivity to porosity and soil water content. Ray-based
methods, which incorporate only a small part of the measured signal in the inversion,
such as first-arrival travel times and first-cycle amplitudes, are not able to detect such
layers. In contrast, the crosshole GPR full-waveform inversion, which considers the entire
waveform or significant parts thereof, is able to resolve sub-wavelength high resolution
images and can detect high contrast layers. Recently, a novel 2D time-domain vectorial
full-waveform crosshole radar inversion was introduced that significantly improves the
model resolution compared to standard ray-based techniques.
This GPR full-waveform inversion is modified by allowing an optimized acquisition
setup that significantly reduces the acquisition time and computational costs. The im-
proved algorithm is employed to invert crosshole GPR data acquired within a gravel
aquifer in the Thur valley, Switzerland, using the ray-based results as starting models.
Compared to the ray-based inversion, the results from the full-waveform inversion show
images with significantly higher resolution. The simulated traces of the final model, ob-
tained by the full-waveform inversion, fit the observed traces very well in the lower part
of the section and reasonably well in the upper part of the section. By incorporating the
vadose zone and the water table in the starting models and inversion domain, we are able
to improve the initial results and resolve unprecedented sub-wavelength high resolution
images for permittivity and conductivity in the entire inversion domain including a high
permittivity layer between 5 m - 6 m depth. This high permittivity layer acts as an elec-
tromagnetic low-velocity waveguide and is caused by an increased porosity indicating a
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possible zone of preferential flow. The waveguide trapping causes anomalously high am-
plitudes and elongated wave trains to be observed for transmitters within the waveguide
and receivers straddling the waveguide depth range. The excellent fit of amplitudes and
phase between the measured and modeled data confirms its presence.
The same saturated gravel aquifer is analyzed in 3D by inverting six crosshole GPR
planes with the 2D full-waveform inversion. The 2D results are stitched together and
visualized as 3D models. The full-waveform inversion results show decimeter-scale high
resolution images and for the permittivity mainly similar structures at the borehole lo-
cations and at the intersection of the diagonal planes. The high permittivity layer which
acts as low-velocity waveguide between 5 m - 6 m depth is revealed in all six planes. For
transmitters located within the waveguides, a trace energy of at least one order of mag-
nitude higher and late arrival elongated wave trains are observed for receiver positions
straddling along this zone. In contrast, for the same receiver a distinct minimum in the
trace energy is visible when the transmitter is located outside the waveguide. A novel
amplitude analysis is developed that explores these maxima and minima positions of the
trace energy spectra and is able to identify low-velocity waveguides and their boundaries
from measured data only. The full-waveform inversion results are evaluated with logging
data, whereby, hydraulic permeability estimates confirm the presence of a preferential
flow path between 5 m - 6 m depth.
The newly introduced amplitude analysis is extended to characterize discontinuous
waveguides, and to explore the potential and limitations of the method in more detail by
performing different synthetic studies. Within this study, we found that the method is able
to detect waveguides and their boundaries for different thickness, dip, extent, and model
parameters of the waveguide layer. However, for waveguides thicknesses smaller than the
spatial transmitter-receiver sampling, the boundaries could not be precisely resolved. In
the presence of elongated wave trains with late arrival high amplitudes, the waveguide is
caused by a change in the porosity (high permittivity) rather than a change in clay content
(high conductivity), where no elongated wave trains are detected. For waveguides with a
limited lateral extent characteristic wave propagation is observed forming high amplitudes
and late arrival spreading in the data. Similar events are also observed in an experimental
crosshole GPR dataset from the Boise Hydrogeophysical Research Site, where we identified
two discontinuous waveguides in the data. The position and extent of the waveguides are
confirmed by applying the full-waveform inversion.
The 2D GPR full-waveform inversion and novel amplitude analysis enables a detailed
hydrogeological aquifer characterization, and can be applied to a wide range of geological,
hydrological, glacial, and periglacial studies, thus improving our ability to detect and
visualize important small-scale structures.
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Zusammenfassung
Eine hoch aufgelo¨ste und pra¨zise Charakterisierung von Grundwasserleitern ist notwendig,
um das Versta¨ndnis von Stro¨mungs- und Stofftransportprozessen zu verbessern. Klein-
skalige Strukturen im Boden, gekennzeichnet durch einen hohen Kontrast, entstehen
ha¨ufig durch Vera¨nderungen in der Porosita¨t oder des Tongehaltes und ko¨nnen einen
deutlichen Einfluss auf hydraulische Prozesse haben. Solche Heterogenita¨ten in Grund-
wasserleitern ko¨nnen mit pra¨ferentiellen Stro¨mungswegen oder undurchla¨ssigen Tonlinsen
in Verbindung gebracht werden und als Wellenleiter niedriger Geschwindigkeit fungieren.
”Crosshole”-Bodenradar, bei dem die Sender- und Empfa¨ngerantennen in zwei verschiede-
nen Bohrlo¨chern platziert sind, ist in der Lage, elektrische Eigenschaften des Untergrundes
wie die dielektrische Permittivita¨t (absolute Elektrizita¨tskonstante) und die elektrische
Leitfa¨higkeit zu bestimmen. Aufgrund einer hohen Auflo¨sung und Sensitivita¨t gegenu¨ber
Porosita¨t des Bodens konnte sich Crosshole-GPR in den letzten Jahren als leistungsfa¨higes
Werkzeug zur Charakterisierung von Grundwasserleitern etablieren. Strahlenbasierte Ver-
fahren, die nur einen kleinen Teil des gemessenen Signals bei der Inversion betrachten, sind
ha¨ufig nicht in der Lage, kleinskalige Struktura¨nderungen zu detektieren. Im Gegensatz
dazu ko¨nnen diese Schichten mit der Crosshole-GPR-Vollewellenforminversion, die das
gesamte Signal betrachtet, mit hoher Auflo¨sung und hohem Kontrast abgebildet werden.
Vor kurzem wurde eine neue, auf vektoriellem Ansatz basierende 2D-Vollewellenform-
inversion (VWI) im Zeitbereich fu¨r Crosshole-GPR entwickelt, welche die Modellauflo¨sung
im Vergleich zu Standard strahlenbasierten Techniken deutlich verbessert. Diese GPR-
VWI wurde bezu¨glich einer optimierten Meßanordnung modifiziert, welche die Messzeit
und den Rechenaufwand deutlich minimiert. Der verbesserte Algorithmus wurde einge-
setzt, um Crosshole-GPR-Daten eines Kiesgrundwasserleiters des Flusses Thur (Schweiz)
zu invertieren. Im Vergleich zur strahlenbasierten Inversion zeigen die Ergebnisse der VWI
eine deutlich ho¨here Auflo¨sung. Durch die Einbindung der ungesa¨ttigten Zone und des
Grundwasserspiegels in die Startmodelle sind wir in der Lage, fu¨r den gesamten Bereich
eine Auflo¨sung kleiner der Wellenla¨nge fu¨r die Permittivita¨ts- und Leitfa¨higkeitstomogram-
me zu erhalten, einschließlich einer Schicht hoher Permittivita¨t zwischen 5 m - 6 m Tiefe.
Diese Schicht mit hoher Permittivita¨t wirkt als elektromagnetischer Wellenleiter, verur-
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sacht durch eine Erho¨hung der Porosita¨t des Mediums, und ko¨nnte auf einen pra¨ferentiellen
Fließweg hindeuten. Fu¨r Sender, die innerhalb eines Wellenleiters positioniert sind, kann
man aufgrund der multiplen internen Reflektionen extrem hohe Amplituden und la¨ngliche
Wellenzu¨ge fu¨r die Empfa¨ngerpositionen in selbiger Schicht in den Daten beobachten.
Eine 3D Darstellung des gleichen Kiesgrundwasserleiters konnte durch das Invertieren
und Zusammenfu¨gen von sechs Crosshole-GPR-Ebenen mittels der 2D-VWI ermo¨glicht
werden. Die Ergebnisse der VWI zeigen hochauflo¨sende Bilder innerhalb der Dezimeter-
Skala und fr die Permittivita¨t a¨hnlichen Strukturen in direkter Na¨he der Bohrlo¨cher und
am Schnittpunkt der diagonalen Ebenen. Die durch eine hohe Permittivita¨t gekennzeich-
nete Schicht, die als Wellenleiter zwischen 5 m - 6 m Tiefe agiert, konnte in allen sechs
Ebenen nachgewiesen werden. Fu¨r Senderpositionen innerhalb des Wellenleiters konnten
wesentlich ho¨her Energiespektren und la¨ngliche Wellenzu¨ge fu¨r Empfa¨ngerpositionen ent-
lang dieser Zone beobachtet werden, wohingegen fu¨r die gleichen Empfa¨nger ein aus-
gepra¨gtes Minimum im Energiespektrum sichtbar war, wenn der Sender außerhalb des
Wellenleiter positioniert wurde. Eine neuartige Amplitudenanalyse wurde entwickelt, die
diese Position der Maxima und Minima im Energiespektrum der gemessenen Daten zur
Identifizierung von Wellenleitern und deren Grenzen benutzt. Die Ergebnisse der VWI
wurden mit Hilfe von Bohrlochlogs ausgewertet, wobei die hydraulische Permeabilita¨t das
Vorhandensein eines pra¨ferentiellen Fließweges in einer Tiefe zwischen 5 m - 6 m besta¨tigt.
Das Potential und mo¨gliche Einschra¨nkungen des neuartigen Ansatzes der Ampli-
tudenanalyse wurden mittels verschiedener synthetischer Studien untersucht. In diesen
Studien zeigte sich, dass das angewendete Verfahren in der Lage ist, Wellenleiter und ihre
Schichtgrenzen fu¨r unterschiedliche deren laterale und vertikale Ausdehnung sowie ver-
schiedene Modellparameter der Wellenleiterschicht nachzuweisen. La¨ngliche Wellenzu¨ge
mit hohen Amplituden ließen auf einen Wellenleiter schließen, der durch eine Vera¨nderung
in der Porosita¨t (hohe Permittivita¨t) verursacht wird. Hingegen wurden bei Vera¨nderungen
im Tongehalt (hohe Leitfa¨higkeit) keine la¨nglichen Wellenzu¨ge beobachtet. Fu¨r Wellen-
leiter mit einer begrenzten horizontalen Ausdehnung konnte eine charakteristische Wellen-
ausdehnung mit einhergehenden hohen Amplituden und verzo¨gerter Ausbreitung der
Welle im Medium beobachtet werden. A¨hnliche Ergebnisse wurden auch in einem exper-
imentellen Datensatz fu¨r den Grundwasserleiters des Flusses Boise (USA) gefunden. Hier
konnten zwei Wellenleiter mit begrenzter horizontaler Ausdehnung in den Daten identi-
fiziert werden, welche durch die VWI besta¨tigt wurden.
Die 2D-GPR-VWI und die neue Amplitudenanalyse ermo¨glichen eine detaillierte hydro-
geologische Charakterisierung von Grundwasserleitern. Insbesondere durch die verbes-
serte Lokalisierung vor allem kleinskaliger Strukturen eignen sich die Methoden fu¨r eine
breite Palette geologischer, hydrologischer, glazialer und peri-glazialer Studien.
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Chapter 1
Introduction
Over recent decades, aquifers have been characterized to predict flow and transport
through complex media at various scales. Knowledge about the flow in a complex multi-
phase systems such as the vadose zone is necessary to evaluate risk, storage and clean-up
potentials of aquifers (Hubbard et al., 2001; Binley et al., 2002a,b; Kemna et al., 2002).
The delineation of decimeter-scale aquifer heterogeneities is desirable in environmental
monitoring and remediation because they impact solute transport (Scheibe & Yabusaki,
1998; Zheng & Gorelick, 2003). Such heterogeneities may be layers that contrast with sur-
rounding sediments in lithology, porosity and the degree of water saturation, and so may
indicate preferential flow paths or impervious clay zones. Therefore, the precise knowl-
edge of the localization (depth) and extensions of such heterogeneous layers is important.
Traditional methods that are applied to characterize aquifers and derive hydrogeological
properties of an aquifer have either a small spatial sampling volume and a high resolution,
such as slug tests, logging tools or core samples analyses, or capture an average response
over a large volume, such as pumping or tracer tests. Hydrological measurements, includ-
ing hydraulic tomography, characterize aquifers at a fairly large-scale but with limited
spatial resolution (Brauchler et al., 2011), whereas lab analysis and well logging have
small support volumes away from the sample location or boreholes.
Geophysical methods like ground penetrating radar (GPR), electrical resistivity to-
mography (ERT) and seismics are able to close the gap between these small-scale investiga-
tions and large-scale methods (Rubin et al., 1992; Hubbard & Rubin, 2000; Binley et al.,
2001; Garambois et al., 2002; Linde et al., 2008; Doetsch et al., 2010a; Slater et al., 2010).
Moreover, they are able to improve the subsurface resolution and resolve heterogeneities
over appreciable volumes of the aquifer. Thereby, site specific empirical relationships
are often necessary to transform these geophysical parameters into hydraulic proper-
ties (Clement & Barrash, 2006; Linde et al., 2006). Several research groups have made
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detailed geophysical investigations of specific aquifers to improve the understanding of
how different geophysical methods can be used to gain hydrological insights of aquifer
behavior, for example, the Boise Hydrogeophysical Research Site (BHRS) in the USA
(Bradford et al., 2009; Dafflon et al., 2011a), the Widen test site in Switzerland (e.g.
Diem et al. (2010); Doetsch et al. (2010a); Coscia et al. (2012)) and the MAcro Disper-
sion Experiment (MADE) site in the USA (Dogan et al., 2011; Zheng et al., 2011). These
results show that GPR, ERT and seismics are all able to provide porosity estimates for
aquifers, but that porosity estimates based on seismic velocity are not as well constrained
as those from radar wave speed. Each of the three methods has different benefits, but also
suffers from certain limitations. For borehole deployments the resolution of inferred seis-
mic and radar parameters are depending on the ray-coverage of the measurements, which
is typically high in between the boreholes and low at the top and bottom of the acquisi-
tion domain, whereas ERT parameters are better constrained close to the electrodes and
less constrained in between the boreholes (Day-Lewis et al., 2005). GPR is able to return
the highest resolution images compared to ERT and seismics for aquifers (Doetsch et al.,
2010a), and several non-invasive surface and minimally-invasive crosshole GPR measure-
ments have shown the high potential to characterize the saturated aquifer and the va-
dose zone (Hubbard et al., 1997; Tronicke et al., 1999; Binley et al., 2001; Hubbard et al.,
2001; Tronicke et al., 2002; Winship et al., 2006; Looms et al., 2008).
Another major advantage of GPR is that by employing one method, it is possible to ob-
tain two parameters; the dielectric permittivity ε (related to velocity v) and electrical con-
ductivity σ ( related to attenuation α) in connection with assorted geological, hydrological
and engineering investigations. For convenience, we use the relative permittivity εr = ε/ε0
(or dielectric constant) in this thesis. Table 1.1 shows relative permittivity, conductivity,
velocity and attenuation values for selected materials. The geophysical responses caused
by changes in εr or σ can be linked to hydrogeologically relevant variables such as poros-
ity, water content, water salinity, permeability, fluid content, and pore structure, clay
content and lithological variations (Archie, 1942; Topp et al., 1980; al Hagrey & Mu¨ller,
2000; Garambois et al., 2002; Barrash & Clemo, 2002; Turesson, 2006; Linde et al., 2006;
Kettridge et al., 2008). The electromagnetic (EM) wave velocity mainly depends on the
relative dielectric permittivity and due to the high variety of permittivity from air (εr = 1)
to pure water (εr = 80 at 20
◦C), this parameter can be used to determine the water con-
tent or porosity (in the case of a saturated medium) in an aquifer and in the vadose
zone. For example, wet sand has a permittivity range of 20 - 30, whereas completely
dry sand has a permittivity range of 3 - 5 (see Table 1.1 and Davis & Annan (1989)).
In contrast, the attenuation of the EM wave depends strongly on the electrical conduc-
tivity σ of the medium, which can give indications about clay content or pore water
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Table 1.1: Permittivity εr, conductivity σ, velocity v and attenuation α for selected
materials for a frequency of 100 MHz (Blindow, 1997).
εr[−] σ[mS/m] v[m/ns] α[dB/m]
air 1 0 2.998 0
fresh water 80 0.5 0.033 0.1
salt water 80 30 000 0.01 1000
dry sand 3 - 5 0.01 0.15 0.01
saturated sand 20 - 30 0.1 - 1 0.06 0.03 - 0.3
silt 5 - 30 1 - 100 0.07 1 - 100
clay 5 - 40 2 - 100 0.06 1 - 300
limestone 4 - 8 0.5 - 2 0.12 0.4 - 1
granite 6 0.01 - 1 0.12 0.01 - 1
dry salt 6 0.001 - 0.1 0.125 0.01 - 1
ice 3.18 0.01 0.168 0.02
salinity (Davis & Annan, 1989; Tronicke et al., 2004). Therefore, high frequency bistatic
crosshole GPR is well suited to monitor infiltrations and recharge processes of aquifer
systems due to its minimal invasive investigation and sensitivity to soil water content
(Clement & Barrash, 2006; Binley et al., 2001; Hubbard et al., 1997; Winship et al., 2006;
Tronicke et al., 2002). Crosshole radar surveying entails the generation of high-frequency
electromagnetic pulses from a dipole-type antenna, which is sequentially positioned at a
number of locations along a borehole. The resulting transmitted and scattered waves are
detected and subsequently recorded by means of a dipole antenna, which is progressively
moved to a number of discrete locations in a second borehole. The center frequency of
most GPR borehole antennas lies in the range 20 MHz - 250 MHz with a corresponding
dominant wavelengths of 5 m - 0.4 m for common geological materials.
For measuring crosshole GPR, several methods can be applied. Zero-offset profiling
(ZOP) obtains a one-dimensional profile of averaged travel time by systematically lowering
or rising of the transmitter and receiver antennas at equal depths at the same time located
in two different boreholes, whereas it is assumed that waves traveling horizontally directly
from transmitter to receiver are measured. In a heterogeneous medium not only a direct
wave occurs, but also scattered waves caused by reflections and refractions (see Fig.
1.1), therefore, an improved method is the multi-offset gather, which is the basis of the
tomographic inversion. The receiver is moved to different locations by constant spacing in
one borehole, while the transmitter remains fixed in a second borehole. This is repeated for
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several positions of the transmitter and guarantees that the medium between the boreholes
is sampled by a large number of rays with a larger number of angles. To improve the
resolution, reciprocal measurements can be collected. The highest resolution is obtained
in the central part of the tomogram due to the denser ray-coverage. In comparison, the
resolution is lower close to the transmitter and receiver positions.
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Figure 1.1: Ray-paths of direct, refracted and reflected waves that can be measured during
a GPR crosshole measurement. Transmitter and receiver antenna are shown in the left
and right borehole, respectively, based on Annan (2005).
To derive the distribution of physical parameters in the subsurface from geophysi-
cal data, inversion algorithms are generally needed. Commonly applied inversion algo-
rithms for seismics and GPR are based on ray-based methods like first-arrival time and
first-cycle amplitude inversion (Musil et al., 2006), or Fresnel volume radar-propagation
velocity tomography (Buursink et al., 2008). A number of studies have estimated hydro-
geological parameters by inverting crosshole ground penetrating radar data using ray-
based inversion schemes, similar to that described by Holliger et al. (2001). For example,
Tronicke et al. (2002) examined the integration of surface GPR and crosshole radar to-
mography on braided stream deposits, while Binley et al. (2002a,b) and Winship et al.
(2006) used crosshole GPR to monitor moisture content changes arising from tracer exper-
iments. Linde et al. (2006) were able to improve hydrogeological characterization by using
a joint inversion of crosshole electrical resistance and GPR travel time data. Looms et al.
(2008) monitored unsaturated flow and transport by using cross-borehole GPR and ERT.
Conventional GPR tomographic inversions of crosshole GPR data use inversions of
picked travel times and maximum first-cycle amplitudes (see Fig. 1.2) of the transmitted
radar pulses based on ray theory to visualize the interwell medium. These inversion tech-
niques provide velocity and attenuation images of the subsurface that can be transformed
into dielectric permittivity and electrical conductivity. Radar tomography based on ray
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theory provides a rather limited resolution because such a inversion uses high-frequency
approximations and only accounts for a small fraction of the information contained in
the data indicated by red and green in Figure 1.2, such that small targets (smaller than
the dominant wavelength) cannot be satisfactorily detected and imaged. Moreover, these
techniques typically use regularization in the form of damping or smoothing constraints,
to make the inversion algorithm robust and assure convergence. The reconstructed im-
ages have a spatial resolution that scales with the diameter of the first Fresnel-zone
√
λL
(Williamson, 1991), where λ is the dominant wavelength and L the wave propagation path
length. For a borehole separations of 5 m - 10 m commonly used radar systems operate
at pulse bandwidths centered at 100 MHz - 250 MHz, with effective wavelengths of about
1 m. These scaling parameters indicate that decimeter-scale inhomogeneities cannot be
accurately mapped using ray-based inversion techniques.
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Figure 1.2: Difference between the travel time, first-cycle amplitude and the full-waveform
inversion in red, green and blue, respectively. a) Trace of one receiver and b) image plot
for all receiver traces for one transmitter position over time. For the travel time and
amplitude inversion only the first-arrival and the first-cycle amplitude are considered,
while for the full-waveform inversion the entire information of the trace is used.
In the presence of high contrast layers caused by changes in the water content (higher
permittivity) or clay content (high electrical conductivity) the electromagnetic waves are
affected due to their reduced velocity. When the electrical thickness of a high electri-
cal contrast layer compares with or is smaller than the in situ wavelength of the inci-
dent electromagnetic (EM) wave, the layer can act as a waveguide (Arcone et al., 2003;
van der Kruk et al., 2009a,b). As the electromagnetic wave speed is reduced in these
layers due to an increase in dielectric permittivity, total reflection occurs at the layer
boundaries beyond the critical angle and the guided electromagnetic waves are multiple
reflected and form late arrival elongated and dispersed wave trains with high amplitudes
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that are captured in the measured signal. Due to the trapped electromagnetic energy,
the wave can propagate in these low-velocity waveguides over large distances. Such late
arrival events, caused by a waveguide are ignored by ray-based methods and therefore,
the low-velocity waveguides cannot be resolved by these techniques.
Following classic treatments for seismic waveguides (Ewing & Press, 1957), GPR wave-
guides, particularly along the surface, have been studied since the last decades (Collin,
1991). A promising tool to estimate the permittivity and the thickness of shallow sur-
face waveguide layers is dispersion analysis, which is based on the fundamental equations
of modal theory (van der Kruk et al., 2009b). This method is able to investigate low-
velocity, low velocity layer embedded between higher velocity layers, and leaky, low ve-
locity layer embedded between a higher and a lower velocity or larger conductivity layer
waveguides. However, borehole measurements are needed to investigate deeper waveg-
uides that cannot be detected by surface measurements. Due to the different acquisition
setup, the dispersion analysis cannot be applied. Such deeper waveguides between bore-
holes have been investigated for seismic data (Lines et al., 1992; Greenhalgh et al., 2007)
and for cross-well radar data (Ellefsen, 1999), but have not been reliably inverted due to
the late time arrivals and resolution limitations of conventional ray-based techniques.
Thin high contrast layers which are caused by porosity increase or clay lenses play
an important role for hydrological processes in aquifers (al Hagrey & Michaelson, 1999;
Day-Lewis et al., 2003; Ronayne & Gorelick, 2006; Bianchi et al., 2011), but their re-
stricted thickness often prevents standard methods from detecting the exact position
and dimensions of such high contrast layers. To reliably image deeper waveguides, a new
high resolution technique is necessary that is able to include complicated wave field mod-
eling in the inversion. The full-waveform inversion of high-frequency GPR-type pulses
is able to resolve high resolution images of half the in-situ wavelength (Wu & Toksoz,
1987; Pratt & Shipp, 1999) and can therefore, be used to resolve small-scale structures in
layered media with a large number of unknown thicknesses and electrical parameters. In
contrast to the ray-based methods, full-waveform inversion not only takes into account
the arrival times and first-cycle amplitudes but exploits the full information content of
the data (or significant parts of the wave field) including secondary events like forward
scattered and refracted waves as illustrated in Figure 1.2. The full-waveform inversion for
GPR data uses an accurate forward model based on Maxwell’s Equations. Therefore, full-
waveform inversions is able to resolve higher resolution images and can thus yield more
detailed information for a wide range of applications including sub-wavelength thickness
high contrast layers.
Waveform-based inversion schemes were first developed in seismic exploration subject
to the acoustic (P-wave only) approximation (Tarantola, 1984a,b, 1986) and were later
6
modified for elastic (P- and S-) wave propagation (Mora, 1987). Since the pioneering
work of Tarantola (1984a), several research groups further developed the full-waveform
inversion approach and applied it to seismic data for surface and/or borehole measure-
ments (Tarantola, 2005; Virieux & Operto, 2009). The methods have been adapted to
the acoustic-, elastic-, viscoelastic- and anisotropic-wave equations in both time and fre-
quency domain. For that, finite-difference and finite-element approaches are used to solve
the forward problem (Zhou & Greenhalgh, 1998b,a, 2003; Pratt, 1999; Pratt & Shipp,
1999; Bohlen, 2002; Watanabe et al., 2004; Fichtner & Trampert, 2011). Full-waveform
seismic inversion is extensively discussed in the November 2008 special issue of the Journal
Geophysical Prospecting and contains numerous additional other references. Neverthe-
less, applications to marine seismic data are challenging, mainly due to the absence of
low-frequencies components and the highly non-linear objective function (Wang & Rao,
2006; Shin & Cha, 2008). In comparison to surface measurements, crosshole setups are
better constrained due to the direct wave traveling between the boreholes, the known
borehole separation and a good coupling of the transmitters and receivers. Thereby, the
full-waveform inversion of seismic crosshole data is more robust and can successfully be
inverted (Belina et al., 2009; Zhang, 2012).
The potential of this method for crosshole GPR was recently demonstrated for synthetic
data (Ernst et al., 2007a; Kuroda et al., 2007) and for experimental data (Ernst et al.,
2007b; Belina et al., 2012). Ernst et al. (2007a) developed a full-waveform scalar inversion
scheme for electromagnetic waves for crosshole GPR data based on the 2D finite difference
time-domain (FDTD) solution of Maxwell’s Equations using generalized perfectly matched
layers to reduce artefacts from reflections at the boundaries and edges of the model space.
This scheme was tested on synthetic and observed crosshole data (Ernst et al., 2007b).
The obtained results showed that this algorithm provides higher resolution permittivity
and conductivity images of the subsurface than conventional ray-based techniques. Similar
to Ernst et al. (2007a), Kuroda et al. (2007) applied a full-waveform inversion algorithm
to synthetic crosshole radar data. Further theoretical developments by Meles et al. (2010)
improved the method of Ernst et al. (2007a) by including the vector properties of the elec-
tric field, which enabled an extension of the algorithm to incorporate surface-to-borehole
measurements in addition to crosshole measurements. Furthermore, the permittivity and
conductivity parameters were simultaneously updated, which proved to be superior to
the sequential (cascaded) update approach of Ernst et al. (2007a). Only smoothing of the
gradients is applied and no damping parameters are necessary.
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Thesis objectives and outline
The primary objectives of this thesis are to improve, explore, and apply the crosshole GPR
full-waveform inversion to experimental data sets to achieve an enhanced understanding
of the decimeter-scale processes within aquifers. Therefore, we use for all applications the
recently proposed and improved full-waveform inversion algorithm of Meles et al. (2010,
2011, 2012), which was only tested for synthetic data until recently.
After this introductory Chapter, the second Chapter of this thesis describes the fun-
damentals of the electromagnetic wave propagation, the ray-based and the full-waveform
inversion for crosshole GPR. Thereby, all processing steps for the application of the full-
waveform inversion to experimental data are discussed in detail including the 3D to 2D
transformation of the measured data, the estimation of the starting model and the pro-
cedure to obtain the effective source wavelet.
In Chapter 3, we extend the crosshole GPR full-waveform inversion and apply it to
the saturated zone of a gravel aquifer in Switzerland to achieve high resolution images
of the aquifer. Thereby, all the necessary steps are described that are important to per-
form the full-waveform inversion to experimental data, such as the determination of the
starting model and the estimation of the unknown effective source wavelet. To improve
the acquisition time and the computation cost, we apply an optimized semi-reciprocal
measurement setup, and adapt the processing steps and the full-waveform inversion al-
gorithm to use this setup. In the first part of Chapter 3, the starting models for the
full-waveform inversion are obtained by the ray-based inversion. The final full-waveform
inversion results show significantly higher resolution images between 6 m - 10 m depth
compared to the ray-based inversion results. The underlying lacustrine clay sediments
are clearly observed in conductivity images below 10 m depth. Due to the presence of
the water table, which forms a high medium contrast, and associated refracted/reflected
waves, the upper traces are not well fitted and the upper 2 m in the permittivity and
conductivity tomograms (4 m - 6 m depth) are not reliably reconstructed. Therefore,
an improved starting model is applied in the second part of Chapter 3, which enables
us to reliably image the entire inversion domain by incorporating the unsaturated zone
above the ground water table and by defining a homogeneous layer below the water table
that represents better the measured data. Using this starting model the full-waveform
inversion resuls provid reliable inversion results for the entire saturated aquifer and reveal
a high contrast layer between 5 m - 6 m depth. The high contrast layer is identified
as a sub-wavelength thickness low-velocity EM waveguide caused by a high porosity and
indicates a possible zone of preferential flow. The waveguide trapping causes anomalously
high amplitudes and elongated wave trains to be observed for a transmitter within the
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waveguide and receivers straddling the waveguide depth range.
In Chapter 4, the same aquifer is analyzed in 3D by inverting six crosshole GPR planes
by applying the 2D full-waveform inversion. The aim is to determine the aquifer geometry
and the lateral extent of the high permittivity zone, which was observed in Chapter 3,
that acts as a waveguide between 5 m - 6 m depth. Therefore, we separately invert six
GPR planes and visualize the results in 3D. The full-waveform inversion results of the
saturated part of the gravel aquifer show unprecedented decimeter-scale resolution images
having mainly similar structures at the borehole locations and at the intersection of the
diagonal planes. Moreover, in all the six planes the high dielectric permittivity layer is
revealed between 5 m - 6 m depth. This layer can be related to an increase of the porosity
and indicates a zone of preferential flow. The measured data are analyzed in detail for
their amplitude and energy behavior to highlight the existence of wave-guiding structures.
Furthermore, we develop a novel amplitude analysis that explores the maxima and minima
position of the trace energy spectra of the measured data and is able to identify waveguides
and their boundaries without applying any inversion. Finally, the full-waveform inversion
results are compared to logging data acquired in the same boreholes.
In Chapter 5, we analyze the potential and limitation of the novel amplitude analysis
approach and the full-waveform to detect low-velocity waveguides with a limited lateral
extend. Therefore, we perform different synthetic studies using the amplitude analysis,
where we vary the thickness, the extension, the orientation, and the model parameters
(permittivity and conductivity) of defined low-velocity waveguides. For waveguides with a
limited lateral extension (discontinues) we observe characteristic wave propagation form-
ing late arrival spreading of high amplitudes in the data. Furthermore, the amplitude
analysis is able to characterize waveguides with different thicknesses, dipping, and exten-
sions, but is restricted to the transmitter-receiver sampling and boundaries for waveguides
with a thickness smaller than the spatial sampling are not accurately resolved. In the pres-
ence of elongated wave train, the waveguide is caused by a change in the porosity, whereas
when no elongate wave train is present but distinct minima positions can be observed, the
waveguide is caused by a change in clay content. The new observed wave characteristics
for discontinues waveguides are also observed in an experimental crosshole GPR dataset
from the BHRS, where we able to identify two wave-guiding structures in the measured
data using the amplitude analysis. Full-waveform inversion results and Neutron logging
data confirmed these wave-guiding structures and indicated that these layers were caused
by the change of the gravel to sand units.
Final conclusions and an outlook for further work are given in Chapter 6. The outlook
presents topics for future research such as the extension of the 2D code to 3D and the
combined inversion of saturated, unsaturated and surface data using the full-waveform
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inversion.
Appendices A - C include additional studies that I was involved in my Ph.D.:
A) The paper Oberro¨hrmann et al. (2013), co-authored by me, involved the optimization
of acquisition setup for crosshole GPR full-waveform inversion using checkerboard
analysis. My main contribution was to supervise the application the full-waveform
inversion for experimental and synthetic data, and helped to interpret the obtained
results.
B) The combined inversion of the saturated and unsaturated zone of an aquifer and their
first application including the adaption of the full-waveform inversion code for the use
of more than one source wavelet;
C) The full-waveform inversion of crosshole GPR data measured at the Boise gravel
aquifer using different developing steps of the full-waveform inversion to demonstrate
the improvements from the first developments of Ernst et al. (2007a) until the final
version of the algorithm Meles et al. (2010). My main contribution was to support
the estimation of the source wavelet and the application of the different full-waveform
inversion codes.
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Chapter 2
Theory
In this Chapter, first the fundamentals of the electromagnetic wave propagation are in-
troduced. After describing the basics of the ray-based inversion schemes, the different
processing steps for the application of the full-waveform inversion for experimental cross-
hole GPR data are explained; including the 3D to 2D conversion of the measured data,
the forward model, the estimation of the effective source wavelet, and the inversion algo-
rithms.
2.1 Fundamentals of electromagnetic wave
propagation
The Maxwell Equations describe the propagation of the electric and magnetic fields in
terms of their sources and can be used to interpret GPR traces to achieve information of
the medium through which the GPR waves have traveled. Following Meles et al. (2010),
the Maxwell Equations in combination with the electromagnetic constitutive parameters
locally defined at any point of time t and space x are given in the differential form by:[
−ε(x)∂t − σ(x) ∇×
∇× μ(x)∂t
][
Es(x, t)
Hs(x, t)
]
=
[
Js(x, t)
0
]
, (2.1)
where
Es - electrical field generated by Js,
Hs - magnetic field generated by Js,
Js - current density source vector,
ε(x) - dielectrical permittivity,
σ(x) - electrical conductivity,
μ(x) - magnetic permeability.
11
The field quantities are vectorial functions (bold letters) of space and time, while the
constitutive medium parameters are scalar functions of position and it is assumed that
the medium is linear and non-dispersive. The superscript S is used for the particular
source. The vectorial quantities Es, Hs and Js contain the entire space-time domain
such as Es = {Es(x, t), ∀t ∈ T, ∀x ∈ V }, where V represents the model space. The
permeability is assumed to be constant throughout this thesis. See Meles et al. (2010) for
a detailed discussion of this vector formalism.
In the following, only the electrical field Es is investigated and thus the magnetic field
Hs can be eliminated from Equation (2.1). The electrical field Es can be expressed in a
simple formulation by Es = GJs, where G represents the Greens operator and describes
the propagation of the electrical field through the medium. The explicit formulation of
this Equations for a specific time and space point (x, t) is given by
Es(x, t) =
∫
V
dV (x′)
∫ Tmax
0
dt′G(x, t,x′, t′)Js(x′, t′), (2.2)
where Es(x, t) is the electrical field at point (x, t) generated by Js(x′, t′),and Tmax is the
maximum observation time. Here, the Greens tensor G(x, t,x′, t′) acts on the source term
Js(x′, t′), which is defined as Js = δ(x − xs) · b · S(ω), where S is the source wavelet, b
identifies the antenna orientation and the delta function describes the position.
The general form of the electrical field in the frequency domain is given by
Eˆ
s
= GˆJˆ
s
, (2.3)
whereˆ indicates the frequency domain. For far-field and high frequency approximation
Gˆ can be described by
Gˆ(x, ω) =
jω
|x|Ae
−α|x|e−j
ω
v
|x|, (2.4)
where A is the amplitude, α the attenuation, |x| the travel distance and v the velocity
of the medium (van der Kruk et al., 2003). The term jω is applied due to the solution in
homogeneous 3D medium or to a halfspace (van der Kruk, 2001).
The real part of the bulk dielectric permittivity ε in natural medium can be derived
with c as the radar wave velocity in air (< 0.3 m/ns) and for high frequencies, low loss
and non-magnetic materials (μ ≈ 1 with μ = μ0 · μr with μ0 = 4 · π · 10−7)
v =
c√
ε
(2.5)
whereas ε is described by the relative to their values in vakuum ε = ε0 · εr with ε0 =
8.8542 · 10−12. Typically in ground penetrating radar, the relation
α =
σ
2
√
μ
ε
(2.6)
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is used for high frequency low loss attenuation and electrical properties, with σ as con-
ductivity in mS/m.
2.2 Ray-based methods
Standard tomographic inversion of crosshole ground penetrating radar uses the first-arrival
travel times and the first-cycle amplitudes of a measured trace and provides information
about the electromagnetic velocity and attenuation structure of the subsurface. Two
kinds of ray-based theory are possible; the straight ray approach, which is linear between
transmitter and receiver, and the curved ray method, which is nonlinear along the path
and the velocity can change between a transmitter and a receiver related to Snell’s law.
For solving the forward problem, two types of algorithms can be applied. The first
method is ray-tracing (Cerveny, 2001; Zelt & Ellis, 1988) and the second is a finite-
difference implementation of the Eikonal Equation (Vidale, 1990), for which travel times
are needed for all transmitter-receiver combinations. Due to computing times and memory
requirements, the ray-tracing is more efficient than finite-difference Eikonal algorithms.
However, the ray-tracing can only be applied to smoothly heterogeneous mediums, which
can be parameterized effectively with piecewise analytical functions. In comparison the
finite-difference Eikonal solver uses a regular grid of points at which the velocities are
defined. The grid spacing (horizontal and vertical) must be less than the receiver spacing
to avoid discretization errors (Rabbel, 1996). We applied the Eikonal solver for the ray-
based inversion. In the following, the theory of the travel time and first-cycle amplitude
inversion are explained in more detail.
First-arrival travel time inversion
The first-arrival travel time inversion uses the first-arrival travel times in the data to
derive a velocity model for the subsurface. For this process it is necessary to simulate
the ray-paths from the transmitters to the receivers. By varying parameters and forward
modeling, a velocity distribution can be obtained. In the following an overview is given
for the travel time inversion according to Lanz et al. (1998) and Rabbel (1996). The
inversion can be divided into the following steps:
1. Defining the initial subsurface model;
2. Forward modeling to simulate the travel times for the current model;
3. Estimating the difference between the calculated and observed travel times;
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4. Using a computing scheme to convert the estimated differences into an improved
model;
5. Updating the model.
Steps 2 - 5 are repeated until the error between the measurement and the calculated data
is small enough and a good model is obtained (Rabbel, 1996). The travel time misfit CTT
can be described by a squared root function of the difference between the observed and
simulated travel times:
CTT =
∑
s
∑
r
(tobssr − tsynsr )2
n
, (2.7)
where tobs and tsyn are the observed and synthetic travel times at transmitter and receiver
positions xs and xr. The number of data points is given by n, where s and r are the
source and receiver numbers, respectively.
The forward model calculates the travel times of a transmitter - receiver combination
by using the model parameters. The time t that the wave needs to propagate along a
ray-path S through a 2D isotropic medium can be described as
t =
∫
S
u(r(x, z))dr, (2.8)
where u(r) represents the slowness field (u = 1
v
) and r(x, z) indicates the position vector.
The slowness field can be described by equidimensional cells m in which the slowness uk
(k=1...m) is constant. Thus the i-th travel time of n observations can be expressed by
the linear relationship
ti =
m∑
k=1
likuk = Liu, (2.9)
where lik stands for the i-th portion of the ray path in the k-th cell of the model space.
To solve the forward problem that calculates L, a fast finite difference Eikonal solver
approach is applied, that simulates the propagation of wavefronts through heterogeneous
media and subsequently reconstruct the ray paths. Lanz et al. (1998) used a modified
approach of a brute-force mapping scheme of Schneider et al. (1992), where the subsurface
is subdivided into a two-dimensional rectangular grid. For each cell the length of the ray-
paths can be determined with respect to the slowness field, that are needed to derive the
first break picks of the travel times. The lengths of each ray passing a cell are entries of
the Jacobian matrix, describing the sensitivities.
In most cases for heterogeneous medium, it is not possible to derive the modeled
slowness field u without additional regularization constrains in form of smoothing and
14
damping, thus Equation (2.9) can according to (Musil et al., 2003) written as⎡
⎢⎣
t
0
u0
⎤
⎥⎦ =
⎡
⎢⎣
L
A
I
⎤
⎥⎦u, (2.10)
where A is a smoothing matrix, I corresponds to the identity matrix and u0 is a vector of
damping contains. The matrix on the right side is a sparse matrix. The damping repre-
sents a weighting factor, which determines the relative weight of the model regularization
with respect to the data and is applied to minimize the amount of deviations from the
input model u0. In contrast, smoothing requests that the difference of adjacent model
parameters are small and ensures that distinctive features are only resolved if they really
presents the data. The Equation 2.10 can be written in a more compact form as
d = Du (2.11)
Due to that the L depends on unknown slowness field u, the inversion problem that
intents to minimize the objective function CTT is non-linear and need to be solved itera-
tively. Hence D is a sparse matrix, many sparse matrix solvers can be applied. Lanz et al.
(1998) proposed a least squares (LSQR) approach of Paige & Saunders (1982) based on
a conjugate-gradient type method for solving sparse linear Equations and sparse least-
squares problems.
A good coverage of the medium with ray-paths is necessary to achieve relevant infor-
mation about the subsurface. The amount of rays becomes less with increasing depth for
surface measurements. For borehole measurements the coverage is lower for the highest
and the lowest measurements points. To obtain a suitable start model, it can be re-
quired to run several different iterations with different start models to determine the best
solution, and a priori information are additionally useful.
First-cycle amplitude inversion
First-cycle amplitude inversion provides information about the subsurface and estimates
the electrical conductivity distribution of the medium by obtaining the attenuation struc-
tures. The following Equations and assumptions are based on Holliger et al. (2001) and
Maurer & Musil (2004). For the inversion scheme of the amplitude inversion, additional
priori assumptions are necessary such as radiation patterns of the borehole antennas. As-
suming that the antennas can be described by infinitesimal dipoles, we can describe the
amplitude of the electrical field E by
Eij =
A0ΘtiΘrje
−∑mk=1 αkLijk∑
k Lijk
, (2.12)
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where A0 symbolizes the source strength, Θt and Θr are the radiation patterns of the
transmitting and receiver antennas, respectively. Here, Lijk represents the distance over
which a certain ray travels through a grid of k cells from source i to receiver j, where α
is the constant attenuation of this grid. Equation (2.12) is only valid for a homogeneous
medium and the ray paths obtained from the first-arrival travel time inversion are needed.
To achieve a linear form of Equation (2.12) the following substitution is applied, where
E˜ij = −lnEij
∑
Lijk
ΘtiΘrj
and A˜0 = −ln(A0) are used to solve for the attenuation values.
Equation (2.12) can now be rewritten as
E˜ij =
∑
αkLijk + A˜0, (2.13)
and takes the same form as the travel time inversion in Equation (2.9), where instead of the
slowness the attenuation is used. Similar numerical approaches can be used to solve this
Equation as already described for the travel time inversion. In addition, systematic errors,
for example antenna-borehole coupling or other systematic effects along the borehole, can
be accounted for by extending the first-cycle amplitude inversion (Eq. 2.13) with the
introduction of correction factors:
E˜ij =
∑
αkLijk + acf
t
i + acf
r
j (2.14)
where acf ti and acf
r
i are the amplitude correction factors for the i-th transmitter and the
j-th receiver, respectively.
2.3 Full-waveform inversion methodology
The workflow of the full-waveform inversion scheme that uses a simultaneous update of
the permittivity and conductivity model is shown in Figure 2.1. First, we describe the
pre-processing followed by the source wavelet estimation. Then, we discuss the inversion
algorithm and implementation details. In 2D the system of Equations 2.1 determines the
propagation of the waves in the x-z plane. For most crosshole cases the vertical component
of the electrical field is obtained by the standard vertical antenna orientations. Therefore,
in the following mainly the TE mode or the transverse electrical mode of the Maxwell
Equations is used.
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A - Filter out noise
B - Ray-based inversion and
define start model for FWI
C - 3D to 2D conversion
D - Estimate source wavelet with horizontal
rays (more details in Part A Fig. 2.2)
E - Determine effective source wavlet
(more details in Part B, Fig . 2.2)
F - Compute synthetic wavefield
G - Estimate residual wavefield
H - Estimate back-propagated
residual wavefield
J - Calculate update
directions for inversion
K - Estimate step-lengths
L - Update and with
gradient and step-length
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Figure 2.1: Full-waveform inversion workflow showing the three main parts: pre-
processing, source wavelet estimation and full-waveform inversion. The arrow indicates
that these steps should be repeated until the misfit between the observed and synthetic
data between sequenced iterative steps is below 1%.
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2.3.1 Pre-processing
Initially, the data are band-pass filtered to remove noise outside the source spectrum
(Fig. 2.1, step A). The starting model is typically obtained by standard ray-based inver-
sion techniques. First-arrival travel times and first-cycle amplitude are used for the ray-
based inversion to obtain velocity and attenuation tomograms of the subsurface, which
can be transformed into permittivity and conductivity distributions (Fig. 2.1, step B)
using Equations 2.5 and 2.6 as
ε =
( c
v
)2
(2.15)
σ = 2 · α
√
ε
μ
. (2.16)
3D to 2D Conversion
To apply the 2D full-waveform inversion algorithm to experimental data it is necessary
to account for the 3D radiation characteristics of electromagnetic wave propagation (see
Eq. 2.4). The geometrical spreading describes the decrease of the energy density along a
propagating wave front. The wave front area is widening with increasing travel distance.
Consequently, the geometrical spreading is different in 2D and 3D cases, as for the 3D
case the wave front propagates spherical and the amplitude decay is proportional to the
traveled distance, while the wave radius depends on the velocity and time, where r = vt
and A ≈ 1
t
. In 2D, the energy is spread over the perimeter of the circle, which leads to the
geometrical amplitude decay of A ≈ 1√
r
≈ 1√
t
(Liner, 2004). Therefore, it is necessary to
multiply the 3D data with
√
t when using a 2D code. Furthermore, in 2D the sources are
implicitly considered as infinitive long extended lines of point dipole in the perpendicular
direction of the 2D plane. This is not true in reality, thus a phase shift must be introduced.
Similar to Ernst et al. (2007b), we apply a 3D to 2D transformation technique de-
veloped by Bleistein (1986) to compensate for differences in geometrical spreading and
pulse shape (frequency scaling and phase shifting; Fig. 2.1, step C). The transformation
uses a phase shift of π/4 and a scaling factor of 1/
√
ω in the frequency domain. This is
expressed by
Eˆ
2D
(xtrn,xrec, ω) = Eˆ
obs
(xtrn,xrec, ω)
√
2πt(xtrn,xrec)
−jωεmeanμ . (2.17)
The left side of the Equation shows the corrected data Eˆ
2D
for the transmitter at location
xtrn and receiver xrec. On the right side Eˆ
obs
denote the original measured data and
t(xtrn, xrec) are the travel times (account for 3D to 2D geometrical spreading); ε
mean is the
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mean dielectric permittivity of the media; ˆ indicates the frequency domain. Ernst et al.
(2007b) denoted, by testing this approach, that a good agreement can be achieved between
3D and corresponding pure 2D data in the far-field.
Due to the measurement behavior of the antennas for crosshole equipment (single-
component antennas), it is not really possible to distinguish between out-of-plane and
in-plane events. However, we assume, that most of the energy comes from in-plan events
linked to the media in the first few cycles of the traces. To minimize the problem with
out-off plane effects, only the first few cycles of the measured traces FDTD can be used
for the inversion by reducing the time window (Ernst et al., 2007b).
2.3.2 Forward Problem
For the source wavelet estimation and the full-waveform inversion, a forward modeling
tool is necessary, that simulates the entire EM field based on the Maxwell Equations for
given model parameters. In contrast, for the ray-based inversion only the ray-paths of
the wave through the model are simulated. To solve the forward problem for the full-
waveform inversion, a 2-D finite-difference time-domain (FDTD) solution of the Maxwell
Equations in Cartesian coordinates is applied (Meles et al., 2010). Finite-difference is
a grid-based differential time domain numerical modeling method to find a numerical
solution of time-dependent differential Equations such as Equation (2.1). The main idea
is the approximation of partial derivatives by finite differences. The system of Equations
of (2.1) is solved by using an FDTD technique based on staggered-grid finite-differences
operators, which are second order operators in space and time. To reduce artefacts from
reflections at the boundaries and edges of the model space generalized perfect matched
layers (GPML) are implemented. These layers absorb waves at the model boundary to
avoid back-reflection of waves into the medium (Ernst et al., 2006; Berenger, 1994). In the
following steps, the forward modeling is necessary for the correction of the effective source
wavelet and during the full-waveform inversion four times for each transmitter position.
Consequently, a large amount of computing resources is necessary for the inversion.
2.3.3 Source wavelet estimation
Next, the unknown effective source wavelet is estimated. The source wavelet estimation
(Fig. 2.1, steps D and E) is a critical step for the inversion. Only through obtaining an
effective source wavelet, it is possible to match the measured waveforms, including any
small nuances that may be present. This wavelet not only reflects the current density
pattern of the finite length GPR antenna, but also the influence of water- or gas-filled
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boreholes. The steps in the source wavelet estimation are illustrated in detail in Figure 2.2
extended from Ernst et al. (2007b).
First, an initial source wavelet is estimated (Fig. 2.2, Part A), where only the shape of
the wavelet is determined without considering any amplitude information. All traces from
a vertical zero-offset profile, containing only horizontally traveling waves, are normalized
and aligned to estimate an average pulse (Fig. 2.2, step 1). By cross-correlating the zero-
offset profile traces, data containing erroneous wave shapes due to for example interfering
reflections are identified and excluded. To reduce the noise of the measured data the upper
and lower neighbors of the receivers are also taken and a mean trace is calculated. We
know from Maxwell Equations that the electric field is proportional to the time derivative
(multiplication with jω in the frequency domain, see Eq. 2.4) of the current density source
wavelet. To obtain the shape of the initial source wavelet we divide the average Fourier
transformed selected electric field pulse by jω in the frequency domain (Fig. 2.2, step 2).
In Part B (Fig. 2.2), we calculate a corrected wavelet with detailed amplitude and
phase characteristics. The forward modeling is performed using the 2D FDTD code of
Ernst (2007). The synthetic radargrams Esyn, for each transmitter-receiver position are
calculated using the model of permittivities and conductivities obtained from the ray-
based inversion (indicated by εray and σray) and the initial source wavelet (Fig. 2.2, step
3 and 4). The radar data can be mathematically seen as the convolution of the source
wavelet with the impulse response of the earth (Green’s function) in the time-domain,
or, as the multiplication of the source spectrum with the Fourier-transformed Green’s
function (Eqs 2.2 and 2.3). Therefore, an effective source wavelet can be obtained by
deconvolving the radar data Eˆ
obs
with an appropriate Green’s function Gˆ calculated using
the travel time inversion results as input. This is best done using a least-squares approach
in the frequency domain (Ernst et al., 2007b; Streich, 2007b). The transfer function Gˆ is
calculated by spectral division of Eˆ
syn
in the frequency domain with the initial wavelet
spectrum Sˆk=0 for each separate trace (Fig. 2.2, step 5). Next, we estimate Sˆk=1 by
dividing the actual observed data Eˆ
obs
with the transfer function Gˆ, using all traces in a
least-squares sense (Fig. 2.2, step 6). Quantities ηD and ηI are prewhitening factors that
are applied to stabilize the solution and avoid a division by zero when notches are present
in the spectrum of G. The time-domain source wavelet Sk+1(t) is obtained by an inverse
Fourier transformation (Fig. 2.2, step 7). Steps 3 - 7 can be repeated until the source
wavelet has converged (loop 1), where k indicates the iteration number. In Part C (Fig.
2.2) a source wavelet refinement can be applied during the full-waveform inversion after
several iterations to improve the wavelet when necessary (loop 2).
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Figure 2.2: Source wavelet estimation flow consisting of three parts: Part A: initial source
wavelet estimation using averaged horizontal rays (steps 1 - 2), Part B: the source wavelet
correction (steps 3 - 7) with the deconvolution method using all available data (extended
from Ernst et al. (2007b)) and Part C: source wavelet refinement during the full-waveform
inversion. The source wavelet estimation is always carried out before starting the full-
waveform inversion (loop 1) and can also be performed after several iterations of the
full-waveform inversion (loop 2).
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2.3.4 Inversion algorithm
Using the estimated starting model and effective source wavelet we compute the initial
full-waveform model synthetic radar waveforms that should match the observation within
half the dominant pulse period, otherwise the inversion will proceed to update in the
wrong direction and result in a phenomenon called local minimum trapping (Meles et al.,
2011).
Inverse Problem
The full-waveform inversion is based on Tarantola’s approach (1984a,b, 1986) that uses a
conjugate gradient method. This approach involves finding the spatial distribution of the
permittivity and conductivity that minimize the cost (misfit) function CFW in an iterative
approach between the modeled Es and measured Esobs traces for all transmitter-receiver
combinations within a defined time window (Fig. 2.1, Part III). This is achieved by
computing the gradient of CFW , which indicates the update direction of the permittivity
and conductivity models. Furthermore, individual step-lengths need to be determined that
indicate the magnitude of the model updates. Using the vector formalism introduced by
Meles et al. (2010) and Equations 2.2 the misfit function can be written as
CFW (ε, σ) =
1
2
∑
s
∑
r
∑
τ
[Es(ε, σ)− Esobs]Tr,τ δ(x− xr, t− τ) [Es(ε, σ)− Esobs]r,τ , (2.18)
where Es stands for the electric field of a particular source and contains the entire space-
time domain, superscript T indicates the transposed operator, and s, r, and τ indicate
sums over sources, receivers, and observation times. The difference between the cost
functions CTT ( Eq. 2.7) and CFW (Eq. 2.18) is that in the full-waveform inversion the
complete traces of the electrical field Es are taken into account, whereas for the travel
time inversion only the first-arrivals t are used.
To calculate the gradient ∇C, the forward propagated wave field Esyn is computed
using the estimated source wavelet and the model from the previous inversion iteration
(or the ray-based inversion model for the first iteration). The wave fields are stored in
memory for each transmitter and each time step (Fig. 2.1, step F). The gradient ∇C can
be estimated as described by Meles et al. (2010). The Maxwell Equations are rewritten
for a perturbed system, which describes the changes in the measured wave field due to
permittivity and conductivity changes as follows:
Es(ε+ δε, σ + δσ)− Es(ε, σ) = Gˆ(∂tEsδε+ Esδσ) =
[
Lsε L
s
σ
] [ δε
δσ
]
. (2.19)
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Here, the sensitivity operator Ls is defined for the individual contributions of permittivity
and conductivity perturbations with
Lsε(x
′) = Gˆδ(x− x′)∂tEs, (2.20)
Lsσ(x
′) = Gˆδ(x− x′)Es. (2.21)
Gradients of the misfit function
The gradient of the cost function can be estimated by taking the first order approximation
of the cost function in Equation 2.18:
CFW (ε+ dε, σ + dσ) = CFW (ε, σ) +∇CTFW
[
δε
δσ
]
+O(δε2, δσ2). (2.22)
The total gradient ∇CFW is estimated by first calculating all separate contributions
for each source, receiver and observation time combination terms of Equation (2.18) and
in the second step by adding all these gradient terms. By introducing the residual wave
field, which is calculated by subtracting the synthetic wave field from the observed wave
field (Fig. 2.1, step G) for each transmitter
[ΔEs]r,τ = δ(x− xr, t− τ) [Es(ε, σ)− Esobs]r,τ , (2.23)
and applying Ls to this residual, the gradient of the misfit function as summation over
all sources s can be written as[
∇Cε(x′)
∇Cσ(x′)
]
=
∑
s
(δ(x− x′)∂tEs)T GˆTRs
(δ(x− x′)Es)T GˆTRs
, (2.24)
with Rs, which is a summation over all receiver and observation times, as the generalized
residual wave field
Rs =
∑
r
∑
τ
[ΔEs]r,τ . (2.25)
where Gˆ
T
Rs can be interpreted as the back-propagated residual wave field in the same
medium as Es. The spatial delta function δ(x−x′) corresponds to the spatial components
of the gradients and reduces the inner product to a zero-lag cross-correlation in time.
This Equation is the core of the full-waveform inversion and is illustrated in Figure 2.3.
Es is the electrical field in the current model for a source at xs and is stored in memory
for each source and each time step (Figs 2.1, step F and 2.3a). In the second step,
the residual wave field Gˆ
T
Rs is back-propagated from all receivers to the corresponding
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b) c)a)
Fig. 2.1 step F Fig. 2.1 step H Fig. 2.1 step I
Figure 2.3: Illustration of the a) forward propagation of the electrical field due to a
source at position xs; b) backward propagation of the residual wave field calculated at
the receiver position; c) zero-lag cross-correlation of both wave fields and summing over
all times and sources.
transmitters through the model at the same time (Fig. 2.1, step H). Finally, the gradient
at each point x is obtained by a zero-lag cross-correlation of the stored values of Es with
the back-propagated residual wave field and by summing over all transmitters and times
(Fig. 2.1 step I and J, and see Fig. 2.3c).
Equations (2.24) and (2.25) describe, that if at a certain location in space the medium
properties deviate from the current model medium parameters, a residual wave field will
be present (Eq. 2.23 and Fig. 2.3a ). When this residual wave field is back-propagated
and cross-correlated with the already calculated electrical field (Eqs 2.24 and 2.25) con-
structive interferences will occur at exactly at that position in space where the medium
properties deviated. The gradient calculated with Equation (2.24) indicates how to change
these medium properties to reduce the misfit function.
Step-lengths
After estimating the permittivity and conductivity gradients (Fig. 2.1, step J), the step-
lengths are calculated (Fig. 2.1, step K). These step-lengths are necessary to update
the permittivity and conductivity model in each iteration. In general, permittivity and
conductivity can be updated by :[
εupd
]
=
[
ε
]
− ζ ·
[
∇Cε
]
, (2.26)
[
σupd
]
=
[
σ
]
− ζ ·
[
∇Cσ
]
. (2.27)
By searching for the minimum of the object function C along the gradient, the step-length
ζ can be obtained by setting the first derivative to zero.
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For large differences between the permittivity and conductivity sensitivities the simul-
taneous inversion, which uses the same step-length for both parameters, could fail for
complex models. Therefore, Ernst et al. (2007a) applied a stepped (cascaded) inversion,
where first the permittivity is inverted, while leaving the conductivity constant for several
iterations. Then the conductivity is inverted, while the permittivity is fixed for several
iterations. In contrast, Meles et al. (2010) introduced individual step-lengths that allows
a simultaneously update of the permittivity and conductivity models in each iteration.
By using the ∇Cε and ∇Cσ two step-lengths in a quasi-simultaneous approach can be
derived by [
εupd
]
=
[
ε
]
− ζε ·
[
∇Cε
]
, (2.28)
[
σupd
]
=
[
σ
]
− ζσ ·
[
∇Cσ
]
. (2.29)
From Equation (2.24) it can be seen that the permittivity gradient can be obtained from
the conductivity gradient using:
∇Cε = ∂t∇Cσ. (2.30)
Next, the step-length ζε and ζσ are calculated which follow the gradient to minimize
the cost function. For this purpose the appropriate perturbation factors κε and κσ are
introduced and the step-lengths are obtained as:
ζε = κε
∑
s
∑
r
∑
τ [E(ε+ κε∇Sε, σ)−Es(ε, σ)]Tr,τ δ(x− xr, t− τ) [Es(ε, σ)−Esobs)]r,τ∑
s
∑
r
∑
τ [E
s((ε+ κε∇Sε, σ)−Es(ε, σ)]Tr,τ δ(x− xr, t− τ) [Es((ε+ κε∇Sε, σ)−Es(ε, σ)]r,τ
,
(2.31)
and
ζσ = κσ
∑
s
∑
r
∑
τ [E
s(ε, σ + κσ∇Sσ)−Es(ε, σ)]Tr,τ δ(x− xr, t− τ) [Es(ε, σ)−Esobs)]r,τ∑
s
∑
r
∑
τ [E
s((ε, σ + κσ∇Sσ)−Es(ε, σ)]Tr,τ δ(x− xr, t− τ) [Es(ε, σ + κσ∇Sσ)−Es(ε, σ)]r,τ
.
(2.32)
Note that, the perturbation factors need to be carefully chosen, such that they are small
enough to guaranty that the perturbed model still lies in the linearity range to avoid
overshooting of the inversion, and large enough, to avoid round-off errors of the computer
system while dealing with small numbers (Meles et al., 2010).
Finally, the permittivity and conductivity at the current iteration are updated with the
obtained gradient directions and step-lengths (Fig 2.1, step L) using Equation 2.28 and
2.29. In the first iteration of the full-waveform inversion, we use the obtained permittivity
and conductivity models of the ray-based inversions to calculate the modeled data. In
subsequent iterations, steps F - L are repeated using the updated model until the change
in the misfit function CFW between two subsequent iterations is approximately less than
1% and no significant gradient is present (Ernst et al., 2007b).
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Parametrization of the physical System
Ernst et al. (2007a) and Meles et al. (2010) applied a logarithmic scaled version for the
unknown parameters by following Tarantola’s approach
ε˜ = log
ε
ε0
= log(εr), (2.33)
σ˜ = log
σ
σ0
= log(σ). (2.34)
where σ0 is 1 S/m. Such a logarithmic scaling is necessary, because it gives the models
space a linear structure and ensures further positive values for the permittivity and con-
ductivity within a wider range of the values. ε˜ and σ˜ are the modified parameters and by
using Equations (2.33) and (2.34) the gradient function is changed and can be rewritten
by using
C(ε(ε˜), σ(σ˜)) = C ′(ε˜, σ˜) (2.35)
2.3.5 Implementation details
The computational costs of the full-waveform inversion are determined mainly by the
FDTD calculations. The full-waveform algorithm requires the solution of the forward
problem four times during each iteration. With the first solution the residual wave field
is calculated, the second solution is required to compute the model update directions
(gradients) and two FDTD calculations are needed for determining the step-lengths. The
calculations for each transmitter position are independent from each other. Therefore,
the algorithm can be easily parallelized. For each transmitter one slave CPU is required
and one master CPU coordinates the communication and computation of the gradients
and model updates. The overhead for the distribution of the computations is about 10 %
using the MPI system (Ernst et al., 2007a). During the calculation of the gradient, the
forward modeled field Es remains in the computer memory. The required memory M is
estimated by
M =
nxf · nzf · timesteps · 2 · 8
inv/fwd · inv/fwd ·NTRN , (2.36)
where nxf and nzf are the numbers of the horizontal and vertical forward modeling cells,
the value 2 indicates the two components (Ex and Ez) of the electric field, the 8 stands
for double-precision number representation in bytes of the electric field values and NTRN
is the number of transmitters. Due to memory constraints, each inversion cell consists
of inv/fwd = 3 forward modeling cells in the x and z directions, which is stated by the
square of the factor inv/fwd. The computation time can be calculated using
Tcomp = 4 · 1.1 · Tforward ·Niter, (2.37)
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where Tforward is the time for a single FDTD calculation and Niter is the number of
iterations (Meles et al., 2010). Most of the full-waveform calculations are conducted on
the JUROPA cluster (Research Center Ju¨lich), shown in Figure 2.4.
Figure 2.4: Image of the high performance JUROPA Cluster located in the JSC
Forschungszentrum Ju¨lich
(www.fz-juelich.de/ias/jsc/EN/Expertise/Supercomputers/JUROPA/).
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Chapter 3
Applications of the full-waveform
inversion to experimental data:
case study of the Thur River
hydrogeophysical test site 1 2
In this chapter, we explore the potential and limitation of the ray-based and the full-
waveform inversion using an experimental data set. First, we describe the field site and
the survey geometry. Then, we show the ray-based inversion results, present the procedure
to estimate the effective source wavelet and describe the influence of the starting model
on the full-waveform inversion results by applying two different starting models. The first
starting model is based on the ray-based inversion results, whereas the second starting
model is improved to guaranty reliable inversion results for the entire saturated domain
by incorporating on overlying unsaturated domain.
1adapted from Klotzsche, A., van der Kruk, J., Meles, G. A., Doetsch, J., Maurer, H. and Linde, N.,
2010, Near Surface Geophysics, 8, 635-649, doi:10.3997/1873-0604.2010054
2adapted from Klotzsche, A., van der Kruk, J., Meles, G. A. and Vereecken, H., 2012, Geophysics, 77,
H57-H62, doi:10.1190/geo2011-0458.1
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3.1 Thur River hydrogeophysical test site and field
experiment
The crosshole GPR data set was acquired in the Thur valley close to Frauenfeld, Switzer-
land. The Thur valley was initially formed by glaciers during the Pleistocene, which
cut into the older underlying Tertiary bedrock. Today, the valley is filled with lacus-
trine sediments and the central part of the Thur River is 40 m - 45 m wide. On the
south side of the Thur River, an overbank was formed with an approximate width of 130
m. The aquifer comprises a 7 m thick glaciofluvial gravel deposit (Fig. 3.1), which is
embedded between a 3 m thick alluvial loam (silty sands) at the top and low permeabil-
ity clay aquitard (lacustrine sediments) below 10 m depth (Cirpka et al., 2007). Within
the framework of the RECORD project (www.cces.ethz.ch/projects/nature/Record), four
11.4 cm diameter monitoring wells were installed in 2007 close to the Thur River shown
in Figure 3.2, where measurements of crosshole GPR, ERT and seismic data have been
performed (Doetsch et al., 2010a,b). We consider in this chapter only the crosshole GPR
data of the saturated aquifer acquired along the south-west plane of the six planes inter-
preted by Doetsch et al. (2010a,b).
3 m
10 m
gravel
alluvial loam
lacustrine sediments (low permeable clays)5 m
water table River Thur
Borehole south Borehole west
survey area
Figure 3.1: Simplified geological representation of the experimental area, showing a three-
layer structure: alluvial loam, gravel, lacustrine (clay) sediments (from top to bottom);
with boreholes close to the Thur River. The water table is approximately at 4.2 m depth.
The purple box indicated the area of interest for the inversions.
A limited number of transmitter positions were used during the data acquisition to
minimize acquisition time. To ensure that enough information is captured to reliably in-
vert the data, a much larger number of receiver positions were occupied. The disadvantage
of this approach is that ray coverage close to the transmitter borehole is relatively low (see
Fig. 3.3a). This is overcome by using a semi-reciprocal transmitter-receiver setup shown in
Figure 3.3b, in which transmitter and receiver boreholes are interchanged. The combina-
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B2
B3 C3
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5m
5m
7m
Thur River
Figure 3.2: Picture of the setup of the four installed 11.4 cm boreholes during the drilling
process (Picture provided by Joseph Doetsch). The white arrow indicated the direction
of the Thur River.
tion of both data sets results in adequate ray-coverage over the entire domain (Fig. 3.3c).
In addition, this setup also reduces next to the acquisition time the computational costs,
due to the parallelized full-waveform inversion code, where for each transmitter position
one CPU is necessary (see Eq. 2.24). Appendix A (Oberro¨hrmann et al., 2013) demon-
strated that our employed semi-reciprocal setup gives the best compromise between res-
olution and computational cost out of a few tested configurations. Thereby, a resolution
analysis was applied to the full-waveform inversion results for different transmitter-receiver
configurations for experimental data. Next to our employed setup, two one-sided setups
were tested with a sampling of 0.1 m for the receivers and a sampling for the transmitters
of either 0.1 m or 0.5 m.
For the GPR measurements, a RAMAC Ground Vision system of Mal˚aGeoscience
with 250 MHz antennas was employed. For the purpose of characterizing the aquifer
between 4 m - 10 m depth, we used 12 transmitter positions at a vertical sample interval
of 0.5 m in the south borehole and 59 receiver positions at 0.1 m spacing in the west
borehole (SW setup). We then exchanged the receiver and transmitter borehole and
repeated the acquisition with 12 transmitter and 57 receiver positions in the west and
south borehole, respectively (WS-setup, see also Fig. 3.3). Figure 3.4a the recording
configuration in which the blue crosses represent transmitter positions and the white
circles receiver positions. Consequently, we obtained dense ray coverage between the
5 m separated boreholes over the depth range 4.2 m - 10 m below the water table (at
approximately 4.2 m depth) and at the same time optimize the acquisition time and
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a) SW - setup b) WS - setup c) SW-WS setup
Transmitter
Receiver
z
x
S S SW W W
Figure 3.3: Schematic of the measurement setup employed that requires significantly
less transmitter than receiver position, but has low ray-coverage in the transmitter bore-
hole. Semi-reciprocal measurements, in which transmitter and receiver boreholes are
interchanged, are indicated in a) and b). The combination of these measurements, shown
in c), improves the ray-coverage compared to the individual setups.
computer resources needed for the inversion. Due to the measurement setup, the receiver
records rays up to an angle of approximately 50◦. The zone above the water table is
neither included in the measurements nor in the inversion volume, so any recorded signals
that have refracted/reflected from this horizon are not accommodated in the forward
modeling and inversion.
3.2 Initial model estimation using the ray-based in-
version scheme
The first step in the processing sequence consists of picking the first-arrival travel times
and the first-cycle amplitudes of the measured data. The ray-based inversion is performed
by minimizing the misfit between the picked travel times and the first-cycle amplitudes
of the measured and calculated data for a given fixed model regularization that includes
both damping and smoothness constraints (Holliger et al., 2001; Maurer & Musil, 2004).
The obtained velocity and attenuation tomograms are transformed into permittivity and
conductivity images (Figs 3.4a and b). Both permittivity and conductivity images reveal
roughly three zones. A zone of higher permittivity and higher electrical conductivity is ob-
tained in the top 4 m - 5.5 m, followed by lower permittivity and lower conductivity values
between 5.5 m - 8 m. The bottom part exhibits intermediate values for both parameters.
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Neglecting the critically refracted waves results in a low ray density in the uppermost
part of the tomographic plane. In addition, the high permittivities (low velocities) cause
most of the rays to avoid the upper part (Fig. 3.4c). Therefore, small-scale features
found within this zone should be viewed with caution and not be over-interpreted. Other
geophysical studies confirmed 3 layers in the saturated aquifer system (Doetsch et al.,
2010a,b; Diem et al., 2010; Coscia et al., 2011). A first layer between 4 m - 6 m depth
indicated low velocities and resistivities, a second layer between 6 m - 8 m showed high
velocities and high resistivities, and a third layer below 8 m showed intermediate values
for both parameters (Doetsch et al., 2010b; Coscia et al., 2011).
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Figure 3.4: Ray-based inversion results that are used as the initial model for the full-
waveform inversion. a) The distribution of permittivity and b) conductivity; transmitter
and receiver positions are indicated with crosses and circles, respectively. c) The ray-
coverage based on the travel time inversion.
3.3 Source wavelet estimation
Before the source wavelet estimation can be performed, it is necessary to apply a 3D
to 2D conversion to transform the 3D field data to make them comparable with the 2D
modeling data, i.e., synthetic traces (Ernst et al., 2007b) using Equation (2.17). These
transformed data are then used in all the following processing steps, as well as in the
full-waveform inversion.
3.3.1 Initial source wavelet estimation
Following the scheme outlined in Figure 2.2 Part A, the traces of one upper and one
lower neighboring receivers of the zero-offset profile data are averaged to reduce the noise.
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Then the similarity of these waveforms obtained for each transmitter is investigated using
a cross-correlation procedure for the obtained waves. Waveforms having relative cross-
correlation values below 0.8, which indicate significant differences, are discarded. Wave-
forms of SW-transmitters 1, 2 and 12 and WS-transmitters 13, 14, 23 and 24 are excluded.
In the next step, all traces are aligned to the largest pulse minimum, which results in
a better alignment than using the largest maximum of the pulses as used by Ernst et al.
(2007b) and integrated (see also Fig. 2.2). A band-pass filter is applied in the frequency
domain to remove frequencies below 40 MHz and above 150 MHz. The tapered and
normalized initial wavelet is plotted in blue in Figure 3.5. Note, that only the shape is
estimated and the amplitude scale is not considered.
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Figure 3.5: Wavelets for different processing steps: the initial wavelet that is normalized
to the maximum amplitude of the first corrected wavelet (blue), first corrected wavelet
(red) and the second corrected wavelet (green).
The initial source wavelet is employed for modeling the radargrams using the εr and σ
distributions obtained from the ray-based inversion. In Figure 3.6, the experimental data
for the SW-setup are compared with the modeled data. The amplitudes for each trace
are normalized to the maximum to enable a better comparison of the shape of the data.
Negative and positive amplitudes are indicated by the blue and red color in the image,
respectively. The images show a similar trend for both data sets. However, a time shift
of about 3 ns is apparent, especially in Figures 3.7a - c, where the observed and modeled
data are compared in more detail. Normalized wiggle plots are shown for the selected
transmitter positions 2, 7 and 11, respectively, of the SW-setup with their respective
receivers. The red and blue traces show the observed and modeled traces, respectively.
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Only traces containing waves that mainly traveled horizontal paths show a good fit with
the modeled data (green ellipses). High-angle data contain significant time shifts and
transmitters close to the water table have a significant misfit, which is probably due to
reflections being present in the top 20 traces from transmitters 2 and 7. Similar results
are obtained for the WS-setup.
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Figure 3.6: Comparison after one forward modeling run of the observed a) and modeled
b) data for the SW-setup (amplitudes normalized to their maximum). The numbers
indicate the transmitter positions. Wiggle trace plots for observed and modeled data for
transmitters 2, 7 and 11 are shown in Figures 3.7a - c, respectively.
3.3.2 Source wavelet correction and refinement
In the next step, the source wavelet is corrected according to Figure 2.2, Part B. In contrast
to the initial source wavelet estimation, where only horizontal rays were considered, we
now use all traces to estimate the corrected wavelet. The amplitude and phase spectra
of the wavelets are shown in Figures 3.8a and b, respectively. The blue, red and dashed
black lines show the initial wavelet, the wavelet after the deconvolution and the final
corrected wavelet, respectively. The corner frequencies of the band-pass filter applied
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Figure 3.7: Comparison of normalized observed (red) and modeled (blue) traces after the
first forward modeling run using the ray-based inversions results for transmitter gathers
a) 2, b) 7 and c) 11. The green ellipses indicate the areas of best fit between the traces.
The arrows at trace number a) 4, b) 29 and c) 51 indicate transmitters 2, 7 and 11,
respectively.
during preprocessing are shown by vertical dotted green lines. Within the band-pass
there is a good match of the amplitude spectrum (Fig. 3.8a), whereas the phase spectrum
still shows a significant shift. The resulting wavelet, marked as the red graph in Figure 3.5,
shows a compensation of the earlier observed time shift between the observed and modeled
data in Figures 3.6 and 3.7. This shift probably arises because the first estimation of the
wavelet is based on a limited number of averaged direct waves over the entire depth scale
and only the general form is obtained. Note, that the amplitude of the corrected wavelet
is now also determined, whereas the initial wavelet (blue line in Fig. 3.5) is normalized
to the maximum of the first corrected wavelet to allow a comparison of the shape with
the corrected wavelet (corrected wavelet amplitude is about 1/25 of the initial wavelet
amplitude).
To investigate and refine the phase shift and amplitude, one more correction of the
source wavelet is applied using the same steps and parameters (green wavelet in Fig. 3.5).
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Figure 3.8: a) Amplitude and b) phase spectra of the initial source wavelet (blue), the
estimated wavelet (red) and the frequency filtered wavelet (dashed black). A band-pass
frequency filter is applied, having corner frequencies indicated by the green dotted lines.
The wavelet did not change much and is found to be stable, suggesting that the shape
and the amplitude are properly obtained. Figure 3.9 shows a comparison of the observed
and modeled data for the same transmitter positions as in Figure 3.7. Note, that non
normalization is applied and the true amplitudes are shown. It is obvious that the data
fit improves and that both data sets are more comparable. The observed and modeled
traces now have the same first-arrival times and the amplitudes for the traces correspond
better when the transmitter and receiver positions are aligned sub-horizontally (see green
ellipses). The time shift of 3 ns that was observed after the first forward modeling is
absent. However, with increasing angle from the transmitter, the fit to the observed
amplitudes becomes progressively worse. Note, that during the source wavelet estimation
procedure it is checked that the modeled data based on the starting models, matches
the observed data within half the dominate pulse otherwise the inversion will proceed to
update in the wrong direction.
3.4 Full-waveform inversion
3.4.1 Permittivity and conductivity results
The full-waveform inversion (Fig. 2.1 Part III) starts by computing a modeled wave field
using the ray-based results, shown for the permittivity in Figure 3.10a (iteration 0) using
the travel time inversion. Figures 3.10b - d show the permittivity tomograms obtained
for iterations 10, 20 and 35, respectively. In the upper two meters the image changes
between iteration 0 and 20 and regions with a higher permittivity become visible. Also,
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Figure 3.9: Comparison of true amplitude observed (red) and modeled (blue) traces after
the second forward modeling run for the measurements of the transmitter positions a) 2,
b) 7 and c) 11. The green ellipses indicate where the best fit is between the traces.
over the depth range 5.5 m - 10 m more structures and layering become evident. After
iteration 20, the tomograms remain relatively constant until the final solution (iteration
35) in Figure 3.10d. The final permittivity image shows much more details than the
travel time inversion result. The aquifer area between depths of 4 m - 5.5 m contains thin
layers having very high contrasts. Instead of the more or less homogeneous middle layer
obtained from the travel time inversion, the area between 6 m - 7.5 m depth contains
two areas of relatively low permittivity. Below this area four intermediate and two lower
permittivity zones are resolved.
Figure 3.11a shows the initial conductivity model (logarithmic scale) obtained from
the ray-based inversion (iteration 0) using the first-cycle amplitudes. The conductivity
tomograms after iterations 10, 20 and 35 of the full-waveform inversion are shown in
Figures 3.11b - d, respectively. In contrast to the permittivity tomograms, where small-
scale features become visible in the earlier iterations, the conductivity tomograms remain
relatively smooth during the first 20 iterations, whereas finer details only occur for the
later iterations. The reason is that the permittivity inversion model must first converge to
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ensure matching the phases between the modeled and real data. Otherwise, the waveforms
are not time-aligned and the amplitudes cannot be effectively optimized. A kinematic shift
of more than one quarter of a pulse period precludes a satisfactory dynamic inversion. The
final conductivity tomogram shows much more detail than the ray-based model (iteration
0). A very pronounced higher conductivity zone is imaged at a depth below 9.5 m (black
dashed line in Fig. 3.11d), indicating the boundary of the underlying lacustrine sediments.
In contrast, the ray-based methods were not able to detect this lower boundary (Fig.
3.11a).
Generally, the permittivity and conductivity images of the gravel aquifer show a much
higher resolution compared to the ray-based inversion between 5.5 m - 10 depth. Thin
horizontal layers are imaged for the upper part between 4 m - 5.5 m depth of the aquifer
having strongly alternating permittivities and conductivities which need to be further in-
vestigated. Therefore, Figure 3.12 shows the smoothed gradient∇Cε and∇Cσ (Eq. 2.24)
for the final permittivity and conductivity results after 35 iterations, respectively. Between
5 m - 6 m depth in both cases a remaining gradient can be observed, which is a indicator
that not all the data are perfectly fitted.
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Figure 3.10: Relative permittivity tomograms for different iteration steps from a) initial
model of the full-waveform inversion obtained from the ray-based inversion, b), c) and d)
show the models obtained at iterations 10, 20 and 35, respectively.
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Figure 3.11: Conductivity tomograms for different iteration steps from a) initial model of
the full-waveform inversion obtained from the ray-based inversion, b), c) and d) show the
models obtained at iterations 10, 20 and 35, respectively. Note the logarithmic scale for
the conductivity image.
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Figure 3.12: Smoothed gradient for a) permittivity and b) conductivity after 35 iterations.
The RMS misfit between observed and predicted traces for all iterations is shown
in Figure 3.13. The vertical axis is normalized such that the RMS of the initial model
(obtained with the ray-based inversion) is equal to 1.0. The convergence criterion of less
than 1% change in the misfit between iterations is achieved after 35 iterations.
3.4.2 Comparison between observed and modeled traces
Figure 3.14 compares the observed traces (red) for transmitter positions 2, 7 and 11 at
iteration 35 with the modeled traces (blue) with the true amplitudes. For transmitters
7 and 11 (Figs 3.14b, c), the simulated amplitudes and phases fit the measured data
remarkably well. Therefore, we expect that the tomogram details below 6 m depth rep-
resent reality rather well. By comparing Figures 3.7, 3.9 and 3.14 it is obvious that the
fit between the observed and modeled data becomes significantly better after wavelet es-
timation and especially after the full-waveform inversion. The green ellipses indicate the
areas with the best fit. All these results indicate that the simultaneous full-waveform
inversion of both permittivity and conductivity performs well.
The agreement for transmitter 2 (Fig. 3.14a) is less convincing. Note, that transmit-
ter 2 is located in the upper region close to the water table (see arrow in Fig. 3.14a)
and was excluded from the source wavelet estimation. On the basis of the poor match of
the observed and predicted traces in the upper part of the aquifer (Fig. 3.14a) and also
indicated by a remaining permittivity and conductivity gradient ∇Cε and ∇Cσ, respec-
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Figure 3.13: RMS values as a function of the iteration number for the ray-based inversion
starting model. The RMS is normalized to the ray-based inversion result and after 35
iterations the RMS misfit changes less than 1%. The red circles along the graph indicate
the iteration number for which the permittivity and conductivity results are shown in
Figures 3.10 and 3.11.
tively (see Fig. 3.12), we expect the full-waveform models to be unreliable between 4 m -
6 m depth. A likely explanation for this is the presence of the groundwater table, which
represents a very strong discontinuity in electrical subsurface parameters. The presence of
the water table is indicated by the additional prominent refractions and reflections shown
in the blue ellipse in Figure 3.14 for transmitter 2 in the upper 5 traces (not present in
the modeled data). Instead of discarding the traces containing refracted waves that have
traveled through the unsaturated gravel, as is done in the ray-based inversion (see Fig.
3.4c), we included all traces in the full-waveform inversion. The algorithm tried to fit
these events without taking into account the presence of the unsaturated zone. This leads
to non-linear effects that can cause the inversion to get trapped in local minima. This
probably produces anomalous structures (low and high permittivity and conductivity val-
ues) in the upper 2 m.
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Figure 3.14: Un-normalized true traces after 35 iterations for the measurements of trans-
mitters a) 2, b) 7 and c) 11. A general good agreement of the observed traces (red) and
the simulated traces (blue) is visible. The green ellipses indicate where the fit is best
between the traces, whereas the blue ellipse shows the reflections from the water table
(see text for further discussion).
3.5 Full-waveform inversion using an improved
starting model
To solve the issue of the insufficient results between 4 m - 6 m depth, in the second part of
this Chapter the starting model will be improved by incorporating as a priori information
the unsaturated zone of the aquifer and by updating the starting model close to the water
table. Furthermore, data of transmitter and receiver positions close to the water table
(partly located in the saturated and in the unsaturated domain) that show significant
refractions and reflections will be excluded.
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3.5.1 Improved starting model and data update
Until now, we used the ray-based inversion results as a starting model. After we discarded
traces containing refracted waves that traveled through the unsaturated gravel (two trans-
mitter and four receiver positions were excluded), we obtained still a low ray-coverage close
to the water table. Here, we adapt the ray-based starting model by introducing a homo-
geneous permittivity layer between 4.2 m - 6 m depth and the water table at 4.2 m in the
inversion domain (low permittivity above) shown in Figure 3.15. Forward modeling with
a relative permittivity of 17 for this layer show an overlap of the modeled radar waveforms
with the observed data to within half the dominant pulse period, which is a necessary
condition for convergence (Meles et al., 2011). For conductivity we use a homogeneous
starting model of 9.5 mS/m, which represents the mean for the first-cycle amplitude inver-
sion results. The effective source wavelet is again updated using this new starting model
and after 5 iterations of the full-waveform inversion. Figure 3.16 shows the comparison
with the source wavelet obtained in Chapter 3.3.2. Note the higher amplitude which is
caused by the updated conductivity model after 5 iterations of the inversion (conductivity
mainly influences the amplitude of the data).
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Figure 3.15: Improved starting model for the a) permittivity and b) conductivity. In
the permittivity model the vadose zone above 4.2 m depth is included together with a
homogeneous layer between 4.2 m - 6 m depth. For the conductivity a homogeneous
model is defined with the mean conductivity of the first-cycle amplitude inversion.
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Figure 3.16: Comparison of the effective source wavelet based on the ray-based inver-
sion (green), which is equal to second corrected wavelet in Figure 3.5, and the improved
effective source wavelet (red).
3.5.2 Permittivity and conductivity results
Figure 3.17 shows the permittivity and conductivity tomograms after the stopping crite-
rion is reached at 25 iterations. The root-mean square (RMS) error between the observed
and modeled data is reduced by 55% to 1.81 from its value for the initial model (ray-based
model reduced by 47% to 2.01), thus the inversion converged faster and a further improve-
ment of the RMS is achieved by using the new starting model. Reliable inversion results
for the entire inversion domain are indicated by the absence of a remaining gradient for
permittivity and conductivity, shown in Figure 3.18. For the area below 5.5 m depth sim-
ilar results are obtained for the permittivity and conductivity as shown in Figures 3.10d
and 3.11d where the ray-based starting models were used. The main difference is the
absence of the high permittivity layer above 5 m depth (see Fig. 3.10d). The prominent
high permittivity (low-velocity) layer, that is dipping slightly upward from left to right,
between the black dashed lines (depth range 5.3 m - 6.1 m), was also indicated in the
previous results, but was not considered reliably due to presents of the artefact above and
the remaining gradient for this area.
3.5.3 Comparison of the modeled and measured data
In the entire inversion domain a remarkably good fit between the measured and modeled
data is obtained. Figure 3.19 compares the measured electric field (radargrams) and the
synthetically calculated electric field for the final inversion model, for transmitter T3
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Figure 3.17: a) Permittivity and b) conductivity results of the full-waveform inversion
after 25 iterations. Note the logarithmic scale for the conductivity image. Transmitter
and receiver positions are indicated by circles and crosses, respectively, along the vertical
edges. The black dashed lines indicate the boundaries of the high permittivity/ low-
velocity region. Observed and modeled data for the red marked transmitters T3 and T7
are shown in Figure 3.19.
in the high permittivity zone (low velocity), and transmitter T7 below this zone. The
circles indicate the position of the transmitters, and the black dashed lines at 5.3 and
6.1 m indicate the upper and lower boundaries of the high permittivity zone (see also
Fig. 3.17a). In general, the modeled data are very similar to the measured data in shape
and amplitude, which indicates a reliable inversion. The measured and modeled data
for transmitter T3 (Figs 3.19a and b) show very similar elongated wave trains and high
amplitudes at later arrivals over the depth range of the high permittivity/ low velocity
zone. For the transmitter outside the waveguide T7 (see Figs 3.19d and e), the measured
and modeled waveforms have similar shape and amplitude at all receiver depths.
Figures 3.19c and f show the trace energy spectra for T3 and T7 (note the loga-
rithmic scale), respectively. In Figure 3.19c the highest amplitudes are observed within
the waveguide and shows a maximum at receiver R13, which lies where the waveguide
approaches the receiver borehole and the velocity has a minimum (see Fig. 3.17a). In
contrast, the receivers located above 5.3 m and below 6.1 m show significantly reduced
amplitudes (at least one order of magnitude) and shorter wave trains. The high ampli-
tudes and elongated wave trains are caused by total reflection of the waves emitted by
T3 at the upper and lower interfaces of the waveguide. The EM energy is essentially
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Figure 3.18: Smoothed gradient for a) permittivity and b) conductivity after 25 iterations.
trapped within the waveguide by total internal reflection (beyond the critical angle) at
the upper and lower boundaries (van der Kruk et al., 2006). The multiple reflections in-
terfere constructively to produce high amplitude signals with less geometrical spreading
than for receivers (and transmitters) outside the waveguide. For the trace energy spectra
of transmitter T7 (outside the guide) the energy is equally distributed, except for receiver
R13 (inside the guide), where a pronounced reduction in amplitude (Fig. 3.19f), corre-
sponding to the phase change observed in Figures 3.19d and e is visible. The solid, dark
green lines in Figures 3.19a and d indicate the picks of the first-arrival times. The light
yellow amplitudes to their immediate right indicate the first-cycle amplitudes that were
used in the ray-based inversion. These first-cycle amplitudes do not represent the energy
content for the entire trace because later parts of the wave train have large amplitudes
which are ignored by ray-based methods. In comparison, full-waveform inversion uses all
information and resolves the thin waveguide layer that produced the diagnostically large
later arrivals.
We also perform forward modeling using the εr and σ inversion results of Figure
3.17. Snapshots of the wave field at time t = 64 ns are given in Figures 3.20a and b for
transmitters T3 and T7, respectively. Figure 3.20a shows that (1) most of the radiated
energy is trapped within the waveguide zone indicated by the black dashed lines; (2)
an elongated wave train is present due to multiple internal reflections (see characteristic
ray-path in Fig. 3.20a); and (3) only waves with small amplitude can be observed outside
the waveguide. Figure 3.20b shows that the wavefronts emanating from transmitter T7
have a more uniform amplitude distribution over almost the entire depth range and the
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Figure 3.19: a) Measured and b) modeled data of transmitter T3 for all receiver depths and
c) corresponding energy plots of the measured and modeled data shown in red and blue,
respectively. d) Measured and e) modeled data of transmitter T7, and f) corresponding
energy plots. Note, that the same axes are used to enable a quantitative amplitude
comparison. The green lines indicate picked travel times for the light yellow, first-arrival
amplitudes used in the ray-based inversion.
waveforms is closer to spherical.
Figure 3.20b illustrates that, at a depth of∼5.5 m (i.e., within the waveguide range), an
anomalous decrease in amplitude and a clear change in wave characteristics occurs, which
is consistent with the minimum amplitude observed in Figure 3.19f. The waves emitted
by transmitter T7 enter the waveguide layer and refract toward the vertical due to the
decrease in velocity within the waveguide. Subsequently, they bend away from the vertical
when leaving the waveguide at the other side (see characteristic ray-path in Fig. 3.20b).
Due to the bending toward the vertical, the waves on opposite sides of the waveguide
clearly shift in travel time. Because of interference, a phase change occurs which coincides
with the amplitude minimum. This notch, or reduced amplitude, occurs at the depth of
receiver R13 (Fig. 3.19f). The modeled data sets show a minimum in receiver amplitude
for transmitters close to the waveguide at a depth of approximately 5.8 m, which moves
toward 5.3 m for transmitters at greater depths. Consequently, our full-waveform inversion
returns sub-wavelength resolution images of aquifer heterogeneities including the low-
velocity waveguide. The thin low-velocity layer is caused by high porosity and water rather
than high clay content. This layer was confirmed by flow meter and slug tests that detected
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Figure 3.20: Forward modeled snapshots of the electrical field distribution at 64 ns for
transmitters a) T3 and b) T7, respectively, using the full-waveform inversion results shown
in Figure 3.17. Transmitter positions are indicated by red circles. Inset of a) shows the
effective source wavelet determined from the measured data that we used in all the forward
modelings.
a high hydraulic conductivity layer between 5.2 and 6.7 m (Diem et al. (2010), S. Diem,
personal communication, 2011). Moreover, a detailed ERT time lapse study indicated a
preferential flow path within the aquifer (Coscia et al., 2012). Although the conductivities
within the waveguide layer are low, they cannot be quantitatively interpreted because the
3D to 2D conversion only corrects the amplitude for the first-arrivals and not for the late
arrivals, such as the elongated wave trains that indicate the waveguide.
3.6 Conclusions
Full-waveform inversion uses all phase and amplitude information contained in the mea-
sured data and is able to image complicated structures within sub-wavelength resolution.
Here, the crosshole full-waveform inversion was applied by using an optimized acquisi-
tion setup and was able to image high resolution images between two boreholes for the
entire saturated domain including the area close to the water table and high contrast
layers. Due to the adapted acquisition setup of using less transmitters then receivers,
the computational cost of the full-waveform inversion were acceptable and showed still a
high resolution. After incorporating the vadose zone in the starting model, the improved
inversion results revealed a low-velocity waveguide (high permittivity) between 5 m - 6 m
depth. Comparison of measured data with synthetic data modeled using the inversion
results as input showed that the shape and amplitude were very similar, including the
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elongated wave trains and high amplitudes at late arrivals caused by the waveguide. The
good fit and the reduced gradient for the final permittivity and conductivity models indi-
cate reliable inversion results. Low-velocity waveguides may correspond with preferential
and more permeable flow paths within an aquifer and we showed that the full-waveform
inversion is able to characterize such layers. We observed for transmitter traverses in
the waveguide, high-amplitude elongated wave trains would be sensed by receivers strad-
dling the depth range of the waveguide, and have energy one to two orders of magnitude
higher than that recorded outside the waveguide. When the transmitter is located above
or below the low velocity channel (high permittivity), intermediate amplitudes are mea-
sured on most receivers. An additional waveguide indicator is the significantly diminished
amplitude detected on receivers located within the waveguide for a transmitter outside.
Therefore, high-contrast layers can be observed which cannot be reached by surface GPR
measurements. Using lower frequency antennas, these high contrast layers could probably
be observed over larger distances. Nevertheless, more research is needed to quantify the
uncertainty of the obtained results.
We demonstrated that a good starting model and effective source wavelet are necessary
to accurately resolve permittivity and conductivity distributions. Additional constraints
on the starting model are usually required for the region close to the water table due to the
presence of reflected waves caused by the water table and the high contrast to the overly-
ing unsaturated zone. Our analyses further showed that estimation of the source wavelet
is critical and should also be carried out after several iterations of the full-waveform in-
version. A possible improvement could be the estimation of an effective source wavelet for
different areas, where the medium parameters and the corresponding dielectric coupling
are different (Tronicke & Holliger, 2004). To reliably image also data which are highly
influenced by the water table and by the high contrast to the unsaturated domain above
(in the second part of this Chapter two transmitter positions were excluded), it is neces-
sary to jointly invert the saturated and unsaturated aquifer. Appendix B introduces such
a combined full-waveform inversion of the saturated and unsaturated aquifer. Thereby,
four effective source wavelets during the full-waveform inversion are necessary. Another
factor that might also influence the results in the upper part of the aquifer is the 3D to
2D conversion, which is only valid for far-field conditions. Here, the minimum distance
between transmitter and receiver is seven wavelengths and publications (Streich, 2007a)
indicate that the far-field assumption may be thus not valid. The use of a 2.5D forward
modeling program (e.g., Zhou & Greenhalgh (1998a,b) might solve this problem.
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Chapter 4
3-D characterization of
high-permeability zones in a gravel
aquifer using 2-D crosshole GPR
full-waveform inversion and
waveguide detection 1
In this Chapter, we determine the lateral extent of the low-velocity waveguide, which we
observed in Chapter 3, using a pseudo-3-D full-waveform inversion of six crosshole GPR
cross-sections within a square configuration of four boreholes. For each cross-section,
we use a 2-D full-waveform inversion, and the inversion results are visualized in 3-D to
characterize the aquifer geometry and the extensions of the low-velocity waveguides. A
novel amplitude analysis is introduced to delimit wave-guiding structures by exploring
the maxima and minima positions of the trace energy distributions of the measured data,
which indicate the existence of wave-guiding structures. Using these positions, we are able
to detect fast and efficient continuous waveguides and their boundaries without apply-
ing any inversion or detailed processing (necessary for full-waveform inversion). Finally,
we compare the full-waveform inversion results with porosities inferred from Neutron-
Neutron data and permeability logs based on EM flowmeter data acquired in the same
boreholes, and show that the low-velocity waveguides are zones of high porosity and high
permeability.
1adapted from Klotzsche, A., van der Kruk, J., Linde, N., Doetsch, J. and Vereecken, H., 2013,
Geophysical Journal International, doi: 10.1093/gji/ggt275.
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4.1 Thur River test site and 3D acquisition setup
The test site is located in northeastern Switzerland close to the Thur River. Previous
studies (Cirpka et al., 2007; Diem et al., 2010; Doetsch et al., 2010a,b; Klotzsche et al.,
2010; Coscia et al., 2011, 2012; Klotzsche et al., 2012) indicated an aquifer comprising
a 7-m-thick highly permeable glaciofluvial gravel deposit, embedded between overlying
alluvial loam, with a thickness of 3 m, and underlying low-permeable lacustrine sediments
at a depth 10 m. The test site (Fig. 4.1a) consists of 18 boreholes that were slotted over
the thickness of the aquifer. (Coscia et al., 2012) indicated zones of preferential flow in
the shallow-to-intermediate zone of the aquifer using ERT time-lapse experiments.
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Figure 4.1: a) Overview of the Widen test site with the borehole locations (modified from
Coscia et al. (2012)). The four black boreholes were used for the full-waveform inversion.
(b) Schematic setup of the four boreholes used for the full-waveform inversion within the
geological sequence. The aquifer comprised a 7-m-thick gravel layer embedded between
alluvial loam in the top 3m and underlying low permeable lacustrine sediments. The
groundwater table was at a depth of approximately 4.2 m.
Using four boreholes arranged in a square, (see black circles in Figs 4.1a and b), a
zonation based on joint inversion of crosshole GPR, seismics and ERT data was performed
revealing that the aquifer can be divided into three main lithological zones, where the
middle layer is characterized by a significantly lower porosity Doetsch et al. (2010a). In
Chapter 3 we studied the acquisition plane between B3 and C3 using GPR full-waveform
inversion and imaged a low-velocity waveguide at a depth of 5.3 m - 6.1 m, which was not
imaged using other geophysical techniques. Here, we characterized the waveguide zone at
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a depth of 5 m - 6 m in 3D, and performed tomographic crosshole experiments using all
six possible borehole combinations between the four boreholes followed by a comparison
with independent geophysical logging data.
The GPR measurements were acquired using fiber optic cables and RAMAC 250 MHz
dipole antennas, except for the cross-section B3 - C2, where 100 MHz antennas were
employed due to battery problems. We chose the same depth notation as Doetsch et al.
(2010a,b), with the zero level being the top of the casing of borehole C2. The same semi-
reciprocal setup was applied as in Chapter 3 by using low number of transmitter positions
with a spacing of 0.5 m and a dense spatial sampling of the receiver positions with 0.1 m
below the groundwater table (approximately at 4.2 m depth). About 9 - 11 transmitters
and 55 - 60 receivers were used for both semi-reciprocal measurements in every plane.The
specific employed numbers of transmitters (TRN) and receivers (REC) for each plane are
shown in Table 4.1.
Table 4.1: Employed number of transmitter and receiver positions for each of the mea-
sured GPR planes, whereas the second number indicates the reciprocal measurements.
Borehole plane B3-C3 C2-C3 B2-C2 B2-B3 B2-C3 B3-C2
Transmitter 11-11 11-11 11-11 11-11 9-10 10-11
Receiver 57-57 56-57 57-58 56-57 54-54 62-53
4.2 Full-waveform inversion results of the Thur River
aquifer
Similar to Chapter 3 firstly, the crosshole GPR data were pre-processed by applying a
time-zero correction and a band-pass filter to remove the noise outside the source spec-
trum. Secondly, ray-based inversions using curved rays were applied to obtain starting
models. The first-arrival travel-time inversion results based on the data of Doetsch et al.
(2010a) were used as r starting models, as shown in Figure 4.2. The ray-based tomo-
graphic inversion models were a smooth representation of the stratigraphy, and generally
three zones were observed with a low r layer embedded between two intermediate εr layers.
To account for the strong contrast between the unsaturated and saturated zones, which
was not resolved by the travel-time inversion, the vadose zone above 4.2 m was attributed
a relative permittivity of εr = 5, and a homogenous layer was introduced at a depth of
4.2 m - 5.5 m with εr = 17. For these values, the first-arrival times of the modeled and
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measured data showed an overlap of at least half a wavelength. For σ, we used a homoge-
neous starting model with 9.5 mS/m, representing the mean of the first-cycle amplitude
inversion results.
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Figure 4.2: Relative permittivity results of the travel time inversion for different viewing
angles. See Figure 4.1 for the borehole notation. These results serve as starting models for
the full-waveform inversion. The vadose zone is included with a low permittivity εr = 5
above 4.2 m depth.
Using the obtained starting models for each of the six cross-sections, an initial source
wavelet for each cross-section was estimated by averaging the normalized horizontally
traveling pulses from each transmitter. Next, effective wavelets were calculated by ap-
plying the deconvolution approach (Figs 4.3a and b). A similar shape and amplitude of
the wavelet was observed for all cross-sections where the 250 MHz antennae were used,
whereas the diagonal plane C3 - B2 had slightly higher amplitudes. In Figure 4.3c, the
normalized amplitude profiles for each of the six cross-sections are plotted. The center
frequencies and frequency bandwidth for all cross-sections with the 250 MHz antennas
were very similar, as expected from the results presented in Figure 4.3a. Note, that the
effective center frequency is significantly lower than the nominal center frequency, due
to the fact that the antennas are electrically longer in high-permittivity media and emit
lower frequencies than when they are placed in air. Similar wavelets were observed for all
angles, which indicates that our numerical approach to model the antennas as infinitesi-
mal dipoles is suitable. In the modeling, the dipole antennas were present at the position
of the feed gap of the true antennas. When transmitter-receiver combinations are used
with larger angles, differences in the wavelets might occur, and the finite length of the
antennas must be included. Antennae with finite length can be implemented in the FDTD
code using the approach of (Arcone, 1995), and (Streich & van der Kruk, 2007).
The full-waveform inversion results for εr (Fig. 4.4) show higher resolution images
than the travel-time inversion results (Fig. 4.2). The high εr zone at a depth of 5 m -
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Figure 4.3: a) and b) show the estimated effective source wavelets for the planes where
the 250 MHz antenna or the 100 MHz antenna were used, respectively. Each color in this
Figure represents a different plane. In c) the corresponding normalized amplitude spectra
are shown for the six different source wavelets. Note the similar shape, amplitude and
center frequency for the planes measured with the 250 MHz antennas in blue, red, green
and cyan.
6 m for plane B3 - C3, which was inferred in Chapter 3, can be identified in all other
cross-sections. Another high εr layer was observed at a depth of 7.5 m - 9 m, for example,
in planes C2 - C3 and C3 - B3. We obtained similar results for all of the 2D tomograms
at the borehole locations, and at the intersection of the diagonals. Only the upper parts
of the diagonal sections show less similarity at the intersection. The corresponding 3D
σ images from the full-waveform inversion show in all tomograms clearly the underlying
lacustrine sediments (elevated clay content) indicated by high-conductivity values below
a depth of 9.5 m (Fig. 4.5). These inversion results were achieved without a priori
information. In contrast, 3D ERT inversion required constraints on the actual boundaries
to obtain models in agreement with the geological logs (Coscia et al., 2011). Although
late-arrival amplitudes caused by the high r zone are not correctly processed using the
3-D-to-2-D conversion, the intermediate conductivities obtained at a depth of 5 m - 6 m
indicate a change in the porosity rather than a change in the clay content as the cause of
the increase in εr.
For all of the acquisition planes, a good agreement was obtained between the measured
and full-waveform modeled data in terms of shape and amplitude of the waveforms, as
shown in Figures 4.6a, b and c for plane B3 - C3 (transmitter located in borehole C3).
The ray-based modeled data (Fig. 4.6b) show only a good match of the first-arrival
times, but the fit for later-arrivals times and amplitudes is less satisfactory. In contrast,
the full-waveform inversion data (Fig. 4.6c) show an excellent fit of amplitude and phase,
including small nuances in the radargrams, which indicates that the full-waveform inverted
model well explains the measured data. Similar to previous experiences with field data
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Figure 4.4: Permittivity results of the full-waveform inversion for different viewing angles.
See Figure 4.1 for the borehole notation. The vadose zone is included in the inversion
above 4.2 m depth. The black lines indicate the high permittivity zone between 5 m -
6 m depth.
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Figure 4.5: Conductivity results of the full-waveform inversion for different viewing angles.
See Figure 4.1 for the borehole notation. The vadose zone is included for the inversion
above 4.2 m depth.
(Ernst et al., 2007b; Klotzsche et al., 2012; Oberro¨hrmann et al., 2013), the root-mean-
square (RMS) error between the measured and modeled data for each tomogram was
reduced by at least 50 % compared to the ray-based inversion starting model.
To test the consistency between inversion results, we calculated correlation coefficients
(R) at the intersections of cross-sections at borehole locations and the crossing of the diag-
onal planes at P11, for permittivity and conductivity (Table 4.2). For the calculation, we
used the mean of two inversion cells next to the borehole. A high meanR2 value of 0.88 was
obtained for permittivity, whereas the mean R2 value for conductivity was lower at 0.25
indicating that the conductivity values are less reliable. To improve the accuracy of con-
ductive values more transmitter and receiver position could be used (Oberro¨hrmann et al.,
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Figure 4.6: a) Measured, b) ray-based modelled and c) full-waveform modelled data for
section B3 - C3 (transmitter in C3). The transmitter positions are indicated by T1 until
T11, whereas T1 is located close to the water table and T11 at the bottom of the aquifer.
2013) or a combined wavelet and conductivity updating could be implemented (similar
to Busch et al. (2012)). A total of 23 CPUs (for each transmitter and one master) were
needed for the full-waveform inversion and an entire inversion took approximately 30 min
using an MPI parallelized code on the JUROPA cluster at Forschungszentrum Ju¨lich.
Improved and more consistent conductivity results could possibly be obtained if cross-
sections were inverted together, such that the estimated permittivities and conductivities
at intersections are enforced as sometimes done in 2D ray-based inversions (Musil et al.,
2006; Dafflon et al., 2011b).
4.3 Waveguide detection through amplitude analysis
Similarly to Klotzsche et al. (2012) and Strobach et al. (2012), we consistently observe
for transmitters located within waveguide zones late-arrival and high-amplitude elongated
wave trains for receivers straddling the high-contrast layer. An example is transmitter T2
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Table 4.2: Correlations coefficient R2 for the full-waveform inversion permittivity and
conductivity results at the boreholes. The mean value of the R2 for the permittivity and
conductivity planes is 0.88 and 0.26, respectively.
Borehole Planes R2(ε) R2(σ)
B3-C3 B2-C3 0.90 0.17
B3 B3-C3 B3-C2 0.87 0.32
B2-B3 B3-C2 0.96 0.29
B3-C3 C3-C2 0.75 0.16
C3 B3-C3 C3-B2 0.87 0.42
C3-C2 C3-B2 0.85 0.18
C3-C2 C2-B2 0.81 0.21
C2 C3-C2 B3-C2 0.90 0.19
C2-B2 B3-C2 0.92 0.53
C2-B2 B2-B3 0.87 0.29
B2 C2-B2 C3-B2 0.92 0.18
B2-B3 C3-B2 0.92 0.09
P11 B2-C3 B3-C2 0.84 0.24
of cross-section B3 - C3 (transmitter located in B3), where the wave trains are formed
by internal multiple reflections beyond the critical angle, which interfere constructively
to produce high-amplitude data and trap the energy within this low-velocity zone (see
Fig. 4.7a). The corresponding modeled radargram for T2, as obtained from the final
full-waveform inversion models, show a good agreement for the guided wave arrivals (Fig.
4.7a and b). The black lines indicate the position of the waveguide as detected by the
full-waveform inversion. Similar high-amplitude elongated wave trains can be observed
in the measured and modeled data for transmitter T3 in the cross-section B3 - C3 (not
shown).
Elongated wave trains, as observed in measured data of T3 (Fig. 4.7a), show a distinct
maximum peak in the trace energy distribution (summation of the squared amplitude) ,
and the energy for such traces is one to two orders of magnitude higher than the recorded
trace outside the waveguide layer, as shown in Figure 4.7c for the trace energy profiles
of T2 and T3. For transmitters located outside the waveguide (e.g. Figs 4.7d and e)
such as transmitter T7 of cross-section B3 - C3, intermediate amplitudes were observed
for most of the receivers. However, receivers positioned within the waveguide showed
significantly diminished amplitudes. This behavior is visible in the trace energy profile
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Figure 4.7: a) and b) image plots of the measured and modelled data of transmitter 2 in
cross-section B3 - C3, respectively. Transmitter 2 is taken as an example of a transmitter
located within the waveguide structure observed in Figure 4.4. The red circle indicates
the depth of the transmitter located in B3. c) Corresponding trace energy profiles for
all transmitters of the measured data located in the waveguide. The thick blue line
indicates the profile corresponding to the image plot in (a). The red crosses indicate the
position of the energy maximum. d) and e) image plots of the measured and modelled
data of transmitter 7, respectively. Transmitter 7 is taken as an example of a transmitter
located outside the waveguide structure. f) Corresponding trace energy profiles for all
transmitters of the measured data located outside the waveguide. The thick orange graph
indicates the profile corresponding to the image plot in d). The green crosses indicate the
position of the energy minimum within the waveguide.
of transmitter T7 (Fig. 4.7f ), exhibiting a clear minimum at a depth of 5.4 m around
the previously found maxima positions (minima positions should be located close to the
maxima positions). Similar behavior was also observed in all other radargrams where
transmitters were located outside the low-velocity waveguide (Fig. 4.7f). A possible
explanation could be destructive interferences of the electromagnetic head waves from
above and below the waveguide, which cause a minimum in the trace energy.
We also located high-amplitude elongated wave trains and diminished amplitudes for
the other transmitter-receiver combinations, but concentrated on the dominant features
linked to the high-permittivity zone at a depth of 5 m - 6 m, which is present in all planes.
Such clear maxima and minima positions of the trace energies as shown in Figure 4.7 were
not always observed. For example, for the cross-section C3 - C2 and the transmitters
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Figure 4.8: a) and b) image plots of the measured and modelled data of transmitter 14 of
cross-section C3 - C2, respectively. Transmitter 14 is taken as an example of a transmitter
located within the waveguide structure observed in Figure 4.4. The red circle indicates
the depth of the transmitter located in C3. c) Corresponding trace energy profiles for all
transmitters of the measured data located in the waveguide. The red crosses indicate the
position of the energy maximum. d) and e) image plots of the measured and modelled data
of transmitter 19, respectively. Transmitter 19 is taken as an example of a transmitter
located outside the waveguide structure. f) Corresponding trace energy profiles for all
transmitters of the measured data located outside the waveguide. The thick light green
line indicates the profile corresponding to the image plot in d). The green crosses indicated
the position of the energy minimum within the waveguide.
located in C2, only one transmitter showed late-arrival elongated wave train events and
the corresponding distinct maximum in the trace energy (see transmitter T14 in Figs
4.8a - c). Identifying the minima positions for the rest of the transmitters around the
maximum position was also more challenging (as shown in Figures 4.8d - f). The less
distinct minima positions were probably caused by the lateral heterogeneity within the
high-permittivity structure (see also Fig. 4.4b). Further, clear maximum amplitudes were
observed for transmitters at a depth between 7 m and 8 m because of the high-permittivity
range at these depths (see also Fig. 4.4b).
In the next step, the identified maxima and minima positions of the energy profiles of
section B3 - C2 are plotted against receiver depth and compared with the full-waveform
inversion results close to borehole C3 (Figs 4.9a and b). It appears that the minima
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position for increasing depth converges with the upper waveguide boundary close to the
borehole. Due to the restricted distance to the water table for the transmitter positions
above the waveguide layer in the saturated aquifer, the minima indicating the lower
waveguide boundary were not as definite here. For the second example of cross-section
C3 - C2, shown in Figures 4.9c and d, the identification of the boundaries using the
measured data was less straightforward, which was probably caused by the heterogeneity
of the high-permittivity zone of the plane close to the borehole .
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Figure 4.9: a) Permittivity section of the waveguide in cross-section B3 - C3 close to the
borehole C3 (see Fig. 4.4). The black lines indicate the waveguide boundaries observed
from the full-waveform inversion close to the corresponding borehole. The circles and
crosses indicate the transmitter and receiver positions. For comparison, the maximum
and minimum positions obtained in Figures 4.7c) and f) are plotted in b) along the
receiver depth, where the red and green crosses indicate the chosen maxima and minima
position of the trace energy. c) Permittivity section of the waveguide in plane C3 - C2
close to the borehole C3 (see Fig. 4.4). For comparison, the maximum and minimum
positions obtained in Figures 4.8c) and f) are plotted in d) along the receiver depth.
For the depth range between 7.5 m and 9 m, additional distinct elongated wave trains
(e.g. for plane C3 - C2 in Fig. 4.8d) and corresponding minima positions were found,
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pertaining to high-permittivity structures present in the tomograms of C3 - C2, C3 - B2
and B3 - C3 (see Fig. 4.4). Generally, a similar analysis could be carried out; however,
choosing maxima and minima positions was more challenging for these zones, and they
were not present in all cross-sections. Hence, the accuracy of boundary determination is
influenced by the homogeneity of the waveguide.
We applied our approach of detecting maxima and minima positions to the datasets of
all six cross-sections for the distinct waveguide at a depth of 5 m - 6 m (Fig. 4.10). In some
cases, it was more problematic to define a clear boundary from the minima trace energy
picks (indicated with light green crosses). For example, for the transmitter located in
C2 (Fig. 4.10b), it appears that two upper boundaries are possible to identify (indicated
by dashed lines). The accuracy also decreases for the diagonals (see Figs 4.10e and f,
right columns), and picking is more challenging, especially in the case of discontinuous
layering of wave-guiding structures. The spatial transmitter position sampling of 0.5
m enabled a detailed detection of the waveguide effects. A sparser spatial sampling of
transmitter and receiver would probably have reduced the ability to detect and identify
the waveguide structures. The general view that permittivity dominates the travel-time
and that conductivity dominates the amplitude of the signal must be revised, because
the amplitudes are strongly influenced by the permittivity contrast in the presence of a
waveguide.
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Figure 4.10: Position of the energy distribution maxima and minima for all cross-sections
along the receiver depth. The dark green crosses indicate distinct minima position,
whereas the light green crosses indicate difficult minima positions. The black lines indicate
the estimated upper and lower boundaries of the waveguides obtained by the amplitude
analysis using the maxima and minima positions of the trace energy profiles close to the
corresponding borehole.
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4.4 Petrophysical interpretation and comparison with
logging data
The permittivity is influenced mainly by the pore structure and the porosity of the gravel,
which contains particle sizes between 0.2 mm - 60 mm (Fu¨chtbauer, 1988; Diem et al.,
2010) and also a small fraction of fines. Permittivity values for saturated gravel are
reported to lie between 20 - 30 (Daniels et al., 2005). The conductivity is determined
by porosity and pore structure, salinity and surface conductivity at the grain/solution
interface. Moreover, if clay is present in the gravel, conductivities will increase with an
increasing amount of clay. Clay particles contribute to the exchange of cations to the elec-
trolyte, which increases the conductivity of the formation (Waxman, 1968; Worthington,
1993).
We transformed the permittivity tomograms of each plane into porosities to char-
acterize the aquifer and evaluate the waveform inversion results. We compared these
porosities with Neutron-Neutron porosity and hydraulic permeability logs (Tchang, 2012;
Lochbu¨hler et al., 2013). For the transformation of the permittivity, we followed the same
approach as (Pride, 1994) and (Doetsch et al., 2010a) using
ε =
1
F
· [εW + (F − 1) · εS] = εW
F
+ εS − εS
F
(4.1)
F = Φ−m (4.2)
Φ = m
√
ε− εS
εW − εS (4.3)
where F is the formation factor and Φ the porosity. Here, we used εW = 84 as the
relative permittivity of water (at 10 ◦C), εS = 8 as the relative permittivity of the solid
matrix, and the cementation factor was m = 1.4. A positive correlation exists between
permittivity and converted porosity (compare Figures 4.4 and 4.11).
All waveguide boundaries identified using the amplitude analysis (see Fig. 4.10 and
dark green boxes in Fig. 4.11) were confirmed, and in most cases, the boundaries ob-
tained from the full-waveform inversion agreed well with the boundaries obtained by the
energy analysis. The correspondence between the diagonal planes was less clear due to
the increased distance and the reduced resolution caused by lower angular coverage and
increased data errors. When the waveguide was discontinuously layered, the amplitude
analysis approach was less accurate (see Figs 4.9c and d), whereas these heterogeneous
structures were also resolved by the full-waveform inversion. In addition to the dominant
waveguides between 5 m - 6 m depth (dark green boxes in Fig. 4.11), we also indicate
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thinner waveguides present between 7 m - 8 m depth that could be identified using at
least one maxima and five minima (light green boxes in Fig. 4.11).
The permeability logs, normalized to the maximum of each log, were obtained using
electromagnetic (EM) flowmeter data, in which the difference of the vertical flow in the
boreholes was determined by subtracting the ambient flow from a flow measurement during
a stable injection (see Tchang (2012)) for details). Within the hydraulic permeability logs,
we observed a zone with higher permeability at a depth of 5 m - 6 m, and an intermediate
zone at a depth of 7.5 m - 9 m. These zones were also found to have higher values in
the porosity images obtained from the waveform inversion. Generally, for all the cross-
sections, we obtained a good fit between the permeability logs and the high-porosity zones
for the permittivity models of all planes. Furthermore, in the porosity images and in the
permeability logs, we observed a decrease in the thickness of the high-porosity zone at
5 m - 6 m towards the Thur River. This change in thickness is indicated by the tomogram
C2 - B2 (approximate thickness 0.3 m - 0.4 m), which was located close to the Thur River
in comparison to the tomogram B3-C3 (approximate thickness 0.6 m), which was furthest
away from the river.
For the diagonal planes, we performed a direct comparison at the intersection of the
C3 - B2 and B3 - C2 sections, where Neutron-Neutron porosities and Natural Gamma
data were acquired in borehole P11 (see Fig. 4.1 for the location). Neutron-Neutron data
indicate water content (and thus porosity), whereas Natural Gamma data indicate the
presence of clay. Details of the calculations were given in (Klotzsche et al., 2010). For
each depth in the C3 - B2 and B3 - C2 planes, we computed the mean of three cells (each
9 cm) of the porosity models (see legend for corresponding color) and compared these
means with the measured porosity logs (black graph) in Fig. 4.11f. Similar the Natural
Gamma logs are compared wih the conductivity means in Figure 4.11g. First of all, the
porosity results of the full-waveform inversion between depths of 5 m and 10 m were
overall very similar, whereas some differences occurred in the upper meter. A comparison
of the full-waveform porosities with the Neutron-Neutron porosity logs showed that they
agreed well at a depth of 6 m - 9.5 m. For the upper meter, the measured porosity was
between the porosities obtained from the two permittivity tomograms. The dashed black
line in Figure 4.11g indicates the high conductivity zone of the tomographic planes at
the base of the aquifer below 9.6 m depth, which indicates the boundary of the lacustrine
sediment. These results fit very well with the Natural Gamma log of P11, which clearly
indicate the presence of a high clay content layer below 9.6 m.
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Figure 4.11: Converted porosities from the full-waveform inversion (images) in comparison
to relative hydraulic permeabilities measured directly in the boreholes (graphs). Trans-
mitter and receiver positions are indicated by circles and crosses, respectively. The trans-
mitters coloured in red are used in Figures 4.7 and 4.8. f) Neutron-Neutron porosities
and g) Natural Gamma log of P11 are plotted with the corresponding response from the
full-waveform inversion porosities and conductivity, respectively. The green box between
the full-waveform inversion porosities and the permeability log indicate the thicknesses of
the wave-guiding structures estimated using the amplitude analysis (see Fig. 4.10).
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To evaluate the full-waveform porosities, we calculated the correlation coefficient (R2),
the mean absolute error (MAE), and the root mean square (RMS) error between the
Neutron-Neutron porosities of P11 and the porosity graphs of the diagonal porosity
planes(Fig. 4.11f) for the depth range of 6 m to 9.5 m. For plane C3 - B2, a higher
correlation and smaller misfit with the porosity of P11 was obtained compared to the
plane B3 - C2 (Table 4.3). A possible explanation could be the difference in antenna
frequency used for the GPR measurements. The lower frequency antenna used for the
B3-C3 section results in larger wavelength and lower resolution.
Table 4.3: Correlation coefficients (R2), mean absolute errors (E), and root mean square
(RMS) errors between the porosities obtained from the full-waveform inversion for the
diagonal planes and the Neutron-Neutron porosities of P11 at a depth of 6 m - 9.5 m.
R2 E [%] RMS [%]
C3-B2 0.82 1.56 1.87
B3-C2 0.57 1.69 2.15
4.5 Conclusions
We performed a 3D characterization of a gravel aquifer using 2D full-waveform inver-
sion of six cross-sections in a set of four boreholes arranged in a square configuration.
The independent decimeter-resolution full-waveform inverted cross-sections revealed good
consistency in terms of permittivity at their intersection. In all conductivity images, the
underlying lacustrine sediments were clearly observed without relying on any a priori in-
formation. Natural Gamma logging data also indicates the presence of this layer boundary
at the same depth. However the consistency of the conductivity results is less satisfac-
tory. A good fit was achieved for all tomograms between the measured and full-waveform
modeled data in shape and amplitude, including the high-amplitude and late-time arrival
events, which indicates reliability of the results. All models showed a high-permittivity
layer at a depth of 5 m - 6 m, and a second less extended layer with high-permittivity layer
at a depth of 7.5 m - 9 m. These high-permittivity zones acted as low-velocity waveguides
for electromagnetic waves.
For transmitters located in the wave-guiding layer, high-amplitude and late-arrival
elongated wave trains were present at receivers straddling the waveguide zone. In con-
trast, for transmitter positions outside the waveguide layer, diminished amplitudes were
observed for receivers located within the waveguide. With increasing distance of the
69
transmitter above and below the waveguide, these minima positions corresponded well
with the lower and upper boundary of the full-waveform inverted continuous waveguides,
respectively. This novel amplitude analysis was applied to the other measured crosshole
data sets, and the obtained waveguide boundaries were confirmed by the full-waveform
inversion results. For discontinuous waveguides, the results obtained were less clear. More
research with synthetic studies is necessary to explore the potential and limitations of the
amplitude analysis in more detail in the case of discontinuous, heterogeneous and dipping
waveguides. Nevertheless, this new method is able to provide fast and efficient informa-
tion about the position and dimension of waveguides without applying any inversion or
advanced processing of the data. The full-waveform inversion can provide high resolution
images between the boreholes using several processing steps (e.g. starting models, source
wavelet estimation) and more computational costs.
The obtained full-waveform inversion results were compared with porosity estimates
from Neutron-Neutron and hydraulic permeability logs. While the logging data pro-
vide detailed information close to the wells, the full-waveform inversion returns a high-
resolution porosity distribution between the boreholes. The peaks of the permeability and
porosity logs agreed well with the high-permittivity waveguide layers of the full-waveform
inversion at a depth of 5 m - 6 m and 7.5 m - 9 m, and the consistency of the results
obtained and the data fit for all the cross-sections showed that full-waveform inversion
returns reliable images with the highest resolution currently possible at these scales. The
full-waveform inversion and the novel amplitude analysis can be applied as a minimally
invasive method to characterize sub-wavelength structures for a wide range of applica-
tions, and it can improve our ability to image important small-scale structures in the
critical zone.
More research is necessary to quantify the uncertainties of the waveform inversion
models using different starting models, and synthetic modeling is required to understand
the phenomena that cause the presence of a minimum in the trace energy. Further de-
velopments in full-waveform inversion should concentrate on the extension of the forward
model to 3D, and a combined 2D inversion of more than one cross-section to get more
consistent conductivity models at the borehole locations.
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Chapter 5
Detection and identification of
waveguides with limited lateral
extension: synthetic and
experimental data 1
Since the observed complicated wave phenomena caused by a low-velocuty waveguide as
shown in Chapter 4, are not well understood, we perform here a detailed synthetic study
to improve our understanding of the observed wave phenomena. The investigation of
laterally limited and discontinuous waveguides enabled the extension of the amplitude
analysis such that now heterogeneous waveguides with limited lateral extend can also
be identified and characterized. By varying the thickness, the extension, the orienta-
tion, and the model parameters (εr and σ) of defined low-velocity waveguides present
between two boreholes, the potential and limitations of the extended amplitude analysis
method are investigated. The extended amplitude analysis is applied to an experimen-
tal crosshole GPR data acquired at the Boise Hydrogeophysical Research Site (BHRS)
that contains two heterogeneous low-velocity waveguides with limited lateral extend. To
prove the obtained boundaries of the wave-guiding structures observed in the measured
data, we perform full-waveform inversion, which enables us to estimate the structures
with decimeter scale resolution. The converted full-waveform porosities are compared
with Neutron-Neutron logging data to evaluate the reliability of the amplitude analysis
and full-waveform inversion results.
1adapted from Klotzsche, A., van der Kruk, J Vereecken, H. and Bradford, J., 2013, submitted to
Journal of Hydrology
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5.1 Synthetic models of continuous and discontinu-
ous low-velocity waveguides with limited lateral
extend
For the synthetic study, we use high relative permittivity low-velocity waveguide layers
with εr = 26 present within a background medium with relative permittivity of εr = 12,
similar to previously inverted experimental data (see Chapter 3 and 4). The conductivity
is assumed to be homogeneous with σ = 8.5 mS/m in the entire domain. For all the
synthetic models we use a reciprocal measurement setup with 21 transmitter and 81
receiver positions with a vertical spacing of 1 m and 0.25 m, respectively. In the following,
we choose as notation convention the acquisition plane measured from left to right and
from right to left as LR and RL plane, respectively. The transmitters are numbered for
the left and the right borehole from top to bottom with L1 - L21 and R1 - R21 starting
at 1 m depth until 21 m depth. We calculated for these models, a critical angle θc
θc = sin
−1
(√
ε2
ε1
)
(5.1)
above which total internal reflection occurs of θC1 = 42.8
◦. Here ε1 and ε2 are the relative
permittivities of the waveguide and the surrounding medium, respectively. The synthetic
models are calculated using a 2D FDTD algorithm to obtain corresponding synthetic
radar data.
First we applied a synthetic model that contains both a continuous and a discontinuous
waveguide with limited lateral extent (Fig. 5.1a). For the L10 and R10 transmitters,
which are located in the continuous waveguide layer, clearly elongated wave trains and
high amplitude late arrivals in the synthetic data are detected over the depth range of the
low-velocity waveguide which are causing the peak maxima in the trace energy profiles.
The symmetry in the observations indicates a continuous waveguide layer. Also for L9
and R9, indicators for elongated wave trains are visible showing smaller amplitudes than
L10 and R10. In contrast, the data for the discontinuous waveguide layer show a clear
asymmetry: R12 again indicates elongated wave trains with increased amplitudes for the
discontinuous layer, whereas the data for L12 shows a spreading of higher amplitudes at
later arrivals. These amplitudes are smaller than for the continuous waveguide.
To investigate the high amplitude spreading over many receivers for the L12 transmit-
ter, we plot snapshots at 64 ns, 102 ns and 127 ns of the vertical electrical wave field (Ez)
for transmitter L12 in Figures 5.2a, b and c, respectively. In earlier times (Fig. 5.2a) most
of the energy is trapped within the waveguide around 12 m depth forming an elongated
wave train caused by internal multiple reflections beyond the critical angle of θC1 = 42.8
◦.
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Figure 5.1: a) Permittivity model used for generating synthetic data. The two layers are
indicating waveguides with a higher permittivity value as the surrounding medium. b)
Synthetic data for transmitters L8 - L13, whereas L10 and L12 are located within the
waveguides. c) Synthetic data for transmitter R8 - R13, whereas R10 is located within a
waveguide layer. The green boxes are indicating the position of the waveguides. L10 and
R10 data are showing clearly elongated wave trains with high amplitudes at later arrivals
and a reduced velocity indicated by the red circles, whereas the events caused by the
second discontinuous waveguide (reduced lateral extension) are marked by blue circles.
In addition, a delayed travel time can be observed caused by the reduced velocity (see
blue circle). At 102 ns Figure 5.2b we see that the wave field starts to leave the waveguide
and the energy, which was trapped at earlier times, is released and the bundled energy
is then spreading in the homogeneous half space with higher amplitudes compared to the
other wave fronts. This behavior continues also at 127 ns where the wave field is more
spread out (see blue circle) and finally measured by the receivers on the right side. In
contrast, the emitted wave of R12 travels more equally distributed in the domain until 64
ns (Fig. 5.2d). As soon as the wave enters the discontinuous waveguide (shown in Figs
5.2e and f), the energy is trapped within this zone and also causes an elongated wave
train with a delayed travel time (blue circles), but with a smaller amplitude than for the
continuous waveguide. When the waveguide would continue to the other borehole such
as the waveguide at a depth of 10 m, this delayed travel time can be clearly observed, as
shown in Figure 5.1 for L10 and R10. If we analyze the wave behavior in the continuous
waveguide at 10 m depth, we observe that the wave field transmitted into the waveguide
from below is refracted towards the vertical and refracted away from the vertical after
being transmitted out of the waveguide. Note that the angle of incidence is below the
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Figure 5.2: Forward modeled snapshots of the electrical field distribution for transmitter
L12 and R12 of the synthetic model shown in Fig.5.1a, whereas the black dashed lines
indicate the waveguide, at a) 64 ns, b) 107 ns and c) 127 ns. The transmitter and receiver
positions are indicated by the black circles and crosses, respectively. The blue and red
circles indicate events that are discussed in the text.
critical angle and both transmission and reflection can occur. Since the wave speed above
and below the waveguide have the same fast wave speed, two interfering head waves from
above and below the waveguide can be identified at 127 ns (Fig. 5.2c). We can also
clearly see how the energy is minimized by this interference (indicated by the red circle)
which causes a minimum in the measured trace energy as can be observed in Figure 5.1
indicated by the purple circle.
5.2 Waveguide detection using amplitude analysis
In Chapter 4, we introduced an amplitude analysis approach to identify and detect hori-
zontally continuous waveguiding structures. This approach can be extended for the anal-
ysis of lateral discontinuous waveguides based on the modeling observations described
in the previous section and can be divided into three steps. In the first step, the trace
energy (summation of the squared amplitude) for each receiver position is calculated and
transmitters are identified where receivers have one or two orders of magnitude higher
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energy levels at certain depth intervals compared to receivers located outside of these
ranges. These high energy levels indicate elongated late arrival wave trains due to the
presence of a low-velocity waveguide and a distinct maxima peak in the trace energy can
be picked. In the second step, the trace energy is calculated and analyzed for all the
other transmitter positions. Generally, for transmitters outside of a waveguide region,
intermediate amplitudes and energies are detected in the data for most of the receiver
positions in the opposite borehole, whereas for the receivers straddling a waveguide, sig-
nificantly diminished amplitudes and a minimum in trace energy can be observed in the
depth region around the previous found maxima. The minima for each of the transmitter
positions are picked when they have at least one order of magnitude smaller amplitudes
compared to the picked maxima.
These minima and the reduced amplitudes in the data are caused by interferences of
the head waves emitted by the electromagnetic wave from above and below the waveguide
that are interfering in the waveguide layer and eliminate each other as shown in Figure
5.2c. With increasing distance of the transmitter to the waveguide the position where the
head waves are interfering are directing to the waveguide boundaries. Therefore, in the
third step, the obtained maxima and minima positions are plotted at the corresponding
receiver depths, where the maxima are present within the waveguide layer and the minima
positions are indicated the upper and lower boundaries of the waveguides.
When high amplitude elongated wave trains can be identified for transmitters in both
boreholes at similar depths (similar to Fig. 5.1 for L10 and R10), this indicates the pres-
ence of a continuous waveguide present between the two boreholes. When high amplitude
elongated wave trains on the opposite borehole spreaded late arrival high amplitudes
can be identified for only one borehole, as shown in Figure 5.1 for R11 - R13 and L12,
respectively, this indicates the presence of a discontinuous waveguide having a limited
lateral extent (see Fig. 5.1a). With increasing lateral extent of a discontinuous waveguide
between two wells, the spreading of the high amplitudes decreases until elongated wave
trains can be observed in both boreholes as in the case of a continuous waveguide. In
contrast, when the lateral extent is decreasing between the boreholes, the spreading of the
high amplitudes will increase and lower amplitudes will be sensed by the receivers. Con-
sequently, using this information and analyzing the intensity of the spreading of the high
amplitudes allows for a qualitative estimation of how far the waveguide extends between
the boreholes to be made. For a quantitative high resolution distribution estimation of
the medium properties, the full-waveform inversion is still necessary.
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5.2.1 Amplitude analysis for different synthetic models
In the following, we will analyze six synthetic models I - VI with different thicknesses,
layering, dipping, and the extent of one or two low-velocity waveguides present between
two boreholes (Fig. 5.3a). The maxima and minima positions in the trace energy profiles
for each of the transmitter positions are shown in Figures 5.3b - e and the picked maxima
and minima positions from the trace energy profiles were plotted against the receiver
depth as shown in Figures 5.3f and g by red and green crosses.
For model I (first row of Fig. 5.3) the waveguide layer, indicated by the blue lines,
has a thickness of 0.5 m and for each of the reciprocal setup, one transmitter L10 and
R10 is located within this layer, marked by the thick black circle. For both of these
transmitters a distinct maximum in the trace energy profile is observed at 10 m depth,
having a magnitude three times higher than a transmitter located outside of this zone.
For all the transmitter positions located outside the waveguide, a clear distinct minimum
in the trace energy is visible for receivers present within the waveguide layer. Moreover, a
plateau of minimum values is present which indicates the thickness of the waveguide. The
trace energy profiles for planes LR and RL are identical due to the symmetric waveguide
spanning between the boreholes. By plotting the picked maxima and minima positions
from the trace energy profiles against receiver depth (Figs 5.3f and g), we see that the
thickness of the waveguide is too thin for the receiver sampling of 0.25 cm to precisely
define the boundaries of the waveguide using the amplitude analysis.
For synthetic model II (second row of Fig. 5.3)) the waveguide thickness is increased
to 1 m (equal to the transmitter spacing). A similar behavior of the trace energy profiles
to model I is observed, and the picked minima positions from the amplitude analysis
represents the boundaries of the waveguide exactly due to the increased thickness of the
layer.
When two transmitter positions are located in a waveguide with a thickness of 2 m as
shown in the model III (third row of Fig. 5.3), and two waveguides are present between the
boreholes, two maxima in the trace energy profiles can be observed for both layers. Similar
to the other models, for each of the profiles, clear minima in a certain range spanning the
thickness of the waveguide are visible. The picked minima positions precisely identify the
boundaries of the waveguide, when transmitter positions with a larger distance from the
waveguide are used. Also, for other models (not shown) we observed the trend that with
increasing thickness of the layer, more transmitter positions with a higher distance to the
waveguide are necessary to precisely estimate the waveguide boundaries.
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Figure 5.3: a) Synthetic permittivity models I - VI. b) - e) Maxima and minima of trace
energy profiles for the reciprocal measurement setups LR and RL. Note, that the maxima
and minima traces have a different x-axis range and each transmitter has a certain color
affiliation. f) LR and g) RL picked positions of the maxima (red crosses) and minima
(green crosses) of the trace energy for each transmitter along receiver depth. The blue
lines indicate the waveguide boundaries close to the corresponding borehole in which the
receivers are located.
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In the case of a dipping waveguide, in model IV, the amplitude analysis is able to
identify the waveguide and detect the boundaries at both sides of the waveguide. The
picking of the maxima positions is more challenging and the trace energy is reduced
compared to a non-dipping waveguide, due to that the dipping of the layer has an influence
on the angle of the critical reflected waves in the waveguide. Energy which was critical
before is now transmitted and not reflected anymore such that less energy is trapped.
Furthermore, with the increasing angle of the dipping layer, less energy is trapped in the
waveguide and more energy is released in the surrounding medium.
Model V is a discontinuous waveguide with a limited lateral extent where no clear
maxima or minima can be identified in the profiles for the LR plane for either of the
transmitters located within the waveguide, similar to the wave propagation observed in
Figures 5.1 and 5.2. For the RL plane, we observe six maxima in the trace energy profiles
(one magnitude higher than the minima profiles) for receivers straddling the waveguide
depth. Using the information from the picked maxima and minima positions, the bound-
aries of the waveguide close to the borehole can again be identified. The minima plateaus
of the plane RL indicate the thickness of the layer. In the last synthetic model VI, we
combine a horizontal continues layer and a discontinuous waveguide (see also Figs 5.1
and 5.2). Similar to model II and V, where only one transmitter is located inside the
waveguide, the boundaries of the waveguide layers can be obtained using the extended
amplitude analysis approach.
In summary, when a waveguide is continuous between the boreholes similar wave
fields with clear high amplitude elongated wave trains at the same depth of a reciprocal
setup are present. Whereas, when at either side a possible discontinuous waveguide or a
dipping waveguide is present, it is necessary to check if on the other side high amplitude
spreading in the data occurs or if a second elongated wave train is present at a different
depth, respectively.
5.2.2 Influence of permittivity and conductivity on waveguide
behavior
Here, we test the influence of higher and lower permittivity and conductivity values of
the waveguide. In theory, a low-velocity waveguide can either be caused by an increase
of porosity in saturated media (high permittivity) or by an increase of clay content (high
conductivity and high permittivity). It is not clear if the increased attenuation due to
the higher conductivity of clay can compensate the high amplitudes that can be observed
in the presence of a low-velocity waveguide. Therefore, we use a synthetic model with a
waveguide of 2 m thickness (Fig. 5.4a), where two transmitters for each of the reciprocal
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measurements are located inside the waveguide. First, we vary the relative permittivity
value of the waveguide layer using εr1 = 26 (similar to Figs 5.1 - 5.3), εr2 = 30 and εr3 =
20, with a homogeneous conductivity of σ = 8.5 mS/m. The critical angles are given by
θC1(εr = 26) = 42.8
◦, θC2(εr = 30) = 39.2◦ and θC3(εr = 20) = 50.8◦. As expected, the
trace energy for the two transmitters L10 and L11 increases with increasing permittivity
within the waveguide due to the decreased critical angle which traps more energy within
the waveguide (Fig. 5.4b). Consequently, higher permittivity causes larger maximum
trace energy and corresponding maxima are more distinct and can be better picked.
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Figure 5.4: a) Permittivity and conductivity models used for generating synthetic data.
b) Comparison of the T10 and T11 trace energy profiles (both located in the waveguide)
when applying different permittivity values for the waveguide while the conductivity was
homogeneous 8.5 mS/m. c) Comparison of the trace energy profiles for T10 and T11 when
applying different conductivity values for the waveguide while the relative permittivity
has a value of 26 within the waveguide.
Second, we defined three synthetic models using different conductivity values for the
waveguide layer: σ1 = 8.5 mS/m (homogeneous space), σ2 = 20 mS/m (representative
value for clay) and σ3 = 5 mS/m, while the permittivity is constant in the layer with εr
= 26 (θC = 42.8
◦). It is clearly visible that in the case of a higher conductivity (Fig. 5.4c,
green lines) no maximum in the trace energy for transmitters located in the waveguide can
be observed due to the conductivity induced attenuation of the electromagnetic wave. In
contrast, for a smaller conductivity (Fig. 5.4c, red lines) higher trace energy is detected.
Additionally, in all cases distinct minimum positions and corresponding minimum plateaus
in the trace energy are observed for the transmitter located outside the waveguide (not
shown). This study clearly indicates that in the case of high trace energy forming a distinct
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maximum (more than one order of magnitude higher) and in the presence of elongated
wave trains, the waveguide is caused by a change in the porosity or soil water content.
By contrast, when no elongated wave train and no distinct maxima in the trace energy
profiles but still diminished minima positions and minima plateaus can be observed, the
waveguide is probably caused by a change in clay content.
5.3 Experimental study: Boise Hydrogeophysical Re-
search Site
We applied the extended amplitude analysis and full-waveform inversion to an experi-
mental dataset acquired at the Boise Hydrogeophysical Research Site (BHRS) which is
located 15 km from Boise, Idaho, USA.
5.3.1 Field site and geological background
The BHRS test site was designed to achieve a better understanding of the potential of
geophysical methods and to obtain 3D distributions of geophysical, geological and hydro-
logical parameters. During the last two decades, several studies were carried out using
different methods to characterize the aquifer (Barrash et al., 1999; Clement et al., 1999;
Barrash & Reboulet, 2004; Tronicke et al., 2004; Clement & Barrash, 2006; Oldenborger,
2007; Bradford et al., 2009; Mwenifumbo et al., 2009; Bradford, 2010; Dafflon et al., 2011a;
Straface et al., 2011). The test site is located close to the Boise River and installed bore-
holes are arranged within a diameter range of 20 m (Figs 5.5a and b). The aquifer is
formed by an 18 m - 20 m thick layer of heterogeneous coarse cobble-sand, fluvial de-
posits, and an underlying red clay formation that forms the aquitard. (Barrash & Clemo,
2002) subdivided the aquifer into five hydrostratigraphic units primarily by using poros-
ity differences: four cobble-dominated units and one sand unit (see Fig. 5.5c and Table
5.1). The crosshole GPR dataset was provided by the Department of Geosciences of the
Boise State University for the SEG-AGU Hydrogeophysics workshop 2012 (more details
can be found at www.seg.org/events/upcoming-seg-meetings/hydrogeo2012). The data
were acquired in October 2011 using the Sensors and Software pulseEKKO Pro system
with 100 MHz antenna in the boreholes C5 and B1, which are approximately 10 m apart
and slightly tilted (indicated in Fig. 5.5a). We employed a semi-reciprocal crosshole GPR
geometry (Fig. 5.5c), where there were 16 transmitter positions and 64 receiver positions
in each borehole below the ground water table. The vertical spacing of the transmitter
and receiver positions is 1 m and 0.25 m, respectively. In the following, we introduce
the notation convention for the transmitter positions in boreholes C5 and B1, that the
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Figure 5.5: a) Overview of the BHRS showing the location of the installed boreholes
close to the Boise River. The white arrow is indicating the flow direction of the river. The
GPR measurements, which were used for the full-waveform inversion, were performed in
the two black marked boreholes C5 and B1. b) Picture of the test site showing some of
the boreholes. c) Schematic setup of the investigation area between C5 and B1 where the
transmitter and receiver positions are shown with circles and crosses, respectively. The
ground water table is at approximately 2.5 m depth. Marked in green are the different
units obtained by Barrash & Clemo (2002), which can vary in depth over the entire test
site.
positions are numbered from c1 - c16 and b1 - b16, respectively. The groundwater table
was at approximately 2.5 m depth during the measurements and c1 and b1 are located
at 3.5 m and 3.2 m depth, respectively.
5.3.2 Waveguide detection using extended amplitude analysis
High amplitude late arrival elongated wave trains are observed in the data of transmitters
c1 - c3 and b1 - b3, which are present directly below the water table (Figs 5.6a and b).
Wave-guiding structure I is identified directly below the water table for both sides of the
measurements in the data of transmitters c1, b1 and b2, as indicated by the red circles.
For these three transmitters, we observe clearly high amplitude late arrival elongated wave
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Table 5.1: Mean porosity values and dominate compositions of the five hydrostratigraphic
units of all wells located in the central part at the BHRS estimated from core and Neutron-
Neutron porosity logs (Bradford et al., 2009).
Unit Approximate Mean Porosity Dominant
thickness [m] porosity [%] variance [%] composition
5 0-4 42.9 0.3 Coarse sand
4 1-5 23.3 0.2 Pebble/cobble dominated
3 3 17.2 0.06 Pebble/cobble dominated
2 6 24.3 0.2 Pebble/cobble dominated
1 2 18.2 0.06 Pebble/cobble dominated
Mean 25.2 0.4
trains, which are more spread out for the c1 data. This asymmetry indicates that the
waveguide is not continuous and does not extend laterally to borehole B1. Wave-guiding
structure II is indicated by the blue circles between 5 m - 6 m depth, which have lower
amplitudes and are more spread out for c2 and c3 compared to b2 and b3. Moreover, a
distinct reduced velocity indicated by the green circles can be observed for the b2 and
b3 transmitters. Again a clear asymmetry is present which indicates that wave-guiding
structure II has also a reduced lateral extent and is not continuous in between the two
boreholes. These observations are very similar to the observations for the synthetic studies
V and VI (see Fig. 5.3), where a waveguide was present with a limited lateral extent.
The picked maxima and minima positions of the trace energy profiles in the depth
range where the high-amplitude elongated wave trains were identified are shown in Figs
5.7a - c and 5.7d - f for the C5 B1 and B1 C5 planes, respectively. Two clear maxima
can be observed for transmitter gathers c1 and c3 (red crosses in Fig. 5.7a). The minima
positions indicated (green crosses in Fig. 5.7b) are less clear to distinguish around the
picked maximum at about 3.5 m depth. The minima positions around the picked maxi-
mum at 5.3 m are not very pronounced, but allow an easy picking. Due to the location
of both wave-guiding structures close to the water table, there are no transmitter posi-
tions above the layers to define the boundaries of the wave-guiding structures in more
detail. Also, the picking of the maxima and minima is more challenging due to the less
pronounced maxima and minima positions in the profiles. Using the picked maxima and
minima positions along the receiver depth we identify the boundaries of the wave-guiding
structures close to borehole B1 (black lines in Fig. 5.7c). For plane B1 - C5 also clear
maxima can be identified (Fig. 5.7d). Moreover, very distinct minima positions in the
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Figure 5.6: Measured data for transmitters a) c1 - c3 and b) b1 - b3, respectively. The
position of the transmitter is indicated by the black crosses, whereas c1 and b1 are located
close to the water table at 3.5 m and 3.2 m depth, respectively. The observed phenomena
indicating wave-guiding structures are marked by red and blue circles. The reduced
velocity in combination with the high amplitude elongated wave train II are indicated in
green. For both images the same amplitude scale is used and the true amplitudes are
shown, where high and low amplitudes are indicated by red and blue color, respectively.
trace energy profiles can be observed, especially between 5 - 6 m depth, which enables
better identified boundaries of the waveguide (Fig. 5.7f). The clearer minima and the
reduced velocities that can be observed when the transmitters are located in borehole
B1 both indicate that the waveguide is present at borehole C5, whereas it is not present
anymore at borehole B1. To determine the lateral extent of the two wave-guiding zones,
we performed the full-waveform inversion of the data that provides high resolution images
of the aquifer.
5.3.3 Full-waveform inversion results
The starting models for the full-waveform inversion are obtained by performing a ray-
based travel-time and first-cycle amplitude inversion (Figs 5.8a and b). The permittivity
model shows an intermediate permittivity layer which is embedded between lower permit-
tivity layers. Due to the small variety of the conductivity values we chose a homogeneous
starting model for the full-waveform inversion with 8.5 mS/m, which represents the mean
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Figure 5.7: a) And d) maxima, b) and e) minima of trace energy profiles of the measured
data, and c) and f) picked positions for the planes C5 - B1 and B1 - C5, respectively.
The red and green crosses indicate the position of the maxima and minima of the energy,
respectively. The black lines are indicating the estimated waveguide boundaries using the
amplitude analysis close to the corresponding borehole B1 and C5, respectively.
value of the first-cycle amplitude inversion. The estimated effective source wavelet, shown
in the corner of Figure 5.8b, was obtained by using the starting models and following the
approach presented in Chapter 3. In the εr and σ full-waveform inversion results using the
ray-based results as the start models (Figs 5.8c and d) the three main layers, which were
obtained by the travel time inversion (see Figs 5.8a and b), are resolved with a higher
resolution and the RMS error is reduced to 61.4 % (ray-based results are 100 %). Below
18 m depth in the tomogram (Fig. 5.8d), the underlying clay is indicated by higher
values. Still a significant misfit is present between the measured data for the c1, c2, b1
and b2 transmitters close to the water table (Figs 5.9a and d) that contain the waveguide
characteristics and the inverted data. This indicates that the starting model close to the
water table obtained by the ray-based inversion is not reliable, which is probably due to
the low ray-coverage close to the water table and the bottom of the inversion domain.
When these unreliable results are used as the starting model for the full-waveform inver-
sion, and the synthetic data calculated for the starting model have less overlap than half
a wavelength, cycle skipping can occur and the full-waveform inversion cannot converge
to the correct model (Meles et al., 2011; Virieux & Operto, 2009).
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Figure 5.8: Ray-based a) permittivity and b) conductivity models obtained by the travel
time and first-cycle amplitude inversion, respectively. Transmitter and receiver positions
are marked with circles and crosses, respectively. Inset in b) shows the estimated effective
source wavelet. c) Permittivity and d) conductivity results estimated by the full-waveform
inversion using the ray-based starting models as shown in a) and b), respectively. In e)
and f) the final permittivity and conductivity models are shown obtained by the full-
waveform inversion using the improved starting models. The green boxes on the left and
right side of e) indicate the boundaries of the wave-guiding structures obtained from the
amplitude analysis.
85
a) Measured Data
150
200
250
300
c) Modeled Data - improved starting model
150
200
250
300
d) Measured Data
150
200
250
300
150
200
250
300
C5 - B1 Plane
B1 - C5 Plane
T
im
e
 [
n
s
]
T
im
e
 [
n
s
]
T
im
e
 [
n
s
]
T
im
e
 [
n
s
]
Depth inC5
Depth in B1
c c c c c c c c c c c c c c c c1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
c1       c2      c3 c8 c1c4      c5      c6      c7 c9      c10    c11     c12    c13 4    c15    c16
b1       b2      b3      b b b b b8      b b b b b b1 b b4 5 6 7 9 10 11 12 13 4 15 16
b b b4 b6      b7      b b9      b10    b11 2    b13    b b15   b161 2      b3 b5 8 b1 14
b) Modeled Data -  ray-based starting model
150
200
250
300
T
im
e
 [
n
s
]
c1       c2      c3 c8 c1c4      c5      c6      c7 c9      c10    c11     c12    c13 4    c15    c16
T
im
e
 [
n
s
]
150
200
250
300
e) Modeled Data -  ray-based starting model
f) Modeled Data - improved starting model
b1 2      b3 b5 8 b1 14b b4 b6      b7      b b9      b10    b11 2    b13    b b15   b16
Figure 5.9: a) And d) measured data, and full-waveform modeled data using b) and e) the
ray-based and c) and f) the improved starting model for the planes C5 - B1 (transmitters
located in C5) and B1 - C5 (transmitters located in B1) with their true amplitudes,
whereas positive and negative amplitudes are indicated by red and blue in the images,
respectively. The black crosses illustrate the transmitter position.
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Here, the information gained from the extended amplitude analysis, which indicates
the presence of two discontinuous wave-guiding structures close to the water table, is
incorporated in the starting model by assuming a homogeneous higher permittivity (εr =
17) layer between the water table and 4 m depth. In this way, the starting model yields
synthetic data that has an overlap with the measured data within half the dominant
wavelength such that a convergence is possible towards the global minimum.
The root-mean-squared (RMS) error between the measured and modeled data, using
the updated εr starting model, is reduced to 45.5 % and a very good fit is visible between
the modeled and measured data in shape, phase and amplitude shown in Figures 5.9a, d
and c, f, respectively, for both acquisition planes including the high amplitude late arrivals
caused by the two waveguides (see transmitter c1 - c3 and b1 - b3), which indicates the
reliability of the obtained model.
The final εr and σ full-waveform inversion results (Figs 5.8e and f) show a high per-
mittivity waveguide layer with a thickness of about 1 m present between the water table,
and 4 m depth which extends from well C5 up to one meter before well B1 and then
disappears. A high εr layer between 5 - 6 m depth is also present close to borehole C5
which extends for about three meters towards B1 and then disappears. The wave-guiding
structures and boundaries obtained by the amplitude analysis (see Fig. 5.7 and green
boxes in Fig. 5.8e) are confirmed by the full-waveform inversion result including the in-
dications that the waveguides start at borehole C5, but do not extend until borehole B1.
Whereas the amplitude analysis is not able to determine the lateral extent of the two
waveguides, the full-waveform inversion exploits all information present in the measured
data and images the waveguides with high resolution. The two wave-guiding layers are
not identified by the ray-based approach (see Figs 5.8a and b) due to ignoring the late
time high-amplitude arrivals.
To investigate the wave propagation within the waveguide, we perform a forward
modeling for transmitters c1 and b1 using the final r and full-waveform inversion results,
similar to that shown in Fig. 5.2. Within the snapshots of the vertical electrical wave field
of c1 and b1 at time 76 ns (Figs 5.10a and d), we observe that most of the radiated energy
is trapped between 2.5 - 4 m depth, whereas for c1 a clear velocity reduction below 4 m
depth is visible indicating the waveguide boundary, which is less clear close to borehole
B1. At a time of 102 ns (Figs 5.10b and e), the trapped wave field can be clearly observed
in both cases. At time 127 ns the wave field emitted from c1 (see Fig. 5.10c) starts
to spread out since it is not trapped in the waveguide anymore. Therefore, a reduced
maximum in the trace energy can be observed (similar to the synthetic examples in Fig.
5.2). The wave field emitted from b1 (see Fig. 5.10f) is still trapped in the waveguide and
formed an elongated wave train with less spreading in the data showing a clear maxima in
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the trace energy. Similar behavior of the electrical field of the synthetic study (Fig. 5.2),
whereas the boundaries of the synthetic study presented a sharp contrast and therefore,
the trapping and spreading of the wave field can be better observed.
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Figure 5.10: Forward modeled snapshots of the electrical field distribution for transmitter
a) - c) c1 and d) - f) b1 for different time steps. The transmitter c1 and b1 position are
indicated by the black circle. The blue and red circles indicate events caused by the two
different waveguides layers.
5.3.4 Comparison of the full-waveform inversion results and log-
ging data
To validate the waveform inversion results and the findings of the energy analysis, we
compare the results to Neutron-Neutron porosity logs acquired in the wells C5 and B1
(see Fig. 5.11). Therefore, we converted the final waveform εr results into porosities Φ
using the two-component CRIM equation for saturated aquifer. Solving for porosity, the
CRIM equation gives
Φ =
√
ε−√εS√
εW −√εS (5.2)
where εW and εS are the permittivity of water and the sediment, respectively. Here, we
used εW = 80.36 and εS = 4.6 similar to Barrash & Clemo (2002). Additional porosity
logging data is available for borehole B6 (see Fig. 5.5), which is located close to the
acquisition plane. For the full-waveform inversion porosity values of C5, B1 and B6,
we use the mean of three cells next to the borehole (red graphs). The result from the
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waveform inversion shows a good correspondence with all the logging data, especially in
the upper part outlining the different thicknesses of the high porosity/permittivity zone.
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Figure 5.11: Converted full-waveform inversion porosity compared to Neutron-Neutron
logging data (black graphs), acquired in boreholes C5, B6 and B1. The full-waveform
inversion porosities close to the borehole locations are plotted as red graphs. The green
boxes next to the image plot indicate the boundaries of the wave-guiding structures ob-
tained from the amplitude analysis. The position of the boreholes corresponding to the
image plot is marked by the black arrows. The numbers from 1 - 5 and the black dashed
lines are indicating the different porosity units. The purple circles are indicating high
porosity zones in the logging data.
The logging data follows the trend of the high porosity zones from the full-waveform
inversion, indicating that the wave-guiding layer between 2.5 m - 4 m depth is more
pronounced close to well C5, is still present in well B6, but almost absent in B1 (see
purple circles). The second waveguide zone is only indicated in well C5, and absent in
well B1 and B6. Consequently, this zone vanishes between well C5 and B6 (see dashed
black lines in C5 and B6). These layers are caused by a change of low porosity (≈ 20%),
poorly sorted sand and gravel units to high porosity sand units (≈ 40%). Both layers
are also visible in the logging data of well C5 (purple circles). In the image plot of the
full-waveform porosities the five possible different hydrostratigraphic units are indicated
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by the black lines. The ray-based porosity shows only small variations in the porosity for
the different units, whereas the full-waveform inversion resolved the porosity of each unit
close to the values obtained by Neutron-Neutron data (see Table 5.2).
Table 5.2: Porosity estimates based on Neutron-Neutron logging data (mean value of all
boreholes located in the center of the test site; see Tab. 5.1), ray-based and full-waveform
inversion results for each of the hydrostratigraphic units indicated in Figure 5.11.
Unit Approximate Neutron-Neutron Ray-based Full-waveform
thickness [m] mean porosity [%] porosity [%] porosity [%]
5 0 - 4 42.9 21.9 39.1
4 1 - 5 23.3 21.9 22.3
3 3 17.2 19.7 19.3
2 6 24.3 23.8 24.1
1 2 18.2 21.5 21.8
Mean 25.2 21.7 25.3
5.4 Conclusions
We have investigated the complicated wave phenomena occurring due to the presence of
a low-velocity waveguide layer present between two boreholes. For transmitters located
within a waveguide, at least one order of magnitude higher trace energy, a delayed travel
time, and late arrival elongated wave trains are observed for receiver positions straddling
along this zone. These elongated wave trains are formed due to the trapping of the waves
within the waveguide caused by total reflection beyond the critical angle. For receiver
positions within the waveguide, a distinct minimum in the trace energy is present when
the transmitter are located outside the waveguide due to the interference of the head
waves from above and below the waveguide. The picked minima positions identify the
boundaries of the waveguide, especially for positions at larger distance from the waveguide.
This amplitude analysis has been performed for different synthetic models showing that
it is able to detect low-velocity waveguides with different thicknesses, lateral extents and
orientations (dipping) and returns the waveguide boundaries close to the boreholes. If the
thickness of the waveguide is smaller than the sampling rate of the transmitter or receiver,
the estimation of the boundaries is more challenging. In the case that no transmitter
position is located in the waveguide and consequently no maxima occurs, the minima
position of the trace energy and the corresponding minima plateau can still be used to
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identify waveguides. For a continuous horizontal or dipping waveguide present between
two boreholes, similar wave fields with clear high amplitude elongated wave trains and
minima positions at similar or different depths of the reciprocal setup can be identified.
The amplitude analysis is extended for the presence of a discontinuous waveguide that
is connected to only one borehole. Here, minima positions and increased amplitudes,
reduced velocity and elongated wave trains can only be detected for the receivers within
this borehole, and still can be used to estimate the location and thickness of the waveg-
uide. For receivers present in the other borehole, that is not connected to the borehole,
significant late arrival high amplitude spreads are sensed in the data for the transmitter
present at the waveguide depth, which is caused by the initial trapping of the waves within
the waveguide followed by the release of the trapped wave energy when the waveguide is
not present anymore. By analyzing the intensity and the spreading of the high amplitude
energy, a qualitative estimation can be made how far the waveguide extends between the
boreholes.
Investigating the influence of different permittivities and conductivities it has been
shown that in the presence of elongated wave trains, the waveguide is most probably
caused by a change in porosity rather than a change in clay content, since for high con-
ductivities the peak maxima in the trace energy is missing. The presence of a high
conductive low-velocity waveguide can still be characterized using the minimum ampli-
tudes. Note that also for sparse sampling of the sources a thin waveguide will exhibit
similar phenomena and show minima positions and no elongated wave trains.
The extended amplitude analysis was applied to an experimental dataset from the
BHRS, where we were able to detect two discontinuous wave-guiding structures close to
the water table. For both waveguides, significant spreading of late arrival high ampli-
tudes could be observed, indicating for both waveguides a limited lateral extent similar
as observed in the synthetic study. This information gained from the amplitude analysis
was helpful to improve the starting model for the full-waveform inversion. The final full-
waveform inversion of this data showed two high permittivity layers close to the water
table whereas one layer was only present until the center of the domain (5 - 6 m depth)
and the other almost for the entire distance of the boreholes (2.5 - 4 m depth). The
obtained boundaries of the amplitude analysis were confirmed by the full-waveform in-
version. Comparison with Neutron-Neutron logging data showed a good agreement with
the converted full-waveform porosity. The lateral extent of the waveguide between 2.5 - 4
m depth was also confirmed in the Neutron-Neutron porosity logging data and indicated
the origin of the waveguides as a change between sand and gravel in the aquifer. The
mean porosity of the Neutron logging data and the full-waveform inversion for the differ-
ent hydrostratigraphic units were in good correspondence. The amplitude analysis and
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crosshole GPR full-waveform inversion enables a detailed characterization of waveguides,
and can be applied to a wide range of geological, hydrological, glacial, and periglacial
studies, and improve our ability to monitor and visualize important small scale processes
in the subsurface.
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Chapter 6
Conclusions and Outlook
In the following Chapter the main findings for advancements in the application of crosshole
GPR full-waveform inversion for hydrogeological applications are presented. The outlook
summarizes possible future research topics.
6.1 Conclusions
During this dissertation, we applied the extended crosshole GPR full-waveform inversion
to two different saturated aquifers using an optimized acquisition setup to reduce computa-
tional cost and acquisition time and still remain a dense ray-coverage. Thereby, the final
permittivity and conductivity results of the full-waveform inversion showed decimeter-
scaled high resolution images in contrast to the low-resolution ray-based inversion results.
The reliability of the results was indicated by the good fit between the measured and mod-
eled data in phase and true amplitudes, and was evaluated using logging data acquired in
the same boreholes. Further, we demonstrated the importance of a good starting model
and effective source wavelet to reliably invert for the entire inversion domain. Additional
constraints on the starting model are usually required for the region close to the water
table due to the presence of reflected waves caused by the high contrast to the unsaturated
domain above.
In the final full-waveform inversion results of one crosshole plane of the Thur River
data, we were able to identify a higher permittivity zone, which acted as an electro-
magnetic low-velocity waveguide, between 5 m - 6 m depth. This zone was caused by
a high porosity and affected characteristic electromagnetic wave behavior. For transmit-
ters located within this zone, high amplitude and late arrival elongated wave trains were
observed for receivers straddling in this zone. However, for the same receivers a distinct
minimum in the trace energy spectrum was detected for transmitters located outside this
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zone.
The 3D characterization of the gravel aquifer and the low-velocity zone was achieved by
applying the 2D code to six crosshole planes located in a square configuration and stitch-
ing them together to construct pseudo-3D models. For all the planes sub-wavelength
high resolution images for permittivity and conductivity were estimated by using the
full-waveform inversion. At the borehole locations and the intersections of the planes
similar structures for the permittivity were obtained (less good for conductivity), indi-
cating that the 2D assumptions of the method are valid. In all six permittivity planes a
high permittivity zone, which acts as a waveguide between 5 m - 6 m depth was resolved.
To gain more information about this waveguide zone, we analyzed the measured data in
more detail and developed a new amplitude analysis approach that was able to detect
and identify wave-guiding structures and their boundaries already in the measured data
without applying any inversion. Therefore, the positions of the maxima and minima of
the trace energy spectra were picked and plotted against the receiver depth. Such infor-
mation obtained by the amplitude analysis can be used to improve the starting models
for the inversion. Permeability estimates indicate a zone of preferential flow between 5 m
and 6 m depth, which corresponds well with the high permittivity/ high porosity zone
obtained by the full-waveform inversion. The converted full-waveform porosities showed
a good correlation with Neutron-Neutron logging data acquired in the center of the di-
agonals. The conductivity images identified the boundary of the underlying lacustrine
sediments below 9.6 m depth which was also confirmed by Natural gamma logging data.
Finally, we extended the newly developed amplitude analysis approach and explored
the potential to detect and identify discontinuous or dipping waveguides by applying
the method to different synthetic models. By analyzing the wave propagation of the
electrical field for a discontinuous waveguide, we observed a characteristic wave behavior,
that is different compared to a continuous waveguide. Within this study, we found that
the amplitude analysis method is able to detect waveguides and their boundaries for
different thickness, extensions and dipping of the waveguide layer. However, the successful
application of the method depends on the spatial sampling of the receivers. If a waveguide
layer is thinner than the sampling rate, the boundaries of the layer are not accurately
detected. Furthermore, in the presence of elongated high amplitude wave trains, the
waveguide is most properly caused by porosity changes. In contrast, when no elongated
wave train is detected, the waveguide is caused by changes in the high conductivity (e.g.
high clay content).
We applied the amplitude analysis and the full-waveform inversion to experimental
crosshole GPR data acquired at the BHRS and were able to detect two discontinuous
waveguides between the wells that show similar wave characteristics as found in the syn-
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thetic model. The full-waveform inversion results confirmed the presence of the discon-
tinuous waveguides and revealed more details of the waveguide structures. Converted
full-waveform porosities are compared with Neutron-Neutron logging data and confirmed
the reliability of the full-waveform inversion results.
Summarizing, to invert data with the full-waveform inversion technique a proper sam-
pling, a correct starting model, and a good effective source wavelet are necessary. Alto-
gether, we demonstrated the potential of the crosshole GPR full-waveform inversion, that
uses all phase and amplitude information contained in the measured data, to image compli-
cated structures within sub-wavelength resolution for both permittivity and conductivity
including high contrast layers to characterize saturated aquifers. Such small scale high
contrast layers are important for an improved understanding of flow and transport pro-
cesses. The new amplitude analysis approach enables a direct detection of wave-guiding
structures and their boundaries in the measured crosshole GPR data without applying
any inversion. Moreover, the full-waveform inversion and the amplitude analysis method
can be applied and extended to a wide range of applications including geological, hydro-
logical, glacial, and periglacial studies and thereby, improving our ability to detect and
visualize important small scale structures in subsurface.
6.2 Outlook
The previous presented work on the full-waveform inversion of crosshole GPR data trig-
gered the following ideas for further improvements and possible future applications for
this technique. There are two main points on which further investigations could be based:
theoretical algorithm developments and application of the full-waveform inversion.
6.2.1 Theoretical development
For the effective source wavelet estimation, a least squares approach was used which as-
sumes a point source with a wavelet that is the same for the entire domain. The estimation
of an effective source wavelet for different areas, where the medium parameters and cor-
responding coupling can be different, would be an improvement. Furthermore, instead of
assuming a point source, finite length antennas could be implemented (Streich, 2007b) to
consider the real dimensions of the used antennas. In Chapter 3, we demonstrated the
sensitivity of the effective source wavelet estimation by using either the starting models
and a single correction of the wavelet (Part B in Fig. 2.2), or, by applying a second
correction after a certain number of iterations of the full-waveform inversion (Part C in
Fig. 2.2). Up to now this second correction was done manually and no rule of thumb
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could be found after which number of iterations this should be applied. Here, further
investigations are necessary.
Another factor that probably influences the conductivity results is the 3D to 2D con-
version of data. This transformation takes only the first arrival times and their ampli-
tudes into account, while the influence on the late arrival high amplitude events caused
by waveguides remain unclear. To avoid this additional transformation the existing code
could be extended to 2.5D or 3D.
Further suggested theoretical development on the algorithm:
1. Normalizing the gradient for a better comparison of different models and datasets;
2. Estimating different step-length calculations and perturbation factors (Yang et al.,
2013);
3. Frequency hopping for experimental data (similar to Meles et al. (2011));
4. Combining the inversion of more than one plane or 3D time domain code with
optimized acquisition setup;
5. Improving starting models ( e.g. Monte Carlo search).
6.2.2 Experimental applications
The next step for the application of the full-waveform inversion is a combined inversion
of the saturated and unsaturated domain. The algorithm is already implemented as
outlined in Appendix B, but the data quality was insufficient and the spatial sampling
was too sparse to obtain a good starting model and an effective source wavelet, and to
reliably invert all the data. Therefore, its is suggested to measure a new dataset with
a larger unsaturated zone which is acquired with a denser sampling rate for transmitter
and receiver positions.
Another extension of the inversion code is the combined inversion of surface, saturated
and unsaturated aquifer data; therefore, surface data and corresponding source wavelets
need to be incorporated in the algorithm (the algorithm is already extended for this
purpose). Again, a dataset that covers all these zones with a certain depth/ distance and
denser sampling is needed. Additionally, high resolution time lapse measurements could
help to gain more information about transport processes. Further applications of the
crosshole GPR full-waveform inversion and amplitude analysis to new areas such as peat
land and permafrost domains may be considered. Laboratory experiments or controlled
studies with known medium parameters could also provide deeper understanding of the
full-waveform inversion reliability.
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Appendix A
Optimization of acquisition setup for
crosshole GPR full-waveform
inversion using checkerboard
analysis 1
Tomographic inversions of crosshole ground-penetrating radar provide images of electro-
magnetic properties of the shallow subsurface and are used in a wide range of applications.
Whereas the resolutions of ray-based methods like first-arrival travel time and first-cycle
amplitude tomography are limited to the scale of the first Fresnel zone, full-waveform
inversions incorporate precise forward modeling using the full recorded signal for a solu-
tion of Maxwell Equations, which results in sub-wavelength resolutions. In practice, the
method can be time-consuming in data acquisition and expensive in computational costs.
To overcome these expenses, a semi-reciprocal acquisition setup with a reduced number
of transmitters and an interchange of transmitter and receiver boreholes instead of a one-
sided equidistant setup in either borehole yielded promising results. Here, this optimized,
semi-reciprocal acquisition setup is compared to a dense, equidistant, one-sided acquisi-
tion setup measured at the field site Krauthausen, Germany. The full-waveform inversion
results are evaluated using the checkerboard test as a capable resolution analysis tool to
determine resolvabilities. We introduced also a new method of time-zero correction by a
cross-correlation of a zero-offset profile with corresponding horizontal traces of each multi-
offset gather. The obtained experimental results from Krauthausen combined with the
checkerboard analysis indicate the main three permittivity layers that correspond with
1adapted from Oberro¨hrmann, M., Klotzsche, A., Vereecken, H. and van der Kruk, J., 2013, Near
Surface Geophysics, 11, doi:10.3997/1873-0604.2012045.
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different porosities. Also fine-layered structures within these main layers were reliably
imaged. We conclude that the use of the semi-reciprocal setup is optimum for acquisition
speed, inversion speed and obtained permittivity inversion results. Our results indicate
that conductivity results are better for denser transmitter-receiver setups.
A.1 Investigated measurement setups
As a rule of thumb, the spatial resolution of ray-based inversions scales with the diameter
of the first Fresnel-zone, whereas the full-waveform inversion provides a resolution in the
order of sub wavelength (Dickens, 1994; Dessa & Pascal, 2003). Full-waveform inversions
are more expensive in computational cost, which is highly influenced by the number of
transmitters. Therefore, Klotzsche et al. (2010) used an optimized, semi-reciprocal ac-
quisition setup with a reduced number of transmitters and a large number of receivers
instead of a one-sided setup with equal transmitter and receiver spacings in either bore-
hole as shown in Figure A.1, thus reducing the acquisition and computational effort but
maintaining a high resolution of the subsurface. The resulting low ray-coverage close
to the transmitter borehole was increased by an interchange of transmitter and receiver
boreholes.
To investigate the reliability and resolution of tomographic images for different ac-
quisition setups and inversion methods, a formal resolution analysis can be carried out
(Menke, 1989; Maurer et al., 2009). However, gradient-based methods do not explicitly
compute the Jacobian matrix, which is needed to calculate permittivity and conductivity
sensitivity functions (Meles et al., 2012). Alternatively, one can use checkerboard tests
that are commonly used in a wide range of seismic tomographic inversion applications
to determine resolvabilities. Zelt & Barton (1998) inverted 3D refraction travel times
recorded in the Faeroe Basin in a study area of 44 km x 26 km size and used detailed
checkerboard tests on several depth slices of the 3D seismic refraction tomograms to as-
sess the lateral resolution (Zelt, 1998). Several other studies (Day, 2001; Morgan et al.,
2002) adapted the procedure of Zelt (1998) and applied it to 3D seismic refraction data.
Rao et al. (2006) performed the checkerboard test to verify a full-waveform tomography
of experimental crosshole seismic data.
In this study, we apply the checkerboard analysis on full-waveform inversion results
for a dense, equidistant, one-sided acquisition setup, an optimized, semi-reciprocal setup
and a sparse, one-sided acquisition setup to investigate the obtained permittivity and
conductivity resolution and the optimal acquisition setup. First, we give an overview of
the full-waveform inversion algorithm. Then, we discuss the resolution analysis, which is
carried out by a checkerboard test. Finally, we apply the full-waveform inversion and the
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Setup a) sparse b) semi-reciprocal c) dense
Scheme
Trn.-spacing 0.5 m 0.5 m 0.1 m
Rec.-spacing 0.1 m 0.1 m 0.1 m
Figure A.1: Schematic acquisition setups with different spatial samplings of transmitters.
Transmitters are indicated by crosses, receivers by circles. a) A sparse, one-sided setup
with spatial samplings of 0.5 m and 0.1 m for transmitters and receivers, respectively
(note the gaps in ray-coverage). b) Equals a) but additionally includes interchanged
transmitters and receivers (semi-reciprocal) that improve the ray-coverage close to the
transmitter borehole. c) A dense, one-sided, equidistant setup with spatial samplings
of 0.1 m for transmitters and receivers, respectively. Note that mainly the number of
transmitters determines the acquisition effort and computational costs.
checkerboard test to a data set recorded at the Krauthausen test site and evaluate the
reliability and resolution for the different acquisition setups.
A.2 Full-waveform inversion
The full-waveform inversion algorithm after Ernst (2007) and Meles et al. (2010) is based
on the approach of Tarantola (1984a,b, 1986) and uses a conjugate-gradient method. It
involves precise forward modeling of the electromagnetic wave field through a 2D FDTD
solution of Maxwells Equations. An essential requirement for the modeling is to find
appropriate permittivity and conductivity starting models, ε = εini and σ = σini, which
are then iteratively updated in the direction of the corresponding gradient of a misfit
function. The misfit or objective function is defined as the summation over the number
of transmitters and receivers and the observation time of the residual wave field ES,
which is obtained by a subtraction of the synthetic field ESsyn,z, from the observed wave
field ESobs,z. The gradient at each point in the model is calculated using a zero-lag cross-
correlation of the synthetic wave field with a back propagation of the residual wave field
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from all receivers towards the corresponding transmitters. Two additional FDTD forward
models are needed to calculate how far the medium properties are updated towards the
gradient direction. The inversion algorithm is MPI parallelized. Therefore, one slave CPU
per transmitter is used to carry out the four forward modeling calculations involved in
each iteration. Additionally, one master CPU is used for data organization and gathering
of gradients and updated models.
Convergence of the inversion is reached if the change in the root mean square error
of the residual wave field ES, referred to as trace RMS (TRMS), falls below 1%. We
define the TRMS for Ns transmitters, Nr receivers and the number of time samples Ne
as
TRMS =
√∑Ns,Nd,Ne
s=1,d=1,e=1(Es,d,e)
Ns ·Nd ·Ne . (A.1)
A small TRMS indicates a good fitting of the synthetic data and the observed measured
data. Note that a small TRMS does not necessarily imply a good reconstruction of the
permittivity and conductivity distributions, since ray-coverage also plays an important
role.
A.3 Resolution analysis
According to Zelt (1998) and Rao et al. (2006), the checkerboard test can be summarized
as shown by the workflow in Figure A.2 using the convention for variables in Table A.1.
In addition to the common checkerboard analysis for velocity tomograms, or permittivity
tomograms for GPR, here we will also apply the checkerboard analysis on the obtained
conductivity images, which depend both on the permittivity and the amplitude informa-
tion of the traces. Firstly, the final result of the full-waveform inversion {ε, σ} (Fig. A.2,
step A) is superimposed by perturbation patterns {ε, σ} (Fig. A.2, step B) to obtain
a perturbed model {ε, σ}p (Fig. A.2, step C):
{ε, σ}p = {ε, σ}+ {ε,σ}, (A.2)
where the perturbation patterns are defined as follows:
{ε,σ} = −C(x, z) ·mp{ε,σ} · {ε, σ}mean. (A.3)
C(x,z) is the checkerboard matrix consisting in rows and columns of alternating pos-
itive and negative patterns of ±1 with a defined pattern size and mp{ε,σ} is a parameter
for the magnitude of perturbation. Thus, the perturbations are applied as a percentage
of the background permittivity and conductivity distributions according to Zelt (1998).
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RA) FWI result model B) Perturbation pattern

C) Perturbed model
D) modelled data
E) FWI with
same settings
F) Reconstructed model

G) Reconstructed pattern H) Resolvability
prpr  ,
pp  ,
rr   ,  RR ,
Equation A.4
Equation A.5
Figure A.2: Flow chart of checkerboard analysis. A) An inverted model is superimposed
by B) a perturbation pattern resulting in C) a perturbed model, for which D) synthetic
data are modeled, followed by E) full-waveform inversion to obtain F) a reconstruction of
the perturbed model. After subtracting F) from the input model A), the reconstructed
pattern G) is compared to the original pattern B) with a semblance approach to provide
H) resolvability matrices.
From the superimposed, perturbed model, a synthetic data set is modeled using the same
FDTD code (Fig. A.2, step D), which is then inverted using the same method, pro-
cedure, constraints and parametrization as used for the initial full-waveform inversion
of the experimental data (Fig. A.2, step E). To reconstruct only the perturbations, the
initial full-waveform inversion result (without the perturbation pattern) is used as a start-
ing model for the perturbed data. A subtraction of the reconstructed perturbed model
{εpr, σpr} (Fig. A.2, step F) from the initial full-waveform result yields the reconstruction
of the perturbation pattern {εr,σr} (Fig. A.2, step G):
{εr,σr} = {ε, σ} − {εpr, σpr} (A.4)
The resolvability compares the recovered and original perturbation patterns and provides
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Table A.1: Variables and denotation convention for the methodology of the checkerboard
test.
Variables for ε Variables for σ Describtion
ε σ Final model from inversion
C(x,z) C(x,z) Checkerboard matrix of alternating pattern of ±1
mpε m
p
σ Parameter of perturbation magnitude
εp σp Perturbed (checkerboard) model
ε σ Perturbation anomaly pattern
εpr σpr Reconstruction of perturbed model
εr σr Reconstruction of perturbation anomaly pattern
good information about the ability of a particular inversion to resolve the model. Zelt
(1998) introduced the concept of a semblance between the exact and the recovered checker-
board anomalies over a square patch with M cells. This similarity approach indicates the
ability of the data or inversion to resolve features and is defined in terms of resolvability
R{ε,σ} as
R{ε,σ} =
∑M
i=0({ε, σ}r,i +{ε, σ}i)2
2 ·∑Mi=0({ε, σ}2r,i +{ε, σ}2i ) , (A.5)
where values of 1.0 correspond to perfect resolvability (Fig. A.22, step H). Both Zelt
(1998) and Rao et al. (2006) indicated resolvabilities above a threshold of 0.7 as well-
recovered checkerboard structures and fore well-resolved regions of the final inverted
model. The size of the patch consisting in M cells, over which the semblance is cal-
culated, should be, on the one hand, large enough to be relatively insensitive to noise and
on the other hand, small enough to represent a local measure. As a compromise we chose
the checkerboard pattern size for the size of the patch. The resolvability represents the
ability to resolve features of the size of the checkerboard pattern. The checkerboard tests
can be carried out for a series of checkerboard pattern sizes in the range of interest of
resolution lengths to assess in detail the size of resolvable features. It is expected and has
been shown by several authors (Zelt, 1998; Morgan et al., 2002; Rao et al., 2006) that the
resolvability reflects the ray-coverage.
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A.4 Experimental study
A.4.1 Test site
The Krauthausen test site, Germany, located 10 km south-west of the city of Du¨ren, was
setup by the Forschungszentrum Ju¨lich in 1993 to perform experiments on water flow and
solute transport processes (Tillmann A., 2005). The 200 m x 70 m, grass-covered test
site lies in the Lower Rhine Embayment (Vereecken et al., 2000), which is characterized
by a multi-layer aquifer. Most of the studies at the Krauthausen test site were carried
out in a near-surface aquifer from 2 m 11 m depth (Tillmann A., 2005). In total, 75 ob-
servation wells were installed with a pipe diameter of 50 mm. A conceptual cross-section
of the uppermost aquifer derived from field studies from the borehole profiles presented
from Englert (2003) is shown in Figure A.3. These geologic profiles were confirmed by
Tillmann et al. (2008) using cone-penetration tests and measuring the natural gamma
activity and electrical resistivity. According to the petro-physical log details of the up-
permost aquifer (Vereecken et al., 2000; Tillmann A., 2005), the uppermost aquifer can
be divided into three main layers by means of samples of four drillings. The approxi-
mately 9 m thick aquifer is overlaid by flood plain deposits and the basis is formed by
alternating thin clay and silt layers Englert (2003). Within the aquifer, upper and lower
layers of medium gravel and a middle layer consisting of medium sand and fine gravel
were found. Clay and silt contents of the aquifer vary between 0.5% - 7.5% and the mean
total porosity is 26% ± 7% (Vereecken et al., 2000). In this study, only the saturated
zone below 2 m depth is considered.
A.4.2 Data acquisition
Two data sets were acquired in May 2011 in the northern part of the Krauthausen test
site using two boreholes with a separation of 4 m. In the following, they will be referred to
as borehole east and borehole west. A pulseEKKO system with 200 MHz antennas and a
source voltage of 200 V was used. Two series of multi-offset gathers (MOG) are acquired,
where the transmitter is fixed at a discrete series of locations in one borehole, while the
receiver is in each case lowered down in a second borehole to record a MOG. A dense data
set of a series of 94 MOGs with transmitters in borehole east and 0.1 m spatial sampling
of receivers in borehole west, was recorded on the first day. On the second day, a sparse
data set of a series of 19 MOGs was recorded with 0.5 m spaced transmitters located in
borehole west and 0.1 m spaced receivers in borehole east. The two data sets could be
combined to obtain a semi-reciprocal data set. After every 10 MOG measurements, a
common midpoint (CMP) gather was recorded in air and at the end of each day a zero-
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Figure A.3: Generalized stratigraphy of the investigated uppermost aquifer at the
Krauthausen test site after Englert (2003). The surface is 98.4 m above sea level and
the groundwater table varies seasonally from 2.5 m depth in summer to 1 m depth in
winter. The dashed box indicates the investigated part of the aquifer from 2 m - 9 m.
Here, three main layers are identified: an uppermost layer of medium gravel, a middle
layer of medium sand and fine gravel and a lowermost layer of medium gravel, correlated
with low, high and low porosities, respectively (Vereecken et al., 2000).
offset profile (ZOP) was recorded by lowering down transmitter and receiver antennas in
parallel with a spacing of 0.1 m in boreholes west and east, respectively. Note that we did
not consider the unsaturated zone of the aquifer and use only transmitter and receivers
below 2.7 m to prevent undesired effects due to water reflections and refractions close to
the water table at 2.5 m depth (Klotzsche et al., 2010).
A.4.3 Time-zero correction
An essential step in the preprocessing of GPR data is to determine an accurate time- zero
position of the radar signal. In the majority of cases, time-shifts or jumps of the time zero
are caused by thermal drift, electronic instability, cable length differences and variations
in antenna coupling (Cassidy, 2009). The absolute time zero tabs0 of the signal is defined
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in air by
tabs0 = t
fb −
(
xs − xr
c0
)
, (A.6)
where xs and xr are the lateral positions of the transmitter and receiver boreholes, re-
spectively and tfb the first break time.
A common method to determine time-zero shifts is to record a CMP measurement
after several MOG measurements, determine the absolute time zero, followed by an inter-
polation to obtain an individual time zero for all MOGs in the data set. Here we propose
an improved and time-saving time-zero correction method based on a ZOP-MOG cross-
correlation method: 1) A ZOP measurement is time-zero corrected using a subsequently
measured CMP in air. 2) Each measured MOG contains one trace where the wave has
traveled the same path as one trace in the ZOP. Assuming that no time- shift occurs
during the ZOP and CMP measurements and only time-shifts occur during the MOG
measurements, these two traces can be cross-correlated, where the maximum correlation
indicates the relative time-shift that occurred in the MOG gather that can be compen-
sated accordingly. The cross-correlation of the z-component of the electric field between
two corresponding traces i is given by
(EZOPz,i ∗ EMOGz,i )(τ) =
∞∑
−∞
EZOPz,i (t) · EMOGz,i (t+ τ)dt, (A.7)
and provides information about the similarity, repeatability and also about the suitability
of the trace to determine the time-zero shift. The time-lag τ of the maximum of the
cross-correlation is the relative time-zero shift. The cross-correlation is normalized by the
autocorrelation of the ZOP and MOG at zero-lag. Figure A.4 shows the maxima of the
cross-correlations and the time-zero shifts resulting from the ZOP-MOG cross-correlation
method and from the CMP method, where red circles mark the calculated CMP time
zeros. As Figure A.4a shows, the maximum of the cross-correlation is above 0.98 for all
traces in the saturated zone but there is a significant reduction with lower values in the
unsaturated zone. This implies a good similarity and repeatability of shape and amplitude
of the traces of the MOG and the corresponding ZOP traces in the saturated zone.
Figure A.4b is a plot of both the absolute time zero determined from CMPs in air
(dashed line) and the relative time-zero shifts from cross-correlations with ZOPs (solid
line), added to the absolute time zero of the reference to be comparable to the CMP
method, for the dense acquisition setup. In principle, there is a high agreement of the
time zeros. As expected from the weak cross-correlations, the time zero from ZOP deviates
more strongly from the measured CMP time zero in the unsaturated zone. Note the large
time jump after trace 88 related to a change of transmitter battery. In-between the CMP
measurements, the correlation results seem to do a better job than the interpolation. To
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ensure the correctness of the reference tabs0 of the ZOP, it is recommended to perform
several CMPs at the end of the survey and take the average of the obtained time zeros.
We applied T0-correction with the time zero from the ZOP for all acquisition setups with
a smoothing to neglect small outliers like traces 40, 43, 73 and 86 in the dense setup. We
can conclude that the ZOP-MOG cross-correlation method is suitable to determine the
relative time zero for the saturated zone. This methodology is better than the conventional
interpolation between known absolute time zeros from CMPs, since for each MOG an
individual time zero is obtained.
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Figure A.4: Comparison of methods to determine the time-zero correction. a) Maximum
of cross-correlations between ZOP traces and corresponding MOG traces. b) Absolute
time zeros resulting from the cross-correlation with ZOP (blue) and from the CMP mea-
surements (red) for each horizontal trace according to each MOG d) - f) Red circles
indicate where the time zero is calibrated with the absolute time zero from the CMP. The
relative time- zero shifts are converted into absolute values by adding them to the refer-
ence time zero corresponding to the ZOP. The gray background indicates the unsaturated
zone. Note the large time jump after trace 88 related to a change of transmitter battery.
A.4.4 Starting model
The results of the ray-based inversion of first arrival travel times (Vidale, 1990) and
first-cycle amplitudes (Maurer & Musil, 2004) are used as starting models for the full-
waveform inversion. For the ray-based inversion, a wide range of different homogeneous
start velocity models were tested and the smallest RMS after 30 iterations and the least
diagonal artefacts were found for a constant velocity of 0.075 m/ns for the sparse acquisi-
tion setup, 0.069 m/ns for the semi-reciprocal setup and 0.065 m/ns for the dense setup.
The inversion of the picked first arrival travel times and first-cycle amplitudes with these
parameters and a subsequent conversion of velocity and attenuation into permittivity and
conductivity led to the tomograms shown in Figure A.5 for the three acquisition setups.
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Three layers are recovered: layer 1 in 23.5 m depth with a mean relative permittivity
of εr;mean = 15.0 and a mean conductivity of σr;mean = 27 mS/m, layer 2 in 3.56.5 m
depth with εr;mean = 18.0 and σr;mean = 29 mS/m and layer 3 in 6.59 m depth with
εr;mean = 15.0 and σr;mean = 27 mS/m. Figures A.5c, f and i show the ray-coverage after
travel time inversion, which is densest for the dense setup with the largest number of
traces. According to the principle of semi-reciprocal measurements shown in Figure A.1b,
the semi-reciprocal setup exhibits a dense ray-coverage close to both boreholes, whereas
the sparse setup is not well covered with ray-paths close to the transmitter borehole. All
three setups show a sparser ray-coverage in the upper and lower parts. This effect is more
prominent for sparser acquisition setups. We used the permittivity distribution from the
semi-reciprocal setup (Fig. A.5d) and for stability of the inversion a homogeneous con-
ductivity model of 26 mS/m according to the mean conductivity of the distribution from
Figure A.5e as starting models for the full-waveform inversion.
A.4.5 Full-waveform inversion results
Using the obtained ray-based inversions as permittivity and conductivity start models, the
full-waveform inversion is performed following the approach of Meles et al. (2010). After
applying a 3D to 2D conversion to correct 3D effects in the real data for the 2D FDTD
modeling code, the source wavelets for each of the three addressed acquisition setups are
estimated following the approach of Ernst et al. (2007b), which was extensively tested on
measured data by Klotzsche et al. (2010). The shapes and amplitudes of the corrected
wavelets are similar for all three setups.
For all setups, the convergence criterion of a change in TRMS smaller than 1% is
reached after 16 iterations, where the TRMS at all setups decreases to 40% compared to
the starting model. The TRMS of the sparse setup is 1.2916 ·10−6 larger than the TRMS
of the semi-reciprocal (1.1160·10−6) setup but smaller than the dense (1.3225·10−6) setup,
which is probably caused by the significantly increased number of traces that needs to
be fitted. However, note that a small TRMS does not necessarily imply a good model
resolution. Note that we observed a 4 % - 7% smaller TRMS by using the ZOP - MOG
cross-correlation method instead of the CMP method to determine the time zero, which
indicates that our novel time-zero correction improves the inversion results.
Figure A.6 shows the obtained permittivity and conductivity distributions. In addition
to the three main layers of permittivity and conductivity indicated already by the ray-
based inversion results, the permittivity middle layer shows finer sub-layers of alternating
slightly higher and lower permittivities. In addition, significant differences are noticeable
in the upper- and lowermost layer of the aquifer in 2 m - 3.5 m and 7 m - 9 m depths. Note
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that accurate borehole deviation information was indispensable and artefacts occurred
when uncorrected coordinates were used (see also Maurer & Green (1997)).
The conductivity results show more differences between the different acquisition se-
tups. Again, like in the permittivity distribution, the middle layer is best resolved and
most similar between the acquisition setups. In the upper part of this layer at about 4 m
depth, a high-conductivity anomaly is present close to borehole east, which is most clear
with the dense setup. With decreasing number of transmitters and receivers, the conduc-
tivity models appear to be smoother and fewer anomalies are resolved. The sparse setup
does not resolve every layer that is distinguishable in the tomogram of the semi-reciprocal
setup. In the upper region more conductivity structures and a stronger heterogeneity
appear for the dense setup. In general, the sharpness of the conductivity layer interfaces
differs between the acquisition setups, where the differences for the permittivity results
are rather small, especially in the middle layer. For fewer transmitters the conductivity
models are smoother and a finer layering is only resolved with the dense setup. In the
following, we want to clarify which parts of the aquifer are most reliably resolved.
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Figure A.5: Ray-based inversion results, where a), b) and c) show the permittivity distri-
bution, conductivity distribution and ray-coverage of the sparse setup, respectively. d),
e) and f) show the permittivity distribution, conductivity distribution and ray-coverage
of the semi-reciprocal and g), h) and i) of the dense setup, respectively.
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Figure A.6: Full-waveform inversion results, where a), b) and c) show the permittivity
and d), e) and f) the conductivity distributions after 25 iterations for the sparse, semi-
reciprocal and dense acquisition setups, showing an improved resolution compared to the
ray-based results shown in Figure A.4.
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A.4.6 Comparison of observed and modeled traces
Figure A.7 compares the observed traces with the modeled traces of transmitters 1 - 14 in
borehole east after 16 iterations. In general, the modeled data show similar trends as the
observed data and also the order of magnitude of the amplitudes is consistent. The shape
of the traces is analogical for the modeled and observed data for all shown transmitters
and all transmitters not shown. In general the phases of the modeled data fit the phases
of the observed data well. Differences in the travel times can be directly related to
heterogeneities in the permittivity model and conditionally also in the conductivity model
since conductivity depends on both the velocity and the amplitudes of the signals.
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Figure A.7: Comparison of the observed traces and the modeled traces after 16 iterations
for transmitters 1 - 14 and depths 2 m - 9 m (see Transmitter 1). Transmitters 1 - 14
are present at depths 2 m, 2.5 m, ... , 8.5 m, as indicated by the crosses. According to
A and B in the inversion results in Figure A.5, the increase and decrease in overall MOG
travel times between transmitters 3 - 4 and 9 - 10, indicated by the horizontal dashed
lines and according to C and D in Figure A.5, the shift in travel time in MOGs 3 and 9,
indicated by vertical dashed lines, correspond to the transitions between the three main
layers shown in Figure A.2.
The transition from low permittivity and low conductivity above 4.5 m to higher values
below 5.0 m is characterized by a decrease of velocity and thus an increase in permittivity.
With respect to the decreased velocity we expect longer travel times at transmitter 4
compared to 3. This is indeed confirmed by the observed data (see A in Figs A.6 and
A.7). Transmitter 3 shows a shift in travel time at receiver 18, which fits the increase in
permittivity also very well (C in Figs A.6 and A.7). Transmitters 4 - 9 (borehole east) and
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receivers 18 - 47 (borehole west) are located in the middle-high permittivity region. Slight
fluctuations of the travel times of the data for these transmitters indicate the alternating
higher and lower permittivity sub-layers. The transition from high permittivity and high
conductivity to lower values is characterized by a clear decrease in travel time between
transmitters 9 10 (B in Figs A.6 and A.7). A shift from longer to shorter travel times
is, according to this, noticeable at transmitters 9 and 24 (D in Figs A.6 and A.7). The
observed travel times but also the amplitudes of the traces are well fitted by the modeled
data. In general, it is more difficult to fit the amplitudes compared to travel times and
since the attenuation of amplitudes determines conductivity, the conductivity models are
expected to be less accurate as permittivity models.
A.4.7 Resolution analysis using the checkerboard test
The differences in achieved resolution between the acquisition setups and between permit-
tivity and conductivity are quantitatively investigated using the checkerboard test. One
of the main challenges in the checkerboard test to achieve optimal quantitative and com-
parative values is to choose adequate pattern sizes and percentages of the perturbation of
both the permittivity and conductivity distributions. With an average center frequency
of 87.5 MHz and a mean permittivity of εr = 16, the dominant wavelength is about λ
= 0.86 m. Additional synthetic studies (not shown) showed that a checkerboard pattern
size of one wavelength encompasses the resolution range of interest.
In our study, the permittivity and conductivity parameters mp{εσ} are kept constant
on optimized values and the tests are carried out for permittivity and conductivity sep-
arately to avoid falsified resolvabilities due to mutual interaction. Zelt & Barton (1998)
and Rao et al. (2006) found a perturbation magnitude of 5% for velocity suitable, which
corresponds to a permittivity perturbation of mpε = 0.108. Elaborate testing showed that
this perturbation is well balanced. High-conductivity perturbations are needed to super-
impose the model according to high-conductivity variability. However, it was found by
extensive tests on synthetic data sets to be most effective to use a conductivity perturba-
tion value of mpσ = 0.6.
The explained methodology is separately performed for permittivity and conductivity
to obtain the reconstruction of the perturbation pattern for both, independently, as shown
in Figure A.8. For both, permittivity and conductivity, the perturbation pattern is best
reconstructed between 3.5 m - 6.5 m depth, clearly related to the high permittivity and
high-conductivity layer. As also observed in synthetic studies, horizontal interfaces are
sharper resolved than vertical interfaces. The permittivity perturbation pattern is better
reconstructed for the dense and the semi-reciprocal setups than for the sparse setup. For
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conductivity, the amplitude of the perturbation pattern increases for reducing numbers
of transmitters.
The permittivity resolvability is better than the conductivity resolvability and demon-
strates similar images for the dense and semi-reciprocal setups. In contrast to these two
setups, the sparse setup shows worse resolvabilities, which is confirmed by a worse mean
permittivity resolvability value, as listed in Table A.2. A similar situation is given for
the conductivity, where the resolvabilities are stepwise better for denser setups. This is
reflected by better mean resolvabilities, which seem to be interrelated with the number of
involved transmitters. Note that in the sparse setup 14 transmitters, in the semi-reciprocal
setup 28 transmitters and in the dense setup 68 transmitters are involved, which gives rise
to differences in acquisition time and the number of required CPUs. Note that the mean
permittivity resolvability is above the threshold of 0.7 for a well-resolved model, whereas
the mean conductivity resolvability is slightly below this threshold.
Table A.2: Resolvability of permittivity and conductivity for the sparse, semi-reciprocal
and dense acquisition setups. For a comparison, the approximate acquisition time and
the number of CPUs required for the full-waveform inversion process is about 40 minutes.
Acquisition Mean resolvability Mean resolvability Approximate Number
setup of ε of σ acquisition time of CPUs
sparse 0.72723 0.64833 2.5 hours 14
semi-reciprocal 0.74531 0.66462 4.5 hours 28
dense 0.74329 0.68394 9 hours 68
The resolvabilities are expected to be strongly related to the ray-coverage. Comparing
the resolvabilities with the ray-coverage from the ray-based inversions shown in Figures
A.5c, f and i the upper and lower regions of all resolvability images show lower values
for R2 and R2, which is connected to the reduced ray-coverage in these regions. This is
consistent with the inversion results in Figure A.6, where the middle part of the aquifer
was well resolved and the upper and lower regions less resolved. The permittivity and
conductivity resolvabilities for the sparse acquisition setup show low values close to bore-
hole west, even if they are still above the threshold of 0.7 for permittivity and therefore,
considered to be well-resolved. The discrepancy between the resolvabilities close to bore-
hole east and borehole west are directly associated with the reduced ray-coverage due to
a large transmitter spacing in borehole west. Figure A.5i displays the weak ray-coverage
close to the borehole with the sparse transmitters. In contrast, the semi-reciprocal and
dense setups provide higher resolvabilities due to a denser ray-coverage. Whereas with
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the dense acquisition setup the dense ray-coverage is obtained by a dense transmitter
configuration, a similarly dense ray-coverage is achieved with the semi-reciprocal setup
by placing transmitters with a larger spacing in both boreholes. This results in high-
permittivity resolvabilities above 0.8 and also high-conductivity resolvabilities above 0.7
close to both boreholes for these two acquisition setups.
Although the reconstruction of the conductivity patterns appears to be sharp, this is
caused by the much larger conductivity perturbation magnitude. Figure A.9 indicates
much better permittivity resolvability, which is consistent to synthetic studies and what
we expected from the inversion results themselves. Note that the resolvability reflects how
good the pattern was reconstructed compared to the original conductivity pattern. Due
to different magnitudes of perturbation, the reconstructed permittivity pattern cannot
be directly compared to the reconstructed conductivity pattern, whereas the resolvability
can be directly compared.
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Figure A.8: Reconstruction of the permittivity and conductivity perturbation pattern for
the sparse, semi-reciprocal and dense full-waveform inversion results shown in Figure A.5
using the checkerboard analysis shown in Figure A.2. A checkerboard pattern size of one
wavelength and perturbation magnitudes of mpε = 0.108 for permittivity and m
p
σ = 0.6
for conductivity are used.
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Figure A.9: Permittivity and conductivity resolvability for the sparse, semi-reciprocal and
dense full-waveform inversion results shown in Figure A.5, obtained using the checker-
board analysis shown in Figure A.2.
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A.4.8 Interpretation of permittivity and conductivity results
Based on the results of the reliability of certain regions in the models, Figure A.10 shows
the interpreted permittivity model of the semi-reciprocal results with regard to the gen-
eralized stratigraphy introduced above. Changes in travel times in the observed data
support the subdivision of the studied aquifer into three main layers. The shapes, phases
and also amplitudes are well fitted by the modeled data, so we can assume that the
permittivity and conductivity models are reliable. In 2 m - 3.5 m depth, a layer of low
permittivity is distinguishable. The mean relative permittivity of εr,mean = 14.1 can be
related to the medium gravel in the generalized soil texture. The high-permittivity layer
in 3.5 m 6.5 m depth shows alternating horizontal sub-layers of slightly higher and lower
permittivities. With regard to the resolution analysis the resolution of the middle layer
is most reliable and we can have confidence in the detection of fine sub-layering. This
can be explained by depositional sequences of the fluvial sediments with finer and coarser
materials. In further studies this hypothesis needs to be confirmed by a comparison with
other data from the uppermost aquifer at the Krauthausen test site. The higher permit-
tivity with εr,mean = 18.1 in this middle layer is in accordance with the finer material
of medium sand and fine gravel. At 6.5 m depth a transition to lower permittivity with
mean values of εr,mean = 15.1 is present. This matches the change to coarser material of
medium gravel in this depth.
The permittivity model εr is converted into porosity Φ using the petrophysical model
from Linde et al. (2006):
Φ =
(
εr;water − εr;matrix
εr − εr;matrix
)− 1
m
. (A.8)
Due to a similar geology of a gravel aquifer, we use the same parametrization as Doetsch et al.
(2010b): (1) the relative permittivity of water at 10 ◦C εr,water = 84; (2) the relative per-
mittivity of the matrix εr,matrix = 8; and (3) the cementation factor of m = 1.6. Here, a
fixed cementation factor instead of a likely range as in the study of Doetsch et al. (2010b)
is used. The vertical variability and even the quantitative values of porosity match site-
specific information from the literature very well without applying any further calibration
(Vereecken et al., 2000). More research is needed for the determination and calibration
of the petrophysical model parametrization for this test site.
The conductivity inversion results show a high-conductivity layer at 9 m depth, which
is most visible with the best resolved conductivity model of the dense acquisition setup
and corresponds to the clayey base of the aquifer, even though the checkerboard test
indicated low resolution in this region. Altogether, the layering derived from the inversion
fits the generalized stratigraphy of the test site well, even though the depths of the layer
interfaces are not exactly the same as in the generalized stratigraphy model. Note, that
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Figure A.10: Overall interpretation of semi-reciprocal permittivity inversion results. The
gray line indicates the smoothed threshold of resolvability of 0.7, which separates less
resolved regions in the upper and lower parts from well-resolved regions in the middle
part. The middle layer, which resolves fine structures, is most reliable. Following the
approach of Linde et al. (2006) and using the parameters of Doetsch et al. (2010b) the
permittivity is converted into porosity. For a comparison the generalized soil texture after
Englert (2003) and the porosity after Vereecken et al. (2000) of the Krauthausen test site
are shown.
the uppermost and lowermost regions are less-resolved, indicated by the boundary of a
resolvability threshold of 0.7 (indicated by gray lines).
A.5 Conclusions and outlook
Experimental data sets with sparse, semi-reciprocal and dense transmitter-receiver se-
tups were acquired at the Krauthausen test site. The processing could be optimized by a
novel method for time-zero correction, which improved the full-waveform inversion results.
Here, a relative time-shift using a cross-correlation of horizontal ZOP traces with corre-
sponding MOG traces was used. A comparison with the time zero obtained from CMP
measurements confirmed that the cross-correlation method is reliable and more precise in
the saturated zone. Ray-based inversions were used as start models for the full-waveform
inversion. In order to assess the optimization and evaluate different acquisition setups, the
checkerboard test was adapted as a resolution analysis tool and applied on full-waveform
inversion results for the different acquisition setups. The final model results are superim-
posed with a suitable checkerboard pattern, which are reconstructed using full-waveform
inversion. A comparison of the reconstructed with the original pattern by a semblance
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approach results in resolvability distributions of the full-waveform inversion results.
The full-waveform inversion results showed a similarly good resolved middle layer for
all setups and anomalies in the upper- and lowermost layers in the ε and σ distribu-
tions and gradients. The conductivity model was generally smoother for the sparse setup
whereas more layers were distinguishable with the dense setup. In further studies, the
reliability of additional features resolved with the dense setup should be proven. The
gradients of the semi-reciprocal and the dense setups were more homogeneous and the
permittivity resolvabilities were similar and better compared to the sparse setup. For
conductivity, the resolvability decreased with less transmitters and receivers and was also
better for the semi-reciprocal and dense setups. It turned out, that the distribution of
resolvabilities reflects the ray-coverage. The advantage of semi-reciprocal setups with
sparser transmitter than receiver spatial samplings, on the one hand, was confirmed by
similarly good resolvabilities like the dense setup and high resolvabilities close to both
boreholes, in contrast, on the other hand, to lower values close to the transmitter bore-
hole for the sparse setup. The checkerboard analysis provides a powerful tool to assess
the obtained resolution.
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Appendix B
High resolution imaging of the
unsaturated and saturated zones of a
gravel aquifer using full-waveform
inversion 1
Full-waveform inversion can significantly improve imaging results of crosshole GPR data
compared to conventional ray-based inversion schemes. Recently, a 2D full-waveform finite
difference time domain (FDTD) approach is used to invert crosshole GPR data measured
in the saturated zone of a gravel aquifer. Due to water table refractions and reflections,
the upper part of the aquifer was not reliably imaged. Here, we reconstruct the upper
part of the aquifer by imaging both the saturated and unsaturated zones and extend the
inversion domain by including data acquired in the unsaturated zone of the aquifer (2 m -
4 m depth). Estimating one effective wavelet, as was done for the saturated zone inversion
alone, is insufficient because the effective wavelet strongly depends on the location of both
the transmitter and receiver antennas. Therefore, four different source wavelets were
estimated for the different combinations of antennas placement in the two zones, and
the full-waveform inversion algorithm adapted accordingly. This resulted in improved
images of the aquifer. In general, the observed and the modeled traces show a good
correspondence in both shape and amplitude. For the transmitters in the unsaturated
domain, the amplitude fit was not optimum and can probably be improved by adjusting
the conductivity starting model.
1adapted from Klotzsche, A., van der Kruk, J., Vereecken, H., Meles, G. A, Doetsch, J., Maurer, H.,
Greenhalgh, S. A., Green, A. G. and Linde, N., 2011, 6th International workshop on advanced ground
penetrating radar, 20-24.
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B.1 Test site, measurement setup and geological back-
ground
Crosshole GPR data were acquired close to the Thur River in the Thur valley in Switzer-
land. A 7 m thick glaciofluvial gravel deposit is formed near the river, which is embedded
between alluvial loam (silty sands) in the top three meters and lacustrine sediments (low
permeable clays) below 10 m depth (see Fig. B.1). Close to the river, monitoring wells
with a diameter of 11.4 cm were installed and GPR data were measured using the RA-
MAC Ground Vision system of Mal˚aGeosience with 250 MHZ antennas in six planes
Doetsch et al. (2010b). Here, we investigate the data acquired along the south-west plane
below and above the water table, which is at approximately 4.2 m depth. Between 2 m -
10 m depth two semi-reciprocal crosshole measurements were employed, each with 14
transmitters (spacing 0.5 m) and around 70 receivers (spacing 0.1 m).
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Figure B.1: Simplified geological representation of the measurement domain showing a
three- layered structure from top to bottom: alluvial loam, gravel, and lacustrine sedi-
ments (extended from Klotzsche et al. (2010)). The water table is at approximately 4 m
depth and transmitters and receivers are indicated by circles and crosses, respectively.
Possible source-receiver combinations in the unsaturated (U) and saturated (S) zone are
indicated by UU, SS, US, and SU.
B.2 Full-waveform inversion for the unsaturated and
saturated zones
Since full-waveform inversion incorporates all arrivals we expect a better image recon-
struction of the aquifer close to the water table when the unsaturated zone is included
in the model and inversion domains. Specifically, the forward model should also include
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refractions and reflections at the water table, which exist in the observed data. First, we
analyze the behavior of the source wavelet in the different zones and then describe the
full-waveform inversion for the combined saturated and unsaturated domain.
B.2.1 Source wavelet estimation for unsaturated and saturated
zones
The typical procedure to estimate the unknown source wavelet consists of three steps
Klotzsche et al. (2010). Firstly, a source wavelet is estimated by using only horizontally
traveling rays where just the shape of the wavelet is considered. Secondly, the shape and
the amplitude of the source wavelet are corrected by deconvolving the Green’s function
calculated from the starting model with the measured data. Thirdly, the source wavelet
is updated after several iterations of the full-waveform inversion.
The use of one effective source wavelet Klotzsche et al. (2010) for the saturated and
unsaturated zones did not lead to satisfactory results, because of different effects of the
borehole fillings on the measurements in each zone. The effective wavelets are very dif-
ferent, depending on where each antenna is located Tronicke & Holliger (2004). Similar
effects occur for the receiver antennas. Depending on the location of the antennas and
the water level, four possible effective wavelets are obtained. These are illustrated in
Figure B.1, where the following combinations are considered: transmitter and receiver
are both located in the unsaturated medium (UU) or in the saturated medium (SS), or
the transmitter is placed in the unsaturated medium and the receiver in the saturated
medium (US), or vice versa (SU). Figures B.2 and B.3 show the separately obtained non-
normalized and normalized effective wavelets and the corresponding amplitude spectra
for the four different setups UU, SS, US and SU shown in blue, red, green and cyan,
respectively (all three correction steps were applied). The wavelet with the highest fre-
quency and amplitude is obtained when transmitter and receiver are both located in the
unsaturated domain (blue lines in Figs B.2 and B.3), whereas the lowest frequency and
amplitude wavelet occurs when both antennas are located in the saturated domain (red
lines in Figs B.2 and B.3). When one antenna is located in the unsaturated zone and the
other in the saturated zone, wavelets having intermediate central frequencies and ampli-
tudes are obtained (green and cyan lines in Figs B.2 and B.3). Note, that the different
amplitudes indicate that the source and receiver are non-reciprocal.
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Figure B.2: a) estimated effective source wavelets and b) amplitude spectra for the four
estimated source wavelets. UU, SS, US and SU are shown in blue, red, green and cyan,
respectively.
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Figure B.3: a) normalized effective source wavelets and b) normalized amplitude spectra
for the estimated source wavelets. . UU, SS, US and SU are shown in blue, red, green
and cyan, respectively. Note, that the maximum frequency and amplitude is achieved for
the UU wavelet and decrease towards SS. US and SU have a similar shape and center
frequency.
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B.2.2 Principle of the combined full-waveform inversion
The full-waveform inversion method is a gradient-based iterative optimization scheme
Meles et al. (2010), which is adapted to using the different source wavelets for the si-
multaneous inversion of the unsaturated and saturated domains. In the first step, the
residual wave field between the observed and the synthetic data is calculated. Before the
synthetic data can be computed, it is necessary to assign and distribute the wavelets. For
each transmitter two source wavelets need to be applied separately for receivers in the
unsaturated and saturated domain. For both wavelets the synthetic data are calculated
and assembled together, depending on the position of the water level. In the second step,
the residual wave field is back-propagated to compute the gradient by means of a zero-lag
cross-correlation of the synthetic and back-propagated residual wave fields. Next, the
optimal step-lengths for the permittivity and conductivity are obtained and in the last
step the permittivity and conductivity model are updated for each iteration with the cor-
responding gradient and step lengths for each iteration. Therefore, the same procedure
is applied to compute the perturbed traces as for the computing of the synthetic field in
step 1. The inversion loop is stopped, if the root-mean-square error between the observed
and synthetic data is changing less than 0.5 % between two iterations.
B.2.3 Results of the combined full-waveform inversion
The full-waveform inversion was carried out for 28 transmitters and 140 receivers. It is
important to define a good starting model because the amplitudes of the source wavelets
are closely linked to the conductivity model, and both factors have a strong influence on
the conductivity values obtained by the full-waveform inversion. Similar to the inversion
carried out for the saturated domain alone Klotzsche et al. (2010), the travel time inver-
sion results were used as the starting permittivity model for the saturated domain. Due
to the low ray-coverage between 4.2 m - 6 m, a layer with relative permittivity of 17 was
assumed. Different starting model tests showed that a layer of relative permittivity 17
fits the observed data best. Relative permittivity values for the unsaturated gravel and
the loam are reported to lie between 3 - 6 and 5 - 20, respectively Daniels et al. (2005);
Davis & Annan (1989). Forward modeling indicated a relative permittivity of 6 for the
depth domain 0 m - 4.2 m. The capillary transition zone between unsaturated and sat-
urated gravel is expected to be very thin and in the order of the cell size of 9 cm. For
the conductivity, we used a homogeneous starting model of 9.5 mS\m. If clay is present
in the aquifer, the conductivity values will increase with an increasing amount of clay.
Therefore, for the alluvial loam and for the lacustrine sediments a higher conductivity
after the inversion is expected than for the gravel layer Davis & Annan (1989).
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Figure B.4: a) Relative permittivity and b) conductivity tomograms after 40 iterations
of the full-waveform inversion using four different wavelets. Transmitters and receiver are
shown with circle and crosses, respectively. Note the logarithmic scale of the conductivity
tomogram.
Figure B.4a and b show the relative permittivity and conductivity tomograms, respec-
tively, after the 40th iteration of the full-waveform inversion scheme. Due to the presence
of the water table at 4.2 m depth, and the correspondingly different starting model, the
unsaturated zone between 2.5 m - 4.2 m depth shows a much lower permittivity compared
to the saturated zone (see Fig. B.4a). For the zone in the depth range 6 m - 11 m, similar
permittivity and conductivity results are obtained as when only the saturated zone is
inverted Klotzsche et al. (2010). The underlying lacustrine sediments are clearly visible
below 9.5 m depth, with conductivity values around 20 mS\m. For the zone between
4.2 m - 6 m, where alternating high and low permittivity and conductivity values were
obtained when inverting only the saturated region Klotzsche et al. (2010), completely dif-
ferent results are now obtained. A high permittivity zone can be observed between 5.2 m
- 6 m depth. The RMS is reduced by approximately 50 % compared to the travel time
inversion.
Figure B.5 shows the normalized and un-normalized observed and modeled radargram
source gathers for transmitters 1 - 14 for the final inverted model (transmitters and
receivers are located in the west and south borehole, respectively). In Figures B.5a and b,
the normalized radargrams of the modeled and observed data are depicted, and indicate
that most of measured direct, reflected and refracted arrivals are well fitted by the modeled
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data. In Figures B.5c and d, the un-normalized data are shown at true amplitude. Most
amplitudes of the measured data are also well-fitted by the modeled data. Similar results
are obtained for the transmitters 15 - 28 from the semi-reciprocal measurements (not
shown). For antennas partly in unsaturated and saturated domain (transmitter 3 and
17), the fit is expected to be less good. Also for transmitters 1 - 2 and 15 - 16 the fit is
less good, which is probably due to an insufficient start model for the conductivity in the
unsaturated domain.
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Figure B.5: a) and b) show the modeled and observed radargram source gather data
normalized to the maximum amplitude, respectively. c) and d) show the true amplitude
modeled and observed data. The numbers indicate the transmitter, 1-14. The modeled
and experimental data show a very good fit in amplitude and shape. For transmitters
1-3, the amplitude fit is less good.
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In the un-normalized measured and modeled radargrams, high amplitudes and elon-
gated wave-trains can be observed for transmitters 6 and 7 for the receiver depth range be-
tween 5.2 m - 6 m depth, which indicates the presence of a waveguide van der Kruk et al.
(2006) where the high permittivity zone is present (see Fig. B.4a). For the transmitters
20 - 21 from the semi-reciprocal measurements the same behavior is observed. Inversion
of only the saturated domain showed residual gradients between 5 m - 6 m depth (see
Chapter 3). Inverting jointly both the saturated and unsaturated domain, results in an
almost vanishing gradient (not shown) for the permittivity and conductivity in the whole
inversion domain, indicating that the model is describing the measurements well.
B.3 Conclusions and outlook
A full-waveform inversion algorithm for crosshole GPR data has been extended to incor-
porate both the saturated and unsaturated parts of a gravel aquifer in Switzerland. Due
to the different borehole filling effects of the transmitter and receiver antennas in the sat-
urated and unsaturated domains, it is necessary to estimate four different effective source
wavelets to simultaneously invert for the permittivity and conductivity in the unsaturated
and saturated regions of the aquifer. With the use of these four wavelets, high resolution
images were obtained. Especially the aquifer characterization close to the water table
is significantly improved using the unsaturated and saturated GPR data. In addition, a
high permittivity layer could be delineated, which indicated the presence of a waveguide.
The measurements for the source and receivers which were present over the depth range
of the high permittivity layer in the saturated aquifer, along with the modeled data that
show high amplitudes and elongated wave-trains, confirm the presence of a waveguide.
The amplitudes for transmitters in the unsaturated domain were less well reconstructed
by the model, which is probably due to a non-optimum conductivity starting model, and
needs to be improved.
We obtained (1) very similar inversion results using different start models, (2) a good
fit between the observed and modeled data travel times, waveforms, and amplitudes, and
(3) an almost vanishing gradient. These observations indicate that the inverted model
describes the measurements well and we assume that we found a good approximation of
the global minimum for the saturated part of this dataset.
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Appendix C
Improvements in crosshole GPR
full-waveform inversion and
application on data measured at the
Boise Hydrogeophysics Research
Site1
Since the first application of full-waveform inversion on experimental GPR data, the al-
gorithm has been significantly improved. An overview is given of all developments by
applying different versions of the full-waveform inversion to the experimental data set
acquired at the Boise Hydrogeophysics Research Site in Idaho. Almost all improvements
resulted in a reducing final misfit between the measured and synthetic data and a reduc-
ing gradient at the final iteration. One of the first full-waveform inversions of crosshole
GPR data was based on a 2D scalar finite-difference time-domain solutions of Maxwell
Equations (Ernst et al., 2007a). This approach was applied to synthetic and to two ex-
perimental data sets (Ernst et al., 2007b); one obtained in the Grimsel rock laboratory
and one obtained at the Boise Hydrogeophysics Research Site (BHRS). Since these first
applications of full-waveform inversion for crosshole GPR data, the full-waveform inver-
sion has been improved by including the vector character of the electrical field and the
simultaneous inversion of permittivity and conductivity (Meles et al., 2010). Recently,
this method was extended by allowing a more flexible source-receiver setup to minimize
the computational costs and applied it to a data set measured on a gravel aquifer in
1adapted from Yang, X., Klotzsche, A., van der Kruk, J., Vereecken, H., Meles, G. A. and Maurer,
H., 2011, 6th International workshop on advanced ground penetrating radar, 304-307.
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Switzerland (Klotzsche et al., 2010). In the following, an overview is given of all devel-
opments by showing all improvements (Meles et al., 2010; Klotzsche et al., 2010) of the
full-waveform inversion to the experimental data set acquired at the BHRS (Ernst et al.,
2007b), which includes the use of all receiver data available, which is four times as many
as originally used (Ernst et al., 2007b).
C.1 Boise aquifer
The BHRS aquifer consists of a 20 m thick gravel- sand aquifer, which is embedded over a
≥ 3 m thick layer of red clay (see Fig. C.1). Within the aquifer five main units (four pebble
and cobble dominated and a sand channel) and one subunit have been identified based on
the Neutron-Neutron porosity logs and capacitive conductivity logs (Barrash & Clemo,
2002; Mwenifumbo et al., 2009).
TRN40
TRN20
TRN1
REC311
REC1
Figure C.1: Simplified acquisition setup of the experimental data set acquired at the
Boise test side (adapted from Ernst et al. (2007b)). Transmitter and receiver locations
are indicated by TRN and REC, respectively.
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C.2 GPR survey layout
A high quality crosshole GPR dataset (Ernst et al., 2007b; Tronicke et al., 2004) was
acquired in two vertical boreholes (C6 and C5) over a depth range of 20 m. The distance
between the boreholes is approximately 8.5 m and the diameter of the boreholes casing
is 0.1 m. The dominant antenna frequency of ∼ 80 MHz yielded a dominant wavelength
of ∼ 1 m in the low velocity sediments. Although 311 receivers with a vertical spacing of
0.05 m were used to measure the data, initial inversion (Ernst et al., 2007b) only used 77
receiver locations with a spatial sampling of 0.4 m. Here, we used all 311 receivers with a
vertical spacing of 0.05 m, which is not requiring more calculation time (Klotzsche et al.,
2010). All inversions used 40 transmitters with a vertical spacing of 0.4 m. Note that,
the depths are below measuring point in context.
C.3 Inversion results
C.3.1 Comparison of the inversion results
During the inversion, the root mean square (RMS) error between the measured and cal-
culate data over all time samples is minimized (Meles et al., 2010). The results of the
cumulative improvements of full-waveform inversion are shown in Figure C.2. In the fol-
lowing, the number of traces used in the inversion is 77 unless mentioned otherwise. The
ray-based inversion provides low resolution permittivity and conductivity images which
are shown in Figures C.2a and f, respectively. A higher resolution of the subsurface is
shown in Figures C.2b, g by applying the scalar full-waveform version (Ernst et al., 2007a),
using the stepped approach that inverts for the permittivity while keeping the conductiv-
ities fixed and vice versa. A prominent dipping feature in the results of permittivity and
conductivity between 9 m and 12 m depth is visible. Table C.1 shows the obtained RMS
value between the measured and inverted data which decreased significantly compared to
the ray-based inversion. Note, that the ray-based inversion results are used as starting
model for the full-waveform inversion.
The vectorial inversion (Figs C.2c, h) that considers the vectorial nature of the electric
fields, returns similar imaging results and a slightly smaller RMS value was obtained
(see Table C.1). Next, a simultaneous full-waveform inversion of the permittivity and
conductivity values is used where the step-lengths and updates for these two parameters
are calculated for each iteration. Although this process requires an additional forward
model calculation, the simultaneous nature of the process results in a reduction of the
total number of forward calculations needed (Figs C.2d, i). Here, the prominent dipping
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Figure C.2: Comparison of ray-based (equals the start model of the full-waveform inver-
sion) and all full-waveform inversion results of the BHRS data. Transmitter and receivers
are indicated by crosses and circles, respectively. Note, that for a - d and f - i 77 receivers
are used, whereas for e and j all 311 receivers are used. Note the logarithmical scale of
the conductivity images.
feature is nearly absent and the obtained RMS value is again reduced with more than 20 %,
which indicates that the dipping feature is a numerical artefact. Running the simultaneous
full-waveform inversion with 311 traces, the images show only small differences from the
simultaneous full-waveform inversion results using 77 traces (Figs C.2 e, j). However, the
obtained RMS value reduced distinctly.
C.3.2 Gradient comparison of the different full-waveform inver-
sions
To investigate the reliability of the inversion results we show all remaining gradients in
Figure C.3 using the same color scale. The mean gradient values are given in Table C.1.
Note, that the permittivity gradients are much larger than the conductivity gradients due
to an additional time derivative (see Eq. 22 in Meles et al. (2010)). Figures C.3a and f
show the permittivity and conductivity gradients at the first iteration of the full-waveform
inversion. Note, that here the ray-based inversion result is used as start model for the
full-waveform inversion. The remaining gradients at the final inversion iteration number
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30 of all full-waveform inversion methods are shown in Figures C.3b - e and C.3g - j.
Remaining gradients for the scalar and vector version using a stepped approach shows
still relatively large amplitudes between 9 and 12 m (Figs C.3 b, c, g, h). Note, that in this
region also the artificial dipping feature was detected. This is an interval of high capacitive
resistivity including the anomalous subunit recognized by Mwenifumbo et al. (2009). The
remaining gradients for the vector version are slightly larger than the scalar version,
which is probably caused by using the two components of the vector electromagnetic
fields to calculate the gradients. Smaller and more homogeneous gradients are obtained
by the simultaneous version of full-waveform inversion (Figs C.3d, i). For the permittivity
gradient, the fluctuation on the porosity units boundary are nearly absent, but for the
gradient of conductivity we can still observe some small amplitude fluctuations. When
using 311 traces for the simultaneous full-waveform inversion the absolute mean value
of the gradients are significantly reduced and relatively homogeneous gradient for both
permittivity and conductivity are obtained (Figs C.3e, j). However, the permittivity
and conductivity images show only small differences from the simultaneous full-waveform
inversion results using 77 traces (see Fig. C.2). This indicates that an optimum acquisition
setup exists where a limited number of traces are used. More research is needed to
determine this optimum acquisition setup. Summarizing, we see that by improving the
full-waveform inversion the absolute mean value of the gradient is decreasing significantly
(see Table C.1) and that remaining gradients indicate regions where the images are less
reliable.
Table C.1: Forward calculation time and RMS values for the different methods shown in
Figure C.2 and absolute mean values of the gradients shown in Figure C.4.
Inversion method Calculation Forward RMS Mean gradient Mean gradient
time times value for ε value for σ
Ray-based − − 3.4 · 10−6 3.4514109 7.7694
Scalar 69 min 180 2.4 · 10−6 1.3578108 0.0826
Vector 69 min 180 2.4 · 10−6 2.0771108 0.1927
Simultaneous 86 min 120 1.9 · 10−6 4.9463107 0.0514
All traces simult. 86 min 120 1.6 · 10−6 8.7286106 0.0174
C.3.3 Comparison of the observed and simulated radar traces
Figure C.4a shows notable misfits between the observed and simulated radar traces derived
from the ray-based tomograms, particularly in the central regions of the receiver gather.
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Figure C.3: Comparison of the gradients obtained of the final full-waveform inversion
results. a) and b) show the gradients for the permittivity and conductivity, respectively,
after one iteration of the full-waveform inversion to illustrated the misfit between the ray-
bases inversion results and the observed data. Transmitter and receivers are indicated by
crosses and circles, respectively.
Figure C.4b shows that the radar traces generated from the full-waveform tomogram (Figs
C.2 e, j) fit quite well with the observed data. For small depths and small trace numbers,
the correspondence for the second part of the wave train is poor.
The FWI results clearly show the boundaries of the main units at 12 and 16 m, which
have a good correspondence with the findings of previous studies (Ernst et al., 2007b;
Barrash & Clemo, 2002; Mwenifumbo et al., 2009; Tronicke et al., 2004; Dafflon et al.,
2011b). The boundary around 6.5 m depth is less clear (likely the base of a sandy lens
within Unit 4 that is continuous between wells C5 and C6, W. Barrash, pers. commun.
2011), but seems to correlate with the increased misfit observed in Figure C.4 for shallow
depths. Using the improved full-waveform inversion (Meles et al., 2011) that gradually
and progressively expands the frequency content as the iterations proceed might improve
these inversion results.
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Figure C.4: Normalized receiver gathers for source 20 at depth of 8.5 m in Figure C.2.
The blue and red lines show the measured and synthetic radar traces, respectively, for
the ray tomograms shown in Figures C.2a and f and full-waveform tomograms in Figures
C.2e and j).
C.4 Conclusions
The BHRS data have been inverted with several versions of the full-waveform inversion
including a new version where all traces (311 instead of 77) are used. The results show
that it is important to include the vector character and to use a simultaneous update
for the permittivity and conductivity values. Almost every improvement of the full-
waveform inversion resulted in a reduced misfit and smaller remaining gradients at the
final iteration. Regions with relatively high remaining gradient amplitudes indicate less
reliable inversion results. Using four times as many receivers resulted in similar inversion
results as using the initial number of receivers. More research is needed to determine the
optimum measurement setup (number of sources and receivers and their spatial sampling).
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