Introduction
A. S. Besicovitch t has given a construction of an even continuous function B for which he asserts the property D+B(x) <D+B(x), ( -Kx<l) , and, in consequence of the evenness of B, the companion property 7>_7?(x) <D~B(x), ( -1 <x < 1) ; that is, B has nowhere a unilateral derivative finite or infinite. Later E. D. Pepperf examined this same function. Some readers have found difficulty in following the reasoning employed by both these authors, and it may be that in some minds doubt as to the existence of such a function has been raised by the theorem of S. Saks § to the effect that the "functions of Besicovitch" constitute a set of only first category in the space C of continuous functions. ||
In the present paper we, like Besicovitch, associate with a function having dense intervals of constancy another such function. The method of association used here, however, is purely arithmetic and differs essentially from that of Besicovitch. The function F which it is our purpose to define and investigate is even and continuous on the open interval ( -1, 1) and has the property £ -x -1 < x < 1, which, incidentally, the function B does not possess.
We remark that it is our intention to order the subsequent material so as to facilitate the reading of the proof of Theorem 5.2. Should the reader wish to acquaint himself at once with the formal definition of F, he may do so by examining §2 and Definitions 3.1, 3.3, 4.2, and 5.1. * Presented to the Society, December 30, 1937; received by the editors December 18, 1937. The author wishes to express his gratitude to E. M. Beesley of Brown University for assistance in preparation of the manuscript and for suggestions concerning presentation of the material. j Besicovitch, Discussion der stetigen Funktionen im Zusammenhang mit der Frage über ihre
Notation and conventions
We employ the symbol [xh x2] to denote a closed interval, the symbol (xi, x2) to denote an open interval. The latter notation will be understood to imply that X!<x2. By the word set we understand a set of real numbers, by the word function a function on a set to a set. The letters n, N, v are permitted to assume integer values only. We denote the outer Lebesgue measure of a set A by | A \.
We shall find it convenient to refer to an open interval (a, ß) as an interval of a set A if (a, ß) c A with a and ß elements of the closure of the complement of A. In case A is open this means a and ß are not elements of A.
In connection with a function / we employ the notations :
x Lft^o J H(f) = the complement of K(f) with respect to the domain of /,
We also agree that if A is a set and r ^ 0, then the set A(r) shall be defined as follows : x t A(r) if x = +1 or if there is an interval (a, b) such that x t (a, b) c A with b -a>r.
3. The sequence {X"} and the function 0 3.1. Definition.
{X"} is the sequence, defined on all integers n,for which A" = 1/2 + m/2(|m| + 3).
In addition to the fact that X"->1 or 0 according as m->+ <x> or -°°, the properties of {X"} for which we shall have use are embodied in the following lemma:
3.2. Lemma. For each integer n, X"-(-X_n = 1 and 0 <Xn+1-X" <X"2 <X".
Proof. The first relation being evident, we prove the second. For each integer n, | w| (m+1) -|m + 1|m = 0, and we have -:-) 3\ | » + l | + 3 / = (X")2(2/3)(l + 1/3) = (Xn)2(8/9) < (X")2 < Xn.
Since X" converges to 1 or 0 according as n-* + <*> or -°°, and since 0<X"<X"+i<l for each integer « (see 3.2), it follows that there is a unique function 6 determined by the following definition: 3.3. Definition.
With 7"=X"/or « odd and yn = (X")1/2 for « even and § a particular non-dense closed set which enjoys the property*
is the function on (0, 2) defined by the following relations:
3.4. Theorem. The function 6 has the following properties: (a) 6 is continuous on (0, 2) and lim 0(0 = 0 < x/2 = e(x) = (x + 3)/4 ^ 0(1) = 1, 0 < x < 1; Í-0+ (b) K(9) f is dense in (0, 2), while X" e 77(0) for each integer «;
Proof. In order to establish these properties we note first that for each integer «, 0 is clearly continuous on [X", Xn+i] and that
Thus from (1), the symmetry of 0, and the equalities
it follows that 6 is continuous on (0, 2) with 0(0->0 as £-»0+. Observing that the relations X"+i -X" < Xn, X" + X_" = 1, « an integer, found in Lemma 3.2 imply the relations (2) Xn+i < 2Xn, An = 1 -X_", m an integer, and recalling that the geometric mean never exceeds the arithmetic, we conclude from (1) that X"^x^X"+1 implies
whence (a) is established. Using the notation of 3.3 for the remainder of the proof, and deferring consideration of (b) until last, we begin checking (c) by noting that (1) and (2) 
From this and the symmetry of 0 it follows that for x = 1
for other x e (0, 2), this inequality results from the relation (see 3.3 and note that | Yn+i-7n| <1 for each integer n)
In order to check (d), we prove first that X" e H(0) for each integer n. If n is odd, then7" = Xn<(Xn+1)1/2 = 7"+1 and y"+i-7">0, so that the combination of this last relation with the property of § stipulated in 3.3 yields the relations X" t H(0), Xn+i e H(0) ; whence X" e H(0) for each integer n. This of course implies 1 e H(0), so that upon letting (a, ß) be any interval of K(0) we have either (a, ß) c (0, 1) or (a, ß) c (1, 2). Thus in order to verify
there is, in view of the symmetry of 0, no loss in generality in assuming (a, ß) c (0,1). Since X" e 77(0) for each integer n, it is clear that an integer N exists for which \N^a<ß^\N+i, and hence from (1) In the next definition we exhibit the operation which is fundamental in the present development and which, among other things, associates with each function in SI another such function.
Definition.
With each function f on ( -1, 1) we associate the function f, likewise on ( -1, l),for which x t H(f) implies f(x) =0, and x e K(f) implies f
implies (a", ß") is an interval of K(0). Making use of 3.4(d), 4.1(c), and the above relations we conclude Proof. Since/is even, x e H(f) implies -x t 77(/). Hence from 4.2 we conclude that for x e H(f) 0 = /(-*) = /(*) = /(*)/21'2, and the preceding lemma completes the proof.
Lemma. Iff t 31 then K(f)=P(f), H(f) =Z(f). Proof. Lemma 4.4 implies K(f) c P(f). Definition 4.2 implies H(f) c Z(f).
Lemma 4.5 implies that P(J) and ¿(]) are complementary in ( -1, 1). The proof is complete.
4.7. Lemma. If f e 9Í and (a, ß) is an interval of K(j), then a and (a+ß)/2 are elements of 11(f) and we have
Proof. Referring to 4.4 we note
where h=f [(a+ß)/2]>0; so that upon noting a t H(f) and referring to 3.4(a), 4.2 we conclude that /(£)->/(«) = 0 as £->a+. Also upon defining £" = a-t-X"(/3-a)/2 and recalling that X" c 77(0) for each integer « we conclude that £" e 77(J) for each integer « and (see 3.3)
Since £"->a or (a-(-/3)/2 according as «->-oo or -f00, it is clear that a and (a+/3)/2 are elements of H(f) and that the proof of the lemma is complete.
4.8. Theorem. Iff e 3Í then x e H(f) ■ P(f) implies
Proof. In view of the preceding lemma we confine ourselves to the case in which x not only is an element of H(f)-P(f) but also a cluster point of 
The Theorem is now a consequence of 4.5, the first conclusion of 4.7, and the following two relations which are valid for n = 1, 2, 3,
4.9. Theorem. 7//e 31 íaem/e Sí.
Proof. That / is continuous on the right at each point of 11(f)-P(f) is a consequence of 4.8; that the same is true on H(f)-Z(f) and on K(f) is a consequence of 4.5 in the first case, and of 4.4, 3.4(a) in the second; that/satisfies 4.1(a) is now a consequence of 4.5.
Since K(0) is dense in (0, 2) it follows from 4.4 that K(f) is dense in K(f) which is dense in ( -1, 1) . Lemma 4.6 implies K(f) =P(J) which of course assures us that P(J) is dense in ( -1, 1) and that / exhibits property 4.1(b).
Lemma 4.4 combines with 4.6 to yield the satisfaction by/of 4.1(c):
The proof is now complete. Proof. Denoting E".o(-l)"^ by Sn, F-Sn by Rn, P(Fn) by $", Z(Fn) by 3n, jT-o1?" by ty, ^2"=03y by 3, and checking that F0 e 31, we deduce from 4.9 that « = 0, 1, 2, ■ • • implies F" e 31 and hence that Fn is even and continuous. That F is even is now obvious; that it is continuous is a consequence of the easily verified relations (see 4.5)
A consequence of (1) of which considerable implicit use will be made is the fact that Fn+X(x) =0, or x e 3"+i, implies Rn(x) = 0. It also follows from Let xo be any point of $, let (a", ßn) be the interval of $" of which x0 is an element, let p" = (a"+/3")/2. From 4.6 follows (an, ßn) These last two relations coupled with the continuity of F imply the existence of {£"} for which
