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Povzetek
Naslov: Ocenjevanje atributov s posplošitvami algoritma Relief
Avtor: Jernej Vivod
Algoritem Relief in njegove posplošitve so filtrirne metode vrednotenja atri-
butov, ki jih odlikuje občutljivost na medatributne interakcije. Diplomsko
delo pričnemo z opisom problematike izbora atributov in podamo motivacijo
za uporabo algoritma Relief in njegovih posplošitev. Opišemo, po našem pre-
pričanju, danes najpogosteje uporabljene posplošitve algoritma Relief v kla-
sifikaciji. Predstavimo koncept naučenih metrik in podrobneje predstavimo
različnost na osnovi mase ter preostale naučene metrike, ki jih uporabimo v
kontekstu opisanih algoritmov. Diplomsko delo sklenemo z empiričnim vre-
dnotenjem implementiranih algoritmov in metrik, kjer uporabimo Bayesov
hierarhični korelirani t-test in izris rezultatov prečnega preverjanja za raz-
lične velikosti množic najbolje ocenjenih atributov. Na koncu izpostavimo
omejitve uporabljene metodologije vrednotenja in podamo iztočnice za na-
daljnje raziskovalno delo.
Ključne besede: strojno učenje, umetna inteligenca, vrednotenje atributov,
rangiranje atributov, izbor atributov, klasifikacija.

Abstract
Title: Feature evaluation with generalizations of Relief algorithm
Author: Jernej Vivod
The Relief algorithm and its generalizations form a group of filter-based fea-
ture evaluation algorithms that are sensitive to feature interactions. We
describe the problem of feature selection and present motivation for the ap-
plication of Relief and its generalizations. We describe all commonly used
generalizations of Relief used in classification. We describe the concept of
learned metric functions and describe mass-based dissimilarity as well as
other learned metric functions, studied in the context of described algorithms.
We conclude the thesis with an empirical evaluation of implemented algo-
rithms and metrics. We use the Bayesian hierarchical correlated t-test and
plot cross validation results against different cardinalities of feature subsets.
We analyze the limitations and assumptions of our evaluation methodology
and present ideas for further research.
Keywords: machine learning, artificial intelligence, feature evaluation, fea-
ture ranking, feature selection, classification.

Poglavje 1
Uvod
Vsesplošno povečanje prisotnosti in uporabe računalniških sistemov ter z
njimi povezanih senzorjev omogoča zbiranje vedno večjih količin podatkov,
katerih vedno večja kompleksnost in dimenzionalnost zahteva vse večjo na-
tančnost in inovativnost pri razvoju in optimizaciji metod, namenjenih od-
krivanju koristnega znanja, ki ga ti podatki lahko nudijo.
Slika 1.1: Trend rasti dimenzionalnosti (levo) in števila primerov (desno) v
podatkovnih zbirkah repozitorija podatkov za strojno učenje UCI, povzeto
po [38].
Pri klasifikacijskih in regresijskih problemih strojnega učenja tipično ope-
riramo s tako imenovano atributno predstavitvijo primerov, kjer s pojmom
primer opisujemo entiteto, na katero se nanaša nek skupek podatkov. Atribut
oziroma atributova je spremenljivka, ki ima določeno možno zalogo vrednosti.
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Vsak učni primer je opisan z vektorjem atributov, ki predstavljajo abstrakcijo
značilnosti oziroma dejstev o danem primeru:
uj =
[
ν(1,j) ν(2,j) · · · ν(n,j)
]
Tu smo z uj označili j-ti primer in z ν(i,j) vrednost i-tega atributa j-tega
primera.
Kanonična predstavitev množice primerov je v obliki matrike, kjer vrstice
predstavljajo posamezne primere, stolpci pa atribute:⎡⎢⎢⎢⎢⎢⎣
ν(1,1) ν(1,2) · · · ν(1,m)
ν(2,1) ν(2,2) · · · ν(2,m)
...
...
...
...
ν(n,1) ν(n,2) · · · ν(n,m)
⎤⎥⎥⎥⎥⎥⎦
T
Iz tega sledi, da morajo biti vsi primeri opisani z enakim številom atributov,
ki pa imajo lahko tudi neznane oziroma manjkajoče vrednosti.
Mnogokrat se izkaže, da številni atributi ne vsebuje informacij, ki bi ko-
ristile pri procesu odkrivanja znanja iz podanih primerov. Ti šumni podatki
so lahko posledica narave sistemov, ki podatke zbirajo, lahko pa so posledica
narave obravnavanih podatkov samih. Uporabni atributi pogosto nimajo
enake informativnosti. Mnogokrat je vpliv določenih atributov na uspešnost
procesa dovolj majhen, da prednosti manjše dimenzionalnosti učne množice
odtehtajo izgubo informativnosti z neupoštevanjem le-teh v končni predsta-
vitvi primerov. Problematiko pomena dimenzionalnosti pri metodologijah
podatkovne analitike, podrobneje obravnavamo v naslednjem poglavju.
Metode za zmanjšanje dimenzionalnosti podatkov lahko v grobem razde-
limo v dve kategoriji - metode za transformacijo atributov in metode za izbor
atributov. Z metodami transformacije atributov skušamo iz osnovnih atri-
butov zgraditi nove atribute z večjo informativnostjo in manjšo redundanco,
katerih interpretacija lahko po uporabi teh metod postane manj jasna. Cilj
metod za izbor atributov je zmanjšanje dimenzionalnosti podatkov z izbo-
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rom množice le najbolj informativnih in najmanj redundantnih atributov [24].
Metode oziroma algoritmi, ki jih podrobno obravnavamo v tem diplomskem
delu, spadajo v kategorijo metod za izbor atributov.
Večina razvitih metod za izbor atributov predpostavlja neodvisnost atri-
butov in ni zmožna zaznavanja informativnosti atributov, ki pride do izraza
v kontekstu ostalih atributov. Tej lastnosti takšnih metod rečemo tudi krat-
kovidnost.
Kot preprost primer podatkov vzemimo primere opisane s tremi atributi,
katerih vrednosti so naključno, enakomerno in neodvisno izbrane kot realna
števila, vzorčeno iz intervala [0, 1). Funkcijo, ki predpiše razred posame-
znemu primeru, definirajmo kot:
razred(uj) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1, ν(1,j) > ν(2,j) ∧ ν(1,j) + ν(2,j) < 1
2, ν(1,j) > ν(2,j) ∧ ν(1,j) + ν(2,j) > 1
3, ν(1,j) < ν(2,j) ∧ ν(1,j) + ν(2,j) < 1
4, ν(1,j) < ν(2,j) ∧ ν(1,j) + ν(2,j) > 1
Če vizualno predstavimo diskriminatorno moč posameznih atributov vidimo,
da vrednosti nobenega posameznega atributa ne izrišejo jasnih mej med vsemi
tremi razredi, kot to prikazujeta sliki 1.3 in 1.4.
Povsem drugačno sliko dobimo z vizualizacijo diskriminatorne moči vseh
parov atributov na sliki 1.2, kjer je jasno razvidno, da interakcije med prvima
dvema atributa primerov jasno razločujejo vse razrede.
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Slika 1.2: Razsevni diagram množice primerov, kjer je razred določen po
zgoraj opisanem pravilu.
Slika 1.3: Vizualizacija diskriminativnosti posameznih atributov množice pri-
merov, kjer je na zgornjem diagramu prikazana ločljivost razredov po atri-
butu a, na srednjem po atributu b in na spodnjem po atributu c.
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Slika 1.4: Vizualizacija diskriminativnosti parov atributov množice učnih
primerov.
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Algoritem Relief in njegove posplošitve, ki jih podrobno obravnavamo
v tem diplomskem delu, so sposobni s sprejemljivo računsko zahtevnostjo
zaznati te vrste soodvisnosti atributov in so posledično primerni za domene,
kjer v takšni obliki pričakujemo veliko informativnosti.
V naslednjem, 2. poglavju opišemo problematiko izbora atributov v stroj-
nem učenju in podamo razloge za uporabo ter preučevanje družine algorit-
mov, ki jih obravnavamo v tem diplomskem delu. V 3. poglavju sistematično
opišemo po našem prepričanju danes najpogostejše uporabljene posplošitve
algoritma Relief v klasifikaciji in podamo vodilo za implementacijo v obliki
psevdokode. V 4. poglavju predstavimo lastnosti implementacij obravna-
vanih algoritmov, kot smo jih razvili za potrebe vrednotenja, in opišemo
vmesnik knjižnice Scikit-learn, s katerim so razvite implementacije skladne.
Opišemo tudi način implementacije algoritmov metričnega učenja in knji-
žnico Metric-learn, s pomočjo katere smo nekatere od teh implementacij re-
alizirali. V 5. poglavju podrobneje obravnavamo različnost na osnovi mase,
pri kateri je podobnost med primeri odvisna od lokalne gostote prostora, in
ostale algoritme metričnega učenja, ki smo jih v diplomskem delu ovrednotili
v kontekstu posplošitev algoritma Relief. V 6. poglavju opišemo upora-
bljeno metodologijo, ki smo jo uporabili pri procesu vrednotenja implementi-
ranih algoritmov in poročamo o rezultatih. V zadnjem, 7. poglavju strnjeno
povzamemo ugotovitve diplomskega dela, izpostavimo omejitve uporabljene
metodologije in podamo iztočnice za nadaljnje raziskovalno delo.
Poglavje 2
Ocenjevanje in izbor atributov v
strojnem učenju
V tem poglavju na kratko predstavimo razloge za uporabo metod ocenjevanja
in izbora atributov v strojnem učenju ter kategoriziramo družino algoritmov,
ki jih obravnavamo v tem diplomskem delu.
2.1 Pomen ocenjevanja in izbora atributov
Atributi, s katerimi opišemo učne primere, so pogosto vpeti v shemo po-
membnosti, ki določa njihovo relativno vrednost pri gradnji kakovostnega
napovednega modela. Pripisovanje relativne pomembnosti posameznim atri-
butom je netrivialno in predstavlja pomembno raziskovalno področje z mnogo
definiranimi metrikami in postopki. Množica atributov, ki jih učni algoritem
uporablja, namreč lahko pomembno vpliva na lastnosti in uspešnost zgraje-
nega modela.
Zmanjšanje števila atributov na podmnožico, ki vsebuje le najbolj upo-
rabne atribute, se izkaže za koristen korak, ki je bodisi del predprocesiranja
podatkov, lahko pa tudi del algoritma uporabljenega za gradnjo modela. Za-
radi zmanjšanega števila atributov oziroma dimenzionalnosti je čas učenja,
potreben za gradnjo hipoteze z učnim algoritmom, krajši. Z zmanjšanjem
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števila atributov se zgrajen model pogosto poenostavi, kar je koristno z vi-
dika interpretabilnosti in zmožnosti generalizacije. Izkaže se namreč, da ima
mnogokrat model večinom boljšo zmožnost generalizacije pri večjem razmerju
med številom učnih primerov in številom njihovih atributov oziroma prostih
parametrov učnega algoritma. Izkaže se tudi, da se ocena napake modela z
izboljševanjem tega razmerja manjša [9]. Minimizacija števila atributov na
ustrezno podmnožico nam pomaga tudi pri izogibanju neželjenih posledic t.i.
prekletstva dimenzionalnosti, ki ga podrobneje opisujemo v 2.1.2.
2.1.1 Lastnosti dobrega modela
Vrednotenje zgrajenega modela oziroma hipoteze v splošnem zadeva preuče-
vanje treh lastnosti - točnosti, kompleksnosti in interpretabilnosti [9]. Pomen
ugotovljenih lastnosti danega modela je pogosto odvisen od problemske do-
mene. Interpretabilnost modela koristi pri njegovem razumevanju, vrednote-
nju in posledično izboljševanju, še zlasti veliko utež pa bo ta lastnost imela,
če je model namenjen širši uporabi, oziroma kadar je pomembno, na podlagi
česa napovedni model določi posamezno izhodno vrednost. Rezultati vre-
dnotenja točnosti modela za napoved npr. jutrišnje povprečne temperature
imajo lahko precej drugačen pomen od rezultatov modela, ki je namenjen
napovedovanju dolgoročne prognoze rakavih obolenj [9].
2.1.2 Prekletstvo dimenzionalnosti
Izraz prekletstvo dimenzionalnosti (anlg. curse of dimensionality) se nanaša
na množico pojavov, največkrat neugodnih, ki se pojavijo pri predstavitvi
in analizi podatkov v visoko dimenzionalnih prostorih [15]. Eden takšnih
pojavov je močna funkcijska odvisnost povprečne razdalje med naključnimi
enakomerno porazdeljenimi primeri v prostoru vseh možnih primerov od di-
menzionalnosti tega prostora.
Odvisnost povprečne razdalje med 1000 točkami, ki so naključno, neod-
visno in enakomerno porazdeljene znotraj hiperkocke s stranico dolžine 1, od
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dimenzionalnosti prostora je prikazana na sliki 2.1.
Slika 2.1: Povprečna razdalja med 1000 naključnimi točkami v hiperkocki z
stranico dolžine 1 v odvisnosti od dimenzionalnosti hiperkocke.
Izkaže se, da zmožnost razlikovanja med primeri glede na njihovo med-
sebojno oddaljenostjo z večanjem dimenzionalnosti močno pada, kar lahko
razberemo iz slike 2.2, ki prikazuje povprečno razmerje med razdaljo do naj-
bližje in najbolj oddaljene točke pri 1000 naključno izbranih točkah znotraj
k-dimenzionalne hiperkocke z dolžino stranice 1 v odvisnosti od dimenzional-
nosti te hiperkocke. Vidimo, da razmerje z večanjem dimenzionalnosti pro-
stora hitro pada. To ima velik vpliv na metode strojnega učenja, ki temeljijo
na iskanju bližnjih sosedov, saj je ta postopek z večanjem dimenzionalnosti
prostora primerov vedno bolj podoben naključnemu izbiranju [16].
Reševanje te problematike je pomembno pri razvoju algoritmov, ki jih
podrobno obravnavamo v tem diplomskem delu, saj je iskanje primerov s kri-
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Slika 2.2: Povprečno razmerje med najbližjo točko in najbolj oddaljeno točko
1000 naključno izbranih točk v hiperkocki z stranico dolžine 1 v odvisnosti
od dimenzionalnosti hiperkocke.
tičnimi oddaljenostmi njihov sestavni del in jo posledično podrobneje obrav-
navamo v sledečih poglavjih.
Da algoritem uspešno prepozna vpliv vrednosti posameznih atributov na
vrednosti ciljne spremenljivke mora učna množica vsebovati vsaj nekaj pri-
merov, ki prikazujejo obnašanje ciljnih spremenljivk v odvisnosti od določene
kombinacije vrednosti atributov. Drugače povedano, učni primeri morajo z
dovoljšno gostoto pokrivati celoten prostor možnih primerov. V splošnem
velja empirično pravilo, da za gradnjo kvalitetnega modela potrebujemo vsaj
5 učnih primerov za vsako dimenzijo prostora primerov. Posledično število
potrebnih učnih primerov za uspešno učenje z večanjem dimenzionalnosti
prostora primerov narašča [9].
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Ta dejstva neugodno vplivajo na zmožnost gradnje kakovostnih modelov,
zlasti če je število učnih primerov majhno glede na število atributov. V
določenih problemskih domenah, kot je na primer analiza DNA mikromrež,
kjer dimenzionalnost prostora pogosto celo presega število učnih primerov
[10], je še posebno pomembno, da te pojave prepoznamo in odstranimo.
2.2 Metode izbora in vrednotenja atributov pri
strojnem učenju
Za izbor atributov je razvitih mnogo metodologij različne ustreznost in upo-
rabnosti. Univerzalne metodologije, ki bi se v splošnem izkazala za najboljšo
pri vseh problematikah ni [42].
2.2.1 Kategorizacija metod za izbor atributov
Metode za izbor atributov lahko kategoriziramo na osnovi željenega rezultata
izbora atributov, na osnovi odnosa metode z učnim algoritmom za gradnjo
napovednega modela in glede na to, ali metoda vrednoti atribute vrednosti
posamezno ali pa v skupinah [42].
2.2.1.1 Kategorizacija na osnovi željenega rezultata izbora
Glede na cilj izbora atributov, ki ga metoda realizira, lahko naredimo nasle-
dnjo delitev [42]:
1. Idealiziran izbor : metoda poišče minimalno podmnožico, ki je potrebna
za izgradnjo ustreznega modela.
2. Ciljno število atributov : metoda poišče podmnožico m atributov tako,
da je vrednost kriterijske funkcije optimizirana preko vseh podmnožic
velikosti m.
3. Izboljšanje točnosti modela: metoda izbere podmnožico atributov, ki
najbolj izboljša točnost modela.
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4. Približek originalne verjetnoste porazdelitve napovedi posameznih ra-
zredov z manj atributi : metoda skuša z ustrezno podmnožico atributov
čim bolj ohraniti verjetnostno porazdelitev napovedi posameznih razre-
dov z vsemi atributi.
5. Rangiranje atributov : metoda posameznim atributom pripiše relativno
težo oziroma pomembnost, po kateri lahko atribute rangiramo.
2.2.1.2 Kategorizacija na osnovi odnosa z učnim algoritmom
Glede na odnos metode z učnim algoritmom, ki iz izbranih atributov zgradi
napovedni model, lahko naredimo naslednjo delitev [42]:
1. filtrirne metode: filtrirne metode vrednotijo atribute oziroma njihove
množice glede na neko mero, katere izračun je neodvisen od učnega
algoritma. Te metode odlikuje tudi relativno nizka časovna zahtevnost.
Skica procesa izbora atributov pri uporabi filtrirnih metod je prikazana
na sliki 2.3.
2. metode ovojnice: metode ovojnice izbirajo podmnožice atributov tako,
da vrednotijo potencialne rešitve s pomočjo uspešnosti učnega algo-
ritma nad trenutno izbrano podmnožico. Metode ovojnice so tipično
iterativne in časovno zahtevne, kar omejuje izbor učnih algoritmov za
vrednotenje možnih rešitev le na preprostejše. Metode ovojnice poiščejo
podmnožico atributov, na podlagi katere bo uporabljen učni algoritem
zgradil najboljši model, upoštevajoč kriterij vrednotenja. Skica procesa
izbora atributov pri uporabi metod ovojnice je prikazana na sliki 2.4.
3. vgrajene metode: vgrajene metode izvajajo izbor atributov kot del uč-
nega algoritma, zaradi česar so v splošnem časovno manj zahtevne kot
ovojne metode. Skica procesa izbora atributov pri uporabi vgrajenih
metod je prikazana na sliki 2.5.
4. hibridne metode: hibridne metode se skušajo izogniti težavam z visoko
časovno zahtevnostjo ovojnih metod tako, da se pri iskanju ugodnih
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podmnožic atributov usmerjajo po rezultatih neke filtrirne metode. Re-
zultati hibridnih metod so običajno boljši od rezultatov filtrirnih metod,
vendar za ceno večje računske zahtevnosti.
Slika 2.3: Skica procesa izbora atributov pri uporabi filtrirnih metod.
Slika 2.4: Skica procesa izbora atributov pri uporabi metod ovojnice.
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Slika 2.5: Skica procesa izbora atributov pri uporabi vgrajenih metod.
2.2.1.3 Kategorizacija na osnovi enote vrednotenja
Metode, pri katerih je enota vrednotenja posamezen atribut, posameznim
atributom pripišejo relativne uteži oziroma pomembnost, kar omogoča infor-
miran izbor podmnožice atributov. Metode, ki ocenjujejo kvaliteto z generi-
ranjem podmnožic vseh atributov kot rezultat vračajo najbolje ovrednoteno
podmnožico.
Algoritem Relief in njegove posplošitve, ki jih podrobneje obravnavamo v
sledečih poglavjih, lahko kategoriziramo kot rangirne in filtrirne metode, ki
temeljijo na individualni evalvaciji atributov [42].
Poglavje 3
Algoritem Relief in njegove
posplošitve
V tem poglavju opišemo algoritem Relief in njegove posplošitve, ki smo jih
implementirali v sklopu pričujočega diplomskega dela. Po našem prepričanju
so v tem poglavju opisane vse danes najpogostejše uporabljene posplošitve
algoritma Relief, ki se uporabljajo v klasifikaciji.
3.1 Relief
Algoritem Relief sta leta 1992 utemeljila Kira in Rendell [26]. Algoritem za
vsak vzorčen učni primer poišče najbližji primer, ki pripada istemu razredu
(najbližji zadetek) in najbližji primer, ki pripada enemu od preostalih razre-
dov (najbližji pogrešek). Atribut algoritem vrednoti glede na to, kako dobro
loči vzorčen primer od najbližjega primera iz nekega drugega razreda ter
glede na podobnost vzorčenega primera po tem atributu z najbližjim prime-
rom iz istega razreda. V gnezdeni zanki utež vsakega atributa posodobimo
v skladu z zgoraj opisanim vrednotenjem. Člen, ki ga odštejemo od trenu-
tne vrednosti uteži i-tega atributa predstavlja kazen za različnost vzorčenega
primera od najbližjega primera iz istega razreda. Kazen je obratno soraz-
merna razponu vrednosti danega atributa in velikosti vzorca ter sorazmerna
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absolutni razdalji primerov po tem atributu:
diff(A,Ri, H) =
1
razpon(A)
· |fRi − fH | (3.1)
Člen, ki ga prištejemo trenutni vrednosti uteži i-tega atributa predstavlja
nagrado za ločljivost vzorčenega primera od najbližjega primera iz enega od
preostalih razredov. Nagrada je zopet obratno sorazmerna razponu danega
atributa ter velikosti vzorca ter sorazmerna absolutni razdalji primerov po
tem atributu:
diff(A,Ri,M) =
1
razpon(A)
· |fRi − fM | (3.2)
Oglejmo si delovanje algoritma Relief na preprostem primeru. Podanih
imamo 10 učnih primerov opisanih z dvema atributoma. Razred primera je
določen po naslednjem pravilu:
razred(Ri) =
⎧⎨⎩0 A1 ≤ 0.51 A1 > 0.5
Primere lahko vizualiziramo z uporabo razsevnega diagrama, kot ga prikazuje
slika 3.1.
Algoritem Relief vzorčim učnih primerov in na podlagi teh oceni kakovost
atributov. Na razsevnem diagramu na sliki 3.2 označimo enega od vzorčenih
primerov.
V naslednjem koraku algoritem poišče najbližji primer iz istega razreda
in najbližji primer iz enega izmed preostalih razredov. Označimo omenjena
primera in razdaljo od vzorčenega primera po evklidski metriki na razsevnem
diagramu na sliki 3.3.
Evklidsko razdaljo lahko razstavimo na razliko po prvem in razliko po
drugem atributu.
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Slika 3.1: Vizualizacija primerov z razsevnim diagramom.
Slika 3.2: Vzorčen primer označen na razsevnem diagramu.
18 Jernej Vivod
Slika 3.3: Vizualizacija evklidske razdalje do najbližjega primera iz istega
razreda in do najbližjega primera iz drugega razreda.
Izračunajmo posodobitve uteži za izbran primer:
WA0 = 0− (
1
0.992
· |0.286− 0.264|)/70 +
+ (
1
0.992
· |0.286− 0.580|)/70 = 0.003917
WA1 = 0− (
1
0.941
· |0.489− 0.533|)/70 +
+ (
1
0.941
· |0.489− 0.550|)/70 = 0.000258
Že po obravnavi prvega vzorčenega primera opazimo, da je utež prvega
atributa znatno večja od uteži drugega.
Izračunajmo posodobitve uteži še za ostale vzorčene primere in zapišimo
končne uteži obeh atributov:
WA =
[
0.28534 −0.000982
]
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Celoten algoritem podamo s psevdokodo 1.
Algoritem 1: Algoritem Relief
input : matrika učnih primerov Xn×a in vektor razredov primerov Y
; parameter m, ki določa velikost vzorca primerov
output: vektor ocen kvalitete atributov ; vektor rangov atributov
/* inicializiraj vektor uteži atributov W z vrednostmi 0 */
1 W := (0, · · · , 0) ;
2 for i← 1 to m do
3 naključno izberi učni primer Ri ∈ X ;
/* poišči najbližji zadetek H in najbližji pogrešek M */
4 H = min
x∈X,x ̸=Ri, class(x)=class(Ri)
d(Ri, x) ;
5 M = min
x∈X,x ̸=Ri, class(x)̸=class(Ri)
d(Ri, x) ;
/* posodobi uteži atributov */
6 for A← 1 to a do
7 W [A] = W [A]− diff(A,Ri, H)/m+ diff(A,Ri,M)/m ;
8 end
9 end
10 return W, rank(W) ;
3.2 ReliefF
Algoritem ReliefF predstavlja pomembno nadgradnjo algoritma Relief, ki
smo ga opisali v 3.1. Ta izboljšana različica je v veliki meri nadomestila
svojega predhodnika kot najbolj tipičen predstavnik te družine algoritmov.
Namesto le najbližjih sosedov iz istega in drugačnega razreda, algoritem Re-
liefF poišče k najbližjih sosedov iz vsakega razreda, kjer parameter k določi
uporabnik. Tipično vrednost parametra k izberemo iz intervala [5, 10].
Razširitev se izkaže kot izredno pomembna pri obravnavi večrazrednih
problemov, kjer zaloga vrednosti ciljne spremenljivke oziroma razreda vse-
buje več kot dve vrednosti, saj algoritem poišče pogreške iz vsakega razreda,
ki ni enak razredu trenutnega vzorčenega primera in posledično ocenjuje
ločljivost po atributih vzorčenega primera od najbližjih primerov iz vseh
ostalih razredov. Uporaba večjega števila najbližjih zadetkov in pogreškov
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pri ocenjevanju atributov je pomembna tudi z vidika izogibanja vpliva šuma
na proces vrednotenja atributov, saj pri vrednotenju uporabljamo utežene
prispevke vseh k primerov iz vseh razredov, kar znatno izboljša robustnost
[24].
Uteži atributov se določijo podobno kot pri osnovnem algoritmu Relief.
Zopet nagradimo atribute glede na to, kako dobro ločijo vzorčen primer od
bližnjih primerov z drugačnim razredom in jih kaznujemo glede na neloče-
vanje vzorčenega primera do bližnjih primerov z istim razredom. Prispevke
posameznih najbližjih zadetkov in pogreškov utežimo z obratno vrednostjo
produkta parametrov m in k, prispevek posameznih najbližjih pogreškov pa
še dodatno utežimo z relativno verjetnostjo razreda pogreška glede na ver-
jetnost, da razred naključnega primera ni enak razredu vzorčenega primera
[24].
Ker je dogodek, da naključen primer Ri pripada razredu Ci ̸= class(Ri)
podmnožica dogodka, da pripada kateremukoli razredu C ̸= class(Ri), se ta
utež nahaja na intervalu (0, 1]. Vse različne vrednosti teh uteži se seštejejo
v vrednost 1. Prireditev posodobljenih uteži atributov, izračunanih glede na
vzorčen primer izvedemo na naslednji način [24] [27]:
W [A] := W [A]−
k∑
j=1
diff(A,Ri, Hj)
m · k
+
+
∑
C ̸=class(Ri)
[
P (C)
1− P (class(Ri))
k∑
j=1
diff(A,Ri,Mj(C))
m · k
]
(3.3)
ReliefF poleg omenjene razširitve omogoča tudi obravnavo primerov z nezna-
nimi vrednostmi atributov. Za ta namen se uporablja posplošitev funkcije
diff, ki uporablja verjetnost, da imata dva primera različno vrednost danega
atributa. Ločimo naslednja primera [24]:
• prvi primer (uj) nima znane vrednost atributa:
diff(Ai, uj, uk) = 1− pν(i,k)|r(j)
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Tu pν(i,k)|r(j) predstavlja verjetnost, da ima i-ti atribut k-tega primera
vrednost dano vrednost, kjer pri izračunu verjetnosti upoštevamo pri-
mere iz razreda, ki je enak razredu j-tega primera.
• oba primera nimata znane vrednosti atributa:
diff(Ai, uj, uk) = 1−
ni∑
l=1
(pνl|r(j) × pνl|r(k))
Tu pVl|r(j) predstavlja verjetnost, da ima l-ti atribut primera dano vre-
dnost, kjer pri izračunu verjetnosti upoštevamo primere le iz razreda,
ki je enak razredu j-tega primera.
Algoritem ReliefF je član družine predlaganih izboljšav algoritma Relief,
ki jih je Kononenko [28] označil z uporabo alfabetičnih pripon (od A do F).
ReliefF združuje lastnosti algoritmov ReliefA in ReliefD in je bil izbran kot
najboljši iz te množice. Ime se je obdržalo tudi pri implementacijah, ki ne
zadoščajo vsem lastnostim izvorne različice, kot je na primer zgoraj opisan
način obravnave neznanih vrednosti atributov [42].
Robnik-Šikonja in Kononenko [35] predlaga inačico algoritma ReliefF, ki
je občutljiva na razdalje do najbližjih sosedov. Uteži razdalj lahko definiramo
na več načinov. Avtorja predlagata eksponenten, od problemske domene
neodvisen način uteževanja sosedov, kjer normalizirano utež razdalje med
i-tim in j-tim primerom zapišemo kot
d(i, j) =
e−(
rank(Ri,Ij)
σ
)2∑k
l=1 e
−( rank(Ri,Il)
σ
)2
, (3.4)
kjer z rank(Ri, Ij) označimo rang primera Ij v množici primerov, rangiranih
po razdalji do primera Ri in z σ parameter, ki določa stopnjo upoštevanja
razdalj pri procesu posodobitve uteži. Takšen način uteževanja ima to la-
stnost, da kot mero oddaljenosti uporablja rang primera v vektorju urejenih
razdalj sosedov do primera Ri, kar zagotavlja, da je uteževanje neodvisno od
vrednosti dejanske metrike.
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Če želimo pri izračunu uteži uporabiti vrednosti dejanske metrike, lahko
uteži zapišemo kot
d(i, j) =
1/(
∑a
l=1 diff(Al, Ri, Ij)))∑k
t=1[1/(
∑a
l=1 diff(Al, Ri, It))]
, (3.5)
kjer je diff funkcija, opisana z enačbami 3.1 in 3.2.
Slika 3.4 prikazuje vizualizacijo izbora petih najbližjih sosedov primera,
izbranega v iteraciji algoritma. Celotni algoritem ReliefF podajamo s psev-
dokodo 2.
Slika 3.4: Vizualizacija izbora 5 najbližjih zadetkov in 5 najbližjih pogreškov
iz vsakega razreda, ki ni enak razredu vzorčenega primera.
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Algoritem 2: Algoritem ReliefF
input : matrika učnih primerov Xn×a in vektor razredov primerov Y ;
parameter m, ki določa velikost vzorca primerov ; parameter
k, ki določa število najbližjih zadetkov in pogreškov
output: vektor ocen kvalitete atributov ; vektor rangov atributov
/* inicializiraj vektor uteži atributov z vrednostmi 0 */
1 W = (0, · · · , 0) ;
2 for i← 1 to m do
3 naključno izberi učni primer Ri ;
4 poišči k najbližjih zadetkov Hj ;
5 for ∀ C ̸= class(Ri) do
6 iz razreda k poišči k najbližjih pogreškov Mj(C) ;
7 end
/* posodobi uteži atributov */
8 for A← 1 to a do
9 W [A] := W [A]−
∑k
j=1
diff(A,Ri,Hj)
m·k +∑
C ̸=class(Ri)[
P (C)
1−P (class(Ri))
∑k
j=1
diff(A,Ri,Mj(C))
m·k ] ;
10 end
11 end
12 return W, rank(W) ;
3.3 ReliefSeq
Algoritem ReliefSeq [31] predstavlja variacijo algoritma ReliefF, ki skuša op-
timizirati vrednost parametra k (število uporabljenih najbližjih zadetkov in
pogreškov pri vrednotenju atributov) za vsak posamezen atribut. Razvit je
bil specifično za problemsko domeno iskanja medgenskih interakcij iz podat-
kov o izraženosti posameznih genov.
Namesto parametra k uporabnik določi spodnjo in zgornjo mejo tega
parametra. Algoritem za vsako vrednost parametra k iz množice {k ∈
N |Kmin ≤ k ≤ Kmax} izvede izračun uteži atributov z uporabo algoritma
ReliefF. Algoritem tako zgradi matriko dimenzij n× (Kmax−Kmin) vrednosti
uteži atributov v odvisnosti od parametra k (vsak stolpec vsebuje uteži za
24 Jernej Vivod
posamezno vrednost parametra k):⎡⎢⎢⎢⎢⎢⎣
w1,k1 w1,k2 · · · w1,kKmax
w2,k1 w2,k2 · · · w2,kKmax
...
... · · · ...
wN,k1 wN,k2 · · · wN,kKmax
⎤⎥⎥⎥⎥⎥⎦
Končne uteži atributov dobimo tako, da za vsak atribut izberemo največjo
vrednost uteži v zgoraj opisani matriki:
Wi = max
k
Ai,k (3.6)
Celoten algoritem ReliefSeq podajamo s psevdokodo 3.
Algoritem 3: Algoritem ReliefSeq
input : matrika učnih primerov Xn×a in vektor razredov primerov Y ;
parameter m, ki določa velikost vzorce primerov ; parameter Kmin,
ki določa spodnjo mejo parametra k ; parameter Kmax, ki določa
zgornjo mejo parametra k
output: vektor ocen kvalitete atributov, vektor rangov atributov
/* inicializiraj matriko za shranjevanje uteži atributov za različne vrednosti
parametra k */
1 A := matrika dimenzije a× (Kmax −Kmin), ki jo inicializiramo z ničelnimi
vrednostmi ;
/* pojdi čez interval vrednosti parametra k */
2 for k ← Kmin to Kmax do
/* inicializiraj vektor uteži atributov za trenutno vrednost parametra k */
3 W := vektor dolžine a, inicializiran z ničelnimi vrednostmi ;
/* izračunaj uteži z uporabo algoritma ReliefF */
4 W := ReliefF(X, Y , m, k) ;
/* dodaj uteži W v matriko A */
5 A∗,k−Kmin := W ;
6 end
/* uteži atributov določi kot maksimalne vrednosti vsake vrstice matrike A */
7 for i← 1 to a do
8 Wi = max
k
Ai,k ;
9 end
10 return W, rank(W) ;
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3.4 VLSReliefF (Very Large Scale ReliefF)
Algoritem VLSRelief [19] je bil razvit z namenom omilitve problema velike
časovne zahtevnosti procesa vrednotenja atributov z algoritmom ReliefF pri
visokodimenzionalnih podatkovnih množicah, natančneje za potrebe asocia-
cijskih študij širom genoma (angl. Genome-wide association study). Namesto
celotne množice atributov ta različica iterativno vrednoti naključno izbrane
podmnožice atributov z uporabo algoritma ReliefF. Velikost podmnožic glede
na naravo podatkov določi uporabnik.
Posodobljene vrednosti uteži algoritem priredi na sledeči način:
W [A]′ :=
⎧⎨⎩max(W [A], Wupdated[A]) , A ∈ PW [A] , A ̸∈ P (3.7)
Tu P predstavlja podmnožico atributov, ki so bili ocenjeni v trenutni iteraciji
algoritma, Wupdated[A] pa predstavlja vrednost uteži atributa A, ki mu je bila
prirejena pri evalvaciji dane podmnožice atributov.
Algoritem VLSReliefF je v svojem bistvu ovojnica okoli algoritma ReliefF.
Za vrednotenje izbranih atributov v posamezni iteraciji lahko posledično ta
algoritem nadomestimo s katero od ostalih različic iz te družine.
Avtorji predlagajo uporabo disjunktnih particij kot način izgradnje pod-
množic atributov. Pri tem načinu množico vseh atributov razbijemo na k
disjunktnih particij velikosti ⌊N
k
⌋, kjer je N moč množice vseh atributov.
Podmnožico atributov, ki jih bomo evalvirali v naslednji iteraciji algoritma
nato zgradimo tako, da naključno vzorčimo in staknemo n particij. Sliki 3.5
in 3.6 vizualno predstavljata opisan postopek gradnje podmnožic atributov.
Celoten algoritem VLSReliefF podajamo s psevdokodo 4.
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Slika 3.5: Particioniranje množice atributov na 5 disjuktnih particij.
Slika 3.6: Izgradnja podmnožic za posamezno iteracijo z naključnim vzorče-
njem dveh particij.
Algoritem 4: Algoritem VLSRelief
input : matrika učnih primerov Xn×a in vektor razredov primerov Y ;
parameter m, ki določa velikost vzorca primerov; parameter
k, ki določa število najbližjih zadetkov in pogreškov;
parameter I, ki določa število iteracij
output: vektor ocen kvalitete atributov, vektor rangov atributov
/* inicializiraj vektor uteži atributov W z vrednostmi 0 */
1 W := (0, · · · , 0) ;
2 for i← 1 to I do
3 zgradi i-to podmnožico atributov z vzorčenjem particij ;
4 zgradi reducirano podatkovno množico D′ zgrajeno zgolj iz
atributov, ki so v podmnožici ;
5 Wlocal = ReliefF (D
′, Y,m, k) ;
/* posodobi uteži atributov */
6 for A← 1 to a do
7 W [A] = max(W [A],Wlocal[A]) ;
8 end
9 end
10 return W, rank(W) ;
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3.5 ReliefMSS
Algoritem ReliefMSS [11] tako kot algoritem ReliefF naključno vzorči primer
Ri in nato poišče k najbližjih primerov iz istega razreda (Hj) ter k naj-
bližjih primerov iz vsakega od ostalih razredov (Mj(Ck), Ck ̸= class(Ri)).
Od algoritma ReliefF se razlikuje po načinu izračuna posodobljenih uteži
pri obravnavi posamenega vzorčenega primera, saj pri izračunu nove uteži
posameznega atributa upošteva vrednosti vseh atributov obeh primerov. Al-
goritem pri obravnavi najbližjih zadetkov atribute kaznuje glede na to, kako
razdalja med primerom in najbližjim zadetkom po tem atributu odstopa od
povprečne po ostalih atributih. Na enak način jih pri obravnavi najbližjih
pogreškov nagrajuje. Atributom posodobimo uteži le, če je to odstopanje
pozitivno.
Označimo z DM(Aj, I1, I2) povprečno vrednost funkcije diff(Ai, I1, I2) za
atribute ai ̸= Aj:
DM(Aj, I1, I2) =
1
a− 1
i=1:a∑
i ̸=j
diff(Ai, I1, I2) (3.8)
Posodobitev uteži posameznega atributa izvedemo v navedenih dveh prime-
rih:
• diff(A,Ri, Hj) > DM(A,Ri, Hj)
V tem primeru atributu A znižamo oceno kvalitete sorazmerno z razda-
ljo med vrednostima funkcij diff(A,Ri, Hj) in DM(A,Ri, Hj). Atribut
namreč močno ločuje primer od njegovega bližnjega zadetka. Večje
kot je odstopanje stopnje ločljivosti od povprečja, bolj znižamo oceno
kvalitete.
• diff(A,Ri,Mj(C)) > DM(A,Ri,Mj(C))
V tem primeru atributu A zvišamo oceno kvalitete sorazmerno z razda-
ljo med vrednostima funkcij diff(A,Ri,Mj(C)) in DM(A,Ri,Mj(C)).
Atribut namreč močno ločuje primer od njegovega bližnjega pogreška.
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Večje kot je odstopanje stopnje ločljivosti od povprečja, bolj zvišamo
oceno kvalitete.
V ostalih primerih ne posodabljamo uteži atributov. Prireditev posodo-
bljene uteži posameznega atributa pri obravnavi vzorčenega učnega primera
lahko zapišemo kot:
W [A] := W [A]−
j=1:k∑
diffH>DMH
diffH −DMH
m · k
+
+
∑
C ̸=class(Ri)
[
P (C))
1− P (class(Ri))
j=1:k∑
diffM>DMM
diffM −DMM
m · k
],
(3.9)
kjer velja:
• diffH = diff(A,Ri, Hj),
• diffM = diff(A,Ri,Mj(C)),
• DMH = DM(A,Ri, Hj),
• DMM = DM(A,Ri,Mj(C))
Celotni algoritem ReliefMSS podajamo s psevdokodo 5.
Diplomska naloga 29
Algoritem 5: Algoritem ReliefMSS
input : matrika učnih primerov Xn×a in vektor razredov primerov Y ;
parameter m, ki določa velikost vzorca primerov ; parameter
k, ki določa število najbližjih zadetkov in pogreškov
output: vektor ocen kvalitete atributov ; vektor rangov atributov
/* inicializiraj vektor uteži atributov W z vrednostmi 0.0 */
1 W := (0, · · · , 0) ;
2 for i← 1 to m do
3 naključno izberi učni primer Ri ;
4 poišči k najbližjih zadetkov Hj ;
5 for ∀ C ̸= class(Ri) do
6 iz razreda k poišči k najbližjih pogreškov Mj(C) ;
7 end
/* posodobi uteži atributov */
8 for A← 1 to a do
9 W [A] := W [A]−
∑j=1:k
diffH>DMH
diffH−DMH
m·k +∑
C ̸=class(Ri)[
P (C))
1−P (class(Ri))
∑j=1:k
diffM>DMM
diffM−DMM
m·k ] ;
10 end
11 end
12 return W, rank(W) ;
3.6 TuRF (Tuned ReliefF)
Algoritem TuRF [32] optimizira proces vrednotenja značilk visokodimenzio-
nalnih podatkovnih množic z iterativno uporabo algoritma ReliefF in odsta-
njevanjem deleža najslabše ovrednotenih atributov.
Število iteracij določi uporabnik. Označimo s p število iteracij ter z a moč
množice vseh atributov. Algoritem v vsaki iteraciji odstrani p/a atributov,
ki so bili v tej iteraciji ocenjeni kot najslabši.
Algoritem ReliefF, ki ga ta algoritem ovija in skuša optimizirati lahko
nadomestimo s poljubnim algoritmov iz te družine.
Algoritem TuRF podajamo s psevdokodo 6.
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Algoritem 6: Algoritem TuRF (Tuned ReliefF)
input : matrika učnih primerov Xn×a in vektor razredov primerov Y
; parameter m, ki določa velikost vzorca primeov ; parameter
k, ki določa število najbližjih zadetkov in pogreškov,
parameter p, ki določa število iteracij
output: vektor ocen kvalitete atributov ; vektor rangov atributov
1 for i← 1 to p do
/* izračunaj uteži atributov z uporabo algoritma ReliefF */
2 W := ReliefF (primeri, razredi,m, k) ;
3 odstrani p/a najslabše ovrednotenih atributov in zgradi reducirano
množico primerov ;
4 end
5 return zadnje uteži atributov, ki niso bili odstranjeni ;
3.7 SWRF* (Sigmoid Weighted ReliefF Star)
Algoritem SWRF* [36] uteži prispevke primerov z uporabo sigmoidne funk-
cije. S tem se izognemo ostri meji, ki določa uteži primerov pri izračunu uteži
atributov.
Ko vzorčimo primer, razdaljo do ostalih primerov utežimo kot:
f(disti,j) =
2
1 + e
−(t−disti,j)
u
4
− 1, (3.10)
kjer sta t in u parametra, ki določata vrednost, kjer funkcija zavzame vre-
dnost 0 ter povprečno vrednost odvoda vrednosti funkcije po razdalji med
primeroma. Vrednost 4, ki skalira parameter u je bila določena empirično
kot optimalna v najpogostejših pogojih in zagotavlja, da so primeri, ki so v
grobem več kot en standardni odklon oddaljeni od meje t polno uteženi.
Avtorji so pri vrednotenju kot vrednost parametra t uporabili povprečno
razdaljo med pari primerov, kot vrednost parametra u pa standardni odklon
razdalj med pari primerov.
Slika 3.7 prikazuje uteževanje primerov pri algoritmih ReliefF, SURF* in
SWRF*. Algoritem ReliefF pri izračunu upošteva le k primerov iz vsakega
razreda (razdalje do njih so implicitno utežene z vrednostjo 1). Algoritem
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SURF* (opisan v 3.9) primerom, ki so nad določeno mejo priredi negativno
utež. Algoritem SWRF* primere uteži podobno kot SURF*, vendar uporaba
sigmoidne funkcije zabriše ostro mejo med vrednostmi uteži za primere, ki
so od vzorčenega primera po oddaljenosti nad ali pod mejo t.
Slika 3.7: Uteževanje sosednjih primerov pri algoritmih ReliefF, SURF* in
SWRF*, povzeto po [36].
Smislenost negativnega uteževanja oddaljenih primerov je bila empirično
potrjena na genetskih podatkih. Negativni prispevki za različne vrednosti
atributov pri različnem razredu za oddaljene primere nagradijo in poudarijo
lokalno razločevalno moč atributa v nasprotju z njegovo globalno ločevalno
močjo. Negativno uteževanje oddaljenih primerov uporabimo tudi pri algo-
ritmu SURF*. Za ta pristop se odločimo tudi pri algoritmih MultiSURF*,
MultiSURF in BoostedSURF, da zagotovimo uporabnost pri problemih, kjer
učni primeri vsebujejo zvezne atribute.
Celoten algoritem podajamo s psevdokodo 7.
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Algoritem 7: Algoritem SWRF* (Sigmoid Weighted ReliefF Star)
input : matrika učnih primerov Xn×a in vektor razredov primerov Y
; parameter m, ki določa velikost vzorca primerov
output: vektor ocen kvalitete atributov ; vektor rangov atributov
/* inicializiraj vektor uteži atributov W z vrednostmi 0.0 */
1 W := (0, · · · , 0) ;
2 izračunaj matriko razdalj med pari primerov Mn×n ;
/* Pri izračunu povprečne razdalje med primeri in standardnega odklona razdalj
upoštevaj le vrednosti nad zgornjo diagonalo. */
3 t := 2
n2−n
∑n−1
i=1
∑n
j=i+1Mi,j ;
4 u :=
√
2
n2−n−1
∑n−1
i=1
∑n
j=i+1(t−Mi,j)2 ;
5 for i← 1 to m do
6 naključno izberi učni primer Ri ;
7 izračunaj vektor uteži dsame glede na razdaljo primera Ri do
primerov iz istega razreda ;
8 izračunaj vektor uteži dother glede na razdaljo primera Ri do
primerov iz ostalih razredov ;
/* posodobi uteži atributov */
9 for A← 1 to a do
10 W [A] := W [A]−
∑k
j=1 dsamej
diff(A,Ri,Hj)
m·k +∑
C ̸=class(Ri)[
P (C) dotherj
1−P (class(Ri))
∑k
j=1
diff(A,Ri,Mj(C))
m·k ] ;
11 end
12 end
13 return W, rank(W) ;
3.8 SURF
Algoritem SURF [23] je še ena od posplošitev algoritma Relief, ki je bila
razvita za potrebe zaznavanja medgenskih interakcij pri asociacijskih študij
širom genoma (GWAS). Razvoj algoritma je motivirala potreba po natanč-
nejšem zaznavanju šibkih interakcij med atributi v močno šumnih podatkih.
Kot zelo uspešna se je izkazala uporaba algoritma SURF v tandemu z algo-
ritmom TuRF (opisan v 3.6).
SURF za razliko od algoritma ReliefF za vrednotenje atributov uporablja
vse sosede znotraj določe hipersfere okoli vzorčenega primera. Na to razdaljo
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lahko gledamo kot na mejo, do katere primera obravnavamo kot podobna.
Po drugi strani algoritem ReliefF vedno izbere k najbližjih sosedov iz vsakega
razreda, ne glede na lokalno gostoto prostora okoli vzorčenega primera, kar
lahko pripelje do neoptimalnega upoštevanja manj informativnih primerov
ali neupoštevanja zelo informativnih primerov. Posledično se znebimo para-
metra k, ki določa število najbližjih sosedov, ki jih obravnavamo pri procesu
vrednotenja, vendar moramo določiti radij. Slika 3.8 prikazuje hipersfero, ki
zamejuje primere, ki se upoštevajo pri izračunu uteži.
Slika 3.8: Vizualizacija hipersfere z radijem µdist, ki določa, kateri primeri
bodo upoštevani pri izračunu posodobljenih uteži.
Celotni algoritem SURF podajamo s psevdokodo 8.
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Algoritem 8: Algoritem SURF
input : matrika učnih primerov Xn×a in vektor razredov primerov Y
; parameter m, ki določa velikost vzorca primerov
output: vektor ocen kvalitete atributov, vektor rangov atributov
1 inicializiraj vektor uteži atributov W z vrednostmi 0.0 ;
2 izračunaj matriko razdalj med pari primerov Mn×n ;
/* Izračunaj povprečno razdaljo med primeri v podatkovni množici */
3 µdist :=
2
n2−n
∑n−1
i=1
∑n
j=i+1Mi,j ;
4 for i← 1 to m do
5 naključno izberi učni primer Ri ;
6 poišči primere Hj za katere velja
class(Hj) = class(Ri) ∧ dist(Ri, Hj) < µdist. ;
7 poišči primere Mj za katere velja
class(Mj) ̸= class(Ri) ∧ dist(Ri, Hj) < µdist. ;
/* posodobi uteži atributov */
8 for A← 1 to a do
9 W [A] :=
W [A]−
∑k
j=1
diff(A,Ri,Hj)
m·|H| +
∑
C ̸=class(Ri)[
|MC |
|M |
∑k
j=1
diff(A,Ri,Mj(C))
m·|M | ]
;
10 end
11 end
12 return W, rank(W) ;
3.9 SURF*
Algoritem SURF* [22] razširja algoritem SURF tako, da pri ocenjevanju ka-
kovosti atributov z ozirom na vzorčen primer upošteva vse ostale primere.
Tako kot pri algoritmu SURF zopet določimo radij, znotraj katerega ostale
primere obravnavamo kot podobne. Pri vrednotenju za primere znotraj tega
radija obdržimo postopek uporabljem pri algoritmu ReliefF in SURF. Za pri-
mere zunaj meje podobnosti uporabimo inverzijo tega postopka. Avtorji so
pri vrednotenju zaznali večjo uspešnost pri zaznavi epistatičnih interakcij, kot
jo dosega algoritem SURF kot tudi nezmožnost zaznave enostavnih odvisno-
sti med posameznim atributom (genom) in vrednostjo ciljne spremenljivke
(fenotipom).
Celoten algoritem SURF* podajamo s psevdokodo 9. Namesto uteževa-
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nja pogreškov z apriornimi verjetnostmi razredov tokrat uporabimo kot utež
delež pogreškov iz posameznega razreda znotraj oziroma zunaj hipersfere z
radijem µdist.
Algoritem 9: Algoritem SURF*
input : matrika učnih primerov Xn×a in vektor razredov primerov Y
output: vektor ocen kvalitete atributov, vektor rangov atributov
1 inicializiraj vektor uteži atributov W z vrednostmi 0.0 ;
2 izračunaj matriko razdalj med pari primerov Mn×n ;
/* Izračunaj povprečno razdaljo med primeri v podatkovni množici */
3 µdist :=
2
n2−n
∑n−1
i=1
∑n
j=i+1Mi,j ;
4 for i← 1 to m do
5 naključno izberi učni primer Ri ;
6 poišči primere Hj za katere velja
class(Hj) = class(Ri) ∧ dist(Ri, Hj) < µdist ;
7 poišči primere H ′j za katere velja
class(Hj) = class(Ri) ∧ dist(Ri, Hj) ≥ µdist ;
8 poišči primere Mj za katere velja
class(Mj) ̸= class(Ri) ∧ dist(Ri, Hj) < µdist ;
9 poišči primere M ′j za katere velja
class(Mj) ̸= class(Ri) ∧ dist(Ri, Hj) ≥ µdist ;
/* posodobi uteži atributov */
10 for A← 1 to a do
11 ∆Wnear[A] :=
−
∑k
j=1
diff(A,Ri,Hj)
m·k +
∑
C ̸=class(Ri)[
mC
m
∑k
j=1
diff(A,Ri,Mj(C))
m·k ] ;
12 ∆Wfar[A] :=
−
∑k
j=1
diff(A,Ri,H′j)
m·k +
∑
C ̸=class(Ri)[
mC
m
∑k
j=1
diff(A,Ri,M ′j(C))
m·k ] ;
13 W [A] := W [A] + ∆Wnear[A]
′ −∆Wfar[A]′ ;
14 end
15 end
16 return W, rank(W) ;
3.10 MultiSURF*
Algoritem MultiSURF* [21] razširja algoritem SURF* tako, da uporablja
standardni odklon za določanje območja (kolobarja) okoli vzorčenega pri-
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mera, znotraj katerega ležeči primeri se pri izračunu posodobljenih uteži ne
upoštevajo. Ta razširitev zmanjša število potrebnih primerjav tekom izva-
janja algoritma za okoli 38%. Avtorji poročajo tudi o konsistentno boljših
rezultatih v primerjavi z algoritmom SURF*.
Algoritem MultiSURF*, kot ga definirajo avtorji, za razliko od do sedaj
omenjenih algoritmov pri posodobitvi uteži upošteva vse primere in ne upo-
rablja parametra m, ki bi določal velikost vzorca primerov. Razlog za to
je dejstvo, da je pri problemih iz domene bioinformatike primerov tipično
malo in v večini primerov ni težav z nesprejemljivo računsko zahtevnostjo
pri uporabi celotne množice učnih primerov.
Tudi algoritem MultiSURF, ki ga opisujemo v naslednjem razdelku, za-
radi istih razlogov kot algoritem MultiSURF*, ne uporablja parametra m, ki
bi določal velikost vzorca obravnavanih primerov.
Slika 3.9: Vizualizacija hiperkolobarja z notranjim radijem r = µdist−σdist in
zunanjim radijem R = µdist + σdist, ki zamejuje primere, ki se ne upoštevajo
pri procesu posodobitve uteži za vzorčene primere (črtkana črta označuje
hipersfero z radijem µdist).
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Avtorji v besedilu definirajo proces posodobitve uteži zgolj za kategorične
atribute, ki so tipični za asociacijske študije širom genoma, ki so motivirale
razvoj mnogih algoritmov iz te družine. Algoritem lahko enostavno priredimo
za potrebe analize zveznih atributov tako, da obdržimo način posodobitve
uteži, ki je uporabljen pri algoritmu SURF*.
Celoten algoritem MultiSURF* podajamo s psevdokodo 10.
Algoritem 10: Algoritem MultiSURF*
input : matrika učnih primerov Xn×a in vektor razredov primerov Y ; parameter m, ki določa
velikost vzorca primerov
output: vektor ocen kvalitete atributov ; vektor rangov atributov
1 izračunaj matriko razdalj med pari primerov Mn×n ;
2 inicializiraj vektor uteži atributov W z vrednostmi 0.0 ;
3 for i← 1 to n do
/* izračunaj povprečno razdaljo med vzorčenim primerom in ostalimi primeri */
4 Ti =
1
n−1
∑
j ̸=i Mi,j ;
/* izračunaj standardni odklon razdalj med vzorčenim primerom in ostalimi primeri
*/
5 σi =
√
1
n−2
∑
j ̸=i(Mi,j − Ti)2 ;
6 for j ← 1 to n do
7 if d(Ri, Rj) < Ti − σi then
8 for A← 1 to a do
9 if Ri[A] ̸= Rj [A] then
10 if class(Ri) = class(Rj) then
11 W [A] := W [A]− 1 ;
12 end
13 else
14 W [A] := W [A] + 1 ;
15 end
16 end
17 end
18 end
19 if d(Ri, Rj) > Ti − σi then
20 for A← 1 to a do
21 if Ri[A] = Rj [A] then
22 if class(Ri) = class(Rj) then
23 W [A] := W [A] + 1 ;
24 else
25 W [A] := W [A]− 1 ;
26 end
27 end
28 end
29 end
30 end
31 end
32 return W, rank(W) ;
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3.11 MultiSURF
Algoritem MultiSURF [41] poenostavlja zgoraj opisani algoritem MultiSURF*
tako, da opušča obravnavo primerov, ki so po razdalji oziroma podobnosti
nad mejo µi − σi/2 , kjer z µi označimo povprečno razdaljo med i-tim pri-
merom in ostalimi primeri, z σi pa standardni odklon razdalj med i-tim
primerom in ostalimi primeri.
Kot pri ostalih različicah, ki uporabljajo mejo podobnosti kot kriterij za
vključevanje primerov v proces posodobitve uteži, se tudi tu pojavi možnost
neuravnovešene reprezentacije primerov iz posameznih razredov. Algoritem
MultiSURF normalizira posodobitve uteži glede na število vseh primerov ter
število zadetkov in pogreškov znotraj dane hipersfere.
Avtorji predlagajo tudi alternativen način posodobitve uteži, ki je pri-
merna alternativa tudi pri ostalih algoritmih iz te družine. Namesto izra-
čuna uteži pogreškov z uporabo apriornih verjetnosti lahko pogreške utežimo
z deleži primerov iz razreda danega pogreška znotraj specificiranega radija
kot wi = mCm , kjer je mC število pogreškov znotraj radija iz razreda C in m
število vseh pogreškov:
W [A] := W [A]− diff(A,Ri, H)/(n · h) +
+
∑
C ̸=class(target)
[
mC
m
diff(A,Ri,M(C))]/(n ·m) (3.11)
Takšen način uteževanja smo uporabili tudi pri algoritmih SURF, SURF* in
MultiSURF*.
Celoten algoritem MultiSURF podajamo s psevdokodo 11.
Diplomska naloga 39
Slika 3.10: Vizualizacija hipersfere z radijem r = µdist − σdist, ki zamejuje
primere, ki se upoštevajo pri procesu posodobitve uteži za vzorčen primer
(črtkana črta označuje hipersfero z radijem enakim µdist).
Algoritem 11: Algoritem MultiSURF
input : matrika učnih primerov Xn×a in vektor razredov primerov Y
output: vektor ocen kvalitete atributov ; vektor rangov atributov
1 izračunaj matriko razdalj med pari primerov Mn×n ;
2 inicializiraj vektor uteži atributov W z vrednostmi 0.0 ;
3 for i← 1 to n do
/* inicializiraj števce zadetkov in pogreškov */
4 h := 0 ;
5 m := 0 ;
/* izračunaj povprečno razdaljo med vzorčenim primerom in ostalimi primeri */
6 Ti =
1
n−1
∑
j ̸=i Mi,j ;
/* izračunaj standardni odklon razdalj med vzorčenim primerom in ostalimi primeri
*/
7 σi =
√
1
n−2
∑
j ̸=i(Mi,j − Ti)2 ;
8 for j ← 1 to n do
9 if dist(Ri, Rj) < Ti − σi/2 then
10 if class(Rj) = class(Ri) then
11 hit := hit + 1 ;
12 else if class(Rj) ̸= class(Ri) then
13 miss := miss + 1 ;
14 end
15 end
16 end
17 for vsak najden zadetek H in pogrešek M do
18 for A← 1 to a do
19 W [A] := W [A]− diff(A,Ri, H)/(n · hit) + diff(A,Ri,M)/(n ·miss) ;
20 end
21 end
22 end
23 return W, rank(W) ;
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3.12 BoostedSURF
Algoritem BoostedSURF [6] nadgrajuje algoritem MultiSURF* tako, da pri
izračunu razdalj od vzorčenega primera do ostalih primerov uporablja ute-
ženo metriko, ki jo za i-ti atribut določi kot D[Ai] = max(W [Ai], 1). Uteži
metrike pri takšnem načinu posodobitve niso normalizirane. Algoritem po-
sodobi uteži metrike po vsakem ϕ-tem vzorčenju, kjer je ϕ parameter, ki ga
določi uporabnik.
Motivacija za uporabo utežene metrike izhaja iz dejstva, da oddaljenosti
med učnimi primeri po različnih smereh (atributih) največkrat niso enako
informativne. Posledično je smiselno pri izračunu razdalj pripisati večjo težo
smerem (atributom), ki so ocenjeni kot bolj informativni. Kot znanje o infor-
mativnosti atributov lahko uporabimo kar ocene, ki jih atributom dodeljuje
algoritem tekom izvajanja. Avtorji poročajo o močno izboljšani zmožnosti
iskanja informativnih genov v simuliranih genetskih podatkovnih množicah
v primerjavi z algoritmom MultiSURF*.
Tudi ta algoritem, zaradi istih razlogov kot algoritma MultiSURF* in
MultiSURF, za izračun uteži atributov uporabi celotno množico učnih pri-
merov.
Algoritem je v besedilu avtorjev podan v obliki, ki je primerna le za
vrednotenje kategoričnih atributov, ki so značilni za genomske podatkovne
množice. Tako kot pri algoritmu MultiSURF* lahko tudi tu vpeljemo način
vrednotenja zveznih atributov, ki je ekvivalenten vrednotenju pri algoritmu
SURF*.
Celoten algoritem BoostedSURF, kot ga podajajo avtorji, podajamo s
psevdokodo 12.
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Algoritem 12: Algoritem BoostedSURF
input : matrika učnih primerov Xn×a in vektor razredov primerov Y ; parameter ϕ, ki določa
frekvenco posodobitve uteži metrike
output: vektor ocen kvalitete atributov ; vektor rangov atributov
1 izračunaj matriko razdalj med pari primerov Mn×n ;
2 inicializiraj vektor uteži atributov W z vrednostmi 0.0 ;
3 for i← 1 to n do
4 if i mod ϕ = 0 then
5 for A← 1 to a do
6 D[a] = max(W[A], 1) ;
7 end
8 end
/* izračunaj povprečno razdaljo med vzorčenim primerom in ostalimi primeri (z
uporabo utežene metrike D) */
9 Ti =
1
n−1
∑
j ̸=i Mi,j ;
/* izračunaj standardni odklon razdalj med vzorčenim primerom in ostalimi primeri
(z uporabo utežene metrike D) */
10 σi =
√
1
n−2
∑
j ̸=i(Mi,j − Ti)2 ;
11 for j ← 1 to n do
12 if d(Ri, Rj) < Ti − σi then
13 for A← 1 to a do
14 if Ri[A] ̸= Rj [A] then
15 if class(Ri) = class(Rj) then
16 W [A] := W [A]− 1 ;
17 else
18 W [A] := W [A] + 1 ;
19 end
20 end
21 end
22 end
23 if d(Ri, Rj) > Ti − σi then
24 for A← 1 to a do
25 if Ri[A] = Rj [A] then
26 if class(Ri) = class(Rj) then
27 W [A] := W [A] + 1 ;
28 else
29 W [A] := W [A]− 1 ;
30 end
31 end
32 end
33 end
34 end
35 end
36 return W, rank(W) ;
3.13 ReliefF na podlagi simuliranega evapora-
tivnega ohlajanja
Algoritem ReliefF na podlagi simuliranega evaporativnega ohlajanja (angl.
Evaporative Cooling ReliefF) atribute vrednoti z uporabo postopka analo-
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gnega evaporativnemu ohlajanju iz področja atomske fizike. Evaporativno
ohlajanje je tehnika, ki je bila razvita za preučevanje Bose-Einsteinovega
kondenzata, za kar je bilo potrebno rubidijeve atome ohladiti na izredno
nizko temperaturo. Pri evaporativnem ohlajanju odstranjujemo atome, ki se
nahajajo na repu Maxwell-Boltzmannove porazdelitve in s tem zmanjšamo
povprečno kinetično energijo preostale skupine atomov [30].
Slika 3.11: Vizualizacija evaporacije atributov z visoko informacijsko energijo,
povzeto po [30].
Avtorji izpeljejo energijo posameznega atributa z optimizacijo vrednosti
entropije atributov H = −
∑N
i=1 pi log(pi) v skladu s principom maksimalne
entropije, kjer je pi verjetnost, da ima i-ta značilka informacijsko energijo
ϵi. Avtorji za optimizacijo uporabijo metodo Lagrangeovih multiplikatorjev
z naslednjimi omejitvami:
N∑
i=1
pi = 1,
N∑
i=1
piϵi = kTinfo
Druga omejitev nam omogoča, da sistemu dodelimo karakteristično informa-
cijsko temperaturo kot pričakovano vrednost energije posameznega atributa,
ki je zavoljo preprostosti enaka šumni temperaturi atributov. Šumna tem-
peratura podatkov predstavlja abstrakcijo koncepta iz področja elektronike,
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kjer lahko moč šuma predstavimo s temperaturo, ki bi povzročila enako ko-
ličino Johnson-Nyquistovega šuma.
Kot rezultat optimizacije lahko z upoštevanjem definicije proste energije
F = −kBT log(Z), kjer je kB Boltzmannova konstanta, T temperatura in Z
particijska funkcija, zapišemo prosto energijo posameznega atributa kot:
F = ⟨E⟩ − kBTinfoH,
kjer je ⟨E⟩ povprečna energija atributov, kB Boltzmannova konstanta,
Tinfo šumna temperatura atributov in H informacijska entropija porazdelitve
informacijskih energij atributov.
Avtorji definirajo informacijsko energijo i-tega atributa ϵi kot:
ϵi =
Wmax −W [Ai]
Wmax
, (3.12)
kjer je Wmax največja utež, ki jo atributom dodeli algoritem ReliefF, W [Ai]
pa utež i-tega atributa. Ta definicija zagotavlja, da evaporacija šumnih atri-
butov zniža povprečen informacijski šum ostalih atributov.
Kot količino analogno entropiji avtorji uporabijo koeficient nedoločenosti:
µ(X, Y ) =
H(X) +H(Y )−H(X, Y )
H(X)
, (3.13)
katerega vrednost izračunamo za porazdelitev vrednosti atributa Ai ∈ A in
porazdelitvi vrednosti razreda C, kar za i-ti atribut Ai označimo kot µi. Mero
za relevanco i-tega atributa lahko posledično zapišemo kot:
fi = ϵi − Tinfoµi, (3.14)
kjer je konstanta analogna Boltzmannovi konstanti enaka enoti.
V začetnem koraku evaporacije sta informacijska energija i-tega atributa
ϵi in količina µi enako uteženi (Tinfo = 1). V vsakem nadaljnem koraku
izvedemo mrežno iskanje za najboljšo temperaturo glede na temperaturo v
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prejšnjem koraku Tinfo+∆. Avtorji so mrežno iskanje izvedli nad vrednostmi
∆Tinfo ∈ (−0.3, 0.3) z uporabo 5-kratnega prečnega preverjanja klasifikacij-
ske točnosti naivnega Bayesovega klasifikatorja.
Celoten algoritem podajamo s psevdokodo 13 [30].
Algoritem 13: Algoritem ECRelief
input : matrika učnih primerov Xn×a in vektor razredov primerov y ; parameter m, ki določa
velikost vzorca primerov ; parameter k, ki določa število najbližjih zadetkov in pogreškov
output: vektor rangov atributov
/* izračunaj vrednosti µi za vsak atribut Ai */
1 for i← 1 to a do
2 µi = µ(Ai, C) =
H(Ai)+H(C)−H(Ai,C)
H(Ai)
;
3 end
/* izračunaj uteži atributov z uporabo algoritma ReliefF */
4 W = ReliefF(X,Y,m, k) ;
/* izračunaj vrednosti ϵi za vsak atribut Ai */
5 for i← 1 to a do
6 ϵi =
Wmax−W [Ai]
Wmax
;
7 end
/* inicializiraj vrednost ranga naslednjega atributa */
8 rank := |A| ;
/* inicializiraj T_info */
9 tinfo := 1 ;
/* izvajaj iterativno evaporacijo atributov */
10 while |A| > 1 do
11 for ∆Tinfo ← ∆min to ∆max do
12 T ′info := Tinfo +∆Tinfo ;
/* izračunaj relevantnost vsakega atributa */
13 for i← 1 to a do
14 fi = ϵi − T ′infoµi ;
/* odstrani atribut z najmanjšo relevanco (z indeksom max
i
(ϵi)) */
15 index := indeks odstranjenega atributa v izvorni podatkovni množici ;
/* zgradi pomnožico podatkovne množice D, ki ne vsebuje stolpca z
vrednostmi odstranjenega atributa */
16 D′ := {coli|coli ∈ D ∧ index(coli) ̸= index} ;
/* izračunaj točnost z uporabo 5-kratnega prečnega preverjanja */
17 cv_score = cv(clf(D′, razredi), 5) ;
18 if cv_score > cv_score_max then
19 cv_score_max := cv_score ;
20 idx_remove := idx ;
21 Tinfo_next = T ′info ;
22 end
23 end
24 end
/* iz podatkovne množice odstrani stolpec vrednosti atributa z indeksom
idx_remove */
25 D := {coli|coli ∈ D ∧ index(coli ̸= index_remove)} ;
/* odstranjenemu atributu priredi naslednjo vredost ranga */
26 R[index_remove] := rank ;
27 rank := rank− 1 ;
28 end
/* zadnjemu atributu priredi najmanjši rang */
29 R[index(A)] := rank(= 1) ;
30 return R ;
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3.14 Iterativni Relief (Iterative Relief)
V doktorski disertaciji [8] in članku [7] je avtor J. Bins izpostavil problematiko
pristranskosti algoritma ReliefF glede na nemonotone atribute. Pokazal je, da
ta pristranskost narašča z večanjem števila irelevantnih atributov. Atribut je
nemonoton, če se njegov optimum ne nahaja na robu definicijskega območja.
Primer monotonega in nemonotonega atributa je prikazan na sliki 3.12.
Slika 3.12: Primer monotonega in nemonotonega atributa.
Pri monotonih atributih nam vedenje, da dva primera pripadata istemu
razredu omeji možno razdaljo teh dveh primerov po tem atributu. Zaradi
tega so monotoni atributi ocenjeni kot kakovostni, tudi če je metrika nezane-
sljiva. Pri nemonotonih atributih je edina omejitev zaloga vrednosti atributa.
Primeri iz istega razreda se lahko nahajajo v zelo različnih delih prostora.
Zaradi tega je ocenjena kakovost takšnega atributa močno odvisna od zane-
sljivosti metrike, ki jo uporabljamo za izbor primerov podobnih vzorčenemu,
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saj so kot najbližji sosedi lahko izbrani primeri, ki se močno razlikujejo po
tej vrednosti atributa. Ta pristranost se z dodajanjem šumnih atributov
povečuje, saj pri iskanju primerov, ki so najbolj podobni vzorčenemu, upora-
bljamo vse atribute. Z dodajanjem novih atributov zmanjšujemo verjetnost,
da bo primer, ocenjen kot bližnji, blizu tudi po danem relevantnem atributu.
Iterativna različica algoritma Relief [16] skuša odpraviti odvisnost rele-
vance atributa od števila šumnih atributov tako, da pri iskanju podobnih
primerov metriko uteži z lastnimi ocenami kakovosti atributov. Tekom ite-
racij uteži atributov konvergirajo k njihovimi pravimi, nepristranskimi vre-
dnostmi.
Bližnje primere iščemo med primeri znotraj radija, ki je določen tako, da
zagotavlja vsakemu primeru minimalno število zadetkov in pogreškov. Učni
primeri zunaj tega radija ne prispevajo k izračunu posodobljenih uteži. Način
posodobitve uteži, ki ga avtorji navajajo je sledeč:
W [A] := W [A] +
∑k−1
i=0 |mi[A]− s[A]| ·max(0 , 1−
dmi
2
r2
)∑k−1
i=0 max(0 , 1−
dmi
2
r2
)
−
∑k−1
i=0 |hi[A]− s[A]| ·max(0 , 1−
dhi
2
r2
)∑k−1
i=0 max(0 , 1−
dhi
2
r2
)
,
(3.15)
kjer je mi[A] vrednost atributa A pri i-tem pogrešku, s[A] vrednost atri-
buta A pri vzorčenem primeru, dmi razdalja do i-tega pogreška, dhi razdalja
do i-tega zadetka in r radij hipersfere okoli vzorčenega primera.
Celoten algoritem navajamo s psevdokodo 14.
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Slika 3.13: Vizualizacija iskanja pogreškov in zadetkov znotraj hipersfere z
radijem R, ki zagotavlja vsakemu primeru vsaj k zadetkov in k pogreškov iz
vsakega ostalega razreda.
Algoritem 14: Algoritem Iterativni Relief (Iterative Relief)
input : matrika učnih primerov Xn×a in vektor razredov primerov Y ; parameter
T , ki določa število iteracij ; parameter Θ, ki določa kriterij za
konvergenco
output: vektor ocen kvalitete atributov ; vektor rangov atributov
1 izračunaj minimalni radij hipersfere ;
2 inicializiraj vektor uteži metrike Wd z vrednostmi 1/a ;
3 for t← 1 to T do
/* ponastavi vse uteži atributov na vrednost 0.0 */
4 W := 0.0 ;
5 for i← 1 to N do
/* izračunaj vektor razdalj med vzorčenim primerom in ostalimi primeri */
6 D = d(xi, xj) ∀j ∈ D, j ̸= i ;
/* Poišči pogreške in zadetke, ki ležijo znotraj hipersfere */
7 M = {xj |j ∈ D, d(xi, xj) < R, class(xj) ̸= class(xi)} ;
8 H = {xj |j ∈ D, d(xi, xj) < R, class(xj) = class(xi)} ;
/* posodobi uteži atributov */
9
W [A] := W [A] +
∑k−1
i=0 |mi[A]− s[A]| ·max(0 , 1−
d2mi
r2 )∑k−1
i=0 max(0 , 1−
dmi
2
r2 )
−
∑k−1
i=0 |hi[A]− s[A]| ·max(0 , 1−
d2hi
r2 )∑k−1
i=0 max(0 , 1−
d2hi
r2 )
;
10 end
11 posodobi uteži metrike z utežmi atributov ;
12 if ∆Wd < Θ then
13 break ;
14 end
15 end
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3.15 I-RELIEF
Algoritem I-RELIEF [37] je iterativna posplošitev, ki je bila razvita neodvi-
sno od algoritma opisanega v prejšnjem razdelku. Avtorji podajo matema-
tično interpretacijo algoritma Relief kot dinamični optimizacijski algoritem,
ki optimizira povprečen razmik s skaliranjem atributov, kjer razmik za primer
Rn definiramo kot:
ρn = d(Rn −NM(Xn))− d(Rn −NH(Rn))
in kjer zNM(xn) označimo najbližji pogrešek, zNH(xn) najbližji zadetek ter
z d(.) metrično funkcijo. Algoritem torej skuša najti vektor uteži atributov
w, s katerim reši naslednji optimizacijski problem:
max
w
=
N∑
n=1
ρn(w) = max
w
N∑
n=1
(
I∑
i=1
wi|x(i)n −NM (i)(xn)| −
−
I∑
i=1
wi|x(i)n −NH(i)(xn)|),
z omejitvami ||w||22 = 1 in w ≥ 0.
Takšna definicija algoritma Relief omogoča identifikacijo nekaterih sla-
bosti algoritma in preučevanje možnih rešitev. Pri algoritmu Relief iskanje
najbližjih sosedov poteka v izvornem prostoru atributov, ki ne da nujno istih
rezultatov kot iskanje v uteženem prostoru atributov. V prisotnosti osamel-
cev lahko nekateri razmiki dobijo tudi velike negativne vrednosti.
Avtorji vpeljejo naslednjo analitično rešitev, ki obravnava obe omenjeni
težavi. Za vsak primer xn definirajmo dve množiciMn = {i|i ≤ i ≤ N, yi ̸=
yn} in Hn = {i|1 ≤ i ≤ N, yi = yn, i ̸= n}, ki vsebujeta indekse vseh
pogreškov in zadetkov. Predpostavimo, da za vsak primer poznamo najbližji
zadetek in pogrešek, katerih indeksa shranimo v množico Sn = (sn1, sn2),
kjer sta sn1 ∈ Mn in sn2 ∈ Hn. Definirajmo tudi vektor [o1, · · · , oN ]T kot
množico binarnih vrednosti, za katere velja on = 0, če je primer xn osamelec
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oziroma on = 1 sicer. Z izrazom osamelec označimo primere, ki so napačno
označeni oziroma primere, katerih vrednosti atributov so močno šumne.
Kriterijsko funkcijo, ki jo želimo maksimizirati formuliramo kot:
C(W ) =
1
N
N∑
{n=1,on=1}
(||xn − xsn1||W − ||xn − xsn2||W ),
kjer je ||x||w =
∑
iwi|xi|.
Če predpostavimo, da so elementi {Sn}Nn=1 in vektorja o naključne spre-
menljivke, lahko izpeljemo verjetnostno porazdelitev latentnih podatkov.
Verjetnost, da je i-ti primer najbližji pogrešek za primer xn zapišemo kot:
Pm(i|xn,W ) =
f(||xn − xi||W )∑
j∈Mn f(||xn − xj||W )
, ∀i ∈Mn (3.16)
Verjetnost, da je i-ti primer najbližji zadetek za primer xn zapišemo kot:
Ph(i|xn,W ) =
f(||xn − xi||W )∑
j∈Hn f(||xn − xj||W )
, ∀i ∈ Hn (3.17)
Verjetnost, da je xn osamelec zapišemo kot:
Po(on = 0|D,W ) =
∑
i∈Mn f(||xn − xi||W )∑
xi∈D\xn , f(||xn − xi||W )
, (3.18)
kjer je f(.) jedrna funkcija, za katero avtorji predlagajo funkcijo f(d) = e−d/σ,
kjer je širina jedra parameter, ki ga določi uporabnik.
Algoritem lahko izpeljemo z maksimizacijo pričakovane vrednosti krite-
rijske funkcije z uporabo postopka podobnega iterativnemu algoritmu za ma-
ksimizacijo pričakovane vrednosti (Expectation–maximization algorithm).
Zapišimo prvi korak maksimizacijskega algoritma kot:
Q(W |W t) = E{S,o}[C(W )],
kjer je funkcija Q pričakovana vrednost kriterijske funkcije pri trenutnem
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stanju množice indeksov S in vektorja o ter pri trenutni oceni parametrov
W t. Funkcija ima pri t-ti iteraciji vrednost približno:
≈ 1
N
N∑
n=1
γn(
∑
i∈Mn
αi,n||xn − xi||W −
∑
i∈Hn
βi,n||xn − xi||W ),
kjer je γn verjetnost, da n-ti primer ni osamelec γn = 1−Po(on = 0|D,W (t)),
αi,n verjetnost, da je i-ti primer najbližji pogrešek n-tega primera αi,n =
Pm(i|xn,W (t)) in βi,n verjetnost, da je i-ti primer najbližji zadetek n-tega
primera βi,n = Ph(i|xn,W (t)).
Uteženo razdaljo ||xn − xi||W lahko zapišemo kot
∑
j wjm
j
i,n za najbližji
pogrešek oziroma
∑
j wjh
j
i,n za najbližji zadetek, kjer je mi,n = |xn−xi|, i ∈
Mn in hi,n = |xn − xi|, i ∈ Hn.
Če preuredimo enačbo lahko izrazimo izraz znotraj oklepaja kot uteženo
pričakovano razliko med n-tim primerom in njegovim najbližjim pogreškom
ter n-tim primerom in njegovim najbližjim zadetkom:
=
1
N
N∑
n=1
γn(
∑
j
wj
∑
i∈Mn
αi,nm
j
i,n −
∑
j
wj
∑
i∈Hn
βi,nh
j
i,n)
To lahko kompaktneje zapišemo kot:
W T
1
N
N∑
n=1
γn(mn − hn) = W Tν
Sedaj lahko zapišemo maksimizacijski korak algoritma za maksimizacijo pri-
čakovene vrednosti. Vrednosti uteži v naslednjem koraku algoritma poiščemo
z naslednjo optimizacijo:
w(t+1) = argmax
w∈W
Q(W |W (t)) (3.19)
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Iščemo torej vrednosti vektorja W , ki maksimizirajo skalarni produkt:
[
w1 w2 · · · wn
]
⎡⎢⎢⎢⎢⎢⎣
ν1
ν2
...
νn
⎤⎥⎥⎥⎥⎥⎦ , ||
[
w1 w2 · · · wn
]
|| = 1
Ker vemo, da je vektor enotske dolžine, ki bo maksimiziral normo projekcije
kar enotski vektor v smeri vektorja ν, lahko vrednost vektorja uteži W v
naslednji iteraciji algoritma zapišemo kot:
W (t+1) = (ν)+/||(ν)+||2, (3.20)
kjer je (.)+ sledeča funkcija:
(ν)+ = (max(0, ν(1)),max(0, ν(2)), · · · ,max(0, ν(n)))
To preslikavo izvedemo, da zagotovimo nenegativnost uteži.
Korake algoritma ponavljamo, dokler sprememba uteži ne zadosti pogoju
konvergence ||w(t+1) − w(t)|| < Θ.
Algoritem I-RELIEF lahko razširimo za uporabo pri večrazrednih proble-
mih. Podobno kot pri algoritmu Relief lahko pokažemo, da tudi algoritem
ReliefF maksimizira povprečen razmik v uteženem atributnem prostoru, kjer
je razmik naslednja količina:
ρ =
∑
{c∈Y,c ̸=y(x)}
P (c)
1− P (c)
d(x−NMc(x))− d(x−NH(x))
Avtorji za izpeljavo iterativne različice algoritma ReliefF predlagajo nasle-
dnjo, enostavnejšo definicijo razmika:
ρ = min
{c∈Y,c ̸=y(x)}
d(x−NMc(x))− d(x−NH(x))
= min
{xi∈D\Dy(x)}
d(x− xi)− d(x−NH(x))
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Z uporabo te definicije razmika posplošimo iskanje najbližjega pogreška na
primere iz vseh razredov, ki niso enaki primeru xn. To nam omogoča, da
lahko implementacijo osnovnega algoritma I-RELIEF enostavno priredimo za
uporabo pri večrazrednih primerih. Avtorji to razširjeno različico osnovnega
algoritma I-RELIEF poimenujejo I-RELIEF-2.
Celoten algoritem navajamo s psevdokodo 15.
Algoritem 15: Algoritem I-RELIEF
input : matrika učnih primerov Xn×a in vektor razredov primerov Y ; parameter
T, ki določa število iteracij, parameter ρ, ki določa širino jedra,
parameter Θ, ki določa kriterij za določanje konvergence
output: vektor ocen kvalitete atributov ; vektor rangov atributov
1 inicializiraj vektor uteži atributov W z vrednostmi 1/a ;
2 for t← 1 to T do
3 izračunaj matriko razdalj med pari primerov Mn×n z metriko uteženo z
vektorjem uteži W (t−1) ;
/* za vsak primer xn izračunaj vektor vrednosti Pm (verjetnost, da je i-ti
primer najbližji pogrešek n-tega primera) /vektor α/ */
4 Pm =
f(||xn−xi||W )∑
j∈Mn f(||xn−xj ||W )
, ∀i ∈Mn ;
/* za vsak primer xn izračunaj vektor vrednosti Ph (verjetnost, da je i-ti
primer najbližji zadetek n-tega primera) /vektor β/ */
5 Ph =
f(||xn−xi||W )∑
j∈Hn f(||xn−xj ||W )
, ∀i ∈ Hn ;
/* za vsak primer izračunaj vrednost Po (verjetnost, da je primer osamelec) */
6 Po =
∑
i∈Mn f(||xn−xi||W )∑
xi∈D\xn
,f(||xn−xi||W ) ;
/* izračunaj vrednosti γn za vsak primer xn */
7 γ = 1− Po ;
/* za vsak primer izračunaj vrednosti mn in hn */
/* αi,n predstavlja i-to vrednost vektorja Pm za n-ti primer, βi,n predstavlja
i-to vrednost vektorja Ph za n-ti primer */
/* mi,n = |xn − xi|, i ∈Mn, hi,n = |xn − xi|, i ∈ Hn */
8 mn =
∑
i∈Mn αi,nmi,n ;
9 hn =
∑
i∈Hn βi,nhi,n ;
/* iračunaj vrednost ν */
10 ν = 1N
∑N
n=1 γn(mn − hn) ;
/* posodobi uteži */
11 W := (ν)+/||(ν)+||2 ;
/* preveri če sprememba uteži zadosti pogoju konvergence */
12 if
∑
∆W < Θ then
13 break ;
14 end
15 end
16 return W, rank(W)
Poglavje 4
Implementacija
V tem poglavju opišemo podrobnosti implementacij v prejšnjem poglavju
opisanih algoritmov. Algoritme smo implementirali v programskem jeziku
Python, kjer smo računsko zahtevnejše dele implementirali v programskem
jeziku Julia. Za vizualizacijo nekaterih algoritmov smo razvili tudi interak-
tivno aplikacijo, razvito v okolju MATLAB. Najprej predstavimo vmesnik
knjižnice Scikit-learn, kateremu implementacije algoritmov zadoščajo. Nato
predstavimo nekaj podrobnosti implementacij algoritmov in naučenih metrik.
4.1 Vmesnik knjižnice Scikit-learn
Knjižnica Scikit-learn [33] je ena od najpriljubljenejših knjižnic za strojno
učenje, ki ponuja implementacije velik množice pogostih operacij in algorit-
mov. Knjižnica uporablja in je posledično dobro interoperabilna s knjižni-
cama numpy in scipy.
Knjižnico odlikuje pregleden in izredno dobro dokumentiran vmesnik.
Knjižnica med drugimi definira sledeče entitete, ki so relevantne za implemen-
tacijo in vrednotenje implementacij algoritmov razvitih v sklopu diplomskega
dela [2]:
• transformer:
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Transformator je estimator, ki implementira metodo transform in me-
todo fit_transform ali obe metodi. Transduktivni estimatorji, ki trans-
formirajo le znane podatke, ne implementirajo nujno metode transform.
Transformatorji implementirajo metodo fit, ki se uporablja za uče-
nje parametrov modela. Transformacijski model apliciramo na nevi-
dene podatke z metodo transform. Modeliranje in transformacijo lahko
hkrati opravimo z metodo fit_transform.
Metodo fit_transform lahko v razred dodamo z dedovanjem razreda
TransformerMixin, ki predstavlja mixin razred za vse transformatorje
v knjižnici.
Transformatorji morajo tudi dedovati razred sklearn.base.BaseEstimator,
ki razredu doda metudi get_params in set_params. Te metodi omogo-
čata branje in nastavljanje parametrov estimatorja ter sta potrebni za
uporabo mrežnega iskanja optimalnih parametrov, ki ga ponuja knji-
žnica.
Tipični primer uporabe transformatorja (v tem primeru za normaliza-
cijo atributov) podajamo spodaj.
 ⊵
from sklearn.preprocessing import StandardScaler
scaler = StandardScaler()
scaler.fit(data)
data_trans = scaler.transform(data) 
• metaestimator:
Metaestimator je estimator, ki kot parameter sprejme drug estima-
tor. Metaestimatorji lahko estimatorje in ostale enitete verižijo (pipe-
line.Pipeline), jih uporabljajo v ansamblih (ensemble.BaggingClassifier)
ali pa skušajo najti optimalne parametre estimatorja, ki je bil podan
kot parameter (model_selection.GridSearchCV ).
• classifier:
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Klasifikator je nadzorovan ali polnadzorovan prediktor s končno zalogo
vrednosti diskretnih izhodov. Klasifikatorji v splošnem dedujejo razred
base.ClassifierMixin.
Klasifikatorji morajo implementirati naslednje metode:
– fit :
Metoda fit se iz podanih podatkov zgradi napovedni model. Me-
toda vrne referenco na instanco klasifikatorja
– predict :
Metoda predict uporabi napovedni model za klasifikacijo podat-
kov, podanih kot parameter.
– score :
Metoda score oceni kvaliteto napovedi prediktorja na podani po-
datkovni množici in jo predstavi kot numerično vrednost. Upo-
rabljen način preverjanja kvalitete napovedi je specifičen za vsak
posamezen klasifikator.
Tipični primer uporabe klasifikatorja podajamo spodaj.
 ⊵
from sklearn.svm import SVC
clf = SVC(gamma='auto')
clf.fit(data, target)
predictions = clf.predict(test) 
Podajmo še nekaj pravil, ki jih moramo upoštevati pri zasnovi razreda,
da zagotovimo interoperabilnost z knjižnico scikit-learn:
• Vsi parametri inicializacijske metode __init__ morajo imeti privzete
vrednosti. Transformator lahko tako inicializiramo brez eksplicitno po-
danih parametrov kot transformer = MyTransformer().
• Parametri inicializacijske funkcije __init__ morajo imeti enaka imena
kot atributi instance, ki jih s temi parametri inicializiramo.
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• Metoda fit mora vrniti referenco na instanco našega razreda.
Vse opisane entitete lahko verižimo, za kar nam knjižnica scikit-learn
ponuja metaestimator sklearn.pipeline.Pipeline (cevovod), ki sekvenčno apli-
cira niz transformacij in končni estimator. Ta metaestimator je koristen
za kompaktno predstavitev skupka operacij kot ene enote, ki implementira
standardne metode, kot so fit in transform oziroma predict.
Primer uporabe implementacije algoritma I-RELIEF znotraj cevovoda
podajamo spodaj.
 ⊵
from sklearn.pipeline import Pipeline
from sklearn.preprocessing import StandardScaler
from sklearn.svm import SVC
clf = SVC(gamma='auto')
clf_pipeline = Pipeline([('scaler', StandardScaler()),
('rba', IRelief(n_features_to_select=10)),
('svc', clf)])
cv_scores = cross_val_score(clf_pipeline, data,
target, cv=KFold(10, shuffle=True)) 
4.2 Implementacija opisanih algoritmov
Algoritme opisane v prejšnjem poglavju smo implementirali v programskem
jeziku Python. Časovno najzahtevnejše dele smo implementirali v program-
skem jeziku Julia.
Implementacije algoritmov zadostijo v prejšnjem razdelku opisanemu vme-
snikov transformatorjev, kot jih definira knjižnica scikit-learn. Posledično jih
lahko verižimo z algoritmi implementiranimi v knjižnici ter uporabljamo že
implementirane načine iskanja optimalnih parametrov in vrednotenja s k-
kratnim prečnim preverjanjem.
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Inicializacijsko metodo __init__ implementacije algoritma iterativni Re-
lief podajamo spodaj.
 ⊵
def __init__(self, n_features_to_select=10, m=-1, min_incl=3,
dist_func=lambda w, x1, x2 : np.sum(np.abs(w*(x1-x2)), 1),
max_iter=100, learned_metric_func=None):
self.n_features_to_select = n_features_to_select
self.m = m
self.min_incl = min_incl
self.dist_func = dist_func
self.max_iter = max_iter
self.learned_metric_func = learned_metric_func 
Proces posodobitve uteži smo zavoljo učinkovitosti implementirali v pro-
gramskem jeziku Julia. Spodaj kot primer podajamo implementacijo poso-
dobitve uteži atributov pri algoritmu ReliefF.
 ⊵
function update_weights(data, e, closest_same, closest_other,
weights, weights_mult, m, k, max_f_vals, min_f_vals)
for t = 1:size(data, 2)
# Penalty term
penalty = sum(abs.(e[t] .- closest_same[:, t])/
((max_f_vals[t] .- min_f_vals[t]) .+ eps(Float64)))
# Reward term
reward = sum(weights_mult .*
(abs.(e[t] .- closest_other[:, t])/
((max_f_vals[t] .- min_f_vals[t] .+ eps(Float64)))))
# Weights update
weights[t] = weights[t] - penalty/(m*k) + reward/(m*k)
end
# Return updated weights.
return weights
end 
Za ceno nekoliko manjše preglednosti lahko celoten proces posodobitve
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atributov tudi vektoriziramo - tako v programskem jeziku Julia kot tudi
v programskem jeziku Python z uporabo knjižnice Numpy. Ekvivalentno
vektorizirano različico zgoraj navedene funkcije lahko zapišemo kot:
 ⊵
function update_weights(data, e, closest_same, closest_other,
weights, weights_mult, m, k, max_f_vals, min_f_vals)
# Penalty term
penalty = sum(abs.(e .- closest_same)
./((max_f_vals .- min_f_vals) .+ eps(Float64)), dims=1)
# Reward term
reward = sum(weights_mult .*
(abs.(e .- closest_other)
./((max_f_vals .- min_f_vals) .+ eps(Float64))), dims=1)
# Weights update
weights = weights .- penalty./(m*k) .+ reward./(m*k)
# Return updated weights.
return vec(weights)
end 
V programskem jeziku Julia smo implementirali tudi podobnost na osnovi
mase, ki jo podrobneje opisujemo v naslednjem poglavju.
4.3 Implementacija naučenih metrik
Naučene metrike smo implementirali kot funkcije, ki kot parametra sprejmejo
indekse primerov, katerih medsebojne razdalje želimo izračunati v naučenem
metričnem prostoru. Te funkcije pridobimo s klicem metod get_dist_func
za to nalogo implementiranih razredov. Poslužimo se dejstva, da programski
jezik Python podpira funkcionalnost leksikalnega zaprtja - funkcija ohranja
vrednosti prostih spremenljivk (v našem primeru transformiran prostor in
metriko, ki se uporablja v transformiranem prostoru), ki so bile nastavljanje
ob gradnji leksikalnega zaprtja.
Za implementacijo metod metričnega učenja smo uporabili odprtokodno
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knjižnico metric-learn [12], ki ponuja učinkovite aplikacije nekaterih tipičnih
algoritmov metričnega učenja. Vmesnik knjižnice metric-learn je enak vme-
sniku knjižnice scikit-learn. Vsak implementiran algoritem ponuja naslednje
metode:
• fit :
Metoda fit zgradi model transformacije.
• transformer :
Metoda transformer vrne transformacijsko matriko L ∈ RD×d, ki jo
lahko uporabimo, da podatkovno matriko X ∈ Rn×d transformiramo
v D-dimenzionalen naučen metrični prostor XLT , v katerem lahko za
izračun uporabimo implementacijo standarde evklidske razdalje.
• transform :
Metoda transform aplicira v prejšnji točki omenjeno transformacijo na
podatkovno matriko, ki jo podamo kot parameter.
• metric:
Metoda metric vrne Mahalanobisovo matriko M = LTL, s katero lahko
izračunamo razdaljo med vektorjema x in y kot (x− y)M(x− y).
Pri implementacijah, ki uporabljajo to knjižnico, smo zgradili ovojnico
okoli funkcionalnosti, ki ponuja prej omenjeno metodo get_dist_func.
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Poglavje 5
Metrike in posplošitve algoritma
Relief
Ključni del algoritma Relief in njegovih posplošitev je iskanje najbližjih po-
greškov (najbližjih primerov iz drugih razredov) in najbližjih zadetkov (naj-
bližjih primerov iz istega razreda) vzorčenega učnega primera. Pri tem se
najpogosteje uporabljata evklidska d(xi, xj) = (
∑a
A=1 |x
(A)
i − x
(A)
j |2)1/2 in
manhattanska razdalja d(xi, xj) =
∑a
A=1 |x
(A)
i − x
(A)
j |.
Za mnoge problemske domene je opredelitev podobnosti kot oddaljenosti
po teh metrikah preveč splošna, saj predpostavlja enakovrednost atributov za
določanje podobnosti ter je močno občutljiva na normo vektorjev, ki pred-
stavljajo učne primere. To je pri določenih problemskih domenah, kot je
klasifikacija dokumentov, nezaželeno. Zaradi posledic t.i. prekletstva di-
menzionalnosti se zanesljivost ocene podobnosti učnih primerov na podlagi
medsebojne razdalje po teh metrikah z naraščanjem dimenzionalnosti atri-
butnega prostora močno poslabša.
V kontekstu algoritmov na osnovi algoritma Relief lahko ta dejstva ne-
gativno vplivajo na verjetnost, da bodo pri kot najbližji sosedi izbrani učni
primeri, ki so resnično najbolj podobni vzorčenemu.
Te težave skušamo odpraviti z izborom metrike, ki je primerna za dolo-
čeno problemsko domeno (na primer kosinusna razdalja v problemskih dome-
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nah, kjer podobnost definira smer vektorjev, ki predstavljajo učne primere
in ne njihova norma), ali pa se metrike naučimo iz učnih podatkov.
Metrično učenje je področje strojnega učenja, katerega cilj je učenje me-
trik iz predhodnjega znanja o podobnosti in nepodobnosti parov učnih pri-
merov [4]. Označimo z S množico parov podobnih primerov in z D množico
parov nepodobnih primerov, tako da velja:
(xi, xj) ∈ S ⇐⇒ podobna(xi, xj),
(xi, xj) ∈ D ⇐⇒ ¬podobna(xi, xj)
Pri nadzorovanem učenju lahko podobnost in nepodobnost definiramo z upo-
rabo znanja o razredih učnih primerov kot:
class(xi) = class(xj) ⇐⇒ (xi, xj) ∈ S,
class(xi) ̸= class(xj) ⇐⇒ (xi, xj) ∈ D
Na sliki 5.1 so vizualizirani učni primeri, katerih porazdelitev nakazuje,
da podobnost primerov bolj definira razmerje med atributoma kot norma
vektorjev, ki predstavljajo učne primere. Na sliki 5.2 so prikazani isti učni
primeri, kjer je razdalja po naučeni metriki vizulizirana kot evklidska razda-
lja v transformiranem atributnem prostoru. V tem primeru smo uporabili
algoritem ITML, ki je opisan v 5.6.
Z uporabo naučene metrike poskrbimo, da so lahko kot najbližji pogreški
in zadetki vzorčenega primera določeni tudi primeri, ki so po npr. manhat-
tanski razdalji precej oddaljeni, a so si s primernejšo metriko morda zelo
podobni. Pri ocenjevanju atributov učnih primerov, vizualiziranih na sliki
se tako poveča verjetnost, da bodo kot najbližji zadetki izbrani primeri in
pogreški, katerih vektorji so podobno usmerjeni. Posebna pozornost je po-
trebna pri uporabi funkcije diff, kjer se ponujata dve možnosti - ločljivost
po posameznem atributu lahko vrednotimo v transformiranem ali v stan-
dardnem evklidskem prostoru. Če pri računanju funkcije diff uporabljamo
razliko po atributih v prostoru, ki smo ga transformirali z naučeno Mahala-
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Slika 5.1: Učni primeri, kjer je kot mera podobnosti bolj primerna metrika,
ki bolj kot normo upošteva smer vektorjev, ki opisujejo učne primere.
Slika 5.2: Transformacija prostora z uporabo naučene Mahalanobisove ma-
trike. Evklidska razdalja v transformiranem prostoru je ekvivalentna razdalji
po naučeni metriki.
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nobisovo matriko, bomo pri analizi učnih primerih vizualiziranih na sliki 5.2
prišli do sklepa, da je atribut A2 redundanten. Ta redundanca pa ne velja
nujno za učne primere, opisane v standardnem evklidskem prostoru. Zato
moramo biti pazljivi, da učne primere pred izvajanjem izbora atributov in
gradnjo modela transformiramo. Tudi vsak primer na vhodu klasifikatorja
moramo pred zmanjšanjem dimenzionalnosti in klasifikacijo transformirati.
Uporabo funkcije diff z izvornimi vrednostmi učne množice lahko argumenti-
ramo na sledeč način. Kot primer vzemimo učno množico, ki je vizualizirana
na sliki 5.1. Že na prvi pogled vidimo močno soodvisnost obeh atributov pri
določaju razreda. Če se s to učno množico naučimo metrike (v tem primeru z
algoritmom ITML, ki je opisan v 5.6), ta spominja na kosinusno podobnost,
saj se smer vektorjev izkaže kot pomembnen indikator razreda. Pri izboru
najbližjih zadetkov bomo z uporabo takšne metrike povečali možnost, da
bodo izbrani učni primeri, ki se nahajajo vzdolž gruče vzorčenega primera,
torej imajo podobno smer kot vzorčeni učni primer. S tem povečamo verje-
tnost, da bosta obe kateti Evklidske razdalje, ki predstavljata ločljivost po
atributih, veliki. Algoritem bo v povprečju prej, oziroma z manj vzorčenji
zaznal pravilno soodvisnost med atributi, kar smo potrdili tudi eksperimen-
talno. Izbor atributov in gradnjo napovednega modela lahko v tem primeru
izvajamo z uporabo izvornih učnih podatkov.
Z izjemo v naslednjem razdelku opisane mere različnost na osnovi mase
se pri metodah metričnega učenja opisanih v tem poglavju učimo posplošene
Mahalanobisove razdalje [18]. Mahalanobisova razdalja je mera različnosti
vektorjev (točk) iz iste verjetnostne porazdelitve s kovariančno matriko S−1,
ki kot enoto razdalje uporablja deleže standardnega odklona. Posplošemo
Mahalanobisovo razdaljo d(xi, yi) = (xi−xj)TQ(xi−xj) lahko zaradi dejstva,
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da je matrika Q simetrična zapišemo kot:
d(xi, xj) = (xi − xj)TQ(xi − xj)
= (xi − xj)TV DV T (xi − xj)
= (V Txi − V Txj)D1/2D1/2(V Txi − V Txj)
= (D1/2V Txi −D1/2V Txj)T (D1/2V Txi −D1/2V Txj)T
Množenje učnih primerov z matriko V T predstavlja spremembo baze - vek-
torje izrazimo kot linearno kombinacijo lastnih vektorjev matrike Q in jih
nato skaliramo z množenjem z diagonalno matriko D1/2. Naj bo un =
D1/2V Txn. Metrično funkcijo lahko sedaj zapišemo kot:
d(xi, xj) = (ui − uj)T (ui − uj)
=
a∑
A=1
(u
(A)
i − u
(A)
j )
2
Proces metričnega učenja lahko pri teh metodah formuliramo kot opti-
mizacijo vrednosti matrike Q, ki parametrizira posplošeno Mahalanobisovo
razdaljo d(xi, yi) = (xi − xj)TQ(xi − xj), z uporabo kriterijske funkcije in
omejitev.
Učenje metrik lahko v visokodimenzionalnih prostorih postane računsko
zelo zahtevno. Zaradi t.i. prekletstva dimenzionalnosti lahko pri gradnji mo-
dela pride do pretiranega prileganja in posledično slabe generalizacije. Pri
algoritmih, ki pogreške in zadetke iščejo znotraj določenih radijev, se po-
nuja možnost uporabe učinkovitejšega lokalnega metričnega učenja. Vredna
nadaljnega raziskovanja se zdi tudi aplikacija naučenih metrik v kontekstu al-
goritmov, ki iterativno eliminirajo atribute in s tem postopoma zmanjšujejo
dimenzionalnost atributnega prostora.
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5.1 Različnost na osnovi mase (Mass-based dis-
similarity)
Ting et al. [39] predlagajo splošno definicijo podatkovno odvisne mere različ-
nosti, ki jo poimenujejo različnost na osnovi mase (Mass-based dissimilarity).
Mera temelji na psihološki opaziki, da je različnost dveh entitet odvisna od
konteksta meritev in od ostalih entitet v njuni bližini. Mera pri izračunu
podobnosti upošteva lokalno gostoto prostora, tako da sta dva primera, ki
se nahajata v gostem delu prostora, po tej meri bolj različna, kot po kon-
vencionalni metriki enako oddaljena primera v manj gosti regiji atributnega
prostora.
Naj bo D vzorec primerov iz gostote verjetnosti F in H model hierarhič-
nega particioniranja prostora na disjunktne, neprazne regije.
Različnost na osnovi mase je definirana kot:
m(x, y|D,F ) = EH(D)[PF (R(x, y|H;D))], (5.1)
kjer je R(x, y|H;D) = argmin
r⊂H t.d. x, y∈ r
∑
z∈D 1(z ∈ r) najmanjša lokalna regija,
ki vsebuje tako primer x kot primer y.
V praksi je različnost na osnovi mase ocenjena kot:
me(x, y|D) = 1
t
t∑
i=1
1
|D|
∑
z∈D
1(z ∈ R), (5.2)
kjer je t število modelov particioniranja prostora in R najmanjša lokalna
regija prostora primerov, ki vsebuje tako primer x kot primer y.
5.1.1 Izolacijska drevesa in izolacijski gozdovi ter izra-
čun različnosti na osnovi mase
Kot model particioniranja prostora za računanje različnosti na osnovi mase
smo zavoljo preprostosti in hitrosti uporabili izolacijska drevesa (angl. iso-
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lation tree, okrajšano i-tree) [29], s katerimi prostor razdelimo na disjunk-
tne regije. Izolacijsko drevo je način particioniranja prostora, pri katerem
prostor rekurzivno delimo po naključni vrednosti naključno izbrane dimen-
zije prostora j. Naključno vrednost, po kateri delimo, vzorčimo iz intervala
[min
i
(xi,j),max
i
(xi,j)].
Izolacijski gozd je sestavljen iz t izolacijskih dreves, zgrajenih neodvisno
od ostalih na naključni podmnožici učnih primerov. Največjo višino dreves
lahko omejimo. Ting et al. [39] predlagajo mejo h = ⌈log2ψ⌉, kjer je ψ
velikost vzorcev učnih primerov, nad katerimi se izolacijska drevesa v gozdu
gradijo.
Ker je gradnja posameznih izolacijskih dreves v izolacijskem gozdu ne-
odvisna od drugih, lahko gradnjo gozda pohitrimo s paralelizacijo gradnje
dreves. Slika 5.3 prikazuje rekurzivno disjunktno particioniranje prostora
atributnega prostora s prvimi štirimi nivoji izolacijskega drevesa. Slika 5.4
prikazuje štiri takšne modele rekurzivnega disjunktnega particioniranja pro-
stora - izolacijski gozd.
Slika 5.3: Particioniranje prostora, ki vsebuje primere prikazane na sliki 1.2
z uporabo prvih štirih nivojev izolacijskega drevesa.
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Slika 5.4: Vizualizacija delitve prostor z izolacijskim gozdom s tremi drevesi.
Po gradnji izolacijskega gozda izračunamo maso vozlišč vseh dreves z upo-
rabo algoritma opisanega spodaj [39]. Zaradi neodvisnosti računanja mase
vozlišč posameznih dreves, se zopet ponuja možnost paralelizacije. Izračun
mas lahko vektoriziramo in ga opravimo v enem obhodu drevesa za vse učne
primere.
Različnost na osnovi mase lahko izračunamo kot:
me(x, y) =
1
t
t∑
i=1
|R(x, y|Hi)|
|D|
,
Kjer je |R(x, y|Hi)| masa najmanjše regije i-tega modela particioniranja pro-
stora, ki vsebuje oba primera x in y. |D| je število učnih primerov, t pa število
modelov particioniranja prostora (v našem primeru število izolacijskih dreves
v izolacijskem gozdu).
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Algoritem 16: Inkrementacija mas vozlišč v izlolacijskem drevesu za
posamezni učni primer
input: node - vozlišče ; e - učni primer
1 if jeList(node) then
2 vozlišče.masa := vozlišče.masa + 1 ;
3 else if e[vozlišče.delilniAtribut] < vozlišče.delilnaVrednost then
4 vozlišče.masa := vozlišče.masa + 1 ;
/* rekurzivni klic za levo poddrevo */
5 traverse(e, vozlišče.levoPoddrevo) ;
6 else
7 vozlišče.masa := vozlišče.masa + 1 ;
/* rekurzivni klic za desno poddrevo */
8 traverse(e, vozlišče.desnoPoddrevo) ;
9 end
5.2 Large Margin Nearest Neighbour
Large Margin Nearest Neighbour (LMNN) [43] je algoritem, s katerim se sku-
šamo naučiti psevdometrike, ki minimizira napako pri n-kratnem prečnem
preverjanju točnosti klasifikatorja KNN, kjer je n število učnih primerov. Z
uporabo te psevdometrike je v idealnem primeru vsaj k najbližjih sosedov
vsakega učnega primera iz istega razreda kot učni primer. Psevdometriko do-
bimo z optimizacije matrike Q, ki parametrizira kvadrirano Mahalanobisovo
razdaljo. d(xi, xj) = (xi − xj)TQ(xi − xj).
Razdaljo primerov do sosedov iz istega razreda optimiziramo z minimi-
zacijo povprečne razdalje med vsakim primerom in njihovimi sosedi iz istega
razreda: ∑
i,j
ηij · d(xi, xj),
kjer je ηij ∈ 0, 1 indikatorska spremenljivka, ki označuje, če je učni primer xj
bližnji sosed učnega primera xi
Definirajmo pogrešek učnega primera xi kot učni primer xj iz neenakega
razreda, ki se nahaja v množici najbližjih sosedov učnega primera xi. Algo-
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ritem skuša minimizirati število pogreškov za vsak posamezen učni primer.
Minimizacijo števila pogreškov dosežemo s kaznovanjem razdalj do po-
greškov xl, ki so za manj kot enoto bolj oddaljeni od posameznega učnega
primera kot najbližji sosedi iz istega razreda xj. Minimizirati želimo torej:∑
ijl
ηij(1− νil)[1 + d(xi, xj)− d(xi, xl)]+
kjer je νil ∈ 0, 1 indikatorska spremenljivka, ki označuje, če se razreda učnih
primerov xi in xj ujemata in kjer z [.]+ označimo funkcijo [.]+ = max(., 0),
ki zagotovi, da razdalja pogreškov ni kaznovana zunaj postavljene meje.
Kriterijsko funkcijo optimizacijskega problema lahko zapišemo kot:
ϵ(L) =
∑
ij
ηijd(xi − xj) + c
∑
ijl
ηij(1− νil)[1 + d(xi − xj)− d(xi, xl)]+,
kjer je c pozitivna konstanta, ki jo tipično nastavimo s pomočjo prečnega
preverjanja.
5.3 Neighbourhood Component Analysis
Tako kot LMNN se tudi z algoritmom Neighbourhood Component Analysis
(NCA) [20] skušamo naučiti metrike, ki bi optimizirala uspešnost klasifika-
torja KNN pri n-kratnem prečnem preverjanju, kjer je n enak številu učnih
primerov.
Tudi tukaj se omejimo na učenje matrike, ki parametrizira kvadrat Ma-
halanobisove razdalje. Označimo z A transformacijsko matriko. Naučiti se
želimo metrike Q = ATA, tako da velja d(x, y) = (x − y)TQ(x − y) =
(Ax− Ay)T (Ax− Ay).
Označimo s pij verjetnost, da je kot sosed i-tega učnega primera izbran
j-ti učni primer. Verjetnost definirajmo z uporabo softmax funkcije za nor-
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malizacijo evklidskih razdalj v transformiranemu prostoru:
pij =
exp(−||Axi − Axj||2)∑
k ̸=i exp(−||Axi − Axk||2)
, pii = 0
Z uporabo teh vrednosti lahko izračunamo verjetnost pi, da bo klasifikator
KNN i-ti učni primer klasificiral pravilno:
pi =
∑
j∈Ci
pij,
kjer z Ci označimo množico vseh učnih primerov iz istega razreda kot i-ti
učni primer Ci = {xj|class(xj) = class(xi)}.
Optimizirati želimo pričakovano število pravilnih klasifikacij:
f(A) =
∑
i
∑
j∈Ci
pij =
∑
i
pi
Z odvajanjem kriterijske funkcije dobimo funkcijo, katere optimum želimo
poiskati:
∂f
∂A
= −2A
∑
i
∑
j∈Ci
pij(xijx
T
ij −
∑
k
pikxikx
T
ik −
∑
k
pikxikx
T
ik)
Za računsko učinkovitejše iskanje optimuma lahko člene preuredimo v izraz:
∂f
∂A
= 2A
∑
i
(pi
∑
k
pikxikx
T
ik −
∑
j∈Ci
pijxijx
T
ij)
5.4 Information Theoretic Metric Learning
Pri algoritmu Information Theoretic Metric learning (ITML) [14] zopet sku-
šamo najti matriko, ki parametrizira metriko d(xi, xj) = (xi−xj)TQ(xi−xj)
in ki zadosti omejitvam podobnosti ter nepodobnosti med primeri, ki jih v
primeru nadzorovanega učenja lahko razberemo iz vrednosti razreda učnih
primerov. Algoritem z regularizacijo skuša matriko Q, ob upoštevanju omeji-
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tev, čim bolj približati znani matriki Q0, ki je pogosto določena kot identična
matrika I ali pa kot inverz kovariančne matrike Σ−1.
Med množico Mahalanobisovih razdalj in množico Gaussovih porazdelitev
obstaja bijektivna preslikava. Mahalanobisovo razdaljo, parametrizirano z
matriko Q, lahko preslikamo v Gaussovo porazdelitev:
p(x; Q) =
1
Z
exp(−1
2
dQ(x, µ)),
kjer je Z normalizacijska konstanta in A−1 kovariančna matrika porazdelitve.
Z uporabo te preslikave lahko izmerimo razdaljo med dvema Mahalanobiso-
vima metrikama z uporabo Kullback-Leiblerjeve divergence, s katero lahko
izrazimo podobnost med dvema verjetnostnima porazdelitvima:
KL(p(x;Q0)||p(x;Q)) =
∫
p(x;Q0)log
p(x;Q0)
p(x;Q)
dx
Optimizacijski problem lahko sedaj zapišemo kot:
min
Q
KL(p(x;Q0)||p(x;Q))
z omejitvami:
dQ(xi, xj) ≤ u podobna(xi, xj)
dQ(xi, xj) ≥ ℓ ¬podobna(xi, xj)
Poglavje 6
Empirično vrednotenje
implementiranih algoritmov
Standardni način vrednotenja algoritmov za vrednotenje značilk je posredno,
z uporabo uspešnosti klasifikacije ali regresije, ki jo ponavadi ocenimo z upo-
rabo k-kratnega prečnega preverjanja [34]. V tem poglavju najprej podrob-
neje predstavimo uporabljeno metodologijo vrednotenja razvitih algoritmov
in nato predstavimo dobljene rezultate.
6.1 Metode vrednotenja razvitih algoritmov
V tem razdelku opisujemo metodologijo, ki smo jo uporabili pri vrednotenju
razvitih algoritmov.
6.1.1 Bayesova analiza
Klasična metoda testiranja hipotez z uporabo p-vrednosti se danes nado-
mešča z metodami Bayesove analize [5]. Pri testiranju hipotez z uporabo
p-vrednosti upoštevamo predpostavko, da je p-vrednost dober pokazatelj ver-
jetnosti ničelne hipoteze. p-vrednost predstavlja verjetnost dobljenih ekspe-
rimentalnih rezultatov ob predpostavki, da je ničelna hipoteza H0 pravilna.
Formalno lahko to za statistiko t zapišemo kot p = p(t(x) ≥ τ |Ho), kjer je τ z
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eksperimentom dobljena vrednost statistike t. To ni verjetnost, da je ničelna
hipoteza pravilna. Težave povzroča tudi predpostavka, da sta ob pravilnosti
ničelne hipoteze obe primerjani metodi ekvivalentni, kar skoraj nikoli ne ve-
lja. Ker je p-vrednost funkcija tako statističnega efekta kot velikosti vzorca,
lahko z zadosti velikim vzorcem zavrnemo ničelno hipotezo tudi, če če so
statistični učinki trivialno majhni. Intuicija, da manjša p-vrednost nakazuje
večji statistični učinek je torej lahko zavajujoča. p-vrednost tudi ne upošteva
nedoločenosti statističnega učinka. Testiranje signifikantnosti ničelne hipo-
teze tudi ne zmore podati dokazov v prid ničelne hipoteze. V primeru, da ne
zavrnemo ničelne hipoteze, ne moremo o njeni pravilnosti sklepati ničesar.
Izbor vrednosti konstante α, ki jo določimo kot mejo za zavrnitev ničelne hi-
poteze je hevrističen in je omejen na vrednosti, ki so se v preteklosti izkazale
kot ustrezne [5].
Pri analizi z bayesovskim ocenjevanjem najprej definiramo matematični
model podatkov. Pri parametričnemu modelu je ta parametrični model funk-
cija verjetja, ki izračuna verjetnost opazovanih rezultatov za vse vrednosti
parametrov p(rezultati|Θ). Z uporabo te funkcije izračunamo apriorne ver-
jetnosti vrednosti parametrov Θ. Z uporabo Bayesovega pravila lahko sedaj
izračunamo posteriorno porazdelitev parametrov P (Θ|rezultati), z uporabo
katere lahko izvajamo statistično sklepanje [5].
Pri vrednotenju implementiranih algoritmov smo uporabili Bayesov hi-
erarhični korelirani t-test, ki predstavlja nadgradnjo Bayesovskega koreli-
ranega t-testa, ki upošteva povprečje, standardni odklon in korelacijo, kar
dosežemo z uporabo hierarhičnega modela.
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6.1.2 Bayesov hierarhični korelirani t-test
Bayesov hierarhični korelirani t-test [5] je osnovan na sledečem hierarhičnem
verjetnostnem modelu:
xi ∼MVN (⃗1µi,Σi),
µ1 · · ·µq ∼ t(µ0, σ0, ν),
σ1 · · ·σq ∼ unif(0, σ)
Za vsako podatkovno zbirko i je spremenljivka xi porazdeljena večdimen-
zionalno normalno s povprečjem 1⃗µi, kjer je 1⃗ vektor enic, in s kovariančno
matriko Σi, ki jo definiramo na sledeč način: diagonalni elementi so enaki
varianci σ2i , izvendiagonalni elementi pa so enaki ρσ2i , kjer je ρ =
nte
ntr
. Pov-
prečja µi modeliramo z Studentovo porazdelitvijo s povprečjem µ0, varianco
σ20 in stopnjami prostosti ν. Standardne odklone modeliramo z enakomerno
porazdelitvijo, kjer je vrednost σ enaka σ = 1000 · s, s čimer zagotovimo
neobčutljivost inferenc na vrednost σ. S tem, da rezultatom za vsako podat-
kovno zbirko določimo lasten standardni odklon, zajamemo dejstvo, da imajo
ocene, ki se nanašajo na različne podatkovne zbirke, različno negotovost.
Korelacijski parameter ρ je potreben zaradi prekrivajočih se učnih množic
pri procesu prečnega preverjanja. Nepristranska cenilka korelacije rezultatov,
dobljenih iz različnih učnih množic, pri prečnem preverjanju, ne obstaja [5].
Uporabimo hevristično oceno, pri kateri je nte velikost testne množice in ntr
velikost učne množice za trenutni korak prečnega preverjanja.
Porazdelitev povprečij razlik rezultatov prečnega preverjanja µ1 · · ·µq je
odvisna od µ0 - povprečne razlike rezultatov prečnega preverjanja dveh kla-
sifikatorjev na populaciji podatkovnih zbirk, kar je tudi vrednost, o kateri
želimo sklepati. Pri testu povprečje razlik za posamezno podatkovno zbirko
vzorčimo iz Studentove porazdelitve s povprečjem µ0, varianco σ20 in z ν
stopnjami prostosti [5].
Hierarhični model vsaki podatkovni zbirki xi dodeli standardni odklon σi,
ki ga vzorčimo iz skupne porazdelitve. S tem modeliramo dejstvo, da imajo
76 Jernej Vivod
rezultati dobljeni z uporabo različnih podatkovnih zbirk različne nedoloče-
nosti [5].
Za model potrebujemo še apriorne porazdelitve parametrov µ0, σ0 in ν.
Predpostavimo, da je parameter µ0 enakomerno porazdeljen med 1 in −1,
kar je primerno za mere uspešnosti, ki so omejene na ta interval. Za stan-
dardni odklon uporabimo apriorno enakomerno porazdelitev unif(0, s0), z
s0 = 1000sx, kjer je sx standardni odklon spremenljivk xi [5].
Predpostavimo, da velja p(ν) = Gamma(α, β) z α ∼ unif(α, α) in β ∼
unif(β, β), kjer določimo α = 0.5, α = 5, β = 0.05 in β = 0.15. Z de-
finicijo parametrov α in β kot naključnih spremenljivk modeliramo znano
občutljivost hierarhičnega modela na apriorno porazdelitev p(ν). Apriorne
porazdelitve lahko zapišemo kot:
ν ∼ Gamma(α, β),
α ∼ unif(α, α),
β ∼ unif(β, β),
µ0 ∼ unif(−1, 1),
σ0 ∼ unif(0, σ0),
Iz rezultatov eksperimenta želimo sklepati o spremenljivkah µi in µ0. Te in-
ference izračunamo z marginalizacijo (seštevanjem verjetnosti) po spremen-
ljivki σi, s čimer upoštevamo nedoločenosti, ki karakterizirajo vsako podat-
kovno zbirko. Vzorčenje iz verjetnostnih porazdelitev v hierarhičnih modelih
izvajamo z Monte Carlo markovskimi verigami (MCMC) [5].
Pri testu določimo območje praktične ekvivalence - mejo za velikost pov-
prečne razlika med uspešnostjo, do katere za modelirna algoritma rečemo,
da sta ekvivalentna. Na diagramih ta pojem označimo z besedo rope (angl.
Region of practical equivalence - območje praktične ekvivalence) [5]. Pri-
mer določenega območja praktične ekvivalence (rope) je prikazan na sliki
6.1. Označimo meji področja praktične ekvivalence z rmin in rmax ter z
p(µ0|podatki) izračunano aposteriorno funkcijo gostote za povprečno raz-
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Slika 6.1: Območje praktične ekvivalence za aposteriorno gostotno poraz-
delitev parametra µ0. Z rmin smo označili spodnjo in z rmax zgornjo mejo
področja praktične ekvivalence (rope).
liko uspešnosti klasifikatorjev na populaciji podatkovnih zbirk. Verjetnosti
p(rope), p(model1 >> model2) in p(model1 << model2) izračunamo kot:
p(model1 >> model2) =
∫ ∞
rmax
p(µ0|podatki),
p(model1 << model2) =
∫ rmin
−∞
p(µ0|podatki),
p(model1 ≈ model2) =
∫ rmax
rmin
p(µ0|podatki),
Za vrednotenje razvitih algoritmov smo uporabili prosto dostopno in od-
prtokodno implementacijo Bayesovega hierarhičnega koreliranega t-testa v
programskem jeziku Stan [25].
6.1.3 Proces vrednotenja
Prečno preverjanje je proces ocenjevanja obnašanja modela na simulaciji ne-
odvisne podatkovne množice. Pri prečnem preverjanju iz celotne podatkovne
množice izvzamemo delež podatkov, ki ga uporabimo za validacijo modela,
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ki smo ga zgradili iz ostalih podatkov.
Rezultate, potrebne za analizo z Bayesovim hierarhičnim koreliranim t-
testom, smo pridobili s k-kratnim prečnim preverjanjem, pri katerem k-
krat izvzamemo n/k učnih primerov in model, zgrajen z uporabo preostalih
n−n/k primerov, ki ga s pomočjo izvzetih primerov ovrednotimo. Kot mero
uspešnosti smo uporabili klasifikacijsko točnost. Za izgradnjo matrike re-
zultatov smo za par implementiranih algoritmov na vsaki podatkovni zbirki
desetkrat izvedli 10-kratno prečno preverjanje in iz razlik točnosti na vsaki
testni množici zgradili vektor velikosti 10 · 10 = 100. Te vektorje kot vrstice
zložimo v matriko, ki jo podamo kot parameter implementaciji Bayesovega
hierarhičnega koreliranega t-testa.
Pri uporabi prečnega preverjanja je potrebna pazljivost, da ne pride do
uhajanja informacij iz testne množice. Normalizacijo in izbor značilk moramo
izvesti za vsako učno podmnožico znova, torej k-krat, in ne le na začetku, pred
prečnim preverjanjem uspešnosti klasifikacije oziroma regresije. Payam et al.
[34] podrobneje opisujejo problematiko uhajanja informacij pri vrednotenju
algoritmov za ocenjevanje značilk.
Zaradi dobre občutljivosti na dimenzionalnost in redundantne atribute
ter splošnosti smo za izvajanje klasifikacije uporabili metodo k najbližjih
sosedov.
Rezultate primerjanja dveh algoritmov z Bayesovim hierarhičnim koreli-
ranim t-testom vizualno predstavimo z vzorčenjem posteriorne porazdelitve
parametrov in izraženjem rezultatov vzorčenj v baricentričnem koordinatnem
sistemu. Simpleks, znotraj katerega vizualiziramo vzorce, je razdeljen na tri
regije, omejene s krivuljami Θi ≥ max(Θj,Θk), i ̸= j ̸= k, kar pomeni, da je
hipoteza i bolj verjetna kot hipotezi j in k skupaj.
Za vzorec podatkovnih množic smo uporabili 20 prosto dostopnih po-
datkovnih zbirk, ki smo jih pridobili iz repozitorija UCI Machine Learning
Repository [17] in drugih virov (navajamo jih v tabeli 6.1). Tabela 6.1 pri-
kazuje število primerov in atributov v uporabljenih podatkovnih množicah.
Za primerjanje implementiranih algoritmov z opisanim postopkom, je po-
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trebno določiti strategijo za izbor števila atributov, ki jih želimo uporabiti
za izgradnjo napovednega modela, s katerim posredno vrednotimo algoritem
za ocenjevanje atributov. Standardni način določanja hiperparametrov al-
goritmov strojnega učenja je z uporabo validacijske množice, ki nam služi
kot zbirka učnih podatkov, s pomočjo katerih se naučimo optimalnih vredno-
sti hiperparametrov. Za vrednotenje naučenih vrednosti hiperparametrov, v
vzogib pristranosti, uporabljamo ločeno testno množico. Pri naši študiji smo
izbrali preprostejši način določanja kvantitete izbranih najboljših atributov.
Omejili smo se na upoštevanje fiksnega, v obe strani omejenega deleža naj-
boljših atributov, ki smo ga za posamezno podmnožico z a atributi določili
kot četrtino vseh atributov, a ne več kot sto ali manj kot dva. Tak način
izbora moči podmnožice najboljših atributov ima v zameno za preprostost
nekaj omejitev, na katere v nadaljevanju besedila opozorimo in jih povza-
memo v poglavju 7.
Algoritme smo primerjali tudi tako, da smo izrisali rezultate 5-kratnega
prečnega preverjanja za različna števila izbranih atributov. Pri tem smo
uporabili podatkovno množico LSVT Voice Rehabilitation [40], ki jo sesta-
vlja 126 primerov s 310 atributi. V množici atributi predstavljajo uporabe
različnih algoritmov za procesiranje signala govora oseb s parkinsonovo bo-
leznijo pri terapiji LSVT (Lee Silverman Voice Treatment). Binarna ciljna
spremenljivka določa, ali je izgovorjava samoglasnika ustrezna ali ne.
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podatkovna zbirka število primerov število atributov
parkinsons-speech 756 754
catdog [1] 160 4096
arrhythmia 452 279
LSVT_voice_rehabilitation 126 310
arcene 100 10000
mfeat-kar 2000 64
mfeat-pix 2000 240
mfeat-fac 2000 216
mfeat-zer 2000 47
urban-land-cover 168 147
SCADI-Dataset 70 205
lung-cancer 31 56
semeion 1593 266
ionosphere 351 34
vowel 990 13
sonar 207 60
hill-valley 606 100
dermatology 365 34
ovariancancer [13] [3] 216 4000
EWbreast 569 30
Tabela 6.1: Število primerov in število atributov v podatkovnih množicah,
ki smo jih uporabili pri Bayesovem hierarhičnem koreliranem t-testu.
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6.2 Rezultati vrednotenja
V tem razdelku poročamo o rezultatih empirične analize razvitih algoritmov
in metrik.
6.2.1 Vrednotenje algoritmov na vzorcu podatkovnih zbirk
Pri vrednotenju smo algoritme in njihove implementacije zavoljo učinkovite
evalvacije razdelili v tri skupine, ki smo jih oblikovali na osnovi sorodnosti.
Algoritme smo v vsaki skupini primerjali po parih. Z upoštevanjem tranzi-
tivnosti relacije “je boljši” lahko sklepamo, da je skupno najboljši algoritem
med tistimi algoritmi, ki so pri primerjanju parov bili ocenjeni kot boljši. Če
sta bila algoritma ocenjena kot praktično ekvivalentna, smo oba prenesli v
naslednji krog izbora. V splošnem je z upoštevanjem tranzitivnosti potrebno
za izbor najboljšega izmed n algoritmov narediti n − 1 primerjav. Najbo-
lje ocenjene algoritme iz vsake skupine smo nato na enak način primerjali
in določili skupno najboljše ocenjenega. Vsa primerjanja so bila izvedena z
uporabo Bayesovega hierarhičnega koreliranega t-testa, ki je opisan v 6.1.2.
Algoritme smo za primerjanje razvrstili v naslednje skupine:
• Prva skupina zajema algoritme, ki so močno sorodni algoritmu Relief
in algoritmi, ki predstavljajo ovojnice okoli algoritma ReliefF. V to
skupino uvrstimo algoritme:
– Relief,
– ReliefF (k-nearest),
– ReliefF (utežene razdalje /diff/),
– ReliefF (utežene razdalje /eksponentni rang/),
– ReliefMSS,
– ReliefSeq,
– VLSRelief,
– TuRF.
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• Druga skupina zajema algoritme, ki so močno sorodni algoritmu SURF
- za določanje najbližjih zadetkov in pogreškov uporabljajo izračunan
radij. V to skupine uvrstimo algoritme:
– SURF,
– SURF*,
– MULTISURF*,
– MULTISURF,
– SWRF*,
– BoostedSURF.
• Tretja skupina zajema iterativna algoritma:
– Iterativni Relief,
– I-RELIEF.
Algoritem ReliefF na podlagi simuliranega evaporativnega ohlajanja (Eva-
porative Cooling ReliefF) zaradi njegove lastnosti, da je definiran le za kate-
gorične atribute, posebej obravnavamo v razdelku 6.3. Prav tako smo zaradi
slabe definiranosti za večrazredne klasifikacijske probleme pri vrednotenju
izpustili algoritem Relief.
Vrednotenje algoritmov iz prve skupine smo pričeli s primerjanjem inačic
algoritma ReliefF. Najprej smo primerjali inačico, ki za uteževanje razdalj
uporablja eksponentne range, s tisto, ki za uteževanje uporablja dejansko
metriko. Inačica, ki za uteževanje uporablja metriko, se je izkazala za boljšo
z verjetnostjo 0.766. To inačico smo nato primerjali z osnovnim algoritmom
ReliefF, ki ne uporablja uteževanja sosedov, kjer je bila slednja ocenjena kot
boljša, vendar z zelo majhno razliko verjetnosti. Nadaljevali smo s primer-
janjem te inačice in algorithma ReliefMSS, kjer se je algoritem ReliefMSS
izkazal kot boljši z verjetnostjo 0.69. Vsi sledeči pari algoritmov so bili oce-
njeni kot praktično ekvivalentni z verjetnostmi > 0.99. Tu spet izpostavimo
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pomembno omejitev, ki smo jo v proces vrednotenja vnesli z fiksiranjem de-
leža upoštevanih atributov. Na sliki 6.4, ki prikazuje rezultat 5-kratnega
prečnega preverjanja za posamezna števila izbranih atributov, lahko vidimo,
da je uspešnost pogosto zelo občutljiva na majhne perturbacije velikosti mno-
žice izbranih atributov. S fiksiranjem velikosti te množice se lahko zgodi, da
beležimo vrednosti blizu minimumov, kar lahko poslabša kvaliteto rezultatov.
Vizualizacijo procesa in rezultatov vrednotenja ter dobljene verjetnosti
za prvo skupino algoritmov prikazuje diagram na sliki 6.3, kjer navajamo le
primerjanja parov algoritmov, za katera velja P (ROPE) < 0.99.
Vrednotenje algoritmov iz druge skupine smo pričeli s primerjavo algorit-
mov SURF in SURF*, kjer je bil slednji ocenjen kot boljši z verjetnostjo
0.965. Nadaljevali smo s primerjanjem algoritmov MultiSURF in Multi-
SURF*, kjer je bil slednji ocenjen kot boljši z verjetnostjo 0.9905, ter algo-
ritmov SWRF* in BoostedSURF, kjer smo v naslednji krog, s precej majhno
prednostjo v verjetnosti, uvrstili algoritem SWRF*, ki je bil ocenjen kot
boljši z verjetnostjo 0.68. V naslednjem krogu vrednotenja smo primerjali
najboljše ocenjene algoritme iz prvega kroga. Začeli smo s primerjavo algo-
ritmov MultiSURF* ter SWRF*, kjer je bil algoritem SWRF* ocenjen kot
boljši z verjetnostjo 0.636. Na koncu smo primerjali še algoritma SWRF* in
SURF*, kjer je bil algoritem SWRF* ocenjen kot boljši z verjetnostjo 0.7565.
Vizualizacijo procesa vrednotenja ter dobljene verjetnosti za 2. skupino al-
goritmov prikazuje diagram na sliki 6.4.
Vrednotenje algoritmov iz tretje skupine je zajemalo primerjanje obeh ite-
rativnih različic, kjer je Bayesov hierarhični korelirani t-test obe različici oce-
nil kot praktično ekvivalentni z verjetnostjo P (ROPE) = 0.759. Evalvacijo
smo izvedli tudi z uporabo Bayesovega koreliranega t-testa [5] in podatkovne
množice LSVT Voice Rehabilitation, kjer smo opustili fiksni delež izbranih
atributov in velikost podmnožice izbranih atributov izbrali z uporabo ločene
validacijske množice. Opis Bayesovega koreliranega t-testa tukaj zavoljo str-
njenosti izpuščamo. Ta način evalvacije je vse tri možne izide ocenil kot
približno enako verjetne. Slika 6.2 prikazuje rezultate tega testa. Vizuali-
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zacijo procesa vrednotenja ter dobljene verjetnosti za 2. skupino algoritmov
prikazuje diagram na sliki 6.5.
Slika 6.2: Izris aposteriorne porazdelitve pri primerjanju algoritmov Itera-
tivni Relief in I-RELIEF z Bayesovim koreliranim t-testom.
Podrobnejši prikaz rezultatov primerjanj z diagrami vzorčenj posteriorne
porazdelitve parametrov in njihove vizualizacije v baricentričnem koordina-
tnem sistemu podajamo na slikah 6.6 (1. skupina algoritmov), 6.7 (2. skupina
algoritmov) in 6.8 (3. skupina algoritmov).
Povprečje rezultatov 5-kratnega prečnega preverjanja v odvisnosti od šte-
vila izbranih atributov pri množici LSVT Voice Rehabilitation za posamezne
skupine algoritmov prikazujejo slike 6.8 (1. skupina), 6.9 (2. skupina) in
6.10 (3. skupina). Opazimo lahko, da je uspešnost modelov lahko precej ne-
stabilna in močno odvisna od števila izbranih atributov. S takšnim načinom
vrednotenja za to podatkovno množico pridobimo rezultate, katerih interpre-
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Slika 6.3: Proces vrednotenj algoritmov iz prve skupine. Prikazana so le
primerjanja, kjer velja P (ROPE) < 0.99.
Slika 6.4: Proces vrednotenj algoritmov iz druge skupine.
tacija nam poda precej drugačno sliko o uspešnosti ovrednotenih algoritmov,
kot nam jo poda Bayesov hierarhični korelirani t-test. Kot enega od razlogov
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Slika 6.5: Proces vrednotenj algoritmov iz tretje skupine.
velja znova omeniti način izbora števila upoštevanih najboljše ocenjenih atri-
butov, ki smo ga uporabili pri Bayesovem hierarhičnem koreliranem t-testu.
Pri upoštevanju fiksnega deleža atributov se namreč lahko zgodi, da si za po-
samezen algoritem zabeležimo vrednost v bližini minimuma, ki nam ne nudi
prave slike uspešnosti algoritma, ki je lahko za drugačno število upoštevanih
atributov mnogo višja. Ta problem v našem primeru sicer nekoliko omilimo
z uporabo večjega vzorca podatkovnih zbirk. Uspešnost posameznih algorit-
mov je lahko precej odvisna od narave posamezne podatkovne množice, zato
nam tudi vizualizacije na slikah 6.9, 6.10 in 6.11 podajajo le grob približek
dejanskih uspešnosti.
Pri vrednotenju najbolje ocenjenih algoritmov iz vsake skupine smo opu-
stili predpostavko o tranzitivnosti relacije “je boljši” in vsakega od najbolje
ocenjenih algoritmov iz vsake skupine v paru primerjali z vsakim najbolje
ocenjenim algoritmom iz drugih skupin. Rezultate Bayesovega hierarhičnega
koreliranega t-testa podajamo s tabelo 6.2. Vizualizacijo rezultatov Bayeso-
vega hierarhičnega koreliranega t-testa prikazuje slika 6.12.
S tabele 6.2 lahko razberemo, da se algoritma ReliefMSS in SWRF* pri
vrednotenju z uporabo vzorca podatkovnih množic, opisanega s tabelo 6.1,
izkažeta kot najuspešnejša. Pri izboru primerne različice je smiselno upo-
števati tudi časovne zahtevnosti implementacij, ki jih v diplomskem delu ne
obravnavamo podrobno. Različice kot so ReliefSeq, TuRF, VLSRelief in zla-
sti iterativne različice imajo v večini primerov precej višjo časovno zahtev-
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Slika 6.6: Vizualizacija rezultatov primerjanj algoritmov 1. skupine z upo-
rabo Bayesovega hierarhičnega koreliranega t-testa. Z ReliefF2 označujemo
inačico algoritma ReliefF, ki najbližje primere utežuje z uporabo metrike,
z ReliefF3 pa inačico, ki najbližje primere utežuje z uporabo eksponentnih
rangov.
nost od ostalih implementiranih algoritmov. Pri iterativnih različicah ima
velik vpliv na čas izvajanja tudi hitrost konvergiranja uteži, ki je v veliki
meri odvisna od narave obravnavanega problema. Pri algoritmu ReliefMSS
se je kot zelo problematična izkazala velika časovna zahtevnost posodobitve
uteži, ki narašča z dimenzionalnostjo podatkov. Posledično bi za uporabo
na zelo visoko dimenzionalnih podatkih bila potrebna močna optimizacija
implementacije. Kot vsestransko dober se je izkazal algoritem SWRF*, ki
se je, kljub relativno nizki časovni zahtevnosti, pri večini primerjanj izkazal
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Slika 6.7: Vizualizacija rezultatov primerjanj algoritmov 2. skupine z upo-
rabo Bayesovega hierarhičnega koreliranega t-testa.
Slika 6.8: Vizualizacija rezultatov primerjanj algoritmov 3. skupine z upo-
rabo Bayesovega hierarhičnega koreliranega t-testa.
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Slika 6.9: Rezultat 5-kratnega prečnega preverjanja v odvisnosti od števila
izbranih atributov za 1. skupino algoritmov.
Slika 6.10: Rezultat 5-kratnega prečnega preverjanja v odvisnosti od števila
izbranih atributov za 2. skupino algoritmov.
kot uspešnejši. Kot omejitev procesa vrednotenja omenimo tudi izbor vzorca
podatkovnih množic, ki smo ga uporabili. Vzorec je vseboval podatkovne
množice iz močno različnih domen, ki so, v večini primerov, vsebovale učne
primere z obvladljivimi dimenzionalnostmi. Vrednotenje bi bilo vredno po-
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Slika 6.11: Rezultat 5-kratnega prečnega preverjanja v odvisnosti od števila
izbranih atributov za 3. skupino algoritmov.
noviti na vzorcu podatkovnih množic iz specifične domene, kot je na primer
domena bioinformatike, katere problemi so motivirali razvoj nekaterih opisa-
nih algoritmov. Za to področje je zlasti značilno nizko razmerje med številom
učnih primerov in številom atributov, pri čimer bi se uspešnost opisanih algo-
ritmov, zlasti iterativnih posplošitev, kjer bi prednosti takšnih različic prišle
bolj do izraza, lahko razlikovala od ugotovljene v tem diplomskem delu. Algo-
ritme bi bilo smiselno ovrednotiti tudi na ostalih tipih visokodimenzionalnih
SWRF* Iterativni Relief IRELIEF
ReliefMSS (0.5400, 0.0, 0.4600) (0.9681, 0.0, 0.0318) (0.9760, 0.0, 0.0240)
VLSRelief (0.0061, 0.0, 0.9938) (0.0331, 0.9231, 0.0436) (0.1311, 0.4775, 0.3913)
ReliefSeq (0.0078, 0.0, 0.9921) (0.0285, 0.9101, 0.0613) (0.0581, 0.6870, 0.2548)
TuRF (0.0092, 0.0, 0.9908) (0.1118, 0.7703, 0.1178) (0.1105, 0.6222, 0.2673)
SWRF* - (0.9893, 0.0, 0.0106) (0.9855, 0.0, 0.0145)
Tabela 6.2: Rezultati primerjanj najboljših algoritmov z uporabo Bayeso-
vega hierarhičnega koreliranega t-testa. Prva vrednost v trojčku predstavlja
verjetnost, da je algoritem na začetku vrstice boljši od algoritma na začetku
stolpca, druga vrednost predstavlja verjetnost, da sta algoritma praktično
ekvivalentna in tretja vrednost verjetnost, da je algoritem na začetku stolpca
boljši od algoritma na začetku vrstice.
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Slika 6.12: Proces vrednotenj algoritmov iz prve skupine. Prikazana so le
primerjanja, kjer velja P (ROPE) < 0.99.
podatkov kot so tekstovni in slikovni podatki.
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6.3 Vrednotenje algoritma ReliefF na podlagi
simuliranega evaporativnega ohlajanja
Algoritem ReliefF na podlagi simuliranega evaporativnega ohlajanja smo
ovrednotili na podatkovni zbirki zaporedij nukleotidov bakterije E. coli, kjer
je cilj napovedati, če zaporedje predstavlja promotor. Podatkovna zbirka je
prosto dostopna na repozitoriju UCI Machine Learning Repository. Zbirka
vsebuje 106 učnih primerov, 57 kategoričnih atributov in binarni razred. Al-
goritem ReliefF na podlagi simuliranega evaporativnega ohlajanja smo pri-
merjali z algoritmoma SURF* in BoostedSURF, ki sta tudi v prvi vrsti bila
razvita za namene analize podatkovnih množic s kategoričnimi atributi.
Primerjanje smo izvedli z izrisom rezultata 5-kratnega prečnega preverja-
nja v odvisnosti od števila izbranih najboljših atributov. Rezultate prikazuje
slika 6.12. Vidimo lahko, da je pri tej podatkovni množici algoritem ReliefF
na podlagi simuliranega evaporativnega ohlajanja dosti uspešnejši pri izboru
dobre majhne podmnožice, kot oba ostala algoritma.
Slika 6.13: Rezultat 5-kratnega prečnega preverjanja v odvisnosti od števila
izbranih atributov za algoritme ReliefF na podlagi simuliranega evaporativ-
nega ohlajanja, SURF* in BoostedSURF.
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6.4 Vrednotenje mere različnosti na osnovi mase
V 5.1 opisano mero različnosti na osnovi mase smo v kontekstu implemen-
tiranih algoritmov ovrednotili tako, da smo v parih primerjali algoritme, ki
uporabljajo manhattansko razdaljo z njihovimi različicami, ki za iskanje naj-
bližjih zadetkov in pogreškov uporablja različnost na osnovi mase. Uporaba
te metrike je smiselna le pri algoritmih, ki pri iskanju najbližjih sosedov ne
utežijo razdalj. Zavoljo strnjenosti smo se pri evalvaciji te metrike kot tudi
ostalih naučenih metrik omejili na algoritem ReliefF.
Par smo ovrednotili tako z uporabo Bayesovega hierarhičnega korelira-
nega t-testa na vzorcu podatkovnih zbrik iz repozitorija UCI Machine Lear-
ning Repository, kot tudi z izrisom rezultatov 5-kratnega prečnega preverja-
nja na podatkovni množici LSVT Voice Rehabilitation.
Slika 6.14 prikazuje vizualizacijo rezultatov Bayesovega hierarhičnega ko-
reliranega t-testa pri primerjanju algoritma ReliefF, ki uporablja manhattan-
sko razdaljo ter algoritma ReliefF, ki uporablja podobnost na osnovi mase,
kjer smo uporabili gozd sestavljen iz 10 izolacijskih dreves. Slika 6.13 prika-
zuje rezultat 5-kratnega prečnega preverjanja v odvisnosti od števila izbranih
atributov pri podatkovni množici LSVT Voice Rehabilitation.
Opazimo lahko, da je uspešnost algoritma, ki za iskanje najbližjih sosedov
uporablja različnost na osnovi mase, močno nestabilna in občutljiva tudi na
majhne perturbacije v številu izbranih atributov. Ta lastnost zelo neugodno
vpliva na uspešnost naše implementacije procesa testiranja z Bayesovim hie-
rarhičnim koreliranim t-testom, saj je verjetnost, da bomo beležili vrednosti
blizu minimumov, tudi tukaj visoka. Na sliki 6.13 lahko sicer opazimo, da je
uspešnost algoritma, ki uporablja različnost na osnovi mase, na skoraj celotni
domeni boljša.
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Slika 6.14: Rezultat 5-kratnega prečnega preverjanja v odvisnosti od števila
izbranih atributov pri podatkovni množici LSVT Voice Therapy za algoritem
ReliefF.
Slika 6.15: Vizualizacija rezultatov primerjanja algoritmov ReliefF in ReliefF,
ki uporablja kot metriko različnost na osnovi mase z uporabo Bayesovega
hierarhičnega koreliranega t-testa. Algoritma sta ocenjena kot enakovredna
z verjetnostjo 0.97.
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6.5 Vrednotenje ostalih naučenih metrik
Ostale naučene metrike, opisane v 5. poglavju, smo ovrednotili v kontekstu
algoritma ReliefF. Zaradi visoke časovne zahtevnosti izpuščamo vrednotenje
z Bayesovim hierarhičnim koreliranim t-testom ter rezultat predstavimo kot
diagram rezultatov 5-kratnega prečnega preverjanja v odvisnosti od števila
izbranih atributov podatkovne množice LSVT Voice Rehabilitation.
Rezultat pri uporabi naučene metrike LMNN prikazuje slika 6.15. Vidimo
lahko, da skoraj na celotni domeni uspešnosti obeh variant uporabe naučene
metrike ne presežejo uspešnosti pri uporabi evklidske razdalje. Zanimiva je
precej večja uspešnost uporabe te naučene metrike le pri procesu iskanja
najbližjih sosedov. Iz slike 6.17 lahko razberemo, da se obe varianti uporabe
naučene metrike NCA na skoraj celotni domeni izkažeta kot bolj uspešni
od uporabe evklidske razdalje. Rezultat pri uporabi naučene metrike ITML
prikazuje slika 6.16. Opazimo lahko močno nestabilnost uspešnosti in močno
občutljivost na majhne perturbacije v številu izbranih atributov.
Slika 6.16: Rezultat 5-kratnega prečnega preverjanja v odvisnosti od števila
izbranih atributov pri podatkovni množici LSVT Voice Therapy za naučeno
metriko LMNN. Z LMNN 1 označimo uporabo naučene metrike v celotnem
izvajanju algoritma, z LMNN 2 pa uporabo le pri izboru najbližjih sosedov.
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Slika 6.17: Rezultat 5-kratnega prečnega preverjanja v odvisnosti od števila
izbranih atributov pri podatkovni množici LSVT Voice Therapy za naučeno
metriko NCA. Z NCA 1 označimo uporabo naučene metrike v celotnem iz-
vajanju algoritma, z NCA 2 pa uporabo le pri izboru najbližjih sosedov.
Slika 6.18: Rezultat 5-kratnega prečnega preverjanja v odvisnosti od števila
izbranih atributov pri podatkovni množici LSVT Voice Therapy za naučeno
metriko ITML. Z ITML 1 označimo uporabo naučene metrike v celotnem
izvajanju algoritma, z ITML 2 pa uporabo le pri izboru najbližjih sosedov.
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6.6 Vizualizacija izbora najbolj informativnih
atributov na slikovni podatkovni zbirki
Razlike med implementiranimi algoritmi pri izboru najbolj informativnih
atributov lahko vizualno prikažemo z uporabo slikovne podatkovne zbirke,
kjer so entitete na sliki poravnane. Za ta namen smo uporabili prosto dosto-
pno podatkovno zbirko fotografij 80 mačk in 80 psov [1]. Slike so velikosti
64× 64 točk in so črnobele (imajo le en kanal). Podane so kot vrstice matrik
M160×4096. Diagrami na spodnjih slikah za algoritma SWRF* (slika 6.18) in
Iterativni Relief (slika 6.19) prikazujejo 500 atributov, ki so bili izbrani kot
najbolj informativni. Najbolj informativni atributi (točke) so na slikah, ki
prikazujejo povprečno sliko mačke in povprečno sliko psa, pobarvani rdeče.
Vidimo lahko, da se izbor najpomembnejših atributov ujema z dejstvom, da
se lega oči, čela, ušes ter velikost nosu pri povprečenih slikah razlikujejo. Vi-
dimo lahko tudi, da se izbrane točke pri posameznem algoritmu kljub temu
precej razlikujejo.
Slika 6.19: Izbrani atributi pri uporabi algoritma SWRF*.
Slika 6.20: Izbrani atributi pri uporabi algoritma Iterativni Relief.
98 Jernej Vivod
Poglavje 7
Sklepne ugotovitve
V diplomski nalogi smo najprej podrobno opisali po našem prepričanju da-
nes najpogostejše uporabljene posplošitve algoritma Relief za klasifikacijske
probleme. Vsako različico smo opisali s psevdokodo, ki služi kot vodilo za nji-
hovo implementacijo. V okolju MATLAB smo razvili aplikacijo, ki omogoča
interaktivno vizualizacijo izvajanja izbranih algoritmov.
V nadaljevanju smo predstavili koncept naučenih metrik in podrobneje
opisali različnost na osnovi mase ter algoritme Large Margin Nearest Nei-
ghbour, Neighbourhood Component analysis in Information Theoretic Metric
Learning, s katerimi se skušamo naučiti posplošene Mahalanobisove metrike.
To skupino naučenih metrik smo implementirali s pomočjo prosto dostopne
knjižnice metric-learn, medtem ko smo različnost na osnovi mase implemen-
tirali sami v programskem jeziku Julia.
Vse opisane posplošitve algoritma Relief smo implementirali v program-
skem jeziku Python, kjer smo računsko najzahtevnejše dele implementirali
v hitrejšem programskem jeziku Julia. Implementacije so učinkovite, a vse-
eno dobro pregledne in modularne. Vsi razviti algoritmi so kompatibilni z
vmesnikom knjinice scikit-learn, ki nam je predstavljala tudi ogrodje za im-
plementacijo postopka vrednotenja implementiranih algoritmov in metrik.
Vrednotenje smo izvedli z uporabo Bayesovega hierarhičnega koreliranega
t-testa, ki pare algoritmov ovrednoti z uporabo vzorca podatkovnih zbirk.
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Kot vzorec smo uporabili 20 podatkovnih zbirk, ki so prosto dostopne na re-
pozitoriju UCI Machine Learning Repository in na nekaterih ostalih navede-
nih virih. Algoritme smo ovrednotili tudi tako, da smo za dve reprezentativni
podatkovni množici izrisali rezultate 5-kratnega prečnega primerjanja za raz-
lične velikosti množic izbranih atributov. Pri vrednotenju naučenih metrik
na osnovi posplošitve Mahalanobisove razdalje in pri vrednotenju algoritma
ReliefF na osnovi evaporativnega simuliranega ohlajanja je bila, zaradi vi-
soke časovne zahtevnosti Bayesovega hierarhičnega koreliranega t-testa, to
edina uporabljena metoda.
Pri vrednotenju algoritmov na uporabljenem vzorcu podatkovnih mno-
žic, sta se kot najbolj uspešna izkazala algoritma ReliefMSS in SWRF*. Ob
upoštevanju časovne zahtevnosti, ki je v diplomskem delu nismo podrobno
preučevali, se algoritem SWRF* izkaže kot vsestransko uspešen. Proces poso-
dobitve uteži pri algoritmu ReliefMSS se je izkazal kot zelo časovno zahteven
- za praktično uporabnost implementacije bi bilo potrebno ta del algoritma
močno optimizirati in celoten algoritem implementirati v učinkovitejšem pro-
gramskem jeziku. Kot smo omenili v 6. poglavju, bi bilo celotno vrednotenje
smiselno ponoviti na podatkovnih množicah iz specifičnih domen, kot je na
primer domena bioinformatike, kjer bi do večjega izraza prišle prednosti ite-
rativnih različic, ki so bile z uporabo našega vzorca podatkovnih množic
ovrednotene kot manj uspešne. Podobno bi bilo vredno algoritme ovredno-
titi na ostalih tipično visokodimenzionalnih tipih podatkovnih množic, ki jih
srečamo med drugim pri obdelavi naravnega jezika in pri analizi slikovnih po-
datkov. Opisane algoritme bi bilo vredno preučiti tudi v kontekstu ogrodja
SPEC [44], ki z uporabo spektralne teorije grafov posplošuje mnogo nadzoro-
vanih, kot tudi nenadzorovanih algoritmov za vrednotenje značilk in omogoča
njihovo preučevanje v kontekstu enotnega ogrodja.
Vrednotenje, ki smo ga izvedli v tem diplomskem delu, ima tudi druge
omejitve in predpostavke in tako predstavlja zgolj iztočnico za nadaljnjo,
temeljitejšo analizo. Način izbora moči množice najboljših atributov, kjer
smo za vsak algoritem vzeli fiksni delež najbolje ocenjenih atributov, se je
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izkazal kot neidealen, saj se je izkazalo, da je uspešnost posameznih algorit-
mov pogosto močno občutljiva že na majhne perturbacije tega parametra.
Problematična je tudi predpostavka o tranzitivnosti relacije “je boljši”, saj
ni jasno, pri kateri vrednosti verjetnosti lahko z gotovostjo trdimo, da je
primerjan algoritem tudi zares boljši. Za namene nadaljnih raziskav bi bilo
smiselno algoritme ponovno implementirati v učinkovitejšem programskem
jeziku, kot je Julia ali C++, saj se je počasnost implementacij izkazala kot
pomembna omejitev. V takšni obliki bi implementacije z nekaj dela bilo mo-
žno združili v javno dostopno knjižnico. Algoritme bi bilo vredno ovrednotiti
tudi na še večjem vzorcu visokodimenzionalnih podatkov ter tudi na umetnih
podatkih, ki bi bili zasnovani tako, da bi namensko izpostavili prednosti ter
slabosti posameznih algoritmov.
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