We study nonsmooth multiobjective programming problems involving locally Lipschitz functions and support functions. Two types of Karush-Kuhn-Tucker optimality conditions with support functions are introduced. Sufficient optimality conditions are presented by using generalized convexity and certain regularity conditions. We formulate Wolfe-type dual and Mond-Weirtype dual problems for our nonsmooth multiobjective problems and establish duality theorems for weak Pareto-optimal solutions under generalized convexity assumptions and regularity conditions.
Introduction
Multiobjective programming problems arise when more than one objective function is to be optimized over a given feasible region. Pareto optimum is the optimality concept that appears to be the natural extension of the optimization of a single objective to the consideration of multiple objectives.
In 1961, Wolfe 1 obtained a duality theorem for differentiable convex programming. Afterwards, a number of different duals distinct from the Wolfe dual are proposed for the nonlinear programs by Mond and Weir 2 . Duality relations for multiobjective programming problems with generalized convexity conditions were given by several authors 3-10 . Majumdar 11 gave sufficient optimality conditions for differentiable multiobjective programming which modified those given in Singh 12 under the assumption of convexity, pseudoconvexity, and quasiconvexity of the functions involved at the Pareto-optimal solution. Subsequently, Kim et al. 13 gave a counterexample showing that some theorems of Majumdar 11 are incorrect and establish sufficient optimality theorems for weak Paretooptimal solutions by using modified conditions. Later on, Kim and Schaible 6 introduced 2 Journal of Inequalities and Applications nonsmooth multiobjective programming problems involving locally Lipschitz functions for inequality and equality constraints. They extended sufficient optimality conditions in Kim et al. 13 to the nonsmooth case and established duality theorems for nonsmooth multiobjective programming problems involving locally Lipschitz functions.
In this paper, we apply the results in Kim and Schaible 6 for this problem to nonsmooth multiobjective programming problem involving support functions. We introduce nonsmooth multiobjective programming problems involving locally Lipschitz functions and support functions for inequality and equality constraints. Two kinds of sufficient optimality conditions under various convexity assumptions and certain regularity conditions are presented. We propose a Wolfe-type dual and a Mond-Weir-type dual for the primal problem and establish duality results between the primal problem and its dual problems under generalized convexity and regularity conditions.
Notation and Definitions
Let R n be the n-dimensional Euclidean space and R n its nonnegative orthant. We consider the following nonsmooth multiobjective programming problem involving locally Lipschitz functions: Throughout the article the following notation for order relations in R n will be used:
x / < u is the negation of x < u.
2.1
Definition 2.1. i A real-valued function F : R n → R is said to be locally Lipschitz if for each z ∈ R n , there exist a positive constant K and a neighborhood N of z such that, for every x, y ∈ N,
where · denotes any norm in R n .
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ii The Clarke generalized directional derivative 14 of a locally Lipschitz function F at x in the direction d ∈ R n , denoted by F 0 x; d , is defined as follows:
where y is a vector in R n . iii The Clarke generalized subgradient 14 of F at x is denoted by
iv F is said to be regular at x if for all d ∈ R n the one-sided directional derivative F x; d exists and
The support function s x | C , being convex and everywhere finite, has a subdifferential, that is, for every x ∈ R n there exists z such that
Equivalently,
The subdifferential of s x | C is given by
For any set S ⊂ R n , the normal cone to S at a point x ∈ S is defined by
It is readily verified that for a compact convex set C, y is in N C x if and only if s y | C x t y, or equivalently, x is in the subdifferential of s at y.
In the notation of the problem MP , we recall the definitions of convexity, affine, pseudoconvexity, and quasiconvexity for locally Lipschitz functions. iii h h 1 , h 2 , . . . , h k is convex at x 0 ∈ X if for each x ∈ X and any α k ∈ ∂h k x 0 ,
iv h is affine at x 0 ∈ X if for each x ∈ X and any
v f is pseudoconvex at x 0 ∈ X if for each x ∈ X and any ξ i ∈ ∂f i x 0 , ξ
vi f is strictly pseudoconvex at x 0 ∈ X if for each x ∈ X with x / x 0 and any ξ i ∈
vii f is quasiconvex at x 0 ∈ X if for each x ∈ X with x / x 0 and any ξ i ∈ ∂f i x 0 ,
Finally, we recall the definition of Pareto-optimal efficient, nondominated and weak Pareto-optimal solutions of MP .
Definition 2.4. i A point x
0 ∈ X is said to be a Pareto-optimal solution of MP if there exists no other x ∈ X with f x ≤ f x 0 .
ii A point x 0 ∈ X is said to be a weak Pareto-optimal solution of MP if there exists no other x ∈ X with f x < f x 0 .
Sufficient Optimality Conditions
In this section, we introduce the following two types of KKT conditions which differ only in the nonnegativity of the multipliers for the equality constraint and neither of which includes a complementary slackness condition, common in necessary optimality conditions 14 .
where A j ∈ P : g j x 0 0 .
where A j ∈ P : g j x 0 0 . 
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Since g j x 0 g j x 0 , j ∈ A, we obtain the following inequality with the help of quasiconvexity of g A at x 0 : Proof. Suppose that x 0 ∈ X is not a Pareto-optimal solution of MP . Then there exists 
3.11
By pseudoconvexity of The proof is similar to the one used for the previous theorem. 
Duality
