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Here we describe how, utilizing a time-dependent opto-mechanical interaction, a mechanical probe
can provide an amplified measurement of the virtual photons dressing the quantum ground state
of an ultra strongly-coupled light-matter system. We calculate the thermal noise tolerated by this
measurement scheme, and discuss a range of experimental setups in which it could be realized.
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Introduction.— Many applications in quantum tech-
nology require measurements that are fast, accurate, and
non demolition (in the sense that they do not induce tran-
sitions between states of the system one is trying to mea-
sure). In some cases, an additional requirement arises
when the system being measured is composed of multi-
ple strongly-interacting sub-units. If we wish to access
information beyond the composite eigenstructure of that
system, we often require a measurement device that itself
is strongly coupled to the composite structure.
This issue has been analyzed recently in the context
of ultrastrong coupling [1–14] between light and matter
in cavity QED [15, 16]. In such systems, the virtual
photon occupation of the dressed ground state can
be investigated by a non-adiabatic modulation of the
interaction between light and matter [17–19] or by
inducing transitions outside the system’s interacting
Hilbert space [20–23].
A natural step further is to look for methods which use
minimal amount of resources [24], or are minimally inva-
sive [25], to study the dressed structure of the system.
For example, in [25], an ancillary qubit is used to inves-
tigate the ground state without disruptively disturbing
it. Here, we consider an alternative method by using a
hybrid matter-cavity-mechanical device [26–40] where a
mechanical mode, acting as the probe, couples via radia-
tion pressure to a cavity-QED system (in which resonant
matter ultrastrongly interacts with the confined light).
While it is clear that photons dressing the ground state of
the strongly-coupled cavity-QED system can displace the
mechanical mode through a “virtual radiation pressure”
[16, 41] effect (akin to variations of the Casimir force
experiment [42–46]), typically, such a force is extremely
weak. Even if an exceptionally large opto-mechanical
coupling was engineered to improve the measurement,
virtual excitations might remain unobservable as the en-
tire probe and light-matter system would relax to a com-
bined collective ground state. Here we show that, even
∗ e-mail:nwlambert@gmail.com
with a relatively weak opto-mechanical probe interaction
strength, a modulation of the cavity-mechanical probe
(i.e., opto-mechanical) interaction itself at the probe fre-
quency can amplify the transduction of these virtual exci-
tations into an observable displacement of the mechanical
probe.
We begin with a description of the composite system,
part by part, and intuitively derive the requirements for
the detection of virtual radiation pressure effects with
such a mechanical probe at zero temperature. We then
give an analytical quantitative analysis, which includes
thermal noise affecting both light-matter and mechan-
ical systems. As a result, we estimate the strength of
the opto-mechanical coupling, and the bounds on the
thermal noise, needed to resolve the effect within the
standard quantum limit. Finally, we outline several
explicit physical systems in which our proposal could be
realized.
Ultra-strong coupling of light and matter.— The in-
teraction between (a mode of) light confined in a cavity
and a matter degree of freedom (modelled as a two-level
system) is described by the quantum Rabi model [47, 48]
(~ = 1),
HR = ωa
†a+
ω
2
σz +Ω(σ+ + σ−)(a+ a†) , (1)
where the fundamental mode of the cavity, with fre-
quency ω, is described by the annihilation operator a,
the two-level system (assumed resonant with the cavity)
is described by the Pauli operator σz . In this model,
the light-matter interaction is fully characterized by the
normalized coupling η ≡ Ω/ω. In the weak-coupling
regime (η ≪ 1), terms which do not conserve the to-
tal free excitation number can be neglected, leading to
the Jaynes-Cummings interaction [49]. Therefore, the
ground state |G〉 of the system does not contain photons,
i.e., n¯GS = 〈G| a†a |G〉 = 0. However, in the ultrastrong-
coupling regime (η > 0.1) hybridization effects play an
important role and these qualitatively change the nature
of the ground state (GS) which becomes dressed by vir-
tual photons; e.g., second-order perturbation theory in η
2implies
n¯GS = 〈G| a†a |G〉 ≈ η
2
4
. (2)
Importantly, when weakly coupled to a low-temperature
environment, the system relaxes to the hybridized ground
state |G〉, out of which photons cannot escape [4, 50,
51]. As mentioned in the introduction, to observe such
virtual excitations, we now introduce the concept of a
mechanical probe, and show how active modulation of the
probe’s interaction with the above system allows for an
amplified measurement of the ground state occupation.
Opto-mechanical interaction.– The opto-mechanical
interaction of a mechanical probe with the light-matter
system described above can be most easily understood
through the picture of a Fabry-Perot cavity with a
mechanically-compliant mirror coupled to a spring with
frequency ωm. This frequency is usually much smaller
than the cavity frequency ω. The interaction between
photons inside the cavity and the mirror displacement is
essentially radiation pressure, i.e., momentum kicks on
the mechanical spring due to the bouncing of photons off
the mirror. It can be described, to lowest order in the
displacement of the mirror, as
H = HR + ωmb
†b+ g0a†a(b+ b†) , (3)
where b is the annihilation operator of the mechanical
mode, and g0 is the vacuum opto-mechanical coupling
strength. Note that, when matter is within the cavity, a
third-order interaction term can arise because of modula-
tion of the light-matter coupling strength Ω as the cavity
length varies in time [32]. Here we neglect that interac-
tion, as it can be made negligible (while still maintaining
a strong light-matter dipole coupling) by moving the po-
sition of the matter inside the cavity slightly away from
the maximum of the electric field. Thus, here we focus on
the standard opto-mechanical interaction term, for which
the coupling amplitude g0 corresponds to the frequency
shift of the cavity when the mechanical displacement is
equal to its zero-point motion xzp [27]. Because of this
interaction, in the absence of matter, an average of n
photons in the cavity exerts a radiation-pressure force
Pn = ng0/xzp on the mirror, inducing a displacement
|〈x〉n| = 2nηmxzp , (4)
as a function of the normalized opto-mechanical coupling
ηm ≡ g0/ωm. Let us now provide some intuition on how
the situation changes when an atom interacts with the
cavity field. At sufficiently low temperatures, the cavity-
QED composite system is in its ground state which still
exerts a (virtual) radiation pressure on the mirror, readily
found by setting n = n¯GS, giving
|〈x〉GS| = η
2
2
ηmxzp . (5)
To resolve the effect within the standard quantum limit,
we need to impose |〈x〉GS| > xzp, which leads to
ηm >
2
η2
. (6)
While it is now possible for many different cavity-QED
systems to reach the ultrastrong coupling regime η ∼ 0.1,
most realizations of opto-mechanical systems tend to be
in the weak coupling regime ηm ≪ 1, limiting the practi-
cality of Eq. (6) (although proposals to achieve stronger
couplings do exist [31, 52–58]).
However, we can overcome this limitation by modu-
lating the opto-mechanical coupling g0 7→ g0(t), akin
to recent proposals to enhance effective Kerr nonlineari-
ties with a modulated opto-mechanical coupling [59], to
enhance the readout of qubits with a modulated longi-
tudinal coupling [60], or by modulating other param-
eters of the atom-cavity system [61, 62]. Intuitively,
this modulation effectively turns radiation pressure into
a built-in (photon-number-dependent) resonant driving
force. With this interpretation in mind, by considering a
modulation at the mechanical frequency
g0 7→ g0 cosωmt , (7)
we immediately find [63] that the mechanical displace-
ment is enhanced by the factor |χ(ωm)|/|χ(0)| = ωm/Γm
in terms of the frequency-dependent mechanical suscep-
tibility χ(ω) and the mechanical decay rate Γm. This ef-
fectively corresponds to the substitution ηm 7→ η¯m, (with
η¯m = g0/Γm) in Eq. (6), obtaining the much more real-
istic requirement
η¯m >
2
η2
. (8)
This suggests the amplified observation of ground-state
excitations is feasible, and constitutes our first main re-
sult. While this result holds for zero temperature, at
small but finite temperatures, correlations between the
system and the mechanical probe arise, which can com-
plicate the problem of distinguishing the small thermal
occupation of the light-matter system from virtual exci-
tations.
To understand in detail the competition between
ground state occupation and unwanted environmental in-
fluence, we perform a detailed analysis, based on an an-
alytical low-energy effective model. This allows us to
estimate temperature-dependent bounds for the observa-
tion of the virtual excitations. In addition, we will show
that the protocol presented here does not amplify the in-
trinsic mechanical thermal noise, which we expect to be
the most relevant in realistic implementations (wherein
the mechanical probe frequency is much smaller than the
strongly-coupled light-matter parameters).
Effective model.— With the modulation of the opto-
mechanical coupling described in Eq. (7), and in a frame
rotating at the mechanical frequency ωm the Hamiltonian
in Eq. (3) becomes
H = HR +
g0
2
a†a(b+ b†) , (9)
where we performed a rotating wave approximation (see
Appendix for the non-resonant driving case).
3A Born-Markov perturbative master-equation treat-
ment of the interaction with the environment for the
system in Eq. (9) can be written as ρ˙ = −i[H, ρ] +
LR(ρ) + Lm(ρ) [50, 64], where the term Lm =
Γm
(
n¯mD[b†](ρ) + (1 + n¯m)D[b](ρ)
)
is the Liouvillian,
accounting for the bath of the mechanical degree of free-
dom, as a function of its thermal occupation number n¯m
and where D[O](ρ) = 12 (2OρO† − ρO†O − O†Oρ). The
Liouvillian LR depends on the environments coupled to
the photonic and matter systems and, importantly, in
the ultrastrong coupling regime, causes transitions be-
tween dressed states which diagonalize the light-matter
Hamiltonian [4, 50]. We now assume a regime where the
population of the light-matter system is restricted to its
lowest (dressed) energy states, i.e. the ground |G〉 and
first two excited states |±〉. Under this approximation,
we can project H to this low-energy subspace. Not sur-
prisingly, in this limit, the model can be given a bosonic
representation under the replacement |G〉〈±| 7→ a±,
where the bosonic annihilation operators a± now carry
information about the low-energy structure of the light-
matter Hilbert space. In this way, it is possible to pro-
vide an analytical treatment of the model, including a
self-consistent quantification of the low-temperature ef-
fects. Under these assumptions, to second order in η, the
Hamiltonian reads
H = ω+a
†
+a+ + ω−a
†
−a− +
g0
2
αˆ(b+ b†) , (10)
where ω± = ω(1±η) , αˆ = (α+a†+a++α−a†−a−+ξ), with
α± = 12∓η/4, ξ = η2/4, and where we neglected terms ro-
tating at frequencies 2ω and 2ηω in the opto-mechanical
interaction term. In addition, this result enlarges the
domain of our analysis to physical systems with a pri-
ori bosonized matter degrees of freedom (as is typical for
many-particle systems like quantum wells). Indeed, by
replacing σ− in Eq. (1) with the annihilation operator of
a harmonic mode, the system can be diagonalized by a
standard Bogoliubov transformation and takes the same
form as Eq. (10) with re-defined parameters ([65], section
III). Thus, all the results given below and written as a
function of these coefficients are valid for both the spin
and bosonic cases.
In the linearized approximation we are considering, a
completely equivalent master equation for the coupled
system can naturally be written ([65], section II) in terms
of three independent baths as
ρ˙ = −i[H, ρ] + L+(ρ) + L−(ρ) + Lm(ρ) , (11)
where L±(ρ) = κ±
(
n¯±D[a†±](ρ) + (1 + n¯±)D[a±](ρ)
)
,
and κ± are linear combinations of the decay rates of the
light-matter subsystems calculated at the frequencies ω±.
For simplicity, in the following we will assume that the
occupation numbers are equal n¯± = n¯ (see [65] for details
and a more general analysis).
Enhanced readout.— From Eq. (10), note that the
force acting on the mechanical mode P = g0αˆ/2xzp has
FIG. 1. (Color online) (a): Total displacement visibility F in
the presence (full blue curve, η = 0.1) and absence (full black
curve, η = 0) of matter in the cavity as a function of the num-
ber of thermal light-matter excitations n¯ (for an optomechan-
ical coupling g0/Γm = 3η¯
SQL
0 , for η¯
SQL
0 = 2/η
2). For high val-
ues of n¯ the two curves asymptotically converge to a parallel
behaviour. In the absence of matter, when n¯→ 0 a zero pho-
ton population implies no displacement (black curve). How-
ever, in the presence of matter, virtual photons can displace
the mechanical oscillator even for n¯ → 0 (blue curve). The
relative displacement contribution purely due to virtual radi-
ation pressure effects FGS is represented by the blue dashed
curve showing that, for n¯→ 0, the displacement is mainly due
to the dressed structure of the ground state. The grey verti-
cal line represents the theoretical upper bound n¯max. Below
this critical value, it is possible to tune g0/Γm to resolve the
ground state signal. This is shown in the Inset which mag-
nifies the main plot around n¯ = n¯max. The blue curve corre-
sponds to the same color coded ones in the main figure (a).
The dotted purple and dot-dashed red curves are plotted for
different values of g0/Γm (16η¯
SQL
0 and 2η¯
SQL
0 , respectively).
For n¯ < n¯max, it is always possible to find opto-mechanical
couplings which, in principle, allow one to resolve the ground
state signal (i.e., FGS > 1). At values of n¯ highlighted in
the inset, in (b) we plot (following the color code) a phasor
diagram for the state of the system, i.e. its quadrature dis-
placement (for X = (b + b†)/
√
2 and X˜ = i(b† − b)/
√
2) and
standard deviation. This for g0/Γm = 16η¯
SQL
0 , i.e., the one
corresponding to the violet curve in the inset. While for n¯ = 0
the displacement above zero can be clearly resolved, this vis-
ibility decreases as we approach and overtake the value n¯max.
two contributions: the usual radiation pressure (depen-
dent on the number of normal excitations in the light-
matter system) and virtual radiation pressure (propor-
tional to ξ, accounting for ground state effects). Fol-
lowing Eq. (11), the Heisenberg equation of motion for
the dimensionless quadrature of the mechanical mode
4|〈X˜〉| = |〈i(b† − b)〉|/√2 in the steady state leads to
|〈X˜〉| =
√
2η¯m(α+n¯+ + α−n¯− + ξ), (12)
which is the expected result from our intuitive analysis in
the introduction: the modulation of the coupling induces
a displacement of the mechanical probe with an amplified
amplitude proportional to η¯m = g0/Γm. As implicitly
done throughout the article, we omitted zero-point en-
ergy contributions [66]. As shown by this expression, the
total displacement has two physically-different contribu-
tions, i.e., |〈X˜〉GS| = (ξ/α)|〈X˜〉| (accounting for virtual
radiation-pressure effects) and |〈X˜〉n¯| = (1− ξ/α)|〈X˜〉|
(accounting for finite temperature effects), where α =
〈αˆ〉 = α+n¯+ + α−n¯− + ξ.
Signal-to-noise ratio.— To analyse the interplay be-
tween the two different contributions to the displacement
and to what degree they can be resolved, both from one
another and from the mechanical systems own vacuum
fluctuations (the standard quantum limit), we use the ra-
tio F ≡ |〈X˜〉|/δX˜, where (δX˜)2 = 〈X˜2〉− 〈X˜〉2, a general
analytical expression of which is shown in [65] (section
III.B). At finite temperatures, the mechanical probe and
the light-matter system become correlated, leading to a
non-trivial expression for this variance. Using Eq. (12),
we can define the analogous ratio for the ground state
signal contribution alone as
FGS ≡ |〈X˜〉GS|
δX˜
, (13)
which quantifies our ability to resolve virtual radiation
pressure effects. We plot [67, 68] these quantities as a
function of the thermal occupation of the light-matter
system in Fig. 1. There, we show how the behaviour of F
is qualitatively different in the presence (blue curves) or
absence (black curve) of matter in the cavity. For higher
occupation numbers the curves asymptotically converge
to a η-dependent constant, as expected when thermal
effects dominate ([65], section III.B). However, close to
the ground state, a null value of F in the absence of
matter gives F → FGS 6= 0 (dashed blue curve) when
matter is present in the cavity in the ultrastrong-coupling
regime.
For a more quantitative analysis, we now consider two
minimal conditions to observe the influence of virtual ra-
diation pressure on the mechanical displacement, i.e. the
conditions
|〈X˜〉GS| > |〈X˜〉n¯|, FGS > 1 . (14)
The first condition requires the observed total displace-
ment to be mainly due to ground state effects. The sec-
ond condition requires the signal to be resolved with re-
spect to the standard-quantum-limit noise [69, 70] (see
threshold in Fig. 1).
From the analysis following Eq. (12), the first condi-
tion translates to an upper bound n¯GS on the allowed
thermal occupation of the light-matter system for the
ground-state effects to dominate. Complementarily, the
second condition implies the ability to resolve the ground-
state contribution to the signal in Eq. (12) with respect
to its total uncertainty δX˜ . It translates into both a lower
bound η¯SQLm on the normalized opto-mechanical coupling
and another upper bound n¯SQL on the thermal light-
matter occupation. By solving the Heisenberg equation
of motion using Eq. (11), we find [65] the following ex-
plicit conditions
n¯ < n¯max, η¯m > η¯
SQL
m . (15)
This is the second main result of our work, general-
izing Eq. (8) to finite temperatures. Here, 2η¯SQLm =
[(1 + 2nb)/(ξ
2 −R)]1/2 (with R = n¯(1 + n¯)(α2+/β+ +
α2−/β−), β± = 1+2κ±/Γm) and n¯max = min
(
n¯GS, n¯SQL
)
(with 4n¯GS = η2, 8n¯SQL = βη4 at lowest significant order
in η where the expression for nmax does not depend on
the bosonic or spin nature of the model).
Consistent with our initial intuitive reasoning, when
nb, R → 0, the second expression in Eq. (15) is equiv-
alent to the zero-temperature result given in Eq. (8).
Moreover, we note that mechanical thermal occupation
is not amplified by this protocol, and its influence can
be understood as a weak renormalization of the opto-
mechanical coupling g0 7→ g0/
√
1 + nb. In summary, one
can observe the amplified ground-state occupation when
the temperature is low enough such that ground-state ef-
fects both dominate the displacement (n¯ < n¯GS) and can
be resolved from thermal and vacuum fluctuations (which
requires n¯ < n¯SQL, and sufficiently large opto-mechanical
coupling η¯m > η¯
SQL
m ).
The dependence of the signal-to-noise ratio on the ther-
mal noise is shown in Fig. 1 (b), with the quadrature dis-
placements and their variance at different temperatures
and for a fixed value of the opto-mechanical coupling.
For n¯ > n¯max, the average displacement increases but it
is only due to thermal noise. However, for n¯ < n¯max, the
displacement is mainly due to virtual radiation-pressure
effects and it can in principle be resolved.
Experimental feasibility.— In the optical regime, a
membrane-cavity system, or a photonic crystal cavity,
could realize our proposal. For example, in a typical ex-
ample of a membrane-cavity system, the membrane (act-
ing as the mechanical probe) lies within the fixed mirrors
of an optical cavity [71–77]. Effectively, the membrane
splits the cavity in two, whose frequencies depend on the
position of the oscillator. By tuning the position of the
membrane with respect to the modes of the cavities, it
is possible to obtain either a linear or quadratic opto-
mechanical coupling. Consequently, an effective modu-
lation of the opto-mechanical coupling can be obtained
by modulating the initial position q0 in time [72]. The
advantage of this implementation is that works in the
optical regime where n¯ ∼ 0.
There are also many opto-mechanical devices which
operate at microwave frequencies. The advantage of
these schemes lies in the possibility to more easily achieve
5stronger electro-mechanical couplings g0 and well as ul-
trastrong light-matter interaction (η > 0.1, [14]). The
most well-known example is that of a microwave cav-
ity capacitively coupled to a micro-mechanical membrane
[59, 78]. The experimental parameters realized in these
systems are very promising, with the thermal occupa-
tion of the cavity being just n¯ ∼ 10−10 and renormalized
opto-mechanical coupling η¯m ∼ 5 which, together with
the possibility of light-matter coupling reaching η > 0.1
in circuit-QED devices [14], would allow one to fulfill
Eq. (8).
Another possibility would be to implement the pro-
posal given in [31] where a SQUID with a mechanically-
compliant arm is coupled to a coplanar microwave cavity.
Alternatively, also in the microwave regime, one could re-
place the mechanical probe with an equivalent microwave
cavity probe by having two microwave resonators interact
via a SQUID-mediated opto-mechanical-like interaction
[79, 80]. This approach would allow a stronger modulated
opto-mechanical-like coupling.
In these examples, if a time-dependent coupling is dif-
ficult to realize, using a parametric driving of the me-
chanical mode could effectively lead to a time-dependent
opto-mechanical coupling [81].
Conclusions.— In this article we presented a method
to probe the structure of the dressed ground state by
introducing an “opto-mechanical” coupling between the
cavity mode and a measurement device (which may ei-
ther be a real mechanical device [82, 83], or an artificial
physical simulation, e.g., a second microwave cavity engi-
neered to have an opto-mechanical coupling [31, 79, 80]).
Normally, the sensitivity of such a device to the presence
of virtual photons is limited by the strength of the light-
matter interaction (quantified by η) and the weak nature
of the opto-mechanical coupling. We showed that a time-
dependent modulation of the opto-mechanical coupling
leads to an effective amplification of the measurement
strength, allowing one to peer into the dressed ground
state. We expect that this technique could also be ap-
plied to other measurement problems based on the same
opto-mechanical interaction.
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In this supplemental material we present the details of the hybrid opto-mechanical structure
considered in the main text. The system consists of an electromagnetic mode ultrastrongly coupled
to a matter degree of freedom (via dipole interaction) and to a mechanical oscillator (via radiation
pressure). In this way, the mechanical mode can be used as a probe of the dressed structure of the
light-matter system, i.e., as a transducer of virtual radiation pressure. To amplify the signal, we
consider a modulation of the opto-mechanical interaction at the mechanical frequency. We model
the matter as either a spin (in the low-energy limit) or a bosonic mode and find a unified effective
master equation (with different parameters) which describe them. We use these results to calculate
bounds on the minimal amount of resources necessary to resolve virtual radiation-pressure effects
when probing the mechanical quadratures.
I. LOW-ENERGY BOSONIZED LIGHT-MATTER-MECHANICAL MODEL
In this section, we derive the effective Hamiltonian to describe the low-energy physics of opto-mechanical systems
where the cavity mode interacts ultrastrongly with a two-level atom (spin). In turn, such a model can be used to
exactly describe the case where the matter degree of freedom can be directly modelled as bosonic. For symmetry,
throughout this supplemental material the cavity mode has been relabelled as a 7→ a1.
A. Spin case
We consider the standard physical situation in which a spin (described by the operator σ±) resonantly interacts
with an electromagnetic mode confined in a cavity (described by the operator a) whose frequency ω is modulated by
the position x = xzp(b + b
†) of the mechanical mode b of frequency ωm. The Hamiltonian can be written as [1, 2]
H = ω(x)a†1a1 +
ω
2
σz +Ω(a
†
1 + a1)(σ+ + σ−) + ωmb
†b . (1)
As mentioned in the main text, third-order interaction terms can arise from the modulation of the field strength at
the atom position as a consequence of the mechanical motion. However, such contributions can be made negligible
by tuning the position of the atom inside the cavity while still being close to the point of maximum intensity of the
electric field [3]. Now, by expanding to first order in x, we obtain
H = HR + ωmb
†b+ g0a
†
1a1(b+ b
†) , (2)
with the vacuum opto-mechanical coupling
g0 = xzp
∂ω
∂x |x=0
, (3)
and where the light matter system is described by the quantum Rabi Hamiltonian
HR = ωa
†
1a1 +
ω
2
σz +Ω(σ+ + σ−)(a1 + a
†
1) . (4)
Here, we omitted zero-point energy contributions. We further considered the effect of this omission in section III.
The ultrastrong coupling regime for the light-matter system (occurring when the normalized Rabi coupling
η =
Ω
ω
≥ 0.1 , (5)
2implies a perturbative characterization of the environment [4, 5] which induces transitions between Rabi dressed
eigenstates. For this reason, we define a low-energy effective model by
Heff = PHP , (6)
where P is the projector into a low energy sector of the full Hilbert space
P = |G〉〈G| + |−〉〈−|+ |+〉〈+| , (7)
where |G〉 , |±〉 are the three energy eigenstates of the Rabi Hamiltonian HR with lowest energy. By using quasi-
degenerate perturbation theory, at second order in η, these states are found to be
|G〉 = (1− η28 ) |0, g〉+ η2√2 (|2,−〉− |2,+〉) +
η2
4 (|2,−〉+ |2,+〉)
|1,±〉 = (1− η28 − η
2
32 ) |1,±〉 ∓ η4 (1± η2 ) |1,∓〉+ ( η2√2 ±
η2
8
√
2
)(|3,−〉 − |3,+〉) +
√
3η2
4
√
2
(|3,−〉+ |3,+〉) , (8)
where
|0〉 = |0, g〉
|n,±〉 = |n,g〉±|n−1,e〉√
2
,
(9)
for n ≥ 1 and where a1 |0, g〉 = σ− |0, g〉 = 0, and a†1a1 |n, g〉 = n |n, g〉, a†1a1 |n, e〉 = n |n, e〉 and σz |n, g〉 = − |n, g〉,
σz |n, e〉 = |n, e〉. At the same order, the corresponding energies are
E˜0
ω
= −1
2
− η
2
2
+O(η3) ,
ω˜±
ω
=
1
2
± η − η
2
2
+O(η3) . (10)
Moreover, we have the following identities
ξ ≡ 〈G| a†1a1 |G〉 = η
2
4
α˜± ≡ 〈±|a†1a1 |±〉 = 12 ∓ η4 + η
2
4
〈±|a†1a1 |∓〉 = 12 + 316η2
〈G| a†1a1 |±〉 = 0 .
(11)
These results allow us to write
Heff = HeffR + g0(b+ b
†)(α˜−|−〉〈−|+ α˜+|+〉〈+|+ ξ|G〉〈G|) + ωmb†b , (12)
where
HeffR = E˜0|G〉〈G| + ω˜−|−〉〈−|+ ω˜+|+〉〈+| , (13)
and where we omitted terms proportional to the operators |±〉〈∓| in a rotating-wave approximation. The omission of
these terms requires careful analysis. In fact, in the interaction picture described by the diagonalized Rabi Hamiltonian,
these operators rotate at frequencies ±2ηω. However, the error produced by this approximation should not wash out
the effect of the term g0ξ(b + b
†)|G〉〈G|, which is the one giving rise to the physics we are exploring. For example,
by using second order Van-Vleck perturbation theory in Floquet space [6–9], it is possible to show that, in a regime
where g0/ηω ≪ 1, the worst case errors are O(g20/ηω) so that
g0
ω
≪ ηξ ∝ η3 , (14)
is enough to justify this approximation. Interestingly, this procedure critically requires the ultrastrong coupling
regime.
As routinely done in condensed matter physics, within the low-energy approximation considered here, we now map
our model to a purely bosonic one. In turn, this will allow us to extend our analysis to physical systems where a bosonic
approximation for matter degrees of freedom can be done a priori, i.e., directly in the original Rabi Hamiltonian (see
next subsection). With this idea in mind, we first re-write the previous Hamiltonian as
Heff = ω−|−〉〈−|+ ω+|+〉〈+|+ g0(b+ b†)(α−|−〉〈−|+ α+|+〉〈+|+ ξ) + ωmb†b , (15)
3where
ω± = ω˜± − E˜0 = (1 ± η)ω
α± = α˜± − ξ = (12 ∓ η4 ) ,
(16)
and where we used the fact that, within the low-energy sector of the Hilbert space the relation
I = |G〉〈G| + |−〉〈−|+ |+〉〈+| , (17)
holds as an effective identity. Now, the bosonization of the previous Hamiltonian can be carried on by imposing the
substitution |G〉〈±| 7→ a± to get
Heff = ω−a
†
−a− + ω+a
†
+a+ + g0(b+ b
†)(α−a
†
−a− + α+a
†
+a+ + ξ) + ωmb
†b . (18)
By considering a modulation g0 7→ g0 cosωmt, by going to a frame rotating at the mechanical frequency [10–13],
and by subsequently performing a rotating wave approximation, we then exactly get Eq. (10) as reported in the main
text.
B. Bosonic matter
In a physical situation where the matter degree of freedom can be modelled as bosonic a priori, we can directly start
our analysis by imposing the substitutions σ− 7→ a2 in Eq. (2), i.e., by replacing the spin with a harmonic oscillator
with annihilation operator a2. Explicitly
HB = ωa†1a1 + ωa
†
2a2 +Ω(a1 + a
†
1)(a2 + a
†
2) + ωmb
†b+ g0a
†
1a1(b + b
†) . (19)
For g0 = 0, this model is solvable and, by defining a± = (mω±/2)1/2[x±+ i/(mω±)p±], in terms of x± = x1 ± x2/
√
2,
where xj = (2mω)
−1/2(aj + a
†
j) (j=1,2), we obtain, after some straightforward algebra
HB = E0 + ω
B
+a
†
+a+ + ω
B
−a
†
−a− + ωmb
†b+ g0(b + b†){ 1
8ωωB+
[(ω2 − ωB+2)(a†+a†+ + a+a+)] +
1
4ωωB+
[(ω2 + ωB+
2
)a†+a+]
+
1
8ωωB−
[(ω2 − ωB−2)(a†−a†− + a−a−)] +
1
4ωωB−
[(ω2 + ωB−
2
)a†−a−]}+ g0(b + b†)[
(ω − ωB+)2
8ωωB+
+
(ω − ωB−)2
8ωωB−
]
+g0(b + b
†)


1
4ω
√
ωB+ω
B
−
(ω2 − ωB+ωB−)(a†+a†− + a+a−) +
1
4ω
√
ωB+ω
B
−
(ω2 + ωB+ω
B
−)(a
†
+a− + a
†
−a+)

 ,
(20)
where E0 = (ω
B
+ + ω
B
−)/2− ω, ωB± = ω(1± 2η)1/2, and where, explicitly, the Bogoliubov relations reads
aj + a
†
j =
√
ω
2ωB+
(a+ + a
†
+) + (−1)j
√
ω
2ωB−
(a− + a
†
−) , (21)
for j = 1, 2. We now notice that terms proportional to a†±a
†
± and a±a± rotate at frequencies ±2ωB± and can be
neglected with a rotating-wave approximation. A similar analysis holds for the terms a†+a
†
− and a+a−, at lowest order
in η. The terms proportional to a†+a− and a
†
−a+ rotate at a lower frequency (i.e., O(ωη)) and their norm is suppressed
by the factor η2. For this reason, in order to neglect them, we need to carry the same perturbative considerations
done in the spin case. In this approximation, we get our final result of this subsection
HB = ωB+a
†
+a+ + ω
B
−a
†
−a− + ωmb
†b+ g0(b+ b†)(αB+a
†
+a+ + α
B
−a
†
−a− + ξ
B) , (22)
with
αB± =
(ω2 + ωB±
2
)
4ωωB±
=
(1 + η)
2
√
1± 2η ≃
1
2 +
1
4η
2
ξB =
(ω − ω+)2
8ωω+
+
(ω − ω−)2
8ωω−
≃ 14η2 = ξ ,
(23)
4where the ≃ equalities are valid at second order in η. It is interesting to note that the case η = 0 (i.e., the case in
the absence of light-matter interaction) cannot be immediately recovered from Eq. (22). In fact, in this case, from
Eq. (19), we should have
H(η = 0) = ωa†1a1 + ωa
†
2a2 + ωmb
†b+ g0a
†
1a1(b + b
†) , (24)
which does not correspond to what can be found when substituting η = 0 in Eq. (22). This is simply due to the
fact that in Eq. (22) we neglected terms rotating at frequencies proportional to ωη, which is justified only in the
ultrastrong coupling regime.
At zero temperature, while the radiation pressure in the absence of the atom is null P η=0GS , in the presence of matter
it takes a nonzero value, i.e., P ηGS = g0ξ/xzp in the spin case (g0ξ
B/xzp in the bosonic case). We note that, for high
temperatures, the ratio between the two pressure still depends on η. While the low-energy analysis for the spin case
prevent us from studying this high-temperature limit, in the bosonic case we immediately obtain
P η
P η=0
= 1 +
η2
2
, (25)
in the case n+ = n− = n, and taking n to be the occupation number for the electromagnetic environment also in the
absence of matter.
II. INTERACTION WITH ENVIRONMENT
In this section we show how to model the interaction with the environment for both bosonic and spin matter cases.
To lighten the notation throughout the section we omit the suffix B for the parameters in the bosonic case.
A. Master equation for Bosonic Matter
To correctly describe the steady-state behavior of this system we must correctly describe its interaction with three
independent baths, one for each subsystem,
Hbath = H
0
bath +H
I
bath , (26)
where
H0bath =
∑
ωj
ωj
[
t1(ωj)
†t1(ωj) + t2(ωj)†t2(ωj) + tb(ωj)†tb(ωj)
]
HIbath =
∑
ωj
[
λ1(ωj)(a1 + a
†
1)(t1(ωj) + t
†
1(ωj)) + λ2(ωj)(a2 + a
†
2)(t2(ωj) + t
†
2(ωj)) + λm(ωj)(b + b
†)(tm + t†m)
]
,
(27)
in terms of bosonic annihilation operators t1, t2, tm representing the baths interacting with the cavity, matter and
mechanics respectively with interaction rates λ1, λ2, λm. By using the results of the previous section, we can substitute
the Bogoliubov relations in Eq. (21) into HIbath to get
HIbath =
∑
ωj
{√
ω
2ω+
(a+ + a
†
+) [λ1(ωj)B1(ωj) + λ2(ωj)B2(ωj)] +
√
ω
2ω−
(a− + a
†
−) [λ1(ωj)B1(ωj)− λ2(ωj)B2(ωj)]
+λm(ωj)(b+ b
†)(tm(ωj) + t†m(ωj))
]}
,
(28)
where B1(ω) = t1(ω) + t
†
1(ω) and B2(ω) = t2(ω) + t
†
2(ω). Now, by defining
p±(ωj) =
λ1(ωj)t1(ωj)± λ2(ωj)t2(ωj)√
λ21(ωj) + λ
2
2(ωj)
, (29)
we obtain (omitting ωj dependences)
HIbath =
∑
ωj
λ+(a+ + a
†
+)(p
†
+ + p+) +
∑
ωj
λ−(a− + a
†
−)(p
†
− + p−) +
∑
ωj
λm(b+ b
†)(tm + t†m)
]
, (30)
5where
λ± =
[(
ω
ωj
)
λ21(ωj) + λ
2
2(ωj)
2
]1/2
, (31)
and similarly for the free term
H0bath =
∑
ωj
ωj
[
p+(ωj)
†p+(ωj) + p−(ωj)†p−(ωj) + tm(ωj)†tm(ωj)
]
. (32)
This shows the normal modes interact with independent baths. In this way we can immediately integrate out the
baths to obtain a master equation which can be written as [14]
ρ˙ = −i[H, ρ] + L+(ρ) + L−(ρ) + Lm(ρ) , (33)
where
L±(ρ) =
[
2pi
∑
ωj
λ2±(ωj)〈p†±p±〉δ(ωj − ω±)
]
D[a†±](ρ) +
[
2pi
∑
ωj
λ2±(ωj)(1 + 〈p†±p±〉)δ(ωj − ω±)
]
D[a±](ρ)
Lm(ρ) = Γm
(
n(Tm)D[b†](ρ) + (1 + n(Tm))D[b](ρ)
)
,
(34)
where
D[O](ρ) = 12 (2OρO† − ρO†O −O†Oρ)
Γm = 2pidmλ
2
m ,
(35)
where dm is the density of states for the mechanical bath associated with temperature Tm. By introducing the
densities of states d1, d2 for the remaining modes, we can further simplify this result by explicitly computing
∑
ωj
λ2±(ωj)(1 + 〈p†±p±〉)δ(ωj − ω±) =
∑
ωj
ω
ω±
λ21 + λ
2
2
2
(
1 +
λ21n(ωj , T1) + λ
2
2n(ωj , T2)
λ21 + λ
2
2
)
δ(ωj − ω±)
=
ω
2ω±
∫
dω¯ δ(ω¯ − ω±)
[
λ21(ω¯)d1(ω¯)(1 + n¯(ω¯, T1)) + λ
2
2(ω¯)d2(ω¯)(1 + n¯(ω¯, T1))
]
=
ω
2ω±
[
λ21(ω±)d1(ω±)(1 + n¯(ω±, T1)) + λ
2
2(ω±)d2(ω±)(1 + n¯(ω±, T1))
]
∑
ωj
λ2±(ωj)〈p†±p±〉δ(ωj − ω±) =
ω
2ω±
[
λ21(ω±)d1(ω±)n¯(ω±, T1) + λ
2
2(ω±)d2(ω±)n¯(ω±, T1)
]
.
(36)
We now define
κ± = 2pi
ω
2ω±
[
d1(ω±)λ21(ω±) + d2(ω±)λ
2
2(ω±)
]
κ±n± = 2pi
ω
2ω+
[
d1(ω±)λ21(ω±)n¯(ω±, T1) + d2(ω±)λ
2
2(ω±)n¯(ω±, T2)
]
,
(37)
where n¯± = n¯(ω±, T±) and where we introduced the effective temperatures T± which can be found by solving the
implicit equation
n¯± =
d1(ω±)λ21(ω±)n¯(ω±, T1) + d2(ω±)λ
2
2(ω±)n¯(ω±, T2)
d1(ω±)λ21(ω±) + d2(ω±)λ
2
2(ω±)
, (38)
as
kBT± = ~ω±
[
log
(
1 +
1
n¯(ω±, T1) + n¯(ω±, T2)
)]−1
. (39)
As an immediate check, if we assume T1 = T2 = T we get n¯± = n¯(ω±, T ). In this way we can write the following
simplified form for the Liouvillians
L±(ρ) = κ±
(
n¯±D[a†±](ρ) + (1 + n¯±)D[a±](ρ)
)
, (40)
6where
κ± =
ω
ω±
κ1 + κ2
2
, (41)
with
κ1 = 2pid1(ω±)λ21(ω±)
κ2 = 2pid2(ω±)λ22(ω±) ,
(42)
are the rates if the systems were independently coupled to their baths (but evaluated at the polaritonic frequencies).
This result is general and has no temperature restrictions in this bosonic matter case. Below, we derive a master
equation which can be used to model both the spin and bosonic matter cases in the low energy limit. When applied
to the bosonic case, the result will match the one given in this section, as it logically should.
B. Master equation at low temperatures (for both boson and spin cases)
As mentioned above, in the ultrastrong coupling regime, the environment induces transitions between the dressed
eigenstates. The master equation for the system can be written as [5]
ρ˙ = −i[H, ρ] + L1(ρ) + L2(ρ) + Lm(ρ) , (43)
where
L1(ρ) =
∑
j,k>j Γ
jk
1 n¯(∆kj , T1)D[|k〉 〈j|](ρ) +
∑
j,k>j Γ
jk
1 (1 + n¯(∆kj , T1))D[|j〉 〈k|](ρ)
L2(ρ) =
∑
j,k>j Γ
jk
2 n¯(∆kj , T2)D[|k〉 〈j|](ρ) +
∑
j,k>j Γ
jk
2 (1 + n¯(∆kj , T2))D[|j〉 〈k|](ρ)
Lm(ρ) = κ
(
n(Tm)D[b†](ρ) + (1 + n(Tm))D[b](ρ)
)
,
(44)
where H = Heff, HB, and where the indexes j, k label eigenstates of the system in increasing energy order and where
Γjk1 = 2pid1(∆kj)λ
2
1(∆jk)| 〈k| (a1 + a†1) |j〉 |2
Γjk2 = 2pid2(∆kj)λ
2
2(∆jk)| 〈k| (a2 + a†2) |j〉 |2 ,
(45)
in terms of the density of states of the bath d1 and d2 in the bosonic case and
Γjk1 = 2pid1(∆kj)λ
2
1(∆jk)| 〈k| (a1 + a†1) |j〉 |2
Γjk2 = 2pid2(∆kj)λ
2
2(∆jk)| 〈k| (σ− + σ+) |j〉 |2 ,
(46)
in the spin case (in this section the cavity mode will be denoted with a1). We explicitly note that, as explained in
[5], the degeneracies present in the bosonic case should pose a problem in the derivation of Eq. (43). However, in
this case, the degeneracies are lifted at an effective level, by imposing the low energy approximation. This energy
restriction amounts to considering as the only relevant states for the fields a1 and a2 the ground and first excited
states. We can then write, for example
∑
j,k>j Γ
jk
1 n¯(∆kj , T1)D[|k〉 〈j|](ρ) ≃ 2pid1(ω+)λ21(ω+)| 〈+| (a1 + a†1) |G〉 |2n¯(ω+, T1)D[|+〉 〈G|](ρ)
+2pid1(ω−)λ21(ω−)| 〈−| (a1 + a†1) |G〉 |2n¯(ω−, T1)D[|−〉 〈G|](ρ) .
(47)
This is the point where differences due to the the spin or bosonic nature of the matter degree of freedom enter the
analysis. This is simply due to different expressions for the transition matrix elements.
1. Bosonic case
In the bosonic case, we can use the Bogoliubov transformations in Eq. (21) and evaluate the previous expression as
∑
j,k>j
Γjk1 n¯(∆kj , T1)D[|k〉〈j|](ρ) ≃ 2pi[ρ1(ω+)λ21(ω+)
ω
2ω+
n¯(ω+, T1)D[a†+](ρ) + ρ1(ω−)λ21(ω−)
ω
2ω−
n¯(ω−, T1)D[a†−](ρ)] ,
(48)
7and analogously for the remaing terms in Eq. (43) to get
ρ˙ = −i[H, ρ] + L+(ρ) + L−(ρ) + Lm(ρ) , (49)
where
L±(ρ) = 2pi ω
2ω±
[
d1(ω+)λ
2
1(ω±)n¯(ω±, T1) + d2(ω±)λ
2
2(ω±)n¯(ω±, T2)
]D[a†±](ρ)
+2pi
ω
2ω±
[
d1(ω±)λ21(ω±)(1 + n¯(ω±, T1)) + d2(ω±)λ
2
2(ω±)(1 + n¯(ω±, T2))
]D[a±](ρ) ,
(50)
which, as promised, is in fact equivalent to the expression given in Eq. (34) (by immediate use of Eq. (36)), and all
the subsequent analysis can be taken from there.
2. Spin case
In the spin case, the matrix coefficients take a different form which can be computed at second order in η by Eq. (8),
and explicitly read
ζ±a ≡ | 〈±| (a+ a†) |G〉 |2 = 12 |(1∓ 3η4 + 15η
2
32 )|2 = 12 (1 ∓ η4 + η
2
32 )
ζ±σ ≡ | 〈±| (σ− + σ+) |G〉 |2 = 12 |(1∓ η4 + η
2
32 )|2 = 12 (1 ∓ η2 + η
2
8 ) .
(51)
Consequently, Eq. (47) in this case becomes
∑
j,k>j
Γjk1 n¯(∆kj , T1)D[|k〉〈j|](ρ) ≃ 2pi[ρ1(ω+)λ21ζ+a n¯(ω+, T1)D[a†+](ρ) + ρ1(ω−)λ21(ω−)ζ−a n¯(ω−, T1)D[a†−](ρ)]
∑
j,k>j
Γjk2 n¯(∆kj , T2)D[|k〉〈j|](ρ) ≃ 2pi[ρ2(ω+)λ22ζ+σ n¯(ω+, T2)D[a†+](ρ) + ρ2(ω−)λ22(ω−)ζ−σ n¯(ω−, T2)D[a†−](ρ)] ,
(52)
leading to formally the same solution as in the bosonic case but with different rates
κ± = 2pi
[
d1(ω±)ζ±a λ
2
1(ω±) + d2(ω±)ζ
±
σ λ
2
2(ω±)
]
κ±n± = 2pi
[
d1(ω±)ζ±a λ
2
1(ω±)n¯(ω±, T1) + d2(ω±)ζ
±
σ λ
2
2(ω±)n¯(ω±, T2)
]
.
(53)
In the case T1 = T2 = T we get n¯± = n¯(ω±, T ) as in the previous case and we can write the following simplified
form for the Liouvillians
L±(ρ) = κ±
(
n¯±D[a†±](ρ) + (1 + n¯±)D[a±](ρ)
)
, (54)
where κ± = ζ±a κ1 + ζ
±
σ κ2 with κ1 = 2pid1(ω±)λ
2
1(ω±) and κ2 = 2pid1(ω±)λ
2
1(ω±) are the rates if the systems were
independently coupled to their baths (but evaluated at the polaritonic frequencies).
III. HEISENBERG EQUATION OF MOTION
In this section we first derive an expression for the quadrature averages and variances for the spin and bosonic
cases. The different physical nature of these two models enters the derivation through a different expression for the
parameters, as summarized in the following table.
ω± α± ξ κ±
Spin Case (1± η)ω 12 ∓ η4 η
2
4 ζ
±
a κ1 + ζ
±
σ κ2
Bosonic Case ω(1± 2η)1/2 (ω2+ω±2)4ωω± ≃ 12 + 14η2
(ω−ω+)2
8ωω+
+ (ω−ω−)
2
8ωω−
≃ η24 ωω± κ1+κ22
8For the spin case, the validity of the model is restricted to a low energy limit and at second order in η, which we
require to be η ≃ 0.1 (ultrastrong coupling regime) to derive the master equation. The bosonic model is, in principle,
exact at all temperatures. However, we notice that the rotating-wave approximation applied to obtain Eq. (22) also
requires the condition η3 ≫ g0/ω to be satisfied.
Finally, in the last subsection, we then use the expressions for the quadratures to quantify the visibility of the effect
considered in this article, i.e., the regime where virtual radiation pressure is observable for both bosonic and spin
cases.
A. Solution
Let us now consider the Hamiltonian in Eq. (22)
H = ω+a
†
+a+ + ω−a
†
−a− + ωmb
†b+
√
2g0Xαˆ , (55)
where the dimensionless quadratures are defined asX = (b + b†)/
√
2 and X˜ = i(b† − b)/√2, and where αˆ = α+a†+a++
α−a
†
−a− + ξ.
The state of the system is described by a density matrix which satisfies
ρ˙ = −i[H, ρ] + L+(ρ) + L−(ρ) + Lm(ρ) , (56)
where L±(ρ) = κ±
(
n¯±D[a†±](ρ) + (1 + n¯±)D[a±](ρ)
)
, and Lm(ρ) = Γm
(
n¯mD[b†](ρ) + (1 + n¯m)D[b](ρ)
)
, and where
n¯± = n(T±) and n¯m = n(Tm). The Heisenberg equation of motion for a generic operator O can be written as
〈O˙〉 = −i〈[O,H ]〉
+κ+2 n¯+
(
〈[[a+, O], a†+]〉+ 〈[[a†+, O], a+]〉
)
+ κ+2
(
〈[a†+, O]a+〉+ 〈a†+[O, a+]〉
)
+κ−2 n¯−
(
〈[[a−, O], a†−]〉+ 〈[[a†−, O], a−]〉
)
+ κ−2
(
〈[a†−, O]a−〉+ 〈a†−[O, a−]〉
)
+Γm2 n¯m
(〈[[b, O], b†]〉+ 〈[[b†, O], b]〉)+ Γm2 (〈[b†, O]b〉+ 〈b†[O, b]〉) .
(57)
In the steady state
〈a†±a±〉 = n¯±
〈(a†±a±)2〉 = n¯± + 2n¯2±
〈a†+a+a†−a−〉 = n¯+n¯−
〈X〉 = −4√2αη¯m Qm
1 + 4Q2m
〈X˜〉 = −2√2αη¯m 1
1 + 4Q2m
,
(58)
where
Qm =
ωm
Γm
η¯m =
g0
Γm
= ηmQm ,
(59)
and
α = 〈αˆ〉 = α+n¯+ + α−n¯− + ξ . (60)
The cavity zero-point energy contributions neglected in Eq. (58), would lead to an additional temperature-independent
term in the previous expression which can be obtained by the replacement α 7→ α+ 1/2. Similarly, we can calculate
the correlations between the light-matter system and the mechanical mode as
〈a†±a±X〉 = 〈X〉n¯± − p±
〈a†±a±X˜〉 = n¯±〈X˜〉 − s± ,
(61)
9where
p± = 4
√
2
Qmη¯mα±n¯±(1 + n¯±)
4Q2m + β±
2
β± =
Γm + 2κ±
Γm
s± = 2
√
2
β±η¯mα±n¯±(1 + n¯±)
4Q2m + β±
2 .
(62)
The mechanical correlations are readily found to be

〈XX˜ + X˜X〉 = 2
√
2
1 + 4Q2m
(−2α〈X〉+ p+ 2Qms)
〈X2〉 = n¯m + 12 + 〈X〉2 + 2
√
2
η¯mQm
1 + 4Q2m
(p+ 2Qms)
〈X˜2〉 = n¯m + 12 + 〈X˜〉2 − 2
√
2
η¯mQm
1 + 4Q2m
p+ 2
√
2
η¯m
1 + 4Q2m
(1 + 2Q2m)s ,
(63)
where p = α+p+ + α−p− and s = α+s+ + α−s−, leading to
δX˜2 = 〈X˜2〉 − 〈X˜〉2
≤ 12 + n¯m + 2
√
2
η¯m
1 + 4Q2m
(1 + 2Q2m)s
≤ 12 + n¯m + 8η¯2mR ,
(64)
where we used the fact that argmax[f(Qm)] = 0, where
f(Qm) =
(1 + 2Q2m)
(1 + 4Q2m)(Q
2 + 4Q2m)
, (65)
and defined
R =
α2+
β+
n¯+(1 + n¯+) +
α2−
β−
n¯−(1 + n¯−) . (66)
Note that the quantity 〈X˜2〉 is affected from the cavity zero-point energy contributions only through 〈X˜〉2 in Eq. (63).
For this reason, the expression for the variance δX˜2 is independent from such contributions.
For completeness, we also report the results for the variance of the other quadrature
δX2 = 〈X2〉 − 〈X〉2
≤ n¯m + 12 + 16η¯2mR˜ ,
(67)
where we used
argmax(fX(Qm)) =
√
Q
2
, (68)
and defined
R˜ =
α2+n¯+(1 + n¯+)
4(1 + β+)
+
α2−n¯−(1 + n¯−)
4(1 + β−)
. (69)
B. Visibility
The modulation of the opto-mechanical coupling g0 7→ g0 cos (ωdt) effectively corresponds (in a frame rotating at
ωd) to the redefinitions
g0 7→ g0/2
η¯m 7→ η¯m/2
ωm 7→ δ ,
(70)
10
where, as a reminder, η¯m = g0/Γm and δ = ωm − ωd ≪ ωm. In this way, from Eq. (58), the displacement of the
quadrature X˜ can be written as
|〈X˜〉| = |〈X˜〉n¯|+ |〈X˜〉GS| , (71)
where
|〈X˜〉n¯| =
√
2η¯m
1 + 4Q2δ
(α− ξ)
|〈X˜〉GS| =
√
2η¯m
1 + 4Q2δ
ξ ,
(72)
are the thermal (associated with the index n¯) and ground state (associated with the index GS) contributions to the
total displacement respectively (with Qδ = δ/Γm). Note that these equations differ from Eqs. (58) by a factor 2 due
to the re-definitions outlined in Eq. (70). Moreover, the zero-point contribution to the cavity energy calculated in
the previous section would effectively add a constant term |〈X˜〉|zp = η¯m/
√
2(1 + 4Q2δ) to the expression in Eq. (71).
However, as seen from our previous analysis, such a contribution does not affect the expression for the variances. For
this reason, it can simply be subtracted off the average value.
The signal we are interested to resolve is the displacement due to ground-state effects, i.e., 〈X˜〉GS. This makes it
natural to define signal-to-noise ratio in the following way
FGS =
|〈X˜〉GS|
δX˜
, (73)
where, from Eq. (64)
δX˜2 ≤ 1
2
+ n¯m + 2η¯
2
mR , (74)
where the missing factor 4 in front of η¯m takes into account Eq. (70).
We then want to impose two conditions for the observation of the effect. The first, is the standard quantum limit
(SQL) requirement
FGS > 1 , (75)
for the resolution of the signal. Secondly, we require to be in a regime where ground state effects are predominant
with respect to thermal ones, i.e.,
|〈X˜〉GS| > |〈X˜〉n¯| . (76)
Alternatively, dividing both sides by δX˜ , this condition can be written as FGS > Fn¯, where Fn¯ = F − FGS. In this
way, we are equivalently requiring that most of the resolved physical ratio
F =
〈X˜〉
δX˜
(77)
is due to ground state effects. Let us now analyze both of these in more detail. From Eq. (71) we see that the
condition for the predominance of ground state effects FGS > 1 takes the simple form ξ > α− ξ or
n¯ < nGS =
η2
4
, (78)
where we used the definition in Eq. (60), and the expressions for α± and ξ for the spin and bosonic case. Up to
second-order in η this expression leads to the result in Eq. (78).
The SQL condition FGS > 1 is more complex and involves the mechanical variance. Using the definition in Eq. (73),
together with the results in Eqs. (58) and(64) we obtain, through some algebra
η¯m > η¯
SQL
m , (79)
where
(η¯SQLm )
2 =
(1 + 4Q2δ)
2(1 + 2n¯m)
4(ξ2 − (1 + 4Q2δ)2R)
. (80)
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The positivity of the left-hand side requires that R < ξ
2
(1+4Q2
δ
)2
, which, to forth-order in η, leads to
n¯ < nSQL , (81)
where
nSQL =
1
8
β
η4
(1 + 4Q2δ)
2
. (82)
We note that the extrapolation of this result at fourth order in η is valid at fourth-order perturbation theory since it
depends quadratically on the ground state displacement whose lowest order expansion in η is O(η2)), and
β =
Γm + 2γ
Γm
, (83)
where γ = γ± in the case η = 0. Note that the bound in Eq. (79) explicitly depends on the expressions for α± through
the quantity R (defined in Eq. (66)). For this reason its expression as a function of η will depend upon the spin or
bosonic case considered. However, the bound in Eq. (81) is, at lowest order in η, common to the two cases.
We can then collect these two conditions to find that
n¯ < nmax , (84)
where
nmax = min
(
η2
4
,
1
8
β
η4
(1 + 4Q2δ)
2
)
, (85)
is the maximum allowed occupation number for the light-matter system in order to observe the effect. More precisely,
we can say that nmax is the maximum occupation number such that a value of g0 exists for which the effect can be
observed. Such a value is given by Eq. (79), which, for Qδ → 0 and n¯ = n¯m = 0 gives
η¯m >
2
η2
, (86)
which sets the best-conditions limit for the observation of the effect.
We summarize the logic and findings of this chapter in the following table.
Requirement Condition Physical Contraints
Standard Quantum Limit FGS > 1
n¯ < nSQL
η¯m > η
SQL
m
Ground State Effects Physics |〈X˜〉GS| > |〈X˜〉n¯| n¯ < nGS
For bookkeeping, the other quadrature gives the following result
F 2X =
〈X〉2
δX2
≥ 8α
2η¯2mQ
2
δ
(1 + 4Q2δ)
2(12 + n¯m + 4η¯
2
mR˜)
,
(87)
which, with respect to FX˜ , is suppressed by a factor Qδ, which tends towards zero in the amplification approach
considered in this article.
Finally, we note that, in the limit for n± = n → ∞, and for δ = 0 (i.e., driving of the opto-mechanical coupling in
resonance to the mechanical frequency) we obtain
F → 2
(
1
β+
+
1
β−
)− 1
2
. (88)
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In the same limit, in the absence of matter, we find
Fη=0 →
√
β . (89)
where β = Γm/(Γm + 2κ1).
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