Introduction
In many industrial sectors, managers are confronted with problems of an ever-growing complexity. The problem could be bus route optimization for a public transporter, production cost minimization, decision-making support, electronic circuit performance enhancement, or computer system process scheduling. In many cases the situation can be expressed as a combinatorial optimization problem. Solving an optimization problem consists of determining the best solution(s) validating a set of user-defined constraints and goals. To determine if one solution is better than another, the problem must include at least one performance evaluation metric that allows solutions to be compared. The best (or optimal) solution, is thus the one with the best evaluation, with respect to the defined goal. When only one goal is specified (e.g. total distance minimization), the optimal solution is clearly defined (the one with the smallest distance). However, in many situations there are several contradictory goals that have to be satisfied simultaneously. In fact, real-world optimization problems rarely have a single goal. This is the case for the Industrial Car Sequencing Problem (ICSP) on an automobile assembly line. The ICSP consists of determining the order in which automobiles should be produced, taking into account the various model options, assembly line constraints, and production environment goals. In this context, the optimal solution is not a single point, but rather a set of compromise solutions called the Pareto-optimal front. We can thus define two main goals in multi-objective optimization: (i) Find a set of compromise solutions whose evaluation is as close as possible to the Pareto-optimal front; and (ii) Find a set of compromise solutions as diverse as possible. Attaining these two goals in realistic time is an important challenge for any multi-objective algorithm. However, in the literature, the ICSP, despite its multi-objective character, has been treated as a problem with a single goal or with several goals lexicographically ordered (Benoist, 2008; Briant et al., 2008; Cordeau et al., 2008; Estellon et al., 2008; Ribeiro et al., 2008) . To our knowledge, the only references that treat the ICSP from a purely multi-objective viewpoint are those of Zinflou et al. (2009) and of de Oliveira dos Reis ( 2007) ; the latter only examines small instances (fewer than 60 automobiles). Most of the algorithms proposed recently for multi-objective problems are Evolutionary Algorithms (EA) (Deb, 2000; Knowles & Corne, 2000a; Knowles & Corne, 2000b; Zitzler et al., 2001) . This is so, doubtlessly because EA's can traverse a large search space to generate Fig. 1 . The three workshops of the assembly line (Nguyen & Cung, 2005) In the paint shop, we want to keep cars of the same colour together in consecutive order, so that the number of paint gun purges is minimized. To preserve quality, in fact, the paint guns have to be cleaned with solvents, between two cars of different colours and after a certain number (rl max ) of cars of the same colour. So the first goal to optimize in the ICSP is to minimize the number of colour changes (COLOR). There is also the constraint that each purge necessarily means a colour change; therefore, any solution with a number of consecutive cars of the same colour greater than rl max is not feasible. In the assembly shop, several pieces are added to the painted body to complete the car assembly. This is characterized by a set O of options for which the corresponding workstations are designed to accommodate up to a certain percentage of the cars on the line. These capacity constraints are expressed in the form of a ratio r o /s o , meaning that for any subsequence of s o cars in the assembly line, no more than r o cars can have the option o. Cars will thus be positioned so that the workload will be well distributed at each place in the line. If it is impossible to respect the capacity constraint for an option o in a subsequence of s cars, then the number of cars that exceeds r defines what is called a conflict. The ICSP subdivides the assembly shop capacity constraints into two priority types in order to minimize the two following objectives: the number of conflicts for High Priority Options (HPO) and the number for Low Priority Options (LPO). The proposed implementation puts identical cars into classes: cars with the same HPO's and LPO's are included in V classes for which we know the number of cars to produce (c v ). In fact these quantities represent the problem's production constraints. Table 1(a) presents an example instance with 25 (Nb_cars) cars, 5 options (O) generating 6 classes (V), and a possibility of 4 different colours across each class. A production sequence for this ICSP is defined by two vectors representing the car class (Classes) and the respective colour code (Colors), as presented in Table 1 (b). In the rest of this chapter, the solution sequence will be noted as Y = {Classes/Colors}, and the element at position i of the sequence will be noted as Another ICSP characteristic is the link between the current production day (J), the previous day (J-1) and the following day (J+1). Any solution for day J has to take into account the solution for J-1 and an extrapolation of the minimum number of conflicts for day J+1. Moreover, we add a colour change if the colour of the first car on day J is different from the colour of the last car on J-1.
To evaluate the number of option conflicts, a binary matrix S, of dimension O by Nb_cars, is generated by the information contained in the solution vector Y = {Classes/Colors} : S oi = 1 if the car class Classes(i) in position i has the option o, and S oi = 0 otherwise. The decomposition of Classes in Table 1 to form S is presented in Table 2 . We can see that Table 2 (a) carries forward the last part of the previous day's solution, in order to compute the number of conflicts between the previous and current days. Moreover, the solution in Table 2 (b) is computed partly from the following day, assuming there are no options. For the current day J, options 1, 3 and 4 have no conflict: there are no cases of more than r cars in any subsequence of s cars that have the same option. However, for option 2 there are two conflicts, because there are 4 consecutive cars with option 2, in positions 1 to 5. There is also a conflict in positions 2 to 6, and two more in positions 21 to 25, because the 2/5 capacity constraint is not respected. For option 5, there is a conflict because the 2/3 constraint is violated in positions 1 to 3. Between days J and J-1, there is a conflict in positions -1 to 1 for option 1, and another in positions -1 to 2 for option 5. Between J and J+1, there is a conflict in positions 22 to 26 for option 2. If the first 3 options are of high priority and the other two are of low priority, then there are, in this solution Y, 6 HPO conflicts and 2 LPO conflicts. The only step remaining in the computation of Y is to count the colour changes (COLOR). 
Previous day (J-1) Current day (J)
where obj 1 , obj 2 and obj 3 correspond respectively to the value of Y on each objective, for the given priority ordering. The weights w 1 , w 2 and w 3 are respectively 1000000, 1000 and 1 (Nguyen & Cung, 2005 ). Renault's factory configuration gives three possible priority orderings: HPO-COLOR-LPO, HPO-LPO-COLOR and COLOR-HPO-LPO. For a more detailed description of this problem, the reader is referred to (Nguyen & Cung, 2005) and (Solnon et al., 2008) .
Looking for compromise solutions for the ICSP using GISMOO
The algorithm used in this chapter to solve the ICSP from the Pareto domination viewpoint is GISMOO. This algorithm was introduced by Zinflou et al. (2011) to solve the classical benchmarks in combinatory optimization with discrete and continuous variables. GISMOO has an original iterative process in two phases: a Genetic phase and an Immune phase. The new solutions (also called descendants) are obtained by offspring creation from the classical genetic operators and by clone creation by the principle of clonal selection in artificial immune systems. Figure 2 presents the general two-phase operation of GISMOO. Even though this is a generic multi-objective algorithm, the description presented in this chapter is specific to the ICSP.
1: Create an initial Parent population POP 0 of size N 2: Initialize t to 1 3: While no stopping rules is invoked 4:
Select and recombine P 1 and P 2 ∈ POP t to obtain E 1 and E 2 6:
Mutate E 1 and E 2 according to mutation probability p m 7:
Evaluate E 1 and E 2 and add the best offspring found in Q t 8:
End While 9:
For each non-dominated solution x∈POP t Do 10:
Calculate nb_clones x to produce for x according to Equation (5) 11: cpt =0 12:
While cpt < nb_clones x 13:
Create 2 clones C 1 clo and C 2 clo using x 14:
Create C 1 hyp α (and C 2 hyp β ) by hyper-mutation α (β) on C 1 (C 2 ) 15:
Evaluate The main loop of GISMOO (lines 3-21) begins with the Genetic phase (lines 4-8) and generates N/2 offspring. This phase has the classical GA operations: selection, crossover and mutation. Notice that the selection procedure used in GISMOO is a binary tournament selection. In addition, even if two offspring are created during the recombination, only the best of the two is added to the Descendant population Q. It is important to mention that no crossover probability is needed in the Genetic phase of GISMOO, as the number of offspring to generate is related to the Parent population (POP) size. However, a mutation probability (p m ) is used to determine whether the generated offspring will mutate or not (line 6). Thereafter, the Immune phase (lines 9-18) adds N/2 solutions to the Descendant population Q. The number of clones produced from a non-dominated solution is proportional to an isolation factor defined in Section 3.1. In this way, a more isolated solution will generate a greater number of clones. After the Genetic and Immune phases, an elitist population replacement is made, in order to keep the N best solutions of the combined Parent and Descendant populations (line 19).
Performance assignment
Before making a formal presentation of the components of GISMOO that solves the ICSP, it is important to carefully explain how solution performance is assigned. One of the main difficulties in solving multi-objective optimization problems by a Pareto EA is finding a quality metric ordering the solutions in a population. In fact, the quality of a solution depends on the evaluation of several contradictory and often incommensurable objectives. One of the mechanisms most often used by Pareto EA's is expressing the quality of the solution as a function of two factors: a dominance factor and an isolation factor. The first factor measures the solution's degree of dominance in Pareto sense, and the second evaluates the density of solutions around a given solution. Even if the EA's share this performance assignment mechanism, each one has its own definition. GISMOO's dominance factor, similar to that in PMS MO (Zinflou et al., 2008b) , is calculated in two steps. First, a force S(x), the number of solutions dominated by x, is assigned to each solution x in the Parent population (POP), combined with the Descendent population Q. A feasible solution x dominates a feasible solution y iff there is an objective i∈Z for which f i (x) < f i (y) and such that for all other objectives j∈Z (j≠i), f j (x) ≤ f j (y), where f i is the objective function for i and Z is the number of objectives to minimize. According to the force S, the dominance factor of an individual x, noted R + (x), is determined using the following equation.
The above calculation thus establishes a dominance relation between solutions based on actual objectives as well as dominated solutions in the search space. Even though GISMOO's calculation is similar to that in PMS MO , the considered populations in the two algorithms are not the same. GISMOO's isolation factor is inspired by the spacing metric sp introduced by Schott (1995) , which evaluates the distance Dist(x) between an individual x and its closest neighbour y (with y ≠ x), as indicated in Equation (3).
We note that GISMOO does not add the dominance and isolation factors. Rather, it assigns a better performance to the solutions with a high dominance factor, and in case of tie, the equality is broken using the isolation factor.
Representation of the chromosome
Instead of a classical bit string representation that seems poorly adapted to this type of problem, our representation of a chromosome is composed of two vectors of length Nb_cars, corresponding to the cars' option class and colour, as already indicated in Table 1 (b).
Creating of the initial population
In our proposed implementation, the initial population of solutions is generated in two ways: 70% randomly and 30% with a greedy heuristic based on the notion of interest. Two greedy heuristics are used here: greedy_color and greedy_ratio. These two heuristics were first presented by Zinflou et al. (2008a) , to solve the ICSP lexicographically. Schematically, greedy_color minimizes the number of colour changes, whereas greedy_ratio minimizes the number of capacity conflicts for HPO's. For more detailed information, see the above reference. Note that at each iteration, there is a random choice between the two heuristics.
Genetic phase 3.4.1 Crossover operator
To solve the ICSP, the recombination operator we use is the NCPX MO introduced in (Zinflou et al., 2008a) . Schematically, this operator tries to minimize the number of car classes to reposition in the sequence, by using the information linked to the conflictual positions in the parent sequence, based on the notion of Total Weighted Interest (TWI), which calculates whether a car of class v and colour Colors should be in position i in the sequence, according to the following equation: HPO HPO v, i, COLOR COLOR v, i, LPO LPO v, Colors, i = (4) where w HPO , w COLOR and w LPO correspond to the weights given to each objective (1000000, 1000 and 1 according to the objective priorities), and I v,i,HPO , I v,i,COLOR and I v,i,LPO correspond to the "interest" in placing the car class v in position i for each objective. However, contrary to the original NCPX MO , we do not use the TWI notion, but rather the concept of Pareto Interest (PI). Instead of weighting and adding the interest values for each objective, we compare them from a Pareto viewpoint. In this way, the PI allows us to find out if it is good to put a car of class v and colour Colors in position i, according to how it dominates (or not) the other candidate classes. A tie is broken by using an extension of a strategy introduced in (Gottlieb et al., 2003) , which favours a better distribution of car classes in the sequence under construction. For more details on these subjects, see (Zinflou et al., 2008a) .
Selection
Several selection strategies are possible for an EA solving the ICSP in the Pareto sense. We chose the binary tournament selection because its implementation and execution costs are low, and because it has already been shown to work for the theoretical car sequencing problem (Zinflou et al., 2007) and the ICSP from the lexicographic viewpoint (Zinflou et al., 2008a) . The tournament games are decided by the dominance factor of the participants, and a tie is broken by using the isolation factor.
Mutation operators
The two mutation operators used by GISMOO to solve the ICSP are the swap operator and random exchange. These operators are often used in the literature to explore the neighbourhood of a solution in a local search method to solve the ICSP.
Immune phase
In GISMOO, the Descendant population (Q) is subdivided into two parts of equal size N/2. The subpopulation of offspring is generated with the selection, recombination and mutation operators, and the subpopulation of clones is generated according to the clonal selection principle introduced by De Castro and Timmis (De Castro & Timmis, 2002) . To create the clones, the first step is to sort the current Parent population (POP t ) into fronts, using the same principle as the NSGAII (Deb, 2000) . The non-dominated individuals of POP t , those located in the first front, are then selected as the antibody population to be cloned. In GISMOO, the number of clones produced for each antibody is not constant, but rather proportional to its isolation factor: the individuals farther from their neighbours generate more clones. With this technique, we seek to identify and emphasize non-dominated solutions in isolated regions. The number of clones, nb_clones(x), produced for each antibody x is given by Equation (5).
where |Front 1 | is the number of non-dominated individuals of the current population and Dist(x) is the isolation factor of x defined in Equation (3). The function round rounds off the argument to the nearest integer. Once the number of clones is determined for an individual x, two clones (copies of x) are produced and then hyper-mutated by the respective application of the α and β mutation operators ( 1 clo C , 2 clo C ). In the ICSP context, the operator α corresponds to a swap mutation, and β to a random exchange. No new parameters, therefore, need to be created. After the evaluation, the two mutated clones are compared, and the dominant one (in the Pareto sense) is retained. If no dominance relation can be established, one of the clones is chosen at random. In each case, the selected clone is added to the current population Q. For each individual x in Front 1 , this process is repeated until the number of clones produced attains nb_clones(x).
Replacement
GISMOO is an elitist algorithm: to conserve the best individuals in the current population, its replacement strategy is deterministic of type (λ+μ) where λ is the Parent population size and μ the Descendant population size. In our approach, λ = μ = N.
Managing elitism
Like any elitist algorithm, GISMOO has mechanisms that retain non-dominated individuals while it is searching for solutions. It uses an archive A to conserve non-dominated solutions during its iterations. However, the individuals in A do not participate in the selection process; only the non-dominated individuals currently in the population do so. It is important to note that the size of A is not fixed or limited by some maximum. Finally, to ensure that the best individuals in the population are conserved in the current population, GISMOO uses the elitist replacement procedure described in the previous paragraph.
Numerical experiments
Until now, the ICSP has generally been approached lexicographically or by lumping together the different goals. To our knowledge, the only work that treats the ICSP from a purely multi-objective viewpoint is that of Zinflou et al. (2009) In our implementation, the main data structures are shared by all the algorithms. We thus obtain a common basis for comparing and equitably evaluating the performances of the different algorithms. In all the numerical experiments of this section, each instance of the ICSP was solved 30 times by each algorithm on the same computer. We used the following parameters:
• The size (N) of the populations was empirically fixed at 100 individuals for each instance and each algorithm.
•
The mutation probability (p m ) was fixed at 0.06 for the three algorithms. Note that GISMOO does not need a crossover probability. For the other two algorithms, the crossover probability was 1.
In the context of the ROADEF Challenge 2005, a time limit of 600 seconds on a PC Pentium4/1.6GHz/win2000/1GB RAM was fixed. Because of the computer used in our experiments, as well as the experimental conditions of the Challenge, the time limit for the algorithm was fixed at 350 seconds.
• The maximum size of the local archive for PMS MO was fixed at 100 individuals.
The value of the different parameters discussed here was fixed in accordance with the numerical experiments in (Zinflou et al., 2009) . We also mention that the goal of this chapter is not to directly compare the performance of NSGAII to that of PMS MO , but rather to analyze the performances of GISMOO in solving industrial problems. For a direct comparison between NSGAII and PMS MO the reader can consult (Zinflou et al., 2009 ).
Test problems
The numerical experiments presented in this chapter were carried out on the three samples furnished by the Renault company for the ROADEF Challenge 2005. The first sample (Set A) had 8 data sets for the scheduling of 334 to 1314 cars with 6 to 22 options, making 36 to 287 car classes with 11 to 24 different colours. This sample was used to evaluate the teams in the qualifying phase and select the 18 teams for the following round. The second sample (Set B) had 15 instances, each composed of 65 to 1270 cars with 4 to 25 options, 11 to 339 classes and 4 to 20 colours. This sample was used to select the 12 finalist teams in the Challenge. The last sample (Set X) had 19 instances with 65 to 1319 cars, 5 to 26 options, 10 to 328 classes and 5 to 20 colours. This sample was used in the final evaluation of the 12 finalists, in order to select the winning team.
Performance metrics
Evaluating the performance of a multi-objective algorithm is often an arduous task. Several metrics evaluating such algorithms are mentioned in the literature. 
(x i ), f 2 (x i ),. …, f z (x i )). In the two-dimensional case, each p i represents a rectangle defined by the points (0, 0) and (f 1 (x i ), f 2 (x i )).
The C metric is used to represent the relative spread of solutions between two sets of solution vectors, U and V. The value C(U,V) corresponds to the percentage of solutions of V that are weakly dominated by at least one solution of U. A point x weakly dominates a point y iff f z (x) < f z (y) for all z in Z. The C metric is not symmetric: C(U,V) ≠ 1 -C(V,U), so it is necessary to consider both values, C(U,V) and C(V,U), to obtain a reliable measure of the two compromise surfaces.
Finally, the D metric is defined in the following way. Let U,V ⊆ X be two sets of decision
vectors. The function D is defined by D(U,V) = H(U+V) -H(V)
and gives the size of the space weakly dominated by U but not weakly dominated by V in the objective space.
Results and discussion
Tables 3 to 5 present the results obtained by the three algorithms, for the three ICSP test data sets, as measured by the H metric. Each row of these tables gives the name of the instance, the number of cars to schedule (Nb_cars), and the average results obtained with H for each algorithm. The best results are shaded in grey. We have indicated by (*) the instances for which the three algorithms found exactly the same set of solutions in each execution.
From the results of Tables 3 to 5, we observe that GISMOO has the best results for all the instances of all the data sets. That is, the size of the space dominated by GISMOO is always greater than or equal to that of the other two algorithms. In fact, when we compare GISMOO with NSGAII, we find that GISMOO is superior in 38 instances and equal in 4 Figure 3 presents the results of the three algorithms according to the C metric. In this figure, each box corresponds to the comparison of the solutions of algorithm U (row) with algorithm V (column). The value C(U,V) indicates the percentage of elements of V dominated by at least one element of U. In each box, the scale goes from 0 at the bottom to 1 at the top. Each box has 8 graphs corresponding to the 8 instances of Set A. Each boldface horizontal bar indicates the mean of the C measures for the 30 executions, and the vertical bars indicate the spread between the maxima and minima of the executions. Finally, Figure 5 presents the results of the three algorithms according to the C metric, for 15 of the 19 instances of Set X. The results for the 4 other instances (028_CH2_S51_J1, 035_CH1_S50_J4, 039_CH1_S49_J1, 655_CH1_S51_J2_J3_J4) are exactly the same for the three algorithms, so that they are not presented here, in order to make the figure easier to read. The results shown are, once again, clearly in favour of GISMOO for all the instances. Indeed, the values of C(NSGAII, GISMOO) are always less than those of C(GISMOO, NSGAII). Note that for many instances, the ratio between the results for the two algorithms is greater than 10; this means that almost all the solutions found by GISMOO are non-dominated or dominate those found by NSGAII. If GISMOO is compared with PMS MO , it is seen that the values of C(PMS MO , GISMOO) are always less than those of C(GISMOO, PMS MO ), with a ratio greater than 10 for most instances, making almost all the solutions found by GISMOO non-dominated or dominating those found by PMS MO . The results found by the C metric confirm, therefore, the results found by the hyper-volume. Along with the hyper-volume and the covering, we also compared the three algorithms with the D metric that measures the difference in the covering by the solutions of two algorithms at a time. This metric gives an idea of the size of the solution space dominated by the solutions of one algorithm but not the other. Tables 6 to 11 resume respectively the results this metric obtained between GISMOO and NSGAII and between GISMOO and PMS MO , for each data set tested. Each row of these tables gives the instance name, the number of cars to schedule and, for each algorithm, the mean results obtained with the D metric after 30 independent executions. The best results are indicated by grey shading. 
Instance

Comparison from a decision-making viewpoint
Besides the performance metrics used above, we also compare the three algorithms from a decision-making viewpoint. To graphically illustrate the results obtained, the comparison is done only with the HPO and COLOR objectives of the ICSP. We compare GISMOO with NSGAII and PMS MO , and also with the results of the best team in the ROADEF Challenge 2005 (BEST_ROADEF).
Remember that these latter results were obtained with a lexicographic ordering of the objectives. Moreover, the BEST_ROADEF results were obtained by optimizing the objectives in the order HPO-COLOR-LPO or COLOR-HPO-LPO. Finding these extreme solutions requires two distinct executions of the algorithm and thus requires a global execution time which is double the calculation time allocated to the three other algorithms. Figure 6 presents a visual comparison of GISMOO, NSGAII, PMS MO and BEST_ROADEF for executions of instance 022_3_4 (in Set A), for which the HPO constraints are "easy" to satisfy, according to Renault. This graphical representation confirms the results for the metrics in Section 5. It is clear that GISMOO's Pareto set, for this instance, dominates those of NSGAII and PMS MO . Indeed, the curve for GISMOO is definitely lower than those of NSGAII and PMS MO . We recall here that the ICSP is a minimization problem. When GISMOO's results are compared with BEST_ROADEF's, we note that a single execution of GISMOO allows us to obtain the same solutions as two distinct executions of the algorithm used by the challenge's winning team. As well, we see that GISMOO shows us several alternative solutions ignored by the lexicographic treatment imposed by the Challenge rules. By giving too much importance to one objective, the lexicographic approach used by the ROADEF 2005 teams makes their algorithm converge towards an overly restricted zone of the search space. From a decision-making viewpoint, GISMOO's solution set offers greater latitude to a manager by presenting him with 19 alternative solutions, instead of the two extreme solutions proposed by BEST_ROADEF. For example, a "COLOR-oriented" manager could slightly lessen the importance of that objective and save two or even four HPO conflicts. In this case, the number of colour changes would increase from 11 to 13, but the number of HPO conflicts would decrease from 39 to 35. On the other hand, a manager oriented towards HPO conflict minimization would probably be interested to see the effect of lessening the importance of that objective on the number of purges. Thanks to the various solutions presented by GISMOO, he would see that the number would diminish roughly in the same proportion. In fact, by permitting three more HPO conflicts (3) than the extreme solution (0), he would save three COLOR purges (28 instead of 31). GISMOO's solution set would allow still another manager with no preference between HPO and COLOR, to choose a balanced solution with about as many HPO conflicts (21) as colour changes (20).
It is important to note, however, that compromise solution sets cannot always be generated. Some of the ICSP instances proposed by Renault are such that all four algorithms give a unique solution optimizing all the objectives at the same time. This is the case for the instance 655_CH1_S51_J2_J3_J4 in Set X, as Table 12 shows. Each row of the table indicates, for each algorithm, the number of HPO conflicts, the number of colour changes and the number of LPO conflicts. The analysis of these results shows that the four algorithms, in all of their executions, give exactly the same solution. Figure 7 presents a visual comparison of GISMOO, NSGAII, PMS MO and BEST_ROADEF for executions on the 035_ch2_S22_J3 (from Set B), which gives a problem for which the HPO constraints are "hard" to satisfy, according to Renault. As in the example presented in Figure  6 , the Pareto set proposed by GISMOO clearly dominates those proposed by NSGAII and Figure 8 presents a visual comparison of GISMOO, NSGAII, PMS MO and BEST_ROADEF for another instance (048_ch2_S49_J5) for which the HPO constraints are "hard" to satisfy, but which have 546 cars to schedule. This graphical representation confirms the suppositions made for the preceding figure. We observe that GISMOO's solution set clearly dominates NSGAII's and PMS MO 's solution sets: the difference between the curves is clearly larger for this instance than for instance 035_ch2_S22_J3 which has only about half as many cars. Figure 8 also shows that BEST_ROADEF's two solutions dominate GISMOO's solutions for instance 048_ch2_S49_J5. However, a closer look at the solutions reveals exactly the same value on the main objective. In fact, there are 3 HPO conflicts and 93 colour changes for BEST_ROADEF with HPO as the main objective, versus 3 HPO conflicts and 135 colour changes for GISMOO. With COLOR as the main objective, BEST_ROADEF obtains a solution with 58 colour changes and 282 HPO conflicts, versus 58 colour changes and 420 HPO conflicts for GISMOO. We recall that GISMOO's execution time is about half that of BEST_ROADEF. If we give GISMOO and ROADEF the same time, the performance difference is considerably lessened, as Figure 9 shows. The extreme solutions of GISMOO are almost identical to those of BEST_ROADEF: 3 HPO conflicts and 94 colour changes for BEST_ROADEF with HPO as the main objective, versus 3 conflicts and 93 changes for GISMOO, and with COLOR as the main objective, 58 changes and 284 conflicts for GISMOO versus 58 changes and 283 conflicts for BEST_ROADEF. In addition, GISMOO offers 7 compromise solutions to a decision maker. 
Conclusion
In this chapter we have presented an evolutionary Pareto algorithm, GISMOO, to solve the multi-objective industrial car sequencing problem. The biggest difference between GISMOO and other multi-objective EAs mainly lies in the way in which the immune metaphor is used in a Pareto EA to identify and emphasize the solutions located in less crowded regions of the search space. Even if EAs are known to be well suited for multi-objective optimization in Pareto sense, few researchers and industrials decided to use this category of algorithms to solve the ICSP. This situation may be explained by the fact that the ICSP is generally considered as a problem with several goals lexicographically ordered and not from the Pareto viewpoint. However, the lexicographical treatment of the objectives is such that it can eliminate several "interesting" solutions for the manufacturer. Indeed, the relaxation of the importance granted to the main objective can highlight other attractive solutions.
One original effect of this use of GISMOO is that a Pareto algorithm considers the objectives of the problem integrally, without ordering them or giving them weights. To our knowledge, this problem has generally been considered from a one-goal viewpoint, or by . Graphical performance comparison of GISMOO and BEST_ROADEF for instance 048_ch2_S49_J5, when the same execution time is allocated to the two algorithms ordering the goals lexicographically, or by testing only small-size instances. The results obtained by GISMOO for a variety of test cases of the ICSP have showcased compromise solutions that were not obtainable by a lexicographic treatment. Instead of a single solution in function of an a priori ordering of goals, GISMOO offers the decision maker a panoply of solutions from which he can choose according to his own preferences. Another positive effect of using GISMOO is to bridge the gap between theoretical approaches and practical situations for this type of industrial problem. Indeed, the experimental results confirm the excellent performance of our algorithm in coping with a real-life situation.
In future work, we will seek to extend the application field of GISMOO to others multipleobjective problems such as other industrial problems or continuous test problems with or without constraints.
