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Abstract
This thesis presents research on a variety of dynamical phenomena in strongly correlated systems.
We use 87Rb atoms trapped in a disordered optical lattice to realize the 3D Bose Hubbard model,
with independently, dynamically tunable lattice depth and disorder strength. The equilibrium
behavior of the Bose Hubbard and disordered Bose Hubbard models are understood, but there are
many outstanding questions about dynamics. One area of interest is in dynamical behavior near
quantum phase boundaries, such as the generation of quench-induced excitations in the presence
of disorder. Another area concerns heat flow, relaxation, and thermalization.
The primary focus of this thesis is driving a gas across a disorder-induced quantum phase
transition from the Bose glass to the superfluid phase via quenching the disorder. We measured
excitations generated during the quench and related them to crossing the equilibrium phase tran-
sition determined by quantum Monte Carlo simulations of the trapped system. The behavior we
observe is reminiscent of the quantum Kibble Zurek mechanism, where the relaxation timescale di-
verges and local fluctuations are “frozen” into the system near the phase boundary. Understanding
how disorder impacts the Kibble Zurek paradigm about behavior near a phase boundary provides
insight into the dynamics of strongly interacting, disordered systems.
The three other works discussed in this thesis concern relaxation and energy transfer in clean
optical lattices. Understanding these dynamical properties of lattice gases is key to developing tools
such as cooling in a lattice. In the first result, a gas comprised of two spin states was loaded into
a spin-dependent optical lattice, such that one spin state experienced the lattice, and the other
did not. We found that when the lattice gas was heated, energy transfer to the non-lattice gas
did not occur at higher lattice depths due to the mismatch in the dispersion relations. In the
second result, lattice atoms were excited to a higher band and found to decay to the ground state
via two mechanisms. One decay channel involved generating excitations in the non-lattice atoms,
while the other channel involved collisions between lattice atoms, where one atom decayed to the
ground state and the other was excited to a higher band. The final result measured relaxation
timescales by removing atoms with low quasimomentum and measuring rethermalization. The
observed timescales are faster than the tunneling time and interaction time of the lattice. Proof-
of-principle cooling was also demonstrated by removing atoms with higher quasimomentum and
allowing the remaining atoms rethermalize to a cooler temperature.
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Chapter 1
Introduction
Quantum degenerate gases have become an important tool for simulating many condensed matter
models. Models with numerically difficult or intractable solutions can often be emulated in ultracold
gases, ideally with a wide region of the phase diagram experimentally accessible. Condensed matter
experiments are limited by the inability to vary parameters such as the tunneling and interaction
energy within a given experiment; the flexibility of atomic systems to changes in the Hamiltonian is
an important tool for studying dynamics. Unlike in condensed matter materials, the Hamiltonian
describing atomic systems is exactly known.
The experimental realization of Bose-Einstein condensation (BEC) was first accomplished in
1995 by Eric Cornell’s group [1] and Wolfgang Ketterle’s group [2] concurrently. Fermi degenerate
gases were first realized in 1999 by Deborah Jin and Brian DeMarco [3]. These macroscopic quantum
systems have been used to make precision measurements of fundamental parameters and the atomic
clock, in addition to a means of quantum simulation.
The first experiments on BEC systems were performed in harmonic traps with weak interactions.
In contrast, atoms confined to a lattice potential can realize a strongly interacting system.1 Optical
lattices create a periodic potential for the atoms using standing waves made by pairs of counter-
propagating lasers. Discretizing the space to lattice sites, defining a single parameter U to capture
the interactions between atoms on site, and a parameter t to capture the tunneling energy between
nearest-neighbor sites simplifies the complete description of the many-body system of bosonic atoms
to a relatively simple Hamiltonian: the Bose Hubbard model (Section 2.1).
In 2002 Greiner, et al. [4] demonstrated that a system of ultracold bosons in an optical lattice
exhibited the Mott insulator to superfluid phase transition predicted by the Bose Hubbard model.
New tools for manipulating atoms were developed, such as using Feshbach resonances to tune the
strength of interactions between atoms, using magnetic field gradients to “tilt” an optical lattice,
using oscillating magnetic fields to populate different hyperfine states, and using optical frequencies
for a variety of applications. Section 1.4 outlines the tools used to perform the experiments in
1Atoms can also be made to strongly interact using a Feshbach resonance.
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this thesis. These tools allowed for the realization of other models such as the Aubry-Andre´
Hamiltonian [5, 6] and the Harper Hamiltonian [7].
2
1.1 Interest in Disorder
While the Bose Hubbard model can capture many interesting, physically observable phenomena,
the disordered Bose Hubbard model (DBHM) is a more realistic approach to modeling condensed
matter systems. The DBHM, below, incorporates the impact of disorder on the lattice into site-
dependent interactions Ui and nearest neighbor tunneling tij , as well as the on-site energy shift
i:
H = −
∑
〈i,j〉
tij(aˆ
†
i aˆj + aˆ
†
j aˆi) +
∑
i
Ui
2
ni(ni − 1) +
∑
i
(i − µ)ni (1.1)
where µ is the chemical potential, aˆ†i (aˆi) is the creation (annihilation) operator at site i, ni is the
number of atoms at site i, and 〈i, j〉 indicates a sum over nearest neighbors.
There is widespread interest in systems with both strong interactions and disorder. Systems that
have been modeled with the disordered Bose Hubbard model include superfluid helium in Vycor,
disordered Josephson junctions, and granular superconductors. Experiments on the behavior of
superfluid helium in porous Vycor show that at high density the behavior is very similar to bulk
helium, whereas at low density the superfluid transition temperature drops by roughly two orders
of magnitude. The low density helium adsorbs to the surfaces of the Vycor pores, and the helium
does not achieve superfluidity until there is sufficient coverage of the pores. This phenomenon can
be modeled by treating the helium as localized to local minima until a critical amount of helium
is reached to screen the disordered Vycor substrate. Disordered Josephson junction arrays have
been used to provide insight into the behavior of granular superconductors. These arrays undergo
a superconducting to insulating transition when the ratio of the tunneling energy between islands
to the interaction energy on an island is reduced. Disorder has been added to these systems to
help shed light on the observation in granular superconductors that a system with a low density of
holes develops hole-rich and hole-depleted regions.
In 2003 Damski, et al. [8] proposed techniques for experimentally realizing the disordered Bose
Hubbard model in ultracold gases by implementing both an optical lattice potential and a “disorder-
ing” potential. This would be a near-perfect method of simulating the DBHM with few suboptimal
features, most notably an inhomogeneous density profile imposed by the harmonic trapping po-
tential, and finite temperature. The amount of disorder is controllable independent of the “clean”
optical lattice potential. Ideally the disordering potential would have independent control of the
distributions of i, Ui, and tij , for ease of comparison with theory, particularly for cases of relative
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computational simplicity such as when the on-site energy is the only disordered parameter and
Ui = U and tij = t are constant. Unfortunately the currently realizable forms of disorder do not
have independent control of the parameters. Recent experiments with incommensurate lattice dis-
order and atomic disorder are summarized in Section 2.3. The disorder potential in this work was
realized with an optical speckle field (Section 1.4.4), created by passing a 532 nm beam through a
high numerical aperature lens and a holographic diffuser.
An important feature of the disordered Bose Hubbard model is the emergence of a new phase:
the Bose glass. While there is general theoretical agreement about the Bose glass at T = 0, there
are open questions about finite tempreature effects and dynamics (Section 2.2). The central result
of this thesis addresses the emergence of the Bose glass with disorder in the superfluid regime of a
trapped system with a dynamic measurement (Chapter 3).
This work explored the effects of performing a quantum quench of disorder—ramping off the
disorder potential in 30 ms—across the Bose glass–superfluid phase boundary. We observed that a
gas in a highly disordered lattice developed excitations as the disorder was ramped off, whereas in
a lattice with small but finite disorder no excitations were generated during the ramp. We interpret
the excitations as a signature of the emergence of the Bose glass phase, and the onset of excitations
identifies the phase crossover between Bose glass and superfluid.
The Kibble Zurek mechanism describes scaling laws for the generation of excitations and defects
that result from traversing a phase boundary in finite time from a phase disordered state to a
phase ordered state (see Section 2.5). It is unclear whether the Kibble Zurek mechanism accurately
captures behavior near disorder-induced phase boundaries, but clear that there is some mechanism
for generating excitations as the Bose-glass–superfluid phase transition is crossed.
The Bose glass, like glasses generally, is a highly inhomogeneous phase of matter. The free energy
landscape of classical glasses exhibits many widely-spread, nearly degenerate local minima, which
has several important ramifications for glassy behavior (Section 2.4). Most notably, glasses undergo
aging, and exhibit logarithmic relaxation to the ground state. This incredibly slow relaxation
means that glasses are never truly in their ground state, and any physically relevant treatment
must include out-of-equilibrium scenarios. Glasses can be annealed, wherein some mechanism
(quantum or thermal) is introduced that allows the system to find lower energy states more rapidly.
Unfortunately little is know about how this picture changes for quantum glasses. How exactly the
properties of glasses—especially in quantum systems—impact the dynamics of a strongly correlated
system is not well understood.
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The experimentally determined phase crossover between the Bose glass and superfluid was
compared with equilibrium quantum Monte Carlo simulations of systems with identical trap fre-
quencies, atom number, and speckle parameters. The quantum Monte Carlo results showed an
entirely superfluid gas for low disorder, while above a threshold level of disorder the Bose glass
emerged at the edges of the gas. The onset of the Bose glass, experimentally determined with
a dynamic measurement and computationally determined for a static system, agreed within our
systematic uncertainty.
Chapter 2 provides the theoretical and historical context for interpreting this result. Chapter
3 gives a detailed discussion of the methods and results.
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1.2 Interest in Cooling
Cooling atoms confined in an optical lattice to the extraordinarily low temperatures necessary to
achieve magnetic ordering has been a long-standing interest in the atomic community and in our
group. At temperatures set by the superexchange (a virtual tunneling process to neighboring sites,
which drives magnetic spin interactions) energy t2/U , many interesting phenomena will become
experimentally accessible in cold atom systems. For example, it would be possible to emulate spin
liquid systems, where antiferromagnetic ordering is frustrated by the geometry of the system, e.g.
triangular lattices, so that the system remains disordered to very low temperatures. Another system
of interest is fermions cooled below the Nee´l temperature to achieve antiferromagnetic ordering.
Recent work by Hart, et al. [9] demonstrated cooling to near the antiferromagnetic transition.
The three experiments discussed in Sections 4.1, 4.2, and 4.3, while not exclusively interested in
cooling, demonstrate important contributions to our understanding of heat exchange and cooling
in an optical lattice.
Section 4.1, Slow Thermalization Between a Lattice and Free Bose Gas, [10], explored thermal-
ization and heat exchange between two spin species of 87Rb. One species was loaded into a lattice
while the other species was confined solely by the harmonic trap. The lattice atoms were selec-
tively heated, and the rate of heat transfer to the free gas was measured. Heat exchange occurred
at lower lattice depths, where the mismatch in the dispersion relations of the lattice and free gases
was not as pronounced. This result has important consequences for cooling schemes that involved
transferring entropy to a reservoir.
Section 4.2, Bath-induced band decay of a Hubbard lattice gas, [11], tested the feasibility of cool-
ing via heat transfer to a reservoir by exploring the dissipative effects of a bath of atoms on a lattice
gas in higher bands. Lattice atoms were excited to the first excited band via Bragg transitions, and
returned to the ground state either by collisions with the same species that promoted one atom
to a higher excited band (intrinsic decay), or by collisions with a bath of free atoms that created
a particle-like Bogoliubov excitation (bath-induced decay). We observed that these two processes
occurred at roughly the same rate. This interesting result unfortunately meant that while heat
could be transferred from lattice atoms to a bath, it was not efficient enough for cooling.
Section 4.3, Quasimomentum Cooling and Relaxation in a Strongly Correlated Optical Lattice,
[12], developed a technique for removing atoms with a specific quasimomentum from the trap.
Relaxation was measured by removing atoms with quasimomentum near zero and measuring the
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rate that the remaining atoms rethermalized. Rapid rethermalization of atoms in a lattice is critical
to cooling schemes, because the cooling rate must exceed the heating rate from the lattice for a
cooling scheme to be effective. The measured rethermalization rate was very rapid relative to the
lattice timescales ~/t and ~/U .
Cooling was achieved using a strategy similar to evaporative cooling: atoms with high quasi-
momentum (and energy) were removed from the trap and the remaining atoms rethermalized to
an overall cooler temperature. This proof-of-principle demonstration of cooling in a lattice was
performed at relatively high temperatures, with the atoms roughly 15% condensed. Exploring this
technique with fermionic atoms, which have a broad quasimomentum distribution even at T = 0,
may result in exciting new temperature regimes.
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1.3 Experimental Apparatus
Complete descriptions of the most of the experimental apparatus are contained in previous theses
[13–16]. What follows is a basic introduction to the apparatus and our procedure for making and
imaging a Bose Einstein condensate of 87Rb atoms. This section is designed to orient the reader
and provide a basic understanding of the methods of data collection.
The experiments described in this thesis, such as exploring the Bose glass to superfluid phase
transition of the inhomogeneous disordered Bose Hubbard model, require ultracold temperatures to
be in the quantum regime. Section 1.3.1 is a discussion of how we achieve these low temperatures,
cooling the atoms to Bose Einstein condensation in a harmonic trap prior to loading them into
a disordered lattice potential. Sections 1.3.2-1.3.5 contain the details of the two harmonic traps
that we use to perform our experiments: a hybrid magnetic—optical trap, and an all optical trap.
Section 1.3.6 describes how we image the atoms. The following section, Section 1.4, details the
tools we have for manipulating the atoms, such as the optical lattice, disorder, Raman and Bragg
beams, and various magnetic fields and gradients.
1.3.1 Making a Bose-Einstein Condensate
Alkali atoms such as 87Rb are commonly used to make ultracold atomic gases because they have a
limited set of optical transitions due to having a single valence electron. The energy structure of
87Rb is shown in Figure 1.1. 87Rb has the additional attractive property that its scattering length is
almost independent of collision energy (temperature), for temperatures sufficiently low that s-wave
scattering dominates the interactions. The scattering length of 87Rb is a = 5.82 nm [17], and the
effective interatomic potential between two atoms is [18]:
U(r, r′) = U0δ(r − r′) (1.2)
U0 = 4pi~2a/m. (1.3)
The ground state of 87Rb has two hyperfine manifolds, F = 1 and F = 2. F = S + L + I,
where S is the spin angular momentum, L is the orbital angular momentum (L = 0 for atoms in
the ground state), I is the nuclear angular momentum, and F is the total angular momentum. The
|F,mF 〉 basis is convenient at low magnetic field. In a small field, the atoms experience a Zeeman
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shift in their energies
∆E = mF gFµB|B|, (1.4)
where µB is the Bohr magneton (see Figure 1.1).
The process of making a Bose-Einstein condensate (BEC) begins with trapping and cooling
atoms in a magneto-optical trap (MOT). The trap is comprised of three pairs of retroreflected
trapping beams 17 MHz red detuned from the F = 2 to F = 3 “cycling” transition of the D2
line (see Figure 1.1), where the cycling transition couples stretched states with circularly polarized
light. These beams cool atoms by reducing velocity via multiple scattering events with photons
carrying ~k momentum. Atoms with velocity towards a trapping beam will experience a Doppler
shift that brings the light closer to resonance, causing atoms to preferentially scatter with photons
that reduce their velocity, while suppressing scattering events with photons that increase their
velocity. A “repump” beam, resonant with the F = 1 to F = 2 of the 52P3/2 state, guarantees that
atoms remain in F = 2 manifold so that they can scatter with the trapping beams. The repump
laser was originally a home-built external cavity diode laser (ECDL), but has been replaced with
a commercial Vortex laser. The magnetic field in the MOT is a quadrupole field (Figure 1.3); the
optimal gradient for the quadrupole field was found to be 10 G/cm [13].
The MOT is centered in a vacuum cell with low pressure, room temperature 87Rb vapor.
Roughly 1 billion atoms are trapped in the MOT and cooled to . 100 µK. The lifetime in this
cell is limited by the room temperature vapor, so the atoms are transferred down a tube ∼ 1 cm
in diameter and ∼ 1 m long to a “science” cell where the vacuum is significantly better. Atoms
trapped in the science cell have a several minute vacuum–limited lifetime, far longer than the
timescales of our experiments. The vacuum in these cells is maintained with two Varian ion pumps
and a Titanium sublimation pump.
Atoms are transferred from the MOT cell to the science cell using a quadrupole magnetic trap
(Figure 1.3). The process of transferring the atoms from the MOT to the magnetic trap involves
several steps. First, the detuning of the trapping lasers is changed from -17 MHz to -50 MHz,
reducing the radiation pressure within the trap and causing the size of the gas to shrink. Then the
quadrupole field is turned off and the atoms undergo polarization gradient cooling. They are then
optically pumped into the low-field-seeking |1,−1〉 state, and loaded into the magnetic trap.
A translation stage carries the atoms in the magnetic trap down the tube to the science cell in
roughly one second. The atoms then undergo a stage of radio frequency (RF) forced evaporative
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Figure 1.1: Electronic structure of 87Rb (not to scale). Commonly used laser and microwave
frequencies are shown. The direction of the Zeeman shift in energy of the hyperfine levels of the
ground state is shown.
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cooling in the magnetic trap. The RF is swept from high to low frequency, transferring atoms from
magnetically trappable states to untrappable states, causing the hotter atoms to be continually
expelled from the trap while the remaining atoms rethermalize to an overall cooler temperature.
A second stage of RF evaporation takes place in a second magnetic trap called the “pinch” trap,
before the atoms are loaded into either a hybrid magnetic field and optical trap, or a pure optical
trap, where they undergo additional evaporation to BEC.
1.3.2 The Hybrid and Crossed Dipole Harmonic Traps
This section is a discussion of the hybrid magnetic field and optical trap (“hybrid trap”) and pure
optical trap (“crossed dipole trap”).
Both traps use light to confine atoms using the AC Stark shift: light that is far red-detuned
from an atomic resonance induces a small dipole moment that lowers the energy of the ground state
by an amount proportional to the intensity, causing the atoms to seek regions of high intensity.
The potential for alkali atoms (which have D1 and D2) lines is [19]
U(r) =
pic2Γ
2ω30
(
2 + PgFmF
∆2,F
+
1− PgFmF
∆1,F
)
I(r). (1.5)
In this equation, Γ is the natural linewidth, ω0 is the transition frequency (the ratio of Γ/ω
3
0
for the D1 and D2 lines differ by < 0.2%). Relative to the quantization axis that defines mF ,
P = 0 (±1) for pi light (circularly polarized light). gF is the Lande´ g-factor and ∆2,F = ω − ωD2
(∆1,F = ω − ωD1), where ω is the radial frequency of the trapping light and ~ωD2 (~ωD1) is the
energy splitting between the ground state and the center of the 52P3/2 (5
2P1/2) state.
The trapping laser for both traps is a polarized, multi-frequency fiber laser with λ ≈ 1064 nm.
This is sufficiently far from the D1 and D2 resonances (at 795 nm and 780 nm, respectively) that
the counter-rotating term contributes ∼ 15% to the potential:
U(r) = −pic
2Γ
2ω30
(
2 + PgFmF
ωD2 − ω +
2 + PgFmF
ωD2 + ω
+
1− PgFmF
ωD1 − ω +
1− PgFmF
ωD1 + ω
)
I(r). (1.6)
For both harmonic traps, the light is linearly polarized, so the PgFmF terms vanish.
Since the optical potential is proportional to the intensity, a single beam confines the atoms
strongly in the transverse directions. The crossed dipole trap uses the same beam as the hybrid
trap, but the light is then sent back through the atoms on a second path at 90◦ to the first beam
path, providing confinement in all directions.
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Figure 1.2: AC Stark shift. Potential (in kHz), assuming 10 W/m2 intensity, near the D1 and D2
lines as a function of wavelength for the different polarizations of light (P ) and spin state (gF and
mF ).
The hybrid trap employs a single beam to confine the atoms in two dimensions and a magnetic
field gradient to confine the atoms in the third dimension along the direction of the beam. The
magnetic field is a quadrupole field created by two current-carrying coils in an anti-Helmholtz
configuration (Figure 1.3):
B(x, y, z) = B′0(2zzˆ − xxˆ− yyˆ), (1.7)
where zˆ is aligned with the axis through the coils, and B′0 is the characteristic field gradient.
Low field seeking states (|1,−1〉, |2,+1〉, and |2,+2〉) are trapped by a local minima in |B|. The
potential from this field is
VB(x, y, z) =
1
2
µB|B| = 1
2
µBB
′
0
√
4z2 + x2 + y2. (1.8)
The confining beam in the hybrid trap is below the center of the quadrupole field, so the atoms
experience a smooth minimum (see Figure 1.3).
The total potential experienced by the atoms in the hybrid trap (Figure 1.4a), where zˆ is the
axis through the coils, yˆ is vertical, and the direction of the beam is (xˆ+ zˆ)/
√
2, is
V (x, y, z) = −V0e−2
(x−z)2/2+y2
w2 +
1
2
µBB
′
0
√
4z2 + x2 + (y − y0)2 +mgy (1.9)
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Figure 1.3: Cross section of a quadrupole magnetic field, and the potentials for atoms near or below
the trap center. Several different coils are used to generate quadrupole fields, and they perform a
variety of functions including use in the MOT, the magnetic traps during RF evaporation, and the
hybrid dipole trap.
where V0 is the maximum potential depth from the laser, w is the waist of the trapping laser, and
y0 is the vertical offset between the trap center and the center of the quadrupole field.
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Figure 1.4: Trap potentials for the hybrid (a) and crossed dipole (b) traps. In the hybrid trap, B′0
is chosen to counter the force of gravity at the end of evaporation. The crossed dipole trap sags
below the point of peak intensity because of gravity.
The crossed dipole trap does not employ a magnetic field to trap the atoms, which permits the
application of an external field to define a quantization axis. Specifically, we can use the imaging
coils to create a north-south axis, the bias coils to create an east-west axis, or both together. This
choice of quantization axis is useful for applications that require atom-light interaction, such as
Raman/Bragg transitions (Section 1.4.3). In the hybrid trap, the quantization axis is constrained
to be near-vertical.
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Evaporation in the hybrid trap produces gases with less number noise than in the crossed dipole
trap because it is more stable to dipole pointing instability. Our standard practice is to use the
more stable hybrid trap, unless we need a quantization axis only accessible in the crossed dipole
trap.
1.3.3 Crossed Dipole Beam Path
The path of the reverse beam of the crossed dipole trap was moved in 2011. The new path has
the virtue of being in the horizontal plane, giving additional confinement in the vertical direction
to help counteract gravity. Significant heating will result when the polarizations of the two beams
are not orthogonal. At the present moment, the polarization of the forward beam is roughly 15%
off of vertical, and the reverse beam is horizontal (one of many possible orthogonal configurations).
To minimize losses during transmission through the science cell, both beams should be horizontally
polarized; changing the polarization of the forward beam may be done in the future.
1.3.4 Instructions for Aligning the Hybrid and Crossed Dipole Traps
This section includes the code required to align the dipole traps, and discusses the resulting sequence
of events carried out by the apparatus. The control software used to run the apparatus is discussed
in detail in Ref. [13]. Additional information about aligning the hybrid trap is also discussed in
Ref. [13].
The canonical sequence for aligning the hybrid trap is called HybTrapEvap().2 Atoms are
loaded into the hybrid trap from the magnetic quadrupole trap by ramping on the dipole laser to
a high power. The current in the quadrupole coils is then relaxed from 585 A to 126.5 A, which is
less than the current required to support the atoms against gravity (135.75 A). The dipole power
is lowered exponentially to a low value until a few thousand atoms remain. Alignment is achieved
by optimizing for atom number at the dipole beam is scanned.
To align the crossed dipole trap, we first align the hybrid trap. The “forward” beam of the
2Sequence for alignment of hybrid trap.
[HybTrapEvap]
0 PinchQP TightEvap()
\DipoleBeamOn(), DipoleLinearRamp(dipoleuptime,0,dipolehigh)
\50 Pinch Bias Ramp(pinchhighdowntime, 585, pinchweakevap, 0, 0)
\100 DipoleExpRampDown(dipoletime, dipoletau, dipolehigh,dipoleweakini)
Typical values are dipolehigh ≈ 5-10 Watts, pinchweakevap = 126.5 A, dipoleweakini ≈ 500-1000 mW.
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crossed trap is the same as the beam used in the hybrid trap. After this first pass through the
atoms the light is returned to the cell—the “reverse” beam—and passes through the atoms at 90◦
to the forward beam. The canonical sequence for aligning the “reverse” beam is called TestDipoleE-
vapForAlign().3 Atoms are loaded into the hybrid trap with the “reverse” beam unblocked. The
dipole power is ramped down, and then the quadrupole field is ramped down to 1 A. The “reverse”
beam is aligned by optimizing the atom number. The quadrupole field is kept on, albeit at an
extremely low current, to prevent the horizontal alignment of the “reverse” beam from walking the
trap center far away from the center of the hybrid trap.4
Ideally the trap centers are in the same location so that the lattice, disorder, Raman, etc. are
aligned to both traps. In practice the crossed dipole trap sags below the hybrid trap. In the hybrid
trap, the pinch supports against gravity, so the trap center is independent of the power of the dipole
beam. In the crossed dipole trap, the dipole beams are also supporting against gravity and the
trap center will sag ∼1-10 µm below the hybrid trap center, depending on the power of the dipole
beams. In experiments where the hybrid trap is not in use, the lattice and other beams are aligned
directly to the crossed dipole trap.
1.3.5 Dipole Evaporation Sequences
Evaporation sequences in the hybrid and crossed dipole traps are frequently modified to maintain
the atom number and temperature needed in the experiment. A standard evaporation sequence in
the hybrid trap is detailed in Ref. [13]. This section is intended to provide guidelines for writing
an evaporation sequence in the crossed dipole trap.
A basic sequence for evaporating in the crossed dipole trap is shown below. Information about
syntax can be found in Ref. [13].
[SampleSequence]
;Dipole values
f64 dipoleuptime = 500*ms;
3Sequence for alignment of crossed dipole trap.
[TestDipoleEvapForAlign]
0 HybridDipoleLoad()
\100 DipoleLinearRamp(3000*ms, dipolemaxpwr[DIPOLETYPE], DipoleEndPwr*mW)
\10 Pinch Bias Ramp(1000*ms, 127, 1, 0, 0)
Typical values are DipoleEndPwr ≈ 80.
4It is imperative that the pinch be on during horizontal alignment of the “reverse” beam, however, vertical
alignment in principle doesn’t require the pinch to be on if the power in the dipole beams is strong enough to support
the atoms against gravity. Both methods of aligning vertically are valid.
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f64 dipolehigh = 5500*mW;
f64 dipoledowntime = 10000*ms;
f64 dipoletau = 3000*ms;
f64 dipolelow = 1570*mW;
f64 dipolefinal = 1600*mW;
;Pinch values
f64 pinchhighdowntime = 500*ms;
f64 pinchlowcurrent = 100;
f64 pinchlowdowntime = 4000*ms;
;Quantization field
f64 bias current = 15;
f64 imag current = 0.5;
f64 ag curr evap = final ag curr;
0 PinchQP TightEvap()
\DipoleBeamOn(), DipoleLinearRamp(dipoleuptime,0,dipolehigh)
\50 Pinch Bias Ramp(pinchhighdowntime, 585, pinchlowcurrent, 0, 0)
\Pinch Bias Ramp(pinchlowdowntime, pinchlowcurrent, 0, 0, 0)
\Pinch SetPt(0)
\DipoleExpRampDown(dipoledowntime, dipoletau, dipolehigh, dipolelow)
;BIAS AS QUANTIZATION (east-west)
if(BIASQUANT){
\Pinch Bias Ramp(200*ms, 0, 0, 0, bias current)
}
;IMAGING AS QUANTIZATION (north-south)
else{
\Imaging Coil Ramp(30*ms,0,imag current)
}
;Dipole up to hold value
\DipoleLinearRamp(2000*ms,dipolelow,dipolefinal)
\AGCoil RampOff(2000*ms, ag curr evap)
\50
;Experiment goes here
\0.01 HybridDipoleWeakReleaseAG(20.5)
\20 ImageAndRepeat(300*us,0)
The code in SampleSequence(), above, performs the sequence shown in Figure 1.5. The stages
of cooling that precede transfer into the crossed dipole trap are called by the single sequence
PinchQP TightEvap(). Transfer into the crossed dipole trap and subsequent evaporation are shown
in Figure 1.6. These parameters are routinely modified to maintain the number of atoms at the
desired temperature. dipolehigh controls the maximum power in the dipole beam. Higher values
result in greater transfer efficiency from the magnetic trap, so, for experiments that require very
few atoms, dipolehigh is reduced to lower the atom number. The dipole power is exponentially
ramped to dipolelow in dipoledowntime with characteristic time dipoletau. To make a hotter
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Figure 1.5: The stages of evaporation as we monitor them. The dashed white vertical lines indicate
10 seconds, while the horizontal lines are arbitrary, typically a voltage reading. The white line
is the filling of the MOT, measured via fluorescence. The blue line is the quadrupole field from
the cart coils, the green line is the quadrupole field from the pinch coils, the atoms undergo RF
evaporation in these traps. These stages of the sequences are not typically altered. The red line is
the dipole beam. This figure shows a sample evaporation sequence in the crossed dipole trap.
gas, evaporation during the exponential ramp can be made less efficient by making dipoletau
short. If dipoletau is too long relative to dipoledowntime there is greater risk that the atoms
will slosh in the trap. dipolelow controls both atom number and temperature: low values result
in fewer atoms at lower temperature.
At the end of evaporation, the dipole power is ramped up from dipolelow to dipolefinal,
so that the trap is stable against atom loss during the experiment. dipolefinal controls the
trap frequencies. Ramping the dipole power up at the end of evaporation can induce heating and
sloshing, especially for sequences that evaporate very deeply and therefore experience significant
sag of the dipole trap. Typically evaporation sequences are optimized without this final ramp to
dipolefinal so that the effectiveness of the evaporation sequence is not conflated with any heating
from the ramp. It is good practice to measure the trap frequencies and check for sloshing before
taking data for a paper. When the evaporation sequence is well optimized, number noise should
be . 10%, but typically it will be more than 5%.
The sequence described above is current best practice for evaporation, but there have been many
other strategies successfully used in the past, which I will briefly discuss. Leaving the AG coils
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Figure 1.6: Standard evaporation sequence in the crossed dipole trap. The green line is the magnetic
trap (pinch trap), the blue line is the anti-gravity coils, and the red line is the crossed dipole beam
intensity. The values that are routinely modified are: dipolehigh, dipoledowntime, dipoletau,
dipolelow, and dipolefinal. The role of each of these values in tuning the number of atoms,
temperature, and number noise is described in the text. The values that rarely need to be optimized
are: pinchlowcurrent, pinchlowdowntime, and ag curr evap. The pinch current prior to dipole
load is always 585 A. The dipole beam is ramped on in 0.5 seconds and the pinch current ramped
from 585 A to pinchlowcurrent in 0.5 seconds.
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on throughout dipole evaporation is a relatively recent change which has helped suppress number
noise, but it adds an extra few seconds to turn off the AG coils adiabatically, during which the gas
is not undergoing significant cooling. We previously ramped off the AG coils concurrently with the
magnetic (i.e. pinch) trap.
The two stages of evaporation, ramping off the magnetic (pinch) trap and evaporating in the
crossed dipole trap, are interchangeable. We have had very stable sequences where the dipole
evaporation occurred while the magnetic trap was still on (typically at ∼ 127 A), followed by
ramping off the magnetic trap. This has the virtue of partially supporting the atoms against
gravity during dipole evaporation, which often reduces number noise. We currently ramp off the
magnetic trap before dipole evaporation, but both strategies are valid. Another strategy has been
to use a quadratic evaporative ramp of the dipole beam instead of an exponential. While this does
not seem to have a physical reason for being a better technique, we have often used it with great
success.
We have experimented with sigmoidal rather than linear ramps from dipolelow to dipolefinal,
but they seem to work equally well. The critical variable is the ramp rate, which may require mul-
tiple seconds to avoiding heating and sloshing. This depends on the depth of the evaporation, and
the difference in power between dipolelow and dipolefinal.
1.3.6 Imaging
Before imaging, the gas it is released from the trap and allowed to expand in a process called
time-of-flight. Barring interactions, this process maps the in-trap momentum distribution of the
gas into spatial separation for sufficiently long expansion times.
The atoms are imaged using standard absorption imaging. The atoms are first illuminated
with repump light to transfer them into the F = 2 hyperfine state. A magnetic field provides a
quantization axis aligned with the imaging light, which drives the atoms on the cycling transition
between F = 2 and F = 3 of the D2 line. Light on atoms undergoes spontaneous scattering events
such that the intensity of the light drops [20,21]:
dI(x, y, z)
dz
= −~ωγscn(x, y, z) (1.10)
where I is the intensity of the light, Isat = pihcΓ/3λ
3 is the saturation intensity of the transition,
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and γsc is
γsc =
I
Isat
Γ
2
(
1 +
I
Isat
+
(
2δ
Γ
)2)−1
. (1.11)
Using the definition for the scattering cross section σsc
σsc =
~ωΓ
2Isat
, (1.12)
Equation 1.10 becomes
dI(x, y, z)
dz
= −σscI(x, y, z)n(x, y, z)
(
1 +
I(x, y, z)
Isat
+
(
2δ
Γ
)2)−1
. (1.13)
The solution to this equation is
ln
(
Ii
If
)
=
(
σsc
∫
n(x, y, z)dz +
If − Ii
Isat
)(
1 +
(
2δ
Γ
)2)−1
(1.14)
where Ii is the intensity of the light before the atoms and If is the intensity of the light after the
atoms.
Three images are recorded by the camera. The first, S, is a “shadow” image taken of the
imaging beam with the atoms casting a shadow. The second image, L, is the “light” image that is
taken 1 second later after the atoms have dispersed. The final image, D, is a “dark” image of the
background without the imaging light. Ii = L−D and If = S−D. We compute the optical depth
(OD) of the atoms
OD(x, y) = ln
(
L−D
S −D
)
= ln
(
Ii
If
)
. (1.15)
Using this definition, Equation 1.14 becomes
OD(x, y) =
(
OD0(x, y) +
If (x, y)− Ii(x, y)
Isat
)(
1 +
(
2δ
Γ
)2)−1
(1.16)
OD0(x, y) = σsc
∫
n(x, y, z)dz. (1.17)
Thus for δ near zero, and provided that the density of the atoms is sufficiently low that If (x, y)−
Ii(x, y)  Isat, we approximate OD(x, y) ≈ OD0(x, y) and can convert optical depth into column
integrated density.
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Figure 1.7: Imaging a BEC. The camera takes three images, the shadow (S), the light (L), and the
dark (D), each one second apart. The optical depth (OD) image is calculated using Equation 1.15.
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1.4 The Experimental Tools
This section concerns the tools used in this work to realize the disordered Bose Hubbard model and
manipulate atoms. Specifically, it covers trap frequencies, atom number, and temperature (1.4.1),
optical lattices (1.4.2), Raman and Bragg spectroscopy (1.4.3), optical speckle (1.4.4), various
magnetic fields and gradients (1.4.5), and RF and microwave driven transitions between hyperfine
states (1.4.6).
1.4.1 Trap frequencies, atom number, and temperature
As discussed Section 1.3.5, we can control the trap frequencies by changing the power of the dipole
beam. The minimum trap frequency in the crossed dipole trap is dictated by the confinement
against gravity, and is around 50 Hz.
We can control the number of atoms and temperature within an experimentally accessible range.
Discussed in detail in Section 1.3.5, the parameters in the evaporation procedure, such as the final
dipole power and the exponential ramp, can be modified to produce gases with a few thousand to
nearly 100,000 atoms.5
1.4.2 Optical Lattice
There are many references with thorough discussions of optical lattices in cold atom systems (e.g.
Refs. [13, 15, 22]). This section provides a very basic introduction to the concepts that will be
important to understanding the results later in this thesis.
Three-dimensional cubic optical lattices are formed by three orthogonal pairs of counterpropa-
gating lasers. The general form for the potential of the optical lattice is
Vlatt(x, y, z) = Vx cos
2(kLx) + Vy cos
2(kLy) + Vz cos
2(kLz)), (1.18)
where kL = 2pi/λ, and λ is the wavelength of the lattice light. Vx, Vy, and Vz are frequently equal
although not exclusively (see Section 4.2). They are also typically negative in our work, so that
Vlatt(x, y, z) = −V0
∑
i=x,y,z cos
2(kLi), where V0 = |Vi|.
The lattice potential depth V0 is usually described in units of the recoil energy, ER = (~kL)2/2m,
such that the dimensionless parameter s = V0/ER. The lattice depth depends on the wavelength of
5Currently the largest pure BEC that can be made in the cross dipole trap contains around 40,000 atoms. This
may be due to the low MOT filling. In 2009 the hybrid trap produced pure BECs of 120,000 atoms.
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Figure 1.8: Geometry of the lattice and imaging beams. The lattice beams (black, solid) are labelled
1, 2, and 3. The imaging beam (red, dashed) is orthogonal to lattice beam 3. The green cube shows
the orientation of the first Brillouin zone relative to the camera, from which it is apparent that
excitations to higher bands along beam 3 can be resolved by the camera.
the lattice as well as the polarization of the light and the spin state of the atoms, as shown in Figure
1.2. The “spin-dependent” lattices we use have a wavelength λ = 790 nm and an unequal amount
of σ+ and σ− polarization, so that the |1,−1〉 state experiences an attractive lattice potential,
while the |1, 0〉 state does not experience the lattice. The “spin-independent” lattices we use have
a wavelength λ = 812 nm and employ linearly polarized light, so that all spin states experience an
equal attractive potential. Details about the implementation of these lattices, such as polarization
and detunings, can be found in Refs. [13, 15].
The single-particle band structure description of crystalline solids also applies to non-interacting
ultracold atoms in an optical lattice. A quantitative derivation of the band structure is found in
Section 2.1. Figure 1.10 includes images of the ground and first excited bands in one dimension.
The geometry of our lattice relative to the camera is shown in Figure 1.8. One lattice direction is
orthogonal to the imaging light, allowing us to straightforwardly image atoms excited along that
direction (critical for the data in Section 4.2, for example).
We use two basic techniques for imaging (Section 1.3.6) atoms in a lattice. “Snap-off” images
involve turning off all trapping/lattice potentials rapidly on all timescales, which projects the atoms
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into the plane wave basis so that higher momentum components become visible following time-of-
flight. “Band mapping” transforms quasimomentum into momentum by ramping off the lattice
rapidly compared with ~/t, but slowly compared with ~/Ebg, in typically around 300 µs.
1.4.3 Raman and Bragg
The purpose of the two Raman/Bragg beams is to shift the momentum of the atoms. Raman
beams also transfer atoms between hyperfine states. The two Raman/Bragg beams, described by
(k1, ω1) and (k2, ω2), give the atoms a momentum kick of ∆k = k1 − k2 and an energy shift of
∆ω = ω1 − ω2. We have three beams that are available for Raman/Bragg use, all at 90◦ to each
other, as shown in Figure 1.9. The momentum kick is constant: ∆k =
√
2|k| ≈ 1.4kL, where kL
is the lattice wavevector. The light for the Raman/Bragg beams comes from a Titanium Sapphire
laser. This light is typically red detuned 100-1000 GHz from either the D1 or D2 lines.
Figure 1.9: Optics for the three beams that have been used for Raman or Bragg excitations. Beams
1 and 2 are used for all the results in this thesis. Beam 3 is currently being repurposed, so the
lenses are unlabelled. The red line is the Raman/Bragg light, and the green beams are the imaging
light. Beam 2 overlaps with the side imaging beam (see Ref. [13]), and beam 3 overlaps with the
main imaging beam. Ordinary mirrors are neglected.
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The three beams are directed down (beam 1), east (beam 2), and south (beam 3). The combi-
nation of beams 1 and 2 results in a momentum kick aligned with the third lattice direction, which
is perpendicular to the imaging direction and therefore the most commonly used combination. This
is used in all subsequent results in this thesis.
Beam 1 has a waist of 180 µm. Beam 2 overlaps along some of its path with the side imaging
beam, as shown in Figure 1.9. The beam has a waist of around 50 µm. The optical access along
beam 2 is limited because both beams pass through a narrow tube around the gold mirror and 50
mm lens shown in Figure 1.9. This beam is therefore at risk for clipping on the optics and developing
fringes at the atoms. Beam 3 is in the process of being repurposed for a new experiment to punch
a hole through the gas, and will no longer be available for driving Raman/Bragg transitions.
If the beams are transferring atoms between the F = 1 and F = 2 hyperfine manifolds (Raman),
then an EOM is used to create sidebands such that the ∼ 6.8 GHz detuning is achieved. The EOM
is removeable for the case where the atoms remain within the F = 1 manifold. The frequency
difference ∆ω is controlled via the radio frequency input to the AOMs.
For lower lattice depths, when the bandwidth is greater than the inverse of a typical Ra-
man/Bragg pulse, tuning the frequency detuning ∆ω of the beams controls the initial and final
momentum of the transferred atoms (Figure 1.10). This momentum selectivity enables processes
such as removing the atoms with high or zero quasimomentum, as in the experiment in Section 4.3.
Figure 1.11 shows part of the band structure in two dimensions. The ∆k momentum transfer
kicks atoms from the ground to the first excited band along lattice direction 3. At higher lattice
depths the bands become flatter, such that a single Raman/Bragg pulse or narrow sweep will excite
nearly all the atoms in the ground band (dark blue) to the first excited band (turquoise). Note that
the first excited band along beam 3 (a single lattice direction and an effectively one dimensional
system) is not equivalent to the first excited band of the full three dimensional system, For example
the red point in the turquoise band is in the first excited band along beam 3, but the second excited
band of the two dimensional system.
1.4.4 Optical Speckle
The optical speckle used in our experiments has been discussed in previous theses [13, 14]. Light
passing through a high numerical aperature lens and a holographic diffuser will produce optical
speckle at the focus, as shown in Figure 1.12. For our speckle, the 1/e2 radial autocorrelation
length is 570 nm and the 1/e2 longitudinal autocorrelation length is 3 µm. Projected onto the
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Figure 1.10: Band structure, momentum selectivity of Raman beams, and sample spectroscopy of
a hot gas in a 4 ER lattice. The band structure at 4 ER has sufficient curvature that changing
the frequency difference between the Raman beams (∆ω) results in different regions of starting
quasimomentum being excited to the higher band. These data are for excitations between the |1, 0〉
and |2, 0〉 states. In the middle column, the first Brillouin zone of the |1, 0〉 state is outlined in
red and the first Brillouin zone and excited zone along one lattice direction are outlined in black.
The atoms are just below Tc, so that a significant portion of the first Brillouin zone is filled. The
right panel shows spectroscopy results, with a red line indicating the expected values of ∆ω with
final quasimomentum (there is an arbitrary offset because excitations are between hyperfine states
so the true ∆ω is roughly 6.8 GHz). Note a few interesting features, such as the breakdown of
band mapping near the band edges (±1kL and ±2kL), off-resonant excitation between bands, and
excitations into the second excited band (for final momentum < −2).
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Figure 1.11: Raman excitations along a single lattice direction for a two-dimensional band structure
(not to scale). The ground (dark blue), first excited (turquoise), and second excited (green-yellow)
bands for a two-dimensional band structure are shown. Our Raman beams give a momentum kick
of magnitude 1.4kL, shown with a red line. Atoms starting in the ground state will be excited to
the first excited state. This figure demonstrates the difference between “first excited band along
beam 3” and the true first excited band: the red points show an excitation to the first excited band
along beam 3 (turquoise), but in the full two-dimensional band structure it would be in the second
excited band [22]. The work in this thesis involves excitations to the first excited band along beam
3 only.
lattice directions, the autocorrelation lengths are 650 nm and 790 nm. When combined with the
optical lattice, the speckle creates a disordered optical lattice (Figure 1.13).
1.4.5 AG, Pinch, Imaging and Bias fields
The AG field is produced by a current-carrying loop below the science cell, resulting in a field and
field gradient oriented vertically. To first order, the field gradient ∇B creates a proportional force
on the atoms F ∝ ∇B. For atoms in the default |1,−1〉 state, the AG coils produce an upward
force on the atoms. This allows for longer wait times during time-of-flight imaging, because without
the antigravity coils the atoms fall out of the frame of the camera after 20 ms. The field gradient
also allows for Stern-Gerlach style spin-separation, which is widely used when our observable is the
number of atoms that have flipped spin as a result of our experimental protocol. The antigravity
coils are also used to shift the position of the pinch trap center vertically, as during transfer from
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Figure 1.12: Image of the intensity of the disorder light at the atoms. The vertical direction is the
direction of propagation of the disorder light, which has a autocorrelation length of 3µm. In the
radial directions, the autocorrelation length is 570 nm.
Figure 1.13: The disordered lattice potential (right) is made with a “clean” lattice potential (lower
left) combined with a speckle field (upper left).
the cart trap to the pinch trap.
The pinch field is a quadrupole field, as shown in Figure 1.3. The pinch trap is used during
RF evaporation, and it is part of the hybrid dipole trap, as described in previous section. A recent
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experiment (see Section 4.5) with the field insenstive states |1, 0〉 and |2, 0〉 made use of the pinch
field, as well as the AG coils, to create a field gradient strong enough to resolve the two states with
higher-order Zeeman splitting. This is particularily necessary for images of thermal gases or atoms
in the MI state, where the broad momentum distribution requires significant separation between
the states in order to resolve them.
The imaging and bias coils are in an anti-Helmholtz configuration, designed to produce a field
with zero gradient at the atoms. The imaging field is aligned toward the camera to ensure accurate
number count (north-south). The bias field is aligned perpendicular to the camera (east-west).
The bias coils, like the AG coils, are used to move the pinch trap center so that it aligns with
the cart trap center during transfer, with the AG field adjusting the trap up-down, and the bias
field adjusting the trap east-west (north-south is aligned using the cart itself). The bias and the
imaging fields are both used to create quantization axes during experimental procedures in the
crossed dipole trap.
1.4.6 RF and Microwaves
Radio frequency (RF) magnetic fields are used to drive atoms between sublevels of the same hy-
perfine manifold. Microwave frequency magnetic fields drive atoms between the different hyperfine
manifolds (i.e. between F = 1 and 2), with frequencies at roughly 6.8 GHz. Details about how
each of these fields are produced may be found in Ref. [13].
We can perform frequency sweeps or pulses. There is a mix of polarizations of the fields along
any quantization axis, allowing us to connect hyperfine states with ∆mF = ±1 with RF and
∆mF = 0,±1 with microwave–frequency magnetic fields.
In 2011, the phase-locked loop involved in the microwave system was modified as shown in
Figure 1.14.
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Figure 1.14: New phase-locked loop for YIG. An ADF4007 divides the YIG frequency by 32 for
comparision with the DDS. The DDS controls the frequency of the YIG.
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Chapter 2
The Disordered Bose Hubbard Model
and the Bose Glass Phase
This chapter provides background information important to understanding the central result of this
thesis, presented in Chapter 3.
Section 2.1 is an introduction to the clean and disordered Bose Hubbard models. Section 2.2
introduces the Bose glass phase and the impact of disorder on the Bose Hubbard phase diagram.
Section 2.3 is for incoming graduate students to learn about recent experiments involving disorder
and the Bose glass, including a transport measurement done in our group [23]. Section 2.4 dis-
cusses the properties of classical glasses and analogous behavior in quantum material. Section 2.5
introduces the Kibble-Zurek mechanism, a paradigm for understanding defect generation during a
finite time ramp across a symmetry-breaking phase transition. It also summarizes a result from
our group concerning the generation of defects during a lattice quench from the MI-SF phase in a
clean lattice [24].
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2.1 The Disordered Bose Hubbard Model
The Bose-Hubbard model (BHM) describes the behavior of bosonic particles in a lattice potential.
It includes kinetic energy, potential energy, and interaction energy, while neglecting long-range
interactions and external fields, which may influence the behavior of certain systems. The BHM is
discretized to lattice sites, reducing a complete description of the system to just three parameters:
the on-site interaction energy between pairs of particles (U), the tunneling energy for a particle
to hop to a nearest neighbor site (t), and the chemical potential (µ). System specific details
such as the exact form of the lattice potential are integrated into these parameters, allowing for
comparisons across a variety of systems. Atomic lattice gases have the advantage of being a near-
perfect realization of the BHM (barring finite size effects and inhomogeneity), which makes them
an ideal simulation platform for discovering which behaviors and properties in solid-state systems
cannot be accounted for with the BHM.
Using the tight-binding approximation, the Hamiltonian for the Bose Hubbard model in a
uniform system is
H = −t
∑
〈i,j〉
(aˆ†i aˆj + aˆ
†
j aˆi) +
U
2
∑
i
ni(ni − 1)− µ
∑
i
ni, (2.1)
where aˆi (aˆ
†
i ) is the bosonic annihilation (creation) operator on site i, nˆi = aˆ
†
i aˆi is the number
operator on site i, and 〈i, j〉 indicates that sites i and j must be nearest neighbors. The ground
state of the Bose Hubbard model exhibits two quantum phases: superfluid (SF) and Mott insulator
(MI). In the superfluid phase, atoms are delocalized across the lattice. The superfluid phase exhibits
phase coherence, a gapless excitation spectrum, and is compressible. The Mott insulator phase is
a localized state, insulating, gapless, and incompressible [22,25]. The T = 0 phase diagram in µ/U
and t/U for a uniform system, obtained via a site-decoupled mean field theory [18,26,27], is shown
in Figure 2.1. The Mott insulator state has integer filling, appearing in “lobe”-like regions of the
phase diagram at low t/U .
In our system, the lattice potential in each direction is given by V (x) = −V0 cos2(kLx), where
kL = 2pi/λ, and λ is the lattice wavelength. To solve for the values of U and t in terms of the
depth of the lattice potential V0, we first determine the Wannier states from the Bloch states, then
use field operators in the Wannier basis to discretize the Hamiltonian, as discussed thoroughly in
Refs. [13,22] and briefly here. Bloch’s theorem states that the eigenfunctions of the lattice potential
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Figure 2.1: The zero-temperature phase diagram of the clean Bose Hubbard model. The color
indicates condensate number (| 〈aˆi〉 |2). Black regions contain an integer number of atoms per site,
indicating the MI phase or the vacuum. Colored regions are SF.
must have the same periodicity as the lattice, multiplied by a phase factor eiq·r:
ψ(r) = eiq·run,q(r)
un,q(r) =
∑
l
cnl (q)e
il2kL·r,
(2.2)
where ~q is the quasimomentum and n is the band index, and the wavefunctions are not normalized.
One can solve the Schro¨dinger equation for ψ(r) to find the following infinite set of equations
(
~2(q + l2kL)2
2m
− E(q)
)
cl(q)− V0
4
(cl−1(q) + cl+1(q)) = 0 (2.3)
using the fact that only the ±2kL components make up the lattice potential (and neglecting the
overall energy shift from the zero spatial frequency component). By truncating at large |l|, one
can obtain the Bloch states in terms of the plane wave states, as written in equation 2.2. The
maximally localized states, called the Wannier functions, are a combination of the Bloch states:
wn(x− xi) = N−1/2
∑
q
e−iqxiψn,q(x) = N−1/2
∑
q
eiq(x−xi)un,q(x), (2.4)
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where n indicates an energy index and N is a normalization constant. Henceforth we will consider
only the lowest energy Wannier states and will drop the band index n. Ref. [13] shows how to
use field operators comprised of the Wannier basis to rewrite the general Hamiltonian as the Bose
Hubbard Hamiltonian
Hˆ =
N∑
i=1
[
pˆ2i
2m
+ V (ri)
]
+
U0
2
∑
i,j
δ(ri − rj), (2.5)
where U0 = 4pi~2a/m, and with the definitions
t ≡ −
∫
w∗(r)
[
pˆ2i
2m
+ V (r)
]
w(r − λ/2xˆ)d3r
U ≡ U0
∫
|w(r)|4d3r.
(2.6)
Our atoms are confined in a dipole trap which is approximately harmonic (see Section 1.3.2).
Assuming the local density approximation (LDA), the chemical potential varies across the gas,
passing through a vertical line on the phase diagram (Figure 2.1) with the center of the gas at the
largest µ and tapering to the empty state with distance from the trap center.
Of particular interest to our group is the impact of disorder on Bose Hubbard physics. In its
most general form, the disordered Bose-Hubbard model (DBHM) is written
H = −
∑
〈i,j〉
tij(aˆ
†
i aˆj + aˆ
†
j aˆi) +
∑
i
Ui
2
ni(ni − 1) +
∑
i
(i − µ)ni. (2.7)
Here, tij is the tunneling energy between neighboring sites i and j (denoted 〈i, j〉), Ui is the
interaction energy between two particles on site i, and i is the on-site energy. The sites are often
the sites of a lattice, as in the works presented in this thesis, but can also be the local minima from a
disordered potential [28,29]. For the speckle disorder and lattice potential used in our experiments,
all three parameters become site dependent [30], shown in Figure 2.2. The biggest effect is in the
on-site disorder i due to the repulsive potential from the speckle field causing a random shift in
the energy of each site. Tunneling tij is site-dependent due to changes in the height of the barrier
between sites, and Ui is modified because the speckle changes the strength of the confinement of the
site. The disordered Bose Hubbard model has been used to describe the behavior of 4He in Vycor
substrates, granular superconductors, and arrays of disordered Josephson junctions [29,31–33]. The
most impressive consequence of adding disorder is that it leads to the existence of the Bose glass
(BG) phase, a localized, gapless, compressible and insulating phase [25, 34]. Ref. [14] contains
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Figure 2.2: Distribution of parameters for s = 14ER and ∆ = 1ER, reproduced from Ref. [30]. The
∆ = 0ER values are  = −10.85ER, t = 0.0095ER, and U = 0.360ER.
excellent coverage of the qualitative features of the ground state phase diagram, including toy
models for understanding why disorder may change a superfluid into a Bose glass, a Mott insulator
into a Bose glass, or a Bose glass into a superfluid.
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2.2 The Bose Glass
Interest in the interplay of disorder and interactions in quantum bosonic systems originated in part
out of research into spin glasses and disordered magnets [35]. The possibility of a disorder-induced
localized phase, similar to Anderson localization but with interactions that could not be treated
perturbatively, was addressed by Giamarchi and Schultz in 1987 [34]. They used renormalization
group techniques to study one-dimensional Bose gases, perturbing on (necessarily weak) disorder,
and found that in the presence of disorder, increased interaction strength could drive a superfluid-
to-localized phase transition. They posited the existence of two disorder-induced localized phases,
which became known as the “Anderson glass” and the “Bose glass” [36]. The Anderson localized
phase is a disorder-induced localized phase for non-interacting particles. In the limit where U = 0
there exists the global minimum in the disordered potential; without repulsive interactions, bosons
will all condense into the ground state, a highly inhomogeneous and localized state. In this regime,
turning on repulsive interactions is expected to prevent all the particles from condensing on the
same site: interactions have a delocalizing effect that competes with disorder [36]. In contrast, at
larger interaction strength, in the BG regime, the effect of disorder is to create localized puddles
of superfluidity—disorder and interactions cooperate to localize the gas.
a bm/U m/U
t/U
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Figure 2.3: Possible zero-temperature phase diagrams of the DBHM reproduced from Ref. [25].
Panel (a) shows a possible phase diagrams for a moderate amount of box disorder ∆ < U , such
that the Mott “lobe” has shrunk. Panel (b) shows the high disorder ∆ > U/2 case, where the Mott
lobe has entirely vanished.
Fisher, et al. [25] expanded our understanding of the Bose glass in a tour de force in 1989. They
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studied the consequences of adding ‘box’ disorder to a one-dimensional periodic lattice system of
bosons: box disorder has on-site energy shifts i, where i is the site index, uniformly distributed
between −∆ and +∆ (see Figure 2.3). Without tunneling (t = 0) or disorder (∆ = 0), the
number of atoms is an identical integer at every site. The addition of box disorder causes the
homogeneity to be lost, with the number of particles per site found by minimizing the on-site
energy E(ni) = −(µ + i)ni + 12Uni(ni − 1) (see Figure 2.3). Turning on small t in the non-
integer average filling regime between Mott lobes allows the particles to reduce their kinetic energy
by tunneling. In the MI regime, turning on a small tunneling will have no impact if t is small
compared with Ep and Eh (the particle and hole gaps).
The Mott insulator exhibits rare regions of superfluidity if the disorder acts like a local shift
in the chemical potential, creating a particle-like (hole-like) region when the chemical potential
across a few sites is raised (lowered), as illustrated in Figure 2.4. Intriguingly, in an infinite system
the density of states of the quasiparticle or quasihole excitations is constant due to the continuous
distribution of i, which results in an infinite superfluid susceptibility.
Fisher, et al. [25] found that the transition occurs roughly when ∆ = min[Ep, Eh]. To completely
destroy the MI at t → 0, the critical disorder ∆c = Eg/2 → U/2, where Eg is the Mott gap,
is required to convert the MI to BG. Closer to the tip of the Mott lobe Eg/2 is smaller and
therefore less disorder is required to cross the phase transition. While it may seem intuitive that
disorder comparable to the Mott gap would destroy the Mott insulator, this treatment leaves many
unanswered questions, such as the impact of unbound disorder like speckle on the MI phase, and
whether the BG will intervene between the MI and the SF at all points on the phase diagram.
A heroic amount of effort has gone into determining the phase diagram of the DBHM. Research
has been done with QMC [36–39], exact diagonalization [40,41], renormalization group [42], density
matrix renormalization group [43], and mean field [8, 25–27,37,44–48] theories. Fortunately, a few
arguments provide a basic qualitative understanding of the disordered phase diagram.
There are two regions of the clean phase diagram that need to be addressed individually to
develop insight into the effect disorder has on the phase diagram. The MI-SF phase transition
in the clean system has different critical behavior at the “multicritical points” at the tips of the
Mott lobes, and the density-driven transition along the rest of the phase boundary. The Harris
criterion [49, 50] establishes that the general boundary between MI and SF is not robust against
weak disorder, which permits the BG to intervene between the MI and SF at all points with the
possible exception of the multicritical point. Whether or not the BG intervenes between the MI and
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Figure 2.4: Schematic image of quasiparticle and quasihole superfluid puddles in the BG. Disorder
may locally increase (decrease) the energy of atoms on a few neighboring sites, changing the chemical
potential and creating a quasihole—blue (quasiparticle—red). In this image three neighboring sites
are elevated to create a quasihole where each site has average filling 〈n〉 = 2/3, and three sites are
depressed to create a quasiparticle where each site has average filling 〈n〉 = 4/3.
the SF at the multicritical point was the subject of intense controversy for roughly two decades. In
2009 two papers were published which employed the theorem of inclusions to conclude that the BG
must intervene at the multicritical point, and suggested that the BG-MI transition was a Griffiths
transition [51,52]. Both of these results will now be discussed in more detail.
An early treatment of the effect of disorder on phase transitions was done by Harris in 1974 [49].
He established a criterion—known as the Harris criterion—for the stability of phase transitions to
weak disorder. The derivation of the Harris criterion is as follows: for a clean system, let g be a
general parameter of the Hamiltonian and gc define a critical point. The correlation length of the
system is given by
ξ ∼ |g − gc|−ν , (2.8)
where ν is the correlation length critical coefficient. To determine whether the phase transition
is robust to weak disorder, the system is first divided into blocks of size ξd, the “local critical
point” gc,i is defined in each of the i regions. The gc,i define a value ∆gc which characterizes the
variation of local critical points in the blocks. If ∆gc < g−gc then all the blocks will have the same
phase, whereas if ∆gc > g − gc, blocks may be in different phases and a uniform phase transition
is impossible. Thus for the transition to be stable to disorder,
∆gc < g − gc. (2.9)
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By dimensional arguments and employing the Central Limit Theorem,
∆gc ∼ ξ−d/2. (2.10)
Combining these results with Equation 2.8 reveals that as the phase boundary is approached (g →
gc), and the correlation length diverges (ξ →∞), the system will have an effective disorder strength
that vanishes ( ∆gcg−gc → 0) provided that
dν > 2, (2.11)
which is the Harris criterion for the stability of a phase transition to weak disorder.
In the clean system, the generic (density-driven) phase boundary between MI and SF (not at
the multicritical point) is in the same universality class as the (d+1)-dimensional XY model at
T = 0, which has correlation length critical coefficient ν = 1/2. Since dν < 2, the Harris criterion
is violated. There are many possible responses to violations of the Harris criterion, see Ref. [53] for
examples. In the DBHM, the SF-MI transition is replaced by the SF-BG transition, which is in a
different universality class (a percolation class). Chayes, et al. generalized the Harris criterion to
include transitions that do not have a “clean” analogue, such as percolation and localization (with
and without interactions) [50].
Early studies of the phase diagram, in 1D [25,34,36,37,54–59] or higher dimensions [38,39,55,59–
63], typically with bounded disorder, were in broad agreement that the BG intervenes between the
MI and SF along the generic phase transition, but the nature of the transition at the multicritical
points at the tips of the Mott lobes was hotly debated. Ref. [25] gave an intuitive but non-rigorous
argument why one would expect the BG to intervene: as disorder is increased the MI lobe will
shrink and eventually disappear, at which point the phase diagram is expected to resemble Figure
2.3b. Therefore one might na¨ıvely predict that the BG should always intervene between the MI and
SF. Some groups found, using RG, that there was a direct transition at low disorder, and the BG
begins to intervene at higher disorder [56, 62], but these results were called into question [57, 64],
again using RG. Many groups [37,42,55,56,60,62,63,65–67] found a direct MI to SF phase transition
at the multicritical point, and many others [36,38,39,45,57,59,68–72] found that the BG intervened
between the MI and the SF. A few groups noted that the qualitative results did not change if they
relaxed the condition of uniformity, provided i was bounded and symmetrically distributed around
zero [51,52,57,62].
In 2009, two papers, Refs. [52] and [51], used the theorem of inclusions to prove that in the
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Figure 2.5: Illustration of the theorem of inclusions. Υ parametrizes the distribution of the disor-
dered potential and correlations of the potential between sites. Phase 2 trivially exhibits inclusions
of Phase 1, when local regions of the system appear to have less disorder. Phase 1 will also exhibit
inclusions of Phase 2, for example when ∆ is at the red point it may be possible for local regions to
exhibit disorder characteristics parameterized by Υ′, in which case the system will exhibit inclusions
of Phase 2.
thermodynamic limit there can be no direct MI–SF transition at the multicritical point. They
also contributed arguments (following up on the original speculation of Fisher, et al. [25]) that the
MI-BG might be a Griffiths transition (see Figure 2.6), and found the phase diagram for a 3D
system at unit filling with generic disorder using QMC simulations based on the worm algorithm
(see Figure 2.7).
The theorem of inclusions states that in a system with generic disorder, rare regions of the other
phase will be found on either side of the phase transition. As disorder is turned on in the MI regime,
the system is driven across a phase boundary into the BG as rare regions of superfluidity—without
long-range order—appear. This result only applies in the limit of a truly infinite system: with
small disorder it is possible to find an arbitrarily large but finite region of the BG that appears to
be a MI. Pollet, et al. [51] used this theorem to argue that a BG must intervene between the SF
and MI at all points on the phase diagram, because it prohibits a gapped phase (MI) to be next to
a gapless phase (SF) in a disordered system.
Figure 2.5 illustrates the theorem of inclusions. Assume disorder that is bounded between −∆
and +∆ and symmetric around zero. Any other properties of the disorder, such as higher moments
or correlations between sites, are written with a single variable Υ. One might naturally expect that
40
a b
Figure 2.6: Schematic phase diagrams of two ways disorder can result in Griffiths regions, re-
produced from Ref. [53] and references therein. Figure (a) is a schematic phase diagram of the
site-diluted Ising model, where p is the number of site vacancies. The Hamiltonian for this system
is H = −J∑〈i,j〉 ijSiSj , where i is 0 or 1 with probabilities p or (1− p), respectively. For a pure
system (p = 0), the ferromagnetic (FM) regime undergoes a transition to the paramagnetic (PM)
regime at T 0c . As p is increased Tc(p) drops, eventually reaching 0 at p = pc. The Griffiths region
that appears in the phase diagram between Tc(p) and T
0
c consists primarily of the PM phase, with
puddles of FM where there is a lower than average concentrations of vacancies. The FM phase
likewise contains regions of paramagnetism, but still exhibits system-wide order. Figure (b) shows
a schematic phase diagram for a bond disordered Ising model, where the coupling between neigh-
boring sites may be either JA or JB > JA with probability p and (1 − p), respectively. Below the
critical temperature TAc the system is pure FM, while above the critical temperature T
B
c the system
is pure PM, independent of p. In between TAc and T
B
c the phase diagram exhibits two Griffiths
regions: the PM Griffiths region with inclusions of FM, and the FM Griffiths region with inclusions
of PM.
the critical point depends on the details of the disorder, as shown in the figure. When ∆ > ∆c(Υ
∗),
we expect to see puddles of Phase 1 in Phase 2, because locally there are be regions that appear
to have smaller ∆. The more challenging scenario is when ∆ < ∆c(Υ
∗), for example at the point
marked in red. Since i is everywhere less than ∆c, it cannot locally appear as though ∆ > ∆c(Υ
∗).
However, because ∆c is dependent on Υ, it may be possible to locally make it appear as through
the disorder has traits Υ′, and puddles of Phase 2 will appear in Phase 1. Thus, the Harris criterion
and the theorem of inclusions together establish that the BG intervenes between the MI and SF at
arbitrarily weak disorder at all points on the phase boundary.
Disordered phases which occur between two phases of the clean system (see Ref. [53] and
references therein) are called Griffiths phases. Figure 2.6 shows some examples of Griffiths phases
disordered Ising models. In the disordered Bose Hubbard model, one paradigm for understanding
the Bose glass is that it is a Mott insulating Griffiths phase, with inclusions of superfluid.
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Figure 2.7: Phase diagram of the DBH model with n = 1, reproduced from Ref. [52]. The SF-BG
transition was determined using QMC simulations of superfluid stiffness. The BG-MI transition
occurs when ∆ = Eg/2, where they used the values of Eg calculated by the authors of Ref. [73].
An apparent paradox occurs when the theorem of inclusions is applied to the MI-BG transition
(Phase 1 is a MI, Phase 2 is a BG). If puddles of BG appear in the MI, it is by definition a
BG: it appears that the theorem of inclusions prohibits gapped phases (MI) to share a phase
transition with gapless phases (BG). The authors of Refs. [51] and [52] argue that the resolution
of the paradox is that the MI-BG phase transition must be Griffiths type: ∆c is independent of
Υ. The most pathologically small value of “∆c(Υ)” is in fact the actual value of ∆c, because those
exponentially rare regions where the properties of the disorder appear very different from the true
statistical distribution determine the phase boundary between the MI and BG. The limitations of
this model are clear: the system size must be truly infinite for complete clarity between the MI and
BG phases. The fact that resolving the phase boundary relies on exponentially rare regions makes
it apparent why so many simulations of finite sized systems witnessed a direct MI-SF transition at
the multicritical point. Furthermore, the theorem of inclusions suggests that for unbound disorder
like speckle, arbitrarily weak disorder will convert the MI everywhere in the phase diagram to
the BG. Since this relies on exponentially rare superfluid puddles in an infinitely large system, it
presents a problem in experimental verification.
To find the BG-SF transition, Refs. [51] and [52] used the worm algorithm to determine the
superfluid stiffness Λs at a given ∆/t and U/t. By locating where Λs → 0 (indicating superfluidity)
for simulations of different size systems, they extrapolated to an infinite system to locate the phase
transition in U/t and ∆/t, Figure 2.7.
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An interesting feature of the disordered phase diagram is the “re-entrant superfluid”. As seen
in Figure 2.7, for an infinite system with n = 1, the regime of SF extends into significantly larger
U/t than in the clean system. For U/t in the MI regime of the clean system (roughly U/t =
30-120), adding disorder causes phase transitions from MI to BG to SF (or RSF) and finally to
BG (see Ref. [74] for a beautiful visual of this effect). Qi and Das Sarma explained this feature
using a double well model [75] as follows. Consider a single value of U/t in this regime, starting
with ∆/t = 0, in the MI phase. A small amount disorder will not disrupt the MI, but when
∆ ≈ Eg/2, superfluid puddles will start to form and the system will become a BG. With slightly
greater ∆, enough of these puddles occur for the system to develop long-range order, i.e., become
fully superfluid. In the double well case considered in Ref. [75], the coherence of the system is
maximized when ∆/U ≈ 0.6 (recall that in the limit t/U → 0, Eg → U), just a bit greater than
the MI-BG transition at ∆/U = 0.5. With still higher ∆, the probability that neighboring sites
will have the necessary energy shifts to produce superfluid puddles drops, so the system loses its
long-range order to return to a BG.
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2.3 Short History of Recent Experimental Results on the Bose
Glass and Disordered Bose Hubbard Model
This section provides an overview of recent experiments involving disorder and the Bose glass. It
is not meant to be comprehensive, rather, to give context to the work discussed in this thesis by
highlighting certain results that demonstrate the interests of the disordered lattice community.
In 2002, Greiner, et al. demonstrated the existence of the Mott insulator and superfluid phases
in an optical lattice [4], which led to increased interest in realizing the disordered Bose Hubbard
model. In 2003, Damski, et al. [8] suggested that disorder could be realized in lattice gases by
introducing a secondary, weaker lattice with incommensurate wavelength or optical speckle. They
suggested that at weak interactions, disorder could drive a superfluid to an Anderson glass, and at
strong interactions disorder would drive a superfluid into a Bose glass. The same year, Roth and
Burnett [40] wrote a paper on the phase diagram of ultracold bosons in quasi-disordered “two-color”
lattices, i.e. incommensurate lattices. They discussed the properties of the phases in this system
such as the superfluid fraction, the energy gap, the condensate fraction, and the quasimomentum
distribution. They also discussed experimental observables such as interference and structure factor,
that would shed light on these properties. They also described the emergence of a quasi-Bose glass
(quasi because incommensurate lattices are quasi-disordered).
This kind of quasi-disorder effected with a secondary lattice of incommensurate wavelength
are widely used in quasi-1D experiments [5, 6], and have the virtue of bounded and symmetrically
distributed on-site energy shifts. For no interactions, the gases may be described by the Aubry-
Andre´ Hamiltonian:
H = −t
∑
m
(|wm〉 〈wm+1|+ |wm+1〉 〈wm|) + ∆
∑
m
cos(2piβm+ φ) |wm〉 〈wm| , (2.12)
where |wm〉 is the Wannier state on site m, β = k2/k1 is the ratio of the two lattice wavevectors,
and φ is an arbitrary phase [5]. One obvious difference between this model and the DBH model
with bounded, symmetric disorder is that the incommensurate lattice creates a disorder potential
that is perfectly correlated. As a trivial example, the DBHM allows for cases where the difference
δ in on-site energies between two neighboring sites is arbitrarily close to 2∆, which cannot occur in
incommensurate lattices. As this particular scenario has far reaching consequences to the MI-BG
phase transition, the two models can contain qualitative differences (see, for example, Ref. [76]).
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It is nevertheless an intrinsically interesting model and has consequently been studied a great
deal [5, 6].
A number of creative experiments were carried out in the mid-2000s to find Anderson localization
in cold bosons [5,28,77–79]. It was simultaneously realized by Roati, et al. [5] and Billy, et al. [28] in
different systems that were published in the same issue of Nature. Billy, et al. [28] used a quasi-1D
tube of 87Rb atoms in speckle disorder and observed the characteristic exponential tails of Anderson
localization. They also showed that the localization length decreases at stronger disorder. Roati,
et al. [5] likewise used a quasi-1D trap, but they loaded 39K atoms into an optical lattice and used
a Feshbach resonance to tune the interactions to near zero. They used an incommensurate lattice
to create pseudo-disorder. The atoms were allowed to expand into the disordered tube, and for
sufficiently strong disorder they were localized.
To follow up on the work done in Roati, et al. [5] and their realization of Anderson localization
in 1D with 39K atoms with interactions suppressed via a Feshbach resonance, the same group looked
at the restored coherence that resulted from turning on interactions [80,81]. Due to the long-range
correlations of their disorder, they could straightforwardly Fourier transform their time-of-flight
images to determine the spatial extent of the wavefunctions found at the combined minima of the
two lattices. They measured the correlation function between these combined minima, the widths
of the momentum peaks, and the exponent on the shape of the wavefunction (exp[(−x/x0)α], where
α varied from 1, indicating Anderson-like localization, to 2, indicating a coherent, extended BEC),
varying both disorder strength and interaction strength. They found that all observables indicated
a crossover when the interaction strength was roughly equal to 0.05∆, the standard deviation of
the lowest-lying energies.
In 2005, Gavish and Castin [82] proposed that disorder could be realized by adding atoms of
different spin or species. Ospelkaus, et al. [83] shortly realized a system of 87Rb with impurities
of 40K in a 3D optical lattice. They described many possible effects of the attractive interactions
between 87Rb and 40K, although they were unable to experimentally distinguish between the fol-
lowing different paradigms of localization: a few atomic “defects” of 40K will make those lattice
sites a little deeper to the bosons, which may, if the shift in energy UFB between the bosons and
fermions is large enough, result in scattering sites. Enough such sites could result in localization
similar to Anderson localization where the scattering paths destructively interfere—provided that
the bosons are non-interacting. Additional impurities would create a percolation threshold with
the bosons trapped in isolated puddles. Finally, if there is one 40K atom per site the entire lattice
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appears deeper to the bosons and for the right parameters induce Mott insulation. By looking at
the visibility of interference peaks and the widths of the peaks as the number of fermions was varied,
they found that the addition of the 40K atoms induced a transition to an insulating state. Fur-
thermore, the magnitude of the shift in the superfluid-insulator transition could not be explained
using a mean-field calculation, and they note that the global coherence (deduced from visibility
measurements) dropped more rapidly than the correlation length (from peak width measurements)
with increasing impurities. Gu¨nter, et al. [84] did a very similar experiment with 40K and 87Rb in
a 3D optical lattice, with the same observables and similar results.
In 2007, Fallani, et al. [6] examined a gas of 87Rb in a bichromatic lattice and measured excita-
tion properties and long-range coherence. With a strong primary lattice (such that the gas was in
the MI regime when the secondary lattice was off), they modulated the lattice depth to heat the
gas, and measured the collapse of a clear Mott gap as disorder (the secondary lattice) was turned
on. They also saw that at a fixed disorder, the coherent fraction of atoms dropped as the primary
lattice depth increased, as the gas went from primarily conducting to primarily insulating. The loss
of coherent fraction did not depend on the strength of their disorder. In 2011, Gadway, et al. [76]
measured the excitation properites, again with lattice modulation, this time comparing incommen-
surate lattice disorder with atomic disorder. To create their atomic disorder, they confined a few
atoms of a different spin state in the incommensurate lattice, tuning the frequencies of each lattice
to be invisible to the other spin state. They also compared measurements of transport in a clean
lattice, with atomic disorder, and with an incommensurate lattice. They found that the presence
of either kind of disorder reduced the transport at low lattice depths, but that atomic disorder
caused transport to stop at a lower lattice depth than for either the zero disorder case and the
incommensurate lattice case, where transport was halted at the same lattice depth. This indicates
that the features of the DBH phase diagram depend on the properties of the disorder.
Other transport measurements were done by our group [23] in a 3D optical lattice with speckle
disorder, where they determined the amount of disorder required to completely localize the gas at
different lattice depths. This measurement complements the main results of this thesis (Chapter
3), where we found the disorder required for the onset of the BG at different lattice depths. Tanzi,
et al. [85] and D’Errico, et al. [86] looked at the damping of oscillations along 1D tubes with
incommensurate lattice disorder and related their observations to the T = 0 BG-SF phase transition.
There have been a few recent experiments in condensed matter groups [87–89] that have used
doped materials to look for the Bose glass phase. Hong et al. [87] used a compound called IPA-CuCl3
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to realize the clean Bose Hubbard model, and doped with bromine to form IPA-Cu(Cl0.95Br0.05)3.
By exchanging the non-magnetic chlorine atoms for likewise non-magnetic bromine, they maintained
the magnetic properties of the system while inducing disorder in the bond angles. In the ground
state, the system is an S = 1/2 antiferromagnetic spin ladder, but the lowest energy excitations
are S = 1 long-lived quasiparticles. By applying an external field, they induced a Zeeman shift
which lowered the energy of the Sz = +1 state below that of the initial ground state energy,
thus macroscopically populating the system with bosonic quasiparticles. This is equivalent to
magnetizing the sample, as 〈ρ〉 (the density of quasiparticles) = m (the magnetization) ≡ 〈Sz〉. In
a pure system, the emerging quasiparticles undergo immediate Bose Einstein condensation. They
measured the condensate wavefunction using magnetic neutron diffraction. The key finding was
that in the clean system, magnetization (indicating the presence of bosons) occurred simultaneously
with a peak in the magnetic Bragg intensity, which indicates long-range magnetic order and is an
effective BEC order parameter. For the disordered system, magnetization occurred, but the bosons
failed to condense until a higher external field had been applied. Additionally, they found that
the magnetization of the sample increased with increasing external field, indicating a compressible
phase. They argue that the combination of a finite boson density with compressibility but no global
magnetic order is evidence of the presence of a BG.
We have seen in this section that there is considerable interest and ongoing research into the
Bose glass, both in optical lattice systems and condensed matter systems. The thesis work presented
in Chapter 3 takes the novel approach of measuring the defects generated by crossing the Bose glass
to superfluid phase transition to locate the phase boundary in a finite system.
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2.4 Glassy Phenomena
The Bose glass is an amorphous quantum phase, but whether it deserves the moniker “glass” is not
known. It is an open question whether the phenomena which characterize classical glasses appear
analogously in the Bose glass. The central work of this thesis, discussed in Chapter 3, explores
dynamics near the Bose glass–superfluid phase transition, which may exhibit glass-like behavior.
This section introduces glassy phenomena in classical systems, including a model introduced by
Huse and Fisher which describes the slow relaxation of glasses [90], and glassy aging [91]. Evidence
for analogous behavior in quantum systems is limited, and primarily concerns the one-dimensional
transverse field Ising model, such as the experimental results published in Ref. [92].
In 1986, Huse and Fisher published a paper on the relaxation of the residual energy stored
in glasses [90]. They considered a simple, classical model which captures many of the qualitative
and quantitative properties of glasses. Consider a two-level system with an energy splitting ∆ and
separated by a large energy barrier of height B, which is quenched from a starting temperature T0
to zero in time τ . The residual energy of the system is ∆× p(t), where p(t) is the probability that
the system is in the excited state at time t. The master equation for the probability is
γ−1
dp(t)
dt
= (1− p(t)) exp[−(∆ +B)/T (t)]− p(t) exp[−B/T (t)], (2.13)
where γ is the “attempt frequency” and the system obeys Boltzmann statistics. They solved for
p(τ) with a few minor assumptions, and increased the complexity of the model by allowing the
system to have multiple, independent two-level systems with system-specific distributions of ∆
and B. The found that for the sample models they studied, including spin-glasses and disordered
ferromagnets with a few antiferromagnetic bonds, the residual energy scaled like
(τ) ∼ (ln τ)−ζ , (2.14)
with a system-dependent exponent ζ.
This slow relaxation is characteristic of glasses. An illustrative example is silicon dioxide, which
is quartz in the ground state, but glassy otherwise. Figure 2.8 shows a schematic, two-dimensional
representation of glassy silicon dioxide. In the ground state all “rings” will have six of each atom (in
the two-dimensional projection), but in the glassy phase the rings may have a variable number of
atoms. It is apparent that there are many configurations with nearly degenerate energies, but that
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Figure 2.8: Two-dimensional representation of glassy SiO2 reproduced from Ref. [93].
transitioning to a lower energy state requires an extraordinary rearrangement of multiple atoms
and bonds.
Another remarkable phenomenon of glasses is called “aging”. As a system relaxes towards its
ground state, the system’s response to a stimulus changes: for example, the out-of-phase magnetic
susceptibility of spin glasses depends on both frequency and the thermal history of the sample (see,
for example, Ref. [91] and references therein).
In contrast to the classical glasses discussed above, little is known about glassiness in quantum
systems. One of the few quantum glasses that has been explored both theoretically and experimen-
tally is the transverse-field disordered Ising model. In 1999, Brooke, et al. published a comparison
of annealing procedures in a material that realized this model [92]. Their results, summarized in
Figure 2.9, show a comparison between stimulated annealing (blue, classical path), which involves
slowly reducing the temperature of the glass, and quantum annealing (red, quantum path), which
involves turning on tunneling between local minima in the free energy. Figure 2.9b shows the
phase diagram of their material, and the quantum and classical annealing paths. In the glassy
regime (green star in the figure), measurements of the magnetic susceptibility show that quantum
annealing increases the relaxation time by a factor of roughly 30 (Figure 2.9c).
It remains an open question whether BG display any or all of these glassy properties. The
Huse and Fisher model [90] might accurately describe the higher energy states of the BG where, for
example, a particle and a hole might exist in separate, isolated superfluid puddles. Because of the
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0
Figure 2.9: Experimental results of quantum and classical annealing in a material realizing the one-
dimensional transverse-field disordered Ising model, reproduced from Ref. [92]. Panel (a) shows a
schematic of the classical (blue) and quantum (red) annealing mechanisms for finding a lower
energy state. Panel (b) shows the classical and quantum protocols for reaching the glassy phase
at the green star. Ht is the strength of the transverse field, T is the temperature, PM labels the
paramagnetic phase, FM labels the ferromagnetic phase, and G labels the glassy phase. Panel (c)
shows the magnetic susceptibility χ′ of the material for the classical and quantum trajectories as a
function of the frequency of oscillation f . From Ref. [92]. Reprinted with permission from AAAS.
disorder, the energy of the particle-hole pair (∆, in the Huse-Fisher formalism) can be arbitrarily
close to zero, and the barrier to decay (B) may be very large if the particle and hole are in different
superfluid puddles.
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2.5 The Quantum Kibble Zurek Mechanism
In the experiment discussed in Chapter 3, a gas is driven across the Bose glass—superfluid phase
transition by reducing the strength of the disorder. In clean quantum systems, one framework for
understanding the effects of crossing a phase transition in finite time is the quantum Kibble Zurek
mechanism (KZ), which links the generation of defects during a quantum quench to the critical
coefficients and quench time. The impact of disorder on the standard KZ framework has been
treated theoretically in one-dimensional spin chains [94, 95], but is unknown in the context of the
disordered Bose Hubbard model.
In addition, if the Bose glass resembles a classical glass by displaying slow relaxation times
and typically being out-of-equilibrium, it is unclear if the Kibble-Zurek paradigm—even modified
for disorder—accurately describes the excitations generated by crossing the Bose glass–superfluid
transition. The KZM relies on the system remaining in the ground state during most of the
quench, adapting to changes in the Hamiltonian adiabatically except during the impulse regime
near the phase boundary. The “adiabatic-impulse” approximation may not be accurate for out-of-
equilibrium, glassy systems.
This section explains the quantum Kibble Zurek mechanism in a clean system, and explores
modifications for a disordered system using a theoretical treatment of the one-dimensional random
Ising model from Ref. [94]. Whether or not these models accurately describe the BG-SF transition
is an open question.
In 1976, Kibble proposed that crossing a classical phase transition from a phase disordered
state to a phase ordered state at a finite rate, thus breaking the symmetry of the system, could
result in a variety of potentially long-lasting defects [96]. His interest was in symmetry breaking
in the early universe and the topological configurations that could persist to the present day. In
1985, Zurek considered how a dynamic traversal (“quench”) across a symmetry-breaking, classical
phase transition would manifest in superfluid helium, thus bringing it to the attention of condensed
matter physicists [97,98]. His contribution to the theory was to apply the apparatus of scaling laws
near critical points to predict how the density of defects depends on the rate at which the phase
transition is crossed [99].
The classical KZM involves quenching the temperature of the system to cross a phase boundary.
It has been extensively studied, with both numerical simulations [99–101], and experimentally in a
variety of condensed matter and atomic systems [24, 102–105]. The quantum Kibble Zurek mech-
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anism is a relatively recent extension of the theory, involving quenching across a zero temperature
phase transition by varying one or more parameters of the Hamiltonian (for review articles, see
Refs. [106–109]).
The quantum Kibble Zurek mechanism relates crossing a quantum phase transition by modifying
parameters of the Hamiltonian to the generation of excitations [106]. For example, in 2011 our
group performed quenches of lattice depth to explore excitations generated by crossing the quantum
phase transition from the Mott insulator to the superfluid phase [24]. Regardless of how slowly
the transition is crossed, defects appear in the new phase because the relaxation timescale diverges
near a phase boundary. Local fluctuations “freeze” near the phase boundary and appear in the new
phase as defects, the density of which depends on the rate the transition is crossed and the critical
coefficients of the transition [110]. What follows is a brief derivation of the quantum Kibble Zurek
effect for non-disordered systems.
The correlation length in a quantum system near a quantum phase transition is
ξ = ξ0||−ν , (2.15)
where ν is the correlation length critical coefficient. For a parameter in the Hamiltonian g with
critical value gc,  = (g − gc)/gc is defined as a convenient reduced parameter. Near the critical
point, the correlation length diverges and fluctuations become macroscopic (as illustrated by the
classic demonstration of critical opalescence in gases). These large fluctuations are slow to relax,
so the equilibrium relaxation timescale, τ , likewise diverges near the phase boundary:
τ = τ0
(
ξ
ξ0
)z
= τ0||−νz, (2.16)
where z is the dynamic coefficient. This slow relaxation near the phase boundary is called “critical
slowing down”.
The parameter g of the Hamiltonian is quenched such that (t) is a function of time. Typically,
a linear quench given by
(t) = t/τQ (2.17)
is considered in theoretical treatments. A characteristic time tˆ defines when the KZM postulates
that the response changes from adiabatic to static. At this time, the amount of time remaining
until the system reaches the phase boundary is less than the relaxation time τ , so fluctuations in
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-Figure 2.10: Equilibrium relaxation timescale τ near a phase transition traversed at t = 0. The
freeze-out time tˆ is the boundary between the adiabatic regime |t| > |tˆ| and the impulse regime
−tˆ < t < tˆ. Reproduced from Ref. [98].
the system are “frozen”. This determines the size of the “pieces” of the system and the density of
defects. For a linear quench, the characteristic time is defined by
τ(tˆ) = tˆ. (2.18)
Solving Equation 2.18 using Equations 2.16 and 2.17 gives
tˆ =
(
τ0τ
νz
Q
) 1
1+νz , (2.19)
and the characteristic correlation length at tˆ is
ξˆ = ξ0
(
τQ
τ0
) ν
1+νz
. (2.20)
Using dimensional arguments, it is clear that the density of excitations nex scales like ξˆ
−d, where
d is the dimensionality of the system. The density of excitations scales with quench rate as
nex ∼ (τQ)−
dν
1+νz . (2.21)
Therefore, excitations are always produced for any finite time phase crossing, and theoretical pre-
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dictions of the critical exponents can be experimentally verified by measuring the density of defects
as a function of quench rate.
The disordered case may necessitate a different treatment if it is in a different universality class
than the clean system. An illustrative example is the one-dimensional Ising model with random
ferromagnetic couplings. The critical coefficients for the clean system are ν = 1 and z = 1, whereas
in the disordered model ν = 2 and z →∞ at the phase boundary [94, 111]. This model obeys the
Hamiltonian
H = −
N∑
n=1
(hσxn + Jnσ
z
nσ
z
n+1), (2.22)
where n indexes the N spins with periodic boundary conditions, h is the transverse field, σnx (σ
n
z )
is the Pauli matrix in x (z) of the nth spin, and Jn is the ferromagnetic coupling between the spins
on sites n and n+ 1.
Equation 2.20 appears to imply that ξˆ is constant when z →∞, so the density of excitations is
independent of quench time. Weak dependence can be seen, however, using the relation that
z =
1
2|| (2.23)
near the critical point  = 0 [111]. Again using the criteria for the characteristic time in Equation
2.18, and assuming a linear quench (t) = t/τQ, the characteristic time is the solution to
tˆ = τ0
∣∣∣∣ tˆτQ
∣∣∣∣−τQ/tˆ . (2.24)
In the limit τQ →∞, the solution for tˆ is
1
tˆ
≈ ln(τQ/τ0)
ln(ln(τQ/τ0))
− 1, (2.25)
which gives us the approximate dependence of the critical correlation length and defect density on
quench time
ξˆ ∼ ln2(τQ/τ0) (2.26)
nex ∼ 1
ln2(τQ/τ0)
. (2.27)
This logarithmic relationship between the density of defects and τQ (reminiscent of the loga-
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rithmic residual energy in Equation 2.14) demonstrates very different behavior than the power-law
scaling exhibited by the clean system, suggesting that disorder plays a critical role in the dy-
namics near the phase boundary. Whether or not the excitations generated crossing the BG—SF
phase transition should theoretically exhibit logarithmic dependence on quench time is not known.
The experimental results presented in Section 3.6 are consistent with both logarithmic and weak
power-law dependence.
This chapter covered a variety of background material necessary to understanding the central
result of this thesis, presented in Chapter 3. The disordered Bose Hubbard model, introduced
in Section 2.1, is experimentally realized with an ultracold gas of 87Rb atoms loaded into an
optical lattice. A disordered phase, the Bose glass, discussed in Section 2.2, appears in our gas
at sufficiently high disorder. Several recent experimental results about the Bose glass, primarily
in atomic systems, are summarized in Section 2.3, to provide context for this result. Properties
of classical glasses and the little that is known about their analogues in quantum materials are
discussed in Section 2.4. Whether or not the Bose glass displays the characteristic phenomena of
classical glasses is unknown. In our experiment the gas is quenched from the Bose glass to the
superfluid phase by ramping off the disorder. A standard paradigm for quantifying the excitations
generated by varying a parameter in the Hamiltonian is the quantum Kibble-Zurek mechanism,
discussed in Section 2.5. This section also includes a discussion on how the KZM may fail to
adequately describe the generation of defects caused by crossing the Bose glass–superfluid phase
transition.
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Chapter 3
Probing the Bose-Glass–Superfluid Tran-
sition using Quantum Quenches of Dis-
order
The work described in this section was published as: C. Meldgin, U. Ray, P. Russ,
D. Ceperley, B. DeMarco. Probing the Bose-Glass–Superfluid Transition using Quan-
tum Quenches of Disorder. Nature Physics, Advance online publication (2016). doi:
10.1038/nphys3695 [112]
The dynamics resulting from tuning, or quenching, quantum matter across a phase transition
provide fundamental insights into the nature of many-particle systems [106]. One approach to
understanding this problem is the Kibble-Zurek (KZ) mechanism [110], which links the dynamical
generation of excitations as equilibrium is disrupted during a quench to the critical exponents of the
equilibrium phase transition. Despite the prevalence of disorder in quantum matter, little is known
about how disorder influences non-equilibrium dynamics and affects the KZ paradigm in closed
quantum systems [113]. Understanding the dynamic and non-equilibrium properties of disordered
quantum matter and how the KZ scenario is changed by disorder is of paramount importance to
applications such quantum annealing and adiabatic quantum computing [114–118] and electronics
based on quantum phase transitions in strongly correlated electronic solids [119]. Here, we use a
quantum quench of disorder in an ultracold lattice gas to probe the Bose-glass–superfluid (BG-SF)
quantum phase transition (Figures 3.1 and 3.2).
We show that the appearance of excitations generated by the quench is associated with crossing
the equilibrium phase boundary via comparisons to quantum Monte Carlo (QMC) simulations.
The residual energy generated by the quench, which is a measure of efficacy for optimization via
quantum annealing, is observed to be barely dependent on the quench time and consistent with
inverse logarithm or weak power-law scaling.
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3.1 Experimental Apparatus and Methods
To make these measurements, we create an atomic realization of the three-dimensional (3D) disor-
dered Bose-Hubbard model (DBHM) using ultracold 87Rb atoms trapped in a disordered optical
lattice [30]. As discussed in Section 1.1, the DBHM is a paradigm for strongly correlated and
disordered bosonic systems, such as 4He in substrates like aerogels, Josephson-junction arrays, and
granular superconductors [25]. Along with various models of magnetism, the BH model has been
central to our understanding of quantum phase transitions [120]. In the DBHM, a strongly inter-
acting SF undergoes a quantum phase transition into a BG when subjected to disorder. The BG
phase exhibits the peculiar property of lacking long-range order while possessing infinite super-
fluid susceptibility [25], and it is therefore viewed as a gapless insulator with finite compressibility
that arises from the presence of quasi-condensates, or SF puddles, embedded in an insulating back-
ground. Disordered ultracold atom gases have been used to indirectly measure the SF-BG transition
via transport and coherence measurements in 1D [76] and 3D [23] disordered lattices and in 1D
quasi-periodic lattices [6, 121].
100 ms 30 ms 50 ms
time
Figure 3.1: Time sequence for the measurement. The lattice potential depth and disorder strength
are shown using red and green lines. The disordered optical potential is shown at three stages
during the quench.
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In our experiment, we prepare a gas consisting of (27± 2)× 103 atoms cooled below the critical
temperature Tc for Bose-Einstein condensation in a parabolic trap such that there is no visible
thermal component and the condensate fraction is greater than 90%. The geometric mean of the
trap frequencies in this trap is ω = 2pi(53 ± 3) Hz. A disordered cubic optical lattice, formed
from three pairs of counter-propagating λ = 812 nm laser beams and a 532 nm optical speckle
field, is superimposed on the gas. The disordered lattice potential is ramped on in 100 ms using
an exponential function with a 200 ms time constant (see Figure 3.1). For s = (10 − 12)ER,
the extra confinement from the gaussian profile of the lattice beams increases the geometric mean
trap frequency to approximately ω = 2pi(69 ± 4) Hz. The waist of the speckle beam envelope is
160± 20 µm, with radial and axial speckle autocorrelation lengths 570 nm and 3 µm, respectively.
The uncertainty in the size of the envelope leads to a 25% systematic uncertainty in the disorder
strength ∆. The projections of the speckle autocorrelation lengths onto the lattice directions are
650 nm and 790 nm, which are comparable to the 406 nm lattice spacing. The atoms experience a
potential energy shift proportional to the speckle intensity, which varies randomly in space, leading
to disorder in the Hubbard tunneling t, interaction U , and site occupation  energies. The in-trap
DBHM we realize is characterized by the Hamiltonian
H = −
∑
<ij>
tij bˆ
†
i bˆj +
∑
i
(i − µ)nˆi + 1
2
∑
i
Uinˆi(nˆi − 1) + 1
2
∑
i
mω2r2i nˆi (3.1)
where i and j index the lattice sites and 〈〉 indicates that tunneling occurs only between adjacent
sites. In Eq. 3.1, nˆi is the number of particles on site i, bˆi (bˆ
†
i ) removes (adds) a particle from site
i, m is the atomic mass, ω is the geometric mean of the trap frequencies, ri is the distance to the
center of the trap, and µ is the chemical potential. We measure all energies in terms of the recoil
energy ER = h
2/2mλ2 ≈ kB × 170 nK. The distribution of the Hubbard parameters, which are
broadened around the values for the uniform system, are precisely known [30,122]. The strength of
the disorder is characterized by the average potential energy ∆ associated with the speckle, which is
approximately equal to the standard deviation of the i distribution. The lattice potential depth s
(which controls U/t) and ∆ are independently adjusted by tuning the power of the lattice laser and
532 nm light. For the values of s sampled in this work, the gas is a strongly correlated, quantum
depleted SF when ∆ = 0. We do not explore sufficiently high s to generate a Mott insulator phase
in the gas.
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3.2 Generating Excitations via a Quantum Quench
We probe the BG-SF transition by measuring the amount of excitation produced by quenching ∆
at fixed s. Based on general arguments regarding the phase diagram in untrapped systems, the
BG phase will appear in the low-density edge of the gas for sufficiently high ∆0 [25] (see Figure
3.2). For stronger disorder, the BG-SF boundary moves inward, encompassing more of the atoms.
Excitations produced by the quench are measured using time-of-flight (TOF) imaging. Before
time-of-flight imaging, the lattice is band mapped in 300 µs in order to improve the imaging signal-
to-noise ratio [123]. The gas is supported against gravity by a magnetic field gradient during the
50 ms expansion time. By imaging after a long (50 ms) period of free expansion, vortices and
other excitations are transformed into modulations of the density profile and the measured optical
depth (OD). These excitations are visible in the characteristic images shown in Figs. 3.2 and 3.5b.
For low ∆0, the density profile after the quench and TOF is smooth, while for high ∆0, features
consistent with vortices are present.
To quantitatively characterize the amount of excitation present after the quench, we define χ˜2
χ˜2 =
∑
ij
(Oij − fij)2
fij
/
∑
ij
Oij . (3.2)
In this equation, Oij is the measured OD at the pixel indexed by i and j, and f is a smooth fitting
function. Images are fit to a function that is the combination of a Thomas-Fermi (TF) profile and a
gaussian, which is approximately the equilibrium SF distribution [124]. For the χ˜2 measure, the OD
is sampled within a region smaller than the FWHM of the fitted TF profile. As discussed in Section
2.5, this method was previously used to observe the quantum KZ effect by measuring excitations
generated via a quench between Mott insulator (MI) and SF states in a “clean” lattice [24].
Rapid quenches may produce unwanted excitations such as phonons, if the local superfluid speed
of sound is exceeded due to the time variation of the spatially inhomogeneous quench. To avoid
complications from this type of effect, we determine the associated timescale using a simulation
of the three-dimensional time-dependent Gross-Pitaevskii equation [125]. We simulate a disorder
quench as in the experiment followed by 20 ms of free expansion (see Figure 3.3). Because it is
too computationally intensive to include the lattice, we simulate a trapped gas with the interaction
strength adjusted to match the lattice system while coarse graining over the lattice length scales [22].
Density distributions from these simulations were column integrated and analyzed using Equation
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Figure 3.2: Schematic phase diagram of the DBHM and quench. The gas is quenched from the BG
to the SF regime by rapidly reducing (green arrow) the disorder strength ∆ from ∆0 to zero at fixed
U/t, which is determined by the lattice potential depth s. Equilibrium configurations are shown at
three values of ∆. For sufficiently high ∆, BG (blue) and SF (light gray) phases coexist in the trap.
Equilibrium is disrupted during the quench and excitations are produced, which are measured in
TOF images (grayscale). Images are shown for ∆0 ≈ 0.5ER (i) and ∆0 = 0 (ii) at s = 12ER. The
white ellipse indicates the fitted Thomas Fermi radius. For sufficiently high disorder, excitations
such as vortices are apparent (red arrow) after the quench, while smooth profiles are obtained at
low ∆0. Clear images of vortices are rare, because vortices generated by the quench are randomly
oriented relative to the imaging direction.
3.2.
Results for ∆ = 1ER, chemical potential determined by µ = mωr
2
i /2 + U 〈ni〉 /d3 (with U
for s = 10ER), and a trap frequency set to match the experiment are shown in Figure 3.3. An
exponential fit yields a time constant of 9± 2 ms. We therefore choose a quench time of 30 ms to
suppress excitations that arise only from the time variation of the speckle potential. For τQ = 30
ms, the simulated χ˜2 is approximately 20 times smaller than in the experiment for similar ∆, which
is evidence that the excitations observed in the experiment are not generated by time variation of
the speckle potential.
To confirm experimentally that 30 ms quenches do not generate the unwanted excitations asso-
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Figure 3.3: Time-dependent Gross Pitaevskii simulations including 20 ms of free expansion following
the quench for different quench times τQ. (a) Simulated column density profiles for τQ = 1 (i),
10 (ii), and 30 ms (iii). (b) Excitation strength χ˜2 as τQ is varied. The solid line is a fit to an
exponential decay.
ciated with rapid changes in the potential, we perform quenches of varying duration with s = 10ER
and low disorder (∆0 = 0.35ER) to avoid crossing the BG-SF phase boundary. The exploration of
the dynamical timescale of the SF–BG transition is carried out using a different procedure than the
χ˜2 measurement. We measure condensate fraction using TOF imaging at the end of a slow turn-off
of the lattice over 60 ms and 150 ms thermalization time in the trap (Figure 3.4b). Condensate
fraction is inverted to thermal energy per particle using non-interacting thermodynamics. For these
data, the gas is allowed to rethermalize in the trap after the quench. In Figure 3.4a, we show the
change in thermal energy δ =  − 0, where 0 is the thermal energy without disorder applied,
for the gas after rethermalization. The experimental procedure is shown in Figure 3.4b. A fit to
an exponential decay gives a time constant of 5.4 ± 1.5 ms. For comparison, the tunneling time
~/t is approximately 2 ms. Excitations generated by only time variations in the disorder potential
are thus minimal for these parameters and the 30 ms quench time used to probe the SF-BG phase
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boundary.
a
b
55 60 150 
Figure 3.4: (a) Change in thermal energy for quenches with different quench times τQ at s = 10ER
and for ∆0 = 0.35ER (i.e., in the SF regime). The error bars shown the standard error in the mean
for the 8–15 measurements averaged for each point. The solid line is a fit to an exponential decay.
(b) Timing used for dynamics measurement. The lattice potential (red) is on for 55 ms, and the
quench time τQ of the disorder potential (green) is varied. After the quench, the lattice is ramped
off in 60 ms, and the atoms are allowed to thermalize in the trap (gray) for 150 ms.
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3.3 Experimental Results of Slow Quench
Data for s = 11ER and ∆ ≈ 0− 1ER are shown in Figure 3.5a. It is apparent that excitations are
not generated by the quench until a threshold disorder strength is crossed, above which χ˜2 increases
approximately linearly with ∆0. Similar threshold behavior is observed for all s we sample in this
work.
One way to account for such behavior is through the theory of continuous phase transitions
and the quantum KZ effect [110] (Section 2.5). In the KZ scenario, an adiabatic transition from
a phase disordered (e.g., BG) to an ordered (e.g., SF) state is impossible because of diverging
characteristic length and time scales in the vicinity of the transition. Dynamically traversing a
continuous quantum phase transition by tuning (or quenching) a Hamiltonian parameter leads to
the formation of excitations such as vortices that persist even after the transition is crossed. The
quantum KZ effect has been used to describe this phenomenon, and it has been observed for the
MI-SF transition in a “clean” optical lattice, where sensitivity to the equilibrium phase boundary
and power-law scaling were observed [24], and the scaling of the coherence length after the quench
with the quench rate was measured [126]. Our knowledge of whether the quantum KZ scenario
applies to disordered systems and how KZ physics is modified by disorder and glassy phases is
limited to simulations and theory of certain one-dimensional spin models [94, 95, 114]. The prime
example of a quantum quench in a disordered system before this work was in an Ising magnet
[92], where a smaller residual energy for quantum compared with thermal annealing was observed
via magnetic susceptibility measurements. Later measurements on the same system confirmed a
point on the ferromagnetic-paramagnetic phase boundary via vanishing hysteresis [127]. Work
studying quantum annealing in effectively disordered magnetic models realized using systems of
superconducting qubits is also ongoing [116, 118]. The threshold behavior evident in Figure 3.5a
suggests that a key characteristic of the quantum KZ mechanism in non-disordered systems—that
excitations are only generated when a phase transition is crossed—applies to the BG-SF transition
in our system.
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Figure 3.5: (a)-(b) Results of quench measurements. (a) The observed χ˜2 as ∆0 is varied at
s = 11ER and the piecewise linear fit (red line) used to extract the threshold disorder ∆th are
shown. The error bars show the standard error in the mean for the 6-12 measurements averaged
at each ∆0. TOF images obtained after the quench are shown for ∆0 = 0 (i), ∆0 = 0.7 (ii), and
∆0 = 0.95ER (iii). (c)-(d) Results from QMC simulations. (c) The upper bound NBG/N on the
BG fraction is shown as a function of ∆ for s = 11ER. The error bars show the standard error
in the mean for the QMC statistical noise. The insets are three-dimensional contour plots of the
highest (blue) and second highest (green) occupation eigenfunction of the single-particle density
matrix for ∆ = 0.05 (upper left) and ∆ = 1ER (lower right). The BG phase has multiple localized
modes, only one of which is shown here. (d) Density slices through the trap center are shown for
∆ = 0.1 (i), ∆ = 0.6 (ii), and ∆ = 1ER (iii). The blue (green) regions are the SF (BG) domains,
and the color bar shows the average number of particles on each site.
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Figure 3.6: All experimental and QMC results used to determine ∆th. Panels (a)–(e) are the
experimental results, with s = 10, 10.5, 11, 11.5, and 12. Panels (f)–(h) are the QMC results, with
s = 10, 11, and 12.
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3.4 Comparison with Quantum Monte Carlo Simulations
To connect the observed threshold disorder with the SF-BG transition, Ushnish Ray in David
Ceperley’s group carried out exact QMC simulations of the equilibrium system using the same trap
and lattice parameters, and atom number as in the experiment. The experimental and computa-
tional speckle disorder were different realizations from the same distributions of speckle parameters.
For trap-free geometries in the thermodynamic limit, the BG is characterized by a vanishing su-
perfluid order parameter and non-zero compressibility [51]. In contrast, the trapped system he
considered exhibits domains corresponding to SF and BG phases that were distinguished using
the spatial extent of the condensate. The condensate is identified as the macroscopic occupa-
tion of a single-particle eigenstate that can be obtained from the single particle density matrix
ρ1 ≡
∑
ij 〈bˆ†i bˆj〉 [128,129].
For clean systems (i.e., ∆ = 0) with U/t < 29.34± 0.02 that are below Tc, a single condensate
extends throughout the system that coincides with local superfluid density order parameter [74].
As ∆ is increased, this behavior changes and the extent of the macroscopic condensate shrinks,
leaving behind regions devoid of coherence. Since the SF-BG transition is of the continuous type,
phase coexistence is forbidden, and we identify these regions as BG. To illustrate how the BG phase
emerges in the gas, we show the two highest occupation eigenfunctions of ρ1 for s = 11ER and
∆ = 0.05 and 1ER in Figure 3.5c. At low ∆, all single-particle states are spatially overlapped with
the SF domain, and the second highest occupied state results from interaction-induced quantum
depletion. For sufficiently high ∆, however, this extended state is replaced by a spatially localized
mode that corresponds to a non-macroscopic and locally coherent superfluid puddle characteristic
of the BG phase.
To compare with the experimental measurements, Ushnish Ray computed the BG fraction
NBG/N as the fraction of atoms in regions without a macroscopic condensate present. This estimate
is an upper bound at non-zero temperature because of thermal excitation, which he found is small
in the regime we study (see Section 3.5). As shown in Figure 3.5d, the BG as defined by this
criterion emerges at the edge of the gas and grows in extent and number as ∆ is increased. The
typical behavior for NBG/N at s = 11ER as ∆ is varied (shown in Figure 3.5c) mirrors the amount
of excitation created by the quench in the experiment: NBG/N is only non-zero above a threshold
disorder, above which it increases approximately linearly with ∆.
We construct a SF-BG phase diagram (Figure 3.7) by estimating the threshold disorder ∆th
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Figure 3.7: Phase boundary between SF and BG regimes. Every point is the result from a piece-
wise linear fit to data at fixed s (such as those shown in Figs. 2a and c), and the error bars show
the fit uncertainty. The solid black circles are the experimentally determined values of ∆th from
quench measurements, and the open red circles are the QMC simulation results.
for excitations to appear in the experiment and for BG to appear in QMC simulations using a
piecewise-linear fit to data such as those shown in Figure 3.5. The fitting function assumes constant
behavior for disorder strengths less than ∆th and linearly increasing behavior characterized by the
free parameters ∆th and a slope for disorder strengths greater than ∆th. Several important features
of the phase diagram are evident. The threshold disorder ∆th is weakly dependent on U/t, and
the QMC and experimental results agree within the 25% systematic uncertainty in ∆0; there are
additional systematic and statistical uncertainties arising from finite temperature and disorder
averaging (see Section 3.5 and Ref. [74]). This agreement—which demonstrates that the quench
dynamics and production of excitations in this strongly disordered system are sensitive to the
ground-state, equilibrium phases—supports the quantum KZ scenario. Furthermore, the observed
threshold behavior cannot be explained by mean field theory, which predicts that a BG appears
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for infinitesimal disorder [130]. The decrease in ∆th at higher s (i.e., larger U/t), which cannot be
accounted for by general classical percolation mechanisms, implies that stronger interactions weaken
the SF against localization in this regime. Finally, the observed ∆th is lower than that required
to convert the entire gas to a localized BG phase, as determined via transport measurements [23].
This behavior is expected, since the entire gas must be converted to a BG phase in order to halt
transport.
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3.5 Temperature Effects in Experiment and QMC Simulations
To explore the impact of non-zero temperature on the QMC simulations and experiments, Ushnish
Ray performed several calculations at the extreme values s = 12ER and ∆ = 1.0ER sampled in the
experiment. We expect the impact of non-zero temperature to be strongest for the highest lattice
potential depths and strongest disorder potential energy.
The QMC simulations used to determine the SF–BG boundary shown in Figure 3.7 were carried
out at kBT = t. From the dependence of the condensate fraction (n0) on temperature, shown in
Figure 3.8, for a system at s = 12ER and ∆ = 1.0ER, we see that this temperature is well below the
critical temperature t/kBTc ≈ 1/4. Since Tc is larger for smaller values of ∆ and s in this parameter
regime, and from the fact that n0 is close to the saturated ground state value (at T = 0), we can
surmise that the simulations are at ultra-cold temperatures where the behavior is dominated by
ground state properties of the system.
Figure 3.8: Dependence of condensate fraction n0 on the temperature T for a system at s = 12ER
and ∆ = 1.0ER. The statistical error bars result from QMC sampling.
Understanding the impact of non-zero temperature on the quench measurement in the ex-
periment is complicated by the problem of precisely determining temperature in optical lattice
69
experiments [131]. We therefore use a standard technique to estimate temperature in the lattice
by assuming the entropy per particle S/N inferred from TOF measurements of condensate fraction
in the trap is preserved during the lattice turn-on. QMC simulations are then applied to convert
S/N to temperature in the disordered lattice. We consider the highest interaction and disorder
strengths we access in this work (s = 12ER and ∆ = 1ER), where the maximal impact of non-zero
temperature is expected.
The temperature is sufficiently low in the experiment so that we can only determine an upper
bound on S/N . First, the lower bound on the condensate fraction is determined using images
taken at long (30 ms) and short (15 ms) expansion times (see Figure 3.9). After 30 ms time-of-
flight (Figure 3.9a and c), the gas has no discernable thermal component. Slices of the gas, like
that shown in Figure 3.9a, are fit to a Thomas-Fermi profile to determine the number of particles
in the condensate. After 15 ms time-of-flight (Figure 3.9b and d), the gas is sufficiently dense to
saturate the camera in the center of the gas. As shown in Figure 3.9b, values above 1700 mOD are
considered saturated, and not included in the fit. In Figure 3.9d, the saturated region is in black.
The total fit (red) is a combined Thomas-Fermi (blue) and thermal (green) profile.
The thermal component is very small. At the Thomas-Fermi radius, typical images show a
fringe of 2-2.5× the imaging noise (the standard deviation of the background pixels). Many of
the atoms in the fringe beyond the Thomas-Fermi radius are in the condensate: the Thomas-
Fermi approximation that the kinetic energy of the atoms is zero breaks down near the edge of
the gas, leading to a narrow shell where the density of the condensate atoms tapers smoothly to
zero. The thermal component that we measure is therefore a potentially large overestimate for the
true number of thermal atoms. The condensate fraction determined with the measured thermal
component—0.90—is a lower bound on the true condensate fraction.
We use the semi-ideal model, discussed in Refs. [132] and [15], to calculate the entropy per
particle of a harmonically-confined gas. In this model, the condensate creates a repulsive potential
experienced by the thermal component. The lower limit of 90.% condensate fraction implies on
upper bound of 0.4 kB per particle on S/N . We therefore estimate that 0.4kB > S/N > 0kB for
the measurements presented in this work.
We compare the estimate of entropy per particle in the experiment to the QMC simulations,
which use the energy per particle (E/N) from QMC runs to infer the entropy per particle as a
function of temperature. The results shown in Figure 3.10a were obtained by fitting E/N to a
cubic spline for the sampled points. The ultra-low temperature behavior is obtained by fitting the
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Figure 3.9: Sample experimental data used to determine the upper bound on entropy per particle.
Panel (a) shows a slice through the gas shown in panel (b), after 30 ms time-of-flight. The gas has
no discernable thermal component above the imaging noise. Panel (c) shows a slice through the
gas shown in panel (d) after 15 ms time-of-flight. The central peak saturates the camera, but the
fringe atoms (light yellow) are visible. The figure in panel (d) was chosen because it has a larger
than normal thermal fringe: most images have little or no observable thermal fringe.
low temperature points to a exponential function. The entropy per particle S/N is then obtained
from E/N via integration. This procedure is similar to those used for clean systems [124].
Figure 3.10: Panel (a) shows the entropy per particle estimated from the energy per particle using
QMC simulations. Panel (b) shows the dependence of the Bose-glass fraction on temperature for
s = 12ER and ∆ = 1ER. The cross-over behavior and the saturation of the BG fraction as T → 0
are apparent.
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Given the bounds from the experiment, we estimate that T < 1.4t/kB for s = 12 and ∆ = 1ER,
which is below the critical temperature. In this regime, there is a larger contribution of higher
energy states than the QMC simulations. A method for understanding how this T affects the
quench measurements and determination of ∆th is unavailable and beyond the scope of this work.
To gauge the impact of non-zero T , Ray used equilibrium QMC simulations to calculate how
NBG/N changes with temperature. Figure 3.10b shows results for s = 12 and ∆ = 1ER. We
conclude an insulating domain persists in the zero-temperature limit, and the localized states that
arise in the BG domain are robust in the temperature regime sampled in the experiment.
To verify that non-zero temperature does not affect the nature of the localized states as SF
puddles embedded in an insulating and incoherent background, we show the spatial profile of the
second-highest-occupied eigenstate of the single-particle density matrix in Figure 3.11 for s = 12ER,
and ∆ = 1.0ER. Results are shown for a range of temperatures larger than that present in the
experiments. The structure of the eigenstate remains remarkably stable for this extreme range
of temperature. Apparent in these images is that non-zero temperature allows for the incoherent
background to diffuse into the SF puddles. For the range of parameters explored in the experiment,
SF puddles as a characteristic feature of the BG unambiguously persists at finite temperatures.
Figure 3.11: Images of the column-integrated magnitude of the second-highest-occupied eigenstate
of the single-particle density matrix. Each pixel in the images represents a lattice site. The images
are ordered from low to high temperature, and the color bar shows the number of particles.
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3.6 Dynamics
We explore the dynamical timescale of the SF-BG transition by varying the quench time τQ at
fixed s and ∆0. In the KZ scenario for clean systems, the amount of excitation and heat produced
during a quantum quench typically display power-law dependence on the quench time [110]. The
knowledge of how this changes in disordered systems is restricted to theory and simulations of one-
dimensional spin chains, which possess inverse logarithmic dependence of the residual energy (i.e.,
the energy generated by the quench) on the quench time [94,95]. Data for one order of magnitude in
τQ/(~/t), where ~/t is the tunneling time, are shown in Figure 3.13 at s = 10ER for the BG regime
at ∆0 = 1ER. To avoid complications from decay of excitations during the quench, we determine
the residual energy by measuring the temperature of the gas after allowing rethermalization in the
trap for 150 ms (see Figure 3.12). We show the change in the thermal energy δ =  − 0, where
 and 0 are the thermal energy per particle inferred from the measured temperature with and
without the quench.
150 60  150 
Figure 3.12: Timing used for dynamics measurement. The lattice potential (red) is on for 150 ms,
and the quench time τQ of the disorder potential (green) is varied. After the quench, the lattice is
ramped off in 60 ms, and the atoms are allowed to thermalize in the trap (gray) for 150 ms.
The extremely weak dependence of δ on τQ is characteristic of the BG regime for all s sampled
in this work. The residual energy is nearly fixed for quenches spanning approximately six to sixty
times the tunneling time. We do not observe significant changes in this behavior with different s.
The range of ∆0 we can sample is limited to approximately 1ER because this measurement requires
the heat generated by the quench to be greater than that from the lattice light, and for the gas after
the quench to remain condensed. Constraining the scaling with τQ is challenging given this anemic
dependence and our inability to explore longer quench times because scattering of the lattice light
heats the gas above Tc. Fits to an inverse logarithm proportional to 1/ log(τQt/~)1.0±0.4 and a
power law (τQt/~)0.4±0.1 are shown in Figure 3.13. Both fits are equally consistent with the data,
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with reduced chi-square values of 0.9 and 0.8 for the inverse logarithm and power law, respectively.
Figure 3.13: Dependence of the residual energy on the quench time. The change in the thermal
energy per particle δ is measured for varied quench time τQ, which is normalized to the (fixed)
tunneling time ~/t. Data are shown for ∆0 = 1ER, which is greater than ∆th and corresponds to
the BG regime. The error bars represent the standard error in the mean for the 8-15 measurements
averaged for each point. The solid line is to a power law, and the dotted line is a fit to an inverse
logarithm.
Theoretical predictions for how the residual energy changes with quench time in this system are
unavailable, since exact numerical simulation of a quench is intractable for experimentally relevant
numbers of particles in two and three dimensions. Approximate simulations of other dynamics have
been carried out, including exploration of how modulating the tunneling t leads to excitations [133].
A clearer understanding of how the KZ paradigm is modified by disorder and precisely how the
residual energy scales with quench time is critical to applications such as quantum annealing,
which can be used for many NP-hard optimization problems that map onto disordered quantum
systems [116,118,134].
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Chapter 4
Other Work
4.1 Slow Thermalization Between a Lattice and Free Bose Gas
The work described in this section was published as: D. C. McKay, C. Meldgin, D.
Chen, and B. DeMarco, Slow Thermalization Between a Lattice and Free Bose Gas.
Phys. Rev. Lett. 111, 063002 (2013).
Using a 3D spin-dependent optical lattice, we study thermalization and energy exchange
between two ultracold Bose gases, one of which is strongly correlated and bound to the
lattice and another that is free from the lattice potential. Disruption of interspecies
thermalization is revealed through measurements of condensate fraction after the lat-
tice is superimposed on the parabolic confining potential. By selectively heating the
lattice-bound species and measuring the rate of heat transfer to the free state, suppres-
sion of energy exchange is observed. Comparison with a Fermi’s golden rule prediction
confirms that this effect is caused by a dispersion mismatch that reduces the phase
space available for elastic collisions. This result has critical implications for methods
proposed to cool strongly correlated lattice gases.
Extensive discussions of this work can be found in Refs. [10, 15]. This section provides a brief
summary of the work and conclusions and further discussion.
Understanding the process of thermalization between a lattice and free Bose gas is of critical
interest for applications such as cooling and thermometry [135]. A technique for using a reservoir of
free atoms to absorb entropy from a lattice gas via a band decay process has been proposed [136,137]
and explored experimentally (Ref. [11], Section 4.2). Alternatively, a small impurity of free atoms
could be used to determine the temperature of a lattice gas [135], provided energy exchange is rapid
on the timescale of the experiment.
To quantitatively determine the rate of heat transfer between lattice and free gases, the lattice
atoms were heated to infinite kinetic temperature T˜ →∞, such that all quasimomentum states in
the lowest band were equally occupied (12t kBT  Ebg). The temperature of the free atoms was
measured as a function of lattice depth s and the amount of time the species were allowed to interact
for a time thold. Due to the mismatch in the dispersion between the non-lattice species and the lattice
species at higher lattice depths, the rate of thermalization was found to be slow, indistinguishable
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Figure 4.1: Dephasing procedure (top left) and images of the lattice (|1〉) gas before and after the
dephasing procedure. The color scale indicates the measured optical depth. Slices through the
imaged density profile along a lattice direction (indicated by the dashed line) are shown. Each
image is the average over five experimental iterations, and each quasimomentum distribution is
averaged over five adjacent slices.
from zero for s & 10ER. The same phenomena is observed in Kapitza resistance [138], which occurs
at interfacial surfaces and can impact conductor-insulator transitions [139].
A spin-dependent lattice was employed such that 87Rb atoms in the |1,−1〉 state (|1〉) expe-
rienced a lattice potential, while atoms in the |1, 0〉 state (|0〉) did not. |1〉 lattice atoms were
selectively heated using a standard dephasing procedure (Figure 4.1). The lattice was pulsed three
times between a superfluid at 4 ER and a Mott insulator at 19 ER (the lattice ramp between 4 and
19 ER occurred in 100 µs to prevent transitions to higher bands). Figure 4.1 shows that the atoms
have an approximately uniform distribution of quasimomentum after the dephasing procedure. The
non-lattice species is not heated during this procedure as it does not experience the lattice poten-
tial. After heating the lattice atoms, the two species are allowed to interact for a time thold before
being released from the trap and separated via a magnetic field gradient. The temperature of the
|0〉 free gas is measured at different lattice depths (Figure 4.2).
Figure 4.2 shows example data taken at s = 4ER. The condensate fraction N0/N of the |0〉
state drops with longer holdtimes (Figure 4.2a). Temperature is inferred from condensate fraction
and used to find the heating rate in nK/ms at short holdtimes (Figure 4.2b). To verify that the
heating is not spurious, two sets of control data were taken (Figure 4.2c) to measure the heating
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Figure 4.2: (a) Condensate fraction for the |0〉 component after dephasing versus hold time for
s = 4ER. Each point is the average of 10 experimental runs, and the error bars show the standard
error of the mean. (b) Temperature inferred for the |0〉 component from the data in (a) (circles)
and from a measurement when the lattice atoms are not dephased (diamonds). The solid line is a
linear fit to data taken after dephasing and with thold = 0− 12 ms (solid circles), while the dashed
line is a linear fit to the control data (diamonds) for all thold. (c) Control data for the heating
rate. The black diamonds show T˙ when the lattice atoms are not dephased, and the red squares
show T˙ when no lattice atoms are present. For comparison, the calculated heating rate for the |0〉
atoms from spontaneous emission driven by the lattice laser beams is 0.02 nK/ms ×s[ER], which
is consistent with the measured heating rates at low s within 1.5 times the standard error.
rate without lattice atoms present, and with unheated lattice atoms.
In Figure 4.3, experimental data on rate of change of the temperature of the |0〉 free gas is plotted
against lattice depth. The experiment is compared with a Fermi’s golden rule (FGR) calculation
for the rate of energy transfer into the |0〉 state (dashed black line). Energy exchange occurs via
collisons in which a lattice particle |1〉 with quasimomentum q scatters to final quasimomentum q′,
creating a Bogoliubov excitation with momentum p in the weakly interacting free gas. The rate is
given by
Γ = (2pi/~)| 〈q′,p|Vint |q, 0〉 |2δ[E(q)− E(q′)− (p)] (4.1)
where E(q) is the energy of the ground band with quasimomentum q, E(q) = 2t
∑3
i=1[1−cos(qid/~)]
and (p) =
√
(cp)2 + (p2/2m)2 (c is the speed of sound in the free gas). The matrix element in Γ is
| 〈q′,p|Vint |q, 0〉 |2 = N (0)(4pia~2/mV )2[p2/2m(p)]δq,q′+p (4.2)
describing the effect of a contact interaction Vint with scattering length a [140]. N
(0) is the number of
non-lattice atoms. The volume occupied by the atoms, V , is combined with number in the final form
of the equation to give dependence on density. The rate of energy transfer is E˙ = N (1)
∑
p,q Γ(p)ρq,
where N (1) is the number of lattice atoms in volume V . We sum over all final momenta p and
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Figure 4.3: Rate of energy exchange between lattice and non-lattice atoms for different lattice
depths, all in the superfluid regime of the Bose Hubbard model. As discussed in the text, the red
and dashed black lines show FGR calculations for the energy exchange rate E˙. The scale has been
adjusted so that E˙ and T˙ coincide at s = 4 since these quantities are proportional. The inset shows
the fraction of phase space that can take part in energy and momentum conserving collisions.
assume a uniform distribution ρq of initial quasimomenta. Finally, the local density approximation
is applied to account for the profile of the condensed, free atoms (and the density of the lattice
atoms is approximated as one per site).
While this result gives qualitative agreement with the experimental data, the data show that
T˙ → 0 at roughly 10 ER, whereas the calculated T˙ approaches 0 at around 7 ER. This is in part
due to the loss of phase space for collisions at higher lattice depths. The inset in Figure 4.3 shows
the fraction of phase space f =
∑
p,q ρqδ[E(q)− E(q′)− (p)]δq,q′+p/
∑
q 1 (averaged over the |1〉
quasimomentum distribution) with energy and momentum conserving collisions, which vanishes for
s & 8ER. Since the data indicates that the rate of energy transfer does not drop to zero at 8 ER, we
heuristically relax the energy conserving delta function in Γ to a Gaussian with standard deviation
equal to the Hubbard energy U . The result is the red line in Figure 4.3, suggesting that the strong
lattice interactions play a critical role in energy transfer.
This work hinges on spatial overlap between the |0〉 and |1〉 atoms. To verify that the atoms
have adequate spatial overlap, we check both that the center of the gases are physically in the
same position (Figure 4.4a), and that the |0〉 atoms are not repelled from the lattice sites by inter-
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species interactions with the |1〉 atoms (Figure 4.4b). Figure 4.4a shows that within the 3 µm/pixel
resolution of our imaging system, there is no significant difference between the separation of the
|0〉 and |1〉 gases when prepared together (blue circles) and when they are prepared separately in
subsequent runs (red squares). The FWHM of the gases is approximately 15-20 µm.
a b
Figure 4.4: Tests for large and small length scale spatial separation between the |0〉 and |1〉 states.
Panel (a) shows that there is no significant large scale separation between the gases when prepared
together (blue circles) and separately in subsequent runs (red squares). Each gas has a roughly
15-20 µm FWHM. Panel (b) shows that there is no significant small scale separation between the
|0〉 and |1〉 states. Atoms in the |0〉 state are transferred to the |2, 1〉 state with (blue circles) and
without (red circles) the |1〉 state present. Small scale separation between the states would be
indicated by a suppression of the transfer.
To check for separation of the scale of a lattice spacing, we use a microwave-frequency magnetic
field to drive the |0〉 state (|1, 0〉) to the |2, 1〉 state. Since atoms in the |2, 1〉 state and atoms in
the |1〉 state (|1,−1〉) experience the same potential from the lattice, transfer of atoms from the
|0〉 state to |2, 1〉 will be suppressed if there is spatial separation of the |0〉 and |1〉 states due to
repulsive inter-species interactions. Figure 4.4b shows that there is no significant difference in the
transfer with (blue circles) and without (red squares) the |1〉 state present, indicating that lattice
spacing-scale spatial separation does not occur.
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4.2 Bath-induced band decay of a Hubbard lattice gas
The work described in this section was published as: D. Chen, C. Meldgin, and B. De-
Marco, Bath-induced band decay of a Hubbard lattice gas. Phys. Rev. A, 90, 013602
(2014).
Dissipation is introduced to a strongly interacting ultracold bosonic gas in the Mott-
insulator regime of a three-dimensional spin-dependent optical lattice. A weakly in-
teracting superfluid comprised of atoms in a state that does not experience the lattice
potential acts as a dissipative bath coupled to the lattice atoms via collisions. Lattice
atoms are excited to a higher-energy band via Bragg transitions, and the resulting bath-
induced decay is measured using the atomic quasimomentum distribution. A competing
but slower intrinsic decay mechanism arising from collisions between lattice atoms is also
investigated. The measured bath-induced decay rate is compared with the predictions
of a weakly interacting model with no free parameters. The presence of intrinsic decay,
which cannot be accommodated within this framework, signals that strong interactions
may play a central role in the lattice-atom dynamics.
Extensive discussions of this work can be found in Refs. [11,16]. This section provides a summary
of the work and conclusions, and further discussion of intrinsic decay.
This work explored the dissipative effects of a bath of atoms (without a lattice) on lattice
atoms. Dissipation can be detrimental to processes that involve controlling quantum states, such
as decoherence in quantum information [141]. However, dissipation can be beneficially employed in
many cooling schemes that involve coupling to a reservoir [136, 137]. In our experiment, two spin
states of 87Rb, |1,−1〉 and |1, 0〉, were loaded into a spin-dependent optical lattice potential only
experienced by the |1,−1〉 atoms. These ‘lattice’ atoms, excited to the first excited band along one
lattice direction, were found to have intrinsic decay back to the ground state arising from collisions
(Figure 4.5a), as well as bath-induced decay arising from interspecies collisions with the ‘bath’ of
|1, 0〉 atoms (Figure 4.5b).
Part of the motivation for this experiment was to examine the feasibility of the cooling scheme
proposed by Griessner et al. [136,137] (Figure 4.6). Due to the suppression of heat transfer between
a lattice and free Bose gas at lattice depths & 10ER (discussed in Section 4.1), it was proposed that
cooling in a deep lattice could be achieved by laser-assisted transfer of energy and entropy into a
bath of free atoms. We found that the intrinsic decay was too strong for this cooling scheme to be
achievable: the energy added by exciting the atoms to the first excited state was transferred to the
bath atoms with poor efficiency.
We explored dispersion and decay between s = 13.5 − 18ER. The atoms were excited along
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Figure 4.5: Schematic representation of possible band decay processes. (a) The intrinsic decay
arising from collisions between lattice atoms (blue spheres). The energy of bands n as a function
of quasimomentum q is shown using blue lines for the x direction of the lattice. Atoms begin in
initial states 1 and 2 and scatter to states 1’ and 2’ through a collision. (b) The bath-induced
decay process that arises through interspecies collisions. The Bogoliubov dispersion (red lines) as a
function of momentum p for the bath atoms (red spheres) is superimposed on the band structure.
The bath atoms scatter into particle-like Bogoliubov excitations that can escape from the trap,
which has a depth smaller than the bandgap.
one lattice direction using the Bragg beams (see Section 1.4.3). At these lattice depths, the ground
and first excited bands are relatively flat and the initial quasimomentum distribution fills the first
Brillouin zone (Figure 4.7a). We used short Bragg sweeps of 2 kHz in 200 µs to excite atoms to
the first excited band in x (see Figure 4.7b and c). The lattice depth along directions y and z
(perpendicular to the Bragg kick) is fixed at 22.5ER, to suppress collisions that scatter atoms into
those bands.
The fraction of lattice atoms in the ground band was measured via band mapping (see Section
1.4.2) to spatially separate the bands in time-of-flight. Figure 4.7 shows data of the lattice atoms in
a 16.2 ER lattice. The first Brillouin zone is a cube with one edge facing the camera (outlined with
dashed black in Figures 4.7b and c). We measure the fraction of atoms in the ground band N
(l)
g /N (l)
at each thold using the ratio of integrated optical depth inside and outside the first Brillouin zone.
There are two potential systematic issues in our measurement. First, due to the column inte-
gration of our imaging system, different zones may appear overlapped if they are separated along
the imaging direction. Although we attempt to suppress excitations along the y and z directions
by making the lattice depth in those directions non-degenerate with that along the x direction,
81
En
er
gy
-1 -11 10 0
q (ℏ𝜋/𝑑) q (ℏ𝜋/𝑑)
a b
Figure 4.6: Schematic of cooling proposal reproduced from Ref. [137]. (a) Atoms at higher quasi-
momentum are excited to the first excited band near q = 0. (b) They then decay back to the
ground band near q = 0, exciting Bogoliubov modes in the bath.
Figure 4.7: The images are of the lattice atoms, which have been spatially separated from the bath
component. (a) The projection of the geometry of the Bragg laser beams (white arrows) and lattice
beams (black arrows) onto the imaging plane superimposed on an image of the lattice atoms before
Bragg excitation. As discussed in the text, the lattice atoms are sufficiently hot so as to uniformly
fill the ground band. (b) Images taken without the bath present after waiting thold following Bragg
excitation and (c) images taken when the bath is present. The first Brillouin zone projected onto
the imaging plane is displayed using dashed lines.
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Figure 4.8: Band decay data extracted from images such as those shown in Figure 4.7. Data and
corresponding fits are shown in part (a) for a mixture of lattice and bath states (red circles and
solid line) and only lattice atoms (blue squares and dashed line). The error bars show the standard
error in the mean for the four to six experimental runs averaged for each point. Part (b) shows the
decay time constant measured for lattice atoms only (blue squares) and for a mixture of lattice and
bath atoms (red circles) at different lattice potential depths. The error bars are the uncertainty in
the fit to data (such as shown in part (a)) used to determine τ . The solid (blue) and dashed (red)
lines are FGR predictions with no free parameters.
atoms excited along the y and z directions may appear within the first Brillouin zone. Second,
band mapping fails at the band edge and atoms within the ground band may appear outside the
first Brillouin zone [123].
Figure 4.8a shows the fraction of atoms in the ground band plotted against thold, the amount of
time the atoms were allowed to interact. The key result of this figure is that decay is significantly
faster with the bath present (red) than without (blue), indicating that interspecies collisions are
creating particle-like Bogoliubov excitations in the bath which escape the trap, which has a depth
smaller than the energy of the bandgap. Figure 4.8b shows the decay constant τ as a function of
lattice depth. Without the bath (blue), τ = Γ−1ll , where Γll is the intrinsic decay rate for lattice
atoms colliding. With the bath (red), τ = (Γll + Γlb)
−1, where Γlb is the bath-induced decay
rate. The solid and dashed lines are Fermi’s golden rule (FGR) predictions, which have no free
parameters [11].
Prior to this experiment, the mechanism of decay without a bath was poorly understood, because
atoms in bands higher than the ground and first had not been directly observed, due to their low
density in quasimomentum space and fringes in the imaging system. When the defringing algorithm
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(see Section 4.4) was introduced, it was possible to locate the atoms in the higher bands. Figure 4.9
shows data taken without bath atoms in a 15ER spin-independent lattice to reduce heating. Unlike
the data used for the paper (Figure 4.7), this data had the same lattice depth in all directions, so
collisions between atoms may populate the first excited bands in the y and z directions. Atoms
populate the higher excited bands for two reasons: they are initially populated along x due to
off-resonant excitation, or they appear during the intrinsic decay process.
Figure 4.9 shows the fraction of atoms in the higher bands as a function of thold. At thold = 0 ms,
there are atoms in the higher bands in x due to off-resonant excitation from the Bragg beams (see
Figure 4.7b and c at thold = 0 ms). Additional atoms appear due to the intrinsic decay mechanism.
Figure 4.9 is a plot the fraction of atoms in the higher bands that are directly visible to the camera,
but at longer thold many of the atoms in the excited bands are not counted because they are in
the masked region. Assuming that the atoms in higher excited bands have equilibrated at longer
thold with equal amounts along x, y, and z, then at longer holdtimes the number of atoms in higher
bands is under-counted. Nevertheless, this data shows that additional atoms populate the higher
bands with thold, evidence that the intrinsic decay mechanism occurs via collisions between atoms
in the first excited band, as shown in Figure 4.5.
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Figure 4.9: Evidence of collision-induced decay among atoms of the same species: atoms populate
the higher bands during intrinsic decay. The black circles are the number of atoms in the ground
band, the red triangles are the number of atoms in the first excited band, and the blue triangles
are the number of atoms in the higher excited bands. As discussed in the main text, these numbers
may underrepresent the true fraction of atoms in higher bands at longer holdtimes. Nevertheless
it is still apparent that additional atoms are populating the higher bands, providing evidence for
the intrinsic decay mechanism discussed in Figure 4.5.
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4.3 Quasimomentum Cooling and Relaxation in a Strongly Cor-
related Optical Lattice
The work described in this section is under review as: David Chen, Carolyn Meldgin,
Philip Russ, Erich Mueller, and Brian DeMarco, Quasimomentum Cooling and Relax-
ation in a Strongly Correlated Optical Lattice. arXiv: 1503.07606 (2015).
A key challenge for optical lattice experiments focused on simulating models of strongly
correlated electronic solids has been achieving lower temperatures. Although cooling
of lattice-well vibrational states has been demonstrated, the motion of atoms through
the lattice, characterized by their quasimomentum, has not been cooled directly. Fur-
thermore, quasimomentum equilibration, which is necessary for cooling, has remained
unexplored. Here, we use quasimomentum-selective stimulated Raman transitions to
directly measure rethermalization rates and cool quasimomentum for a bosonic lattice
Hubbard gas. The measured relaxation rate is consistent with a short-range, two-
particle scattering model without free parameters at high lattice depths, despite an
apparent violation of the Mott-Ioffe-Regel (MIR) bound. Efficient cooling exceeding
heating rates is achieved by iteratively removing high quasimomentum atoms from the
lattice. Our results may have implications for models of unusual transport phenomena
in materials with strong interactions, such as heavy fermion materials and transition
metal oxides, and the cooling method we have developed is applicable to any species,
including fermionic atoms.
Extensive discussions of this work can be found in Refs. [12, 16].
This work explores quasimomentum equilibration in two regimes: first, when atoms with low
quasimomentum, including the condensate at q = 0, are removed and the higher-energy atoms
allowed to reach equilibrium, and second, when atoms at high quasimomentum are removed, and
the remaining gas equilibrates to a lower final temperature. This last is of particular interest due
to its implications for exploring even colder regimes with optical lattice experiments.
Atoms are excited from the ground band (n = 0) of the |1, 0〉 (|↓〉) state to the first excited
band (n = 1) of the |2, 0〉 (|↑〉) state using the Raman beams described in Section 1.4.3. Due to the
curvature of the bands, we can select the quasimomentum of the atoms we want to excite by tuning
the energy difference between the two Raman beams (see Figure 1.10). To measure relaxation
times, a slice of atoms around qz = 0 were excited to the |↑, n = 1〉 state and expelled from the
trap using light resonant with the 5P3/2 state (see Figure 4.10a).
The atoms remaining in the |↓〉 state relax to equilibrium rapidly (Figure 4.10b). The relaxation
metric r2 is the mean square residual from fitting the images with a semi-classical model that
describes the equilibrium quasimomentum distribution of a non-interacting bosonic gas trapped in
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Figure 4.10: Quasimomentum relaxation measurement. In panel (a), the atoms with qz near 0 are
excited via the Raman beams to the first excited band of the |↑〉 state. The momentum kick from
the Raman beams is ∆k ≈ 1.45kL. The atoms in the |↑〉 state are then removed with light resonant
with the 5P3/2 state. The first Brillouin zone is marked with a dashed black line. Panel (b) shows
the relaxation of the remaining atoms in the |↓〉 state, at thold = 0, 0.4, 1, and 10 ms. The first
Brillouin zone is marked with a white dashed line in the top image. Panel (c) shows the relaxation
of the residual r2 (described in text) with time. The inset shows the measured relaxation time τ
with lattice depth (left) and the normalized relaxation rate ~/tτ with U2/t2 (right), which is the
scaling law predicted by Fermi’s golden rule.
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a combined lattice-parabolic potential:
r2 =
∑
ij(ODij − nij)2∑
ij 1
(4.3)
where ODij is the measured optical depth, nij is the fit function (see Ref. [123]), and the summation
of pixel indices i and j are within a mask defined by the first Brillouin zone.
The relaxation process has a measured time constant τ = (0.9 − 0.2) ms for s = (4 − 8)ER,
which is roughly two orders of magnitude faster than in the harmonic trap, and faster than both
Hubbard timescales: ~/t = (0.5− 1.5) ms and ~/U = (0.2− 0.4) ms for s = (4− 8)ER. To simulate
the rate of relaxation, we use a Fermi’s golden rule calculation for the number of atoms at q = 0,
n0:
∂tn0 =
2U2
N2
∑
p,q
npnq
2pi
~
δ(p+q + 0 − p − q) (4.4)
where p is the tight-binding dispersion relation for the ground band, np = exp [−β(p − µ)], β =
1/(kBT ), N is the atoms number, and t and U are the Hubbard tunneling and interaction energies.
This equation assumes Maxwell-Boltzmann statistics, no harmonic trap, and treats interactions U
as a perturbation to the single-particle tight-binding model. Solving for the relaxation rate 1/τ
gives
1
τ
=
4
~
〈n〉F
(
t
kBT
)
U2
t
(4.5)
where 〈n〉 is the filling-weighted average lattice filling, and F (t/kBT ) ≈ 0.3 (see Refs. [12,16]). This
result suggests that the normalized relaxation rate h/tτ should scale with U2/t2, as shown in Figure
4.10c, right inset panel. The agreement between the FGR calculation and the measured rates at
s = 6 and 8ER is surprising because the relaxation time is short compared with the tunneling, a
condition that corresponds to a mean-free path shorter than the lattice spacing and a violation of
the Mott-Ioffe-Regel limit, which requires that a particle’s uncertainty in quasimomentum must be
less than the extent of the Brillouin zone for a semiclassical transport theory to be valid. Violations
of the MIR bound are associated with unusual transport phenomena in metallic compounds that
are not completely understood. At lower lattice depths, the measured relaxation rate is even faster
than the FGR prediction (for more discussion, see Ref. [12]).
The second part of this experiment involved a proof-of-principle cooling technique, where high-
quasimomentum atoms were removed and the remaining atoms allowed to rethermalize (see Figure
4.11). Figure 4.11c shows that the condensate fraction increases with cycle. Figure 4.11b shows
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(e)
Figure 4.11: Proof-of-principle quasimomentum cooling. Atoms with high quasimomentum are
removed (red arrow in panel e, part ii). Panel (a) shows the quasimomentum distribution along kz
averaged over 3-4 images before (gray) and after (black) two cooling cycles. Panel (b) shows the
number of atoms in the thermal component (circles) and the condensate (diamonds) initially and
after 1 and 2 cooling cycles. Panel (c) shows the condensate fraction increase, and panel (d) shows
(βt)−1 (which is monotonically related to the temperature) with cooling cycle. These images are
obtained by fitting the time-of-flight images to a semi-classical model. Panel (e) shows the starting
distribution (i) and immediately after the high quasimomentum atoms are removed (ii).
that the number in the condensate increases, suggesting that after removing the hot thermal atoms
the condensate re-equilibrates to a colder temperature.
This procedure could be improved with more Raman beams to simultaneously remove high
quasimomentum atoms from the other lattice directions. It is readily adaptable to fermionic atoms,
which have a greater spread in quasimomentum at ultracold temperatures.
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4.4 Defringing algorithm
As discussed in Section 1.3.6, for each run of the experimental apparatus, three images are taken
by the camera: a shadow (S) image with the atoms casting a shadow within the imaging beam, a
light (L) image of just the imaging beam, and a dark (D) image of the background (see Figure 1.7).
These images are combined to calculate an optical depth (OD) image via OD = ln[(L−D)/(S−D)].
This process removes the intensity profile of the imaging beam (see Figures 4.12c and d), but due
to shot-to-shot positional shifts and interference effects around particles of dust on the optics, the
OD image is often plagued with fringes (see Figure 4.12e).
The defringing algorithm uses the m light images in the dataset to build new light images that
are tailored to each shadow image to optimally remove fringes. The light images span a space of
possible conditions of the imaging system; the new light image is built from this space to most
closely match the conditions when the shadow image was taken. The algorithm assumes that
the structure of fringes is correlated between regions, so that by creating an optimal normalization
image to remove fringes that exist around the atoms, it will also remove much of the fringe structure
from behind the atoms. Our approach is similar to the approach in Ref. [142].
To build an optimal light image, the set of all light images is first reduced to a basis set
of orthogonal components. For convenience, we first define the following notation for pixel-wise
multiplication with a mask:
{F,G}M =
xmax∑
x=xmin
ymax∑
y=ymin
F (x, y)M(x, y)G(x, y) (4.6)
where F and G are images with the bounds (xmin, xmax; ymin, ymax) and the mask M is zero within
a region around the atoms (cxmin, cxmax; cymin, cymax) and 1 elsewhere (see Figure 4.12a).
Let Lk be the kth light image, and Bj be the jth basis set image. The basis set is built with
the following Gram Schmidt-like iterative procedure:
B1 =
1√{L1, L1}M L1 (4.7)
Bj =
1√{Cj , Cj}M Cj with Cj = Lj −
∑
1≤i<j
{Lj , Bi}MBi (4.8)
To defringe the ith shadow image Si, the optimal light image Ri is built by projecting the
shadow image onto the basis set. Note that the atoms are masked, so that the defringer does not
90
Figure 4.12: Example image with defringing algorithm. Part (a) shows the original image, cropped
to xmin ≤ x ≤ xmax and ymin ≤ y ≤ ymax. The masked area around the atoms is the region
where cxmin ≤ x ≤ cxmax and cymin ≤ y ≤ cymax. After the defringing algorithm is run (in this
case the dataset included 557 images), the clean optical depth image is shown in part (b). Parts
(c)-(e) show the imaging process without defringing. Part (c), the shadow (or atom) image, shows
the imaging beam with the atoms casting a shadow at the tip of the red arrow. Part (d) is the
light (or normalization) image, and part (e) is the optical depth image identical to that shown in
part (a). The defringing algorithm replaces the normalization image shown in part (d) with a new
normalization image that is tailored to the atom image in part (c), resulting in the optical depth
image shown in part (b). Note that the structure of the gas, including a possible vortex core, can
be clearly distinguished above the noise in the image in part (b).
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attempt to remove the atoms from the final image.
αk = {Bk, Si}M (4.9)
Ri =
∑
k
αkBk (4.10)
The defringed optical depth for the ith image is
ODi = ln(Ri/Si) (4.11)
Note that because the new light image Ri is tailored to the ith shadow image Si, the dark images
are redundant and not used to calculate the defringed optical depth image.
The quality of the new optical depth image created with the defringing algorithm depends on
the number of images in the dataset. A small set will remove the grossest features, but for a very
smooth image it is best to use at least 100 images. It is also good practice to defringe an atom
image with the normalization images from the same dataset, as the fringes in the imaging system
are not static across multiple days. We sometimes defringe an atom image with an existing basis
set for “on-the-fly” analysis, although not for paper-quality image analysis.
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4.5 Measuring the impact of disorder on the Mott gap
Measuring the loss of the Mott gap due to disorder is a key element to understanding the impact
of disorder on the Mott insulating phase and the Mott insulator to Bose glass transition. As
discussed in Section 2.2, for bounded disorder the Mott lobe is expected to shrink with increasing
disorder, but we lack a more complete picture, especially for different types of disorder in finite-
sized systems. The loss of the Mott gap has been studied previously using heating due to resonant
lattice modulation (Refs. [6, 76]). We hope to expand on these works by using Raman pulses to
excite the atoms directly, thus enhancing the resolution in frequency space. This effort is ongoing.
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Figure 4.13: A schematic of the processes during the Mott gap measurement. Panel (a) shows
the initial spin configuration with all atoms in the |1, 0〉 state. Panel (b) shows the response to a
Raman pulse at the “carrier” frequency connecting the ground bands of the |1, 0〉 state and the
|2, 0〉 state. Panel (c) shows the response to a Raman pulse at the carrier frequency plus U , causing
a |1, 0〉 atom to transfer to the |2, 0〉 state and hop onto its neighbor.
To probe the Mott gap, we use Raman pulses to excite atoms in the |1, 0〉 state into the |2, 0〉
state. The Raman beams impart a momentum shift along one of the lattice directions equal to
1.4~kL, and the difference in energy is tunable. The atoms may flip spin and remain on the same
site, or they may flip spin and hop onto their neighbor, which requires an additional amount of
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energy equal to the interaction energy U , as shown in Figure 4.13. Our observable is the number
of atoms in the |1, 0〉 and |2, 0〉 states.
The momentum kick from the Raman beams is aligned with a lattice direction, so for the
purposes of simulating this process the lattice may be treated as a group of 1D tubes. Figure 4.13
shows the process for two atoms in two sites, but it doesn’t highlight a few important features of
larger systems. For example, while driving at the carrier may promote all the atoms into the |2, 0〉
state, driving on the sideband (neglecting off-resonant excitation) can promote at most half of the
atoms into the |2, 0〉 state. Driving on the sideband, atoms must have a singly-occupied neighbor
on at least one side (recall that the reduced dimensionality imposed by the Raman kick gives a
coordination number z = 2).
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Figure 4.14: Preliminary data of the Mott gap using Raman spectroscopy. This data was taken
in a 20 ER lattice, with 1.4 ms pulses of the Raman beams, peak intensity 11 mW/mm
2 in each
beam, and Ωcarrier ≈ 0.35 kHz. The red and green lines are the components of a double-Gaussian
fit to the data.
Preliminary data are shown in Figure 4.14. As the frequency difference between the Raman
beams is tuned, we see two peaks, a carrier that indicates an atom has flipped from the |1, 0〉 state
to the |2, 0〉 state but remained on the same lattice site (green), and a small side peak (red) that
suggests that atoms have flipped from the |1, 0〉 state to the |2, 0〉 state and simultaneously hopped
onto the atom in a neighboring site, requiring additional energy equal to the interaction energy U .
While this was very promising, we had extremely inconsistent results in subsequent attempts to
measure the Mott gap, which may suggest that the fiber-EOM is nearing failure. Additionally, we
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were concerned that our observable (atoms in the |2, 0〉 state) did not distinguish between atoms
that were off-resonantly excited to the |2, 0〉 state but stayed on the same lattice site, and atoms
that were resonantly excited to the |2, 0〉 state while simultaneously hopping onto their neighbor.
To learn more about the strength of the signal we should expect and how concerned we should be
about off-resonant excitations, we solved for the dynamics of a small system, perturbing on the
Raman power. Later we found a paper on non-spin-changing photon assisted tunneling (Ref. [143]),
which is discussed at the end of this section.
The Hamiltonian has four relevant parts, arising from the Raman beams, the interaction energy,
the tunneling energy, and the hyperfine state:
H = HRM +HI +HJ +HHF . (4.12)
Using a procedure similar to that of Miyake et al. [7], the potential from the Raman beams takes
the form
VRM = ~Ω sin(∆kx− ωt), (4.13)
where Ω is the on-resonance Rabi frequency of the carrier transition. Using Hubbard decomposition
and including the spin-dependence, we can write the Hamiltonian as
HRM =
∑
i
bˆ†i,↑bˆi,↓
∫
w∗(r−ri)VRM (x, t)w(r−ri)d3r+
∑
〈i,j〉
bˆ†j,↑bˆi,↓
∫
w∗(r−rj)VRM (x, t)w(r−ri)d3r,
(4.14)
assuming only nearest neighbor interactions. This simplifies to
HRM =
∑
i
bˆ†i,↑bˆi,↓
∫
w∗(x)VRM (x, t)w(x)dx+
∑
〈i,j〉
bˆ†j,↑bˆi,↓
∫
w∗(x− a)VRM (x, t)w(x)dx. (4.15)
Using the identity sin(a− b) = sin(a) cos(b)− cos(a) sin(b), and without loss of generality adding a
phase of −∆ka/2 to VRM in the second integral, we can rewrite the Hamiltonian as:
HRM =
∑
i
bˆ†i,↑bˆi,↓ΩG0 sin(ωt) +
∑
〈i,j〉
bˆ†j,↑bˆi,↓ΩG1 sin(ωt) (4.16)
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where G0 and G1 depend on lattice depth and are defined by:
G0 =
∫
w∗(x) cos(∆kx)w(x)dx (4.17)
G1 =
∫
w∗(x− a) cos(∆k(x− a/2))w(x)dx (4.18)
s (ER) G0 G1 U (kHz) t (kHz)
11 0.84 0.0095 1.07 0.053
14 0.85 0.0045 1.33 0.028
17 0.87 0.0022 1.58 0.015
20 0.88 0.0012 1.81 0.009
23 0.89 0.00065 2.04 0.005
Table 4.1: Sample values of G0, G1, U , and t for different lattice depths s.
The next two pieces of the Hamiltonian come straight from the Bose Hubbard model:
HI +HJ =
U
2
∑
i
[nˆi,↑(nˆi,↑ − 1) + nˆi,↓(nˆi,↓ − 1) + 2nˆi,↓nˆi,↑]− t
∑
〈i,j〉,s
bˆ†j,sbˆi,s (4.19)
The hyperfine piece is also straightforward:
HHF = hf0
∑
i
nˆi,↑ (4.20)
where f0 is the hyperfine splitting.
The set of all possible states reachable by this Hamiltonian requires both the number of atoms
and their spin states on each site. Below, we solve the limiting case of two atoms and two sites. The
10 possible states are |↓, ↓〉, |↓, ↑〉, |↑, ↓〉, |↑, ↑〉, |↓↓, 0〉, |0, ↓↓〉 |↑↓, 0〉, |0, ↑↓〉, |↑↑, 0〉, |0, ↑↑〉. With
these as our basis set, the full Hamiltonian is too big to write out, but in block form it looks like:
H =
H1 H∗C
HC H2
 , (4.21)
where H1 concerns the states with one atoms per site, H2 concerns the states with a particle-hole
pair, and HC concerns the off-diagonal elements between one atom per site and a particle-hole pair.
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For one atom per site (|↓, ↓〉, |↓, ↑〉, |↑, ↓〉, |↑, ↑〉):
H1 =

0 ΩG0 sin(ωt) ΩG0 sin(ωt) 0
ΩG0 sin(ωt) hf0 0 ΩG0 sin(ωt)
ΩG0 sin(ωt) 0 hf0 ΩG0 sin(ωt)
0 ΩG0 sin(ωt) ΩG0 sin(ωt) 2hf0
 (4.22)
For zero atoms in one site and two in the other (|↓↓, 0〉, |0, ↓↓〉 |↑↓, 0〉, |0, ↑↓〉, |↑↑, 0〉, |0, ↑↑〉):
H2 =

U 0 ΩG0 sin(ωt) 0 0 0
0 U 0 ΩG0 sin(ωt) 0 0
ΩG0 sin(ωt) 0 U + hf0 0 ΩG0 sin(ωt) 0
0 ΩG0 sin(ωt) 0 U + hf0 0 ΩG0 sin(ωt)
0 0 ΩG0 sin(ωt) 0 U + 2hf0 0
0 0 0 ΩG0 sin(ωt) 0 U + 2hf0

(4.23)
The off-diagonal terms coupling a particle-hole pair (|↓↓, 0〉, |0, ↓↓〉 |↑↓, 0〉, |0, ↑↓〉, |↑↑, 0〉, |0, ↑↑〉)
to a state with one atom per site (|↓, ↓〉, |↓, ↑〉, |↑, ↓〉, |↑, ↑〉):
HC =

−√2t √2ΩG1 sin(ωt) 0 0
−√2t 0 √2ΩG1 sin(ωt) 0
√
2ΩG1 sin(ωt) −
√
2t −√2t √2ΩG1 sin(ωt)
√
2ΩG1 sin(ωt) −
√
2t −√2t √2ΩG1 sin(ωt)
0 0
√
2ΩG1 sin(ωt) −
√
2t
0
√
2ΩG1 sin(ωt) 0 −
√
2t

(4.24)
Dynamics are found with the time-dependent Schro¨dinger equation:
i~
∂
∂t
ψ(t) = H(t)ψ(t) (4.25)
ψ(0) = |↓, ↓〉 (4.26)
The solution to the two particle, two site problem with the parameters for a 14 ER is shown in
Figure 4.15. A smaller Ω suppresses off-resonant excitations to the |↑, ↓〉 and |↓, ↑〉 states, but
also requires long times (20+ milliseconds) to develop significant probability in the |0, ↑↓〉 and
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|↑↓, 0〉 states. The rapid oscillations are off-resonant excitations to the carrier (orange) and the
slower oscillation is on-resonant excitations to the sideband (green). At lower lattice depths the
G1 parameter is larger and consequently the signal is stronger, but we are limited to s & 14ER to
remain in the Mott insulating phase.
Figure 4.15: Dynamics of the two particle, two site Raman coupled Hamiltonian, with parameters
for a s = 14ER lattice. The blue line is | 〈↓, ↓ |ψ(t)〉 |2, the probability for the system to be in the
|↓, ↓〉 state at time t, the orange line shows the probability of off-resonant excitations to the carrier
| 〈↓, ↑ |ψ(t)〉 |2 + | 〈↑, ↓ |ψ(t)〉 |2, and the green line is on-resonant excitations where an atom hops
onto its neighbor | 〈0, ↑↓ |ψ(t)〉 |2 + | 〈↑↓, 0|ψ(t)〉 |2. (a) Ω = h × 0.2 kHz (b) Ω = h × 0.3 kHz (c)
Ω = h× 0.4 kHz.
Based on the simulations, it is unclear why the Mott gap was apparently visible in Figure 4.14.
At 20 ER, G1 is significantly smaller than G0, so any signal due to atoms hopping onto a neighboring
site should have been dwarfed by off-resonant excitations from the carrier, and yet, the distribution
is clearly asymmetric and thus cannot be due to the carrier. There may be many-body effects
that enhance the signal but cannot be captured in the simple two-particle, two-site Hamiltonian.
Further exploration of this effect is on-going in 40K (which has a metal-insulator transition as low
7 ER), in order to develop a complete picture (Ref. [144]).
A recent paper by Bermudez, et al. [143] provides additional insight into this problem. They
considered non-spin-flipping photon assisted tunneling in a lattice, specifically when tunneling from
one site onto an occupied neighboring site is turned on via a translating lattice with ∆ω equal to
the interaction energy. For their system, the modification to the Hamiltonian due to the translating
lattice was
Hmod =
∑
i,σ
V0
2
cos(∆kXi −∆ωt+ φ)ni,σ, (4.27)
where i indexes site, σ indicates state, V0 is the maximum AC Stark shift the atoms experience,
Xi is the position of site i, and ni,σ is the number operator for atoms in the σ state on site i. The
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result of their analysis is an effective Hamiltonian that permits tunneling onto occupied neighbors.
The simplest case is for a mixture of two fermionic spin states. The effective Hamiltonian becomes
Heff =
∑
i,σ
i,σf
†
i,σfi,σ −
∑
i,σ
(
tJr,∆ni+1,σ¯(η)e
−irφ∆ni+1,σ¯f †i,σfi+1,σ + H.c.
)
+
1
2
∑
i,σ
δUf †i,σf
†
i,σ¯fi,σ¯fi,σ
(4.28)
where η = V0/∆ω, r is the number of photons absorbed from one beam and emitted into the other
(r = 1 for our system), δU = U − r∆ω, and
Jr,∆ni+1,σ¯(η) = J0(η)hi,σ¯hi+1,σ¯ + J0(η)ni,σ¯ni+1,σ¯Jr(η)ni,σ¯hi+1,σ¯ + Jr(η)hi,σ¯ni+1,σ¯ (4.29)
where the hole operator is hi,σ¯ = 1 − ni,σ¯, and Jm is the Bessel function of the mth order. Thus,
when V0 = 0, tunneling proceeds normally with tunneling rate t, where an atom of spin σ may
hop to a neighboring site provided atoms of state σ¯ are in both or neither of the two neighboring
sites. When V0 > 0, tunneling occurs when an atom in state σ hops onto a neighboring site already
occupied with an atom in the σ¯ state, or from a site with both σ and σ¯ species to an empty
neighboring site.
Spin-changing tunneling proceeds in a similar manner. The modifying term is [144]
Hmod = Vx
∑
i,σ
cos(∆kXi −∆ωt+ φ)a†i,σai,σ¯, (4.30)
where Vx is the potential experienced by the atoms due to the traveling wave.
The resulting effective Hamiltonian has tunneling terms that do not change the spin of the
atoms, proportional to
ni,σ¯ni+1,σ¯a
†
i,σai+1,σ + h.c. |↓, ↑↓〉 −→ |↑↓, ↓〉 (4.31)
hi,σ¯hi+1,σ¯a
†
i,σai+1,σ + h.c. |0, ↑〉 −→ |↑, 0〉 (4.32)
ni+1,σ¯hi,σ¯a
†
i,σai+1,σ + h.c. |0, ↑↓〉 −→ |↑, ↓〉 (4.33)
ni,σ¯hi+1,σ¯a
†
i,σai+1,σ + h.c. |↓, ↑〉 −→ |↑↓, 0〉 (4.34)
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where the examples are for σ = |↑〉 and σ¯ = |↓〉. Terms that result in a spin-flip are proportional to
hi,σ¯ni+1,σa
†
i,σai+1,σ¯ + h.c. |0, ↑↓〉 −→ |↑, ↑〉 (4.35)
ni,σ¯hi+1,σa
†
i,σai+1,σ¯ + h.c. |↓, ↓〉 −→ |↑↓, 0〉 (4.36)
As in the paper by Bermudez, et al. [143], the coefficients depend on Vx and ∆ω. The relative
importance of these terms can be controlled with the detuning, ∆ω.
For bosons, multiple atoms of the same spin may occupy the same site, requiring additional
terms in the Hamiltonian. A full simulation of this system for bosons has not been implemented.
Currently there is interest in fermions with spin-changing photon assisted tunneling [144], but the
bosonic case may be more difficult to pursue due to additional terms in the Hamiltonian, and the
higher lattice depth (and thus smaller tunneling) required to achieve the Mott insulating state.
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