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Abstract
In the online false discovery rate (FDR) problem, one observes a possibly infinite sequence of p-values
P1, P2, . . . , each testing a different null hypothesis, and an algorithm must pick a sequence of rejection thresholds
α1, α2, . . . in an online fashion, effectively rejecting the k-th null hypothesis whenever Pk ≤ αk. Importantly,
αk must be a function of the past, and cannot depend on Pk or any of the later unseen p-values, and must be cho-
sen to guarantee that for any time t, the FDR up to time t is less than some pre-determined quantity α ∈ (0, 1).
In this work, we present a powerful new framework for online FDR control that we refer to as “SAFFRON”. Like
older alpha-investing (AI) algorithms, SAFFRON starts off with an error budget, called alpha-wealth, that it in-
telligently allocates to different tests over time, earning back some wealth on making a new discovery. However,
unlike older methods, SAFFRON’s threshold sequence is based on a novel estimate of the alpha fraction that
it allocates to true null hypotheses. In the offline setting, algorithms that employ an estimate of the proportion
of true nulls are called adaptive methods, and SAFFRON can be seen as an online analogue of the famous of-
fline Storey-BH adaptive procedure. Just as Storey-BH is typically more powerful than the Benjamini-Hochberg
(BH) procedure under independence, we demonstrate that SAFFRON is also more powerful than its non-adaptive
counterparts, such as LORD and other generalized alpha-investing algorithms. Further, a monotone version of
the original AI algorithm is recovered as a special case of SAFFRON, that is often more stable and powerful than
the original. Lastly, the derivation of SAFFRON provides a novel template for deriving new online FDR rules.
1 Introduction
It is now commonplace in science and technology to make thousands or even millions of related decisions based
on data analysis. As a simplified example, to discover which genes may be related to diabetes, we can formulate
the decision-making problem in terms of hypotheses that take the form “gene X is not associated with diabetes,”
for many different genes X, and test for which of these null hypotheses can be confidently rejected by the data. As
first identified by Tukey in a seminal 1953 manuscript [13], the central difficulty when testing a large number of
null hypotheses is that several of them may appear to be false, purely by chance. Arguably, we would like the set of
rejected null hypotheses R to have high precision, so that most discovered genes are indeed truly correlated with
diabetes and further investigations are not fruitless. Unfortunately, separately controlling the false positive rate for
each individual test actually does not provide any guarantee on the precision. This motivated the development of
procedures that can provide guarantees on an error metric called the false discovery rate (FDR) [3], defined as:
FDR ≡ E [FDP(R)] = E
[ |H0 ∩R|
|R|
]
,
where H0 is the unknown set of truly null hypotheses, and 0/0 ≡ 0. Here the FDP represents the ratio of falsely
rejected nulls to the total number of rejected nulls, and since the set of discoveries R is data-dependent, the
FDR takes an expectation over the underlying randomness. The evidence from a hypothesis test can typically be
summarized in terms of a p-value, and so offline multiple testing algorithms take a set of p-values {Pi} as their
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input, and a target FDR level α ∈ (0, 1), and produce a rejected set R that is guaranteed to have FDR ≤ α. Of
course, one also desires a high recall, or equivalently a low false negative rate, but without assumptions on many
uncontrollable factors like the frequency and strength of signals, additional guarantees on the recall are impossible.
While the offline paradigm previously described is the classical setting for multiple decision-making, the cor-
responding online problem is emerging as a major area of its own. For example, large information technology
companies run thousands of A/B tests every week of the year, and decisions about whether or not to reject the
corresponding null hypothesis must be made without knowing the outcomes of future tests; indeed, future null
hypotheses may depend on the outcome of the current test. The current standard of setting all thresholds αk to a
fixed quantity such as 0.05 does not provide any control of the FDR. Hence, the following hypothetical scenario
is entirely plausible: a company conducts 1000 tests in one week, each with a target false positive rate of 0.05; it
happens to make 80 discoveries in total of which 50 are accidental false discoveries, ending up with an FDP of
5/8. Such uncontrolled error rates can have severe financial and social consequences.
The first method for online control of the FDR was the alpha-investing algorithm of Foster and Stine [5],
later extended to generalized alpha-investing (GAI) algorithms by Aharoni and Rosset [1]. Recently, Javanmard
and Montanari [6] proposed variants of GAI algorithms that control the FDR (as opposed to the modified FDR
controlled in the original paper [5]), including a new algorithm called LORD. The GAI++ algorithms by Ramdas
et al. [10] improved the earlier GAI algorithms (uniformly), and the improved LORD++ (henceforth LORD)
method arguably represents the current state-of-the-art in online multiple hypothesis testing.
The current paper’s central contribution is the derivation and analysis of a powerful new class of online FDR
algorithms called “SAFFRON” (Serial estimate of the Alpha Fraction that is Futilely Rationed On true Null hy-
potheses). As an instance of the GAI framework, the SAFFRON method starts off with an error budget, referred to
as alpha-wealth, that it allocates to different tests over time, earning back some alpha-wealth whenever it makes a
new discovery. However, unlike earlier work in the online setting, SAFFRON is an adaptive method, meaning that
it is based on an estimate of the proportion of true nulls. In the offline setting, adaptive methods were proposed
by Storey [11, 12], who showed that they are more powerful than the Benjamini-Hochberg (BH) procedure [3]
under independence assumptions; this advantage usually increases with the proportion of non-nulls and the signal
strength. Thus, the SAFFRON method can be viewed as an online analogue of Storey’s adaptive version of the BH
procedure. As shown in Figure 1, our simulations show that SAFFRON demonstrates the same types of advantages
over its non-adaptive counterparts, such as LORD and alpha-investing. Furthermore, the ideas behind SAFFRON’s
derivation can provide a natural template for the design and analysis of a suite of other adaptive online methods.
0.2 0.4 0.6 0.8
pi1
0.00
0.25
0.50
0.75
1.00
Po
we
r
SAFFRON
LORD
Alpha-investing
0.2 0.4 0.6 0.8
pi1
0.00
0.02
0.04
FD
R
SAFFRON
LORD
Alpha-investing
Figure 1. Statistical power and FDR versus fraction of non-null hypotheses pi1 for SAFFRON, LORD and alpha-
investing at target FDR level α = 0.05. The p-values are drawn as Pi = Φ(−Zi), where Φ is the standard Gaussian
CDF, and Zi ∼ N(µi, 1), where nulls have µi = 0 and non-nulls have µi ∼ N(3, 1).
The rest of this paper is organized as follows. In Section 2, we derive the SAFFRON algorithm from first
principles, leaving the proof of a central technical lemma for Section 5.2. In Section 4, we investigate the practical
choice of tuning parameters, and demonstrate the effectiveness of our recommended choice using simulations. We
provide proofs of the results of this paper in Section 5, and at the end present a short summary in Section 6.
2
2 Deriving the SAFFRON algorithm
Before deriving the SAFFRON algorithm, it is useful to recap a few concepts. By definition of a p-value, if the
hypothesis Hi is truly null, then the corresponding p-value is stochastically larger than the uniform distribution
(“super-uniformly distributed,” for short), meaning that:
If the null hypothesis Hi is true, then Pr{Pi ≤ u} ≤ u for all u ∈ [0, 1]. (1)
For any online FDR procedure, let the rejected set after t steps be denoted byR(t). More precisely, this set consists
of all p-values among the first t ones for which the indicator for rejection is equal to 1; i.e., Rj : = 1 {Pj ≤ αj} =
1, for all j ≤ t. While we have already defined the classical FDP and FDR in the introduction, several authors,
including Foster and Stine [5], have considered a modified FDR, defined as:
mFDR(t) : =
E
[|H0 ∩R(t)|]
E [|R(t)|] . (2)
In the sequel, we provide guarantees for both mFDR and FDR. Our guarantees on mFDR hold under the following
weakening of (1). Define the filtration formed by the sequence of sigma-fields F t : = σ(R1, . . . , Rt), and let
αt : = ft(R1, . . . , Rt−1), where ft is an arbitrary function of the first t− 1 indicators for rejection. Then, we say
that the null p-values are conditionally super-uniformly distributed if the following holds:
If the null hypothesis Hi is true, then Pr
{
Pt ≤ αt
∣∣ F t−1} ≤ αt. (3)
2.1 An oracle estimate of the FDP and a naive overestimate
To understand the motivation behind the new procedure, it is necessary to expand on an perspective on existing
online FDR procedures, recently suggested by Ramdas et al. [10]. We begin by defining an oracle estimate of the
FDP as:
FDP∗(t) : =
∑
j≤t,j∈H0
αj
|R(t)| .
The word oracle indicates that FDP∗ cannot be calculated by the scientist, since H0 is unknown. Intuitively, the
numerator
∑
j≤t,j∈H0 αj overestimates the number of false discoveries, and FDP
∗(t) overestimates the FDP, as
formalized in the claim below:
Proposition 1. If the null p-values are conditionally super-uniformly distributed (3), then we have
(a) E
[ ∑
j≤t,j∈H0
αj
]
≥ E [|H0 ∩R(t)|];
(b) If FDP∗(t) ≤ α for all t ∈ N, then mFDR(t) ≤ α for all t ∈ N.
Further, if the null p-values are independent of each other and of the non-nulls, and {αt} is a monotone function
of past rejections, then:
(c) E [FDP∗(t)] ≥ E [FDP(t)] ≡ FDR(t) for all t ∈ N;
(d) The condition FDP∗(t) ≤ α for all t ∈ N implies that FDR(t) ≤ α for all t ∈ N.
To clarify, the wordmonotonemeans thatαt is a coordinatewise non-decreasing function of the vectorR1, . . . , Rt−1.
Proposition 1 follows from the results of Ramdas et al. [10], and we prove it in Section 5 for completeness. Even
though FDP∗(t) cannot be directly calculated and used, Proposition 1 is a useful way to identify what would be
ideally possible. One natural way to convert FDP∗(t) to a truly empirical overestimate of FDP(t) is to define:
F̂DPLORD(t) : =
∑
j≤t αj
|R(t)| .
3
Since it is trivially true that F̂DPLORD(t) ≥ FDP∗(t), we immediately obtain that Proposition 1 also holds with
FDP∗(t) replaced by F̂DPLORD(t). The subscript LORD is used because Ramdas et al. [10] point out that their
variant of the LORD algorithm of Javanmard and Montanari [6] can be derived by simply assigning αj in an online
fashion to ensure that the condition F̂DPLORD(t) ≤ α is met for all times t.
2.2 A better estimate of the alpha-wealth spent on testing nulls
The main drawback of F̂DPLORD is that if the underlying (unknown) truth is such that the proportion of non-nulls
(true signals) is non-negligible, then F̂DPLORD(t) is a very crude and overly conservative overestimate of FDP∗(t),
and hence also of the true unknown FDP. With this drawback in mind, and knowing that we would expect non-nulls
to typically have smaller p-values, we propose the following novel estimator:
F̂DPSAFFRON(λ)(t) ≡ F̂DPλ(t) : =
∑
j≤t αj
1{Pj>λj}
1−λj
|R(t)| ,
where {λj}∞j=1 is a predictable sequence of user-chosen parameters in the interval (0, 1). Here the term predictable
means that λj is a deterministic function of the information available from time 1 to j−1, which will be formalized
later, together with additional requirements. For simplicity, when λj is chosen to be a constant for all j, we will
drop the subscript and just write λ, and we will consider λ = 1/2 as our default choice. SAFFRON is based on
the idea that the numerator of F̂DPλ is a much better estimator of the quantity
∑
j≤t,j∈H0 αj than LORD’s naive
estimate
∑
j≤t αj .
So as to provide some intuition for why we expect F̂DPλ to be a fairly tight estimate of FDP∗, note that
1{Pj>λj}
1−λj has a unit expectation whenever Pj is uniformly distributed (null), but would typically have a much
smaller expectation whenever Pj is stochastically much smaller than uniform (non-null). The following theorem
shows that, even though F̂DPλ(t) is not necessarily always larger than FDP∗(t), a direct analog of Proposition 1
is nonetheless valid. In order to state this claim formally, we need to slightly modify the assumption (3). As
before, denote by Rj : = 1 {Pj ≤ αj} the indicator for rejection, and let Cj := 1 {Pj ≤ λj} be the indicator
for candidacy. Accordingly, we refer to the p-values for which Cj = 1 as candidates. Moreover, we let αt : =
ft(R1, . . . , Rt−1, C1, . . . , Ct−1), where ft denotes an arbitrary function of the first t − 1 indicators for rejection
and candidacy, and define the filtration generated from sigma-fields F t : = σ(R1, . . . , Rt, C1, . . . , Ct). With
respect to this filtration, we introduce a conditional super-uniformity condition on the null p-values similar to (3):
If the null hypothesis Hi is true, then Pr
{
Pt ≤ αt
∣∣ F t−1} ≤ αt, (4)
which can be rephrased as:
E
[
1 {Pt > αt}
1− αt························
∣∣∣∣ F t−1] ≥ 1 ≥ E [1 {Pt ≤ αt}αt························
∣∣∣∣ F t−1] . (5)
Note that again marginal super-uniformity (1) implies this condition, provided that the p-values are independent.
Theorem 1. If the null p-values are conditionally super-uniformly distributed (4), then we have:
(a) E
[ ∑
j≤t,j∈H0
αj
1{Pj>λj}
1−λj
]
≥ E [|H0 ∩R(t)|];
(b) The condition F̂DPλ(t) ≤ α for all t ∈ N implies that mFDR(t) ≤ α for all t ∈ N.
Further, if the null p-values are independent of each other and of the non-nulls, αt and λt are monotone functions
of the vector R1, ..., Rt−1, C1, ..., Ct−1, then we additionally have:
(c) E
[
F̂DPλ(t)
]
≥ E [FDP(t)] ≡ FDR(t) for all t ∈ N;
(d) The condition F̂DPλ(t) ≤ α for all t ∈ N implies that FDR(t) ≤ α for all t ∈ N.
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The proof of this theorem is given in Section 5, and is based on a “reverse super-uniformity lemma” that is
discussed in the next section. This lemma, though of a technical nature, may be of independent interest in deriving
new algorithms. The statements on mFDR control allow SAFFRON to be used in place of LORD in applications
in which p-values are not independent, but are conditionally super-uniformly distributed, such as the MAB-FDR
framework (based on multi-armed bandits) proposed by Yang et al. [14].
2.3 The SAFFRON algorithm for constant λ
We now present the SAFFRON algorithm at a high level. For simplicity, we consider the constant λ setting, which
performs well in experiments, though it may be a useful direction for future work to construct good heuristics for
time-varying sequences {λj}∞j=1.
1. Given a target FDR level α, the user first picks a constant λ ∈ (0, 1), an initial wealth W0 < α, and a
positive non-increasing sequence {γj}∞j=1 of summing to one. For example, given a parameter s > 1, we
might pick γj ∝ j−s for some s > 1.
2. We use the term “candidates” to refer to p-values smaller than λ, since SAFFRON will never reject a p-value
larger than λ. Recalling the indicator for candidacy Ct : = 1 {Pt ≤ λ}, and denoting by τj be the time of
the j-th rejection (and setting τ0 = 0), define the candidates after the j-th rejection as Cj+ = Cj+(t) =∑t−1
i=τj+1
Ci.
3. SAFFRON begins by allocation α1 = min{(1− λ)γ1W0, λ}, and then at time t = 2, 3, . . ., it allocates:
αt : = min{λ, α˜t}, where α˜t : = (1− λ)
(
W0γt−C0+ + (α−W0)γt−τ1−C1+ +
∑
j≥2
αγt−τj−Cj+
)
.
In words, SAFFRON starts off with an alpha-wealth (1 − λ)W0 < (1 − λ)α, never loses wealth when testing
candidate p-values, gains wealth of (1− λ)α on every rejection except the first. If there is a significant fraction of
non-nulls, and the signals are fairly strong, then SAFFRON may make more rejections than LORD.
To clarify, SAFFRON guarantees FDR control for any λ ∈ (0, 1) and any chosen sequence {γj}∞j=1, but the
algorithm’s power, or ability to detect signals, varies as a function of these parameters. Given the minimal nature
of our assumptions, there is no universally optimal constant or sequence: specifically, we do not make assumptions
on the frequency of true signals, or on how strong they are, or on their order, all of which are factors that affect the
power. We discuss reasonable default choices in the experimental section.
2.4 A monotone update rule for SAFFRON with predictable λt
Here, we present a lemma that is central to the proof of FDR control for SAFFRON. We later use this lemma
to prove Proposition 1 and Theorem 1 in Section 5. Let us first recall and set up some preliminary notation. In
what follows, αt, λt are random variables in (0, 1) that always satisfy αt ≤ λt. We denote the indicator for
rejection at the t-th step by Rt : = 1 {Pt ≤ αt}, and recall that since only p-values smaller than λt are can-
didates for rejection, we had earlier defined the indicator for candidacy as Ct : = 1 {Pt ≤ λt}. If we denote
C¯t = 1 − Ct, then it is clear that RtC¯t = 0, since Rt and C¯t cannot both equal one simultaneously. Also let
R1:t : = {R1, . . . , Rt} and C1:t : = {C1, . . . , Ct}. As before, we consider the filtration F t : = σ(R1:t, C1:t).
In what follows, we insist that the sequences {αt}∞t=1 and {λt}∞t=1 are predictable, meaning that they are func-
tions of the information available from time 1 to t − 1 only; specifically, we insist that αt, λt are measurable
with respect to the sigma-field F t−1. We will also require that the {αt} and {λt} are monotone, meaning
that αt = ft(R1:t−1, C1:t−1) and λt = gt(R1:t−1, C1:t−1) for some coordinatewise non-decreasing functions
ft : {0, 1}2(t−1) → (0, 1), gt : {0, 1}2(t−1) → (0, 1). A generalization of our default update rule described in
Section 2.3 for time-varying λt is:
α1 = (1− λ1)γ1W0, for some W0 ≤ α (6)
t ≥ 2 : αt = (1− λt)
(
W0γt−C0+ + (α−W0)γt−τ1−C1+ +
∑
j≥2
αγt−τj−Cj+
)
. (7)
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One simple way to ensure the monotonicity of the above rule for αt, is to insist that λt is non-decreasing in αt.
This is satisfied, for example, if {λt} is a deterministic sequence of constants, or when λt = αt, as in the case of
alpha-investing. We state this formally below, and prove it in Section 5.
Lemma 1. If we choose λt = ht(αt) for some non-decreasing function ht : (0, 1)→ (0, 1), such that ht(x) ≥ x,
the update rule (6-7) guarantees that αt and λt are monotone.
We note that the assumption of λt being non-decreasing in αt is not necessary but simply sufficient; indeed,
any other choice of monotone αt and λt that controls F̂DPλ(t) also results in a valid FDR controlling procedure.
3 Relationship to other procedures
Here, we compare SAFFRON to existing procedures in the literature, emphasizing commonalities that allow us to
give a unified view of seemingly disparate algorithms.
3.1 Alpha-investing (AI)
Even though the motivation that we have presented for SAFFRON relates it to the LORD algorithm, we find it
interesting that the original AI algorithm of Foster and Stine [5] is recovered by choosing λj = αj in F̂DPλ, and
attempting to ensure that F̂DPλ(t) ≤ α for all times t ∈ N. In order to see this fact, first note that with this
choice of λj , the indicator 1 {Pj > λj} simply indicates when the j-th hypothesis is not rejected. Consequently,
the numerator of F̂DPλ reads as
∑
j≤t
αj
1−αj 1 {j /∈ R(t)}. Hence, ensuring that F̂DPλ(t) ≤ α at all times t ∈ N,
is equivalent to ensuring that
∑
j≤t
αj
1−αj 1 {j /∈ R(t)} never exceeds α(|R(t)| ∨ 1), which, in the language of
alpha-investing, is equivalent to ensuring that the algorithm’s wealth never becomes negative.1 Just as Ramdas
et al. [10] were able to reinterpret and rederive LORD in terms of a particular estimate of the FDP, the current work
allows us to reinterpret and rederive AI in terms of SAFFRON’s FDP.
Nevertheless, despite these similarities, SAFFRON’s update rule for αj as stated in Section 2.4 is different
from the update used in AI. Originally [5], αj was set to a fraction of the available wealth Wj ; however, this
simple update prevents alpha-investing from being a monotone procedure, meaning that there is no guarantee that
fj : (R1, ..., Rj−1) 7→ αj is a coordinatewise nondecreasing function. For this reason, the original alpha-investing
provably controls only mFDR, and not the FDR. However, we may derive a novel monotone version of AI by using
λj = αj in SAFFRON’s update rule from Section 2.4, immediately yielding FDR control under independence.
Simulations indicate that this new monotone SAFFRON-AI algorithm performs comparably to the original non-
monotone AI, or sometimes even outperforms it, as demonstrated in the first subplot of Figure 2. Further, as a
consequence of monotonicity, SAFFRON-AI allocates αj in a more stable manner compared to the non-monotone
AI, as shown in the third subplot of Figure 2.
3.2 Storey-BH
In offline multiple testing, where all p-values are immediately available to the scientist, the Benjamini-Hochberg
(BH) procedure [3] is a classical method for guaranteeing FDR control. Although the initial motivation for the
BH method was different, it was reinterpreted by Storey et al. [11, 12] in the following manner. Since the small
p-values are more likely to be non-null, suppose that one rejects all p-values below some fixed threshold s ∈ (0, 1),
meaning thatR(s) = {i : Pi ≤ s}. Then, an oracle estimate for the FDP is given by
FDP∗BH(s) :=
|H0| · s
|R(s)| .
1Recall that the AI algorithm starts off with an alpha-wealth of α, reduces its alpha-wealth by αj
1−αj after tests that fail to reject, and
increase the wealth by α on rejections.
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Figure 2. Statistical power and FDR versus fraction of non-null hypotheses pi1 (left), and allocated αj versus hy-
pothesis index (right), for SAFFRON with λj = αj and the original alpha-investing (at target level α = 0.05). The
observations under the alternative are Gaussian with µi ∼ N(3, 1) and standard deviation 1, and are converted into
one-sided p-values as Pi = Φ(−Zi). SAFFRON-AI is sometimes more powerful than AI (first subplot), and also more
stable (third subplot), across a variety of choices of tuning parameters for both algorithms.
The numerator is a sensible estimate because the nulls are uniformly distributed, and hence we would expect about
|H0| · s many nulls to be below s. This is an “oracle” estimate because the scientist does not know |H0|. Ideally,
one would like to choose a data-dependent s using the rule
s∗ : = max{s : FDP∗BH(s) ≤ α},
and then reject the setR(s∗). Given n p-values, the BH procedure overestimates the oracle FDP by the empirically
computable quantity
F̂DPBH(s) : =
n · s
|R(s)| ,
and then rejecting the set R(ŝBH), where ŝBH : = max{s : F̂DPBH(s) ≤ α}. On interpreting the BH procedure
in terms of an estimated FDP, Storey et al. [11, 12] noted that when the p-values are independent, the estimate
F̂DPBH is unnecessarily conservative. Indeed, when the p-values are exactly uniform, it is known [4, 9] to satisfy
the stronger bound FDR = α|H0|/n, which demonstrates that BH underutilizes the FDR budget of α provided to
it. Instead, Storey et al. pick a constant λ ∈ (0, 1), and calculate
F̂DPStBH(s) : =
n · s · pi0
|R(s)| ,
where the unknown proportion of nulls pi0 = |H0|/n is estimated as
pi0 : =
1 +
∑n
i=1 1 {Pi > λ}
n(1− λ) .
Then, this procedure, which we refer to as “Storey-BH,” calculates ŝStBH : = max{s : F̂DPStBH(s) ≤ α} and
rejects the set R(ŝStBH) which satisfies the bound FDR ≤ α. Storey et al. demonstrated via simulations that
the Storey-BH procedure is typically more powerful than the BH procedure, the improvement increasing with
the fraction of non-nulls, and the strength of underlying signal. Procedures such as Storey-BH are known in the
multiple testing literature as adaptive procedures, since they adapt to the unknown proportion of nulls.
Returning to the setting of online FDR, what matters is not the the proportion of nulls pi0, but instead a running
estimate of the amount of alpha-wealth that was spent testing nulls thus far; this difference arises because, unlike
the offline setting where all p-values are compared to the same level ŝ, different p-values have to pass different
thresholds αi. In light of the above discussion, and comparing to the derivation of SAFFRON, it should be apparent
that Storey-BH is to BH as SAFFRON is to LORD. Indeed, both LORD and BH result from a trivial upper bound on
an oracle estimate of the FDP, and both Storey-BH and SAFFRON respectively try to better estimate the proportion
of nulls or the amount of alpha-wealth spent on testing nulls.
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It is in the above sense that SAFFRON is an adaptive online FDR method. As mentioned earlier in this
section, Foster and Stine’s alpha-investing procedure is a special case of SAFFRON; hence, strictly speaking,
alpha-investing would count as the first adaptive online FDR procedure (even though the motivation for alpha-
investing in the original paper was entirely different, and did not mention estimating the FDP, or adaptivity).
However, as noted in simulations by Javanmard and Montanari [6], and re-confirmed in our simulations, alpha-
investing seems less powerful than the non-adaptive algorithm LORD (and LORD++). As shown by simulations in
the sequel, SAFFRON with constant λ = 1/2 is more powerful than LORD across a variety of signal proportions
and strengths, and hence is arguably the first adaptive algorithm in the online FDR setting that can compete with
the non-adaptive algorithms.
3.3 Accumulation tests, like SeqStep
Note that E [2I(P > 1/2)] ≥ 1 for null p-values (with equality when they are exactly uniformly distributed, simply
because
∫ 1
0
2I(p > 1/2)dp = 1). One may actually use any non-decreasing function h such that
∫ 1
0
h(p)dp in the
formula for F̂DPλ. Such accumulation functions were studied in the (offline) context of ordered testing [8], and
may seamlessly be transferred to the online setting considered here, yielding mFDR control using the same proof.
In initial experiments, the use of other functions is not advantageous, and under some additional assumptions in
the offline ordered testing setting, the aforementioned authors argued that the step function (1 − λ)−1I(I > λ)
is asymptotically optimal for power. In this light, SAFFRON can also be seen as an online analog of adaptive
SeqStep [7], which is a variant of Selective SeqStep [2] and SeqStep [8].
4 Numerical simulations
In this section, we provide the results of some numerical experiments that compare the performance of SAF-
FRON with current state-of-the-art algorithms for online FDR control, namely the aforementioned LORD and
alpha-investing procedures.2 In particular, for each method, we provide empirical evaluations of its power while
ensuring that the FDR remains below a chosen value. We consider two settings, one in which the p-values are
computed from Gaussian observations, and another in which the p-values under the alternative are drawn from a
beta distribution [6]. The following two subsections separately analyze these experimental settings; in both cases,
SAFFRON outperforms the competing algorithms, with mild dependence on the exact choice of sequence {γj}.
In all our experiments we control the FDR under α = 0.05 and estimate the FDR and power by averaging over
200 independent trials.
As was previously mentioned, the constant sequence λj = 1/2 for all j was found to be particularly successful,
so this is our default choice in comparison with prior work and we drop the index for simplicity. In a separate
subsection, however, we also compare the performance of SAFFRON with λj = 1/2 to the alpha-investing version
of SAFFRON, obtained by setting λj = αj . We do so over different choices of sequence {γj}.
4.1 Testing with Gaussian observations
We use the simple experimental setup of testing the mean of a Gaussian distribution with T = 1000 components.
More precisely, for each index i ∈ {1, . . . , T}, the null hypothesis takes the form Hi : µi = 0. The observations
consist of independent Gaussian variates Zi ∼ N(µi, 1), which are converted into one-sided p-values using the
transform Pi = Φ(−Zi), where Φ is the standard Gaussian CDF. The motivation for one-sided conversion lies in
A/B testing, where one wishes to detect larger effects, not smaller. The parameter µi is chosen according to the
following mixture model:
µi =
{
0 with probability 1− pi1
F1 with probability pi1,
2The code for all simulations described in this section is available at: https://github.com/tijana-zrnic/SAFFRONcode
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where the random variable F1 is of the form N(µc, 1) for some constant µc. We ran simulations for µc ∈ {2, 3},
thus seeing how changing signal strength affects the performance of SAFFRON.
In what follows, we compare SAFFRON’s achieved power and FDR to those of LORD and alpha-investing.
The constant infinite sequence γj ∝ log(j∨2)je√log j , where the proportionality constant is determined so that the sequence
sums to one, was shown to be asymptotically optimal for testing Gaussian means via the LORD method in the
paper [6]. Since SAFFRON loses wealth only when testing non-candidates whereas LORD loses wealth at every
step, it is expected to behave more conservatively and not use up its wealth at the same rate, conditioned on both
using the same sequence {γj}. For this reason, informally speaking, it can reuse this leftover wealth, hence the
sequence {γj} chosen for SAFFRON is more aggressive, in the sense that more wealth is concentrated around the
beginning of the sequence. In particular, we choose sequences of the form γj ∝ j−s, where the parameter s > 1
controls the aggressiveness of the procedure; the greater the constant s, the more wealth is concentrated around
small values of j. We also consider these sequences for LORD, thus observing the difference in performance
resulting from using a more aggressive sequence in the regime of a finite sequence of p-values.
In Figure 3 and Figure 4 we consider F1 = N(2, 1), and show how the level of aggressiveness of the sequence
{γj} affects the power and FDR of SAFFRON and LORD respectively. Figure 5 compares alpha-investing, SAF-
FRON and LORD, the latter two using the highest performing sequence chosen among six possible sequences, in
the same testing scenario. Figure 6, Figure 7 and Figure 1 demonstrate these results in the same order for a similar
but somewhat easier testing problem, with F1 = N(3, 1). Experiments indicate that increasing the fraction of non-
null hypotheses allows SAFFRON to achieve a faster increase of power than LORD, thus performing considerably
better than both LORD and the alpha-investing procedure in settings with a great number of non-null observations.
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Figure 3. Statistical power and FDR versus fraction of non-null hypotheses pi1 for SAFFRON (at target level α = 0.05)
using four different sequences {γj} of increasing aggressiveness. The observations under the alternative are N(µi, 1)
with µi ∼ N(2, 1), and are converted into one-sided p-values as Pi = Φ(−Zi). (See also Figure 5.)
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Figure 4. Statistical power and FDR versus fraction of non-null hypotheses pi1 for LORD (at target level α = 0.05)
using four different sequences {γj} of increasing aggressiveness. The LORD1 method uses the sequence proposed in
the paper [6]. The observations under the alternative areN(µi, 1) with µi ∼ N(2, 1), and are converted into one-sided
p-values as Pi = Φ(−Zi). (See also Figure 5.)
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Figure 5. Statistical power and FDR versus fraction of non-null hypotheses pi1 for SAFFRON, LORD and alpha-
investing (at target level α = 0.05), the first two using the sequence {γj} which achieves the highest power for each of
them (chosen over six sequences of varying aggressiveness). The observations under the alternative are N(µi, 1) with
µi ∼ N(2, 1), and are converted into one-sided p-values as Pi = Φ(−Zi).
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Figure 6. Statistical power and FDR versus fraction of non-null hypotheses pi1 for SAFFRON (at target level α = 0.05)
using four different sequences {γj} of increasing aggressiveness. The observations under the alternative are N(µi, 1)
with µi ∼ N(3, 1), and are converted into one-sided p-values as Pi = Φ(−Zi). (See also Figure 1.)
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Figure 7. Statistical power and FDR versus fraction of non-null hypotheses pi1 for LORD (at target level α = 0.05)
using four different sequences {γj} of increasing aggressiveness. The LORD1 method uses the sequence proposed in
the paper [6]. The observations under the alternative areN(µi, 1) with µi ∼ N(3, 1), and are converted into one-sided
p-values as Pi = Φ(−Zi). (See also Figure 1.)
4.2 Testing with beta alternatives
In this setting we generate the p-value sequence according to the following model:
Pi ∼
{
Unif[0, 1], with probability 1− pi1
Beta(m,n), with probability pi1,
where i ∈ [T ] and T = 1000, as before. Again we compare the performance of SAFFRON, alpha-investing and
LORD in terms of the achieved power with the FDR controlled under a chosen level. For LORD, the asymptotically
optimal sequence {γj} was derived in the paper [6] and is of the form γj ∝ ( 1j log j)1/m for m < 1 and n ≥ 1. As
in the Gaussian case, for SAFFRON and additionally for LORD we consider the sequence γj ∝ j−s with varying
s, which, unlike the previously mentioned sequence, does not depend on the parameters of the distribution. For the
particular distribution of the observed p-values we choose m = 0.5 and n = 5. The following plots compare the
achieved power and FDR of SAFFRON, LORD and alpha-investing, the first two with several different sequences
{γj} obtained by varying the parameter s. In particular, Figure 8 and Figure 9 show the changes in performance
of SAFFRON and LORD respectively with increasing s; i.e., increasing aggressiveness of the sequence {γj}.
Figure 13 compares the performance of SAFFRON, LORD and alpha-investing, where the first two use the highest
performing sequence chosen among six considered sequences, as in the setting with Gaussian tests. Although
the simulation results show SAFFRON performing similarly to LORD and alpha-investing for small fractions of
non-null hypotheses, it significantly outperforms its competitors in terms of power and using up available wealth
with a higher number of p-values coming from the alternative.
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Figure 8. Statistical power and FDR versus fraction of non-nulls pi1 for SAFFRON (at target level α = 0.05) using
four different sequences {γj} of increasing aggressiveness. Non-null p-values are distributed as Beta(0.5, 5). (See
also Figure 13.)
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Figure 9. Statistical power and FDR versus fraction of non-null hypotheses pi1 for LORD (at target level α = 0.05)
using four different sequences {γj} of increasing aggressiveness. The LORD1 method uses the sequence proposed in
the paper [6]. Under the alternative the p-values are distributed as Beta(0.5, 5). (See also Figure 13.)
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Figure 10. Statistical power and FDR versus fraction of non-null hypotheses pi1 for SAFFRON, LORD and alpha-
investing (at target level α = 0.05), using the sequence {γj}which achieves the highest power for each of them (chosen
over six sequences of varying aggressiveness). Under the alternative the p-values are distributed as Beta(0.5, 5).
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4.3 SAFFRON with constant λ vs SAFFRON alpha-investing
Here we provide a comparison of SAFFRON for constant λ, set to the default value 1/2, and the SAFFRON version
of alpha-investing, obtained by setting λj = αj . We adopt the two settings described earlier in this section, namely
testing with Gaussian observations and beta alternatives. As earlier, we vary the mean of Gaussian observations in
a similar way.
In Figure 11 and Figure 12 we provide comparison of power and FDR for the two variants of SAFFRON,
where p-values are computed from Gaussian observations; we take the non-null distribution to be F1 = N(2, 1)
and F1 = N(3, 1), respectively. From left to right, we increase the aggressiveness of the discount sequence {γt}.
Our simulations indicate that there is no clear winner; which variant of SAFFRON performs better depends on the
choice of {γt}, strength of the non-null signals, as well as the proportion of non-nulls in the sequence.
Figure 13 gives the same comparison, however for beta alternatives, as described in the previous subsection.
The results indicate that λ = 1/2 seems to be a preferred choice in this case - across all choices of the sequence
{γt}, as well as all non-null proportions, it uniformly outperforms the alpha-investing version.
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Figure 11. Statistical power and FDR versus fraction of non-null hypotheses pi1 for SAFFRON with λ = 1/2 and
SAFFRON with λj = αj (at target level α = 0.05) using three different sequences {γj} of increasing aggressiveness.
The observations under the alternative are N(µi, 1) with µi ∼ N(2, 1), and are converted into one-sided p-values as
Pi = Φ(−Zi).
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Figure 12. Statistical power and FDR versus fraction of non-null hypotheses pi1 for SAFFRON with λ = 1/2 and
SAFFRON with λj = αj (at target level α = 0.05) using three different sequences {γj} of increasing aggressiveness.
The observations under the alternative are N(µi, 1) with µi ∼ N(3, 1), and are converted into one-sided p-values as
Pi = Φ(−Zi).
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Figure 13. Statistical power and FDR versus fraction of non-null hypotheses pi1 for SAFFRON with λ = 1/2 and
SAFFRON with λj = αj (at target level α = 0.05) using three different sequences {γj} of increasing aggressiveness.
The p-values under the alternative are distributed as Beta(0.5, 5).
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5 Proofs
Here we provide the proofs of Proposition 1 and Theorem 1 using the reverse super-uniformity lemma proved in
Section 5.2, as well as the proof of SAFFRON’s monotonicity.
5.1 Proof of Proposition 1
Statement (a) is proved by noting that for any time t ∈ N, we have:
E
[|H0 ∩R(t)|] = ∑
j≤t,j∈H0
E [1 {Pj ≤ αj}] ≤
∑
j≤t,j∈H0
E [αj ] ,
where the inequality follows after taking iterated expectations by conditioning on F j−1, and then applying the
conditional super-uniformity property (3). If we have FDP∗(t) : = 1|R(t)|
∑
j≤t,j∈H0
αj ≤ α, as assumed in statement
(b), then it follows that:
∑
j≤t,j∈H0
E [αj ] = E
 ∑
j≤t,j∈H0
αj

≤ αE [|R(t)|] ,
using linearity of expectation and the assumption on FDP∗(t). Using part (a) and rearranging yields the inequality
mFDR(t) : =
E[|H0∩R(t)|]
E[|R(t)|] ≤ α, which concludes the proof of part (b).
If, in addition, the null p-values are independent of each other and of the non-nulls and the sequence {αt} is
monotone, we can use the following argument to prove claims (c) and (d). These claims establish that the procedure
controls the FDR at any time t ∈ N. Still assuming the inequality FDP∗(t) ≤ α, we have:
FDR(t) = E
[ |H0 ∩R(t)|
|R(t)|
]
=
∑
j≤t,j∈H0
E
[
1 {Pj ≤ αj}
|R(t)|························
]
≤
∑
j≤t,j∈H0
E
[ αj
|R(t)|············
]
= E [FDP∗(t)]
≤ α,
where the first inequality follows after taking iterated expectations by conditioning on F j−1, and then applying the
super-uniformity lemma [10], the following equality uses linearity of expectation, and the final inequality follows
by the assumption on FDP∗(t). This concludes the proof of both statements (c) and (d).
5.2 A reverse super-uniformity lemma
The proof of Theorem 1 critically depends on the following technical, yet interpretable, lemma. To provide some
context, the reader is encouraged to recall the definition (4) of conditional super-uniformity, as well as its equivalent
rephrased form (5). Lemma 2 guarantees that for independent p-values, statement (5) holds true more generally.
Lemma 2. Assume that the p-values P1, P2, . . . are independent and let g : {0, 1}T → R be any coordinate-wise
non-decreasing function. Further, assume that αt = ft(R1:t−1, C1:t−1) and λt = gt(R1:t−1, C1:t−1), for some
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coordinate-wise non-decreasing functions ft and gt. Then, for any index t ≤ T such that Ht ∈ H0, we have:
E
[
αt1 {Pt > λt}
(1− λt)g(R1:T )
∣∣∣∣ F t−1] ≥ E [ αtg(R1:T )
∣∣∣∣ F t−1]
≥ E
[
1 {Pt ≤ αt}
g(R1:T )
∣∣∣∣ F t−1] .
Proof. The second inequality is a consequence of super-uniformity lemmas from past work [10, 6], so we only
prove the first inequality. At a high level, the proof strategy is inverted, and we will hallucinate a vector with one
element being set to 1, instead of being set to 0 in the aforementioned works.
Letting P1:T = (P1, . . . , PT ) be the original vector of p-values, we define a “hallucinated” vector of p-values
P˜ t→11:T : = (P˜1, . . . , P˜T ) that equals P1:T , except that the t-th component is set to one:
P˜i =
{
1 if i = t
Pi if i 6= t.
Define hallucinated test levels {α˜i} and candidacy thresholds {λ˜i} resulting from (P˜1, . . . , P˜T ), as well as hal-
lucinated candidate and rejection indicators as C˜i = 1
{
P˜i ≤ λ˜i
}
and R˜i = 1
{
P˜i ≤ α˜i
}
respectively. Let
R1:T = (R1, . . . , RT ) and R˜t→11:T = (R˜1, . . . , R˜T ) denote the vector of rejections using P1:T and P˜
t→1
1:T , respec-
tively. Similarly, let C1:T = (C1, . . . , CT ) and C˜t→11:T = (C˜1, . . . , C˜T ) denote the vector of candidates using P1:T
and P˜ t→11:T , respectively.
By construction, we have the following properties:
1. R˜i = Ri and C˜i = Ci for all i < t, hence αi = α˜i for all i ≤ t.
2. R˜t = C˜t = 0, and hence R˜i ≤ Ri for all i ≥ t, due to monotonicity of the levels αi.
Hence, on the event {Pt > λt}, we have Rt = R˜t = 0 and Ct = C˜t = 0, and hence also R1:T = R˜t→11:T . This
allows us to conclude that:
αt1 {Pt > λt}
(1− λt)g(R1:T ) =
αt1 {Pt > λt}
(1− λt)g(R˜t→11:T )
.
Since R˜t→11:T is independent of Pt, we may take conditional expectations to obtain:
E
[
αt1 {Pt > λt}
(1− λt)g(R1:T )
∣∣∣∣ F t−1] = E
[
αt1 {Pt > λt}
(1− λt)g(R˜t→11:T )
∣∣∣∣∣ F t−1
]
≥ E
[
αt
g(R˜t→11:T )
∣∣∣∣∣ F t−1
]
which follows by taking an expectation only with respect to Pt by invoking the conditional super-uniformity
property (4), as well as independence of Pt and R˜t→11:T .
Finally, notice that Ri ≥ R˜i for all i. This follows by monotonicity of λi and αi. In particular, αt+1 ≥ α˜t+1,
and λt+1 ≥ λ˜t+1 due to (R1:t, C1:t) ≥ (R˜1:t, C˜1:t), which in turn implies Rt+1 ≥ R˜t+1, Ct+1 ≥ C˜t+1, and so
on. Recursively we deduce Ri ≥ R˜i for all i. Together with the assumption that g is non-decreasing, this implies:
E
[
αt
g(R˜t→11:T )
∣∣∣∣∣ F t−1
]
≥ E
[
αt
g(R1:T )
∣∣∣∣ F t−1] ,
which concludes the proof of the lemma.
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5.3 Proof of Theorem 1
First note that, for any time t ∈ N, we have:
E
[|H0 ∩R(t)|] = ∑
j≤t,j∈H0
E [1 {Pj ≤ αj}]
(i)
≤
∑
j≤t,j∈H0
E [αj ]
(ii)
≤ E
 ∑
j≤t,j∈H0
αj
1 {Pj > λj}
1− λj
 ,
where inequality (i) first uses the law of iterated expectations by conditioning onF j−1, and then both (i) and (ii) ap-
ply the conditional super-uniformity property (4), which concludes the proof of part (a). To prove part (b), we drop
the condition j ∈ H0 from the last expectation, and use the assumption that F̂DPλ(t) : =
∑
j≤t αj
1{Pj>λj}
1−λj
|R(t)| ≤ α to
obtain:
E
 ∑
j≤t,j∈H0
αj
1 {Pj > λj}
1− λj
 ≤ αE [|R(t)|] .
Combining this inequality with the result of part (a), and rearranging the terms, we reach the conclusion that
mFDR(t) ≤ α, as desired.
Under the independence and monotonicity assumptions of parts (c, d), we have:
FDR(t) = E
[ |H0 ∩R(t)|
|R(t)|
]
=
∑
j≤t,j∈H0
E
[
1 {Pj ≤ αj}
|R(t)|························
]
(iii)
≤
∑
j≤t,j∈H0
E
[ αj
|R(t)|············
]
(iv)
≤
∑
j≤t,j∈H0
E
[
αj1 {Pj > λj}
(1− λj)|R(t)|·····························
]
,
where inequality (iii) first uses iterated expectations by conditioning on F j−1, and then both (iii) and (iv) apply
Lemma 2. Assuming that the inequality F̂DPλ(t) ≤ α holds, it follows that:∑
j≤t,j∈H0
E
[
αj1 {Pj > λj}
(1− λj)|R(t)|·····························
]
(v)
≤ E
[∑
j≤t αj1 {Pj > λj}
(1− λj)|R(t)|
········································
]
(vi)
= E
[
F̂DPλ(t)
]
(vii)
≤ α,
where inequality (v) follows by linearity of expectation and summing over a larger set of indices; equality (vi)
simply uses the definition of F̂DPλ(t), and inequality (vii) follows by the assumption, hence proving parts (c,d).
5.4 Proof of Lemma 1
We prove that the update rule (6-7) guarantees that αt and λt are monotone, given that λt = ht(αt), for some
non-decreasing function ht such that ht(x) ≥ x. Recall that monotonicity means that αt and λt can be writ-
ten as non-decreasing functions of the vector of rejections and candidates, i.e. αt = ft(R1:t−1, C1:t−1), λt =
gt(R1:t−1, C1:t−1), for some coordinate-wise non-decreasing functions ft and gt.
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Notice that, if we prove monotonicity of αt, monotonicity of λt is immediate. This follows because gt = ht◦ft
must be non-decreasing as a composition of two non-decreasing functions.
Consider some (R1:t−1, C1:t−1) ∈ {0, 1}2(t−1) and (R˜1:t−1, C˜1:t−1) ∈ {0, 1}2(t−1), such that
(R1:t−1, C1:t−1) ≥ (R˜1:t−1, C˜1:t−1)
coordinate-wise. Denote qt(x) = x1−ht(x) , for x ∈ (0, 1). Notice that qt is strictly increasing, because, for any
x1, x2 ∈ (0, 1) such that x2 > x1:
x2
1− gt(x2) −
x1
1− gt(x1) =
x2(1− gt(x1))− x1(1− gt(x2))
(1− gt(x1))(1− gt(x2)) > 0,
which follows because gt(x) ∈ (0, 1) and gt(x1) ≤ gt(x2), so x2(1− gt(x1))− x1(1− gt(x2)) > 0. Therefore,
we can conclude that qt is invertible.
Let αt denote the test level computed from (R1:t−1, C1:t−1), and let α˜t denote the test level computed from
(R˜1:t−1, C˜1:t−1). In a similar fashion we distinguish between other SAFFRON parameters resulting from the two
sequences of rejection and candidate indicators. Recall the proposed SAFFRON update rule for the test level:
αt = q
−1
t
W0γt−C0+ + (α−W0)γt−τ1−C1+ +∑
j≥2
αγt−τj−Cj+
 ,
and denote st(R1:t−1, C1:t−1) = W0γt−C0+ + (α−W0)γt−τ1−C1+ +
∑
j≥2 αγt−τj−Cj+ .
First, we claim st(R1:t−1, C1:t−1) ≥ st(R˜1:t−1, C˜1:t−1); we prove this via a term-by-term comparison. Be-
cause C˜j = 1 implies Cj = 1, we have C0+ ≥ C˜0+, hence W0γt−C0+ ≥ W0γt−C˜0+ due to {γt} being non-
increasing. Next, we claim that for every term in the sum (α − W0)γt−τ˜1−C˜1+ +
∑
j≥2 αγt−τ˜j−C˜j+ , there is
a unique corresponding term in (α − W0)γt−τ1−C1+ +
∑
j≥2 αγt−τj−Cj+ that is at least as big. For exam-
ple, take (α − W0)γt−τ˜1−C˜1+ . Then, R˜τ˜1 = 1 implies Rτ˜1 = 1, which means there is a corresponding term
in st(R1:t−1, C1:t−1) that is either (α −W0)γt−τ˜1−∑t−1j=τ˜1+1 Cj or αγt−τ˜1−∑t−1j=τ˜1+1 Cj , both of which dominate
(α −W0)γt−τ˜1−C˜1+ , because C˜j = 1 implies Cj = 1. By the same analysis, for every term αγt−τ˜j−C˜j+ , there
is a corresponding dominating term in st(R1:t−1, C1:t−1). Note that we are implicitly using the fact that τ1 ≤ τ˜1,
hence for every contribution that has an α multiplier in st(R˜1:t−1, C˜1:t−1), there is a corresponding contribution
also with an α multiplier in st(R1:t−1, C1:t−1), as opposed to α−W0.
Second, because the inverse of an increasing function is also increasing, we have
q−1t (st(R1:t−1, C1:t−1)) ≥ q−1t (st(R˜1:t−1, C˜1:t−1)),
or equivalentlyαt ≥ α˜t. As a conclusion, the test levelsαt are coordinate-wise non-decreasing in (R1:t−1, C1:t−1),
and as a consequence λt is likewise coordinate-wise non-decreasing in (R1:t−1, C1:t−1).
6 Conclusion
This paper introduces SAFFRON, a new algorithmic framework for online mFDR and FDR control. We show
empirically that SAFFRON is more powerful than existing algorithms. The derivation and proof of SAFFRON
is based on a novel reverse super-uniformity lemma that allows us to estimate the fraction of alpha-wealth that
an algorithm spends on testing null hypotheses. One may interpret SAFFRON as an adaptive version of LORD,
just as Storey-BH is an adaptive version of the Benjamini-Hochberg algorithm. Also, a monotone version of the
alpha-investing algorithm that is often more stable and powerful than the original, is recovered as a special case
of the SAFFRON framework (and hence it controls FDR, not just mFDR like the original). Lastly, the derivation
of SAFFRON is rather different from that of earlier generalized alpha-investing (GAI) algorithms, and as such
provides a template for the derivation of new algorithms.
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