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Introduction
Advantages of Internal-model-based control
The Internal-model-based control (IMC) is one of the best techniques to control the output
of a dynamical system so as to asymptotically track prescribed trajectories.
Since the birth of modern Control Theory, the problem of asymptotic tracking of pre-
determined references has been one of its central themes. In the last century many au-
thors tackled this problem both for linear and nonlinear systems and three different main
approaches have been explored: besides the above mentioned internal-model-based ap-
proach, also tracking by dynamic inversion and adaptive tracking have been considered.
The first and simpler solution that has been taken into account is the so-called Dy-
namic Inversion. Under a “perfect knowledge” of the plant and of the reference to be
tracked, a suitable precise initial state x0 and a suitable precise control input u
∗(t) are
calculated: if the system is initialized to x0 and driven by u
∗(t), its output exactly repro-
duces the reference signal. The requirement of perfect knowledge of both the plant and
the reference makes this approach unsuitable for many real world applications.
Adaptive tracking still needs the perfect knowledge of the reference to be tracked but
can achieve the asymptotic tracking even in presence of uncertainties on the plant by
automatically tuning the parameters of a controller calculated via Dynamic Inversion.
Differently fromDynamic inversion andAdaptive tracking, the control schemes based
on the Internal Model Principle can successfully achieve the asymptotic tracking in pres-
ence of uncertainties on both reference and plant. Instead of considering one single ref-
erence, the IMC takes into account the class of all the references that can be generated
by a fixed dynamical system (usually referred to as exogenous system or exosystem). It has
been demonstrated that, if the controller includes an Internal Model of the exosystem,
it can ensure the asymptotic tracking of all the references of the class despite of the pa-
rameter uncertainties of the plant. This features make the IMC very appealing for many
real world applications where the plant is not perfectly known, as for example Aircraft
control, and/or where high precisions are required such the applications in high energy
physics.
ix
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After its introduction in mid 70’s for LTI plants and LTI exosystems ([DAVISON 1976],
[FRANCIS 1975], [BASILE 1992]), the Internal Model Principle has proved to be an effec-
tive control approach also for more complex systems. In particular the case of nonlinear
systems, which was first considered by Isidori and Byrnes ([ISIDORI 1990]), has been
extensively studied in the last decade ([SERRANI 2001], [BYRNES 2005] ) and its solution
has been used in advanced control applications ([ISIDORI 2003], [MARCONI 2008]). More
recently, many authors addressed the problem of extending the class of exosystems that
can be considered for IMC, including, among the others, special classes of nonlinear sys-
tems ([BYRNES 2004]) and the linear periodic systems ([ZHANG 2006], [ZHANG 2009]).
Following this path, the aim of this thesis is to extend the IMP to a special class of exosys-
tems capable to generate periodic references having a infinite number of harmonics.
Internal Model Principle for references with an infinite
number of harmonics
The asymptotic tracking of periodic references is one of the more common applications
of Internal Model approach. If the spectrum of the reference comprehends only a fi-
nite number N of harmonics, a simple finite-dimensional LTI exosystem with N oscil-
lators can be considered. However, many “real world” applications requires to track
periodic references with an infinite number of harmonics such as triangular waves or
more complicate references as in CNAO Storage Ring Dipole Magnet Power Converter
3000A/ ±1600V ([CARROZZA 2006]) where the current reference is a set of ramps and
constant references connected by 5th order polynomial curves. In this cases a finite-
dimensional LTI exosystem allows to achieve only a practical regulation: an upper bound
on the norm of tracking error can be guaranteed but not its convergence to zero and,
above all, good performances can be reached only by taking into account a large num-
ber of oscillators (high order exosystems). If for some applications this could be an ac-
ceptable compromise, when high precisions are required as in many power electronics
applications, different approaches have to be considered.
Since the Nonlinear Output Regulation has a well-established and powerful theo-
retical assessment, one Internal-model-based possibility for the asymptotic tracking of
infinite-harmonics references is to consider Nonlinear Internal Model Units. The main dif-
ficulty of such approach is to find a structure for the internal model units which can
generate the control inputs needed for tracking and, at the same time, is manageable
for stabilization. This has usually required to adopt the so-called immersion assumption,
which limits the applicability of the method to a restricted class of reference/disturbance
signals. Recently, this constraint has been removed ([BYRNES 2005]) allowing to cope
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with every infinite-harmonics or even more complex reference but the solution could be
very involved even for simple cases and even considering practical regulation.
A second Internal-model-based solution for the asymptotic tracking of infinite-harmo-
nics references is the Repetitive Learning Control, which is widespread in the world of au-
tomotive and power electronics ([HARA 1988], [CUIYAN 2004b]). This method exploits
a closed-loop time-delay system with delay T as Internal Model Unit thus obtaining the
asymptotic tracking of any T -periodic signal. A relevant drawback in the practical appli-
cation of this approach is the large sensitivity to some non-T -periodic disturbances. As
a matter of fact, owing to the constraint imposed by Bode’s sensitivity integral (see for
example [GOODWIN 2000, Ch. 9]), the null values (−∞ dB) of the sensitivity at any fre-
quency multiple of f = 1T lead to very large sensitivity values at some other frequencies.
The sensitivity problem that afflicts the Repetitive Learning Control is actually one
of the main critical issues shared by all the IMP-based methods. At steady state, an
Internal-model-based control guarantees the perfect tracking of all the references of the
class generated by the Internal model unit and the perfect rejection of all the external
disturbances belonging to the same class. This fact reflects in a relevant sensitivity to
disturbances not “captured” by the internal model, due to Bode’s integral constraint on
sensitivity. The phenomenon is particularly problematic in Repetitive Learning Control
since its Internal Model Unit is capable to generate all the periodic reference of given
period T but a similar behavior is expected also for more sophisticated methodologies as
the above-mentioned ones. Potentially some adaptation mechanism could be added to
deal with “strange” disturbances, but at the cost of a relevant complexity increasing.
The Switched Linear Internal Model control
Motivated by the fact that, in many practical applications (especially in high energy
physics), the references to be tracked are sequences of curves which can be generated
by different LTI systems, the basic idea underlying the novel control approach proposed
in this thesis is to extend the Internal Model Principle to the case of free periodic switched
exosystems. In this way, by restricting the class of infinite-harmonics references that is
generated by the Internal Model Unit, the novel approach called Swiched Linear Inter-
nal Model (SLIM) is expected on one hand, to exhibit a considerably better sensitivity
behaviour with respect to Repetitive Learning Control and, on the other hand, to be sim-
pler to manage with respect to the control approach based on Nonlinear Internal Model
units.
Differently form many classic works on Internal Model Principle, in this thesis great
emphasis has been placed on the problem of the synthesis of a generator for a given
reference. If for LTI systems the theory of realization is well-established and the no-
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tions of realization and minimal realization have been extensively studied and related
with the structural properties of the system (observability, controllability), in the world
of switched linear systems many different structures for the generator of the same ref-
erence can be considered. The choice of the exosystem structure definitely affects the
design of the Internal-model-based control and, in particular, of the stabilization unit.
The problem of the stabilization of the Switched Linear Internal Model controller has
been the other important issue that has been tackled in this thesis. The exoststem struc-
ture that has been considered intrinsically exhibits observability properties that change
at switching times. Since in standard results on Internal-model-based control, the observ-
ability (or at least the detectability) of the exosystem is one of the basic requirements for
the solution of the Output Regulation problem, the fact of considering periodic systems
that, inside a period, switch from observable phases to possibly undetectable phases rep-
resented a considerable hurdle in the path towards a general design pattern of the stabi-
lization unit. For this reason the problem of stabilization has not been directly addressed
but it has been tackled step by step by first considering the problem of the asymptotic ob-
server for the exosystem and then by trying to extend the obtained results to the general
case.
Outline of the thesis
This thesis, which gathers the work carried out by the author in the last three years of
research, is subdivided in two main parts.
The first part (chapters 1-5) contains the main topics about the Switched Linear Inter-
nal Model control.
In chapter 1 the class of exosystems that has been considered for the SLIM approach is
described. In particular the problem of synthesizing a free switched linear generator for
a given periodic reference is addressed. A parallel solution is presented and the problem
of the minimal solution is briefly discussed. Since a parallel solution can always be found
independently from the reference, it is adopted as the model for the class of exosystems
considered for the SLIM approach.
As a preliminary stabilization result, the problem of asymptotic observer for the cho-
sen exosystemmodels is presented in chapter 2. The structure of the asymptotic observer
for switched systems is recalled and two different sufficient conditions for asymptotic
convergence are provided. The feasibility of both condition is analyzed and, while the
unfeasibility of the first condition is demonstrated, a design procedure for an asymptoti-
cally convergent observer is derived from the second condition.
An interesting extension of the results of chapter 2 is presented in chapter 3 where the
asymptotic observer structure is revised and updated in order to achieve convergence in
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finite time. Taking inspiration form the recent results on finite time observers that employ
two asymptotic observer to obtain the exact estimation in finite time, the design proce-
dure for a single switched impulsive finite-time observer is presented. As a subsidiary
result, a non-impulsive alternative is shown.
The stabilization results presented in chapter 2 are exploited in two different con-
trol schemes presented in chapter 4. The first control schemes that is considered is a
mixed feedforward-feedback control scheme in which the estimation produced by an
asymptotic observer of exosystem state is used to generate a reference for the plant state
that guarantees the asymptotic tracking. Recalling the comparison between Dynamic
Inversion tracking and Internal Model control, this scheme can be considered halfway
between the two control approaches since it is robust with respect to uncertainties on the
reference, it does not need the exact knowledge of the initial state of the plant but, on
the other hand, it needs a perfect knowledge of plant parameters. Within the problem
of state trajectory generation, the extension of the regulator equations to the switching
case is considered and the problem of convergence of Differential Sylvester Equation is
briefly discussed. The problems of robustness that characterize the first control scheme
are partially overcome in the second that is actually a preliminary version of the SLIM
control. The controller is represented by an asymptotic observer of exosystem state and
the stabilization is achieved only for simple plants that are “sufficiently fast” with respect
to the reference by means of singular perturbations-like arguments.
The last chapter of the first part presents a preliminary analysis on the sensitivity of
SLIM control. A comparison between the performances of a Repetitive Learning Control
and that of the SLIM control presented in chapter 4 is carried out on a simple case study
by using simulations. Being the SLIM control a time-varying system, a special sensitivity
function based on the infinity-norm and representing a worst-case estimation is defined.
In the second part two applications of the internal model control coming from the
world of high energy physics are presented.
In chapter 6 the control of the power supply of a booster quadrupole for a Syn-
chrotron Light Source is considered. Since the current reference to be tracked is a sinusoid
bounded within 2A and 200A and the precision to be guaranteed is very high (±10ppm),
a classic Internal-model-based control with LTI exosystem has proved to be a very effec-
tive solution. Besides the high precision requirement, a second issue has been taken into
account in the control, that is, a Power Factor as much close to the unit as possible and
low distortion of mains current. This control objective has been fulfilled by means of a
cascade control structure that regulates both the voltage on the DC-Link and the Booster
current. Simulations results concludes the chapter.
The application presented in chapter 7 is not actually based on the Internal Model
Principle, however it has been included in this thesis for it is the application that inspired
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the Switched Linear Internal model control. In order to accomplish the cycle that drives
the particles to the required energy, the power supply of CNAO dipole has to track a
set of complex references which are sequences of constant and ramps connected by fifth
order polynomial curves with a precision of 5ppm with respect to the full scale. The con-
troller structure that has been chosen to fulfill these requirements is a three-level cascade
structure, each level consisting in a traditional LTI controller. The main problem of this
control structure is that the tracking error drastically increasewhen the reference switches
from constants to ramps and back by means of polynomial curves. The reduction of this
phenomenon has been the primary motivation of the development of Switching Internal
Model Control. Simulations of the current control structure end the chapter.
In the last chapter of thesis, the obtained results are summarized and the guidelines
for future developments are reported.
Finally some basic results on switched systems that are useful to better understand
the results of this thesis, in particular those regarding the Switched Linear internal model
control, are presented in Appendix A.
The topics of this thesis have been presented in [ROSSI 2008a], [ROSSI 2008b],
[ROSSI 2009b], [ROSSI 2009a], [?] and [CARROZZA 2006].
Part I
The Switched Linear Internal Model
approach
1
Chapter 1
Structure of the exosystem
In this chapter the formal definition of the class of periodic signals considered for
the SLIM approach is presented. Some possible structures for a free switched linear
system capable to generate a given signal of the class are explored.
T
HE structure of an Internal Model Controller heavily depends on the class of refer-
ences that has to be tracked and the exosystem adopted to model them. The refer-
ence signals considered for the Switched Linear Internal Model control are smooth peri-
odic signals that are piecewise outputs of LTI systems. Except for trivial cases where the
reference is the output of a single LTI system, the main characteristic of these signals is
that their spectrum contains an infinite number of harmonics.
Many different structures for dynamical systems capable to generate these trajecto-
ries may be considered as, for instance, special nonlinear systems or systems that involve
a memory unit recording the trajectory within a period (as in Repetitive Learning Control).
Being the reference piecewise defined, the more natural choice is to consider a switched
linear system. As a matter of fact, the switched linear system is not required to be periodic
to generate periodic references. Anyway, since a periodic switched linear system is gen-
erally simpler to stabilize and to implement on a controller, in the following only periodic
switched linear systems having the same period T of the reference to be synthesized will
be considered as generators.
A final consideration has to be done: without additional conditions, in general, a
periodic switched system does not generate periodic trajectories. Therefore, besides sat-
isfying the periodicity condition on the system matrices, some additional boundary con-
dition have to be considered.
The chapter is organized as follows. In section 1.1 the synthesis problem is formulated
and discussed. In section 1.2 a solution is proposed and in section 1.3 some considera-
tions on minimization of the generating system are presented. The chapter ends with
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section 1.4 where the class of signals which can be generated with the proposed solu-
tions is considered; particular attention is paid to the effects of the initial conditions of
the generating systems.
1.1 The problem formulation
Let yd(t) : R
+
0 → R be a T–periodic function defined over the positive time axis (i.e.
yd(t0) = yd(t0 + T ), ∀t0 ∈ R+0 ), with the following properties.
• Smoothness: the r-th derivative d
ryd(t)
dtr
is continuous or at least piecewise continu-
ous for t > 0;
• LTI-Sys Concatenation: yd(t) is piecewise output of different LTI systems or equiva-
lently:
yd(t) =


yd1(t) t0 = 0 6 t < t1
yd2(t) t1 6 t < t2
...
ydN (t) tN−1 6 t < tN = T
ydi(t) =
mi∑
k=0
Aikt
aikebikt sin (ωikt+ ϕik)
(1.1)
The problem to be solved is to find N matrix pairs
(S1, q1), (S2, q2), . . . , (SN , qN ),
a T -periodic piecewise constant function σ(t)
σ(t) : R+0 → {1, 2, . . . , N} , σ(t+ T ) = σ(t),
and a vector w0, such that:
Σ :
{
w˙(t) = Sσ(t)w(t) w(0) = w0
yd(t) = qσ(t)w(t)
(1.2)
Remark According to (1.2), the class of possible system generating yd is restricted to
linear systems with switching parameters and continuous state solution. A more general
model that may be considered includes impulsive actions (jumps on the state) occurring at
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switching instants (impulsive switched linear system).
Σ :


w˙(t) = Sσ(t)w(t) if σ(t
−
j ) = σ(tj)
w(tj) = Eσ(tj)w(t
−
j ) if σ(t
−
j ) 6= σ(tj)
yd(t) = qσ(t)w(t)
(1.3)
The non-impulsive solution has been preferred because, as it was stated in section A.2.2,
the results on stability of impulsive systems tend to be more conservative and few results
on stabilization of these systems are available.
Remark In order to guarantee that yd(t) is periodic, the state trajectory has to be periodic
too. Therefore, the system has to perform during every period a sort of “reset” to guar-
antee that w(t0) = w(t0+ T ). This could be done adding additional boundary conditions
on matrices Sis or, in the case of impulsive switched system, by an instantaneous reset of
the state performed at the switching on instant.
In the following a quite straightforward solution based on a parallel structure is pre-
sented, proving the solubility of the synthesis problem. Afterwards, a different solution
with reduced system order is briefly discussed.
1.2 Parallel synthesis
The main idea of the “parallel synthesis” is to useN parallel-connected subsystems, each
one representing a linear piece according to (1.1). By changing the dynamical matrix of
the overall system, each subsystem is “turned on”, during suitable time-intervals, “re-
wound” and “frozen” during the rest of time, while it is not observable.
As a matter of fact, for each of yd1(t),. . . , ydN (t), defined according to (1.1), an observ-
able realization (Ωi,Θi) of dimension ni > mi, suitably initialized with state w0i, can be
found in order to obtain:
Σi :
{
w˙i(t) = Ωiwi(t) wi(ti−1) = w0i
ydi(t) = Θiwi(t) ∀t ∈ [ti−1, ti[
(1.4)
Hence a solution for the problem defined in section 1.1, can be obtained by a suitable
parallel connection of the N subsystems Σi as reported in the following.
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The matrix pairs (Si, qi) have the form:
S1 =


Ω1 0 . . . 0
0 0 . . . 0
...
...
. . .
...
0 0 . . . −αNΩN


q1 =
[
Θi 0 . . . 0 0 0 . . . 0
]
Si =


0 . . . . . . . . . . . . . . . . . . 0
...
. . . . . . . . . . . . . . . . . .
...
... . . . 0 0 0 0 . . .
...
... . . . 0 −αi−1Ωi−1 0 0 . . .
...
... . . . 0 0 Ωi 0 . . .
...
... . . . 0 0 0 0 . . .
...
... . . . . . . . . . . . . . . .
. . .
...
0 . . . . . . . . . . . . . . . . . . 0


qi =
[
0 . . . 0 0 Θi 0 . . . 0
]
i = 2 . . . N.
(1.5)
where the αi are coefficients for time normalization and are defined as:
αi =
ti − ti−1
ti+1 − ti =
τi
τi+1
(1.6)
(τi = ti − ti−1 is the duration of the time interval in which the i-th subsystem is “turned
on ”).
The switching function σ(t) has the simple form:
σ(t) = j for tj−1 6 t < tj (1.7)
The initial condition w0 is defined as follows:
w(0) = w0 =


w01
w02
...
w0N−1
wfN


(1.8)
where w0i, i = 1 . . . N denote the initial conditions of the subsystems Σi according to
(1.4) and wfi the corresponding “final conditions”, i.e. wfi = e
Ωi(ti−ti−1)w0i.
For any time instant t > 0, each subsystem Σi can be in one and only one of the
7 1.3 Minimal synthesis
following “states” depending on the particular time interval the actual time t belongs to:
• turned on (t ∈ [ti−1 + kT, ti + kT [): the evolution of the subsystem state wi(t) is de-
termined by dynamical matrix Ωi; the system is connected to the output by matrix
Θi; wi(t) is the only observable part of the overall state w(t) from the output yd(t).
• rewinding (t ∈ [ti+ kT, ti+1+ kT [): the subsystem Σi is not connected to the output
and its state is then unobservable; Σi is “rewinding” the state trajectory wi(t) from
the state reached at ti + kT (wfi) to its initial state (wi(ti−1 + kT )) by adopting a
dynamic matrix −αiΩi;
• turned off (t ∈ [ti+1+ kT, ti−1+(k+1)T [): the subsystem Σi is not connected to the
output and its state is “frozen” at the state wi(ti+1 + kT )
For the sake of clarity, in Figure 1.1 the state evolution of a case with N = 4 is depicted.
The orders of subsystems Σ1, Σ2, Σ3 and Σ4 are equal to 3, 2, 3 and 3 respectively.
1.3 Minimal synthesis
The solution presented in previous section is characterized by a very large system dimen-
sion (
∑
ni, with ni defined just before (1.4)). Hence the main purpose of this part is to
present some considerations toward minimization of the system generating yd.
Clearly, the dimension of a system Σ solving the problem stated in section 1.1 cannot be
lower thanmaxni. In the following, the realization of a system generating yd and having
dimensionmaxni is considered.
Starting from the N subsystems Σi, defined in (1.4) for the parallel solution, it is al-
ways possible to homogenize the order of each subsystem to maxni by extending the
matrices Ωi and vectors Θi and w0i without modifying the output behavior, that is by
adding unobservable dynamics to the system. This operation can be simply done, for
instance, by appending zeros to the above mentioned matrices and vectors. Hence, de-
noting with Ω¯i, Θ¯i and w¯0i the “extended elements” and introducing N non-singular
matrices Ti with dimensionmaxni, it can be easily proved that
Si = TiΩ¯iT
−1
i , qi = Θ¯iT
−1
i , i = 1 . . . N
σ(t) = j for tj−1 6 t < tj
w(0) = T1w¯01
(1.9)
is a solution with dimension maxni for the problem defined in section 1.1 if and only if
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Figure 1.1: Parallel solution. The resulting system has order 11 and is made up of 4
subsystems.
9 1.4 Class of output signals generated by the proposed systems
the following condition is satisfied

T1w1(t
−
1 ) = T2w2(t
+
1 )
T2w2(t
−
2 ) = T3w3(t
+
2 )
...
TNwN (t
−
N ) = T1w1(t
+
0 )
. (1.10)
The general idea underlying the proposed minimal solution is to substitute the paral-
lelization of system Σi of (1.4) with a “true” commutation, but preserving continuity of
the state evolution by means of suitable coordinate transformations (if possible). Condi-
tion (1.10) represents this requirement.
From a operative viewpoint, solving the equation (1.10) with respect to Ti under the con-
straint of non-singularity, will give a direct way to build a minimal solution from a given
parallel one.
Remark There could be parallel solutions for which the linear system (1.10) is unsolv-
able, i.e. a minimal solution with the proposed structure need not to exist. On the other
hand, it is worth noting that solvability of (1.10) could depend also on the way the ele-
ments Ωi, Θi, w0i are extended to Ω¯i, Θ¯i, w¯0i.
In figure 1.2 two generators for the same reference, one obtained with parallel so-
lution and one with minimal solution, are compared. The reference is made up of two
concatenated parabolic arcs. As a consequence there are N = 2 subsystems Σi, both of
order n1 = n2 = 3. The parallel solution, which is depicted in 1.2(a), results of order
n1 + n2 = 6whilst the minimal solution is of order 3.
1.4 Class of output signals generated by the proposed
systems
After considering the synthesis problem for an assigned yd, it is quite natural wondering
what class of functions can be generated with the proposed systems structures by simply
varying the initial condition.
Clearly, for the parallel solution of section 1.2 the initial condition is crucial to guar-
antee the smoothness of the solution. It is easy to prove that, using a generic initial
state, the generated output is T–periodic, complies the LTI–Sys Concatenation condition,
but, in general, does not satisfy the Smoothness property. An important class of refer-
ences that satisfies the smoothness property is that generated by systems initialized at
w(0) = kw0, k ∈ R.
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Figure 1.2: Comparison of parallel and minimal solution when the reference is made up
of two concatenated arcs of parabola.
Differently, for the minimal solution proposed in section 1.3, setting a generic initial state,
also T–periodicity property is not guaranteed, beside the Smoothness property violation.
A T–periodic behavior can be imposed for every w(0) if the following additional condi-
tion on the non-singular matrices T1, . . . , TN is satisfied:
e(tN−1−tN−2)T
−1
N
ΩNTN · e(tN−1−tN−2)T−1N−1ΩN−1TN−1 · . . . · e(t2−t1)T−12 Ω2T2e(t1−t0)T−11 Ω1T1 = I
(1.11)
This condition comes directly from composition of the evolutions of the different LTI
systems.
A final consideration on the trajectories that can be generated by the proposed exosys-
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tem structures is required by the Internal Model Principle. Let consider a plant P having
a well-defined relative degree rP : are the structures that has been examinated (parallel
or minimal) capable to generate the input u(t) that guarantees the exact tracking on P of
reference yd(t)? In other words could similar structures satisfy the Internal Model Prin-
ciple and, consequently, could them be used as Internal Model Units? If the plant to be
controlled is LTI and if the well known reproducibility constraint is satisfied, i.e. the rP -th
derivative of yd is at least piecewise continuous, the answer is affirmative for both the
structures. This fact directly follows from the Internal Model Principle for LTI systems
applied to the single subsystems Σi.
Chapter 2
Asymptotic observer
As a preliminary step towards a general theory of the stabilization of the SLIM
approach, the problem of the asymptotic observer for the parallel structure presented
in chapter 1 is considered. In this chapter the structure of the asymptotic observer
is explored and two different sufficient conditions for the asymptotic convergence
are examined.
A
Controller structure based on the Internal Model Principle may be subdivided in
two main components. The Internal Model Unit capable to generate the signal
that guarantee the exact tracking and a Stabilization unit that stabilize this trajectory
depending on the plant that has to be controlled. In chapter 1 two possible models for
the exosystems have been explored and, in the last consideration, it has been shown how
both these structures can be used as Internal Model Unit when the plant to be controlled
is LTI. Despite the minimal solution would be preferable for is reduced dimension and
for its observability properties, the fact that, for a given reference, a parallel solution is
always available tips the scale in favour of this solution.
If on one hand the choice of parallel solution simplifies the synthesis of the Internal
Model Unit, on the other the problem of stabilization complicates due to the inherent
partial observability of parallel solution. For this reason, as a preliminary step towards a
general stabilization procedure, the problem of designing an asymptotic observer for an
exosystem that exhibits the parallel structure of equations (1.5) has been considered. The
existing results on switched observer ([CHENG 2005]) has been extended by removing
the hypothesis that all the subsystems are observable or at least detectable.
The chapter is organized as follows. In section 2.1 the structure of the proposed ob-
server for parallel solution is reported and the related design problem is formulated. In
Section 2.2 a first condition based on the ideas of Ezzine and Haddad (see proposition
1.3 is examined. Although this condition can be applied to general periodic switched
linear system, the particular symmetric structure of the exosystem adopted in SLIM ap-
13
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proach (journey there and back) makes it unfeasible. A second condition that revises
the first condition by introducing some results coming from [CHENG 2005] is enunciated
and demonstrated in section 2.3. The results of simulations on the example of figure 1.1
are reported in section 2.4.
2.1 Structure of the asymptotic observer
The observer considered to estimate the state of the parallel structure is inspired by the
classic Luenberger observers for linear switched systems (see A.3).
˙ˆw(t) = Sσ(t)wˆ(t) +Gσ(t)(yd − qσ(t)wˆ) wˆ(0) = wˆ0 (2.1)
The structure of the observer matrices G1, . . . , GN is similar to the structure of the
output matrices q1, . . . , qN and is presented in equation (2.2).
Gi =
(
0 . . . 0 ΓTi 0 . . . 0
)T
(2.2)
The parallel structure of the exosystem is thus extended to the observer and the problem
of the stabilization of estimate wˆ(t) reduces to the stabilization of theN estimates wˆi(t) of
the states wi(t). The evolution of each estimation error w˜i(t) = wi(t)− wˆi(t) is described
by the following equation.


˙˜wi(t) = (Ωi + ΓiΘi)w˜(t) for ti−1 + kT 6 t < ti + kT
˙˜wi(t) = −αiΩiw˜(t) for ti + kT 6 t < ti+1 + kT
˙˜wi(t) = 0 otherwise
(2.3)
The problem of the stabilization of the estimates wˆi(t) can be further simplified by nor-
malizing the time-intervals and by omitting the time intervals in which the system is
frozen.
Proposition 2.1 Let the symbol τi denote the difference ti − ti−1. The asymptotic observer
design problem, related to the structure of eq. (A.15), is equivalent to find N matrices Γi such
that the N periodic systems of equation (2.4) are asymptotically stable (k ∈ N).
{
˙˜wi(t) = (Ωi + ΓiΘi)w˜i(t) for 2kτi 6 t < (2k + 1)τi
˙˜wi(t) = −Ωiw˜i(t) for (2k + 1)τi 6 t < (2k + 2)τi
(2.4)
This asymptotic observer design problem is not a straightforward extension of the
classic observer problem for LTI systems. The main issue to be tackled is that in the
“rewind phase” every subsystemΣi is not observable and, if the dynamics to be observed
15 2.2 First sufficient condition
is unstable, the subsystem turns out to be not detectable. Therefore it is not sufficient to
simply require that for every i thematrixΩi+ΓiΘi is Hurwitz to guarantee the asymptotic
stability of the observer. A more restrictive condition is required and will be the object of
investigations and results reported in the next two sections.
The asymptotic observer problem for the SLIM approach in the form of Proposition
2.1 can be partitioned in two distinct problems: first of all, to find a condition that the
matrices Γi have to satisfy in order to guarantee the asymptotic stability and then to
define an algorithm to find the matrices Γi satisfying the condition.
2.2 First sufficient condition
The first sufficient condition for the asymptotic stability employs the result on stability of
periodically switched systems of proposition 1.3 and, in particular, the Coppel Inequality
(see proposition 1.10). It has been presented in [ROSSI 2008a] and extensively studied in
[ROSSI 2009b].
2.2.1 Statement and proof
Proposition 2.2 (first stability condition) A matrix Γi guarantees the asymptotic stability of
the observer (2.4) if:
µ2 (Ωi + ΓiΘi) + µ2 (−Ωi) < 0 (2.5)
where the symbol µ2(A) represents the measure of the real matrix A w.r.t. euclidean norm, i.e.
µ2(A) = lim
θ→0
‖I − θA‖2 − 1
θ
=
1
2
(
λmax
{
A+AT
})
.
Proof By applying the proposition 1.10 to a general linear system x˙(t) = Ax(t), the
following relation is obtained ∀t > t0:
‖x(t)‖ 6 eµ2(A)(t−t0) ‖x(t0)‖ (2.6)
Applying the bound of equation 2.6 to the evolution of the i-th estimation error w˜i(t) =
wi(t)− wˆi(t), it follows that:
‖w˜i(t0 + T )‖ 6 m2im1i ‖w˜i(t0)‖ (2.7)
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where the scalarsm1i andm2i are defined as:
m1i = e
µ2(Ωi+ΓiΘi)(ti−ti−1)
m2i = e
αiµ2(−Ωi)(ti+1−ti) = eµ2(−Ωi)(ti−ti−1)
If the matrix Γi is chosen such that µ2 (Ωi + ΓiΘi) + µ2 (−Ωi) < 0 it follows that:
‖w˜i(t0 + T )‖ < ‖w˜i(t0)‖
then proposition 1.2 holds and the periodic switched system (2.4) is uniformly asymptoti-
cally stable.
2.2.2 Unfeasibility of the first condition
The condition of Proposition 2.2 can be rewritten as a linear matrix inequality by exploiting
the following basic results of the matrix theory.
1. Let λ {A} = {λ1, λ2, . . . , λn} be the spectrum of a matrix A ∈ Rn×n. The spectrum
of the matrix A + γI , γ ∈ R is λ {A+ γIn} = {λ1 + γ, λ2 + γ, . . . , λn + γ} and,
consequently, it holds that
λmax {A}+ γ = λmax {A+ γIn} .
2. A symmetric matrix A is negative-definite if and only if λmax {A} < 0.
Therefore, the condition of the first sufficient condition becomes:
Ωi +Ω
T
i − λmin
{
Ωi +Ω
T
i
}
In + ΓiΘi +Θ
T
i Γ
T
i < 0 (2.8)
The symmetric matrixΩi+Ω
T
i −λmin
{
Ωi +Ω
T
i
}
In proves to be positive-semidefinite.
Therefore the condition of Proposition 2.2 can be satisfied only if the matrix ΓiΘi+Θ
T
i Γ
T
i
is negative-definite. The negative definiteness of matrix ΓiΘi − ΘTi ΓTi can be tested by
applying the Sylvester criterion for positive definiteness to the matrix −ΓiΘi − ΘTi ΓTi . In
order to analyzemore easily theminors of that matrix, let introduce the auxiliarymatrices
Mij defined as
Mij = (ejΘi) + (ejΘi)
T (2.9)
where ej is the j-th element of the canonical base of R
n. The matrix ΓiΘi +Θ
T
i Γ
T
i can be
written as
ΓiΘi +Θ
T
i Γ
T
i = γi1Mi1 + γi2Mi2 + . . .+ γinMin (2.10)
where γij are the elements of Γi.
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The first principal minor of −ΓiΘi − ΘTi ΓTi is −2γi1θi1 that is positive iff sign(γi1) 6=
sign(θi1).
The second principal minor is∣∣∣∣∣ − 2γi1θi1 −γi1θi2 − γi2θi1−γi1θi2 − γi2θi1 −2γi2θi2
∣∣∣∣∣ =
= 4γi1γi2θi1θi2 − γ2i1θ2i2 − 2γi1γi2θi1θi2 − γ2i2θ2i1 =
= −(γ2i1θ2i2 − 2γi1γi2θi1θi2 + γ2i2θ2i1)
(2.11)
The result is a quadratic form:
(
γi γ2
)(− θ22 θiθ2
θiθ2 −θ2i
)(
γi
γ2
)
The characteristic polynomial P (ξ) of the quadratic form is
(ξ + θ22)(ξ + θ
2
i )− θ2i θ22 = ξ
(
ξ + (θ2i + θ
2
2)
)
The eigenvalues are ξ = 0 and ξ = −(θ2i + θ22) 6 0. The second principal minor cannot be
strictly positive for any Θi and any Γi. Consequently, the matrix −(ΓiΘi +ΘTi ΓTi ) cannot
be positive definite and it is not possible to find a matrix Γi that satisfies the condition of
proposition 2.2.
2.3 Second sufficient condition
One of the reasons for which the first sufficient condition is unfeasible is that the bound
given by the Coppel Inequality is used both for observable and unobservable phase and
results too conservative for the observable phase. Considering that, in that phase, the
matrix Ωi + ΓiΘi can be made Hurwitz and diagonalizable, the bound of proposition
A.12 can be used instead (see for example [BALLUCHI 2002] or [CHEN 2004]).
2.3.1 Statement and proof
Proposition 2.3 (second stability condition) A matrix Γi guarantees the asymptotic stability
of the observer (2.4) if for i = 1, . . . , N it holds that:
κ(TJi)e
(β−i +µ2(−Ωi))τi < 1 (2.12)
where TJi is the matrix of generalized eigenvectors of matrixΩi+ΓiΘi and β
−
i = maxj (Re (λj {Ωi + ΓiΘi}))
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Proof The estimation error w˜i ((2n+ 2)τi) can be written as a function w˜i ((2n)τi) as:
w˜i ((2n+ 2)τi) = e
Ωiτie(Ωi+ΓiΘi)τiw˜i (2nτi) (2.13)
Considering the norms and applying the Coppel Inequality and the bound of proposition
A.12, it follows that:
‖w˜i ((2n+ 2)τi)‖ =
∥∥∥e−Ωiτie(Ωi+ΓiΘi)τiw˜i (2nτi)∥∥∥ 6
6 eµ2(−Ωi)τi
∥∥∥e(Ωi+ΓiΘi)τiw˜i (2nτi)∥∥∥ 6
6 eµ2(−Ωi)τi
∥∥∥e(Ωi+ΓiΘi)τi∥∥∥ · ‖w˜i (2nτi)‖ 6
6 κ(TJi)e
µ2(−Ωi)τieβ
−
i τi ‖w˜i (2nτi)‖
(2.14)
If κ(TJi)e
(
β−i +µ2(−Ωi)
)
τi < 1, the condition of proposition 1.2 is satisfied and the system
of equation (2.4) is asymptotically stable.
Remark In [BALLUCHI 2002] and [CHEN 2004] the asymptotic stability of the observer
is proved by exploiting the bound of proposition A.12 for all the subsystems. In the case
of SLIM exosystems a “mixed condition” has to be used since in the rewind phase the
subsystem is unobservable and, possibly, not detectable.
2.3.2 Feasibility of the second condition
In order to prove the feasibility of the second condition, an algorithm to build a set of Γi
satisfying the condition will be provided. The key point of the algorithm is the fact that
the coefficient κ(TJi) is (at least asymptotically) a polynomial function of β
−
i as it is stated
in proposition 1.11.
The algorithm presented in the following will use a proof based on a different path.
The alternative proof is based on the estimation of condition numbers given by Guggen-
heimer et al. ([GUGGENHEIMER 1995]) and on a theorem by Fahmy and O’Reilly about
the eigenstructure of a linear feedback system ([FAHMY 1982]).
Lemma 2.4 Given a non singular square matrix TJ , the following relation on condition number
κ(TJ) holds:
κ(TJ) <
2
|det(TJ)|
(∑∑
tij
n
)n
2
(2.15)
Lemma 2.5 Consider an observable matrix pair (Ω,Θ) and an observer matrix Γ. Let S0 =
{λ01, λ02, . . . , λ0n} be the spectrum of Ω and S = {λ1, λ2, . . . , λn} be the spectrum of (Ω+ΓΘ).
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Let TJ and T
−1
J such that
T−1J (Ω + ΓΘ)TJ =


λ1 0 . . . 0
0 λ2 . . . 0
. . . . . . . . . . . .
0 0 . . . λn

 (2.16)
If Γ is chosen such that S ∩ S0 = ∅, the matrix T−1J has the following form
T−1J =


Θ(λ1I − Ω)−1
Θ(λ2I − Ω)−1
. . .
Θ(λnI − Ω)−1

 (2.17)
Algorithm 2.6 The algorithm for finding the set of Γi is made up of the following steps that have
to be executed for all i = 1, . . . , N :
1. Consider n− 1 distinct positive numbers {α1, α2, . . . , αn−1} with αj > 1.
2. Set β−i = −β+i
3. Choose Γi such that the spectrum of Ωi + ΓiΘi is
{
β−i , α1β
−
i , α2β
−
i , . . . , αn−1β
−
i
}
.
4. Test if sufficient condition (2.12) is verified. If it is verified return Γi; if not, set β
−
i = 2β
−
i .
Proposition 2.7 For any given observable pair (Ωi,Θi) the Algorithm 2.6 will always return a
matrix Γi that satisfies the condition (2.12) of Proposition 2.3.
Proof Exploiting the results of Lemma 2.4, the following bound on the condition of
proposition 2.3 can be stated.
κ(TJi)e
(β−i +β
+
i )τi <
<
2
|det(T−1Ji )|

tr
((
T−1Ji
)T
T−1Ji
)
n


ni
2
· e(β−i +β+i )τi
(2.18)
where
β+i = µ2(−Ωi)
The parameters τi, β
+
i and ni are fixed. Consider the expression for T
−1
Ji of Lemma 2.5
and the spectrum of Ωi + ΓiΘi obtained at step 3. It follows that T
−1
Ji is a proper rational
matrix in the real variable β−i . All the entries of T
−1
Ji are proper rational functions
n(β−i )
d(β−i )
and the poles of each entry are a subset of the spectrum of the original matrix Ωi.
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Therefore |det(T−1Ji )| and tr
((
T−1Ji
)T
T−1Ji
)
are proper rational functions too and κ(TJi) =
O
((
β−i
)n2i
2
)
. From standard analytical results it follows that
lim
β−i →−∞
κ
(
TJi(β
−
i )
)
e(β
−
i +β
+
i )τi = 0 (2.19)
and consequently there will exists a sufficiently negative β¯−i to guarantee that the coef-
ficient of Proposition 2.3 is less than one. Since the set R is an Archimedean Field, the
algorithm will always return a suitable Γi.
Remark At a first glance, this result could appear equivalent to the results on the stabil-
ity of switched systemswith stable and unstable subsystems (see for example [ZHAI 2000]).
In these papers the stability of the overall system is obtained by extending the activation
time of the stable phase. Actually, the considered case is different since the switching
instants are fixed. The only available degree of freedom is the observer pole placement
(in the “turned on” phase), and differently from the case of free switching intervals it has
a side effect on the coefficients κ(TJi), hence further considerations on the eigenstructure
are needed, as reported in Proposition 2.7.
From the above results it is straightforward to derive a procedure to select Γi for a
given instance of the observer design problem. Selecting the eigenvalues of Ωi + ΓiΘi
according to the proof of Proposition 2.7, the value β−i can be rendered more and more
negative until the condition (2.12) is verified (Proposition 2.7 guarantees that this proce-
dure ends with a finite β−i ).
2.4 Simulations
The second sufficient condition has been applied to the case study depicted in figure 1.1
that has been used in chapter 1 to present the parallel solution.
The parameters of the case study are presented in the following:
• the matrices Ω1, . . . ,Ω4 and Θ1, . . . ,Θ4:
Ω1 = Ω3 = Ω4 =

0 1 00 0 1
0 0 0

 Ω2 =
(
0 1
0 0
)
Θ1 = Θ3 = Θ4 =
(
1 0 0
)
Θ2 =
(
1 0
) (2.20)
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• initialization of the exosystem:
w01 =
(
0 0 2
)T
w02 =
(
1 2
)T
w03 =
(
6 2 −8
)T
w04 =
(
0 0 4.5
)T (2.21)
• the switching instants ti:
t1 = 1s t2 = 3.5s t3 = 4.5s t4 = 5.83s (2.22)
• the exponents β+i , calculated from Ωi:
β+1 = β
+
3 = β
+
4 =
√
2 β+2 = 0 (2.23)
• the initialization of the observer substates wˆi
wˆ01 = wˆ02 = wˆ03 = wˆ04 = 0 (2.24)
Choosing α1 = 2, α2 = 3, the following observer matrices guarantees that the second
sufficient condition is satisfied for i = 1, . . . , 4.
Γ1 = Γ3 =
(
− 60 −1100 −6000
)T
β−1 = β
−
3 − 10
Γ2 =
(
− 6 −8
)T
β−2 = −2
Γ4 =
(
− 42 −539 −2058
)T
β−4 = −7
(2.25)
In fact the coefficients of the second sufficient condition turn out to be:
κ(TJ1)e
β−
1
+β+
1 = κ(TJ3)e
β−
3
+β+
3 = 0.50 < 1
κ(TJ2)e
β−
2
+β+
2 = 0.75 < 1
κ(TJ4)e
β−
4
+β+
4 = 0.77 < 1
(2.26)
The resulting evolution of the estimation errors w˜i is depicted in figure 2.1. The sys-
tem turns out to be very fast and after two periods the estimation error is negligible.
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Figure 2.1: Evolution of the four estimation errors w˜i(t)
Chapter 3
Finite-time Observer
Recently a novel approach to design finite state observers has been proposed. This
approach, which in its original formulation involves two different observers work-
ing at the same time and an impulsive action, can be successfully applied to the
SLIM exosystem by using a single switching observer.
M
Ost observer design techniques for continuous-time systems and, among them,
all the results about observers for switched systems that are cited in section A.3
share a common property, namely, the system state is estimated in an asymptotic fash-
ion. However, from the work of James ([JAMES 1991]) onwards, many approaches have
been proposed to achieve the exact state estimation in predetermined time both for linear
and nonlinear (continuous-time) systems. The principal techniques involve probabilistic-
variational methods ([JAMES 1991]), sliding mode observers ([DRAKUNOV 1995],
[HASKARA 1998]), moving horizon observers ([MICHALSKA 1995], [ZIMMER 1994]). In
recent years a novel method that involves two different asymptotic observers working at
the same time has been elaborated ([ENGEL 2002], [MENOLD 2003], [RAFF 2007a]). The
exact estimation of initial state is achieved in finite time by means of an impulsive action
that is calculated from the outputs of the two asymptotic observers.
In this chapter it is shown how the “double-observer” technique can profitably be
applied to the the case of switched exosystems of the SLIM approach and how the fi-
nite time exact estimation can be obtained by using a single switched linear impulsive
observer. The organization of the chapter is similar to that of chapter 2. In section 3.1
the structure of the impulsive observer is derived from the structure of the asymptotic
observer. The conditions for finite time convergence are enunciated and proved in 3.2.
An non-impulsive alternative is explained in section 3.3 and some ideas on its possible
use for the estimation of unknown inputs are presented. Simulations on both observer
schemes (impulsive and non-impulsive) are illustrated in section 3.4.
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3.1 Structure of the impulsive observer
In order to obtain the finite time state estimation for the exosystem of chapter 1 by using
the “Double Observer” technique, the observer have to provide an impulsive action at
predetermined time instants. The structure of the impulsive observer is derived from the
structure of the asymptotic observer that has been presented in chapter 2 (see equations
2.1 and 2.2).
Following the conceptual line of [RAFF 2007a], the structure of the impulsive ob-
server, which is depicted in equation (3.1), is obtained from equation (2.1) by adding
a second equation that regulates the update of the state at the switching times beginning
from the second period.


˙ˆw(t) = Sσ(t)wˆ(t)−Gσ(t)(yd − qσ(t)wˆ) for t 6= ti−1 + (k + 1)T
wˆ(t+) = wˆ(t) + Fσ(t)(wˆ(·), t) for t = ti−1 + (k + 1)T
wˆ(t+0 ) = wˆ0 i = 1, . . . , N, k ∈ Z+
(3.1)
The correction terms F1(wˆ(·), t),. . . ,FN (wˆ(·), t), are matrices with the following struc-
ture
Fi =


0 . . . . . . . . . . . . . . . 0
...
. . . . . . . . . . . . . . .
...
... . . . 0 0 0 . . .
...
... . . . 0 fTi (wˆ(·), t) 0 . . .
...
... . . . 0 0 0 . . .
...
... . . . . . . . . . . . .
. . .
...
0 . . . . . . . . . . . . . . . . . . 0


(3.2)
From the structure imposed to the correction terms, it results that in the time instants
ti−1 + kT the matrix Fi leaves unchanged all the states wˆj , j 6= i: only the state wˆi is
updated. The relations describing fi as functions of wˆ(·) and t are not specified, they
have to be suitably designed in order to obtain finite-time convergence.
Due to its parallel structure, the design of observer (3.1) reduces to the design of the
N observers wˆi(t) of the states wi(t) described in equation (3.3).
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

˙ˆwi(t) = Ωiwˆ(t)− ΓiΘi(wi(t)− wˆ(t)) for t ∈ (ti−1 + kT, ti + kT )
˙ˆwi(t) = −αiΩiwˆ(t) for t ∈ [ti + kT, ti+1 + kT )
˙ˆwi(t) = 0 for t ∈ [ti+1 + kT, ti−1 + (k + 1)T )
wˆi(t
+) = wˆi(t) + fi(wˆ(·), t) for t = ti−1 + (k + 1)T
wˆi(t
+
i−1) = wˆi0 i = 1, . . . , N, k ∈ Z+
(3.3)
Hence the problem of designing a Finite Time Observer for system (1.5) has been
translated in the search of N matrices Γi and N correction terms fi(wˆ(·)). In the next
section a sufficient condition on these items that guarantees the finite time convergence
is provided.
3.2 Condition for Finite Time Convergence
Consider the evolution of the i-th estimate error w˜i = wi(t)−wˆi(t) in the interval [ti−1, ti−1+
T ) which is described by equation (3.4).


˙˜wi(t) = (Ωi + ΓiΘi)w˜(t) for t ∈ (ti−1, ti)
˙˜wi(t) = −αiΩiw˜(t) for t ∈ [ti, ti+1)
˙˜wi(t) = 0 for t ∈ [ti+1, ti−1 + T )
w˜i(t
+
i−1) = w˜i0 i = 1, . . . , N
(3.4)
Being (3.4) a free linear system, the estimation error w˜i(t) at time ti+1+T can be calculated
from w˜i(ti−1) as:
w˜i(ti−1 + T ) = Φi(ti−1, ti−1 + T )w˜i(ti−1) (3.5)
where Φi(ti−1, ti−1 + T ) is the transition matrix from ti−i to ti−1 + T
Φi(ti−1, ti−1 + T ) = e
−αiΩiτi+1e(Ωi+ΓiΘi)τi =
= e−Ωiτie(Ωi+ΓiΘi)τi
(3.6)
In order to simplify the notation, in the following the matrix Φi(ti−1, ti−1 + T ) will be
denoted as Φi.
Proposition 3.1 Suppose that, for i = 1, . . . N , the matrix Γi is such that the matrix (I − Φi)
is non-singular. Then, define the correction terms fi, of equation (3.2) as:
fi(wˆ(·), t) = κi(wˆ(t−)− wˆ((t− T )+))withκi = Φi(I − Φi)−1
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Under these hypotheses the observer (3.1) estimates the exact state of system (1.5) in predeter-
mined finite time tN−1 + T .
Proof Consider the difference wˆi(ti−1 + T ) − wˆi(ti−1). From the periodicity of the
exosystem state wi(t) it follows that (omitting
+, − for the sake of readability):
wˆi(ti−1 + T )− wˆi(ti−1) =
= wˆi(ti−1 + T )− wi(ti−1 + T ) + wi(ti−1 + T )− wˆi(ti−1) =
= wˆi(ti−1 + T )− wi(ti−1 + T ) + wi(ti−1)− wˆi(ti−1) =
= −w˜i(ti−1 + T ) + w˜i(ti−1)
(3.7)
Combining equations (3.7) and (3.5) the estimation error at time ti−1 + T may be
calculated from the difference wˆi(ti−1 + T )− wˆi(ti−1).
w˜i(ti−1 + T ) = −Φi(I − Φi)−1(wˆi(ti−1 + T )− wˆi(ti−1)) (3.8)
The exosystem state wi(t) at time ti−1 + T result to be
wi(ti−1 + T ) = wˆi(ti−1 + T ) + Φi(I − Φi)−1(wˆi(ti−1 + T )− wˆi(ti−1)) (3.9)
By choosing κi = Φi(I−Φi)−1, the impulsive action at time ti+T exactly resets wˆi(t) to
wi(t). The last reset to be performed is the reset of the N -th subsystem which happens at
time tN−1 + T . After that, the estimate wˆ(t) produced by observer (3.1) will track exactly
the state w(t). All the subsequent resets happening at time instants ti + kT, k = 2, 3, . . .
will not have any effect since for t > tN−1 + T it holds that wˆ(t)− w(t) = 0.
Remark Except for the condition about the invertibility of (I − Φi), there are no other
requirements on matrices Γi. In particular it is not required that the matrices Ωi + Γi are
Hurwitz.
Remark In [ENGEL 2002] a simple sufficient condition to find matrices Γi such that the
matrices (I − Φi) are non-singular is provided.
3.3 An non-impulsive alternative for finite time con-
vergence
Once that the estimation error has been exactly identified (according to the result of Sec-
tion 3.2), w˜i(ti−1+T ) = κi(wˆ(ti−1+T )−wˆ(ti−1))), the employment of an impulsive action
is not the only choice to obtain the estimation convergence in finite time. For example the
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exact state estimation can be reached by adding suitable inputs ui(t) to the asymptotic
observer.


˙ˆwi(t) = Ωiwˆ(t)− ΓiΘi(wi(t)− wˆ(t)) + ui(t) for t ∈ (ti−1 + kT, ti + kT )
˙ˆwi(t) = −αiΩiwˆ(t) for t ∈ [ti + kT, ti+1 + kT )
wˆi(t
+
i−1) = wˆi0 i = 1, . . . , N, k ∈ Z+
(3.10)
A suitable ui(t) is for instance a signal that is constant and not zero only in the interval
[ti−1 + T, ti + T ], with
ui(t) =
{
Ψiw˜i(ti−1 + T ) for t ∈ [ti−1 + T, ti + T ]
0 otherwise
(3.11)
where Ψi is:
Ψi =
(∫ ti+T
ti−1+T
e(Ωi+ΓiΘi)(ti+T−τ)dτ
)−1
e(Ωi+ΓiΘi)(ti−ti−1)
With this input, the exact estimation for the i-th state wi(t) is smoothly reached at time
ti+T and, consequently, the overall estimation error becomes identically 0 for t > tN+T .
This simple variation of the solution proposed in Section 3.1 could be interesting to ob-
tain smooth trajectories of the observer states.
Remark It is worth noting that both the impulsive solution of Section 3.1 and the non-
impulsive one presented in this Section look suitable for being extended in order to cope
with model uncertainties or unknown inputs exploiting the nominal finite-time conver-
gence to realize a sort of adaptive model predictive observer.
3.4 Simulations
The estimation technique presented in sections 3.1 and 3.2 has been applied to the same
exosystem of the simulations of the asymptotic observer (see chapter 2).
The initialization of the observer substates wˆi(t) have been performed by randomly
generating all the components in the interval [−10, 10].
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Figure 3.1: Impulsive observer. Evolution of the estimation errors w˜i(t) of the four sub-
systems
wˆ01 =
(
−5.89 −2.40 5.67
)T
wˆ02 =
(
3.62 −0.78
)T
wˆ03 =
(
1.36 5.88 −8.82
)T
wˆ04 =
(
2.06 −8.99 −1.69
)T
(3.12)
The matrices Γi have been designed by taking into account only the conditions of
proposition 3.1. In particular the matrix (Ω3 + Γ3Θ3) results to be non Hurwitz.
Γ1 =
(
3 2.75 0
)T
Γ2 =
(
5 6
)T
Γ3 =
(
−3 2.75 −0.75
)T
Γ4 =
(
6 11.75 7.5
)T (3.13)
The resulting evolution of the estimation errors w˜i(t) is depicted in figure 3.1. As
stated in proposition 3.1, after t = t3 + T all the estimations wˆi(t) exactly converge to
wi(t) and the estimation error becomes 0. In figure 3.2 the estimation errors w˜i(t) of an
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Figure 3.2: Non-impulsive observer. Evolution of the estimation errors w˜i(t) of the four
subsystems
observer having the structure described in equation (3.10) is presented. The additional
control input u(t) has been defined as in equation (3.11).
Chapter 4
Control schemes for asymptotic
tracking
This chapter illustrates two control schemes that achieve the asymptotic tracking
of periodic references: a control scheme in which the observers that are described
in previous chapters can successfully be used and a preliminary scheme based on
the Internal Model Principle. The two schemes are compared and some preliminary
results on the stabilization of the Internal Model based control are presented.
4.1 First control scheme: state trajectory generator
The first control scheme that is analyzed has been proposed by S. Devasia, B. Paden and
C. Rossi in [DEVASIA 1997]. The main topic of their paper is how to generate a state tra-
jectory xd that guarantees the exact output tracking of a reference yd on non-minimum
phase switched linear plants. After providing the conditions for the solution of the syn-
thesis problem, they consider on the same class of plants the problem of the asymptotic
tracking of a reference yd generated by a switched linear exosystem with unknown ini-
tial state. The solution of the asymptotic tracking problem involves the control scheme
depicted in figure 4.1. This scheme has been considered as a first solution to the prob-
lem of the asymptotic tracking of references generated by exosystems having the parallel
structure described in section 1.2.
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4.1.1 Controller Structure
Exosystem
K
Plant
Exosystem
State
Observer
Feed-Forward
Action
State Trajectory
Generator
Plant State
Observer
yd
yuuff
xd
wˆ
xˆ
+
+
+ −
Figure 4.1: Control scheme for asymptotic tracking by Devasia, Paden, Rossi
The main components of the control scheme are:
1. an observer of the state of the exosystem;
2. a state trajectory generator that, taking as an input the estimation of the state of the
exosystem, produces the trajectory that the state of the plant has to follow to ensure
exact tracking;
3. a linear feedback stabilizer that makes the plant state to converge to the reference state
trajectory.
In order to understand how this structure has been obtained and how each compo-
nent is related with the others, it is profitable to first consider the problem of exact track-
ing of yd on a generic LTI plant.
Denotingwith r the relative degree of the plant, consider the plant (A,B,C) in Brunovsky
canonical form: 

ξ˙1 = ξ2
. . .
ξ˙r−1 = ξr
ξ˙r = aξξ + bηη + buu
η˙ = Aηη +Bξξ
y = ξ1
(4.1)
where the η ∈ Rn−r represents the zero dynamics of the system. Suppose that the reference
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to be tracked yd(t) is the output of the switched linear exosystems described in chapter 1:{
w˙(t) = Sσ(t)w(t) w(0) = w0
yd(t) = qσ(t)w(t) σ(t) ∈ {1, 2, . . . , N}
(4.2)
In order to obtain the perfect tracking, i.e. impose that y ≡ yd, ∀t > t0, it is sufficient that
the following conditions are satisfied:
i. initial conditions on ξ
ξ(t0) = Qσ(t0)w(t0); (4.3)
where
Qσ(t) =


qσ(t)
qσ(t)Sσ(t)
qσ(t)Sσ(t)
2
. . .
qσ(t)Sσ(t)
r−1


ii. suitable control input u(t)
u(t) = b−1u
(
y
(r)
d − aξξ(t)− bηη(t)
)
=
= b−1u
(
qσ(t)Sσ(t)
rw(t)− aξQσ(t)w(t)− bηη(t)
) (4.4)
where η(t) satisfies the following differential equation
η˙ = Aηη +Bξξ η(t0) = η0
Since the state of the exosystem w(t) is usually not available and the state of the plant
x = (ξ, η)T cannot be arbitrarily assigned, the state w(t) is replaced by its estimation
wˆ(t) and the condition on the initial states is asymptotically achieved by means of a state
feedback control. The control input (4.4) is thus replaced by control input (4.5):
u(t) = b−1u
(
qσ(t)Sσ(t)
rwˆ(t)− aξQσ(t)wˆ(t)− bηη(t)
)
︸ ︷︷ ︸
feed-forward action
+K
(
xd(t)− x(t)
)
︸ ︷︷ ︸
stabilizing action
=
= uff (t) +K
(
xd(t)− x(t)
) (4.5)
where xd is the state trajectory that guarantees the exact tracking:
xd(t) =
(
Qσ(t)wˆ(t)
η(t)
)
(4.6)
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If, as it often happens in real world applications, the state of the plant is not available
for feedback, it the pair (A,C) is observable a standard output feedback structure can be
used instead by introducing an asymptotic observer of the state of the plant.
(
˙ˆ
ξ(t)
˙ˆη(t)
)
= A
(
ξˆ(t)
ηˆ(t)
)
− L
(
y(t)− C
(
ξˆ(t)
ηˆ(t)
))
The final control input considered by the scheme consequently is:
u(t) = b−1u
(
qσ(t)Sσ(t)
rwˆ(t)− aξQσ(t)wˆ(t)− bηηˆ(t)
)
+K
(
xd(t)− xˆ(t)
)
(4.7)
After the replacements that has been made (w(t)→ wˆ(t), x(t)→ xˆ(t),. . . ), the scheme
does not guarantee the exact tracking of yd but its asymptotic tracking provided a suitable
choice of matrices Gσ (convergence of wˆ(t) to w(t)), L (convergence of xˆ(t) to x(t)) and
K (convergence of xˆ(t) to xd(t)).
Due to the particular cascade structure, the three feedback matrices Gσ, L and K can
be separately designed. The overall stability can be easily verified from the stability of
the single components.
To sum up we report the equations regulating all the components:
• Exosystem model:
{
w˙(t) = Sσ(t)w(t) w(0) = w0
yd(t) = qσ(t)w(t) σ(t) ∈ {1, 2, . . . , N}
;
• Plant model:
{
x˙(t) = Ax(t) +Bu(t) x(0) = x0
y(t) = Cx(t)
;
• Asymptotic observer of the exosystem: ˙ˆw(t) = Sσ(t)wˆ(t)−Gσ(t)(yd − qσ(t))wˆ(t)
• State trajectory generator: xd(t) =
(
Qσ(t)wˆ(t)
η(t)
)
;
• Feedforward action: uff (t) = b−1u
(
qσ(t)Sσ(t)
rwˆ(t)− aξQσ(t)wˆ(t)− bηη(t)
)
;
• Control Input: u(t) = uff (t) +K(xd(t)− xˆ);
• Asymptotic observer of the plant: ˙ˆx(t) = Axˆ(t)− L (y − Cxˆ(t))
4.1.2 Comparison with the Internal Model Control
At a first glance, this scheme may appear an Internal Model control scheme since it in-
cludes both a component capable to generate the control input that guarantees the exact
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tracking and a component deputed to ensure the asymptotic convergence of overall con-
trol system. Nevertheless, it is not a “pure” Internal Model control scheme since the
Internal Model Unit is outside the control loop and is not fed by the tracking error. As
a consequence, this scheme has not the intrinsic robustness properties to some kind of
parameters uncertainties of the classic control schemes based on the Internal Model Prin-
ciple.
In the path towards a general assessment of Switched Linear Internal Model ap-
proach, the Devasia, Paden and Rossi’s control scheme has been considered as a pre-
liminary solution. Its main advantages with respect to a “pure” Internal Model solution
are the possibility to directly use the results about observers presented in chapters 2 and
3 and the fact that the design of stabilizing unit is much more simpler. Moreover, this
control scheme is also important because it shares a fundamental issue with the Internal
Model control. In fact the problem of designing a state trajectory generator requires to
study the problem of zero dynamics and, in particular, to extend to the switching case the
so-called Regulator Equations.
4.1.3 State trajectory generator: the Differential Sylvester Equation
In classic regulation theory in which LTI exosystems are considered (see [FRANCIS 1977],
[BASILE 1992] or [ISIDORI 2003]), a necessary condition for asymptotic tracking is that
the zero dynamics η(t) are a static linear combination of the exosytem state w(t).
η(t) = Πw(t), η(t0) = Πw(t0) (4.8)
The Π satisfies the following Algebraic Sylvester Equation (regulator equation).
−ΠS +AηΠ+BξQ = 0 (4.9)
If the non-resonance conditions on the eigenvalues ofAη and S are satisfied, the Sylvester
equation has an unique solution and the initialization of zero dynamics η0 is predeter-
mined. The control input u(t) and the plant state trajectory x(t) become linear combina-
tions of w(t)
u(t) = b−1u (qS
r − aξQ− bηΠ)w(t) x(t) =
(
Q
Π
)
w(t)
If the exosystem is time-variant the static relation (4.8) is no longer a necessary condi-
tion and may even produce unacceptable zero dynamics trajectories. In particular, con-
sidering the case of the switching exosystems of chapter 1 a common Π for all the system
generally does not exist and a piecewise constant Πσ(t) that switches among the N solu-
tions of the Algebraic Sylvester equations originating from the N subsystems may lead
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to discontinuous zero dynamics. In order to cope with this problem, pursuing the idea of
[DEVASIA 1997] and [ZHANG 2006], a possible relaxation is to allow a time-variant linear
dependency between w(t) and η(t).
η(t) = Π(t)w(t) (4.10)
The matrix Π(t) is a solution of the following Differential Sylvester Equation (DSE):
Π˙(t) = −Π(t)Sσ(t) +AηΠ(t) +BξQσ(t) (4.11)
with initial condition Π(t0) = Π0 such that η0 = Π0w0.
The solution Π(t) is absolutely continuous and almost everywhere differentiable for ev-
ery initial condition Π0 (see [FILIPPOV 1988]). In fact, being Sσ(t) and Qσ(t) piecewise
constant with finite switches in finite time, the Switching Differential Sylvester Equation
satisfies the Carathe´odory Conditions.
The condition η0 = Π0w0 may lead to an infinite number of compatible initial condi-
tions depending on the dimensions of the exosystem and of the plant. There is indeed
a set of compatible Π(t) that guarantees the exact tracking and this fact represents an
additional degree of freedom with respect to classic regulation theory where the initial
condition is predetermined.
By introducing the matrix Π(t) the control input described by equation 4.4 can be
written as a function of exosystem state w(t)
u(t) = b−1u
(
qσ(t)Sσ(t)
rw(t)− aξQσ(t)w(t)− bηΠ(t)
)
w(t) (4.12)
If the state of the plant x(t) =
(
ξ(t)
η(t)
)
is unavailable for feedback the convergence
properties of Differential Sylvester Equation become fundamental. In [ZHANG 2006] Ser-
rani and Zhang analyze the case of a DSE with continuous periodic coefficients and, in
particular, their focus is on the research of periodic solutions. They provide the condi-
tions for which the DSE admits a unique periodic solution and they show that, under
these conditions, all the solutions asymptotically converge to the periodic solution. This
result cannot be directly applied to our case due to the switching characteristics of Sσ(t)
and BξQσ(t). Nevertheless, it is reasonable that a similar result holds also for the switch-
ing case even if a theoretical proof is not yet available. This conjecture is supported by
the simulative results reported in next section.
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4.1.4 Simulations
In order to show the use of the Differential Sylvester Equation, the first control scheme
has been tested on a stable, minimum-phase plant (A,B,C) with relative degree r = 2.
The reference and the considered exosystem modle are the same of the tests on Asymp-
totic Observers and Finite time observers.
The plant is described by the following matrices (the plant is in Brunowski canonical
form):
A =


0 1 0 0
−3 −17 −26 −6
1 −4 −12 −1
0 10 20 0

 B =


0
1
0
0

 C =


1
0
0
0


T
(4.13)
The matrixΠ(t) is online calculated by numerically solving theDifferential Sylvester Equa-
tion.
The stability properties of the DSE have been previously tested by comparing the zero
dynamics η(t) generated by:
η˙(t) = Aηη(t)+Bξξ =
(
−12 −1
20 0
)
η(t)+
(
1 −4
0 10
)(
qσw
qσ(t)Sσ(t)w
)
η(t0) = η0 (4.14)
and the zero dynamics η∗(t) obtained from η∗(t) = Π(t)w(t) where the initial conditions
of the DSE has been randomly generated. The evolution of η(t) and η∗(t) is depicted in
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figure 4.2. Since w(t) is a T -periodic function, the fact that η∗(t) converges to T -periodic
trajectory η(t) confirms that the matrix Π(t) converges to a T -periodic solution of the
DSE.
The gainsGi of the asymptotic observer of the exosystem state has been calculated by
applying the algorithm of proposition 2.7 and are reported in eq. (4.15).
G1 =
(
15 74 120 0 0 0 0 0 0 0 0
)T
G2 =
(
0 0 0 9 20 0 0 0 0 0 0
)T
G3 =
(
0 0 0 0 0 15 74 120 0 0
)T
G4 =
(
0 0 0 0 0 0 0 0 15 74 120
)T
(4.15)
The resulting tracking error is reported in figure 4.3.
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Figure 4.3: Simulations on the Devasia, Paden Rossi’s control scheme: tracking error.
4.2 Second control scheme: preliminary SLIM con-
trol
The two main components of an Internal Model based control are the Internal Model
Unit, deputed to generate a reference that guarantees the exact tracking, and the Stabi-
lization Unit, deputed to stabilize the system. The main difference with the first scheme
that has been analyzed in this chapter is that, in the Internal Model control, the Internal
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model unit is inside the control loop. This makes more robust the control scheme with
respect to plant uncertainties and exosystem uncertainties but on the other hand makes
far more complicate the design of stabilization unit than in first control scheme.
A first attempt to provide a suitable design pattern for the stabilization unit has been
done by extending the results on asymptotic stability of the observer that has been pre-
sented in chapter 2. The asymptotic observer in fact can be considered as an Internal
model controller made by the cascade connection of a trajectory generator and a stabi-
lization unit.
e(t) = yd(t)− y(t)
ust = Gσ(t)e(t)
˙ˆw(t) = Sσ(t)wˆ(t) + ust
y(t) = qσ(t)wˆ(t)
(tracking error)
(stabilizing action)
(trajectory generator)
(4.16)
The main idea is, that if the plant is sufficiently fast with respect to the reference to be
tracked, the asymptotic observer of the exosystem state can be used as an Internal Model
Controller without losing the stability properties. The feedback loop including the plant
can be considered a perturbed systemwith respect to the simple asymptotic observer and
the stability properties of the Internal Model control scheme can be inferred with singular
perturbations-like arguments.
Asymp.
State
Observer
Exosystem
yd(t) y(t)e(t)+
−
(a) Non perturbed system: classic asymptotic state observer
Asymp.
State
Observer
Exosystem Plant
yd(t) y(t)e(t) u(t)+
−
(b) Perturbed system: preliminary Internal Model Control
Figure 4.4: The main idea of the preliminary SLIM scheme.
4.2.1 Stability results involving Singular Perturbations techniques
Suppose that the plant is a first order LTI system:
y˙(t) =
1
ε
y(t) + bu(t) (4.17)
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where the time constant ε≪ T and T is the period of the reference yd(t).
By considering the asymptotic observer of the exosystem state as Internal Model Con-
troller, the overall system is described by the following equation (see figure 4.2):


w˙(t) = Sσw(t)
yd(t) = qσw(t)
˙ˆw(t) = Sσwˆ(t)−Gσ(y(t)− yd(t))
u(t) = q¯σwˆ(t)
εy˙(t) = y(t) + bu(t)
}
exosys.
}
observ.
plant
(4.18)
where the output matrix of the observer qσ(t) has been replaced by the matrix q¯σ(t)
q¯σ(t) =
1
b
qσ(t) +
ε
b
qσ(t)Sσ(t) (4.19)
in order to compensate the plant effects at steady state.
Since the parameter ε is assumed to be very small with respect to T , the equations
(4.18) exhibit the standard form of a singular perturbation problem (see for example [KHALIL 2001,
Ch. 11]) where the plant dynamics represent the fast dynamics while the controller dy-
namics represent the slow dynamics. For ε = 0 the equations of the standard Asymptotic
observer of the exosystem state are obtained.
Unfortunately the standard singular perturbation theory cannot be directly applied
to this stabilization problem since the quasi steady-state behavior y = qσ(t)wˆ is not con-
tinuous. Similarly to what happens for the stability of the Differential Sylvester Equation,
an extension of the singular perturbation theory to the switching case is currently in de-
velopment. The simulative results presented in next section can be considered an early
confirmation that this extension can successfully be performed.
4.2.2 Simulations
The same asymptotic observer of chapter 2 has been used as a Switched Internal Model
Control on the following first order system:
y˙(t) = −30y + 30u ε = 1
30
≃ 0.033 (4.20)
The resulting tracking error is depicted in figure 4.5: the system result to be asymptotic
stable. The value of ε = 0.033 is near to the stability limit: in fact by choosing a plant with
ε = 0.04, the overall system become unstable.
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Figure 4.5: Simulations on the preliminary SLIM control scheme: tracking error.
Chapter 5
Preliminary sensitivity analysis
One of the main features that are expected from SLIM control is its reduced sensi-
tivity to additive disturbances on the output with respect to other control schemes.
In this chapter a comparison with the sensitivity properties of Repetitive Learning
Control is carried out on a simple case study.
I
N previous chapters, many aspects of the SLIM control approach has been investigated.
Nevertheless, a general design procedure for a SLIM controller in not yet available
and, in particular, the path towards a general theory of the stabilization for this class
of Internal Model controllers appears to be very involved. In order to motivate further
efforts toward a general theory for SLIM controllers, we have looked for some examples
where the proposed method enlightens good robustness properties with respect to other
IMP-based approaches, since it is probably the most important feature expected for the
SLIM method.
In this chapter a simple case study is used to compare qualitatively the robustness
properties of the SLIM control solution with respect to a standard Repetitive Learning
Control (RLC) one. The RLC has been chosen among the other existing solutions because
it is the most widespread method for asymptotic tracking of periodic signals.
Since, at the moment, the only design pattern for a “pure” SLIM control that guar-
antees the asymptotic stability is to use an asymptotic observer on “sufficiently fast” LTI
plants (see section 4.2), a LTI SISO plant with no zero-dynamics and sinusoidal distur-
bances superimposed on the controlled output has been considered. The standard Bode
diagram of the sensitivity of the RLC has been compared with a suitably defined sensi-
tivity harmonic response of the SLIM scheme.
It is worth noting that in designing the RLC and the SLIM solutions, the focus has been on
guaranteeing the stability, “minimizing” the action of the stabilizing unit. This choice has
been taken in order to enlighten mainly (“only”, ideally) the intrinsic sensitivity proper-
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ties of the different internal model units of the two approaches. In fact, a general quali-
tative rule for feedback control says that “while the stability is preserved, the higher the
control gain is, the better the disturbance rejection will be”. In other words, whatever
the adopted IMP-scheme is, the action of the stabilizing unit affects relevantly the overall
sensitivity features, therefore, in the proposed investigation, it has to be minimized.
Bearing in mind these considerations, a qualitative index for evaluating the sensitivity
is how close to one (0dB) it is for all the disturbances which cannot be cancelled by the
adopted IM unit. This kind of comparison is significant because in practical design, for
both of the considered solutions, the final disturbance sensitivity can be addressed with
an additional control loop, and the proposed investigation enlighten how critical its de-
sign is, owing to the intrinsic sensitivity properties of RLC and SLIM solutions.
The chapter is organized as follows. In Section 5.1, the considered case study is pre-
sented and stabilization of RLC and SLIM schemes is discussed. In Section 5.2, the def-
inition of the sensitivity harmonic response is introduced for the SLIM scheme, which
is linear, but not time-invariant. In Section 5.3, the simulation results are reported and
discussed.
5.1 Case study
The reference
The periodic reference that has been considered for the case study is the same that has
be used for previous simulations. Its trajectory is depicted in figure 1.1 and its SLIM
exosystem model is described by equations (2.20), (2.21) and (2.22). It is a differentiable
function with period T = 5.83s (f = 0.17Hz) made up of three branches of parabola and
a straight line and, therefore, its spectrum has an infinite number of harmonics.
The plant
In order to enlighten the restrictions imposed by Bode Integral constraints on sensitivity
(see [GOODWIN 2000, Ch. 9]) only LTI systems with relative degree r > 2 have been con-
sidered for the case study. Since the singular perturbations approach that has been used
in section 4.2 can be easily extended to higher order systems but may encounter some
problems if zero dynamics are present, a LTI system with two poles and no zeros has
been chosen. Both the poles have been placed at least one decade far from the principal
harmonic of the reference (f = 0.17Hz). The resulting plant transfer function G(s) is:
G(s) =
5 · 104
(s+ 102)(s+ 5 · 102) (5.1)
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The SLIM controller
Following the ideas of preliminary SLIM controller presented in section 4.2, an asymp-
totic observer of the exosystem state has been used as an Internal Model controller. The
stabilization matrices ΓTi have been calculated in order to place the eigenvalues of Ωi +
ΓiΘi (i = 1, 3, 4) in {−1.5,−2,−2.5} and the eigenvalues of Ω2 + Γ2Θ2 in {−1.5,−2}.
Γ1 = Γ3 = Γ4 =
(
6 11.75 7.5
)
Γ2 =
(
3.5 3
)
(5.2)
The stability of SLIM controller has been tested by performing 100 simulations with ran-
dom initial conditions and by checking the convergence of asymptotic observer state wˆ(t)
to w(t) and of the plant state x(t) to the state trajectory x∗(t) that ensures the exact track-
ing. The evolution of the norm of the four tracking errors w˜i(t) = wˆi(t) − wi(t) obtained
in one of these simulations is depicted in figure 5.1. As for all the simulations the system
has turned out to be stable, the asymptotic stability can be reasonably be inferred.
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Figure 5.1: Stabilization of SLIM controller: convergence of the state of the controller
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The repetitive learning controller
eplacements
Plant
REPETITIVE CONTROLLER
Internal Model Unit
Stabilizing
Unit
k
e−sT
yd ye u+
+
+
−
Figure 5.2: Repetitive Learning Controller structure
The structure of the repetitive controller considered for the case study is depicted in
figure 5.2. The stabilization unit is a simple static gain that can be used to make the
sensitivity function as close as possible to one (0 dB) while preventing the system to
become unstable. The value for k chosen for the case study is k = 0.1. The resulting
transfer function of the Repetitive Controller is:
R(s) =
0.1
1− e−sT (5.3)
5.2 The L∞ gain sensitivity function
As the SLIM controller is a time-variant system, the classical analysis tools for the LTI
systems such as the sensitivity transfer function cannot be used for the comparison with
the RLC. However, an approximated sensitivity analysis on the SLIM controller can be
carried out by exploiting the linearity and the asymptotic stability of the system.
PlantController
yd(t) y(t)e(t) u(t)
dij(t)
+++
−
Figure 5.3: Sensitivity measurement
A sort of sensitivity function can be expermentally calculated by means of simula-
tions. Let the output on the SLIM controller scheme be perturbed by a sinusoid dij(t) =
sin(2pifit+ϕj) as depicted in figure 5.3. Since the overall system is asymptotic stable and
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Figure 5.4: L∞ Gain calculation: for each phase ϕj , the partial L∞ gain γ(fi, ϕj) is calcu-
lated as 12 ‖e(t)‖∞
the time-varying matrices q(t) and g(t) are limited, the system is also BIBO stable. There-
fore, if the noise frequency fi and the system frequency f =
1
T are commensurable, the
system admits a periodic steady state whose period depends on the ratio fif . The ratio be-
tween the L∞-norm of steady state tracking error e(t) and the L∞-norm of the noise dij(t)
(i.e. the amplitude of the sinusoid) can be considered as a sensitivity Input-to-output gain
γ(fi) (see for example [KHALIL 2001]).
The gain γ(f) represents a sort of “worst case” sensitivity function. For example,
let the additive noise on the output be the sum of three sinusoids having respectively
amplitude a1, a2, a3. The tracking error e(t) will certainly be bounded by 2(a1γ(f1) +
a2γ(f2) + a3γ(f3))
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The calculation of an “experimental” L∞ Gain Sensitivity function for the case study
has been performed by feeding the system with a set of 50 sinusoids having frequencies
between 170f and 4000f (2.4 · 10−3Hz 6 fi 6 686Hz). The reaching of steady state condi-
tion has been evaluated with a test on the periodicity of the output. Since the gain γ(f)
depends on the phase ϕj , the simulation has been iterated 10 times for each frequency f¯i
by chosing 10 different input phases ϕj = 0,
pi
5 ,
2pi
5 , . . . ,
9pi
5 . The resulting γ(fi) have been
then calculated as the maximum of the ten partial γ(fi, ϕj), j = 1, . . . , 10.
5.3 Simulation results
The comparison between the sensitivity function of RLC and the L∞-gain sensitivity
function of the SLIM controller is presented in figure 5.5. The SLIM L∞-gain sensitivity
function has been calculated as stated in section 5.2 whereas the RLC sensitivity function
has been simply calculated as
S(f) =
∣∣∣∣∣ 11 + 0.1
1−e−j2pifT
· 50000(j2pif+100)(j2pif+500)
∣∣∣∣∣ (5.4)
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Figure 5.5: Comparison between RLC sensitivity function and SLIM controller IOS-gain
sensitivity function
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As expected, the RLC sensitivity function is very high at some frequencies (esp. be-
tween 30 Hz and 60 Hz) reaching a maximum of 60 dB versus a maximum of 5 dB for the
SLIM controller. However, owing mainly to the spikes at switching instants (see figure
5.2), the SLIM performances are poorer than RLC ones between 0.1 and 10 Hz. These per-
formances can be improved by introducing a mechanism that reduces the effects of the
open-loop integration of the noise in the “rewinding” phase. One of the more promising
techniques to fulfill this objective is to concatenate the subsystems thus using the infor-
mation on the last active state to correct the initial state of the following time interval.
Part II
Applications of the Internal Model
Principle
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Chapter 6
Diamond Booster Quadrupole
An interesting application of the classic Internal model principle is the control of the
Diamond Booster Quadrupole where a sinusoidal reference of amplitude variable in
the range [2A− 200A] has to be tracked with high precision.
Recent advances inmany fields asmedicine, chemistry, electronics and nano-technologies
have promoted the design and construction of many third generation synchrotron radi-
ation facilities at the intermediate energies of 2.5-3.5 GeV worldwide. Synchrotron ra-
diation is an extremely intense and coherent light beam emitted when charged particles
traveling close to the speed of the light are bent by a magnetic field generated by multi-
pole magnets as dipoles, quadrupoles and sextupoles. The design and control of Power
Supplies (PSs) feeding the magnets have to match two main specifications: an high ac-
curacy in current tracking (due to the requirements on the magnetic fields) and a Power
Factor (PF) close to the unit (due to high power involved).
Two classical solutions for variable currents Power Supplies are the direct connec-
tion between the booster magnets and the local electricity distribution by means of a
transformer and the “White Circuit”, which adopts an inductive/capacitive resonant
scheme. The first one was early considered, for example, for the DIAMOND Synchrotron
[MARKS 1996], Didcot, Oxfordshire and for the booster of BESSY II, Berlin [BURKMANN 1998]
but was soon discarded in both cases because of its large costs. The second solution is
utilized to empower the booster of the aforementioned BESSY II, and the one of SSRL,
Stanford [HETTEL 1991].
In the last decade the availability of fast high-power switching devices has dramati-
cally increased, permitting to consider different type of topologies for high power appli-
cations and revaluating the “Switch Mode technology”. The “Switch-Mode technology”
is a multilevel architecture made up of a series and/or parallel connection of many lower
power modules. This solution is well established for ring magnets PSs with required
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constant current [GRIFFITHS 2002, BELLOMO 2004], whereas it is the most innovative
architecture for booster magnet PSs in which variable current are expected.
A breakthrough for the “Switch Mode” was the solution proposed by Jenni and his
coauthors [IRMINGER 1998] for the Swiss Light Source (SLS). Its success made the switch-
ing solution the first choice for the synchrotron manufacturing companies as DIAMOND
Ltd Company [DIA ]. Another company that has already developed a similar solution
for its booster dipole Power Supply is CANDLE, Yerevan, Armenia [CAN ].
The SLS control solutions of [IRMINGER 1998] were shown in latter works: [JENNI 2002,
JENNI 1999]. In particular, [JENNI 2002] describes the features of a digital PI regulator
for current control where the aim is to ensure a good tracking for a biased sine-wave cur-
rent reference. This PI solution represents the digital version of the widespread analog
controllers already presented in literature [BELLOMO 2004]. The digital solution is be-
coming widespread because it allows the implementation of more complex and sophis-
ticated control algorithms able to ensure good reference tracking, robustness to parame-
ters variations from thermal effects and aging, and less sensitivity to noise. For instance,
in [PETT 1996] and [KING 1999] Pett and his coauthors adopt a modern RST approach
and a digital PII plus feed-forward action to comply with a requirement of an accuracy
of 1 ppm (part per million).
The other problem that control has to face with is to get a Power Factor close to the
unit. The requirement of a variable current running through the magnet involves an
exchange of reactive energy between the magnet system and the Power Supply. With-
out counter measures, this leads to a strong pulsation on the DC-link capacitor voltage.
An high distorted current is drawn into the mains and an high Power Factor can not
be achieved. To cope with this problem in [IRMINGER 1998] 12-pulse bridges and buck
converters, properly controlled by means of a pole placement, are inserted [JENNI 1999].
Although definitively interesting, the solutions proposed in [JENNI 2002] and in [JENNI 1999]
leave open problems that have to be faced. The digital PI solution of [JENNI 2002] is a
simple approach that can be substituted bymoremodern algorithmswhile in [JENNI 1999]
the ultimate goal of a constant current flow from the mains is not achieved.
Aim of this chapter is to present an advanced control strategy for a particular kind
of quadrupole magnet Power Supply. The case of the booster quadrupole magnet power
converter of the DIAMOND synchrotron radiation facility under construction at the Har-
well Chilton Science Campus, Didcot, has been considered [DOBBING 2006]. The Power
Supply adopted in this case-study exploits a switch mode solution. Very high accuracy
in the tracking of the desired current reference is reached by means of a digital internal
model-based controller. The circuit and the control architecture of the front-end system is
carefully considered. In particular, to achieve an high Power Factor, the task of the input
section is twofold: to guarantee low harmonic distortion of the current drawn from the
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line and to avoid low frequency components (usually referred to as subharmonics”), re-
lated to the quadrupolemagnet oscillating current. In order to complywith these require-
ments, 12-pulse bridges and booster circuits are adopted. In particular, dimensioning and
control design of the booster controller effectively allows to fulfill the requirement of con-
stant input power from the line, while stationary oscillations are imposed to the magnet.
For this purpose, confined oscillatory behavior imposed to the DC-link voltage of the
booster stage plays a key role.
The chapter is organized as follows. In Section 6.1, the overall system is described: the
control requirements, the structure of the adopted Power Supply and the features of the
input and output section. In Sections 6.3 and 6.2, motivations which lead to the adopted
control design approaches are deeply discussed and the proposed control solutions are
presented. Simulation results are depicted in Section 6.4.
6.1 Control Specification and System Analysis
6.1.1 Control Specification
Control specifications concern the following topics.
i. Current reference. The magnet has to track a sinusoidal biased current bounded
within the range 2A− 200A expressed as:
i∗lm(t) = I0 + (IAC sin(2pifrt) + IAC) (6.1)
with I0 = 2A, IAC variable from 0A to 99A and fr = 5Hz. An accuracy equal to
±50ppm of the rated current, i.e. a current tracking error smaller than 10mA, is
required.
ii. The Power Supply topology has to adopt a switching solution. This requirement
calls for a specification on the current ripple accuracy; a limit of ±10ppm of the
rated current, i.e. 2mA, is demanded.
iii. The connection between Power Supply and mains has to be characterized by a
Power Factor close to the unit and low current distortion.
6.1.2 System Analysis
The Power Supply architecture, depicted in Fig. 6.1, consists of an input section and an
output one connected with the magnet load, Zl. A current sharing topology is imple-
mented by three modules, each one exploiting an AC/DC rectifier, a booster converter
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Figure 6.1: Power supply scheme.
and an H-Bridge. The sum of the three output currents is filtered by an output filter con-
nected to the magnet load and composed by the inductors Lof , the capacitor Cof and the
resistor Rof .
Input Section
To ensure a good Power Factor, the distortion of mains current and voltage waveforms
and the displacement between mains current vector and mains voltage vector have to be
as low as possible. AC/DC rectifiers exploiting a 12-pulse bridge in their front-end can
fulfill this need. Three devices are used instead of a unique one in order to avoid para-
sitic currents and to ensure galvanic isolation. The electrical scheme of Fig. 6.2 sketches
the main features of the converters. In ideal conditions the voltage vif,i delivered by
this device is constant and ripple free as well as the currents running through the induc-
tances Lif . Such type of current ensures correct operation both for the rectifiers and the
transformer and the distortion of the currents iA,i, iB,i and iC,i is kept small. Conversely,
when the ripple of the current iif1,i and iif2,i is appreciable, the distortion of the mains
currents grows. In the worst case the ripple is such that the current flowing trough the
diodes reaches negative values turning them off. Hence a worse Power Factor has to be
tolerated.
The capacitor Cif cannot be directly connected to the output section since the current
reference to be tracked calls for an energy exchange between the magnet and the Power
Supply that, without counter measures, leads to a strong pulsation of the Cif voltage
and a considerable ripple on the current iif1,i and iif2,i. To cope with this problem every
module is endowed with a booster converter (see Fig. 6.1) whose architecture is sketched
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in Fig. 6.3. The converter task is twofold:
i. to keep the current ibos,i flowing trough the booster inductance of the i-th module
constant in order to comply with the Power Factor specification as explained above;
ii. to control the oscillations of the DC-link voltage in order to keep vdc,i bounded
within a safe range [V ∗min, V
∗
max]. In fact, V
∗
max cannot be overrun to respect capacitor
physical constraints. Moreover, a minimal voltage level is necessary to drive the
load current.
With respect to the buck topology, exploited for example in [JENNI 1999], the booster one
has a lower voltage level on the rectifier, on the input filter and on the converter itself,
thus allowing the adoption of more standard power switches.
The input section, made up of AC/DC rectifier, input filter and booster converter, is
modeled as follows. Let vr1, vr2 be the voltages and iif1, iif1 be the currents at the end
of the AC/DC rectifier1. The equations of the input filters made by the two inductances
Lif,i and the capacitor Cif are.
vif,i = vr1,i − Lif
d iif1,i
dt
= vr2,i − Lif
d iif2,i
dt
iif1,i + iif2,i = Cif
d vif,i
dt
+ ibos,i
(6.2)
or, alternatively, in state space form:
d
dt

iif1,iiif2,i
vif,i

 =


0 0 − 1Lif
0 0 − 1Lif
1
Cif
1
Cif
0



iif1,iiif2,i
vif,i

+


1
Lif
0
0 1Lif
0 0


[
vr1
vr2
]
+

 00
− ibos,iCif

 (6.3)
The i-th booster can be modeled as follows:
vif,i = Lbos
dibos,i
dt
+ (1− ρi)vdc,i
(1− ρi)ibos,i = Cdc
dvdc,i
dt
+ iinH,i
(6.4)
Its state space representation is:
d
dt
[
ibos,i
vdc,i
]
=
[
0 − (1−ρi)Lbos
(1−ρi)
Cdc
0
][
ibos,i
vdc,i
]
+
[
vif,i
Lbos
− iinH,iCdc
]
(6.5)
where:
1The relations between output voltages and currents vr1,2, iif1,2 and input three-phase voltages and
currents are omitted since they follows from standard results on AC/DC converters (see for example...).
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• ibos,i, the current running through the booster inductance, is the first state variable;
• vdc,i the DC-link voltage, is the second state variable;
• ρi, the modulation index of the switch Sbos,i, is the input variable;
• vif,i is the voltage delivered by the AC/DC rectifier;
• iinH,i is the current flowing towards the H-bridge.
Output Section
Every module adopts a two quadrant H-bridge (positive and negative voltages, positive
currents) in its outer section (see Fig. 6.3). This kind of implementation has a drawback:
the switching behavior generates a current ripple that has to be damped. This is usually
done introducing an output filter after the H-bridge. In this project, besides the filter, a
current sharing and optimal interleaving technique have been added to improve overall
performances [CHANG 1995].
Let write the output currents (see Fig. 6.1) as:
iM,i(t) = IM,i +∆iM,i(t) with i ∈ {1, 2, 3}
iM (t) = iM,1 + iM,2 + iM,3 = IM +∆iM (t) (6.6)
where IM,i0 and IM0 represent the mean values while ∆iM,i(t) and ∆iM (t) the current
ripples. Using an optimal interleaving among N modules, the module commands are
staggered in phase of 2pi/N . The resulting equivalent frequency of∆iM (t) is N times the
frequency of ∆iM,i(t) yielding a less stringent output filter dimensioning. Moreover, the
split of the total current into N paralleled converters reduces by N times each module
current allowing the use of more standard, faster and cheaper switches.
The model of the outer section can be obtained as follows. The voltage and current
equations of the i-th module are:
vM,i = u
′
M,i vdc,i
iinH,i = u
′
M,i iM,i with i ∈ {1, 2, 3} (6.7)
where u′M,i is the modulation index belonging to the set [−1, 1]. The input filter voltages
and currents are expressed as:
vM,i = Lof
d iM,i
dt
+ vl with i ∈ {1, 2, 3}
vl = vcof +RofCof
d vcof
dt
(6.8)
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Load Model
Bending effects of the electron beam, focusing and defocusing, are achieved by means
of a set of magnets connected through a cable. The electrical model of the load has to
capture the different behaviors coming out both at high and low frequencies. A simpler
representation is chosen since the current reference has only two components: a contin-
uous component and a sinusoidal one at 5 Hz. The load equivalent circuit Zl takes into
account the load impedance Rlm and Llm and the cable characterization Rc and Cc. The
final load model is:
vl = Rcil + vlm
vlm = Rlmilm + Llm
dilm
dt
il = ilm + Cc
dvlm
dt
(6.9)
The final state space representation can be obtained coupling the output section equa-
tions (6.8) and the load model relations (6.9):
x˙out = Aout xout +Bout vM
il = Cout xout (6.10)
where:
xout =
[
iM,1 iM,2 iM,3 ilm vof vc
]T
vM =
[
vM,1 vM,2 vM,3
]T
Aout =


α α α 0 αRof
α
Rc
α α α 0 αRof
α
Rc
α α α 0 αRof
α
Rc
0 0 0 −RlmLlm 0
1
Llm
βRc βRc βRc 0 −β β
κRof κRof κRof − 1Cc κ −κ


Bout =


1
Lof
0 0
0 1Lof 0
0 0 1Lof
0 0 0
0 0 0
0 0 0


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Cout =
[
1−Rcγ 1−Rcγ 1−Rcγ 0 γ −γ
]
γ =
1
Rc +Rof
, α = −γRcRof
Lof
β =
γ
Cof
, κ =
γ
Cc
It is worth noting that the current balance is not intrinsically guaranteed due to the asym-
metry of the modules. Therefore a suitable control has to be provided.
6.2 Internal Model Current Control
The choice of an internal model approach for the power supply control is strictly related
to the high accuracy requirements and to the requested interleaving coordination of the
current sharing topology. In this section, the main features of this controller are deeply
analyzed.
The control objective is twofold:
i. the current flowing in the load magnet has to track asymptotically the sinusoidal
reference (6.1) with a steady-state error lower than 50 ppm;
ii. currents drawn from each module of the proposed topology have to be equal.
The first control objective can be pursued by means of an high-gain/large-bandwidth
controller with sufficiently large gain at the frequencies where the reference harmonic
content is relevant (0Hz, 5Hz). This solution is generally realized using an analog hys-
teresis current controller for each module of the proposed structure with a supervising
controller. The second control objective is guaranteed imposing equal references to each
module. Anyway, it is well known that hysteresis solutions could generate unpredictable
converter switching sequences, weakening the interleaving technique effects and leading
to high current ripples [U-97 ]. A digital implementation of PID controllers could be ex-
ploited as well but, owing to the high gain requirements and unless complicated lag
network are added, the resulting controller will have a large bandwidth forcing a very
small sampling time.
As a final result, an internal model based solution is clearly the preferable one because
• it is simple (no compensation network is needed) and suitable for digital imple-
mentation;
• a small sampling time is not needed since the resulting bandwidth can be kept
very narrow (this is admissible because no requirement on the convergence rate is
present);
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• it guarantees excellent performances in terms of asymptotic tracking.
6.2.1 System model and Control Design
The overall output section model represented by equations (6.10) take into account cable
parasitic elements and dynamics related to capacitor Cof . However the effects of these
elements are not relevant in the control frequency range so a simplified Linear Time-
Invariant (LTI) model can be adopted in the control design, since internal model approach
guarantees steady-state tracking robustness. The following simplified model represents
the basic behavior of the Power Supply combined with the load.
Lof
diM,1
dt
= vM,1 − Llm
(
diM,1
dt
+
diM,2
dt
+
diM,3
dt
)
−Rlm (iM,1 + iM,2 + iM,3)
Lof
diM,2
dt
= vM,2 − Llm
(
diM,1
dt
+
diM,2
dt
+
diM,3
dt
)
−Rlm (iM,1 + iM,2 + iM,3)
Lof
diM,3
dt
= vM,3 − Llm
(
diM,1
dt
+
diM,2
dt
+
diM,3
dt
)
−Rlm (iM,1 + iM,2 + iM,3)
ilm = iM,1 + iM,2 + iM,3.
(6.11)
The corresponding state space form is:
d
dt

 iM,1iM,2
iM,3

 = − Rlm
3Llm + Lof
A
R
out

 iM,1iM,2
iM,3

+BRout

 vM,1vM,2
vM,3

 (6.12)
with:
A
R
out =

 1 1 11 1 1
1 1 1

 , BRout =

 δ ζ ζζ δ ζ
ζ ζ δ


δ =
2Llm + Lof
3LlmLof + L
2
of
, ζ = − Llm
3LlmLof + L
2
of
(6.13)
Let define uM,i as:
uM,i = u
′
M,i
vdc,i
V ∗max
=
vM,i
V ∗max
(6.14)
where u′M,i ∈ [−1, 1] is the modulation index of the i-th module.
According to the control objectives, the following coordinate transformation is intro-
duced: 
ilmid1
id2

 = tdT123

iM,1iM,2
iM,3

 ,

uMtud1
ud2

 = tdT123

uM,1uM,2
uM,3

 ,
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Magnet Current
Controller
Sampling Dynamic System ZOH
x(k + 1) = Φx(k) +Θinm(k)
uMt(k) = Γx(k) + Jinm(k)
V ∗max
3(Rlm + sLlm)
Klm
i∗lm(s) ilm(s)e(k)
inm(k)
UMt(s)+
−
Figure 6.4: Load current controller and correspondent plant.
where:
td
T123 =

1 1 11 −1 0
0 1 −1


The resulting state space model is:
d
dt

 ilmid1
id2

 =


−3Rlm
3Llm+Lof
0 0
0 0 0
0 0 0



 ilmid1
id2

+


V ∗max
3Llm+Lof
0 0
0 V
∗
max
Lof
0
0 0 V
∗
max
Lof



 uMtud1
ud2


(6.15)
Neglecting Lof in the first row, since its value is definitively smaller than 3Llm (see ta-
ble 6.1) and exploiting the Laplace transformation, the final model adopted for the output
section controller design is:

Ilm(s)Id1(s)
Id2(s)

 =


V ∗max
3(Rlm+sLlm)
0 0
0 V
∗
max
sLof
0
0 0 V
∗
max
sLof



UMt(s)Ud1(s)
Ud2(s)


According to the above equations, the control indexes uMt, ud1 and ud2 are designed
to control ilm, id1 and id2 respectively bymeans of a digital implementation of the internal
model principle.
Load Current Controller
the internal model based load current controller is made up of a digital dynamic system
and a simple gainKlm as sketched in Fig. 6.4. The digital dynamic system is designed as
follows:
x(k + 1) = Φx(k) +ΘKlme(k)
uMt(k) = Γx(k) + JKlme(k) (6.16)
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Figure 6.5: Root locus of the magnet current controller and its plant.
with:
e(k) = i∗lm(k)− ilm(k)
Φ =

 1 0 00 cos(2pi5Ts) sin(2pi5Ts)
0 − sin(2pi5Ts) cos(2pi5Ts)

 , Θ =

 b0b1
b2


Γ =
[
−1 −1 0
]
, J = 1 (6.17)
The matrix Φ represents the digital internal model of the current reference: the term 1 in
the first row is the model of the DC component I0 while the other not null terms play the
role of a digital oscillator with frequency 5Hz. The value of Γ is chosen to guarantee the
observability of the couple (Φ,Γ) and J is the proportional part of the controller which
ensures robustness.
Assume that the discrete time plant is obtained from the continuous one bymeans of a
zero holder method discretization with sampling time equal to 0.533ms (fs = 1875Hz =
1/4fPWM ). The zeros of the dynamic system transfer function are chosen to guarantee
stability for the closed loop system. The first zero cancels the plant pole while the other
two act like attractors for the imaginary poles of the controller ensuring stability. The
controller gain is selected asKlm = 0.176 and the corresponding poles of the closed loop
system aremarkedwith squares. The root locus of Fig. 6.5 is obtained. Then, the resulting
Θ is:
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i12
Difference Current
Controller
Sampling Dynamic System ZOH
x(k + 1) = Φdx(k) +Θdinm(k)
uMt(k) = Γdx(k) + Jdinm(k)
V ∗max
sLof
Kdif
i∗di(s) idi(s)e(k)
inm(k)
Udi(s)+
−
Figure 6.6: Difference current controller and correspondent plant.
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Figure 6.7: Root locus of the difference current controller and its plant.
zt1,2,3 =


e
(−
Rlm
Llm
Ts)
0.97 + 0.02j
0.97− 0.02j

⇒ Θ =

 −0.0117−0.0506
−0.0692

 (6.18)
In conclusion, the load current controller transfer function is:
Gc(z) =
UMt(z)
I∗(z)− Ilm(z) =
0.176(z − 0.9975)(z2 − 1.94z + 0.9413)
(z − 1)(z2 − 2z + 1) (6.19)
where I∗(z) is the Z-transform of the sampled magnet current reference.
Difference Current Controllers
the structure of the difference current controllers is the same of (6.16) with equal values
for Φd, Γd, Jd of the correspondent matrices. However, the different plants (Fig. 6.6)
imply a different choice of the zeros of the controller transfer function and, consequently,
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Figure 6.8: Current Controller.
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ofΘd andKdif :
zd1,2,3 =


e
(−
Rlm+Rc
Llm
Ts)
0.97 + 0.02j
0.97− 0.02j

⇒ Θd =

 −0.0160−0.0471
−0.0726

 (6.20)
The closed loop root locus is depicted in Fig. 6.7(a) and Fig. 6.7(b). The squares spot
the system poles for the gain selected, Kdif = 0.0039. In the end, the difference current
controller transfer functions are:
Gcd(z) =
Udi(z)
Idi(z)
= −0.00392(z − 0.9965)(z
2 − 1.94z + 0.9413)
(z − 1)(z2 − 2z + 1) , i = 1, 2 (6.21)
Remark 1. The control actions ud1 and ud2 should be equal to zero in ideal conditions,
in fact current balancing control is inserted only to cope with asymmetries of the power
modules.
Remark 2. The uM,i commands imposed by the controllers have to be transformed in
modulation indexes for the interleaving PWM of the H-bridge switches. This task is
quite critical since, as stated in section 6.1, the vdc,i have relevant oscillations owing to
exchange of reactive power with the load magnet.
The final version of the internal model controller, implemented in suitable digital
cards, is depicted in Fig 6.8. Its design takes into account that the values directly sensed
are ilm, iM,1 and iM,2 (see Fig. 6.1) and that the modulation indexes delivered to the PWM
modulators have to be u
′
M,i and not uM,i.
6.3 Cascade Booster Controller
The control systems of the booster converters have to fulfil two main objectives:
• to comply with the requirement on the Power Factor (see Section 6.1)
• to keep the DC-link voltage oscillations inside a safe range
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Outer Loop Controller
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DC-Link Voltage
Controller
Booster Current
Controller
Figure 6.9: Architecture of the DC-link controllers.
The booster converter equations (6.22) that follow are obtained by elaborating (6.5) and
(6.7):
d vdc,i
dt
= −
(
iM,ivM,i
Cdc
)
1
vdc,i
+
(1− ρi)
Cdc
ibos,i
d ibos,i
dt
= −(1− ρi)
Lbos
vdc,i +
vif,i
Lbos
(6.22)
This system is clearly a nonlinear underactuated system. It is a nonlinear system due to
the presence of the term 1/vdc,i and of the product between the control input ρi and the
state [vdc,i ibos,i]
T ; it is underactuated because there are one input, ρi, and two control
targets, vdc,i and ibos,i.
Another important feature of the booster converter is the term
vM,iiM,i
Cdc
. As discussed
in the previous Section, the internal model-based controller ensures the asymptotic con-
vergence of each module output current iM,i to i
∗
lm/3 and of the total current ilm to i
∗
lm.
The single module voltage vM,i can be computed through (6.11) and therefore
vM,iiM,i
Cdc
,
although time-variant, is asymptotically known and periodic with period equal to Tr =
1/fr. Bearing inmind all these system features, the booster controllers are designed using
a cascade configuration (see Fig. 6.9).
6.3.1 Outer Loop Controller
The Outer Loop Controller (OLC) is designed to control the maximum value of DC-link
voltage trajectory, meanwhile allowing vdc,i to freewheel under this value.
This fact has two consequences. On the one hand, when the maximum value of the
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DC-link voltage is under control, a suitable dimensioning of the DC-link capacitors en-
sures bounded oscillations inside a safe range [V ∗min, V
∗
max] even in the worst case, i.e.
when the load draws the maximum current from the DC-link. On the other hand the
control of the maximum value of vdc,i without taking into account its whole dynamics
can be simply pursued introducing a PI controller whose equilibrium state is pointed
out by a continuous control action, ibos,i, ensuring a good Power Factor, as asserted in
Section 6.1.
The architecture of the OLC consists of two blocks: a peak voltage detector and a
DC-link voltage controller (Fig. 6.9). The former device detects the maximum value of
the voltage trajectory over the previous 200 ms time window. The obtained value is
elaborated by the latter device as follows. First of all, the model of the maximum value
of vdc,i has to be introduced. From (6.22) is straightforward to obtain:
Cdc
1
2
d
dt
(
v2dc,i
)
=
(
vif − Lbos
d ibos,i
dt
)
ibos,i − iM,ivM,i (6.23)
This equation represents the power balance of the i-th booster: the left hand is the power
on the capacitor Cdc, the right hand is the sum of the power flowing inside the booster,
the power stored inside the inductance Lbos and the power flowing into the H-bridge
(a losses free bridge is assumed). Integrating (6.23) over a time window equal to Tr =
1/fr = 200 ms and assuming that the current running through Lbos is constant for the
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period taken into account, the following relation is obtained:
Cdc
2
∫ (k+1)Tr
kTr
d
dt
(
v2dc,i
)
dt =
Cdc
2
(
v2dc,i(k + 1)− v2dc,i(k)
)
=
= Ec(k + 1)− Ec(k) =
= ∆Ein(k + 1, k)−∆ELbos(k + 1, k)−∆Eout(k + 1, k)
(6.24)
where:
∆Ein(k + 1, k) =
∫ (k+1)Tr
kTr
vif ibosdt ≃ Trv¯if ibos,i(k)
∆ELbos(k + 1, k) =
∫ (k+1)Tr
kTr
Lbos
d ibos,i
dt
ibos,idt =
=
1
2
Lbos
(
i2bos,i(k + 1)− i2bos,i(k)
)
∆Eout(k + 1, k) =
∫ (k+1)Tr
kTr
iM,ivM,idt
(6.25)
v¯if is the mean value of vif over a period. Equation (6.24) is an energy balance and,
properly rearranged, yields to the discrete time model of vdc,i. The current reference (6.1)
is periodic and therefore the voltage vdc,i oscillates with the same frequency at steady-
state. On the other hand, during the transient the time interval between two consecutive
peaks varies from a minimum of 0 ms and 400 ms. Since the mean value between these
two bounds is 200ms, the best choice for the sampling time of the discrete model is equal
to 200 ms as well. Then, being kTr and (k + 1)Tr the instants when the vdc,i reaches its
maximum value, the following expression can be achieved:
(vmaxdc,i (k + 1))
2 = (vmaxdc,i (k))
2 +
2
Cdc
(
Trv¯if ibos,i(k)+
− 1
2
Lbos
(
i2bos,i(k + 1)− i2bos,i(k)
)
+
−
∫ (k+1)Tr
kTr
iM,ivM,idt
) (6.26)
Linearizing the above model with an initial point equal to V ∗max, the discrete time model
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of the maximum value of vdc,i is:
vmaxdc,i (k + 1) = v
max
dc,i (k) +
1
Cdc
(
Tr
v¯if
V ∗max
ibos,i(k)+
− 1
2
Lbos
V ∗max
(
i2bos,i(k + 1)− i2bos,i(k)
)
+
− 1
V ∗max
∫ (k+1)Tr
kTr
iM,ivM,idt
) (6.27)
The term 12
Lbos
V ∗max
(
i2bos,i(k + 1)− i2bos,i(k)
)
is negligible with respect to
Tr
v¯if
V ∗max
ibos,i(k) since in steady state condition ibos,i(k) ≃ ibos,i(k + 1). The last term is
a disturbance that has to be rejected.
In the end the discrete time model of the maximum voltage of the DC-link is:
vmaxdc,i (k + 1) = v
max
dc,i (k) +
1
Cdc
(
Tr
v¯if
V ∗max
ibos,i(k)− diinH,i(k, k + 1)
)
(6.28)
Defining the voltage error:
v˜dc,i(k) = v
max
dc,i (k) + V
∗
max (6.29)
the following plant is obtained:
v˜dc,i(k + 1) = v˜dc,i(k) +
1
Cdc
(
Tr
v¯if
V ∗max
ibos,i(k)− diinH,i(k, k + 1)
)
(6.30)
To stabilize this system and to reject the mean value of the disturb diinH,i(k, k + 1), a
simple proportional-integral controller is designed:
ROLC(z) =
I∗bos,i(z)
V˜dc,i(z)
= −
(
kdcp + Tr
kdci
z − 1
)
(6.31)
where the operator z is related to a sample frequency equal to Tr = 1/fr = 0.2 s. The con-
trol variable delivered by the regulator is the current reference i∗bos,i that will be tracked
by the Intenal Loop Controller. The parameters of Table 6.1 are considered and the gains
of the regulator are set equal to kdci = 16.5 · 10−3 and kdcp = 49.6 · 10−3. The values of kdci
and kdcp are selected to keep the fastest dynamics of the open loop far from fr = 5Hz and
to obtain a satisfactory phase margin of about 700 at a frequency near to 0.3Hz: Fig. 6.10.
6.3.2 Inner Loop Controller
The aim of the ILC is to track the desired current reference generated by the OLC. To
perform this task a simple PI controller with a PWMmodulator is designed as follows.
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The inductor behavior is described by the equation:
Lbos
dibos,i
dt
= vif − (1− ρi)vdc,i
where ρi is the modulation index of the switch Sbos,i. Defining:
ρi = 1− vif
vdc,i
+
1
vdc,i
ρˆi
and the current error:
i˜bos,i = ibos,i − i∗bos,i
the plant to be controlled is:
di˜bos,i
dt
=
1
Lbos
ρˆi −
di∗bos,i
dt
and the following PI control is exploited:
RILC(s) =
Pˆi(s)
I˜bos,i(s)
= −
(
kidcp +
kidci
s
)
(6.32)
The corresponding discrete time version is obtained bymeans of a Forward Euler method
with sampling frequency fs.
The parameters of Table 6.1 are considered and the modulation index ρi is performed
by a simple PWM modulator with frequency fPWM . The gains k
idc
p = 5.0329 and k
idc
i =
316.23 are tuned to obtain the desired phasemargins of 86.40 at frequency 161Hz: Fig. 6.11.
6.3.3 Capacitor Design
Key point of the Power Supply design is the dimensioning of the DC-links. Their correct
behavior does not depend on the voltage trajectories but only on the boundedness of
voltages vdc,i between an upper value V
∗
max and a lower value V
∗
min. V
∗
max cannot be
overrun to respect capacitor physical constraints and V ∗min has to ensure the possibility of
driving the current on the load. Moreover, if vdc,i becomes too small, modulation indexes
u′M,i bigger than one could be requested thus introducing saturation phenomena. The
formerly designed OLCs and ILCs keep under control the maximum values of vdc,i.
The values of Cdc are obtained balancing the energies when the maximum current is
drawn from the load. In this way, when references with smaller IAC have to be tracked,
the energy exchanged between the magnet and the capacitors Cdc is reduced and the os-
cillations of the DC-link voltages are reduced too. So, the minimum vdc,i value is greater
than V ∗min.
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Now assume that losses on the whole outer section are compensated by the power
delivered by the booster converters and that the power stored in the active elements of
the cable and in the output filter is negligible. So, the energy balance can be done taking
into account only the DC-link capacitors and the magnet equivalent inductor. The energy
stored in the magnet in the charging half period of the sinusoidal ilm can be calculated
as:
∆ELlm =
∫ Tr/4
−Tr/4
ilm(t)Llm
dilm(t)
dt
dt =
1
2
Llm(Imax
2 − Imin2) (6.33)
where ilm is approximated with i
∗
lm with IAC = 99A and Tr = 1/fr. Let Cˆdc = 3Cdc be
the parallel of the three capacitors. In the same time interval the energy delivered by the
three modules is:
∆ECˆdc =
∫ Tr/4
−Tr/4
vdc(t)Cˆdc
dvdc(t)
dt
dt =
1
2
Cˆdc(V
∗
max
2 − V ∗min2) (6.34)
Given the values of V ∗max and V
∗
min, the value of Cˆdc, and therefore of Cdc, is straightfor-
ward.
The previous procedure yields useful results for the dimensioning of the DC-link ca-
pacitors. However it is worth to mention that this type of results is a little rough and
should be refined through simulative or experimental tests.
6.4 Simulation Results
Extensive simulations were carried out to test the adopted control strategies. The overall
system has been considered and the parameters of Table 6.1 were assumed. First of all, the
performances of the internal model current controller are discussed and its effectiveness
demonstrated. Then, the cascade booster controller is analyzed.
Table 6.1: Parameters for Booster Quadrupole Magnet Power Converter.
Parameters Values Units
Rlm 0.496 Ω
Llm 105 mH
Rc 0.187 Ω
Cc 16 nF
Rof 12.5 Ω
Cof 350 µF
Lof 10 mH
Cdc 16 mF
Lbos 5 mH
Parameters Values Units
V ∗max 600 V
V ∗min 510 V
fs 1875 Hz
fPWM 7500 Hz
Cif 5 mF
Lif 10 mH
VFD 0.9 V
Vline 294 V
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Figure 6.12: Magnet current, reference current and current error.
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Figure 6.13: Current ripple.
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Figure 6.14: Currents of the modules.
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Figure 6.15: Trajectory of the vdc,1.
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Figure 6.16: Trajectory of the ibos,1 and
i∗bos,1.
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Figure 6.17: Fourier analysis of ibos,1.
The proposed results refer to a simulation in full output power (i.e. the reference
current is the maximum allowable, IAC = 99A). The current reference, the load current
il and the current tracking error are shown in Fig. 6.12. Thanks to the internal model
based control the tracking of the current is very good. Error is kept below the admissible
limit of 10mA as requested by the control specification 1), in 6.1.1. The satisfaction of the
requirement of a ripple equal or less 2mA is shown in Fig. 6.13. The currents of the three
modules are depicted in Fig. 6.14. It is possible to appreciate that the currents iM1 and
iM2 are definitively similar. The current iM3 is slightly different since it is not directly
sensed and a small current is drawn into Cof .
The DC-link voltage trajectory of the 1-st module is shown in Fig. 6.15. The maximum
value of vdc,1 is close to the maximum value V
∗
max as expected while the minimum value
of the oscillations is approximately 508V and the requirements on the upper and lower
bounds of the safe voltage range are substantially satisfied.
The value of the DC-link capacitance Cdc needs further analysis. As asserted in 6.3.3
the algorithm for the dimensioning of the DC-link is a little rough and has to be tuned
by means of simulations. Considering the specifications stated in 6.1.1, the value of Imax
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Figure 6.18: Mains current and voltage. Fourier analysis of iA
and Imin are respectively 200A and 2A in full output power conditions. Adopting the
values of V ∗max and V
∗
min of Table 6.1, a Cdc value of 14mF is computed through (6.33) and
(6.34). Simulations highlighted that Cdc value has to be increased to take into account the
reactive power of output filter and cables. A slightly larger value of 16mF are selected.
Similar results are obtained for the 2-nd and 3-rd module.
The ibos,1 and its reference i
∗
bos,1, delivered by the OLC, are sketched in Fig. 6.16. The
OLC control objective of null error and constant output is not reached because of the
approximations introduced: the i∗bos,1 reference denotes a tiny residual oscillation less of
0.4%. Anyway, this oscillation can be tolerated. The Fourier analysis of ibos,1 (Fig 6.17)
denotes a main continuous component of 12.86A and two spurious harmonics.
Finally, the analysis of the Power Factor is reported. The mains voltage and current
of phase A are depicted in Fig. 6.18. Analogous results can be shown for the phases B
and C. The dominant component of the mains current is the 5Hz fundamental (second
picture of Fig. 6.18). The values of the mains voltages and currents yield the following
Power Factor for the connection between the Power Supply and the line:
PF =
Pin
(vrms)T(irms)
= 0.988 (6.35)
where:
v
rms =

 v
rms
A
vrmsB
vrmsC

 , irms =

 i
rms
B
irmsB
irmsC

 (6.36)
Hence, requirement 3) of 6.1.1 is substantially fulfilled and a PF close to the unit is
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achieved.
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Chapter 7
CNAO Storage Ring Dipole Magnet
Power Converter 3000A / ±1600V
The control of the CNAO Storage Ring Dipole Magnet Power Converter is the
application that inspired the SLIM control. In this chapter the control problem is
presented and the control scheme that is currently implemented on the machine is
illustrated.
A synchrotron machine, capable to accelerate either light ions or protons, will be the
basic instrument of the CNAO (Centro Nazionale di Adroterapia Oncologica), the medi-
cal center dedicated to the cancer therapy, that is under construction in Pavia (Italy). The
machine complex consists of one proton-carbon-ion linac that will accelerate the parti-
cles till the energy of 7 MeV/u. An injection line will transport them to the synchrotron
ring where the injected particles will be accelerated and extracted with an energy ranging
from 60 to 250 MeV for protons and from 120 to 400 MeV/u for carbon ions.
Protons and light ions are advantageous in conformal hadrontherapy because of three
physical properties. Firstly, they penetrate the patient practically without diffusion. Sec-
ondly, they abruptly deposit their maximum energy density at the end of their range,
where they can produce severe damage to the target tissue while sparing both traversed
and deeper located healthy tissues. Thirdly, being charged, they can easily be formed as
narrow focused and scanned pencil beams of variable penetration depth, so that any part
of a tumor can accurately and rapidly be irradiated. Thus, a beam of protons, or light
ions, allows highly conformal treatment of deep-seated tumors with millimeter accuracy.
This chapter is organized as follows. In the first part Power supply specifications are
given. In the second part the system topology is faced, while in the third one control
design is described. Finally, in the last part, simulations results are reported.
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Three phase, 50 Hz input
mains voltage
15,000 V ± 10%
Maximum Output Current 3,000 A
Maximum Output Voltage ±1,600 V
Maximum Output Power > 5 MVA
Load Inductance 199.1 mH
Load Resistance (cables in-
cluded)
79.24 mΩ
Current Setting and Con-
trol Range
0.5 to 100% f.s.
Normal Operating Range
(N.O.R.)
0.5 to 100 % f.s.
Current Setting Resolution < ±5× 10−6
Current Reproducibility < ±2.5× 10−6 f.s.
Current Readout Resolu-
tion
< ±5× 10−6 f.s.
Residual Current Ripple
(peak to peak) in N.O.R
< ±5× 10−6 f.s.
Linearity Error
[(Iset − Iout)/Iset]
< ±5× 10−6 f.s.
Ambient Temperature 0 to +40 C
Current Stability (∆I/Iset
over the normal operating
range)
< ±5× 10−6
Table 7.1: Specification for power supply
7.1 Power Supply Specification
The CNAO synchrotron ring is equipped with sixteen bending dipole magnets, plus one
off line dipole magnet used for magnetic field measurements. In order to drive the par-
ticles to the required energy, the magnets must follow a predetermined cycle (see figure
7.1).
It consists of 7 parts:
• a starting bottom level, that is about the 5% of the maximum current level;
• a current/field ramp-up till the injection level, in a fixed time;
• a flat-bottom level (depending on the particle type) during which the particles are
injected into the ring;
• a current/field ramp-up till the extraction level, in a fixed time;
• a flat-top level (depending on the particular therapy cycle the patient must be sub-
ject to) during which the slow extraction takes place and the particles are extracted
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from the ring; this level does not necessarily coincides with the maximum current
level;
• a ramp-up till the maximum field/current value, for a correct magnet “standard-
ization”; no particles are in the ring during this phase of the cycle;
• a ramp-down to the starting bottom level.
Figure 7.1: Magnets cycle
To achieve the above magnets behavior, the power supply has to satisfy some tight
constraints. In particular, it has to track very high current references (maximum output
current of 3000 A) with tracking error smaller than 5 ppm with respect to full scale (see
table 7.1 for the complete power supply specification).
7.2 Topology
The stringent specification on CNAO synchrotron ring power supply includes two key
requirements: high load current and small ripple and tracking error with respect to the
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Figure 7.2: Topology of CNAO synchrotron power supply
specified reference.
The high requested current can be supplied by a thyristors-based power converter (in
particular a twenty-four pulses SCR rectifier); nowadays, thyristors are the only control-
lable power device capable to work properly in so high current and voltage conditions.
Unfortunately, they introduce high ripple in low load current conditions and their band-
width is very small. Therefore, the small tracking error requirement cannot be satisfied
using a twenty-four pulses SCR rectifier alone. The adopted solution consists in adding
an Active Power Filter (APF) which cooperates with the 24-pulses rectifier in order to
improve the tracking error capability of the system when the current reference is small or
rapidly variable.
A first power converter design was characterized by a series connection between the
APF and the 24-pulses rectifier. This choice required the addition of a transformer for the
necessary APF DC-link electrical insulation: otherwise in the case of APF not inserted,
the APF DC-link would be charged indefinitely. The series solution was soon discarded
because the saturation of transformer complicated the control structure. In final power
converter topology (fig. 7.2) a parallel connection has been preferred for the APF: in
this way no additional transformer is needed and control structure is simpler. Moreover,
using a suitable reconfigurable control, the parallel connected APF can be disconnected
when necessary without mining the system stability.
In summary, the main components present in CNAO power supply topology are: a
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24-pulse SCR-rectifier; an IGBT-based Active Power Filter; a digital control system (im-
plemented on DSP and FPGA) controlling the 24-pulses and the APF output currents; a
very accurate DCCT sensor (specifically designed for this application); a protection sys-
tem (crow-bar) to discharge the load stored energy on the load itself.
7.2.1 Twenty-four pulse rectifier
The twenty-four pulse SCR-rectifier is made up of two∆ext-∆ext-∆ext three-phase trans-
formers, four six pulse thyristor bridges and a suitable passive low-pass filter. The pri-
mary windings of the transformers are parallel connected, consequently the nominal pri-
mary voltage is 15 kV, that is the voltage of medium voltage distribution network that
power all the CNAO structure. The secondary windings are series connected. The re-
quested output voltage of each secondary winding can be easily calculated given the
maximum output voltage of the power converter Vmax and the voltage drops in trans-
formers and HV/MV line Vlinedrop. The specification’s worst case has been considered,
that is a -10% on primary nominal voltage:
V2(rms) =
Vlinedrop
2
+
1
0.9
( |Vmax|
2
· pi
3
√
2
)
∼= 690V
The low-pass filter dimensioning is performed to compensate the maximum load
voltage ripple that is reached for a firing angle α = 90◦ of the thyristor bridge. In this
case the output voltage waveform is a sawtooth with amplitude peak to peak of 976 V
at frequency of 600 Hz. A LPF with resonance frequency of 145 Hz, Adb = −24 dB at
f = 1200 Hz and Adb = −35.5 dB at f = 2400 Hz is chosen. The resulting inductors,
capacitors and resistors parameters are:
LFi1 = LFi2 = 3.2mH
C1 = C3 = 1.2mF
C2 = C4 = 300µF
R1 = R3 = 0.7288Ω
R2 = R4 = 25mΩ
7.2.2 Active Power Filter
The APF is built by four modules series connected, each module being a four quadrant
full bridge. The main stage of each module is a six pulses IGBT rectifier with a low pass
filter whose resonance frequency is 70 Hz.
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Figure 7.3: Simplified equivalent electrical circuit of the plant
The sizing of DC-link capacitor is estimated assuming that the output current in the
worst case can be approximated to a ramp with a slope of 267A/s for Tramp = 300 ms.
Hence, balancing the involved energies, the DC-link capacitance is:
CDC = 4
2EDC
(4.4VDC +∆V )2 − (4.4VDC)2 = 15mF
where VDC = 444V is the nominal DC-link voltage of each module and EDC = 688J is
the energy that has to be stored in DC-link in the worst case.
As in twenty-four pulse rectifier, considering the voltage drop on APF lines Vlinedrop,
the nominal secondary output rms voltage can be calculated:
V2APF (rms) =
piVDC
3
√
2
+ Vlinedrop = 346V
7.3 System model and Control Design
The aim of the control system design is to develop a closed loop control system suitable
to be implemented on a DSP board. The design of the control system in the discrete time
plays a fundamental role to satisfy the tight specification on CNAO power supply. To as-
sure enough safetymargin on the control system reliability, a sample period Ts=100µs has
been chosen, i.e. a frequency of 10 kHz. Moreover, plants and regulators have been dis-
cretized using the ZOH method.
The design of a good control algorithm needs a previous modelling phase. In fig-
ure 7.3 a simplified electrical equivalent circuit of the plant is presented: from a control
point of view the series connected dipole magnets constitute a single load with resistance
(including cables) Rload = 79.24mΩ and inductance Lload = 199.1mH.
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Figure 7.4: Structure of Cascade controller
Assuming the following state variables:
x1 = i
x2 = vload
x3 = iLF
x4 = iAPF
x5 = vC1
and the following controlled variables:
u1 = v24
u2 = vAPF
the state space equation of the system is defined as follows:
x˙ = Ax+Bu
where
x = [x1, x2, x3, x4, x5]
T ,
u = [v24, vAPF ]
T ,
A =


−RloadLload
1
Lload
0 0 0
− 5CFi −
5
CFiRCFi
5
CFi
5
CFi
5
CFiRCFi
0 − 1LFi 0 0 0
0 − 1LAPF 0 0 0
0 54CFiRCFi 0 0 −
5
4CFiRCFi

 ,
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B =


0 0
0 0
1
LFi
0
0 1LAPF
0 0

 .
Denoting with i∗ = x∗1 the reference for the current running through the magnets, the
goal of the CNAO controller is to generate the right controlling input u able to track i∗
with a maximum error equal to ±0.015 A.
The developed solution is a cascade controller (see figure 7.4). It is composed by
three nested loops, with the inner one composed by other two parallel loops, that will be
analyzed one by one in the next paragraphs.
7.3.1 Outer loop
The outer loop has to generate a correct reference v∗load = x2 for the intermediate loop
when the reference i∗ is given and the tracking error is computed. The considered plant,
obtained by a simple voltages balance on the load, is:
x˙1 =
1
L
(x2 −Rx1).
Since the controller has to track a linearly growing current reference it must contain a
double integrator. The controller zeros have been placed to ensure a bandwidth as large
as required by the current error requirements with the assigned current references.
The resulting regulator is:
R1(s) =
10
93
20
s2
(1 + s
L
R
1.1)(1 +
s
2pi30
)
The plant G1(s) and the regulator R1(s) transfer functions are discretized by means of
the zero order hold method with sampling time Ts = 10
−4 sec. The Bode diagram of the
resulting loop function is shown in fig. 7.5.
As the reference trajectory and the relation between the state variables x1 and x2
are well known, performance can be improved by adding a feedforward action, i.e. by
adding to the output of R1(s) the sum Rx
∗
1 + Lx˙
∗
1.
7.3.2 Intermediate loop
When the reference for the load voltage x∗2 is given, next step is to compute the amount
of current that has to be drawn from the 24 pulse rectifier and from the APF. Applying
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Figure 7.5: Bode diagram of outer loop regulator
Kirchoff’s current law we obtain:
xs = x1 + xZCFi = x3 + x4
where xZCFi is the current flowing into the two branches in parallel with the load and
the value the intermediate controller must generate, as x1 is given.
So, the plant, in the Laplace domain, is:
G2(s) = ZZCFi(s) =
X2(s)
XZCFi(s)
=
= (RCFi +
4
5sCFi
)//(
1
5sCFi
)
The discretized designed controller is:
R2(z) = 0.89125
The Bode diagram of the loop function R2(z)G2(z) is reported in fig. 7.6.
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Figure 7.6: Bode diagram of intermediate loop regulator
7.3.3 Inner loops
The sum xs between the actual value of x1 and the computed value of xZCFi is the refer-
ence for the inner loop. However this current cannot be entirely supplied only by the 24
pulse rectifier due to its limited bandwidth . So, the separation between low frequency
components, that will be tracked by the 24 pulse rectifier, and high frequency ones, that
will be tracked by the APF, is required. This result is obtained by lowpassing the refer-
ence x∗s with a 1
st order low pass filter, having cut frequency at 70 Hz:
LPF (z) = 48.327 ∗ 10−5 (z + 0.9793)
(z − 0.9691)2 .
The LPF output will be x∗3. Subtracting it from xs, x
∗
4 is given too.
The system to be controlled by the 24 pulse rectifier controller is:
x˙3 =
1
LFi
(v24 − x2)
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Defining x˜3 = x3 − x∗3, the controlling voltage v24 is given by:
V24 = X2(z)−R3(z)X˜3(z)
where:
R3(z) = 1.0042
z − 0.9937
z − 1 .
The Bode diagram of the resulting loop function is shown in fig. 7.7.
Figure 7.7: Bode diagram of 24 pulse rectifier loop
Similarly, for the Active Power Filter the system is:
x˙4 =
1
LAPF
(vAPF − x2)
Defining x˜4 = x4 − x∗4, the controlling voltage vAPF is given by:
VAPF = X2(z)−R4(z)X˜4(z)
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where:
R4(z) = 1.3343
z − 0.9813
z − 0.9969 .
The Bode diagram of the resulting loop function is shown in fig. 7.8.
Figure 7.8: Bode diagram of APF loop
7.4 Simulations Results
To test the topology and the adopted control strategies, extensive simulations have been
carried out using Matlab and Simulink.
A Simulink model of the system has been implemented using SimPowerElectronics
components initialized with parameters of table 7.1. The system has been tested with the
whole set of current references, each one made up of constants or ramps connected by
5th order polynomial curves with no discontinuities in the first and second derivative
(see fig. 7.1). For simulation purposes, these analog signals have been approximated to
100 KHz sampled signals (ten times the digital controller operating frequency).
All the tests have been performed both in nominal Vline conditions and in critical
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Vline conditions when input mains voltage can be either 110% or 90% of nominal value
(respectively fig. 7.9 and 7.10). Finally a test with Vline equal to 90% the nominal value
and a 5% load derating has been carried out (fig. 7.11).
Factory tests are scheduled before the end of 2006.
Figure 7.9: Total load current error (ripple and linearity error), case with Vline at 110%.
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Figure 7.10: Total load current error (ripple and linearity error), case with Vline at 90%.
93 7.4 Simulations Results
Figure 7.11: Total load current error (ripple and linearity error), case with Vline at 90%
and 5% load derating.
Conclusions and Final Remarks
This work deals with a novel control approach based on the extension of Internal Model
Principle to the case of periodic switched linear exosystems. This extension, motivated
by the power electronics application described in chapter 7, has proven to be a challeng-
ing control problem mainly due to the fact that the observability properties of switched
systems can change at switching instants. A final assessment of the so-called Switching
Linear Internal Model (SLIM) approach is still not available but many preliminary results
and, above all, the first analyses on the sensitivity performances, motivate further efforts
towards the goal of a comprehensive design method.
The first issue concerning the SLIM control that has been tackled is the problem of
synthesizing a periodic switched linear generator for a given periodic reference (chap-
ter 1). A solution exhibiting a parallel structure has been provided and the problems
connected with a minimization procedure of this solution has been described. The main
asset of this solution is that its design procedure is very simple and can be applied to
all the infinite-harmonics references considered for the SLIM approach whereas its more
problematic drawback is its intrinsical partial observability and possible undetectability.
Due to its universal applicability, the parallel structure has been considered as the
exosystem model in all the subsequent problems regarding the SLIM control. In chapter
2 a first step towards a general procedure for the stabilization of SLIM controller has been
done by solving the problem of asymptotic observer of the exosystem state. Two different
sufficient conditions for the asymptotic stability have been provided and if, on one hand,
the first condition has been proved to be unfeasible, on the other hand, an effective design
procedure based on the second condition has been illustrated.
The novel approach to obtain finite time convergence in the observers that has been
developed in recent years by Allgo¨wer et al. has been successfully applied to asymp-
totic observer of the exosystem state (chapter 3). By exploiting the periodicity of state
trajectory the original solution involving two asymptotic observer has been simplified
by using a single switched observer. Both a finite-time observer exhibiting an impulsive
behavior and a non impulsive observer have been described underlining the possible use
of non impulsive solution for a model predictive-like estimation of unknown inputs.
The results on asymptotic observer of the exosystem state has been exploited in two
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control schemes achieving the asymptotic tracking of infinite-harmonics periodic refer-
ences on LTI systems (chapter 4). In particular the problem of the extension of the regula-
tor equations to the switching case has been considered and some considerations on the
convergence of the solutions of the Differential Sylvester Equation have been reported.
A preliminary approach to the stabilization of SLIM controllers by exploiting the results
on asymptotic observers has been illustrated in the second proposed control scheme. A
singular perturbation formulation has been proposed to infer the stability of the con-
troller for “sufficiently fast” LTI plants and, even no theoretical result are yet available,
this approach is supported by simulations.
Since the general problem of stabilization for the SLIM approach seems very involved,
a confirmation of the initial guess about better performances in terms of sensitivity to
disturbances with respect to other control approaches was needed to motivate further
efforts. A preliminary sensitivity analysis has been carried out in chapter 5 by using
ad hoc tools to compare the sensitivity functions of a LTI controller (Repetitive Learn-
ing Control) and a time variant controller (SLIM control). The results of the simulations
have confirmed the expectations on the sensitivity behaviour of the SLIM control with
respect to the RLC and this fact motivates further researches to achieve a complete and
comprehensive extension of the Internal Model principle to the switching case
From an applicative point of view, in this thesis two advanced control applications
coming from the world of high energy physics have been presented. The Diamond
Booster control, which has been described in chapter 6, is a classic application of the
Internal Model Principle. An interesting problem that has been successfully solved in
this applications is the control of DC-Link where, differently from many other power
electronics applications, the voltage trajectory has not be imposed to be constant but has
only been maintained inside safety bounds. In CNAO Storage Ring Dipole power sup-
ply a control guaranteeing a practical regulation of a infinite-harmonics reference within
very strict error bounds have been provided. The SLIM control is expected to improve
this performances and, at the same time, to reduce the control effort that in this case is
considerable.
Future developments
Many open issues remain in the field of Switched Linear Internal Model control. The
most important and urgent question that have to be solved certainly is the problem of
stabilization. The first step in this direction may be the extension of the singular pertur-
bations method to the switching case which would ensure the asymptotic stability on a
class of LTI plants. Nevertheless once it would be achieved, this should not be consid-
ered a resolutive result since the frequential separation needed in this approach cannot
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be achieved in all practical applications. Moreover, even the results on asymptotic ob-
servers that have been presented in chapter 2 cannot be considered a final mark because
the proposed design procedure leads to very conservative observers that could consider-
ably amplify the measurements noise. Since the second condition for asymptotic stability
is only a sufficient condition, further researches for a less conservative result may be car-
ried out.
A second topic that is closely related with the stabilization of the controller is the the
study of the convergence properties of the Differential Sylvester Equation. In particular
the results on Linear Periodic Systems have to be extended to the switching case and the
non-minimum phase case have to be considered.
Besides the stabilization problem, another field in which many improvements can
be carried out is the reduction of sensitivity to external disturbances. Only preliminary
studies on the concatenation between the system have been effectuated and this seems a
promising approach to cope with the problem of spikes at switching instants. Moreover
the L∞-gain function represent a very conservative estimation of the sensitivity of the
system and more sophisticated tools may be considered.
Throughout this thesis the switching instants are supposed to be known and all the
stability results are based on this hypothesis. In real world applications this need not
be the case and an extension in this sense is certainly desirable. This problem has been
tackled in the world of observers for switched systems and solutions involving Fault
Detection techniques have been provided. Nevertheless, this “detector of switching in-
stants” could complicate the stabilization problem since it intrinsically introduces a delay
that should be taken into account.
Another open problem that has been briefly discussed in chapter 1 is the minimiza-
tion of exosystem structure and the research of observable continuous-state switching
realization. In general the system that defines the matrices for basis transformation is
nonlinear due to the non-singularity condition and its solution is not straightforward. In
the cases in which the system has not solution an higher order exosystem can be consid-
ered and the problem of determining the order of a minimum realization automatically
raises.
Finally, when the stabilization problem will be solved, a comparison of the SLIM con-
trol with the exisisting control on the motivating example of CNAO storage ring dipole
magnet power supply is desirable to enlighten the properties of the novel control ap-
proach.
Appendix A
Basic results on switched linear
systems
This chapter briefly introduces some basic results on switched linear systems,
with a particular concern on the topics related to stability and the controllabil-
ity/observability using a Lyapunov approach.
I
N order to make the description of the SLIM control approach clearer and more fluent,
some basic results on switched linear systems will be presented in this chapter.
A switched system is a dynamical system which consists of a finite set of subsystems
and a rule that alternatively activate one subsystem of the set. Under the denomination
of “Differential equations with Discontinuous Right-hand side”, switched systems have
been studied since the begin of twentieth century (see for example Carathe´odory’s works
on uniqueness of the solution or the fundamental work of Filippov [FILIPPOV 1988]),
anyway it is in the last two decades of the century that the interest in this class of systems
exploded, originating an acceleration in the development of new techniques for analysis
and synthesis and introducing these new results in applications.
In the last years the literature about switched systems has been growing up expo-
nentially and many different frameworks have been proposed both for analysis and
synthesis. A list of the more relevant contributions includes the Sliding Mode control
([UTKIN 1992]), the Stochastic Switching Systems ([BOUKAS 2005]), the “jump-flow” frame-
work and the graphical convergence ([GOEBEL 2006]), the Multiple Lyapunov Functions
approach ([BRANICKY 1998], [YE 1998b]). For a general overview on the topics related
to the switched systems we refer to the recent books by Liberzon ([LIBERZON 2003]), Sun
and Ge ([SUN 2005]) or Li, Soh and Wen ([LI 2005]).
The aim of this chapter is not to provide a comprehensive survey but to focus on the
tools which are used in the theory of Switched Linear Internal model control. For this
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reason some topics such as the Sliding Mode control and the stability under arbitrary
switching will not be considered in the following although they very important in the
world of switched system.
One last question that have to bementioned before beginning our survey concerns the
terminology. Many authors speakwithout distinction of “hybrid systems” and “switched
systems” and this could be misleading in some cases. This ambiguity is probably due to
the fact that switched systems have historically been the first hybrid systems to be stud-
ied. Anyway if one accepts the more general definition of hybrid system as “dynamical
systems that inherently combines logical and continuous processes”, it becomes clear that
the set of switched systems is a proper subset of the set of hybrid systems. Although in
this work this distinction will be maintained, we inform the reader that in some of the
referenced papers the ambiguity still remains and that, in that cases, the term “hybrid
system” is always a synonym of “switched system”.
A.1 Switched Dynamical Systems
Althoughmore general descriptions have been used (for example the concept of motions,
see [YE 1998b]), a (continuous) switched system is usually described as:
x˙(t) = fσ(t)
(
x(t), u(t)
)
x(0) = x0
y(t) = hσ(t)
(
x(t)
) (A.1)
where x(t) ∈ Rn is the state, u(t) ∈ Rm is the input and y(t) ∈ Rp is the output. The func-
tion σ(t) : R → P is usually called switching function (or switching rule) and is a piecewise
right-continuous function with values taken in the index set P = {1, 2, 3, . . . , N}.
In general, the switching function may depend on the time, its own past value, the
state/output and/or possibly an external signal as well.
σ(t) = ϕ
(
t, σ(t−), x(t), y(t), z(t)
)
(A.2)
where z(t) is an external signal produced by other devices. If σ(t) = i, then we say that
the i-th subsystem is active at time t. It is clear that at any instant there is one (and only
one) active subsystem.
The instants t0 < t1 < . . . < tk < . . . such that σ(t
−
i ) 6= σ(ti) are called switching
instants and the sequence of active indexes [σ(t0), σ(t1), . . . , σ(tk), . . .] is called switching
sequence.
In order to prevent the occurring of phenomena like sliding modes and Zeno behav-
ior that involve the concept of differential inclusion, the following assumption on σ(t) is
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required.
Assumption I In a finite time interval [τ1, τ2], the switching function σ(t) has a finite number
of switchings. That is
∆T = inf
k
{tk+1 − tk} > 0 (A.3)
This fact guarantees that the solution of the switched system (A.1) does not require a
Filippov solution but a simple Carathe´odory solution.
When all the subsystems (fk, hk) are linear time-invariant systems, the system (A.1)
is termed switched linear system and can be written as
x˙(t) = Fσ(t)x(t) +Gσ(t)u(t) x(0) = x0
y(t) = Hσ(t)x(t)
(A.4)
where Fk, Gk, Hk are linear mappings in appropriate spaces.
Even if most of the literature on switched systems is based on the hypothesis of that
x(t) is continuous, some authors consider systems with impulse effects (see [YE 1998a],
[LI 2005], [XIE 2006], [GOEBEL 2006], [GU 2009]). In this framework the system be-
comes (σ(t) is left-continuous):
x˙(t) = Fσ(t)x(t) +Gσ(t)u(t) when σ(t
+) = σ(t)
x˙(t+) =Mσ(t)x(t) +Nσ(t)u(t) when σ(t
+) 6= σ(t)
y(t) = Hσ(t)x(t)
(A.5)
The presence of the so-called “reset of the state” (or jumps in Teel’s framework), which
is described by the second equation of (A.5), leads to more conservative results on sta-
bility with respect to standard switched systems. Since the current formulation of SLIM
approach has the continuity of the state trajectories among its basic assumptions, the
results on impulsive systems, though very significant, are not presented in this chapter.
A.2 Stability
The stability properties of a switched system Σ cannot be simply reduced to the stability
properties of his subsystems but strongly depend also on the switching function. This
following example ([BRANICKY 1998]) shows how two globally asymptotically stable
systems can produce an unbounded trajectory when combined by means of a suitable
switching law.
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Figure A.1: State trajectory of Example 1.1
Example 1.1 (Unstable trajectory of switched stable systems)
x˙(t) = Aσ(t)x(t) where x(t) =
(
x1
x2
)
and σ(t) ∈ {1, 2} (A.6)
where
A1 =
(
−1 10
−100 −1
)
A2 =
(
−1 100
−10 −1
)
σ(t) =
{
1 when x1x2 6 0
2 when x1x2 > 0
The results on stability of switched systemsmay be classified depending on the nature
of their switching function: completely known and periodic, completely known and a-
periodic, arbitrary, with minimum dwell time and so on. In the following some of the
more meaningful results on stability of switched systems will be illustrated maintaining
this classification on their switching law.
103 A.2 Stability
A.2.1 Stability under known periodic switching
The early results on the stability of switched systems were obtained by Willems
([WILLEMS 1970]) in the ambit of switched periodic systems and then extended by Ezzine
and Haddad ([EZZINE 1989]). Actually, the Willems theorem is a straightforward exten-
sion to switched systems of the well known condition on monodromy matrix used in
periodic systems.
Theorem 1.2 (Willems 1970, [WILLEMS 1970]) Consider the periodic switching linear sys-
tem described by the following equation.
x˙(t) = Fσ(t)x(t) +Gσ(t)u(t) x(0) = x0, σ(t) = σ(t+ T )
y(t) = Hσ(t)x(t)
(A.7)
and denote with δti the time interval during which σ(t) = i (
∑N
i=1 δti = T ).
The null solution of (A.7) is uniformly asymptotically stable if and only if the eigenvalues
of the matrix
ϕ(t0 + T, t0) =
1∏
i=N
exp(Fi δti)
is Shur (i.e. have all eigenvalues less than 1). It is unstable if at least one eigenvalue of this matrix
has magnitude greater than 1.
The necessary and sufficient condition found by Willems is not very useful when the
target is to stabilize an unstable system since it does not depends directly on the stability
parameters of the subsystems such as the eigenvalues.
For this reason, the extension of Ezzine and Haddad is preferable in stabilization
problems, though it is only a sufficient condition.
Theorem 1.3 (Ezzine and Haddad, [EZZINE 1989]) The null solution of (A.7) is uniformly
asymptotically stable if ∑
i
µ(Fi)
δti
T
< 0
where µ(Fi) = maxλ
(
Fi+F
T
i
2
)
. The symbol λ(A) denotes the spectrum of matrix A.
This sufficient condition exploits the logarithmic norm (or measure of a matrix) that
was introduced in the Fifties separately by Lozinskij ([LOZINSKIJ 1958]) and Dahlquist
([DAHLQUIST 1959]).
Definition 1.4 The logarithmic norm of a matrix A (measure of a matrix A) associated with
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the matrix norm ‖·‖ is defined by
µ(A) = lim
θ→0+
‖I − θA‖ − 1
θ
In particular, when the associated norm is the euclidean one (2-norm), the logarithmic norm of
matrix A becomes:
µ2(A) = lim
θ→0+
‖I − θA‖2 − 1
θ
= maxλ
(
A+AT
2
)
It is important to note that, unlike theorem 1.2, theorem 1.3 does not rely on the peri-
odicity of the system and therefore can be applied to general switched systems.
A.2.2 Stability under known switching
In the Twentieth century the Lyapunov theory has definitely been the most used tech-
nique to study the stability properties of dynamical systems. Anyway the sufficiency
of Lyapunov criteria requires that, in order to demonstrate the stability of a system, a
Lyapunov function for that system has to be found. In the case of switched systems
the requirements on continuity and differentiability of the classical Lyapunov functions
makes the research very difficult.
For this reason, since the end of the eighties, many authors ([PELETIES 1991],
[WICKS 1994], [BRANICKY 1998], [YE 1998b], [WICKS 1998], [LIBERZON 1999a],
[PETTERSSON 1996]) have extended the Lyapunov theory by using multiple Lyapunov-
like functions concatenated together to produce a nontraditional (piecewise continuous
and piecewise differentiable) Lyapunov function. The problem of finding the Lyapunov
function in this way reduces to the research of a Lyapunov-like function for each subsys-
tem and the check of some additional properties holding at the switching instants.
Since its advent the MLF technique has been the most used approach to study the
stability of switched systems when the switching law is known. One of its more im-
portant features is that it can be used indifferently both for state-driven switching and
for time-driven switching. Anyway in the case of time-driven switching, some authors
([CHENG 2004], [CHENG 2005]) recently returned to analyze the stability by using the
properties of the norms and thus expanding the ideas of Ezzine and Haddad
([EZZINE 1989]).
In the following both the approaches will be presented.
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Multiple Lyapunov Functions
From point of view of the switching law, the results that involves the so-called Multiple
Lyapunov Functions do not assume the periodicity of switching function (as in theorem
1.2) but still postulate his perfect knowledge.
The systems that are considered in this approach are free nonlinear systems of the
form
x˙(t) = fσ(t)x(t) x(0) = x0 (A.8)
where all the fi are Lipschitz continuous mappings of R
n in Rn. In this framework the
switching law is usually represented as an (anchored) switching sequence Σ indexed by the
initial state x0.
Σ = {x0; (i0, t0), (i1, t1), . . . , (ik, tk) . . .} , tj ∈ R, ij ∈ P = {1, 2, . . . , N} (A.9)
Σ is such that σ(t) = ij for t ∈ [tj , tj+1]. The presence of initial state x0 assures that the
switching sequence can model both the case in which σ(t) is a function of the time and
the case in which σ(t) is a function of the state.
Given a switching sequence Σ, the symbol Σ|i = {ti0, ti1, ti2, . . .} denotes the sequence
of all the switching times in which the i-th subsystem is “turned on” or “turned off”: the
even terms of the sequence (ti0, t
i
2, t
i
4, . . .) represent the “switching on” instants and the
odd terms (ti1, t
i
3, t
i
5, . . .) represent the “switching off” instants. Given a strictly increasing
sequence of times T = {t0, t1, t2, . . .}, the interval completion of sequence T is defined as :
I(T ) =
⋃
j∈Z+
[t2j , t2j+1]
whilst the even sequence E(T ) is the subsequence made up of all the even terms of T ,
E(T ) = {t0, t2, t4, . . .}. The solution of (A.8) corresponding to the switching sequence Σ
will be denoted with the symbol xΣ(t).
The Multiple Lyapunov Functions approach is based upon the concept of Lyapunov-
like functions ([PELETIES 1991], [BRANICKY 1994], [BRANICKY 1998]).
Definition 1.5 (Lyapunov-like function) Given a sequence of strictly increasing times T in R,
a function V (x) ∈ C1 [Rn,R+] is called Lyapunov-like for trajectory x(t) if:
i. V˙
(
x(t)
)
6 0 for t ∈ I(T )
ii. V
(
x(t)
)
is monotonically nonincreasing on E(T )
Remark The difference between a traditional Lyapunov function and a Lyapunov-like
function is that, while a Lyapunov function is negative definite in the domain, a Lyapunov-
like function may even be increasing outside I(T ).
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Figure A.2: Example of proposition 1.6. With respect to this particular switching law all
the Vis are Lyapunov-like functions.
The concept of Lyapunov-like function is used by Branicky ([BRANICKY 1994],
[BRANICKY 1998]) to demonstrate the following stability criterion.
Proposition 1.6 (Branicky, [BRANICKY 1994]) Consider a set ofN positive definite functions
Vi and a vector field x˙(t) = fix(t) such that fi(0) = 0. Let S be the set of all the switching
sequences associated with the system. If for each Σ ∈ S it holds that, for all i, Vi is a Lyapunov-
like function for xΣ(t) over Σ|i, then the equilibrium x = 0 of the system (A.8) is stable in the
sense of Lyapunov.
Remark When the number of subsystemsN is 1, the proposition 1.6 reduces to standard
Lyapunov stability criterion.
In order to extend the Branicky’s results, Hou, Michel and Ye introduced in the late
nineties the concept weak Lyapunov-like functions ([HOU 1996], [YE 1998b]) in which the
first property of Lyapunov-like functions is replaced by a less restrictive condition.
Definition 1.7 (weak Lyapunov-like function) Given a sequence of strictly increasing times T
in R, a function V (x) ∈ C1 [Rn,R+] is calledweak Lyapunov-like if:
i. there exists an h ∈ C(R+, R+) satisfying h(0) = 0 such that
V
(
x(t)
)
6 h
(
V
(
x(t2j)
))
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for all t ∈ (t2j , t2j+1) and all j ∈ Z+
ii. V
(
x(t)
)
is nonincreasing on E(T )
The sufficient condition of proposition 1.6 can be relaxed by requiring that the Vi are
weak Lyapunov-like functions instead of Lyapunov-like functions.
Proposition 1.8 (Hou-Michel-Ye, [HOU 1996]) Consider a set of Vis, a vector field fi and a
set S as in Proposition 1.6. If for each Σ ∈ S it holds that, for all i, Vi is a weak Lyapunov-like
function for xΣ(t) overΣ|i, then the equilibrium x = 0 of the system (A.8) is stable in the sense
of Lyapunov.
Proposition 1.8 can be further extended by using multiple functions Vik for each sub-
system x˙ = fix and by allowing that the condition fi(0) = 0 does not hold only for all the
vector fields fi but only for a subset of fi ([PETTERSSON 1996], [PETTERSSON 1997]).
In order to guarantee the asymptotic stability of the equilibrium point, Proposition 1.8
have to be enriched by a third condition thus obtaining the following proposition.
Proposition 1.9 (Hou-Michel-Ye, [HOU 1996]) If in addition to assumptions in Proposition
1.8, the following condition is satisfied for all the functions Vi
iii. DVi
(
x(ti2j)
) △
=
1
ti2j+2 − ti2j
(
Vi
(
x(ti2j+2)
)− Vi(x(ti2j))) 6 −ϕi (∥∥∥xi2j∥∥∥)
for all j ∈ Z+, ϕi of class K and where Σ|i =
{
ti0, t
i
1, . . .
}
, then the equilibrium x = 0 of the
system (A.8) is asymptotically stable.
A different more restrictive condition for asymptotic stability can be found in
[BRANICKY 1998] and [LIBERZON 1999a]: in that case the Vi are required to be decreas-
ing in I(Σi) similarly to definition 1.5.
Stability analysis and stabilization of switched systems by using the properties of the
norms
The recent results that exploits the properties of the norms and of the matrix exponentials
are confined mainly to the world of linear switched systems with time-driven switching
laws. Though their field of application is very small if compared to the Multiple Lya-
punov Functions approach, these recent techniques are very important since they pro-
vide constructive methods for the stabilization both for systems with known switching
functions and systems with dwell-time properties.
Consider the theorem 1.3. It is based on the so called Coppel Inequality ([COPPEL 1975,
p. 41]).
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Proposition 1.10 (Coppel Inequality) LetA(·) : [t0,+∞)→ Cn×n be locally integrable. Then
the solution of
x˙(t) = A(t)x(t) x(t0) = x0, x0 ∈ Rn
satisfies the inequalities:
|x0| e−
∫ t
t0
µ(−A(s))ds
6 |x(t)| 6 |x0| e
∫ t
t0
µ(A(s))ds
(A.10)
where the symbol µ(A) represents the measure of matrix A, i.e.
µ(A) = lim
θ→0
‖I − θA‖ − 1
θ
(A.11)
The upper bound of the Coppel Inequality is very conservative and leads to conser-
vative sufficient conditions (as, for example, theorem 1.3). If matrix A is Hurwitz and the
system is LTI, the following upper bound on the transition matrix, which is well-known
in System Theory can be exploited.
∥∥eAt∥∥ 6 Me−λt for some λ > 0 (A.12)
where M = ‖TJ‖ ‖TJ‖−1 and TJ is the matrix of generalized eigenvectors of A, i.e.
T−1J ΩTJ = J , where J is the Jordan canonical form of A.
By replacing the Coppel inequality with this bound in theorem 1.3, a novel sufficient
condition for switched systems where all the subsystems are stable can be easily found.
The main work that has been done in the last years ([FANG 2002], [CHENG 2004],
[CHENG 2005]) has been the estimation of the dependance of M from λ in presence of
state feedback in order to obtain conditions for the stabilization. As it can be inferred
from the references, the bound of equation A.12 is important both for known and for
stochastic switching laws.
Proposition 1.11 (Cheng et al., [CHENG 2004]) Consider two matrices A ∈ Rn×n and
B ∈ Rn×m such that the pair (A,B) is controllable. Then for any λ > 0 there exist a matrix
K ∈ Rm×n such that ∥∥∥e(A+BK)t∥∥∥ 6 MλLe−λt (A.13)
where L = 12(n− 1)(n+ 2) andM is a constant that is independent from λ
The independence from λ is the key point for the stabilization. Roughly speaking
since limλ→+∞Mλ
Le−λt = 0 for any L and M and being the pair (A,B) controllable,
there certainly exists a matrix K for which the transition matrix between two switching
instants is less than 1.
This is the rationale that is behind the following proposition that is included in this
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section as a result deriving from 1.11 though it actually can be considered a result on
systems with dwell-time (the frequency f is in certain way the reciprocal of dwell-time).
Proposition 1.12 Consider the linear switching system of equation (A.4). Let f the frequency
of switching function σ(t) defined as:
f = lim sup
t→∞
{number of switches in [0,t]}
t
If all the pairs (Fi, Gi) is controllable then for a given positive number α, there exist a set of
matrices {Ki : i = 1, . . . , N} such that for any frequency f 6 α, the switched linear system
(A.4) is exponentially stable under the state feedback u(t) = Kσx(t).
A.2.3 Stability of switched systems with dwell time
The results on stability that have been presented in the previous sections are based on
the fundamental assumption of the perfect knowledge of the switching function σ(t).
However, in many applications the switching function is not a-priori known but there
is rather a lower bound on the interval between two consecutive switchings which is
usually called dwell time ([MORSE 1996], [HESPANHA 1999], [ZHAI 2000], [ISHII 2002],
[DE PERSIS 2002], [MITRA 2004], [WIRTH 2005], [NI 2008]). Although the results about
this class of systems are not directly used in the Switched Linear Internal Model control,
the problem of the stabilization of the observer at first sight may look very similar espe-
cially to the case with stable and unstable sytems ([ZHAI 2000]). In order to emphasize
the difference, a brief overview of the results on stability with dwell timewill be provided
in the following.
Consider a free switched linear system
x˙(t) = Aσ(t)x(t) (A.14)
where all the matrices Ai have negative eigenvalues. From standard results it follows
that, for all i, there exist two positive numbers αi and βi such that:
∣∣eAit∣∣ 6 eαi−βit
Let τD be a positive number satisfying
τD > sup
i∈P
{
αi
βi
}
and consider the set S[τD] of all the switching functions with interval between consecu-
tive discontinuities no smaller than τD (dwell time).
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Proposition 1.13 (Morse, [MORSE 1996]) For any σ(t) ∈ S[τD] the system (A.14) is expo-
nentially stable with a decay rate β no larger than the decay rates βi.
In recent years the concept of dwell time has been losing popularity in favour of the less
restrictive concept of average dwell time introduced by Hespanha and Morse
([HESPANHA 1999]). For each switching signal σ(t) and each t > τ > 0, let Nσ(t, τ)
denote the number of switchings occurred in the open time interval (τ, t). For given N0,
τD > 0, the symbol Save[τD, N0] denote the set of all the switching functions for which
Nσ(t, τ) > N0 +
t− τ
τD
The constant τD is called the average dwell time and N0 the chatter bound.
For the systems with average dwell time the proposition 1.13 can be extended in the
following way.
Proposition 1.14 (Hespanha-Morse, [HESPANHA 1999]) If there exists a positive constant
β0 such that, for all i ∈ P , the matrix Ai + β0I is Hurwitz then for any β ∈ [0, β0) there exists a
finite constant τ∗D such that the system (A.14) is exponentially stable over σ(t) ∈ Save[τD, N0],
with stability margin β, for any average dwell time τD > τ
∗
D and any chatter bound N0 > 0.
In the last decade, this result has been extended for example to nonlinear systems
(the same [HESPANHA 1999] or [DE PERSIS 2002]) and to systems with stable and un-
stable subsystems ([HU 1999], [ZHAI 2000]) In the latter case the main idea to achieve
the stability in the latter case is to require that the stable subsystems stay active longer
than unstable ones. The ratio between “total activation time” of stable systems and “total
activation time” of unstable systems depends on the exponential growth rates and decay
rates of the subsystems.
A.3 Observers of Switched Systems
Besides the results on stability, another important thread that has been developed in the
world of switched systems is that of the observers of the state. The first studies in this
field me be considered those of Ackerson and Fu ([ACKERSON 1970]) that extended the
work of Kalman to obtain an optimal observer for Markov Jumping discrete systems.
Anyway, as well as for the other topics in switched systems, it was the last decade that
the growing interest in this class of systems impressed a considerable acceleration in the
research of general results both for linear and nonlinear systems.
Similarly to what happens for the stability, the contributions on the observers can
be classified depending on the knowledge of the switching function: a-priori known,
available for feedback, to be estimated as well as the continuous state.
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In the current formulation of the SLIM approach the switching law is assumed to be
a-priori known. The removal of this assumption by using the results on discrete state
estimation will probably be one of the first improvements that will be implemented.
The more common approach that is used for the observers for switched systems is to
design an asymptotic observer for each subsystem and then use the switching law of the
system (that is either available for feedback or estimated by another observer) to select
the observer of the active subsystem. Taking inspiration from the classical Luenberger re-
sults, the switched observer for the linear system of eq. (A.4) has the following structure.
˙ˆx(t) = Aσ(t)wˆ(t)− Lσ(t)(y(t)− Cσ(t)xˆ(t)) xˆ(0) = xˆ0 (A.15)
Systems where the switching function is available for feedback
This observer structure is used for example in [CHEN 2004]. By introducing a dwell time
condition on the switching function, the global asymptotic stability is guaranteed. In
order to have the global exponential stability, a condition on the Ais similar to that of
Theorem 1.3 is presented. Moreover additional conditions to guarantee the convergence
when using a reduced observer or under arbitrary switching are provided.
The results about arbitrary switching, similarly to what happens in stability theory, is
confined to switching signals having a finite number of switchings in finite time. In more
recent papers ([CHAIB 2006]) this assumption is removed and observers for switched
systems with sliding modes or zeno behaviors are considered.
Systems where the switching function has to be estimated
In the field of observers where the switching function is not available but has to be es-
timated, a fundamental work is represented by [BALLUCHI 2002]. The discrete state is
estimated by using a signatures generator as in Fault Detection: a set of N Luenberger ob-
servers (one for each subsystem) working at the same time is considered and the discrete
state is evaluated by comparing the norm of estimation errorswith predetermined thresh-
olds. The estimation of the value of σ(t) is then used for selecting the right observer as in
[CHEN 2004]. Similar conditions for the convergence are provided but, in this case, only
practical convergence can be guaranteed due to the delay that is inherently introduced
by the discrete state observer.
A common requirement to all the contributions that has been cited is that all the
subsystems has to be at least detectable (in some cases the complete observability is re-
quired). Therefore, to the best of the author’s knowledge, the asymptotic observer that is
presented in chapter 2 is the first example of an asymptotic switched observer where this
hypothesis is removed.
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