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SHORT COMMUNICATION 
On the sequence of  the powers of  a given matrix 
Gf inter  Me inardus  (*) 
Denote by Lm(~ ) the set of the matrices with m rows 
and m columns whose entries are complex numbers. 
In every iteration procedure, in which such matrices 
are involved, one needs the connection between the 
powers of  a matrix A ~ Lm(¢ ) and the spectrum 
o(A) of A, i.e. the set of  all eigenvalues of A. Let p(A) 
be the spectral radius of A, 
p(A)= Max [Xl.. 
X~ o(A) 
The following well known theorem (see [4]) is used 
frequently to prove convergence of iterative methods :
The relation 
lim A n = 0 (I) 
n--> oo 
holds for a matrix A ~ Lm(¢ ) if and only if the spectral 
radius 19 (A) satisfies the condition 
p(A) < 1. (2) 
Usually this theorem is proved by similarity transfor- 
mation : One has to use the Jordan normal form of A 
in one or the other way. As a matter of fact in many 
textbooks on numerical analysis this seems to be the 
only place where one makes use of the Jordan normal 
form of a matrix. It may be of interest o have a proof 
of the theorem in question which does not depend on 
the comparatively deep algebraic theorem concerning 
the Jordan normal form. We present here such a proof 
which, in addition, is much simpler than all others 
known to the author. We only need to know the 
Cayley-Hamilton theorem (see, for example, [2] for a 
simple proof) and the form of the general solution of 
a linear homogeneous difference quation with con- 
stant coefficients (see [1] or [3]). 
For completeness we will show, that the condition (2) 
is necessary for the validity o f ( l )  : Let X~ o(A) be of 
maximum modulus, i.e. 
IXl = p(A). 
Furthermore let x be a corresponding eigenvector of A. 
Then there is a nonzero component, say xv0, of x and 
hence 
(Anx)vo = ~knxpo • 
For the absolute value we get the positive lower bound 
[ (Anx)vo I = [p(A)] n • IXvoI ~ 1%01 
provided p (A) ~ 1. It follows, that the sequence An 
cannot converge to the zero matrix. 
We now prove the sufficiency of the condition (2) : 
Let 
xm -1 
~(X) = xm + Cm_l + "'" + ClX + Co 
be the monic characteristic polynomial of  A. Accord- 
ing to the Cayley-Hamilton theorem the relation 
A n+m + Cm_lA n+m-1 +. . .+  cl An+l  + c0An= 0 
(3) 
holds for all n ~ lq. Denoting the entries of A n by 
a(n). pv '  p'  v= 1,2 ... . .  m, relation (3) implies 
(n + m) (n+m-1)  (n+ 1) + c a (n) - 0 
a~/v  + Cm- la /~ v . +""  + c la /~/v  0 /a v - 
(4) 
for all n ~ hi. Thus, for each/a, v = 1, 2 ..... m the 
a(2),- n ~ lq, is a solution of the same linear sequence 
homogeneous difference quation with constant coef- 
ficients 
Yn+m + Cm- lYn+m-1 + "'" + ClYn+l  + C0Yn = 0 
(5) 
Let Xl, X 2 .... , X k be the distinct nonzero eigenvalues 
of A with algebraic multiplicities Vl, v 2 ..... Vk, re- 
spectively. It is well known (see [1] or [3]) that the 
general solution of (5) is given by 
v.-1 
k J 
n ix  n yn = ~ ~ bij ~, n~Iq ,  (6) 
j= l  i=0 
with coefficients bij e ¢.  Taking into account hat 
IXjl < 1 for allj = 1,. 2 ... . .  k, it is easy to see that for 
all i and j we have nl), 1 -- 0 as n -~ oo. Thus Yn -+ 0 as 
n ~, oo. In particular, for each p, v = 1,2 .... ~ m we have 
a (n) -~ 0 as n ~ o= and thus (1) holds. pv  
Concluding remarks 
1. Instead of the characteristic polynomial one could 
have used the minimal polynomial of A. This may be 
useful in investigating the sequence An for some cases 
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in which p (A) = 1 holds. If, for example, A is similar 
to a diagonal matrix then (and only then), according 
to a well known algebraic result, the minimal poly- 
nomial of A has only simple zeros. Therefore (6) 
implies that the sequence An is bounded. 
2. The statement about the general solution of a 
linear homogeneous difference quation with constant 
coefficients i analogous to the corresponding formula 
in the case of  a linear homogeneous differential equa- 
tion with constant coefficients. 
The author wishes to express his gratitude to the 
referee for the careful criticism and the man3/helpful 
comments. 
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