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Abstract
Modern medicine has made significant advancements in the treatment of acute dis-
eases, disorders, and injury. However, the acute care system rising from the twenti-
eth century medical industry is far less adept in tracking and managing the needs of
chronic conditions, especially that of chronic stress. Here we propose utilizing daily
behavioral patterns to develop a model of daily stress, predictive of contexts leading
to elevated perceived stress within an individual.
We identify the smartphone as an effective data logger of daily life, and demon-
strate a battery-efficient method of all-day behavior tracking, particularly location
and activity, of individuals within an open environment. This behavioral logging is
then combined with on-device experience sampling to create and evaluate a model
of perceived stress built from extracted features of daily activity, including exercise,
social, and sleep.
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Chapter 1
Introduction
Modern medicine has made significant advancements in the treatment of acute dis-
eases, disorders, and injury. However, the acute care system rising from the twen-
tieth century medical industry is far less adept in tracking and managing the needs
of chronic conditions[60]. Arguably among the most serious of chronic conditions is
stress, which can have damaging effects on all aspects of a persons health.
1.1 Stress, a chronic condition
Although stress can take a variety of forms, ultimately they all produce a similar
physiological response. In response to stress, the body releases glucocorticoids into
the circulation system, where they are absorbed by cells throughout the body[52].
As they are absorbed, they create large scale physiological change, preparing the
individual for action. These changes include increased heart rate and breathing,
dilation of the arteries, and the release of nutrients into the blood for immediate use,
all to prepare a person for sudden action. These physiological changes allow for all
available resources to be utilized to either fight off or flee from the danger at hand.
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However, this comes at the expense of placing an incredible burden on the heart,
immune system, and brain.
While such a response is appropriate when an individual is in imminent danger,
such as being chased by a bear, our bodies also leverage this ancient mechanism in
response to more modern and less life threatening stressors including difficulty at work
or school, relational troubles, discrimination, poverty, and worry — problems that
cannot be immediately resolved through a fight or flight response by the individual.
These prolonged levels of exposure to a stressor leave the body in a heightened state
of response, leading to an array of direct negative health consequences including an
increased risk of cancer recurrence, heart attack, obesity and insulin insensitivity, and
susceptibility to infectious illness[65, 53, 4, 11, 15].
Unfortunately, the risks associated with stress are not limited to direct physio-
logical changes. There are secondary, indirect health consequences of stress. Often,
stress leads to changes in behavioral patterns, including reduced sleep, smoking, and
poor eating habits[25] — behaviors that further increase an individual susceptibility
to disease and illness. Already burdened by our body’s stress response, we tend to
further compound the situation with additional unhealthy behavior.
Finally, prolonged stress causes some individuals to seek medical attention for
assumed illnesses not actually present. Cohen and Williamson[11] refer to these ac-
tions as illness behaviors. An individual experiencing chronic stress may identify and
misattribute the physical sensations of the stress response as symptoms of an nonexis-
tent illness or disease, which the individual then begins seeking unnecessary medical
attention for treatment. This not only adds undue demand on medical providers,
but may also interfere with the individual’s decision making processing of when it’s
appropriate to seek medical care. Continued frequent medical visits create a time
demand beyond that the stressed individual finds convenient, thus decreasing care
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seeking behavior over time for more serious medical episodes[61].
These three categories of risk associated with chronic stress are not limited to a
small population of individuals. A 2007 American Psychological Association survey
of American adults reported that 77% of individuals surveyed had experienced phys-
ical symptoms attributable to stress within the recent month of taking the survey[5].
Further, in the same study, over four in ten Americans also admitted to engaging
in unhealthy behavior as a coping mechanism, with diet (43%), alcohol (39%), and
cigarette smoking (19%) being most predominant. Nearly half identified stress as hav-
ing a direct negative impact on both their personal and professional lives. Certainly
it’s a condition of epidemic proportions.
1.2 A mobile health solution
We suggest that stress management should start before stress begins to present as
illness or extreme psychological distress. To completely avoid stress in everyday life is
impossible, yet until now, little research has looked into developing population-scalable
methods of monitoring the situations and behaviors that are causal to a given indi-
vidual’s chronic stress. Our goal is to develop a method of tracking stress in everday
life, one that particularly accounts for the physical contexts in an individual daily
activity. By being alert of when an individual may be experiencing increased stress
exposure, there is potential to encourage action in managing these frequent expo-
sure to daily stressors. While this work does not investigate intervention techniques,
equipping a person with such a system based on identified stressful behavior may be
able to encourage action, if only through increases in perceived self-efficacy; that is, a
person is most determined to take action only once they’ve gained a sense of personal
control over the matter[43].
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Our constraint of population-scalable is of particular importance. While tech-
niques utilizing custom-developed hardware deployed in closed environments have
been explored (discussed further in Chapter 2), such solutions will be difficult, if not
impossible, to reach wide-spread adoption. Instead, we identify the modern smart-
phone as being a near-ubiquitous general purpose technology offering a unique and
intimate perspective into the daily life of its owner.
As we approach this problem, we rely on the following assertions related to mobile
phones as we develop a mobile health (mhealth) solution:
• Nearly half (46%) of all American adults own a smartphone as of March 2012,
a number that continues to rise[64].
• Even the most basic, low-cost (as low as $150 USD) modern smartphones fea-
ture a sufficiently complete set of sensors for monitoring the daily activity of
an individual. In addition to software events triggered by user interaction (e.g.
making a phonecall, receiving a text message, taking a photograph), hardware
sensors standard in most phones include GPS, a three dimensional accelerom-
eter, a magnetometer, and proximity sensors. While limited in availability,
several models of smartphone even include environmental sensors to detect fea-
tures including atmospheric pressure, temperature, and humidity.
• The two dominant smartphone platforms, Apple iOS and Google Android, both
allow the installation of custom applications which allows us to perform sensor
logging and solicit user feedback directly on the mobile device.
• The mobile phone is a rich source of social interaction. Among college stu-
dents, electronic communication is often used in conjunction with face-to-face
communication; the two mediums of communication are not mutually exclusive
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over a given social tie. Communication via electronic medium was found to be
proportional to face-to-face communication across social ties[7].
Our goal is to provide a mobile system to model daily stress within the contexts of
daily behavior and environment, able to predict increased stress in a the individual.
We suspect geolocation provides a particularly rich set of features on daily routine
and environments, which we will explore in particular detail.
1.3 Establishing a definition of stress
Before continuing, we must also be explicit about what it is we will hereon refer to
as “stress.” Stress can refer to a physical demand or a psychological toll. Episodes
of stress can appear as significant positive life events (e.g. a job promotion), as
negative life events (death in family) or as frequent, persistent background stressors
(e.g. morning traffic on the daily commute, a dislike of working with a specific
colleague). Stress may even equate to especially disruptive episodes of stress response
that develop after a specific traumatic event for an individual, such as with post
traumatic stress disorder (PTSD).
As such, we’d like to arrive at a concise definition of stress that captures the build
up of responses to daily stressors one tends to encounter day in and day out being
an otherwise healthy individual without physical or psychological complications or
disorders. Additionally, we want a definition we can easily measure in-the-field via a
user’s mobile device. Among the classical definitions of stress, that of Lazarus[39] is
most applicable:
Stress occurs when an individual perceives that the demands of an external
situation are beyond his or her perceived ability to cope with them.
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Lazarus presents stress as perception, thus a situation may have a stress response
that is different for each individual. As a function of the situation, the whole of
the experience, including the context and environment in which the experience is
encountered, is of interest. This is particularly important to our method of gathering
stress measures from a mobile individual. For example, many stress surveys and
accompanying definitions exist, but they often take the form of an event inventory.
Unfortunately, such surveys imply that a) the event in and of itself is the root cause b)
assume everyone will have a similar response to a selected event in question, regardless
of context or environment. Further, traditional stress surveys are only appropriate
for big-picture assessment; often drawing only on significant life events, they are
not appropriate for repetition throughout the day. For these reasons, we will not
employ traditional stress inventories in this work nor their interpretations. Thus our
definition from Lazarus establishes if an individual is able to report a perceived feeling
of elevated stress, they have experienced a stress-inducing situation.
1.4 Contribution of work and thesis organization
The contributions of this work include:
• We demonstrate an effective and efficient hybrid approach to location tracking
beyond the walls of a closed-environment, utilizing a combination of GPS and
crowdsourced WiFi geolocation information.
• We present a method of utilizing additional metadata of geolocation footprints,
utilizing the Google Places API, to attach a functional-role to a location within
the user’s daily routine using a “pleasure vs. pressure” categorization.
• We show that the modern smartphone provides sensing ability to model many
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several behavioral features of everyday life, without additional constraints of
closed environments or custom hardware. By only using hardware that’s already
present in the hands of millions, we consider this a significant and necessary
feature of any population-scalable monitoring solution.
• Finally, we test whether the behavioral features collected from a smartphone
in an open-environment are sufficient to be utilized in a predictive model of
perceived stress across several participants of varied demographics.
This thesis will develop as follows: we’ll begin with a literature review in Chap-
ter 2, focused on existing work in the rapidly growing area of mhealth as well as
highlight several attempts at in-the-field monitoring of stress.
Chapter 3 will introduce the research design, data collection decisions and system
implementation, including a discussion of phone limitations and important privacy
implications in mobile tracking. In Chapter 4, we’ll develop our model, including a
discussion of the necessary scrubbing, transforming, and processing of field-collected
data to extract useful features of daily life used in developing a model of perceived
stress.
Chapter 5 will present final conclusions of this project, especially strengths, limi-
tations, and potential role in future systems.
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Chapter 2
Literature Review
Mobile health is an incredibly active and growing area of research. Only a few
years ago, people were carrying “feature phones,” capable of little more than making
phonecalls and receiving text messages. Today, the smartphone has become a general
purpose, pocketable computer. With multi-core processors at or beyond 1GHz, avail-
able memory approaching one gigabyte, and storage capacities on the order of tens of
gigabytes, smartphones are quite capable for data collection and processing, as well
as providing a channel for user interaction and feedback. Often with a constant data
connection, it’s also possible to oﬄoad high-demand computation to servers or the
cloud.
For many domains, especially in sociology and psychology, the prospect of a such
a powerful general purpose computer in the hands of millions is a revolutionary break-
through in providing continuous sensing of individuals in their natural environment.
However, drawing on the fields of software development and data analysis, combined
with theory in the research’s respective domain, the interdisciplinary nature of such
studies, along with complexities in participant privacy, has at times created undue
friction in the utilization of today’s technology[49].
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2.1 Continuous sensing before the smartphone
While smartphones make continuous sensing convenient, certainly the practice ex-
isted long before the first iPhone hit the market in mid-2007, arguably the catalyst to
widespread adoption of smartphones. Perhaps some of the earliest attempts at con-
tinuous sensing come from the life-logging community. This community aspires to the
goals proposed in 1945 through Vannevar Bush’s hypothetical Memex device[10]. In
his essay, Bush suggested future technology would create a device capable of capturing
and indexing all of a person’s experiences for later recall. Of the most complete im-
plementations yet, we find MyLifeBits, an experiment in which Microsoft researcher
Gordon Bell attempts to capture the whole of his experiences digitally, from his let-
ters, emails, and communication, to a wearable camera capturing his face-to-face
interactions, all indexed and searchable[24].
In 2001, we find the Electronically Activated Recorder (EAR)[47], a wearable de-
vice designed to capture daily activity and conversations through audio logs. With the
goal of capturing in-the-field behavioral data, the device recorded random samplings
of the environment and conversations of the participant. These recordings were later
played back by research assistants which listened for indicators of the participant’s
environment, as well as transcribed and classified the conversations recorded. Due
to the significant work with this manual process, it was far from scalable and only
appropriate for a limited set of studies involving personality and social behavior[46].
In 2003 we find an interest in tracking heart-rate variability (HRV) in the natural
environment, as implemented in the WISE project[32]. As a hardware challenge, this
project proposed several useful insights in the development of personal area networks
built around a personal digital assistant. While the system was far from unobtrusive
enough for integrating into everyday life, one proposed use-case for such a system
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involved integration in a flightsuit, for continuos monitoring of the stress level of
fighter pilots deployed in combat. Unfortunately, HRV as a proxy for stress is not
far from controversial. While still often utilized as an objective measure of stress,
research suggests it may not be appropriate as a general measure of daily stress[33].
In a similar approach to the wearable sensors now in development by Kumar et
al. (see section 2.2), researchers at HP Laboratories Cambridge developed an in-car
system capable of determining the relative stress level of the driver as he navigates
in a variety of traffic conditions[30]. This research showed models built over skin
conductance as well as several features from heart rate sensors provide a viable method
of assessing a driver’s current stress level. To develop a complete perspective of daily
stress, a multi-pronged approach will be required, such as cars built with an array
of sensors integrated into the seat and steering wheel, which would be especially
appropriate for use with daily commuters or employed drivers (e.g. taxi driver or
commercial truck driver).
2.2 Unobtrusive biosensory for stress inference
As technology has advanced, so has the size and availability of wearable sensors. Here
we see the use of unobtrusive, wearable mobile sensors linked to smartphones, specif-
ically being used to monitor continuous stress levels of the wearer. However, it’s un-
known at this point if wearable sensors will ever be accessible enough for wide-spread
adoption. Until sensors can be integrated into clothing at a cost of being effectively
disposable, techniques utilizing wearable sensor arrays may not be population-scalable.
At the forefront of such wearable stress sensors and modeling, we find the work of
Kumar et al. with their AutoSense framework[57, 21]. Utilizing features from 2 elec-
trode electrocardiography (EKG), a 3-axis accelerometer, and respiratory inductive
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plethysmograph (RIP), their models showed 90% accuracy over a variety of lab tests
(including public speaking, mental arithmetic, and a cold pressor test). In the field,
the model achieved a correlation of 0.71 with participant self-reported stress levels.
Though they treat stress as a binary classification model, they found participants
stressed over 26% (28% in self-reports) of the time over the two days of field trial,
again emphasizing the scale of chronic stress in everyday life.
The current version of AutoSense consists of a chest strap, a pair of electrodes to be
affixed to the chest, and a pair of belt-clipped packages, each approximately the size of
two AA batteries. The system can run for approximately 10 days between charges and
is capable of streaming data to an Android smartphone via Bluetooth for real-time
analysis and user feedback. While far less obtrusive than previous wearable sensors
(for comparison, the initial EAR device in section 2.1 recorded to microcassettes
and was several times larger than a mobile phone, too large to fit in a pocket),
population-scale acceptance of wearable sensor arrays currently remains unlikely, nor
economically feasible.
AutoSense has also been shown in a capacity of detect smoking based on respira-
tory features[2]. As an increase smoking is often considered as a coping mechanism
for stress and anxiety[13, 5], the act of smoking could be included in a behavioral
model of stress within those populations.
2.3 Mobile phones as behavioral sensors
To date, among the largest-behavioral studies utilizing smartphone sensing have come
from Sandy Pentland and the MIT Media Lab[19, 17, 41, 42]. The first Reality
Mining, [19], utilized the mobile phones of 100 students and faculty at the MIT
Media Lab for a nine month period, living and working in close physical proximity.
11
This dataset ultimately amounted to over 450,000 hours of information including call
logs, Bluetooh device proximity (for face-to-face interactions), cell tower IDs, WLAN
IDs (for geolocation), and application usage. This dataset allowed for an array of
inferences including a look at participant routines, social interaction (via Bluetooth
proximity), and ultimately the formation of relationships over the duration of the
study. The Reality Mining project was repeated in Kenya several years later in [19],
as a way to compare and contrast cultural difference in behavior.
Of particular interest in Reality Mining, we find the mobile health applications
of such a dataset in [42]. During the course of the study, participants answered
daily questionnaires regarding their mental and physical health, diet, exercise, and
political opinions. For example, an individual with fever and influenza symptoms
shows a statistically significant drop in university-wide access point entropy, but an
increase in Bluetooth entropy with other dorm students as well as an increase in
electronic communication. This indicates the individual, unsurprisingly, stays close
to their dorm when ill, but nonetheless remains or becomes more social both face-
to-face as well as electronically. Not only does this demonstrate the potential for
proactive care by predicting the likelihood of infection based on behavioral patterns,
but also provides data useful in the development of epidemiological models, which
often make an assumption that both sick and healthy individuals exhibit the same
movement and interaction patterns[41].
Relating to stress in the Reality Mining studies, individuals reporting increased
levels perceived stress generally exhibited a tendency for isolated behavior, with a
significant drop in campus-wide WLAN entropy, Bluetooth entropy, and communi-
cation diversity. This reveals a stay-in behavior with reduced social contact both
electronically and face-to-face in those stressed.
The Reality Mining studies, however, depend on a closed environment for sev-
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eral of their sensing techniques. For example, Bluetooth devices often remain in an
“undiscoverable” state (for both privacy and security), meaning a scan by one phone
is unlikely to reveal other nearby Bluetooth devices unless both devices have been
linked for communication or left in a configuration to respond to discovery probes[51].
As for location, in the interest of efficiency, the project utilized only the visibility of
WLAN access points to infer location. WLAN access points typically has a range
under a few hundred meters and always transmit a unique identifier in their broad-
casts, that is, the MAC address of the network interface. If the physical topology
of network hardware in known, location can accurately be triangulated based on the
signal strength of multiple nearby access points to the phone. Beyond the boundaries
of the controlled environment, these techniques are not applicable.
Nonetheless, our goal is to take some insights in mobile sensing by the Reality
Mining project and apply to an open environment. For example, we will utilize a
battery-efficient method of utilizing a combination of GPS and crowdsourced WLAN
for location (discussed in section 3.4), rather than relying exclusively on a closed
WLAN network. While GPS is often ineffective inside multi-story structures or in
the “urban canyons” of large cities, Michael et al.[48] tested the overall ability of
GPS-enabled phones to track real-life situations. Though the GPS sensor was only
capable of recording location in 62.8% of situations, the study concluded consumer
GPS was indeed reliable technology for clinical/epidemiological location-based stud-
ies. Unfortunately, power constraints due to limited battery capacity has always
posed a problem in continuous monitoring individuals via phone GPS.
Without a closed environment, our social sensing will be severely crippled com-
pared to the Reality Mining studies. However, lending credibility to our belief in
location as a significant feature for daily behavior, the Bluetooth interactions in [42]
also demonstrated predictive ability for WLAN (geolocation) features; that is, so-
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cial interactions/features are linked to the location of the individual. This opens the
possibility that by understanding the functional role of a location in an individual’s
daily routine, it can be utilized, for example, in estimating the potential for social
interaction.
It has also been shown that voice communication and SMS activity increases
when the individual is in the presence of other people[14]. While perhaps initially
counterintuitive, one possible explanation for this is the need for coordination between
parties. When meeting in a public location, it’s not uncommon to communicate one’s
arrival via SMS or make contact to arrange for a specific meeting location at a busy
venue. Thus, even without the social sensing abilities of Bluetooth, other indicators
can be utilized.
2.4 Stress as a function of daily environment
Putting stress in the context of daily environment can come from one of two per-
spectives. On one side, we see attempts of predict and contextualize the stressors
on an individual, based on their environment and activities. To this end, the goal is
towards personal management of stress. On the opposite end, we see an inverse view,
attempting to classify environmental features in terms of collective stress responses
of those living in the environment. The latter goals being aligned with GIS and city
planning applications.
The PALMS project is one example taking a GIS-driven approach to a variety
of health-oriented applications[59, 54]. From this perspective, members of a select
neighborhood are provided with a daily health questionnaire, as well as a datalogger
with sensors common to mobile phones, such as GPS and accelerometer, as well as
additional sensors for measuring environmental conditions such as air quality. Here
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we find an interest in the exposome, the total of environmental exposure of individuals
and populations. Thus research questions from this project range from identifying
features of public parks that encourage physical activity to the geographic contexts
of psychosocial stress.
Focusing on the individual, we find the Philips/TU Eindhoven Stress@work project,
attempting to understand and dilute the effects of stress within a specific facet of daily
life, the modern workplace. Here, GSR and 3D accelerometers are being utilized to
identify the physical characteristics of acute stress episodes. This data is then linked
to office features such as the participant’s MS Outlook calendar and features extracted
from the textual communications such as email and instant messages. The goal is
to understand the “what, when, where, and with whom” stress occurs in the office
environment[56, 6].
2.5 Self assessment techniques
As with a majority of the previously reviewed studies, self-reports are an integral
aspect to this work, thus we need a reliable method of querying the participant.
Among the most common in-the-field reporting protocols, we find the experience
sampling method (ESM)[38] and the day reconstruction method (DRM)[34].
Early techniques of personal self assessment often relied on a variation of global
reporting; users were often asked to complete a quality of life (QoL) questionnaire or
survey relating to their general sense of happiness, well-being, or collect an inventory
significant life events. Often these questions were phrased such that they were not
temporally or environmentally sensitive and could be repeated weekly, monthly, or
even yearly. While we still find these in use today, such as the Medical Outcomes
Study Short Form Health Survey (MOS SF-36)[68], they lack the necessary resolution
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for our application.
In ESM, participants are asked to make notes or take readings at a given interval
throughout the day or as certain experiences occur. They key feature of ESM is
to capture feelings “in the moment” as opposed to recalling the feeling at a later
time. This is often considered the most reliable method for capturing real-world
emotion, but has often been under utilized due associated costs and difficulty in
deploying[35, 45]. Traditionally, ESM was implemented with a notebook and wrist-
watch. For time-based sampling, the watch would sound and the user was expected to
take a brief moment to record their feelings and environment in the notebook. Today,
however, the smartphone not only has the ability to continuously track features of
the environment, but also engage with the participant for on-the-spot feedback.
Finally, we have DRM as a relatively new technique, a kind of hybrid between QoL
surveys and in-the-moment ESM techniques. This method is temporally sensitive, as
with ESM, but rather than polling the participant throughout the day, individuals
are asked to, in summary, recall the events and emotions of the previous day in a
single sit down session, typically similar in nature to a short diary entry.
In DRM, participants are asked to account for the entire 24 hour period, rather
than just specific samples throughout the day, which can lead to an increased time
demand on the part of the participant. However, systems have been developed to
simplify this burden and improve recall abilities on the part of the participant. One
such system, AffectAura[44] presents and exploratory summary of a person’s day,
including features extracted from GPS, emails, and personal calendar, which the user
can then annotation and manipulate to form the final recall summary of the day.
One could argue, then, if ESM or DRM techniques are available, why then rely
on continuous sensing, rather than simply ask participants to recall their day in de-
tail. That is, where’s the novelty in accessing environmental stress via smartphone if
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traditional pen/paper methods can be utilized without technology. First, increased
pressures on participants to recall and document all aspects of their day can become
an undue burden on a person’s already busy life, leading to issues of participant
adherence. But more significantly, participants aren’t always the most reliable per-
spective for recalling their own day in summary[66]. In the case of AffectAura, we see
continuous sensing resulting in an increased recall ability, beyond traditional DRM
approaches, especially in the ability to remember negative events, which tend to dis-
sipate from memory at an accelerated rate versus positive memories[67].
However, most significantly, the ultimate goal is to build a predictive model of
a participants stress. That is, once our model is trained over several weeks of self-
reports, can we then predict stress levels from passively collected smartphone data.
In this way, we’re setting the foundation for intervention. Once a system is trained,
it can then intervene (e.g. suggest a walk, play calming music, even automatically
rearrange calendar) in situations suspected of creating undue stress on the participant.
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Chapter 3
Design and Implementation
In this chapter, we’ll discuss the the research design, data collection strategies, as
well as implementation details for both our mobile application and server backend.
To simplify development, we restricted our mobile application to devices with
Android version 2.2 or higher. Nonetheless, the system is generalizable to other
mobile platforms. Our mobile sensing application was developed on the foundations
of the Fu¨nf Open Sensing Framework, version 0.3[1].
3.1 Communication logging
First and foremost smartphones are communication devices, thus they are ideally
positioned to capture many of the electronic social exchanges an individual engages
in throughout the day. As we see in [41], changes in electronic social behavior appears
to be a sensitive feature to conditions such as stress and depression, as well as illness.
Further, we find electronic communications can be a relatively simple proxy to the
complete social behavior of the individual[14, 7]. As our goal is to run outside a closed
environment, we’re unable to leverage many of the social sensing abilities, such as via
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bluetooth, used in the Reality Mining study[19]. In our application, the number of
discoverable bluetooth devices within the approximately 10 meter range of the phone
is not an adequate proxy for number of potential social contacts nearby. In a simple
trial, we found other bluetooth devices such as computer keyboards, remote controls,
and desktop computers were more easily detectable than phone carrying individuals
in a public area.
While we are interested in the voice and messaging activity of the individual, we
would like to take the least invasive approach into the personal communications of
the individual as the contents of such communication may be particularly sensitive
to one or both parties involved in the exchange.
Here, we utilize a simple method to access the overall frequency of voice and
messaging communication, duration (for voice communication), and with whom the
exchange was made, without revealing the details of the communication. The mobile
application, before writing the log entry for the communication event, replaces sensi-
tive data (e.g. contact name) with a salted MD5 hash value. MD5 is a cryptographic
hash function: that is, given an input message, the algorithm produces an output
message computationally difficult to reverse back to the original input. However, be-
cause MD5, for a given input, always produces the same hash value (assuming same
salt is used), we can still compare the hash from one communication event to that of
another communication event to identify multiple exchanges as being with the same
remote contact, without knowledge of contact identities.
3.2 Power constraints
Smartphones have an array of sensors used for a variety of applications including a
three dimensional accelerometer for screen rotation and gaming, GPS for navigation
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and social sharing, and proximity sensors to turn the screen on and off when near
the face or in a pocket. However, not all sensors are necessarily useful for behavior
monitoring. Further, continously utilizing each and every sensors at the highest of
sampling rates would be futile, as the phone battery would be dead in a matter of
a few short hours. Our polling techniques absolutely must balance power demands
against desired data resolution.
In addition, not only must we account for the power draw from active sensors, we
also observe that the Android system will not enter into reduced power/sleep states
while an application is actively polling a sensor. Normally, when a phone is not in
active use by the user (e.g. in a pocket) it’s in a reduced power mode—effectively a
sleep state. Occasionally this sleep state is interrupted, whether to trigger a scheduled
software event (e.g. check for new mail) or to process various hardware events. This
becomes important as we begin assessing power requirements for our sensor polling.
As we schedule the phone to awaken from reduced power to start sensor polling, we
must also establish a “wake lock” to ensure the phone remains in an active power
state through the duration of our polling interval, else lose access to the sensor and
our ability to write out the logs to storage.
As such, not only should we limit the frequency and duration of our polling events,
we should synchronize polls across multiple sensors and with other software events
(e.g. checking for new mail), to minimize how often we must wake the phone from a
state of otherwise reduced power. Here, we find the Android platform has scheduling
services to assist. We can schedule a fixed interval event, so long as we relax the
requirement that it occur at a specific time (i.e. every 10 minutes, but no requirement
that such an event trigger exactly at :00, :10, :20, . . . , :50 on the hour); this allows
the operating system to find an optimal time to schedule our event in conjunction
with other events that may be on a similar interval.
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Figure 3.1: Approximate power requirements of common hardware found in smart-
phone devices based on a survey of hardware specifications and [62]. Most phone
batteries have a fixed voltage of 3.7V.
Now let’s consider the power requirements of individual sensors, assuming a typi-
cal smartphone has a battery capacity of around 1800mAh rated at 3.7V. Among the
sensors, the accelerometer is at the lower end of power requirements, when active, at
approximately 80mA. If we estimate the phone has a baseline power requirement of
100mA when not in a sleep state, we could perhaps continuously poll the accelerom-
eter for 10 hours before draining the battery. Similarly, for GPS we may see about
5 hours before draining. But in either case, we’ve not accounted for the power draw
requirements on the 3G radio, WiFi radio, LCD, or any additional sensors that may
be utilized by the user during that period in daily usage. Thus in practice, we may
only get a few hours at a very high sampling rate. See Figure 3.1 for the typical
power requirements of other common sensors. Note that while WiFi has a higher
power requirement than GPS, a WiFi scan for location inference only requires a few
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seconds of radio time; comparatively, a GPS radio may require a minute or more
online to acquire a position fix. We obviously must be sensitive in developing our
logging practices, else rendering the phone useless for all-day monitoring, as well as
typical operation by the user as a communication device.
3.3 Activity logging
By logging physical movement via the accelerometer, we can gauge the overall activity
level of the user as the go about their day, as well as associated routines. For example,
suppose an individual is a delivery person, we may find Tuesdays and Thursdays are
typically significantly more physically active and thus correspond to more hectic days
at work, a feature possibly correlated with stress levels. For another, not enough
activity in a day may mean being cooped up in an office all day, without a desirable
walk or break outdoors. Our model should account for activity as a feature compatible
with either potential significance in an individual’s stress.
As previously discussed, there is an energy cost associated with our logging prac-
tices. Should we like to leverage the accelerometer in a role similar to a Fitbit pe-
dometer or the Nike FuelBand all-day activity tracker, capturing every step and every
motion, this may not be compatible with the power requirements of the sensor. For-
tunately, we’re only interested in a high-level perspective of activity. To this end,
we sample the accelerometer for 5 seconds, every 5 minutes. Activity level is then
computed as the acceleration variance in each one second segment of the sample pe-
riod. With σ2at as the acceleration variance in a 1 second collection segment starting
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at time t, the value is then discretized as:
activity level(σ2at) =

high activity, σ2at > 10m/s
s
low activity, σ2at > 3m/s
s
inactivity, otherwise.
and logged as number of intervals at each of high, low, and inactive during the
sample event. Such a logging format has the additional benefit of minimal storage
requirements.
For the activity measure to be a useful measure, we make an assumption that the
smartphone is on the person for a majority of the day, either in a pocket, in hand, or
in a purse/backpack carried on the person. If the phone is placed on a table or desk
while the person is inactive, this is of no consequence to our measure so long as the
mobile device is carried away upon leaving the idle state. Because of this assumption,
activity can also serve a secondary purpose: an approximate proxy to sleep. The last
activity reading of the night to the first activity block in the morning gives us an
upper bound to the total time at rest in the night.
3.4 Efficient collection of geolocation
For anyone having used their smartphone for navigation purposes, it’s quite apparent
that GPS can be a significant power draw. The GPS sensor has nearly twice the power
requirements of the accelerometer, but must be activated for a much longer duration
to be effective. Assuming the device has a clock sync with GPS infrastructure, a GPS
sensor can still take upwards of 30 or more seconds to acquire a location fix in even the
most ideal of conditions (e.g. outdoors, clear line of site to satellites)[40]. Indoors,
GPS can take even longer to acquire a location fix, if successful at all. Because
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of this, we propose utilizing a hybrid approach to location collection in user studies,
combining the GPS sensor for less-frequent location updates, and crowd-sourced WiFi
positioning for more frequent updates.
In recent years, both Apple[29] and Google[16] have developed crowd-sourced
WiFi databases for use with their respective mobile platforms, which work as follows:
Even if not connected to a WiFi access point, the wireless access point is broadcasting
it’s MAC address, a unique hardware identifier specific to the network interface, and
visible to the phone. A WiFi signal has a typical range not exceeding 100 meters,
thus if the geolocation of the access point is known, then a simple WiFi scan by the
mobile device could provide detailed location information. Further, WiFi scans have a
greatly reduced power requirements over GPS, taking only a few seconds of bringing
the radio online to complete a scan. In past studies, such as the Reality Mining
projects discussed in section 2.3, we find a dependence on closed environments to
have information on the network’s physical topology. But today, we see Android and
iOS exploiting their large user-base to build such a WiFi location database at scale.
As device owners make use of location services on their phone (e.g. maps, a social
app such as Foursquare, a geotagged tweet), their location as detected via GPS is
sent anonymously to the platform provider, along with the list the MAC addresses
from nearby WiFi access points. As more users contribute data, the database grows
and becomes usable as a reliable source of location for platform users — a device
can simply query the database with a list of visible access points and receive an ap-
proximate location based on prior data provided by other phones (often unbeknownst
to the user). Certainly this practice is not without controversy[63, 31], however it
provides an energy-efficient, indoor-friendly method of determining location.
We utilize a combination of GPS sensed location as well as crowdsourced WiFi
location. Every 30 minutes, a GPS location fix is attempted, granted up to 120
24
seconds to acquire an acceptable location. This allows us to track users outdoors
and in areas without Wifi coverage reliably at a 30 minute resolution. In addition,
every 5 minutes (synchronized with accelerometer poll), we also attempt a WiFi-
sourced location update, which is particularly reliable indoors in both residential and
commercial areas due to the often dense WiFi coverage.
This approach provides battery-efficient location tracking of an individual at a
reasonably high temporal resolution with approximately building-level geolocation
resolution.
3.5 Participant self assessment
For participant self assessments, we recognize the smartphone is an ideal device for
implementing an experience sampling method (ESM) of participant state. During
initial application setup, we ask the participant to input a do-not-disturb range, to
correspond to their typical sleep schedule. We then take the remainder of each day
and slice it into five equal-duration segments, thus resulting in five self-reports per day.
For each segment, we select a time at random to query the user for a self assessment.
In this way the user cannot anticipate the time of the next query, thus we’re able to
catch the user “in the moment” (a feature of utilizing ESM). Over several days, we
get a fairly uniform coverage of time of day, with each day receiving a different query
time assignment to each segment.
When a self assessment is triggered, the participant receives a notification on the
phone requesting attention. During initial setup, the participant is instructed to only
answer notifications as soon as it is safe and acceptable to do so (e.g. not while
driving, not while taking an exam where mobile phones are not allowed).
The self assessment is inspired by the Hardy and Rejeski Feelings Scale[28], which
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utilized five points labeled from feeling “very good” to “very bad,” with a neutral
center. To follow typical user-interface design on mobile devices, we instead ask
participants to rate each dimension via a continuous slider between labeled extremes,
rather than on a discrete five point scale as one would find on a paper survey. A
screenshot of this interface can be found in figure 3.2. The sliders also included color
cues in addition to labels, to avoid confusion. Given our participant base, the color
choices of green to red, for the respective ends of relaxed and stress, are compatible
with tradition, but may need additional consideration if deployed to other cultures.
Figure 3.2: User interface for self-reports
In addition to capturing perceived
stress, we’re also interested in a general
measure of self-assessed affective state.
This is effectively mood, or the diffuse
perspective the individual holds regard-
ing their current circumstances. This
kind of affective state is typically not
linked to a specific event or experience,
but instead reflects the cumulative ef-
fect of multiple inputs over time[55]; it’s
not a reaction to something or elicited
by something, but instead forms the ba-
sis for how one perceives people and
events[23]. As with perceived stress,
we’ll view this simply in terms of polarity, on a continuum between labeled extremes
of “sad” and “happy”.
Finally, we request the participant to make a quick note of their state in free
text. This text is limited to 150 character, similar in length to a tweet. While this
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message is not intended for use in the perceived stress model, it serves as a method
to qualitatively review behavioral features we extract from sensor data.
3.6 Privacy Concerns
As with any research involving continuous monitoring of participants, securing privacy
is a key priority. This work was reviewed and approved by the Institutional Review
Board at the University of Illinois (IRB #12672). Careful consideration has been
given to the results included in this document, such that no aggregate information
herein could reveal the identity of a participant through maps, visualizations, or
discussion of an individual’s collected data.
Privacy begins by limited the scope of the collected data. For example, while we’re
interested in communication activity, it’s not necessary for us to know the contents
or names of individuals present in the activity. In addition, it’s highly unlikely that
a participant in our study would only communicate with other participants, thus we
find that data potentially collected in the communication logs could be of individuals
who have not agreed to participate in our research, nor have not been made aware
of their associated rights. To avoid privacy concerns with respect to communication
and other external parties present within, only non-sensitive communication data is
logged, as discussed in section 3.1. Names and contact information is hashed to a
non-reversible identifier and the contents of the communication is not logged at all.
However, location privacy is not such an easily identified problem, thus the risks
are not obvious at first glance. Certainly this isn’t an issue specific to the research
presented here, as location services are popular in an array of social networking appli-
cations, games, and information search such as Yelp, offering the ability to querying
for nearby businesses based on current location. The United States Senate Judiciary
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Committee have attempted to address the issue, for example with the Location Pri-
vacy Protection Act of 2011 [22], attempting to regulate how location information is
shared between parties, as well as address the necessity of user consent. Addition-
ally both Apple and Google attempt to address concerns of user consent built into
the platform, by requiring applications request permission to access location data,
as well as displaying a location icon whenever an application is collecting such data.
However, the simple act of carrying a mobile phone can reveal surprisingly detailed
location patterns of an individual to the mobile network operators, just by leveraging
cellular tower triangulations collected for the primary purpose of optimizing data and
voice service delivery. German politician Malte Spitz published nearly a year of his
data as collected by Deutsche Telekom, his mobile phone service provider, after filing
suit to gain access to the information to demonstrate the extend of data logged by
a telecommunication company[8]. The logs revealed the Deutsche Telekom possessed
detailed logs able to reveal when he left and returned to and from work, how much
time he spent both at home and out, as well as his out of town destinations and the
method of travel.
Even given “anonymized” location data — that is, it does not have name, address,
or other identifying features beyond the location data points — it may not be all that
difficult to infer the identity of a given individual[70]. In the simplest case, suppose the
individual is one of only a few people living on a given street in a sparsely populated
neighborhood. Simply using the most frequently visited location could link the data
to a home address, thus the individual when linked to external data. If a home address
is in a densely populated location, then the top two most frequented locations may
reveal work and home, further reducing the number of individuals matching the profile
when potentially linked to external data sources. In fact, it’s been demonstrated that
95% of individuals in the United States can be uniquely identified, using even the
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extremely coarse data as collected by mobile phone towers, using only the four most
frequented locations of individuals[12].
When combined with external datasets, revealing the identity of an individual
could risk both their privacy and safety. For example, given nine months of location
data, Eagle and Pentland have demonstrated it is then possible to predict, with 79%
accuracy, the location whereabouts of an individual throughout the remainder of their
day just by knowing their location behavior during the first half of the day[18]. While
stalking can and does occur, free from technological means, location data in the wrong
hands can put an individual at risk of physical harm. Similar information could be
used to predict when an individual will be away from home, an ideal time for a home
burglary.
Regarding privacy, location data may also reveal information an individual may
not want to make available to external parties — e.g. religious affiliation via weekly
visits to places of worship or political affiliations by being at the scene of, say, an
anti-war rally; or implicating an innocent individual in a crime simply by frequent
co-occurrence with a known criminal; or perhaps revealing a visit to an abortion clinic
which the individual wishes to keep private from friends or family. Certainly such
invasions on privacy could occur simply by hiring a private eye or physically following
the individual, however the costs and scalability of doing so often make such actions
impractical. The sharing, selling, or stealing of an already-collected location data
doesn’t experience this limitation. Whether used by a government, advertisement
network, employer, or even ex-partner, location data can be particularly revealing
and invasive when in the wrong hands or misused.
While it’s beyond the scope of this research to address all of the above issues
at depth, we can take several steps to ensure the privacy of participants. First, we
provide the means for a participant to suspend all data collection, including location,
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at any point in time simply by pressing a button on the main screen of our collection
application. Second, we took all reasonable steps to ensure any sensitive data that
was collected remained free from third parties. Data on participant phones was logged
to encrypted SQLite databases. The files remained encrypted until uploaded to our
backend server, at which time they were decrypted server-side and aggregated into
a secure MySQL database on university property in an office with limited physical
access. In this way, should a phone be stolen or lost, the collected activity would not be
accessible to the discovering party. While we suspect a lost phone could potentially
contain a considerable collection of private data (e.g. emails, text messages, voice
mail) given the role of the smartphone in an individual’s daily life, we can confidently
conclude our data files would not be a source of disclosure if discovered.
3.7 The system from a participant perspective
Participants were recruited via word-of-mouth and self-enrolled, including IRB con-
sent, via a web interface hosted on an Ubuntu Linux server located at the Institute
for Genomic Biology. The web application is written in Java 6 and built on the Play
Framework. Participants used their own mobile devices and were not compensated
for their time. There were no cost to the user associated in participating, except for
their time.
Upon enrolling, the user completed a series of five guided steps, as in figure 3.3,
including installing the application on their mobile phone, setting up their preferences
(e.g. do-not-disturb times), as well as completed a brief demographic survey. The
total setup time was estimated to be around 15 minutes.
During this process, a key exchange was also completed, linking the mobile de-
vice to the participant’s web account. For this process, the server generated two
30
Figure 3.3: Initial user interface screen for participant self setup
Figure 3.4: Interface for linking mobile device with participant web account
four-character words, which the user was prompted to enter on the setup screen of
the mobile application upon initial launch, as seen in figure 3.4. Once linked, the
phone would then upload newly collected data in encrypted form at most once per
hour, only when connected to a WiFi connection. In this way, we did not make use
of the participants mobile data service, which could incur undesired charges. The
participant could optionally override this behavior, allowing uploads while on cellular
data service. Once on the server, the data is decrypted and dumped into a MySQL
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database backing the web interface.
Figure 3.5: The activity perspective a participant can view from their web dashboard
Since it may seem suspect to install a mobile application that’s going to “spy” on
one’s self for several weeks, we wanted to offer a level of transparency on the collected
data. At any time, the user may log in to the web interface, which provided a few
summary screens and visualizations of a participant’s uploaded data, allowing one to
get a grasp on the data being collected. For example, the perspective for physical
activity is presented in figure 3.5. No details or inferences regarding stress prediction
was presented, only simple summarization of collected data.
Participants were asked to collect data for two to three weeks. Users were provided
instructions on removing the application, if at any time they wished to exit the
study. In addition, the mobile application’s provided an option to suspend logging,
to temporarily suppress data from the study without removing the application.
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Chapter 4
Modeling Perceived Stress
In this chapter, we’ll present the data collected from participants, data processing, and
ultimately our perceived stress prediction model. Participants included both males
and females, ranging in age from early 20s to late-middle aged. Participants were
located in both the United States and Austria and in both urban and rural settings.
A total of eight datasets were collected. However, due to unforseen technical difficults,
location was not recorded for two datasets, thus must be excluded from our model
evaluation.
4.1 Model assumptions
As we approach development of our model, we must work within the constraints of
our datasets. With a large dataset, it would lend itself to a global model of deviation
from a population baseline. With a small dataset, however, we must instead rely on
a local model of variation within the individual.
In a global model based on deviation, our usage of location takes the form of
semantic categorization. For a simple example, suppose we find time spent exercis-
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ing, such as during time spent at a gym or park, generally decreases the reported
stress within individuals. This global assignment of descreased stress to our semantic
‘exercise’ category can then be utilized globally, across individuals. That is, peo-
ple increasing their time spent in similar locations can be assumed to experience a
decreasing level of stress reports as a result.
To build such a global model, we must take a bottom up approach to our develop-
ment of location categories, clustering categories based on their ability to discriminate
high stress reports from low stress reports. While it may seem intuitive to naively
cluster an aquarium with a museum, our data may reveal a better cluster which
instead combines aquariums, amusement parks, and casinos, perhaps attributed to
dense crowds, which illicit a common stress response globally, across individuals.
Unfortunately, this approach requires a large dataset, capable of providing stress
response data across many categories as reported by many individuals. Given our
dataset, location data is far too sparse to follow this approach.
In an individual model based on variation, we instead apply the role of daily
routine on the individual. That is, we assume variation in stress can be attributed
to variation in routine. This approach is not restricted to large datasets, as it only
depends on the activities and stress responses within an individual. Our model will
assume a person stressed due to a long afternoon of increased physical activity at
work on one day, for example, will likely be stressed given another long afternoon
at work on another day with increased physical activity. Given our dataset, we are
restricted to this approach.
Leaving all 96 categories in raw form would be too sparse within the individual,
so reducing the number of dimensions is required. But with a sparse stress-location
dataset, we must take a qualitative approach to grouping location categories. Thus,
we are left creating a rule set consisting of pleasure and pressure clusters, as is detailed
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in section 4.4.
4.2 Location processing
Raw location logs provide a timestamped list of geolocation points, including latitude,
longitude, and an accuracy estimate of the reading. We wish to transform these data
points into a list of visits to places of interest in a person’s daily routine. Some data
points, for example, may be collected while in transit between two places of interest,
thus should not be interpreted as a visit to the given geographic coordinates. Once
we’ve identified the individual has stopped at a given location, we’d like to then merge
the consecutive data points to establish the duration of the stop. And finally, we’d
like to be able to track repeated visits to a given location, to establish frequency and
account for the locations role in daily routine. To be consistent with descriptions,
we’ll borrow from some of the vocabulary presented in Montoliu and Gatica-Perez[50]:
• A geolocation Data Point is simply a measurement collected from the smart-
phone device. It provides a latitude, longitude, accuracy, and timestamp.
• A Stay is a cluster of data points corresponding to a visit to a single geographic
location. It is computed from two or more logged data points, providing an
arrival and departure time.
• Stays can then be clustered into Stay Regions, geographic points with repeated
visits, in which we can attach a semantic meaning in the daily behavior of the
individual.
The accuracy of a data point is logged as a radius in meters. Accuracy values vary
by hardware, density of WiFi access points, as well as environment at time of read-
ing (e.g. indoors, atmospheric conditions, structural obstructions). In our dataset,
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accuracy values are calculated and reported directly by the Android platform based
on its knowledge of the underlying hardware and the density of crowdsourced WiFi
location data. In our dataset, this value ranges from 10 meters to a worst case of
over 2 kilometer if only able to utilizing network-based cellular tower triangulation.
The inter-quartile accuracy within our dataset, once discarding network-only trian-
gulation, was 24–50 meters — effectively building-level accuracy.
Due to continuously changing conditions over a sequence of data samples, we
see varying levels of jitter surrounding the true location of an individual within a
stay. That is, a series of data points collected at the exact same geolocation will often
produce slight variations in reported coordinate values. We can mitigate the effects of
jitter by utilizing the centroid of each stay. Once geolocation data points are assigned
to a stay, we apply weighted averaging to locate the centroid, as illustrated in figure
4.1. As the geocoordinates of a stay are hyperlocal, we can assume a rectangular
projection and simply compute the mean latitude and mean longitude, weighted by
data point accuracy; this simplification would not be appropriate for points over a
greater distance, over a few hundred kilometers due the curvature of the Earth’s
surface.
First, however, we must compute the stays within an individuals location dataset.
Using the algorithm presented by [69, 50]. Given the list of data points, sorted in
increasing time, a stay exists beginning at data point ps and ending with data point
pe, if the following two constraints are fulfilled:
• SpaceDistance(ps, pe) < Dmax
• TimeDifference(ps, pe) > Tmin
where Dmax is a tuning parameter for the maximum distance data points can move
to be considered part of the stay region and Tmin is the minimum time a user must
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stay within the space bounds to be considered a stay. Accounting for the suggested
tuning values, we selected 300 meters for Dmax and 15 minutes for Tmin.
Once we have a list of stays computed from our raw data points, we’re interested
in assigning each stay to a stay region, that is, a location of interest with a specific
semantic meaning in their daily life. This could correspond to home, to work, or any
other visited location, for example, to a restaurant. Again, as data points exhibit
jitter, the resulting centroids of two stays at the same location of interest may have
different values. Here, we employ a grid-based clustering approach as proposed by
Zheng et al[71]. Such a grid-based approach is preferred, as algorithms such as k-
means and the density-based OPTICS[3] do not constrain the output cluster size.
The stay region algorithms works as follows: The map is first divided into a grid,
each a square of width d/3, d being a parameter to constrain the maximum size of
the resulting stay region. Consistent with our Dmax in stay processing, we set this
value to 300 meters. Each stay is assigned to a square, based on its centroid. Next,
a greedy strategy is used to cluster grid squares which contain stay points. At each
round of iteration, we select the unassigned grid square with the highest number of
stay points and assign it to a new stay region. The eight surrounding grid squiares are
also considered, and any unassigned are also included in the new stay region. Thus
a stay region may consume up to 3x3 grid squares, or a maximum of dxd in size.
This process continues until all grid squares with stay points are assigned to a stay
region. Stay regions as plotted on a map can be seen in figure 4.2, using data from
the author’s test data. This demonstrates our ability to track location accurately,
using even low-cost smartphones readily available to the public.
Next, we’d like to begin to assign roles to each stay region within a person’s
daily routine. First, we’d like to identify time spent at home and at work (or other
frequented daytime location, e.g. school for a student). Here an extremely simple
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heuristic can be utilized: the region in which the individual spends the maximum
amount of their late night hours (location-local time) is assigned as their home, while
the location frequented on weekdays in the middle of the day is deemed to be a place
of work[36]. We do note this method is obviously not appropriate for individual’s with
non-traditional schedules (e.g. night-shift workers, telecommuters), but is sufficient
for most individuals.
With home and work assigned, we’d then like to associate the remaining stay re-
gions with a point of interest (POI) database. This allows us to understand the type
of establishment present at a given location. Here we utilize the Google Places as
our POI database, which is exposes an API over HTTP with query support for geo-
graphic coordinates within a bounding radius. While this dataset provides a wealth of
information including establishment name, address, open hours, and user-contributed
reviews, this additional information is of limited use for our application; we’re inter-
ested only in the type of establishment. Google Places has coverage throughout the
United States and Europe, thus providing a single source with coverage for all indi-
viduals in our dataset.
The establishment types exposed by Google Places come in the form on 96 tags,
curated by both Google employees, as well as verified business owners who have re-
quest management ability for their location. The general public can also submit
suggestions for changes, though cannot directly edit a location’s features. As con-
sistent with the intended use-cases of Google Places, the types are similar to those
you would find in a traditional “Yellowpages” listing, focused on the kind of services
offered by an establishment. The types are not revealed as belonging to a hierarchy,
though a casual review of the Google Places type dictionary [26] reveals some tags
are supertypes of others. For example, the generic type store may be accompanied
by another type further refining the type, such as hardware store, clothing store,
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or furniture store. Google Places being primarily utilized as a search tool, this
flattened structure makes sense for efficient filtering of results.
While most stay regions can be linked to a single Google Places establishment, in
sufficiently dense areas multiple locations may be equally applicable to a given stay
region. Here, we must select the most probable type. We aggregate the list of types
from the matching points of interest and select the most frequent type.
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(a) Raw data points assigned to a given stay
(b) Stay centroid after merging
Figure 4.1: Location jitter can be controlled through localized clustering. In figure
4.1a, we see a set of datapoints assigned to a stay. Blue circles are the reported
accuracy radius centered around a red pin. The connecting red line links sequential
data points over time. Once merged, the computed centroid is presented in 4.1b.
Indeed, this is the known true location of the data points collected for this example.
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Figure 4.2: Output from grid-based clustering, showing identified stay regions from
author’s daily activity in the Champaign-Urbana area.
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4.3 Features of daily life
Given the processed data, we can take a moment to look at the variety of daily life we
find, even in our relatively small dataset. This section is meant to demonstrate the
kinds of daily patterns we can extract from the data collection methods presented in
this work. Here we look at data on an individual level, but use different individuals
between features presented, such that no individual identity can be revealed.
Figure 4.3: The weekly physical activeness of an individual as collected via the smart-
phone accelerometer. We note most weekdays begin around 7:30 and end shortly after
midnight. On the weekend, however, this individual sleeps in much later. Particularly
interesting is the late Saturday night activeness into Sunday morning.
Beginning with the accelometer data, we’ll look at the physical activity of the
individual. As our sampling method is unable to capture every step, twist, and shuﬄe
throughout the entire day, our data is certainly not a substitute nor comparable to
a commercial pedometer. We can make no inferences about the amount of exercise
an individual gets in a day, nor advise in a weight loss program. We can, however,
understand when an individual is typically active and when they’re at rest; sleep
habits are apparent and changes between the work week and weekends are often
visible.
To utilize our activiy data, our discrete sample segment values must be aggregated
and smoothed as we develop our daily activity profiles, else to appear an individual
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experiences a sort of pulsing activity between minutes of inactivity. As presented
here, we calculate the percent of one second data segments which report activity
within each data point, and compute a simple thirty minute moving average, giving
us an activity score between 0 and 1. While activity features will be utilized in our
stress model, the are certainly interesting to visualizate in isolation, as in figure 4.3.
Similarly, we can spot routine within collected location data. By looking at the
stay regions an individual spends each segment of their day, figure 4.4 visualizes one
week likely not so dissimilar from many people working a “9 to 5” job. We find the
individual arriving at the office shortly after 8:00 and departing shortly after 17:00,
and does not leave the office for lunch. Notice, however, how this individual deviates
from that pattern on Thursday and Friday of the selected week. Such variation from
routine is of interest for inclusion in our stress model.
Figure 4.4: One week location pattern of an individual with a fairly typical work
schedule; each color corresponds to a unique stay region. This individual spends many
evenings at home, with Monday through Friday daytimes mostly spent at work.
Additionally, we can spot work and lifestyle differences between individuals by
looking at the transition patterns. Here we view the stay regions as nodes in a
network; leaving one stay region to go to another stay region creates a directional link
between the two nodes. Chord diagrams are used in figure 4.5 to quickly understand
the movement of an individual between points in their daily routines. In the presented
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diagram, the width at the end of a chord gives us a relative count of how frequently
a person arrives at the node over the link. That is, a chord between points A and B
with equal widths on both ends corresponds to an equal number of transitions from
A to B and from B to A; a smaller tail at the B end would represent the transition
is more frequently travelled from B to A than it is travelled from A to B.
(a) Student (b) Active, working individual
Figure 4.5: Location transition patterns of two distinctly different individuals. In
4.5a, we see a student with a location identified as being home serving as the root of
nearly all transitions. The most common pattern visible here is from home, to a single
destination, and a return home. In comparison, we see a very active pattern in 4.5b.
Beginning clockwise from the 12 o’clock position, we see what has been identified as
work, serving as a launchpad to many single-stop locations. Also note the frequented
transition between work and home, the second location when continuing clockwise.
Both patterns are over an approximately two week window.
Finally, looking at our experience samples, we found stress and happiness are
minimally correlated (r = −0.39, not significant), as we see in figure 4.6. This is not
to be unexpected; as discussed in section 3.5, happiness ratings correspond roughly
to mood, which is typically not associated with any single experience thus will often
experience a slower buildup and decay than stress, being a response to a specific
situation[20]. Here we find it’s not uncommon to find people happy while stressed, or
44
unhappy yet relatively relaxed. We’d expect our predictive model of stress to be less
equipped at predicting happiness, as our model will be primarily focused on current
context rather than past build up.
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Figure 4.6: Plot of happiness vs stress in self reports, aggregated from six datasets;
linear regression line in blue.
4.4 A model of stress from extracted features
Now we wish to construct a model based on detectable features of daily life. The
features attempt to cover three of the four primary factors of lifestyle commonly
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referred to as DESS (diet, exercise, social and sleep). Diet was necessarily excluded,
as the smartphone has limited datapoints to infer dietary patterns of the individual
without user input. Seventeen features included in our model were derived from data
collected from the smartphone rather than using raw data points directly; in this way,
we can our model better fits with commonly attributed factors related to quality of
life. Table 4.1 contains a description of each feature utilized.
Features draw from recent activity over most recent four hours from time of stress
self-report. This corresponds roughly to the maximum amount of time that could
have elapsed between random ESM pollings. This allows us to not only capture
current context, but also recent activities, encounters, and situations that have led
to present.
Of particular difficulty is identifying an effective method of utilizing the Google
Places POI database. It’s structured as to optimize the information needs of an
individual in search of a specific kind of business or establishment, and seemingly
little to no published research has investigated the semantic role of each label to an
individual’s sense of happiness, health, or general well being. Due to the sparseness
of tags, they necessarily must, however, be aggregated into functional categories that
accounts for some not-insignificant portion of recurring activities. Here, we have
selected three categories which can be well represented in the Google Places POI
database: those often related to pleasure and social interaction, those that exert
pressure on an individual, and those of mixed environment. We suspect spending
more time in generally pleasurable situations often leads to decreased stress, with
time spent in pressure situations has the opposite effect.
Pleasure locations are best described as the “want to do” situations; those of-
ten done out of choice, not necessity. These are often characterized by relaxation,
entertainment, or socialization value. Pleasure is composed of Google POI labels:
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aquarium, art gallery, bakery, bar, bowling alley, cafe, church, food, gym,
hindu temple, meal delivery, meal takeaway, mosque, movie theater, museum,
park, place of worship, restaurant, rv park, spa, synagogue.
Pressure are those “must do” situations in one’s daily routine, completed
out of necessity, not for satisfaction. These often appear in daily rou-
tine as errands and todos. Often, these apply mental or physical stress
on an individual. Pressure is composed of labels: accounting, airport,
atm, bank, bicycle store, bus station, car dealer, car rental, car repair,
car wash, cemetery, city hall, convenience store, courthouse, dentist,
doctor, electrician, electronics store, embassy, finance, fire station,
florist, funeral home, furniture store, gas station, general contractor,
grocery or supermarket, hardware store, health, home goods store, hospital,
insurance agency, jewelry store, laundry, lawyer, liquor store, local -
government office, locksmith, lodging, moving company, painter, parking,
pet store, pharmacy, physiotherapist, plumber, police, post office, real -
estate agency, roofing contractor, school, storage, store, subway station,
taxi stand, train station, travel agency, university, veterinary care.
Other places may have a mixed effect, depending on both the state of the indi-
vidual as well as the state of the environment. For example, while an amusement
park may bring pleasure and be a desirable activity, dealing with crowds and noisy or
disorderly children may negate any pleasure value. Mixed is composed of labels:
amusement park, beauty salon, book store, campground, casino, clothing -
store,department store, electronics store, hair care, library, movie rental,
night club, shoe store, shopping mall, stadium, zoo
With features computed, we then construct our model using a Random Forest[9]
classifier. We then compare this to a model constructed via a C4.5 Decision Tree[58]
47
as implemented in J48. A benefit of J48, being relatively lightweight in memory and
CPU requirements, is the potential to execute on device, such that oﬄoading data to
a server would not be required alleviating many privacy concerns with transmitting
data to a third party; however, we do not formally explore such an implementation.
The WEKA data mining toolkit[27] was utilized for both models.
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4.5 Model evaluation
As each participant completed perceived stress self-reports throughout each day of
their background data collection, we wish to demonstrate our model constructed from
contextual and behavioral features can be utilized to predict when the participant is
experiencing a stressful episode. As each self-report is recorded on a continuum
from relaxed to stressed (electronically stored as an integer from 0 to 100), we wish to
transform this value into a label of either stressed or not stressed for the given interval.
As the reports are subjective, there is between person differences that complicate our
conversion to a binary classification. However, we select an approach similar to that
found in [57] in which we compute the z-score of self reported stress. If the z-score
is above 0.5, the response is classified as stressed. Thus if the participant chooses to
reports a value greater than 50% of the deviation from the individual’s overall mean
reported level, the participant was likely stressed.
With stress labels in hand, we then train a personalized model on each dataset.
As a person’s environment and perceptions of various situations is unique, between-
person differences in behavior and routine leave us to conclude it’s unexpected that
a general model constructed from the global dataset is appropriate or interpretable.
We evaluate our models using within-individual leave-one-out validation. Classi-
fier parameters were optimized using a simple constrainted-space exhaustive search
algorithm. Aggregate performance metrics can be found in table and classifications
Table 4.2: Model performance
J48 J48 with Adaboost Random Forest
Accuracy 66.8% 68.1% 76.5%
Cohen’s κ 0.339 0.366 0.532
50
Stress z−score
H
ap
pi
ne
ss
 z
−s
co
re
−3
−2
−1
0
1
2
3
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
−3 −2 −1 0 1 2 3
label
l stressed
l unstress
Figure 4.7: Aggregate of all self reports, showing happiness vs stress transformed
into respective z-scores. The color determines the predicted label by each individual’s
Random Forest-based classifier. A perfect classifier would color all samples red to the
right of dashed line (above 0.5 stress z-score), with blue to those on the left. With our
model, we find the left primarily blue, with greater than 80% precision in identifying
unstressed situations; to the right we find the majority of stressed of readings labeled
as expected, with nearly 70% recall of stressed experiences.
visualized in figure 4.7. With the Random Forest classification, we yielded an ac-
curacy of 76.5%. However, we should also look at these results in terms of Cohen’s
κ coefficient, which allows us to account for random chance of agreement in clas-
sification. We find a value of κ = 0.532. Though kappa values make no claims of
statistical significance, using the proposed guidelines of Landis and Koch[37], this can
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be considered a moderately acceptable value.
Table 4.3: Confusion Matrix for Random Forest
Classified Stressed Classified Not Stressed
212 47 Actual Stressed
91 237 Actual Not Stressed
However, looking at each personal model in isolation (see table 4.4), we see the
accuracy ranged from 69% to a high 86%, with kappa values between from an ac-
ceptable κ = 0.55, to poor, κ = 0.27. The performance varies between datasets,
indicating our lifestyle assumptions, particularly that of routine, in feature selection
may not hold across each dataset. Upon a simple review of datasets 2 and 5 versus
that of 1 and 6 one particular difference is revealed. Referring back to figure 4.5, we
can see two extremes to transition patterns between individuals. A reduced number
of stay regions and transitions, like figure 4.5a, as we find in datasets 1 and 6 corre-
spond to reduced accuracy, while the higher accuracy in 2 and 5 is associated with
the more active pattern, as seen in figure 4.5b. Thus we conclude variation in routine
is important to the overall performance of our model.
We can also look at accuracy as a function of our stress threshold, as in figure
4.8. In our model presented thus far, we consider any stress z-score above 0.5 to
Table 4.4: Individual model performance with Random Forest-based model
Dataset Accuracy κ
1 69.7% 0.343
2 83.0% 0.583
3 73.5% 0.270
4 86.8% 0.550
5 78.6% 0.529
6 70.3% 0.310
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be stressed. However, with an increase of the threshold parameter, we see accuracy
increase. This is of importance when considering intervention guidelines. By only
considering stressful situations with very high levels of stress, those in which action is
critical, we find our model’s performance increases. Thus depending on application,
the threshold parameter can dramatically alter the performance of the model as is
warranted for the level of stress deemed actionable.
Stress z−score Threshold
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Figure 4.8: Accuracy as a function of our selected stress threshold. If we only consider
high stress occurrences, we see our model performance increase.
Finally, for comparison, we repeat the process with happiness, computing the
z-score and training both a J48 and Random Forest classifying on self-reports. As
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discussed previously, we’d not expect such a classification to perform well given our
interpretation of the happiness measure; and indeed we’re not surprised with the
results. With an aggregate performance on the Random Forest model of 64%, k =
0.23, we can conclude our model is far less appropriate for happiness.
In real-world application, such a model would require an initial training window,
and through user feedback during interventions (e.g. during situations in which a
user dismisses a stress management technique indicating a false positive), it would
track performance. As daily patterns change over time, a return to training would
be a necessary as routines diverge from original to those encountered during intial
training session.
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Chapter 5
Conclusions
As this thesis comes to a close, we summarize the work presented:
• Though battery constraints pose a limitation to continuous monitoring, we pre-
sented an effective logging strategy balancing resolution and duration. Partici-
pants were able to continue using their smartphone in routine fashion without
being substantially impacted by unwelcome battery drain. This is a significant
requirement to user-acceptance.
• We demonstrated a variety of insights that can be made from logged smartphone
data, including sleep behavior, movement patterns, and significant weekend vs
week day variation within individual. This even with low-cost smartphones.
• Finally, through constructing a model of stress from daily routine, we revealed a
link between the two. Indeed, the environmental and behavior features of daily
living do correspond to the stressful encounters experienced.
While the results of our model are perhaps not strong enough to service an indi-
vidual in isolation, we demonstrate but one key to a multi-faceted approach to the
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monitoring of chronic stress. To create an intervention and management solution,
general purpose devices such as smartphones, already in the hands of millions, are
best positioned to find wide-spread adoption as health monitors. New sensors and
specialty hardware will likely face substantially more friction to user acceptance com-
pared to a device that can also play games, connect us to peers, and even perhaps,
provide celebrity gossip as demanded. This may also require we investigate how users
interact with monitoring and training, to ensure user compliance is maximized.
5.1 Present and future
At present, we have presented a solid and fully developed data collection process.
However, we’ve been limited in our exploration of stress prediction. Due to dataset
constraints, we’ve yet to fully explore stress against a backdrop of daily behavior.
Using such a small dataset, we are limited in our assumption of routine. This also
limits our explanatory ability to that of an individual story. In an effort to explain
the limited performance within certain individual datasets, we find that of variation
within routine is key. We find our methods are best suited to the individual found in
figure 4.5b; thus by identifying a target population, we see a path to follow in future
work.
There has been little work regarding how location types, on a global perspective,
influences stress and happiness. While this will require a much larger dataset, it
would be of significant interest for such a perspective in modeling stress. We could
then seek a model based on global deviation rather than individual variation, as
discussed in section 4.1. Armed with such data, we could then begin to test features
that create stress within a population, rather than the story of an individual. This,
however, would require considerably more data – perhaps on the order of 100 to
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1000 individuals tagging stress responses while at a variety of location types. With
the popularity of social check-in services already on the Internet (e.g. FourSquare,
Google+, Facebook), it then becomes a problem of creating a platform that engages
users in providing such personal stress ratings, even possibly on top of such existing
check-in services. For example, with Facebook recently adding “feelings” (e.g. happy,
sad, annoyed) as an optional addition to status updates and check-ins, perhaps future
development of such a location-to-stress association will take a similar, social form.
In closing, we also suggest further utilization of the continuous monitoring strate-
gies and insights presented here. For example, for an elderly patient who lives alone,
such techniques could passively monitor for long-term changes in behavior. Changes
in social behavior, a reduction in visits to the corner restaurant, or substantial de-
crease in physical activeness could serve as indications to necessary intervention.
Appication of routine using the data collection methods here has application beyond
that of stress prediction and intervention.
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