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Abstract. The Burrows-Wheeler-Transform (BWT) is a reversible string
transformation which plays a central role in text compression and is fun-
damental in many modern bioinformatics applications. The BWT is a
permutation of the characters, which is in general better compressible
and allows to answer several different query types more efficiently than
the original string.
It is easy to see that not every string is a BWT image, and exact charac-
terizations of BWT images are known. We investigate a related combi-
natorial question. In many applications, a sentinel character $ is added
to mark the end of the string, and thus the BWT of a string ending with
$ contains exactly one $ character. We ask, given a string w, in which
positions, if any, can the $-character be inserted to turn w into the BWT
image of a word ending with the sentinel character. We show that this
depends only on the standard permutation of w and give a combinatorial
characterization of such positions via this permutation. We then develop
an O(n log n)-time algorithm for identifying all such positions, improving
on the naive quadratic time algorithm.
Keywords: combinatorics on words, Burrows-Wheeler-Transform, per-
mutations, splay trees, efficient algorithms
1 Introduction
The Burrows-Wheeler-Transform (BWT), introduced by Burrows and Wheeler
in 1994 [4], is a reversible string transformation which is fundamental in string
compression and is at the core of many of the most frequently used bioinformat-
ics tools [20, 21, 22]. The BWT, a permutation of the characters of the original
string, is particularly well compressible if the original string has many repeated
substrings, thus making it highly relevant for natural language texts and for bio-
logical sequence data. This is due to what is sometimes referred to as clustering
effect [33]: repeated substrings cause equal characters to be grouped together,
resulting in longer runs of the same character than in the original string, and as
a result, in higher compressibility.
Given a word (or string) v over a finite ordered alphabet, the BWT is a
permutation of the characters of v, such that position i contains the last character
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of the ith ranked rotation of v, with respect to lexicographic order, among all
rotations of v. For example, the BWT of the word banana is nnbaaa, see Fig. 1
(left). A fundamental property of the BWT is that it is reversible, i.e. given w
which is the BWT of some word, such a word v can be found in linear time in
the length of w [4]. Moreover, v is unique up to rotation.
rotations
of banana BWT
abanan n
anaban n
ananab b
banana a
nabana a
nanaba a
rotations
of nanana BWT
ananan n
ananan n
ananan n
nanana a
nanana a
nanana a
rotations
of nanana$ BWT
$nanana a
a$nanan n
ana$nan n
anana$n n
na$nana a
nana$na a
nanana$ $
Fig. 1: BWT of the strings banana, nanana and nanana$.
The BWT is defined for every word, even where not all rotations are distinct,
as is the case with the word nanana, whose BWT is nnnaaa, see Fig. 1 (center).
(Words for which all rotations are distinct are called primitive.) On the other
hand, not every word is a BWT image, i.e. not every word is the BWT of some
word. For example, banana is not the BWT of any word.
It can be decided algorithmically whether a given word w is a BWT image,
by slightly modifying the above-mentioned reversing algorithm: if w is not a
BWT image, then the algorithm terminates in O(n) time with an error message
(where n is the length of w). Combinatorial characterizations of BWT images
are also known [23, 28]: whether w is a BWT image, depends on the number
and characteristics of the cycles of its standard permutation (see Sec. 2). In
particular, w is the BWT image of a primitive word if and only if its standard
permutation is cyclic. Moreover, a necessary condition is that the runlengths of
w be co-prime [23].
In many situations, it is convenient to append a sentinel character $ to
mark the end of the word v; this sentinel character is defined to be lexico-
graphically smaller than all characters from the given alphabet. For example,
BWT(nanana$) = annnaa$, see Fig. 1 (right). Clearly, all rotations of v$ are
distinct, thus, the inverse of the BWT becomes unique, due to the condition
that the sentinel character must be at the end of the word. In other words, given
a word w with exactly one occurrence of $, there exists at most one word v such
that w = BWT(v$).
In this paper, we ask the following combinatorial question: Given a word
w over alphabet Σ, in which positions, if any, can we insert the $-character
such that the resulting word is the BWT image of some word v$? We call such
positions nice. Returning to our earlier examples: there are two nice positions
for the word annnaa, namely 3 and 7: an$nnaa and annnaa$ are BWT images.
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However, there is none for the word banana: in no position can $ be inserted
such that the resulting word becomes a BWT image.
We are interested both in characterizing nice positions for a given word w,
and in computing them. Note that using the BWT reversing algorithm, these
positions can be computed naively in O(n2) time. Our results are the following:
– we show that the question which positions are nice depends only on the
standard permutation of w;
– we give a full combinatorial characterization of nice positions, via certain
subsets which form what we call pseudo-cycles of the standard permutation
of w; and
– we present an O(n logn) time algorithm to compute all nice positions of an
n-length word w.
1.1 Related work
The BWT has been subject of intense research in the last two decades, from
compression [11, 16, 17, 29], algorithmic [9, 24, 30], and combinatorial [10, 13, 32]
points of view (mentioning just a tiny selection from the recent literature). It has
also been extended in several ways. One of these, the extended BWT, generalizes
the BWT to a multiset of strings [3,26,27], with successful applications to several
bioinformatics problems [8,27,31]. A very recent development is the introduction
of Wheeler graphs [12], a generalization of a fundamental underlying property
of the BWT to data other than strings.
There has been much recent work on inferring strings from different data
structures built on strings (sometimes called reverse engineering), and/or just
deciding whether such a string exists, given the data structure itself. For instance,
this question has been studied for directed acyclic word graphs (DAWGs) and
suffix arrays [2], prefix tables [6], LCP-arrays [18], and suffix trees [5, 15, 36]. A
number of papers study which permutations are suffix arrays of some string [14,
19, 34], giving a full characterization in terms of the standard permutation.
The analogous question for BWT images was answered fully in [28] for strings
over binary alphabets, and in [23] for strings over general alphabets. In the latter
publication, the authors also asked the question which strings can be ”blown up”
to become a BWT: Given the runs (blocks of equal characters) in w, when does
a BWT image exist whose runs follow the same order, but each run can be of
the same length or longer than the corresponding one in w? The authors fully
characterize such strings, showing that the non-existence of a global ascent in w
is a necessary and sufficient condition.
Another work treating a related question to ours is [25], where the authors
ask and partially answer the question of which strings are fixpoints of the BWT.
Overview The paper is organized as follows. In Section 2, we provide the
necessary formal background on the BWT and the standard permutation, and
in Section 3 give a complete characterization of nice positions of a string w. We
present our algorithm for computing all nice positions in Section 4. We close
with a discussion and outlook in Section 5.
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2 Basics
Words. Let Σ be a finite ordered alphabet. A word (or string) over Σ is a
finite sequence of elements from Σ (also called characters). We write words as
w = w1 · · ·wn, with wi the ith character, and |w| = n its length. Note that
we index words from 1. The empty string is the only string of length 0 and is
denoted ε. The set of all words over Σ is denoted Σ∗. The concatenation w = uv
of two words u, v is defined by w = u1 · · ·u|u|v1 · · · v|v|. Let w = uxv, with u, x, v
possibly empty. Then u is called a prefix, x a factor (or substring), and v a suffix
of w. A factor (prefix, suffix) u of w is called proper if u 6= w. For a word u and
an integer k ≥ 1, uk = u · · ·u denotes the k-fold concatenation of u. A word w
is called a primitive if w = uk implies k = 1.
Two words w,w′ are called conjugates if there exist words u, v, possibly
empty, such that w = uv and w′ = vu. Conjugacy is an equivalence relation, and
the set of all words which are conjugates of w constitute w’s conjugacy class.
Given a word w = w1 · · ·wn, the ith rotation of w is wi · · ·wnw1 · · ·wi−1. Clearly,
two words are conjugates if and only if one is a rotation of the other.
The set of all words over Σ is totally ordered by the lexicographic order: Let
v, w ∈ Σ∗, then v ≤lex w if v is a prefix of w, or there exists an index j s.t. for
all i < j, vi = wi, and vj < wj according to the order on Σ.
In the context of string data structures, it is often necessary to mark the
end of words in a special way. To this end, let $ 6∈ Σ be a new character, called
sentinel, and set $ < a for all a ∈ Σ. Let Σ∗$ denote the set of all words over Σ
with an additional $ at the end. The mapping w 7→ w$ is a bijection from Σ∗ to
Σ∗$ . Clearly, every word in Σ
∗
$ is primitive.
Permutations. Let n be a positive integer. A permutation is a bijection from
{1, 2, . . . , n} to itself. Permutations are often written using the two-line notation(
1 2 ... n
π(1) π(2) ... π(n)
)
. A cycle in a permutation pi is a minimal subset C ⊆ {1, . . . , n}
with the property that pi(C) = C. A cycle of length 1 is called a fixpoint, and
one of length 2 a transposition. Every permutation can be decomposed uniquely
into disjoint cycles, giving rise to the cycle representation of a permutation pi,
i.e. as a composition of the cycles in the cycle decomposition of pi. For example,
pi =
(
1 2 3 4 5 6
4 2 5 6 3 1
)
= (1 4 6)(2)(3 5). Permutations whose cycle decomposition
consists of just one cycle are called cyclic.
A fundamental theorem about permutations says that every permutation
pi can be written as a product (composition) of transpositions, and that the
number of any sequence of transpositions whose product is pi is either always
even or always odd: this is called the parity of the permutation [1].
Finally, given a word w, the standard permutation of w, denoted σw, is the
permutation defined by: σw(i) < σw(j) if and only if either wi < wj , or wi = wj
and i < j. For example, the standard permutation of banana is
(
1 2 3 4 5 6
4 1 5 2 6 3
)
.
Burrows-Wheeler-Transform. It is easiest to define the Burrows-Wheeler-
Transform (BWT) via a construction: Let v ∈ Σ∗ with |v| = n, and let M be an
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n× n-matrix containing as rows all n rotations of v (not necessarily distinct) in
lexicographic order (see Fig. 1). Then w = BWT(v) is the last column w of M .
If v is primitive, then this is equivalent to saying that w = w1 · · ·wn such that
wi equals the last character of the jth rotation of v, where the jth rotation has
rank i among all rotations of v w.r.t. lexicographic order.
Linear-time construction algorithms of the BWT are well-known [33], and
the BWT is reversible: given a word w which is the BWT of some word v, v
can be recovered from w = BWT(v) uniquely up to its conjugacy class, again in
linear time.
The algorithm for computing v, given BWT(v) = w is based on the follow-
ing insights about the matrix M : (1) the last character in each row is the one
preceding the first in the same row, (2) since the rows are rotations of the same
word, every character in the last column occurs also in the first column, (3) the
first column lists the characters of v in lexicographical order, and (4) the ith
occurrence of character c in the last column of M equals the ith occurrence of
character c in the first column. This last property can be used to define a map-
ping from the last to the first column, called LF-mapping [4], which assigns to
each position i the corresponding position j in the first column—this is, in fact,
the standard permutation of w. Now, if w is the BWT of a word, then such a
word v can be reconstructed, from last character to first, via iteratively applying
the standard permutation σw, and noting that wσw(i) is the character preceding
wi in v. In other words, w1 = vn and wσi
w
(1) = vn−i for 1 ≤ i ≤ n− 1.
Let w ∈ Σ∗, w = w1 · · ·wn and 1 ≤ i ≤ n + 1. We denote by dol(w, i)
the (n + 1)-length word w1 · · ·wi−1$wi · · ·wn, i.e. the word which results from
inserting $ into w in position i. Given a word w′ over Σ ∪ {$} with exactly one
occurrence of $, denote by undol(w′) the word which results from deleting the
character $ from w′. We refer to a position i as nice if dol(w, i) ∈ BWT(Σ∗$ ), i.e.
if there exists a word v ∈ Σ∗ such that BWT(v$) = w. We can now state our
problem:
Dollar-BWT Problem: Given a word w ∈ Σ∗, |w| = n, compute all
nice positions of w, i.e. all 1 ≤ i ≤ n+1 such that dol(w, i) ∈ BWT(Σ∗$ ).
In the next section, we give a combinatorial characterization of nice positions
of a word w.
3 A characterization via pseudo-cycles
Given w ∈ Σ∗, |w| = n, and 1 ≤ i ≤ n+1, denote by σi the standard permutation
of dol(w, i). We first note that whether i is nice depends only on σi.
Lemma 1. Given w ∈ Σ∗, |w| = n, and 1 ≤ i ≤ n + 1. Then i is nice if and
only if σi is cyclic.
Proof. The index i is nice if and only if there exists a word v ∈ Σ∗ such that
dol(w, i) = BWT(v$). Since v$ is primitive, this is the case if and only if σi
consists of one cycle only. ⊓⊔
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We use a bipartite graph Gw to visualize the standard permutation of w (see
Fig. 2). The top row corresponds to w, and the bottom row to the characters of
w in alphabetical order. When w is a BWT, then this implies that the top row
corresponds to the last column of matrix M , and the bottom row to the first.
(This graph is therefore sometimes called BWT-graph.) Let us refer to the nodes
in the top row as x1, . . . , xn and to those in the bottom row as y1, . . . , yn. Nodes
xi are labeled by character wi, and nodes yi are labeled by the characters of w
in lexicographic order. We connect (xi, yj) if and only if i = j or j = σw(i). It is
easy to see that the node set of any cycle S in Gw has the form {xk, yk | k ∈ I}
for some I ⊆ {1, . . . , n}, and that S is a cycle in Gw if and only if I is a cycle
in σ.
Fig. 2: Standard permutation for w = beaaecdcb with σ =
(
1 2 3 4 5 6 7 8 9
3 8 1 2 9 5 7 6 4
)
and σ7 =(
1 2 3 4 5 6 7 8 9 10
4 9 2 3 10 6 1 8 7 5
)
. Red edges cause fixpoints in σ7.
(a) Standard permutation of w
b
1
e
2
a
3
a
4
e
5
c
6
d
7
c
8
b
9
a
1
a
2
b
3
b
4
c
5
c
6
d
7
e
8
e
9
(b) Standard permutation of dol(w, 7)
b
1
e
2
a
3
a
4
e
5
c
6
$
7
d
8
c
9
b
10
$
1
a
2
a
3
b
4
b
5
c
6
c
7
d
8
e
9
e
10
Now observe what happens when we insert a dollar into w in position i. Let
σ = σw, w
′ = dol(w, i) and σi = σw′ the resulting permutation. It holds that
σi(j) =


σ(j) + 1 if j < i,
1 if j = i, and
σ(j − 1) + 1 if j > i.
(1)
In particular, if j is a fixpoint in σ and i ≤ j, then j +1 will be a fixpoint in
σi. Similarly, if σ(j) = j−1 and j > i, then j is a fixpoint in σi. These two cases
are illustrated in Fig. 2, where 7 is a fixpoint in σ and σ(6) = 5, so the insertion
of $ in position i = 7 leads to the two fixpoints 6 and 8 in σ7. In particular,
position 7 is not nice.
Indeed, this observation can be generalized: if S is a cycle in σ, then no
position i ≤ minS is nice. Similarly, if S is such that σ(S) = S − 1 = {j − 1 |
j ∈ S}, then no position i > maxS is nice. In both cases, insertion of $ in
such a position would turn S into a cycle. However, the situation can also be
more complex, as is illustrated in Fig. 3. We next give a necessary and sufficient
condition for creating a proper cycle S, i.e. for a position not being nice.
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Fig. 3: Standard permutation of w = cedcbbabb with σ =
(
1 2 3 4 5 6 7 8 9
6 9 8 7 2 3 1 4 5
)
and
of dol(w, 7) with σ7 =
(
1 2 3 4 5 6 7 8 9 10
7 10 9 8 3 4 1 2 5 6
)
.
(a) Pseudo-cycle in the standard per-
mutation of w
c
1
e
2
d
3
c
4
b
5
b
6
a
7
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8
b
9
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b
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b
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b
4
b
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c
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c
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8
e
9
(b) Cycle in the standard permutation of
dol(w, 7)
c
1
e
2
d
3
c
4
b
5
b
6
$
7
a
8
b
9
b
10
$
1
a
2
b
3
b
4
b
5
b
6
c
7
c
8
d
9
e
10
Definition 1. Given a permutation pi of {1, . . . , n}, a pseudo-cycle w.r.t. pi is a
non-empty subset S ⊆ {1, . . . , n} which can be partitioned into two subsets Sleft
and Sright, possibly empty, such that Sleft < Sright, and pi(S) = (Sleft−1)∪Sright.
Let a = maxSleft, and a = 0 if Sleft is empty. Further, let b = minSright, and
b = n + 1 if Sright is empty. The critical interval R ⊆ {1, 2, . . . , n + 1} of the
pseudo-cycle S is defined as R = [a+ 1, b].
For example, in Fig. 3, S = {3, 5, 8} is a pseudo-cycle, with Sleft = {3, 5},
Sright = {8}, and R = {6, 7, 8}. Note that every cycle C of a permutation is
a pseudo-cycle, with C = Cright. In Fig. 2, we highlighted two pseudo-cycles:
S1 = {6}, with critical interval R1 = {7, 8, 9, 10}, and S2 = {7}, with R2 =
{1, 2, 3, 4, 5, 6, 7}. The elements of the critical interval are exactly those positions
i which, when the $ is inserted in position i, turn S into one or more cycles, as
we will see in Lemma 2. In particular, putting S = {1, . . . , n}, we get that i = 1
is never nice. This is easy to see since (1) is a cycle in the standard permutation
of $w for every word w.
Definition 2. Let 1 ≤ i ≤ n+ 1 and S ⊆ {1, 2, . . . , n}. We define
shift(S, i) = {x | x ∈ S and x < i} ∪ {x+ 1 | x ∈ S and x ≥ i}, and
unshift(S, i) = {x | x ∈ S and x < i} ∪ {x− 1 | x ∈ S and x > i}.
Lemma 2. Let w ∈ Σ∗ and σ = σw. Let 1 ≤ i ≤ n+ 1, and U ⊆ {1, 2, . . . , n+
1} \ {i}. Then U is a cycle in the permutation σi if and only if S = unshift(U, i)
is a pseudo-cycle w.r.t. σ, and i belongs to the critical interval of S.
Proof. Let U1 = {x ∈ U | x < i}, U2 = {x ∈ U | x > i}. Then S = U1∪ (U2− 1).
We have to show that U is a cycle if and only if S is a pseudo-cycle, with
Sleft = U1 and Sright = U2 − 1. Note that this implies that i is contained in the
critical interval of S.
First let S be a pseudo-cycle with Sleft = U1 and Sright = U2 − 1, and let
x ∈ U . We have to show that x ∈ σi(U), which implies the claim. If x ∈ U1,
then x ∈ Sleft, and there is a y ∈ S s.t. σ(y) = x − 1. If y ∈ Sleft, then y ∈ U1
and σi(y) = x by (1), thus x ∈ σi(U). Else y ∈ Sright, then y + 1 ∈ U2 and
σi(y + 1) = x, again by (1), and thus x ∈ σi(U).
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Now let x ∈ U2. Then x − 1 ∈ Sright and there is a y ∈ S s.t. σ(y) = x − 1.
If y ∈ Sleft, then y ∈ U1 and x = σ(y) + 1 = σi(y) by (1), thus x ∈ σi(U). Else
y ∈ Sright, then y+1 ∈ U2 and σi(y + 1) = x, again by (1), and thus x ∈ σi(U).
Conversely, let U be a cycle, set Sleft = U1 and Sright = U2−1. Let x ∈ S. We
will show that if x ∈ Sleft, then x − 1 ∈ σ(S), and if x ∈ Sright, then x ∈ σ(S),
proving that S is a pseudo-cycle. The claim follows with analogous arguments
as above and noting that σ(j) = σi(j)− 1 if j < i, and σi(j +1)− 1 if j ≥ i. ⊓⊔
Theorem 3. Let w be a word of length n over Σ. A position i, 1 ≤ i ≤ n+ 1,
is nice if and only if there is no pseudo-cycle S w.r.t. the standard permutation
σ = σw whose critical interval contains i.
Proof. Let S be a pseudo-cycle w.r.t. σ, R its critical interval and i ∈ R. By
Lemma 2, shift(S, i) is a cycle in σi not containing i. Therefore, σi has at least
two cycles, implying that dol(w, i) 6∈ BWT(Σ∗$ ).
Now assume that i is not nice. Then σi contains a cycle C ⊆ {2, . . . , n+ 1}.
By Lemma 2, this implies that unshift(C) is a pseudo-cycle in σ, and its critical
interval contains i. ⊓⊔
With Theorem 3, we can now prove the statements about our first example
strings banana and annnaa. The word banana has the pseudo-cycles S1 = {2}
with critical interval R1 = {3, 4, 5, 6, 7}; and S2 = {3, 5, 6} with R2 = {1, 2, 3}.
Therefore, every position is contained in some critical interval. For the word
annnaa, we have S1 = {1} with critical interval R1 = {1}; S2 = {2, 3, 4, 5, 6}
with R2 = {1, 2}; S3 = {3, 5} with R3 = {4, 5}; S4 = {4, 6} with R4 = {5, 6};
and all other pseudo-cycles are unions of these. The two positions 3 and 7 are
not contained in any critical interval, and are therefore nice. In fact, an$nnaa =
BWT(ananna$), and annnaa$ = BWT(nanana$).
4 Algorithm
It is easy to compute all nice positions, given a word w, by inserting $ in each
position i and running the BWT reverse algorithm, in a total of O(n2) time.
Here we present an O(n logn) time algorithm for the problem.
The underlying idea is that, if we know σi, the standard permutation of
dol(w, i), then it is not too difficult to compute σi+1.
Lemma 4. Let w ∈ Σ∗, |w| = n, and for 1 ≤ i ≤ n+ 1, let σi be the standard
permutation of dol(w, i). Then
1. σ1(1) = 1 and for i > 1, σ1(i) = σ(i − 1) + 1,
2. for 1 ≤ i ≤ n, σi and σi+1 differ only in the points i and i + 1: σi+1(i) =
σi(i + 1) and σi+1(i+ 1) = σi(i),
3. σi(i) = 1 for all i.
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Proof. Part 1. follows by applying (1) to i = 1. For Part 2., notice that, again
from (1), we have that σi(j) = σi+1(j) for all j 6= i, i + 1, while σi(i) = 1 =
σi+1(i+1), and σi(i+1) = σ(i)+1 and σi+1(i) = σ(i)+1, as well. Part 3. holds
because the rotation starting with $ is lexicographically smaller than all other
rotations. ⊓⊔
Therefore, we have that σi+1 = (1, σi(i+1))·σi, i.e. the standard permutation
σi+1 is the result of applying a transposition on σi. As we show next, applying a
transposition on a permutation has either the effect of splitting a cycle, or that
of merging two cycles.
Lemma 5. Let pi = C1 · · ·Ck be the cycle decomposition of the permutation pi,
x 6= y, and pi′ = (pi(x), pi(y)) · pi.
1. If x and y are in the same cycle Ci, then this cycle is split into two. In
particular, let Ci = (c1, c2, . . . , cj , . . . , cm), with cm = x and cj = y. Then
pi′ = (c1, c2, . . . , cj)(cj+1 . . . cm)
∏
ℓ 6=iCℓ.
2. If x and y are in different cycles Ci and Cj, then these two cycles are
merged. In particular, let Ci = (c1, c2, . . . , cm), with cm = x, and Cj =
(c′1, c
′
2, . . . , c
′
r), with c
′
r = y, then pi
′ = (c1, c2, . . . , cm, c
′
1, c
′
2, . . . , c
′
r)
∏
ℓ 6=i,j Cℓ.
Proof. Straightforward application of composition of permutations. ⊓⊔
Let us look at an example:
Example 1. w = acccbccbab
σ =
(
1 2 3 4 5 6 7 8 9 10
1 6 7 8 3 9 10 4 2 5
)
= (1)(2, 6, 9)(3, 7, 10, 5)(4, 8)
σ1 =
(
1 2 3 4 5 6 7 8 9 10 11
1 2 7 8 9 4 10 11 5 3 6
)
= (1)(2)(3, 7, 10)(4, 8, 11, 6)(5, 9) merge
σ2 =
(
1 2 3 4 5 6 7 8 9 10 11
2 1 7 8 9 4 10 11 5 3 6
)
= (1, 2)(3, 7, 10)(4, 8, 11, 6)(5, 9) merge
σ3 =
(
1 2 3 4 5 6 7 8 9 10 11
2 7 1 8 9 4 10 11 5 3 6
)
= (1, 2, 7, 10, 3)(4, 8, 11, 6)(5, 9) merge
σ4 =
(
1 2 3 4 5 6 7 8 9 10 11
2 7 8 1 9 4 10 11 5 3 6
)
= (1, 2, 7, 10, 3, 8, 11, 6, 4)(5, 9) merge
σ5 =
(
1 2 3 4 5 6 7 8 9 10 11
2 7 8 9 1 4 10 11 5 3 6
)
= (1, 2, 7, 10, 3, 8, 11, 6, 4, 9, 5) split
σ6 =
(
1 2 3 4 5 6 7 8 9 10 11
2 7 8 9 4 1 10 11 5 3 6
)
= (1, 2, 7, 10, 3, 8, 11, 6)(4, 9, 5) split
σ7 =
(
1 2 3 4 5 6 7 8 9 10 11
2 7 8 9 4 10 1 11 5 3 6
)
= (1, 2, 7)(10, 3, 8, 11, 6)(4, 9, 5) merge
σ8 =
(
1 2 3 4 5 6 7 8 9 10 11
2 7 8 9 4 10 11 1 5 3 6
)
= (1, 2, 7, 11, 6, 10, 3, 8)(4, 9, 5) merge
σ9 =
(
1 2 3 4 5 6 7 8 9 10 11
2 7 8 9 4 10 11 5 1 3 6
)
= (1, 2, 7, 11, 6, 10, 3, 8, 5, 4, 9) split
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σ10 =
(
1 2 3 4 5 6 7 8 9 10 11
2 7 8 9 4 10 11 5 3 1 6
)
= (1, 2, 7, 11, 6, 10)(3, 8, 5, 4, 9) merge
σ11 =
(
1 2 3 4 5 6 7 8 9 10 11
2 7 8 9 4 10 11 5 3 6 1
)
= (1, 2, 7, 11)(6, 10)(3, 8, 5, 4, 9)
In the example, changes from one permutation to the next are marked in
red. At iteration i, the result of the transposition of σi−1(i − 1) and σi−1(i) is
marked in red in the two-line notation, while in the cyclic notation, we mark in
red the positions of i and i + 1. Finally, the boxes highlight cyclic σi, namely i
such that dol(w, i) ∈ BWT(Σ∗$ ) .
4.1 High-level description of algorithm
The algorithm first computes the standard permutation σ of w and initializes
a counter c with the number of cycles of σ. It then computes σ1 according to
Lemma 4, part 1. It increments counter c by 1 for i = 1, since σ1 always has a
fixpoint (1). Then the algorithm iteratively computes the new permutation σi+1,
updating c in each iteration. By Lemma 5, c either increases or decreases by 1
in every iteration: it increases if i+1 is in the same cycle as i, and it decreases if
it is in a different cycle. Whenever c equals 1, the algorithm reports the current
value i. See Algorithm 1 for the pseudocode.
Algorithm 1: FindNicePositions(w)
Given a word w, return a set I of positions in which the $-character can be
inserted to turn w into a BWT image.
1 n← |w|
2 σ ← standard permutation of w // variant of counting sort
3 c← number of cycles of σ
4 I ← ∅
5 for i← n+ 1 down to 2 do // compute σ1 from σ
6 σ(i)← σ(i− 1)
7 σ(1)← 1
8 c← c+ 1 // σ1 has one more cycle than σ
9 for i← 1 to n do
10 C ← cycle of σ which contains 1 // C also contains i
11 if i+ 1 ∈ C then
12 c← c− 1
13 else
14 c← c+ 1
15 σ ← Update(σ, i) // now σ = σi+1
16 if c = 1 then
17 I ← I ∪ {i+ 1}
18 return I
19 procedure Update(σ, i): // σ(i) = 1
20 σ(i)← σ(i+ 1)
21 σ(i+ 1)← 1
22 return σ
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4.2 Implementation with splay trees
For the algorithm’s implementation, we need an appropriate data structure for
maintaining and updating the current permutation σi. Using an array to keep
σi would allow us to update it in constant time in each step, but would not give
us the possibility to efficiently decide whether i+1 ∈ C in line 11. Thus we need
a data structure to maintain the cycles of σi. The functionalities we seek are (a)
decide whether two elements are in the same cycle, (b) split two cycles, (c) merge
two cycles. The data structure we have chosen is a forest of splay trees [35]. This
data structure supports the above operations in amortized O(log n) time.
Splay trees are self-adjusting binary search trees. They are not necessarily
balanced, but they have the property that at every access-operation, the element
x accessed is moved to the root and the tree is adjusted in such a way as to move
nodes on the path from the root to x closer to the root, thus reducing access-
time to these nodes for future operations. The operation of self-adjusting, called
splaying, consists of a series of the usual edge rotations in binary search trees.
Which rotations are applied depends on the position of the node with respect to
its parent and grandparent (the cases are referred to as zig, zig-zig, and zig-zag).
Splay trees can implement the standard operations on binary search trees, such
as access, insert, delete, join, split in amortized logarithmic time, in the total
number of nodes involved. We refer the reader to the original article [35] for
more details.
We represent the current permutation σi as a forest of splay trees, where each
tree corresponds to a cycle of σi. Let (c1, c2, . . . , ck) be an arbitrary rotation of
a cycle in σi. We consider the cycle as a ranked list of the elements from c1 to
ck and assign element cj its position j as key. Doing this we can build the splay
tree of the cycle keying the elements by their position in the cycle: for a node
v of the tree, the elements of the list which come before v are contained in the
left subtree of v, and the elements which come after in the right subtree of v.
Note that by construction, we will necessarily have 1 as left-most node and i as
right-most node in the first cycle of σi.
We now explain how to update the data structure.
If i and i + 1 are in distinct cycles of σi, then the transposition of σi(i) and
σi(i+ 1) leads to the merge of their cycles (Lemma 5). We show the implemen-
tation of the merge-step using splay trees in Fig. 4. Let the two cycles have the
following form (1, A, i) resp. (B, i + 1, C), with A,B,C sequences of numbers.
We show in (a) the corresponding splay trees rooted in i resp. in i+1, after the
access operations on the two elements involved, which move i and i + 1 to the
roots of their respective trees. Now we have a split of the right subtree of node
i + 1, the result of which is shown in (b). Next, a join operation links the C
subtree to the node i as its right child.
If i and i+ 1 are in the same cycle of σi, then the transposition of σi(i) and
σi(i + 1) leads to a split of the cycle (Lemma 5). We show the implementation
of this operation with splay trees in Fig. 5. Let the cycle have the form (1, A, i+
1, B, i). The corresponding splay tree after access i+1 is shown in (a). The split
operation cuts the right subtree of i+ 1 producing the two new trees in (b).
12 S. Giuliani, Zs. Lipta´k, and R. Rizzi
Fig. 4: The implementation of the merge-step with splay trees.
(a) σi
i i+ 1
A B C
(b)
i i+ 1
A B C
(c) σi+1
i
i+ 1
A
B
C
Fig. 5: The implementation of the split-step with splay trees.
(a) σi
i+ 1
A B
(b) σi+1
i+ 1
A
B
We include the full splay tree implementation of Example 1 in the Appendix.
4.3 Analysis
We now show that Algorithm 1 takes O(n logn) time in the worst case.
Computing the standard permutation of w takes O(n) time (using a variant
of Counting Sort [7], and noting that the alphabet of the string has cardinality
at most n). The computation of σ1 (lines 5 to 7) takes O(n) time. All steps in
one iteration of the for-loop (lines 9 to 17) take constant time, except deciding
whether i + 1 ∈ C (line 11), and updating σ (line 15). For deciding whether
i+ 1 ∈ C, we access i+ 1. If the answer is yes, we will have a split-step: this is
a split-operation on the tree for C (Fig. 5). If the answer is no, then we access
i, and merge the two trees (Fig. 4); the implementation of this consists of one
split- and two join-operations on the trees.
Therefore, in one iteration of the for-loop, we either have one access and one
split operation (for a split-step), or two access-, one split-, and two link-operations
(merge-step), thus in either case, at most five operations. There are n iterations
of the for-loop, so at most 5n operations. Together with the initial insertion of
the n+1 nodes, we get a total of 6n operations. We report the relevant theorem
from [35]:
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Theorem 6 (Balance Theorem with Updates, Thm. 6 in [35]). A se-
quence of m arbitrary operations on a collection of initially empty splay trees
takes O(m +
∑m
j=1 lognj) time, where nj is the number of items in the tree or
trees involved in operation j.
For our algorithm, we have m = O(n) operations altogether, each involving
no more than n+1 nodes, thus Theorem 6 guarantees that the total time spent
on the splay trees is O(n + n logn). Adding to this the computation of σ1 and
the initialization of the splay trees, each in O(n) time, and of the constant-
time operations within the for-loop, we get altogether O(n logn) time. Memory
usage is O(n), since the forest of splay trees consists of n + 1 vertices in total.
Summarizing, we have
Theorem 7. Algorithm 1 runs in O(n logn) time and uses O(n) space, for an
input string of length n.
5 Conclusion
In this paper, we studied a combinatorial question on the Burrows-Wheeler
transform, namely in which positions (called nice positions) the sentinel char-
acter can be inserted in order to turn a given word w into a BWT image. We
developed a combinatorial characterization of nice positions and presented an
efficient algorithm to compute all nice positions in the word.
Ongoing work includes developing conditions on nice positions which can be
derived directly from the word and tested in linear time. For example, we can
show that all nice positions have the same parity, and we are able to give lower
bounds on nice positions. These results are based on properties of the standard
permutation of the original word.
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APPENDIX
In this appendix, we give the algorithm for computing the standard permutation
(Algorithm 2), the full splay tree implementation for Example 1 (Fig. 6), and
two further examples for the algorithm.
Algorithm 2: Standard Permutation(w)
Given a word w ∈ Σn, compute its standard permutation σ.
1 n← |w|
2 count← array of length |Σ| of zeros // count[j] is no. of occ’s
of jth character in w
3 for i← 1 to n do
4 j ← lexicographic rank of wi
5 count[j]← count[j] + 1
6 for j = 2 to |Σ| do
7 count[j]← count[j] + count[j − 1]
8 for i = n down to 1 do
9 j ← lexicographic rank of wi
10 σ(i)← count[j]
11 count[j]← count[j] − 1
12 return σ
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Fig. 6: The splay tree implementation for Example 1.
(a) σ1
1 2 7
3 10
11
8
4
6
5
9
(b) σ2
1
2
7
3 10
11
8
4
6
5
9
(c) σ3
2
1 7
10
3
11
8
4
6
5
9
(d) σ4
3
2
1 10
7
8
11
6
4
5
9
(e) σ5
4
8
3
2
1 10
7
6
11
9
5
(f) σ6
6
8
3
2
1 10
7
11
4
9
5
(g) σ7
7
2
1
6
3
10 8
11
4
9
5
(h) σ8
7
2
1
6
11 8
3
10
4
9
5
(i) σ9
8
6
7
2
1
11
3
10
5
9
4
(j) σ10
10
6
7
2
1
11
8
3 5
9
4
(k) σ11
11
7
2
1
10
6
8
3 5
9
4
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Example 2. w = acbcccbcca
σ =
(
1 2 3 4 5 6 7 8 9 10
1 5 3 6 7 8 4 9 10 2
)
= (1)(2, 5, 7, 4, 6, 8, 9, 10)(3)
σ1 =
(
1 2 3 4 5 6 7 8 9 10 11
1 2 6 4 7 8 9 5 10 11 3
)
= (1)(2)(3, 6, 8, 5, 7, 9, 10, 11)(4) merge
σ2 =
(
1 2 3 4 5 6 7 8 9 10 11
2 1 6 4 7 8 9 5 10 11 3
)
= (1, 2)(3, 6, 8, 5, 7, 9, 10, 11)(4) merge
σ3 =
(
1 2 3 4 5 6 7 8 9 10 11
2 6 1 4 7 8 9 5 10 11 3
)
= (1, 2, 6, 8, 5, 7, 9, 10, 11, 3)(4) merge
σ4 =
(
1 2 3 4 5 6 7 8 9 10 11
2 6 4 1 7 8 9 5 10 11 3
)
= (1, 2, 6, 8, 5, 7, 9, 10, 11, 3, 4) split
σ5 =
(
1 2 3 4 5 6 7 8 9 10 11
2 6 4 7 1 8 9 5 10 11 3
)
= (1, 2, 6, 8, 5)(7, 9, 10, 11, 3, 4) split
σ6 =
(
1 2 3 4 5 6 7 8 9 10 11
2 6 4 7 8 1 9 5 10 11 3
)
= (1, 2, 6)(8, 5)(7, 9, 10, 11, 3, 4) merge
σ7 =
(
1 2 3 4 5 6 7 8 9 10 11
2 6 4 7 8 9 1 5 10 11 3
)
= (1, 2, 6, 9, 10, 11, 3, 4, 7)(8, 5) merge
σ8 =
(
1 2 3 4 5 6 7 8 9 10 11
2 6 4 7 8 9 5 1 10 11 3
)
= (1, 2, 6, 9, 10, 11, 3, 4, 7, 5, 8) split
σ9 =
(
1 2 3 4 5 6 7 8 9 10 11
2 6 4 7 8 9 5 10 1 11 3
)
= (1, 2, 6, 9)(10, 11, 3, 4, 7, 5, 8) merge
σ10 =
(
1 2 3 4 5 6 7 8 9 10 11
2 6 4 7 8 9 5 10 11 1 3
)
= (1, 2, 6, 9, 11, 3, 4, 7, 5, 8, 10) split
σ11 =
(
1 2 3 4 5 6 7 8 9 10 11
2 6 4 7 8 9 5 10 11 3 1
)
= (1, 2, 6, 9, 11)(3, 4, 7, 5, 8, 10)
Example 3. w = ccaaabcaac
σ =
(
1 2 3 4 5 6 7 8 9 10
7 8 1 2 3 6 9 4 5 10
)
= (1, 7, 9, 5, 3)(2, 8, 4)(6)(10)
σ1 =
(
1 2 3 4 5 6 7 8 9 10 11
1 8 9 2 3 4 7 10 5 6 11
)
= (1)(2, 8, 10, 6, 4)(3, 9, 5)(7)(11) merge
σ2 =
(
1 2 3 4 5 6 7 8 9 10 11
8 1 9 2 3 4 7 10 5 6 11
)
= (1, 8, 10, 6, 4, 2)(3, 9, 5)(7)(11) merge
σ3 =
(
1 2 3 4 5 6 7 8 9 10 11
8 9 1 2 3 4 7 10 5 6 11
)
= (1, 8, 10, 6, 4, 2, 9, 5, 3)(7)(11) split
σ4 =
(
1 2 3 4 5 6 7 8 9 10 11
8 9 2 1 3 4 7 10 5 6 11
)
= (1, 8, 10, 6, 4)(2, 9, 5, 3)(7)(11) merge
σ5 =
(
1 2 3 4 5 6 7 8 9 10 11
8 9 2 3 1 4 7 10 5 6 11
)
= (1, 8, 10, 6, 4, 3, 2, 9, 5)(7)(11) split
σ6 =
(
1 2 3 4 5 6 7 8 9 10 11
8 9 2 3 4 1 7 10 5 6 11
)
= (1, 8, 10, 6)(4, 3, 2, 9, 5)(7)(11) merge
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σ7 =
(
1 2 3 4 5 6 7 8 9 10 11
8 9 2 3 4 7 1 10 5 6 11
)
= (1, 8, 10, 6, 7)(4, 3, 2, 9, 5)(11) split
σ8 =
(
1 2 3 4 5 6 7 8 9 10 11
8 9 2 3 4 7 10 1 5 6 11
)
= (1, 8)(10, 6, 7)(4, 3, 2, 9, 5)(11) merge
σ9 =
(
1 2 3 4 5 6 7 8 9 10 11
8 9 2 3 4 7 10 5 1 6 11
)
= (1, 8, 5, 4, 3, 2, 9)(10, 6, 7)(11) merge
σ10 =
(
1 2 3 4 5 6 7 8 9 10 11
8 9 2 3 4 7 10 5 6 1 11
)
= (1, 8, 5, 4, 3, 2, 9, 6, 7, 10)(11) merge
σ11 =
(
1 2 3 4 5 6 7 8 9 10 11
8 9 2 3 4 7 10 5 6 11 1
)
= (1, 8, 5, 4, 3, 2, 9, 6, 7, 10, 11)
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