Abstract-In this paper, a self-government particle swarm optimizer (SGPSO) is proposed to improve the performance of original PSO, in which particle updating depends on local best information searched at anterior runs as well as individual history best and global best at present. To evaluate the novel algorithm, some benchmark functions are employed in comparison with PSO. Experimental results show that the proposed algorithm can search more optimal solution than PSO and indicate the effectiveness of the novel algorithm to solve optimization problems. Finally, the proposed algorithm is applied in soft-sensing the Texaco furnace temperature. It is convinced that SGPSO based soft sensor is very capable of real-time assessment of the furnace temperature in the Texaco gasification process.
I. INTRODUCTION
Particle swarm optimization (PSO) algorithm is an important and usual member of swarm intelligence methods for solving global optimization problems. In 1995, PSO was originally developed by Eberhart and Kennedy [1, 2] , inspired by social behavior of bird flocking and fish schooling. Like genetic algorithm, ant colony algorithm etc., PSO is associated with artificial life and evolutionary computation, which can be easily implemented and is computationally inexpensive. In view of these advantages, PSO has been successfully applied in many fields including function optimization, fuzzy control, artificial neural network training and so on. However, for more and more complicated problems, PSO proved to be incapable in some cases. Therefore, in order to strengthen the optimization ability of PSO, researchers gradually proposed many advanced PSO algorithms. Eberhart and Shi [3] firstly concluded developments, applications and resources of PSO. Considering the significance of parameter selection in PSO, Shi and Eberhart [4] studied the effect of different parameter values on the evolutionary performance. Ref. [5] reached the effect of population structure on the performance of PSO. Some scholars [6] used cluster analysis method to investigate PSO's performance. Also, researchers brought mathematic concept into PSO. Ref. [7, 8] presented PSO incorporated with function "stretching" to alleviate the local optimization problem. Parsopoulos and Vrahatis [9] made used of nonlinear simplex method to initialize PSO to expand the search space for better solution. Ref. [10] introduced Gaussian mutation scheme into PSO, which was proved to be successful in computing the better solutions than those by PSO. Previously, people only used the simplex algorithm and the advanced versions to settle problems. From another angle, it can be considered to combine other algorithms effectively. For instance, Wang and Li [11] integrated PSO and SA (simulated annealing) to improve the performance of PSO. Shi et al. [12] have presented an improved GA and a novel PSO-GA-based hybrid algorithm. Kao [13] focused on a hybrid method combining two heuristic optimization techniques, GA and PSO for the global multimodal function optimization problems. Liu et al. [14] presented an improved particle swarm optimization combined with chaos. Sun et al. [15, 16] proposed a new PSO with quantum behavior (QPSO) which could improve the optimal effect. Besides, Sha and Hsu [17] proposed that the particle movement in PSO is based on the swap operator. Wen and Cao [18] presented a modified particle swami optimizer based on cloud model. Pan et al. [19, 20] studied discrete PSO algorithm in detail and applied it successfully. Huang and Gu [21] proposed that binary particle swarm algorithm is integrated into cultural algorithm framework to develop a more efficient cultural binary particle swarm algorithm. Chen [22] individual particle moves stochastically toward the position that is affected by the present velocity, the individual best performance and the best performance of the group. Hao [23] proposed a new stochastic particle swarm optimization algorithm based on cluster analysis for ensuring global convergence. A simplex particle swarm optimization derived from the Nelder-Mead simplex method [24] was proposed to optimize the high dimensionality functions. Song et al. [25] introduced the centroid of particle swarm in standard PSO model, then combining the strong chaotic motion and the simplex method. Shu and Yang [26] presents a new approach to the solution of optimal manufacturers production and delivery scheduling problem, using improved particle swarm optimization technique. In this paper we propose SGPSO algorithm for optimization problem in the Texaco gasification. The update of each particle's position relies on not only the information from the individual historical best and the global historical optimum at current run, but also the local optima searched at the anterior runs. The effectiveness of the proposed algorithm will be verified by some typical benchmark functions. Then, SGPSO is used in estimation of Texaco furnace temperature. The rest of the paper is organized as follow: The next section introduces the principle of the original PSO algorithm. Thoughts of SGPSO algorithm are presented in Section 3. In Section 4, the verified results of test functions by using SGPSO are provided. Section 5 illustrates the application of SGPSO in the Texaco gasification process. Finally, Section 6 draws a conclusion for this paper.
II. ORIGINAL PARTICLE SWARM OPTIMIZER
Particle Swarm Optimization (PSO) is an evolutionary computation technique. Each particle in the swarm represents a candidate solution to the solved problem. The state of the particle in the search space is always defined by its position and velocity. Then, the position and the velocity are adjusted dependently on its own and the neighborhood experience regularly.
In a D-dimensional problem space, assume that there is a swarm with m particles. The position of ith particle is denoted by a D-dimensional vector 1 2 ( , , , )
and its velocity is represented by 1 2 ( , , , )
The personal best position of particle i found so far is denoted by 1 2 ( , , , )
and the current best position of the whole swarm is 1 2 ( , , , )
The fitness value of each particle is evaluated by the objective function. At each generation, the velocity and position are updated according to the following equations: 
( 1,2, , ; 1,2, , )
where k is the iterative number, w is the inertia weight. c 1 , c 2 are learning factors, usually set to 2. r 1 , r 2 are two uniform random numbers distributed in the range of [0, 1] . This iterative process is repeated until a user-defined stopping criterion is reached.
III. SELF-GOVERNMENT PARTICLE OPTIMIZATION
The model for updating velocity in PSO algorithm refers to two factors, i.e. the personal best position of each particle P i and the previous best position of the swarm P g . However, some useful potential information may be overlooked, which influences the global searching ability. In this paper, a self-government particle swarm optimization algorithm is proposed, in which the local optimal solution searched several runs ago will be shared at the next run. The detailed SGPSO is described as below.
Let ( ) a p t represent one of the anterior searched local best particles before tth experiment and it can be selected from former t-1 local best particles. The updating equations of the velocity and position are in the following. 
where α is a constant in [0, 1], which represents the level of sharing the information inheritances from anterior searched local optima. At 1st run, there is no inheritanced local optimal information, so α is set to 1. As shown in (5), ( ) a p t is one component of t-1 local best particles searched at former t-1 experiments.
The SGPSO can be transformed to random selfgovernment particle swarm optimization algorithm (RSGPSO), in which random weight of anterior searched local optimum is introduced. Equation (4) is changed as follows:
And r 3 could be unique random number in [0, 1] at each generation or the component of a D-dimensional random vector for particle i.
The main work conducted in the novel algorithm is to improve the position updating equation from the point of not only sharing the information of the individual history best and the global optimum, but also combining the local optima searched at the anterior runs.
IV. NUMERICAL SIMULATION

A. Benchmark Functions
To illustrate the effectiveness and performance of SGPSO algorithm for optimizing problems, a set of 8 benchmark functions listed in Table 1 are adopted to be the examples in comparison with PSO algorithm.
B. Experimental Results and Comparison
The experimental results for each algorithm on the test functions are listed in Table 2 . To evaluate the performance of the proposed SGPSO, original PSO is employed for comparison purpose and the solution quality is averaged. All experiments are repeated for 10 runs. The parameters of PSO and SGPSO algorithm are also listed in Table 2 . In addition c 1 , c 2 are equal to 2 and w is 0.3 for PSO and SGPSO. In Table 2 , F and D denote the functions and their dimension respectively; OS is the optimal solution; PS and EG represent the population size and the maximum generation. α is the restraining parameter in SGPSO. The best solutions and the parameters found in SGPSO are illustrated with bold letters.
Seen from Table 2 , it's obvious that SGPSO and RSGPSO find the better result marked with bold letter for each function, which indicates that the algorithms are superior to PSO. For the small scale problems such as f 3 , f 6 , f 7 with D=30, SGPSO or RSGPSO gets the better results than that by using PSO. Like f 1 , f 2 , f 3 , f 4 , f 5 , f 8 with D=50, they are the medium scale problems and SGPSO still shows out its advantage of searching better solution. Also, for the big scale problem like f 1 with D=100, SGPSO performs more effectively than PSO. Therefore, not only the low but also the medium and high dimensional functions are optimized well by SGPSO and RSGPSO.
It is obvious that the solutions of f 1 , f 2 , f 3 , f 4 , f 8 found by SGPSO and RSGPSO are much better than that by PSO. Especially for f 1 with D=50 and D=100, the excellent characteristics of the novel method is clearly expressed with the more stable and better results under different values of α. Also, seen from f 1 , f 5 , f 8 , the maximum and average solutions almost don't have big difference from the minimum solutions relatively, which indicates that the new algorithm is robust. Therefore, SGPSO and RSGPSO can be proved to have great advantage on optimizing
It is found that α has a great effect on the performance of SGPSO and RSGPSO. For f 1 , f 2 , f 3 , f 8 , with the increasing of α, the solution quality gets better simultaneously, and the best solutions are searched when α is 0.9. On the contrary, the best solutions of f 5 , f 6 are obtained when α is equal to 0.1. Also, when α is 0.5, f 4 , f 7 get the optimal results. It's concluded that α needs to be given different values in [0, 1] for different problems.
The convergence curves of SGPSO and RSGPSO comparing with original PSO for 8 instances with different dimensions are shown in Fig.1 .
We can discover from Fig. 1 that the convergence speed of SGPSO algorithm is clearly faster than PSO on every test function. Especially, SGPSO algorithm is more efficacious than PSO for medium and big size function problems. Take f 1 with D=100, f 3 with D=30,f 5 with D=50 for example. The curve line of PSO falls more slowly than that of SGPSO and RSGPSO, which shows the strong global searching ability of the novel methods. And for f 3 with D=50 and f 6 , PSO is easy to stick into local minimum solutions, but SGPSO is not. In a word, the proposed algorithm improves the ability of searching global optimum and is easy to escape from local solutions. Additionally, from the perspective of optimizing functions, SGPSO algorithm is a more effective and superior algorithm comparing with original PSO. 
V. SOFT SENSOR OF TEXACO FURNACE TEMPERATURE BASED ON SGPSO
A. Texaco Gasification Process
Texaco gasification is one of the most developing coal gasification technologies currently. It adopts the way of wetting ball mill with high security and reliability. The gasification provides the syngas as the raw material for the following systems. Thus, its stability would guarantee the reliable operation of these systems. The great progress of Texaco gasifier mainly relies on the operator's experience. That is because it is very difficult to measure the gasifier furnace temperature. In the Texaco gasification process, the furnace temperature is a critical control parameter, which is closely related to the components of the syngas and the gasification efficiency thus affecting the product quality and yield.
Currently, two methods are used for the furnace temperature measurement:
(1) thermocouple measurement; (2) indirect estimation through methane content. The former one uses the thermocouple to directly measure the furnace temperature. But its life only lasts for about a week, which leads to the invalidation of indicating the temperature in a long time. On the other hand, the estimated temperature through methane content is time-delay and the accuracy is unsatisfactory. Therefore, a more precise measurement of Texaco furnace temperature is urgently needed. In this paper, two soft-sensing models that combine the proposed SGPSO and RSGPSO with BP neural network (SGPSO-NN and RSGPSO-NN) are established to realize the real-time measurement of the temperature so as to avoid the problems caused by the two former methods.
B. Soft Sensor Modeling of Gasifier Furnace Temperature
Through the study on the Texaco gasification process, 14 operational parameters that correlate with the furnace temperature are selected as the auxiliary variables for the soft sensors. The tag number in DCS and the descriptions of these variables are shown in Table 3 .
Among them, the flow of slurry to gasifer is the middle value of three measurements of FT-205/206/207; the slurry temperature is set to any value in the measurements of TE-203/253; the oxygen pressure is the arbitrary value in the PT-203/253 measurements, and the oxygen temperature is the any value in the TE-205/255 measurements.
In the 14 auxiliary variables, X 1 -X 13 are sampled through DCS system. The methane content (X 14 ) is calculated and recorded by the analyzer 3 times per day. As the aforementioned, the lifetime of the thermocouple is very short, so the historical data of the furnace temperature are obtained before the thermocouples are broken. Finally, 373 groups of modeling data are divided into two parts. The 273 groups are used as the training data to learn the parameters of the soft-sensing models and the remaining 100 groups as testing data to evaluate the generalization capability. The normalized historical data are listed in Table 4 . The SGPSO-NN and RSGPSO-NN models adopt 7-14-1 BP network structure. Both of the models have the same parameter settings as follows: the maximum generation is 300; the population size is 80; the inertia weight is 0.3; c 1 , c 2 are 2. Because the restraining parameter α is important for optimization performance, 5 different values of α are selected in [0, 1] and 10 independent simulation experiments are executed for each value, respectively. The experimental results are shown in Table 5 . Max, Min, Average, MSE respectively represent the maximum, minimum, average error and mean square error. It can be seen from Table 5 that the optimization performance of SGPSO is much better than RSGPSO and SGPSO can obtain best optimization results when α=0.3. Fig. 2 shows the convergence curves of the SGPSO and RSGPSO algorithms for optimizing the soft sensor parameters. It can be indicated that SGPSO performs better than RSGPSO algorithm both in convergence rate and accuracy. In this paper, we proposed a novel self-government particle swarm optimization algorithm. The feature of the proposed method is that the updating of each particle is dependent on not only the individual historical best position and the global best position of the swarm, but also the local best optima searched at the anterior experiments. The performance of SGPSO was evaluated by using eight benchmark functions. The experimental results indicated the great effectiveness of the proposed algorithm and that SGPSO is obviously better than the original PSO. Because of global optimization capability, SGPSO-based neural network is applied to soft-sensing the gasifier temperature in the Texaco gasification process. The results imply that the performance of SGPSO meets the real-world requirements.
In the future works, two directions can be considered to make some advancement in this novel algorithm. On the one hand, the more appropriate setting of α would be found to improve the performance of SGPSO. On the other hand, the proposed method can be used to solve some discrete combinatorial optimization problems such as FSSP, JSSP besides the continuous optimization problem mentioned in this paper. 
