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A direct observational detection of gravitational waves – perhaps the most
fundamental prediction of a theory of curved spacetime – looms close at hand.
Stellar mass compact objects spiraling into supermassive black holes have
received particular attention as sources of gravitational waves detectable by
space-based gravitational wave observatories.
A well-established approach models such an extreme mass ratio inspirals
(EMRI) as an adiabatic progression through a series of Kerr geodesics. Thus,
the direct detection of gravitational radiation from EMRIs and the extraction
of astrophysical information from those waveforms require a thorough knowl-
edge of the underlying geodesic dynamics.
This dissertation adopts a dynamical systems approach to the study of
Kerr orbits, beginning with equatorial orbits. We deduce a topological tax-
onomy of orbits that hinges on a correspondence between periodic orbits and
rational numbers. The taxonomy defines the entire dynamics, including ape-
riodic motion, since every orbit is in or near the periodic set. A remarkable
implication of this periodic orbit taxonomy is that the simple precessing el-
lipse familiar from planetary orbits is not allowed in the strong-field regime.
Instead, eccentric orbits trace out precessions of multi-leaf clovers in the fi-
nal stages of inspiral. Furthermore, for any black hole, there is some orbital
angular momentum value in the strong-field regime below which zoom-whirl
behavior becomes unavoidable.
We then generalize the taxonomy to help identify nonequatorial orbits
whose radial and polar frequencies are rationally related, or in resonance. The
thesis culminates by describing how those resonant orbits can be leveraged for
an order of magnitude or more reduction in the computational cost of adia-
batic order EMRI trajectories, which are so prohibitively expensive that no
such relativistically correct inspirals have been generated to date.
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1.1 Astrophysical Context — EMRIs
After Einstein realized his General Theory of Relativity correctly yielded the
precession of the perihelion of Mercury, he wrote to Ehrenfest [1], “For some
days I was beyond myself with excitement.” The anomalous precession of the
perihelion of Mercury was the only astronomical observation in conflict with
Newtonian gravity. Even taking account of perturbations from other planets,
astronomers still saw Mercury’s perihelion overshoot its Keplerian target by an
extra 43
′′
/century, exactly the amount predicted by general relativity (GR).
Just shy of a century later, we are on the brink of another important test
of general relativity: the direct detection of gravitational waves. Black hole
binaries may be the most viable candidates for a first direct detection, and
even after detection becomes commonplace, they will be the target of the new
field of gravitational wave astronomy that will be born from such observations.
One especially interesting source will be the capture of compact objects of mass
µ ∼ 1−10M into orbits around supermassive black holes (SMBHs) of mass
M ∼ 106−109M. Such orbits will decay due to gravitational wave (GW)
emission, and the GW signals from such extreme mass ratio inspirals (EMRIs)
will fall squarely in the bandwidth of the planned Laser Interferometer Space
Antenna (LISA)1, with an expected event rate in the hundreds over the mission
lifetime [3; 4]. Extracting precise astrophysical information from these signals
1EMRIs will still be probed even by the pared-back ELISA mission, or “LISA light”, the
potential new European incarnation of LISA after the withdrawal of budgetary support by
NASA [2].
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will require accurate theoretical models of the resulting inspiral trajectories
and waveforms [5; 6; 7; 8; 9; 10].
Using the mass ratio µ/M  1 as a natural small parameter, such models
can treat the smaller compact object as a perturbation to the spacetime of
the SMBH. At zeroth order in the mass ratio, the companion follows a Kerr
geodesic. At first order, gravitational radiation reaction drives the motion
away from a geodesic2. In the spirit of perturbation theory, the resulting
first order inspiral trajectory can be determined, heuristically speaking, by
the following procedure [5; 6; 7; 8; 9; 12; 13]: (i) at any moment, regard
the inspiral trajectory as “instantaneously geodesic,” (ii) use that geodesic as
input to some recipe for calculating the instantaneous rate of departure from
geodesic motion, (iii) take a small timestep and use the result of (ii) to update
the parameters of the geodesic, and (iv) repeat. Features of the corresponding
inspiral waveforms could then be computed either directly from the first-order
inspiral trajectory or by stitching together, in a loose sense, gravitational wave
“snapshots” from each geodesic in the adiabatic sequence.
Most of the heavy lifting happens in step (ii), which can be implemented in
different ways that themselves may introduce additional levels of approxima-
tion. Such implementations are at varying stages of computational maturity
and range from calculation of the entire gravitational self-force on the test
particle to the adiabatic “flux-balance” method of updating the instantaneous
geodesic based on the time-averaged fluxes of conserved quantities to infinity
and down the horizon of the SMBH. Their details notwithstanding, all such
calculations compute first-order corrections using the zeroth-order geodesic
motion as input. Accordingly, a minor industry has arisen around techniques
for solving (often complicated) differential equations whose source terms are
Kerr geodesics.
1.2 Numerical grids in EMRI calculations
The usual line of attack for solving those equations is to begin with a multi-
pole decomposition of the solution (in a basis of either spherical or spheroidal
harmonics, depending on the application) and then solve the resulting equa-
tions for each multipole mode either in the time domain directly or in the
2Even without radiation reaction, the motion is non-geodesic when the test particle spins.
Dissipative radiative effects should dominate test particle spin effects [11], and for simplicity
we neglect the latter.
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frequency domain, by Fourier decomposing each multipole mode. While each
approach has its own application-dependent benefits and drawbacks, neither
has emerged as a hands-down winner3 for any of these calculations, and prag-
matic first-order computations are likely to employ both at some level.
Our concern here is with frequency-domain methods, which exploit the
fact (first discussed by Schmidt [14]) that a bound and non-plunging Kerr
geodesic has, despite its complicated appearance, a triplet of associated fun-








of that geodesic can thus be decom-
posed into a discrete Fourier spectrum using harmonics of those frequencies.
While frequency-domain calculations can be highly accurate, they can also be
computationally expensive. Particularly when they involve the full machinery
of black hole perturbation theory (the Teukolsky formalism) [15], many thou-
sands of Fourier modes per geodesic may need to be evaluted. To perform such
a calculation in real time for all geodesics in even one inspiral sequence would
be a gargantuan task, and to do so for a broad range of initial conditions over
myriad values of the parameters of the SMBH is simply out of the question.
Accurate and systematic frequency-domain EMRI calculations will thus rely
on numerical geodesic grids of Fourier data (as, for instance, was done for con-
stant radius inclined flux-balance inspirals in Ref. [16]), with one such grid
for each value of the SMBH parameters. To date, however, the issues involved
in constructing such a grid and interpolating off of it accurately and efficiently
have received little explicit attention in the literature.
This thesis presents a compelling proposal for an estimated order of magni-
tude reduction in the computational overhead of numerical grids for frequency-
domain approach to the adiabatic evolution of EMRIs using the flux-balance
method. That method uses the Teukolsky formalism to compute the fluxes
of conserved quantities at infinity and at the horizon of the SMBH. Those
quantities are then equated to the averaged rates of loss of those conserved
quantities by the inspiraling particle to furnish a computational realization of
step (ii) above. From its repeated application one should in principle be able
to generate an adiabatic inspiral trajectory that correctly captures the secular
evolution of the conserved quantities over most of the inspiral. While codes to
execute step (ii) in this fashion for arbitrary Kerr geodesic inputs now exist
in the status quo [5; 17], the computational cost is prohibitive, and to date
3Time-domain codes can generate waveforms more quickly, but frequency-domain codes
do better with fluxes of conserved quantities from inspiral orbits.
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exactly zero relativistically correct adiabatic inspiral trajectories have been
generated that transit through orbits that are both inclined and eccentric.
Our argument for a major reduction in that computational overhead has
two pieces. The first resolves an ongoing debate in the literature about the
appropriate type of averaging procedure to use in the adiabatic approximation
to EMRI motion in order to decouple long timescale secular evolution from
shorter timescale oscillatory effects. We demonstrate that, once the averaging
procedure is properly understood, the black hole perturbation theory calcu-
lations that underlie the adiabatic calculation can be performed equally well
on all geodesic orbits. The second piece of the argument is a simple observa-
tion that, while the previous statement is true, a practical implementation of
those perturbative calculations can proceed significantly faster on orbits whose
radial and polar motions are simultaneously exactly periodic.
1.3 Periodic Tables
Our technique is the natural outgrowth of a more general analysis of Kerr
geodesics centered on periodic orbits that offers new dynamical insights. Such
an investigation might seem dated in the early 21st century. After all, geodesics
of a non-spinning test particle around a spinning black hole have been stud-
ied since Carter proved their integrability more than four decades ago [18].
In those intervening years, the literature has probed exotic behaviors of Kerr
geodesics beyond even Mercury’s simple precessing ellipse. They can also
exhibit so-called “zoom-whirl” behavior – an extreme form of perihelion pre-
cession – whirling around the central black hole before zooming out quasi-
elliptically [11; 19]. However, these relativistic orbital trajectories also need
not lie in a plane and can geometrically look rather messy (see Figure 1.1),
a fact that has made them resistant to the same level of simple analysis seen
in textbook descriptions of Schwarzschild motion. Even when restricted to
the equatorial plane, a language for making simple, general claims about the
properties of Kerr orbits has been elusive. Even as late as 2008, for instance,
there was no concrete quantitative definition of what exactly was meant by
either the zoom or the whirl of a zoom-whirl orbit.
Chapter 3 introduces an elegant taxonomy that defines the full range of
orbital dynamics in the equatorial plane of a Kerr black hole. We use this
scheme to illustrate behaviors that run counter even to our relativistic intu-
itions. In the strong-field regime, precessing elliptical orbits such as Mercury’s








Figure 1.1: This figure shows a generic 3D Kerr geodesic for a black hole with
spin a = 0.99 and orbital parameters Q = 7, Lz = 1.5 and E = 0.95 with




are excluded. Instead, at close separations, eccentric orbits trace out preces-
sions of patterns best described as multi-leaf clovers. One result of the analysis
is a simple yet rigorous definition of the aforementioned zoom-whirl behavior,
and we demarcate a region in orbital parameter space where that behavior is
not merely prevalent but unavoidable, the size of that region increasing as the
spin of the central black hole increases.
Not all orbits are created equal
Our taxonomy emphasizes a dynamically special set of orbits – the periodic
orbits that return exactly to their initial conditions after a finite time. First
widely touted by Poincare´ [20], who suggested that the general behavior of any
classical system could be gleaned from a study of repeating motions, periodic
orbits have played a crucial role in the treatment of some difficult problems in
celestial mechanics, including the motions of planetary satellites, the long term
stability of the solar system, and motion in galactic potentials. In contrast,
periodic orbits in relativistic astrophysical systems like compact object bina-
ries have gone largely unexamined4, typically with the disclaimer that because
they have measure zero in the space of all possible orbits, these closed orbits
4While some authors [21; 22; 23; 24; 25; 26; 27] have explored inherently relativistic
periodic motion, the systems studied have been more mathematically informative than as-
trophysically descriptive.
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merit correspondingly little attention. Particularly in the case of test particle
motion in the Schwarzschild and Kerr spacetimes – the only analytically sol-
uble relativistic orbital systems – mapping out the properties of a particular
measure zero set has seemed unnecessary.
By contrast, we will side with Poincare´. To paraphrase Orwell, while all
measure zero sets are equal, some are more equal than others. For instance,
circular orbits receive special attention, even though they are also a measure
zero set, because they have two special dynamical features:
1. circular orbits are easy to handle, and
2. some orbits look like small perturbations to circular ones.
As a result, an analysis of circular orbits reveals fairly detailed information
about nearby low-eccentricity orbits with relatively low overhead. Most rela-
tivity texts derive the famed precession of the perihelion of Mercury in pre-
cisely this way [28]. Of course, since most orbits are not close to circular ones,
circular orbits alone do not encode the entirety of black hole orbital dynamics.
Remarkably, periodic orbits do. In fact they have even greater dynamical
power than circular orbits because
1. periodic orbits are also easy to handle, and
2. all generic orbits look like small perturbations to periodic ones.
The latter fact, first noted by Poincare´, stems from a beautiful correspondence
between periodic orbits and the rational numbers. The density of rationals on
the number line thus implies a corresponding density of periodic orbits in the
space of all possible orbits, so that any generic orbit can be viewed as an
arbitarily small deviation from some exactly periodic counterpart.
The result is a highly geometric skeleton of periodic orbits in terms of
which the properties of even generic, aperiodic orbits can be described. Figure
1.2 offers a preview of the anatomy of this skeleton. Ignoring for the moment
the details of these orbits, all of which are explained in the body of this dis-
sertation, we can still see at a glance the two special dynamical properties
discussed above. Rows 1 and 3 show a set of exactly periodic orbits. Besides
being visually elegant, those correspond to a rational number according to a
scheme detailed in §3.1. Just below each periodic orbit is a generic aperiodic
orbit. Notice that each aperiodic orbit looks like a slow precession not of an
ellipse but of the periodic orbit immediately above. Additionally, each such
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Figure 1.2: This figure is a preview of figure 3.11. Rows 1 and 3 show exactly
periodic orbits. Rows 2 and 4 show nearby aperiodic orbits.
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orbit can be assigned an approximating rational number. What’s more, we
can describe many aspects of black hole orbital dynamics by such a periodic
table.
1.4 Organization of this thesis
Our taxonomy realizes Poincare´’s dictum for equatorial orbits in the Kerr
spacetime. After defining and filling out this periodic skeleton for equatorial
orbits (§3.1), we extract its dynamical consequences (§3.2). In Chapter 5, we
develop a Schwarzschild-like effective potential formulation of even nonequato-
rial Kerr motion that further organizes the dynamics and allows us to extend
our taxonomy to orbits with resonances between their radial and polar motions.
Chapter 6 then details how such resonant orbits facilitate the computation-
ally intensive task [5; 8; 11; 19; 29; 30; 31] of producing not only adiabatic
order trajectories for EMRIs but also snapshot gravitational waveforms from
eccentric and inclined geodesic sources like that in Figure 1.1.
We begin in Chapter 2 with necessary background on the equations of
Kerr geodesic motion, including the Hamiltonian formalism whose equations
of motion we use for all numerical integrations and which features prominently
in the analysis of Chapter 6. While most of Chapter 2 is review, a few insights
on the Hamiltonian formulation of Kerr geodesic motion are new. However,
the results in the subsequent chapters are purposely developed largely without
the need for repeated explicit reference to the equations of motion. For the
body of this work, the reader need only know that a is the spin parameter
for each central black hole of mass M and that, aside from the mass µ of
the orbiting body, every orbit is specified by the energy E and the azimuthal
angular momentum Lz of a test-particle as measured by an observer at infinity,
by a third orbital parameter called the Carter constant Q, and by its initial
position. As detailed in Chapter 2, we work in units in which a, E, Lz, Q
and all coordinates and frequencies are dimensionless, which is equivalent to
setting both M and µ equal to unity wherever they appear.
1.5 Publication history
Though some material is background and review, the bulk of this thesis con-
stitutes original work done with collaborators Prof. Janna Levin and Becky
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Grossman. Most of Chapter 2 is background, though some of the analysis
of the Hamiltonian formulation is original (and unpublished). Chapter 3 is
largely the material from [32] along with added details, particularly on the
justification for treating Kerr equatorial motion in a Schwarzschild-like way
(some of which is found in an appendix of [33]) and on the numerical imple-
mentation. Chapter 4 detours for a detailed analysis of equatorial homoclinic
orbits based on material from [33] and [34]. Chapter 5 leverages some of the
same material from Chapter 3 and is largely work related to and appearing in
[35]. Chapter 6 is original work taken almost without modification from [36].
Finally, Appendix A is 90% review of the Teukolsky formalism but contains
some new formulae relating to its application to gravitational wave calculations




The equations of motion for
Kerr geodesics
2.1 Units, coordinates and notation
We work in geometrized units (G = c = 1) and label points in the Kerr space-
time by their Boyer-Lindquist coordinates r, θ, ϕ, t. We also adopt the common
convention of setting both the black hole mass M and test particle mass µ to
unity wherever they apppear and interpreting every remaining variable and
parameter as a dimensionless version of itself. Effectively, this choice amounts
to measuring each quantity in some fiducial units dictated by the two mass
scales1 M,µ in the problem. For instance, dimensionless a denotes the spin
angular momentum per unit mass of the black hole in units of its mass M ,
dimensionless E denotes orbital energy in units of the test particle mass µ, and
so forth. Table 2.1 lists all non-trivially dimensionless quantities appearing
in this paper, along with a rubric for restoring dimensionless expressions and
equations to dimensionful form. To complete such a restoration, factors of
unity sometimes need to be replaced by appropriate powers of M and/or µ as
dictated by context. For instance, based on the table, 1 − a2 might become
M2 − a2, while 1− E2 would become µ2 − E2.
The fact that all intermediate calculations can be carried out in this di-
1In geometrized units, familiar physical quantities are measured in units that are some
power of a mass. For instance, we reckon time, distance and energy in units of mass and
angular momentum in units of mass-squared. Of course, independent of our convention
of making all quantities dimensionless, some quantities (such as velocity and force, and as
always, angles) are automatically dimensionless in geometrized units.
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Table 2.1: A glossary for how to convert between dimensionful and dimension-
less versions of the same physical quantities.
Quantity
Physical dimensions
(in G = c = 1 units) Dimensionless version






mensionless form reflects the fact that test particle gravitational dynamics is
insensitive to µ and scales in a simple way with M . Dimensionless units and
coordinates also simplify numerics: any expression written in these units can
be immediately entered into a code without fear of either lurking dimensional
inconsistencies or loss of dynamical information. Throughout this paper, un-
less explicitly stated otherwise, we use dimensionless quantities exclusively.
At points of potential confusion about how to restore units, we give explicit
instructions in a comment or footnote.
Note that, if we exclude the possibility of naked singularities, the dimen-
sionless spin parameter is restricted to values 0 ≤ a ≤ 1. Also, the boundary
between orbits that do and orbits that do not reach r =∞ is E = 12.
2.2 Geodesic equations of motion






















2E = 1 orbits are commonly referred to as “parabolic” orbits because they mimic their
Keplerian counterparts energetically, albeit not geometrically.
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where
Σ ≡ r2 + a2 cos2 θ , ∆ ≡ r2 − 2r + a2 . (2.2)
Besides the test particle rest mass (now always set to unity), Kerr geodesics
possess three additional integrals of the motion: the orbital energy E, the z-
component Lz of the orbital angular momentum, and the Carter constant
3 Q.
These conserved quantities can be used to reduce the customarily second-order



































(r2 + a2)2E − 2arLz
∆
− a2E sin2 θ
]
(2.3d)
where τ is the particle’s proper time4 and
R(r) = −(1− E2)r4 + 2r3 − [a2(1− E2) + L2z] r2
+ 2(aE − Lz)2 r −Q∆
(2.4)
Θ(θ) = Q− cos2 θ
{






are the “quasi-potentials” whose roots determine the turning points of the
radial and polar motions, respectively. While we have listed them for com-
pleteness, the above equations are inappropriate for numerical work as written
3Q is associated with a Killing tensor of the Kerr spacetime whose geometric inter-
pretation is still not settled (see, e.g., Ref. [37]). For Schwarzschild orbits (a = 0), the
interpretation is straightforward: spherical symmetry implies that Q ≡ L2x + L2y. For the
merely axisymmetric a 6= 0 case, no Killing vectors exist with which to define Lx or Ly.
Nevertheless, even in the spinning case, the weak-field limit (rp → ∞) of the Carter con-
stant still determines the non-z projection of the Newtonian orbital angular momentum
(Q ≈ L2x + L2y).
4The affine parameter in equations (2.3) is actually the proper time per unit test particle
mass, τ/µ. Dimensionless units nevertheless work better when we measure proper time in
units of the black hole mass M . Thus, when restoring (2.3) to dimensionful form, we must,
in addition to the substitutions dictated by Table 2.1, insert a factor of µ in front of each
derivative, e.g. dr/dτ → µdr/dτ . Equations (2.3) often appear in references with that factor
of µ written explicitly.
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due to the square roots. Instead, we will use the equivalent Hamiltonian form
of the equations of motion, which we derive in Section 2.4 and which have no
such difficulties.
We can also write equations (2.3) or their Hamiltonian counterparts using
evolution parameters other than the proper time. For instance, moving the
Σ factors to the left-hand sides above leads to equations with respect to the
“Mino time”5 λ defined by
dτ
dλ






Alternately, dividing each of the first three equations by the fourth yields
equations with respect to coordinate time t. As we will eventually see, each
of t and λ has advantages over τ as an evolution parameter, and in the rest of
this thesis, we will make use of both in lieu of proper time.
2.3 The harmonic structure of Kerr orbits
Despite its sometimes complicated appearance, Kerr geodesic motion is inte-
grable and has an action-angle representation originally discussed by Schmidt
[14] (and on which we touch below). Thus, any bound and non-plunging orbit
has a triplet of fundamental frequencies ωr < ωθ < ωϕ for Fourier expanding
oscillatory quantities that depend on t only through the coordinate functions
r(t), θ(t), ϕ(t). An analogous set of frequencies exists for any other evolu-
tion parameter (e.g. τ or λ), but since the local clocks of gravitational wave
detectors located far from an EMRI (large r) measure coordinate time, the
t-frequencies are of greatest observational interest.
That said, due to the coupling between the r and θ equations of motion
with respect to t, successive radial (and polar) cycles elapse in comparable but
not identical amounts of coordinate time. r(t) and θ(t) are still each biperiodic
functions of time (see the discussion in Section 6.5.3), but practical Fourier
analysis of functions of t is complicated in a way that we and other practition-
ers seek to avoid. For eccentric inclined orbits, frequency-domain Teukolsky-
based codes exploit some nice computational features of Fourier expansions
5Though used originally by Carter [18] to render the equations of motion separable, the
moniker “Mino time” was coined in some references citing Mino’s use of λ in [38] and seems
to have stuck.
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with respect to λ for intermediate steps in calculating the observationally fun-
damental expansions with respect to t [5; 7; 8], features we summarize briefly
here.
The use of Mino time decouples the radial and polar equations of motion
[7; 38], so each of r(λ) and θ(λ) turns out to be separately periodic. Those






































which figure prominently in our analysis are independent of the choice of time
variable.
Any function whose time dependence enters solely through r(λ) and θ(λ)
(including r(λ) and θ(λ) themselves) will be biperiodic. As detailed in Section
6.4.4, any such function f(λ) has a Fourier expansion






in combined harmonics of Ωr and Ωθ. The azimuthal angle ϕ(λ) and coordinate
time t(λ) both accumulate secularly and are not periodic, but each separates
into a sum
ϕ(λ) = Ωϕλ+∆ϕ
(r)(λ) + ∆ϕ(θ)(λ) (2.11a)
t(λ) = Γλ+∆t(r)(λ) + ∆t(θ)(λ) (2.11b)
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of a secular piece and two separate periodic pieces, one with period Λr and
one with period Λθ. To see this, we note from equations (2.3c), (2.3d) and
(2.6) that each of dt/dλ and dϕ/dλ is a sum of a piece that depends only on r
and a piece that depends only on θ. Consequently, the Fourier expansions of
those derivatives are sums of two single-indexed series
dϕ
dλ
























Integration of (2.12) yields (2.11).
2.4 Hamiltonian formulation
2.4.1 Relativistic Hamiltonian formulation
The development of a manifestly covariant Hamiltonian formulation of rel-
ativistic free particle motion largely parallels the classical formalism and is
discussed in, among other references, [39] and [40]. We briefly review the gen-
eral formalism and some subtleties involving the choice of evolution parameter
before specializing to Kerr geodesics.
Formalism
Like its classical counterpart, the covariant Hamiltonian formulation stems
from a variational principle. We begin by writing down a Lagrangian (density)




several choices of which are valid so long as they yield the correct equations
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with respect to spacetime paths6 qα(ξ). For now, the evolution parameter
ξ itself is any arbitrary timelike variable [40]. Note that variations are to





are assumed to be known functions of the spacetime coordinates
everywhere.
We will return shortly to the question of what function (2.13) is appropriate
for a free particle, but whatever our choice of Lagrangian, we can define a




Once we explicitly evaluate the right hand side (RHS), equation (2.23) gives
the momenta as functions of the coordinates and velocities, a relation that
we henceforth assume can be inverted to get the velocities dqα/dξ(qβ, pβ) as
functions of the coordinates and momenta.
























)−H(qα, pα)) , (2.17)
with every qα and pα in the integrand interpreted as a function of the evo-
lution parameter ξ. Treating qα(ξ) and pα(ξ) as independent functions and




be stationary under arbi-













6Note that, as is commonly done, we use the symbols qα to refer both to coordinates of
points in spacetime and to curves in spacetime. We trust the reader to infer from context
which of the two senses is intended, but we will try as much as possible to indicate the latter
by explicitly writing qα(ξ) as a function of some parameter when we are referring to the
curve.
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Solutions to (2.18) describe curves7 in an 8-dimensional phase space (4
coordinates + 4 momenta) that correspond to possible (timelike) free particle
motions, curves that are independent of the choice of evolution parameter ξ
used to specify points along the curves. In fact, given a different timelike








, the equations of motion with























We can now ask whether the reparametrized equations of motion (2.19) are
canonical, i.e. whether there exists some other Hamiltonian function H(η) from
which they can be derived in the sense of (2.18). The answer is “yes”, provided
we choose in the first place a Lagrangian that leaves the action (2.14) invariant
with respect to arbitrary reparametrizations of paths. As we mentioned above,
different choices of Lagrangian will still yield correct equations of motion.
Towards Hamilton’s equations of motion
Our goal in this section, which departs from the approach originally taken in
references [32; 33; 34], is to arrive at Hamilton’s equations for evolution with
respect to Mino time, because of the lower algebraic overhead those equations
offer. There are two general strategies for deriving those equations. One
is to begin with a Lagrangian that more closely resembles the free particle
Lagrangian of classical mechanics (in that it contains only “kinetic terms”).
Such a Lagrangian will lead to equations of motion that are valid only when
the evolution parameter is affine, i.e. some linear function of the particle
proper time τ . Since Mino time is not an affine parameter, this approach
would consist of deriving Hamilton’s equations for evolution with respect to
τ and then multiplying those equations through by Σ to get the equations of
motion with respect to Mino time. In this approach, the resulting equations of
motion, while accurate, do not follow in any obvious way from a Hamiltonian
function, and their canonical nature is obscured.
7See footnote 6. Again, we use qα, pα to denote both points in and trajectories in phase
space.
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The second approach is to choose a Lagrangian that makes the action into
proper path length along an orbit. The resulting equations of motion, whether
in the Lagrangian or Hamiltonian formulation, will then be valid for arbitrary
choice of (timelike) evolution parameter. In this way, we can write down a
different Hamiltonian function H(λ) from the Hamiltonian H(τ) we construct
in the previous approach that leads directly to the correct equations of motion.
Ultimately, the method of derivation is immaterial – the resulting equations of
motion are the same. And while the second explicitly highlights the canonical
nature of the Mino-time equations of motion, we will adopt the first more
digestible and familiar method.
The relativistic free particle Lagrangian and Hamiltonian
















where the qα are whatever spacetime coordinates have been chosen and the
metric gαβ is a function only of the coordinates. Any linear function of the
proper time τ of the particle is always an acceptable choice of affine parameter




























for massive particles implies that L ≡ −µ2/2 identically along any timelike
trajectory.
Chapter 2: The equations of motion for Kerr geodesics 19














The last equality above is the rationale behind equation (2.21): under this
choice of affine parameter, the canonical momentum coincides with the 4-
momentum one-form of the particle.
Finally, we define a covariant Hamiltonian in the standard way,















Note that the Hamiltonian is numerically identical to the Lagrangian (−µ2/2)
along any orbit because each quantity is just half the contraction of the 4-
momentum. This is not surprising since, for geodesic motion, the Lagrangian
and Hamiltonian contain only kinetic terms.
Dimensionless phase space variables
Everything up to now has been for arbitrary spacetime coordinates qα. We
now explicitly adopt the dimensionless Boyer-Lindquist coordinates (r, θ, ϕ, t)
introduced in section 2.1. Recall that this is equivalent to setting both M and
µ to unity and then re-interpreting all other quantities as their corresponding
dimensionless counterparts listed in Table 2.1.
In this coordinate system, the dimensionless Lagrangian and Hamiltonian
are each identically equal to −1/2, and the components of the dimensionless









































Note that, in dimensionless coordinates, the canonical momentum of the par-
ticle also coincides with its 4-velocity one-form dqα/dτ ≡ gαβ dqβ/dτ . The
orbital parameters are also related to the canonical momenta by





Alternate expression for the Hamiltonian
At this point, we could construct the Hamiltonian explicitly from (2.24) simply
by calculating the inverse metric and turning the crank. However, as we now
show, there is an equivalent and (for our purposes) more convenient expression
for the Hamiltonian in terms of the pseudo-potentials (2.4) and (2.5).









Since the r, θ portion of the metric gαβ is diagonal, the corresponding block
of the inverse metric is also diagonal, with grr = 1/grr and g
θθ = 1/gθθ. The















The remaining terms in the Hamiltonian will be quadratic in the remaining
momenta pt and pϕ with coefficients that are functions only of r and θ (since
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the metric, and thus the inverse metric, are cyclic in the t and ϕ coordinates).













p2θ + F (r, θ, pt, pϕ)
}
, (2.27)




To calculate its value, we observe that solutions to the equations of motion




, p2θ = Θ , (2.28)
where the first and second constraints follow, respectively, from the equation


























= 0 , (2.29)

























The third term on the left-hand side (LHS) above does depend on E and Lz but
not on theQ, since the Carter constant drops out of the combination (R/∆)+Θ
(cf. equations (2.4) and (2.5)). Therefore, if we interpret each occurrence of E
and Lz as a−pt and pϕ, respectively, then the LHS matches the functional form
of H in (2.27), and (2.30) is just the identity H(qα, pα) ≡ −1/2. Matching
terms, we conclude that
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Really, all we have done here is run in reverse the Hamilton-Jacobi argu-
ments originally used by Carter to derive the functions R and Θ and write
down equations (2.3) in the first place (see [39] for details). Equation (2.32)
is completely equivalent to (2.24). But the pseudo-potentials R and Θ are so
useful and convenient for articulating features of orbits that we believe it is
worthwhile to expose explicitly their connection to the Hamiltonian formalism
and to recast H in terms of them.
Hamilton’s equations of motion












for the Hamiltonian (2.32). For notational ease in what follows, we will denote
differentiation with respect to r and θ with superscripts ′ and θ , respectively.
The pr and pθ equations have a subtle algebraic issue, so we will deal with
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where in the last line of each equality we have used the fact that R and Θ are
independent of θ and r, respectively, and grouped terms in order to express
part of these equations in terms of the Hamiltonian function (2.32). Note that
since none of the equations contain square roots any more, they constitute
a smoothly differentiable system of ODEs, even at turning points, and they
can be integrated directly without resorting to the intricate and unnecessary
change of variables used in [5; 6; 7; 11; 16; 41; 42] to integrate geodesics
numerically.
The aforementioned subtlety concerns the term 2H + 1, which vanishes
identically on any orbit. When using Hamilton’s equations to generate or-
bits (for instance, in a standard numerical ODE integration routine), those
terms can of course be omitted (as we do in our own codes). However, the
partial derivatives of 2H + 1 with respect to the phase space variables qα, pα
do not vanish identically (they are proportional to the equations of motion
themselves). Thus, for tasks such as calculating the Jacobian of the equations
of motion, we would seem to need to retain the 2H + 1 terms in (2.34). Not
doing so would be like commiting the novice error of claiming that, because a
function evaluates to zero at a certain point and the derivative of zero is zero,
then its derivative also vanishes.
Nevertheless, it turns out that the correct thing to do is to remove the
offending term from the equations of motion altogether and not to consider
its derivatives when evaluating the Jacobian. The reason is that the system
under consideration is not actually 8-dimensional. All orbits, including any
onto which we may move via small virtual displacements, must satisfy the
constraint that H ≡ −1/2. Thus, small displacements in the 8D phase space
that would cause the Hamiltonian to change value are physically prohibited
even though they are mathematically sensible. Instead, any displacements
are constrained, and enforcing that constraint is tantamount to dropping the
terms with 2H + 1 before any variations (or partial derivatives) are taken.
To be more concrete, suppose we were to solve the variational equations
along a solution to Hamilton’s equations in order to track the evolution of small
displacements from that reference orbit. The contributions to the variational





:0(2H + 1) + Σ







But the Hamiltonian cannot change value, so any variation δX must satisfy





δXj = 0 (2.36)
and the remaining term in (2.35) vanishes. Stated another way, even though
arbitrary displacements in the 8D phase space are mathematically acceptable
as far as the formalism is concerned, we must restrict attention to variations
only onto other physically admissible trajectories with H = −1/2. The 8
components of the displacement are thus not independent and will always
have to be chosen in such a way that the terms with 2H +1 in (2.34) will not
contribute to the variational equations. The simplest procedure is to remove
them from the outset in the interest of more streamlined equations of motion.
Hamilton’s equations with respect to τ
The remaining Hamilton’s equations are straightforward to calculate. Noting
that all dependences on E ≡ −pt and Lz ≡ pϕ enter only through the functions






























































Any terms containing the Carter constant in R,Θ or their derivatives always
cancel out on the right hand sides (RHSs), so that Q does not appear in
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equations (2.37) (as it shouldn’t, since it is neither a parameter in the metric
nor one of the canonical variables).
Equations (2.37), which are also dynamically equivalent to equations (2.3),
describe motion in an 8D phase space that has one axis for each of the 4 coordi-
nates t, r, θ, ϕ and its corresponding conjugate momentum, with τ parametriz-
ing trajectories in the space. The Hamiltonian (2.32) derived above governs
the evolution of the system in this 8-dimensional phase space.
Hamilton’s equations with respect to λ
Also like (2.3), equations (2.37) can be rewritten so that Mino time, rather
than the particle’s proper time τ , is the evolution parameter of the equations of
motion. Again, we denote derivatives with respect to Mino time by an overdot.
Multiplying each equation in (2.37) by Σ gives the Mino-time equations of
motion






































p˙t = 0 . (2.38h)
We prefer equations (2.38) because they offer two computational advan-
tages that equations (2.37) lack: (i) the r and pr equations are independent
of θ nd pθ, and vice-versa, and (ii) the ϕ˙ and t˙ equations assume the form
f(r) + g(θ), making them easier to differentiate. We will use these equations
heavily in the sections to follow.
We conclude this section by noting that equations (2.38) are also canonical:
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Arriving at this Hamiltonian, however, requires beginning from a different La-
grangian that leaves the action invariant with respect to arbitrary reparametriza-
tions and not just affine ones. The derivation is not especially illuminating
and we omit it. For the purposes of this work, what matters is that we have
equations (2.38) in hand, regardless of how we arrived at them, and that we
recognize that they are canonical.
2.4.2 Classical Hamiltonian formulation
A manifestly covariant form of Hamilton’s equations, equivalent to (2.37), has
been used in other references to deduce important information about individual
trajectories [14; 18; 43]. Suppose, though, that one wanted to describe how
multiple trajectories evolve relative to one another. That task requires tracking
evolution with respect to some global clock.
In the covariant Hamiltonian picture, the time parameters τ in (2.37) and
λ in (2.38) flow differently on different trajectories and are thus not physically
viable global clocks. Mathematically, of course, both are perfectly fine global
clocks. After all, the Hamiltonian formalism knows nothing about relativity
and is perfectly happy to answer physically unsensible questions like how equal
τ separations evolve with respect to “global proper time”. In contrast, coor-
dinate time t is a good global clock, but it becomes awkward to maintain the
clock as a coordinate in the 8D phase space.
Luckily, we can work in a 6D space – the phase space of spatial coordinates
and their conjugate momenta – parameterized by coordinate time t, with no
loss of information. The end result will be a relativistically correct formula-
tion of Kerr motion that nonetheless has the formal appearance of a classical
Hamiltonian dynamical system. This reformulation of the problem will let
us apply to Kerr motion tools from classical celestial mechanics without first
having to recast those tools in a manifestly covariant form.
Recall that the constraint H = −1/2 means that the dynamics is really
confined to a 7D hypersurface in the 8D phase space8. The phase space reduc-
8Of course, the presence of conserved quantities restricts the motion of any given tra-
jectory to even lower dimensional surfaces, but we are referring here to the region of phase
space spanned by all possible trajectories with all possible values of E,L and Q.
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tion proceeds as follows. We solve the constraint equation H = −1/2 as an
equation for E. Since the original Hamiltonian is cyclic in t, the resulting ex-
pression9 for E will contain only the spatial coordinates and momenta, which











=⇒ E = E(qi, pi) . (2.40)
The resulting function E(qi, pi) becomes a new Hamiltonian function that
generates the flow on the 6D subspace of spatial coordinates and momenta













To reiterate, such a space-time splitting, also used in References [32; 34], is
dynamically exact and involves no approximation – the original 8D Hamilto-
nian was constrained and only had 7 degrees of freedom. All we are claiming
is that those 7 remaining degrees of freedoms can be reorganized into two
pieces: (i) a 6D classical Hamiltonian system problem for the qi an pi, for
which coordinate time t is the time parameter and whose dynamical evolution
is governed by the Hamiltonian E(qi, pi), plus (ii) one added function of t that
must be tracked separately, namely the accumulation of proper time (or Mino
time, if we had begun with the Hamiltonian in (2.39)) along any trajectory.
Since we will have no need for the latter quantity in our analysis anyway, the
6D system (2.41) is, for us, complete.
To write the 6D equations of motion for the Kerr system explicitly, we could
plow through the algebra in (2.40) and then apply (2.41). Alternately, we can
realize that we have to get the same result if we divide all the spatial equations
in (2.37) by dt/dτ or those in (2.38) by t˙. The latter is more convenient, and




) ≡ t˙ (qi(λ), pi(λ)) , (2.42)
9Since we consider only positive energies, we keep the larger root in the resulting
quadratic equation for E.
10Simply restricting attention to the spatial 6D subspace of the full 8D space is not
formally equivalent to using the non-covariant Hamiltonian.
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with the caveat that, if we ever need to calculate the Jacobian of Eqs. (2.43),
every instance of E be treated as an implicit function E(qi, pi) and as neither an
independent phase space coordinate (as it is in (2.38)) nor a fixed parameter.
The 6D phase space renders straightforward the analysis of whole neighbor-
hoods around an orbit using, say, the variational equations of classical celestial
mechanics. Because coordinate time t is both a good global clock and the time
parameter for (2.41), the equations dictating the evolution in t of small sepa-
rations between trajectories at equal t can be derived just by linearizing Eqs.
(2.43), a procedure we applied to the analysis of equatorial homoclinic11 orbits
in Chapter 4.
2.4.3 The Action-Angle Picture
It is a classic result of Hamiltonian dynamics that motion in a system with N
coordinates and N conserved momenta will be confined to N -dimensional tori.
In our relativistic system, the t direction throws a wrench in the works since
every orbit increases without bound in the timelike direction – worldlines, in
both phase space and configuration space, are not compact. To circumvent
this problem, we can work in the reduced phase space just mentioned. Any
11As discussed in Chapter 4, homoclinic orbits form the separatrix between bound orbits
that do and do not plunge through the black hole horizon.
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canonical coordinate can be chosen as the time parameter and its canonical
momentum will become the Hamiltonian for the reduced phase space [44].
In our case, we choose to parameterize the orbits by t and use pt = E as
the Hamiltonian of the reduced phase space. Coordinates on these tori are
naturally furnished by a transformation to action-angle variables. In Chapter
6 we will use Mino time to help define a slightly different and more useful
set of angle variables for 2D tori in the 4D subspace (r, pr, θ, pθ) explored by
eccentric nonequatorial orbits.
Here, mainly for illustrative purposes, we go through one part of the action-
angle construction for equatorial orbits in coordinate time to show how the
frequencies of motion fall naturally out of such a constrcution. Arguments
such as those below were originally formulated by Schmidt [14] for nonequa-
torial Kerr orbits in a 6D projection of the full 8D phase space motion. Our
derivation largely follows his.
On this space (r, pr, ϕ, pϕ ≡ Lz), all phase space trajectories corresponding
to orbits that are bound and non-plunging in configuration space also lie on
compact hypersurfaces topologically equivalent to 2D tori. A canonical trans-
formation to action variables allows us to set each canonical momentum Ji
equal to a function of the constants of motion. The reduced Hamiltonian can
be rewritten as a function of the J only,
E = E(J) , (2.44)
so that it is cyclic in all the γi, and the (γi, Ji) form a canonical set whose











(i = r, ϕ). Together, (2.44) and (2.45) imply that each Ji is a constant of the
motion and that each γi is linear in time,
γi = ωit+ γi(0) , (2.46)
where each
ωi(J) ≡ γ˙i = ∂E(J)
∂Ji
(2.47)
Chapter 2: The equations of motion for Kerr geodesics 30
is a function only of the Ji and thus also a constant of the motion. These
constants are the orbital frequencies used as a basis in which to Fourier de-
compose functions of generic Kerr orbits, including the instantaneous adiabatic
gravitational waveforms they emit [7; 14].













where the curves Cr and Cϕ are projections of the orbit into the r − pr and
ϕ− pϕ planes, respectively. Because pϕ is a constant we see that
Jϕ ≡ pϕ = L . (2.50)
We are more interested in the frequencies ωr and ωϕ. An explicit expression
for the Hamiltonian in terms of the J ’s requires inverting the Jr integral in
(2.48) to solve for E(Jr, L) = E(Jr, Jϕ) and thus is not analytically accessible.
Still, expressions for the ωi in terms of E,L rather than in terms of Jr, Jϕ can
be computed as follows.
Since a trajectory can alternately be specified by constants of the motion
(E,L) or (Jr, Jϕ), there exists some transformation from the (E,L) set to the
Jr, Jϕ set. Since
Jϕ(E,L) ≡ L , (2.51)




∣∣∣∣ = ∣∣∣∣ ∂Jr∂E ∂Jr∂L0 1
∣∣∣∣ = ∂Jr∂E , (2.52)
which, since Jr increases monotonically with E at a given L, never vanishes.
There thus exists an inverse transformation E(Jr, Jϕ), L(Jr, Jϕ) from the ac-
tions back to the usual orbital constants. The product of those two transfor-
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But in our reduced phase space, E is the reduced Hamiltonian, so each




ωϕ = − ∂Jr/∂L
∂Jr/∂E
. (2.56)







































where the term proportional to the partial of the limits vanishes since the
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where Tr is the radial period of an orbit.














where Tr as measured in coordinate time t. The rate at which azimuth accu-





















Recall that the present work focuses on periodic orbits. For periodic equatorial
orbits, the total orbital period is an integer multiple of Tr (we will label it zTr
in Chapter 3), and we can equivalently say that ωϕ is the rate of increase of
ϕ averaged over the entire orbital period. This latter interpretation is what
generalizes when one leaves the equatorial plane (c.f. equation (2.12a)).
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Chapter 3
A periodic table of black hole
orbits
3.1 Taxonomy of periodic orbits
The goal of this chapter is to detail a system for indexing all closed orbits in
the equatorial plane of a black hole with a triplet of integers (z, w, v). The
reason behind the choice of symbols will become clear shortly. The scheme is
topological, and our approach is to establish the connection between a given
periodic orbit and its (z, w, v) label visually. We then establish the relationship
between a given periodic orbit and a specific rational number in two ways:
first based on topological features of the orbit, and then based on frequencies
associated with its radial and azimuthal motions.
Finally, there is the matter of how we know that any particular periodic
orbit we reference even exists. Answering this rather important question is
the central objective of the dynamical section of the chapter, §3.2.
Throughout this chapter, we refer to the azimuthal orbital angular mo-
mentum Lz of an orbit simply as L for ease, borrowing the notation usually
used for Schwarzschild orbits. For the equatorial Kerr orbits discussed here,
this is reasonable, since Lz is in fact the total angular momentum. In Chapter
5, the distinction between the two quantities will become important, and we
will revert there to the Lz notation.

















30 20 10 0 10 20 30
(2, 0, 1)
Figure 3.1: Top: Half of the (z = 2, w = 0, v = 1) periodic orbit. Bottom:
The full (z = 2, w = 0, v = 1) closed orbit. The orbit has a = 0, L = 3.980393,
and E = 0.973101.
3.1.1 The essential taxonomy
We have a simple topological method for identifying all of the closed orbits
for a given angular momentum L around a given black hole (fixed by the spin
a). Each periodic orbit traces out a finite number of leaves before closing. We
will call the number of leaves z for zoom.1
Figure 3.1 shows a z = 2 orbit in the right panel, with a single radial
cycle of the same orbit (from one apastron to periastron to the next apastron)
shown in the left panel. Notice from the figure that the accumulated angle
from apastron to apastron, ∆ϕr, is 3pi. In a complete orbit, the accumulated
angle is ∆ϕ = z∆ϕr = 6pi.
This is not, however, the only kind of z = 2 orbit. Figure 3.2 shows another
2-leaf orbit that whirls around the center an additional 2pi before zooming out
to apastron again. In fact, there is a 2-leaf orbit that whirls 4pi longer around
the center before returing to apastron, and in general one that whirls 2piw
longer around the center before returning to apastron, for any positive integer
w. Therefore, we will distinguish orbits by their number of whirls, w, as well
1 Consider again the periodic orbits in rows 1 and 3 of figure 1.2. An immediately
recognizable integer associated with each such orbit is the number of leaves it traces out
before returning to its starting point. Each such leaf corresponds to the quasi-elliptical
“zooming” behavior mentioned in the introduction.
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(2, 1, 1)
Figure 3.2: Left: Half of the (z = 2, w = 1, v = 1) periodic orbit. Right:
The full (z = 2, w = 1, v = 1) closed orbit. The orbital parameters are
a = 0, L = 3.718679, and E = 0.966555.
as by z.
Still, z and w alone are not sufficient to specify the geometric features of a
periodic orbit. To see this, note that the successive apastra of a periodic orbit
with z > 2 form the vertices of a regular polygon. We will label the vertices
of these polygons with a third integer v, counting the starting apastron of the
orbit as v = 0 and increasing in the same rotational sense as the orbit (coun-
terclockwise for prograde orbits, clockwise for retrograde orbits), as shown in
figure 3.3. Now, given any z > 2, an orbit might move from the starting
apastron immediately to the next vertex in the polygon. Such an orbit will be
labelled v = 1. However, an orbit with the same (z, w) might skip the next
neighbor vertex. We will assign that orbit a v of 2. In general, a periodic orbit
with a given z > 2 can skip any number of vertices less than z when moving
between successive apastra. All orbits will therefore be specified by (z, w, v)
where v indicates the first vertex hit by the orbit after v = 0, and where v has
the range
1 ≤ v ≤ z − 1 . (3.1)
The orbit on the left of figure 3.3 for instance is a (4, 1, 1) while the orbit
drawn on the right is a (4, 1, 3). We can still use eqn. (3.1) for the z = 2 leaf
orbits, despite the fact that two points do not trace out a polygon, so that
v = 1. Following this rubric, the orbit of figure 3.1 is a (2, 0, 1) and that of






























Figure 3.3: 4-leafed orbits with no whirls. Left: Leaves are traced out in
sequential order for the (z = 4, w = 1, v = 1) closed orbit. Right: Leaves are
traced out of order for the (z = 4, w = 1, v = 3) closed orbit. The orbital
parameters are a = 0, L = 3.834058 for both. The energy of the leftmost orbit
is E = 0.979032 and the energy of the rightmost orbit is E = 0.979842.
figure 3.2 is a (2, 1, 1).
Single leaf orbits, such as those shown in figure 3.4, need separate discus-
sion. Instinctively, we want to assign them a z value of 1, but then the v
restricted by the range in (3.1) would be undefined. We can handle this prob-
lem by assigning such orbits v = 0, since successive apastra for these orbits are
actually the same single apastron. That would lead us to modify the allowed
range of v to
1 ≤ v ≤ z − 1 , if z > 1
v = 0 , if z = 1 . (3.2)
There is another degeneracy to address. For a given w, some (z, v) pairs
describe the same orbit. For instance, the (4, 1, 2) orbit closes after only two
leaves and is identical with the (2, 1, 1) with the same orbital parameters. We
remove this degeneracy by requiring that z and v be relatively prime. The
allowed v are then
1 ≤ v ≤ z − 1 , if z > 1, with z, v coprime (3.3)
v = 0 , if z = 1 . (3.4)
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(1, 2, 0)
Figure 3.4: Left: The full (z = 1, w = 1, v = 0) closed orbit. The orbital
parameters are a = 0, L = 2.714326, and E = 0.932703. Right: The full (z =
1, w = 2, v = 0) closed orbit. The orbital parameters are a = 0, L = 3.535534,
and E = 0.948491.
Having pruned those orbits out of any counting, the (z, w, v) label now uniquely
specifies the topological features of a closed orbit.
3.1.2 Periodic orbits and rational numbers
Our (z, w, v) taxononmy naturally forges the relationship between rational
numbers and periodic orbits. Note first that any positive rational number q





where s ≥ 0 is the integer part and m/n is the fractional part, with m and n
relatively prime integers satisfying
1 ≤ m ≤ n− 1 . (3.6)
Of course, these are exactly the conditions that w, v and z satisfy. Since every
periodic orbit corresponds to a (z, w, v) set in our scheme, we can therefore
associate a rational number
q ≡ w + v
z
(3.7)
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to every periodic orbit. This association reflects the physical observation that












where the total accumulated angle ∆ϕ in one full orbital period is z∆ϕr.
There is another sense in which we can associate a rational number to
a periodic orbit. Every eccentric equatorial orbit has 2 associated orbital





where Tr is the (coordinate) time elapsed during one radial cycle (not the total












corresponding to the time-averaged value of dϕ/dt over one radial period. For a
generic orbit, the ratio of those frequencies can be arbitrary, but for a periodic






= 1 + w +
v
z
= 1 + q . (3.11)
The periodic orbits, then, are those whose fundamental orbital frequencies are
rationally related.
It is worth noting that the orbital frequencies ωr and ωϕ are the same
frequencies that arise in an action-angle Hamiltonian formulation of the dy-
namics. While a typical orbit will fill out the associated torus in phase space
because its canonical angular frequencies are not commensurate, the periodic
orbits are those with rationally related fundamental frequencies do not. It is
precisely this relation we have exploited to explicitly locate the periodic orbits
in our taxonomy.
3.1.3 Circular orbits
Circular orbits, while strictly periodic, do not fit into our indexing scheme.
This is not surprising, since circular orbits close compulsorily rather than by
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the tuning of any orbital parameters. Put in other terms, a circular orbit
has only a single rotational frequency ωϕ; there is no additional librational
frequency to which it must relate rationally in order to close. Circular orbits
exhibit a periodicity of a different flavor, and no association to rational num-
bers is required. They are, in a sense, periodic by default. There is nonetheless
a natural way to fit the stable circular orbits into our taxonomy. To minimize
interruption of the exposition, we defer a detailed discussion of circular orbits
to §3.4 and simply summarize the results below.
Consider, for a given black hole spin a, all the orbits with a given angular
momentum L. For such a fixed a, L pair, the frequencies ωϕ and ωr vary
continuously2 with eccentricity. Not surprisingly, the zero eccentricity limit
of ωϕ is just the dϕ/dt of the stable circular orbit. Additionally, the zero
eccentricity limit of ωr turns out not to be zero but rather the frequency of
radial oscillations for small perturbations of the circular orbit. In this limiting









and thus an effective (z, w, v) triplet.
Moreover, qc grows monotonically with decreasing rc, the radius of the
stable circular orbit. In fact, it turns out that for a given a, every positive
rational q corresponds to some stable circular orbit, with qc → 0 as the circular
radius rc → ∞ and qc → ∞ as rc → rISCO, the radius of the innermost
stable circular orbit. At low r, qc will eventually go above 1 so that wc > 1.
Additionally, the corresponding zc will sometimes be small (z . 10). Both
these facts will leave their footprint on orbits in the strong-field regime.
3.1.4 Precession of periodic orbits
Our taxonomy focuses on the set of measure zero closed orbits. A generic orbit
will experience an accumulated angle that is irrational so the orbit precesses
and never closes. However, since the rationals are dense on the number line,
any generic orbit can be approximated arbitrarily closely by some rational.
Therefore, although it seems that we are describing a special set of extremely
rare orbits, we might as well be describing every orbit. The potential power
of this taxonomy lies in this simple observation.
2In fact, as we’ll see in Sections 3.2.1 and 3.2.2, they vary monotonically with energy
and eccentricity at fixed a, L.
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Figure 3.5: Left: The closed (z = 3, w = 1, v = 1) orbit. right: The closed
(z = 300, w = 1, v = 103) orbit looks like a precession of the (z = 3, w =
1, v = 1) orbit. Only 6 of the 300 leaves are shown. The first segment from
apastron to apastron is emphasized in bold. The orbital parameters are a =
0, L = 3.834058 for both. The leftmost orbit has energy E = 0.979304 and
the rightmost orbit has energy E = 0.979331.
To illustrate the approximation of a generic orbit by periodic ones, consider
the (3, 1, 1) closed multi-leaf orbit on the left of figure 3.5. There are aperi-
odic orbits which lie close to this orbit. For instance consider an orbit that
accumulates a slightly greater angle in one cycle from apastron to apastron,
w + v/z = 1 + 1/3 + δ where the irrational δ << 1. It’s three leaf pattern
will precess, never closing. The precessing orbit could be approximated by the
periodic orbit (3, 1, 1). The smaller the precession, the better the approxima-
tion. Or, we could do better. For the sake of argument, let’s approximate the
irrational drift by the rational δ ≈ 1/100 and write w+ v/z = 1+1/3+1/100
as w + v/z = 1 + 103/300. We can now approximate the precessing orbit by
the (300, 1, 103) multi-leafed orbit on the right of figure 3.5. Our rational ap-
proximate is a 300-leaf orbit. Since v = 103, it skips 102 leaves in the pattern
each time it moves out to apastron so that it appears to trace out a precessing
three leaf pattern. The periodic approximate does actually close but only after
tracing all 300 leaves.
We emphasize that the approximation of generic orbits by a nearby periodic
is a reality foisted on us by finite precision, both numerically and observation-
ally. Every computer program truncates numbers to some finite precision and
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in so doing explicitly outputs a rational. Every measurement performed de-
livers an observable to some finite precision and in so doing explicitly delivers
all data as rationals. Likewise, every calculated aperiodic black hole orbit will
necessarily be indistinguishable from some periodic one. We have no choice
about this. The taxonomy embraces that fact and allows us to estimate the
rational approximate deliberately rather than inadvertently through the re-
strictions of finite precision.
3.1.5 Not all orbits allowed
An obvious question to ask is whether all periodic orbits are allowed in every
Kerr system. In other words, is every rational number in the set 0 < q < ∞
allowed? The answer will turn out to be a very interesting “no”.
3.2 Black Hole orbital dynamics
Indeed, not all periodic orbits are allowed in a given Kerr system. We now
show that the rational numbers occur in the range
qc ≤ q ≤ qmax , (3.13)
bounded below by the qc of the stable circular orbit and above by the qmax
of the maximum energy bound orbit.3 Periodic orbits corresponding to all
rational numbers in this range populate the phase space. The limits vary not
only for different black hole spins, but also for different values of the constant
angular momentum L, as we will demonstrate in §3.2.1 and §3.2.2.
Equation (3.13) turns out to be profound. The crucial insight that allows
us to determine the admissable periodic orbits is the observation that ∆ϕr,
and therefore the associated rational q = w+v/z, increase monotonically with
energy. We extract the dynamical consequences of this fact, contrasting the
weak and strong-field behaviors.
3.2.1 The Schwarzschild zoo
To appreciate the significance of observation (3.13), we first consider Schwarz-
schild (a = 0) orbits because they admit a formal effective potential formula-
tion that lends clarity to the discussion. Schwarzschild orbits can be described
3To be definite, we mean non-plunging, bound orbit.







L = 2× 104
Figure 3.6: The effective radial potential Veff(r) for very large r (plotted on
a ln r scale) in the vicinity of solar system values. The horizontal line at
Veff = 1/2 corresponds to particle energy E = 1.
as one-dimensional motion in an effective potential [28]:
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Since the shape of the potential is fixed by the value of L, a given Veff snapshot
is tantamount to a snapshot of the family of orbits with the same angular
momentum. Consider the effective potentials of figures 3.6, 3.7(a), and 3.8(a),
which show Veff ’s ranging from large L to low L, or equivalently successive Veff ’s
from the weak-field to the strong-field regimes. Clearly, the stable circular orbit
always has the lowest energy for a given L. If, as we will show, ∆ϕr = 2pi(q+1)
increases monotonically with energy, it must also be the case that q = w+v/z
increases monotonically. It follows immediately that eqn. (3.13) is true. We
verify these claims for the Schwarzschild spacetime in this section.
Spinning black hole spacetimes do not admit a comparable one-dimensional
effective potential description. However, all the qualitative features of the
Schwarzschild analysis survive and, in fact, all the interesting dynamical effects
become more pronounced. We outline the dynamical results for the spinning
black hole spacetime in §3.2.2.
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We begin in the weak-field regime at large radii (large L) and will watch the
dynamics evolve as we move into the strong-field regime at close separations
(low L). Consider, for instance, solar system values, so that L is in the range
of Mercury’s angular momentum L ∼ 2 × 104. Such a potential at large r is
shown in figure 3.6. There is effectively a large centrifugal barrier at low r.
The energy of the bound orbits ranges from E = 1 for the eccentricity e = 1
trajectory down to the stable circular orbit e = 0. (Following the standard





where ra is the apastron and rp is the perihelion.)
All of the bound orbits with this L are well described as minute precessions
of an ellipse. In our taxonmy, these orbits correspond to (z, 0, 1) with a very
high number of zooms z (q = w+ v/z << 1). Mercury, for instance, precesses
roughly 43′′/century. With an orbital period of 88 days, this comes to roughly
0.1′′/orbit, which is ∼ 360o/(36002). Mercury, therefore, is close to a periodic
orbit with z = 36002 = 1.296×107 leaves and no whirls, which always advances
to the next available apastron – that is, a (1.296×107, 0, 1). Even the perfectly
periodic (1.296 × 107, 0, 1) will give the appearance of a simple precessing
ellipse.
In figure 3.7, we move into the intermmediate-field regime and show the
potentials for angular momenta L = 4.1 and L = 4.5, with the centrifugal
barrier better resolved to show the unstable E > 1 circular orbit.
The key conclusions for the black hole dynamics comes from the simple
figures 3.7(b) and 3.7(c). Some salient features turn out to be universal for
all L. Most important, figures 3.7(b) and 3.7(c) show that, for a fixed L,
q = w + v/z increases monotonically with both E and e and terminates at
some finite value. As per the comments at the beginning of §3.2, this justifies
eqn. (3.13).
There are other interesting dynamical features evident from these figures
alone. For instance, we see that no orbits in this intermediate L range whirl
since q = w + v/z < 1 and therefore w = 0 over the entire range of eccen-
tricities. Incidentally, the same thing is true for the planetary L (whose q
versus e plot we omitted because it was graphically indistinguishable from the
q = 0 axis). This explains why we do not see zoom-whirl behavior in the solar
system, or for that matter, even for Schwarzschild orbits whose periastra are
as close to the black hole as r ≈ 8.
















(a) The effective radial potential Veff(r) as a function of r on a log
scale for L just above LIBCO. The horizontal line at Veff = 1/2
corresponds to particle energy E = 1. The y-axis ranges from 0.5 +
































(c) w + v/z versus eccentricity.
Figure 3.7: Schwarzschild, values of L just above LIBCO. In terms of accumu-
lated angle, (∆ϕr/2pi)− 1 = w + v/z.
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For L = 4.5, the allowed closed orbits correspond to rational numbers
bounded by the range
1
4
. q . 3
10
, (3.17)
where we have approximated the limits by the nearest low v, z option (w = 0).
It follows that all orbits for L = 4.5 will look like precessions of (4, 0, 1) not
quite going over to precessions of (3, 0, 1) at the upper limit as they march
through the rationals with energy increasing to E = 1. This is dramatically
different from Mercury-type motion. These are not precessing ellipses but are
precessions of a four-leaf clover.
As the angular momentum drops even further to L = 4.1, the allowed
closed orbits correspond to rational numbers bounded by the range
3
8
. q . 3
5
, (3.18)
where we have approximated the limits by the nearest low v, z option. Orbits
will pass through 3/8, 2/5, 3/7, 1/2, 4/7, to 3/5 and all the rationals in between
as the energy increases from that of the stable circular to E = 1.
The zoo becomes more crowded as the angular momentum drops to the
point that the energy of the unstable circular orbit drops below 1. The top
darkened curve in figure 3.8(a) is the potential for L = LIBCO = 4, the an-
gular momentum of the innermost bound circular orbit (IBCO). The bottom
darkened curve is the potential for L = LISCO =
√
12, the angular momentum
of the innermost stable circular orbit (ISCO). For every LISCO < L < LIBCO,
several of which figure 3.8(a) shows, there is an energetically bound (E < 1)
unstable circular orbit. Accompanying each bound unstable circular orbit is
an eccentric orbit called a homoclinic orbit. These orbits are so central to the
discussion of strong-field dynamics that we now briefly outline how they fit
into the (z, w, v) taxonomy before continuing with the rest of the dynamical
discussion.
A homoclinic orbit asymptotically recedes from a periodic orbit (in this
case, an unstable circular orbit) in the infinite past, zooms out to some fi-
nite apastron, and then asymptotically approaches the same periodic orbit
in the infinite future. Though eccentric, each homoclinic orbit has the same
energy Eu and angular momentum Lu as the unstable circular orbit to which
it asymptotes. When it exists, a homoclinic orbit forms the boundary (for a
given L) between orbits that plunge over the top of the potential (E > Eu)
and orbits that do not (E < Eu).


















(a) The effective radial potential Veff(r) bounded on the top by


































(c) w + v/z versus eccentricity.
Figure 3.8: Schwarzschild for LISCO < L < LIBCO. In terms of accumulated
angle, (∆ϕr/2pi)− 1 = w + v/z.
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Figure 3.9: A homoclinic orbit (1,∞, 0) for LISCO < L < LIBCO. The orbital
parameters are a = 0, L = 3.636619, and E = 0.958373.
To see the role of homoclinic orbits in our taxonomy, consider the behav-
ior of a homoclinic orbit that starts at apastron, such as the one in figure
3.9. As the particle climbs toward the maximum of the effective potential,
it asymptotes toward the circular orbit located there and executes an infinite
number of whirls. Because it never returns to apastron, the homoclinic orbit
is not strictly periodic. Nevertheless, it is appropriate to think of this single
leaf orbit as the w → ∞ limit of the progression of the (1, w, 0) orbits. We
thus label each homoclinic orbit as (1,∞, 0), so that each has an associated
rational q =∞.
It is perhaps surprising that the q = ∞ orbits are bound and have eccen-
tricities e < 1. More specifically, homoclinic orbits with L → LIBCO have
eccentricities e → 1, while those with L → LISCO have e → 0. In fact, the
ISCO is just the zero eccentricity homoclinic orbit. Properties of homoclinic
orbits beyond what is needed for the current discussion, including analytic
expressions for their trajectories, can be found in Refs. [21; 33; 34].
Since the homoclinic orbit is the maximum energy bound orbit (for a given
L, it defines the upper range of allowed periodic orbits, a la eqn. (3.13). There-
fore qmax = ∞ for all LISCO < L < LIBCO. As always, the lower bound is
greater than zero because q terminates at a finite value.
To see the consequences of this fact, consider the L = 3.9 line in figure
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≤ q ≤ ∞ (3.19)
for L = 3.9. We can approximate the lower limit better by going to higher
v, z, but these values are sufficient to make a point: there are no Mercury type
motions. Rather, small perturbations of the circular orbit can be approximated
by a periodic orbit with 40 leaves that jumps 19 apastra away every radial
cycle. Such an orbit will look very much like a precession of a two-leaf orbit.
Again, the one-leaf, zero-whirl orbit is forbidden. The (1, 0, 0) corresponds to
a q = 0 and is not reached by any L = 3.9 orbit as figure 3.8(b) shows.
Finally, figure 3.10 shows a periodic table of orbits (still for L = 3.9). For
illustration, we only inlcude orbits with z up to 3, although the spectrum
allows z → ∞ orbits. The first column corresponds to w = 0, the middle
column to w = 1 and the last column to w = 2. The series could be continued
through to w → ∞. The sequence should be read from top to bottom and
then from left to right to indicate increasing energy. Notice that the first entry
in the sequence of periodic orbits is blank to indicate the complete absence
of the (1, 0, 0) orbit as discussed above. The second entry in the sequence is
also blank indicating the complete absence of the (3, 0, 1) orbit – as figure 3.8
shows, q never drops to 1/3.
Figure 3.11, which was previewed in the introduction, shows the progression
through orbits with higher numbers of zooms. All orbits are drawn from the
w = 1 band – the middle column of figure 3.10. As before they are arranged
in order of increasing energy from top to bottom and left to right. All orbits
with z = 1, 2, 3, 4 are drawn. Between each of these low leaf orbits, randomly
selected high zoom orbits are shown as well. The high zoom orbits look like
precessions of the low zoom orbits.
Notice that for Schwarzschild the vast majority of low leaf orbits are stacked
at high eccentricity. Orbits around spinning black holes, by contrast, show a
wider spread of low z orbits at low eccentricities as we now demonstrate.
3.2.2 The equatorial Kerr zoo
Kerr orbits do not admit a simple one-dimensional effective potential descrip-
tion.4 Despite this complication, the equatorial Kerr system has all the key
4There is an unappetizing effective potential description for equatorial orbits that we do
not want to rely upon here.
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(3 , 2 , 2)
E = 0.987744
Figure 3.10: All z = 1, 2, 3 orbits with w = 0 for the first column, w = 1
for the middle column, and w = 2 for the last column. All orbits lie on the
L = 3.9 line of figure 3.8. Norbits increase in energy from top to bottom
and left to right. The first radial cycle is emphasized in bold for each orbit.
Notice the first and second entry in the first column are blank, indicating the
inaccessibility of the (1, 0, 0) and (3, 0, 1) orbits.
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E = 0.987649 (≈1000 , 1 ,≈753)
Figure 3.11: A series of w = 1 orbits for the L = 3.9 line of figure 3.8. Orbits
increase in energy from top to bottom and left to right. All z = 1, 2, 3, 4 orbits
are shown. Also shown are randomly selected high z orbits. Notice that the
high z orbits look like precessions of the energetically closest low z orbit.
































(b) w + v/z versus eccentricity.
Figure 3.12: Prograde orbits around a spinning black hole with a = 0.995.
The lines indicate increasing L from left to right through the values L =
1.57, 1.61, 1.82, 2, 2.1
features we need for our taxonomy, as we demonstrate in Section 3.6. For any
L, there is always one stable circular orbit. At some critical L a first bound
unstable circular orbit will appear bringing with it an associated homoclinic
orbit. The unstable circular orbit always has energy higher than that of the
stable circular orbit. For a given LISCO < L < LIBCO, the energy continues
to specify uniquely orbits ranging from the stable circular to the homoclinc.
Therefore, the same graphical analysis that we used to determine the popula-
tion of the Schwarzschild zoo can be used to determine the population of the
equatorial Kerr zoo. In Chapter 5, things will not be so simple, and we will
resort to a clever choice of alternate constants of the motion to preserve this
picture on which our analysis relies.
Because the weak-field regimes look essentially the same for all a, we con-
sider only values of LISCO < L < LIBCO. As demonstrated for a Kerr black
hole with spin a = 0.995 in figure 3.12(a), the rational numbers correspond-
ing to closed orbits increase monotonically with energy. The rationals diverge
at the homoclinic orbit for each L since the number of whirls diverges. The
rationals are bounded from below by qc at the stable circular orbit:
qc ≤ q ≤ ∞ (3.20)
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E = 0.848681 (4 , 4 , 3)
Figure 3.13: A series of w = 3 and w = 4 orbits for the L = 1.82 line of
figure 3.12. Orbits increase in energy from top to bottom and left to right. All
z = 1, 2, 3, 4 orbits are shown.






10 5 0 5 10






10 5 0 5 10






10 5 0 5 10






10 5 0 5 10






10 5 0 5 10






10 5 0 5 10






10 5 0 5 10






10 5 0 5 10






10 5 0 5 10






10 5 0 5 10






10 5 0 5 10






10 5 0 5 10
E = 0.921103 (≈500 , 3 ,≈377)
Figure 3.14: A series of w = 3 orbits for the L = 2 line of figure 3.12. Orbits
increase in energy from top to bottom and left to right. All z = 1, 2, 3, 4 orbits
are shown. Also shown are randomly selected high z orbits. Notice that the
high z orbits look like precessions of the energetically closest low z orbit.
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Figure 3.12(b) shows the increase of the rationals from the stable circular orbit
to the homoclinic orbit is shown versus eccentricity for a = 0.995 and a range
of L’s.
In contrast to the non-spinning case of figure 3.8, all eccentric orbits (with
L < LIBCO) have at least one whirl for such high spin. Generally, a 6= 0 orbits
exhibit more whirls at low and intermediate eccentricities than their a = 0
counterparts. As eccentricity (and energy) increase for a given L, the number
of whirls diverges as a homoclinic orbit is approached.
Figure 3.13 displays a periodic table, energy increasing from top to bottom
through the w = 3 and w = 4 bands for L = 1.82. Each entry has a periodic
orbit. All z = 1, 2, 3, 4 closed orbits are shown. The series shows the passage
through these low leaf, moderate eccentricity orbits as energy – and therefore
q increases.
Finally, figure 3.14 displays a periodic table with both low and high z
orbits, energy increasing from top to bottom for L = 2 and a = 0.995. The
sequence takes you through low leaf orbits to high leaf orbits that look very
much like precessions of lower leaf periodics.
The conclusion is that all eccentric Kerr orbits show zoom-whirl behavior
of some kind for this a and L < LIBCO. In the strong-field regime, once
L < LIBCO, the pattern of zoom-whirls at the lower energy bound looks like a
precession of a low-leaf clover and at the upper energy bound marches toward
homoclinic – a single leaf with an infinite number of whirls.
3.3 Homoclinic orbits revisited
Before concluding, we mention another perspective on homoclinic orbits, namely
their connection to zoom-whirl behavior. An association with zoom-whirl be-
havior had long been suspected, yet also subtley misunderstood. Many practi-
tioners, including the present authors, had suspected that zoom-whirl behavior
was bound to the proximity to the separatrix [11]. To the contrary, we have
just seen that zoom-whirl behavior emerges in the strong-field for any eccen-
tricity. Put another way, zoom-whirl behavior is demonstrated by orbits that
are not in the vicinity of the homoclinic orbit as well as by those that are.
Still, homoclinic orbits do have an important significance as the infinite whirl
limit in the spectrum of zoom-whirl orbits, as we now make more explicit.
Consider single-leaf (z = 1) orbits like those in Fig. 3.15. Single-leaf orbits
are in one-to-one correspondence with the whole numbers; that is, the rational
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Figure 3.15: The progression of the 1-leaf periodic orbits through 1, 2, 3, 4...∞
whirls. The orbits shown are prograde orbits for a = 0.5 and L = 3.158540, or
the average of Lisco and Libco. Note that the whirls beyond the second whirl
are too closely packed in r to distinguish visually in the plot.
number q associated with each one-leaf orbit counts the integer number of
whirls. The final entry in this infinite list is the orbit that executes an infinite
number of whirls and therefore never actually reaches the end of its first radial
cycle. That orbit is of course the homoclinic orbit.
More specifically, if we write down a sequence of energies Ew, eccentrities
ew, apastra raw, periastra rpw, actions Jrw, etc. for the constant L set of one-
leaf orbits, then all of these sequences converge in the w → ∞ limit to the
values for the homoclinic orbit with the same L (for a black hole of a given
spin).
As already noted, for a given a and L, the homoclinic orbits form the
separatrix between orbits that plunge into the black hole and those that do not.
Since plunging orbits have divergent values of the canonical radial momentum
pr, then homoclinic orbits also form the boundary between orbits that are
bounded in the phase space and those that are not. As discussed in Section
2.4.3, orbits that are bound in the phase space turn out to lie on surfaces
homeomorphic to 2-dimensional tori (3-tori for generic nonequatorial orbits),
and only these bound orbits have an associated set of fundamental frequencies
in terms of which orbit functionals can be Fourier expanded. The homoclinic
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orbit of a given L is also therefore the separatrix between the regions of phase
space inhabited by these quasiperiodic orbits and those that are fully aperiodic.
Since all quasiperiodic orbits can be approximated by the periodic set, the
homoclinic orbit is the divide between the domain of influence of the periodic
set with its correspondence to the rationals and aperiodic orbits that merge
or escape.
A fuller discussion of equatorial homoclinic orbits, including exact analytic
expressions for their trajectories, is found in Chapter 4.
3.4 Circular Orbits Revisited
As discussed briefly in §3.1.3, circular orbits, while clearly periodic, are some-
what anomalous in the geometric picture and our (z, w, v) scheme. After all,
our taxonomy hinges on quantities calculated per radial period. Since the ra-
dial period of a circular orbit is zero, it is not clear what rational number to
associate with circular orbits. Nevertheless, it turns our that in a useful and
enlightening sense, some stable circular orbits (a measure zero set of them,
to be precise) are mappable to the rational numbers. Naively, we might ex-
pect them to correspond to the rational number 1, just like Keplerian circular
orbits, but this turns out to be a mistake.
The action-angle picture is significantly more informative here. Our diffi-
culty stems from the fact that all circular orbits have a vanishing radial action
Jr. In a loose sense, the actions correspond to the two circumferences that
characterize a two-dimensional torus. When one of those circumferences is
zero, the 2-torus T 2 just becomes a 1-torus T 1 ≡ S1: a circle. Orbits that are
circular in configuration space thus live on surfaces in the phase space that
also have the topology of circles. In that sense, circular orbits only really have
one fundamental frequency, ωϕ, and there is no rational frequency ratio to
speak of. They are all nonetheless periodic, for any value of ωϕ, because any
curve that fills out S1 with a constant velocity necessarily closes on itself and
becomes periodic.
Note that for spherical orbits, i.e. constant r orbits not confined to the
equatorial plane, which other authors usually refer to as “non-equatorial cir-
cular orbits”, this will no longer be the case. Non-equatorial orbits in general
have 3 associated actions Jr, Jθ and Jϕ and are confined to surfaces with the
topology of T 3. On spherical orbits, Jr vanishes, but the remaining actions
do not, leaving spherical orbits to occupy surfaces with the topology of T 2.



























Figure 3.16: Left: ωϕ versus the radii of stable circular orbits. Right: ωr versus
the radii of stable circular orbits. Increasing from right to left the spin values
are a = 0, 0.5, 0.8, 0.95, 0.995, 0.998. All orbits are prograde.
Much like generic equatorial orbits, then, spherical orbits will only be exactly
periodic only when the ratio of their frequencies ωθ/ωϕ is rational. We discuss
these orbits more fully in Chapter 5.
Nonetheless some stable circular orbits can be mapped to the rational
numbers. We can construct that map in two equivalent ways. First, for a
given L, we can take the zero eccentricity limit of the values of ωr, ωϕ, and
their ratio and define the corresponding values for the circular orbit with that
same L to be those limits. This was the attitude taken in §3.1.3.
Alternately, we can perform a linear stability analysis of the circular orbits.
We find the frequencies of small oscillations of the r and ϕ motions of low
eccentricity orbits around the r and ϕ motions of the reference circular orbits
and examine the ratios of those frequencies5.
Whether derived from a stability analysis or as the limiting values of low
eccentricity orbits, figure 3.16 shows the resulting values of ωϕ and ωr while
figure 3.17 shows ωϕ/ωr for stable circular orbits as a function of their radial
coordinate r for various values of a. Some features are worth noting. First, ωϕ





r3/2 ± a , (3.21)
the well-known relativistic generalization of Kepler’s third law [45]. Second,
the ωr’s differ from the Keplerian in that the increase with decreasing r until
5Often called epicycle frequencies, or just epicycles for short













Figure 3.17: The ratio ωϕ/ωr, which equals 1 + w + v/z, as a function of the
radii of stable circular orbits. Increasing from right to left the spin values are
a = 0, 0.5, 0.8, 0.95, 0.995, 0.998. All orbits are prograde.
they hit some maximum (in the Keplerian case, the ωr continue to increase
and diverge at r = 0), at which point they decrease, reaching zero at the
ISCO. The ISCO, then, will have a diverging ωϕ/ωr ratio, an observation that
was relevant in our discussion of homoclinic orbits. All homoclinic orbits have
q = w + v/z = ωϕ/ωr = ∞, including the ISCO is (the eccentricity zero
homoclinic orbit).
Third, ωϕ/ωr for circular orbits is a continuous and monotonic function of
r, increasing from an asymptotic value of 1 in the r →∞ limit and diverging
as r → rISCO. The continuity of this ratio means that although a measure zero
subset of the circular orbits corresponds to rational numbers or, equivalently,
to (z, w, v) triplets, most do not. Nevertheless, even the irrational circulars
are arbitrarily close to some rational. We can thus characterize every circular
orbit either exactly (the rational circulars) or approximately (the irrational
circulars) by a (z, w, v) triplet.
3.5 Recap of dynamical results
This concludes the preliminary discussion of our periodic orbit analysis. Before
turning to the more difficult nonequatorial case, we briefly recap the results of
this section:
• For a given a and L, all periodic orbits corresponding to rationals in the
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range
qc ≤ q ≤ qmax (3.22)
define the skeleton of the entire orbital dynamics, where qc is the limiting
rational associated with the stable circular orbit and qmax is the approximate
rational of the maximum energy bound orbit.
• In the Newtonian limit, the upper and lower bounds both approach zero;
Keplerian orbits are ellipses.
• There is no zoom-whirl behavior in the weak-field regime.
• At the ISCO, the upper and lower q bounds both approach ∞ because
the ISCO is at once both a circular and a homoclinic orbit and all homoclinic
orbits have q =∞.
• In the very strong-field regime, which we take here to correspond to
(L < LIBCO), q has no upper bound:
qc ≤ q ≤ ∞ (3.23)
• In the strong-field regime, the simple precessing ellipse familiar from
planetary orbits is forbidden.
• All aperiodic eccentric orbits are precessions of low-leaf periodics.
• As the ISCO is approached, all orbits whirl as well as zoom for any a.
3.6 The effective potential re-examined
Both the periodic orbit taxonomy and the aforementioned dynamical results
stem from knowing where in parameter space the circular orbits and the homo-
clinic orbits lie. Those orbits, together with a subset of the marginally bound
E = 1 orbits, demarcate the region in parameter space where the bound or-
bits to which our taxonomy applies live. In the Schwarzschild case, these key
features are recognizable at a glance to anyone familiar with a 1D effective
potential formulation of the motion. The Kerr case is less visually informa-
tive. This section justifies that all the properties necessary both to develop
our taxonomy and to ground the details of circular and homoclinic orbits also
hold in the equatorial Kerr case. We begin with the Schwarzschild treatment
in detail to establish a basis before proceeding to the Kerr case.
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3.6.1 a = 0
In the familiar Schwarzschild case, the value of L fixes the form of the potential,
as shown in Fig. 3.18. Two critical values of L define regimes in which the
potential exhibits different qualitative features: the angular momentum Lisco
of the innermost stable circular orbit (isco), associated with the saddle point in
the lower dashed potential, and the angular momentum Libco of the innermost
bound circular orbit (ibco), the circular orbit with E = 1.
Veff(r)
r
Figure 3.18: The Schwarzschild effective potential drawn in solid lines as a
function of radial coordinate r for Lz = 3, 3.8 and 4.4, from bottom to top. The
upper and lower dashed lines represent the borderline potentials for Lz = Libco
and Lz = Lisco, respectively.
The effective potential picture allows us to determine the circular orbits6
and homoclinic orbits at a glance:
• No circular or homoclinic orbits exist with L < Lisco, since every such
orbit plunges.
6As we discuss in Chapter 4, the term “unstable circular orbit” is a bit of a misnomer.
These orbits are actually hyperbolic invariant sets in the phase space — loci of points such
that orbits that are on such a set at time t = 0 remain on that set for all time — and,
as such, they will possess both a stable manifold of points they attract and an unstable
manifold of points they repel. The orbits usually referred to as stable circular orbits are
elliptic invariant sets that neither attract nor repel neighboring trajectories, all of which
instead execute oscillations around the elliptic set.
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• When L > Lisco, the potential admits one stable circular orbit with
r = rs, E = Es (minimum of Veff) and one unstable circular orbit with
r = ru, E = Eu (maximum of Veff).
• The value Libco further distinguishes the two subcases seen in Fig. 3.19,
from which we see that orbits with E 6= Eu never asymptote to a circular
orbit. Instead, as t → ±∞, every such orbit (a) oscillates between two
turning points in the potential well, (b) plunges,7 (c) escapes, or (d)
escapes as t→ −∞ and plunges as t→ +∞ (or vice versa).
• In contrast, an orbit with E = Eu does asymptotically approach the
unstable circular orbit with the same L.
– Consider the upper panel in Fig. 3.19, for which L > Libco. There
is an E = Eu orbit that approaches ru as t → −∞ and plunges as
t → +∞ and another that plunges as t → −∞ and approaches ru
as t → +∞, both represented by line (f) in the figure. These two
orbits are distinct, just as the E = Eu orbit that escapes as t→ −∞
and approaches ru as t → +∞ is distinct from its time-reversed
counterpart (both represented by (g)). So while they define stable
and unstable manifolds for the circular orbit shown, these E = Eu
orbits are non-intersecting (share no initial conditions (r, r˙)) and
thus are not homoclinic to the circular orbit.
– However, when Lisco < L < Libco, as in the lower panel of Fig. 3.18,
the E = Eu orbit (h) has a turning point and thus approaches ru at
both t → ±∞. Parts of the stable and unstable manifolds of this
unstable circular orbit intersect (in fact, they completely coincide),
and these orbits are therefore homoclinic to the circular orbit.
We thus conclude that the unstable circular orbits with E < 1 (Lisco <
L < Libco) have associated homoclinic orbits with the same angular mo-
mentum and energy, or more specifically, a family of such orbits differing
from one another by an overall translation in ϕ. References [21] and [46]
also recap the above arguments for the Schwarzschild case.
The above features of Schwarzschild geodesic motion are summarized in Ta-
ble 3.1. The algorithm described in Section 3.7 requires knowing the minium
7Eq. (2.3d) implies that orbits plunge (reach the horizon) after a finite amount of proper
time τ but an infinite amount of coordinate time t.


















Figure 3.19: Representative plots of the Schwarschild Veff(a = 0) for a value
of L > Libco (top) and Lisco < L < Libco (bottom). As explained in the text,
the horizontal lines define the energies (for the fixed L of each Veff) of orbits
that (a) oscillate, (b) plunge, (c) escape to r = ∞, or (d) both plunge and
access r = ∞, as t → ±∞. The lines (f) and (g) tangent to Veff at r = ru
represent E = Eu orbits that asymptotically approach ru at t = +∞ or −∞
(the ones marked (f) also plunge). In the lower figure, the E = Eu orbit (h)
on the right also has a turning point, so it approaches ru at both t = ±∞ and
is homoclinic to the unstable circular orbit.
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and maximum q values for each L, which in turn requires knowing the param-
eters of the ISCO and the IBCO. In other words, that algorithm, and the
periodic taxonomy in general, rely on the existence of parameters L and E
such that the orbits organize according to Table 3.1. That table of orbit fami-
lies is, in a sense, more fundamental than is the effective potential formulation,
which is simply a convenient visual means of arriving at Table 3.1.
In fact, suppose we can find two such parameters L and E that fit the bill
even in a system that does not admit an effective potential (or at least not
a simple one) in the sense of equation (3.14). We can nevertheless define for
such a system a pseudo effective potential function Veff(r;L) for each L as the
value of the energy E for which dr/dt = 0 at r for that L. Such a function
will not be a true effective potential since it will not satisfy (3.14). It will,
however, likewise visually indicate the organization of orbits just described
and at a glance reveal the turning points of the radial motion for all bound
orbits of fixed L and varying E.
We could demonstrate that the equatorial Kerr system fits Table 3.1 by con-
structing such a pseudo effective potential. Instead, however, we will demon-
strate it by a direct analysis of the quasi-potential function R(r) in equation
(2.4), thereby shedding a bit of light on the relationship between that function
and the Schwarzschild effective potential.
3.6.2 a 6= 0
A Kerr effective potential does not occur organically in the sense of equations
(3.14) and (3.15). The reason is that when one attempts to arrive at a Veff
directly from the radial equation of motion (2.3a), the resulting Veff depends
parametrically on both E and Lz (we are now reverting to the notation Lz in
the Kerr case to match with our notation in the equations of motion). Thus,
there is a different Veff for every orbit, and the fact that such a potential would
shift under one’s feet as the orbital energy changed partially defeats the point
of writing one down in the first place.
Instead, we focus our analysis of Kerr dynamics on the quartic quasi-
potential R(r) (equation (2.4)), which we can rewrite in the equatorial case
(Q = 0) as
R(r) = (E2 − 1)r(r − r1)(r − r2)(r − r3) . (3.24)
For ease of notation, we adopt the conventions that, from left to right in (3.24),
real roots appear before complex roots and the nonzero real roots appear in
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Table 3.1: The above table shows what types of orbits are allowed for a given
L in the Schwarzschild geometry.
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ascending order r1 < r2 < r3. Additionally,
R′(r = 0) > 0 (for aE 6= Lz) , (3.25)
so R is negative just to the left and positive just to the right of the root at
r = 0. Since complex roots occur in conjugate pairs, the zero root implies that
at least one of the three remaining roots is real. Again, there is a different
function R(r) for every E,L pair.
Although R(r) changes with E, we can still read qualitative features of the
motion effectively from a plot of R(r). To clarify the visual interpretation, Fig.
?? plots the R(r) for a = 0 and Lz = 3.55 below a plot of the corresponding
Schwarzschild Veff(r). Whereas in the effective potential diagram the r values
accessible to a particle with given energy are those for which Veff is below
the constant energy line, in the pseudo-potential diagram of a given orbit the
accessible r values are those for which R(r) is above the zero line, reflecting
the fact that r˙ in Eq. (2.3) is real so that the R(r) under the radicand must
be non-negative.
The non-negativity of r˙2 implies that motion is only possible where R(r) ≥
0. Turning points of the motion correspond to single roots of R(r). Circular
orbits require both
R(r) = 0 and R′(r) = 0 , (3.26)
and thus correspond to double roots of R, as Fig. ?? confirms. To see why,
we note that on a circular orbit all derivatives of r(λ) with respect to λ must
vanish. The condition r˙ = 0 implies R (r) = 0 from equation (2.3a). Solving
















where R′ (r) = dR
dr
. We can see immediately from equation (3.27) that r¨ = 0
implies R′ (r) = 0. Thereafter, all higher time derivatives of r vanish regardless
of the values of higher r-derivatives of R(r).
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Figure 3.20: R(r) functions and Veff(r) (Eq. (4.3)) for 3 Schwarzschild orbits
with Lz = L = 3.55. From bottom to top in both diagrams, the corresponding
energies are E = 0.947421, 0.948707 and 0.949993. The first value is for a
stable circular orbit at rs = 7.679020, the second for an eccentric orbit with
rp = 6.000593 and ra = 9.656613, and the third is for both an unstable
circular orbit at ru = 4.923479 and for a homoclinic orbit with rp = ru and
ra = 10.662889. The vertical scales have been suppressed for visual clarity.
Note that R(r) = R′(r) = 0 at the circular orbits.
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Simultaneously solving R = R′ = 0 yields expressions [45]
E =
r3/2 − 2r1/2 ± a
r3/4
√
r3/2 − 3r1/2 ± 2a (3.28a)
Lz = ± r
2 ∓ 2ar1/2 + a2
r3/4
√
r3/2 − 3r1/2 ± 2a (3.28b)
for the energy and angular momentum of circular orbits, where the top/bottom
signs apply to prograde/retrograde orbits. These functions, plotted for a sam-
ple of a values in Fig. 3.21, show simultaneous minima (maxima for retrograde
Lz) at [45]
risco = 3 + Z2 ∓
√
(3− Z1)(3 + Z1 + 2Z2) (3.29)












3a2 + Z21 .
Since R′′(risco) = 0 when E = Eisco, |Lz| = |Lisco|, the isco corresponds to the
only possible triple root of R.
Furthermore, R′′ also determines the stability of circular orbits, with
r < risco =⇒ R′′(r) > 0 =⇒ unstable
r > risco =⇒ R′′(r) < 0 =⇒ stable
(3.30)
for a given |Lz| > |Lisco|. Also, paralleling the a = 0 case, E(r) in (3.28a)
increases monotonically for r > risco and approaches 1 as r → ∞, so that
stable circular orbits always have Eisco < E < 1. Unstable circular orbits, on
the other hand, can have any E > Eisco, and the circular orbit with E = 1
occurs at [45]
ribco ≡ 2∓ a+ 2
√
1∓ a . (3.31)
To prove that Kerr equatorial orbits fit the rubric of Table 3.1, we must
show that the same types of motions described in figure 3.19 and only those
types of motions are allowed when a 6= 0, and we must show that those motions
organize with respect to orbital parameters as in the a = 0 case.
We first show that every non-circular Kerr equatorial orbit falls into one
of the same categories listed for Schwarzschild orbits in Fig. 3.19. Recall that
each R(r) plot represents only those orbits with the same E and Lz and that
motion is only possible in regions where R > 0. When E > 1, R(r)→ +∞ at
both r → ±∞, and (3.25) implies that R has a negative root. There are thus
three possibilites for the number and type of positive roots:
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r
Figure 3.21: E and Lz as functions of the radius r of prograde (left panels) and
retrograde (right panels) circular orbits. The spin parameter for the curves
are a = 0 (solid curve), and then in order of increasing distance from the solid
curves, a = 0.8, 0.9 and 0.995. For a given a, E and Lz have simultaneous
minima at r = risco.
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• No positive roots, in which case all positive r are accessible, and R
represents a single type (d) orbit.
• Two positive roots r2 < r3, resulting in a type (b) orbit (0 ≤ r ≤ r2)
and a type (c) orbit (r ≥ r3 ).
• One positive double root r2 = r3 ≡ ru with R′′(ru) > 0, in which case
R represents an Eu > 1 circular orbit at r = ru plus orbits of type (f)
(0 ≤ r ≤ ru) and (g) (r ≥ ru) that asymptotically approach ru in either
the infinite future or past (but not both).
The E = 1 case is the same as above but without the negative root (since R
is only cubic when E = 1). We thus conclude as in the a = 0 case that the
invariant sets with E ≥ 1 are unstable circular orbits but that they do not
have orbits homoclinic to them.
When E < 1, R → ∞ at r → ±∞. Eq. (3.25) requires that there be at
least one positive root and only an even number of negative roots, leaving four
possibilites for the number and type of positive roots:
• Just the one root r1, resulting in a type (b) orbit (0 ≤ r ≤ r1)
• Three total positive roots r1 < r2 < r3, resulting in a type (b) orbit
(0 ≤ r ≤ r1) and an oscillatory bound orbit of type (a) (r2 ≡ rp ≤ r ≤
r3 ≡ ra)
• One single positive root r1 and one double root r2 ≡ rs > r1 with
R′′(rs) < 0, denoting a type (b) orbit (0 ≤ r ≤ r1) and a stable circular
orbit of radius rs
• One single root r2 and one double root at r1 ≡ ru < r2 with R′′(ru) > 0,
so that R(r) features an unstable circular orbit with Eu < 1 at ru, a
type (b) orbit (0 ≤ r ≤ r1), and a type (h) orbit (ru ≤ r ≤ r2 ≡ ra) that
approaches ru as t→ ±∞, i.e. an orbit homoclinic to ru.
As before, we conclude that the invariant sets with homoclinic orbits are the
unstable circular orbits with Eu < 1, one of which exists for every ribco < ru <
risco.
To complete our argument, we appeal to the shapes of the graphs of E(r)
and Lz(r) in equation (3.28) to show that the aforementioned possible motions
organize according to the rubric of Table 3.1, or rather to according to two
such rubrics with distinct ibso and isco values for the prograde and retrograde
cases. Those graphs have the followin features:
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• Each of Lz(r) and E(r) has no maximum, a single minimum that occurs
for both functions simultaneously at r ≡ risco ((where R′′(r) changes
sign), and a vertical asymptote at a single value r < risco representing
the location of a lone lightlike circular orbit.
• Lz(r) increases without bound at large r, asymptotically behaving like
the Newtonian angular momentum Lz ∼
√
r.
• E(r) asymptotically approaches unity at large r. It thus attains the
value E = 1 at unique radius ribso < risco.
With the identification |Lz| → L, the aforementioned features of this pair
of graphs then imply the following:
• no circular orbits exist for L < Lisco.
• for each Lisco < L < Libso, there are two bound circular orbits, one stable
(R′′(r) < 0) and one unstable (R′′(r) > 0), with one homoclinic orbit
associated to each bound unstable circular orbit.
• for each L > Libso, there is one bound stable circular orbits and one
stable (R′′(r) < 0), one unstable (R′′(r) > 0) unbound circular orbit,
and no homoclinic orbits.
Thus, the possible motions listed above must organize with respect to Lz and
E as in Table 3.1, and the argument is complete.
In the next chapter, we will use the constant-r parameter graph pairs as
visual aids to generalize Table 3.1 to the non-equatorial case.
3.7 Numerical implementation
3.7.1 Orbit generation
We numerically integrate Kerr geodesics using Hamilton’s equations (2.38)
with respect to Mino time. Since the p˙t and p˙ϕ equations vanish, the only
added cost of retaining analytical transparency in the equations is that we
must integrate 6 equations in (2.38) instead of 4 in (2.3). As a final check, we
run an independent code that computes the orbits directly from the geodesic
equation and find the two independent computations in complete accord.
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3.7.2 q(E) and q(e)
To generate the plots of q vs. E for a given a and L (we are now back to writing
L for |Lz|), we first locate the apastron ra and perihelion rp of the orbit with












and divide by 2pi to get q(E;L, a). To generate the plots of q vs. e, we fur-
ther compute the eccentricity from ra and rp using (3.16) and then make a
parametric plot of q(E;L, a) vs. e(E;L, a).
3.7.3 Periodic tables
Generating the periodic tables requires the inverse calculation of, again for a
given a and L, determining E for a chosen triplet of integers (z, w, v). In this
case, the procedure is more involved. We assume we have on hand the expres-
sions for risco and ribso and the functions E(r) and L(r) for circular orbits, all
for a given a. Our numerical routine then proceeds differently depending on
the value of L. If L < Lisco, the routine returns an error, since there are no
bound orbits, let alone periodic ones.
If Lisco < L < Libso:
1. Determine the radius rs > risco of the stable circular orbit.
2. Compute the value qs = ωϕ/ωr of the stable circular orbit as in figure
3.17.
3. If the requested q = 1 + w + v/z < qs, return an error and exit. If
q = qs, return the circular orbital parameters L,Es and exit. Otherwise,
continue as below.
4. Compute the radius ru < risco of the unstable circular orbit for that L
from the function L(r).
5. Evaluate Es = E(rs) and Eu = E(ru).
6. The energy E(q) of the requested periodic orbit is bracketed by Es and
Eu. Using equation (3.32) to evaluate ∆ϕr for a given guess E, use a
standard bisection algorithm to find the root E of ∆ϕr(E)/2pi − q = 0
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within some tolerance. Except very near the homoclinic orbit, a re-
quested accuracy of 10−12 returns a solution E in a few iterations. We
then confirm that value by integrating the geodesic and confirming that
it returns to its initial conditions within the same fractional error. Near
the homoclinic orbit, the q values of orbits stack increasingly densely
with respect to energy, and the routine error traps for requested q values
that would lie closer to the homoclinic orbit in energy than is resolvable
at machine precision (times some safety factor). As the initial guess for
the bisection-based root finder, we use either (Es+Eu)/2 if no prior orbit
has been requested with the given L, or more intelligent bounds that use
the monotonicity of q with E if previous requests have been made for
the same L.
If L > Libso:
1. Determine the radius rs > risco of the stable circular orbit.
2. Compute the value qs = ωϕ/ωr of the stable circular orbit as in figure
3.17.
3. If the requested q = 1 + w + v/z < qs, return an error and exit. If
q = qs, return the circular orbital parameters L,Es and exit. Otherwise,
continue as below.
4. Compute the periastron rp of the marginally bound orbit with E = 1.
5. Evaluate (3.32) with E = 1 using the above rp and r = ∞ as bounds.
The integrand is divergent at rp as ∼ (r−rp)−1/2, but there are standard
numerical routines to handle such divergences. Divide the result by 2pi
to determine qmax.
6. If q > qmax, return an error. If q = qmax, return the parameters E = 1, L.
Otherwise, continue.
7. The energy E(q) of the requested periodic orbit is now bracketed by Es
and E = 1. We proceed with a bisection-based root finder as above,





around a Kerr black hole
4.1 Introduction
4.1.1 Background and Motivation
A direct observational detection of gravitational waves – perhaps the most
fundamental prediction of a theory of curved spacetime – looms close at hand.
Stellar mass compact objects spiraling into supermassive black holes have re-
ceived particular attention as sources of gravitational radiation for the planned
LISA mission [3]. A direct detection of these extreme mass ratio inspirals
(EMRIs), as well as extraction of astrophysics [5; 6; 7; 8; 9; 10], requires a
thorough knowledge of the underlying dynamics; it is the motion of the two
bodies that shapes the gravitational waveform. Chapter 6 will describe the
well-established approach of modeling an EMRI as an adiabatic progression
through a series of Kerr geodesics [5; 6; 7; 8; 9; 12; 13]. A transparent depic-
tion of geodesic motion around spinning black holes is therefore essential and
benefits from crucial signposts in the orbital dynamics.
In this chapter, we pause to decipher such a crucial signpost. In particular,
we discuss separatrices in Kerr dynamics: the homoclinic orbits.1 Around
black holes, the homoclinic orbits are those that asymptotically approach the
1The terms “homoclinic orbit” and “separatrix” are, in this context, entirely interchange-
able, although the former finds more use in the dynamical systems literature and the latter
in the black hole and gravitational wave literature.
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same unstable circular orbit in both the infinite future and the infinite past,2 as
shown on the right of Fig. 4.1. Under the identifier “separatrix”, homoclinic
orbits have already garnered attention in the black hole literature [11; 47]
– the homoclinic orbit is the separatrix between orbits that plunge to the
horizon and those that do not. The scenario of quasi-circular inspiral through
a last stable circular orbit is a special example of the transition through a zero
eccentricity homoclinic orbit. Orbits that merge before they have a chance to
circularize will transit through an eccentric homoclinic orbit of the underlying
conservative dynamics. Any analysis of the transition from inspiral to plunge
will thus run into this special family.
Homoclinic orbits are also a significant signpost for zoom-whirl behavior;
an extreme form of perihelion precession wherein trajectories zoom out into
quasi-elliptical leaves en route to apastron and then execute multiple quasi-
circular whirls near periastron before zooming out again, as shown in the left
panel of Fig. 4.1. Though zoom-whirl behavior is sometimes thought to be
associated only with highly eccentric orbits near the separatrix, we developed
a topological criterion for whirliness in [32] and showed that in the strong-
field regime orbits of any eccentricity can exhibit zoom-whirliness. Indeed,
zoom-whirl behavior is neither exotic nor rare in the strong field [32]. Still,
homoclinic orbits are relevant as an infinite whirl limit in the distribution of
geodesics, a connection we forge here.
Homoclinic orbits are therefore significant in shaping the geography of black
hole orbits. First, we devote some labor to resolving this landmark in physical
space for equatorial orbits. The pinnacle is an exact solution for equatorial
homoclinic trajectories. A rarity among relativistic orbits, the exact solution
can make semi-analytic treatment of the eccentric transition to plunge more
wieldy. Then, we describe the flipside of the coin and detail the phase space
portrait of the homoclinic orbits. We hope the results will provide cohesion to
the dynamical conversation.
We begin by finding exact expressions for the orbital parameters of the
separatrices and use them to derive Eqs. (4.21), exact expressions for the
trajectories themselves.
2Orbits that approach two different orbits in the infinite future and past, in contrast, are
called heteroclinic orbits.
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Figure 4.1: Left: A zoom-whirl orbit. Right: A homoclinic orbit approaching
an unstable circular orbit.
4.1.2 Homoclinic Orbits in the Gravitational Wave Lit-
erature
For context, we note that homoclinic orbits have appeared in the gravitational
wave literature, although not always identified by name. Ref. [47] analyzed
the transition for equatorial eccentric Kerr orbits using semi-analytic meth-
ods. Gravitational wave snapshots and semi-analytic estimates of the radiative
evolution of orbits near the separatrix appear in [11], which also discusses the
“zoom-whirl” behavior that may be visible during an eccentric transition to
plunge. The discussion of separatrices and their role in eccentric transitions
to plunge is also being discussed for comparable mass systems [48; 49], and an
eccentric transition to plunge, including visible zoom-whirl behavior, has been
observed in a full numerical relativity simulation of the merger of equal mass
black holes [50].
Homoclinic orbits have also been discussed by name in the black hole liter-
ature and are not unique to extreme mass ratio binaries. The distinct imprint
on a gravitational waveform from the whirl phases or orbits near the homoclinic
set was discussed in [46] for both Schwarzschild orbits and orbits generated
in the Post-Newtonian (PN) expansion. A program to identify the homoclinic
orbits in a higher-order PN expansion is also underway [48]. Ref. [21] provides
a nice summary of the interesting phenomenology associated with homoclinic
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orbits in any dynamical system, and for the case of Schwarzschild geodesics
formally demonstrates (using a somewhat unphysical example) the onset of
chaos3 around the homoclinic orbits when the system is slightly perturbed
from the conservative dynamics, a fact that could be important in the analysis
of the transition to plunge but which we do not discuss further here.
While homoclinic orbits are present even in comparable mass black hole
systems described in a PN expansion, the complexity of the PN equations of
motion makes analytic results about homoclinic orbits difficult to come by for
comparable mass systems [51]. Since most of those references compare results
against the Kerr equatorial case, we restrict our attention here to the fiducial
case of homoclinic orbits in the equatorial plane of Kerr black holes.
4.2 Orbital Parameters of Homoclinic Orbits
The equatorial homoclinic Kerr orbits asymptotically approach the same un-
stable circular orbit in the infinite future and past, whirling an infinite number
of times as they do so. In this section, we provide the afore-promised formal
definition of a homoclinic orbit and substantiate this claim.
4.2.1 Definition of a Homoclinic Orbit
Formally, a homoclinic orbit approaches the same invariant set in the infinite
future as in the infinite past. A collection of points S in the phase space of a
dynamical system is an invariant set if orbits that are in the set at any time
remain in the set for all previous and subsequent times. Of course, the set of
points in phase space traced out by any solution to the equations of motion
constitutes an invariant set, but useful information about global properties
of the phase space usually comes from identifying invariant sets with some
associated recurrence property, such as fixed points, periodic orbits, or the n-
dimensional tori on which bounded quasiperiodic motion in integrable systems
unfolds. Henceforth, when we refer to an invariant set, we will always mean a
recurrent invariant set.
The set of all trajectories that approach S asymptotically in the infinite
future is a submanifold of the phase space, namely the stable manifold of S.
3Small perturbations to the entire system give rise to structures in the phase space, first
discussed by Poincare [20] and usually termed “homoclinic tangles”, that are quantifiable
signatures of chaos.
Chapter 4: Equatorial homoclinic orbits around a Kerr black hole 77
Likewise, all trajectories that approach S asymptotically in the infinite past
form the unstable manifold of S. A invariant set is called hyperbolic if it has
both a stable and an unstable manifold.
Now, stable and unstable manifolds of invariant sets can sometimes inter-
sect: some individual trajectories may approach (possibly different) invariant
sets both as t → +∞ and as t → −∞. When such a trajectory lies in the
stable manifold of one invariant set S+ and the unstable manifold of a different
invariant set S−, the trajectory is heteroclinic to S+ and S−. If instead the
trajectory approaches the same invariant set S in the infinite future and past,
i.e. if it is an intersection of the stable and unstable manifolds of the same set
S, then the trajectory is homoclinic to S.
Identifying the homoclinic orbits in a dynamical system thus amounts to
finding the intersections of the stable and unstable manifolds of its hyperbolic
invariant sets. As we will now show, for the system of Kerr equatorial orbits,
the only hyperbolic invariant sets with associated homoclinic orbits are the
energetically bounded, unstable circular orbits. Strictly speaking, no relativis-
tic orbits are truly recurrent since time itself is a coordinate in a relativistic
phase space [14; 43] and all orbits are unbounded in their forward motion in
time. In the analysis of Section 4.4, we reduce to a 6D phase space of spatial
coordinates and their conjugate momenta in which circular orbits are truly
recurrent invariant sets.
4.2.2 Effective Potential and the Homoclinic Orbits
To clarify terms, it is standard parlance to refer to “unstable” circular or-
bits in the black hole system. Strictly speaking, the unstable circular orbits
are actually hyperbolic – they possess both a stable and unstable manifold.
Nonetheless, we continue with this conventional parlance to avoid unneces-
sarily elaborate verbiage and assume the reader understands phrasing such as
“the stable manifold of an unstable circular orbit”.
The hyperbolic invariant sets in the equatorial Kerr system are precisely
these unstable circular orbits. Of those, the ones that are energetically bound
(E < 1) give rise to homoclinic orbits.
Identification of the homoclinic orbits, and indeed interpretation of the
dynamics in general, is easiest with an effective potential formulation, which
motion around spinning black holes admits. However, as we explain shortly,
the Kerr effective potential has some awkward features that make our ex-
position a bit cumbersome. Thus, to ease discussion, we briefly recount the
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effective potential picture for Schwarzschild black holes [21; 28; 52; 53] and
identify the homoclinic orbits for that case before extending to Kerr black
holes. This subsection amounts to a synopsis of the familiar specifics of orbits
admitted by the Schwarzschild and Kerr effective potentials, a lengthier and
complementary accounting of which we already included in Section 3.6.






of the radial equation (2.3a) becomes the familiar [28; 52]
1
2
r˙2 + Veff = εeff (4.2)
describing motion in the one-dimensional effective potential





















with effective energy εeff =
1
2
E2. Note that the asymptotic value of the poten-
tial at r =∞ is 1/2, so that E = 1 divides bound from unbound motion.
An example of such an effective potential for a nonspinning black hole with
Lz = 3.55 is shown in Fig. ??, which is a reproduction of Figure 3.20 from
Chapter 3. It is simple to read from this figure that the maximum of the
potential (dV/dr = 0,d2V/dr2 < 0) corresponds to an unstable circular orbit
and the minimum of the potential (dV/dr = 0,d2V/dr2 > 0) corresponds to a
stable circular orbit. Note that the energy of the maximum Eu is below the
asymptotic value E = 1.
As indicated by the solid line, there is another orbit with energy Eu but
an apastron given by the outer intersection of the horizontal line of energy Eu
with Veff. When released from rest at the apastron ra, a test particle will roll
toward the unstable circular orbit taking an infinite amount of time to reach
the peak, and likewise if time reversed. This orbit is a homoclinic orbit. For
every bound unstable circular orbit there exists such a homoclinic orbit with
the same E and Lz.
4 Section 3.6 shows that these are the only homoclinic
orbits.
4There are no bound orbits with the same (E,Lz) of unbound, unstable circular orbits
(i.e. those with E > 1) and therefore the unbound circular orbits do not possess homoclinic
orbits, as elaborated in Section 3.6.
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For Kerr black holes (a 6= 0), the E and Lz dependences in equation (4.1)
do not separate as they do in the Schwarzschild case. The radial motion can
still be cast in the form (4.2) as the one-dimensional motion of a particle with
energy
εeff = 0 (4.4a)
moving in a potential
Veff(r) ≡ −R(r)/2Σ2 , (4.4b)
but unlike when a = 0, the potential depends on both E and Lz through
R(r). Veff is thus a different potential for each orbit (i.e. for each (E,Lz)
pair) instead of a single potential for an entire family of orbits like Veff(a = 0).
Fig. ?? plots various such functions R(r) in the lower panel. As the figure
highlights, having the potential vary under one’s feet, so to speak, as the
energy of the particle changes means that information we could previously
glean from a single plot of Veff(a = 0) is now diluted over an infinite number
of plots of R(r). Nevertheless, a bit more effort – expended in section 3.6 –
showed that even when the black hole spins the unstable circular orbits are
still the only hyperbolic invariant sets and that those with E < 1 give rise to
homoclinic orbits.
A graph of several such functions with the same L and different E (in the
spirit of a Schwarzschild-like effective potential) is shown for the a = 0 case in
Figure 4.2.
Turning points of the motion, for which Veff(r) = εeff = 0, correspond to
single roots of R(r). Circular orbits require both Veff = 0 and dVeff/dr = 0, or
the equivalent
R(r) = 0 and R′(r) = 0 , (4.5)
and thus correspond to double roots of R, as Fig. ?? confirms. Simultaneously
solving these equations yields expressions, originally published in Ref. [? ],
E =
r3/2 − 2r1/2 ± a
r3/4
√
r3/2 − 3r1/2 ± 2a (4.6a)
Lz = ± r
2 ∓ 2ar1/2 + a2
r3/4
√
r3/2 − 3r1/2 ± 2a (4.6b)
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R(r)
Figure 4.2: R(r) functions and Veff(r) (Eq. (4.3)) for 3 Schwarzschild orbits
with Lz = L = 3.55. From bottom to top in both diagrams, the corresponding
energies are E = 0.947421, 0.948707 and 0.949993. The first value is for a
stable circular orbit at rs = 7.679020, the second for an eccentric orbit with
rp = 6.000593 and ra = 9.656613, and the third is for both an unstable
circular orbit at ru = 4.923479 and for a homoclinic orbit with rp = ru and
ra = 10.662889. The vertical scales have been suppressed for visual clarity.
Note that R(r) = R′(r) = 0 at the circular orbits.
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for the energy and angular momentum of circular orbits. The top/bottom
signs denote prograde/retrograde.
Two noteworthy circular orbits deserve mention: the innermost stable cir-
cular orbit (isco) and the innermost bound circular orbit (ibco). As the angular
momentum decreases, the stable and unstable circular orbits merge to a saddle
point – the isco. It is the circular orbit for which E and |Lz| are a minimum5
[45]:
risco = 3 + Z2 ∓
√
(3− Z1)(3 + Z1 + 2Z2) (4.7)












3a2 + Z21 .
Since R′′(risco) = 0 when E = Eisco, |Lz| = |Lisco|, the isco corresponds to
the only possible triple root of R. The ibco is the marginally bound E = 1,
unstable circular orbit [45]:
ribco ≡ 2∓ a+ 2
√
1∓ a . (4.8)
The upshot is that every |Lisco| < |Lz| < |Libco| admits a bound unstable
circular orbit and a corresponding homoclinic orbit with the same (E,Lz).
The apastron of the homoclinic orbit with (Eibco, Libco) is ra = ∞ while the
apastron (and periastron) of the homoclinic orbit with (Eibco, Libco) is ra =
risco. In other words, the ibco has a homoclinic orbit with eccentricity 1 and
the isco is a homoclinic orbit with eccentricity zero. The eccentricities of the
homoclinic orbits range from 1 down to 0.
4.2.3 Exact expressions for orbital parameters of homo-
clinic orbits
Above we have described the homoclinic orbits by their E or Lz. There are
other ways to describe the homoclinic orbits. In general, non-circular equato-
rial Kerr orbits form a two-parameter set, with any particular orbit specified
by its energy and angular momentum. For bound non-plunging orbits, other
pairs of independent orbital parameters can also be used, such as the perias-
tron and apastron (rp, ra) or, as is often done, appropriately defined pseudo-
Keplerian parameters (e, p) (eccentricity and semi-latus rectum, respectively).
5 Statements that apply to both prograde and retrograde trajectories are phrased in
terms of |Lz|.
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Homoclinic orbits, however, lie in one-to-one correspondence with the Eu < 1
unstable circular orbits, a one-parameter family specified by the radius ru.
Homoclinic orbits thus form a one-parameter family all of whose orbital pa-
rameters depend only on the single parameter ru.
For E and Lz this is clearly the case – homoclinic orbits have the same
energy and angular momentum as the circular orbit they asymptotically ap-
proach, and equations (4.6) determine E and Lz once ru is specified. Ho-
moclinic orbits also form the separatrix between plunging and non-plunging
orbits, so they, like any bound non-plunging orbit, have well-defined values of
rp, ra, e, p. Simple expressions for those parameters follow from rewriting the
R(r) function, which has a double root at ru for homoclinic orbits, as
R(r) = (E2 − 1) r(r − ru)2(r − ra) , (4.9)
where ra is the apastron of the homoclinic orbit. Expanding (4.9) and equating
powers of r with equation (2.4) for R(r) yields relations among ru, ra, E and









r2u − 4ru ± 4a
√
ru − a2 (4.11)
for the apastron of a homoclinic orbit.
Eq. (4.11) also furnishes expressions for the e and p of a homoclinic orbit in
terms of ru. In analogy with Keplerian orbits, the eccentricity
6 and semi-latus
rectum of a generic orbit are typically defined via
rp ≡ p
1 + e
, ra ≡ p
1− e , (4.12)
or equivalently






6Note from (4.13) that e varies from 0 (for circular orbits, whose ra = rp) to 1 (for orbits
with E → 1, whose ra →∞).
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Substituting (4.11) into (4.13) and (4.14) with rp = ru yields
ehc =











r2u − 2ru + a2
.
(4.16)
Ref. [47] derives the implicit relation
0 = p2(p− 6− 2e)2 + a4(e− 3)2(1 + e)2
− 2a2p(1 + e) [14 + 2e2 + p(3− e)] (4.17)
that e and p of the homoclinic orbit (referred to there as “the separatix”)
must satisfy, and an equivalent implicit expression also appears in [3; 11].
Acknowledging the relationship between the homoclinic orbits and unstable
circular orbits from the outset furnishes the explicit parametric solutions (4.15)
and (4.16) to those implicit equations.
We now know how to specify the equatorial circular orbits by a single
parameter; either E or Lz for instance. The unstable circular orbits are a
family of hyperolic sets, which means they have stable and unstable manifolds.
We have also derived the perihelia and apastra of the homoclinic orbits as well
as the (e, p) as explicit functions of ru and spin.
However, we can do better than this. We can find exact solutions for the
homoclinic trajectories themselves as a function of spin. We will do this now.
4.3 Exact solutions for equatorial homoclinic
orbits
An exact solution to geodesic motion is a rare commodity. In this section we
very briefly sketch the derivation of an exact parameteric solution for homo-
clinic orbits around Kerr black holes of arbitrary spin and refer the reader to
the acrobatics of Section §4.6 for the detailed derivation.
For any equatorial orbit, the radial motion consists of alternating inbound
phases (dr/dτ < 0) and outbound (dr/dτ > 0) phases during which r varies
monotonically with time. Because the equations of motion depend explicitly
only on r, the radial coordinate parametrizes the motion during any single
such phase, and other dynamical variables can be expressed in terms of r.
Chapter 4: Equatorial homoclinic orbits around a Kerr black hole 84
Consequently, during an inbound phase, the integrated proper time, coor-












































where r and r0 are both radial coordinates along the same phase (i.e. along
a given half-leaf) of the motion. Removing the overall minus signs yields the
corresponding expressions for outbound motion. Eqs. (4.18)-(4.20) and their
outbound counterparts are correct for both r < r0 and r > r0 along a single
inbound/outbound phase.
For ordinary eccentric orbits, R(r) has four distinct roots and equations
(4.18) - (4.20) are at best elliptic integrals. However, the fact that R factors
as in (4.9) for homoclinic orbits renders the integrals soluble in terms of ele-
mentary functions. We integrate these equations analytically in Section 4.6 to






















































































where we have set τ = t = ϕ = 0 at r = ra, the apastron (4.11) of the
homoclinic orbit.
In the equations above, r+ and r− represent, respectively, the outer and
inner horizons of the black hole, γ ≡ dt/dτ(ru) and Ωu ≡ dϕdt (ru) are the
(constant) Lorentz factor and azimuthal velocity (Ωu > 0 for prograde orbits,
Ωu < 0 for retrograde) of the associated unstable circular orbit, and E is the











where a prime denotes differentiation with respect to r. As derived in Section
4.4.2, λr is the radial stability exponent of the unstable circular orbit.
Eq (4.21) reveals an interesting and unobvious fact about the homoclinic
orbits. Consider a circular orbit at r = ru with energy E and Lz and a
homoclinic orbit with the same energy and angular momentum. Even though
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the homoclinic orbit takes an infinite amount of time to asymptote to or away
from ru, the total accumulated phase difference between the homoclinic orbit







































Figure 4.3: The accumulated phase difference between a homoclinic orbit and
the unstable circular orbit to which it is doubly asymptotic as a function of
ru. For a given spin a, the parameter β varies linearly from ribco when β = 0
to risco when β = 1. Upper: Prograde homoclinic orbits. Lower: Retrograde
homoclinic orbits.
To be concrete, consider a prograde homoclinic orbit with t = 0, ϕ = 0 at
r = ra, and let the circular orbit at ru be at ϕ = 0 at the same time. Since
r varies monotonically with t along the homoclinic orbit during its inbound
phase (as t −→ ∞), we can use the r coordinate along the homoclinic orbit
as a global time parameter via Eq. (4.21b). Since ϕ along the circular orbit
increases linearly at a rate ωϕ = Ωu, the phase difference between the circular
and homoclinic orbits is just the difference between
ϕcirc(t(r)) = Ωut(r), (4.23)
and Eq. (4.21c). By time-reversal symmetry, doubling this yields the total
phase difference between the circular and homoclinic orbits summed over both
the inbound and outbound phases. Letting t(r) denote time along the inbound
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(r˙ < 0) portion of the homoclinic orbit, the resulting phase difference






































Fig. 4.3 shows how ∆ϕhc depends on ru for various values of the black hole
spin a. For ease of comparison, ∆ϕhc is plotted versus a parameter that varies
linearly from 0 when ru = ribco to 1 when ru = risco for a given a. The fact that
∆ϕhc 6= 0 mod 2pi for all but a measure zero set of homoclinic orbits means
that a generic equatorial homoclinic orbit asymptotes in the infinite future to
a circular orbit out of phase by ∆ϕhc with the circular orbit (at the same ru)
to which the homoclinic orbit asymptotes in the infinite past.7 Stated another
way, if we were to treat all circular orbits at radius ru with different phases as
distinct, then by adding a constant and finite phase to any homoclinic orbit,
we could speak meaningfully about synchronizing it with exactly one such
circular orbit at t = +∞ at ru and with exactly one circular orbit at t = −∞
also at ru but with a different phase.
Except for a measure zero set that accumulate a total phase difference
∆ϕhc mod 2pi = 0 relative to a circular orbit over their infinite period motion,
a homoclinic orbit orbit that synchronizes with a given circular orbit at t =
−∞ will be out of phase with that same circular orbit at t = +∞ by ∆ϕhc.
Although a fine detail at this point, such phase information could be significant
to gravational wave templates for the full black hole spectrum.
7This is why we speak about an orbit being homoclinic to some invariant set (e.g., the
locus of points in phase space with r = ru, pr = 0, ϕ arbitrary) and not about its being
homoclinic to a particular orbit (e.g. a particular unstable circular orbit, including choice
of phase).
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4.4 Homoclinic orbits in phase space
In the black hole spacetime, the hyperbolic invariant set is recognized by the
more familiar tag “unstable circular orbit”. To make this connection pre-
cise from the phase space perspective, we examine the variational equations –
the equations governing the evolution of small displacements from the circular
orbits. It is straightforward to show that the energetically bound, unstable cir-
cular orbits are hyperoblic; that is, they have an unstable eigendirection and
a stable eigendirection. We then show that the stable and unstable eigendi-
rections are tangent to the homoclinic orbit in the local neighborhood of the
unstable circular orbit. In other words, two of the eigensolutions of the vari-
ational equations around bound unstable circular orbits are local representa-
tions of the homoclinic orbit. These eigensolutions capture the qualitative and
quantitative features of the separatrix, including the azimuthal motion.
We use a reduced Hamiltonian formulation of equatorial Kerr motion that
natrually admits comparisons of groups of trajectories against a single global
clock. The variation of Hamilton’s equations yields stability exponents for
circular orbits that could have general utility, for instance, as an estimate of
inspiral or merger timescales [54; 55], or in a coarse graining of the template
space around periodic orbits [32]. For completeness, we also find explicit ex-
pressions for the actions and the frequencies.
4.4.1 The variational equations
We work exclusively in the reduced 6D phase space discussed in Section 2.4.2
and introduce the following notational simplification. Because the distinction
between q’s and p’s as components of vectors and one-forms, respectively, has
to do with their behavior in the 4D manifold of the Kerr spacetime and not
with their function in the phase space, where they are merely coordinates
labeling points, we will henceforth drop the superscript/subscript distinction.
Instead, we will refer to both qi and pi as components Xi (with a subscript)
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This allows us to write Hamilton’s equations in the compact form
dX
dt
= f(X) , (4.27)
where the components of f can be read off Eq. (2.43).
Now consider an arbitrary reference trajectory X(t) in phase space and the
vector δX(t) of small displacements from points on X(t) to points at the same
coordinate time on neighboring phase trajectories. The first order equations

































where the last equality stems from the caveat reagarding equations (2.43).
Equation (4.28) is a system of first-order linear ordinary differential equa-
tions whose coefficients Kij(t) depend implicitly on time through the solutions
X(t) to (4.27). The solution to such a system can always be expressed in
terms of a fundamental matrix [56] L(t;X0) that depends on the point X0 on
the reference trajectory at which we define the initial displacement vector δX0
and that satisfies
δX(t) = L(t;X0) δX0 , (4.31)
where L(t = 0;X0) is the identity matrix.
The goal of variational analysis is to find L, which we can equivalently think
of as the time evolution operator for small displacements. Given the equations
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of motion (4.27), we can always calculate the matrix K, but in general there is
no corresponding analytic expression for L. However, K on equatorial circular
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2
γ2∆
0 0 0 0 0 0

, (4.32)
where R′′ and Θθθ are the second derivatives with respect to their arguments




Since K is constant, L has the form
L(t) = eKt (4.34)
and shares its eigenvectors with K. Finding the eigensolutions of (4.28) is
therefore tantamount to finding eigenvalues and eigenvectors of K.
4.4.2 Eigensolutions of the variational equations
The eigenvalues λ of K are solutions to
|K− λI| = 0 (4.35)














, λϕ = 0 . (4.36)
(See also [57]) The eigensolutions associated with the λθ and λϕ = 0 eigenvalues
are extremely revealing in their own right. Presently, however, our concern is
simply the eigensolutions associated with λr.
8Although Eq. (4.32) can be expressed solely in terms of the black hole spin a and the
constant radial coordinate r of the circular orbit, we have left it in this form for readability.
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Figure 4.4: The dimensionless real-valued stability exponent λr (measured in
units ofM−1) for unstable circular orbits with E < 1 for various spins a. Left:
Prograde orbits. Right: Retrograde orbits.





1− (1− E2)r]− 2 [a2(1− E2) + L2z]
= −r
1/2(r2 − 6r ± 8ar1/2 − 3a2)
r3/2 − 3r1/2 ± 2a
,
(4.37)
where we have used the (E,Lz) found in Ref. [45] and used in Chapter 3 to
writeR′′ in terms of r alone. The plus/minus signs indicate prograde/retrograde.
On the unstable circular orbits of interest to us (ribco < r < risco), R
′′ is posi-





























associated with ±λr are also real. Combining (4.31) and (4.34), each eigen-
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value/eigenvector pair yields a corresponding eigensolution
δX(u)r (t) = c
(u)e+λrtu(u)r
δX(s)r (t) = c
(s)e−λrtu(s)r
(4.40)
to the variational equation (4.28), where the constants c(u,s) reflect where we
choose to set t = 0.
4.4.3 Relation to the homoclinic orbits
We now build the case that in the neighborhood of Xcirc(t), the linearized
solutions X(u,s)(t) coincide with exact homoclinic solutions Xhc(t). For sim-
plicity, we focus first on the unstable solution in (4.40), which corresponds to
a linearized solution
X(u)(t) = Xcirc(t) + δX(u)r (t) (4.41)
to the full equations of motion (4.27).
Some of the similarities between the linearized and homoclinic orbit are
self-evident. The absence of θ and pθ components in X
(u)(t) indicates that the
orbit remains equatorial, and the identical signs on the r and pr components
reflect the fact that small displacements from the circular orbit along the
eigendirection run away exponentially to larger radial positions and velocities
on an e-folding timescale λ−1r . The absence of a pϕ component in δX
(u)
r (t)
indicates that the linearized orbit has the same angular momentum Lz as
Xcirc(t).
Less self-evident is the fact that, like the homoclinic orbit, the linearized
orbit also has the same energy E as the circular orbit. To see this, note that
since the Hamiltonian E = E(X) is a function of the phase space coordinates,
the energy difference δE = Ecirc − Elin can be expanded as a power series in
the components of δX(u)r . Because the derivatives of all phase variables except
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A similar result holds for X(s)(t), despite the addition of an overall minus
sign in (4.43), since through second order δE depends on δp2r. Continuing this
process to higher orders is beyond the algebraic patience of the authors, but at
least through second order in the variations, the linearized solutions describe
orbits with the same E and L as the unstable circular orbit.
The ϕ component of δX(u)r (t) merits more discussion. The ratio δϕ/δr is
fixed, so that δϕ does not merely represent an arbitrary overall translation
in ϕ. Instead, this component indicates how the phasing difference between
the linearized orbit and the circular orbit changes as the radial separation
between the two orbits grows. Notice also that since δX(u)r (t) → 0 as t →
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−∞ regardless of how c(u) is chosen, the linearized solution describes an orbit
that is in phase with the circular orbit in the infinite past. As discussed in
Section 4.3, there is a unique choice of phase for a homoclinic orbit that will
synchronize it with the circular orbit in the infinite past. Apparently, the
linearized eigensolution goes so far as to select the phase of the homoclinic
orbit it locally approximates.9 The import is that the linearization captures
detailed information about neighboring orbits, including phase information.
Analogously, the linearized solution
X(s)(t) = Xcirc(t) + δX(s)r (t) (4.44)
synchronizes with the circular orbit at t = +∞. We can now understand the
signs of the δϕ components of both eigenvectors. In δX(u)r (t) it has the opposite
sign as δr because as the displaced orbit moves to larger r, its dϕ/dt drops,
and it lags the circular orbit with which it was synchronized at t = −∞. In
δX(s)r (t), in contrast, δϕ and δr have the same sign: since the circular orbit
will accumulate azimuth faster than the displaced orbit as it spirals in, it must
begin ahead of the circular orbit in phase if the two are to synchronize at
t = +∞.
Now, as discussed in Section 4.3, the two linearized solutions X(u)(t) and
X(s)(t) do not coincide with the same homoclinic orbit, but rather with two
homoclinic orbits that differ by a phase. Since circular orbits that differ by
a phase belong to the same invariant set, we continue to refer to these as
homoclinic and not heteroclinic trajectories.
4.4.4 Phase portraits
To make the coincidence between the linearized solutions and the homoclinic
orbits manifest, we examine a phase portrait of the homoclinic orbit and the
linearized solutions. Again, we use the radial coordinate r along the homoclinic
orbit as our global time parameter. The required expression for pr in terms of






for outbound motion and the negative of the same expression for inbound
motion. Together with the exact solutions from Section 4.3, (4.45) generates
9Of course we can have a homoclinic orbit of any phase still line up with the linearized
solution simply by adding an overall ϕ shift to δX(u)r (t).





Figure 4.5: Projections of the eigenvector u(u)r , to which the linearized sepa-
ration δX(u) is proportional, overlayed with the actual coordinate differences
Xhc −Xcirc in the phase space. In the ∆ϕ plot, we have identified −pi at the
bottom of the plot and pi at the top. The plots, intended to be schematic, are
around an unstable circular orbit at ru = 2.2 for a = 0.8.
the exact phase curves of the homoclinic orbit. Fig. 4.5 overlays a homoclinic
orbit and the corresponding linearized orbit X(u). By construction, the orbits
are coincident at t = −∞.
For illustration, we have plotted the case a = 0.8 with an associated un-
stable circular orbit at ru = 2.500536. Since both orbits are equatorial (so
that θ motion can be suppressed) and have the same Lz, a 3D orbit in r, pr, ϕ
space captures all the dynamical information, and each panel of Fig. 4.5 shows
the projections of the two orbits into a plane. The curves in Fig. 4.5 are the
coordinate separations between the homoclinic and circular orbits, with the
various projections of the separation eigenvectors overlayed. They confirm the
claim made in Section 4.2.1 that the global stable and unstable manifolds of
the circular orbits are tangent at the circular orbits to the local stable and
unstable manifolds defined by the eigensolutions to the variational equations.
4.4.5 Action-angle variables
In an action-angle formulation [3; 14; 58] of Kerr motion, the Hamiltonian is
reformulated in terms of constant momenta Ji called actions and canonically
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conjugate angle variables ψi that increase linearly with time at rates ωi. Fourier
expansions of orbit functionals in terms of the fundamental frequencies ωi
are the basis of frequency-domain radiative evolution codes, and Ref. [43]
develops a description of the inspiral dynamics entirely in terms of action-angle
variables. For completeness, we include exact expressions for the frequencies
and actions of homoclinic orbits.
Fundamental frequencies
Because the equatorial Kerr system is two dimensional and integrable, every






















Because their radial period is infinite, ωr = 0 for homoclinic orbits. Homoclinic
orbits also whirl an infinite amount as they approach their periastron ru, so
both the numerator and denominator of (4.46b) diverge.
However, as we show in Section 4.6, the divergences in both Tr and the

















as t→ Tr =∞, r → ru . (4.47)
Their ratio thus converges to Ωu ≡ dϕ/dt(ru), the constant coordinate velocity
of the circular orbit at ru.
The azimuthal frequency for the homoclinic orbit and its associated unsta-
ble circular orbit are thus the same,
ωhcr = 0 ,
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That allows us to make a nice statement: the stable and unstable circular
orbits determine the lower and upper bounds, respectively of the ωϕ’s of all
eccentric bound orbits with a given Lisco < Lz < Libco.
Actions




where the integral is taken over the projection of the orbit into the qi, pi plane.
Since pϕ = Lz is constant, Jϕ = 2piLz for any orbit. The radial action Jr is
the area enclosed by closed (r, pr) curves like that of Fig. 4.5,
Jr ≡
∮




For arbitrary orbits, (4.50) at best reduces to elliptic integrals, but for the
homoclinic orbit, Jr can be written as an exact function of ru alone. The






































Homoclinic orbits offer the kind of crucial signpost that demarcates physically
distinct regions of the conservative and inspiral dynamics: bound from plung-
ing, whirling from not-whirling, smooth from chaotic. They thereby define
salient details of black hole dynamics, and we have spent time deriving an
exact parameteric solution for homoclinic motion that we hope will prove of
use to others in the field.
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Physically, we have shown that homoclinic trajectories are an infinite whirl
limit of the zoom-whirl orbits. Even remembering that zoom-whirl behavior is
generic and not exotic in the strong-field [32], the homoclinic orbits themselves
are a special and sparse subset. Nonetheless, every inspiraling orbit must
transit through a homoclinic orbit on the transition to plunge. The isco, which
is the exit to plunge for quasi-circular inspiral, is itself a homoclinic orbit with
eccentricity zero. The homoclinic family ranges in eccentricity from zero (the
isco) all the way up to 1 (homoclinic to the ibco). All orbits, except those
exceptionally well-approximated as quasi-circular, will roll through another
member of the homoclinic family on the transition to plunge.
The technical results presented here could have further utility. In partcular,
the whirling stages of trajectories in the vicinity of the homoclinic set might
be modeled as variations around the circular orbit using the eigenvectors and
eigenvalues found here.
Figure 4.6: Schematic of a homoclinic tangle. The curve above represents the
repeated intersection of a homoclinic orbit of the perturbed system with the
r, pr phase plane. The large dot represents the intersection of a circular orbit
in the perturbed system along with the eigenvectors denoting its local stable
and unstable manifolds.
Another connection that should be made in a dynamical discussion of the
separatirx is its role as the divide between chaotic and non-chaotic behavior.
The geodesic motion of a non-spinning test particle around a Kerr black hole
is known to be integrable [18]. There are as many constants of motion as
there are canoncial momenta in this Hamiltonian system and the motion can
therefore be confined to regular tori in an action-angle set of coordinates.
However, the presence of a homoclinic orbit indicates the Kerr system is
vulnerable to chaos [21; 59; 60; 61]. Under perturbation, the stable and unsta-
ble manifolds that previously coincided along the homoclinic orbit (Fig. 4.5)
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can develop transverse intersections. In other words, the stable and unstable
manifolds do not coincide but rather intersect, and once they intersect, they
do so an infinite number of times creating a homoclinic tangle, as in Fig. 4.6.
The homoclinic tangle is associated with a fractal set of periodic orbits and
marks the locus of chaotic behavior. Chaotic behavior has in fact already been
found in the Kerr system for spinning test particle motion [59] and in the case
of spinning comparable mass black holes [62; 63].
Chaos may be dissipated by gravitational radiation losses [64; 65; 66].
However, due to the poverty of the approximation methods in the strong-field,
there is no definitive resolution to the question of the survival versus extinction
of chaos in astrophysical systems. If chaos does survive radiative dissipation
in rapidly spinning black hole pairs, the highly non-linear character of black
hole spacetimes could be evidenced by the destruction of the homoclinic orbit
on transition to plunge.
4.6 Derivation of Equatorial Homoclinic Or-
bits














































where r and r0 are both radial coordinates along the same phase (i.e. along
a given half-leaf) of the motion. Removing the overall minus signs yields the
corresponding expressions for outbound motion.
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4.6.1 Integral equations for homoclinic orbits
Some algebraic manipulation of the denominators of the integrals (4.52)-(4.54)
renders them more suitable for evaluation. We begin with R(r), which for
equatorial orbits has its smallest root at r = 0 (since Q = 0). For homoclinic
orbits specifically, the remaining roots of R are a double root at ru(= rp) and
a simple root at ra. R(r) therefore factors into
R(r) = (E2 − 1)(r − ru)2r(r − ra) (4.55)
= (1− E2)(r − ru)2r(ra − r) , (4.56)
where we’ve written R in the second form so that the product of the r-
dependent terms is manifestly positive for rp < r < ra. The square root
in the denominators thus becomes√
R(r) =
√
1− E2(r − ru)
√
r(ra − r) , (4.57)
where we have replaced
√
(r − ru)2 with (r − ru) since r > ru over the entire
orbit. ∆ also factors into
∆ = (r − r+)(r − r−) , (4.58)
where r+ ≡ 1+
√
1− a2 and r− ≡ 1−
√
1− a2 are the outer and inner horizons,
respectively, of the central black hole. The integrals (4.52)-(4.54) are therefore
τ(r) = − 1√








t(r) = − 1√
1− E2 ×∫ r
r0
dr
r2(r2 + a2)E + 2a(aE − Lz)r




ϕ(r) = − 1√
1− E2 ×∫ r
r0
dr
r2Lz + 2(aE − Lz)r
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4.6.2 Change of variable
We can express the integrals above more compactly as
τ(r) =
1√
















































We evaluate each of the integrals in (4.65) in closed form by the same proce-
dure. First, we bring one (positive definite) r from each numerator under a






































(r − r+)(r − r−)(r − ru) (4.66d)
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(ra − r+y) (ra − r−y) (ra − ruy) (4.68d)
where we’ve written y ≡ u2 + 1 as a shorthand.
4.6.3 Partial fraction decomposition
Each integrand in (4.68) is now a product of factors linear in y and splits up
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A34











ra − ruy +
A44
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where
A11 = ra = A21 A12 = ru A22 = ru + r+ + r− A13 = r2u
A23 = r
3
uA43 A33 = ruA43 A43 =
ru
(ru − r+) (ru − r−)
A24 = r
3
+A44 A34 = r+A44 A44 =
−r+





−A45 A35 = r−A45 A45 =
r−
(r+ − r−) (ru − r−)
We are left with five different integrals to calculate. Recalling that y = u2+1,
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The integrals (4.69) are therefore
I1 = 2 (A11I1 + A12I2 + A13I3) (4.72a)
I2 = 2 (A21I1 + A22I2 + A23I3
+ A24I4 + A25I5) .
(4.72b)
I3 = 2 (A33I3 + A34I4 + A35I5) (4.72c)
I4 = 2 (A43I3 + A44I4 + A45I5) (4.72d)
Combining equations (4.62) - (4.64), (4.70), (4.71) and (4.72), and recalling
that u =
√

























where the functions fj(r) are
f1(r) =
√
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and the corresponding coefficients are
C
(τ)
1 = 1 C
(τ)








1 = E C
(t)










2)E + 2a (aE − Lz) ru






ra − ru ×
r2uLz + 2 (aE − Lz) ru







r+ − r− ×
2Er+ − aLz√





r+ − r− ×
2aE − Lzr−√





r+ − r− ×
2Er− − aLz√





r+ − r− ×
2aE − Lzr+√
r− (ra − r−) (ru − r−)
In the expressions above, we have used the facts that (since r± are roots of ∆)
r2± + a
2 = 2r± and that r+ + r− = 2.
Note that since all of the fj(r) vanish at r = ra, our expressions (4.73)
- (4.75) implicitly assume the natural choice of time and azimuthal origins,
namely at apastron. After all, since they are single-leaf orbits with formally
infinite radial periods, homoclinic orbits have only 1 outbound and 1 inbound
phase each and transit through apastron only once. We now make that choice
explicit. From here on, all expressions assume that
τ(ra) = t(ra) = ϕ(ra) = 0 , (4.78)
along homoclinic orbits, so that τ and t are positive/negative along the in-
bound/outbound branch, while ϕ is positive/negative along the inbound/outbound
branch for prograde orbits (increasing ϕ) and negative/positive along the in-
bound/outbound branch for retrograde orbits (decreasing ϕ).
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4.6.4 Simplification of coefficients
The task now is to render the coefficients in a more meaningful form. The C1’s
are already simple. To simplify the C2’s, we expand the factored form (4.56)
of R(r)to
R(r) = (1− E2)×{−r4 + (2ru + ra)r3 − ru(2ra + ru)r2 + r2urar} . (4.79)
Comparing to (2.4) (with Q = 0) and equating coefficients of corresponding
powers of r, we see that for equatorial homoclinic orbits,
ra + 2ru =
2
1− E2 . (4.80)



















For the C3’s, notice that
R′′(r) = (1− E2)×{−12r2 + 6(2ru + ra)r − 2ru(2ra + ru)} (4.83)
=⇒ R′′(ru) = (1− E2u)2ru(ra − ru) . (4.84)
Inserting this into the expression for the proper time stability exponent γλr




































3 are each C
(τ)
3 times another factor. Comparing to (4.52) and
(4.54), however, we can identify these extra factors as the dt/dτ and dϕ/dτ ,
respectively, of the unstable circular orbit associated with the homoclinic orbit.













1− E2 , (4.87)
where λr, as we showed in Section 4.4.2, refers to the stability exponent gov-
erning the evolution with respect to coordinate time t of small perturbations






























where Ωu ≡ dϕdt (ru).
Simplifying the C4’s take a little more work. As mentioned in § 4.2, the
energy and angular momentum of the homoclinic orbit are the same as those of
the unstable circular orbit at ru. Recalling the expressions (3.28b) for circular
orbits (top/bottom signs are for prograde/retrograde orbits) from [45], we can
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rewrite the numerator of the second factor in C
(t)
4 as

















u − 3r1/2u ± 2a
=




















ru − 2 + r−︸ ︷︷ ︸
−r+






















u − 3r1/2u ± 2a
(4.89)
where we’ve used the facts that r± are roots of ∆ and that r+r− = a
2. Analo-
gously, the numerator of the second factor in C
(t)
5 becomes













u − 3r1/2u ± 2a
, (4.90)
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u ∓ a (ru + r+)√



















u ∓ a (ru + r−)√
r− (ra − r−)
(4.92)
For what follows, it will be useful to look at the signs of the numerators
2r+r
1/2
u ∓ a (ru + r+) , for C4 (4.93)
2r−r
1/2
u ∓ a (ru + r−) , for C5
.
(4.94)
In the retrograde case (bottom sign), each is the sum of two non-negative
terms and thus strictly non-negative. In the prograde case (top sign), we can
whether the sign depends on the values of ru and a by treating each of (4.93)
and (4.94) as quadratic function of the variable y ≡ r1/2u . Specifically, those
functions will be negative when
ay2 − 2r+y + ar+ > 0 , for C4 (4.95)
ay2 − 2r−y + ar− > 0 , for C5
.
(4.96)
Since the expressions above have positive quadratic coefficients, the inequali-



























for C5. In the case of (4.98), the radicand 1 − r+ = −
√
1− a2 is strictly
negative10 and the roots are complex. The quadratic expression is therefore
always positive, and (4.94) is always negative.
For (4.97), we note that since
1−√1− r−
a
< 1 for 0 < a < 1 , (4.99)
the lower root is subhorizon and thus irrelevant (because ru > r+). So what






1−√1− r−)2 . (4.100)
In fact, (4.100) is never satisfied for prograde orbits. To see why, recall [45]
that for prograde equatorial orbits,
risco = 3 + Z2 − [(3− Z1) (3 + Z1 + 2Z2)]1/2
Z1 = 1 +
(










1−√1− r−)2 for 0 < a < 1 . (4.102)
Since ru < risco for all (eccentric) homoclinic orbits, (4.100) is never satisfied,
and (4.93) is always positive.
10For a = 1, the radicand is 0, not negative. However, in this scenario, r− = 1 and the
quadratic expression in (4.96) has a double root at y = 1 =⇒ ru = 1. Since ru ≥ 1 for
all a, then even in the a = 1 case, the quadratic in (4.96) will be non-negative. Of course,
the a = 1 case for any analysis of orbital motion must be handled carefully since the r
coordinate values of the inner and outer horizons, the itco, the ibco and the isco are all
unphysically degenerate in the maximal spin case.
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The upshot is that we can write the C
(t)
4,5 ’s so that every factor outside a










u ∓ a (ru + r+)√















u ± a (ru + r−)√




u − 3r1/2u ± 2a
) , (4.104)
where we have used equation (4.80) to rewrite the factors (ra − r±) in the
radicands of the denominators as
ra − r± = 2− (2ru + r±) (1− E
2)
1− E2 . (4.105)
Since the numerators of the factors on the second lines are now manifestly
positive, they can be brought under the radical sign without having to worry













u ∓ a (ru + r+)
]2
















−2r−r1/2u ± a (ru + r−)
]2




u − 3r1/2u ± 2a
) , (4.107)
Finally, each of the large radicands in (4.106), (4.107) is 1. To see this, we use
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equation (3.28a) to rewrite the 1− E2 in each denominator as
1− E2 = r
2







u − 3r1/2u ± 2a
) (4.108)






u − 3r1/2u ± 2a
)
in the denominators of the





r3/2u − 3r1/2u ± 2a
)
− (2ru + r+)
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r3/2u − 3r1/2u ± 2a
)
− (2ru + r−)
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Multiplying out the numerators and denominators and grouping them by pow-
ers of ru then shows that they are identical, for both prograde and retrograde
orbits.
The final expressions for the coefficients C
(t)
4,5 are compact. Noting that
r+ − r− = 2
√

















To get the corresponding ϕ coefficients, note that
2aE − Lzr∓ = 1
r±
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To summarize, once simplified, the coefficients in (4.77) become
C
(τ)





















































4.6.5 Analytic expressions for homoclinic orbits
We can now put everything together from the prior subsections. Looking back
at equations (4.73) - (4.75) and substituting from (4.76) and (4.116), we arrive
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4.7 Derivation of Action of Homoclinic Orbits
The radial action of a bound non-plunging orbit is the area enclosed by its
projection into the r, pr plane,
Jr ≡
∮








where rp and ra are the periastron and apastron, respectively, and R(r) is the
function (2.4).
For a homoclinic orbit, rp equals ru, the radius of the associated unstable
circular orbit, and ra is expressible in terms of ru alone [33]. Additionally,
R(r) factors into
R(r) = (1− E2)r(r − ru)2(ra − r) , (4.121)
with E the common energy of the homoclinic and unstable circular orbit. The
orbit independent quantity ∆ can always be factored into
∆ = (r − r+)(r − r−) , (4.122)
where r± ≡ 1±
√
1− a2 are the outer and inner horizons, respectively, of the
central black hole. Together, the above allows us to write the radial action




















(r − r+)(r − r−)
. (4.123)
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the factors in (4.123) become
ra − r = ra
1 + u2
r − ru = u
2(ra − ru)− ru
1 + u2
r − r+ = u
2(ra − r+)− r+
1 + u2
r − r− = u































ra − r− . (4.127)








where the coefficients Ai are
A1 = ra , A2 = 2 (ru − 2)
A3 =
r− (ru − r−)√
1− a2 , A4 = −
r+ (ru − r+)√
1− a2
. (4.129)
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To go from the first to the second line in (4.131), we have used tan−1(u) +
tan−1(1/u) = pi/2. To get the last line, we have used the fact that
ra + 2ru =
2
1− E2 (4.132)
for homoclinic orbits, which follows from equating the cubic coefficients in
equations (2.4) and (4.121).
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As we saw in Figure 1.1, generic non-equatorial trajectories can look com-
plex particularly for high eccentricities and incliniations in the strong-field.
Still, periodic orbits must exist, and just as in the equatorial case, periodic
orbits will correspond to rational numbers. Identifying the ordering of those
rationals with respect to those orbital parameters should offer an elegant and
illuminating description of the dynamics.
The goal of this chapter is to develop a method, analogous to that of Chap-
ter 3, of identifying and organizing those nonequatorial Kerr geodesics whose
polar frequencies ωθ and radial frequencies ωr are rationally related. As we
will see in Chapter 6, these so-called resonant orbits will figure prominently
in a scheme to reduce significantly the computational expense of generating
adiabatic approximations to EMRI trajectories. One can imagine several ap-
proaches to this organizational task, but we seek to leverage the eqautorial
taxonomy of Chapter 3 as much as possible. We thus adopt a tiered approach
and ask the following two questions in sequence:
1. Do generic Kerr orbits (i.e. those not necessarily restricted to the equa-
torial plane) follow the rubric of Table 3.1?
2. If so, and if we define
qrθ ≡ 1 + ωθ
ωr
, (5.1)
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then like its equatorial counterpart in equation (3.11), does qrθ also have
a simple topological interpretation and vary monotonically with energy
and eccentricity for fixed values of other parameters?
This chapter will answer both questions affirmatively and thereby justify post
hoc our attempt to apply the methods of Chapter 3 nonequatorially.
Figure 5.1: A spherical orbit around a Kerr black hole with spin a = 0.95.
The orbital parameters are E = 0.9, Lz = 1.707058 and Q = 4.021303. After
infinite time, the orbit traces out a band between θmin and θmax on the surface
of constant r = 4.
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5.2 Choosing orbital parameters
We immediately see that we will have to make two generalizations to Table
3.1. First, circular orbits will be replaced by spherical orbits on which r is
constant r but θ and ϕ vary, as in Figure 5.1. This generalization will be
straightforward, and we execute it in Section 5.3. For the moment, we simply
assume that we can identify spherical orbits for any consistent choice of values
of some triplet of independent orbital parameters.
We say “some triplet” due to the second and more difficult generalization,
which we address in this section. The addition of a third orbital parameter in
the full 3D motion is a complication, since Table 3.1 relates orbit families to
only two parameters. Again, one could concoct a 3-parameter version of that
table, but it seems more expedient to try build a nested set of 2-parameter
tables, one for each value of the third parameter. For instance, we might
generalize Table 3.1 by conceiving of the equatorial Kerr case as the Q = 0
member of a family of tables, two for each Q (one prograde, one retrograde),
in which we identify L→ |Lz| as before (in this scheme, Schwarzschild would
further be the Q = 0 case with a = 0).
5.2.1 The failure of E,Lz, Q
This particular generalization, however, fails. As our litmus test of adherence
to Table 3.1, we use the ability to generate Lz(r) and E(r) curves for spherical
orbits with the properties described in Section 3.6.2. As we increase1 Q, the
required shapes of the corresponding equatorial curves are preserved. But once
Q gets large enough, these functions become double-valued and pathologically
ill-defined, as shown in Figure 5.2 for a spin of a = 0.995. In fact, there arise
large gaps of r values for which spherical orbits are excluded for that Q.
Physically, this exclusion is not problematic — there is no demand that
every value of Q support spherical orbits. It is, however, a death knell for
generalizing the methods of Chapter 3 by trying to find one version of Table
3.1 for each value of Q. We note in Figure 5.3 that the one-table-per-Q scheme
fails for all black hole spins a.
Notably, some reflection reveals that it must also fail for a = 0. Imagine
inclining the Schwarzschild orbital plane so that it no longer coincides with
the coordinate equatorial plane θ ≡ pi/2. The fact that all orbital plane in the
1Note that all Kerr orbits have Q ≥ 0. Negative values of Q are prohibited by the
requirement of symmetry in the equatorial plane [67].
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Figure 5.2: The above set of graphs shows the progression of E(r) and Lz(r)
curves for spherical orbits as Q is increased for a spin of a = 0.995. For visual
reference, the horizontal dotted line through the Lz plots on the left column
shows Lz = 0, while the dotted line on the E plots on the right column shows
E = 1. Top: Q = 0, equatorial. Middle: Q = 9.5. Third: Q = 12.5, we see
that the functions have ceased to be single-valued, and moreover that there
are r values at which no spherical orbits can exist for this Q.
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Schwarzschild metric are equivalent implies that the operative parameter in
the first column of Table 3.1 must be the total angular momentum L and not
simply Lz. Thus, the failure of the aforementioned generalization should not
be surprising.
5.2.2 Success with E,L, ι
The inclined Schwarzschild case also suggests a possible remedy. We take for
Kerr the Schwarzschild definitions of total L
L2 ≡ L2z +Q (5.2)
and of inclination angle ι
cos ι ≡ Lz
L
. (5.3)
These parameters were first used by [68; 69] and used occasionally in other
references [5; 6; 16; 41], though not to produce a Schwarzschild-like organiza-
tion of the motion as we do here. Of course, in the Kerr case, the quantity
L is only an effective angular momentum, and the quantity ι can only loosely
be considered an inclination since motion no longer occurs in a fixed orbital
plane. We use L and ι for their mathematical features, rather than for any
special physical significance they may have.
As it turns out, there is then exactly one Table 3.1 for each inclination
angle ι, with unique values of the isso (innermost stable spherical orbit) and
isbo (innermost stable bound orbit) for each ι. The pathological behavior
associated with fixed Q tables vanishes, as illustrated in Figure 5.4. Moreover,
there is no longer a need to consider prograde and retrograde cases separately
since that facet of the motion is automatically tracked by the value of ι, with
the prograde equatorial and retrograde equatorial cases labelled by ι = 0 and
ι = pi, respectively.
Note that we are not saying that E,L, ι is the only combination of orbital
parameters for which two of the parameters play the roles of L and E in Table
3.1 while the third parameter indexes the tables. We are simply saying that
we have found one way and that it will support a version of the taxonomy of
Chapter 3.
Figure 5.5 shows plots of E(r) and L(r) for spherical orbits for cos ι =
0.4, though they are representative of the results for all ι. The qualitative
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Figure 5.3: The above plots show that the Q = 0 equatorial Kerr picture
breaks down for some large enough Q for any a. The left column shows Lz for
spherical orbits and the right column show E for spherical orbits. Q = 13 in
each plot, but the value of a increases. Top: a = 0.3. Middle: a = 0.5. Top:
a = 0.8.
properties of these plots exactly mimic those of corresponding Schwarzschild
and Kerr equatorial plots and fit the rubric of Table 3.1. Both the E(r) and



























































































































Figure 5.4: Top: Curves of Lz(r) and E(r) for spherical orbits all with
fixed Q = 12.5, a = 0.995. Below: Curves of L(r) and E(r) for spher-
ical orbits with the four different fixed ι values associated with the same
four labeled points. Their other parameter values (E,Lz, r, L) are: (1)
(0.99, 0.598971, 3.01492, 3.58591; (2) (0.98,−2.28682, 5.09346, 4.21065); (3)
(0.955,−1.49806, 8.92632, 3.83981); (4) (0.97, 2.47180, 15.9948, 4.31391). Or-
bits 1 & 2 are unstable; 3 & 4 are stable.
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Figure 5.5: Top: The figure shows a plot of Ls vs r for spherical Kerr orbits
with a = 0.99 and cos ι = 0.4. Bottom: Shows a plot of Es vs r for spherical
Kerr orbits with the a = 0.99 and cos ι = 0.4.
L(r) curves have single minima at the same radius r = risso. For L < Lisso, no
spherical orbits exist for the specified ι and a. For all L > Lisso there are two
spherical orbits: the one with r < risso is unstable, with associated homoclinic
orbits, while the one with r > risso is stable. For L > Lisbo, the unstable orbit
is energetically unbound.
Recall from Section 3.6.2 that the ability to construct appropriate L(r) and
E(r) graphs for constant r orbits is tantamount to organizing the motion as
in Table 3.1. Armed with a suitable choice of orbital parameters for doing so,
we now turn to the identification of the spherical orbits before seeing how qrθ
varies with orbital parameters.
5.3 Spherical Orbits
In the cases of Schwarzschild and equatorial Kerr motion, orbits of constant
r — circular orbits — serve to organize the ranges of orbital parameters over
which bound, nonplunging motion exists. Constant r orbits in the general Kerr
geometry play a similar organizational role but need not lie in a plane. Such
spherical orbits were first treated in [67] and later analyzed in the context
of radiation reaction in [16; 41] (in the latter references, these constant r
orbits are refered to as “circular, nonequatorial orbits”, but we use the original
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shorter moniker “spherical” from Ref. [67]). Like circular orbits, spherical
orbits have r˙ = r¨ = 0; unlike their circular counterparts, spherical orbits do
not have θ˙ = 0.
We turn now to deriving expressions for the effective angular momentum L
and energy E of spherical orbits as functions of r, a and ι. Ref. [41] has similar
expressions for Q and Lz of spherical orbits in terms of r, a and E, but as
we have explained, such parametrizations are not conducive to our purposes.
As in the equatorial Kerr case, our starting point is the radial quasi-potential




E2 − 1) r4 + 2r3 + (a2 {E2 − 1}− L2) r2
+ 2r
(
a2E2 − 2aEL cos ι+ L2)+ a2L2 (cos2 ι− 1) (5.4)
R′ (r) = 4
(
E2 − 1) r3 + 6r2 + 2 (a2 {E2 − 1}− L2) r
+ 2
(
a2E2 − 2aEL cos ι+ L2) (5.5)
R′′ (r) = 12
(
E2 − 1) r2 + 12r + 2 (a2 {E2 − 1}− L2) . (5.6)
To find expressions for all spherical E and L for a fixed a and ι, we set
R (r) = R′ (r) = 0 and solve for E (r, a, ι) and L (r, a, ι). Solving the two
coupled quadratic equations yields four solutions for each of E and L. We
determine the physically admissible solutions by imposing that L always be
positive, i.e. an effective angular momentum magnitude. Additionally, because
each fixed ι should replicate the same features of the E(r) and L(r) functions
as in the equatorial case, both the Ls and Es solutions should asymptote at
low r-values to the lightlike spherical orbit. L and E should also have minima
at the same radius r = risso corresponding to the innermost stable spherical
orbit (isso). Finally, at large r, our Ls plot should reproduce the Newtonian
limit, L ∝ √r and Es should asymptote to 1.
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Combining the above conditions, we find
Es (r, a, ι) =
[
(−3 + r) (−2 + r)2 r7 + a8 sin4 ι (1 + r)
− 2ar cos ι∆ (−a2 sin2 ι+ r2)√r (−a4 sin2 ι+ 2a2 sin2 ι∆+ r4)
− a4r2 sin2 ι[a2 {4− 4 (−1 + r) r + cos2 ι (1 + r) (−5 + 4r)}
+ 2 (−1 + r) r {2− 3 (−2 + r) r + cos2 ι (−4 + r (−1 + 2r))} ]
+ a2r5
[
4 (−2 + r) {1 + (−3 + r) r}
+ cos2 ι
{
8 + r (−23 + (17− 4r) r)}]] 12
/
[(−a4 sin2 ι− 2a2r2 sin2 ι− r4)×{− (−3 + r)2 r4 − a4 sin2 ι (1 + r)2
+2a2r2
(− (−3 + r) (1 + r) + cos2 ι (−3 + r2))}] 12
(5.7)





(−a4 sin2 ι+ 2a2 sin2 ι∆+ r4)
+ ar cos ι
(
a2 + r (−4 + 3r))]/[
−a4 sin2 ι− (−2 + r)2 r2 + a2r (4− 2r + cos2 ι (−3 + 2r))]
(5.8)
. We recover the corresponding functions for equatorial Kerr circular orbits
given in [45] by setting ι = 0 for prograde and ι = pi for retrograde in equations
(5.7) and (5.8). From there, we recover the well-known Schwarzschild functions
E(r) and L(r) (see, for instance, Ref. [70]) by further setting a = 0 in (5.7)
and (5.8) (note that, by spherical symmetry, those values must be and are
independent of ι).
The innermost bound spherical orbit, ibso, is defined as the spherical orbit
with critical energy Eibso = 1. To find Libso and ribso, we set (5.4) and (5.5)
to zero with E = 1. The innermost stable spherical orbit, isso, instead cor-
responds to the minimum of L(r) and E(r) and is subject to the constraint
R′′ (r) = 0. We therefore find the isso for a given ι and a by setting all three
of equations (5.4), (5.5) and (5.6) to zero simultaneously and solving for Lisso,
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risso and Eisso. It is difficult and potentially not possible to derive simple for-
mulae for these orbits, but they can easily be determined numerically (as we
do).
For completeness, we end the discussion of spherical orbits by writing the
polar quasi-potential (2.5) in terms of E, L and ι:
Θ(θ) = L2 sin2 ι− cos2 θ
{





5.4 Orbital dynamics and periodic tables
5.4.1 The monotonic increase of qrθ with E and e
In the spirit of the equatorial classification of Chapter 3, we begin by demon-
strating that qrθ increases monotonically with energy for a given L, ι, a. The
lowest energy bound orbit is the stable spherical orbit, and this orbit also has
the lowest value of qrθ for that combination of L, ι. As in the equatorial case,
the stable spherical orbits do not have qrθ equal to zero. We can determine
its nonzero value most easily by looking at the Mino time frequencies Ωθ and
Ωr associated with those orbits (since, recalling equation (2.9), frequency ra-
tios are the same with respect to any time variable). Ωθ is evaluated easily
by using (2.5) to find the polar turning points and then using the definitions
in (2.7b) and (2.8b). To find Ωr, we can linearize the Mino time Hamilton’s
equations (2.38) and find the (imaginary) radial eigenvalues of the Jacobian.










See equations (4.36) and (4.37). The resulting value of qrθ = 1 + Ωθ/Ωr is
identical to what is obtained by taking the zero eccentricity limit e→ 0.
Since qrθ is monotonic, its upper bound q
max
rθ is the value of qrθ for the
maximum energy bound non-plunging orbit for a given L. Whether qmaxrθ is
finite or infinite depends on whether L is greater than or less than Libso. If
L > Libso, the unstable spherical orbit is unbound and has energy E > 1. q
max
rθ
2In a Hamiltonian system, such eigenvalues appear as equal and opposite pairs.
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is therefore the qrθ value of the E = 1 orbit, and despite the fact that the
E = 1 orbit just reaches r =∞ after infinite time, its qrθ is nonetheless finite.
As we reduce L, qmaxrθ increases monotonically, and eventually q
max
rθ →∞ once
L = Libso. For all L < Libso, q
max
rθ remains infinite, as the maximum energy



























Figure 5.6: Top: The plot is representative of the monotonic relationship
between qrθ and energy for bound orbits with a given a, L and cos ι. We
show three different L values all with a = 0.99 and cos ι = 0.4. The graphs
cut off on the left at the energy value for the stable spherical orbit with that
a, ι and L. Bottom: The plot shows, for the above parameter values, the
monotonic relationship between qrθ and orbital eccentricity e ≡ ra−rpra+rp . The
lower eccentricity bound is e = 0, also corresponding to the stable spherical
orbits.
Figure 5.6 shows a plot of the qrθ versus energy for a given a, ι and 3 sets of
L values. It is representative of the general trend we see for any combination
of a, L, ι. As L decreases towards Lisso, the minium value of qrθ increases, just
as in the equatorial case. Alongside it, we see the monotonic increase of qrθ
with eccentricity, e. Again, this is a general trend for all a, ι.
5.4.2 Periodic tables: Lissajous figures
As in the equatorial case, we can organize the resonant orbits based on the
rational value of qrθ. Figure 5.7 shows the r-θ periodic orbits projected into an
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qrΘ=1













































































































Figure 5.7: A periodic table for which the orbits have been projected into the
r-cos θ plane. All orbits were started at r0 = ra and θ0 = θmax. The orbital
parameters are: a = 0.99, L = 3, cos ι = 0.4. The energy increases from top
to bottom and left to right.
Chapter 5: Resonant nonequatorial Kerr orbits 131
r-θ plane (or, rather, an r-cos θ plane for ease of visualization) for one choice of
a, ι and L. We see the same sorts of topological trends in the rows and columns
that obtained in the equatorial case, only now the integer and fractional parts
of qrθ specify features of a Lissajous figure rather than of a multi-leaf clover.
Because our goal was simply to establish a means of systematically iden-
tifying the orbital parameters of r-θ resonant orbits, we do not elaborate on
them further here. It suffices to note that all the machinery of Chapter 3 is
immediately cross-applicable. In particular, the procedures set forth in the
Section 3.7 on numerical implementation carry over exactly for each choice of
a and ι, with qrθ substitued for q and with appropriate substitution of polar
quantities for azimuthal ones.
5.5 Epilogue: the relative phases of r and θ
We conclude with a crucial feature of r-θ resonant orbits that has no equatorial
analog. In the equatorial plane, changing the value of ϕ that corresponds to,
say, ra results only in an overall rotation of the orbit. The same is true for shifts
in ϕ in the 3D case. However, changing the value of θ that corresponds to ra
results in a markedly different orbit, both in the 3D physical space (we imagine
a constant t spacelike slice of the spacetime) and in the Lissajous projection
of the orbit. Figure 5.8 gives a nice visual depiction of these differences for a
set of orbits that otherwise have identical orbital parameters.
This observation turns out to be of profound significance. Among other
things, it will imply that even though the time it takes to close simultaneously
in r and θ is the same for all the resonant orbits shown, the time-averaged value
of most functions of r and θ evaluated on those orbits will be different. Their
gravitational wave emissions are also likely to be distinct. In Chapter 6, these
facts will both help clarify why time-averaging is inappropriate to use in an
adiabatic approximation to non-geodesic inspiral motion and feature in some
of our more speculative proposals for how to expedite inspiral calculations.
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Figure 5.8: All images show θ-r periodic orbits with the same L = 3, E =
0.93251606540659215, cos ι = 0.4 and a = 0.99, but with different r, θ, ϕ
initial conditions and from different perspectives. Row 1 shows orbits projected
into the r-cos θ plane. Row 2 shows the full 3-D orbit. All 5 orbits have
ri = rapp = 8.82712704201683 and ϕi = 0 but different values of θi: in order
of the colmns, those initial values are θi = θmin = 0.41413907535443079,
θi = 0.8, θi =
pi
2
, θi = 2.5, and θi = θmax = 2.7274535782353624.
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Chapter 6
Faster computation of adiabatic
EMRIs using resonances
6.1 Sketch of the Savings Proposal
We now return to the discussion of EMRIs, or stellar mass compact objects
inspiraling into supermassive black holes (SMBHs). EMRIs will be important
astrophysical sources of gravitational waves (GWs) for future space-based de-
tectors. Because accurate GW templates for these sources require detailed
knowledge of the motion of the source, there has been a community effort to
calculate EMRI trajectories. If we neglect the gravitational self-force of the
small object, its orbit is a Kerr geodesic that, up to parameters specifying the
initial position, is characterized as we have seen by three constant orbital pa-
rameters: an energy E, an azimuthal angular momentum Lz, and the Carter
constant Q. Determining the inspiral is tantamount to calculating how the
self-force causes both the positional parameters and the orbital parameters to
evolve in time.
Despite ongoing efforts, direct evaluation of the self-force in the Kerr case is
still not possible. Accordingly, there have been parallel efforts to approximate
its effects. The focus of this chapter is the adiabatic approximation, which
captures the slow secular evolution of E,Lz, Q by solving a system of ordinary
Chapter 6: Faster computation of adiabatic EMRIs using resonances 134
differential equations (ODEs) of the form
dE
dt
= FE (E,Lz, Q) (6.1a)
dLz
dt
= FLz (E,Lz, Q) (6.1b)
dQ
dt
= FQ (E,Lz, Q) . (6.1c)
For now, it suffices to know that the righthand sides (RHSs) of equations (6.1)
are so costly to evaluate that these equations will have to be integrated using a
numerical grid. More specifically, the ELzQ velocity field will be pre-computed
only on a dense mesh of points in ELzQ-space. Real-time integration of (6.1)
will then rely on derivative values interpolated off of that grid.
Below, we will advocate building such grids using only points corresponding
to resonant geodesics, for which the frequencies of the radial and polar motions
are rationally related. As we will see, intermediate calculations that comprise
the bulk of the computational expense can be recycled among several Fourier
modes on resonant grid points but must be recomputed for every mode in the
non-resonant case. We estimate that, compared to using non-resonant grid
points, our prescription could reduce the computational cost of an EMRI grid
by an order of magnitude or more. The resonant-grid prescription will also
facilitate faster computation of GW snapshots from geodesic sources.
We represent our proposal schematically in Figure 6.1. First, the RHSs of
equations (6.1) are evaluated directly on a grid of either resonant points (dots)
or non-resonant points (plus signs). At any other point, the RHS values can be
interpolated from the values at the grid points. The adiabatic eqautions (6.1)
are continuous and smooth, so regardless of which grid is used, integrating
them produces the same adiabatic solutions (dashed curves). The only differ-
ence is that the resulting adiabatic curves cost significantly less to generate
with the resonant grid.
Ref. [71] and more recently, Ref. [72] have noted that such adiabatic ap-
proximations may fail to capture important features of the true inspiral (solid
curves) near low-order1 resonances. Heuristically speaking, those authors ar-
gue that while an adiabatic solution may remain fairly faithful to an inspiral
that steers clear of resonant points (lower right of the figure), those approx-
imations may fare much worse for an inspiral that transits near a resonant
1A resonance is low-order if the numerator and denominator of the rational frequency
ratio are both small integers.




Figure 6.1: Above is a heuristic depiction of two possible numerical grids that
could be used to generate adiabatic approximations (dashed curves) to true
inspirals (solid curves) in the orbital parameter space. The dots represent a
set of resonant grid points and the plus signs a set of non-resonant grid points.
The resulting adiabatic curves are the same in either case but significantly
less costly to produce with the resonant grid. A true inspiral may evolve in a
way that is not well-approximated adiabatically as it approaches a low-order
resonance, as on the left. That divergence, if it occurs, happens regardless of
whether the resonant point is used as part of the numerical grid.
point (middle left of the figure). To pre-empt possible confusion, we remark
that there is no inconsistency between this observation and our proposal. The
decision to include any particular ELzQ point, resonant or not, in the numer-
ical grid is unrelated to whether the resulting adiabatic curves will faithfully
reflect EMRI motion near that same point. The ironic coincidence is that the
points where the adiabatic approximation is most likely to fare poorly2 are
also the optimal grid points for generating adiabatic curves.
The rest of this chapter is organized as follows. In Section 6.2, we review
some relevant features of resonant Kerr orbits in both physical space and phase
space. In Section 6.4, we summarize how one arrives at the adiabatic equations
of motion and clarify why an averaging perscription required to derive those
equations must be a torus average rather than a time average, an issue that
has raised some debate in the literature [8; 71; 73; 74; 75; 76]. Partly to help
2To balance the argument, Ref. [71] also offers plausible reasons why the adiabatic ap-
proximation may still be valid near resonances.
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make the averaging argument and partly because we will focus on frequency-
domain approaches to solving the adiabatic equations, Section 6.4 also provides
some necessary mathematical background on Fourier analysis in both the non-
resonant and resonant cases. With a clear view of the adiabatic program now
in hand, Section 6.5 presents the main result of the chapter, namely a concrete
prescription for computational savings that frequency-domain EMRI codes can
leverage by using resonances. Finally, Section 6.6 speculates about how a more
unorthodox use of resonances could offer additional efficiencies provided it can
be practically implemented.
6.2 Conventions, terminology, and notation
To make connections with observations, we will often care about how certain
quantities evolve with respect to coordinate time t. However, coordinate time
turns out to be mathematically cumbersome, so throughout this paper, we per-
form all intermediate calculations related to such quantities by first changing
variables to Mino time.
Solving equations (2.4) and (2.5) for the radial and polar turning points, we
find that the radial coordinate varies between a periastron rp and an apastron
ra and that the polar coordinate similarly varies between some minimum value
θmin and maximum value θmax = pi − θmin. All turning points depend only on
the constants E,Lz, Q. We introduce the simplifying notation
~E ≡ (E,Lz, Q) (6.2)
for those 3 orbital parameters and reserve the symbol E to refer to any one of
E,Lz, Q individually.
Note from equations (2.4), (2.5) and (2.7) that the frequencies and qrθ
depend only on the constants ~E . qrθ is also a topological invariant and thus
coordinate independent. A qrθ for which the relatively prime numerator and
denominator are both low-valued integers will be referred to as “low-order”.
We arbitrarily call low-order resonant orbits those for which the numerator
and denominator of qrθ are each less than 10.
Resonant orbits play a paramount role in the argument of this chapter. (We
use the terms “resonant”, “closed”, and “periodic” interchangeably.) Below,
we consider resonant orbits in phase space. Since we will be concerned with
functions that do not depend explicitly on either the azimuthal angle or on
coordinate time, it will suffice for us to restrict attention to geodesic motion
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in two coordinates (r, θ) in physical space and to the projection of the motion
into a 4D submanifold of the phase space spanned by (r, θ) and their conjugate
momenta.
6.2.1 Coordinates on Phase Space Tori
In the 4D space spanned by (r, pr, θ, pθ), all orbits (resonant or non-resonant)
lie on 2D tori that can be constructed as the Cartesian product of two closed
curves. We obtain one of those closed curves if we project an orbit into the
r-pr plane. The area of the curve is the familiar action Jr used in action-
angle coordinates. Analogously, the projection of the same orbit into the θ-pθ
plane yields another closed curve with area Jθ. We now consider that pair of
curves as a locus of points on a 2D surface with the topology of the 2-torus
S1 × S1 ≡ T2. Every set of orbital parameters ~E defines one such torus that
we denote T2~E .
The use of Mino time as an evolution parameter furnishes one (but certainly
not the only) coordinate system for T2~E , according to the following construction.
As already mentioned, the motions r(λ) and θ(λ) are each individually periodic
in Mino time, with periods Λr and Λθ (and frequencies Ωr and Ωθ), respectively.
Scaling the evolution parameter λ on each of the r-pr and θ-pθ curves by Ωr and
Ωθ, respectively, leads to a natural definition of angle variables χr ≡ Ωrλ and
χθ ≡ Ωθλ. We choose a specific trajectory (r(λ), pr(λ), θ(λ), pθ(λ)) in order to
assign χr and χθ values, respectively, along the r-pr and θ-pθ curves, but the
trajectory is only a device that we discard once the torus coordinate system
is in place. The points at 0 and 2pi in each of χr , χθ are identified, so the
torus can be represented as a 2pi-by-2pi square with opposite sides identified
as in Fig. 6.2. We will make a simplifying choice that (ra, θmin) corresponds
to the origin3 of the torus. Then, a reflection in the line χr = pi corresponds
to keeping r fixed and reversing the sign of pr, and analagously for reflections
in χθ = pi. Note that each quadrant of the toroidal square therefore contains
the same (r, θ) pairs but with all possible sign combinations for the momenta
(++,+−,−+,−−).
3Many references, including [5; 8; 38; 71], instead tacitly choose the point (r = rp, pr =
0, θ = θmin, pθ = 0) as the origin of the torus coordinates. We say “tacitly” because they
refer to the individual orbit with those initial conditions as a fiducial geodesic to use in
their analyses. Another interpretation of that choice is that they are working not with one
geodesic but with one torus and that they have instead chosen a fiducial origin for a χr -χθ
coordinate system on that torus.
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Note that each χr corresponds to an ordered pair
4 (r, pr) and each χθ cor-
responds to an ordered pair (θ, pθ). We discuss alternative coordinate systems
for T2~E in Chapter 6.3 and elsewhere in this article but will use only the (χr , χθ)
coordinates for calculations.
On the compact (χr , χθ) square defined above, geodesic trajectories are
lines of slope Ωθ/Ωr = 1 + qrθ. With respect to Mino time, those orbits are
given parametrically by
χr(λ) = Ωrλ+ χr0 (6.3a)
χθ(λ) = Ωθλ+ χθ0 . (6.3b)
Two different initial positions ~χ0 and ~χ
′
0 produce distinct orbits unless there








χ′r0 = x mod 2pi (6.5)
χ′θ0 = y mod 2pi .
If these conditions are met, then the two different initial positions produce
time-translated versions of the same orbit.
When Ωθ/Ωr is irrational, we will call both the torus and any orbits on
that torus non-resonant. Orbits on non-resonant tori never close and instead
sample the entire torus ergodically: an orbit starting from any initial condition
will pass arbitrarily close to every point in the torus after some finite (but
possibly very long) time. Therefore, non-resonant orbits with different ~χ0 ≡
(χr0 , χθ0) are arbitrarily close to time translations of every other non-resonant
orbit with the same ~χ0. We will alternately refer to such orbits as aperiodic
or biperiodic.
When the frequency ratio Ωθ/Ωr is a rational number
p
z
, we will call both
the underlying torus and orbits on that torus resonant. Orbits that live on
4Some references describe the mapping of functions of the form F (r, θ) to corresponding
functions F (χr , χθ). In fact, no function that enters an adiabatic EMRI calculation depends
on r and θ alone. The notation F (r, θ) in those references is used because, once restricted
to a torus, the value of each coordinate determines its conjugate momentum up to a sign.
Still, the values of those signs affect the value of the function. We believe a notation such
as F (r, pr, θ, pθ) for these pre-torus phase space functions is more appropriate.















Figure 6.2: The above picture shows a resonant torus mapped to a square with
the path of two resonant orbits traced out. The solid line shows the path of a
resonant orbit with χro = χθo = 0 and the orbit traced out by the dotted line
has χro = 0 and χθo = 0.7894. The resonant torus and both resonant orbits
have Ωθ
Ωr
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resonant tori inherit the rational frequency ratio and thus always trace out
closed curves. Since no single resonant orbit ergodically fills the torus, even
after infinite time, two resonant orbits with the same ~E but different (χro , χθo)
are not necessarily time translations of each other. The set of all resonant
orbits with the same ~E does fill the entire torus. Because they return to their
initial conditions after a finite time, we will alternately refer to these orbits as
periodic or singly periodic.
Figure 6.2 shows two resonant orbits on the resonant torus defined by




two orbits are distinguished by their initial position ~χ0 on the torus. The solid
line orbit, which starts at χro = 0, χθo = 0, corresponds to the physical space
orbit with initial conditions ro = ra = 17.81477 and θo = θmin = 1.220793. The
dotted line orbit with intitial conditions χro = 0 and χθo = 0.7854 has physical
space intial conditions of ro = ra = 17.81477 and θo = 1.39579. Notice that
any two adjacent line segments belonging to a single orbit are separated in χr
by 2pi
p
and in χθ by
2pi
z
but are not traced out sequentially for general p
z
.
In the same way that the rational numbers have zero measure on the line,
the set of resonant tori has zero measure in the 4D phase space. To date,
most of the literature on the adiabatic EMRI problem has ignored resonant
geodesics precisely for this reason. Nevertheless, as we will see, the judicious
exploitation of this measure zero set leads to significant computational effi-
ciencies in adiabatic EMRI calculations.
6.3 Torus coordinates and time coordinates
6.3.1 Mino time vs. coordinate time Fourier coefficients










dt ei(kωθ+nωr)tf(t) . (6.6)
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We prove equation (6.7) by constructing the function g from f explicitly.
We will need the fact (see Ref. [7] for details) that dt/dλ depends on r and θ
and is thus biperiodic when evaluated on a trajectory r(λ), θ(λ). dt/dλ also











Consequently, the function t(λ) takes the form
t(λ) = Γλ+∆t(λ) (6.9)
where ∆t(λ) is biperiodic in λ and has zero average value.
We can now construct g(λ). Since ∆t(λ) is biperiodic, it is also bounded.
Thus, if we define T ≡ t(Λ), then in the limit T → ∞, we get T → ΓΛ. We



































In the third line above, we have absorbed5 the Γ into the Λ and used the fact









5All we need is for the denominator of the prefactor and the size of the integration interval
to agree. Since there is no preferred size for that interval (the function f is not periodic)
and we are taking the infinite limit, we are free to call the size of that interval ΓΛ or Λ.
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to convert to Mino frequencies in the argument of the exponential.
Comparing (6.7) to (6.10), we see that due to the dependence on k and n
in the argument of the exponential (the coordinate time frequencies ωθ and ωr






for each Akn;λ. In other words, the Akn;t are Fourier coefficients of a single
function f while each Akn;λ is the knth Fourier coefficient of a different function
gkn(λ). But that poses no problem — we only sought to show that every t-
Fourier coefficient is also the λ-Fourier coefficient of some function of λ. The
pragmatic importance of this fact has to do with the evaluation of coefficients
of torus functions, which, though stated in slightly different language, is the
crux of the original argument in Ref. [7] and which we discuss in Section 6.3.2.










and p, z relatively prime shows that each coefficient Cj;t of f(t) can likewise





(λ)f (t(λ)) . (6.14)
The difference is that now each of ∆t(λ), dt/dλ(λ) and f (t(λ)) is a singly
periodic function of λ with period




Temporal Fourier coefficients can be calculated in the resonant case without
first having to convert to Mino time. We will nonetheless express and evaluate
coefficients Cj;t as coefficients Cj;λ in order to parallel the non-resonant case.
6.3.2 λ-based vs. t-based torus coordinates
Figure 6.2 represents T2~E as a compact 2pi-by-2pi square in the χr , χθ angle
coordinates defined in Section 6.2.1. Kerr geodesics trace out lines on this
torus-square at constant velocity. With respect to any other time parameter,
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geodesic curves continue to be lines on the torus-square, but their parametric
representations are not in general linear in time, nor are their velocities on the
torus constant.
For any choice of time parameter, however, there is always some set of
coordinates on the torus such that geodesic motion on that torus is linear in
that time parameter and has constant velocity6. For instance, with respect to
coordinate time t, there will be coordinates ~γ ≡ (γr, γθ) such that
γr(t) = ωrt+ γr0 (6.16a)
γθ(t) = ωθt+ γθ0 . (6.16b)
Note that in any set of angle coordinates in which the trajectory velocities
are constant with respect to some time parameter, orbit trajectories will all
be lines with the same slope 1+ qrθ. Such coordinate systems are nevertheless
distinct: identical ordered pairs in two such coordinate systems will not, in
general, correspond to the same point on the torus.
Though not unique, the χr-χθ coordinate system on T2~E is nevertheless
uniquely useful. Since each of γr, γθ would be a combination of χr and χθ ,
each point on the projected r-pr curve of an orbit would be labelled by a
pair of values (γr, γθ) rather than by a single value χr , and likewise for the
projected θ-pθ curve. This mixing of radial and polar motions in each torus
coordinate makes most calculations harder than they need to be, and the
impetus behind χr-χθ coordinates is precisely the convenience that flows from
torus coordinates that separately shadow radial and polar motion.
Still, we sometimes are interested in values of quantities averaged over the
~γ coordinates. Luckily, by the correspondence between temporal Fourier coeffi-
cients of biperiodic functions and spatial Fourier coefficients of torus functions,
equations (6.7) and (6.12) further establish that if Akn;~γ is the knth coefficient
of the torus function f(~γ) associated with f(t), then it is also the knth co-
efficient Akn;~χ of the torus function gkn(~χ) corresponding to gkn(λ). This is
important for evaluating torus coefficients in practice: it is usually very dif-
ficult to go from a function f (r(t), pr(t), θ(t), pθ(t)) to a form f(~γ) explicitly
while it is straightforward to go from g (r(λ), pr(λ), θ(λ), pθ(λ)) to g(~χ).
6Darboux’s theorem gaurantees that there is a way to write Hamilton’s equations with
respect to any evolution parameter. If the system is integrable, there will then exist a
transformation to angle variables on the torus that increase linearly with respect to that
evolution parameter [44].
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6.4 Averaging in the adiabatic approximation
Given the background on geodesic dynamics, we now turn to the adiabatic
approximation of EMRIs, an approximation that has seen substantial debate
in the literature. As we elucidate below, most of that debate conflates the
question of what kind of averaging procedure to use in the equations of mo-
tion (6.1) with other related but logically independent questions about the
adiabatic approximation. In this section, we clarify why phase space averag-
ing (as opposed to time averaging) is the correct averaging procedure. We also
establish the results we will need in Section 6.5 to exploit resonant orbits for
computational savings.
6.4.1 The adiabatic equations of motion
Let ~X denote the Boyer-Lindquist coordinates of the inspiraling object along
with its canonical radial and polar momenta. In the absence of radiation
reaction, the equations of motion are
d ~X
dt
= ~G( ~X, ~E) (6.17a)
d~E
dt
= 0 , (6.17b)
where the RHSs ~G of the positional equations are some form of the equations
for geodesic motion, e.g. Hamilton’s equations for free-particle Kerr motion.
Radiation reaction adds to the RHSs new functions
d ~X
dt
= ~G( ~X, ~E) + ~F ( ~X, ~E) (6.18a)
d~E
dt
= 0 + ~f( ~X, ~E) (6.18b)
that are determined by the full gravitational self-force on the particle. Those
unknown functions can be expanded in a perturbation series in powers of a
natural small parameter: the system’s mass ratio ε ≡ µ/M  1. Furthermore,
at each order in ε, the functions above decompose into a sum of dissipative































+O (ε3) . (6.19b)
See [76] and references therein for a fuller account.
We expect a natural separation of timescales in this system. The “fast”
positional variables ~X will change substantially on a short timescale equal to
an orbital period Torb ∼M , while the “slow” orbital parameters ~E only change
substantially on the much longer timescale Trad ∼M/ε. Due to the coupling of
the ~X and ~E equations, both ~X(t) and ~E(t) should exhibit oscillations around
a secularly trending central value, but the oscillations in ~E should be O(ε).
In such a system, a first-order averaging procedure seeks an approximate and
hopefully more tractable set of equations for the slow variables from which the
dependence on the fast variables (and thus the source of the small oscillations)
is removed [44; 77; 78].
Averaging must therefore decouple the ~E equations from the ~X equations in
(6.18) in order to isolate the secular trend in the former.7 One can even adopt
the point of view that the desideratum of a preliminary averaging procedure is
to decouple the equations for the slow and the fast variables from each other
as much as possible. We represent those averaged, decoupled equations for the




















Throughout this paper, we will represent averages of all sorts with angle brack-
ets 〈〉 and use subscripts on the brackets to denote the type of average implied.
Note that in (6.20), we have used 〈· · ·〉 to denote an average without yet speci-
fiying which variables that average is to be taken over.
7Note that the converse is not possible, since the fast variables are coupled to the slow
ones at zeroth order, where the slow variables appear as constant parameters.
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6.4.2 Flux balance and its relationship to averaging
Although we now have the adiabatic equations, we cannot write them explicitly
because we still do not know how to evaluate the self-force. Mino showed [38;
71] that, under the assumption of non-resonance, the infinite time-averaged
values8 of the functions FE and FLz equal the sum of the infinite time-averaged
fluxes of the corresponding orbital parameters at radial infinity and the central
black hole horizon in GWs emitted by the system9. While there is no conserved
Q-current to associate with a GW Q-flux, Mino likewise showed that there are
analogous infinite time-averaged quantities at infinity and the horizon that
sum to the infinite time-averaged value of FQ. Though not strictly physically
accurate, we will henceforth refer to those quantities as fluxes of Q for ease.
Subsequent work [8; 79; 80] has led to explicit formulae for the Q-fluxes.
Fortunately, we do know how to calculate the aforementioned time-averaged
fluxes at infinity and the horizon via the computationally mature Teukolsky
formalism. Various Teukolsky-based (TB) codes can compute the required
fluxes from equatorial orbits [11], spherical orbits10 (constant r) [41], and now
generic orbits of arbitrary inclination and eccentricity [5; 17; 80].
These developments have led to the following two-stage implementation
of the adiabatic approximation. The first stage, usually called the radiative
approximation11, keeps only the lowest-order contributions from the dissipa-
tive self-force (since the conservative contributions will average to zero). The
second stage, called the flux-balance method, uses the time-averaged nonlocal
fluxes (computable) as proxies for the averaged local contributions of the dis-
sipative self-force (not currently computable). The RHSs of equation (6.20)
end up with nonlocal fluxes inside the brackets and an interpretation of those
brackets as infinite time-averages.
8The quantities of physical interest are averages over coordinate time t.
9Mino’s proof suggests that this equivalence is only true for non-resonant geodesics and
possibly a small subset of resonant geodesics.
10Many authors refer to orbits of constant radial coordinate r as “circular” even when
they are nonequatorial. We prefer the term “spherical” for such orbits (as used in [67]) and
reserve the term circular for constant r equatorial orbits.
11There is some dispute about whether the neglected secular effects of the averaged con-
servative piece of the self-force manifest themselves at the same order in the small expansion
parameter µ/M as the dissipative pieces [73; 74; 75; 76]. That dispute does not concern
us here. Whatever its limitations, the radiative approximation, is here to stay for at least
the foreseeable future, if for no other reason than that it is the only relativistically correct
approximation to the inspiral motion that might actually be computed numerically in the
status quo.
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There is a problem, however, with this perscription, which intertwines two
logically distinct facets of the adiabatic approximation to EMRIs:
1. Is it mathematically appropriate to interpret the angle brackets in equa-
tion (6.20) as a time-average, or is some other sort of average required?
2. Given the answer to 1, can we evaluate the RHS of (6.20), either directly
or by finding a numerically equivalent proxy?
After all, the fact that we can compute a time-averaged proxy does not imply
that we should be time averaging in the first place.
The form of equation (6.20) suggests two possible ways to average the RHS
in order to remove the dependence on the positional variables: for fixed ~E , we
can either phase space average over the torus, or we can evaluate the RHS
along a specific orbit on that torus and then average over time. In Section
6.4.5, we offer a definitive argument in favor of torus averaging instead of time
averaging.
To arrive at that conclusion, we must first distinguish between torus func-
tions and time functions. Torus functions assign a value to every point on a
phase space torus, while time functions assign a value to points along an indi-
vidual orbit that are labeled by the value of an evolution parameter (i.e. a time
variable). Our conclusions about adiabatic averaging will be based on differ-
ences in how Fourier analysis is done on these two domains — a 2-dimensional
compact position space for the torus-functions and a 1-dimensional noncom-
pact time axis for the time-functions. Moreover, numerically accurate flux cal-
culations require frequency-domain TB codes that separately compute fluxes
from individual Fourier modes, and the aforementioned different domains also
impact the details of the modewise flux calculation.
Before delving into those details, we must mention an important point.
Average values, whether in the torus or time sense, are coordinate dependent,
and in certain applications it matters which coordinates the average is taken
over. The angle brackets in equation (6.20), for instance, will turn out to
denote a torus average not over ~χ but over a different set of torus coordinates
~γ ≡ (γr, γθ) described in Chapter 6.3. However, torus averages with respect
to ~χ are much easier to compute than those over ~γ, in much the same way as
Mino time averages are easier to compute than are coordinate time averages.
Luckily, for every torus function U(~γ) and every time function u(t), we can
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always construct different functions V (~χ) and v(λ) such that
〈U〉~γ = 〈V 〉~χ (6.21)
〈u〉t = 〈v〉λ . (6.22)
The relationship between U and V (or between u and v) is highlighted in
Section 6.3.1. Sections 6.4.3 and 6.4.4 present the necessary Fourier analysis
details.
We will always avail ourselves of this simplication. Accordingly, throughout
the rest of the paper, we focus exclusively on torus averages over ~χ and time
averages over Mino time λ with the understanding that they may merely be
computation-friendly proxies for averages of different but related functions
over different torus or time coordinates.
6.4.3 Torus averaging and Fourier analysis of
torus-functions
We will call a torus function f(~χ; ~E) any rule that assigns a complex number
to every point on a phase space torus. Note that ~E specifies both the torus
function and the phase-space torus that serves as its domain. Usually, we will
be discussing properties of torus functions evaluated at some definite value
of ~E . We thus omit the explicit dependence on the orbital parameters ~E for
brevity, except where it might lead to confusion.
We assume that every such torus-function is continuous and differentiable
in all its arguments (including ~E). We also require it to be single-valued on
the torus, which implies 2pi periodicity in each of the angle variables:
f(χr , χθ) = f(χr + 2pi, χθ) = f(χr , χθ + 2pi) . (6.23)
Like any function that is independently periodic in two independent vari-















dχθ f(χr , χθ)e
+inχre+ikχθ . (6.25)
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In order to distinguish them from another set of double-indexed quantities we
introduce later, we will refer to the Akn’s as spatial Fourier coefficients or
torus Fourier coefficients.
We now define, in the usual way, the following useful quantities. The torus









dχθ f(χr , χθ)
= A00 .
(6.26)








dχθ|f(χr , χθ)|2 . (6.27)





The 2D power spectrum of f is the contribution to the torus-averaged
Fourier power from each pair of spatial frequencies or wavenumbers (κr, κθ).
Note that because the period in each of the χr and χθ directions is 2pi, the
corresponding fundamental spatial frequencies are κr = κθ = 1, so we see
power only at integer lattice points (k, n) in the 2D wavenumber space.
All statements above are standard results from the Fourier analysis of func-
tions on a compact 2D spatial domain. They apply equally well on resonant
and non-resonant tori.
6.4.4 Time averaging and Fourier analysis of
time-functions
We can evaluate any torus function along a curve (6.3) on its associated torus
that corresponds to an orbit. Since each orbit is specified by its initial position
~χ0 on the torus, each torus function naturally induces a 2-parameter family of
time functions, one for each (χr0 , χθ0) pair. Time functions, then, are grouped
into 5-parameter families – 3 parameters ~E to specify a torus, and 2 parameters
~χ0 to specify an orbit on that torus.
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. We will some-
times omit the explicit ~χ0 and ~E-dependence of a time function and simply
write f(λ), again except where clarity would suffer. Throughout this paper,
we adopt the notational convention that a time function and the torus function
from which it is derived are denoted by the same symbol (f , in the examples
so far).
For time functions, non-resonant and resonant tori must be treated sepa-
rately.
Non-resonant tori
When Ωθ/Ωr is irrational, every k, n pair leads to a distinct frequency
Ωkn ≡ nΩr + kΩθ , k, n ∈ Z . (6.29)
Such a biperiodic time-function is not periodic: it is bounded on (−∞,∞), but
there is no finite time interval over which the function exactly repeats itself.







Note that the harmonics are not equally spaced in frequency. The temporal










which exists and is independent of b [81] (henceforth, we set b = 0 for con-
venience). Equivalently, we could say that the Fourier transform of f(λ; ~χ0)




Akn;λ δ (ω−(nΩr + kΩθ)) (6.32)
of delta-function impulses unequally spaced in frequency.
Paralleling the Fourier discussion of torus functions, we now define the
time-averaged value, time-averaged Fourier power, and the 1D power spectrum
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of a time function associated with a non-resonant orbit. Biperiodic functions
offer no single period over which to time-average in a natural way. Given
the existence12 of expressions like (6.31), averaging over all time seems like a
sensible choice. The theory of almost-periodic functions states that such an
infinite time-average indeed exists [82], so we define





dλ f(λ; ~χ0) . (6.33)
We will refer to 〈f〉λ simply as the time-average of f rather than as the infinite
time-average value, as it is sometimes called. Comparing equations (6.31) and
(6.33), the time-average equals
〈f(λ; ~χ0)〉λ ≡ A00;λ . (6.34)










dλ|f(λ; ~χ0)|2 . (6.35)





That fact allows us to define a 1D power spectrum for f(λ) as the contribu-
tion to the time-averaged power from each temporal frequency ω. The graph
of |Akn;λ|2 over the 1D ω-space would show power only at the discrete and
unequally spaced set of frequencies (6.29).
The question now is how to evaluate these time averages in practice.
Though equation (6.31) defines the Akn;λ’s, such integrals over infinite inter-
12Technically, the logical presentation of Fourier coefficients and time-averages for biperi-
odic (or more general multiperiodic) functions goes in the reverse order. First, the existence
of the infinite time-average in (6.31) is established for a biperiodic function f(λ). The ex-
istence of the Fourier coefficients in (6.31) then follows from the existence of the average
value and the fact that f(λ)ei(nΩr+kΩθ)λ is also biperiodic. We have chosen this order to
parallel the presentations in Sections 6.4.3 and 6.4.4.
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vals divided by infinite quantities do not lend themselves to simple evaluation,
either analytically or numerically13.
To compute the temporal Fourier coefficients of f(λ; ~χ0), we must instead
proceed circuitously. Consider the spatial Fourier representation (6.24) of the
torus-function f(~χ) evaluated along the orbit (6.3), which yields





By uniqueness14 of the Fourier representation of f(λ; ~χ0), and comparing equa-
tions (6.30) and (6.37), we conclude that the temporal Fourier coefficients of
f(λ; ~χ0) and the spatial Fourier coefficients of f(~χ) are related
15 by
Akn;λ ≡ Akne−inχr0+kχθ0 . (6.38)
We note that each temporal coefficient differs from the corresponding spa-
tial coefficient in (6.25) only by a complex phase determined by the initial
conditions ~χ0 of the orbit. Consequently, their magnitudes are identical, re-
gardless of the initial position of the orbit:
|Akn;λ| = |Akn| , ∀~χ0 ∈ T2ELzQ . (6.39)
This fact is consistent with the ergodic property of these orbits. Every orbit
eventually comes arbitrarily close to every point on the torus, so shifting initial
conditions leads to a new orbit that is arbitrarily close to a time translation
13To evaluate equation (6.31) numerically, larger and larger values of Λ would be required
before converging to some accuracy. This is computationally impractical because such a
process will in general converge extremely slowly. Thus, as the size of the integration
interval grows, so will the required number of evaluations of the integrand, a particularly
problematic development if the integrand is expensive to calculate. Moreover, the prefactor
of 1/Λ can eventually become so small that there is loss of significance in the final answer,
thus compromising accuracy.
14The set of complex exponential functions e−iωλ for all ω are a basis for absolutely
integrable functions on the space λ ∈ (−∞,∞). f(λ; ~χ0) inherits absolute integrability from
the associated torus function f(~χ), which has a spatial double Fourier series representation
and thus is absolutely integrable by assumption. Equation (6.30) is therefore a projection
onto the complex exponential basis, and projections onto basis sets are unique.
15We denoted the knth temporal Fourier coefficient by Akn;λ in anticipation of its close
relationship to the knth spatial Fourier coefficient Akn of the associated torus function and
added the λ subscript to remind us of when we are dealing with spatial vs. temporal Fourier
coefficients.
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of the original orbit. And, of course, time translations only affect the complex
phase of temporal Fourier coefficients.
If we know the torus function f(~χ), its spatial Fourier coefficients Akn can
be computed by any number of efficient numerical routines, without any of the
difficulties that beset computation of the Akn;λ’s via direct evaluation of the
definition (6.30). This fact, combined with equation (6.38), leads to the only
practical recipe for computing the Akn;λ’s of the orbit with initial position ~χ0,
namely to compute instead the Akn’s and then use equation (6.38). Ref. [7]
introduced just such a technique in the specific context of functions of Kerr
geodesics.
All the other quantities mentioned in this section are likewise determined
from their torus function counterparts. From equations (6.34) and (6.38),
A00;λ = A00. We thus conclude that on a non-resonant torus, the time average
of f(λ) equals the torus average of its associated torus-function f(~χ). More-
over, since this is true for every time function on that torus, the time average
of such a function is independent of the initial condition ~χ0:
〈f(λ; ~χ0)〉λ = 〈f(~χ)〉~χ , ∀~χ0 ∈ T2ELzQ . (6.40)
Likewise, equations (6.39) and (6.28) imply that, on a non-resonant torus,
the time-averaged Fourier power of f(λ; ~χ0) equals the torus-averaged Fourier
power of f(~χ) for every ~χ0:
Pλ ≡ P~χ ∀~χ0 ∈ T2ELzQ . (6.41)
Equations (6.28), (6.39) and (6.41) together imply equation (6.36)16. By exten-
sion, the 1D power spectrum of f(λ) can be derived from the 2D power spec-
trum of f(~χ) by mapping wavenumber pairs to frequencies using eq. (6.29).
All of the above relationships between torus-function quantities and those
of any biperiodic time function induced via (6.37) are well-established and
well-known in the literature on almost-periodic functions [81; 82] and on inte-
grable Hamiltonian systems [44]. Many of these facts, however, are used but
not so clearly delineated in this way in the literature relating to EMRI calcu-
lations. We have gone through the trouble of including them here not only for
completeness and clarity but also to emphasize that we can only execute the
above recipes if we know the corresponding torus function f(~χ).
This leads us to a crucial observation. If all we know is f(λ), either as some
closed-form expression in terms of λ or as a numerical time-series, there is no
16This proves Parseval’s theorem for biperiodic functions.
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practical scheme for computing its temporal Fourier coefficients Akn;λ, even
though those coefficients are perfectly well-defined. In addition to the initial
conditions ~χ0 associated with f(λ), we must also know the torus-function f(~χ)
(or at least its spatial Fourier coefficients Akn) in order to compute the Akn;λ’s.
We summarize the implications of this fact for flux balancing in section 6.4.5.
All of the equivalences noted between torus-function quantities and their
time-function counterparts followed from the assumption of non-resonance.
On resonant tori, all of these equivalences break down, as we now show.
Resonant tori
Unlike time functions evaluated along non-resonant orbits, time functions on
resonant orbits are singly periodic, with (possibly very long) period ΛP and
corresponding fundamental frequency ΩP = 2pi/ΛP . The single periodicity of
time functions of resonant orbits means that all frequency-domain quantities
have straightforward and familiar definitions.
Any time function evaluated on a resonant orbit has a Fourier series rep-
resentation











dλ f (λ; ~χ0) e
+ijΩPλ . (6.43)
Like the Akn;λ’s, each Cj;λ varies with the initial condition ~χ0. Unlike the




Cj;λ δ (ω−jΩP ) (6.44)
of equally spaced delta-function impulses in frequency space.









dλ f(λ; ~χ0) = C0;λ . (6.45)
17Periodicity of f(λ) implies that the integral in equation (6.43) has the same value taken
over any interval of length ΛP . We choose the symmetric interval [−ΛP /2,ΛP /2] solely for
aesthetic reasons.
Chapter 6: Faster computation of adiabatic EMRIs using resonances 155







dλ |f(λ; ~χ0)|2 . (6.46)





To flush out how the Cj;λ’s relate to the spatial Akn’s and to the initial
condition ~χ0, we begin, as in the non-resonant case, by inducing a time function
(6.37) from a torus function. In the resonant case, the frequency ratio Ωθ/Ωr is
a rational number p/z, where p and z are relatively prime and p > z. (In terms
of integers in the definition qrθ = w+
v
z
, p = (w+1)z+v.) The individual r and
θ frequencies and periods are therefore related to the fundamental frequency
and total period of the periodic orbit by
Ωr = zΩP (6.48a)










As a result, all kn combinations for which
nz + kp = j (6.50)
lead to identical frequencies
nΩr + kΩθ = nzΩP + kpΩP = jΩP (6.51)
in the arguments of the exponential functions on the RHS of equation (6.37).
The selection rule (6.50) maps every kn pair to some j. By the uniqueness






−i(nχr0+kχθ0 ) . (6.52)
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Note that equation (6.52) is really only a summation over a single index since
the value of k in any term is determined by the value of n and the (fixed) value
of j.
It is tempting to rewrite each term on the RHS of equation (6.52) as Akn;λ,
mimicking the notation for the non-resonant temporal Fourier coefficients. We
refrain from doing so because we seek a clear distinction between spatial and
temporal Fourier coefficients, and temporal double-index coefficients are not
defined in the resonant case [82; 83]. Fourier representations are unique, so
the familiar single-index representation (6.42) is the only such projection of
f(λ) onto a set of mutually orthogonal basis functions. If we were to write
an expression like (6.30) on a resonant orbit, the different harmonics on the
RHS would not all be orthogonal, and we would not have a bona fide Fourier
expansion in hand until we collapsed all terms corresponding to the same
frequency into a single term.
Equation (6.38) implied that, on non-resonant orbits, several quantities
one can compute for a time-function f(λ; ~χ0) turn out to be independent of
~χ0: the magnitudes of its Fourier coefficients, its time-averaged value, its time-
averaged Fourier power, and its power spectrum. In contrast, equation (6.52)
implies that, on resonant orbits, each of those quantities does depend on the
initial condition ~χ0. Each Cj;λ is a sum of spatial Akn’s with ~χ0-dependent
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retain ~χ0-dependence. The squared magnitudes

























also depend on ~χ0 through cross terms, and the time-averaged power and
power spectra inherit this dependence via (6.47). Figure ?? illustrates this
point for the test function r cos θ.
Via its ~χ0-dependence, equation (6.54) defines a torus function in the vari-
ables χr0 , χθ0 . Complex exponentials have a zero average value, so averaging
that torus function over all χr0 , χθ0 kills every term in the summation on the
RHS of (6.54), leaving only A00. But A00 is the torus averaged value of the
associated torus function f(~χ). We conclude that the torus-average over all ini-
tial conditions of the time average of a time function equals the torus-average
of the underlying torus-function. An identical argument applies if we torus
average the squared-magnitudes (6.55) of the coefficients over all ~χ0 and, by
extension, if we likewise torus-average the time-averaged power (6.46).
The upshot is that the parallels between torus functions and time functions
obtained in the non-resonant case break down in the resonant case:
〈f(λ; ~χ0)〉λ 6= 〈f(χr , χθ)〉~χ (6.56)
Pλ(~χ0) 6= P~χ . (6.57)
However, torus averages over initial conditions and torus averages of time
averaged are equal for both a function f and its Fourier power:
〈〈f(λ; ~χ0)〉λ〉~χ = 〈f(χr , χθ)〉~χ (6.58)
〈Pλ(~χ0)〉~χ = P~χ . (6.59)
To clarify, equations (6.56) and (6.57) state that the time average of a
time function and the torus average of its associated torus-function are not
identically equal as they are in the non-resonant case. That does not, of course,
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preclude the possibility that the two could be circumstantially equal for some
particular choice of initial condition ~χ0. In fact, for real-valued functions f ,
the mean-value theorem guarantees that 〈f(λ; ~χ0)〉λ = 〈f(~χ)〉~χ for at least
one ~χmvt0 ∈ T2~E . In general, f will be complex-valued, and we have no such
guarantee. The time-averaged Fourier power, however, is strictly real, so there
is at least one ~χmvt0 such that Pλ(~χmvt0 ) = P~χ. We explore some implications
of this fact for adiabatic EMRI calculations in Section 6.6.
6.4.5 And the winner is. . . torus averaging
To summarize, time averaging is equivalent to torus averaging for non-resonant
orbits. Furthermore, torus averaging is the only practical recipe for computing
Fourier coefficients and so torus averaging is the explicit computation insti-
tuted in practice.
However, time averaging is inequivalent to torus averaging for resonant
orbits. Thus torus averaging wins out for two reasons. First, torus-averaging
would be more consistent with the common practice in dynamical systems
theory for a system like (6.20) plus the positional equations. The theory of
averaging is well-developed in the dynamical systems literature for a variety
of perturbation formalisms (see, for instance, [44; 77; 78; 84]). Typically,
one proceeds by first identifying which (possibly more than one) of several
standard forms the problem under consideration takes and then employing
an averaging procedure appropriate to that form. Generally speaking, one
averages over time when the perturbation arises from some external source
and has an explicit dependence on time18. The associated standard form is
dx
dt
= εf(t, x) , (6.60)
where x is an N -dimensional vector and f is an N -dimensional vector of func-
tions each of which is continuous and differentiable in each of its arguments
and is at least almost-periodic (see Section 6.4.4) in t. The EMRI equations
do not have this form.
Instead, they are subject to perturbations that arise from within the sys-
tem itself. This is reflected in the fact that equations (6.20) are autonomous
(no explicit time-dependence). When there is a natural separation into fast
18By “time” here, we are referring to whatever the evolution paramter is for solutions to
the system, i.e. the variable t with respect to which one takes the derivatives on the LHS.
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variables χ and slow variables x, and the RHS’s of the equations for the slow
variables are periodic in the fast variable arguments, then the slow variable
equations have the standard form
dx
dt
= εf(χ, x) (6.61)
with f periodic in χ. Such a system can be averaged over χ, and subject to
the caveat that one is far from resonance, the solutions to the χ-averaged x
equations stay within O(ε) of the true solution to (6.61) on a timescale ∼ 1/ε.
A two-timescale formulation of the problem recognizes an analogous standard
form for the combined system of slow and fast equations, and likewise the
prescription in that formalism is to average over the fast variables qua spatial
arguments on the RHS’s.
Torus averaging along a resonant torus crucially washes away any ~χ0 posi-
tional dependence, while time averaging does not. The ~χ0-dependence violates
the spirit of averaging, namely to remove all dependence on the fast variables.
However, even though the RHS of equation (6.20) does not contain time explic-
itly, one can imagine inducing a function of time by selecting a specific orbit
on the torus. Loosely speaking, the equations for ~E alone would then have the
form (6.60) with f biperiodic in t (or λ or our evolution parameter), and it
would seem that we could just as easily (infinite-time) average the equations
over the fast variables. And indeed, there are theorems [78] guaranteeing a
certain accuracy (sometimes worse than O(ε) on the timescale 1/ε.
But such a time-average is fundamentally flawed in the EMRI problem,
which brings us to the second and more serious argument. Even though the
time-averaged equations are continuous in ~χ0 for fixed ~E , they are in general




0 if x is irrational
1
z
if x = p/z, with p and z coprime
1 if x = 0
, (6.62)
which is continuous at the irrationals, discontinuous on the rationals, and
nowhere differentiable19 [85]. Pragmatically speaking, even if a set of ODEs
with such pathologically discontinuous and non-differentiable equations had a
19Such a function certainly seems unphysical. It violates the hypotheses of continuity
and differentiability in all arguments required by the theorems bounding the error in a
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solution, it is unclear how one would numerically integrate them. Furthermore,
the continuity furnished by torus-averaged fluxes is absolutely essential for the
proper construction of a grid through which adiabatic trajectories are to be
interpolated, as discussed in the introduction.
In short, torus-averaged equations are well-behaved, while time-averaged
equations lose the continuity and differentiability that guarantee the resulting
equations are well-posed and have unique solutions, the very basis of every
standard numerical integration scheme.
6.4.6 Torus averaging and flux-balance
The arguments made in favor of torus averaging apply to the radiative approx-
imation, based on an average of the dissipative piece of the local self-force on
the inspiraling particle. But when it comes to flux-balance as a specific imple-
mentation of the radiative approximation, this now leaves a logical gap. As
acknowledged in [38; 71], the flux-balance arguments that allow the nonlocal
fluxes of conserved quantities to be used as proxies for the local dissipative
self-force have been derived on a time-averaged basis and under the assump-
tion of non-resonance. Since time and torus averages agree for non-resonant
orbits/tori, the time-averaged nonlocal fluxes are still good proxies for the
torus-averaged local dissipative self-force in the non-resonant case.
What has never been made explicit is whether flux-balance is also valid in
the resonant case, on either a time averaged or torus-averaged basis. We resolve
this issue now: time averaged flux-balancing may not be true on resonant
orbits in general, but that will be irrelevant since it will be true on a torus-
averaged basis. Mino showed that, under the assumption of non-resonance,
the time-averaged fluxes of ~E at infinity and the horizon furnish proxies for
the time averaged RHSs of equations (6.20). But then, by the arguments we
have heavily exploited, the corresponding torus-averaged versions must also
be equal. And since torus averages are insensitive to the resonance or non-
resonance of the underlying torus and are continuous in ~E , the flux-balance
prescription is valid in a torus-averaged sense for all orbits. If the torus-
averaged fluxes were not good proxies for the torus-averaged local equations
solution to time-averaged equations with almost-periodic dependence on time [78]. More
pathologically, it violates the hypotheses for the well-posedness of an initial value problem
and for the existence of solutions to systems of ODEs [56]. Such a function would not be
Riemann integrable, and it is unclear whether a system of such functions would even be
Lebesgue integrable.
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only at resonances, a discrete set of measure zero, then they could not be
continuous in ~E . But we have shown torus averages are everywhere continuous.
De facto, then, Mino’s argument establishes the validity of torus-averaged flux-
balancing generally.
It would thus seem that both flux-balancing as a general procedure and
its specific implementation in a frequency-domain application of the Teukol-
sky formalism treat non-resonant and resonant tori equally, as stated in [76].
Flux-balancing is, in fact, thusly impartial, but interestingly, the Teukolsky
formalism is not. As we will show below, a TB torus-averaged flux calculation
can achieve computational savings of an order of magnitude or more on low-
order resonant tori that are simply not available on non-resonant tori. These
efficiencies follow from a simple observation about the Fourier integrals a TB
code must evaluate and are independent of the specific implementation in code
of the Teukolsky formalism. Thus, rather than disfavoring resonances, as has
been commonly assumed, the Teukolsky formalism actually shows favoritism
for resonances, and properly leveraged, that favoritism can substantially ac-
celerate adiabatic inspiral calculations.
6.5 Computational savings along resonances
We now explain computational efficiences that exploit resonant tori. Although
specific to the Teukolsky formalism, the computational expedience can be un-
derstood without all details of that formalism. We simply assert some features
and formulae from a TB flux calculation that we require to make our argu-
ment. For reference, Appendix A.1 gives a somewhat more detailed overview
of the Teukolsky formalism and offers at least skeletal derviations of the for-
mulae listed below. For a fuller treatment of the Teukolsky formalism, which
is beyond the scope of this work, we direct the reader to the references listed
in Appendix A.1.
As a reminder, our argument is specific to frequency-domain Teukolsky
calculations and corresponding codes. In the context of the EMRI problem,
such codes compute a combined multipole and Fourier decomposition of the
metric perturbations at infinity and the black hole horizon due to a geodesic
source.
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6.5.1 The fluxes of E,Lz, Q
The fluxes of the conserved quantities ~E are usually reported as quantities
averaged over coordinate time t on non-resonant orbits20. By the arguments
of Sections 6.4.4 and 6.3, this is equivalent to the torus-averages of the fluxes
on all tori over the torus coordinates ~γ. We therefore report those same ex-

























∣∣∣Z∞/Hlmkn ∣∣∣2 . (6.63b)
Based on Mino’s argument in [38], Refs. [79; 86] worked out the corresponding
expression for the time-averaged Q flux for non-resonant orbits, which we also
































The prefactors in the first two lines of (6.63c) are computed only once for the
entire torus. Thus, substituting equations (6.63a) and (6.63b) into the RHS
of (6.63c) and combining like terms with those in the summation of the last
line, the flux for Q has the same general form as the fluxes of E and Lz have.
Our savings arguments will be based on that form, so although we will speak
about E and Lz for concreteness, those arguments will apply to Q as well.
Appendices A.1 and A.2 summarize the derivations of these expressions.
Before proceeding with those arguments, we clarify the notation in equa-
tions (6.63). First, the apparent discrepancy between the ordering of the H/∞
superscripts on the left- and righthand sides of the equations is not a typo-
graphical error. On the LHS, the superscript denotes fluxes at the black hole
20See Appendix A for the time-averaged fluxes from resonant orbits.
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horizon and radial infinity, respectively. The somewhat backward notational
choice to have the fluxes at infinity depend on a quantity labeled ZHlmkn and
the horizon fluxes on Z∞lmkn is, at this point, ingrained in the literature. To
maintain a modicum of notational uniformity, we have labeled the weighting
factors αH/∞ with the same backward superscript convention. The exact form
of those weighting factors will not concern us. What matters for our purposes
is that every factor αHlmkn for the fluxes at infinity is equal to 1 and that ev-
ery factor α∞lmkn for the fluxes at the horizon is real and depends on k, n only
through ωkn. All the arguments to follow apply equally to fluxes at infinity
and at the horizon. We borrow the notation ? from Ref. [5] to denote either
of H/∞.
Continuing, the indices l,m are standard multipole indices21, with l ≥
2,−l ≤ m ≤ l. Our argument will focus on the Fourier analysis of each l,m
term individually, so that, unless explicitly stated otherwise, l,m are taken to
be fixed everywhere in this section, while k, n each run from −∞ to ∞. The
frequencies
ωmkn ≡ mωϕ + ωkn = mωϕ + nωr + kωθ (6.64)
are the combined harmonics ωkn of the r and θ fundamental frequencies (the
coordinate time version of equation (6.29)) and the fundamental azimuthal
frequency ωϕ. Note that the integer m is both a multipole index and the
relative contribution of ωϕ to each frequency ωmkn. Other than attaching
itself as a label to frequencies in this way, however, m will not appear as a
Fourier index in any sense below.
Finally, Appendix A.2 explains why we have written the fluxes as average
values over the ~γ torus coordinates mentioned in Section 6.4.2 and in Section
6.3. We note here simply that if we seek adiabatic solutions in the form
~E(t) (as opposed to ~E(λ)), then the angle brackets in (6.20) should also be
averages over ~γ, so that (6.63) have the correct form to be proxies for ~F(~E).
The representation of the LHSs of the flux equations as averages over ~γ is
otherwise irrelevant, since in light of (6.21), we will always seek equivalent and
easier to compute ~χ-averaged quantities.
21The values l = 0, 1 are not relevant in GW calculations, for which the lowest non-
vanishing moment is the l = 2 quadrupole.
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6.5.2 Z?lmkn as Fourier coefficients of a torus function
With these preliminaries out of the way, we are ready to list the features of
the RHSs of (6.63) that we will need for our savings arguments both in this
section and in Section 6.6. For our principal argument, what matters is that
for fixed l,m values, each Z?lmkn takes the form of a Fourier coefficient of some
torus function,






i(nχr+kχθ )f ?lm;ω=ωmkn(χr , χθ) . (6.65)
This form of the Z?lmkn’s associated with a geodesic source of arbitrary ec-
centricity and inclination is detailed in several references (see, for instance,
[5; 7; 8; 79; 80; 86]) and summarized in Appendix A.1.
Equation (6.65) parallels the form of equation (6.25) from Section 6.4.3,
but there is one critical difference. For fixed l,m, the function f ?lm;ω(χr , χθ)
further depends on a continuous parameter ω that must be set to ωmkn when
evaluating Z?lmkn for a given multipole mode. Postponing for the moment
any details of the function f ?lm;ω(χr , χθ) or its derivation, we remark that this
dependence on the coordinate time harmonic frequencies of the source as an
external parameter persists despite the fact that equation (6.65) is a spatial
Fourier integral.
Thus, for fixed l,m, the Z?lmkn are not the Fourier coefficients of a single
function but rather isolated Fourier coefficients of several different functions22.
On a non-resonant torus, every k, n pair leads to a different value of ωmkn, and
every coefficient computed has a distinct function f ?lm;ω(χr , χθ) in the inte-
grand. On a resonant torus with associated frequency ratio ωθ/ωr = Ωθ/Ωr =
p/z, all k, n pairs that satisfy the selection rule (6.50) for the same j lead to
identical values of Ωmkn, and some coefficients with different values of k, n will
share the same integrand function f ?lm;ω(χr , χθ). The practical implications of
this asymmetry for a TB flux calculation constitute the basis of our savings
argument.
In anticipation of later arguments, we also note that for each fixed value
of the pair l,m, the resulting doubly infinite sum over k, n in (6.63) has the
appearance of a torus-averaged Fourier power in the sense of Section 6.4.3 with
22This is part of the reason why we cannot compute all the Z?lmkn coefficients for a given
l,m at once with, for instance, a 2-dimensional Fast Fourier Transform (FFT).
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the identification





The prefactors in front of |Z?lmkn|2 turn out to be real-valued and non-negative
for all values of the indices, so it is valid to subsume them into some new
coefficients Akn.
6.5.3 Recycling computations among Fourier modes
The complex-valued quantities Z?lmkn are the backbone of a frequency-domain
Teukolsky calculation, and a code that implements such a calculation spends
by far the lion’s share of its CPU budget on computing them. To explain how
resonances can be leveraged to optimize that budget, we must look a bit more
closely at the integrand functions f ?lm;ω(χr , χθ).
The main ingredients in f ?lm;ω(χr , χθ) are two separate functions that have
the same sort of ω dependence described above: a radial Teukolsky function
R?lm;ω(r) and a spin-weighted spheroidal harmonic −2S
aω
lm (θ). We imagine re-
expressing the former as a torus function of χr alone and the latter as a torus
function of χθ alone but will continue to write them as functions of r and θ, as
they are in the rest of the literature. f ?lm;ω(χr , χθ) consists of a somewhat messy
assortment of terms and factors involving these two functions, several of their
derivatives, the coordinates and velocities of the particle (both of these are
absorbed into the torus coordinates χr , χθ), and other elementary functions.
Each of R?lm;ω and −2S
aω
lm (θ) satisfies an ODE that depends on l,m and ω
in a nontrivial and partly implicit way (see Appendix A.1). No simple closed-
form solutions to these equations exist that make the functional dependence
of the solutions on those parameters explicit. As a result, for every distinct
set of values (l,m, ω), those ODEs must be solved from scratch to obtain the
numerical representations of R?lm;ω and −2S
aω
lm needed to evaluate the integrand.
Particularly in the case of R?lm;ω, this operation is computationally costly.
Schematically, then, one calculates each Z?lmkn for fixed l,m via the follow-
ing steps:
1. Determine the frequency ω = ωmkn
2. Obtain a representation of −2Saωlm
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3. Obtain a representation of R?lm;ω for ? = H,∞ (this step requires first
determining an eigenvalue of the −2Saωlm ODE)
4. Evaluate f ?lm;ω(~χi) at whatever abscissae ~χi are required by the specific
numerical integration algorithm chosen
5. Compute whatever weights wi the integration algorithm may require for






On a non-resonant torus, each k, n pair produces a different answer to step
1 and requires the execution from scratch of all the remaining steps as well.
On a resonant torus, in contrast, the k, n pairs can be grouped by a common
value of j in the selection rule (6.50). Steps 1–3 need only be performed once
for an entire j-group. Depending on the integration algorithm selected, steps
4 and 5 may also only need to be performed once or a small number of times
per j-group, with a total number of reusable function evaluations set by the
Z?lmkn in the group requiring the greatest number of sample points to attain
some target accuracy. We will make the reasonable assumption that steps 1
and 5, even if done several times per j-group, are a small fraction of the total
cost of evaluating all the coefficients in that group, and we will take the cost
of steps 2-4 as an estimate of the total cost of computing any single coefficient.
Consider now evaluating all the Z?lmkn on a low-order resonant torus with
ωθ/ωr = Ωθ/Ωr = p/z = 1+ qrθ and on a neighboring non-resonant torus with
nearly identical orbital parameters. By the continuity of the Z?lmkn with respect
to ~E , coefficient values will be nearly identical on those two tori. The integer
values of nmax, kmax determined should also be identical or nearly identical on
the two tori (we assume for simplicity that they are identical). Let N2 and
N1 denote, respectively, the number of separate times steps 2–4 above must
be executed on the non-resonant torus and resonant torus. To make a more
apples to apples comparison, one can instead let N2 represent the total number
of distinct executions of steps 2–4 on the resonant torus if the resonance of
that torus is not acknowledged from the outset. Roughly speaking, generating
all the Z?lmkn with |n| ≤ nmax, |k| ≤ kmax on the non-resonant torus will require
N2/N1 times more computation than it will on the neighboring resonant torus.
Symmetries in the underlying equations imply that the value of Z?l(−m)(−k)(−n)
is uniquely determined by the value of Z?lmnk. Thus, in practice, one of the
indices n and k can be restricted to run over only nonnegative values, and the
value of N2/N1 should take that fact into account.






















































Figure 6.3: The three histograms show the average number of Z?lmnk coefficients
that pertain to a single frequency on a resonant torus, a number that corre-
sponds to the savings factor N2/N1. We show the savings factor for a variety
of qrθ geodesics and a variety of nmax and kmax. Top: qrθ = Integers. Middle:
qrθ is a variety of values all with the same denominator, z = 6. Bottom: qrθ is
a variety of non-integer values all with p = 11 but different z.
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Figure 6.3 estimates the savings factorN2/N1 for resonant tori with various
values of qrθ and for several representative hypothetical values of nmax and
kmax consistent with the reported performance of the TB code for arbitrary
eccentricities and inclinations described in Ref. [5]23. For simplicity, we have
taken nmax = kmax.
We can see the following trends in the histograms. First, for a given
kmax, nmax, if we fix the value of p and increase z or vice versa, the savings
factor drops. Thus, the savings factor is largest when both p and z are as
low as possible. The greatest savings (over an order of magnitude) accrue
when z = 1. Second, the larger the values of kmax, nmax, i.e. the more slowly
converging the expressions for the fluxes, the greater the savings factor for a
given p/z. Generally speaking, the most slowly converging fluxes are for orbits
with moderate to high eccentrities [5; 80], which typically have higher associ-
ated values of qrθ since they are closer to the separatrix between plunging and
non-plunging motion [35]. Thus, for instance, a rough approximation of the
true savings factor in the top two panels of Figure 6.3 would be given by a
roughly horizontal or slightly downward sloping line connecting the histogram
bar with the lowest qrθ at the lowest nmax with the highest qrθ at the highest
nmax. A good rough predictor for the expected savings would thus be the
z value of a torus, yielding a savings factor of ∼ 30 for z = 1 and ∼ 7 for
z = 6. The lowest savings factor on that graph of ∼ 3 (corresponding to the
not-so-low-order resonance with p/z = 25/6) is nothing to sneeze at, and more
typically the savings factor from acknowledging resonance would appear to be
around an order of magnitude on average.
While a detailed audit of comparative cost would have to be done on a
code-specific basis, the potential payoff of these observations makes a case for
testing our proposal in existing codes.
6.5.4 Numerical EMRI grids
Even if we stipulate that fluxes can be computed more efficiently on low-
order resonant tori than on non-resonant tori, is this fact necessarily useful?
After all, points in ~E-space corresponding to resonant tori, let alone low-order
23We estimate nmax and kmax based on the code in [5] rather than the similar code in [17]
only because the truncation rules used in [5] are more amenable to direct cost comparison
with our proposal. Both codes seem to need to compute a total number of modes of similar
order of magnitude to achieve high flux accuracy, and both are apt to profit from our
proposal.
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ones, are already a measure zero set, so to construct the inspiral curve ~E(t),
wouldn’t the RHSs of the adiabatic ODEs have to be evaluated in general
(and, formally, infinitely more often) on non-resonant tori than on resonant
ones? Interestingly, while the answer to that question is “yes”, the actual
calculation of TB fluxes itself need only ever be done on resonant tori, and at
least predominantly (and possibly exclusively) on low-order ones, at least for
the foreseeable future.
The reason has to do with the absolute computational cost of those fluxes,
even on resonant tori. Simply inserting a TB frequency-domain flux routine
into the RHS of, say, a standard Runge-Kutta ODE solver to generate inspiral
curves in real-time is untenable, even with a large number of processors at one’s
disposal to parallelize the TB calculation. Instead, solution of the adiabatic
ODEs will proceed as follows. For each value of the black hole parameters, one
would build a numerical grid of flux values on some dense mesh of points in
~E-space and then interpolate off of that grid to obtain the fluxes for arbitrary
values of ~E . Once handed such a grid, those interpolated flux values would go
into a standard ODE solver which could presumably generate inspiral curves
very efficiently. The main expense to consider, then, is the construction of the
grid.
Our proposal is that such a grid should be built using exclusively resonant
grid points. More specifically, we propose a hierarchical population of such
a grid, beginning with the low-order resonant points and then increasing the
order of the resonance (or just increasing z, if our loose conjecture about
horizontal lines in the top panels of Figure 6.3 proves to be correct) until some
requisite grid density is obtained to minimize interpolation error. Those grid
density requirements may force the evaluation of fluxes on some higher-order
resonances, but no resonant grid point (whether low- or high-order) will ever be
more expensive to populate with Fourier flux data than a nearby non-resonant
grid point will be. The worst-case scenario near certain locations in the space
would be to break even by using a resonant versus a non-resonant grid point.
Our hierarchical approach would seem to at least lower if not minimize the
total computational cost of such a grid.
We remark on two features of our proposal. First, the savings factor dis-
cussed depends only on the decision to use resonant tori for TB calculations
and no other implementation-specific features of that calculation. Thus, those
savings will multiply any additional savings that may stem from other algo-
rithmic improvements in any such implementation or from the availability of
more or faster processors to perform the TB calculations.
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Second, its efficacy has nothing to do with interesting physical effects that
may occur in the neighborhood of resonant orbital parameter values during
a real inspiral [72]. The flux-balance method, and in fact the adiabatic ap-
proximation in general, may fail to capture these effects. Any such failure is
immaterial to our argument, which rests not on physical properties of resonant
tori but rather mathematical ones they have in specific relation to frequency-
domain TB calculations. In other words, despite the fact that the adiabatic
approximation might be least faithful to reality in and around resonances,
leveraging resonances is nonetheless the most efficient means of attaining an
adiabatic approximation for those regimes where it is likely to be faithful.
6.5.5 Gravitational waveform snapshots
As already argued, we are free to interpret the coefficients Z?lmkn either as
spatial Fourier coefficients of a torus function of ~χ or of a different torus
function of ~γ. As shown in Appendix A, the t-function versions of the Z?lmkn
coefficients are used to build the Weyl scalar ψ4 at radial infinity, from which
the two polarizations of the waveform h are constructed. These waveform
“snapshots” from geodesic sources [5] are useful for exploring how a known
orbital motion impacts GW signals, and though they will quickly go out of
phase with a true inspiral signal, they are still likely to play a pivotal role in
hierarchical searches for GWs from EMRIs.
More specifically, with the ~γ-coefficients Z?lmkn in hand, h can be recon-
structed from the associated t-coefficients. By analogy to equation (6.38), we
get
Z?lmkn;t ≡ Z?lmkne−i(nγr0+kγθ0 ) , (6.67)







in the resonant case if we know the initial conditions. Since the waveforms (or,
rather, their Fourier representations) depend on the Z?lmkn coefficients, then
like the fluxes, they will also probably need to be interpolated from a grid
that stores the Z?lmkn values themselves instead of or in addition to the fluxes.
The same arguments made above for the fluxes thus cross-apply to waveform
snapshots.
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6.6 Speculations on further savings
In this section, we sketch a speculative but tantalizing possibility for further
efficiencies in adiabatic EMRI grid construction beyond those discussed in
Section 6.5. The idea centers around calculating time-averaged rather than
torus-averaged fluxes on resonant tori. At first glance, that suggestion seems
to fly in the face of earlier arguments that the RHSs of the adiabatic equations
should be torus-averaged fluxes and that torus averages and time averages are
not identical on resonant tori. The apparent incongruity disappears, however,
in light of two facts:
1. On any resonant torus, the mean value theorem guarantees that torus-
averaged fluxes equal time-averaged fluxes on certain special orbits.
2. For low-order resonances, those time-averaged fluxes are more accurate
and cheaper to compute.
The additional savings are beyond the cost benefit of incorporating the pro-
posal of Section 6.5.
We substantiate these claims below in turn. We caution the reader that, in
contrast to the savings of Section 6.5, those discussed in this section may prove
more elusive in practice because determining the special orbits mentioned in
step 1 above could prove so difficult as not to be net-beneficial. We discuss
such limitations and suggest fruitful avenues of numerical investigation to help
further reduce the cost of generating adiabatic inspirals.
6.6.1 Using time-averages to compute torus-averages
The time-averaged fluxes from a single resonant orbit do not appear elsewhere
in the literature. As we explain in Appendix A.2, the arguments of Section




























restrict attention in this section to E and Lz fluxes for the sake of exposition.
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As before, we assume fixed l,m in everything below. In the fluxes, the
frequencies
ωmj ≡ mωϕ + jωP , (6.71)






dλ eijΩPλf ?lmj;λ (~χ(λ; ~χ0)) (6.72)
all become single-index quantities by the arguments of Section 6.4.4. We recall
from equation (6.66) that the torus-averaged fluxes have the form of a torus-
averaged power of some unspecified torus-function. Likewise, for fixed values
of l,m, the time-averaged fluxes (6.69) and (6.70) have the appearance of a
time-averaged Fourier power in the sense of Section 6.4.4 with the identification






Each time-averaged flux, like any time-averaged Fourier power, is real-
valued. Therefore, by equations (6.73) and (6.59) and the mean-value argu-
ment made at the end of Section 6.4.4, there exist initial positions ~χmvt,?0;E , ~χ
mvt,?
0;Lz





























Actually, there must be at least two continuous 1-parameter families of special
initial values ~χmvt,?0;E (one for each of ? = H,∞) and two such families for ~χmvt,?0;Lz :
any two initial conditions that lie on the same orbit simply time-translate that
orbit, and time-translation does not change time-averaged function values or
time-averaged powers.
None of the values ~χmvt,?0;E and ~χ
mvt,?
0;Lz
need agree. Thus, if we sought to deter-
mine the torus-averaged fluxes indirectly by instead evaluating time-averaged
fluxes, we might need to evaluate each coefficient Z?lmj;λ as many as four
24
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We can, however, also apply the mean-value argument individually to each
real-valued
∣∣Z?lmj;λ∣∣2. In this case, we would obtain a sequence of special initial
conditions ~χmvt,?0;j that cause each
∣∣Z?lmj;λ∣∣2 to attain its torus-averaged value
over all possible initial conditions. The different ~χmvt,?0;j would not necessarily
agree for different values of j. Since the prefactors in (6.73) are independent
of initial position, each ~χmvt,?0;j would simultaneously set the jth term in the
power spectrum of every flux to its torus-averaged value. Evaluating the time-
averaged fluxes for any of the individual initial conditions ~χmvt,?0;j would not
produce a torus-averaged flux. However, since the average of a sum of terms
must equal the sum of the individual averages of those terms, the sum of the
resulting |Cj;λ|2 (each evaluated at a possibly different ~χmvt,?0;j ) would yield the
torus-averaged value of all fluxes simultaneously. Recalling that each integrand
in (6.72) is different anyway, there is no further waste in evaluating each one
using a different initial condition ~χmvt,?0;j .




and every ~χmvt,?0;j . What those values actually are would vary from
problem to problem, and finding them for the Teukolsky problem may not be
practical. The integrands in (6.72) are not especially analytically transparent,
so it may be that they can only be determined by evaluating those integrands
for several initial conditions ~χ0, which would defeat the purpose of invoking
the mean-value theorem in the first place. Still, we believe the potential added
savings from knowing the ~χmvt,?0;j merits exploring whether the Teukolsky cal-
culation harbors some structure or symmetries that would allow those initial
conditions to be determined with little or no added expense. We turn to those
additional potential savings now.
6.6.2 Relative cost of time-averaged vs. torus-averaged
functions on low-order resonant tori
Assume that we have in hand the ~χmvt,?0;j for each j and agree to evaluate the
coefficients Z?lmj;λ using those special initial conditions. The added efficiency
is twofold: each Cj;λ should potentially be less expensive to compute than any
given Akn (by reducing a double integral to a single integral), and fewer such
Cj;λ’s than Akn’s will have to be computed in order to achieve a given target
accuracy in the torus-averaged fluxes (by reducing a double sum to a single
sum). In fact, the more efficient calculation might even increase the resulting
flux accuracy. We justify those claims in turn below.
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Cost of a coefficient
For ease of illustration, we will estimate the relative computational costs of
a single Cj;λ and of any single Akn for which k, n satisfy the selection rule
(6.50). To make the comparison more stark, we remap the integral (6.72) to
the interval [0, 2pi] via a linear change of variable








ijχPf ?lmj;λ (~χ(χP ; ~χ0)) . (6.77)
The relative cost of the single integral (6.77) and its double-index counter-
part (6.65) will depend on the specific numerical integration algorithms used
to evaluate them and are difficult to estimate. However, we can sketch a crude
argument that the single integral should be more cost efficient by considering
the Fast Fourier transform (FFT) as the algorithm.
Consider first the 1D integral (6.77), which we can interpret as the jth
Fourier coefficient of a periodic function on [0, 2pi]. For a periodic function,
an FFT will return all the Fourier coefficients from C−N1 through CN1 by
sampling the integrand at 2N1 + 1 equally spaced abscissae
25. So to capture
Cj, we would need 2 |j|+1 evaluations of the integrand. However, the highest
index coefficients computed via an FFT are heavily aﬄicted by aliasing error,
while the lowest index coefficients computed are relatively free of such error. To
minimize aliasing effects, we imagine increasing the number of sample points
(and thus of coefficients computed) by some integer safety factor26 S so that
Cj will be one of lowest index coefficients returned by the FFT and thus fairly
free of aliasing error. The total number of integrand evaluations under this
scheme for computing Cj would thus be S(2 |j|+ 1).
Now imagine evaluating the double integral (6.65) using a 2D FFT, which
we (even more crudely) envision simply as nested 1D FFTs. Assuming the
same safety factor S throughout, we would need S (2 |n|+ 1)S (2 |k|+ 1) =
S2(2 |n| + 1)(2 |k| + 1) function evaluations. Re-expressing j in terms of n
and k via the selection rule and using the number of integrand evaluations as
25To make the formulae that follow more intelligible, we are separately counting the value
at 2pi, even though it is the same as the value at 0
26Ref. [87] recommends a factor of at least 4 for most applications.
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= S (2 |n|+ 1)(2 |k|+ 1)
2 |nz + kp|+ 1 . (6.78)
Generally speaking, for small values of both p and z, the denominator in the
cost ratio is smaller than the numerator since n and k more often than not
have opposite signs for a given j. It is conceivable that a single Akn could turn
out less costly to evaluate than Cj, but the likelihood of that would become
higher as both p and z became large, for which case a resonant torus would
be barely distinguishable from a non-resonant torus in terms of all the aspects
discussed in this paper.
The argument above artificially increases the true cost of evaluating both
integrals and is not intended even to be fully convincing, let alone a proof.
Rather, it is a heuristic illustration of a rule of thumb in numerical integration
that, with similarly behaved integrands, 1D integrals are less costly to compute
than 2D integrals.
Number of coefficients
In contrast to the relative cost of computing a coefficient, we can say more
definitively that the total number of single-index coefficients needed to achieve
some specified accuracy in the torus-averaged fluxes will be less than the num-
ber of double-index coefficients needed to obtain the same accuracy.
Suppose achieving a certain flux accuracy for a given l,m pair requires
computing all Akn with indices up to nmax and kmax. Denote the total number
of torus coefficients computed by N~χ. The Z? coefficients satisfy |Z?lmω|2 =∣∣∣Z?l(−m)(−ω)∣∣∣2 [88], so one of n and k need only run over non-negative values
to obtain all the coefficients with |n| ≤ nmax, |k| ≤ kmax. The total number of
coefficients actually computed is therefore (having k run only non-negative)
N~χ = (2nmax + 1) (kmax + 1)− nmax . (6.79)
For comparison, we determine the number Nλ of Cj coefficients (evaluated
at ~χmvt,?0;j ) that we would have to calculate so that, in light of the arguments
of subsection 6.6.1, every |Akn|2 above would automatically be included in the
sum of all |Cj|2. As we showed in subsection 6.6.1, the maximum j index that
needs to be included in the single-index series that will thusly catch every k, n
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pair is
jmax = znmax + pkmax . (6.80)
The symmetry of Z? implies that j need not run both positive and negative,
and the number of Cj’s we would need to calculate to ensure at least the same
level of flux convergence as that attained with the Akn coefficients is
Nλ = znmax + pkmax + 1 . (6.81)
Comparing equations (6.79) and (6.81), we see that we need a factor of
Nsavings = N~χNλ (6.82)
=
(2kmax + 1) (nmax + 1)− kmax
znmax + pkmax + 1
fewer coefficients. The reduction in the number of coefficients therefore de-
pends on the order of the periodic orbit as well as on nmax and kmax. The
lower the values of p and z, the greater the reduction factor.
Figure 6.3 showed the average number of kn modes on a resonant torus
per distinct frequency. It also gives a general sense of how Nsavings varies
with kmax and nmax. The agreement between the two is not exact because,
when computing all j coefficients up to the maximum jmax, some additional
frequencies will be included that do not correspond to any of the included kn
frequencies with |k| ≤ kmax, |n| ≤ nmax. Therefore, Figure 6.3 overestimates
Nsavings but only slightly and gives a better estimate for the larger values of
kmax, nmax. For example, for qrθ =
1
6
, equation (6.82) gives Nsavings ≈ 7.84 for
nmax = kmax = 50 and Nsavings ≈ 12.45 for nmax = kmax = 80, both of which
agree with the values in the histogram of Figure 6.3 within a few percent. On
the basis of Figure 6.3, we can therefore conclude that focusing on temporal
rather than spatial Fourier coefficients and invoking the above mean-value
arguments could reduce by a factor of an order of magnitude or so the total




Over 40 years ago, Carter showed that there were four constants of mo-
tion [18; 39] for orbits around spinning black holes, one for each canonical
momentum, so that the dynamics is integrable. Still, largely owing to their
visual complexity, Kerr orbits have long evaded a simple geometric classifica-
tion. While any geodesic orbit could be computed easily, a concise general
account of how changes to the constants of motion would alter its shape was
unavailable.
In the spirit of Poincare´’s approach to nonlinear dynamical systems, we
have defined a taxonomy of all periodic orbits based on zooms, whirls, and
vertices and forged an explicit connection with the set of rational numbers.
Such orbits constitute a measure zero set but are nonetheless dense in the
phase space. Thus, under this scheme, all generic aperiodic orbits can always
be approximated as near one of the those periodic orbits. And because the
taxonomy is topological, it furnishes a natural gauge invariant marker for Kerr
motion.
The classification for equatorial orbits is especially effective since qrϕ and
thus the orbital topology vary monotonically with the orbital energy and eccen-
tricity for a given L. That taxonomy immediately furnishes several dynamical
insights. First, just as Mercury is a tight precession of Keplerian ellipse, any
relativistic orbit can be understood as a tight precession of a neighboring low-
leaf periodic orbit. Second, our method provides a concrete topological defini-
tion of zoom-whirl behavior that goes beyond a mere qualitative description as
extreme perihelion precession. Though there is no ellipse in relativity, no 1-leaf
clover, there are 2-leaf, 3-leaf,... n-leaf clovers as well as n-leaf clovers with
nearly circular whirls. Third, orbits can exhibiting large numbers of whirls per
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radial cycle even if they have low eccentricities and lie far in orbital parameter
space from the homoclinic orbit that forms the separatrix between bound and
plunging orbits. Fourth, the taxonomy helps clarify the nature of that sepa-
ratrix as the infinite whirl limit of the family of 1-leaf orbits, thus placing the
Keplerian ellipses (1 leaf,0 whirls) and the homoclinic orbits (1 leaf, infinite
whirls) at opposite ends of a single spectrum of orbital parameters.
The equatorial taxonomy also becomes the springboard for a long elusive
organization of nonequatorial Kerr orbits. Similar reasoning led to a taxonomy
of generic 3D orbits in a Post-Newtonian expansion of two black holes in Ref.
[48; 51]. In this work, after choosing a different set of conserved quantities
with which to label motion, the same basic periodic table apparatus was used
to also flush out the r-θ resonances among Kerr geodesics.
Thusly framing the non-equatorial periodic skeleton is not a solely aca-
demic enterprise. The modeling of extreme mass ratio inspirals of compact
objects into rotating supermassive black holes relies heavily on non-equatorial
geodesic Kerr dynamics, and after clarifying the proper way to frame the adi-
abatic approximation to the resulting inspiral trajectories, we demonstrated
how those resonances could be leveraged computationally to expedite signifi-
cantly the frequency-domain generation of such adiabatic inspirals. The ability
to perform such calculations in bulk is crucial to the detection and analysis of
gravitational waves from EMRIs, one of the most promising sources for future
space-based detectors.
The hope is to bring at least adiabatic inspiral calculations within reach of
a reasonable computational budget. More work along these lines to find other
untapped efficiencies, particularly along the lines of our speculative proposal to
use time-averaged fluxes of conserved quantities as proxies for torus-averaged
fluxes, would greatly benefit the GW community. It would be interesting to
see how much of an effect an even more naive use of time-averaged fluxes from
resonant orbits would have on waveforms. Interestingly, perihelion precession
happens on a faster time scale than plane precession, and it is reasonable to
suspect that all orbits with the same qrθ generate similar waveforms and that
the different plane precessions induce modest differences in the modulations of
the amplitude [89]. If the effect is minimal, then our mean-value requirements
might be bypassed altogether, allowing for even greater computational savings
in EMRI calculations.
Faster adiabatic EMRI computation would also open the door to currently
inaccessible studies of inspiral dynamics themselves. Along these lines, one
particularly interesting line of research would be the influence on the inspiral
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dynamics and GW emission of spin of the orbiting compact object, which
is neglected in this and most works, The Kerr orbits are only integrable in
the case of non-spinning test particles. If the companion spins, a constant
of integration is lost (namely Q) and the dynamics is no longer integrable
[59; 62]. While many of the other techniques for studying the dynamics may
not generalize to spinning pairs, periodic orbits still define the skeleton of the
phase space. Even if no clean taxonomy for those orbits exists, a search for and
analysis of periodic orbits in the doubly spinning system could reveal general
properties of the dynamics.
Further, it is already known that spinning pairs can exhibit chaos [59; 62;
63; 64; 65; 66; 90; 91]. Treating spin of the companion as a perturbation to
Kerr motion, the progression of closed oribts under that perturbation could
track the transition to chaos. As the companion spin increases, the periodic
orbits proliferate and the homoclinic orbit is replaced with a homoclinic tangle
– a fractal set of unstable periodic orbits [21; 27]. A fractal in phase space of
such rapidly spinning systems was revealed in Ref. [62] for comparable mass
black hole binaries in the Post-Newtonian expansion by numerically scattering
black holes. An analysis centered on periodic orbits should reveal the fractal
set more readily, thereby removing the need to search and survey phase space
blindly to see whether chaotic behavior lurks.
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Appendix A
A.1 A synopsis of the Teukolsky formalism
Here we summarize some relevant aspects of the Teukolsky formalism as ap-
plied to the EMRI problem. More details of this application can be found in
numerous references, including [5; 11; 41; 79; 80; 86; 92]. Our goal in this





equations (6.65) and (6.72), respectively.
A.1.1 The Weyl scalar, ψ4
In 1972 Teukolsky derived the master equation [15; 93], a separable partial dif-
ferential equation (PDE) whose solution describes the propagation in the Kerr
spacetime of small perturbations to fields of different spin-weights s: scalar,
electromagnetic and gravitational. Each solution to the master equation is
a separable function which can be written as a multipole expansion. There
are two computational approaches to solving the master equation for each
multipole mode: the time-domain approach, which solves the resulting PDE
directly, and the frequency-domain approach, which further Fourier expands
the solutions. For the purposes of extracting flux information from gravita-
tional perturbations, frequency-domain codes are the accuracy standard and
the ones to which our savings proposal applies. We thus restrict our attention
to the frequency-domain approaches to solving the master equation.
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The combined multipole-Fourier expanded perturbations take the form








where ω denotes the coordinate-time frequency of the perturbations at the
field point due to the source. Each sψ is a function of the field point (t, r, θ,
ϕ) at which we wish to evaluate the perturbation. The s marker in equation
(A.1) is a “spin-weight parameter” [15] which denotes the perturbation type.
For gravitational radiation, s = −2, and −2ψ = ψ4ρ−4 where
ρ = − (r − ia cos θ)−1 . (A.2)
The functions Rlmω(r) and −2Saωlm(θ) (described in the next subsections)
each depend on the parameter ω as a consequence of the separation of vari-
ables procedure. When the source is a geodesic, ω turns out to be a discrete
variable composed of harmonics of the radial, polar and azimuthal frequencies
of that geodesic. That discrete dependence can be expressed differently for
non-resonant orbits,
ω = ωmkn = mωϕ + kωr + nωθ (A.3a)
and for resonant orbits,
ω = ωmj = mωϕ + jωP . (A.3b)
Once ω becomes a discrete variable, we can replace the integral over all possible
ω in equation (A.1) with a sum over either m, k, n or m, j for non-resonant
and resonant sources, respectively.
Because everything in this paper deals with gravitational spin-weighting,
we henceforth omit all the −2 subscripts. The net result is that equation (A.1)
becomes








for a non-resonant source and








for a resonant source.
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A.1.2 The Spheroidal Harmonics
The functions Saωlm (θ) with a spin-weight of s = −2 are the gravitational
(tensor) spheriodal harmonics, a generalization of the likewise spin-weighted
spherical harmonics. These functions satisfy [93][
(aω)2 cos2 θ + 4aω cos θ −
(
















= 0 . (A.5)
Clm are the eigenvalues for which equation (A.5) has solutions. Solving for
Saωlm(θ) for given l,m, ω requires simultaneously determining an eigenvalue Clm
and the associated spheroidal harmonic. These eigenvalue-eigenfunction pairs
can be computed in several different ways (see Refs. [17; 41; 80]).
The spheroidal harmonics satisfy several orthogonality relations. The one








where the overbar denotes complex conjugation. We have chosen a normaliza-
tion of 1
2pi
, as in Ref. [5].
A.1.3 The radial Teukolsky functions
Solving for the radial functions Rlmω (r) is more difficult. Rlmω (r) satisfy the
inhomogeneous radial Teukolsky equation[93]








− Vlmω (r)Rlmω (r) . (A.7)
The potential Vlmω (r) depends in part on the eigenvalue Clm of Saωlm(θ), so equa-
tion (A.5) must be solved before the homogeneous or inhomogeneous version
of equation (A.7) can be.
The source term Tlmω is built by, among other things, evaluating Saωlm(θ)
and two homogeneous solutions1 R
in/up
lmω (r) to (A.7) along the geodesic source.
1Other basis solutions to the homogeneous equation exist, e.g. the out/down basis
R
out/down
lmω (r). For a summary, see [8] and references therein.
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Two general methods are described for constructing R
in/up
lmω (r). One approach
integrates the homogeneous Teukolsky equation (or, equivalently, the better
numerically behaved Sasaki-Nakamura equation [94]) outward from the hori-
zon. The other expands R
in/up
lmω (r) in terms of hypergeometric functions (see
[17] and references therein) and evaluates R
in/up
lmω (r) directly at certain points,
possibly extrapolating its values to nearby points with series expansions. Both
approaches are fairly computationally costly. For detailed explanations on
these different approaches and how various numerical problems are circum-
vented, see [17; 94; 95; 96; 97; 98]. We elaborate a bit more on the structure
of the source term below.
A.1.4 The quantities Z
H/∞
lmω
With the homogeneous radial solutions in hand, the inhomogeneous Teukolsky
equations can be solved using the method of variation of parameters2 [99]. The










where ZHlmω (r) and Z
∞

















The constant c is related to the Wronskian of Rinlmω (r) and R
up
lmω (r). r+ is the
larger root of ∆ and is the radial coordinate of the black hole horizon (the
smaller root is denoted r−).
Because we are only interested in the radiation going into the black hole
and being carried away to infinity, we are only concerned about the asymptotic
behavior of Rlmω (r) as r → r+ and r → ∞. In fact, the homogeneous basis
2Most references use the method of Green functions, but variation of parameters works
as well.
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solutions have been chosen to have the simplifying feature that
Z∞lmω(r → r+) = Z∞lmω
ZHlmω(r → r+) = 0
Z∞lmω(r →∞) = 0
ZHlmω(r →∞) = ZHlmω .
(A.10)
Note that we have used the same notation for the functions Z
H/∞
lmω (r) and
for the constants ZH∞lmω representing their asymptotic values at ∞ and r+,
respectively. As mentioned in Section 6.5.1, the literature seems stuck with
the rather backward notational convention that ZHlmω is nonvanishing at ∞
while Z∞lmω is nonvanishing at r+.
The radial functions as r →∞ and r → r+ thus become

















where and k ≡ ω−ma/(2r+) and r∗ is the Kerr tortoise coordinate defined by
r∗(r) = r +
2r+





























The source function Tlmω (r) in (A.13) is an integral of the form









The source term is derived in [101], but we have written it borrowing the
notation Bmω from [5]. All that matters for our purposes is that Bmω is
built out of a series of operations on the null tetrad components of the energy-
momentum tensor of the orbiting particle and thus contains delta functions and
derivatives of delta functions centered on the source geodesic. Thus, the dΩ
integral can be evaluated, resulting in every θ and ϕ in (A.14) being replaced
with the source trajectories θs(t), ϕs(t) (the subscript s here denotes “source”
as opposed to a spin-weight as earlier in this Appendix).
Delta functions δ (r − rs(t)) and derivatives thereof still remain in (A.14),
along with the integration over t. When we plug (A.14) into equation (A.13),
we can switch the order of integration for r′ and t and use those remaining
delta functions in r (we rename r′ to r now, for simplicity) to replace every r
with rs(t). The net result is that Z
H/∞






dt eiωte−imϕs(t)IH/∞lmω (rs (t) , θs (t)) . (A.15)
The functions IH/∞lmω depend on r and θ both directly and via a combination
of elementary functions, the spheroidal harmonics, the homogeneous radial
Teukolsky functions, and various derivatives thereof. Explicit expressions can
be found in several sources (see, for instance, [5; 17]).
We will now use this form for Z
H/∞





lmj;λ to which the efficiency arguments of Sections 6.5 and 6.6 apply, respec-
tively.
A.1.5 The quantities Z
H/∞
lmkn
We now show that, when the source is a non-resonant orbit, the ω-dependence
of Z
H/∞








lmkn;λδ (ω − ωmkn) , (A.16)
where ωmkn are the coordinate-time harmonic frequencies defined in equation
(A.3a). Note that even though equation (A.16) has the form of the Fourier
transform of an almost-periodic function with respect to coordinate time t,
we are free to interpret the coefficients of the delta functions as either as
Fourier coefficients of a coordinate time function or as Fourier coefficients of
a (different) Mino time function.
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For the reasons stated in Section 6.3, we opt for the latter and begin by
rewriting (A.15) as an integral over Mino time. Treating all source coordinates
as functions of λ and using equation (6.9), we get
Z
H/∞
lmω = ∫ ∞
−∞
dλ eiω(Γλ+∆t(λ))e−imϕs(λ)IH/∞lmω (rs(λ), θs(λ)) . (A.17)
We now use the fact (see Ref. [7]) that, like dt/dλ, dϕ/dλ depends on r
and θ and is thus biperiodic when evaluated on a trajectory r(λ), θ(λ). dϕ/dλ











Consequently, the function ϕs(λ) takes the form
ϕs(λ) = Ωϕλ+∆ϕs(λ) (A.19)
where ∆ϕs(λ) is biperiodic in λ and has zero average value. Like its radial










In light of equations (A.19)–(A.21), equation (A.17) becomes
Z
H/∞
lmω = ∫ ∞
−∞
dλ eiωλe−imΩϕλeiω∆t(λ)e−im∆ϕs(λ)IH/∞lmω (rs(λ), θs(λ)) . (A.22)
Note that the coordinate-time frequency ω still appears as a parameter in both
IH/∞lmω and in the argument of eiω∆t(λ).




lmω (λ) ≡ eiω∆t(λ)e−im∆ϕs(λ)IH/∞lmω (rs(λ), θs(λ)) (A.23)
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2piδ(ω − ωmkn) .
(A.25)
The multipole index m and the Fourier indices k, n all do double duty by help-











lmkn;λ ≡ 2piZH/∞lmω=ωmkn;kn;λ . (A.26)
We will absorb the factor of 2pi into the function f
H/∞






lmkn;λ is a temporal Fourier coefficient, then by the arguments
















(χr , χθ) (A.27)
of the associated torus function in the ~χ torus coordinates. Despite our earlier
notation, the function IH/∞lmω actually depends not only on r and θ but also on
their conjugate momenta (since it depends on the r and θ velocities via the
energy-momentum tensor of the particle). f
H/∞
lmω inherits this dependence, and
it is thus appropriate to write it as a function of the torus coordinates ~χ that
need not have any special symmetries on the torus.
As we show in Appendix A.2, the averaged fluxes required to evaluate the
RHS of the adiabatic equations for ~E depend on the ZH/∞lmkn defined in (A.27).
Thus, equation (A.27) verifies equation (6.65), on which the savings arguments
of Section 6.5.2 are based.
Appendix A: 198
A.1.6 The quantities Z
H/∞
lmj;λ
We now show that when the source is a resonant orbit, the ω-dependence of
Z
H/∞








lmj;λδ (ω − ωmj) , (A.28)
where ωmj are now the coordinate-time harmonic frequencies defined in equa-
tion (A.3b). As before, we are free to interpret the coefficients of the delta
functions as either as Fourier coefficients of a coordinate time function or as
Fourier coefficients of a (different) Mino time function and take the computa-
tionally tractable latter option.
Equations (A.17)–(A.23) carry over to the resonant case with the difference
that each of ∆t(λ),∆ϕ(λ), r(λ), θ(λ) and thus IH/∞lmω is now singly periodic
with period ΛP . Thus f
H/∞
lmω can be Fourier expanded in harmonics of a single
fundamental frequency ΩP ,
f
H/∞

















lmω (λ; ~χ0) . (A.30)
The functions f
H/∞
lmω (λ; ~χ0) are induced from some torus function, so by the
arguments of Section 6.4.4, both they and the coefficients Z
H/∞
lmω;j;λ(~χ0) depend
on initial positions, which we can represent compactly as a dependence on
initial position ~χ0 on the phase space torus.
























2piδ(ω − ωmj) .
(A.31)
The relevant quantities, then, are those in equation (A.30) with the parameter
ω in f
H/∞
lmω set to ωmj.
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Paralleling the non-resonant case, each Z
H/∞
lmω=ωmj ;j;λ
is fully specified by
the three integers l,m, j. By absorbing the factor of 2pi into the functions
f
H/∞




lmj;λ ≡ 2piZH/∞lmω=ωmj ;j;λ . (A.32)
By the construction above, each such Z
H/∞











(λ; ~χ0) . (A.33)
As we show in Appendix A.2, the time-averaged fluxes for ~E from resonant
orbits depend on the Z
H/∞
lmj;λ defined in (A.33). Thus, equation (A.33) verifies
equation (6.72), on which the more speculative savings arguments of Section
6.6 are based.
A.2 Fluxes from the Teukolsky formalism
In this appendix, we review how the apparatus of Appendix A.1 yields fluxes
of conserved quantities. Several authors [5; 8; 11; 17; 41; 80] implement this
Fourier-domain formalism in TB codes to calculate the radiative ~E fluxes at
radial infinity and the horizon to determine how the inspiral evolves. We show
how expressions for time-averaged (as opposed to torus-averaged) fluxes differ
between non-resonant and resonant orbits.
A.2.1 Overview of flux calculation
We will not refer to the Q flux, but restrict our discussion to E and Lz. To
determine the evolution of an inspiral in orbital parameter space, we use the
the E and Lz fluxes at radial infinity and the horizon as proxies for the local
self-force. This subsection gives an overview of the calculation for finding these
fluxes.
From the Weyl scalar ψ4, the gravitational waveform and the E, Lz and
Q radiation fluxes can be calculated. Specifically, we can calculate the po-







(h+ + ih×) . (A.34)
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After integrating equation (A.34) twice to get h+ + ih× (the integration con-
stants are set to zero), we can calculate an effective GW stress-energy tensor


















The average over several wavelengths signifies the following [103]. The stress-
energy tensor of GWs contributes to curvature in the analogus way that the
stress-energy tensor of matter does. However, since GWs are fluctuations in
the metric itself, we cannot define their stress-energy tensor at a field point
because, with only information at one point, we cannot distinguish between
the curvature of the background spacetime and the contributions to that cur-
vature from fluctuations on the spacetime. To distinguish between the back-
ground and the effect of the fluctuations, there needs to be either a length
or frequency scale separation between the two. In our case, as r → ∞, the
background curvature scale is much greater than the wavelength of the fluctu-
ations. Therefore, we average over several gravitational wavelengths in order
to smooth out the fluctuations and determine only the secular contribution of
such GWs to the curvature.
While the background curvature scale is much greater than the GW wave-
length, GW detectors look not for spatial fluctuations to the metric but rather
temporal ones. Therefore, in the spirit of applicability to actual experiments, it
is more useful to distingiush between a background frequency (i.e. a reciprocal
of a curvature scale in the timelike direction) and the much larger frequency
of the fluctuations. Therefore, rather then average over several wavelengths,
we average over several periods to isolate the net effect of the GWs [103].
The energy and angular momentum fluxes carried to radial infinity by GWs









The E and Lz fluxes are calculated by integrating equation (A.36) over a
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Alternatively, we can calculate the torus-averaged fluxes by taking the aver-
age of the time-averages for all geodesics with a given set of orbital parameters







































An analougus procedure can be performed to calculate the fluxes at the horizon
[96; 104].
A.2.2 Fluxes from ψ4





















Similar expressions can be found for ψH4 , but for brevity, we will only proceed
with the detailed computations for r →∞. Also, we only work out the details
for the E flux, but the Lz flux follows exactly the same prescription.
































where ω, ω′ denote the discrete variables that are two-indexed for resonant
orbits and three-indexed for non-resonant orbits. Performing the ϕ integration
in equation (A.41) yields 2piδmm′ . We thus set m = m
′ everywhere.



























We are interested in an infinite time-average of equation (A.42). Therefore, we
can drop the average over several periods because the time-averaging process
will smooth out the fluxes so that the period averaging will have no further
effect once we have time-averaged. The time-average of a function corresponds
to the constant term in a Fourier expansion, so the argument of the exponential
in t will need to be zero. Therefore, performing the inifinite time-average
yields the added conditions k = k′ and n = n′. This equates the frequencies
everywhere, including in the spheroidal harmonics. We can therefore now
perform the θ integration using (A.6) and get l = l′. The result is that the











In Section 6.4.4, we saw that infinite time averages over non-resonant orbits
are the same as torus averages over non-resonant tori with respect to the
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corresponding torus coordinates. The time average over t on the LHS of (A.43)
thus corresponds to a torus average over the ~γ torus coordinates. We also saw
that
∣∣ZHlmkn;λ∣∣2 = ∣∣ZHlmkn∣∣2, where the ZHlmkn are spatial Fourier coefficients
(for fixed l,m) with respect to the ~χ torus coordinates. Therefore, the torus











This expression is true for all tori, as torus averages are insensitive to whether
the orbits on that torus are resonant or non-resonant.
Analogous arguments lead to the angular momentum flux at infinity. Sim-
ilar arguments to those above then lead to the corresponding fluxes at the

























where α∞lmkn ≡ 1 and the details of αHlmkn can be found in reference [96]. We
note that there is no residual dependence on the initial conditions ~χ0.































As was the case with the non-resonant infinite time average, we can drop
the averaging over several periods. Additionally, the resonant time-average
picks out the constant term in the Fourier expansion, which results when






































We remark that unlike the torus-averaged fluxes, the time-averaged fluxes of
resonant orbits clearly depend on the initial conditions of the orbit, since as
we saw in Section A.1.6,
∣∣∣ZH/∞lmj;λ∣∣∣2 is not the same for all initial conditions.
