Abstract. We investigate L p boundedness of the maximal Bochner-Riesz means for self-adjoint operators of elliptic type. Assuming the finite speed of propagation for the associated wave operator, from the restriction type estimates we establish the sharp L p boundedness of the maximal BochnerRiesz means for the elliptic operators. As applications, we obtain the sharp L p maximal bounds for the Schrödinger operators on asymptotically conic manifolds, the harmonic oscillator and its perturbations or elliptic operators on compact manifolds.
Introduction
Convergence of the Bochner-Riesz means and boundedness of the associated maximal operators on Lebesgue L p spaces are among the most classical problems in harmonic analysis. The study on the Bochner-Riesz means can be seen as an attempt to justify the Fourier inversion. We begin with recalling the Bochner-Riesz means on R n which are defined by, for α ≥ 0 and R > 0,
Here (x) + = max{0, x} for x ∈ R and f denotes the Fourier transform of f . The associated maximal function which is called 'maximal Bochner-Riesz operator' is given by
The problem of characterizing the optimal range of α for which S α (and S α * ) is bounded on L p (R n ) is known as the Bochner-Riesz (and maximal Bochner-Riesz) conjecture. It has been conjectured that, for 1 ≤ p ≤ ∞ and p 2, S α R is bounded on L p (R n ) if and only if
We refer the reader to [14] , Stein's monograph [44, Chapter IX] and Tao [48] for historical background and more on the Bochner-Riesz conjecture. It was shown by Herz that for a given p the above condition on α is necessary, see [22] . Carleson and Sjölin [8] proved the conjecture when n = 2. Afterward substantial progress has bee made [49, 26, 3, 19] , but the conjecture still remains open for n ≥ 3.
Concerning the L p boundedness of S α * , for p ≥ 2 it is natural to expect that S α * is bounded on L p on the same range where S α R is bounded, see e.g. [26, 28] . This was shown to be true by Carbery [7] when n = 2. In dimensions greater than two partial results are known. Christ [10] showed that Date: March 12, 2018. 2000 Mathematics Subject Classification. 42B15, 42B25, 47F05. Key words and phrases. Maximal Bochner-Riesz means, non-negative self-adjoint operators, finite speed propagation property, elliptic type estimates, restriction type conditions. S α * is bounded on L p if p ≥ 2(n + 1)/(n − 1) and α > α(p), and the range of p was extended by the second named author to the range p > 2(n + 2)/n in [26] and see [27] for the most recent progress. In this paper we focus on the case p ≥ 2 but it should be mentioned that, for p < 2, the range of α where S α * is bounded on L p is different from that of S α R . Tao [46] showed that the additional restriction α ≥ (2n − 1)/(2p) − n/2 is necessary. Besides, when n = 2 he obtained an improved estimate over the classical result [47] .
Bochner-Riesz means for elliptic operators. Since the Bochner-Riesz means are radial Fourier multipliers, they can be defined in terms of the spectral resolution of the standard Laplace operator
. This point of view naturally allows us to extend the Bochner-Riesz means and the maximal Bochner-Riesz operator to arbitrary positive self-adjoint operator. For this purpose suppose that (X, d, µ) is a metric measure space with a distance d and a measure µ, and that L is a non-negative self-adjoint operator acting on the space L 2 (X). Such an operator admits a spectral resolution
Now, the Bochner-Riesz mean of order α ≥ 0 can be defined by
and the associated maximal operator is given by
If we set L = −∆, the operators S α R (−∆) and S α * (−∆) coincide with the classical S R and S α * , respectively. In this paper we aim to investigate L p -boundedness of the maximal Bochner-Riesz given by a certain class of self-adjoint operators.
Restriction estimates. The celebrated Stein-Tomas restriction estimate to the sphere played an important role in the development of Bochner-Riesz problem (see [44] ). This estimate can be reformulated in terms of spectral decomposition of the standard Laplace operator. Indeed, for λ > 0 let R λ be the restriction operator given by R λ ( f )(ω) =f (λω), where ω ∈ S n−1 (the unit sphere). Then
Thus, putting L = −∆, the Stein-Tomas theorem ([44, p. 386] ) is equivalent to the estimate
for 1 ≤ p ≤ 2(n+1)/(n+3). In [20] Guillarmou, Hassell and the third named author showed that the estimate (1.6) remains valid for the Schrödinger type operators on asymptotically conic manifolds. It is easy to check that (1.6) is equivalent to the following estimate:
for any R > 0 and all Borel functions F supported in [0, R] , where the dilation δ R F is defined by δ R F(x) = F(Rx) (see [9, Proposition I.4] ).
Observation regarding relation between restriction estimate and the sharp L p -boundedness (the boundedness of S α R in L p for α satisfying (1.3)) of the Bochner-Riesz means goes back to as far as Stein [17] (and also see [44] ). The argument in [17] and the Stein-Tomas restriction estimate give the sharp L p estimates for S α R (−∆) for p satisfying max(p, p ′ ) ≥ 2(n + 1)/(n − 1). Likewise, it is natural to suspect if there is a similar connection between (R p ) and the sharp L p bound for S α R (L) when L is a general elliptic operator. This question was explored in [9] . In fact, it was shown in [9, Corollary I.6 ] that if the operator L satisfies the finite speed of propagation property and the condition (R p ), then the Bochner-Riesz means are bounded on L p (X) spaces for p on the range where
Our first result is the maximal generalization of the aforementioned result in [9] .
Theorem A. Let B(x, r) = {y ∈ X : d(x, y) < r} and V(x, r) = µ B(x, r) . Suppose that
holds for all x ∈ X, and L satisfies the finite speed of propagation property (see, Definition 2.1) and the condition (R p 0 ) for some
, then for p and α satisfying (1.8),
Later, we will see that the condition (1.7) can be replaced by the doubling condition (2.2).
Cluster estimates. It is not difficult to see that the condition (R p ) implies that the set of point spectrum of L is empty. Indeed, one has, for 0
, it is clear that the point spectrum of L is empty. In particular, (R p ) does not hold for elliptic operators on compact manifolds or for the harmonic oscillator. In order to treat these cases as well we need to modify the estimate (R p ) as follows: For a fixed natural number κ and for all N ∈ N and all even Borel functions F supported in [−N, N],
for F with supp F ⊂ [−1, 1]. The norm F N,2 already appeared in [13, 15] in the study of spectral multipliers, see also [9] .
As shown in [9, Proposition I.14], the condition (SC 1 p ) is equivalent to the following (p, p ′ ) spectral cluster estimate (S p ) introduced by Sogge (see [40, 41, 42] ): For all λ ≥ 0,
In this context we shall prove the following result.
Theorem B. Suppose that the condition
is valid for all x ∈ X and r > 0. 
We now consider the case µ(X) = ∞ with the property (1.7). Motivated by the harmonic oscillator L = −∆ + |x| 2 we obtain the following variant of Theorem B.
Theorem C. Suppose that condition (1.7) holds, and the operator L satisfies the finite speed of propagation property and the condition (SC
) for some 1 ≤ p 0 < 2 and some positive integer κ. In addition, we assume that there exists ν ≥ 0 such that
, and α > ν + max n
, then for p and α satisfying (1.12),
We shall show that in dimension n ≥ 2, (1.11) holds with κ = 2 and each ν > 0 for the harmonic oscillator L = −∆ + |x| 2 and L = −∆ + V(x) with the potential V satisfying (6.2) below. The restriction estimates (SC 2 p ) for those operator were obtained by Kardzhov [24] , Thangavelu [52] , Koch and Tataru [25] . Combining these estimates with Theorem C, we are able to obtain the sharp L p bounds for the associated maximal Bochner-Riesz operators. See Section 6.3.
In order to prove Theorems A, B, and C, we make use of the square function which has been utilized to control the maximal Bochner-Riesz operators (see [43, 7, 10, 26] ). The square function estimates in Proposition 4.2 and Proposition 5.6 also have other applications. In particular, those estimates can be used to deduce smoothing properties for the Schrödinger and the wave equations and also spectral multiplier theorems of Hörmander-Mihlin type, see [28, 29] for such implications when L = −∆. However, unlike the classical case L = −∆, for the general elliptic operators we don't have the typical properties of Fourier multipliers such as translation and scaling invariances. Also, the associated heat kernels are not necessarily smooth. This requires to refine the classical argument in various aspects. In particular we will use a new variant of Calderón-Zygmund technique for the square functions, see for example [1, 2] .
Roughly speaking, we show that the estimate (R p ) (equivalently (1.6)) or its variant implies the L p boundedness of the maximal Bochner-Riesz operators assuming the finite speed of propagation property. Main advantage of this approach is that we can handle large class of elliptic operators. Since the restriction type estimates are better understood now, it is possible to extend part of this argument to general setting of the homogeneous spaces, and also to include operators such as harmonic oscillator or operators acting on compact manifolds.
The Bochner-Riesz means operator for various classes of self-adjoint operators have been extensively studied (see [9, 15, 21, 23, 24, 32, 36, 39, 40, 42, 50 Organization of the paper. In Section 2 we provide some prerequisites, which we need later, mostly on the restriction type estimate and the finite speed of propagation property. In Section 3 we consider the maximal bounds under less restrictive assumptions which includes more general elliptic operators though they don't give the sharp bounds. The proof of Theorem A will be given in Section 4. The proof of Theorems B and C will be given in Section 5. In Section 6 we discuss some examples of applications of Theorems A, B, C which include the harmonic oscillator and its perturbation, Schrödinger operators on asymptotically conic manifolds, elliptic operators on compact manifolds and the radial part of the standard Laplace operator.
List of notation.
• (X, d, µ) denotes a metric measure space with a distance d and a measure µ.
• L is a non-negative self-adjoint operator acting on the space L 2 (X).
• [t] denotes the integer part of t for any positive real number t.
• N is the set of positive integers.
• Given a subset E ⊆ X, we denote by χ E the characteristic function of E.
• For 1 ≤ r < ∞, M r denote the uncentered r-th maximal operator over balls in X, that is
For simplicity we denote by M the Hardy-Littlewood maximal function M 1 .
Preliminaries
We say that (X, d, µ) satisfies the doubling property (see Chapter 3, [11] ) if there exists a constant C > 0 such that
If this is the case, there exist C, n such that for λ ≥ 1 and
In the Euclidean space with Lebesgue measure, n corresponds to the dimension of the space. Observe that if X satisfies (2.1) and has finite measure then it has finite diameter. Therefore, if µ(X) is finite, then we may assume that X = B(x 0 , 1) for some x 0 ∈ X.
2.1. Finite speed of propagation property and elliptic type estimates. To formulate the finite speed of propagation property for the wave equation corresponding to an operator L, we set
. Note that if T is an integral operator with a kernel K T , then (2.3) coincides with the standard meaning of
, we say that L satisfies the finite speed of propagation property if
Property (FS) holds for most of second order self-adjoint operators and is equivalent to celebrated Davies-Gaffney estimates, see for example [12] and [38] . 
Proof. If F is an even function, then by the Fourier inversion formula,
But suppF ⊆ [−r, r], and the lemma follows then from (FS).
Since our discussion covers general elliptic operators, we need some related estimates which are slightly more technical. We start with defining the multiplication operator. For any function W :
In 
where V t (x) = V(x, t) and 1 ≤ p < 2. An detailed and systematic discussion on the condition (EV p,2 ) can founded in [4] . The following condition which was introduced in [9] :
holds for all x ∈ X and s ≥ t > 0.
Suppose that L satisfies the property (FS). Then the following are equivalent:
(ii) (G p,2 ) holds.
(iv) For all x ∈ X and r ≥ t > 0 we have
Proof. The equivalence of the conditions (ii) and (iv) was verified in [9, Proposition I.3] . The similar argument shows that the conditions (i) and (iii) are also equivalent. Thus it is enough to show equivalence between (iii) and (iv).
First we prove that (iii) implies (iv). Note that by the doubling condition for all y ∈ B(x, r) one has V(x, r) ∼ V(y, r). Hence for all x ∈ X and r ≥ t > 0,
.
By the assumption (iii) it follows that
, where we used (iii) in the last inequality.
We now show that (iv) implies (iii). Let us recall the well known identity, for a > 0,
with some suitable C a > 0. Taking the Fourier transform on both sides of the above equality yields
where F a is the Fourier transform of the function t → (1 − t 2 ) a + multiplied by the appropriate constant. Hence, by spectral theory,
Using this and Minkowski's inequality give
hence, with a large enough,
We note that Φ = F a satisfies the assumptions of Lemma 2.
Observe that
From this and (iv) with r = t, we get
Combining this with (2.4) and (2.5) shows (EV p,2 ) which is equivalent with (iii).
Recall that L is a non-negative self-adjoint operator on L 2 (X) and that the semigroup e −tL , generated by −L on L 2 (X), has the kernel p t (x, y) which satisfies the following Gaussian upper bound:
for all t > 0, and x, y ∈ X, where C and c are positive constants. The stimate (GE) follows from (FS) and (EV 1,2 ). Indeed, (EV 1,2 ) is equivalent to the standard Gaussian heat kernel estimate which is valid for a broad class of second order elliptic operators, see e.g. [4] .
It is not difficult to see that, for 1 ≤ p < 2, both the conditions (FS) and (EV p,2 ) follow from the Gaussian estimate (GE). But the converse is not true in general. For some 1 < p < 2, there are operators which fail to satisfy (GE) while (FS) and (EV p,2 ) hold for them. Examples for such operators are provided by the Schrödinger operators with inverse-square potential, see [12] and the second order elliptic operators with rough lower order terms, see [30] .
2.2. Stein-Tomas restriction type condition. Let 1 ≤ p < 2 and 2 ≤ q ≤ ∞. Following [9] , we say that L satisfies the Stein-Tomas restriction type condition if for any R > 0 and all Borel functions
for all x ∈ X and all r ≥ 1/R. To motivate this definition we state the following two lemmas. 
Finally, we state a standard weighted inequality for the Littlewood-Paley square function, which we shall use in what follows. For its proof, we refer the reader to [6, 16] for p = 1, and [2] for the general 1 ≤ p < 2 on the Euclidean space R n . The estimate remains valid on spaces of homogeneous type.
Proposition 2.7. Assume that L satisfies the property (FS) and the condition (EV p,2 ) for some 1 ≤ p < 2. Let ψ be a function in S (R) such that ψ(0) = 0, and let the quadratic functional be defined by
Plancherel estimate and maximal Bochner-Riesz operator
In this section we will discuss the case p = 1 for the condition (ST q p,2 ). In Corollary 3.5 and Proposition 3.4 below we state a version of Theorem A which deals with the case p = 1. In this case the proofs of results are significantly simpler. We also describe some other observations which will be useful for results in full generality. Following [15] , we will call the estimate (ST q 1,2 ) the Plancherel estimate.
Assume that (X, d, µ) satisfies the doubling condition (2.2). We start with the following lemma.
Lemma 3.1. Let L satisfy the Gaussian bound (GE) and let m be a bounded Borel function such
Let z := t 2 (1 − iτ) and θ = argz. From (GE), it is well known (see [34, Theorem 7.2] ) that there exist positive constants C, c such that for all z ∈ C + and a.e. x, y ∈ X,
By the doubling properties of the space X, we use a standard argument to obtain
Then, from this and (3.1) it follows that, for any ε ∈ (0, 1), 2] . This gives the desired inequality.
Finally, we notice that ( 
In Lemma 3.1 the order of α for which S α * (L) is bounded on L p (X) for 1 < p < ∞ is relatively large. This is mainly because the maximal bound is obtained by the pointwise estimate. The bound can be improved by making use of the spectral theory. For this, let us first recall that the Mellin transform of the function F : R → C is defined by
Moreover the inverse transform is given by the following formula
Suppose that L satisfies the property (FS) and the condition (EV p,2 ) for some
Then the maximal operator
Proof. By (3.4), (3.5) it follows that (3.4) , we notice that m is the Fourier transform of
for any ε > 0. On the other hand,
As a consequence of Lemma 3.2, we have the following which gives essentially sharp L 2 maximal bound for the Bochner-Riesz means.
Corollary 3.3. Suppose that L satisfies the property (FS)
Proof. Let r ′ ∈ (1, 2] such that 1/r + 1/r ′ = 1 and fix R > 0. Consider a partition of X into the dyadic annuli A k = {y :
For a given f we set
We also note that
. Combining all these inequalities gives
where
Notice that L satisfies the condition (ST 
Hence, this and (3.10) yield
Since s > n/2, we get
From this and L p -boundedness of the Hardy-Littlewood maximal operator M r for p > r, we obtain that F * (L) p→p ≤ C for p ∈ (2, ∞). This completes the proof.
We conclude this section with the following result which covers a special case of Theorem A. In fact, this shows the case p 0 = 1 in Theorem A if we take q = 2 in the following.
Corollary 3.5. Let L satisfy the Gaussian bounds (GE). Suppose that the condition
where φ ∈ C ∞ (R) is supported in {ξ : |ξ| ≥ 1/4} and φ = 1 for all |ξ| ≥ 1/2. Define the maximal Bochner-Riesz operators S
Note that by Lemma 3.
, we choose n/2 < s < α + 1/q, and notice that S α,1 ∈ W q s+ε if and only if s + ε < λ + 1/q. Taking ε small enough, we apply Proposition 3.4 to obtain that S
This, together with Corollary 3.3, finishes the proof of Corollary 3.5.
Spectral restriction estimate and maximal bound
The aim of this section is to prove Theorem A. However, we would like to describe a slightly more general result which remains valid for the spaces of homogeneous type. For this end, we assume that (X, d, µ) satisfies the doubling condition, that is (2.2). In this section, we will prove the following result, which yields Theorem A as a special case with q = 2 and the uniform volume estimate (1.7). 
As a consequence, if f ∈ L p (X), for p and α in the range of (4.1),
In order to prove Theorem 4.1 we use the classical approach which makes use of the square function to control the maximal operator (see [7, 10, 26] ). Here we should mention that we may assume that
Otherwise, by [9, Corollary I.7] it follows that L = 0. Thus Theorem 4.1 trivially holds. We assume the condition (4.2) for the rest of this section.
4.1 Reduction to square function estimate. Let us recall the well known identity, for α > 0, 
provided that ρ > −1/2 and α > ρ + 1/2.
By dyadic decomposition, we write x
By Lemma 3.2, for the first term we have
Now, in order to prove Theorem 4.1, by (4.5) it is sufficient to show the following.
Proposition 4.2. Let φ be a fixed C
Suppose that L satisfies the property (FS) and the condition (ST q p 0 ,2 ) for some 1 ≤ p 0 < 2 and
Before we start the proof of Proposition 4.2, we show that Theorem 4.1 is a straightforward consequence of Proposition 4.2.
Proof of Theorem 4.1. Substituting (4.6) and (4.8) with δ = 2 −k back into (4.5) yields that, for a small enough ε > 0, 
Since δ ∈ (0, 1] and we assume the condition (4.2), the estimate (4.8) for p = 2 follows from (4.9).
For proof of Proposition 4.2 for 2 < p < p ′ 0 , we make use of a weighted inequality which reduces the desired inequality to L 2 weighted estimate. See [7, 10, 28] .
Weighted inequality for the square function.
Let r 0 be a number such that 1/r 0 = 2/p 0 − 1.
Lemma 4.3. Suppose that L satisfies the property (FS)
and the condition (ST q p 0 ,2 ) for some 1 ≤ p 0 < 2 and 2 ≤ q ≤ ∞. For any 0 ≤ w and 0 < δ ≤ 1,
Again before we prove the lemma we show that it concludes the proof of Proposition 4.2. For every 2 < p < p ′ 0 , we take w ∈ L r with w r ≤ 1 where 1/r + 2/p = 1. Since r 0 < r, we have
for some constant C > 0 independent of f and δ. This finishes the proof of Proposition 4.2.
Proof of Lemma 4.3. We start with Littlewood-Paley decomposition associated to the operator L.
Fix a function ϕ ∈ C ∞ supported in {1 ≤ |s| ≤ 3} such that
By the spectral theory we have that, for any f ∈ L 2 (X),
For given 0 < δ ≤ 1, we set j 0 = −[log 2 δ] − 1. Fix an even function η ∈ C ∞ 0 , identically one on {|s| ≤ 1} and supported on {|s| ≤ 2}. Let us set (4.14)
Then we set φ δ (s) = φ δ −1 1 − |s| 2 , and set, for j ≥ j 0
Note that ζ j is a dilate of a fixed smooth compactly supported function, supported away from 0 when j > j 0 , hence
for any N and all j ≥ j 0 (see [10, page 18] ). By the Fourier inversion formula,
By Lemma 2.2,
From (4.13), (4.18) and Minkowski's inequality, it follows that for every function w ≥ 0, 
It is not difficult to see that
Recall that 1/r 0 + 2/p ′ 0 = 1 and d j = 2 j+1 /t. It follows by (4.19) and Hölder's inequality that, for every j, k and any test function w ≥ 0,
Using (4.21), we have
By Hölder's inequality it follows that
Since φ δ, j is not compactly supported, we choose an even function θ ∈ C 0 (−4, 4) such that θ(s) = 1 for s ∈ (−2, 2). Set
for all ℓ ≥ 1 such that 1 = 
As to be seen later, the first term I( j, k) is the major one.
Estimate for I( j, k).
For k ∈ Z and λ = 0, 1, . . . , λ 0 = [8/δ] + 1, we set (4.25)
where η ∈ C ∞ 0 (−1, 1) and λ∈Z η(· − λ) = 1. Observe that for every t ∈ I λ , it is possible that ψ ℓ,δ (s/t) η λ ′ (s) 0 only when λ − 2 ℓ+6 ≤ λ ′ ≤ λ + 2 ℓ+6 . Hence, for t ∈ I λ ,
δ). By the Stein-Tomas restriction type condition (ST
n(
jn(
From the definition of the function ψ ℓ,δ , it follows by (4.17) that, for any N < ∞,
By this we have
On the other hand, show that
Estimate for II( j, k). Next we show bounds for the term II( j, k).
For compactly supported function the L q norm is majorized by the supremum norm, so it follows from (ST
From the definition of the function ψ ℓ,δ , it follows by (4.17) that, for ℓ ≥ [−log 2 δ] + 1,
Collecting the estimates of the terms I( j, k) and II( j, k), together with (4.20) and (4.24), we arrive at the conclusion that
whenever N > n(1/p 0 −1/2)+1. The last inequality follows by Proposition 2.7 for the weighted inequality for the square function, since M r 0 w is an A 1 weight. This proves Lemma 4.3 and completes the proof of Theorem 4.1.
Spectral cluster estimate and maximal bound
Throughout this section, we assume that (X, d, µ) is a metric measure space satisfying the conditions (1.7) or (1.10).
Let 1 ≤ p < 2 and 2 ≤ q ≤ ∞. Following [9] , we say that L satisfies the Sogge spectral cluster condition: If for a fixed natural number κ and for all N ∈ N and all even Borel functions F such that supp
for all x ∈ X where
For q = ∞, we may put F N,∞ = F ∞ (see also [13, 15] ).
Both Theorems B and C stated in Introduction are a special case of the following statement with q = 2.
Theorem 5.1. Suppose that L satisfies the property (FS) and the condition (SC q,κ p 0 ) for some 1 ≤ p 0 < 2, 2 ≤ q ≤ ∞ and for some κ ∈ N. In addition, we assume that there exists ν ≥ 0 such that
As a consequence, if f ∈ L p (X), then for p and α satisfying (5.1), 
However, one can easily check that the above condition under assumption (1.7) or (1.10) is equivalent to (SC q,κ p ), so here we only discuss the latter only. 
(see also [13, Theorem 3.6] and [15, Theorem 3.2] for related results). Once (1.11) is proved for some p 0 ∈ [1, 2) and all ν > 0, it is not difficult to check that (SC q,κ p 0 ) implies (AB q,κ p 0 ). Indeed, we apply (1.11) and (SC q,κ 
This shows that we may assume the condition
Because, otherwise, L = 0 and Theorem 5.1 is trivially true. We assume the condition (5.2) for the rest of this section. As in Theorem 4.1, Theorem 5.1 is a consequence of the following. 
The estimate (5.3) for p = 2 follows from (4.9) and the condition (5.2). To show (5.3) for 2 < p < p ′ 0 , for 0 < δ ≤ 1 we write
It is clear that to prove Proposition 5.6 it is sufficient to show the following Lemmas 5.7 and 5.8. 
Hence, we see that, for every t ∈ I λ ,
and thus 2 k+2
By Minkowski's inequality,
Note that t ≤ 1 and by (SC q,κ p 0 )
From this it is easy to see
where for the last inequality we use (1.11). Thus we get (5.5).
We now show (5.6) for p = p
we consider the interval I λ and the function η λ which are given by (4.25) and (4.26), respectively. Observe that for every
Hence, as before it follows that, for every t ∈ I λ , (5.8) holds and we have (5.9). Putting this in (5.10) and Minkowski's inequality (twice) give
We claim that
Assuming this for the moment, we complete the proof. From (5.10) and (5.11) we have
Thus, it is easy to see that
For the last inequality we use (1.11) . This gives the desired estimate.
It remains to show (5.11) .
To estimate the first in the right hand side, we make use of the following (for its proof, see [13, (3.29) 
Combining (5.13) and the above, and noting that 1
Here, we use the relation γ = n(κ − 1)(1/p 0 − 1/2) + κν. This gives (5.11), and completes the proof of (5.6). Lemma 5.9. For any 0 ≤ w and 0 < δ ≤ 1,
Proof. We prove Lemma 5.9 by modifying that of Lemma 4.3. By (4.12), we have that, for f ∈
For given 0 < δ ≤ 1, we let δ ∈ [2 − j 0 −1 , 2 − j 0 ) for some j 0 ∈ Z. As in the proof Lemma 4.3 we fix a cutoff function η ∈ C ∞ 0 , identically one on {|s| ≤ 1} and supported on {|s| ≤ 2}. For j ≥ j 0 we define ζ j by (4.14) so that (4.15) holds. Then let φ δ, j be defined by (4.16) so that (4.18) holds. From (5.14) and (4.18), it follows that for every function w ≥ 0, 
As in Section 4, the first term I( j, k) is the major one. We handle II( j, k) first. 
Estimates for II( j, k). Note that
Estimates for I( j, k). As before (see Section 4 ), for k ∈ Z and t ∈ [2 k−1 , 2 k+2 ] and λ = 0, 1, · · · , λ 0 = [8/δ] + 1, we consider the interval I λ and the function η λ which are given by (4.25) and (4.26), respectively. For t ∈ I λ , λ − 2 ℓ+6 ≤ λ ′ ≤ λ + 2 ℓ+6 if ψ ℓ,δ (s/t) η λ ′ (s) 0. Thus, for t ∈ I λ , we have 
Once ( 
Applications
As applications of our theorems we discuss several examples of important elliptic operators. Our results, Theorems 4.1and 5.1 have applications to all the examples which are discussed in [15] and [9] . Those include elliptic operators on compact manifolds, the harmonic oscillator, radial Schrödinger operators with inverse square potentials and the Schrödinger operators on asymptotically conic manifolds.
6.1. Laplace-Beltrami operator on compact manifolds. Let ∆ g be the Laplace-Beltrami operator on a compact smooth Riemannian manifold (M, g) of dimension n. It was shown by Sogge that the condition (S p ) holds with L = −∆ g in the standard range of Stein-Tomas restriction theorem, that is to say, for 1 ≤ p ≤ 2(n + 1)/(n + 3), see [40, 41] . Hence we can apply Theorem 5.1 and obtain the following.
Clearly this class includes the harmonic oscillator.
A restriction type result for this class of operators was established by Koch and Tataru in [25, Theorem 4] , which states that, for λ ≥ 0 and 1 ≤ p ≤ 2n/(n + 2),
It is not difficult to show that the above condition is equivalent to condition (SC 2,κ p ) for κ = 2 and 1 ≤ p ≤ 2n/(n + 2), see [9] .
As a consequence of Theorem 5.1 we establish boundedness of the associated maximal BochnerRiesz operator. 
