Abstract-An extension of a newly developed cluster-space representation is applied to efficient data transmission and classification. Cluster-space classification, which is an automatic hybrid supervised and unsupervised classification procedure, can be performed in two stages. A "semiproduct" with low entropy is generated at the sender end. It is then transmitted to a range of users for further classification. Experiments using a HyMap dataset demonstrate the advantages in data transmission and the satisfactory classification accuracy.
I. INTRODUCTION
O NE OF THE issues raised by remote sensing hyperspectral data handling is the impact on data transmission. Data volume increases rapidly with improvement in spectral and spatial resolution offered by advanced sensors, such as Hyperion on the Eearth Observing 1 spacecraft. Compression techniques have been widely investigated [1] , [2] , for efficient data transmission. However, most schemes, ranging from vector-quantization methods to those using wavelet transforms, aim at recovering the data with minimum (or no) distortion at the receiver. The compressed data themselves are generally not suitable for image classification. The advantages of a compression scheme would be enhanced, therefore, if the compressed data could be used directly for classification. That is the objective of this letter, and it is achieved by extending cluster-space representation for both data reduction and classification.
II. METHODS
Cluster-space pixel classification is determined by both the likelihood that cluster of a set of clusters is the correct one for pixel vector , , and the likelihood that is the correct class for the cluster , , and is based on [3] (1)
where the decision rule is if (2) This algorithm can be implemented in two stages, at the sender end and receiver end of a communication link, respectively. is independent of class of interest. It can therefore be processed by at the sender and transmitted as a "semiproduct" for image classification. At the receiver, the second stage of image classification is performed to obtain the required thematic map. The details of the scheme are given below.
A. At the Sender
Cluster-space representation is used for data preprocessing at the sender end. It starts with cluster generation using an unsupervised algorithm, such as ISODATA. Each pixel is labeled into clusters based, for example, on a Euclidean distance measure. We assume that all the clusters have a hyperspherical distribution (consistent with the operation of ISODATA). Therefore, the -dimensional probability distribution function for a cluster is [4] (3) where is the Euclidean distance from to the center of cluster . Thus, the likelihood that is the correct cluster for pixel vector is then given from Bayes theorem by (4) is the a priori probability of cluster , which is the relative population of each cluster and is available by counting over the cluster index image.
The cluster index (label) image, along with the image for each cluster , forms the semiproduct; this is a total of images, where is the number of clusters. There is no need to transmit each cluster's spectrum, since there is no need to recover the original data later at the receiver when the object is classification. The range from 0 to 1 with majority close to zero. These images, therefore, have low entropy and can be compressed effectively if required using, for example, Huffman coding.
Clustering in this scheme is the first stage of image classification. Since the distributions of each information class will be taken into account in the second stage of the classification procedure, a simple clustering algorithm like ISODATA is adequate. The only important point is to have enough clusters that all sets of information classes can be accommodated. 
B. At the Receiver
At the receiver end, "training pixels" for each information class are selected (by the users) in the cluster index image. We can treat the cluster index as a one-dimensional variable. The normalized histogram of the training data indicates the probability of finding a pixel of cluster in class . Using Bayes' theorem [4] , the likelihood that the correct class is for the value (index) of is given by (5) where is the a priori probability of class . It is expected that all the information classes of interest to the user are defined. If not, some clusters may not contain any training samples. This may happen too when the training data are limited and not available for every cluster. In this case, the denominator in (5) will be zero. To remove this cluster from the consideration, should be set to zero and a threshold introduced when (2) is used for pixel labeling.
The likelihood that is the correct class for pixel vector is determined by substituting (received) and from (5) into (1). Equation (2) is used for final pixel labeling.
C. Advantages of the Classification of Cluster-Spaced Compressed Data
The unsupervised approach used at the sender end provides a "semiproduct" that can be used for further classification based on any sets of information classes defined by the user at the receiver end.
The semiproduct provides not only a classification advantage but also a saving in data transmission with a ratio much higher than when an entropy coding is employed due to the majority values of being close to zero. The cluster assignment (5) needs to be performed only once for each image, and this would be done in the training phase. In this way, the computational load is significantly reduced.
Cluster-space classification (CSC) was designed originally for overcoming the problem with small training datasets by removing the assumption of class normality and, therefore, the need for estimating second-order statistics. This advantage is retained in this two-stage approach.
As discussed in [3] , the cluster-space representation also provides a means for class data separability estimation, both visually and quantitatively, regardless of the number of spectral bands used.
D. Modification for Allowing Data Recovery
The scheme described assumes that image classification is the user's purpose at the receiver and original data recovery is not required. If this is not the case, it can be modified as follows.
First, clustering is performed as usual. Then each cluster's mean spectrum , index image , and the residual images will be transmitted. The residual images normally have low entropy and can be compressed effectively. Data can be recovered at the receiver and the spectrum of a pixel vector with cluster index can be found as (6) CSC can, of course, be performed without data reconstruction as follows.
1) Generate new spectra from the codebook showing the spectral difference between each cluster pair, i.e.,
This step needs to be done once for each image. 2) Calculate the Euclidean distance for an unknown pixel with index of and residual to by
3) Evaluate (4) and then follow the remaining steps in the original scheme.
III. EXPERIMENTS
A subset of HyMap image data approximately 30 km east of Canberra, Australia, was used [see Fig. 1(a) ] to test the approach. Using the software package MultiSpec, the ISODATA algorithm generated 15 clusters from 679 representative pixels with 128 bands taking 39 CPU seconds on a PowerPC G3 running at 400 MHz (the speed can be improved by running the single-pass algorithm first; clustering results will serve as the initial cluster centers for ISODATA). Each pixel in the image was labeled into these clusters, and its likelihood of belonging to each cluster was recorded. The cluster index image obtained is given in Fig. 1(b) .
The values of the 15 likelihood images ranged from zero to one, with 77.8% of them below 0.001. When those values are treated as zero, the entropy of data is 1.7623. The compression ratio in the order of 77 can be achieved 16 1.7623 when entropy coding is adopted (the number of bits required for transmitting the index image is not taken into account).
Five ground cover types were selected in this experiment as shown in Table I . A cluster-space representation was generated for each class; the results for all the five classes are plotted in Fig. 2 . CSC was carried out, and the resulting thematic map showing the five information classes is given in Fig. 1(c) . For comparison, four other methods that are suitable for classification with small training datasets were also used. They are a minimum-distance classification on the original 128-band data, a maximum-likelihood classification on every ten bands, k-nearest neighbor, and NWFE (nonparametric weighted feature extraction) [5] . Table II shows a comparison of the classification accuracies obtained. The classification accuracy on the testing data with the CSC method is comparable to that obtained by using NWFE. While NWFE can greatly compress hyperspectral images and provide good classification results, it is class-specific. The extracted features work only for the defined set of classes. So, they are not suitable for general compression and transmission purposes to meet the needs of a range of users. It should also be noted that the other three methods also cannot be modified for more efficient processing when transmission and compression is required. The CSC method also provided higher classification accuracy on the testing data than these three methods. The reason of the better performance is believed to be through the use of several clusters to model each class. The estimated discrete probability distribution function for each class using CSC describes the class data better than using a single mean vector as in the minimum-distance classification. The first-order statistics used in CSC can be estimated more reliably with a limited number of training pixels than the parameters of a normal distribution for maximum-likelihood classification. The experiments presented in [3] with the Airborne Visible/Infrared Imaging Spectrometer showed similar results and support this analysis.
