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INTRODUCTION
The problem of determining and classifying up to isomorphism finite
rings of relatively low orders has attracted much attention, both old and
  Ž .new, one recent reference being 4 . If R is a finite ring with identity ,
then the additive group of R splits as the direct sum of its p-primary
Ž .components R p , where p is a prime, and these are pairwise orthogonal
Ž .ideals. Thus R is the direct sum of the rings R p . In classifying finite
rings it therefore suffices to deal with rings of prime-power order pn, and
henceforth we take R to be of this form. For n 3 it is a straightforward
exercise to determine these rings, but for n 4 a comprehensive list of
 noncommutative rings was first only drawn up in 4 . The authors of that
paper restrict themselves to the noncommutative case on the grounds that
when R is commutative it is a sum of local rings and that the finite local
 rings have been characterized by Wilson 14 . In fact, a number of the
noncommutative rings or order p4 are also local and could on those
grounds have been omitted from the discussion as well. It appears to us,
 however, that the description in 14 of the local rings is very far from
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complete or explicit and does not classify them up to isomorphism. Indeed,
in the present study of the case n 5 much of our effort will go into
classifying the local rings. This will be done in Part II and will require the
solution of several non-trivial problems of linear algebra, of a type which
does not occur in lower orders. Moreover, in our scheme of organization
various classes of rings naturally arise, within each of which some rings
may happen to be commutative and the rest not. For these reasons, we will
treat all rings together, commutative or otherwise.
Evidently the problem of classifying rings of order p5 would become
unwieldy without tight organization, and in the next section we describe
our method, which is to use the theory of semiperfect rings to glue
together local, or more generally primary, rings along a graph which is
related to the quiver of R. We believe that the approach taken here also
provides a natural framework within which to explore the structure of
larger finite rings. In this paper we determine all the nonlocal rings of
order p5, i.e., those for which the graph is not just one point. This
necessitates listing the local rings of lower order, and this is done in
Section 2. The local rings of order p5 will be determined in Part II.
Finally, we remark that our method also automatically classifies the rings
n Ž . 4of order p n 4 . Our results in the noncommutative p case are in
 agreement with 4 .
1. THE STRUCTURE OF R
If R is a finite ring with identity, then in particular it is semiperfect and
 we apply the known structure theory of such rings 1, 5 . We review this
now, establish some supplementary facts, and set the notations we are
going to use. So for the moment let R be any semiperfect ring and let
Ž .J J R be the Jacobson radical. Then RJ is artinian semisimple and
hence we have the unique decomposition RJ R   R into sim-1 m
ple rings. If e , . . . , e are the identity elements of R , . . . , R , respec-1 m 1 m
tively, they can be lifted to a set of orthogonal idempotents e , . . . , e . Put1 m
Ž .R  e Re and M  e Re i j , so that the R are rings and the Mi i i i j i j i i j
Ž .  are R , R -bimodules. Following Jacobson 5 let us call a ring primary ifi j
it is isomorphic to a full matrix ring over a local ring. Put another way,
these are the rings which are Morita equivalent to local rings. Then:
Ž .i e , . . . , e are orthogonal idempotents such that 1  e1 m 1
 e ;m
Ž .ii each R is a primary ring;i
Ž .iii each M is contained in J.i j
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Moreover, a set of idempotents with these properties is unique up to
 inner automorphism. See, for example, 10, p. 54 .
The ring R has radical J  R 	 J e Je and thus M M 
 J . Wei i i i i i j ji i
also clearly have M M 
M . Let S R and M M . Theni j jk ik i i ji i j
R SM, where S is a subring of R and M an additive subgroup of J,
which is also a bimodule over S. It follows easily from the preceding
Ž .remarks that J J S M.
ŽŽ . Ž ..Next, let  R , M be any family comprising some primary ringsi i j
Ž . Ž . Ž .R 1 im and R , R -bimodules M i j . It is convenient toi i j i j
 4think of  as consisting of a directed graph having vertex set I 1, . . . , m
and an edge from i to j whenever M  0, together with an assignment ofi j
Ž .a ring R to each vertex i and a non-zero bimodule M to each edge i, j .i i j
If there is no edge from i to j, we convene that M  0. We shall simplyi j
ŽŽ  . Ž  ..call  a graph of primary rings. A second such graph  R , Mi i j
Ž .1 i, jm will be counted as isomorphic to  if there exists an abstract
graph isomorphism in which corresponding vertices are isomorphic rings
and corresponding edges are isomorphic bimodules. More precisely, there
should exist a permutation  of I, some ring isomorphisms  : R  Ri i  Ž i.
 Ž .and some additive isomorphisms  : M M such that  rxs i j i j  Ž i. Ž j. i j
Ž . Ž . Ž . Ž . r  x  s r R , s R , xM . If now R is a semiperfect ring,i i j j i j i j
Ž .then we may associate to it such a graph  R in which the R , M arei i j
Ždefined as earlier in terms of idempotents e . This is well defined up toi
. Ž .isomorphism in view of the uniqueness result. We will call  R the graph
of R. It is related to, but not the same as, the quier of R as variously
Ž .defined in the literature. It is routine to prove that the splitting of  R
into connected components corresponds precisely to a decomposition of R
into indecomposable rings. Note also in passing that the graph of the
Ž . ŽŽ  . Ž ..opposite ring is given by  R  R , M . If R is a second semiper-i ji
Ž . Ž .fect ring and R R, then evidently  R   R . The converse is, of
Ž .course, not true, since  R takes no account of any products between the
M . But if all such products are zero, the converse does hold.i j
ŽŽ . Ž ..Indeed let  R , M be any graph of primary rings and leti i j
S R , M M . Then S is a ring and M is naturally ani i ji i j
Ž .Ž .S-bimodule. We now make R SM into a ring by defining s, u t, 
Ž . st, s  ut . If R has identity e , then 1 e  e is the identityi i 1 m
of R and e Re  R , e Re M . Moreover M is an ideal with M 2 0i i i i j i j
Ž .and thus lies in J R . Since each e further decomposes into orthogonali
 local idempotents, it follows from a theorem of Muller 1, p. 159 that R is¨
Ž .semiperfect and  R  . It is obvious, conversely, that every semiperfect
ring R satisfying M 2 0 arises in this way. We have proved:
ŽŽ . Ž ..PROPOSITION 1.1. Let  R , M be a graph of primary rings.i i j
Ž .Then up to isomorphism there is a unique semiperfect ring R such that
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2 Ž .M  0 and  R  . Namely R SM, where S R , Mii
 M , and multiplication is as defined aboe.i ji j
ŽŽ . Ž ..Suppose now that the graph  R , M satisfies the conditionsi i j
Ž .J M M J  0 all i j . Equivalently, the ring R corresponding to i i j i j j
2 Ž . Ž .under Proposition 1.1 is such that M  J S MMJ S  0. Let us call
Ž . and R tame in this case. If R  R J , then M becomes an R , R -bi-i i i i j i j
ŽŽ . Ž ..module and  R , M is a graph of artinian simple rings. Vicei i j
ŽŽ . Ž ..versa, given a graph 	 K , M of simple rings, choose primary ringsi i j
R and homomorphisms 
 : R  K inducing isomorphisms from R ontoi i i i i
Ž .K . Via the 
 , M becomes an R , R -bimodule and we obtain a tamei i i j i j
ŽŽ . Ž ..graph  R , M , such that  	. Note that   implies  ,i i j
but not conversely.
  nWe are now ready to apply these considerations to the case R  p
Ž .n 5 , which we assume henceforth. In general, tameness is a big
restriction, but in the present small orders it is hardly so at all. Indeed
there are only four exceptions, which we present in the next two examples
and their accompanying lemmas.
Ž .EXAMPLE 1.2. Apply Proposition 1.1 to the graph  R , R , M1 2 12
  Ž 2 .where R  F X  X , R  F and M  R with the natural1 p 2 p 12 1
Ž .R , R -bimodule structure given by left and right multiplication. We1 2
denote the resulting ring by  . If we replace M by M  R , we obtain1 12 21 1
another ring  , anti-isomorphic to  , but not isomorphic to it since the2 1
graphs are different.
Ž . Ž Ž . . ŽLEMMA 1.3. If J S M 0 respectiely MJ S  0 then R re-1
.spectiely R .2
Ž .Proof. Assume J S M 0. Then, re-indexing if need be, J M 0 and1
  2there exists a tM with J t 0. Hence M  p and taking into12 1 12
  5     2account R  p we have R  F , R  M  p , and M M. Be-2 p 1 12
cause M is now a right F -space, it is annihilated by p and hence pep 1
Ž .annihilates M on the left. If pe  0 then it generates additively J1 1
Ž .contradicting our assumption J S M 0. Hence pe  0 and R is a local1 1
ring of order p2, characteristic p and it is not a field. Therefore R 1
2  Ž .F X  X and R tM. But then R , by Proposition 1.1.p 1 1
We deal next with the rings for which M 2  0. In the following example
2  Ž .2 is either of the local rings Z or F X  X and  is the image of anp p
Ž .element  in J   F . Also let t denote p for the former ring, X forp
the latter.
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EXAMPLE 1.4. On the additive group R F  F  F definep p p
multiplication by
,  , x , y , , x, y  xyt , ,  x x ,  y y .Ž . Ž . Ž .
It is then a straightforward check that R is a ring with identity 1
Ž . Ž . Ž .1, 1, 0, 0 . Moreover e  1, 0, 0, 0 and e  0, 1, 0, 0 are idempotents1 2
Ž . Ž . Ž .satisfying i , ii , and iii above and the four direct summands in R are,
respectively, R , R , M , and M in our general notation. We call this1 2 12 21
  Ž 2 .2ring  or  according to whether  is Z or F X  X . These two3 4 p p
rings are non-isomorphic since their graphs are different.
We show next that these are the only rings R such that M 2  0.
LEMMA 1.5. If M 2  0 then R is isomorphic to one of the rings  or  .3 4
2   2   3Proof. Assume M  0; then M  p . If M  p then m 2 and
2 Ž .hence R  R  F , MM M . But then M 
 J S  0, a contra-1 2 p 12 21
  2 2diction. Hence M  p and MM M . Since M  0 exactly one12 21
of M M , M M is not zero; interchanging 1 with 2 if need be, assume12 21 21 12
M M  0. Then R is not a field and hence it is isomorphic to  above.12 21 1
2 Ž .It follows that R  F . Then M M M  J  and we may chose2 p 12 21
u,  such that M  F u, M  F  and u  t. Now it is clear that R is12 p 21 p
isomorphic to  or  .3 4
From now on we assume that R is not isomorphic to any of the rings
 , ,  ,  and hence that R is tame. Let us point out that since the 1 2 3 4 i
all have order p5, we have proved also the following.
  n Ž .Remark 1.6. If R  p n 4 , then R is tame.
Proposition 1.1 and the ensuing discussion show how to classify the tame
rings R. We simply have to classify the possible graphs  of simple rings
and then lift back to allow general primary rings at the vertices. As
observed earlier, we may take  to be connected. The low order under
consideration dictates that there is only one ring for which the R are noti
Ž . Ž .all fields equivalently the R are not all local , namely RM F , andi 2 p
we discard this for the present.
ŽŽ . Ž ..We shall use the following notation for our graphs. Let  K , Mi i j
be a graph of finite fields. If K has order pr we represent the vertex i byi
a little circle containing the numeral for r in it. If M is of order ps wei j
Ž .represent the edge i, j by an arrow with the numeral for s above it. For
2Ž .  2example, if  R , R , M where R  F , R  F and M  p it1 2 12 1 p 2 p 12
is represented by
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Of course, such a notation is in general inadequate since it does not
specify the bimodule structure on M . However, it is sufficient here sincei j
as far as order p5 at least one of K , K has to be F , and then thei j p
Ž .bimodule structure is clearly unique up to isomorphism. If now R is ai
ŽŽ . Ž ..family of local rings with R  K , then the graph  R , M ob-i i i i j
tained from  by letting R act as above via an epimorphism 
 : R  Ki i i i
will be denoted by taking the graph  and writing R above the vertex ii
omitting to do so whenever R  K . In general, we ought rather to labeli i
Ž .the vertex by the pair R , 
 , but in the present small orders 
 isi i i
Žunambiguous. In view of Proposition 1.1, we may take the pictorical
.representation of the graph  as a label for the corresponding tame ring.
Thus in the example above, if we wish to extent R to Z 2 we shall denote1 p
the ring obtained by
In the next proposition we list all the connected graphs  up to the
order considered. The proof is immediate: just count.
PROPOSITION 1.7. The indecomposable rings based on fields and of order
n Ž .p n 5 are the finite fields and the rings of Table I.
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Note that it was not necessary to qualify these rings as tame, since none
of the special rings  , . . . ,  are based on fields.1 4
Now we turn our attention to general rings in which the R are noti
necessarily fields. We have already explained the mechanism for obtaining
these, and the following theorem results at once: it is just a matter of
cataloguing.
n Ž .THEOREM 1.8. Any indecomposable ring of order p n 5 is either
Ž .local or one of the rings M F ,  ,  ,  ,  or one of the rings of Tables I2 p 1 2 3 4
  Ž 2 . 32and II, where A Z , B F X  X and  is any local ring of order pp p
and residue order p.
In accordance with an earlier remark, we note that the rings of Table I
and II are either self-opposite, or occur in opposite pairs, obtained by
reversing arrows.
n Ž .This completes the classification of rings of order p n 5 , subject to
classifying the local rings. These will be described as far as order p4 in the
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next section, and the more extensive case of order p5 will appear in Part
II. For convenience let us conclude this section by isolating from Theorem
1.8 the nonlocal indecomposable rings in each of the orders p, . . . , p5.
Arbitrary rings are, of course, the direct sum of indecomposables.
COROLLARY 1.9. The only nonlocal indecomposable ring of order up to p3
is
COROLLARY 1.10. The nonlocal indecomposable rings of order p4 are
Ž .and M F .2 p
COROLLARY 1.11. The nonlocal indecomposable rings of order p5 are the
remaining rings of Tables I and II, and the rings  , . . . ,  .1 4
Note that by considering the left or right representations of R on itself
or on appropriate faithful ideals we may obtain matrix models for our
Ž .rings. For instance, the ring of Corollary 1.9 is the ring of 2 2 upper
triangular matrices over F and the rings of Corollary 1.10 are easilyp
 checked to correspond to various of the matrix rings in 4 .
We remark finally that in the above we chose to deal with arbitrary
primary rings R . Alternatively, we could have restricted ourselves to ringsi
for which the R are local, the so-called basic rings. For a generali
semiperfect ring R is just a checkered matrix ring over its own associated
 basic ring 11, p. 103 . This makes almost no difference in the low orders
Ž . Ž .considered here: M F is a checkered matrix ring over F and all the2 p p
other rings above are basic anyway. But for investigating higher orders this
restriction would be convenient, since we are then only obliged to classify
the graphs  which are based on fields.
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2. LOCAL RINGS OF LOWER ORDER
To complete our description of all nonlocal rings of order p5 we need to
n Ž .list the local rings of order p n 4 . Many of these rings have been
described in one form or another in previous publications, but it will be
useful for us to give here a complete list. We find it convenient to
determine them ab initio, since the same scheme of classification will be
employed in Part II to the rather more extensive case of local rings of
order p5. Thus the preliminary observations to be made next will serve to
that end also.
From now one, then, R will denote a local ring of order pn having
Ž . rprime subring A, Jacobson radical J J R , and residue field RJ F .p
Ž .Thus R being finite J is the set of all nilpotent elements in R, or
equivalently the set of zero-divisors. For the basic facts about local rings,
 the reader may consult 6, 9 . We establish first a few general points:
Ž . 0 21 Consider the sequence R J  J J   . If d is the di-i
mension of J iJ i1 over RJ, then rÝ d  n, and in particular r  n. If0 i
n is prime, then either r n, so that J 0 and R F n , or r 1. Ifp
n 4 we may also have r 2, and we shall examine this case in due
course. Since n 5 in the present study, there are no other possibilities
for r.
Ž . N2 Observe, by nilpotency, that d  0 if and only if J  0, andN
that then d  0 for all iN. If N is the least such power, so thati
N1 ŽJ  0, it is called the index of nilpotency of J. Since d  1 0 iNi
. N 1 , it follows that n rN. Note also that p J, so that p  0. Thus
the characteristic char R pm, where mN, and hence n rm. The
 extreme case in which n rm is of interest and was studied by Krull 8
Ž  .see also 7, 12 . For any given r, m it is shown that, up to isomorphism,
there is precisely one local ring of order pr m having characteristic pm and
Ž r m m.rresidue field F . It is called the Galois ring GR p , p and a concretep
  Ž . mmodel is the quotient A X  f , where A Z and f is a monicp
polynomial of degree r, irreducible mod p. Any such polynomial will do:
Ž n n. nthe rings are all isomorphic. Trivial cases are GR p , p  Z andp
Ž n . nGR p , p  F .p
Ž .   n13 If r 1, then J  p . It follows that R A J and A	 J
 Ap, the radical of A. We identify AAp RJ F . Consider thep
2canonical homomorphism J JJ , x x. We will often use:
2 4LEMMA 2.1. Suppose r 1 and let x , . . . , x be a basis of JJ oer1 d1
RJ. Then
d d1 1
2J Rx  Ax  J .Ý Ýi i
1 1
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Proof. JÝd1 Ax  J 2Ýd1 Rx  J 2. Now use Nakayama’s Lemma.1 i 1 i
LEMMA 2.2. Suppose r d  1 and let x be any element of J J 2. Then1
  i i n1 j  i R A x and is commutatie. Moreoer J  Rx Ý Ax and J i
n i Ž . 2   Ž n.np i n . Furthermore p J , if R Z . Finally R A X  X , ifp
A F .p
Proof. By Lemma 2.1, J Rx Ax Jx Ax Rx2 Ax Ax2
2 n1 j   iJx   Ý Ax . Hence R A J A x and the form of J re-1
sults. This being principal, it follows that d  1 and then that d  1i i
Ž .0 i n 1 , as the chain R J . . . descends strictly to zero. This
gives the order of J i. The next statement is immediate, else we could take
nx p, leading to R A Z . The final remark is clear.p
We turn now to determining the local rings. Within a given order pn, we
shall classify R first by its characteristic pk and then, if necessary, by the
values d and d . Such a ring will be said to have type k.d .d . If the d do1 2 1 2 i
not need to be considered, they will be omitted. Thus type 3 covers any
ring of characteristic p3, whereas in type 3.2.1 we have the extra conditions
d  2, d  1. This is still only a crude classification, and within such a1 2
type we may have to divide into various cases. Throughout K denotes F ,p
and A is the prime ring in whatever characteristic is being considered. It
will also be convenient to write Ý for a set of coset representatives ofm
m 0  4   Ž .K* in K*, and Ý Ý  0 . Since K* is cyclic, Ý  m, p 1 .m m m
 The case where R  p  char R forms a general pattern, and we deal
with it now:
PROPOSITION 2.3. Let R hae order pn and characteristic pn1, where
  Ž 2 n2 . 0n 3. Then R is isomorphic to A X  pX, X  ap with aÝ , these2
rings being distinct.
Proof. Let x R A. Considering orders shows that R A Ax
  Ž .A x and px A	 J pA, say px pb b A . Replacing x by x b
2 Ž .allows us to assume that px 0. Now x  c dx c, d A and pc 0,
so that pn2  c. Since n 3 it follows that x 4 d2 x 2. If d A*, the
group of units of A, then d2 x 2 would be an idempotent in the local ring
R, hence equal to 0 or 1, leading to the contradiction x A. Thus p  d, so
that x 2 c pn2a and R is of the stated form.
 To classify these rings up to isomorphism, suppose also that R A x ,
2 n2 Ž .with px 0, x  p a. Then x ux w u, w A and pw 0, so
n2 Ž .that w p    A . Hence u A*, else x w A. Moreover
p2 n4 0, so that w2 0. It follows that x2 u2 x 2 and a u2a
Ž .mod p . If conversely, this last condition holds, replace x by x ux, and
2 n2then x  p a.
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We list now the local rings of orders p to p4 in turn. Proofs will be
sketched and omitted altogether when obvious. The rings are as follows.
Order p. F .p
Order p2. According to type:
1.0. F 2 .p
  Ž 2 .1.1. K X  X .
2. Z 2 .p
Order p3.
1.0. F 3.p
  Ž 3. Ž .1.1. K X  X Lemma 2.2 .
  Ž .2 Ž .1.2. K X, Y  X, Y . To see this, choose a basis x, y of J,
noting that J 2 0.
  Ž 2 . Ž 0 . Ž .2. A X  pX, X  ap aÝ Proposition 2.3 .2
3. Z 3.p
Order p4. In all cases that arise, except Cases 1.0, 1.1.0, and 2.1.0 we
  3have r 1, i.e., J  p .
1.0. F 4 .p
1.1.0. By nilpotency J 2 0 and it follows that J is a one-dimen-
Ž . 2sional two-sided vector space over RJ F . Since this is separable overp
 F , Wedderburn’s Principal Theorem 2, p. 252 guarantees that J isp
complemented in the F -algebra R by a subalgebra isomorphic to F 2 . Sop p
we may assume that R F 2  J, with F 2 as a subring. Fix x 0 in J.p p
Ž . Ž . 2Then 
 s  sx and  s  xs define additive isomorphisms from F ontop
J, and so  
1 is an additive automorphism of F 2 , characterized byp
Ž . Ž .2 s x xs s F . One checks at once that  is a field automorphismp
and that any such  uniquely defines a ring. There are thus two rings of
Ž . Žthis type: one commutative given by  identity, and the other non-
. Ž p .commutative given by  Frobenius automorphism xs s x . Concrete
models are
a b2 2 2F X  X and : a, b F .Ž . pp p½ 5ž /a
 The argument above is essentially that of 3; 4, pp. 111112 .
  Ž 4. Ž .1.1.1. K X  X Lemma 2.2 .
2 2 Ž1.2. Let J Kx  Kx  J , J  Ky. Then x x  
 y 
 1 2 i j i j i j
. 2K and these four products span J . The ring structure is determined by
Ž . Ž .the 2 2 matrix M 
 , which is non-zero. Conversely, any non-zeroi j
Ž .matrix defines such a ring by letting R have basis 1, x , x , y and defining1 2
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x x as above and all other products of the x and y to be zero. Then thei j i
Ž . 3ideal J spanned by x , x , y is such that J  0, whence J
 rad R, and1 2
it follows that R is local, with radical J. Since M 0, we have J 2 Ky.
Ž   .If x , x , y is a new basis of J with corresponding matrix M, then1 2
x , x are linear combinations of x , x , y, say x p x  p x  r y, so1 2 1 2 i 1 i 1 2 i 2 i
2Ž . Ž .that P p is the transition matrix from the basis x , x of JJ toi j 1 2
  3Ž . Ž .the basis x , x . Equally, let y qy q K* . Since J  0, calculating1 2
x x and comparing coefficients of y leads to the matrix condition P tMPi j
 qM, where P is invertible and q 0. If M, M are so related, we call
them projectiely congruent. This reduces to ordinary congruence when
q 1. The rings in the present case are evidently classified by the
non-zero matrix M up to projective congruence. This matrix classification
 problem has been solved over an arbitrary field K in 13 . The result is
that the distinct rings of this type are gien by the matrices
11 1 1 1, Ý , ,  K .Ž . Ž .2ž / ž / ž /ž /0 1 
Ž . Ž .The number of rings is p 4 p 2 and 5 p 2 . In either case 3 are
commutatie.
  Ž .2 Ž 3.1.3. K X, Y, Z  X, Y, Z as in Case 1.2 of order p .
Ž 4 2 .   Ž .2.1.0. This is the Galois ring GR p , p  A X  f , as de-
    2scribed in Point 2 above. For just as in Case 1.1.0, RJ  J  p . The
polynomial f may be any chosen monic polynomial of degree two and
2 Ž .irreducible mod p. For example, f X  a, a non-square mod p p 2 ,
2 Ž .f X  X 1 p 2 .
  22.1.1. Lemma 2.2 applies and R A x , for any x J J , and
p J 2. We split into two subcases, according to whether p belongs to J 3
or not.
2.1.1.a. p J 3. Then J 3 Ap Ax3, so that x 3 ap, where a
  Ž 3 .belongs to A*. Since also px 0, it follows that R A X  pX, X  ap .
As for existence, one checks easily that the latter ring is indeed local of
order p4 and of the type under consideration. To classify these up to
  3isomorphism, suppose also that R A x , with px 0, x  ap. Then
Ž 2 . 3 3 3 3x bx y b A*, y J , and so x  b x . Thus ap b ap, whence
3 Ž .a b a mod p . If, conversely, this last condition holds, replace x by
x bx, and then x3 ap. So our rings are classified by the image of a
under the epimorphism A* K* K*K*3, the first map being reduc-
tion mod p. We shall loosely write that they are classified by aÝ . To3
  Ž 3 .summarize, the distinct rings are gien by R A X  pX, X  ap , with
aÝ .3
2.1.1.b. p J 3. Here J 2 Ap J 3, J Ax J 2, and multiplying
3 2 2 Ž .gives J  Apx, so that J  Ap Apx. Let x  ap bpx a, b A .
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Then a A*, else x 2 bpx J 3. If p 2, we may complete the square
  Ž 2 .and assume that b 0. Hence R A X  X  ap , where once again
one checks without difficulty that the latter ring really does have the right
  2 Žproperties. If also R A x , with x  ap, write x cx dp c
. 2 Ž .A*, d A . It follows upon substituting that a c a mod p and then, as
above, that our rings are classified by aÝ . If p 2, there are again2
two rings, given by x 2 2 and x 2 2 2 x. That these are different
results from an immediate check that the latter ring contains no elements
  Ž 2of square 2. In summary, for p 2 the rings are gien by R A X  X 
.   Ž 2 .   Ž 2ap , with aÝ . For p 2 they are A X  X  2 and A X  X 2
.2 X 2 .
2.2. Here we split into three subcases.
2.2.a. p J 2. Since pJ 0 we may regard J as a K-algebra
Ž . 2without identity and choose x , x  J such that J Kx  Kx  J .1 2 1 2
2 Ž .Since J  Kp, we may write x x  
 p 
  K . Then as in Case 1.2,i j i j i j
Ž .the ring structure is given by the non-zero matrix M 
 , but this timei j
up to congruence, since no change of basis in J 2 is involved. The congru-
 ence classes are determined in 13 . For p 2 let  be a chosen non-square
 4in K*, so that we may take Ý  1,  . Then, the distinct rings of this type2
are gien by the matrices
Ž .i p 2,
1  1 11, , , , ,ž /ž / ž / ž / ž /0 0 1 1
1 1  2 K , and .Ž . ž /ž / 
There are p 6 such rings, with 4 commutatie.
Ž .ii p 2, the same, but omitting the representaties inoling  . There
are 5 rings, with 3 commutatie.
Now assume that p J 2. By Lemma 2.1 we may write J Ap Ax
2 3 2 2  J . Since J  0 we have pJ Apx, J  Apx Ax and R A x . There
are two cases:
2.2.b. p J 2, pJ 0. There is clearly one such ring: R
  Ž 3.A X  pX, X .
2 2 2 2 Ž2.2.c. p J , pJ 0. Here x  J  pJ and so x  apx a
.   Ž 2 .A . Thus R A X  X  apX . If p is odd, we may complete the
square and assume that a 0. But if p 2, the polynomials X 2 and
X 2 2 X give rise to different rings, since one checks at once that in the
former case all eight elements of J have square zero, whereas in the latter
  Ž 2 .only four do. In summary, for all p there is the ring A X  X . For p 2
  Ž 2 .there is the extra ring A X  X  2 X .
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2.3. J 2 0 and Lemma 2.1 allows us to write J Ap Ax Ay.
  Ž .2It follows that there is one ring: A X, Y  p, X, Y .
  Ž 2 2 . Ž 0 . Ž .3. A X  pX, X  ap aÝ Proposition 2.3 .2
4. Z 4 .p
This completes the classification of the local rings of order up to p4. The
numbers of these rings will appear at the end of Part II as part of a
comprehensive table counting the indecomposable rings of order up to p5.
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