In this paper, we use gated recurrent neural networks (GRNNs) for efficiently detecting environmental events of the IEEE Detection and Classification of Acoustic Scenes and Events challenge (DCASE2016). For this acoustic event detection task data is limited. Therefore, we propose data augmentation such as on-the-fly shuffling and virtual adversarial training for regularization of the GRNNs. Both improve the performance using GRNNs. We obtain a segment-based error rate of 0.59 and an F-score of 58.6%.
Introduction
In order to correctly label acoustic events many different features and models have been suggested in a recent acoustic scene classification challenge summarized in [1] . One of the most popular baseline models are Gaussian mixture models (GMMs) [2] and hidden Markov models (HMMs) [3, 4] using mel-frequency cepstral coefficients (MFCCs). Interestingly, various deep architectures have not been applied in [1] . Recent work however, shows that deep neural networks (DNNs) [5, 6, 7, 8] boost the accuracy when applied to audio data. Due to this fact, they have been explored in the recent IEEE Detection and Classification of Acoustic Scenes and Events challenge (DCASE2016) [9] . Especially, convolutional NNs received lots of attention for scene classification [10] .
In this paper, we systematically analyze recurrent neural network architectures for acoustic event detection. In particular, we evaluate popular temporal neural network architectures, such as simple recurrent neural networks (RNNs), long-short term memory networks (LSTMs), and gated recurrent neural networks (GRNNs) [11, 12, 13] on environmental audio events of the DCASE2016 data [9] . GRNNs proof themselves in practice through fast and stable convergence rates. By combining GRNNs and virtual adversarial training (VAT) [14] using data of the real event detection challenge, i.e. task 3 of DCASE2016, we obtain a segment-based error rate (ER) of 0.59 and an F-score of 58.6%. Unfortunately, data in this task is scarce. Therefore, we additionally introduce data augmentation by on-the-fly shuffling.
Main contributions and results are:
• We explore the effects of virtual adversarial training (VAT) to regularize GRNNs.
• We introduce a on-the-fly shuffling scheme for data augmentation outperforming the baseline system.
• We focus on gated RNNs outperforming LSTMs and RNNs.
The paper is structured as follows: In Section 2 we shortly introduce the acoustic event detection task and the processing framework including relevant literature. In Section 3 recurrent neural network architectures such as RNNs, LSTMs and GRNNs are presented. Furthermore, we introduce virtual adversarial training (VAT) as regularization technique for GRNNs and an extension of on-the-fly data augmentation. Finally, we show experimental results in Section 4. Section 5 concludes the paper.
Acoustic Environment Detection
In acoustic event detection different acoustic events embedded in environmental sounds are identified. The environment can be specified based on physical or social context, e.g. park, office, meeting, etc.. Usually, it is differentiated between polyphonic and monophonic event scenarios: In the first case multiple events can occur at the same time, whereas in the second case no overlapping events exist. Figure 1 shows the processing pipeline of our acoustic event detection framework. We extract a sequence of feature frames x f , where x f ∈ R D and f is the frame index. In particular, we derive MFCCs or log-magnitude spectrograms, given the raw audio data xt. These feature frames are processed by a GRNN and class labels are determined by applying individual thresholds on the real-valued outputỹ f of the multi-label GRNN 1 . This leads to a binary value for each event class at frame-level. Similar as in [9] , we post-process the events by detecting contiguous regions neglecting events smaller than 0.1 seconds as well as ignoring consecutive events with a gap smaller than 0.1 seconds.
Recent work on DNNs show a significant boost in classification performance when applied to acoustic event detection. Gencoglu et al. [15] proposed a DNN architecture for acoustic event detection. DNNs are powerful network architectures, but they neglect to model temporal context explicitly. To account for temporal structure, LSTMs have been applied to acoustic keyword spotting [16] and polyphonic sound event detection [17] . LSTMs have a relatively high model complexity and parameter tuning for LSTMs is not always simple.
Most systems of the DCASE 2016 challenge [10] use various kinds of DNNs for event detection. The winning sys-tem [18] uses several features such as log mel-band energy, harmonic and time difference of arrival features in RNN-LSTM models. Here, we advocate GRNNs [12, 13] for acoustic event classification. GRNNs are a temporal deep neural network with reduced computational complexity compared to LSTMs.
Recurrent Neural Network Architectures
We focus on a classical vanilla RNN and two popular architectures, the LSTMs and GRNNs. Figure 2 shows the flow-graph of an RNN. Given an input x l f at layer l the sum between the dot product W is an input weight matrix and W l h the hidden weight matrix, respectively. Next, a non-linear function g is applied. The result is forwarded to the output as shown in Eqn. (1) . The bias term b l is omitted for simplicity.
Recurrent Neural Networks
RNNs are trained via back-propagation through time using a differentiable cost function. 
Long Short Term Memory Networks
LSTMs [19, 20] are temporal recurrent neural networks using memory cells to store temporal information. In contrast to RNNs which compute a weighted sum of x (cf. Equation (6) (7). Bias variables are omitted for simplicity.
Unlike to the classical RNN, which overwrites the hidden activation at each time-step (cf. Equation 1), LSTMs are able to decide whether to keep or erase existing information with the help of their gates. Intuitively, if LSTMs detect important features from an input sequence at early stage, they easily carry this information over a long distance, hence, capturing potential long-distance dependencies.
Gated Recurrent Neural Networks
GRNNs are recurrent neural networks (RNNs) using blocks of gated recurrent units. They are a simplification of LSTMs, reaching comparable performance, but having fewer parameters. GRNNs only use reset-and update-gates. These switches couple static and temporal information allowing the network to learn temporal information. In particular, the update-gate z decides to re-new the current state of the model, whenever an important event is happening, i.e. some relevant information is fed into the model at step f . The reset-gate r is able to delete the current state of the model, allowing the network to forget the previously computed information. Figure 4 shows the corresponding flow diagram of a GRNN. It gives a visual interpretation how the update-and reset-gates, i.e. z and r, govern the information in the network. Equations (8-11) describe the net- 
The (11), the reset state is computed based on the current input frame x f and the provided hidden state h l f −1 . Multiple GRNN layers can be stacked, forming a deep neural network.
Virtual Adversarial Training for Regularization
We use virtual adversarial training (VAT) [14, 21] to make the models robust against adversarial perturbations [22, 23] . VAT promotes local smoothness of the posterior distribution p(y f |x f ) with respect to x f . In particular, the posterior distribution, i.e. the softmax activation of the network output h l f , should vary minimally for small, bounded perturbations of the input x f . The adversarial perturbation δ f is determined on frame-level by maximizing the Kullback-Leibler divergence KL-divergence (·||·) of the posterior distribution for unperturbed and perturbed inputs, i.e.
where > 0 limits the maximum perturbation, i.e. the noisy input x f + δ lies within a radius around x f . The smaller the KL(p(y|x f )||p(y|x f + δ f ) the smoother is the posterior distribution around x f . Instead of maximizing the conditional likelihood p(y f |x f ) of the model during training, we maximize the regularized objective
where the tradeoff parameter λ and the radius have to be selected on development data. VAT can be used for semi-supervised learning. In this case the right part of (13) is applied to unlabeled data samples. This is possible as KL(p(y|x f )||p(y|x f + δ f )) does not depend on the ground truth labels y f .
Data Augmentation
In order to guarantee a stable stochastic optimization of the NNs in the case of limited available data, the data need to be randomized (shuffled). We use a variant of on-the-fly shuffling proposed in [24] . Furthermore, we extended this on-the-fly shuffling scheme in two directions: (i) we additionally removed frames, i.e. frame skipping, from sequence batches every iteration; and (ii) we randomly permuted frames within a window, i.e. frame shuffling. Figure 5 gives a visual interpretation of the proposed shuffling. This increases the amount of data by introducing slight permutations and variations of the training sequences. 
Experiments

Data
The DCASE2016 sound event detection dataset (task 3) is divided into a training and a test set containing 22 recordings. The dataset has two scene categories, i.e. home and residential area. These acoustic scenes were selected to represent common environments of interest in applications for (i) safety and surveillance (outside home) and (ii) human activity monitoring or home surveillance. The home training corpus contains 11 event classes with 906 events, whereas the residential area training corpus contains 7 event classes including 559 events. For evaluation, a segment-based F-score (F) and error-rate (ER) is calculated using segments of one second. The F-score is F = 2P R P +R , where P and R are precision and recall. The ER is the normalized sum over all substitutions S, deletions D, and insertions I, i.e. ER =
, where N is the number of events in each segment k. More details about the data and the evaluation setup are provided in [9] . 4-fold crossvalidation was used to evaluate the models, i.e., for training we use 3-folds and the remaining fold is used for validation. We report the average classification accuracy for all 4-folds of this dataset. The labels of the evaluation set are not published yet.
Experimental Setup
We pre-processed all recordings with a STFT using a Hamming window with window-size 40ms and 50% overlap. Next, MFCCs including ∆-and ∆ 2 -features were computed. All features were normalized to zero-mean unit variance using the training corpus. For the experiments we used either MFCCs + ∆ + ∆ 2 features, resulting in a 60-bin vector per frame as in [9] or raw 1025-bin log magnitude spectrograms. The best model configuration has been determined by grid search, i.e. GRNNs using 3 layers, 200 neurons per layer, sigmoid output layer (+softmax for training the VAT objective) and rectifier activations turned out to be best. Overlapping frame labels of polyphonic events have been removed in the training corpus, forcing the model to extract event class specific features. Each model was trained using the MSE of the predictions of the network output activations on frame-level. Table 2 : Classification results with a 3-layer GRNN using a MSE objective and MFCC or log-magnitude spectrograms. Table 3 shows the results of GRNNs using the extended onthe-fly data augmentation method in Section 3.5. We processed 100 randomly selected batches, cropped to a fixed length of 50 frames for each optimization step. Furthermore, additional Gaussian noise (σ = 1) has been added to the input signal x f . By doing so, we ensure proper randomization of the data for stochastic optimization. Furthermore, the frame skipping probability of p = 0.5 and uniform index permutation within a window of size w = 3 was evaluated for a 3-layer GRNN using raw log-magnitude spectrograms. The parameters w and p have been determined using grid-search. Both, augmentation methods improve the ER and F-scores. In particular, the best setup achieved a segment-based ER of 0.67 and a segment-based Fscore of 51.7%, respectively. Table 3 : Data augmentation for a 3-layer GRNN and the MSE objective using log-magnitude spectrogram features.
Results
Comparison of GRNN input features
Data Augmentation and VAT
Furthermore, Table 3 shows the results using a VAT regularized GRNN in addition to on-the-fly shuffling with p = 0.5 and w = 3. The VAT configuration of λ = 0.1, = 0.1, and Ip = 1 has been determined by grid search. VAT regulatization is able to slightly improve the results, i.e. VAT regularized GRNNs trained on log-magnitude spectrograms achieved an overall ER-score of 0.59% and F-score of 58.6%.
For these performances, Table 4 lists the detailed segmentbased ER and F-scores for the scene categories home and residential area. Environmental sounds in home areas, are not classified very well, whereas events in residential areas are better recognized. Table 4 : Classification results for scene categories. Table 5 shows segment-based performance results for the individual categories using a GRNN without data augmentation trained on spectrogram data (see Table 2 ). The error rate for some of the categories is poor. This is often the case for event classes with a low number of instances. Table 5 : Detailed segment-based ER and F scores using a GRNN without data augmentation. Table 6 shows segment-based performance results for the individual categories using a VAT regularized GRNN for comparison. Large ER scores indicate hypersensitivity against specific sound categories, i.e. many insertions occur. Nevertheless, there are improvements due the use of data-shuffling and VAT. Table 6 : Detailed segment-based ER and F scores using a VAT regularized GRNN.
Conclusion
We applied gated recurrent neural networks (GRNNs) for acoustic event detection using the IEEE DCASE2016 challenge data for acoustic event detection (task 3). In this task data is scarce. Therefore, regularization techniques such as virtual adversarial training are applied. Furthermore, we use data augmentation and extend on-the-fly shuffling. Both approaches improve the performance. In particular, we obtain a segmentbased ER-score of 0.59 and a segment-based F-score of 58.6%.
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