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Resource Modeling for Embedded Systems Design
Oleg Sokolsky
University of Pennsylvania
Abstract
The paper describes a formal framework for designing
and reasoning about resource-constrained embedded systems. The framework is based on a series of process algebraic formalisms which have been previously developed to
describe and analyze various aspects of real-time concurrent systems. We present a uniform framework for formal
treatment of resources and illustrate modeling of common
resource classes.
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Figure 1. Model-based development framework

1. Introduction
An embedded system consists of a collection of components that interact with each other and with their environment through sensors and actuators. Embedded software
is used to control these sensors and actuators and to provide application-dependent functionality. An important distinguishing characteristic of embedded applications is limited resources (processing power, memory, network bandwidth, power consumption, etc.). Many embedded systems
are part of safety-critical applications, e.g., avionic systems, manufacturing, automotive controllers, and medical
devices. Their reliability has to be properly assured.
At the same time, complexity of embedded systems has
been progressively increasing due to more powerful microprocessors and wider use of networking. A natural response
to the increasing complexity is an increased emphasis on
model-based development of embedded software. Models
can be constructed for embedded systems and their properties can be analyzed through simulation and model checking. Models can be used to generate code skeleton and task
structures and then platform dependent code can be added
to work on speciﬁc environment. Since it may not be possible to completely automate code generation, models can
later be used to validate the implementation.
Figure 1 provides an overview of our model-based development framework. The development process begins with
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system requirements that specify high-level behavior of the
system, and a model of the system environment. They are
combined into a single model that captures the system functionality with respect to a given environment. The system
contains a collection of concurrent components. Components can communicate with each other during execution,
representing a wide variety of data dependencies and precedence requirements. Such a model, however, does not take
resource constraints into consideration. Every concurrent
process that is ready to execute, can proceed forward. From
this behavioral model we extract a set of tasks that capture the structure of components in the model, abstracting away computation details. The task set is then enriched
with information about resource types and constraints. Each
computational step of a task is annotated with required resources. If a resource that is needed by a step is shared with
another task, the two tasks cannot proceed concurrently. On
this model, we perform schedulability and timing analysis
of the system to ensure that, for a given allocation of resources to components, timing requirements of the system
are satisﬁed and no resource conﬂicts arise. If a resource
conﬂict is found, a new resource allocation has to be used,
or more resources need to be added to the system. In addition, we can perform analysis of behavioral properties of
the model to ensure that functional requirements are satisﬁed. Once model analysis is performed to a satisfactory degree, we can proceed with the implementation of the system, driven by the resource-aware model. Automatic code
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generation can create a skeleton of the system implementation, while test generation provides a test suite that demonstrates the compliance of the implementation to the model.
In this paper, we limit our discussion to the resourcehandling part of the framework, highlighted in Figure 1. We
use a formalism that provides a formal semantical foundation for understanding resource-constrained behaviors subject to real-time constraints, memory limitations, power
consumption, etc. The notion of a resource plays a central
role in the speciﬁcation and design of embedded systems,
where execution is subject to various resource constraints,
such as timing, power consumption, size and weight, etc.
We feel that, in order to properly specify and analyze such
systems, a modeling formalism should incorporate the notion of a resource as a ﬁrst-class entity. Other aspects of the
development framework are described in [2, 3, 10].
Related work in the area of resource modeling in embedded real-time systems falls into two categories. On the one
hand, the importance of the issue has been long realized by
practitioners and a number of model-based, albeit informal,
approaches have been published. We mention [15, 17, 11, 4]
among many others. On the other hand, several formal approaches have emerged that aim at scheduling of sets of
tasks under constraints. For the most part, these approaches
consider only timing constraints and do not introduce the
notion of resource, implicitly considering the processor as
the only shared resource in the system [6, 7, 9]. A different approach is taken in [1], where the authors view the
scheduling activity as control and use controller synthesis
techniques to model scheduled real-time systems.
In our previous work, we have proposed a family
of process-algebraic formalisms for modeling and reasoning about resource-constrained systems (see [13]
for an overview). The family is built around ACSR, a
discrete-time process algebra. Extensions and variations include ACSR-VP that includes a value-passing capability;
PACSR, a probabilistic formalism for quantitative reasoning about fault-tolerance properties; P¾ACSR [20]
specifying power-constrained systems. The PARAGON
toolset [19] provides tool support for modeling and analysis using these formalisms. The formalisms share the modeling approach, where a system is modeled as a collection
of communicating concurrent processes, and offer similar modeling constructs. The difference lies in the way
resources are used and the attributes they carry. For example, in PACSR resources have an attribute that captures
the probability of failure for the resources. In ACSR-VP
we can have tuples of data values associated with a resource that are manipulated during execution, and P¾ACSR
has power consumption attributes. In each formalism, the
set of resource attributes and the way the attributes are manipulated are slightly different. We outline a general
process algebraic framework to facilitate the construc-

tion of system models that allow us to capture faithfully
all of their relevant functional and non-functional requirements. The framework captures all the formalisms
in the ACSR family and allows us to uniformly incorporate new features both into the formalism and PARAGON
in a uniform manner.
Acknowledgements. I would like to thank Insup Lee of
the University of Pennsylvania and Anna Phillippou of the
University of Cyprus for fruitful collaboration in the development of the framework.

2. The Framework
We deﬁne a process-algebraic formal framework for reasoning about real-time systems. The basic entity of the
framework is that of a resource. We assume that a system
contains a ﬁnite set of resources. A resource is characterized by a set of attributes, such as timing parameters, priority, power consumption; probabilistic or communication behavior. Resources are partitioned into classes. All resources
in a class have the same attributes. An attribute of a class
is speciﬁed as
 , where  is a basic type such as
integers, characters, tuples, etc, and     denoting whether the value of the attribute’s element remains
constant throughout computation () or is associated to
for the attribute of
every resource use (). We write
resource .
Example. As an example, consider the class of resources  that may experience failures, consume power,
and whose use is regulated by priorities. We may characterize this class by three attributes as follows:






 



  

  









Attribute  captures the possibility of a resource failure. It
has one element, that of the probability of failure, which is
assumed to be constant throughout all executions of the resource. Attribute  is the power consumption, which may
be different in each resource access depending on the requested operation, and  is the priority of the access, which
may also be different depending on which process uses .
When we use a resource  in a model we specify once the
values of all the static elements of its attributes, and then,
whenever  is used in the model, it is accompanied by values for all of the dynamic elements of its attributes in a tuple
called resource access. We will always assume positional
correspondence between the dynamic attribute names in the
attribute tuple of a resource class and the values of attributes
in the resource use. If we have resources  and  in
the resource class  , we specify initially that, for example,
    and    . An access of the resource
 may be    . We will always assume positional
correspondence between the dynamic attribute names in the
attribute tuple of a resource class and the values of attributes
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in the resource use. Therefore, in   ,    and
  . Resource accesses are speciﬁed in actions. An action  is a collection of resource accesses. By   we denote the names of resources used in . Actions are building
blocks for processes.
Syntax. Below,  , range over processes,  ranges over
actions, and ranges over sets of resources. The following
grammar describes the syntax of processes and actions.














 

Process  represents the inactive process. Process   
executes action  and proceeds as  . Process 
represents a nondeterministic choice between the two summands.
Process   describes the concurrent composition of 
and : the component processes may proceed independently or interact with one another while executing actions.
The construct  ,  , referred to as resource closure,
produces a process that reserves the use of resources in
for itself, extending every action  in  with resources in
  . Finally,   , referred to as resource hiding, allows the process to hide or restrict the identity of resources
in so that they are not visible on the interface with the environment of process  .
Example. As an example of a process, consider

 



  

    



     

where resources  and
are drawn from the resource
class  of Example 1. Process  represents a processor that
can accept messages from a channel. We assume that reading the message from the channel requires additional power
than remaining idle. Depending on whether the message arrives or not,  has two alternative behaviors. If the message arrives, as described in resource access
  ,
the processor may receive the message, consuming 3 units
of power, and proceed to process it as  . Otherwise, the
processor consumes 1 unit of power and continues as  .
Semantics. The semantics is given operationally by a transition system that captures the behavior of processes. It is
based on the notion of a conﬁguration which comprises of a
process and a world/state that can be used to keep useful information about the resources of the process. We write  for
the set of all conﬁgurations and we write     , for a
conﬁguration containing process  in state  . Finally, Act is
the set of all actions a conﬁguration can engage in. The semantics is based on a function




Act





which, given a process conﬁguration    and an action ,
returns the set of conﬁgurations that can be reached from
   by performing action . Thus, the semantics is based
on the following rule:
  

     

      

Domain specialization. In order to adjust the general framework for the needs of a speciﬁc application
domain, we must give meaning for resources and their attributes and establish the semantics for the processes. The
following steps perform the specialization for a particular domain: 1) Establish a ﬁnite set of resource classes for
the domain, along with the attributes of the class. 2) Provide the syntactic consistency predicate  . For a given
action ,    denotes that the action can be legitimately used in a model within this domain. Furthermore,
we may restrict the domain for the set of resources appearing in process constructs  and   . 3) Deﬁne the
set  of conﬁgurations and the function  .

3. Resource classes
We consider a number of resource class deﬁnitions that
are useful for modeling embedded systems. Class deﬁnitions include serially reusable shared resources, used
to model processor units, communication resources, used
to model synchronous and asynchronous communication channels, and multi-capacity resources that naturally
correspond to memory modules. For each class of resources, we specify the set of attributes and deﬁne the semantic function    Act for a formalism that uses this
resource class. Note that if a formalism uses multiple resource classes, the semantic function should also deal
with actions that contain resources of several kinds. Functions for several such formalisms are given in [14].
Serially reusable resources. The basic kind of resources
that is necessary to consider for schedulability analysis of
real-time systems are serially reusable resources. While
such a resource is used by a process, no other process can
access it. As soon as the process releases the resource, it is
immediately available for use by another process. It is a natural abstraction for a processor unit. One task is scheduled
to execute on a processor, and any other task that is also
ready to run is blocked until the processor becomes available. Tasks access processors according to their priorities.
Different tasks can access processor resources with different priorities, therefore priority is a dynamic attribute of a
serially reusable resource. We will assume here that all resources are used for one time unit. A more complex deﬁnition can be given, where a resource access has another attribute, access duration.
The resource class is deﬁned as         .
The consistency predicate    states than an action 
is well-formed if the resources occurring in ,  , are
pairwise distinct. The semantic function uses the following
auxiliary functions:


 Á

  if    Ê 

otherwise
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 ensures that two timed actions may be composed together only if they do not compete for the use of any common resources. Otherwise,
 , signifying that a
deadlock arises.   reserves access to resources  for the
by employing all of the resources
process performing
      at priority level 0. As a result, resource in
 cannot be shared with any other process (according to
 ).  hides the use of  -resources from timed actions. We also use the preemption relation on actions. Intuitively, action ¾ preempts action ½ , written ½ 
¾,
if ¾ has a resource  that has a higher priority in ¾ than
in ½ , and ½ does not have such resources. There is no
need to store extra state information, so for each conﬁguration  ,     .

     
   ½  ¾   iff     such that      
and, if   ·½    , then 
   ½ ¾   iff [(½   ½  ½ , ¾   ¾  ¾ ,
½ ¾ )
½
¾, 
and, if  ½ ¾     then 
 
       iff     ,    ,
and, if        then   
      iff     ,   ,
    then 
and, if  
¼

¼

¼

¼



¼

¼

¼



¼



¼





¼

¼

¼

Communication resources. To model synchronous communication resources, we introduce a resource class that allows us to specify input and output actions. We will use
this distinction in the semantic function to deﬁne that an
input and an output on the same channel can synchronize
and produce an internal step. We introduce a resource class
    
  . The class has one dynamic attribute that indicates the polarity of resource access, distinguishing between an input action on channel (denoted 
instead of (a,?) ), an output action on channel , denoted
, and an internal step that involves a busy channel , denoted  . The consistency predicate stipulates that a communication action can contain only one resource of the class
 and no other resources. The semantic deﬁnition uses the
following function:







if  
otherwise



 

Thus two actions may be composed in parallel if they are
send and receive actions on the same channel, and the composition results in a busy channel step. Composition of any
other communication actions is undeﬁned.
Asynchronous communication resources. To model asynchronous buffered communication between processes, we
can use the following resource class. Contents of messages
are not modeled, however processes can store or retrieve
several messages in one step. The resource class is de             
scribed as 

,

    . The static attribute  represents the capacity of resource , that is, the maximum number of messages that can be stored in the buffer. In order to deﬁne
the semantic function for such resources, we need to maintain state information that keeps, for each channel, the number of messages stored in the buffer of the channel. Using
  for the number of messages in the resource  in state
 , the following clause of      deals with communication actions:       
 ¼   iff either
          ¼    , and
¼
    ¼ ¼   ¼ , or
  ,   
   ¼   , and  ¼   ¼ ¼   ¼ . This
deﬁnition represents the natural intuition that a process can
read from a channel if the channel has enough messages
and can write to a channel if there are enough empty slots
to write all the messages. With these deﬁnitions we can obtain a formalism similar to communicating real-time state
machines of [18].
Resources with failures. For probabilistic reasoning about
fault tolerance of resource-constrained systems, we have
deﬁned a class of resources  that can experience transient failures with a ﬁxed probability [16, 14]. It extends
 with an additional attribute  of type     ,
representing the probability of the resource failing in the
next step. To be able to reason about failed as well as nonfailed resources, we also have the attribute   of type
    . The process     will succeed in using  with probability  , or fail, becoming
,
with probability   . Replacing  with , we get
the process that fails exactly when the other one succeeds.
Failed resources are useful to specify failure recovery.
Combining resource classes. When multiple resources are
used in the same formalism, the deﬁnitions need to be
extended to handle the case when an action contains resources of multiple classes. For example, the process algebra ACSR [12] employs serially reusable resources and
a variant of synchronous communication resources. However, from the point of view of the formalism, synchronization on communication channels happens instantaneously,
while access of other resources takes time. Therefore, the
syntactic consistency predicate includes a provision that resources of the two classes cannot appear in the same action.

4. Analysis
We can employ a number of different techniques to analyze models in the resulting formalisms. Analysis of timing behavior for systems using serially reusable resources
has been performed in [5]. More generally, similar techniques can be used to analyze functional correctness with
respect to arbitrary safety properties. Schedulability analysis for a variety of scheduling algorithms has been described in [8]. Probabilistic analysis of timing and fault tol-
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erance properties has been considered in [16]. An extension of that approach to power-aware system has been considered in [20]. Analysis techniques include model checking with respect to a temporal logic that can express power
consumption constraints, as well as computation of probabilistic bounds on power consumption. We can also compute minimum and maximum power consumption over a set
of executions. Power-aware scheduling has been modeled
and analyzed in [20]. The resource-based approach also allows us to explore a number of design trade-offs. For example, we have considered trade-offs between performance
and power consumption [20] and between performance and
memory consumption [14].

[6]

[7]

[8]

[9]

5. Conclusions and future work
We have presented a formal approach to the design of
real-time embedded systems, which explicitly captures resource constraints that affect the system behavior. The approach includes an extension mechanism that allows us to
easily incorporate new kinds of resources and resource constraints. We deﬁned several resource classes for commonly
encountered modeling scenarios. The resource-modeling
formalism is incorporated into a larger model-based development framework for embedded systems.
We are working to identify additional classes of resources and develop means of incorporating them into the
formalism, as well as providing ﬂexible tool support for the
model development in the formalism. An interesting direction is to consider consumable resources, which can be used
only a ﬁxed amount of times during a computation and possibly replenished after a certain amount of time passes. Such
an extension will allow us to have a more natural treatment
of battery-operated devices.

[10]
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[13]

[14]
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