We apply two sparse reconstruction techniques, the least absolute shrinkage and selection operator (LASSO) and the sparse exponential mode analysis (SEMA), to two-dimensional (2D) spectroscopy. The algorithms are first tested on model data, showing that both are able to reconstruct the spectra using only a fraction of the data required by the traditional Fourier-based estimator. Through the analysis of a sparsely sampled experimental fluorescence detected 2D spectra of LH2 complexes, we conclude that both SEMA and LASSO can be used to significantly reduce the required data, still allowing to reconstruct the multidimensional spectra. Of the two techniques, it is shown that SEMA offers preferable performance, providing more accurate estimation of the spectral line widths and their positions. Furthermore, SEMA allows for off-grid components, enabling the use of a much smaller dictionary than the LASSO, thereby improving both the performance and lowering the computational complexity for reconstructing coherent multidimensional spectra.
INTRODUCTION
Coherent multidimensional spectroscopy 1 has become an important technique for studying excited state dynamics in complex systems with congested spectral bands. It has been successfully applied in systems such as light harvesting complexes, 2,3 quantum dots, 4, 5 quantum wells, 6 molecular aggregates 7, 8, 9 and more. In conventional photon echo based 2D spectroscopy, only the so-called coherence and population times are scanned, while the signal is recorded using a spectrometer directly providing spectral dependence of the detection without the need for explicit scanning of the corresponding time delay. 10 In recent developments, the coherent 2D spectroscopy is detected via various incoherent "action" signals. Fluorescence, 11 photocurrent, 12 photoelectron 13 , and photoion 14 detection has been used so far. In these experiments, four laser pulses are used, which means that three time delays between the pulses need to be explicitly scanned. This can make multidimensional spectroscopy experiment very time-consuming. In such experiments, efficient data acquisition algorithms become essential. One promising approach is to use dictionary-based sparse reconstruction techniques in a compressed sensing context, such as the least absolute shrinkage and selection operator (LASSO) introduced by Tibshirani. 15 By including a penalty in the cost function, such techniques may be used to reconstruct non-uniformly sampled data sets that are well detailed using only a few components. 16 The technique has recently been applied to a variety of different spectroscopy experiments, for instance, X-ray diffraction, 17 2D infrared spectroscopy, 18 multidimensional nuclear magnetic resonance, 19 atomic force microscopy, 20 mass spectrometry, 21 and coherent 2D spectroscopy. 22 Here, we examine the reconstruction of the fluorescence detected coherent twodimensional (FD2D) spectra using two sparse reconstruction techniques, namely the aforementioned LASSO, and the recent Sparse Exponential Mode Analysis (SEMA) method. 23, 24 We apply the method to the experimental data of the peripheral light harvesting antenna complexes (LH2) of photosynthetic purple bacteria shown in Figure 1 (leftmost). 25, 26, 27 The LH2 consists of two rings of bacteriochlorophyll (BChl) molecules, called B800 and B850. 28 In many purple bacteria, the B800 ring contains nine well-separated BChl molecules with an absorption band at about 800 nm, while the B850 ring has eighteen closely packed BChl molecules absorbing around 850 nm. 29 A typical FD2D spectrum of such system with two clear linear absorption bands has four peaks. 30, 31, 32 In Figure 1 (rightmost), a 2D spectrum of LH2 is shown. The four peaks R11, R12, R21, and R22 can be clearly distinguished. For constructing FD2D spectra, the fluorescence intensity is recorded while scanning four femtosecond laser pulses in respect of each other. In order to separate the correct nonlinear fluorescence signal due to the interaction of all four pulses from other possible signals (for example fluorescence excited by a single pulse), we use phase modulation technique together with smart lockin type demodulation 33, 34 . Let τ, T, and t denote the time delays between the first and second pulses, the second and third pulses, and the third and fourth pulses, respectively. These times are also known as the coherence time, the population time, and the detection time. In our data set, we have recorded 20 points for T (from 0fs to 73fs) and 40 points for both τ and t. Taking Fourier transform over τ and t, yields a 2D spectrum for each T.
In this article, we apply sparse sampling to reduce the time it takes to record a 2D spectrum and investigate how noise influences reconstruction accuracy. Previously, sparse reconstruction techniques were examined by Roeding et al, who employed a two-step iterative shrinkage/thresholding (TwlST) algorithm, showing that spectra could be accurately reconstructed using only 25% of full data set. 35 Similar results were shown by Sanders et al who used a matching pursuit algorithm to reconstruct the data from atomic Rb vapour. 36 Hutson et al reconstructed the spectra using non-uniformly sampled data, using the projection-slice theorem on the multidimensional coherent spectrum. 37 The results of spectral band (damping) and the spectral width (frequency) were not analysed, only the spectra were sparsely reconstructed by the noted methods. In this work, we compare the reconstruction of sparsely sampled LH2 spectra by LASSO and the recently developed SEMA method 24 .
METHODS
In order to formulate the LASSO and SEMA estimators, let
denote the 2-D sampling times of the signal, with i -th sampling point in the second dimension. These two dimensions correspond to τ and t in above time delay notation. In general, these sampling times may be arbitrarily selected in both dimensions, creating a non-uniform sampling grid. In the experiment analyzed here, the signal was sampled uniformly at 40 sampling points in these two dimensions. The signal may thus be represented as
 denoting the frequency and width (damping) in the l-th dimension of the k-th 2D spectral band, where l = 1 or 2. Thus, we use here Lorentzian lineshape model. We point out that one may extend the model to include more detailed lineshapes, such as, for example Voigt model. More complex lineshapes typically come with the cost of more parameters and would lead to larger dictionary space. In the interest of brevity, we here limit the discussion to the Lorentzian, referring the interested reader to ref paper 38 for a further discussion on more detailed lineshapes.
In the above example of LH2 with two 1 D spectral bands, there are K = 4 possible 2D bands. Furthermore, k g denotes the complex numbered amplitude of the spectral band k where the imaginary part gives the initial phase which is here taken zero. The noise term ) (s  is assumed to be well modelled as Gaussian distributed random numbers. The noise amplitude (FWHM of the Gaussian distribution) is set to be 100 times lower than the amplitude of the spectral bands k g . In the following, we use eq. (2) to construct model data sets which resemble the 2D spectroscopy experiment in order to test the efficiency of the LASSO and SEMA methods to recover the parameters In order to recover the input parameters with  denoting the outer product. As the result of the optimization all the spectral components not coinciding with the terms in eq. (2) will have very low amplitudes. The added penalty ensures that a solution ideally contains only the sought terms (others have negligible amplitude), allowing the corresponding terms to be identified by the components with largest amplitudes. Regrettably, even for a very coarse grid, the dimensionality of this minimization is computationally prohibitive, and the LASSO solution can in practice only be obtained by removing the influence of the damping components, setting 0 ) (  l k  . This allows the LASSO to determine the sought frequencies; these may then be used to simulate the signal for the missing sampling times such that one constructs a reconstructed data set over a uniformly sampled grid. From this, a 2D spectrum is then estimated using the fast Fourier method, from which the  component may be estimated as the resulting line width of the peaks, at the determined frequencies. The SEMA estimator, on the other hand, introduces an iterative dictionary-learning step allowing the  components to be incorporated without increasing the dimensionality of the minimization. This is done by initially assuming no damping for any of the used spectral components; then after first determining the suitable frequencies, the spectral components are updated to include a least-squares estimated damping (linewidth). The spectral components are further refined within narrow regions of the above suitable frequencies. Thereafter the fitting procedure is iterated, to further refine the estimates, first along frequency, and then over the damping parameter. We point out that although this implies that the initial fitting assumes a certain signal model (here Lorentzian), the found frequencies can be shown to still be accurate, despite the possible model mismatch 38 . Consequently, the parameters can be estimated without reconstructing the full data set. We refer the reader to SI for more thorough discussion of the compression algorithms and to references 24 for further details on the SEMA algorithm.
RESULTS AND DISCUSSION
In order to compare the ability of the two discussed methods to determine the sought parameters, we have generated P=2000 uniformly sampled Monte-Carlo simulations containing four spectral components, in which the frequencies were each drawn uniformly over [0.1, 0.97] and dampings was each drawn uniformly over [0.019, 0.035]. For each simulation, the signals were then subsampled at uniformly distributed time locations to yield the expected non-uniformly sampled data sets. We note that a suitable selection of samples will allow for improved estimation performance 23, 37 . Here, for simplicity, and as we mainly wish to illustrate the performance difference between the algorithms for a given set of samples, we use a random sampling scheme. In each simulation, the signal was corrupted by an additive Gaussian noise. The parameters of the four components were then estimated for each simulation, using 256 dictionary elements for each parameter , , ,
 . It should be stressed that these dictionary elements will most likely not coincide with the simulated parameter, to mimic the situation one may expect in a real experiment. Figures 2 and 3 show the resulting averaged root mean squared error (RMSE) of the frequency and damping parameters, respectively, when retaining varying degrees of randomly selected data points. Here, the RMSE of the frequency parameters has been computed as As shown in Figure 2 , the RMSE of the frequency parameters obtained from the discrete Fourier transform (Fourier method), which is computed as the peak values of the magnitude of the Fourier method of the data, as well as the LASSO and SEMA methods, decreases as the number of sampling point's increases. As is clear from the figure, the sparse reconstruction techniques are able to achieve significantly better performance than the Fourier method estimator, with SEMA showing the best performance. For the damping parameters, the LASSO is first used to reconstruct a uniformly sampled data set, from which the spectrum is computed using the Fourier method. From this the dampings are then estimated as the full width of half the maximum value for the found peak frequencies. For the Fourier method, the damping estimates are instead formed as the full width of half the maximum value of the peak of the magnitude of the Fourier method of the (non-uniformly sampled) data set, whereas the SEMA algorithm directly estimates the damping parameters, without reconstructing any uniformly sampled data set. For both the frequency and damping estimates, the SEMA method is found to substantially outperform the LASSO and the Fourier method approach. The reason for this improvement is that SEMA forms a sparse estimate of both the frequencies and the dampings directly, while also allowing for off-grid frequencies, instead of basing the estimates on the reconstructed data, as the LASSO does. The poor estimate of the Fourier method estimate results from the sidelobes and spurious peaks resulting from computing the spectral estimate from a small non-uniformly sampled data set.
In time domain, most of the useful information is concentrated to the lower left corner of the plot with τ and t less than 100 fs, see Fig 4. The rest of the data correspond to longer times where the valuable spectral features have dephased or decayed away. The 2D spectra of B800 and B850 can be successfully reconstructed using only a fraction of the full data set (as is illustrated in Figure 5 , showing 2D spectral estimates at T=70fs). The used data points have been randomly selected from the time points in the lower left corner. We point out that in Figure 2 and 3 such additional area selection was not applied. We have calculated the LH2 spectrum from different degrees of sparseness using the traditional Discrete FT technique, the LASSO, and SEMA. Here we only show compression levels leading to successful reconstructions of experimental 2D spectra. In SI more examples are presented including also the clear failures. From the comparison of the simulated and experimental spectrum, it is clear that SEMA requires less data than the LASSO to obtain the reconstructed multidimensional spectra. In the implementation that we use, SEMA explicitly assumes Lorentzian lineshapes (although the method may be modified to also allow for, e.g., Voigt lineshapes). In condensed phase spectroscopy, spectral lineshapes can be highly nontrivial. Here too, while the spectral positions and linewidths are well reconstructed by SEMA with only a fraction of the data points, the spectral shape is quite different from what a direct FT with full data set provides. This is important to keep in mind if detailed information about the lineshapes is part of the analyses. Another issue of practical importance is the overlapping spectra. Here the experimental spectra contain well separated bands. In case of the simulations, in Figure 2 and 3, the spectral overlap may have taken place in some of the random cases. More thorough analyses of this issue goes, however, beyond the frame of the current study.
Finally, in order to relate our work to other analogous studies in coherent 2D spectroscopy we point out that the first work where the compressed sensing was aplied 36 in this context uses a version of the LASSO algorithm. The projection reconstruction method that has been used for speeding up the data collection 37 concerns selecting preferable sampling points carrying more information than those on a uniform grid. Both LASSO and SEMA methods could then be applied on those samples which would further improve the performance.
CONCLUSIONS
The power of the LASSO and SEMA estimators in reconstructing coherent 2D spectra were analysed by applying the methods to sparsely sampled model data with known spectral parameters. Both estimates are able to reconstruct the spectra using only a fraction of the full data set, achieving better performance than the traditional Fourier technique. This allows for a drastic reduction of the required measurement time for a given experiment. We also sparsely sampled and reconstructed the experimental coherent multidimensional spectra of the antenna complex LH2. Of the studied estimators, SEMA has been shown to offer preferable estimates, and is the technique that is generally recommended by us. Though, since SEMA explicitly assumes Lorentzian lineshape, it is not suitable if analyses of a general complicated spectral lineshape is needed.
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