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1Introduction
„The goal of mathematics is the symbolic
comprehension of the infinite with human, that
is finite, means.
— Hermann Weyl
1952
One of the leitmotifs of this thesis is a statistical technique called Gaussian process
regression. The marvel in this technique is that it brings the infinity of functional
spaces down to the earthly world of experimentally measured data. Far from being
just an exercise of mathematical sophistication, Gaussian process regression allows
to incorporate complex forms of prior information in regression models. For example,
as I will show in the first part of this thesis, this information can be obtained from
explicit dynamical models of neural systems expressed in terms of differential and
integro-differential equations. This allows to integrate theoretical modeling and
statistical data analysis in a single framework. In the following section I will briefly
introduce the nonparametric regression problem and Gaussian process regression in
particular. I will conclude this introductory chapter with an outline of the two main
parts of the thesis.
1.1 Nonparametric Bayesian statistics and
Gaussian process regression
Conventional statistical methods are characterized by a finite number of parameters
that model the statistical relationships between the observed variables. A common
example is a linear regression model:
yt = bt+ c+ t , (1.1)
where b and c parametrize respectively the slope and intercept of the linear functional
dependency and t is a noise term. From a Bayesian point of view, inference can
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be performed by assigning prior distributions on the parameters. A very common
choice are Gaussian priors:
b ∼ N(0, σ2b ) (1.2)
c ∼ N(0, σ2b ) . (1.3)
The statistical models used in this thesis are functions that cannot be parametrized
by a finite number of numbers. A nonparametric regression model can be expressed
as follows:
yt = f(t) + t , (1.4)
where f(t) belongs to some functional space F . In analogy with the parametric case,
we can formally assign a prior distribution over the functional space. Probability
distributions over infinite dimensional spaces such as functional spaces are usually
referred as stochastic processes. The most common choice of functional priors are
Gaussian processes which are the infinite-dimensional generalization of ordinary
multivariate normal distributions. The defining property of Gaussian processes
is that, given any set of points S = {t1, ..., tN}, the vector fS = (f(t1), ..., f(tN ))
follows a multivariate normal distribution. We will denote a Gaussian processes with
the following expression:
f(t) ∼ GP(m(t), k(t, t′)) . (1.5)
In this expression, the mean function m(t) determines the expectation Ef∼GP [f(t)]
while the covariance function k(t, t′) determines the covariance between values of
the function at any couple of points Ef∼GP [(f(t1)−m(t1)) (f(t2)−m(t2))]. Is it
possible to perform an inference on an infinite-dimensional model? It turns out
that the answer is "Yes" since only a finite number of degrees of freedom of the
functional space are "excited" by a finite number of data points. More specifically,
the defining property of Gaussian processes implies that the effective dimensionality
of the underlying model is always equal to the number of data points. The resulting
posterior expectation has the following form:
mpost(t) =
∑
j
wjk(t, tj) , (1.6)
where tj is the time of the j-th observation. The wights wj can be obtained in
closed-form when the noise x is normally distributed:
w = (K + σ2I)−1y , (1.7)
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where Kij = k(ti, tj). This implies that if K is always invertible then the posterior
expectation of a Gaussian process will always exactly pass through all the data points
at the limit of zero noise (σ2 = 0):
mpost(ti) =
∑
j
wjk(ti, tj) =
∑
jh
[K−1]jhKijyth =
∑
h
δhi yth = yti .
In this sense Gaussian process regression in nonparametric since it can perfectly
accommodate any possible finite set of data points. The nonparametric nature of
Gaussian process regression does not imply that the prior distribution is necessarily
uninformative. Conversely, the prior covariance function strongly determines how
the signal is extrapolated outside the original set of measurements. This property
is shared with several methods that are usually considered to be nonparametric.
For example, 1-nearest neighbor regression can always fit an arbitrary number of
training points but it restricts the functional space to functions that are locally
constant on Voronoi partitions.
1.2 Covariance functions
The properties of a Gaussian Process prior are specified by its covariance function.
Valid covariance functions have to respect two properties: symmetry and positive
semi-definiteness. A bivariate function k(t, t′) is said to be symmetric when
k(t, t′) = k(t′, t) .
This property reflects the fact that the covariance between two variables is always a
symmetric quantity. A function is positive semi-definite when for all possible sets
of points S = {x1, ..., xN} the covariance matrix Kij = k(ti, tj) is positive semi-
definite. Positive-semi definiteness ensures that all random variables defined as
linear combinations of values of f(t) have a non-negative variance. A covariance
function is said to be stationary when it is translation invariant:
k(t+ a, t′ + a) = k(t, t′) .
This implies that the covariance solely depends on the difference between time
points:
k(t, t′) = k(0, t′ − t) .
With a slight abuse of notation, we will sometimes denote a stationary covariance
function as k(τ) where τ = t′ − t.
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1.3 Constructing informative functional priors
Gaussian processes can exhibit a wide spectrum of behaviors including periodicity,
smoothness and fractality. This extreme flexibility can be exploited for constructing
informative distributions that encode prior information about the system of interest.
For example, seasonal phenomena such as temperature fluctuations can be modeled
using a periodic covariance function:
kP (t, t′) = exp
(
−2 sin
2 (pi(t− t′)/T )
l2
)
,
This covariance function induces a Gaussian process that is exactly periodic with
period T . This can be seen by computing the Person correlation between f(t) and
f(t+ T ):
ρ(t, t+ T ) = cov [f(t), f(t+ T )]√
var [f(t)] var [f(t+ T )]
= kP (t, t+ T )√
kP (t, t)kP (t+ T, t+ T )
= 1 .
The assumption of exact periodicity is often too strict since many real-world processes
are only approximatively periodic. A more flexible quasi-periodic covariance function
can be obtained by multiplying kP (t, t′) with a monotonically decreasing stationary
covariance function:
kQP (t, t′) = g(t− t′)kP (t, t′) .
where limτ→∞ g(τ) = 0. It is easy to see that the autocorrelation between points
separated by a full period is now smaller than one:
ρ(t, t+ T ) = kQP (t, t+ T )√
kQP (t, t)kQP (t+ T, t+ T )
= g(T )/g(0) ≤ 1 .
Therefore, the resulting process is periodic only on a shorter time range determined
by g. This way of constructing functional priors is intuitive but it lacks objectivity
since infinitely many functional priors are quasi-periodic. A more objective way of
defining functional priors is by modeling the underlying system using differential
equations. Knowledge of the equation of motion describing the dynamics of a
system can be directly encoded in a Gaussian process prior (as far as the equations
are linear). This is exploited in the first part of this thesis where the functional
prior distributions are determined by linearized dynamical models of neurons and
neuronal populations.
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1.4 Informative and uninformative functional
priors
The functional prior defined by the periodic covariance function defined in the
previous section encodes rather detailed knowledge about the nature of the signal.
From a signal processing point of view, the information content of a stationary
covariance function can be understood in terms of its spectrum:
S(ξ) = 12pi
∫ ∞
−∞
k(τ) exp(iξt)dτ , (1.8)
The spectrum of a Gaussian process determines the average energy of each sinusoidal
components of the function. A covariance function is highly informative when the
spectrum is concentrated around few frequencies. The more extreme example is the
harmonic covariance function:
kH(τ) = cos(iξ0τ) , (1.9)
where the spectrum is concentrated in the single frequency ξ0. Functions sampled
from a Gaussian process with harmonic covariance functions are sinusoidal waves
with frequencies equal to ξ0 and random amplitude and phase. This implies that two
(noiseless) observations are enough for recovering the whole function with absolute
certainty. The opposite example is given by the the white noise covariance function:
kWN (τ) = δ(τ) . (1.10)
In this case the values of the function at different time points are uncorrelated and it
is impossible to extrapolate information beyond the training points. This covariance
function is maximally uninformative. This is reflected in its spectrum which is equally
spread across all frequencies. This is somehow disappointing since it implies that
the only possible way to have a stationary functional prior that is not biased towards
any prespecified set of frequencies is to use a covariance function that is practically
useless since it does not allow any meaningful extrapolation from the data. I will
deal with this problem in the second part of the thesis where I show that it is possible
to construct uninformative functional priors if the covariance function itself can be
estimated from the data.
1.5 Beyond Gaussianity
Gaussian process regression offers a mathematically elegant way for working with
functional priors which encodes our knowledge (or lack thereof) of the systems of
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interest. Since the time of Newton, differential equations are the most important
mathematical tools for encoding knowledge about the dynamic of physical systems.
As I will show in the first part of this thesis, the functional priors induced by linear
differential equations are Gaussian processes. Unfortunately, the dynamic of most
real-world systems is nonlinear. For example, the spiking behavior of neurons
is accurately described by the highly nonlinear Hodgkin–Huxley equations. The
functional prior induced by nonlinear equations is non-Gaussian and this rules out
the direct use of Gaussian process regression for the Bayesian analysis of non-linear
dynamical systems. Bayesian inference with non-Gaussian functional priors cannot
be performed in closed-form. Therefore, the third part of this thesis is concerned with
approximate inference techniques that can be used in non-linear and non-Gaussian
Bayesian inference problems.
1.6 Outline of the thesis
This thesis is divided in three main parts. The first two parts are based on the
framework of Gaussian process regression. What distinguishes the methods proposed
in the first part from the methods introduced in the second parts is the logic behind
the choice of the functional priors. The methods presented in the first part are based
on informative priors derived from dynamical models and stochastic differential
equations. This allows to construct functional priors that are tailored to some specific
neural systems. Conversely, the second part is devoted to the Bayesian reformulation
of signal processing methods. The inflectional priors in this second part are designed
to be as uninformative as possible so that the same method can be directly applied
to any kind of time series. Finally, in the third part of the thesis I will introduce two
methods for going beyond the requirement of Gaussianity and therefore outside of
the realm of Gaussian process regression.
6 Chapter 1 Introduction
Part I
Statistics from Dynamics

2Introduction to Part I
„Nature is written in mathematical language.
— Galileo Galilei
1623
„Those who ignore statistics are condemned to
reinvent it. Statistics is the science of learning
from experience.
— Bradley Efron
2016
Arguably the biggest contribution of Galilei and his contemporaries is the realization
that nature can be described in terms of mathematical equations. The Newtonian
revolution that followed this realization radically changed our vision of the natural
world, replacing the ambiguity of philosophy and natural language with the precision
of mathematical expressions. Natural sciences are humanity’s greatest attempt to
organize our fleeting sensory perceptions into a coherent picture of the universe.
Interestingly, the same man who placed Newtonian physics on a firm mathematical
ground also developed the first mathematical theory of how knowledge can be
obtained from imperfect observations. This credit goes to Pierre Simone de Laplace,
the founder of both modern mathematical physics and Bayesian statistics. In spite of
their common origin, physics and statistics followed different routes. In particular,
statistics gradually detached itself from the physics, embracing assumptions that
were mainly motivated by mathematical consistency and tractability. The central
theme of this part of the thesis is the integration between biophysical mathematical
models and principled statistical methods in a common Bayesian framework. Modern
Bayesian statistics allows to incorporate mathematical models of the physical world
into prior distributions that can be combined with measured data. In the following
sections I will introduce the use of (integro-)differential equations in biophysical
modeling and outline their connections with Bayesian priors.
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2.1 Dynamic equations and mathematical
modeling of natural phenomena
Differential equations are perhaps the most important tool in the hand of mathe-
matical modelers. A differential equation determines the temporal evolution of a
dynamic variable x(t) by relating its value with the values of its temporal derivatives.
First-order differential equations have the following form:
d
dt
x(t) = f(x(t), t) , (2.1)
where f is a continuous function. This equation determines the rate of variation
of the dynamic variable and, when paired with an initial condition, can be use to
predict the temporal evolution of the variable. Specifically, if we know that x(t) = a,
we can approximate the value of the variable after dt seconds as follows
x(t+ dt) ≈ a+ f(a, t) dt . (2.2)
This approximation is exact at the limit of dt approaching 0.
Differential equations can be used for modeling the temporal evolution of natural
phenomena. As an example, consider a population of rabbits in a grassland and
let x(t) be the number of rabbits at any given time. Modeling the dynamic of this
population can be modeled with a (first-order) differential equation by choosing f
in a way that captures some basic assumptions about population dynamics. First, the
growth of the population should be proportional to the population size x(t) since
the number of offspring is proportional to the current number of individuals. This
line of reasoning leads us to the following differential equation
d
dt
x(t) = rx(t) , (2.3)
where r is the rate of reproduction of the population growth. In a realistic situation,
the rate r depends on the current population size since the amount of resources is
limited. If we assume that the environment can support a maximum of K individuals,
we can set r to be equal to a base rate r0 times the difference between the current
population and its possible maximum:
d
dt
x(t) = r0(K − x(t))x(t) . (2.4)
Note that the growth vanishes when the population reaches its maximum size.
Clearly, this mathematical model is only a rather rough approximation of the un-
derlying biological process. Nevertheless, it quantifies some important qualitative
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features of real population growth. Similarly, all biophysical models considered in
this thesis are rough approximations of the real dynamics of neurons and neuronal
networks. The aim of these models is to capture some important qualitative features
of the neural processes that can be embedded in biophysically inspired statistical
models.
2.2 When are differential equations appropriate?
Before moving to Bayesian statistics, I will briefly discuss some assumptions that are
implied when a model is described by differential equations. The first assumption is
determinism. A physical system is deterministic when all future states are completely
determined by the past states of the system. Determinism is the cornerstone of clas-
sical physics. Nevertheless, deterministic equations can seldom be applied in biology
and biophysics because of the lack of information about all the variables involved
and the imperfections of the dynamical model. This implies that several possible
future scenarios are possible given the current state. Stochastic differential equations
can be obtained by coupling differential equations with a source of randomness. A
first order stochastic differential equation can be written as follows
d
dt
x(t) = f(x(t), t) + g(x(t), t)w(t) , (2.5)
where w(t) is a random process and the function g(x(t), t) determines the effect of
the noise on the system. For example, the fertility of our population of rabbits could
depend on a series of external variables that are not included in our simplified model
such as the external temperature and the availability of food. We can account its
effect of these unmeasured perturbation on the population dynamic by modeling
the base rate r0 as sum of a constant ρ plus a time dependent noise term w(t). The
resulting stochastic differential equation is
d
dt
x(t) = ρ(K − x(t))x(t) + w(t)(K − x(t))x(t) . (2.6)
Solving this stochastic equation means to find the probability of x(t) for all future
times.
Another assumption that is implicit differential equations is locality. A system is
local when its future temporal evolution is fully determined by its current state.
In other words, the future depends on the past only through the present (this is
usually denoted as Markov property in statistics). This is natural in fundamental
physics since the past can affect the future only though a chain of local causal events.
However, the locality of our simplified model is violated if there are unmeasured
variables that are affected by the system and that, in turn, also affect it. For example,
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any perturbation in the rate of reproduction can affect the population size only after
a minimal delay induced by the duration of the pregnancies. This induces a source
of non-locality since our model does not take into account the number of pregnant
rabbits and the state of the pregnancies. The simplest way to account for this delay
without introducing new variables describing the state of the pregnancies is to use a
delayed differential equation:
d
dt
x(t) = r0(K − x(t− τd))x(t− τd) . (2.7)
However, a global delay is not completely accurate since different pregnancies can
last a different amount of time. A more general non-local equation is obtained using
an integral operator:
d
dt
x(t) =
∫ t
0
r0(K − x(t− τ))x(t− τ)c(τ)dτ , (2.8)
where the kernel function c(τ) determines the fraction of pregnancies that last
τ units of time. Therefore, the current growth is obtained by integrating over all
possible delays. This is an integro-differential equation and it will be the fundamental
ingredient of the neuronal connectivity models that I will discuss in Chapter 4 and 5.
In this particular application, heterogeneity in the delays is the result of heterogeneity
in the travelling times of the incoming spikes over the axonal pathways.
2.3 Bayesian statistics and dynamic equations
Mathematical models such as those discussed in the previous section quantify our
knowledge about the natural world. In most situations, this knowledge is not perfect
since equations are only approximatively valid, the exact values of the parameters
are not known and the initial conditions can only be measured up to experimental
error. All these sources of uncertainty can be included in a statistical model. Consider
the stochastic population model in Eq. 2.6. A small survey found that, at time t = 0,
the rabbit population had a size of x(0) = 100± 20. Unfortunately, the error on this
estimate was high given the small scale of the survey. At time t∗ a systematic survey
found that the current population size is x(t∗) = 300. Can we use this information for
updating our estimate of the population size at time 0? Assume that the fluctuation
in the fertility rate r0(t) is proportional to the temperature with proportionality
constant β and that the temperature can be modeled as a a white noise process with
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mean T0 and variance σ2T . The dynamic probabilistic model can be summarized as
follows:
x(0) ∼ N
(
100, 202
)
T (t) ∼ N
(
T0, σ
2
T
)
d
dt
x(t) = ρ(K − x(t))x(t) + βT (t)(K − x(t))x(t)
x(t∗) = 300
(2.9)
The likelihood of this Bayesian model is a Gaussian distribution while the prior is
implicitly defined by the stochastic differential equation. The formal solution can be
obtained by using Bayes theorem:
p(x(0)|x(t∗) = 300) = 1
Z
p(x(t∗) = 300|x(0))N
(
100, 202
)
, (2.10)
where Z is the constant that normalizes the resulting density. There are two sources
of intractability in this expression. First of all, the normalization constant Z cannot be
obtained analytically since the likelihood and the prior are not conjugate. Second, the
likelihood p(x(t∗) = 300|x(0)) is the solution of a stochastic differential equation.
2.4 Linear equations and Gaussian process
regression
The intractabilities of the previous example preclude a close-form solution for the
inference problem (finding the conditional probability of x(0) given x(t∗) = 300). In
these cases, inference is performed using approximate methods such as variational
inference and Monte Carlo sampling [17]. In this thesis, I mostly focus on problems
where the equations are linear and the inference has a closed-form solution. Linear
(first-order) stochastic differential equations have the following form:
d
dt
x(t) = αx(t) + βw(t) . (2.11)
In biophysical modeling, linear equations are often obtained by modeling the behav-
ior of a complex system around an equilibrium point. For example, in the following
chapters I will use linear equations for modeling the response of the membrane
potentials of neurons around their resting potential. The solutions of linear stochas-
tic differential equations are Gaussian processes. Consequently, Gaussian process
regression is the main technique behind all the chapters of this thesis. The relation
between linear equations and Gaussian process regression is more fully explained in
Chapter 3.
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2.5 Outline of part I
This part of the thesis is structured as follows. Chapter 3 introduces the use of
stochastic differential equations for modeling cortical activity and their connection
with Gaussian process regression. The main aim of this chapter is to develop a
method for recovering several independent dynamical signals which are mixed in
the measurements. In Chapter 4, I use stochastic integro-differential equations
for modeling time-lagged effective connectivity between brain regions. Finally, in
Chapter 5 this connectivity method is extended to networks of coupled spiking
neurons. Because of the nonlinearity of the spike generation process, the method
requires the use of a new form of variational inference. We show that the resulting
statistical method can recover time-lagged effective connectivity between spiking
neurons.
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3Dynamic Decomposition of
Spatiotemporal Neural Signals
3.1 Abstract
Neural signals are characterized by rich temporal and spatiotemporal dynamics
that reflect the organization of cortical networks. Theoretical research has shown
how neural networks can operate at different dynamic ranges that correspond to
specific types of information processing. Here we present a data analysis framework
that uses a linearized model of these dynamic states in order to decompose the
measured neural signal into a series of components that capture both rhythmic
and non-rhythmic neural activity. The method is based on stochastic differential
equations and Gaussian process regression. Through computer simulations and
analysis of magnetoencephalographic data, we demonstrate the efficacy of the
method in identifying meaningful modulations of oscillatory signals corrupted by
structured temporal and spatiotemporal noise. These results suggest that the method
is particularly suitable for the analysis and interpretation of complex temporal and
spatiotemporal neural signals.
3.2 Introduction
Human neocortex has an impressively complex organization. Cortical electrical
activity is determined by dynamic properties of neurons that are wired together
in large cortical networks. These neuronal networks generate measurable time
series with characteristic spatial and temporal structure. In spite of the staggering
complexity of cortical networks, electrophysiological measurements can often be
properly described in terms of a few relatively simple dynamic components. By
dynamic components we mean signals that exhibit characteristic properties such
as rhythmicity, time scale and peak frequency. For example, neural oscillations at
different frequencies are extremely prominent in electroencephalographic (EEG)
This chapter is based on an article published in the journal PLOS Computational Biology
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and magnetoencephalographic (MEG) measurements and have been related to a
wide range of cognitive and behavioral states [35, 176, 13]. Neural oscillations
have been the subject of theoretical and experimental research as they are seen as a
way to connect the dynamic properties of the cortex to human cognition [200, 59,
118, 120, 107]. Importantly, an oscillatory process can be described using simple
mathematical models in the form of linearized differential equations [28].
In this paper, we introduce a framework to integrate prior knowledge of neural sig-
nals (both rhythmic and broadband) into an analysis framework based on Gaussian
process (GP) regression [167]. The aim is to decompose the measured time series
into a set of dynamic components, each defined by a linear stochastic differential
equation (SDE). These SDEs determine a prior probability distribution through their
associated GP covariance functions. The covariance function specifies the prior
correlation structure of the dynamic components, i.e. the correlations between
the components’ activity at different time points. Using this prior, a mathematical
model of the signal dynamics is incorporated into a Bayesian data analysis procedure.
The resulting decomposition method is able to separate linearly mixed dynamic
components from a noise-corrupted measured time series. This is conceptually dif-
ferent from blind decomposition methods such as independent component analysis
(ICA) and principal component analysis (PCA) [36, 204] that necessarily rely on the
statistical relations between sensors and are not informed by a prior model of the
underlying signals. In particular, since each component extracted using the GP-based
decomposition is obtained from an explicit model of the underlying process, these
components are easily interpretable and can be naturally compared across different
participants and experimental conditions.
The GP-based decomposition can be applied to spatiotemporal brain data by impos-
ing a spatial smoothness constraint at the level of the cortical surface. We will show
that the resulting spatiotemporal decomposition is related to well-known source
reconstruction methods [90, 152, 201, 155] and allows to localize the dynamic
components across the cortex. The connections between EEG/MEG source recon-
struction and GP regression have recently been shown by Solin et al. [189]. Our
approach complements and extends their work by introducing an explicit additive
model of the underlying neural dynamics.
Through computer simulations and analysis of empirical data, we show that the
GP-based decomposition allows to quantify subtle modulations of the dynamic com-
ponents, such as oscillatory amplitude modulations, and does so more reliably than
conventional methods. We also demonstrate that the output of the method is highly
interpretable and can be effectively used for uncovering reliable spatiotemporal
phenomena in the neural data. Therefore, when applied to the data of a cognitive
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experiment, this approach may give rise to new insights into how cognitive states
arise from neural dynamics.
3.3 Results
In the following, we will show how to construct a probabilistic model of the neural
dynamics that captures the main dynamical features of the electrophysiological
signals. The temporal dynamics of the neural sources are modeled using linear SDEs,
and these in turn determine a series of GP prior distributions. These priors will be
used to decompose the signal into several dynamic components with a characteristic
temporal correlation structure. Building from the temporal model, we introduce a
spatiotemporal decomposition method that can localize the dynamic components on
the cortical surface.
3.3.1 Decomposing a signal using temporal covariance
functions
Modeling neural activity with stochastic differential equations
We consider a single sensor that measures the signal produced by the synchronized
subthreshold dynamics of some homogeneous neuronal population. Neural activity
is defined for all possible time points but is only observed through discretely-sampled
and noise-corrupted measurements yt. We assume the observation noise ξ(t) to be
Gaussian but not necessarily white. In Fig. 3.1A, an example is given of a continuous-
time process corrupted by white noise and sampled at regular intervals. Modeling the
neural signal as a continuous (rather than a discrete) time series has the advantage
of being invariant under changes of sampling frequency and can also accommodate
non-equidistant samples.
The prior distribution of the temporal dynamics of the neural activity is specified
using linear SDEs. For example, we model the neural oscillatory process ϕ(t) using
the following equation:
d2
dt2
ϕ(t) + b d
dt
ϕ(t) = −ω20ϕ(t) + w(t) . (3.1)
This differential equation describes a damped harmonic oscillator, which responds
to input by increasing its oscillatory amplitude. The parameter b regulates the expo-
nential decay of these input-driven excitations. The frequency of these excitations
is equal to
√
ω20 − 12b2. Clearly, this frequency is only defined for ω20 > 12b2. For
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larger values of b, the system ceases to exhibit oscillatory responses and is said to be
overdamped. These dynamical states are referred to as an oscillator in case ω20 >
1
2b
2
and an integrator in case ω20 <
1
2b
2 [103].
We assume the process to be driven by a random input w(t) (also denoted as
perturbation). This random function models the combined effect of the synaptic
inputs to the neuronal population that generates the signal. Fig. 3.1B shows the
expected value (black) and a series of samples (coloured) of the process, starting
from an excited state (ϕ(0) = 0.4) and decaying back to its stationary dynamics.
Note that the expected value converges to zero whereas the individual samples do
not; this is due to the continued effect of the random input. Also, note that the
samples gradually become phase inconsistent, with the decay of phase consistency
being determined by the damping parameter b. Thus, the damping parameter also
determines the decay of the temporal correlations.
In general, we model the measured time series as a mixture of four processes,
which we will now describe. Of these four, one reflects rhythmic brain activity (i.e.,
an oscillation), two reflect non-rhythmic brain activity, and one accounts for the
residuals:
• Damped harmonic oscillator. Oscillations are a feature of many electrophysio-
logical recordings [83, 131], and they are thought to be generated by synchro-
nized oscillatory dynamics of the membrane potentials of large populations
of pyramidal neurons [187]. We model the neural oscillatory process as a
stochastic damped harmonic oscillator as defined in Eq. (3.1) with damping
coefficient b <
√
2ω20. This linear differential equation can be obtained by
linearizing a model of the neuronal membrane potential that is characterized
by sub-threshold oscillations [103].
• Second order integrator. We model the smooth non-oscillatory component of
the measured time series using an equation of the same form as Eq. (3.1) but
in the overdamped state. We will denote this dynamic component as χ(t). In
the overdamped regime, the equation has smooth, non-rhythmic solutions (see
Fig. 3.1C). Equations like these emerge by linearizing neuronal models around
a non-oscillatory fixed point [103].
• First order integrator. Most neurophysiological signals have a significant amount
of energy in very low frequencies. We model this part of the signal with a
simple first order SDE of which the covariance function decays exponentially.
This process captures some of the qualitative features of the measured time
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series, such as roughness and non-rhythmicity. The model is determined by
the following first order SDE:
d
dt
ψ(t) = −cψ(t) + w(t) . (3.2)
The positive number c determines the exponential relaxation of the process, i.e.
how fast its mean decays to zero after a perturbation. The resulting stochastic
process is known as Ornstein-Uhlenbeck (OU) process. For a compact neuron
this is a good model of the sub-threshold membrane potential under random
synaptic inputs [171]. See Fig. 3.1D for some samples of this process.
• Residuals. Finally, we account for the residuals ξ(t) of our model using a
process with temporal covariance that decays as e−
t2
2δ2 , where δ is a small time
constant. This noise is characterized by short-lived temporal autocorrelations
(see Fig. 3.1E). As δ tends to zero, the process tends to Gaussian white noise.
The temporal covariance of this component was not derived from a stochastic
differential equation.
From stochastic differential equations to Gaussian processes regression
In our dynamical model, the random input is Gaussian and the dynamics are linear.
The linearity implies that the value of the process at any time point is a linear
combination of the random input at the past time points. As a consequence, because
every linear combination of a set of Gaussian random variables is still Gaussian, the
solutions of the SDEs are Gaussian. The Gaussian Process (GP) distribution is the
generalization of a multivariate Gaussian for infinitely many degrees of freedom,
where the covariance function of the former is analogous to the covariance matrix
of the latter. As a zero-mean multivariate Gaussian distribution is fully specified
by a covariance matrix, a zero-mean GP α(t) can be completely determined by its
covariance function:
kα(t, t′) = cov(α(t), α(t′)) (3.3)
which captures the temporal correlation structure of the stochastic process α(t). In
our case, the covariance function of the dynamical component ϕ(t), χ(t) and ψ(t)
can be obtained analytically from Eq. (3.1) and (3.2). This allows to derive a GP
distribution for each linear SDE. Moreover, a sum of independent GPs is again a GP,
but now with a covariance function that is the sum of the covariance functions of
each of its components. This decomposition of the covariance function is exemplified
in Fig. 3.1F, which shows the decomposition of the covariance function of a complex
signal into several component-specific covariance functions, together with examples
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of the corresponding dynamic component time series. For visual clarity, the second
order integrator component has been omitted from this figure.
With these GPs as prior distributions, we can use Bayes’ theorem for estimating
the time course of the dynamic components from the measured time series y. In
particular, we assume that y is generated by the sum of all dynamic components and
corrupted by Gaussian noise ξ(t). The aim is to individually estimate the posterior
marginal expectations of ϕ(t), χ(t) and ψ(t). These marginal expectations are
estimates of a dynamic component time course obtained by filtering out from y all
the contributions of the other components plus the noise.
Since both the prior distributions and the observation model are Gaussian, the poste-
rior distribution is itself Gaussian and its marginal expectations can be computed
exactly (see Eq. (3.20) in Materials and Methods).
3.3.2 Spatiotemporal GP-based decomposition
So far, we have shown how SDE modeling of dynamic components can be used for
analyzing a neural time series through GP regression. Here, we complement this
temporal model by introducing a spatial correlation structure. In this way, we define
a full spatiotemporal model. We define the total additive spatiotemporal neural
signal as follows:
ρ(x, t) = ϕ(x, t) + χ(x, t) + ψ(x, t) ,
where x denotes a cortical location. Strictly speaking, ρ(x, t) should be a vector
field because the neural electrical activity at each cortical point is modeled as an
equivalent current dipole. However, for simplicity, we present the methods for the
case in which the dipole orientation is fixed and ρ(x, t) can be considered as a scalar
field. All formulas for the vector-valued case are given in Appendix A.4.
Modeling spatial correlations
Correlations between different cortical locations can be modeled using a spatial
covariance function s(x,x′). Since the localization of an electric or magnetic source
from a sensor array is in general an ill-posed problem, the specification of a prior
covariance function is required in order to obtain a unique solution [201]. We do
not model the spatial correlation structure directly using spatial SDEs. Instead, we
impose a certain degree of spatial smoothness, and this is motivated by the fact that
fine details of the neural activity cannot be reliably estimated from the MEG or EEG
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Fig. 3.1.: Stochastic processes and covariance functions. A) Example of a continuous-time
oscillatory process (blue line) sampled at discrete equally-spaced time points
though noise corrupted measurements (red dots). B–E) Samples (colored) and
expected values (black) of the stochastic processes. The processes are a damped
harmonic oscillator, second order integrator, first order integrator and residuals
respectively. The samples start from an excited state and decay back to their re-
spective stationary distribution. F) Illustration of the decomposition of a complex
signal’s covariance function into simpler additive components. This corresponds
to an additive decomposition of the measured time series. The second order
integrator process has been excluded from this panel for visualization purposes.
measurements. This procedure has been shown to reduce the localization error and
attenuate some of the typical artifacts of source reconstruction [155, 152].
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Modeling the spatial correlations between measurements of neural activity requires a
proper definition of distance between cortical locations. The conventional Euclidean
distance is likely to be inappropriate because cortical gyri can be nearby according
to the Euclidean distance in three-dimensional space, but far apart in terms of the
intrinsic cortical geometry that is determined by the synaptic connectivity between
grey matter areas. Surface reconstruction algorithms such as Freesurfer [61] allow
to map each of the cortical hemispheres onto a sphere in a way that preserves this
intrinsic cortical geometry. Building this spherical representation, we can make use of
the so-called spherical harmonics. These are basis functions that generalize sines and
cosines on the surface of a sphere and are naturally ordered according to their spatial
frequency. Using the spherical harmonics we define a spatial covariance function
s(x,x′) between cortical locations, and choose a particular covariance function
by discounting high spatial-frequency harmonics. This operation smooths out the
fast-varying neural activity and thereby induces spatial correlations. This can be
interpreted as a low-pass spatial filter on the cortical surface. The amount of spatial
smoothing is regulated by a smoothing parameter υ and a regularization parameter
λ, where the former controls the prior spatial correlations and the latter the relative
contribution of the prior and the observed spatial correlation (see Eqs. (3.23) and
(3.36) in the Materials and Methods).
Decomposing spatiotemporal signals using separable covariance functions
We combine the spatial and temporal model by making a separability assumption,
namely we assume that the covariance between ρ(x, t) and ρ(x′, t′) is given by
the product kρ(t, t′)s(x,x′). Using this spatiotemporal GP prior we compute the
marginal expectations of the spatiotemporal dynamic components (see Eq. (3.36)
in Materials and Methods). We refer to this approach as spatiotemporal GP-based
decomposition (SGPD).
3.3.3 Estimating the model parameters
The covariance functions of the dynamic components have parameters that can
be directly estimated from the data. Instead of using a full hierarchical model,
we estimate the parameters by fitting the total additive covariance function of the
model to the empirical auto-covariance matrix of the measured time series using a
least-squares approach. This procedure allows to infer the parameters of the prior
directly from the data, thereby tuning the dynamical model on the specific features
of each participant/experimental condition. Specifically, the parameters of the prior
are estimated from the data of all trials, and these parameters in turn determine the
GP prior distribution that is used for the analysis of the trial-specific data.
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The details of the cost function are described in the Materials and Methods section.
Because this optimization problem is not convex, it can have several local minima.
For that reason, we used a gradient-free simulated annealing procedure [117] to
find a good approximate solution to the global optimization problem.
3.3.4 Analyzing oscillatory signals using GP-based
decomposition: simulation studies
We conducted three simulation studies to compare the performance of GP-based
decomposition with the performance of existing methods. In the first study, we
evaluate the ability of the method to recover components from complex spatiotem-
poral signals. In the second simulation, we evaluate its performance in estimating
modulations of oscillatory amplitude. And in the third simulation, we evaluate its
performance in localizing the source of an oscillatory amplitude modulation.
Recovering components from complex neural signals
Using simulated signals, we evaluated the performance of SGPD in recovering
components from mixed oscillatory signals corrupted by temporally and spatially
structured noise. We first established the robustness of the GP decomposition method
with respect to over-estimation of the number of dynamic components. We did this
in a simplified situation where only the temporal dimension is relevant. Next,
using spatiotemporal signals, we compared the performance of SGPD with several
commonly used decomposition methods. We simulated signals both using a one-
and a two-dimensional cortical sheet, with the latter involing non-contiguous spatial
profiles. For simplicity, in all these simulations, we assume that the neural activity
can be measured directly, thereby obviating the need for a forward model. We will
validate GP-based source reconstruction, in which the forward model is an inherent
component, in a later paragraph.
In the study evaluating robustness to over-estimation, we simulated signals in the
following conditions: (1) two oscillatory processes (5 Hz and 10 Hz) plus an OU
process, (2) one oscillatory process (10 Hz) plus an OU process, and (3) a single
oscillatory process (10 Hz). In all three conditions, the signals also contained white
noise and the total SNR was set equal to 1. In all conditions, we used the temporal GP
decomposition with four dynamic components (two damped oscillators, a first order
integrator and a residual) to recover the 10 Hz oscillatory process. The performance
of the decomposition is extremely similar for all conditions: the median correlations
with the ground truth signals were, respectively, 0.947, 0.947 and 0.940 for condition
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1,2 and 3. This shows that the method can be very robust to overestimation of the
number of dynamic components.
In the second simulation, we compared the performance of SGPD with some of the
most commonly used signal decomposition techniques: ICA, PCA, empirical mode
decomposition (EMD) and singular spectrum analysis (SSA) [36, 99, 212]. All meth-
ods were used to extract the time series of a high frequency oscillatory component
(10Hz) with a contiguous spatial profile from a mixed spatiotemporal signal. The
SGPD was adapted to the one-dimensional case by working with one-dimensional
Fourier basis functions (sines and cosines) instead of the two-dimensional spher-
ical harmonics. The oscillatory dynamic component was estimated for all source
points, then a single time series was obtained by selecting the source point with
the highest variance. EMD and SSA components were extracted separately for each
spatial source point and the performance was solely evaluated for the component
with highest temporal correlations with the ground truth signal. Performance was
quantified as the temporal correlation between the recovered time series and the
simulated oscillatory signal (the ground truth). We simulated two oscillatory sources
with Gaussian spatial profiles whose centers have coordinates -0.5 mm and 0.5 mm.
We manipulated both the spectral and the spatial overlap of the two oscillatory
sources. Specifically, the standard deviation of their spatial profiles was either 1 mm
(low spatial overlap) or 2 mm (high spatial overlap) and the difference between
their peak frequency was either 5 Hz (low spectral overlap) or 2 Hz (high spectral
overlap). One of the two oscillatory sources had a peak frequency of 10 Hz, the other
source had a lower peak frequency. In all these conditions, the oscillatory sources
were surrounded by two noise sources with dynamics governed by an OU process.
These noise sources had Gaussian spatial profiles centered at -1.5 mm and 1.5 mm
and standard deviation of 1 mm. In total, we generated 600 trials, each with a length
of 0.8 s. More details are given in the Methods. Fig. 3.2 shows the correlations
between the ground truth signals and the recovered oscillatory components for all
listed methods. SGPD performs better than the other methods in all four conditions:
high and low spectral overlap combined with high and low spatial overlap. SSA is a
good second best, followed by EMD. The performance of ICA depends on the degree
of spatial overlap: when the spatial overlap is low, its performance is slightly better
than the performance of EMD, but when the spatial overlap is high, its performance
is inferior. Finally, in all four conditions, PCA showed the worst performance in
recovering the ground truth component.
Our third simulation, is motivated by the fact that cortical spatiotemporal compo-
nents can have a non-contiguous spatial profile. One of the best known examples is
the default mode network, a cortical network that spans several brain areas [31]. In
our simulation, we investigate the capacity of SGPD to recover the spatial profile of a
simulated non-contiguous dynamic component. Since component analysis methods
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such as ICA and PCA are by far the most widely used for recovering the spatial
profile of functional networks, we limited our comparison to those two methods.
The source model is a two-dimensional flat cortical sheet. For each simulated trial,
we generated an oscillatory source (peak frequency: 10 Hz) with a spatial profile that
was the sum of two bivariate isotropic Gaussian functions with centers at coordinate
pairs (1, 1) mm and (−1,−1) mm and with standard deviation equal to 0.2 mm.
This spatial profile is shown in Fig. 3.3A. These two peaks of activity are practically
non-contiguous, being separated by five standard deviations. The oscillatory signal
was contaminated by an OU process with a spatial profile that is also the sum of
two bivariate isotropic Gaussian functions with centers at coordinate paris (1,−1)
mm and (−1, 1) and with standard deviation equal to 0.8 mm. Finally, the data
was corrupted with spatiotemporal white noise. Except for the presence of a single
oscillatory source, the details of all the signals are identical to the previous simula-
tion. We evaluated the performance of SGPD in recovering the spatial pattern of the
oscillatory source. As a comparison, the figure also reports the spatial correlations of
the estimates obtained using PCA and temporal ICA. In this latter case, we applied
the ICA algorithm on the temporally-concatenated data matrix. From every resulting
decomposition, we selected the component with the highest temporal correlation
with the ground truth oscillation. Next, for both ICA and PCA, we obtained trial-by-
trial estimates of the spatial maps by least squares fitting of the selected component’s
time course on the trial specific data. The SGPD had a median correlation of 0.9
while PCA and ICA had a lower median correlation of 0.77 and 0.78 respectively.
Fig. 3.3B shows the spatial correlations between the ground truth spatial profile and
the estimate obtained using SGPD, PCA and ICA.
Estimating modulations in oscillatory amplitude
Modulations in oscillatory amplitude have been related to many cognitive processes.
For example, in tasks that require attentional orienting to some part of the visual field,
alpha oscillations are suppressed over the corresponding brain regions [64, 113].
Because the spectral content of electrophysiological measurements is almost always
broadband, when there is an interest in oscillations, it makes sense to isolate these
oscillations from the other components of the measured time series. The resulting
procedure involves a separation of the oscillatory components of interest from the
interfering non-rhythmic components. In the GP-based decomposition framework,
this separation can be achieved by modeling both the oscillatory component ϕ(t)
and the interfering processes. We use the symbol mϕ|y for the marginal expectation
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of the process ϕ(t) at the sample points. The average amplitude can be obtained
from mϕ|y by calculating its root mean square deviation:
A =
√
1
N
∑
j
([
mϕ|y
]
j
− m¯
)2
(3.4)
with m¯ = 1N
∑
i
[
mϕ|y
]
i
.
Here, we compared the sensitivity of the GP method with DPSS multitaper spectral
estimation [153], a widely used non-parametric technique. In the simulation study,
the methods had to estimate a simulated experimental modulation of the amplitude
of a 10 Hz oscillatory process. For each of two conditions, we generated oscillatory
time series from a non-Gaussian oscillatory process. The oscillatory time series was
then corrupted by Ornstein–Uhlenbeck (OU) noise and white noise. The simulation
design involved 16 levels that covered an amplitude modulation range from 15% to
60% in equidistant steps. For each level, per experimental condition, we generated
150,000 trials of 2 s. The effect size was defined as follows:
f = 〈A1〉 − 〈A2〉
var(A) , (3.5)
where 〈Aj〉 is the mean oscillatory amplitude in the j-th experimental condition and
var(A) is its variance. Mean and variance were calculated over the trials.
The GP method does not have free parameters, since the parameters of the covariance
functions are estimated from the data. In contrast, the spectral smoothing of a
multitaper analysis is determined by the number of tapers, which is a parameter
that can be chosen freely. We selected the number of tapers that maximizes the
effect size in order not to bias the evaluation in favor of the GP method. In addition,
we reported the effect sizes for the multitaper analysis with a fixed smoothing of
0.6 Hz. Fig. 3.4A shows the effect sizes for the GP and the multitaper method
as a function of the true between-condition amplitude difference. The Gaussian
process consistently outperforms the non-parametric method. Fig. 3.4B shows the
ratio between the GP and the optimal multitaper effect size as a function of the
true amplitude difference. Here, we can see that the superior performance is more
pronounced when the amplitude difference is smaller, corresponding to a situation
with a lower signal-to-noise ratio.
Localizing the source of an oscillatory amplitude modulation
We now investigate how SGPD compares to a state-of-the-art existing methods with
respect to the spatial localization of an oscillatory amplitude modulation in the
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presence of noise sources with both spatial and temporal structure. We compare
our method to the Harmony source reconstruction technique [155], which has been
shown to outperform several commonly used linear source reconstruction methods.
For this, we set up a simulation study in which the performance was evaluated by
the extent to which a spatially focal amplitude modulation could be detected.
We modeled the brain activity as generated by three cortical patches, each with
a constant spatial profile and a time course generated in the same way as in the
single sensor simulation. The patches had a radius of approximately one centimeter
and were localized in the right temporal, right occipital, and left parietal cortex
(Fig. 3.5A). All three patches exhibited oscillatory activity, but the one in the right
temporal lobe had an amplitude that was modulated by the simulated conditions.
The source activity was projected to the sensors by a forward model that was obtained
using a realistic head model [112]. The sensor level activity for the first trial is
shown in Fig. 3.5B. The regularization parameter λ of both Harmony and SGPD
were identified using leave-one-out cross validation [197], while the smoothing
parameter υ was set by hand and had the same value of 3 in both models. The
spectral smoothing of the DPSS multitaper spectral estimation was set to 0.6 Hz.
The value was chosen because, on average, this gave the highest effect size of the
amplitude modulation.
We assessed the quality of the reconstructed effects using two indices, one for
accuracy and one for sharpness. The accuracy index is obtained by dividing the
estimated effect in the center of the amplitude-modulated patch (more specifically,
the sum over the points in a sphere with 1 cm radius) by the maximum of the
estimated effects in the centers of the other two patches (again, by summing over
the points in a sphere). The accuracy index will be high if it localizes the effect in
the right patch but not in the interfering ones. The sharpness index evaluates how
much the effect maps are focused around the center of the effect. It is computed
by dividing the summed estimated effect in the center of the amplitude-modulated
patch by the summed estimated effect outside that region. Figs. 3.5C&D show the
results of the simulation. Each disc in the scatter plot represents the outcome of
SGPD and Harmony for a single simulation. The median accuracy and sharpness
were respectively 33% and 28% higher for SGPD as compared to the Harmony
approach.
3.3.5 Gaussian process analysis of example MEG data
We tested the temporal GP-based decomposition on an example MEG dataset that
was collected from 14 participants that performed a somatosensory attention ex-
periment [55]. We will use this dataset for different purposes, and start by using
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Fig. 3.2.: Simulation results on the decomposition of spatiotemporally mixed signals. Per-
formance of SGPD, SSA, EMD, ICA and PCA in recovering an oscillatory signal that
was mixed with complex spatiotemporal noise. The performance is quantified as
correlation with the ground truth. The red line is the median correlation across tri-
als, the boxes contain correlations between the first and the third quartile. There
are four conditions: A) low spectral and low spatial overlap; B) high spectral and
low spatial overlap; C) low spectral and high spatial overlap; D) high spectral and
high spatial overlap.
it for evaluating the performance of our parameter estimation algorithm. Fig. 3.6
shows the empirical auto-covariance functions and the least squares fit for two par-
ticipants. To make them comparable, we normalized these auto-covariance functions
by dividing them by their variance. The fitted auto-covariance functions capture
most features of the observed auto-covariance functions. The comparison shows
some individual differences: First, Participant 1 has a higher amplitude alpha signal
relative to the other dynamic components, but the correlation peaks are separated
only by about three cycles. Second, the auto-covariance of Participant 2 is dominated
more by a signal component with a high temporal correlation for nearby points, and
the rhythmic alpha component decays much more slowly. The latter is a signature of
a longer phase preservation.
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Fig. 3.3.: Simulation results on recovery of spatial profiles of non-contiguous dynamic
components. Performance of SGPD, ICA and PCA in recovering an oscillatory
signal with a non-contiguous spatial profile. A) Ground truth spatial profile of the
dynamic component. B) Performance of SGPD, PCA and PCA in recovering the
spatial profile of a dynamic component with bi-modal spatial profile on a two-
dimensional cortical sheet. The performance is quantified as spatial correlation
with the ground truth.
Fig. 3.4.: Simulation results on the estimation of modulations in oscillatory amplitude. A)
Effect size of temporal GP and DPSS multitaper spectral analysis as function
of mean percentage amplitude difference between simulated conditions. The
parameters of the temporal GP-based decomposition (blue line) were estimated
from the raw simulated time series. The spectral smoothing of the multitaper
method (green line) was chosen for each to maximize the effect size. The red line
is the effect size for a multitaper method with constant spectral smoothing of 0.6
Hz. B) Effect size ratio between temporal GP and (optimized) multitaper method
as function of the mean amplitude difference between conditions.
We quantified the goodness-of-fit as the normalized total absolute deviation from
the model:
g =
∑
i,j |cij − k(ti, tj)|∑
i,j |cij |
, (3.6)
where cij is the empirical auto-covariance between yti and ytj , and k(ti, tj) is the
auto-covariance predicted by our dynamical model. We evaluated the goodness-of-fit
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Fig. 3.5.: Simulation results on localizing the source of an oscillatory amplitude modulation.
A) Spatial maps of the simulated brain sources. The left map shows the spatial
extent of the amplitude-modulated source while the two right maps show the
interfering sources. The dipole orientation was set to be orthogonal to the mesh
surface. B) Visualization of sensor activity as a mixing of the three sources.
The dots represent MEG sensors. The color of the dots show the sign (red for
positive and blue for negative) together with the magnitudes. The time series
was taken from an occipital sensor. C) Scatter plot of the accuracy of SGPD
and Harmony. The index was computed by dividing the total reconstructed
effect within the amplitude-modulated cortical patch by the sum of total effects
in the non-modulated patches. D) Scatter plot of the sharpness of SGPD and
Harmony. The sharpness index was obtained by dividing the total reconstructed
effect within the amplitude-modulated cortical patch by the total effect elsewhere.
For the purpose of visualization, in both scatterplots, we excluded some outliers
(> 5×median). These outliers arise when the denominator of one of the indices
becomes too small. The outliers have been removed from the figure but they were
involved in the calculation of the medians for the two methods.
by computing this deviation measure for each participant. The median goodness-of-
fit was 0.06, meaning that the median deviation from the empirical auto-covariance
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Fig. 3.6.: Estimation of the model covariance functions. Parametric fit of the MEG auto-
covariance functions of Participant 1 and Participant 2. The red lines refer to
the estimated parametric model and the blue lines reflect the empirical auto-
covariance of the measured time series. A single auto-covariance was obtained
from the multi-sensor data by performing a principal component analysis and
averaging the empirical auto-covariance of the first 50 components, weighted
by their variance. The parameters of the model were estimated using a least-
squares simulated annealing optimization method. The graphs have been scaled
between 0 and 1 by dividing them by the maximum of the individual empirical
auto-covariance.
was only 6% of the sum of its absolute values. The goodness-of-fit for the two
example participants one and two in Fig. 3.6 are 0.04 and 0.02, respectively.
Next, we inspect the reconstructed spatiotemporal dynamic components obtained
from the resting state MEG signal of Participant 1 (with auto-covariance as shown
in Fig. 3.6A), as obtained by SGPD. Fig. 3.7A shows an example of time courses
of the dynamic components for an arbitrarily chosen cortical vertex situated in
the right parietal cortex. The first order integrator time series (upper-left panel)
tends to be slow-varying but also exhibits some fast transitions. The second order
integrator (lower-left panel) is equally slow but smoother. In this participant, the
alpha oscillations, as captured by the damped harmonic oscillator, are quite irregular
(upper-right panel), and this is in agreement with its covariance function (see
Fig. 3.6A). Finally, the residuals (lower-right panel) are very irregular, as is expected
from the signal’s short-lived temporal correlations. Fig. 3.7B shows an example of
the spatiotemporal evolution of alpha oscillations for a period of 32 milliseconds
in a resting-state MEG signal. For the purpose of visualization, we only show the
value of the dipole along an arbitrary axis. The pattern in the left hemisphere has a
wavefront that propagates through the parietal cortex. Conversely, the alpha signal
in the right hemisphere is more stationary.
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Fig. 3.7.: Estimated dynamic components. Reconstructed source-level neural activity of
Participant 1. A) Reconstructed time series of the four dynamic processes localized
in a right parietal cortical vertex. B) Reconstructed spatiotemporal dynamics of
alpha oscillations along the x axis. This choice of axis is arbitrary and has
been chosen solely for visualization purposes. The source-reconstructed activity
has been normalized by dividing it by the maximum of the absolute of the
spatiotemporal signal.
3.3.6 Attention-induced spatiotemporal dynamics of
oscillatory amplitude
Next, we applied the SGPD source reconstruction method to the example MEG
data that were collected in a cued tactile detection experiment. Identifying the
neurophysiological mechanisms underlying attentional orienting is an active area of
investigation in cognitive neuroscience [64, 107, 56, 55]. Such mechanisms could
involve neural activity of which the spatial distribution varies over time (i.e., neural
activity with dynamic spatial patterns), and GP source reconstruction turns out to be
highly suited for identifying such activity, as we will demonstrate now.
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In the cued tactile detection experiment an auditory stimulus (high or low pitch pure
tone) cued the location (left or right hand) of a near-threshold tactile stimulus in
one-third of the trials. This cue was presented 1.5 s before the target. The remaining
two-thirds of the trials were uncued. In the following, we compare the pre-target
interval between the cued and the uncued conditions in terms of how the alpha
amplitude modulation develops over time. In the analysis, we made use of the fact
that the experiment involved two recording sessions, separated by a break. We
explored the data of the first session in search for some pattern, and then used
the data of the second session to statistically test for the presence of this pattern.
Thus, the spatiotemporal details of the null hypothesis of this statistical test were
determined by the data of the first session, and we used the data of the second
session to test it.
Figure 3.8A shows the group-averaged alpha amplitude modulation as a function
of time. An amplitude suppression for the cued relative to the uncued condition
originates bilaterally in the parietal cortex and gradually progresses caudal to rostral
until it reaches the sensorimotor cortices. The time axes are expressed in terms of
the distance to the target. Similar patterns can be seen in individual participants (see
Fig. 3.8B&C for representative participants 1 and 2). Participant 1 has a suppressive
profile that is almost indistinguishable from the group average. On the other hand,
participant 2 shows an early enhancement of sensorimotor alpha power accompanied
by a parietal suppression, and the latter then propagates forward until it reaches the
sensorimotor areas. Thus, in the grand average and in most of the participants, there
is a clear caudal-to-rostral progression in the attention-induced alpha amplitude
suppression. We characterized this progression by constructing cortical maps of the
linear dependence (slope) between latency and amplitude modulation. The group
average of the slope maps for the first session is shown in Fig. 3.8D. This figure
shows that the posterior part of the brain has positive slopes, reflecting the fact that
the effect tended to become less negative over time. Conversely, the sensorimotor
regions have positive slopes, reflecting the fact that the effect tended to become
more negative over time.
To evaluate the reliability of this pattern, we build on the reasoning that, if this
pattern in the slope map is due to chance, then it must be uncorrelated with the slope
map for the second session. To evaluate this, for every participant, we calculated
the dot product between the normalized slope maps for the two sessions and tested
whether the average dot product was different from zero.
The one-sample t-test showed that the effect was significantly different from zero
(p < 0.05), supporting the claim that the caudal-to-rostral progression in the
attention-induced alpha amplitude suppression is genuine. Thus, we have shown
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that, during the attentional preparation following the cue, the alpha modulation
progresses from the parietal to the sensorimotor cortex.
3.4 Discussion
In this paper, we introduced a new signal decomposition technique that incorporates
explicit dynamical models of neural activity. We showed how dynamical models can
be constructed and integrated into a Bayesian statistical analysis framework based
on GP regression. The resulting statistical model can be used for decomposing the
measured time series into a set of temporal or spatiotemporal dynamic components
that reflect different aspects of the neural signal. A spatiotemporal version of the
decomposition method was obtained by decomposing the spatial configuration of
cortical neural signals in spherical harmonics.
We validated our method using simulations and real MEG data. We performed
three simulation studies in which we demonstrated the superior performance of
our method for three different applications: the recovery of a component from
a complex neural signal, the estimation of a modulation in oscillatory amplitude,
and the localization of the source of an oscillatory amplitude modulation. For the
first application, we showed that, under a broad range of conditions, our method
provided a more accurate recovery than four popular signal decomposition methods:
ICA, PCA, EMD and SSA. For the second application, we demonstrated that our
method can be used for quantifying changes in oscillatory amplitude between
experimental conditions. We showed that, when the oscillatory signal is corrupted
by temporally structured noise, our method improves on multitaper non-parametric
spectral estimation. Finally, for the third application, we demonstrated that SGPD
leads to sharp and precise localization of dynamic components on the cortical surface.
In particular, we showed that, in the presence of spatially and temporally structured
noise, SGDP localizes amplitude modulations more accurately than Harmony, a
related method that does not make use of the temporal decomposition of the signal
of interest [155]. Lastly, using the spatiotemporal decomposition on real MEG data
from a somatosensory detection task, we demonstrated its usefulness by identifying
an intriguing anterior-to-posterior propagation in the attention-induced suppression
of oscillatory alpha power.
3.4.1 Generality, limitations, and robustness
Although we used a specific set of SDEs, the method is fully general in that it can
be applied to any linearized model of neuronal activity. Therefore, it establishes
a valuable connection between data analysis and theoretical modeling of neural
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Fig. 3.8.: Caudal-to-rostral progression of alpha amplitude attentional modulation. A)
Group average of alpha amplitude attentional modulation as function of time.
B,C) Alpha amplitude attentional modulation for participants 1 and 2, respectively.
D) Spatial map obtained by computing the slope of the average alpha difference
between cued and non-cued conditions as a function of time for each cortical
vertex.
phenomena. For example, neural masses models and neural field equations (see,
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e.g. [47]) can be linearized around their fixed points and the resulting SDEs
form the basis for a GP analysis that extracts the theoretically defined components.
Furthermore, the GP-based decomposition could be used as an analytically solvable
starting point for the statistical analysis of non-linear and non-Gaussian phenomena
through methods such as perturbative expansion, where the initial linear Gaussian
model is corrected by non-linear terms that come from the Taylor expansion of
the non-linear couplings between the neural activity at different spatiotemporal
points [50].
The method’s limitations pertain to the model’s prior assumptions. Our prior model is
based on linear stochastic differential equations that cannot account for the complex
non-linear effects that are found in both experimental [66, 146] and modeling
work [79, 147, 24]. In addition, our prior model assumes a homogeneous spatial
correlation structure that solely depends on the distance between cortical locations.
Clearly, this correlation struction does not account for the rich connectivity structure
of the brain [85, 194, 192, 93]. Nevertheless, the method has some robustness
against the violations of the underlying assumptions. This robustness follows from
the fact that the model specifies the prior distribution but does not constrain the
marginal expectations to have a specific parametric form. The temporal prior
affects the estimation of a dynamic component to a degree that depends on the
ratio between its variance and the cumulative variance of all other components.
Specifically, the smaller the prior variance of a component relative to the combined
variance of all the others, the more the pattern in the prior covariance matrix will
affect the posterior. Since we estimate all these prior variances directly from the
measured time series, our method is able to reconstruct complex non-linear effects in
components that have a relatively high SNR while it tends to ”linearize” components
with low SNR. As a consequence, the more pronounced the non-linear effects in
the observed signal, the more these will be reflected in the posterior, gradually
dominating the linear structure imposed by the prior. Importantly, because our
temporal prior is based on a larger data set, it will be adequate, on average, over all
epochs while still allowing strong components in individual epochs to dominate the
results.
The situation is similar but not identical for our spatial prior. Contrary to our
temporal prior, this spatial prior is not derived from an empirically fitted dynamical
model but on the basis of our prior belief that source configurations with high spatial
frequencies are unlikely to be reliably estimated from MEG measurements. Since
the problem of reconstructing source activity from MEG measurements is generally
ill-posed, the choice of the spatial prior will bias the inference even for very high
SNR. Nevertheless, it has been shown that the discounting of high spatial frequencies
leads to reduced localization error and more interpretable results [155].
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3.4.2 Connections with other methods
The ideas behind the GP-based decomposition derive from a series of recent de-
velopments in machine learning, connecting GP regression to stochastic dynamics
[181, 190]. The approach is closely connected with many methods in several areas
of statistical data-analysis such as signal decomposition, blind source separation,
spectral analysis and source reconstruction. We will now review some of these links,
focusing on methods that are commonly used in neuroscience.
Signal decomposition
In the neuroscience literature, the most widely used signal decomposition techniques
are a class of methods known as blind source separation. The two best known
members of this class are PCA and ICA, which have been extended in several different
ways [36, 204, 226, 185, 186]. ICA and PCA rely on the statistical properties of
multi-sensor data (maximum variance for PCA and statistical independence for ICA)
and produce components whose associated signals are linear combinations of the
sensor-level signals. The main difference between PCA and ICA is that the former
only relies on second order statistics (correlations between sensors) while the latter
exploits higher order statistics such as skewness and kurtosis.
Whereas GP-based decomposition depends on a specific model of the neural signal,
neither PCA nor ICA makes use of prior knowledge of the component-level signals.
Furthermore, both PCA and ICA require matrix-valued time series data, whereas
GP-based decomposition can be applied to a single univariate time series. It is
important to note that GP-based decomposition is not a tool for separating statistically
independent or uncorrelated components. Instead, its goal is to decompose the
measured signal into several processes characterized by different autocorrelation
structures. Hence, the method does not discriminate between two independent
processes generated by two sources with the same dynamics, such as a frontal and an
occipital alpha oscillation. Therefore, the GP-based decomposition is complementary
to blind source separation. In fact, the latter can be used to extract interesting
temporal and spatiotemporal patterns from the dynamic components obtained from
GP-based decomposition.
There also exists a class of signal separation methods that can be applied to a
single univariate time series. Two members of this class are EMD [99] and SSA
[212]. The aim of EMD is to identify meaningful components from a mixed signal
without resorting to formal assumptions about these components or an explicit set
of basis functions [99]. The components extracted using EMD are referred to as
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intrinsic mode functions (IMF). The absence of formal assumptions does not imply
that the method is not biased towards a particular type of component. In fact, by
identifying local peaks and troughs, the EMD algorithm effectively searches for
oscillatory components. SSA is based on the singular value decomposition (SVD)
of the so called trajectory matrix, whose columns are time-lagged copies of the
original time-series [212] . The singular vectors of the trajectory matrix are often
denoted as empirical orthogonal functions and can be seen as a set of temporal
signal components. The components extracted using SSA solely depend on the
temporal autocorrelation of the time series. Therefore, SSA only uses second order
statistics. The main difference between GP-based decomposition and the blind
decomposition methods SSA and EMD is that the former makes explicit formal
assumptions about the temporal structure in the components in its prior distribution.
Specifically, the GP-based decomposition assumes a prior model that is linear and
stationary while both EMD and SSA do not assume neither the stationary nor the
linearity of the process that generated the components. Although GP-decomposition
requires an initial modeling effort, which is not required by SSA and EMD, this effort
pays off in the simpler interpretation and comparability of the resulting dynamic
components. In fact, the components obtained through SSA and EMD are not labeled
and their number is not constant. Consequently, components obtained from different
trials/participants are not directly comparable.
So far, we have only discussed alternative decomposition methods that exploit ei-
ther the temporal or the spatial features of the data. Truly spatiotemporal signal
components can be obtained with a straightforward multivariate generalization of
SSA, often denoted as multivariate SSA (M-SSA) [76]. M-SSA components can be
obtained as eigenvectors of the lagged cross-covariance matrix. Since this eigende-
composition scales quadratically with the product between maximal time lag and
number of spatial points, it is difficult to apply this method to large spatiotempo-
ral arrays. Another widely used and intrinsically spatiotemporal decomposition
approach is dynamic mode decomposition (DMD) [184]. This method assumes
that the spatial pattern at each time point is a linear combination of the spatial
pattern at the previous time point. The method involves a state transition matrix,
which is usually assumed to be constant during the analyzed epoch. The model
accounts for oscillatory dynamics that arise from the interplay between multiple
sources but cannot model the intrinsic oscillatory dynamics of a single source. Signal
components, also called dynamical modes, are obtained by eigendecomposition of the
state transition matrix. Similar to EMD and (M-)SSA, DMD does not uses a separate
dynamical model of each component and, consequently, the resulting dynamical
modes do not have natural labels.
From an applications point of view, the most relevant aspect of a signal decomposition
method is its recovery of a signal component that is mixed with other components in
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the observed signal. In simulations that involved signal components with different
temporal autocorrelation structures, we showed that that the goodness-of-recovery
of our GP-based decomposition was superior to PCA, ICA, EMD and SSA. Importantly,
this superiority was maintained across different levels of spatial and spectral overlap
between signal and noise.
Spectral analysis
In the Results, we have demonstrated that the GP-based decomposition can be
profitably used to estimate amplitude modulations in an oscillatory signal, which
is an important application of spectral analysis. There are two classes of spectral
analysis methods: parametric and non-parametric [153]. Non-parametric methods
mostly rely on the discrete Fourier transform applied to a tapered signal, as for
example in DPSS multitaper spectral estimation [153, 29]. These methods are
non-parametric because they do not explicitly model the process that generates the
signal.
Parametric methods do depend on an explicit model, and typically this is an autore-
gressive (AR) model [143, 148]. AR models are closely related to GPs as they are
typically formulated as discrete-time Gaussian processes driven by stochastic differ-
ence equations. In this sense, the GP prior distributions are continuous-time versions
of an AR process. However, the usual AR approach to spectral estimation differs from
our approach. AR models are usually parametrized in terms of a series of model
coefficients that determine the statistical dependencies between the present value
of a signal and its past values. These model coefficients are related to the inverse
of the impulse response function in our approach (see Materials and Methods for a
description of the impulse response function). Spectral analysis based on AR models
has the disadvantage that one has to estimate a very large number of parameters.
This flexibility in the analytic form of the AR model is required as the spectrum
is obtained from the model coefficients. Compared to AR modeling, the GP-based
decomposition model is much more constrained by the underlying theory, having
an explicit additive structure with few parameters for each dynamic component.
Specifically, the additive structure allows to isolate the spectrum of a component
of the signal from other nuisance components (e.g. the spectrum of an oscillation
from the background pink noise). The rigidity of the model is compensated by the
fact that the oscillatory amplitude is not obtained from the fitted model covariance
function. Instead, it is computed from the marginal expectation of the oscillatory
component, which is obtained by applying Bayes’ rule.
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In our simulation study, we compared the temporal GP-based decomposition to
DPSS multitaper spectral estimation. We showed that, when the oscillatory signal
of interest is corrupted by temporally structured noise, our method gives better
quantification of changes in oscillatory amplitude. The superiority of our method
is probably explained by its ability to learn the features of the signal and the noise
from the data.
Source reconstruction
A general framework for GP source analysis has recently been introduced [189]. In
this work, the authors show that several well-known source reconstruction meth-
ods are special cases of GP regression with appropriate covariance functions. In
particular, the spatial filter of techniques such as minimum norm estimation [90]
and exact Loreta [152] are obtained as a discretization of a spatial GP analysis with
an appropriate spatial covariance function. The authors also introduced a general
framework for GP spatiotemporal analysis using separable covariance functions
designed to localize averaged neural activity (e.g. evoked fields). This GP spatiotem-
poral source reconstruction is formally similar to several other spatiotemporal source
reconstruction methods [43, 69, 210, 42].
Our approach improves on this work by introducing informed temporal covariance
functions that explicitly model the temporal dynamics of the ongoing neural signal.
The additive structure of the temporal covariance function allows to individually
source localize signal components with different dynamic properties. The spatial
configuration of these components are analyzed in the spherical harmonics domain,
as this greatly reduces the dimensionality of the source space. As shown in the
Materials and Methods section, the resulting spatial filter is closely related to the
Harmony source reconstruction method [155]. However, despite this similarity in
spatial filters, our simulation study shows that SGPD leads to more accurate source
reconstructions than spatial localization alone.
3.4.3 Benefits of GP-based decomposition for cognitive
neuroscience
In our simulation studies, we demonstrated the superior performance of GP-based
decomposition for three different applications: the recovery of a component from
a complex neural signal, the estimation of a modulation in oscillatory amplitude,
and the localization of the source of an oscillatory amplitude modulation. In addi-
tion, this method is also particularly suited for data-driven exploration of complex
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spatiotemporal data as it decomposes the signal into a series of more interpretable
dynamic components. As a demonstration of this, we used the SGPD to investigate
the modulation of alpha oscillations associated with attentional preparation to a
tactile stimulus. Several previous works demonstrated that alpha amplitude is re-
duced prior to a predicted stimulus [55, 56, 64]. These amplitude modulations
have been associated to modality specific preparatory regulations of the sensory
cortices [53, 120, 56, 215, 174]. While the attentional role of alpha oscillations in
the primary sensory cortices is well established, it is still unclear how this generalizes
to supramodal areas. Although the parietal cortex is known to play a role in the
top-down control of attention [40, 38], parietal alpha oscillations have typically
been considered as closely related to the visual system [64].
The involvement of the parietal cortex in the somatosensory detection task went
unnoticed in the first analysis of the data that have been reanalyzed in the present
paper [55]. In our new analysis, we used the SGPD to more effectively explore the
data, looking for interesting spatiotemporal effects. This led to the identification of
a suppression of alpha amplitude that originates from the parietal cortex and then
propagates to the somatosensory regions. This effect turned out to be statistically
robust when tested in a second independent dataset that was collected in the same
experiment. The results suggest a hierarchical organization of the reconfiguration
of alpha amplitude following an attentional cue. In particular, the initial reduction
of parietal alpha amplitude could reflect the activation of a supramodal attentional
network that paves the way for later sensorimotor-specific cortical reconfiguration.
While we mainly restricted our attention to the analysis of alpha oscillations, we
believe that the GP-based decomposition can be useful for the study of other neural
oscillations as well as non-rhythmic components. Several experimental tasks are
related to effects in multiple dynamic components. For example, perception of
naturalistic videos induces modulations in several frequency bands [16]. Studying
the interplay between these differential modulations requires an appropriate decom-
position of the measured signals that can be effectively performed using GP-based
decomposition.
3.4.4 Computational efficiency
The time complexity of SGPD is separately cubic in the number of time points M
and and in the number of sensors N . In fact, the method involves the inversion of
both the spatial covariance matrix (N × N) and the temporal covariance matrix
(M ×M) (see Eq. 3.37 and Eq. 3.38 in the Methods). For MEG or EEG applications,
the inversion of the spatial covariance matrix is not problematic as the number of
sensors is rarely much larger than 300. In several neuroscience applications, the
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data are analyzed in short trials and the cubic complexity in the number of time
points (tipically ranging from 300 to 1000) is not particularly problematic either.
However, this complexity could be prohibitive when analyzing long continuous
signals. Fortunately, several approximate and exact methods have been introduced
for reducing the complexity of GP regression to quadratic or even linear in the
number of time points (see for example [92, 181, 149]). For example, the GP
regression can be transformed into an infinite-dimensional version of the Kalman
smoother that has linear complexity in the number of time points [181]. Finally,
in terms of memory requirements, working in the spherical harmonic domain is
convenient as the number of required harmonics is often an order of magnitude
smaller than the number of source points in the cortical mesh.
3.4.5 Conclusions
Our dynamic decomposition method starts from a precise mathematical model of
the dynamics of the neural fields. The formalism of GP regression allows translation
of linear stochastic dynamics into a well-defined Bayesian prior distribution. In
this way, the method establishes a connection between mathematical modeling and
data analysis of neural phenomena. On the one hand, the experimentalist and the
data-analyst can benefit from the method as it allows to isolate the dynamic com-
ponents of interest from the interfering noise. These components are interpretable
and visualizable, and their study can lead to the identification of new temporal
and spatiotemporal neural phenomena that are relevant for human cognition. On
the other hand, the theorist can use this formalism for obtaining a probabilistic
formulation of dynamical models, thereby relating them to the experimental data.
3.5 Materials and methods
In this section we will explain the mathematical underpinnings of the GP-based
decomposition. Following the lines of the Results section, the exposition begins
from the connection between SDEs and Gaussian processes and continues with the
exposition of the temporal and spatiotemporal GP-based decomposition. In order
to improve the readability and to not overshadow the main ideas, we left some
technical derivations to the appendices.
3.5.1 From SDEs to GPs
At the core of our method is the connection between Gaussian processes and SDEs.
This connection leads to the definition of the covariance functions of the dynamic
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components that will be used for determining the prior of the GP regression. In the
Results section, we introduced the SDE (Eq. (3.1))
d2
dt2
ϕ(t) + b d
dt
ϕ(t) = −ω20ϕ(t) + w(t)
to model an oscillatory signal. In fact, this SDE can be interpreted as a damped har-
monic oscillator when b <
√
2ω20. As initial conditions, we set ϕ(−∞) = dϕdt (−∞) =
0. This choice implies that the (deterministic) effects of the initial conditions are
negligible. Given these initial conditions, the solution of Eq. (3.1) is fully specified
by the random input w(t) that follows a temporally uncorrelated normal distribution.
Since the equation is linear, the solution, given a particular instantiation of w(t), can
be obtained by convolving w(t) with the impulse response function of the SDE (see
Appendix A.1 for more details):
ϕ(t) =
∫ ∞
−∞
Gϕ(t− s)w(s)ds. (3.7)
Intuitively, the impulse response function Gϕ(t) determines the response of the
system to a localized unit-amplitude input. Consequently, Eq. (3.7) states that the
process ϕ(t) is generated by the infinite superposition of responses to w(t) at every
time point. This proves that the resulting stochastic process ϕ(t) is Gaussian, since it
is a linear mixture of Gaussian random variables.
The impulse response function of Eq. (3.1) is
Gϕ(t) = ϑ(t)e−b/2t sinωt, (3.8)
where ϑ(t) is a function equal to zero for t < 0 and 1 otherwise. This function assures
that the response cannot precede the input impulse. From this formula, we see that
the system responds to an impulse by oscillating at frequency ω =
√
ω20 − 1/4b2 and
with an amplitude that decays exponentially with time scale b/2. The covariance
function of the process ϕ(t) can be determined from its impulse response function
using Eq. (A.8) (see Appendix A.1) and is given by
kϕ(ti, tj) = kϕ(τ) =
σ2ϕ
2b e
−b/2|τ |
(
cosωτ + b
ω
sinω|τ |
)
. (3.9)
where τ denotes the time difference ti− tj . In the case of the second order integrator,
the parameter ω0 is smaller than b/2 and the system is overdamped. In this case, the
response to an impulse is not oscillatory, the response initially rises and then decays
to zero with time scale b/2. This behavior is determined by the impulse response
function
Gχ(t) = ϑ(t)e−b/2t sinh zt (3.10)
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in which z is equal to
√
1/4b2 − ω20. The covariance function is given by
kχ(τ) =
σ2χ
2b e
−b/2|τ |
(
cosh zτ + b
z
sinh z|τ |
)
. (3.11)
Finally, the first order integrator (Eq. (3.2))
d
dt
ψ(t)− cψ(t) + w(t)
has a discontinuous impulse response function that decays exponentially:
Gψ(t) = ϑ(t)e−ct . (3.12)
The discontinuity of the impulse response at t = 0 implies that the process is not
differentiable as it reacts very abruptly to the external input. The covariance function
of this process is given by:
kψ(τ) =
σ2ψ
2c e
−c|τ | . (3.13)
Covariance function for the residuals The stochastic differential equations are
meant to capture the most important (linear) qualitative features of the neural
signal. Nevertheless, the real underlying neural dynamics are much more complex
than can be captured by any simple model. Empirically, we found that the residuals
of our model have short-lived temporal correlations. We decided to account for these
correlations by introducing a residuals process ξ(t) with covariance function
kξ(τ) = σ2ξe
− τ22δ2 (3.14)
in which the small time constant δ is the signal’s characteristic time scale and σξ
is its standard deviation. This covariance function is commonly called the squared
exponential and is one of the most used in the machine learning literature [167].
As kξ(τ) decays to zero much faster than our SDE-derived covariance functions for
τ tending to ∞, this covariance function is appropriate for modeling short-lived
temporal correlations.
3.5.2 Analysing neural signals using Gaussian process
regression
In this section, we show how to estimate the value of a dynamic component such
as ϕ(t) in the set of sample points t1, . . . , tN using GP regression. To this end, it is
convenient to collect all the components other than ϕ(t) in a total residuals process
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ζ(t) = χ(t) + ψ(t) + ξ(t). In fact, in this context, they jointly have the role of
interfering noise. The vector of data points y is assumed to be a sum of the signal of
interest and the noise:
yj = ϕ(tj) + ζ(tj) . (3.15)
In order to estimate the values of ϕ(t) using Bayes’ theorem we need to specify a prior
distribution over the space of continuous-time signals. In the previous sections, we
saw how to construct such probability distributions from linear SDEs. In particular,
we found that those distributions were GPs with covariance functions that can be
analytically obtained from the impulse response function of the SDEs. These prior
distributions can be summarized in the following way:
ϕ(t) ∼ GP (0, kϕ(t1, t2)) (3.16)
ζ(t) ∼ GP (0, kζ(t1, t2))
where the symbol ∼ indicates that the random variable on the left-hand side follows
the distribution on the right-hand side and GP (µ(t), k(t1, t2)) denotes a GP with
mean function µ(t) and covariance function k(t1, t2). Note that, in this functional
notation, expressions such as µ(t) and k(t1, t2) denote whole functions rather than
just the values of these functions at specific time points.
We will now derive the marginal expectation of ϕ(t) under the posterior distribution.
Since we are interested in the values of ϕ(t) at sample points t1, . . . , tN , it is con-
venient to introduce the vector ϕ defined by the entries ϕj = ϕ(tj). Any marginal
distribution of a GP for a finite set of sample points is a multivariate Gaussian whose
covariance matrix is obtained by evaluating the covariance function at every pair of
time points:
[Kϕ]ij = kϕ(ti, tj). (3.17)
Using Bayes’ theorem and integrating out the total residual ζ(t), we can now write
the marginal posterior of ϕ as
p(ϕ | y) ∝
∫
p(y | ϕ, ζ)p(ζ)dζ p(ϕ) = N(y | ϕ,Kζ)N(ϕ | 0,Kϕ) (3.18)
in which Kζ is the temporal covariance matrix of ζ(t). As a product of two Gaussian
densities, the posterior density is a Gaussian distribution itself. The parameters of
the posterior can be found by writing the prior and the likelihood in canonical form.
From this form, it is easy to show that the posterior marginal expectation is given by
the vector mϕ|y (see [167] for more details about this derivation):
mϕ|y = Kϕ(Kϕ +Kζ)−1y. (3.19)
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Furthermore, if we assume that χ(t), ψ(t) and ξ(t) are independent, the noise
covariance matrix reduces to
Kζ = Kχ +Kψ +Kξ. (3.20)
3.5.3 GP analysis of spatiotemporal signals
In the following, we show how to generalize GP-based decomposition to the spa-
tiotemporal setting. This requires the construction of a source model and the
definition of an appropriate prior covariance between cortical locations. In fact, the
problem of localizing brain activity from MEG or EEG sensors becomes solvable once
we introduce prior spatial correlations by defining a spatial covariance s(xi,xj) be-
tween every pair of cortical locations xi and xj . In this paper, we construct s(xi,xj)
by discounting high spatial frequencies in the spherical harmonics domain, thereby
limiting our reconstruction to spatial scales that can be reliably estimated from the
sensor measurements. However, prior to the definition of the covariance function,
we need to specify a model of the geometry of the head and the brain cortex.
The source model
In order to define a source model, we construct a triangular mesh of the cortex from
a structural MRI scan using Freesurfer [61]. The cortical boundary is morphed into
a spherical hull in a way that maximally preserves the intrinsic geometry of the
cortex. This allows to parameterize the surface C using the spherical coordinates
α and θ, respectively azimuth and elevation. For notational simplicity, we collect
the spherical coordinates into the coordinate pair x = (α, θ) that refers to a spatial
location in the cortex. Furthermore, we denote the finite set of M points in the mesh
as X = {x1, . . . ,xM}.
We define our source model as a vector field of current dipoles on the cortical
surface. We first consider GP source reconstruction of the total neural activity
~ρ(x, t), without differentiating between spatiotemporal dynamic components such
as ~ϕ(x, t),~χ(x, t) and ~ψ(x, t). The vector field ~ρ(x, t) is characterized by the three
Cartesian coordinates ρ1(x, t), ρ2(x, t), and ρ3(x, t). In all the analyses contained
in this paper, we estimate the full vector field. However, since we do not assume
any prior correlations between the dipole coordinates, in the following we will
simplify the notation by describing the source decomposition method for a dipole
field ρ(x, t)~v(x), where the unit-length vector field ~v(x) of dipole orientations is
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assumed to be known. Appendix A.4 explains how to adapt all the formulas to the
vector-valued case using matrices with a block diagonal form.
Spatial Gaussian processes source reconstruction in the spherical
harmonics domain
The linearity of the electromagnetic field allows to model the spatiotemporal data
matrix Y as the result of a linear operator acting on the neural activity ρ(x, t) [112]:
Yij =
∫
C
Li(x)ρ(x, tj)dx , (3.21)
in which the component Li(x) describes the effect of a source located at x on the
i-th sensor. Note that Li(x) implicitly depends on the orientation ~v(x) since different
dipole orientations generate different sensor measurements. We refer to Li(x) as the
forward model relative to the i-th sensor, note that this is a function of the spatial
location on the cortical surface.
In this section, we ignore the prior temporal correlations induced by the temporal
covariance functions, i.e. we implicitly assume a prior for ρ(x, t) that is temporally
white. In a GP regression setting, the spatial smoothing can be implemented by
using a spatially homogeneous covariance function, i.e. a covariance function that
only depends on the cortical distance between the sources. To define this covariance
function, we make use of the so-called spherical Fourier transform. Whereas the
ordinary Fourier transform decomposes signals into sinusoidal waves, the spherical
Fourier transform decomposes spatial configurations defined over a sphere into the
spherical harmonics Hml (x). These basis functions are characterized by a spatial
frequency number l and a ”spatial phase” number m. Fig. 3.9A shows the spherical
harmonics corresponding to the first three spatial frequencies morphed on the
cortical surface. For notational convenience, we assign an arbitrary linear indexing
to each (l,m) couple that henceforth will be denoted as (lk,mk). It is convenient to
represent the neural activity ρ(x, t) in the spherical harmonics domain. Specifically,
we will use the symbol ρ˜(lk,mk; t) to denote the Fourier coefficient of the spherical
harmonic indexed by (lk,mk) (see Eq. (A.11) in Appendix A.2).
We assume that the spherical Fourier coefficients ρ˜(lk,mk; t) are independent Gaus-
sian random variables. Under this assumption, we just need to define the prior
variance of the coefficients ρ˜(lk,mk; t). Since we aim to reduce the effect of noise
with high spatial frequencies, we define these prior variances using a frequency
damping function f(lk) that monotonically decreases as a function of the spatial
frequency number lk. This effectively discounts high spatial frequencies and there-
3.5 Materials and methods 47
fore can be seen as a spherical low-pass filter. The variance of the spherical Fourier
coefficients is given by the following variance function
s˜(lk,mk; t) = f(lk), (3.22)
where, as damping function, we use a spherical version of the truncated Butterworth
low-pass filter:
f(lk) =

(
1 + ( lkυ )2k
)−1/2
for lk ≤ L
0 for lk > L
(3.23)
with smoothing parameter υ, order k, and cut-off frequency L. This filter has been
shown to have good properties in the spatial domain [48]. Note that, under the
covariance function defined by Eq. (3.22) and (3.23), the spherical Fourier coeffi-
cients with frequency number larger than L have zero variance and are therefore
irrelevant. Although the analysis is carried out in the spherical harmonics domain, it
is informative to be able to visualize the covariance function in the spatial domain.
By applying the inverse spherical Fourier transform, the function s(xi,xj) can be
explicitly obtained as follows:
s(xi,xj) =
∑
l,m
Hml (xi)Hml (xj)f(l) . (3.24)
Figs. 3.9B and 3.9C show the correlations induced by our spatial covariance func-
tion.
In order to formulate the spatial GP regression in the spherical harmonics domain,
we rewrite the integral in Eq. (3.21) using the inverse spherical Fourier transform
(see Eq. (A.10) in Appendix A.2) and interchanging the order of summation and
integration:
Yij =
∫
C
Li(x)
(∑
k
ρ˜(lk,mk; tj)Hmklk (x)
)
dx =
∑
k
L˜i(lk,mk)ρ˜(lk,mk; tj), (3.25)
where
L˜i(lk,mk) =
∫
C
Li(x)Hmklk (x)dx (3.26)
is the spherical Fourier transform of Li(x). Therefore, the spherical Fourier transform
converts the forward model (which is a function of the cortical location) from the
spatial to the spherical harmonics domain. We can simplify Eq. (3.25) by organizing
the spherical Fourier coefficients ρ˜(lk,mk; tj) in the matrix R˜, whose element R˜kj is
ρ˜(lk,mk; tj). Analogously, the spherical Fourier transform of the forward model can
be arranged in a matrix Λ with elements Λik = L˜i(lk,mk). Using this notation, we
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can write the observation model for the spatiotemporal data matrix Y in a compact
way:
Y = ΛR˜+ ξ , (3.27)
where ξ are Gaussian residuals with spatial covariance matrix Σ.
We can now combine this observation model with the spherical harmonics domain
spatial GP prior, as determined by the variance function given by Eq. (3.22), and
from this we obtain the posterior of the neural activity R˜ given the measured signal
Y . Because the spatial process is Gaussian, the prior distribution of the spherical
Fourier coefficients is normal and, because we assumed that the spherical Fourier
coefficients are independent, their covariance matrix D is diagonal with entries
specified by the variance function Dkk = f(lk) (see Eq. (3.22)). Alltogether, the
prior and the observation model specify a Gaussian linear regression. The posterior
expectation of the regression coeffcients R˜ can be shown to be [201]:
MR˜|Y = DΛ
T (ΛDΛT + Σ)−1Y. (3.28)
In this formula, ΛDΛT is the sensor level covariance matrix induced by the spatially
smooth brain activity and Σ is the residual covariance matrix of the sensors. This
expression can be recast in terms of the original cortical locations X using the inverse
spherical Fourier transform (Eq. (A.10)). In matrix form, this can be written as
MR|Y = HMρ˜|Y , (3.29)
where the matrix H is obtained by evaluating the spherical harmonics at the discrete
spatial grid-points X :
Hlk = Hmklk (xl) . (3.30)
This formula gives the Harmony source reconstruction solution as presented in [155].
We can reformulate this expression by introducing the Harmony spatial filter
P = HDΛT (ΛDΛT + Σ)−1. (3.31)
Using this matrix, the posterior expectation of the neural activity at the cortical
locations X can be written as follows:
MR|Y = PY. (3.32)
Spatiotemporal GP-based decomposition
The temporal and spatial GP regression can be combined by assigning a temporal
covariance function to each spherical Fourier coefficient. In other words, we model
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the time series of each coefficient as an independent temporal Gaussian process.
These processes have the same prior temporal correlation structure as specified in
our additive temporal model. However, as in the spatial model, their prior variance
is discounted as a function of the spatial frequency lk. Using functional notation,
this can be written as follows:
ρ˜(l,m; t) ∼ GP (0, f(l)kρ(t1, t2)). (3.33)
Considering the prior distributions of the processes ρ˜(l,m; t) at the sample points,
the matrix-valued random variable R˜, when vectorized, follows a multivariate
Gaussian distribution with covariance matrixKρ⊗D, where⊗ denotes the Kronecker
product (see Appendix A.3). This Kronecker product form follows from the fact
that the covariance function of ρ˜(l,m; t) is the product of a spatial and a temporal
part. Multivariate Gaussian distributions with this Kronecker structure can be more
compactly reformulated as a matrix normal distribution (see [46]):
R˜ ∼MN(0, D,Kρ) , (3.34)
where the matrix parameters D and Kρ determine the covariance structure across,
respectively, the spherical harmonics and time.
We define a spatiotemporal observation model in which the residuals have a spa-
tiotemporal covariance structure of the form Kξ ⊗ (ΛDΛT ). This implies that the
spatial covariance matrix of the residuals (previously denoted as Σ) has the form
ΛDΛT . Thus, it is assumed that the residuals have the same spatial covariance as
the brain activity of interest (see Eq. (3.28)) but a different temporal covariance.
Hence, ξ(x, t) should be interpreted as brain noise [136]. This assumption greatly
simplifies the derivation of the posterior distribution. Under this observation model,
the probability distribution of the spatiotemporal data matrix can be written as
follows:
Y ∼MN(ΛR˜,ΛDΛT ,Kξ) . (3.35)
The posterior expectation for this model can be obtained using the properties of
Kronecker product matrices. This derivation is slightly technical and is reported
in Appendix A.3. In this derivation, to enhance numerical stability, we introduce a
Tikhonov regularization parameter λ. This allows us to deal with the fact that the
matrix ΛDΛT (which must be inverted), is usually close to singular for an MEG or
EEG forward model. The resulting posterior expectation is the following:
MR˜|Y = DΛ
T (ΛDΛT + λI)−1Y (Kρ +Kξ)−1Kρ . (3.36)
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Besides regularizing the matrix inversion, the λI term contributes to filtering out
the spatially non-structured observation noise. This is consistent with the fact that
the regularization matrix replaces the noise spatial covariance matrix in Eq. (3.28)
and, being diagonal, corresponds to spatially white noise. In the spatial domain,
Eq. (3.36) becomes:
MR|Y = PY (Kρ +Kξ)−1Kρ . (3.37)
Therefore, the spatiotemporal expectation is obtained by applying the Harmony
spatial filter (with Σ = λI) to the expectation of the temporal model given by
Eq. (3.19). We can now apply this to the situation in which we want to estimate
some component of interest, such as ϕ(x, t), in the presence of other components
ζ(x, t) = χ(x, t) + ψ(x, t) + ξ(x, t). In analogy with Eq. (3.19), the marginal
expectation of the spatiotemporal component ϕ(x, t) is given by
MΦ|Y = PY (Kϕ +Kζ)−1Kϕ , (3.38)
where Kζ is the temporal covariance matrix of ζ(x, t) = χ(x, t) + ψ(x, t) + ξ(x, t).
This formula allows to individually reconstruct the dynamic components.
3.5.4 Estimating the model parameters
We estimate the parameters of the covariance functions from all the data of each
participant using an empirical Bayes method. This produces a prior distribution that
is both informed by the participant-specific signal dynamics and flexible enough to
account for the variability across different epochs. Specifically, given K trials, the
parameters are estimated from the empirical autocovariance matrix S of the total
measured time series:
S =
K∑
k=1
YkY
T
k (3.39)
where Yk denotes the demeaned (mean-subtracted) spatiotemporal data matrix of
an experimental trial k. For notational convenience, we organize all the parameters
of the model covariance function in the vector ϑ. Furthermore, we make the
dependence on the parameters explicit by denoting the total covariance function of
the total additive model as
kρ(t, t′;ϑ) = kϕ(t, t′;ϑ) + kχ(t, t′;ϑ) + kψ(t, t′;ϑ) + kξ(t, t′;ϑ). (3.40)
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Fig. 3.9.: Spherical harmonics and covariance functions. Visualization of the spherical
harmonics morphed onto the cortex and the resulting spatial correlation structure.
A) Example of spherical harmonics on the brain cortex for frequency numbers
from 0 to 2. For each frequency number l there are 2l + 1 harmonics with ”phase”
number m ranging from −l to l. As clear from the picture, the spatial frequency
increases as a function of the frequency number. In all our analyses we truncated
the harmonic expansion after the 11th frequency number. B,C) Prior correlation
structure induced by Eq. (3.24). Panel B shows the prior correlations on the
cortical surface from a cortical point identified by a red dot. Panel C shows the
same function on the spherical hull. The spatial correlations are determined by the
frequency discount function f(l); here we used the same smoothing parameters
as all analyses in the paper: k = 2 and υ = 3.
As the objective function to be minimized, we use the sum of the squared deviations
of the measured time series’ auto-covariance from the covariance function of our
model:
C(ϑ) =
∑
i,j
(
Sij − kρ(ti, tj ;ϑ)
)2
(3.41)
This objective function is, in general, multimodal and requires the use of a robust
optimization technique. Gradient-based methods can be unstable since they can
easily lead to sub-optimal local-minima. For that reason we used a gradient-free
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simulated annealing strategy. The details of the simulated annealing algorithm are
described in [117]. As proposal distribution we used
p(ϑ(k+1)j ) = t(ϑ
(k+1)
j |ϑ(k)j , γj , 1) , (3.42)
where t(x|a, b, c) denotes a univariate Student’s t-distribution over x with mean a,
scale b and c degrees of freedom. We chose this distribution because the samples
can span several order of magnitudes, thereby allowing both a quick convergence
to the low cost region and an effective fine tuning at the final stages. We used the
following annealing schedule:
T (n+ 1) = 0.8 · T (n) , (3.43)
where T (0) was initialized at 10 and the algorithm stopped when the temperature
was smaller than 10−8.
We estimated all the temporal parameters of the model. Specifically, the estimated
parameters were the following: (a) the alpha frequency ω =
√
ω20 − 1/4b2, phase
decay βϕ = 1/2bϕ, and amplitude Aϕ = σϕ/
√
2bϕ, (b) the second order integrator
parameters z, βχ = 1/2bχ, and its amplitude Aχ = σχ/
√
2bχ, (c) the first order
integrator decay constant c and its amplitude Aψ = σψ/
√
2bψ, and (d) the residual’s
time scale δ, and standard deviation σξ. The parameters were initialized at plausible
values (e.g. 10 Hz for the oscillator frequency) and were constrained to stay within
realistic intervals ( 6–15 Hz for alpha frequency, positive for βϕ, βχ, c, δ and all the
amplitudes).
3.5.5 Details of the simulation studies
In this subsection we describe our three simulation studies in detail.
Simulation study I: Recovering components from complex spatiotemporal
neural signals
The oscillatory time series were generated as a non-Gaussian random process ac-
cording to the following formula:
y(t) =
√
a2(t) + 1 cos(ω(t)t+ γ) + ξ(t) + ψ(t) . (3.44)
The random initial phase γ in this formula was drawn from a uniform distribution
and the functions a(t) and ω(t) are Gaussian processes with a squared exponential
covariance function (see Eq. (3.14)). The noise processes ξ(t) and ψ(t) were respec-
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tively an OU process (with relaxation coefficient equal to 10) and white noise. The
source model was one-dimensional, composed of 9 different spatial locations from
-2 mm to 2 mm in steps of 0.5 mm. The oscillatory processes had a Gaussian spatial
profile with the center located at -0.5 mm for the low frequency oscillation and 0.5
mm for the high frequency oscillation. There were two independent sources of OU
noise (with standard deviation equal to 0.6 each) with Gaussian spatial profiles with
centers located at -1.5 mm and 1.5 mm and width equal to 1 mm. Finally, the data
was corrupted by spatiotemporal white noise (with standard deviation equal to 0.1).
We had four conditions: a) low spatial and low spectral overlap, b) low spatial and
high spectral overlap, c) high spatial and low spectral overlap and d) high spatial
and high spectral overlap. The peak frequency of the slow oscillation was 5 Hz for
low spectral overlap conditions and 8 Hz for high spectral overlap conditions while
the peak frequency of the fast oscillation was always 10 Hz. In the low and in the
high spatial overlap conditions the widths of the spatial profiles of both oscillations
were respectively 1 mm and 2 mm. For each condition, we generated 600 trials. The
fast oscillation was reconstructed using SGPD, SSA, EMD, ICA and PCA. The spatial
covariance matrix for the SGPD was obtained by discounting the spatial frequencies
using the discount function in Eq. 3.23. The parameters were l = 0.2 and k = 5. The
additive temporal covariance function of the SGPD had two oscillatory components,
a first order integrator component and a squared exponential residual component.
All the parameters of the temporal covariance function were inferred from the data
using the least squares fit. Performance of each method was evaluated by computing
the correlation between the true oscillatory signal (ground truth) and the recovered
fast oscillatory component. Since the components obtained from SSA, EMD, ICA and
PCA are unlabeled, for these methods we selected the component that maximized
the correlation.
Simulation study II: Estimating modulations in oscillatory amplitude
The study consisted of two simulated experimental conditions that differed only
with respect to their mean oscillatory amplitude. In this simulation the signals were
purely temporal, as we did not model the spatial extent of the sources. In each trial a
single oscillatory time series was generated using Eq. 3.44. The mean of its angular
frequency ω(t) was equal to 2pi · 10 (the typical frequency of alpha oscillations) for
both experimental conditions. In the low-amplitude condition the mean oscillatory
amplitude was equal to 1. This oscillatory time series was corrupted by an OU
process (amplitude equal to 0.55; relaxation coefficient equal to 10) and white noise
(amplitude equal to 0.55). The simulation design involved 16 levels characterized
by amplitude differences ranging from 15% to 60%. For each level, we generated
150,000 trials per experimental condition, giving us very reliable estimates of the
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effect size. The trials were 2 s long. We used the temporal GP-based decomposition
to extract the oscillatory component from the simulated time series. The effect sizes
were quantified as the between-condition differences between the trial-averaged
amplitudes divided by the across-trials standard deviation of the amplitudes. We
compared the sensitivity of the GP-based decomposition with non-parametric spectral
estimation using DPSS multitaper spectral analysis as described in [153]. For every
trial, the mean oscillatory amplitude was obtained by averaging over the amplitude
estimates for the orthogonal tapers. In this method, the number of tapers is a free
parameter that determines the degree of spectral smoothing. For each cell of the
simulation design we chose the number of tapers that maximized the effect size.
This selection procedure is biased in favor of the multitaper method since it tends to
overfit the data and therefore produces larger effect sizes.
Simulation study III: Localizing the source of an oscillatory amplitude
modulation
A template cortical surface mesh was created using Freesurfer [61], down-sampled
using the MNE toolbox [82], and aligned to a template MEG sensor configuration.
We ran 500 trials, each involving two conditions that differed only with respect to
the oscillatory amplitude of one cortical location. Sources were generated at three
locations in the brain: one in the right parieto-temporal, one in the right occipital and
one in the left parietal cortex. For each trial and condition, we generated three time
series with the same temporal structure as those generated in the previous simulation
study. The three time series were localized in cortical mesh with a spatial profile that
is proportional to a Fisher-von Mises distribution. These spatial profiles can model a
localized patch of activity. The dipole orientation was set to be orthogonal to the
mesh surface. While all patches of activity contained the oscillatory component,
only one patch involved an amplitude modulation between the two experimental
conditions, and this was set at 20%. The activity was projected to the MEG sensors
using a forward model obtained from a realistic head model [112]. The effect was
computed for each cortical vertex as the difference in average oscillatory amplitude
between the two conditions.
The oscillatory signal was first reconstructed at each cortical vertex using the spa-
tiotemporal GP-based decomposition. Next, as in the simulation study for the single
sensor, the GP estimate of average oscillatory amplitude was obtained as the stan-
dard deviation of the estimate of the oscillatory component. We compared the
spatiotemporal GP-based decomposition with the Harmony source reconstruction
of the estimated cross-spectral density matrix. Using the DPSS multitaper spectral
analysis, we first estimated the sensor-level cross-spectral density matrix F . Next,
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we projected this matrix to the source level by sandwiching it between the Harmony
spatial filters (see Eq. (3.29)): FH = PFP T . The source level amplitude is obtained
by taking the square root of the diagonal elements of FH . The spectral smoothing
was kept fixed at 0.6 Hz since we found this value to be optimal given the simulation
parameters.
3.5.6 Details of the application to an MEG study on
anticipatory spatial attention
Participants and data collection
We tested the spatiotemporal GP source reconstruction method on a cued tactile
detection experiment in which the magneto-encephalogram (MEG) was recorded
[26]. The study was conducted in accordance with the Declaration of Helsinki and
approved by the local ethics committee (CMO Regio Arnhem-Nijmegen). Informed
written consent was obtained from all participants. Fourteen healthy participants
(5 male; 22–49 yr) participated in the study. The MEG system (CTF MEG; MISL,
Coquitlam, British Columbia, Canada) had 273 axial gradiometers and was located
in a magnetically shielded room. The head position was determined by localization
coils fixed to anatomic landmarks (nasion and ears). The data were low-pass filtered
(300-Hz cutoff), digitized at 1,200 Hz and stored for offline analysis.
Experimental design
The experiment was a tactile detection task in which the location and timing of the
targets were either cued or not. A short auditory stimulus (50 ms, white noise)
was presented together with an electrotactile stimulus (0.5-ms electric pulse close
to threshold intensity) in half of the trials. In the other half the auditory stimulus
was presented alone. Participants were asked to indicate if a tactile stimulus was
presented. In one-third of the trials, an auditory cue (150 ms, pure tone) informed
the participants about the timing and the location at which the tactile stimulus might
occur. In particular, the target auditory signal was always presented 1.5 s after the
cue. Two independent sessions were collected for each participant. More details can
be found in [55].
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MEG preprocessing
Third-order synthetic gradients were used to attenuate the environmental noise
[216]. In addition, extra-cerebral physiological sources such as heartbeat and eye
movements were detected using independent component analysis [36] and regressed
out from the signal prior to the spatiotemporal GP-based decomposition.
Details of the GP spatiotemporal data analysis
We started the GP analysis by learning the parameters of the additive dynamical
model for each individual participant using the simulated annealing method. To
reduce the contribution of low-amplitude noise, we estimated this matrix from
the first 50 principal components of the total empirical temporal cross-covariance
matrix averaged over all sensors. A template cortical surface mesh was created using
Freesurfer [61], downsampled using the MNE toolbox [82], and aligned to the MEG
sensors using the measured head position. The Tikhonov regularization parameter
λ was identified for each participant using leave-one-out cross-validation [197].
The spatial smoothing parameters k and υ were set to, respectively, 2 and 3. The
spatiotemporal GP-based decomposition was applied to 1.8 s long segments, starting
ten milliseconds before the presentation of the cue and ending ten milliseconds
after the target stimulus. The alpha amplitude envelope A(t, x) was obtained for
all cortical vertices and dipole directions by performing a Hilbert transform on the
estimated alpha signal and taking the absolute value of the resulting analytic signal
[61]. For each cortical location, the total amplitude was obtained by summing the
amplitude envelopes for the three independent dipole directions ϕ1(x, t), ϕ2(x, t),
and ϕ3(x, t). The individual topographic maps of the attention-induced alpha
amplitude suppression were obtained by computing the mean amplitude difference
between cued and non-cued trials, separately for each vertex and time point. These
individual maps were then averaged across participants, again for each vertex and
time point.
Statistical analysis
For each cortical vertex, the dynamic effect was quantified as the rate of change of
the attention-induced alpha amplitude suppression as a function of elapsed time
from cue onset. Specifically, we used linear regression to estimate the slope of
the relation between attention-induced alpha amplitude suppression and time. We
did this separately for every vertex. The cortical maps of regression coefficients
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were constructed from the first experimental session of every participant and then
averaged across participants. This map was subsequently used as data-driven
hypothesis which was tested using the data from the second session. As a test
statistic, we used the dot product between the individual regression coefficients
maps, computed from the second sessions, and the group-level map. Under the
null hypothesis that the group-level map is not systematic (i.e., is driven by noise
only), the expected value of this test statistic is zero. Therefore we tested this null
hypothesis using a one-sample t-test.
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4Effective Brain Connectivity with
Causal Kernels
4.1 Abstract
A fundamental goal in network neuroscience is to understand how activity in one
brain region drives activity elsewhere, a process referred to as effective connectivity.
Here we propose to model this causal interaction using integro-differential equations
and causal kernels that allow for a rich analysis of effective connectivity. The
approach combines the tractability and flexibility of autoregressive modeling with
the biophysical interpretability of dynamic causal modeling. The causal kernels are
learned nonparametrically using Gaussian process regression, yielding an efficient
framework for causal inference. We construct a novel class of causal covariance
functions that enforce the desired properties of the causal kernels, an approach
which we call GP CaKe. By construction, the model and its hyperparameters have
biophysical meaning and are therefore easily interpretable. We demonstrate the
efficacy of GP CaKe on a number of simulations and give an example of a realistic
application on magnetoencephalography (MEG) data.
4.2 Introduction
In recent years, substantial effort was dedicated to the study of the network proper-
ties of neural systems, ranging from individual neurons to macroscopic brain areas.
It has become commonplace to describe the brain as a network that may be further
understood by considering either its anatomical (static) scaffolding, the functional
dynamics that reside on top of that or the causal influence that the network nodes
exert on one another [62, 67, 26]. The latter is known as effective connectivity
and has inspired a surge of data analysis methods that can be used to estimate the
information flow between neural sources from their electrical or haemodynamic
activity[67, 196]. In electrophysiology, the most popular connectivity methods
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are variations on the autoregressive (AR) framework [71]. Specifically, Granger
causality (GC) and related methods, such as partial directed coherence and directed
transfer function, have been successfully applied to many kinds of neuroscientific
data [179, 110]. These methods can be either parametric or non-parametric, but are
not based on a specific biophysical model [49, 27]. Consequently, the connectivity
estimates obtained from these methods are only statistical in nature and cannot
be directly interpreted in terms of biophysical interactions [183]. This contrasts
with the framework of dynamic causal modeling (DCM), which allows for Bayesian
inference (using Bayes factors) with respect to biophysical models of interacting
neuronal populations [70]. These models are usually formulated in terms of either
deterministic or stochastic differential equations, in which the effective connectivity
between neuronal populations depends on a series of scalar parameters that specify
the strength of the interactions and the conduction delays [45]. DCMs are usually
less flexible than AR models since they depend on an appropriate parametrization of
the effective connectivity kernel, which in turn depends on detailed prior biophysical
knowledge or Bayesian model comparison.
In this paper, we introduce a new method that is aimed to bridge the gap between
biophysically inspired models, such as DCM, and statistical models, such as AR,
using the powerful tools of Bayesian nonparametrics [96]. We model the interacting
neuronal populations with a system of stochastic integro-differential equations.
In particular, the intrinsic dynamic of each population is modeled using a linear
differential operator while the effective connectivity between populations is modeled
using causal integral operators. The differential operators can account for a wide
range of dynamic behaviors, such as stochastic relaxation and stochastic oscillations.
While this class of models cannot account for non-linearities, it has the advantage
of being analytically tractable. Using the framework of Gaussian process (GP)
regression, we can obtain the posterior distribution of the effective connectivity
kernel without specifying a predetermined parametric form. We call this new
effective connectivity method Gaussian process Causal Kernels (GP CaKe). The GP
CaKe method can be seen as a nonparametric extension of linear DCM for which
the exact posterior distribution can be obtained in closed-form without resorting
to variational approximations. In this way, the method combines the flexibility and
statistical simplicity of AR modeling with the biophysical interpretability of a linear
DCM.
The paper is structured as follows. In Section 4.3 we describe the model for the
activity of neuronal populations and their driving interactions. In Section 4.4 we
construct a Bayesian hierarchical model that allows us to learn the causal interaction
functions. Next, in Subsection 4.4.2, we show that these causal kernels may be
learned analytically using Gaussian process regression. Subsequently in Section 4.5,
we validate GP CaKe using a number of simulations and demonstrate its usefulness
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on MEG data in Section 4.6. Finally, we discuss the wide array of possible extensions
and applications of the model in Section 4.7.
4.3 Neuronal dynamics
We model the activity of a neuronal population xj(t) using the stochastic differential
equation
Djxj(t) = Ij(t) + wj(t) , (4.1)
where Ij(t) is the total synaptic input coming from other neuronal populations and
wj(t) is Gaussian white noise with mean 0 and variance σ2. The differential operator
Dj = α0 +∑Pp=1 αp dpdtp specifies the internal dynamic of the neuronal population. For
example, oscillatory dynamic can be modeled using the damped harmonic operator
DHj = d
2
dt2
+ β ddt + ω20 , where ω0 is the (undamped) peak angular frequency and β
is the damping coefficient.
In Eq. 4.1, the term Ij(t) accounts for the effective connectivity between neuronal
populations. Assuming that the interactions are linear and stationary over time, the
most general form for Ij(t) is given by a sum of convolutions:
Ij(t) =
N∑
i=1
(
ci→j ? xi
)
(t) , (4.2)
where the function ci→j(t) is the causal kernel, modeling the effective connectivity
from population i to population j, and ? indicates the convolution operator. The
causal kernel ci→j(t) gives a complete characterization of the linear effective con-
nectivity between the two neuronal populations, accounting for the excitatory or
inhibitory nature of the connection, the time delay, and the strength of the interac-
tion. Importantly, in order to preserve the causality of the system, we assume that
ci→j(t) is identically equal to zero for negative lags (t < 0).
Inserting Eq. 4.2 into Eq. 4.1, we obtain the following system of stochastic integro-
differential equations:
Djxj(t) =
N∑
i=1
(
ci→j ? xi
)
(t) + wj(t), j = 1 . . . N , (4.3)
which fully characterizes the stochastic dynamic of a functional network consisting
of N neuronal populations.
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4.4 The Bayesian model
We can frame the estimation of the effective connectivity between neuronal popula-
tions as a nonparametric Bayesian regression problem. In order to do this, we assign a
GP prior distribution to the kernel functions ci→j(t) for every presynaptic population
i and postsynaptic population j. A stochastic function f(t) is said to follow a GP distri-
bution when all its marginal distributions p(f(t1), . . . , f(tn)) are distributed as a mul-
tivariate Gaussian [168]. Since these marginals are determined by their mean vector
and covariance matrix, the GP is fully specified by a mean and a covariance function,
respectively mf (t) = 〈f(t)〉 and Kf (t1, t2) = 〈(f(t1)−mf (t1))(f(t2)−mf (t2))〉. Us-
ing the results of the previous subsection we can summarize the problem of Bayesian
nonparametric effective connectivity estimation in the following way:
ci→j(t) ∼ GP (0,K(t1, t2))
wj(t) ∼ N(0, σ2)
Djxj(t) =
N∑
i=1
(ci→j ? xi) (t) + wj(t) ,
(4.4)
where expressions such as f(t) ∼ GP (m(t),K(t1, t2)) mean that the stochastic
process f(t) follows a GP distribution with mean function m(t) and covariance
function K(t1, t2).
Our aim is to obtain the posterior distributions of the effective connectivity kernels
given a set of samples from all the neuronal processes. As a consequence of the
time shift invariance, the system of integro-differential equations becomes a system
of decoupled linear algebraic equations in the frequency domain. It is therefore
convenient to rewrite the regression problem in the frequency domain:
ci→j(ω) ∼ CGP
(
0,K(ω1, ω2)
)
wj(ω) ∼ CN(0, σ2)
Pj(ω)xj(ω) =
N∑
i=1
xi(ω)ci→j(ω) + wj(ω) ,
(4.5)
where Pj(ω) = ∑Pp=0 αp(−iω)p is a complex-valued polynomial since the application
of a differential operator in the time domain is equivalent to multiplication with a
polynomial in the frequency domain. In the previous expression, CN(µ, ν) denotes
a circularly-symmetric complex normal distribution with mean µ and variance ν,
while CGP (m(t),K(ω)) denotes a circularly-symmetric complex valued GP with
mean function m(ω) and Hermitian covariance function K(ω1, ω2) [6]. Importantly,
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the complex valued Hermitian covariance function K(ω1, ω2) can be obtained from
K(t1, t2) by taking the Fourier transform of both its arguments:
K(ω1, ω2) =
∫ +∞
−∞
∫ +∞
−∞
e−iω1t1−iω2t2K(t1, t2)dt1dt2 . (4.6)
4.4.1 Causal covariance functions
In order to be applicable for causal inference, the prior covariance function K(t1, t2)
must reflect three basic assumptions about the connectivity kernel: I) temporal
localization, II) causality and III) smoothness. Since we perform the GP analysis in
the frequency domain, we will work with K(ω1, ω2), i.e. the double Fourier transform
of the covariance function.
First, the connectivity kernel should be localized in time, as the range of plausible
delays in axonal communication between neuronal populations is bounded. In order
to enforce this constraint, we need a covariance function K(t1, t2) that vanishes when
either t1 or t2 becomes much larger than a time constant ϑ. In the frequency domain,
this temporal localization can be implemented by inducing correlations between the
Fourier coefficients of neighboring frequencies. In fact, local correlations in the time
domain are associated with a Fourier transform that vanishes for high values of ω.
From Fourier duality, this implies that local correlations in the frequency domain
are associated with a function that vanishes for high values of t. We model these
spectral correlations using a squared exponential covariance function:
KSE(ω1, ω2) = e−ϑ
(ω2−ω1)2
2 +its(ω2−ω1) = e−ϑ
ζ2
2 +itsζ , (4.7)
where ζ = ω2 − ω1. Since we expect the connectivity to be highest after a minimal
conduction delay ts, we introduced a time shift factor itsζ in the exponent that
translates the peak of the variance from 0 to ts, which follows from the Fourier
shift theorem. As this covariance function depends solely on the difference between
frequencies ζ, it can be written (with a slight abuse of notation) as KSE(ζ).
Second, we want the connectivity kernel to be causal, meaning that information
cannot propagate back from the future. In order to enforce causality, we introduce
a new family of covariance functions that vanish when the lag t2 − t1 is negative.
In the frequency domain, a causal covariance function can be obtained by adding
an imaginary part to Eq. 4.7 that is equal to its Hilbert transform H [202]. Causal
covariance functions are the Fourier dual of quadrature covariance functions, which
define GP distributions over the space of analytic functions, i.e. functions whose
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Fourier coefficients are zero for all negative frequencies [6]. The causal covariance
function is given by the following formula:
KC(ζ) = KSE(ζ) + iHKSE(ζ) . (4.8)
Finally, as communication between neuronal populations is mediated by smooth
biological processes such as synaptic release of neurotransmitters and dendritic
propagation of potentials, we want the connectivity kernel to be a smooth function
of the time lag. Smoothness in the time domain can be imposed by discounting high
frequencies. Here, we use the following discounting function:
f(ω1, ω2) = e−ν
ω21+ω
2
2
2 . (4.9)
This discounting function induces a process that is smooth (infinitely differentiable)
and with time scale equal to ν [168]. Our final covariance function is given by
K(ω1, ω2) = f(ω1, ω2) (KSE(ζ) + iHKSE(ζ)) . (4.10)
Unfortunately, the temporal smoothing breaks the strict causality of the covariance
function because it introduces leakage from the positive lags to the negative lags.
Nevertheless, the covariance function closely approximates a causal covariance
function when ν is not much bigger than ts.
4.4.2 Gaussian process regression
In order to explain how to obtain the posterior distribution of the causal kernel,
we need to review some basic results of nonparametric Bayesian regression and
GP regression in particular. Nonparametric Bayesian statistics deals with inference
problems where the prior distribution has infinitely many degrees of freedom [96].
We focus on the following nonparametric regression problem, where the aim is to
reconstruct a series of real-valued functions from a finite number of noisy mixed
observations:
yt =
∑
i
γi(t)fi(t) + wt , (4.11)
where yt is the t-th entry of the data vector y, fi(t) is an unknown latent function and
wt is a random variable that models the observation noise with diagonal covariance
matrix D. The mixing functions γi(t) are assumed to be known and determine how
the latent functions generate the data. In nonparametric Bayesian regression, we
specify prior probability distributions over the whole (infinitely dimensional) space
of functions fi(t). Specifically, in the GP regression framework this distribution is
chosen to be a zero-mean GP. In order to infer the value of the function f(t) at
an arbitrary set of target points T× = {t×1 , ..., t×m}, we organize these values in the
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vector f with entries fl = f(t×l ). The posterior expected value of f , that we will
denote as mfj |y, is given by
mfj |y = K
×
fj
Γj
(∑
i
ΓiKfiΓi +D
)−1
y , (4.12)
where the covariance matrix Kf is defined by the entries [Kf ]uv = Kf (tu, tv) and
the cross-covariance matrix K×ψ is defined by the entries [K
×
f ]uv = Kf (t×u , tv) [168].
The matrices Γi are square and diagonal, with the entries [Γi]uu given by γi(tu).
It is easy to see that the problem defined by Eq. 4.5 has the exact same form as the
generalized regression problem given by Eq. 4.11, with ω as dependent variable.
In particular, the weight functions γi(ω) are given by xi(ω)Pj(ω) and the noise term
wj(ω)
Pj(ω) has variance
σ2
|Pj(ω)|2 . Therefore, the expectation of the posterior distributions
p(ci→j(ω)|{x1(ωh)}, . . . , {xN (ωh)}) can be obtained in closed from from Eq. 4.12.
4.5 Effective connectivity simulation study
We performed a simulation study to assess the performance of the GP CaKe approach
in recovering the connectivity kernel from a network of simulated sources. The neu-
ronal time series xj(t) are generated by discretizing a system of integro-differential
equations, as expressed in Eq. 4.3. Time series data was then generated for each of
the sources using the Ornstein-Uhlenbeck process dynamic, i.e.
D(1) = d
dt
+ α , (4.13)
where the positive parameter α is the relaxation coefficient of the process. The
bigger α is, the faster the process reverts to its mean (i.e. zero) after a perturbation.
The discretization of this dynamic is equivalent to a first order autoregressive process.
As ground truth effective connectivity, we used functions of the form
ci→j(τ) = ai→jτe−
τ
s , (4.14)
where τ is a (non-negative) time lag, ai→j is the connectivity strength from i to j
and s is the connectivity time scale.
In order to recover the connectivity kernels ci→j(t) we first need to estimate the
differential operator D(1). For simplicity, we estimated the parameters of the differ-
ential operator by maximizing the univariate marginal likelihood of each individual
source. This procedure requires that the variance of the structured input from the
other neuronal populations is smaller than the variance of the unstructured white
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Fig. 4.1.: Example of estimated connectivity. A. The estimated connectivity kernels for two
connections: one present (2 → 1) and one absent (1 → 2). B. A three-node
network in which node 1 feeds into node 2 and node 2 feeds into node 3. The
disconnected edge from 1 to 3 is correctly estimated, as the estimated kernel is
approximately zero. For visual clarity, estimated connectivity kernels for other
absent connections (2 → 1, 3 → 2 and 3 →1) are omitted in the second panel.
The shaded areas indicate the 95% posterior density interval over 200 trials.
noise input so that the estimation of the intrinsic dynamic is not too much affected
by the coupling.
Since most commonly used effective connectivity measures (e.g. Granger causality,
partial directed coherence, directed transfer function) are obtained from fitted vector
autoregression (VAR) coefficients, we use VAR as a comparison method. Since the
least-squares solution for the VAR coefficients is not regularized, we also compare
with a ridge regularized VAR model, whose penalty term is learned using cross-
validation on separately generated training data. This comparison is particularly
natural since our connectivity kernel is the continuous-time equivalent of the lagged
AR coefficients between two time series.
4.5.1 Recovery of the effective connectivity kernels
We explore the effects of different parameter values to demonstrate the intuitiveness
of the kernel parameters. Whenever a parameter is not specifically adjusted, we use
the following default values: noise level σ = 0.05, temporal smoothing ν = 0.15 and
temporal localization ϑ = pi. Furthermore, we set ts = 0.05 throughout.
Figure 4.1 illustrates connectivity kernels recovered by GP CaKe. These kernels have
a connection strength of ai→j = 5.0 if i feeds into j and ai→j = 0 otherwise. This
applies to both the two node and the three node network. As these kernels show,
our method recovers the desired shape as well as the magnitude of the effective
connectivity for both connected and disconnected edges. At the same time, Fig. 4.1B
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Fig. 4.2.: The effect of the the temporal localization, smoothness and noise level parameters
on a present connection. A. The correlation and mean squared error between
the ground truth connectivity kernel and the estimation by GP CaKe. B. The
shapes of the estimated kernels as determined by the indicated parameter. Default
values for the parameters that remain fixed are σ = 0.05, ν = 0.15 and ϑ = pi.
The dashed line indicates the zero-lag moment at which point the causal effect
deviates from zero. The shaded areas indicate the 95% posterior density interval
over 200 trials.
demonstrates that the indirect pathway through two connections does not lead to a
non-zero estimated kernel. Note furthermore that the kernels become non-zero after
the zero-lag mark (indicated by the dashed lines), demonstrating that there is no
significant anti-causal information leakage.
The effects of the different kernel parameter settings are shown in Fig. 4.2A, where
again the method is estimating connectivity for a two node network with one
active connection, with ai→j = 5.0. We show the mean squared error (MSE) as
well as the correlation between the ground truth effective connectivity and the
estimates obtained using our method. We do this for different values of the temporal
smoothing, the noise level and the temporal localization parameters. Figure 4.2B
shows the estimated kernels that correspond to these settings. As to be expected,
underestimating the temporal smoothness results in increased variance due to the
lack of regularization. On the other hand, overestimating the smoothness results in a
highly biased estimate as well as anti-causal information leakage. Overestimating the
noise level does not induce anti-causal information leakage but leads to substantial
bias. Finally, overestimating the temporal localization leads to an underestimation
of the duration of the causal influence.
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Fig. 4.3.: The performance of the recovery of the effective connectivity kernels in terms of
the correlation and mean squared error between the actual and the recovered
kernel. Left column: results for the two node graph shown in Fig. 4.1A. Right
column: results for the three node graph shown in Fig. 4.1B. The dashed line
indicates the baseline that estimates all node pairs as disconnected.
Figure 4.3 shows a quantitative comparison between GP CaKe and the (regularized
and unregularized) VAR model for the networks shown in Fig. 4.1A and Fig. 4.1B.
The connection strength ai→j was varied to study its effect on the kernel estimation.
It is clear that GP CaKe greatly outperforms both VAR models and that ridge regular-
ization is beneficial for the VAR approach. Note that, when the connection strength
is low, the MSE is actually smallest for the fully disconnected model. Conversely,
both GP CaKe and VAR always outperform the disconnected estimate with respect to
the correlation measure.
4.6 Brain connectivity
In this section we investigate the effective connectivity structure of a network of
cortical sources. In particular, we focus on sources characterized by alpha oscillations
(8–12Hz), the dominant rhythm in MEG recordings. The participant was asked to
watch one-minute long video clips selected from an American television series.
During these blocks the participant was instructed to fixate on a cross in the center
of the screen. At the onset of each block a visually presented message instructed
the participant to pay attention to either the auditory or the visual stream. The
experiment also included a so-called ‘resting state’ condition in which the participant
was instructed to fixate on a cross in the center of a black screen. Brain activity was
recorded using a 275 channels axial MEG system.
The GP CaKe method can be applied to a set of signals whose intrinsic dynamic
can be characterized by stochastic differential equations. Raw MEG measurements
can be seen as a mixture of dynamical signals, each characterized by a different
intrinsic dynamic. Therefore, in order to apply the method on MEG data, we need
to isolate a set of dynamic components. We extracted a series of unmixed neural
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Fig. 4.4.: Effective connectivity using MEG for three conditions: I. resting state (R), II.
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auditory cortices. A. The binary network for each of the three conditions. B.
The kernels for each of the connections. Note that the magnitude of the kernels
depends on the noise level σ, and as the true strength is unknown, this is in
arbitrary units.
sources by applying independent component analysis (ICA) on the sensor recordings.
These components were chosen to have a clear dipolar pattern, the signature of
a localized cortical source. These local sources have a dynamic that can be well
approximated with a linear mixture of linear stochastic differential equations [7].
We used the recently introduced temporal GP decomposition in order to decompose
the components’ time series into a series of dynamic components [7]. In particular,
for each ICA source we independently extracted the alpha oscillation component,
which we modeled with a damped harmonic oscillator: DHj = d
2
dt2
+ β ddt + ω20. Note
that the temporal GP decomposition automatically estimates the parameters β and
ω0 through a non-linear least-squares procedure [7].
We computed the effective connectivity between the sources that corresponded to
occipital, parietal and left- and right auditory cortices (see Fig. 4.4A) using GP CaKe
with the following parameter settings: temporal smoothing ν = 0.01, temporal shift
ts = 0.004, temporal localization ϑ = 8pi and noise level σ = 0.05. To estimate the
causal structure of the network, we performed a z-test on the maximum values of
the kernels for each of the three conditions. The results were corrected for multiple
comparisons using FDR correction with α = 0.05. The resulting structure is shown
in Fig. 4.4A, with the corresponding causal kernels in Fig. 4.4B. The three conditions
are clearly distinguishable from their estimated connectivity structure. For example,
during the auditory attention condition, alpha band causal influence from parietal
to occipital cortex is suppressed relative to the other conditions. Furthermore, a
number of connections (i.e. right to left auditory cortex, as well as both auditory
cortices to occipital cortex) are only present during the resting state.
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4.7 Discussion
We introduced a new effective connectivity method based on GP regression and
integro-differential dynamical systems, referred to as GP CaKe. GP CaKe can be seen
as a nonparametric extension of DCM [70] where the posterior distribution over the
effective connectivity kernel can be obtained in closed form. In order to regularize
the estimation, we introduced a new family of causal covariance functions that
encode three basic assumptions about the effective connectivity kernel: (1) temporal
localization, (2) causality, and (3) temporal smoothness. The resulting estimated
kernels reflect the time-modulated causal influence that one region exerts on another.
Using simulations, we showed that GP CaKe produces effective connectivity estimates
that are orders of magnitude more accurate than those obtained using (regularized)
multivariate autoregression. Furthermore, using MEG data, we showed that GP CaKe
is able to uncover interesting patterns of effective connectivity between different
brain regions, modulated by cognitive state.
The strategy for selecting the hyperparameters of the GP CaKe model depends on
the specific study. If they are hand-chosen they should be set in a conservative
manner. For example, the temporal localization should be longer than the highest
biologically meaningful conduction delay. Analogously, the smoothing parameter
should be smaller than the time scale of the system of interest. In ideal cases, such as
for the analysis of the subthreshold postsynaptic response of the cellular membrane,
these values can be reasonably obtained from biophysical models. When prior
knowledge is not available, several off-the-shelf Bayesian hyperparameter selection
or marginalization techniques can be applied to GP CaKe directly since both the
marginal likelihood and its gradient are available in closed-form. In this paper,
instead of proposing a particular hyper-parameter selection technique, we decided
to focus our exposition on the interpretability of the hyperparameters. In fact,
biophysical interpretability can help neuroscientists construct informed hyperprior
distributions.
Despite its high performance, the current version of the GP CaKe method has some
limitations. First, the method can only be used on signals whose intrinsic dynamics
are well approximated by linear stochastic differential equations. Real-world neural
recordings are often a mixture of several independent dynamic components. In this
case the signal needs to be preprocessed using a dynamic decomposition technique
[7]. The second limitation is that the intrinsic dynamics are currently estimated
from the univariate signals. This procedure can lead to biases when the neuronal
populations are strongly coupled. Therefore, future developments should focus on
the integration of dynamic decomposition with connectivity estimation within an
overarching Bayesian model.
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The model can be extended in several directions. First, the causal structure of
the neural dynamical system can be constrained using structural information in
a hierarchical Bayesian model. Here, structural connectivity may be provided as
an a priori constraint, for example derived from diffusion-weighted MRI [94], or
learned from the functional data simultaneously [95]. This allows the model to
automatically remove connections that do not reflect a causal interaction, thereby
regularizing the estimation. Alternatively, the anatomical constraints on causal
interactions may be integrated into a spatiotemporal model of the brain cortex by
using partial integro-differential neural field equations [37] and spatiotemporal
causal kernels. In addition, the nonparametric modeling of the causal kernel can
be integrated into a more complex and biophysically realistic model where the
differential equations are not assumed to be linear [45] or where the observed time
series data are filtered through a haemodynamic [68] or calcium impulse response
function [121].
Finally, while our model explicitly refers to neuronal populations, we note that the
applicability of the GP CaKe framework is in no way limited to neuroscience and
may also be relevant for fields such as econometrics and computational biology.
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5Semi-Analytic Bayesian Inference
for Spike-Spike Neuronal
Connectivity
5.1 Abstract
Estimating causal connectivity between spiking neurons from measured spike se-
quences is one of the main challenges of systems neuroscience. In this paper we
introduce two nonparametric Bayesian methods for spike-membrane and spike-
spike causal connectivity based on Gaussian process regression. For spike-spike
connectivity, we derive a new semi-analytic variational approximation of the re-
sponse functions of a non-linear dynamical model of interconnected neurons. This
semi-analytic method exploits the tractability of GP regression when the membrane
potential is observed. The resulting posterior is then marginalized analytically in or-
der to obtain the posterior of the response functions given the spike sequences alone.
We validate our methods on both simulated data and real neuronal recordings.
5.2 Introduction
Action potentials (spikes) are the fundamental units of neuronal communication
[172]. Spikes originate from the axon hillock and propagate through the axon
towards the synaptic terminal, where the release of neurotransmitters affects the
membrane potential of the downstream neurons. While there is a great deal of
computation in the dynamics of a single neuron [121], most of the computational
capabilities of biological neuronal networks depend on their pattern of interconnec-
tions [191]. Mapping causal interrelations between spiking neurons is therefore a
major goal in system neuroscience. However, inferring causal connectivity from spike
sequences is a challenging data analysis problem as networks of spiking neurons are
highly non-linear dynamical systems [103].
This chapter is based on an article published in the proceedings of the international conference
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In this paper we introduce two related methods for the estimation of the causal
response function between spiking neurons based on Gaussian process (GP) re-
gression. Both methods rely on an important neurophysiological fact concerning
neuronal communication: the membrane potential responds approximately linearly
to weak synaptic inputs while spike initiation is a highly non-linear function of
the membrane potential [106, 193]. The first of our new methods is applicable
when both spike sequences and membrane potentials are observed variables. In this
case, the posterior distribution of the resulting connectivity model can be obtained
analytically and is related to the GP-CaKe method for field-field causal connectivity
[5]. The main methodological contribution of the paper is in our second method,
which is applicable when only the spike sequences are measured. In this situa-
tion, the Bayesian model cannot be solved in closed form since the spike initiation
model is non-Gaussian. Furthermore, approximate inference is complicated by the
intractability of the inhomogeneous Poisson likelihood [116, 2]. To resolve these
difficulties, we derive a new semi-analytic variational approximation that combines
the analytic solution of the response function given the membrane potential with a
likelihood-free stochastic estimation of the membrane potential.
5.3 Spike-membrane causal connectivity analysis
In this section we introduce a nonparametric Bayesian method for estimating the
causal response function when both spike sequences and membrane potentials are
observed variables. Besides its intrinsic relevance in several experimental settings,
this method is also an important analytically tractable component of our method for
spike-spike connectivity. We begin by introducing a linear dynamical model of the
membrane potential that captures the linear response of the membrane potentials to
weak synaptic inputs.
5.3.1 A linear dynamical model of the membrane potential
Consider a network of N interconnected neurons. In the following, we will denote
the membrane potential of the j-th neuron as mj(t) and its spike sequence as the
sum of delta functions sk(t) =
∑
k δ(t− tj,k) where tj,k is the timestamp of the k-th
spike of the j-th neuron. The linear response of a neuronal membrane to a synaptic
input can be described using a differential equation [5]:
τ
d
dt
mj(t) = −mj(t) + Ij(t) , (5.1)
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where the time constant τ determines the time that the membrane needs to return
to baseline after a perturbation. The synaptic input from the other N − 1 neurons in
the network is given by the following function:
Ij(t) =
N∑
k=1,k 6=j
ck→j(t) ? sk(t) + wj(t) , (5.2)
where the operator ? denotes convolution. The additional stochastic term wj(t) is
Gaussian white noise with variance σ2 and accounts for unmeasured perturbations.
The causality of the neuronal network is guaranteed as the causal response function
ck→j(t) vanishes for negative values of t.
5.3.2 Analytic GP regression for spike-membrane causal
connectivity
We use the dynamical model specified by Eq. 5.1 and Eq. 5.2 as an implicit likelihood
of a nonparametric Bayesian model. The model is defined by assigning a GP prior
over the space of response functions ck→j . The posterior distribution of ck→j is a GP
and can be obtained in closed-form because both the derivative and the convolution
in Eq. 5.1 and Eq. 5.2 are linear operators. In the frequency domain, Eq. 5.1 and
Eq. 5.2 can be jointly written as
mj(ω) =
N∑
k=1
ck→j(ω)γk(ω) + w˜j(ω) , (5.3)
where
γk(ω) = (−iωτ + 1)−1sk(ω) = (−iωτ + 1)−1
∑
j
e−iωtk,j
and
w˜j(ω) = (−iωτ + 1)−1wj(ω) .
Eq. 5.1 defines a nonparametric regression problem where mj(ω) is the observed
data, γk(ω) are known mixing functions and ck→j(ω) are the unknowns. Problems
of this form have an analytic solution when the prior distributions over ck→j(ω)
are GPs [168]. To assure the causality of the response functions we adopt the
causal covariance function that was introduced in [5]. In the frequency domain this
covariance function can be expressed as
K(ω1, ω2) = f(ω1, ω2) (sSE(ω2 − ω1) + iHsSE(ω2 − ω1)) , (5.4)
where f(ω1, ω2) is a function that induces smoothness by discounting the high
frequency components, sSE(ω) is the spectral density of a squared exponential
covariance function and H denotes the Hilbert transform which enforces causality.
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Fig. 5.1.: A. The generative model as explained in the text. For simplicity of the notation,
the relevant variables are only shown for two neurons. Note that the membrane
potentials m can be either observed or latent. In the latter case we use the
variational approach. B. A draw from the generative model for two neurons
connected through a single unidirectional excitatory connection as well as the
variational recovery of the membrane and action potentials. The shaded regions
indicate one standard deviation.
The resulting GP prior induces causality, smoothness and temporal localization of
the response function. See Appendix A.5 for more details on the construction of this
covariance function.
Consider a set of M time points {t1, ..., tM} and a vector of measured membrane
potentials mu = m(tu). The posterior expected value of ck→j is given by
c¯k→j(t) =
∑
u,v
WuvmvK(t, tu) , (5.5)
where the GP weights Wuv depend on the covariance function and can be obtained
using standard GP regression techniques in the frequency domain. The matrix
formula for the weights is given in Appendix A.6. The time domain covariance
function in Eq. 5.5 is the inverse Fourier transform of Eq. 5.4 with respect to both of
its arguments.
5.4 Spike-spike causal connectivity analysis
We can now use the results of the previous section in order to derive a semi-analytic
solution to the more challenging problem of spike-spike connectivity.
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5.4.1 A non-linear model of spike initiation
In biological neurons, spike initiation depends on the non-linear dynamics of the
membrane potential and of several ionic channels [103]. We approximate these
dynamics using a stochastic model. Specifically, the firing rate f(t) is obtained by
passing the rescaled membrane potential through a compressive non-linearity:
f(t) = a σ(b mj(t) + φ) , (5.6)
where a is the maximum firing rate and σ(·) is the logistic sigmoid with b and φ its
gain and threshold parameters respectively. The resulting spike sequence follows a
nonhomogeneous Poisson process with density function f(t) [116]. This model is
admittedly a simplification. For example, it does not take into account the refractory
period [111]. However, the variational Bayesian model that we will introduce in the
next section can be used with any other spike initiation model without substantial
modifications.
5.4.2 Semi-analytic variational GP regression for spike-spike
causal connectivity
To simplify the notation we will explain the analysis for the case of two neurons.
All results generalize straightforwardly to arbitrary network structures. Given a set
of M sample time points {t1, ..., tM}, we organize the sampled time-series in the
arrays
sj = (sj(t1), .., sj(tM )) ,
mj = (mj(t1), ..,mj(tM ))
and
c2→1 = (c2→1(−tM/2), .., c2→1(tM/2)) .
The graphical model is shown in Fig. 5.1. This model is summarized by the following
factorized joint distribution:
p(s1,m1, c2→1|s2) = p(s1|m1) p(m1|c2→1, s2) p(c2→1) , (5.7)
where we conditioned on the spike sequence s2. Our aim is to obtain p(c2→1|s1, s2),
i.e., the posterior distribution of the causal response function given the two spike
sequences. Most existing variational methods do not directly leverage the analytic
solution of p(c2→1|m1, s2) and require the evaluation of the intractable likelihood
p(s1|m1) [97, 165, 170]. Therefore we developed a new semi-analytic variational
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approximation that fully exploits the analytic tractability of the latent GP analysis.
We begin by defining the following structured joint variational distribution:
q(s1,m1, c2→1|s2) = q(c2→1|m1, s2) q(m1|s1) p(s1) , (5.8)
where p(s1) is the real marginal distribution of s1. In this variational factorization
we assumed that the distribution of the membrane potential m1 solely depends on
the spike sequence s1. We can find the distributions q(c2→1|m1, s2) and q(m1|s1)
by minimizing the following functional:
L[q] = Ep(s2)[DKL(p‖q)] . (5.9)
Note that this functional is a proper (joint-contrastive) variational loss since it is al-
ways non-negative and vanishes if and only if p(s1,m1, c2→1, s2) = q(s1,m1, c2→1, s2).
We can rearrange the loss as:
Ep(s2)[DKL(p‖q)] = Ep(s1,m1,c2→1,s2)
[
log p(s1,m1, c2→1|s2)
q(s1,m1, c2→1|s2)
]
.=q Ep(m1,c2→1,s2)
[
log p(c2→1|m1, s2)
q(c2→1|m1, s2)
]
− Ep(m1,s1)[log q(m1|s1)]
= Ep(s2,m1)[DKL(p(c2→1|s2,m1)‖q(c2→1|s2,m1))]
−Ep(m1,s1)[log q(m1|s1)] , (5.10)
where .=q denotes that the expressions are equal up to terms that are constant in q.
The first term of this expression is an expectation of a KL divergence and therefore
vanishes when q(c2→1|s2,m1) is equal to the real posterior p(c2→1|s2,m1), which
can be expressed analytically (see Eq. 5.5). We can parameterize the remaining term
as a mixture of Gaussian distributions:
q(m1|s1) =
∑
h
αh(s1)N (m1|µh(s1), Qh(s1)) , (5.11)
where the scalar-valued functions αh(s1), the vector-valued functions µh(s1) and
the matrix-valued functions Qh(s1) are determined by expressive regression models
such as deep convolutional networks [80]. The parameters of these networks can be
trained by minimizing the remaining term of the variational loss
L[p(c2→1|m1, s2) q(m1|s1) p(s1)] .=q −Ep(m1,s1)[log q(m1|s1)] , (5.12)
whose gradient can be easily sampled without bias by sampling from the model
marginal p(m1, s1). Optimizing Eq.5.12 requires to train the regression models
αh(s1), µh(s1) and Qh(s1) separately every time we want to analyze a new network
structure since the distribution p(m1, s1) includes the (marginalized) effects of all
neurons. In order to increase the efficiency of the method we approximate p(m1, s1)
with the joint distribution of a single uncoupled neuron. This is a weak coupling
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approximation since we are assuming the (cumulative) coupling strength between
neurons to be small compared to the stochastic input. We analyze the consequences
of this approximation in our experiments below. We can now obtain the variational
posterior q(c2→1|s1, s2) by marginalizing the variational distribution analytically:
q(c2→1|s1, s2) =
∑
h
αh(s1)N
(
c2→1
∣∣∣Wµh(s1),Kp +WQh(s1)W T) , (5.13)
where W are the GP weights (see Eq. 5.5) and Kp is the covariance matrix of
the posterior p(c2→1|m1, s2). We refer to our method of spike-spike connectivity
estimation as SGP CaKe (Spike GP Causal Kernels).
5.5 Related work
Several techniques have been used to identify spike-spike connectivity. Simple non-
parametric methods such as histograms have a long history and are still widely
applied [154]. Parametric methods based on the generalized linear model (GLM)
often offer a better signal-to-noise ratio [30]. The models introduced in this paper
are strictly related to GP classification and can therefore be considered as the non-
parametric generalization of GLM based methods [168]. Other modern approaches
are based on dynamic Bayesian networks [58] and Cox processes [15]. We will
now devote special attention to methods based on Hawkes processes, given their
theoretical similarity to our approach.
5.5.1 Spike-spike connectivity with Hawkes processes
The multivariate stochastic process defined in this paper has some similarity with
a Hawkes process [128]. While most of the existing literature based on Hawkes
processes assumes a simple parametrization for the response functions, several new
studies introduced the use of nonparametric methods [225, 175, 222]. Hawkes
processes have been successfully used in neuroscience settings in order to infer
spike-spike causal connectivity [169, 123]. In a Hawkes process the spike density of
the j-th unit is a linear functional of the spike sequences of the other units:
fj(t)− µj =
∑
k
ck→j(t) ? sk(t) , (5.14)
where µj is the baseline spike density. Note that Eq. 5.14 is strikingly similar to
our Eq. 5.1. The difference is that in a Hawkes Process the spike density is a linear
functional of the input spike sequences while in our model the linear response is
defined at the level of the latent membrane potential. From a biophysical point
of view, linearity of the spike density response is not a realistic assumption since
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spike initiations in biological neurons are determined by highly non-linear ‘threshold’
events [103]. Another obvious problem of Eq. 5.14 is that the spike density could
become negative in the presence of inhibitory responses. Conversely, in our model a
highly negative membrane potential simply corresponds to a very low but positive
spike density. The similarity between Eq. 5.1 and Eq. 5.14 implies that both the
analytic and the semi-analytic methods introduced in this paper can be applied to
Hawkes processes as well. The analytic method cannot be applied on real data
since the spike density is not directly measurable. Nevertheless we will use it as an
idealized baseline comparison in our simulation studies where we know the ground
truth.
5.6 Simulated effective connectivity
Here we validate the reconstructions by SGP CaKe. The details of the deep neu-
ral networks used for the estimation of the membrane are given in appendix E.
The performance of spike-spike connectivity methods and non-linear regression in
general is strongly affected by the form of regularization used. In order to have a
balanced comparison we compare the performance of our method with its equivalent
Hawkes process model where the prior covariance function and the approximative
inference methods are exactly the same. We also include a comparison with a simpler
nonparametric method based on spike-spike histograms [154].
First we define five different network structures, as shown in Fig. 5.4A. For each
of these structures, which may contain both excitatory and inhibitory interactions,
we generate 200 trials of observable membrane potentials and spikes according to
the generative model of Section 5.4.2. The true connection strength w is varied
to investigate its effect on the recovery of the causal response function. More
details of the simulation procedure can be found in Appendix A.6. The first two
networks simply demonstrate the recovery of either excitatory, inhibitory or absent
coupling. An example of a single trial of simulated data is shown in Fig. 5.1B.
The leftmost subfigures show the recovery of the membrane potential using the
variational procedure. Note that as expected the spike density of neuron 2 is
temporally concentrated near the spikes of the input neuron. Importantly, the
transformation from membrane potentials to firing probabilities is non-linear, which
is one of the main differences between SGP CaKe and the Hawkes process. Similarly,
the rightmost figures show how the firing rates may be reconstructed using the
variational method.
Figure 5.2 shows the variational approximation of the membrane potential for the
first network, this time for different coupling strengths w. As the figure shows, the
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Fig. 5.2.: A. Variational inference of the membrane potentials for the source and target
neurons of network 1 (see Fig. 5.4A, for w ∈ {0.1, 0.5}). The dashed line indicates
the membrane threshold. B. The correlation and root-mean-squared error between
the true and estimated membrane potentials. Shaded intervals indicate one
standard deviation.
membrane potentials recovered well for the neurons that received no input (i.e.
the top row of the figure). For the neurons that did receive input the membrane
potential approximation deteriorates in its estimation of the magnitude when the
coupling strength is increased. This is due to the violation of the assumption that
neurons are only weakly coupled and have their activity predominantly driven by
internal dynamics. Despite this, the correlation between the true and the estimated
membrane potential remains high and, as we will show below, sufficient to recover
the causal structure.
5.6.1 Recovery of effective connectivity
As an example, Fig. 5.3 shows the recovered causal response functions for the
two-neuron network with a single inhibitory connection. Both variants of SGP
CaKe successfully distinguish present and absent coupling and correctly identify
that the present connection is inhibitory. In addition, we show the cross-correlation
estimation of this connection. While this more traditional approach also identifies
the inhibitory coupling, it fails to classify the other connection as absent, as can be
seen from the estimated effect sizes (see Appendix A.6) for the two connections.
To further quantify these results we use the estimated causal response functions
to recover the coupling structures from Fig. 5.4A. The presence of a connection
is estimated via a z-test at the peak of the true causal response function while its
directionality is given by the sign of the corresponding z-score (more details are
provided in Appendix A.6). The performance is scored using the root-mean-squared-
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Fig. 5.4.: A. The considered network structures. B. Root-mean-squared-error between
the actual connectivity matrix and the different recovery approaches shown for
different numbers of bootstrapped subsamples. Interval widths indicate one
standard deviation over 1 000 runs of the indicated number of bootstrapped
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error between the true adjacency matrix describing the coupling structure and the
estimated structure. The results of this analysis are shown in Fig. 5.4B. From these
results it is apparent that both SGP CaKe variants consistently provide the best
estimates of the causal coupling structure. In many cases the recovery is (near)
perfect.
When the coupling strength w is increased the assumption of weak coupling is
again violated. We see that this is particularly detrimental for the networks with
common causes and transitive effects. However, when the true membrane potential is
observed, SGP CaKe still estimates the coupling structure nearly perfectly. Also, even
for these more complex cases, the variational SGP CaKe approach outperforms both
variants of the Hawkes process, even the idealized case where the true firing rates
are known. Interestingly, for some networks the Hawkes process in fact performs
better with the estimated firing rates than with the true ones. Presumably this is due
to the smoothing induced by the variational approach, which causes the estimated
firing rates to be more similar to membrane potentials.
5.7 Analysis of real spike trains: connectivity in rat
entorhinal cortex
To illustrate a more realistic application of our proposed methods we applied both
the SGP CaKe and the Hawkes process to multi-unit recordings of rat entorhinal
cortex [138, 139]. Details of the data acquisition and preprocessing can be found in
Appendix A.7. For these data sets only the spikes were observed so we estimated
the membrane potentials and firing rates for SGP CaKe and the Hawkes process
respectively using the semi-analytic variational approach. As the ground truth is
obviously unavailable, we estimated coupling in two different conditions (condition
one consists of the rat moving freely in an open square; condition two consists
of the rat navigating through a linear maze) and looked at the between-session
reproducibility for validation of the procedures.
The estimated causal response functions between three electrodes are shown in
Fig. 5.5. Overall, SGP CaKe and the Hawkes process resulted in similar causal
response functions, although slight differences may be observed in the estimated
coupling structure. Clearly there is strong correspondence in the causal response
functions within conditions, while at the same time the response functions between
the conditions are fairly different, showing the sensitivity of the methods. The
reproducibility is further quantified in the correlations between the causal response
functions for each pair of conditions (see inset in Fig. 5.5).
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Fig. 5.5.: Estimated causal connectivity between three neuronal clusters in entorhinal cortex
for four conditions (see Appendix A.7. The insets show the (average) correlation
between the causal response functions for the four different conditions.
5.8 Conclusion
We introduced two new nonparametric Bayesian models for spike-membrane and
spike-spike connectivity analysis. We obtain an approximate semi-analytic posterior
for the spike-spike problem by minimizing a new likelihood-free variational loss.
This semi-analytic method has wide applicability outside our current model since it
can be used every time a latent GP regression is coupled to a non-linear emission
model. For example, our semi-analytic variational method can be directly used in a
calcium imaging setting where the spikes are observed through a non-linear calcium
response [150].
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Part II
Bayesian Nonparametric Signal Processing

6Introduction to Part II
„Civilization advances by extending the number of
important operations which we can perform
without thinking about them.
— Alfred North Whitehead
1910
A limited number of mathematical concepts escaped their original narrow field
of application and became an essential conceptual tool throughout mathematics,
physical sciences and engineering. Some of these tools came from the Egyptians and
the Babylonians and are now taught in primary school: integers, fractions, sums and
so on. Others arose in the 17th century to deal with tangents, areas and infinitesimal
changes. The Fourier transform is perhaps the most advanced and beautiful of these
universal tools. It is difficult to overestimate the importance of the Fourier transform
in mathematics, physics, and engineering. The Fourier transform is also the most
important tool of signal processing, the main theme of this part of the thesis. The
impressive range of applicability of the Fourier transform in signal processing is
arguably due to its nonparametric nature. The Fourier transform can be applied to
signals of any kind without requiring additional assumptions about their nature. This
is in sharp contrast to the methods I discussed in the first part of this thesis where
the analysis was based on a specific biophysical dynamical model. The reliance of
Gaussian process regression on a prior distribution over the space of latent functions
seems to be incompatible with methods such as the Fourier transform that work on
any kind of data without the need for prior knowledge.
6.1 The discrete Fourier transform
The discrete Fourier transform (DFT) is the main computational tool of signal
processing. Consider a real-valued or complex-valued signal ft defined on a sequence
of N equally spaced sampling points. The k discrete Fourier coefficient is defined as
follows:
ck =
N∑
t=0
ft exp(−it2pik
N
) , (6.1)
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where the frequency index k ranges from −N/2 to N/2 − 1. The signal can be
reconstructed from the discrete Fourier coefficients as a linear combination of
complex exponentials:
ft =
1
N
N/2−1∑
k=−N/2
ck exp(it
2pik
N
) . (6.2)
6.2 A Bayesian interpretation of the DFT
We can now begin to establish a connection between the Fourier transform and
Gaussian process regression. Assume that the discrete function f is sampled through
noisy measurements y:
yt ∼ N
(
ft, σ
2
)
, (6.3)
where σ2 is the variance of the measurement noise. We assume that the function ft
is a linear combination of complex exponentials. Furthermore, we place standard
normal prior distributions on the coefficients:
ft =
1
N
N/2−1∑
k=−N/2
wk exp(it
2pik
N
) (6.4)
wk ∼ N (0, 1) .
The functional prior induced on the discrete signal f is a multivariate Gaussian with
mean zero and identity covariance matrix. In fact,
Qjl =
N/2−1∑
k=−N/2
exp(itj
2pik
N
) exp(−itl 2pik
N
) = δlt .
This is the finite dimensional analogue of a white-noise process where the values of
the functions at different time points are uncorrelated. In this sense, the functional
prior distribution corresponding to the DFT is maximally uninformative because it
does not bias towards any particular frequency. The posterior expectation of the
weights of this Bayesian model is obtained by shrinking the Fourier coefficients of
the measurements:
w¯k = (1 + σ2)−1
N∑
t=0
yt exp(−it2pik
N
) . (6.5)
This expression clearly tends to the standard DFT at the limit of zero noise.
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6.3 From discrete to continuous signals
In most practical situations the signal of interest is not intrinsically discrete but
instead is obtained by sampling an underlying continuous-time signal. The estimation
of the Fourier transform of a continuous signal from a finite number of samples is
an ill-posed problem since infinitely many functions can interpolate the samples.
From a Bayesian point of view, ill-posed problems can be solved by assigning a prior
distribution over the parameter space. In this case we need to assign a functional
prior over the functional space of continuous-time signals. The use of the DFT for
estimating the Fourier transform of the underlying signal implicitly assumes a very
specific functional space. To see this we can write the continuous analogue of the
model introduced in the previous section:
yt = N
(
f(t), σ2
)
f(t) = 1
N
N/2−1∑
k=−N/2
wk exp(it
2pik
N
) (6.6)
wk ∼ N (0, 1) .
The resulting functional prior is a Gaussian process defined by the following band-
limited covariance function:
kBL(τ) =
1
N
N/2−1∑
k=−N/2
exp(iτ 2pik
N
) (6.7)
The most important feature of this covariance function is that it assigns zero correla-
tion between the values of the signal when τ is a multiple of the spacing between
the sample points. In other words, the band-limited covariance function behaves
like a white-noise covariance function when the signal is restricted to the sample
points. The only exception to this rule is when τ is equal to a multiple of T . In this
latter case the autocorrelation is equal to 1. Therefore, functions sampled from this
functional space are always periodic with period equal to T . There are two other
things to note about this Gaussian process prior. First, the prior depends on the
choice of the sample points. This is a rather unnatural choice for a Bayesian model
since the prior knowledge about the signal should conceptually be independent from
the measurement process. Second, the Gaussian process is degenerate, meaning
that the underlying functional space is finite-dimensional. A consequence of this is
that at the zero measurement noise limit the posterior distribution over the whole
function collapses to its expected value for all values of t. This deterministic limit is
a consequence of the Nyquist–Shannon sampling theorem.
The Bayesian reformulation allows to easily relax some of the assumptions behind
the DFT as an estimator of the Fourier transform of a continuous signal. For example
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in this model the number of measurements need not to be equal to the number of
basis functions. Consequently, we can consider the limit T → +∞ without requiring
an infinite amount of data points and thereby remove the assumption of periodicity.
The result is a Gaussian process with a sinc covariance function:
kSINC(τ) = lim
N→∞
1
N
N/2−1∑
k=−N/2
exp(iτ 2pik
N
) (6.8)
=
∫ ξn
−ξn
exp(iτξ)dξ
= sin (2piτ/dt)2piτ/dt ,
where ξn is the Nyquest frequency. The resulting functional prior is somehow similar
to the DFT case but it is not degenerate since it is obtained from an infinite number
of basis functions. Fig. 6.1A shows the difference between the continuous signal
recovered using the BL covariance function (green line) and the sinc covariance
function (blue line). The shaded areas show the standard deviation of the posterior
distribution of the GP regressions. Note that the standard deviation of the analysis
performed using the band-limited covariance function is equal to zero everywhere
since the covariance function is degenerate. Conversely, the standard deviation
corresponding to the analysis with the sinc covariance function is very high even
in between the sample points. This reflects the fact that the sinc is the most
uninformative covariance function with a spectrum supported from −ξn to ξn. I
also included a comparison with a squared exponential covariance function (red
line). In this case the resulting posterior has remarkably higher interpolation and
extrapolation performance and lower posterior variance when compared to the
sinc covariance function. Fig. 6.1B shows the resulting estimate of the Fourier
transform. The main difference between the band-limited and the sinc covariance
function is that the spectral density of the former is concentrated into a series of
discrete spectral lines while the latter has a continuous spectrum. In this example,
the estimation obtained using the squared exponential covariance function has
remarkably higher performance, as shown by the about six order of magnitude
higher sidelobe suppression.
6.4 Outline of part II
In this introduction I demonstrated that spectral analysis can benefit from a func-
tional Bayesian viewpoint. In the next chapter I will follow this line and present a
method that combines the uninformative nature of the DFT while having higher per-
formance both in the frequency and in the time domain. Subsequently, in Chapter 8,
I develop a Bayesian reformulation of the Hilbert transform, another well-known
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Fig. 6.1.: Fourier transform from a functional viewpoint. A) Signal extrapolation and
interpolation. B) Spectral estimates (log10)
integral transform that is widely used in signal processing applications. I show
that this Bayesian reformulation leads to better quantification of the instantaneous
frequency, amplitude and phase of measured signals.
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7
Integral Transforms from Finite
Data: An Application of Gaussian
Process Regression to Fourier
Analysis
7.1 Abstract
Computing accurate estimates of the Fourier transform of analog signals from discrete
data points is important in many fields of science and engineering. The conventional
approach of performing the discrete Fourier transform of the data implicitly assumes
periodicity and bandlimitedness of the signal. In this paper, we use Gaussian process
regression to estimate the Fourier transform (or any other integral transform) without
making these assumptions. This is possible because the posterior expectation of
Gaussian process regression maps a finite set of samples to a function defined on
the whole real line, expressed as a linear combination of covariance functions. We
estimate the covariance function from the data using an appropriately designed
gradient ascent method that constrains the solution to a linear combination of
tractable kernel functions. This procedure results in a posterior expectation of the
analog signal whose Fourier transform can be obtained analytically by exploiting
linearity. Our simulations show that the new method leads to sharper and more
precise estimation of the spectral density both in noise-free and noise-corrupted
signals. We further validate the method in two real-world applications: the analysis
of the yearly fluctuation in atmospheric CO2 level and the analysis of the spectral
content of brain signals.
This chapter is based on an article published in the proceedings of the international conference
AISTATS 2018
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7.2 Introduction
The Fourier transform is perhaps the most important mathematical tool for the
analysis of analog signals. In order to be processed with digital computers, analog
signals need to be sampled at a finite number of time points. From the samples,
the Fourier transform of the signal is usually estimated using the discrete Fourier
transform (DFT). However, the Nyquist–Shannon sampling theorem states that the
DFT provides an unbiased estimate if and only if the underlying signal is periodic
and contains no power above the Nyquist frequency [164]. Unfortunately, estimating
the Fourier transform of signals that do not respect these properties is an intrinsically
ill-posed problem as there are infinitely many functions that perfectly fit any finite
set of samples. From a Bayesian perspective, ill-posed problems can be solved by
assigning a prior probability distribution to the underlying functional space [102].
Gaussian process (GP) priors have gained substantial popularity in these kinds of
applications due to their flexibility, robustness and analytical tractability [167]. In
this paper we introduce the use of GP regression for estimating the Fourier transform
(or any other linear transform) of analog signals from a finite set of samples. The
estimation procedure assumes neither periodicity nor discreteness of the signal and
outputs a closed-form function expressed as a linear combination of tractable kernels.
This latter feature is particularly important since it allows to analytically perform
a wide range of further analyses using closed-form expressions. This reduces the
impact of numerical errors and instabilities on the analysis pipeline. We estimate the
GP covariance function using a constrained gradient ascent method that maintains
the analytical tractability while being able to analyze arbitrarily complex signals
with high extrapolation and interpolation performance.
7.2.1 Related works
Bayesian methods have become very influential in the field of spectral estimation
[84]. Several nonparametric Bayesian approaches have been applied to the estima-
tion of the spectral density of stochastic signals [33, 73, 129]. These methods are
based on an asymptotic approximation of the distribution of the periodogram of
discrete-time signals [220]. Recently, some work has been done on the use of GP
regression for stochastic spectral estimation of discretely sampled analog signals.
The GP spectral mixture (GP-SM) approach models the spectral density by fitting
the parameters of a small number of Gaussian functions [221]. A more flexible
alternative is the Gaussian Process Convolution Model (GPCM), which is based
on a two-stage generative model where the signal is assumed to be generated by
convolving a white noise process with a filter function sampled from a GP [221]. The
estimates obtained using GPCM and GP-SM do not directly provide an estimate of the
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Fourier transform since the spectral density does not contain phase information. In
our method, we learn the spectral density using a new gradient ascent method that
shares the nonparametric flexibility of GPCM while being significantly simpler. This
simplicity comes at the price of neglecting the uncertainty about the spectral density
estimate. The most important feature of this learning approach is that the resulting
point-estimate is expressed as a linear combination of tractable kernel functions.
This is a requirement for our Fourier estimation procedure. This Fourier estimation
procedure can be seen as a generalization of the GP quadrature method, which uses
GP regression for numerical integration of definite integrals [144]. In this approach,
the integrand is assumed to be sampled from a GP distribution and evaluated on a
finite set of points. Importantly, under these assumptions, the posterior distribution
of the integral can be obtained in closed-form.
7.3 Background
The Fourier transform of a function f(t) is defined as follows:
F
[
f(t)
]
(ξ) = f(ξ) = 12pi
∫ +∞
−∞
e−iξtf(t)dt , (7.1)
where e−iξt = cos ξt− i sin ξt is a complex-valued sinusoid. The Fourier transform is
a linear operator, meaning that F
[
af(t) + bg(t)
]
(ξ) = aF
[
f(t)](ξ) + bF
[
g(t)](ξ). We
can interpret the Fourier transform as a special case of linear integral transform. A
general linear integral transform has the following form:
IA
[
f(t)
]
(s) =
∫ a
b
A(s, t)f(t)dt , (7.2)
where the bivariate function A(s, t) is the kernel of the transform. The limits of
integration, a and b, can be finite or infinite.
7.3.1 Gaussian process regression
GP methods are popular Bayesian nonparametric techniques for regression and
classification. A general regression problem can be stated as follows:
yt = f(t) + t , (7.3)
where the data point yt is generated by the latent function f(t) plus a zero-mean
noise term t that we will assume to be Gaussian. The main idea of GP regression
is to use an infinite-dimensional Gaussian prior (a GP) over the space of functions
f(t). This infinite-dimensional prior is fully specified by a mean function, usually
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assumed to be identically equal to zero, and a covariance function K(t, t′) that
determines the prior covariance between two different time points. The posterior
distribution over f(t) can be obtained by applying Bayes theorem. Given a set of
training points (tk, yk), it can be proven that the posterior expectation mf (t) is a
finite linear combination of covariance functions:
mf (t) =
∑
k
wkK(t, tk) , (7.4)
where the weights are linear combinations of data points
wk =
∑
j
Akjyj . (7.5)
In this expression the matrix A is given by the following matrix formula:
A = (K + λI)−1 , (7.6)
where λ is the variance of the sampling noise and the matrix K is obtained by
evaluating the covariance function for each couple of time points:
Kjk = K(tj , tk) . (7.7)
The derivation of these results is given in [167].
7.4 Computing integral transforms using GP
regression
One of the most appealing features of GP regression is that, while the training data
are finite and discretely sampled, the posterior expectation is defined over the whole
time axis. Furthermore, Eq. 7.4 shows that this expectation is a linear combination
of covariance functions. From this linearity, it follows that every integral transform
of mf (t) can be calculated as a linear combination of the integral transform of the
covariance functions K(t, tk):
IA
[
mf
]
(s) =
∫ a
b
A(s, t)
[∑
k
wkK(t, tk)
]
dt (7.8)
=
∑
k
wk
∫ a
b
A(s, t)K(t, tk)dt .
Clearly, this transform is well-defined as far as the transform
∫ a
b A(s, t)K(t, tk)dt
exists. The special case where the integral operator is a simple definite integral has
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been applied to numerical integral analysis and is known as the GP quadrature rule
[144]: ∫ a
b
f(t)dt ≈
∑
k
wk
∫ a
b
K(t, tk)dt . (7.9)
In the case of the Fourier transform, Eq. 7.8 becomes:
IF
[
mf
]
(ξ) =
∑
k
wk
1
2pi
∫ +∞
−∞
e−iξtK(t, tk)dt . (7.10)
This expression further simplifies when K(t, tk) is stationary, meaning that K(t, t′) =
K(t− t′, 0). In this case, we can use the Fourier shift theorem and obtain:
(∑
k
wke
−iξtk
)(
1
2pi
∫ +∞
−∞
e−iξtK(t, 0)dt
)
(7.11)
= K(ξ, 0)
∑
k
wke
−iξtk .
where the rightmost factor in the right hand side is proportional to the DFT of the
GP weights, as defined in Eq. 7.5. This result hints to a deep connection between the
GP Fourier approach and the classical DFT approach based on the Nyquist–Shannon
sampling theorem. This connection will be made explicit in section 7.5.
7.4.1 Hierarchical covariance learning
The aim of this subsection is to introduce a hierarchical Bayesian model that allows
to estimate the GP covariance function from the data using a MAP estimator. We
restrict our attention to stationary covariance functions, i.e. covariance functions
that solely depend on the difference between the time points τ = t′− t. We construct
the hierarchical model by defining a hyper-prior for the the spectral density S(ξ),
defined as the Fourier transform of the covariance function:
S(ξ) = 12pi
∫ +∞
−∞
K(τ)e−iξτdτ . (7.12)
Since the Fourier transform is invertible, an estimate of the spectral density can be
directly converted into an estimate of the covariance function. Using a GP hyper-
prior on the spectral density S(ξ) would be a convenient modeling choice as it
easily allows to specify its prior smoothness, thereby regularizing the estimation.
For example, we could use a GP hyper-prior with squared exponential (SE) kernel
(covariance) function:
KSE(ξ, ξ′) = e−
(ξ−ξ′)2
2σ2 , (7.13)
7.4 Computing integral transforms using GP regression 97
where the scale parameter σ regulates the prior smoothness. Unfortunately, this is
not a valid prior for the spectral density of a GP since it assigns non-zero probability
to negative valued spectra which do not correspond to any valid stationary stochastic
process. However, we can obtain a proper prior distribution by restricting this GP
probability measure to the following positive-valued functional space:
{s(ξ) =
∑
j
eajKSE(ξ, ξj)|aj ∈ R} , (7.14)
where ξj are the discrete Fourier frequencies of the sampled data points. In order
to obtain the likelihood of the model, we assume that each DFT coefficient only
depends on the value of the spectrum corresponding to its frequency. For each
frequency, the resulting likelihood functions are complex normal distributions:
log p
(
yξi |s(ξ)
)
= − |yξj |
2
s(ξ) + λ − log
(
pi(s(ξ) + λ)
)
(7.15)
where yξj is the j-th DFT coefficient of the sampled data and λ is the variance of
the sampling noise. The assumption of conditional independence is justified by the
fact that the Fourier coefficients of stationary GPs are independent random variables.
Nevertheless, the assumption is not exact since the finite length of the sampling
period induces correlations between the DFT coefficients. We mitigated the bias
induced by this approximation by computing the DFT coefficients using a Hann taper,
which reduces the correlations between DFT coefficients corresponding to distant
frequencies. We calculate the maximum-a-posteriori (MAP) estimate by means of
gradient ascent applied to the posterior distribution of the spectral density. The
algorithm maximizes the posterior distribution with respect to the log-weights aj
and therefore only finds solutions in the restricted subspace of Eq. 7.14. In the
log-weight space, the gradient of the (approximate) log marginal likelihood l is
∂l
∂ak
= eak
∑
j
(|yξj |2 − (s(ξj) + λ))(
s(ξj) + λ
)2 KSE(ξk, ξj) (7.16)
and the gradient of the (log-)prior p is
∂p
∂ak
= −eak
∑
j
KSE(ξk, ξj)eaj . (7.17)
The resulting MAP estimate has the following form:
Sˆ(ξ) =
∑
j
ehjKSE(ξ, ξj) , (7.18)
98 Chapter 7 Integral Transforms from Finite Data: An Application of Gaussian Process
Regression to Fourier Analysis
where hj are the optimized log-weights. Finally, our point estimate of the covariance
function is obtained by applying the inverse Fourier transform to the MAP estimate
of the spectral density:
Kˆ(τ) =
∫ +∞
−∞
eiξτ Sˆ(ξ)dξ (7.19)
=
∑
j
ehj
∫ +∞
−∞
eiξτKSE(ξ, ξj)dξ
= σ
∑
j
ehje−
σ2τ2
2 −iξjτ .
This covariance function has the advantage of capturing the spectral features of the
data while keeping a tractable analytic expression as a linear combination of the
inverse Fourier transforms of SE kernel functions. Note that, if we have access to
multiple realizations of a stochastic time series, we can learn the spectral density
from the whole set of realizations simply by summing the log marginal likelihood of
each realization. We will use this procedure in our analysis of neural oscillations.
7.4.2 Bayes-Gauss-Fourier transform
We can now plug in the data-driven covariance function in our expression for the
integral transform and exploit the linear structure of the covariance function by
interchanging summation and integration:
σ
∑
k,j
wke
hj
∫ a
b
A(s, t)e−σ
2(t−tk)2
2 −iξj(t−tk)dt . (7.20)
In the case of the Fourier transform this formula specializes to
∑
k,j
wke
hje−
(ω−ξj)2
2σ2 −iωtk (7.21)
because
F
[
e−
σ2(t−tk)2
2 −iξj(t−tk)
]
(ω) = σ−1e−
(ω−ξj)2
2σ2 −iωtk .
We refer to the resulting transformation of the data as the Bayes-Gauss-Fourier (BGF)
transform.
7.5 Theoretical considerations
In this section, we will lay a more rigorous mathematical foundation of the newly
introduced methods. The aim is to introduce a larger theoretical framework that al-
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lows to directly compare the DFT-based methods with our new GP Fourier transform.
In particular, we will show that the DTF method can be seen as a special case GP
Fourier transform.
7.5.1 Fourier transform of band-limited periodic signals
We begin by reviewing some well known results about the Fourier analysis of periodic
band-limited signals. This will pave the way to a Bayesian reformulation of Fourier
analysis, which we will introduce in the next subsection. Consider a vector of
samples y = (yt0 , .., ytN ) obtained by evaluating an analog signal at the tuple of time
points T = (t0, ..., tN ). The Fourier analysis of a discretely sampled analog signal
can be decomposed into two basic operations.
First, the set of samples have to be mapped into a well-defined analog signal. This
operation can be formalized by a linear operator M : Y → H, mapping the sample
space Y to an appropriate functional space H. The operator is defined by the
property
M[y](tj) = f(tj) = yj . (7.22)
This simply means that the values of the resulting function at the sample time points
have to be equal to the samples.
Second, the analog signal has to be mapped into its Fourier transform. From an
abstract point of view, the Fourier transform can be seen as a linear operator between
functional spaces F : H → I, where the exact nature of the spaces H and I depends
to the specific application. Under some regularity conditions over the functional
space H [182], this second operation is unproblematic.
Unfortunately, the first operation is intrinsically ill-posed since there is not a unique
way to map a finite set of samples into an analog signal. The classical solution to
this problem relies on the Nyquist–Shannon sampling theorem, which states that
an analog signal can be perfectly reconstructed from the finite series of equally
spaced samples y = (y−T/2, y−T/2+δt, ...yT/2−δt, , yT/2) if and only if: 1) the signal
is periodic with period T and 2) it does not contain harmonic components with
frequency higher than 1/(2δt). We will denote this functional space of periodic and
band-limited functions as Hbl. Under these conditions, the operator M : Y → Hbl is
uniquely defined. The functional space Hbl is the span of a finite number of complex
exponential basis functions
Φk(t) =
1
N
eiωkt . (7.23)
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where ωk = 2pik/T and the integer k ranges from −N/2 to N/2. Therefore, any
periodic and band-limited function fpb(t) ∈ Hbl can be expressed as follows
fbl(t) =
∑
k
αkΦk(t) . (7.24)
Combining Eq. 7.24 with Eq. 7.22, we obtain a linear system of equations with a
unique solution since the set of basis functions is linearly independent. The solution
coefficients are the DFT coefficients of the samples:
fbl(t) =
∑
k
(
φ∗ky
)
Φk(t) , (7.25)
where the vectors φk are obtained by evaluating the basis functions Φk(t) at the
sample time points. We can now take the Fourier transform of the function in
Eq. 7.25, the result is:
F[fbl(t)] =
∑
k
(
φ∗ky
)
F[Φk(t)] (7.26)
=
∑
k
(
φ∗ky
)
N
δ(ξ − ωk) .
In the last expression, the symbol δ(ξ − ωk) denotes the Dirac delta function. In-
tuitively, Eq. 7.26 says that all the energy of the signal is concentrated in a finite
number of DTF frequencies.
7.5.2 Fourier transform from a functional Bayesian
viewpoint
We will now show that the classical method we reviewed in the previous subsection
is a special case of GP Fourier analysis. First of all, the problem can be integrated into
a Bayesian probabilistic framework by introducing observation noise into Eq. 7.22
and by assigning a prior distribution over the functional space Hbl. Using Gaussian
observation noise and a spherical Gaussian prior distribution over the coefficients
αk, we obtain the following Bayesian problem:
ytj ∼ N
(
fbl(tj) , λ
)
(7.27)
αk ∼ N
(
0, β
)
,
fpb(tj) =
∑
k
αkΦk(tj) ,
where λ is the variance of the observation noise and β is the variance of the prior over
the coefficients. This is a Bayesian linear regression. Importantly, regardless to the
value of the prior variance, the posterior distribution of the coefficients concentrate
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all its mass on the solution given in Eq. 7.25 when the observation noise tends to
zero. Therefore, the Bayesian problem in Eq. 7.27 is a probabilistic generalization of
the deterministic problem given by Eq. 7.24 and Eq. 7.22.
The Bayesian linear regression in Eq. 7.27 can now be reformulated as a GP regres-
sion. This generalizes our analysis to functional spaces that cannot be obtained
from a finite set of basis functions, thereby allowing for more flexible and realistic
prior distributions. In particular, we will work on the space of complex-valued
functions whose domain is R, which we will denote HΩ. We can now define a
Gaussian probability measure over HΩ ⊇ Hbl that is equivalent to the coefficient
space prior distribution given in Eq. 7.27. This is achieved by constructing the
following covariance function [167]:
KBL(t, t′) = β
∑
k
Φk(t)Φ∗k(t′) . (7.28)
Using Eq. 7.28, we can reformulate Eq. 7.27 as follows:
ytj ∼ N
(
fbl(tj) , λ
)
(7.29)
fpb(tj) ∼ CGP
(
0,Kbl(t, t′)
)
,
where CGP(m(t), k(t, t′)) denotes a complex-valued circularly-symmetric GP. Circularly-
symmetric GPs are the complex-valued analogous of stationary real-valued GPs. They
are defined by a complex-valued mean function m(t) and a complex-valued hermi-
tian covariance function function k(t, t′). Hermitian covariance functions are positive
definite and Hermitian, meaning that k(t, t′) = k(t′, t)∗ [22, 21, 6].
The main feature of Eq. 7.28 is that the resulting correlation between any pair
of sample time points is zero (except for the first and the last time point, where
the correlation is exactly equal to one). However, since the covariance function is
different from zero almost everywhere, the Bayesian reformulation shows that we
are still making strong assumptions about the behavior of the function outside of the
set of sample time points. Strikingly, the covariance function is periodic with period
T and, consequently, all the functions obtained from this GP are periodic with period
T .
From a Bayesian point of view, determining the prior distribution based on the sample
time points is rather counterintuitive since our prior knowledge of the signal should
not depend on the sampling frequency and the total sampling time. Furthermore,
the covariance function given in Eq. 7.28 is degenerate, meaning that it assigns
non-zero probability measure only to a finite dimensional functional sub-space. This
leads to some rather paradoxical situations. For example, consider two scientists
that are analyzing the same radio signal, the first sampling it at 300 kHz for a period
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of 1s and the second at 300 kHz for 1.1s. If they use Eq. 7.28, the resulting prior
distributions will have a disjoint support, meaning that the spaces of signals that
they consider possible are completely non-overlapping!
Using Eq. 7.29, we can generalize the analysis to other prior distributions simply by
choosing another covariance function. A possible compromise solution is to multiply
the band-limited covariance function given in Eq. 7.28 by a radial basis function
such as the squared exponential:
KrBL(t, t′) = βKSE(t, t′; ν)
∑
k
Φk(t)Φ∗k(t′) . (7.30)
Where ν denotes the length scale. This relaxed band-limited (rBL) covariance function
assigns zero correlation between any couple of sample time points but it does not
enforce periodicity. The resulting GP Fourier transform of the data is obtained by
plugging Eq. 7.28 into Eq. 7.4 and taking the Fourier transform of the resulting
linear combination of translated covariance functions:
F[mf ](ξ) = β
∑
j
wj F[KrBL(t, tj ; ν)](ξ) (7.31)
= βν
(∑
k
e−ν
2 (ξ−ωk)2
2
)(
1
T
∑
j
wj e
−iξtj
)
.
Crucially, while the resulting prior is still dependent on the sample time points, the
rBL GP Fourier transform does not concentrate all the energy of the signal on a,
rather arbitrary, finite set of frequencies.
Both the BL and the rBL covariance functions are designed to be maximally uninfor-
mative on the sample time points. This leads to Fourier analysis that are not biased
toward a particular set of frequencies. Unfortunately, this also leads to a GP analysis
that does not meaningfully extrapolate the signal beyond the sample time points. In
order to be able to extrapolate without biasing a predefined set of frequencies, the
covariance function has to be learned from the data. In fact, this allows to detect the
periodic components of the signal and to use this information in order to extrapolate
beyond the sampling range. In subsection 7.4.2, we outlined a Bayesian learning
scheme based on gradient ascent. The resulting BGF covariance function given in
Eq. 7.19 can be rewritten as follows:
Kˆ(t, t′) = N2KSE(t, t′; 1/σ)
∑
k
ehk(y)Φk(t)Φ∗k(t′) , (7.32)
This reformulation shows that the BGF covariance function is a spectrally weighted
version of the rBL covariance function.
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7.6 Experiments
In this section we validate our new method on simulated and real data. We focus
the validation studies on the problem of estimating the power spectrum of determin-
istic and stochastic signals, as this is perhaps the most common application of the
Fourier transform. We compare the performance of the BGF transform with more
conventional DFT-based estimators.
7.6.1 Analysis of noise-free signals
We investigate the performance of our method in recovering the Fourier transform
of a discretely sampled deterministic signal. As first example signal, we use the
following an-harmonic windowed oscillation g(t) = e−t2/2a2cos3ω0t. We sampled
the signal from tmin = −25 to tmax = 25 in steps of 0.01 and with a = 15 and
ω0 = 35pi. These samples were analyzed using the BGF transform as described in
the Methods. Fig. 7.1A shows the result of the GP regression in the time domain.
Clearly, the expected value of the GP regression (blue line) is able to extrapolate the
waveform of the signal far beyond the data points. Next we compared our GP-based
estimate with two more conventional estimates of the spectrum |g(ω)|2: the Discrete
Fourier Transform (DFT) of the data using a square and a Hann taper. The spectra
obtained using the DFT methods were normalized to have the same energy of the
ground truth signal in the set of DTF frequencies. This normalization is required
since the DTF-based methods assign all the energy of the analog signal to the DTF
frequencies instead of spreading it into a continuous spectrum. Fig. 7.1B shows
these spectral estimates, together with the ground truth spectrum, on a log scale.
The BGF transform (green line) captures the shape and width of the four main
lobes almost perfectly, despite the fact that their peaks are not fully aligned with
the discrete Fourier frequencies of the sampled data (which are determined by the
signal’s length). Furthermore, the BGF transform has significantly higher sidelobe
suppression than the DFT estimates, up to 106 higher than the DFT with Hann taper.
We quantitatively evaluated these observations in a simulation study. We randomly
generated 200 ground truth signals of the form g(t) = e−t2/2a2cos3(ω0t+ φ0), where
the parameters φ0 ∈ [0, 2pi], ω0 ∈ [0.3× 2pi, 0.6× 2pi] and a ∈ [0, 30] were sampled
from uniform distributions. For each generated signal, we computed the absolute
deviation between the ground truth spectrum and those estimated using BFT trans-
form, DFT and tapered DFT. We evaluated the deviations separately for the passband
(log10 g(ξ) > −6) and the stopband (log10 g(ξ) < −6) segments of the spectrum.
This division is important since methods that are effective at estimating the main
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Fig. 7.1.: Spectral estimation of a synthetic signal. A) Ground truth signal (dashed black
line), sample points (blue dots) and the expected value of the GP regression
(green line). B) (Log10) Power spectrum of the ground truth signal (dashed line)
and spectral estimates obtained from the samples using BGF transform (green
line), DTF (blue line) and DTF with Hann taper (red line).
Fig. 7.2.: Quantitative comparison (noise-free case). Ranked absolute deviations in the A)
passband range (log10 g(ξ) > −6) and B) stopband range (log10 g(ξ) < −6)
lobes are often poor at suppressing the side lobes and vice versa. Since the actual
deviations are not informative, we only report the histogram of the ranked perfor-
mances. Fig. 7.2 shows the results. The BGF transform outperforms both DTF and
tapered DTF both in the passband and in the stopband case. As expected, the DTF
approach outperforms the tapered DFT approach on the passband range while the
opposite is true in the stopband range.
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Fig. 7.3.: Spectral estimation of a synthetic noisy signal. A) Ground truth signal (dashed
black line), noise-corrupted sample points (blue dots) and expected value of the
GP regression (green line). B) (Log10) Power spectrum of the ground truth signal
(dashed line) and spectral estimates obtained using BGF transform (green line),
DTF with square taper (blue line) and DTF with two (blue line), three (red line)
or four (yellow line) DPSS tapers.
7.6.2 Analysis of noise-corrupted signals
We evaluated the robustness of the method to noise in the time series. As ground
truth signal, we used the deterministic signal given in the previous subsection
corrupted by Gaussian white noise (sd = 0.1). We compared the performance of the
BGF transform with the performance of a popular multitaper estimator involving
discrete prolate spheroidal sequences (DPSS) [153]. In this method, several spectral
estimates are obtained by taking the DFT of the signal multiplied with several
taper functions. The DPSS taper functions are obtained by optimizing the spectral
concentration [153]. The different spectral estimates are then averaged in order to
obtain the multi taper estimate. Fig. 7.3A shows that the GP expected value acts
as a denoiser and remains able to extrapolate the signal beyond the data points.
As the noisy data require more regularization, the amplitude of the oscillation is
reduced. Fig. 7.3B shows the estimated spectrum. The recovery of the main lobes
remains very accurate, apart from a small downward shift due to the amplitude loss.
Furthermore, the flat background noise spectrum is more suppressed as compared
to the multitaper estimates.
Again, we quantitatively evaluated these observations in a simulation study. The
study design was identical to the noise-free case. We corrupted the observation with
Gaussian white noise (sd = 0.1). Fig. 7.4 shows that the BGF transform outperforms
all the DFT-DPSS estimates in almost all simulated trials.
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Fig. 7.4.: Quantitative comparison (noise-corrupted case). Ranked absolute deviations in
the A) passband range (log10 g(ξ) > −6) and B) stopband range (log10 g(ξ) < −6)
7.6.3 Fourier analysis of Mauna Loa CO2 level
As first example using real data, we analyzed the spectrum of the Mauna Loa monthly
CO2 concentration. We considered a time period of 15 years. The time series was
de-trended using a second order polynomial regression in order to remove the non-
stationary component. We compared the BGF estimate with three DFT estimates
well-suited for this noise range: 1) square taper, 2) Hann taper and 3) DPSS tapers
(two and three). The results are shown in Fig. 7.5. As we can see, the BGF spectral
estimate captures 1) the low frequency broadband component, 2) four sharp peaks
corresponding to the one year cycle and 3) the spectral floor. Note that, compared
with the DFT-based estimates, the two main peeks are sharper. Furthermore, the
peaks corresponding to the 3/year and 4/year frequencies are clearly visible in the
BGF estimate but barely discernible in the DFT-based estimates. Tthe energy of
the spectral floor is greatly suppressed in the BGF estimate. This effect is probably
due to the explicit incorporation of the noise model in the GP analysis. Altogether,
the analysis confirms all the features of the BGF transform that we have already
established on synthetic signals, namely sharper spectral peeks and higher noise
suppression.
7.6.4 Fourier analysis of neural oscillations
In our final experiment we use the BGF transform to recover the spectrum of neural
oscillations. We collected resting state MEG brain activity from an experimental
participant that was instructed to fixate on a cross at the center of a black screen.
Since we are not interested in the spatial aspects of the signal we restricted our
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Fig. 7.5.: Analysis of CO2 level. 1) (Log) Spectral estimate obtained using BGF transform.
2) (Log) Spectral estimate obtained using DTS with square taper (blue), Hann
taper (red) and two DPSS tapers (yellow).
Fig. 7.6.: Analysis of human MEG signal. 1) (Log) Spectral estimate obtained using BGF
transform. 2) (Log) Spectral estimate obtained using DPSS DTS with three tapers.
attention to the analysis of the MEG sensor with the greatest alpha (10 Hz) power.
We analyzed the time series using the BGF transform. In this analysis the covariance
function of the GP was estimated jointly from all trials by summing the trial specific
likelihoods. We compared the resulting spectral estimates with those obtained using
DPSS multitaper DFT (with three tapers). Fig. 7.6 shows the average and standard
deviation of the log-power estimates. The main features of the MEG spectrum are (1)
the 1/f component, a well-known feature of many biological and physical systems
[199], 2) alpha neural oscillations, as visible from the peak at 11Hz and its second
harmonic at 22Hz [217], and 3) power line noise, sharply peaked at 50 Hz. From
the figure we can see that, compared to the DPSS multitaper estimate (panel B), the
spectral peaks of the BGF estimate (panel A) are sharper and more clearly visible
against the 1/f background.
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7.7 Conclusions
In this paper we introduced a new nonparametric Bayesian method for estimating
integral transforms of discretely sampled analog signals. While the method can be
applied to any linear transform, we focused our exposition on the Fourier transform.
We showed that our approach is a probabilistic generalization of the conventional
approach based on the famous Nyquist–Shannon sampling theorem. We introduced a
new hierarchical Bayesian model which we used in order to estimate the covariance
function from the data using a MAP approach. In a series of experiments on
simulated and real-world signals, we showed that the resulting BGF transform
outperforms the DFT based methods both in terms of mainlobe sharpness and
sidelobe suppression.
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8Complex-Valued Gaussian
Process Regression for Time
Series Analysis
8.1 Abstract
The construction of synthetic complex-valued signals from real-valued observations
is an important part of many time series analysis techniques. The most widely used
approach is based on the Hilbert transform, which maps the real-valued signal into
its quadrature component. In this paper, we define a probabilistic generalization
of this approach. We model the observable real-valued signal as the real part of a
latent complex-valued Gaussian process. In order to obtain the appropriate statistical
relationship between its real and imaginary parts, we define two new classes of
complex-valued covariance functions. Through an analysis of stochastic oscillations,
we show that the resulting Gaussian process complex-valued signal provides a
better estimate of the instantaneous amplitude and frequency than the established
approaches. Furthermore, the complex-valued Gaussian process regression allows to
incorporate prior information about the structure in signal and noise and thereby
to tailor the analysis to the features of the signal. As a example, we analyze the
non-stationary dynamics of brain oscillations in the alpha band, as measured using
magneto-encephalography.
8.2 Introduction
In this paper, we introduce the use of complex-valued Gaussian process (GP) regres-
sion for the construction of complex-valued signals that generalize the well-known
analytic representation [20]. The principal aim of this construction is to quantify the
instantaneous amplitude, phase and frequency of real-valued oscillatory signals. We
define the concept of quadrature relationship in expectation as a generalization of
the deterministic quadrature relationship induced by the quadrature filter. The main
This chapter is based on an article published in the journal Signal Processing (Elsevier)
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innovation of our paper is the definition and the theoretical analysis of two new fami-
lies of complex-valued covariance functions, the quadrature and the quasi-quadrature
covariance functions, which induce quadrature relationship in expectation between
the real and the imaginary part of complex-valued GPs. This statistical relationship
is used for constructing the (unobservable) imaginary part from the (observable)
real part of the signal. The resulting complex-valued GP regression (CGPR) is a very
flexible tool that can be adapted to a wide range of signals by choosing a particular
covariance function that is tailored to the specific properties of the data. We validate
our method on randomly generated oscillatory signals both in the noise-free and
in the noisy case. We compare the performance of our method with the analytic
representation (based on the Hilbert transform) and the Morlet wavelet analysis.
These two methods are still the most used in real-word applications and have strong
theoretical connections with our new method. Finally, we apply our method on
neural data measured using magnetoencephalography (MEG).
8.2.1 Related works
In spite of its well-known shortcomings, the analytic representation, based on the
Hilbert transform, is still considered to be an important benchmark method for
the quantification of instantaneous amplitude, phase and frequency of real-valued
signals [77, 124, 211]. A major limitation of this approach is that it cannot be
directly applied to noise-corrupted signals. This has motivated the development
of Bayesian methods that incorporate an explicit noise model. For example, the
probabilistic phase vocoder (PPV) is based on a discrete-time first-order Gaussian
autoregressive process whose latent variables (i.e. the real and the imaginary part)
can be estimated using the Kalman smoother algorithm [34]. Since these processes
are Gaussian, this approach can be seen as a simple special case of our GP regression
method. Recently, Turner and Sahani [211] improved the PPV method by specifying
a prior distribution for the phase and amplitude processes. This leads to a more
complex non-conjugate Bayesian model whose posterior needs to be approximated
using a computationally intensive expectation propagation scheme. Conversely, our
GGPR, like the PPV method, can be solved in closed-form. CGPR also differs from
the existing Bayesian models in the fact that our prior processes are continuous-time.
Thus, our model conceptually separates the sampling process (as determined by the
likelihood) from the underlying signal (as determined by the GP prior).
In recent years, several authors extended the application of kernel methods to
complex-valued data. In a seminal paper, Bouboulis and Theodoridis introduced
both the use of the complex Gaussian kernel and the general technique of kernel
complexification [23]. Using Hermitian covariance functions, Boloix-Tortosa et al.
[22] recently extended GP regression to complex-valued signals. The main aim
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of these publications is to apply kernel methods to the analysis of complex-valued
signals. Conversely, we use complex-valued GP regression to analyze real-valued
signals.
The analytic representation approach produces meaningful quantifications of in-
stantaneous amplitude, phase and frequency only when the original real-valued
signal is locally narrow-band. Several real-world signals are mixtures of locally
narrow-band components. These mixed signals must be decomposed into their
locally narrow-band components prior to the application of the Hilbert transform. A
possible approach is to use a family of wavelets, each centered at the mean frequency
of a narrow-band component [74]. This approach has a strong theoretical connection
with our method. An improvement on the wavelet approach is the temporal GP
decomposition, which allows for an estimation of the covariance of each component,
while at the same time explicitly modeling the broad-band noise [7]. An increasingly
popular decomposition approach is the Hilbert—Huang transform (HHT), which is
based on a combination of empirical mode decomposition and the Hilbert transform
[98]. This method is particularly suitable for non-linear and non-stationary signals.
Because CGPR is an alternative for the Hilbert transform, it can also be applied
to the components obtained using empirical mode decomposition. The recently
introduced Synchrosqueezed wavelet transform combines the flexibility of EMD with
the mathematical elegance of wavelet analysis [44]. Synchrosqueezing reassigns
the signal energy obtained using a wavelet transform to the time-frequency plane
in a way that compensates for the spectral spreading caused by the wavelet. The
resulting reassigned time-frequency plane is then used for decomposing the original
signal into a set of locally narrow-band components.
8.3 Signal processing background
There is not a single uncontroversial definition of instantaneous amplitude and fre-
quency of real-valued signals. In this paper, we consider methods for instantaneous
amplitude and frequency estimations that rely on the construction of a derived
complex-valued signal for which those quantities can be defined unambiguously.
This approach dates back to the seminal work of [72] and it is widely used in the
signal processing literature [158, 20, 178, 100]. The instantaneous amplitude and
phase of a complex-valued signal z(t) are defined through its polar representation:
z(t) = |z(t)| exp (i arg[z(t)]) , (8.1)
where the complex modulus |z(t)| = √(Rz(t))2 + (Iz(t))2 is called instantaneous
amplitude and arg[z(t)] = −i log z(t)|z(t)| is called instantaneous phase. Furthermore,
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the instantaneous (angular) frequency ω(t) is defined as the first derivative of the
instantaneous phase ∫ t
0
ω(s)ds = arg[z(t)]− arg[z(0)]. (8.2)
In order to extend these definitions to real-valued signals, it is natural to replace the
complex exponential in Eq. 8.1 with a real-valued sinusoid:
s(t) = A(t) cosP(t) , (8.3)
where A(t) is a positive-valued amplitude function and P(t) is a phase function.
Unfortunately there are infinitely many ways of representing an arbitrary real-valued
signal in this form. Intuitively, the functions in the right hand side of Eq. 8.3 can be
interpreted as instantaneous amplitude and phase when the rate of change of A(t) is
much smaller than the rate of change of the oscillation cosP(t). The conventional
solution is to construct a complex-valued signal using the quadrature filter and to
extract instantaneous phase and amplitude from this derived signal [72, 20]. The
action of the quadrature filter is defined as follows:
A[s(t)] = s(t) + i H[s(t)] , (8.4)
where H denotes the Hilbert transform:
H[s(t)] =
∫ +∞
−∞
s(τ)
t− τ dτ . (8.5)
The quadrature filter maps a signal into its unique analytic representation, defined
as the complex-valued signal that has its real part identical to the original signal
while having all the Fourier coefficients associated with the negative frequencies
equal to zero [20]. Bedrosian’s theorem [14] shows that the quadrature filter can
perfectly separate the envelope function from the oscillatory part when their spectra
are disjoint. More formally, consider a signal of the form given by Eq. 8.3. If there
exists a positive number a such that the spectrum of A(t) is identically equal to zero
for |ξ| > a while the spectrum of cosP(t) is identically equal to zero for |ξ| < a, then
we have that
A[A(t) cosP(t)] = A(t)A[cosP(t)] . (8.6)
Furthermore, under some conditions [157] we have that:
A[cosP(t)] = exp (iP(t)) . (8.7)
While these considerations are rather restrictive, the difference between A[cosP(t)]
and exp
(
iP(t)
)
is very small in most practical cases [157]. This results justifies
the use of the analytic representation for the quantification of the instantaneous
amplitude and phase of real-valued signals. Bedrosian’s theorem is important for
114 Chapter 8 Complex-Valued Gaussian Process Regression for Time Series Analysis
understanding the limitations of the quadrature filter. In particular, the condition
of disjoint spectra is too restrictive for most real life signals and can lead to rather
counterintuitive estimates of the instantaneous amplitude and phase. In the rest of
the paper, we show how to construct a probabilistic generalization of this quadrature
operation. In particular, we will show that softening the analyticity constraints using
quasi-quadrature GPs leads to more accurate estimations.
8.4 Gaussian process regression background
We now review the basic concepts of complex-valued GP regression. We will begin
by briefly reviewing standard real-valued GP regression.
8.4.1 Real-valued Gaussian process regression
A stochastic process ψ(t) is a GP when all its marginal distributions p(ψ(t1), ..., ψ(tn))
are multivariate Gaussians [167]. Since these Gaussians can be parametrized in
terms of their mean and covariance matrices, a GP is fully specified by its mean and
covariance functions, respectively
mψ(t) = E[ψ(t)] (8.8)
and
kψ(t1, t2) = E[(ψ(t1)−mψ(t1))(ψ(t2)−mψ(t2))] . (8.9)
In order to properly specify a GP distribution, kψ(t1, t2) has to be symmetric and
positive semi-definite, meaning that all the covariance matrices of the marginal
distributions are symmetric and positive semi-definite. GPs can be used as priors for
a non-parametric Bayesian regression. In particular, given a set of n sample points
T = {t1, ....tn}, we can model a sampled signal sj as follows:
sj = ψ(tj) + j (8.10)
where the vector , whose j-th entry is j , is a multivariate noise term that we assume
to be Gaussian with a (potentially non-diagonal) covariance matrix Q. We can
estimate the value of ψ(t) at any arbitrary set of m target points T× = {t×1 , ..., t×m},
even if they are not part of our sample points. To this end, it is convenient to define
the vector ψ with entries ψj = ψ(t×j ). Since both the prior distribution of ψ and the
likelihood p(s|ψ) are multivariate Gaussians, the posterior distribution p(ψ|s) is also
a multivariate Gaussian. In particular, its expected value mψ|s is given by:
mψ|s = K×ψ (Kψ +Q)
−1s, (8.11)
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where the sample covariance matrix Kψ is defined by the entries [Kψ]jk = kψ(tj , tk)
and the sample-to-target cross-covariance matrix K×ψ by the entries [K
×
ψ ]jk =
kψ(t×j , tk) [167]. From this formula we can see that the matrix K×ψ projects the
information from the sample points to the target points by leveraging our prior
model of the temporal correlations determined by the function kψ(t1, t2).
A similar formula applies if we aim to reconstruct a completely unobservable new
process ρ(t) from the observation of ψ(t) once we assume their prior cross-covariance
function cρ,ψ(t1, t2) = E[ρ(t1)ψ(t2)]. This point is crucial for our current goals as it
will allow us to reconstruct the unobservable imaginary part from the measured real
part. If we restrict our attention to the sampled time points, the posterior expectation
of ρ given s is
mρ|s = Cρ,ψ(Kψ +Q)−1s, (8.12)
where the j, k-th entry of the cross-covariance matrix Cρ,ψ is cρ,ψ(tj , tk).
8.4.2 Complex-valued Gaussian process regression
We can now generalize GP regression to the case in which the latent process
ζ(t) = α(t) + iβ(t) is complex-valued. In order to construct a complex-valued
GP we assume all the marginals of ζ(t) to be circularly-symmetric complex normal
distributions [159]. The resulting stochastic process is fully specified by the Her-
mitian, positive semi-definite function kζ(t1, t2) = E
[
ζ(t1)ζ¯(t2)
]
, where ζ¯(t2) is the
complex conjugate of ζ(t2). The positive semi-definite Hermitian function k(t, t′)
generalizes the concept of covariance function to complex-valued GPs.
In the remaining subsection we will derive the posterior expectation of the complex-
valued signal ζ(t) for an arbitrary Hermitian covariance function kζ(t1, t2). We must
assume that only the real part of ζ(t) generates s whereas the imaginary part is not
observable
sj = Rζ(tj) + j = α(tj) + j . (8.13)
Here, we assume that the measurements are corrupted by a noise term j . This is
an important difference with the usual construction of the analytic representation,
which cannot account for measurement noise.
The posterior expectation of ζ(tj) can be obtained using Eq. 8.12. In fact, since
the complex distribution is circularly symmetric, the prior cross-covariance matrix
between the real and the imaginary part at the sample points is given by IKζ , which
denotes the entrywise imaginary part of the matrix Kζ [159]. Analogously, the prior
covariance matrix of both the real and the imaginary part is RKζ , i.e. the entrywise
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real part of Kζ . Thus, from Eq. 8.12, we can see that the posterior expectation of
the complex-valued signal ζ(t) at the sample points is
mζ|s = (RKζ + iIKζ)(RKζ +Q)−1s = Kζ(RKζ +Q)−1s, (8.14)
8.5 Quadrature and quasi-quadrature covariance
functions
Our construction of a CGPR complex signal depends on the choice of the prior covari-
ance function. The aim of this section is to introduce a class of covariance functions
that are suitable for a probabilistic generalization of the analytic representation.
8.5.1 Quadrature covariance functions
One of the defining features of the analytic representation is that, for any given
frequency, the Fourier coefficients of the imaginary part are obtained by a ±pi2
phase shift of the coefficients of the real part [20]. We reinterpret this relation in a
probabilistic sense:
Definition 1 (Quadrature relationship in expectation). The real part α(t) and the
imaginary part β(t) of a Gaussian process ζ(t) have a quadrature relationship in
expectation when
E
[
β˜(ξ)
∣∣∣α˜(ξ)] = c(ξ) exp (− i sgn(ξ)pi2 )α˜(ξ)
for all values of ξ. In this expression, c(ξ) is a positive valued function, α˜(ξ) and
β˜(ξ) are the Fourier transforms of, respectively, the real and the imaginary part, and
E
[
β˜(ξ)
∣∣∣α˜(ξ)] denotes the conditional expectation of β˜(ξ) given α˜(ξ).
In order to construct a GP whose real and imaginary parts have a quadrature
relationship in expectation, we define a new family of covariance functions:
Definition 2 (Quadrature covariance function). A quadrature covariance function
q(τ) has the form
q(τ) = k(τ) + iHk(τ)
where k(τ) is an arbitrary (real-valued) stationary covariance function and H denotes
the Hilbert transform.
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This formula defines a valid covariance function, i.e. a function that is Hermitian
and positive semi-definite (see Appendix B.1). We can now state the main result of
this subsection:
Theorem 1. The real and the imaginary parts of the of a GP with a quadrature
covariance function have a quadrature relationship in expectation.
Proof. It is convenient to organize the real and the imaginary part of the process ζ(t)
into the real-valued vector process
Ψ(t) =
(
α(t)
β(t)
)
. (8.15)
Since ζ(t) is governed by a circularly-symmetric GP with a quadrature covariance
function, the (matrix valued) cross-covariance function of Ψ(t) is given by the follow-
ing formula (see Appendix B.2 for a derivation)
Θ(τ) = E
[
Ψ(t)Ψ(t+ τ)T
]
= 12
(
k(τ) −Hk(τ)
Hk(τ) k(τ)
)
. (8.16)
We can obtain the cross-spectral density Θ˜(ξ) of Ψ(t) by taking the Fourier transform
of Θ(τ) using the fact that the frequency response function of the Hilbert transform
is −i sgn(ξ) [20].
Θ˜(ξ) = 12 k˜(ξ)
(
1 i sgn(ξ)
−i sgn(ξ) 1
)
. (8.17)
The conditional expectation E
[
β˜(ξ)
∣∣∣α˜(ξ)] can be obtained from the cross-spectral
density as follows [159]:
E
[
β˜(ξ)
∣∣∣α˜(ξ)] = γ(ξ)
√√√√Θ˜22(ξ)
Θ˜11(ξ)
α˜(ξ) (8.18)
where the coherency γ(ξ) is given by
γ(ξ) = Θ˜21(ξ)√
Θ˜11(ξ)Θ˜22(ξ)
(8.19)
Therefore, the real and the imaginary part of the signal are quadrature related in
expectation if and only if the phase of the coherency arg[γ(ξ)] is equal to −sgn(ξ)pi2 .
For a cross-spectral density of the form given by Eq. 8.17, the coherency is
γ(ξ) = −i sgn(ξ) = exp (− i sgn(ξ)pi2 ) . (8.20)
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Using this result and the fact that Θ˜11(ξ) is equal to Θ˜22(ξ), it follows from Eq. 8.18
that
E
[
β˜(ξ)
∣∣∣α˜(ξ)] = exp (− i sgn(ξ))α˜(ξ) , (8.21)
Hence, the Fourier coefficients of the real and the imaginary parts have a quadrature
relationship in expectation with c(ξ) = |γ(ξ)| = 1.
So far, we have shown that the CGPR with a quadrature covariance function allows
to construct a probabilistic version of the analytic representation. However, functions
sampled from quadrature GPs are analytic, as stated in the following theorem:
Theorem 2. Functions sampled from a Gaussian process with quadrature covariance
function are analytic with probability one.
Proof. We denote the two eigenvectors of Θ˜(ξ) as v(1)(ξ) and v(2)(ξ) with eigenval-
ues λ(1)(ξ) and λ(2)(ξ) respectively. For quadrature covariance functions, the eigen-
vectors are v(1) = 1√2(i, 1) and v
(2) = 1√2(−i, 1) (for all values of ξ), and their corre-
sponding eigenvalues are, respectively, λ(1)(ξ) = h(ξ)k˜(ξ) and λ(2)(ξ) = h(−ξ)k˜(ξ),
where h(ξ) is the Heaviside step function. Since the eigenvalues are never simultane-
ously non-zero, except for the irrelevant single point ξ = 0, all the bivariate complex
distributions of α˜(ξ) and β˜(ξ) are degenerate and the quadrature relationship is
deterministic.
The degeneracy of quadrature GP priors implies that the resulting complex-valued
signals is equivalent to the analytic representation. Specifically, the posterior ex-
pectation, as given in Eq. 8.14, is an analytic function. This can be seen by writing
the posterior expectation as a function of the real parameter t and exploiting the
linearity and translational invariance of the Hilbert transform:
mζ|s(t) =
∑
j
wjq(t+ tj) =
∑
j
wjk(t+ tj) + iH
∑
j
wjk(t+ tj), (8.22)
where wj = [(RKζ + Q)−1s]j . The function
∑
j wjk(t + tj) is the posterior expec-
tation of the real-valued GP analysis with the stationary covariance function k(τ).
Therefore:
mζ|s(t) = mα|s(t) + iHmα|s(t) , (8.23)
where mα|s(t) is the posterior expectation of the real part α(t).
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8.5.2 Quasi-quadrature covariance functions
We will now introduce a family of non-degenerate covariance functions that gen-
erate processes whose real and imaginary parts a have quadrature relationship in
expectation. We begin by defining quasi-quadrature covariance functions as the
product of an envelope function and a quadrature covariance function:
Definition 3 (Quasi-quadrature covariance function). A quasi-quadrature covariance
function qf (τ) has the form
qf (τ) = f(τ)q(τ)
where q(τ) is an arbitrary quadrature covariance function and f(τ) is a real-valued
positive-definite function such that
lim
ξ→∞
f˜(ξ) = 0 (8.24)
and
∀ > 0, lim
ξ→∞
f˜(ξ − )
f˜(ξ)
=∞. (8.25)
As we will show later, these conditions over f(τ) guarantee that the resulting
covariance function has the appropriate limits when ξ →∞. We can now show that
quasi-quadrature covariance functions are not degenerate:
Theorem 3. For all frequencies ξ, the eigenvalues λf (ξ)(1) and λf (ξ)(2) of the cross-
spectral density matrix Θ˜f (ξ) of a GP with quasi-quadrature covariance function qf (τ)
are simultaneously different from zero.
Proof. The cross-spectral density Θ˜f (ξ) can be obtained by applying the Fourier
convolution theorem on its cross-covariance function Θf (τ) = f(τ)Θ(τ). The result
is
Θ˜f (ξ) = f˜(ξ) ∗ Θ˜(ξ) =
∫ +∞
−∞
f˜(ξ − υ) k˜(υ)
(
1 −i sgn(υ)
i sgn(υ) 1
)
dυ. (8.26)
This is an integral of matrices that share the same eigenvectors. Consequently, the
eigenvectors of Θ˜f (ξ) are still v(1) and v(2) for all frequencies but the eigenvalues
are now given by
λf
(1,2)(ξ) =
∫ +∞
−∞
f˜(ξ − υ)λ(1,2)(υ)dv =
∫ +∞
−∞
f˜(ξ − υ)k˜(υ)h(±υ)dυ. (8.27)
Therefore, the first and the second eigenvalue functions are given by the convolution
of, respectively, the analytic (k˜(ξ)h(+ξ)) and the anti-analytic (k˜(ξ)h(−ξ)) part of
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the spectrum k˜(ξ) with the Fourier transform of f(τ). Since f(τ) is positive definite,
f˜(ξ) is strictly positive and both eigenvalues are never exactly zero.
Since the cross-spectral density is never degenerate, the Fourier coefficients of the
real and the imaginary part are not perfectly correlated. The following theorem
shows that quasi-quadrature covariance functions define complex-valued GPs which
properly generalize analytic signals in the sense given by Def. 1.
Theorem 4. The real and the imaginary parts of a GP with a quasi-quadrature
covariance function have a quadrature relationship in expectation.
Proof. It follows from Def. 1 and Eq. 8.18 that this requirement (quadrature re-
lationship in expectation) implies that the argument of the coherency has to be
equal to −i sgn(ξ). By direct calculation, we can show that the cross-spectrum (the
numerator of coherency) can be expressed as a linear combination of the eigenvalues
(see Appendix B.2):
Θ˜f (ξ)12 = aλf (1)(ξ) + bλf (2)(ξ) , (8.28)
The complex numbers a and b solely depend on the eigenvectors v(1) and v(2).
From this expression, together with the fact that the denominator of coherency is
a positive real number, it follows that arg[γ(ξ)] does not change if the eigenvalues
are multiplied by a positive constant while the eigenvectors are left unchanged.
More generally, arg[γ(ξ)] is left unchanged when both the positive-valued eigenvalue
functions λ(1)(ξ) and λ(2)(ξ) are convolved with the same positive-valued function.
Therefore, Eqs. 8.26 and 8.27 imply that arg[γ(ξ)] is the same for quadrature and
quasi-quadrature covariance functions. Consequently, the quadrature relationship
holds in expectation.
We can obtain a simple formula for the coherency γ(ξ) from Eq. B.7 in Appendix B.2:
γ(ξ) = −iλ
(1)
f (ξ)− λ(2)f (ξ)
λ
(1)
f (ξ) + λ
(2)
f (ξ)
, (8.29)
As expected, this formula reduces to Eq. 8.20 when the envelope function is constant
and the resulting process is in exact quadrature. Furthermore, as proven in Ap-
pendix B.3, when the envelope function respects the requirement given in Eq. 8.25
we have that
lim
ξ→∞
λ
(2)
f (ξ)
λ
(1)
f (ξ)
= 0 .
Consequently, from Eq. 8.29 we obtain
lim
ξ→∞
γ(ξ) = −i .
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Therefore, the Fourier transforms of the real and of the imaginary part of a stochastic
process with quasi-quadrature covariance function are in almost exact quadrature
relationship at high frequencies.
We can gain further insight into the deviation from exact quadrature relationship
between the real and the imaginary parts of quasi-quadrature GPs by studying the
variance of the conditional distribution p(β˜(ξ)|α˜(ξ)) as a function of the frequency ξ.
We will denote the deviation of β(ξ)|α(ξ) from its expected value as η(ξ):
η(ξ) = β˜(ξ)− E
[
β˜(ξ)
∣∣∣α˜(ξ)] , β˜(ξ) ∼ p(β˜(ξ)|α˜(ξ)) .
The analysis is summarized by the following theorem:
Theorem 5. For all  > 0,
lim
ξ→∞
P
(|η(ξ)| > ) = 0 .
Proof. As explained in the previous subsection, p(β˜(ξ)|α˜(ξ)) is a complex normal
distribution. Its conditional expectation, as given in Eq. 8.18, played a crucial role
in proving that the real and imaginary parts of quadrature GPs have a quadrature
relationship. We will now show that, for large values of ξ, the random variable
β(ξ)|α(ξ) is strongly concentrated around its expected value. The complex variable
η(ξ) is circularly-symmetric as it has zero mean and zero relation matrix [159].
Moreover, its variance is [159]:
χ(ξ) = Θ11(ξ)− |Θ21(ξ)|
2
Θ22(ξ)
= 4 λ
(1)(ξ)λ(2)(ξ)
λ(1)(ξ) + λ(2)(ξ)
∼ 4λ(2)(ξ) , (8.30)
where the asymptotic relation holds for ξ → +∞. We can quantify the deviation
from exact quadrature relationship as the modulus of η(ξ). The probability of |η(ξ)|
being smaller than an arbitrary positive number  is:
P
(|η(ξ)| < ) = 1
piχ(ξ)
∫
C()
exp
(− zz¯/χ(ξ))dRz ,
where C() denotes a circle centered at the origin of the complex plane with radius .
This integral can be solved by changing variables to polar coordinates, the result is:
P
(|η(ξ)| < ) = 1− exp (− 2/χ(ξ)) ,
Consequently, the probability of the deviation |η(ξ)| to be bigger than  is
P
(|η(ξ)| > ) = 1− P (|η(ξ)| < ) = exp (− 2/χ(ξ)) . (8.31)
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Crucially, χ(ξ) vanishes as ξ →∞ since it is asymptotic to the eigenvalue function
λ(2)(ξ) which is a convolution between a function supported on the negative fre-
quency axis (k˜(ξ)h(ξ)) and a function that vanishes for ξ →∞ (f˜(ξ)). Consequently
∀ > 0, lim
ξ→∞
P
(|η(ξ)| > ) = 0 ,
as had to be demonstrated.
8.5.3 Symmetry breaking of the posterior distribution
The assumption that the prior GP is circularly-symmetric does not imply the circular
symmetry of the posterior distribution. In the general case, the posterior process
has non-vanishing mean and pseudo-covariances functions since the observed data
breaks the symmetry of the prior. Therefore, the application of CGPR is not restricted
to the analysis of signals with circularly-symmetric analytic representation. This is
analogous to the use of stationary covariance function in conventional real-valued
GP regression. The stationarity of the prior implies the lack of prior information
about non-stationarity in the data but it does not force the posterior distribution to
be stationary.
8.5.4 Some examples of quadrature and quasi-quadrature
covariance functions
In this section, we will introduce two quadrature covariance functions that will be
used in the remaining of the paper. One of them, the periodic covariance function, is
most suitable for the analysis of signals with sinusoidal waveforms. The other, the
harmonic covariance function, should be preferred in the analysis of non-sinusoidal
signals. For a real-valued signal, the periodic covariance function is given by the
following formula [167]
kp(τ) = exp
(− 2 sin2(ω02 τ)/ρ2), (8.32)
where ω0 is the center frequency and ρ regulates the smoothness of the waveform.
This covariance function is commonly used for the analysis of periodic signals [167].
While the use of the periodic covariance function assumes exact periodicity of
the underlying signal, this assumptions is relaxed when the covariance function is
multiplied with a decaying envelope function. The associated quadrature covariance
function can be obtained using Eq. 2. The spectral density of this covariance
function has multiple peaks besides its main peak at ω0/2pi Hz. Consequently, when
this covariance function is used in a GP regression on signals with non-sinusoidal
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waveforms, the waveforms of the resulting GP posterior expectations are non-
sinusoidal themselves as the high-order harmonics are not suppressed. Unfortunately,
the presence of high-order harmonics in the complex-valued signal compromises the
estimation of the instantaneous phase. This happens because the quadrature filter
is a linear operator and, when applied to a signal that is a linear superposition of
sinusoidal waves, it outputs a signal that is the sum of the analytic representations
of each harmonic component. Consequently, the resulting instantaneous phase
is influenced by the phase of several high frequency components that determine
the signal waveform but whose phase cannot be meaningfully interpreted as the
instantaneous phase of the signal.
In order to find a covariance function that suppresses higher order harmonics, it is
useful to analyze the asymptotic behavior of the periodic covariance function for
the smoothness parameter ρ2 tending to infinity (which corresponds to increasing
smoothness). Specifically, the following can be shown:
exp
(− 2 sin2(ω02 τ)/ρ2) ∼ 1− 2 sin2(ω02 τ)/ρ2 = (1− 1/ρ2) + cos(ω0τ)/ρ2 (8.33)
The symbol ∼ in the relation f(x) ∼ g(x) denotes that the limit of the ratio f(x)/g(x)
(for x approaching some specified value) equals 1. The leading term of this expansion
is the constant covariance function (1−1/ρ2) that models a constant shift in the mean
of the signal. More interestingly, the first order term cos(ω0τ)/ρ2 is a pure sinusoidal
component with a spectral peak at ω0/2pi. By applying the quadrature filter to this
expression, we obtain the first order asymptotic expansion of the quadrature periodic
covariance function:
Akp(τ) ∼ (1− 1/ρ2) + exp
(
iω0τ
)
/ρ2 .
In obtaining this result, we made use of the fact that the Hilbert transform of a
constant is always zero and, therefore the constant term is not affected by the
quadrature filter. As a result, up to a constant and a scaling term, the quadrature
periodic covariance function is asymptotically related to the following harmonic
covariance function:
Akh(τ) = A cos(ω0τ) = exp
(
iω0τ
)
. (8.34)
This covariance function can be constructed from the outer product of a single basis
function: Φ(t) = exp(iω0t). In fact,
Akh(τ) = Φ(t1) ¯Φ(t2) ,
where τ = t2 − t1. Consequently, performing a GP regression using this covariance
function is equivalent to a linear fit of a single complex sinusoid [167].
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The behavior of quasi-quadrature covariance functions can be more easily understood
by considering the special case of the harmonic covariance function, as given in
Eq. 8.34, with squared exponential envelope:
f(τ) = exp
(− τ22µ2 ), (8.35)
where µ is its characteristic time scale. This case is particularly simple since the
spectrum of the harmonic covariance function is
k(ξ) = δ(ξ + ω0) + δ(ξ − ω0) .
From Eq. 8.27, the eigenvalues of the cross-spectral density are:
λf
(1)(ξ) = µ
∫ +∞
−∞
exp
(− µ2(ξ − υ)/2)δ(υ + ω0)dυ = µ exp (− µ2(ξ − ω0)/2)
and
λf
(2)(ξ) = µ
∫ +∞
−∞
exp
(− µ2(ξ − υ)/2)δ(υ − ω0)dυ = µ exp (− µ2(ξ + ω0)/2),
since the Fourier transform of the squared exponential envelope is µ exp (−µ2ξ2).
Plugging this expression in Eq. 8.35, we obtain a very simple formula for the
coherency:
γ(ξ) = −iexp
(− µ2(ξ − ω0)/2)− exp (− µ2(ξ + ω0)/2)
exp
(− µ2(ξ − ω0)/2)+ exp (− µ2(ξ + ω0)/2) = −i tanh (2µ2ω0 ξ).
(8.36)
This formula is strikingly similar to the formula for the coherency of quadrature
covariance functions in Eq. 8.20. In fact, the formula can be obtained from Eq. 8.20
by replacing the discontinuous sign function by the smooth hyperbolic tangent.
8.5.5 Connections between quasi-quadrature CGPR and
Morlet wavelet complex-valued signal
We will now show that the complex-valued signal obtained by convolving the data
with a Morlet wavelet is a special case of quasi-quadrature CGPR complex-signal.
The formula for the discretized convolution with a complex-valued wavelet is
sw = Ws , (8.37)
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where each row of the matrix W is a translated version of the original wavelet. In
particular, the elements of W are given by
Wjk = exp
(− (tk − tj)22µ2 ) exp (iω0(tk − tj)) . (8.38)
This matrix is identical to the covariance matrix obtained from the harmonic quasi-
quadrature covariance function with a squared exponential envelope (see Eq. 8.34
and Eq. 8.35). Using Eq. 8.14 and assuming a white noise observation model
(Q = lI), we obtain that the complex-valued signal obtained using the associated
CGPR is given by the following formula:
mζ|s = W (RW + lI)−1s . (8.39)
The connection between quasi-quadrature CGPR and Morlet wavelet complex-valued
signal is now apparent. In the limit l→∞, we obtain the following (element-wise)
asymptotic relation:
W (RW + lI)−1s ∼ l−1Ws ∝ sw . (8.40)
Therefore, the Morlet wavelet complex-valued signal differs from the high noise limit
of a quasi-quadrature CGPR signal only by a scale factor, which does not contribute
to the instantaneous phase. Hence:
arg[sw] = lim
l→∞
arg[mζ|s] . (8.41)
8.6 Experiments
In this section, we compare the performance of CGPR, analytic representation
and Morlet wavelet analysis in estimating instantaneous amplitude and phase of
stochastic oscillations.
8.6.1 Analysis of noise-free stochastic oscillatory processes
We now compare the methods with respect to their ability to reconstruct amplitude
and frequency of a stochastic oscillatory signal. We generate oscillations by multiply-
ing a cosine wave (with either linear, quadratic or exponential frequency increase)
with an amplitude envelope:
s(t) = h(t)tk exp
(− t
b
)
cos (Φ(t) + φ0) , (8.42)
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where k is an integer from 1 to 3, b is a parameters that regulates the width of
the envelope and h(t) is the Heaviside step function. The instantaneous phase Φ(t)
is given by (ω0 + at)t (linear frequency growth), (ω0 + at2)t (quadratic frequency
growth) or (ω0 + a exp (t/2))t (exponential frequency growth) plus a random initial
phase. In total, we have nine possible combinations of envelope and phase functions,
each having the width b, the initial frequency ω0 and the frequency factor a as
parameters. We run a simulation study by randomly selecting combinations with
the parameters sampled from the uniform distributions φ0 ∈ [0, 2pi], b ∈ [0.2, 0.25],
2piω0 ∈ [0.5, 1], k ∈ {1, 2, 3} and 2pia ∈ [0.5, 1.]. The resulting time functions were
evaluated on a grid of 100 equally spaced time points with spacing equal to 0.02. The
instantaneous frequency of the stochastic oscillation was defined as the first temporal
derivative of the instantaneous phase. The derivative was estimated numerically
using the first order difference.
We analyzed these synthetic signals using the analytic representation, Morlet wavelet
complex-valued signal and CGPR with periodic quasi-quadrature covariance function
and Gaussian envelope function. We used these methods for constructing a complex-
valued signal and we extracted instantaneous amplitude and phase as respectively the
magnitude and argument of this signal. The instantaneous frequency was obtained
using the first order difference of the instantaneous phase. We also included a
comparison with the amplitude ridge method based on wavelet analysis, as described
in [127]. The amplitude ridge method performs a discrete Morlet wavelet transform
on the signal and, for each time point, identifies the amplitude ridge as the frequency
value that maximized the amplitude of the wavelet coefficient. The location of the
amplitude ridge can be used as an estimator of the instantaneous frequency of the
signal. The instantaneous amplitude is then obtained as the amplitude of the wavelet
coefficient on the ridge.
We start by studying the robustness of the methods with respect to the choice of
the parameters. CGPR and Morlet wavelet complex-valued signal are parametrized
by an envelope length scale µ and a center angular frequency ω0. Conversely,
the amplitude ridge method is solely parametrized by the width µ of the mother
wavelet. We considered a logarithmically spaced range of values ranging from 0.01
to 2 and from 0.01/(2pi) to 3/(2pi) respectively for length scale and frequency. We
used 15 values for the length scale and 25 values for the frequency. In the case
of the GP analysis, the additional ρ parameter was set to 0.05. Finally, the noise
parameter l of the GP-analysis was set to 10−4 since the signals were noise-free
(setting the noise equal to zero usually leads to numerical instabilities). The error
was quantified as the median absolute deviation (MAD) between the output signal
and the ground truth with the median taken over the time index. For each possible
combination of µ and ω0, we estimated the error (MAD) between the ground-truth
instantaneous frequency and the estimates obtained using complex Morlet Wavelet
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analysis (Wavelet C), amplitude ridge (Wavelet R) and CGPR. The MAD was averaged
over 20 randomly sampled oscillations. Fig. 8.1 shows the error of all methods as
function of the length scale parameter (Panel A) and of the frequency parameter
(Panel B). In each of these graphs, the other parameter was set to the value that
minimizes the MAD.
We used the optimal values of the parameters obtained in this way for a direct
comparison between the methods. We generated a new batch comprised of 500
randomly generated oscillatory signals. The distributions of the parameters of these
signals were the same used in the previous analysis. We tested the differences
between the MAD using a Wilcoxon signed-rank test. Fig. 8.1 shows the error of
each method with respect to instantaneous amplitude (Panel C) and instantaneous
frequency (Panel D). the CGPR has a remarkably higher performances than all the
alternative methods with respect to both metrics. All the differences were statistically
significant (p − value ≤ 0.01). An example of the instantaneous amplitude and
frequency estimates can be seen in Fig. 8.2.
8.6.2 Analysis of noise-corrupted stochastic oscillatory
processes
We now validate the robustness of our CGPR method on noise-corrupted data. The
only difference between this noise-corrupted analysis and the analysis described in
the previous subsection is that the generated signals were corrupted by Gaussian
white noise with standard deviation equal to 0.1. In this case, we do not include
a comparison with the analytic representation because the quadrature filter is
easily destabilized by broad-band noise. The reason for this drawback is that the
quadrature filter does not suppress the amplitude of the noise. Consequently, the
resulting instantaneous phase is itself corrupted by broadband noise and the effect
of this noise is greatly enhanced by the time derivative required to estimate the
instantaneous frequency. The robustness of CGPR depends on the noise parameter
l. In this analysis, we set l to be equal to 1. As in the previous subsection, the
parameters µ and ω0 were optimized on a logarithmically spaced range. Fig. 8.3
(Panel A and B) shows the error of Morlet wavelet complex-valued signal (Wavelet
C), amplitude ridge (Wavelet R) and CGPR as function of the parameter values.
Fig. 8.3 (Panel A and B) shows the errors of the resulting optimized methods. CGPR
significantly outperforms the alternative methods in terms of both instantaneous
amplitude and frequency (Wilcoxon signed-rank test: p− value ≤ 0.01).
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Fig. 8.1.: Comparative analysis of stochastic oscillations. Comparison between CGPR,
analytic representation, Morlet wavelet complex-valued signal (Wavelet C) and
Molret wavelet amplitude ridge (Wavelet R). A,B) Median absolute deviation
between frequency estimates and ground truth as function of µ (Panel A) and
2piω0 (Panel B). C,D) Median absolute deviation between frequency estimates and
ground truth (Panel C) and amplitude estimates and ground truth (Panel D) of all
optimized methods.
8.6.3 Experimental results on brain data
In this subsection we apply the CGPR to real MEG data and use it to study the
non-stationary dynamics of brain waves. We focus on alpha oscillations (8-13 Hz).
In this analysis we use the harmonic quasi-quadrature covariance function (Eq. 8.34)
since it is not destabilized by the non-harmonic waveform of alpha oscillations.
We collected resting state brain activity from an experimental participant who was
instructed to fixate a cross at the center of a black screen. The study was conducted
in accordance with the Declaration of Helsinki and approved by the local ethics
committee (CMO Regio Arnhem-Nijmegen). Informed written consent was obtained
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Fig. 8.2.: Analysis of an example stochastic oscillation. A) Ground truth amplitude and
amplitude estimates. B) Ground truth frequency and frequency estimates.
from all participants. Brain activity was recorded using a 275 axial gradiometer
MEG setup (VSM/CTF Systems, Port Coquitlam, British Columbia, Canada). The
acquisition sampling rate was 1200 Hz. Preprocessing was performed using the open
source Matlab toolbox FieldTrip [145]. The continuous data was cut in segments
of two seconds. Trial segments containing movement, muscle, and SQUID artifacts
were discarded following a semi-automatic artifact detection routine. A fourth-
order Butterworth band-stop filter (49-51 Hz) was used to remove 50 Hz line
noise. Finally, residual eye blinks, heartbeat, line noise and muscular artifacts were
isolated by independent component analysis [36] on the concatenated segments and
subsequently removed from the data.
We restricted our attention to the analysis of the MEG sensor with the highest alpha
power, which was located in the occipital part of the helmet. We used the CGPR for
constructing the real and the imaginary part of the oscillation and computing the
instantaneous amplitude and frequency. We modeled the measurement noise as a
superposition of Ornstein–Uhlenbeck and white noise:
Qj,k = ν2 exp
(− b|tk − tj |)+ σ2δj,k (8.43)
where δj,k is the Kronecker delta function. We used this covariance matrix in
Eq. 8.14. The parameter σ(= 0.5) is the standard deviation of the white noise
while ν(= 1) and b(= 1) are standard deviation, respectively, relaxation parameter
(inverse of time constant) of the Ornstein–Uhlenbeck noise, here modeled using an
exponential covariance function. This noise model was shown to be a good fit for the
autocorrelation structure of the broadband MEG signal [7]. The parameters of the
noise and the oscillation were chosen in a way to fall within the range of real human
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Fig. 8.3.: Comparative analysis of noise-corrupted stochastic oscillations. Comparison
between CGPR, Morlet wavelet complex-valued signal (Wavelet C) and Morlet
amplitude ridge (Wavelet R). A,B) Median absolute deviation between frequency
estimates and ground truth as function of µ (Panel A) and 2piω0 (Panel B). C,D)
Median absolute deviation between frequency estimates and ground truth (Panel
C) and amplitude estimates and ground truth (Panel D) of all optimized methods.
MEG signals [7]. Fig. 8.4A shows an example MEG signal. The alpha oscillation is
clearly visible in the initial and the final segment of the trial, although its amplitude
visibly decreases in the middle. These fluctuations in the alpha amplitude are well
known in the neuroscience community [119]. Fig. 8.4B shows the real and the
imaginary part of the CGPR complex signal obtained from this signal, together with
its instantaneous amplitude. We see that the combination of harmonic quadrature
covariance function and noise model given by Eq. 8.43 allows to effectively filter out
the white and low frequency broadband noise and to obtain a smooth estimate of
the amplitude envelope. Fig. 8.4D shows the resulting instantaneous frequency.
We also investigated the relation between instantaneous amplitude and frequency.
This analysis could potentially constrain the possible network mechanisms that could
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generate the alpha oscillation. Fig 8.4D shows the density plot of instantaneous
amplitude and frequency across all trials and time points. The mean frequency does
not seem to systematically change as a function of the amplitude, except for a small
downward trend for very low and very high amplitudes. Conversely, the variance of
the frequency clearly decreases when the instantaneous amplitude increases. The
latter effect is most likely due to the relation between instantaneous amplitude and
signal-to-noise ratio (SNR).
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Fig. 8.4.: GP analysis of MEG data. A) Raw MEG signal of an example trial. B) Real and
imaginary part of the CGPR complex signal obtained from the MEG signal. C)
Instantaneous frequency estimated using the CGPR. D) Density plot of instanta-
neous amplitude and frequency across all trials and time points. The red line
shows the center frequency ω0 of the covariance function.
8.6.4 Conclusion
In this paper, we have described a new method for estimating instantaneous am-
plitude, phase and frequency of narrow-band real-valued signals using a complex-
valued version of GP regression. We showed that CGPR with quasi-quadrature
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covariance functions provides a better estimate of the instantaneous amplitude and
frequency than the quadrature filter and Morlet wavelet complex-valued signal.
CGPR is a versatile tool because it allows to incorporate prior information about the
structure in signal and noise and thereby to tailor the analysis to the features of the
signal.
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Part III
Beyond Gaussianity: Automatic Variational
Inference

9Introduction
„When I was in high school, my physics teacher
called me down one day after physics class and
said, "You look bored; I want to tell you
something interesting." Then he told me
something which I found absolutely fascinating,
and have, since then, always found fascinating....
the principle of least action.
— Richard Feynman
1964
Most of the methods discussed in the first two parts of this thesis are conjugate
Bayesian models with a closed-form solution. In this final part of the thesis I will
introduce two new methods for performing approximate Bayesian inference with
non-conjugate models. These techniques are forms of variational inference and
are designed to work with large families of Bayesian inference problems without
requiring any model specific derivation. In the rest of this introductory chapter I will
consider a meteorological example. Let z be the state of the earth’s atmosphere and
x be a set of images of our planet taken from a satellite. The model in a Bayesian
inference problem is given by a factorized joint distribution of the variables:
p(x, z) = p(x|z)p(z) . (9.1)
The most interesting feature of this expression is that it can be interpreted causally.
The prior p(z) reflects our knowledge of the dynamics of the atmosphere, as encoded
by known fluidodynamic equations. Note that these equations are nonlinear. Con-
sequently, the resulting functional prior is not a Gaussian process. The likelihood
function p(x|z) reflects our knowledge about the causal relationship between the
atmospheric state and the generation of the images. This source of knowledge can
for example be encoded in a 3D simulator that generates CG images. Bayes rule is a
formula for combining data x with our knowledge of the process in order to infer
the state of the latent variable z:
p(z|x) = p(x|z)p(z)
p(x) . (9.2)
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Unfortunately the term p(x) is a high dimensional integral that we are usually not
able to solve:
p(x) =
∫
p(x|z)p(z)dz . (9.3)
9.1 Stochastic variational inference
Variational inference is a theoretical framework for turning Bayesian inference
problems into stochastic optimization problems. An approximate Bayesian posterior
distribution is obtained by minimizing a statistical divergence between the intractable
posterior p(z|x) and a parameterized variational approximation qw(z|x):
D(p(z|x), qw(z|x)) , (9.4)
where w is a set of parameters. A statistical divergence measures the dissimilarity
between probability distributions. The most commonly used variational loss is the
reverse KL divergence:
DKL(qw(z|x), p(z|x)) = Ez∼qw(z|x)[log qw(z|x)− log p(z|x)] (9.5)
= Ez∼qw(z)[log qw(z|x)− log p(z, x)] + p(x) .
Since the model evidence p(x) does not depend on w, the minimization of the KL
divergence is equivalent to the minimization of the following loss:
LV I [w] = Ez∼qw(z)[log qw(z|x)− log p(z, x)] . (9.6)
However, optimizing this loss is often computationally inefficient as we would need
to re-optimize a variational posterior for each new satellite image, corresponding
to a new time point with a different atmospheric state. A more efficient approach
is to parameterize the whole variational conditional distribution using a regression
model which outputs the parameters of the posterior distribution given the image.
A common choice is to use a deep network given their ability to model complex
functional dependencies. Using a deep network gw(x) (as parameterized by the
weights w), we can write the variational posterior as follows:
qw(z|x) = q(z|gw(x)) , (9.7)
where q(z|gw(x)) is a distribution over z and parameterized by gw(x). For example,
q could be a multivariate Gaussian parameterized by a mean vector and a diagonal
covariance matrix whose entries are given by the output of the network. Therefore,
the deep network gw(x) maps each image x to the variational posterior qw(z|x). In
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order to train gw(x) we can use an amortized variational loss obtained by averaging
our original variational loss over the images in the training set:
LAV I [w] = Ex∼k(x)
[
Ez∼qw(z)[log qw(z, x)− log p(z|x)]
]
. (9.8)
9.2 Joint-contrastive variational inference
I will refer to the form of variational inference outlined in the previous section
as posterior-contrastive since the divergence to minimize measures the difference
between the true posterior p(z|x) and its variational approximation q(x). Conversely,
the loss of joint-contrastive variational inference is a divergence between the model
joint distribution and a joint variational distribution:
D(p(z, x), q(z, x)) . (9.9)
Without further constraints the minimization of this loss function is not particularly
useful as the model joint p(z, x) is usually tractable and therefore does not need to
be approximated. The key idea for approximating the intractable posterior p(z|x) by
minimizing this loss function is to factorize the variational joint as the product of a
variational posterior qw(z|x) and the sampling distribution of the data:
q(x, z) = qw(z|x)k(x) . (9.10)
Given this factorization, the minimization of the joint-contrastive loss approximates
the model posterior with q(z|x). There are two main reasons for using a joint-
contrastive variational loss instead of a more conventional posterior-contrastive loss.
First, posterior-contrastive losses require taking a divergence with respect to the
intractable true posterior distribution. In the case of the reverse KL divergence this
is not a problem as the intractable normalization constant p(x) does not affect the
gradient. Unfortunately this simplification is not possible with almost any other
divergence. A common example is the forward KL divergence:
DKL(p(z|x), qw(z|x)) = Ez∼p(z|x)[log p(z|x)− log qw(z|x)] . (9.11)
In this expression we would need to sample the latent variable from p(z|x). Needless
to say, if we could sample from the posterior we would not need variational inference
in the first place. This is unfortunate since the forward KL divergence has some very
nice properties. The second reason for favoring a joint-contrastive variational loss
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is that it naturally leads to inference amortization. This can be seen by using the
reverse KL divergence:
DKL(qw(z|x), p(z|x)) = Ez,x∼q(z|x)k(x)[log p(z, x)− log qw(z|x)k(x)] (9.12)
= Ex∼k(x)
[
Ez∼q(z|x)[log p(z, x)− log qw(z|x)]
]
+Hx ,
where Hx is the entropy of the sampling distribution k(x). Note that the gradient
of this expression is equal to the gradient of the amortized loss in Eq. 9.8 since Hx
does not depend on w.
9.3 Outline of part III
This third part of the thesis is comprised of two chapters. In chapter 10 I use the
joint-contrastive variational framework together with the forward KL divergence.
This results in a tractable variational loss that solely requires the ability to sample
from the generative model p(x, z). Finally, in chapter 11 I introduce a new family
of variational inference methods based on optimal transport. Optimal transport
divergences have the advantage of being well-defined for a very large class of
probability distributions.
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10Forward Amortized Variational
Inference
10.1 Abstract
In this paper, we introduce a new form of amortized variational inference by using
the forward KL divergence in a joint-contrastive variational loss. The resulting
forward amortized variational inference is a likelihood-free method as its gradient
can be sampled without bias and without requiring any evaluation of either the
model joint distribution or its derivatives. We prove that our new variational loss
is optimized by the exact posterior marginals in the fully factorized mean-field
approximation, a property that is not shared with the more conventional reverse KL
inference. Furthermore, we show that forward amortized inference can be easily
marginalized over large families of latent variables in order to obtain a marginalized
variational posterior. We consider two examples of variational marginalization. In
our first example we train a Bayesian forecaster for predicting a simplified chaotic
model of atmospheric convection. In the second example we train an amortized
variational approximation of a Bayesian optimal classifier by marginalizing over the
model space. The result is a powerful meta-classification network that can solve
arbitrary classification problems without further training.
10.2 Introduction
Bayesian inference is a principled statistical framework for estimating the probability
of latent factors given a set of observations. Unfortunately, most complex Bayesian
models are intractable since computing the posterior distribution involves the solu-
tion of integrals over high-dimensional spaces. Variational inference (VI) is a family
of approximation methods that reframes Bayesian inference as an optimization
problem that can be solved using stochastic optimization techniques [108]. Recent
developments in stochastic VI have scaled Bayesian inference to massive datasets
This chapter is based on an article published in the proceedings of the international conference
AISTATS 2019
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and paved the way for the integration of deep learning and Bayesian statistics [97,
165, 170, 122, 207]. In many applications, VI is made more efficient by optimizing
a whole family of variational distributions at once [115, 101, 173]. This approach
is usually referred to as amortized inference. Amortized inference can be seen as a
special case of the larger framework of joint-contrastive variational inference [101,
54].
In this paper we introduce forward amortized variational inference (FAVI) as a
flexible and tractable new form of likelihood-free VI. FAVI is obtained by using
the forward KL divergence on a joint-contrastive variational loss. One of the most
important features of FAVI is that it can be used for marginalizing over a large space
of nuisance variables without explicitly modeling their joint density. Marginalization
of nuisance variables is important in many real-world problems such as weather
forecasting [78]. FAVI is particularly suitable for model-based problems such as
weather forecasting because it is trained on samples from the generative model.
However, the applicability of FAVI goes far beyond model-based problems. As an
example of a model-free problem, we use FAVI to obtain a meta-classifier as a
variational approximation of the Bayes optimal classifier of an infinite ensemble
of classification models. The resulting variational meta-classifier is algorithmically
similar to the meta-learning methods introduced in [161] and recently expanded in
[180, 214].
10.3 Related work
In spite of its theoretical advantages, the intractability of the expectation in the
forward KL divergence DKL(p(z|x)‖q(z)) limits its applicability in the conventional
VI framework [17]. The forward KL is adopted by expectation propagation (EP)
methods [135, 12], but EP is not a form of VI since it does not minimize a global
divergence between the two distributions. Likelihood-free Bayesian inference is
often based on approximate Bayesian computation (ABC) [203, 160]. Recently
the ABC approach has been applied to both VI [209] and EP [12]. However,
despite its success in many applications, ABC has some important limitations. In
particular, the efficiency of rejection based ABC methods tends to sharply degrade
as the dimensionality grows and the use of low-dimensional summary statistics
can severely affect the performance. Similarly, methods based on some form of
density estimation such as [177] are strongly affected by the curse of dimensionality
since high-dimensional density estimation is notoriously challenging. An alternative
approach, which is algorithmically similar to our method, is to treat Bayesian
inference as a nonlinear regression problem. This approach was first introduced in
[19] and recently extended in [151]. In this latter work, a loss similar to our FAVI loss
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was iteratively optimized using an importance sampling scheme so that the simulator
(p(z, x) in our notation) gradually narrows down to the distribution of the observed
data. Note that this work does not draw any connection with VI and their importance
sampling scheme is explicitly designed to avoid inference amortization. In general,
the FAVI approach offers a theoretical foundation to several previous works based on
training deep networks on simulated data [125, 105, 104, 89, 195, 87, 4]. Most of
the recent literature about likelihood-free approximate Bayesian inference is based
on adversarial training. This line of research was initiated by adversarially learned
inference (ALI) which can be shown to minimize the Jensen-Shannon divergence
at the limit of an optimal discriminator [54]. Several other adversarial VI methods
have recently been introduced [134, 208, 101]. These variational methods share
some of the flexibility of FAVI, but they usually require the samples from p to be
differentiable. A drawback of adversarial methods is that the adversarial minimax
problem is equivalent to the minimization of a divergence only in the nonparametric
limit [81, 134]. From a practical perspective, variational methods tend to generate
very realistic samples, but often suffer from instability during training and mode
collapse [1, 10].
10.4 Background on joint-contrastive variational
inference
Joint-contrastive variational inference was first introduced in the context of ALI
[54] and more explicitly outlined in [101]. The loss functional of joint-contrastive
variational inference is a divergence between the model joint distribution and a joint
variational distribution:
Lj [p, q] = D(p(z, x)‖q(z, x)) . (10.1)
Without further constraints the minimization of this loss functional is not particularly
useful as the model joint p(z, x) is usually tractable and it does not need to be
approximated. The key idea for approximating the intractable posterior p(z|x) by
minimizing 10.1 is to factorize the variational joint as the product of a variational
posterior q(z|x) and the sampling distribution of the data:
q(x, z) = q(z|x)k(x) . (10.2)
Usually k(x) is a re-sampling distribution of a training set as in the case of variational
autoencoders [115]. Given this factorization, the minimization of 10.1 with respect
to both q and p simultaneously approximates the model posterior with q(z|x) and
the real-word distribution with p(x). Importantly, we can usually sample from both
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q(x, z) and p(z, x) and this implies that we can stochastically optimize 10.1 for a
large class of divergence measures.
10.4.1 Amortized inference
If we adopt the KL divergence in Eq. 10.2, the joint-contrastive variational inference
loss decomposes into an evidence loss and an amortized inference loss term:
DKL(q(x, z)‖p(x, z)) = DKL(k(x)‖p(x)) + Ek(x)[DKL(q(z|x)‖p(z|x))] . (10.3)
The result suggests that conventional amortized inference is a special case of joint-
contrastive variational inference. We can see this by studying the gradients of
Eq. 10.3. In the following, ∇q denotes the functional gradient with respect to the
density q. We use this functional notation in order to avoid referring to an explicit
parametrization. Since the term corresponding to the entropy of k(x) in Eq. 10.3
does not depend on q, this divergence has the same functional gradient as the
(negative) amortized ELBO:
∇qDKL(q‖p) = ∇qEq(x,z)
[
log q(z|x)
p(x, z)
]
+∇qEk(x)[log k(x)]
= −∇qEk(x)[ELBO(q, p)] . (10.4)
Therefore, amortized variational inference is a special case of joint-contrastive
variational inference.
10.5 Forward amortized variational inference
The reverse KL divergence has a central position in the classical (posterior-contrastive)
variational framework because it leads to a tractable variational lower bound. Con-
versely, the forward KL divergence is intractable in a posterior-contrastive sense as it
requires computation of an expectation with respect to the true posterior. We will
now show that the forward KL is tractable when used in a joint-contrastive loss. In
this case we obtain the following divergence:
DKL(p(x, z)‖q(x, z)) = Ep(x,z)
[
log p(x, z)
q(z|x)k(x)
]
= −Ep(x,z)[log q(z|x)] + Ep(x,z)
[
log p(x, z)
k(x)
]
. (10.5)
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Note that in this expression there is only one term that depends on q. Therefore, by
ignoring the constant terms, we can define the FAVI loss as follows:
LFA = −Ep(x,z)[log q(z|x)] . (10.6)
The resulting functional gradient is given by
∇qLFA = −Ep(x,z)[∇q log q(z|x)] . (10.7)
Note that the computation of this gradient requires neither reparametrization tricks
nor black-box methods, since the expectation is taken with respect to p while the
gradient is taken with respect to q.
The FAVI variational loss can also be derived as an amortized form of posterior-
contrastive variational inference. The forward KL posterior-contrastive variational
loss is given by:
DKL(p(z|x)‖q(z|x)) = Ep(z|x)
[
log p(z|x)
q(z|x)
]
. (10.8)
It is challenging to obtain unbiased samples from the gradient of this expression as
the expectation is taken with respect to the intractable p(z|x). We can recover the
FAVI loss (up to a term constant in q) if we amortize the problem with respect to the
model probability:
Ep(x)[DKL(p(z|x)‖q(z|x))] = −Ep(x,z)[log q(z|x)] + Ep(x,z)[log p(x, z)] . (10.9)
FAVI has several advantages over reverse amortized inference. First of all, it is
very simple to obtain Monte Carlo samples of the gradients of the stochastic loss
in Eq. 10.6, since the expectation is taken with respect to p. This avoids the use
of methods such as the reparametrization trick, which limits the family of possible
probability distributions and lengthens the computational graph since the loss needs
to be back-propagated through the samples [170]. Another important advantage
is that the model joint probability p(x, z) does not need to be evaluated explicitly.
This implies that FAVI can be used when the likelihood is intractable, in situations
where ABC methods are usually adopted [39, 19, 133, 209]. A downside of FAVI
is that Eq. 10.5 cannot be directly minimized with respect to p since k(x) cannot
be expressed in closed form. There are several possible ways for dealing with this
problem. In Appendix C.1 we outline an adversarial method that only requires the
differentiability of the samples from p. Note that the optimization of p is not strictly
speaking part of Bayesian inference. Therefore we will focus on the case where
the generative model p is known a priori in the rest of the paper. One of the most
interesting features of FAVI is that its loss is optimized by the exact marginals even
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when the variational approximation is fully factorized, as we shall demonstrate in
the next section.
10.5.1 Marginalization properties of FAVI
In the fully factorized mean field approximation the FAVI loss is minimized by the
exact marginals of the true posterior, as stated in the following theorem:
Theorem 6 (Exact marginals). Consider a joint distribution p(z, x) and a fully factor-
ized variational posterior q(z|x) = ∏k qk(zk|x). The functional LFA[p, q] is minimized
when q(z|x) = ∏k p(zk|x) for all x in the support of p(x). Furthermore, the minimizer
is unique when all values of x are in the support of p(x).
Proof. In the fully factorized case, the FAVI loss can be rewritten as follows:
LFA = −Ep(x,z)
[∑
k
log qk(zk|x)
]
= −
∑
k
Ep(zk|x)p(x)[log qk(zk|x)]
=
∑
k
Ep(x)[DKL(p(zk|x)‖qk(zk|x))]−
∑
k
Ep(zk|x)[log (p(zk|x))] . (10.10)
The conditional entropy term on the right side of the final expression does not
depend on q and can therefore be ignored. Since the KL divergence is always non-
negative and vanishes only when the two distributions are identically equal, the
expectations in the remaining term are equal to zero if and only if qk(zk|x) = p(zk|x)
for all k and for all x in the support of p(x).
The situation is radically different in reverse KL VI where the factorized approxima-
tion can lead to a severe underestimation of the uncertainty of the marginals [142,
17].
Theorem 6 straightforwardly generalizes to variational models that are factorized
into two blocks. From this, an important result follows:
Theorem 7 (Consistent marginalization). Consider a joint distribution p(z, ξ, x)
and the (nonparametric) conditionally independent variational model q(z, ξ|x) =
qz(z|x)qξ(ξ|x). The following equality holds:∫
arginf
q
LFA[p(z, ξ, x), q(z, ξ|x)]dξ = arginf
qz
LFA[p(z, x), qz(z|x)] . (10.11)
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Proof.∫
arginf
q
LFA[p(z, ξ, x), q(z, ξ|x)]dξ =
∫
p(z|x)p(ξ|x)dξ (10.12)
= p(z|x)
= arginf
qz
LFA[p(z, x), qz(z|x)] ,
(10.13)
where the first equality is a direct consequence of Theorem 6.
Therefore, there is no need to explicitly model the conditional dependencies between
z and ξ when the aim is to estimate qz(z|x). In practice, it is straightforward to obtain
Monte Carlo estimates of the marginalized variational loss LFA[p(z, x), qz(z|x)], since
a sample from p(z, x) is obtained by ‘ignoring’ ξ from a sample from the full joint
distribution. Conversely, marginalization in the reverse KL approach requires to
either perform the challenging integration p(z, x) =
∫
p(z, ξ, x)dξ or to explicitly
model the conditional dependencies between z and ξ and marginalize out ξ from
the resulting variational distribution. Note that Theorem 7 does not hold in the case
of reverse KL inference and, consequently, assuming conditional independence could
severely bias the resulting marginalized posterior.
10.6 Applications
We begin this section with a direct comparison between amortized reverse VI and
FAVI. In this comparison we approximate the variational posterior of a variational
autoencoder and we compare the accuracy of the two variational posteriors. Sub-
sequently, we discuss two applications where the reverse KL approach is not easily
applicable. These applications involve large-scale likelihood-free marginalization
of latent variables. In the first application we use FAVI to obtain a variational fore-
caster of chaotic time series. This is an example of a model-based problem since
the dynamic equations are assumed to reliably describe the dynamics of real-world
systems such as the earth’s atmosphere. In the second application we apply FAVI to
the model-free problem of meta-classification. In this case, predictive performance
is obtained by marginalizing over the posterior distribution of a weakly structured
ensemble of random classification models that span a very large space of possible
classification problems.
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Fig. 10.1.: Comparison of the performance of the variational inference methods on the
MNIST dataset. A. Reconstruction error of the latent variables. B. Reconstruction
error of the images. C. Example of variational distributions given the (synthetic)
image shown in the upper right corner. The black line denotes the real value of
the latent variable.
10.6.1 Comparison between amortized inference methods
In order to compare FAVI with other amortized inference approaches, we approxi-
mated the posterior distribution p(z|x) of the generative model
p(x, z) = N(x|fµ(z),diag(fσ(z)))N(z|0, I) ,
where x is a vector containing the intensity of the pixels of a black-and-white image
and z is a vector of latent variables. The functions fµ(z) and fσ(z) are the two
outputs of a pre-trained deep neural network. The network has a three-layered
fully connected architecture with ReLu nonlinearities in the hidden layers and was
trained on the MNIST dataset using a variational autoencoder [115]. We decided to
use a common pre-trained generator in order to have a clean comparison between
the performances of the approximate Bayesian inference methods. The variational
posterior q(z|x) was parametrized by a three-layered fully connected architecture
with ReLu nonlinearities. Both models trained with Adam [114] for 100 epochs
with batch size 200. The reverse KL inference network was trained by re-sampling
MNIST images while FAVI was trained on simulated samples. This difference follows
from the fact that the former is amortized with respect to k(x) while the latter is
amortized with respect to p(x). We also included ALI [54] in this comparison as an
example of an adversarial likelihood-free method.
Results
The latent reconstruction error was quantified as respectively
Eq(zˆ|x)p(x,z)
 1
N
N∑
j=1
(zj − zˆj)2
 and Ep(xˆ|zˆ)q(zˆ|x)k(x)
 1
M
M∑
j=1
(xj − xˆj)2
 , (10.14)
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where N is the dimension of the latent space and M is the number of pixels.
We tested the statistical difference between the errors using two-sample t-tests.
Figure 10.1A shows the reconstruction error of the latent variable given a generated
image. As we can see, FAVI has a remarkably lower latent reconstruction error when
compared with reverse KL VI (p < 0.001). The latent error of ALI is slightly smaller
than the error of reverse KL VI (p < 0.001). The superior performance of FAVI could
have been expected since FAVI is trained on generated images while the reverse
KL method is trained directly on real data. However, FAVI also has a slightly lower
and less variable observable reconstruction error (p < 0.05). This can be seen in
Fig. 10.1B. Conversely, ALI has a very high reconstruction error. Figure 10.1B shows
the two variational distributions of the first component of the latent vector for an
example image.
10.6.2 Bayesian variational forecaster
Forecasting the future of a dynamical system based on past noisy measurements and
a system of dynamic equations is crucial for many scientific applications [219]. The
most well-known of these applications is arguably weather forecasting [78]. FAVI is
particularly appropriate for dynamic forecasting problems for three main reasons.
First, in these problems the generator is known with good accuracy and this benefits
approaches like FAVI where the training samples are sampled from the generator.
Second, it is often difficult to obtain analytic expressions for the probability densities
of the dynamic and the noise models. Third, forecasting highly benefits from the
marginalization of nuisance variables and unknown parameters [78]. We validated
our FAVI forecaster on a simulated dataset. We generated chaotic time series using
a very simplified model of atmospheric convection: the Lorentz dynamical system
[130]. The system is given by the following differential equations:
x˙1(t) = 10
(
x2(t)− x1(t)
)
x˙2(t) = x1(t)
(
28− x3(t)
)− x2(t)
x˙3(t) = x1(t)x2(t)− 8/3x3(t) ,
where the dot denotes a derivative with respect to time. In our case, the task is to
estimate the probability of the value of x1 at the future time point t∗ given a set of
M noise-corrupted observations Y = {y(t0), ..., y(tM )} where
y(t) ∼ N(x1(t), 102) . (10.15)
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Note that the variables x2 and x3 are not observed and need to be marginalized out.
The graphical model of the complete and marginalized joint is given in Fig. 10.2A.
The FAVI loss is given by:
LFA = −Ep(x(t∗),Y )[log q (x(t∗)|Y )] . (10.16)
We parametrized q (x(t∗)|Y ) using a dilated convolutional neural network [223]
with a kernel mixture network output [3], the details of the architecture are given in
Appendix C.2.
Results
We compared the performance of our variational Bayesian forecaster against the
extended Kalman filter (EKF), one of the most popular off-the-shelf dynamic fore-
casting methods [60]. Specifically, we used the EKF for obtaining the joint posterior
probability density of each variable at the last time point tM given the observations.
By construction of the EKF approximation, this probability is a multivariate normal
distribution. We made a forecast by numerically integrating 500 time series from tM
to t∗, where the initial conditions were sampled from the EKF posterior density at tM .
Figure 10.2B shows the forecast of a randomly sampled example trial together with
the ground truth. The predictive distribution of the Bayesian variational forecaster
is tightly tracking the ground truth. Interestingly, the variational posterior bifurcates
into the two possible ‘wings’ of the Lorentz attractor. For each validation trial the
performances of the EKF and the variational Bayesian forecaster were quantified
as the probability of x1(t∗) being inside a symmetric interval centered around the
ground truth with radius 3. In the EKF case this probability was obtained by count-
ing the number of samples inside the interval and dividing by the total number
of samples, while in the case of the Bayesian variational forecaster the probability
was obtained by integrating the variational posterior probability density inside the
interval. Figure 10.2C shows the scatter plot of these probabilities for 500 validation
trials. On average the performance of the variational Bayesian forecaster is 1.94
times higher than the performance of the EKF.
10.6.3 Bayesian variational meta-classifier
We now introduce a real-wold application that showcases the flexibility and scala-
bility of FAVI when the real generative model is unknown. Our aim is to construct
a Bayesian meta-classifier as an amortized variational approximation of the Bayes
optimal classifier of an ensemble. Conventional variational methods are not suited
for this task as they would need to introduce a variational distribution over the
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potentially infinite and unstructured model space and explicitly marginalize over
the resulting posterior. Furthermore, the model likelihood p(D|Mk) is very often
non-differentiable and even impossible to evaluate in closed form. The lack of
differentiability would rule out adversarial variational methods. We begin by giving
a brief introduction to ensemble methods and Bayes optimal classifiers.
Bayesian ensembles
In a classification task the aim is to estimate the probability of the target class
assignments y given a set of predictors x. In an ensemble learning setting we assume
that the classification task is sampled from a predefined family of classification
models M1,M2, ...,MK . In our notation we consider two models with the same
parametric form, but different parameter values as different models. An ensemble
classifier has the following form:
p(y∗|x∗, D) =
K∑
k=1
wk(D)p(y∗|x∗,Mk) , (10.17)
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where x∗ denotes a new vector of predictors, y∗ denotes the corresponding label and
D denotes the training data. Different ensemble models use different techniques
for setting the weights wk(D). The optimal way of setting the weights wk(D) can
be obtained formally using Bayes’ rule. The posterior probability of each model Mk
given the training data is given by:
p(Mk|D) = p(D|Mk)p(Mk)
p(D) , (10.18)
where D is a training set of predictors x and target class assignments y. Assuming
that we know the prior over the family of classification models, the optimal solution
to the classification problem is given by marginalizing the posterior distribution
p(y|x) over all models M1,M2, ...,MK [137]. This is known as the Bayesian optimal
classifier:
p(y∗|x∗, D) =
K∑
k=1
p(y∗|x∗,Mk)p(Mk|D) . (10.19)
In practice, computing the Bayesian optimal classifier is intractable as it involves a
sum (or an integral) over the whole (usually infinite) ensemble of models.
Variational meta-classifier
A Bayesian variational meta-classifier can be obtained by approximating the Bayesian
optimal classifier using FAVI. The model is amortized with respect to whole training
sets consisting of feature/label pairs, which are assumed to be generated by one (and
only one) of the models in the ensemble. The resulting amortized posterior model
is a meta-classifier, as it takes as input a training set and it outputs the predictive
distribution over the label of an arbitrary new data-point. The forward amortized
loss is given by:
LFA[q] = −Ep(y∗,x∗,D)[q(y∗|x∗, D)] ,
where
p(y∗, x∗, D) =
∑
k
p(y∗, x∗, D|Mk)p(Mk) .
The graphical models of both the total and the marginalized joint are shown in
Fig. 10.3A. We trained a RNN using the FAVI loss in order to approximate the
predictive distribution p(x|y). Our variational posterior is given by:
q(y∗ = 1|x∗) = RNN(x∗;D) , (10.20)
where RNN(x∗;D) is a recurrent architecture that has received as input a training
set D of training pairs (x, y). The details of our RNN architecture are given in
Appendix C.2.
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Results
We trained a Bayes variational meta-classifier model on the ensemble of generative
models described in Appendix C.3. The network was trained on binary classification
with 10 predictors. The Chainer deep learning framework [205] was used for model
training. After training the model was tested separately on three public real-world
datasets: the Boston house-prices dataset, the diabetes dataset and the breast cancer
Wisconsin dataset [91, 57, 198]. In all datasets only the first 10 predictors were used.
The Boston dataset is a regression problem but we converted it into a classification
problem by replacing the value of the output variable with label 0 if it was less
than the total median or with label 1 otherwise. The datasets contained 506, 442
and 569 data points, respectively. However, in order to reliably evaluate the model
performance on small data, in each dataset we sampled data subsets of length N
(from N = 12 to N = 42) at random. The model was tested by making a prediction
for the (N + 1)-th sample. The sampling and testing was repeated 500 times for
different re-samplings of the full dataset and the model performance scores were
averaged. The model performance was compared to three other models: random
forest, AdaBoost and decision trees [65, 25, 163, 52]. Our experiments show that the
Bayesian variational meta-classifier is competitive when compared to other ensemble
approaches, achieving the best performances in diabetes and breast cancer datasets
(Fig. 10.3B). In the house pricing dataset the Bayesian variational meta-classifier has
competitive performance when the training set is smaller than 20 data-points, but
the performance degrades for higher number of training samples. This decline in
performance is likely to be caused by the limitations of our recurrent architecture.
Note that the variational meta-classifier is applied to each dataset without any further
training, while the other methods are trained separately on each dataset.
10.7 Conclusions
In this paper we introduced a likelihood-free variational method based on the
minimization of the forward KL divergence between the model joint distribution and
a factorized variational joint distribution. We focused our exposition on variational
marginalization problems where a Bayesian predictive distribution is obtained by
marginalizing over a large space of latent variables.
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11Wasserstein Variational Inference
11.1 Abstract
This paper introduces Wasserstein variational inference, a new form of approximate
Bayesian inference based on optimal transport theory. Wasserstein variational
inference uses a new family of divergences that includes both f-divergences and the
Wasserstein distance as special cases. The gradients of the Wasserstein variational
loss are obtained by backpropagating through the Sinkhorn iterations. This technique
results in a very stable likelihood-free training method that can be used with implicit
distributions and probabilistic programs. Using the Wasserstein variational inference
framework, we introduce several new forms of autoencoders and test their robustness
and performance against existing variational autoencoding techniques.
11.2 Introduction
Variational Bayesian inference is gaining a central role in machine learning. Modern
stochastic variational techniques can be easily implemented using differentiable
programming frameworks [97, 165, 170]. As a consequence, complex Bayesian
inference is becoming almost as user friendly as deep learning [122, 207]. This is
in sharp contrast with old-school variational methods that required model-specific
mathematical derivations and imposed strong constraints on the possible family of
models and variational distributions. Given the rapidness of this transition it is not
surprising that modern variational inference research is still influenced by some
legacy effects from the days when analytical tractability was the main concern. One
of the most salient examples of this is the central role of the (reverse) KL divergence
[18, 224]. While several other divergence measures have been suggested [126, 166,
51, 11], the reverse KL divergence still dominates both research and applications.
Recently, optimal transport divergences such as the Wasserstein distance [213, 156]
have gained substantial popularity in the generative modeling literature as they can
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be shown to be well-behaved in several situations where the KL divergence is either
infinite or undefined [9, 88, 75, 141]. For example, the distribution of natural images
is thought to span a sub-manifold of the original pixel space [9]. In these situations
Wasserstein distances are considered to be particularly appropriate because they
can be used for fitting degenerate distributions that cannot be expressed in terms of
densities [9].
In this paper we introduce the use of optimal transport methods in variational
Bayesian inference. To this end, we define the new c-Wasserstein family of diver-
gences, which includes both Wasserstein metrics and all f-divergences (which have
both forward and reverse KL) as special cases. Using this family of divergences we
introduce the new framework of Wasserstein variational inference, which exploits the
celebrated Sinkhorn iterations [188, 41] and automatic differentiation. Wasserstein
variational inference provides a stable gradient-based black-box method for solving
Bayesian inference problems even when the likelihood is intractable and the vari-
ational distribution is implicit [101, 208]. Importantly, as opposed to most other
implicit variational inference methods [101, 208, 54, 134], our approach does not
rely on potentially unstable adversarial training [8].
11.2.1 Background on joint-contrastive variational inference
We start by briefly reviewing the framework of joint-contrastive variational inference
[54, 101]. For notational convenience we will express distributions in terms of their
densities. Note however that those densities could be degenerate. For example,
the density of a discrete distribution can be expressed in terms of delta functions.
The posterior distribution of the latent variable z given the observed data x is
p(z|x) = p(z, x)/p(x). While the joint probability p(z, x) is usually tractable, the
evaluation of p(x) often involves an intractable integral or summation. The central
idea of variational Bayesian inference is to minimize a divergence functional between
the intractable posterior p(z|x) and a tractable parametrized family of variational
distributions. This form of variational inference is sometimes referred to as posterior-
contrastive. Conversely, in joint-contrastive inference the divergence to minimize is
defined between two structured joint distributions. For example, using the reverse
KL we have the following cost functional:
DKL(p(x, z)‖q(x, z)) = Eq(x,z)
[
log q(x, z)
p(x, z)
]
, (11.1)
where q(x, z) = q(z|x)k(x) is the product between the variational posterior and the
sampling distribution of the data. Usually k(x) is approximated as the re-sampling
distribution of a finite training set, as in the case of variational autoencoders (VAE)
[115]. The advantage of this joint-contrastive formulation is that it does not require
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the evaluation of the intractable distribution p(z|x). Joint-contrastive variational
inference can be seen as a generalization of amortized inference [101].
11.2.2 Background on optimal transport
Intuitively speaking, optimal transport divergences quantify the distance between
two probability distributions as the cost of transporting probability mass from one
to the other. Let Γ[p, q] be the set of all bivariate probability measures on the
product space X×X whose marginals are p and q respectively. An optimal transport
divergence is defined by the following optimization:
Wc(p, q) = inf
γ∈Γ[p,q]
∫
c(x1, x2)dγ(x1, x2) , (11.2)
where c(x1, x2) is the cost of transporting probability mass from x1 to x2. When the
cost is a metric function the resulting divergence is a proper distance and it is usually
referred to as the Wasserstein distance. We will denote the Wasserstein distance as
W (p, q).
The computation of the optimization problem in Eq. 11.2 suffers from a super-cubic
complexity. Recent work showed that this complexity can be greatly reduced by
adopting entropic regularization [41]. We begin by defining a new set of joint
distributions:
U[p, q] =
{
γ ∈ Γ[p, q]
∣∣∣DKL(γ(x, y)‖p(x)q(y)) ≤ −1} . (11.3)
These distributions are characterized by having the mutual information between
the two variables bounded by the regularization parameter −1. Using this family of
distributions we can define the entropy regularized optimal transport divergence:
Wc,(p, q) = inf
u∈U[p,q]
∫
c(x1, x2)du(x1, x2) . (11.4)
This regularization turns the optimal transport into a strictly convex problem. When
p and q are discrete distributions the regularized optimal transport cost can be
efficiently obtained using the Sinkhorn iterations [188, 41]. The -regularized
optimal transport divergence is then given by:
Wc,(p, q) = lim
t→∞S

t [p, q, c] ,
where the function St [p, q, c] gives the output of the t-th Sinkhorn iteration. The
pseudocode of the Sinkhorn iterations is given in Algorithm 1. Note that all the
operations in this algorithm are differentiable.
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Algorithm 1 Sinkhorn Iterations. C: Cost matrix, t: Number of iterations, :
Regularization strength
1: procedure SINKHORN(C, t, )
2: K = exp(−C/), n,m = shape(C)
3: r = ones(n, 1)/n, c = ones(m, 1)/m, u0 = r, τ = 0
4: while τ ≤ t do
5: a = KTuτ . Juxtaposition denotes matrix product
6: b = c/a . "/" denotes entrywise division
7: uτ+1 = m/(Kb), τ = τ + 1
v = c/(KTut), St = sum(u ∗ (K ∗ C)v) . "*" denotes entrywise product
8: return St
11.3 Wasserstein variational inference
We can now introduce the new framework of Wasserstein variational inference
for general-purpose approximate Bayesian inference. We begin by introducing a
new family of divergences that includes both optimal transport divergences and
f-divergences as special cases. Subsequently, we develop a black-box and likelihood-
free variational algorithm based on automatic differentiation through the Sinkhorn
iterations.
11.3.1 c-Wasserstein divergences
Traditional divergence measures such as the KL divergence depend explicitly on the
distributions p and q. Conversely, optimal transport divergences depend on p and
q only through the constraints of an optimization problem. We will now introduce
the family of c-Wasserstein divergences that generalize both forms of dependencies. A
c-Wasserstein divergence has the following form:
WC(p, q) = inf
γ∈Γ[p,q]
∫
Cp,q(x1, x2)dγ(x1, x2) , (11.5)
where the real-valued functional Cp,q(x1, x2) depends both on the two scalars x1 and
x2 and on the two distributions p and q. Note that we are writing this dependency
in terms of the densities only for notational convenience and that this dependency
should be interpreted in terms of distributions. The cost functional Cp,q(x1, x2) is
assumed to respect the following requirements:
1. Cp,p(x1, x2) ≥ 0, ∀x1, x2 ∈ supp (p)
2. Cp,p(x, x) = 0, ∀x ∈ supp (p)
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3. Eγ [Cp,q(x1, x2)] ≥ 0, ∀γ ∈ Γ[p, q] ,
where supp (p) denotes the support of the distribution p. From these requirements
we can derive the following theorem:
Theorem 8. The functionalWC(p, q) is a (pseudo-)divergence, meaning thatWC(p, q) ≥
0 for all p and q and WC(p, p) = 0 for all p.
Proof. From property 1 and property 2 it follows that, when p is equal to q, Cp,p(x1, x2)
is a non-negative function of x and y that vanishes when x = y. In this case,
the optimization in Eq. 11.5 is optimized by the diagonal transport γ(x1, x2) =
p(x1)δ(x1 − x2). In fact:
WC(p, p) =
∫
Cp,p(x1, x2)p(x1)δ(x1 − x2)dx1dx2
=
∫
Cp,p(x1, x1)p(x1)dx1 = 0 . (11.6)
This is a global minimum since property 3 implies that WC(p, q) is always non-
negative.
All optimal transport divergences are part of the c-Wasserstein family, whereCp,q(x, y)
reduces to a non-negative valued function c(x1, x2) independent from p and q.
Proving property 3 for an arbitrary cost functional can be a challenging task. The
following theorem provides a criterion that is often easier to verify:
Theorem 9. Let f : R → R be a convex function such that f(1) = 0. The cost
functional Cp,q(x, y) = f(g(x, y)) respects property 3 when Eγ [g(x, y)] = 1 for all
γ ∈ Γ[p, q].
Proof. The result follows directly from Jensen’s inequality.
11.3.2 Stochastic Wasserstein variational inference
We can now introduce the general framework of Wasserstein variational inference.
The loss functional is a c-Wasserstein divergence between p(x, z) and q(x, z):
LC [p, q] = WC(p(z, x), q(z, x)) = inf
γ∈Γ[p,q]
∫
Cp,q(x1, z1;x2, z2)dγ(x1, z1;x1, z1) .
(11.7)
From Theorem 8 it follows that this variational loss is always minimized when p
is equal to q. Note that we are allowing members of the c-Wasserstein divergence
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family to be pseudo-divergences, meaning that LC [p, q] could be 0 even if p 6= q. It is
sometimes convenient to work with pseudo-divergences when some features of the
data are not deemed to be relevant.
We can now derive a black-box Monte Carlo estimate of the gradient of Eq. 11.7
that can be used together with gradient-based stochastic optimization methods [63].
A Monte Carlo estimator of Eq 11.7 can be obtained by computing the discrete
c-Wasserstein divergence between two empirical distributions:
LC [pn, qn] = inf
γ
∑
j,k
Cp,q(x(j)1 , z
(j)
1 , x
(k)
2 , z
(k)
2 )γ(x
(j)
1 , z
(j)
1 , x
(k)
2 , z
(k)
2 ) , (11.8)
where (x(j)1 , z
(j)
1 ) and (x
(k)
2 , z
(k)
2 ) are sampled from p(x, z) and q(x, z) respectively. In
the case of the Wasserstein distance, we can show that this estimator is asymptotically
unbiased:
Theorem 10. Let W (pn, qn) be the Wasserstein distance between two empirical dis-
tributions pn and qn. For n tending to infinity, there is a positive number s such
that
Epq[W (pn, qn)] .W (p, q) + n−1/s .
Proof. Using the triangle inequality and the linearity of the expectation we obtain:
Epq[W (pn, qn)] ≤ Ep[W (pn, p)] +W (p, q) + Eq[W (q, qn)] .
In [218] it was proven that for any distribution u:
Eu[W (un, u)] ≤ n−1/su
when su is larger than the upper Wasserstein dimension (see definition 4 in [218]).
The result follows with s = max(sp, sq).
Unfortunately the Monte Carlo estimator is biased for finite values of n. In order to
eliminate the bias when p is equal to q, we use the following modified loss:
L˜C [pn, qn] = LC [pn, qn]− (LC [pn, pn] + LC [qn, qn])/2 . (11.9)
It is easy to see that the expectation of this new loss is zero when p is equal to q.
Furthermore:
lim
n→∞ L˜C [pn, qn] = LC [p, q] .
As we discussed in Section 11.2.2, the entropy-regularized version of the optimal
transport cost in Eq. 11.8 can be approximated by truncating the Sinkhorn iterations.
160 Chapter 11 Wasserstein Variational Inference
Importantly, the Sinkhorn iterations are differentiable and consequently we can com-
pute the gradient of the loss using automatic differentiation [75]. The approximated
gradient of the -regularized loss can be written as
∇LC [pn, qn] = ∇St [pn, qn, Cp,q] , (11.10)
where the function St [pn, qn, Cp,q] is the output of t steps of the Sinkhorn algorithm
with regularization  and cost function Cp,q. Note that the cost is a functional of p
and q and consequently the gradient contains the term ∇Cp,q. Also note that this
approximation converges to the real gradient of Eq. 11.7 for n → ∞ and  → 0
(however the Sinkhorn algorithm becomes unstable when → 0).
11.4 Examples of c-Wasserstein divergences
We will now introduce two classes of c-Wasserstein divergences that are suitable for
deep Bayesian variational inference. Moreover, we will show that the KL divergence
and all f-divergences are part of the c-Wasserstein family.
11.4.1 A metric divergence for latent spaces
In order to apply optimal transport divergences to a Bayesian variational problem we
need to assign a metric, or more generally a transport cost, to the latent space of the
Bayesian model. The geometry of the latent space should depend on the geometry
of the observable space since differences in the latent space are only meaningful as
far as they correspond to differences in the observables. The simplest way to assign
a geometric transport cost to the latent space is to pull back a metric function from
the observable space:
CpPB(z1, z2) = dx(gp(z1), gp(z2)) , (11.11)
where dx(x1, x2) is a metric function in the observable space and gp(z) is a determinis-
tic function that maps z to the expected value of p(z|x). In our notation the subscript
p in gp denotes the fact that the distribution p(z|x) and the function gp depend on a
common set of parameters which are optimized during variational inference. The
resulting pullback cost function is a proper metric if gp is a diffeomorphism (i.e. a
differentiable map with differentiable inverse) [32].
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11.4.2 Autoencoder divergences
Another interesting special case of c-Wasserstein divergence can be obtained by
considering the distribution of the residuals of an autoencoder. Consider the case
where the expected value of q(z|x) is given by the deterministic function hq(z). We
can define the latent autoencoder cost functional as the transport cost between the
latent residuals of the two models:
CqLA(x1, z1;x2, z2) = d(z1 − hq(x1), z2 − hq(x2)) , (11.12)
where d is a distance function. It is easy to check that this cost functional defines
a proper c-Wasserstein divergence since it is non-negative valued and it is equal to
zero when p is equal to q and x1, z1 are equal to x2, z2. Similarly, we can define the
observable autoencoder cost functional as follows:
CpOA(x1, z1;x2, z2) = d(x1 − gp(z1), x2 − gp(z2)) , (11.13)
where again gp(z) gives the expected value of the generator. In the case of a
deterministic generator, this expression reduces to
CpOA(x1, z1;x2, z2) = d(0, x2 − gp(z2)) .
Note that the transport optimization is trivial in this special case since the cost does
not depend on x1 and z1. In this case, the resulting divergence is just the average
reconstruction error:
inf
γ∈Γ[p]
∫
d(0, x2 − gp(z2))dγ = Eq(x,z)[d(0, x− gp(z))] . (11.14)
As expected, this is a proper (pseudo-)divergence since it is non-negative valued and
x− gp(z) is always equal to zero when x and z are sampled from p(x, z).
11.4.3 f-divergences
We can now show that all f-divergences are part of the c-Wasserstein family. Consider
the following cost functional:
Cp,qf (x1, x2) = f
(
p(x2)
q(x2)
)
,
where f is a convex function such that f(0) = 1. From Theorem 9 it follows that this
cost functional defines a valid c-Wasserstein divergence. We can now show that the
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c-Wasserstein divergence defined by this functional is the f -divergence defined by f .
In fact
inf
γX∈Γ[p,q]
∫
f
(
p(x2)
q(x2)
)
dγX(x1, x2) = Eq(x2)
[
f
(
p(x2)
q(x2)
)]
, (11.15)
since q(x2) is the marginal of all γ(x1, x2) in Γ[p, q].
11.5 Wasserstein variational autoencoders
We will now use the concepts developed in the previous sections in order to define
a new form of autoencoder. VAEs are generative deep amortized Bayesian models
where the parameters of both the probabilistic model and the variational model are
learned by minimizing a joint-contrastive divergence [115, 162, 132]. Let Dp and
Dq be parametrized probability distributions and gp(z) and hq(x) be the outputs of
deep networks determining the parameters of these distributions. The probabilistic
model (decoder) of a VAE has the following form:
p(z, x) = Dp(x|gp(z)) p(z) ,
The variational model (encoder) is given by:
q(z, x) = Dq(z|hq(x)) k(x) .
We can define a large family of objective functions of VAEs by combining the cost
functionals defined in the previous section. The general form is given by the following
total autoencoder cost functional:
Cp,qw,f (x1, z1;x2, z2) = w1dx(x1, x2) + w2C
p
PB(z1, z2) + w3C
p
LA(x1, z1;x2, z2)
+ w4CqOA(x1, z1;x2, z2) + w5C
p,q
f (x1, z1;x2, z2) ,
(11.16)
where w is a vector of non-negative valued weights, dx(x1, x2) is a metric on the
observable space and f is a convex function.
11.6 Connections with related methods
In the previous sections we showed that variational inference based on f-divergences
is a special case of Wasserstein variational inference. We will discuss several theoret-
ical links with some recent variational methods.
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11.6.1 Operator variational inference
Wasserstein variational inference can be shown to be a special case of a generalized
version of operator variational inference [166]. The (amortized) operator variational
objective is defined as follows:
LOP = sup
f∈F
ζ(Eq(x,z)[Op,qf ]) (11.17)
where F is a set of test functions and ζ(·) is a positive valued function. The dual
representation of the optimization problem in the c-Wasserstein loss (Eq. 11.5) is
given by the following expression:
Wc(p, q) = sup
f∈LC
[
Ep(x,z)[f(x, z)]− Eq(x,z)[f(x, z)]
]
, (11.18)
where
LC [p, q] = {f : X → R | f(x1, z1)− f(x2, z2) ≤ Cp,q(x1, z1;x2, z2)} .
Converting the expectation over p to an expectation over q using importance sam-
pling, we obtain the following expression:
Wc(p, q) = sup
f∈LC [p,q]
[
Eq(x,z)
[(
p(x, z)
q(x, z) − 1
)
f(x, z)
]]
,
which has the same form as the operator variational loss in Eq. 11.17 with t(x) = x
and Op,q = p/q − 1. Note that the fact that ζ(·) is not positive valued is irrelevant
since the optimum of Eq. 11.18 is always non-negative. This is a generalized form
of operator variational loss where the functional family can now depend on p
and q. In the case of optimal transport divergences, where Cp,q(x1, z1;x2, z2) =
c(x1, z1;x2, z2), the resulting loss is a special case of the regular operator variational
loss.
11.6.2 Wasserstein autoencoders
The recently introduced Wasserstein autoencoder uses a regularized optimal trans-
port divergence between p(x) and k(x) in order to train a generative model [206].
The regularized loss has the following form:
LWA = Eq(x,z)[cx(x, gp(z))] + λD(p(z)‖ ) , q(z) ,
where cx does not depend on p and q and D(p(z)‖q(z)) is an arbitrary divergence.
This loss was not derived from a variational Bayesian inference problem. Instead,
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the Wasserstein autoencoder loss is derived as a relaxation of an optimal transport
loss between p(x) and k(x):
LWA ≈Wcx(p(x), k(x)) .
When D(p(z)‖q(z)) is a c-Wasserstein divergence, we can show that the LWA is a
Wasserstein variational inference loss and consequently that Wasserstein autoen-
coders are approximate Bayesian methods. In fact:
Eq(x,z)[cx(x, gp(x))]+λWCz(p(z), q(z)) = inf
γ∈Γ[p,q]
∫
[cx(x2, gp(z2)) + λCp,qz (z1, z2)] dγ .
In the original paper the regularization term D(p(z)‖q(z)) is either the Jensen-
Shannon divergence (optimized using adversarial training) or the maximum mean
discrepancy (optimized using a reproducing kernel Hilbert space estimator). Our
reformulation suggests another way of training the latent space using a metric
optimal transport divergence and the Sinkhorn iterations.
11.7 Experimental evaluation
We will now demonstrate experimentally the effectiveness and robustness of Wasser-
stein variational inference. We focused our analysis on variational autoecoding
problems. We decided to use simple deep architectures and to avoid any form
of structural and hyper-parameter optimization for three main reasons. First and
foremost, our main aim is to show that Wasserstein variational inference works
off-the-shelf without user tuning. Second, it allows us to run a large number of
analyses and consequently to systematically investigate the performance of several
variants of the Wasserstein autoencoder on several datasets. Finally, it minimizes the
risk of inducing a bias that disfavors the baselines.
In our first experiment, we assessed the performance and the robustness of our
Wasserstein variation autoencoder against a conventional VAE and ALI, a more
recent (adversarial) likelihood-free alternative [54]. We used the same neural
architecture for all models. The generative models were parametrized by three-
layered fully connected networks (100-300-500-1568) with Relu nonlinearities in
the hidden layers. Similarly, the variational models were parametrized by three-
layered ReLu networks (784-500-300-100). The cost functional of our Wasserstein
variational autoencoder (see Eq. 11.16) had the weights w1, w2, w3 and w4 different
from zero. Conversely, in this experiment w5 was set to zero, meaning that we did
not use a f-divergence component. We refer to this model as 1111. We trained 1111
using t = 20 Sinkhorn iterations and  = 0.1. We assessed the robustness of the
methods by running 30 re-runs of the experiment for each method. In each of these
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Tab. 11.1.: Perturbation analysis on MNIST.
Latent Observable Sample
mean ± std min, max mean ± std min, max mean ± std min, max
ALI 1.040 ± 0.070 1.003, 1.307 0.168 ± 0.047 0.105, 0.332 0.057 ± 0.002 0.051, 0.059
VAE 3.670 ± 3.630 0.965, 16.806 0.042 ± 0.003 0.036, 0.049 0.241 ± 0.124 0.033, 0.473
1111 0.877 ± 0.026 0.811, 0.938 0.029 ± 0.007 0.022, 0.060 0.041 ± 0.002 0.035, 0.045
re-runs, the parameters of the networks were re-initialized and the weights of the
losses (4 weights for 1111, 2 weights for VAE and 2 weights for ALI) were randomly
sampled from the interval [0.1, 1]. We evaluated three performance metrics: 1) mean
squared deviation in the latent space, 2) pixelwise mean squared reconstruction
error in the image space and 3) sample quality estimated as the smallest Euclidean
distance with an image in the validation set. The results are reported in Table
11.1. Our 1111 model outperforms both VAE and ALI in all metrics. Furthermore,
the performance of 1111 with respect to all metrics is very stable to perturbations
in the weights, as demonstrated by the small standard deviations. Note that the
maximum error of 1111 is lower than the minimum errors of the other methods in
four different comparisons. Figure 11.1 shows the reconstruction of several real
images and some generated images for all methods in a randomly chosen run. In
this run, the reconstructions from ALI collapsed into only 7s and 9s. In our setup,
this phenomenon was observed in all runs with the reconstructions collapsing on
different digits. This explains the high observable reconstruction error of ALI in
Table 11.1.
In our second experiment we tested several other forms of Wasserstein variational
autoencoders on three different datasets. We denote different versions of our
autoencoder with a binary string denoting which weight was set to either zero
or one. For example, we denote the purely metric version without autoencoder
divergences as 1100. We also included two hybrid models obtained by combining
our loss (1111) with the VAE and the ALI losses. These methods are special cases
of Wasserstein variational autoencoders with non-zero w5 weight and where the f
function is chosen to give either the reverse KL divergence or the Jansen-Shannon
divergence respectively. Note that this fifth component of the loss was not obtained
from the Sinkhorn iterations. As can be seen in Table 11.2, most versions of the
Wasserstein variational autoencoder perform better than both VAE and ALI on all
datasets. The 0011 has good reconstruction errors but significantly lower sample
quality as it does not explicitly train the marginal distribution of x. Interestingly, the
purely metric 1100 version has a small reconstruction error even if the cost functional
is solely defined in terms of the marginals over x and z. Also interestingly, the hybrid
methods h-VAE and h-ALI have high performances. This result is promising as it
suggests that the Sinkhorn loss can be used for stabilizing adversarial methods.
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Tab. 11.2.: Detailed analysis on MNIST, fashion MNIST and Quick Sketches.
MNIST Fashion-MNIST Quick Sketch
Latent Observable Sample Latent Observable Sample Latent Observable Sample
ALI 1.0604 0.1419 0.0631 1.0179 0.1210 0.0564 1.0337 0.3477 0.1157
VAE 1.1807 0.0406 0.1766 1.7671 0.0214 0.0567 0.9445 0.0758 0.0687
1001 0.9256 0.0710 0.0448 0.9453 0.0687 0.0277 0.9777 0.1471 0.0654
0110 1.0052 0.0227 0.0513 1.4886 0.0244 0.0385 0.8894 0.0568 0.0743
0011 1.0030 0.0273 0.0740 1.0033 0.0196 0.0447 1.0016 0.0656 0.1204
1100 1.0145 0.0268 0.0483 1.3748 0.0246 0.0291 1.0364 0.0554 0.0736
1111 0.8991 0.0293 0.0441 0.9053 0.0258 0.0297 0.8822 0.0642 0.0699
h-ALI 0.8865 0.0289 0.0462 0.9026 0.0260 0.0300 0.8961 0.0674 0.0682
h-VAE 0.9007 0.0292 0.0442 0.9072 0.0227 0.0306 0.8983 0.0638 0.0677
ALI
VAE
1111
ALI
VAE
1111
Data
A
B
Fig. 11.1.: Observable reconstructions (A) and samples (B).
11.8 Conclusions
In this paper we showed that Wasserstein variational inference offers an effective
and robust method for black-box (amortized) variational Bayesian inference. Im-
portantly, Wasserstein variational inference is a likelihood-free method and can be
used together with implicit variational distributions and differentiable variational
programs [208, 101]. These features make Wasserstein variational inference particu-
larly suitable for probabilistic programming, where the aim is to combine declarative
general purpose programming and automatic probabilistic inference.
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12Summary and Conclusions
This thesis collects a series of works on the boundary between machine learning,
neuroscience and signal processing. The common denominator of all these works
is Bayesian inference and probabilistic reasoning. The first two parts are based
on Gaussian process regression, an analytically tractable non-parametric Bayesian
model. The final part is an attempt to go beyond analytically tractable models by
introducing two new approximative inference methods that can be used with a large
class of Bayesian models without model specific derivations. In the following I will
briefly summarize the content of the three parts of the thesis. Finally, I will conclude
with some suggestions about possible directions of future research.
12.1 Summary of part I
The main theme of part I is the integration of statistical data analysis and biophysical
modeling of neural systems. The connection between modeling and statistics is
provided by the duality between stochastic differential equations and Gaussian
process regression. The method introduced in Chapter 3 exploits this duality in
order to decompose instantaneous mixtures of spatiotemporal dynamic components.
The main application of this method is in the analysis of electrophysiological neural
signals such as MEG, EEG, ECoG and LFP. In fact, these recording methods capture
the activity of several neuronal populations with specific oscillatory and broadband
dynamics. Chapter 4 introduces the use of Gaussian process regression for the
estimation of lagged connectivity between neural signals. In this chapter the sources
are modeled with stochastic integro-differential equations where the differential
part models the internal dynamic and the integral part models the lagged causal
connectivity between sources. Finally, Chapter 5 adapts the connectivity method
introduced in Chapter 4 to spike-spike connectivity by modeling the spike emission
using a non-homogeneous Poisson process. The resulting model cannot be solved in
closed-form. Consequently, the posterior distribution is obtained using a stochastic
variational method. This method is a variant of forward amortized inference, as
introduced in Chapter 10.
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12.2 Summary of part II
Part II is concerned with the relationship between old school signal processing meth-
ods and Gaussian process regression. While part I was concerned with informative
priors constructed from dynamical models, in this part Gaussian process regression is
used with uninformative priors designed to be able to analyze wide classes of signals.
Chapter 7 analyzes the Fourier transform from a functional point of view using
Gaussian process regression. In this chapter I introduce the Bayes-Gauss-Fourier
transform as a powerful and flexible alternative to the DFT. Finally, Chapter 8 pro-
vides a probabilistic generalization of the Hilbert transform through the definition of
quadrature and quasi-quadrature covariance functions for complex-valued signals.
12.3 Summary of part III
Part III differs from the first two parts as it is not based on Gaussian process regression.
The aim of this part is to go beyond analytically tractable models using stochas-
tic optimization for approximate inference. These methods differ from old school
variational inference techniques as they do not require any model specific mathe-
matical derivation. Chapter 10 introduces the use of the forward Kullback–Leibler
divergence for stochastic variational inference. The advantage of this method is that
it solely requires the ability to sample from the prior and the likelihood without
the need for a direct evaluation of the density. This allows to perform variational
Bayesian inference with simulators. Chapter 11 presents a family of stochastic varia-
tional inference methods based on optimal transport divergences. The advantage
of optimal transport divergences is that they are well defined for a very wide range
of probability measures even when they cannot be expressed through a density
function.
12.4 Research directions
I will conclude by suggesting several natural extensions of the methods introduced
in this thesis. I will focus on extensions that improve the biological plausibility
of the dynamic priors introduced in part I while retaining most of the analytical
tractability.
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12.4.1 Nonlinear dynamics
The methods introduced in part III allow to extend the lines of research of part I and
part II by using non-conjugate likelihoods and nonlinear dynamical models. The
biophysical models used in part I are highly simplified since using more realistic
nonlinear dynamical models leads to intractable posterior distributions. In these
situations, stochastic variational inference methods can be used for approximating
complex non-conjugate posteriors, thereby allowing the use of complex neural mass
models and neural field equations for Bayesian inference. In the third part of this
thesis I introduced two variational inference methods that can be used with implicit
models, where the likelihood cannot be evaluated directly. These methods can be
used for performing Bayesian inference with realistic biophysical models based on
nonlinear differential equations. These models can be used for analyzing important
features of the nonlinear behavior of neuronal systems, such as the transition
between different dynamical states.
12.4.2 Causal dynamic source reconstruction
The source reconstruction method introduced in Chapter 3 is not truly spatiotemporal
since the spatial and the temporal smoothing act independently. Consequently,
this prior induces instantaneous correlations between distant cortical locations
without taking into account the temporal delay in neural connectivity. A proper
spatiotemporal prior can be obtained by using stochastic partial differential equations
such as wave equations. Wave equations can be used for constructing spatiotemporal
Gaussian process priors that explicitly model the local propagation of neural activity
through the cortical surface.
12.4.3 Spatiotemporal connectivity analysis
The effective connectivity methods introduced in Chapters 4 and 5 can be gen-
eralized to spatiotemporal settings by using stochastic partial integro-differential
equations. In a spatiotemporal cortical model, effective connectivity is defined as
a function c(x1, x2) of two cortical coordinates x1 and x2 determining the effect of
a perturbation of the neural activity at x1 on the neural activity at x2. The main
advantage of a spatiotemporal model is that it does not require the parcellation of
the cortex into well-defined functional regions. Rather, neural activity is defined on
a cortical continuum.
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12.4.4 Sparse and structurally-constrained connectivity
analysis
Connectivity between neurons is usually extremely sparse. The methods introduced
in Chapters 4 and 5 do not explicitly enforce sparsity and can therefore be inefficient
in these settings. A simple Bayesian way of inducing sparsity on an effective con-
nectivity model is to assign a Bernoulli prior on the presence of a direct connection
between any two neurons. These prior probabilities reflect prior knowledge about
the sparsity of the network and can also vary based on the geometric relationship
between the two neurons. For example, the connection probability can decay as a
function of the physical distance and it can also reflect different neuronal types.
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Part IV
Appendices

APart I
A.1 Covariance functions defined by linear SDEs
Consider a general linear SDE of the form
K∑
k
ck
dkα(t)
dtk
= w(t) (A.1)
where the coefficients ck are chosen in a way to have stable solutions. An important
tool for analyzing a linear differential equation is the impulse response function G(t).
This function is defined as the response of the system to a unit-amplitude impulse
δ(t):
K∑
k
ck
dkG(t)
dtk
= δ(t) (A.2)
Using the impulse response function, a solution of the linear SDE driven by an
arbitrary random input w(t) can be written as follows:
α(t) =
∫ ∞
−∞
G(t− s)w(s)ds. (A.3)
This means that the stochastic process α(t) is an infinite linear superposition of
responses to the random uncorrelated input w(s).
Using Eq. (A.3) we can derive the mean and covariance function of α(t). The mean
function is defined as
mα(t) = 〈α(t)〉, (A.4)
where the triangular brackets 〈·〉 denote the expectation with respect of the distribu-
tion of the random input w(s). Using (A.3) in (A.4), we obtain:
mα(t) =
∫ ∞
−∞
G(t− s)〈w(s)〉ds = 0. (A.5)
Here, we used the fact that the order of expectation and integration can be in-
terchanged and that the expectation of the white noise process is equal to zero.
Analogously, we can obtain the covariance function as follows:
kα(t, t′) = 〈α(t)α(t′)〉 =
∫ ∞
−∞
∫ ∞
−∞
G(t− s)G(t′ − s′)〈w(s)w(s′〉dsds′. (A.6)
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Since w(s) is white, its covariance 〈w(s)w(s′)〉 is given by the delta function σ2αδ(s−
s′), where σ2α is the variance of the random input. The integral over s′ can be solved
by using the translation property of the delta function:∫ ∞
−∞
δ(s− s′)G(t′ − s′)ds′ = G(t′ − s). (A.7)
Using this formula and introducing the new integration variable s∗ equal to t′ − s,
the covariance function becomes
kα(t, t′) = σ2α
∫ ∞
−∞
G(t− t′ + s∗)G(s∗)ds∗. (A.8)
Since the covariance function depends on t and t′ only though their difference
τ = t− t′, we denote it as k%(τ).
A.2 Spherical harmonics and spherical Fourier
transform
Spherical harmonics are the generalization of sine and cosine on the surface of a
sphere. They are parametrized by the integers l and m, of which l is a positive
integer and m ∈ {−l, . . . , l}. These two parameters determine, respectively, the
angular frequency and the spatial orientation. Spherical harmonics are defined by
the following formula:
Hml (x) = Hml (α, θ) =
√
(2l + 1)(l − |m|)!
4pi(l + |m|)! P
|m|
l cosα

1, for m = 0
√
2 cosmθ for m > 0
√
2 sin |m|θ for m < 0
,
(A.9)
where P |m|l is a Legendre polynomial [86].
Spherical harmonics form a set of orthonormal basis functions and, consequently,
we can use them to define a spherical Fourier analysis [140]. Specifically, the
spatiotemporal process α(x, t) can be expressed as a linear combination of spherical
harmonics
α(x, t) =
∑
l,m
α˜(l,m; t)Hml (x), (A.10)
where α˜(l,m; t) is the l,m-th spherical Fourier coefficient as a function of time,
defined as
α˜(l,m; t) =
∫
C
α(l,m; t)Hml (x)dx. (A.11)
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Eqs. (A.10) and (A.11) are the equivalent of respectively inverse and direct Fourier
transform for functions defined on the surface of a sphere.
A.3 Properties of separable covariance matrices
In order to derive the posterior expectations of the spatiotemporal GP regression,
it is useful to introduce some of the properties of the Kronecker product between
matrices. The Kronecker product between two N × N matrices is defined by the
block form:
A⊗B =

a11B · · · a1NB
...
. . .
...
aN1B · · · aNNB
 . (A.12)
The following formula relates the regular matrix product with the Kronecker product:
(A⊗B)(C ⊗D) = (AC)⊗ (BD) (A.13)
The inverse and transpose of a Kronecker product are respectively
(A⊗B)−1 = A−1 ⊗B−1 . (A.14)
and
(A⊗B)T = AT ⊗BT . (A.15)
The following formula relates the Kronecker product to the vectorization of a matrix:
(A⊗B)vec(C) = vec(BTCA). (A.16)
Using these formulas, we can now derive the posterior expectation (3.36) of the
spatiotemporal GP regression. Combining the spatiotemporal prior (3.34) and the
observation model (3.35) using Bayes’ theorem, we obtain the posterior
p(vec(R˜)|vec(Y )) ∝ N(vec(Y )|(Λ⊗I)vec(R˜),Σ⊗Kξ)N(vec(R˜)|0, D⊗Kρ) (A.17)
This is the product of two multivariate Gaussian densities and it is therefore a
multivariate Gaussian itself. Its expectation is given by
vec(Mρ˜|y) = (Kρ ⊗D)(I ⊗ Λ)T
(
(I ⊗ Λ)(Kρ ⊗D)(I ⊗ Λ)T + (Kξ ⊗ Σ)
)−1
vec(Y ).
(A.18)
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Using (A.13) and (A.15), the expression simplifies to:
vec(Mρ˜|y) =
(
Kρ ⊗ (DΛT )
)(
Kρ ⊗ (ΛDΛT ) + (Kξ ⊗ Σ)
)−1
vec(Y ). (A.19)
This formula involves the inversion of a matrix that is the sum of two Kronecker
product components. Inverting this matrix would be computationally impractical.
We simplify the problem by imposing Σ = ΛDΛT . In this case, Eq. (A.14) allows to
invert the spatial and temporal covariance matrices separately:
vec(Mρ˜|y) =
(
Kρ ⊗ (DΛT )
)((
Kρ +Kξ
)−1 ⊗ (ΛDΛT )−1)vec(Y ). (A.20)
In most realistic cases, the MEG observation model Λ will not be full rank, therefore
we introduced a Tikhonov regularization parameter λ.
(
ΛDΛT
)−1 → (ΛDΛT + λI)−1 (A.21)
Using Eq. (A.16), we finally arrive at Eq. (3.36):
Mρ˜|Y = DΛT (ΛDΛT + λI)−1Y (Kρ +Kξ)−1Kρ .
A.4 Modeling vector-valued sources using block
matrices
The source reconstruction formulae (3.28) and (3.29) are expressed for fixed dipole
directions ~v(x). The solution for the general case, in which the dipole direction is
estimated from the data, is obtained by introducing an independent set of spherical
harmonics for each of the orthogonal spatial directions ~v1, ~v2, and ~v3. In this
Appendix, we refer to the (spherical harmonics domain) forward model matrix
relative to the k-th direction as Λk. Using this notation, we can define the total
forward model matrix with the following block form:
Λtot =

Λ1
Λ2
Λ3
 . (A.22)
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Using an analogous notation, the total spherical harmonics covariance matrix can be
written in the following block diagonal form:
Dtot =

D1 0 0
0 D2 0
0 0 D3
 . (A.23)
Hence, the general source reconstruction formula in the spherical harmonics domain
is obtained from Eq. (3.28) by replacing D and Λ with Dtot and Λtot respectively.
This solution can be mapped back to the spatial domain using the total spherical
harmonics matrix
Htot =

H 0 0
0 H 0
0 0 H
 , (A.24)
where H is defined as in Eq. (3.30).
A.5 Causal covariance functions
The causal covariance function used in this paper induces three main features:
temporal localization, causality and smoothness. In the frequency domain, temporal
localization can be implemented by inducing correlations between the Fourier
coefficients of neighboring frequencies. We induce these spectral correlations with a
squared exponential covariance function:
KSE(ω1, ω2) = e−ϑ
(ω2−ω1)2
2 +its(ω2−ω1) = e−ϑ
ζ2
2 +itsζ , (A.25)
where ζ = ω2 − ω1. In order to enforce causality, we take the Hilbert transform
of this squared exponential covariance function. The resulting causal covariance
function is given by
KC(ζ) = KSE(ζ) + iHKSE(ζ) . (A.26)
Finally, smoothness is obtained by discounting high frequency components. We use
the following discounting function:
f(ω1, ω2) = e−ν
ω21+ω
2
2
2 . (A.27)
Our final covariance function is
K(ω1, ω2) = f(ω1, ω2) (KSE(ζ) + iHKSE(ζ)) . (A.28)
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A.6 Causal connectivity using Gaussian
processes
Consider a set of observable frequencies {uu}u. The GP weights in the frequency
domain are given by:
Wˆ = Γˆj
(∑
i
ΓˆiKˆΓˆ∗i + σ2I)−1 , (A.29)
where K is has entries [Kˆf ]uv = K(ωu, ωv) [168]. The matrices Γˆi are diagonal with
the entries given by γj(ωu). The weights can be transformed back to the time domain
by multiplying Eq. A.29 with a matrix of Fourier basis functions from the left.
Simulation procedure
Each coupling structure is denoted by an adjacency matrix A = {aij} with elements
aij either 0 indicating the absence of a connection, or 1,−1 for excitatory and
inhibitory connections, respectively. The adjacency matrix is multiplied with a
connection strength w, which is varied to investigate the effect on the reconstruction
of causal influence for increasingly stronger coupling. For the true causal response
function we use a canonical EPSP (IPSP) [121]. With the causal response structure
given, action potentials are simulated according to the generative model described in
the main text, using the following biologically plausible parameter settings: threshold
φ = −53mV, gain a = 0.5mV−1, maximum firing rate b = 200Hz and membrane
time constant τ = 15ms. With this procedure, we generated 200 random trials
for each of the five coupling structures. Effect sizes for estimated connections are
obtained as the mean estimated causal response function divided by its standard
deviation, at the point of the peak of the EPSP (IPSP). For absent connections, this
timing is indicated with a dashed line in the figures.
Estimated connectivity for one connection aˆij is determined by
aˆij = (p-value < p-threshold)× sign(z-score) , (A.30)
with Aˆ = {aˆij}, with z-scores and p-values determined over (bootstrapped) trials at
time point of the peak of the true EPSP in the case of present directed connectivity,
and at the halfway point for absent connections. The p-values were obtained using
a simple z-test, with p-threshold = 0.005/m, with m = N(N − 1) the number of
potential edges in the network, to correct for multiple comparisons. Subsequently,
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the root-mean-squared-error is computed between the actual adjacency matrix A
and the estimated matrix Aˆ.
A.7 Data acquisition
The CRCNS.org hc-3 data set [138, 139] consists of multi-unit recordings measured
in multiple hippocampal regions of rats performing different behavioral tasks. Here
we analyze four recordings of animal ec012, acquired for two behavioral tasks; in
the first condition the rat walks freely in an open square of 180 by 180cm (sessions
ec012ec.228 and 229), in the second condition the rat walks in a linear maze (ses-
sions ec012ec.239 and 240). The provided recordings are readily preprocessed into
spike trains via KlustaKwik [109] and Klusters (http://neurosuite.sourceforge.net/).
The pipeline detects and groups spikes into neuronal sources, with spikes looking
similar expected to stem from the same neuron. To apply our inference method
on the provided spike trains, the spike-sorted data was downsampled from 20kHz
to 1kHz. Subsequently, we selected the three most-active neuronal clusters within
this recording session for further analysis: Two of the selected neuronal clusters are
located in region entorhinal cortex layer three (EC3) and one in region entorhinal
cortex layer five (EC5). The clusters are labeled as ECa.b.c, where a denotes the
entorhinal cortex layer number, b is the electrode number and c the identified clus-
ter. Finally, for each considered session the first 50 000 time points of the selected
neuronal clusters are partitioned into 200 samples, each of 250ms length, which
results in data dimensions similar to those used in the simulations.
A.8 Deep networks architecture
In our experiments, the conditional variational distributions q(mj , |sk) were Gaus-
sian distributions with diagonal covariance matrix. The means and log variances
of these distributions were determined by the output of a network comprised 8 of
dilated convolution layers with 60 one-dimensional kernels of length three and recti-
fied linear units. The dilation factors of the first two layers were one and doubled
after every subsequent layer. The number of convolution layers was chosen to be
the largest possible value such that the receptive field length of the last convolution
layer was less than the signal length. The output of the network was given by two
fully connected layers, one determining the means of the Gaussian µ and the other
the log variances l. We initialized the bias terms to zero and the weights to samples
drawn from a scaled Gaussian distribution. We used Adam with initial α = 0.001, β1
= 0.9, β2 = 0.999,  = 10−8 and a mini-batch size of 100 to train the network for
20,000 epochs by iteratively minimizing a the stochastic variational loss.
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BPart II
B.1 Hermitianity and positive semi-definiteness of
quadrature and quasi-covariance functions
In this appendix we show that quadrature and quasi-quadrature covariance functions
are both positive semi-definite and Hermitian. A kernel function K(τ) is said to be
Hermitian when:
K(τ) = K(−τ)∗ . (B.1)
This implies that the real part of K(τ) is a even function while its imaginary part is
an odd function. The quadrature covariance function Ak(τ) is obtained by applying
the quadrature filter A on a stationary covariance function k(τ). On one hand, the
real part is Ak(τ) is equal to k(τ) and is therefore symmetric (otherwise k(τ) would
not be a valid covariance function). On the other hand, the imaginary part Hk(τ) is
odd since
Hk(−τ) =
∫ +∞
−∞
k(s)
−τ − sds = −
∫ +∞
−∞
k(r)
τ − rdr = −Hk(τ) (B.2)
where we defined the new integration variable r = −s and leveraged the fact that
k(τ) is even. The Hermitianity implies that the Fourier transform is real-valued. This
follow from
F [Ak(τ)](ξ) = F [k(τ)](ξ) + iF [Hk(τ)](ξ) . (B.3)
In fact, the first Fourier transform on the right hand side is real-valued since k(τ) is
even while the second Fourier transform is purely imaginary since k(τ) is odd.
An Hermitian kernel function K(τ) is said to be positive semi-definite when its
Fourier transform is non-negative (almost) everywhere. The Fourier transform Ak(τ)
is 2h(ξ)k˜(ξ) that is obviously non-negative if k(τ) is a valid covariance function.
Quasi-quadrature covariance functions are obtained by multiplying a quadrature
covariance function with a real-valued even positive definite envelope function.
Clearly the pointwise product of an Hermitian function with a real-valued even
function is itself Hermitian. Furthermore, a pointwise product of two positive
semi-definite functions is always positive semi-definite because the convolution of
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two non-negative functions is always non-negative. Therefore, quasi-quadrature
covariance functions are indeed valid covariance functions.
B.2 Derivation of cross-covariance matrix,
cross-spectral density and coherency
Here, we derive formula for the entries of the cross-covariance matrix of Ψ(t). This
matrix is defined by the following formula
Θ(τ) = E
[
Ψ(t)Ψ(t+ τ)T
]
=
(
E[α(t)α(t+ τ)] E[α(t)β(t+ τ)]
E[β(t)α(t+ τ)] E[β(t)β(t+ τ)]
)
. (B.4)
The autocovariance of the real part can be obtained by rewriting α(t) as 12
(
ζ(t) +
ζ(t)∗
)
. In fact, by plugging this formula on Eq. B.4 we obtain
E[α(t)α(t+ τ)] = 14
(
E[ζ(t)ζ(t+ τ)] + E[ζ(t)ζ(t+ τ)∗] (B.5)
+ E[ζ(t)∗ζ(t+ τ)] + E[ζ(t)∗ζ(t+ τ)∗]
)
The pseudo auto-covariance functions E[ζ(t)ζ(t+ τ)] and E[ζ(t)∗ζ(t+ τ)∗] vanish
since ζ(t) is circularly-symmetric. Furthermore
1
4
(
E[ζ(t)ζ(t+ τ)∗]+E[ζ(t)∗ζ(t+ τ)]
)
= 14
(
Ak(τ)+Ak(τ)∗
)
= 12RAk(τ) =
1
2k(τ).
By an analogous reasoning, it can be shown that
meanβ(t)β(t+ τ) = 12k(τ), E[α(t)β(t+ τ)] = −12Hk(τ) and E[β(t)α(t+ τ)] =
1
2Hk(τ).
The cross-spectral density function is defined as the Fourier transform of the cross-
covariance function. We can write its entries as follow:
Θ˜(ξ) =
(
Θ˜(ξ)11 Θ˜(ξ)12
Θ˜(ξ)21 Θ˜(ξ)22
)
. (B.6)
The coherency γ(ξ) is a complex number that can be obtained from the cross-spectral
density function as follow:
γ(ξ) = Θ˜(ξ)12√
Θ˜(ξ)11Θ˜(ξ)22
(B.7)
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The matrices in Eq. B.4 can always be diagonalized in the following way:
Θ˜(ξ) =
v(1)1 (ξ) v(2)1 (ξ)
v
(1)
2 (ξ) v
(2)
2 (ξ)
(λ(1)(ξ) 0
0 λ(2)(ξ)
)v(1)1 (ξ) v(1)2 (ξ)
v
(2)
1 (ξ) v
(2)
2 (ξ)
 . (B.8)
where the eigenvalues λ(1)(ξ) and λ(2)(ξ) are non-negative real numbers. By com-
puting the entries of this matrix product, we can express the coherency in terms of
eigenvalues and eigenvectors
γ(ξ) = v
(1)
1 (ξ)v
(1)
2 (ξ)
∗
λ(1)(ξ) + v(2)1 (ξ)v
(2)
2 (ξ)
∗
λ(2)(ξ)√(|v(1)1 |2λ(1)(ξ) + |v(2)1 |2λ(2)(ξ))(|v(1)2 |2λ(1)(ξ) + |v(2)2 |2λ(2)(ξ)) . (B.9)
B.3 Proof of the asymptotic dominance of the first
eigenvalue
In this appendix, we prove that Eq. 8.25 implies
lim
ξ→∞
λ
(2)
f (ξ)
λ
(1)
f (ξ)
= 0 .
From Eq. 8.27, we have
λ
(2)
f (ξ)
λ
(1)
f (ξ)
=
∫ 0
−∞ f˜(ξ − υ)k˜(υ)dυ∫+∞
0 f˜(ξ − υ)k˜(υ)dυ
.
From Eq. 8.25 and the fact that k˜(υ) is positive-valued, we have that there exist a
positive number ξ∗ such that, for ∀ξ > ξ∗∫ 0
−∞ f˜(ξ − υ)k˜(υ)dυ∫+∞
0 f˜(ξ − υ)k˜(υ)dυ
<
( ∫ 0
−∞ k˜(υ)dυ
)
f(ξ)∫+∞
0 f˜(ξ − υ)k˜(υ)dυ
=
( ∫ 0
−∞ k˜(υ)dυ
)
∫+∞
0
f˜(ξ−υ)
f(ξ) k˜(υ)dυ
.
The integral in the denominator of the rightmost expression diverges as ξ tends to
infinity. This follows from Eq. 8.25 and from the positivity of k˜(υ). Hence
lim
ξ→∞
( ∫ 0
−∞ k˜(υ)dυ
)
∫+∞
0
f˜(ξ−υ)
f(ξ−υ∗) k˜(υ)dυ
= 0 .
This concludes the proof since, for a sufficiently large value of ξ, this expression
bounds λ(2)f (ξ)/λ
(1)
f (ξ) from above.
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C
Part III
C.1 Hyperparameter optimization
In the reversed KL approach the joint-contrastive loss can be optimized simultane-
ously with respect to both q and p. In the case of FAVI it is not possible to directly
optimize the loss with respect to p since k(x) cannot be evaluated in closed-form.
This problem can be overcome by rewriting the FAVI loss as an adversarial minimax
problem using the log-density-ratio trick [208]:
DKL(p(x, z)‖q(x, z)) = Ep(x)
[
log k(x)
p(x)
]
+ Ep(x,z)
[
log q(z|x)
p(z|x)
]
(C.1)
= Ep(x)[D∗1(x)] + Ep(x,z)[D∗2(z|x)] ,
where D∗1(x) is the logit output of a nonparametric logistic regression trained to
classify k(x) samples from p(x) samples:
D∗1(x) = arginf
D
[
Ep(x)[log σ(D1(x))]− Ek(x)[log (1− σ(D1(x)))]
]
.
Analogously, D∗2(x|z) is the logit output of a conditional (nonparametric) logistic
regression trained to classify q(z|x) samples from p(z|x) samples:
D∗2(x) = arginf
D
[
Eq(z|x)p(x)[log σ(D2(x))]− Ep(z|x)p(x)[log (1− σ(D2(x)))]
]
.
In practice, the FAVI is approximated by restricting D(x) to be a parametrized
function such as a deep network. The gradient of the resulting loss is given by:
∇pDKL(q‖p) = ∇pEp(x)[D∗1(x)] +∇pEp(x,z)[D∗2(z|x)] ,
which can be optimized by back-propagating through the p(x) samples without
requiring any direct evaluation of the density p(x).
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C.2 Details of the network for variational Bayesian
forecasting
The variational predictive distribution was parametrized by a kernel mexture net-
work. The weights of the output kernel were given by the output of a deep network
comprised 6 of dilated convolution layers with 30 one-dimensional kernels of length
three and rectified linear units. The initial dilation factor was 1 and it was doubled
after each layer. The wights were obtained from the activations of the last convo-
lutinal layer by applying a fully connected layer. We initialized the bias terms to
zero and the weights to samples drawn from a scaled Gaussian distribution. The
resulting Bayesian variational forecaster was trained for 5000 iterations using the
adaptive optimizer Adam. At each iteration a batch of 100 simulated training pairs
was generated by integrating the Lorentz dynamical system. This procedure assures
that the gradient of the network is unbiased since the batches are sampled from the
real distribution.
Details of the meta-learning network
The diagram of the architecture of our meta-classifier is shown in Fig. C.1. In
order to be able to adapt to different classification problems as specified by the
different models in the ensemble, the network needs to receive feedback concerning
the labels of the previous data points. This feedback is encoded as a vector of
length P × C, where P is the number of predictors and C is the numbers of
classification classes. The feedback vector of the n-th sample takes the following
form: fn+1 = (yn1xn , ... , ynCxn), where ync is the c-th component of the one-hot
encoded label vector of the n-th sample. This feedback vector is fed to a layer of
LSTM units through a dense linear map. The output of this first LSTM layer is fed via
a dense linear map to another smaller intermediate LSTM layer. The outputs of these
two LSTM layers are concatenated together with the current vector of predictors
xn+1 and fed into a non-recurrent hidden layer via a dense linear map followed by
an entry-wise Swish activation function. Finally, the probability vector of the current
label is obtained with a softmax output layer.
C.3 Details of the meta-learning ensemble
The performance of our approximate Bayes classifier on real-world data relies on
the choice of the ensemble of models. Our aim is to define an ensemble prior that is
appropriate for weakly structured classification tasks where we do not have any prior
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Fig. C.1.: A. Architecture of the recurrent meta-classifier.
information about the structure of the predictors and of the statistical relationship
between predictors and class labels. We used an ensemble of decision trees as
methods based on these models tend to have the highest performance in these
settings. We further increased the flexibility of the ensemble by using differentiable
probabilistic decision trees. In these models, each split is determined by the inner
product of the predictor with a vector of weights: w>x. This allows for diagonal
decision rules at each split. Instead of using a deterministic decision rule we send
the data to the left branch with probability σ(w>x + b) and to the right branch
with probability 1− σ(w>x+ b). Each leaf node was labeled with a random label.
The depth of the tree was randomly sampled from 1 to 15. The weights and the
biases at each node were sampled from a spherical normal distribution with mean
0 and variance 1. In order to further increase the flexibility of our ensemble we
used a second family of classification models alongside the differentiable trees.
In this second family, the classification dataset was generated as a set of samples
normally distributed along the vertices of a 10-dimensional hypercube. Each class
then comprised the samples associated with half of the vertices of the hypercube.
These datasets were created using Scikit-learn toolbox (v0.18).
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Donders Graduate School for Cognitive 
Neuroscience
For a successful research Institute, it is vital to train the next generation of young
scientists. To achieve this goal, the Donders Institute for Brain, Cognition and 
Behaviour established the Donders Graduate School for Cognitive Neuroscience 
(DGCN), which was officially recognised as a national graduate school in 2009. 
The Graduate School covers training at both Master’s and PhD level and provides 
an excellent educational context fully aligned with the research programme of 
the Donders Institute. 
The school successfully attracts highly talented national and international 
students in biology, physics, psycholinguistics, psychology, behavioral science, 
medicine and related disciplines. Selective admission and assessment centers 
guarantee the enrolment of the best and most motivated students.
The DGCN tracks the career of PhD graduates carefully. More than 50% of PhD 
alumni show a continuation in academia with postdoc positions at top institutes 
worldwide, e.g. Stanford University, University of Oxford, University of 
Cambridge, UCL London, MPI Leipzig, Hanyang University in South Korea, NTNU 
Norway, University of Illinois, North Western University, Northeastern University 
in Boston, ETH Zürich, University of Vienna etc.
Positions outside academia spread among the following sectors: 
- specialists in a medical environment, mainly in genetics, geriatrics, psychiatry 
and neurology,
- specialists in a psychological environment, e.g. as specialist in 
neuropsychology, psychological diagnostics or therapy, 
- higher education as coordinators or lecturers. 
A smaller percentage enters business as research consultants, analysts or head 
of research and development. Fewer graduates stay in a research environment 
as lab coordinators, technical support or policy advisors. Upcoming possibilities 
are positions in the IT sector and management position in pharmaceutical 
industry. In general, the PhDs graduates almost invariably continue with high-
quality positions that play an important role in our knowledge economy.
For more information on the DGCN as well as past and upcoming defenses please
visit:
http://www.ru.nl/donders/graduate-school/phd/
