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An infinite matrix formulation of the families of discrete advection–reaction operators is
given in order to investigate their relevance to interpolation theory. A basic characteristic
under study is the connection of each iteration of the operators to a series of interpolation
problems for the canonical polynomial base for selected initial conditions. In order
to generalize our results, we extend the definition of advection–reaction operators to
sequences of polynomials.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The numerical analysis of the advection–reaction equation, even with constant velocity and variable reaction, remains a
difficult task. Recently the convergence of a family of discrete advection–reaction operators has been studied [1]. To achieve
this goal, the iterates of the discrete systems were explicitly found in order to establish a relationship with interpolation
theory. Furthermore, it was shown that each iteration of the discrete advection operator corresponds to one time step of a
finite difference scheme for the linear advection–reaction partial differential equation. Unfortunately the connection of the
discrete family with interpolation theory, particularly with the Lagrange polynomials of a standard polynomial base, has not
been completely achieved.
Thus a first goal of this work is to show that divided differences appear in a natural way in a matrix formulation of
the advection–reaction operators. A second goal is to show that each iteration of the family corresponds to a series of
interpolation problems for the canonical polynomial base for selected initial conditions. Finally, a generalization of the family
of discrete advection–reaction operators to polynomial sequences is given in order to extend the previous result.
2. The discrete advection–reaction operator
The bidimensional discrete dynamical system
um,n+1 = λmum,n + am−2um−1,n m, n ∈ N (1)
has been shown to be a consistent discretization via finite differences on a rectangular grid of the one-dimensional
advection–reaction equation
∂u(x, t)
∂t
+ α(x) ∂u(x, t)
∂x
= β(x)u(x, t)
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if α(x) > 0; see [1]. Here the indexes m and n correspond to the space variable x and to the time variable t , respectively.
The discretization scheme might be achieved by setting um,n = u(mh, nk), am−2 = α(mh) kh , a−1 = 0 and λm =
1− α(mh) kh + β(mh)kwith h and k being the step sizes.
System (1) can also be properly written in the following matrix form: uˆn+1 = Aa,λuˆn, where Aa,λ is the infinite lower
bidiagonal matrix
Aa,λ =

λ1 0 0 0 0 · · ·
a0 λ2 0 0 0 · · ·
0 a1 λ3 0 0 · · ·
0 0 a2 λ4 0 · · ·
0 0 0 a3 λ5
...
... 0 0 0
. . .
. . .

and uˆn is the real sequence uˆn = (u1,n, u2,n, . . .), which we consider as an infinite column vector. Thus, the explicit solution
of system (1) is given by
uˆn = Ana,λuˆ0, where Ana,λ =
n
j=1
Aa,λ. (2)
So our goal is to find an expression for the entries of any power of the system matrix and, as a consequence, the numerical
solution of the advection–reaction system.
Since the matrix Aa,λ has only two non-zero bands, given any real sequence s, a column vector, the product Aa,λs is well
defined, since no convergence problems arise, all sums involved being finite. Thus, we can regard thematrix Aa,λ as defining
a linear operator on the space RN of infinite sequences and we call this operator the discrete advection–reaction operator for
given a = {aj}∞j=0 and λ = {λj}∞j=1.
Given three natural numbers k,m and N , let
Pk(λm, λm+1, . . . , λm+N−1)
denote the homogeneous polynomial of degree k consisting of the sum of all possible monomials with unitary coefficients
in the N variables in the variables λm, λm+1, . . . , λm+N−1, and by convention P0 = 1 and Pk = 0 if k < 0. For example
P2(λ4, λ5) = λ24 + λ4λ5 + λ25. Let us recall the next result proven in [1]:
Theorem 2.1. Let (Ana,λ)ij denote the i, j entry of A
n
a,λ; then
(Ana,λ)ij =

0 if i < j
λni if i = j
i−1
k=j
ak−1

Pn−(i−j)(λj−1, λj, . . . , λi−1) if i > j.
We can write Aa,λ as the product SΛS−1, where Λ is an infinite diagonal matrix with entries given by Λii = λi, i ∈ N,
and S is an appropriate infinite lower triangular matrix. This spectral process of diagonalization for our operator is one of
the extensions to the diagonalization for operators on finite-dimensional spaces (finite matrices). Using the decomposition
of the matrix Ana,λ, we can also write its entries aij with i > j as
i−1
k=j
ak−1

i
m=j
λnm
i
k=j,k≠m
(λm − λk)
.
It is of paramount importance to realize that the sums
i
m=j
λnm
i
k=j,k≠m
(λm − λk)
correspond to the divided differences (see [2]) of the function fn(x) = xn at the nodes λj, . . . , λi which are commonly
denoted by fn[λj, . . . , λi]. So we have the following result:
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Fig. 1. Flow diagram.
Theorem 2.2. The entries aij with i > j of thematrix Ana,λ are given by a factor of the divided differences of the function nf (x) = xn
at the nodes λj, . . . , λi, that is,
aij =

i−1
k=j
ak−1

fn[λj, λj+1, . . . , λi].
Ana,λ can also be written in matrix form as
λn1 0 0 0 0 · · ·
a0fn[λ1, λ2] λn2 0 0 0 · · ·
a0a1fn[λ1, λ2, λ3] a1fn[λ2, λ3] λn3 0 0 · · ·
a0a1a2fn[λ1, λ2, λ3, λ4] a1a2fn[λ2, λ3, λ4] a2fn[λ3, λ4] λn4 0 · · ·
...
...
...
. . . λn5
...
...
...
...
...
. . .
. . .

.
This formula is a related infinite version of the Opitz formula; see [3].
An algorithm for computing the numerical solution of the advection–reaction system is a straightforward
implementation of (2). It will compute the approximate solution by means of a simple matrix–vector multiplication. Fig. 1
schematically displays this algorithm in a flow diagram, which can be easily implemented in most computer languages.
Now let us show the relationship of Theorem 2.2 with interpolation theory. Choosing the sequence a = {aj} to be constant
(aj = 1, ∀j) and given any real sequence
s = (s1, s2, . . .),
which we consider as an infinite column vector, the kth entry of the product An1,λs takes the form
(An1,λs)k = λnksk +
k−1
j=1
fn[λj, λj+1, . . . , λk]sj, k = 1, 2, 3, 4, . . . .
For each fixed n and m ∈ N, let Qm(x) be the unique polynomial of degree m which is the solution to the interpolation
problem given by Qm(xi) = xni , i = 0, 1, 2, . . . ,m, for some given points x0, x1, . . . , xm [4]. Then
Qm(x) = xn0 +
m
j=1
fn[x0, x1, . . . , xj]
j−1
i=0
(x− xi).
Therefore if we choosem = k− 1 and xj = λm+1−j for j = 0, 1, 2, . . . ,m and
sl =
l−1
i=0
(1− x0 − xi), l = 1, 2, 3, . . . (3)
we obtain that
(An1,λs)k = Qk−1(1− λk−1).
This proves the following theorem:
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Theorem 2.3. The kth entry of An1,λs, k ∈ N, with initial condition (3) is equal to Qk−1(1−λk−1), where Qk−1 is the interpolation
polynomial of degree k− 1 of the function fn(x) = xn at the nodes λ1, λ2, . . . , λk.
The previous theorem suggests extending the advection operator to a linear operator defined on a sequence in polynomial
space, that is, given a sequence of polynomials
s(x) = (s1(x), s2(x), . . . , )
where si(x) is a polynomial, then A1,λs(x) is another sequence of polynomials given by
A1,λs(x) = (λ1s1(x), s1(x)+ λ2s2(x), s2(x)+ λ3s3(x), . . . , ) .
If we choose the polynomial sequence s such that
sj(x) =
j−1
i=0
(x− xi) (4)
then 
An1,λs(x)

k = Qk−1(x) ∀x.
Therefore we have our final result:
Theorem 2.4. Each entry of the product An1,λs for the polynomial sequence (4) is the polynomial interpolation of the function
fn(x) = xn with a polynomial of degree k− 1 at the nodes λ1, λ2, . . . , λk.
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