Abstract. The paper addresses the computation of normal forms for some Partial Functional Differential Equations (PFDEs) near equilibria. The analysis is based on the theory previously developed for autonomous retarded Functional Differential Equations and on the existence of center (or other invariant) manifolds. As an illustration of this procedure, two examples of PFDEs where a Hopf singularity occurs on the center manifold are considered.
Introduction and preliminaries
The purpose of this paper is to compute normal forms on center manifolds (or other invariant manifolds) for Partial Functional Differential Equations (PFDEs) near equilibrium points, and use them to study the qualitative behavior of solutions on those manifolds, namely when a Hopf bifurcation occurs. It turns out that the coefficients of normal forms are explicitly given in terms of the coefficients of the original PFDE. In [9] , a center manifold theory for reaction-diffusion equations with delays was developed and a coupled system of scalar ordinary differential equations as the equation on the center manifold was obtained. However, this system is given implicitly in terms of the considered PFDE. With the approach presented here, we give explicit normal forms (in the usual sense of Ordinary Differential Equations (ODEs)) for the equation giving the flow on the center manifold, without having to compute the manifold beforehand. In the particular case of generic Hopf bifurcation near equilibria, we show that, under certain conditions, that normal form coincides (up to third order terms) with the normal form for the FDE associated (in a precise and natural way) with the given PFDE. For partial differential equations with delays, we adopt the hypotheses in [9] , as well as most of the notation, and we follow the work in [5] , [6] for autonomous retarded Functional Differential Equations (FDEs).
In the following, Ω ⊂ R n is open, X is a Hilbert space of functions from Ω to R m with inner product ·, · , and C = C([−r, 0]; X) (r > 0) is the Banach space of continuous maps from [−r, 0] to X with the sup norm. Nevertheless, all the theory can be directly applied to the case where the functions in X have values in C m . We write u t ∈ C for u t (θ) = u(t + θ), −r ≤ θ ≤ 0 (see [8] for standard notation and results about FDEs). We consider PFDEs with an equilibrium point at the origin, given in abstract form (i.e., in the phase space C) as d dt u(t) = d∆u(t) + L(u t ) + F (u t ) (t > 0), (1.1) where d > 0, dom(∆) ⊂ X, L ∈ L(C; X), i.e., L : C → X is a bounded linear operator, and F : C → X is a C k function (k ≥ 2) such that F (0) = 0, DF (0) = 0. As an example, we consider the Hutchinson equation with diffusion in Section 5.
For the linearized equation about the equilibrium zero, d dt u(t) = d∆u(t) + L(u t ), we assume hypotheses (H1)-(H4) in [9] (see also [11] ):
(H1) d∆ generates a C 0 semigroup {T (t)} t≥0 on X with |T (t)| ≤ M e ωt (for some M ≥ 1, ω ∈ R) for all t ≥ 0, and T (t) is a compact operator for t > 0; (H2) the eigenfunctions {β k } ∞ k=1 of d∆, with corresponding eigenvalues {µ k } ∞ k=1 , form an orthonormal basis for X, µ k → −∞;
(H3) the subspaces Under (H1) and (H2), it was shown in [13] that the initial value problem
has a unique continuous solution u(t; φ) for t ≥ −r, and {W (t)} t≥0 , W (t)φ = u t (·; φ), is a C 0 -semigroup of linear (and compact for t > r) operators on C, with infinitesimal generator A given by (Aφ)(θ) =φ(θ), dom(A) = {φ ∈ C :φ ∈ C, φ(0) ∈ dom(∆),φ(0) = d∆φ(0) + Lφ}.
A has only its point spectrum, and σ(A) = σ P (A) = {λ ∈ C : ∆(λ)y = 0, for some y ∈ dom(∆) \ {0}}, where
For any a ∈ R, the number of solutions of (1.2) such that Re λ ≥ a is finite. Using the decomposition of X by {β k } ∞ k=1 and (H3), equation ∆(λ)y = 0 is equivalent to the sequence of "characteristic" equations
and there exists an N such that all the solutions of (1.3 k ) satisfy Re λ < 0 for k > N (cf. [9] , [11] , [13] ). Under (H4), it was shown in [11] that the solutions of (1.1) with initial conditions φ ∈ C in the integral formulation above satisfy the variation of constants formula
In [9] , the existence of a local center manifold (invariant under the semiflow defined by (1.4)) was proved. Its dimension is equal to the number of λ ∈ σ(A) with real part zero, counting multiplicities.
Let Λ be the finite set Λ = {λ ∈ σ(A) : Reλ = 0}, or another finite subset of σ(A) with which an invariant manifold is associated (e.g., in [11] results on the unstable manifold are stated, corresponding to the choice Λ = {λ ∈ σ(A) : Re λ > 0}), and suppose Λ = ∅. Let C := C([−r, 0]; R) and, for each k ∈ N, define
with characteristic equation given by (1.3 k ). Throughout this paper, unless otherwise stated, we assume that Λ = {λ ∈ σ(A) : Re λ = 0} and that the basis
is ordered in such a way that Λ contains exactly the solutions on the imaginary axis of the first N equations (1.3 k ): Λ = {λ ∈ C : λ is a solution of (1.3 k ) with Re λ = 0, for some k ∈ {1, . . . , N}}.
we use the adjoint theory to decompose C by Λ k := {λ ∈ C : λ satisfies (1.3 k ) and Re λ = 0}:
where P k is the generalized eigenspace for (1.6 k ) associated with Λ k and B k is an m k × m k constant matrix (throughout this paper, see [8] for standard definitions and results for FDEs).
Similarly to [9] , [11] , [14] , we use the above decompositions to decompose C by Λ:
Now, we want to enlarge the phase space C in such a way that (1.1) can be written as an abstract ODE in a Banach space. To accomplish that, we follow closely the work done for autonomous retarded FDEs in [5] .
Decomposition of the phase space
For phase space, we take the Banach space BC introduced in (H4). In terms of the function X 0 above, the elements of BC have the form ψ = φ + X 0 α, with φ ∈ C, α ∈ X, so that BC ≡ C × X; its norm is equivalent to the norm |φ + X 0 α| = |φ| C + |α| X .
In BC, we consider an extension of the infinitesimal generator of {T (t)} t≥0 , still denoted by A,
On the other hand, (·, ·) k can be continuously defined by the same expression (1.8 k ) on C * × BC, where
Thus, it is easy to see that π, as defined in (1.9) , is extended to a continuous projection (which we still denote by π), π : BC −→ P. In particular, for α ∈ X we have
The projection π leads to the topological decomposition Proof. From [8] , it is known that P k is contained in the domain of the infinitesimal generator of the C 0 semigroup associated with (1.6 k 
and the first statement holds. From (H2) and (H3), for k ∈ N and φ ∈ C we have
and, then, from (1.5 k ),
Integrating by parts, using [8, Chap. 7] , (1.7 k ), and (1.8 k ), we have
on the other hand,
From (2.4), and since d∆φ(0),
Decomposition (2.3) and Lemma 2.1 allow us to decompose (1.1) as a system of abstract ODEs on R M × Ker π, with linear and nonlinear parts separated and with finite and infinite dimensional variables also separated in the linear term. More precisely, for u t = v(t), the abstract ODE in BC associated with (1.1) is 
where A 1 is defined by A 1 :
, and Ker π is taken as a Banach space with the norm induced from BC. It will turn out that the spectrum of A 1 plays a most important role, so the next lemma is meaningful.
Lemma 2.2. σ(A
Proof. First we note that A 1 is a closed operator on the Banach space Ker π, since A is closed as an operator on BC. Using the same reasoning as in the proofs of [5, Lemmas (5.1) and (5.2)], we can show that: (i) the operator A from dom (A) to C and its extension on BC defined by (2.1) have the same spectrum, which is only composed of eigenvalues; (ii)
Using again the same argument as in the proof of [5, Lemma (5. 2)], together with [13, Prop. 4.9] , for λ ∈ Λ we deduce that Im (
To complete the proof, it is sufficient to show that for each α ∈ X there exists h ∈ C
So, the existence of an h ∈ C 1 0 satisfying (2.7 a,b ) is equivalent to the existence of
Thus, the former equation is equivalent to the sequence of equations It remains to verify that
which converges in X, as p → +∞. Since d∆ is a closed operator, we conclude that
Before we proceed with the normal form procedure, we write (2.6) in a simpler form by considering its first N equations as a unique equation in
(2.9)
Normal forms for the flow on invariant manifolds
We describe the computation of normal forms using formal series, though we are interested in situations where only a few terms of those series are computed. We consider the formal Taylor expansion
where F j is the jth Fréchet derivative of F . Then, (2.9) (i.e., (
where
As for autonomous FDEs [5] , [6] , normal forms for (2.9) (or (3.1)) are obtained by a recursive procedure, computing at each step the terms of order j ≥ 2 from the terms of the same order and the terms of lower orders already computed in previous steps, through a transformation of variables of the form
We denote by f j = (f 
, j ≥ 2, are the new terms of order j, given by
Let us introduce the following notation: for a normed space (3.5) and putting
the elements of Λ, each one of them appearing as many times as its multiplicity as a root of the associated characteristic
With a few changes, the proof of this theorem is identical to that of [5, Th. (5.4) ], and we omit it. However, one must realize that the main tool for this proof is Lemma 2.2.
This theorem allows us to characterize in spectral terms the situation in which the procedure described above leads to normal forms in a locally center manifold. [1] , [3] , [7] .
For the sake of simplicity, we have considered Λ = {λ ∈ σ(A) : Reλ = 0}. Now consider the second case referred to in Section 1, that is, let Λ be another nonempty finite subset of σ(A). Suppose, as before, that the elements of Λ are solutions of the first N equations (1.3 k ) and that P is the invariant space of the linearized equation
For this case, we also obtain the results of Section 2, as well as the procedure leading to (3.4) and Theorem 3.1. If there exists a locally invariant manifold M Λ,F for (1.1) tangent to P at zero, for that manifold we achieve a result similiar to the one stated above for the center manifold, if we guarantee that there are no resonances in the second equation of (3.1). 
Remark 3.3. Consider equations with parameters of type
For these equations, the normal form procedure is reduced to that described above by introducing the parameter α as a variable withα(t) = 0, as done in [6] for FDEs. Given a nonempty finite subset Λ of eigenvalues of the infinitesimal generator A associated with the linear PFDE
, as in the situation of Remark 3.1, we conclude that the nonresonance conditions relative to Λ are now
if the following additional condition is satisfied: 0 ∈ Λ whenever 0 ∈ σ(A) (cf. [6] ).
The associated FDE
In this section, we associate with Eq. (2.9) (or Eq. (1.1)) an FDE with an equilibrium at zero, in such a way that, under appropriate additional hypotheses, the normal form on the center manifold for that FDE can be chosen so that it coincides with the normal form (3.7) on the center manifold of the original PFDE (1.1), at least up to some finite order. Here, we shall state what happens up to third order only, because we shall apply the results to equations for which a Hopf bifurcation occurs -so, the singularity is generically determined to third order.
Let us first introduce some notation. If there is no possible confusion, we shall use the same symbols to denote corresponding functions, both for the associated FDE to be considered and for (1.1). We denote C N := C([−r, 0]; R N ) with the sup norm and define the linear operator R ∈ L(C N ; R N ) by [5] , [6] , we enlarge the space C N , considering the space BC N of the functions from [−r, 0] to R N bounded and continuous on [−r, 0) with possibly a jump discontinuity at 0. We decompose BC N by Λ as BC N = P ⊕ Ker π 0 , where π 0 is now the projection
where X 0 is the matrix valued function given by X 0 (θ) = 0, −r ≤ θ < 0, X 0 (0) = I, and (·, ·) is the adjoint bilinear form on C *
, is called the FDE associated with equation (1.1) by Λ at zero.
Decomposing x t = Φz(t) + y t , with z(t) ∈ R
M and y t ∈ Ker π 0 ∩ C
where A 0,1 : 
With the above notation, assume also
Then, for a suitable change of variables, the equations on the center manifold for both (1.1) and (4.1) are the same, up to third order terms.
The proof of this theorem is based on the possibility of identifying the operators M 2 j , j ≥ 2, defined in (3.5) with the corresponding operators appearing in the computation of normal forms relative to Λ for (4.1) [5] . These last operators will be also denoted by M 2 j . Throughout this section we always assume (H1)-(H4) and consider Λ = {λ ∈ σ(A) : Re λ = 0} = ∅, although we could consider other nonempty finite sets for which conditions (3.8) were satisfied.
To prove Theorem 4.1, we need two preliminary results.
, we say that F coincides with f on the first N coordinates if F p = f p , p = 1, . . . , N, and we write F = f (mod Λ) or F (z) = f (z) (mod Λ).
Lemma 4.2. For
We have written (PFDE), (FDE) in, respectively, (4.3), (4.4) to tell us which operators M 2 j we are considering. We shall do the same below, whenever confusion might occur.
and h = p≥1 h p β p be the unique solution of (4.3) (Theorem 3.1). First, we shall see that
and then
On the other hand, the above definition of π 0 yields
. Similarly, we prove that F ∈ V M j (Ker π 0 ). It remains to prove that H is a solution of (4.4). Recall ( [5] 
where A 0,1 is as in (4.2) andḢ(z) denotes the derivative of H(z)(θ) relative to θ.
. Therefore, the first N equations of (4.6) are equivalent to (4.4) , and the lemma is proved.
We have defined the terms of order j in (z, y),
where the dots stand for higher order terms. For (4.2) we obtaiṅ
where now For the coordinates in the infinite dimensional space, we now have the following lemma:
Proof. We have
, and, from (3.2) and (2.2),
. From (4.9) and for the FDE, we have
For the PFDE, and from (3.2) and (H5), we obtain 
analogously,
Then, for y = 0, .7) and (4.8) , and the theorem is proved. Remark 4.2. As pointed out in Remark 3.1, instead of center manifolds we can consider other invariant manifolds associated with Λ, provided that they exist and that the nonresonance conditions in (3.8) are satisfied (which is the case for unstable or center-unstable manifolds).
Remark 4.3. Certainly, we could find a hypothesis similar to (H5) which would ensure that the equations on the center manifold for (1.1) and (4.1) were the same, up to terms of a certain finite order. However, in the examples presented in the next section, we shall compute only normal forms up to cubic terms.
Examples
Recall that for PFDEs of type (3.9) the parameter α is introduced as a variable (see Remark 3.3 and [6] ) -hence, the role of the variable z is now assumed by (z, α) and U 1 j , U 2 j are functions of (z, α). Note that at the end we can drop the auxiliary equationα(t) = 0 added to deal with the parameter.
As an illustration, we shall present here two scalar PFDEs of type (3.9) with a generic Hopf singularity at zero (see, e.g., [1] , [3] , [4] , [7] , [12] for general work on Hopf bifurcation for ODEs and FDEs). For the first PFDE, (H5) holds and the results of Section 4 are applicable; however, this does not happen for the second PFDE, and then the associated FDE does not provide complete information. In both cases, we shall use complex coordinates, i.e., we shall consider C = C([−r, 0]; C), since complex variables allow us to diagonalize the matrix B in (2.9), which implies that the operators M [2] , [9] , [10] , [11] , [14] ):
. However, in the following, we shall begin considering the general case of any f :
are normalized eigenfunctions of d∆ = d(∂ 2 /∂x) on X, with corresponding eigenvalues µ k = −dk 2 , k ≥ 0, and (H1)-(H4) hold for a > 0 ( [9] , [11] ). By linearizing (5.1) about the equilibrium u = 0, for this case the characteristic equations (1.3 k ) are [14] showed (using a result of [8] ) that, for a < π/2, all roots of all equations (5.2 k ) have negative real parts, so the zero solution is stable; when a = π/2, (5.2 0 ) has the unique pair ±iπ/2 of (simple) solutions on the imaginary axis, and all other solutions of (5.2 k ), k ≥ 0, have negative real parts. To study the qualitative behavior near the critical point a = π/2, let a = π/2 + α. Again from [14] , there is a pair of solutions λ(α), λ(α) of (5.2 0 ), with λ(0) = iπ/2 and Re λ (0) > 0 (Hopf condition), and then a Hopf bifurcation occurs at α = 0. With the notation of the preceeding sections (except that now 
We obtain P = P 0 , dim P = dim P 0 = 2, and P 0 = span Φ, where in complex coordinates (cf. [6] )
Suppose that (H5) holds:
On the other hand, for Eq. (5.3) there exists a two-dimensional local center manifold tangent to P at u = 0, α = 0, which is stable [9] . Theorem 4.1 allows us to conclude that the equations on the center manifold for Eq. (5.3) and Eq. (5.4) (or, equivalently, for Eq. (5.6) and Eq. (5.7)) coincide up to third order termswhich are sufficient to determine a generic Hopf bifurcation. For Eq. (5.4), we are able to write that equation without additional calculus, using [6] .
For instance, let Eq. (5.1) be the Hutchinson equation with diffusion: (5.9) and clearly (H5) is fulfilled. In this case, the associated FDE (5.4) in C iṡ
which is the well-known Wright equation under the change
x, so we can apply the results in [6] . Its equation on the center manifold is given in polar coordinates (ρ, ξ) bẏ
where Re λ (0) and K are as in [6, Ex. (3.24) with N = 0]:
Theorem 4.1 tells us that the flow on the center manifold for (5.8) at u = 0, a = π/2 is also given by (5.10), where (5.11). Therefore, the periodic solutions associated with the generic Hopf bifurcation for (5.8) are stable, because K < 0.
Example 5.2. Consider the scalar PFDE (see [13] ) Using [8, Th.A.5, pg. 339], it can be shown that, for 0 < a < π/2, all roots of (5.14 k ) have negative real parts, k ≥ 1. At the critical point a = π/2, [13] showed that Eq. (5.14 1 ) has two simple roots ±iπ/2 and the remaining roots have negative real parts; futhermore, all solutions of Eq. (5.14 k ), k ≥ 2, have negative real parts. Using [8, Lemma 4.1, pg. 254], we conclude that the Hopf condition is satisfied: changing the parameter a by putting a = The existence of a two-dimensional local center manifold for Eq. (5.13) tangent to P at u = 0, a = π/2 follows from [9] . If F satisfies (H5), then the normal forms on the center manifold for the original PFDE and for the FDE above coincide up to cubic terms, and can be calculated without additional computations using [6] . However, consider the particular case of (5.12), i. Clearly, (H5) fails, and therefore we cannot apply Theorem 4.1. Nevertheless, we still can profit from the relationship between the PFDE (5.16) and its associated FDE by Λ (5.17). It is well known that, among the cubic terms, it is sufficient to know the coefficients of z to study the qualitative behavior of the generic Hopf bifurcation.
