Text-rich heterogeneous information networks (text-rich HINs) are ubiquitous in real-world applications. Hypernymy, also known as is-a relation or subclass-of relation, lays in the core of many knowledge graphs and benefits many downstream applications. Existing methods of hypernymy discovery either leverage textual patterns to extract explicitly mentioned hypernym-hyponym pairs, or learn a distributional representation for each term of interest based its context. These approaches rely on statistical signals from the textual corpus, and their effectiveness would therefore be hindered when the signals from the corpus are not sufficient for all terms of interest. In this work, we propose to discover hypernymy in text-rich HINs, which can introduce additional high-quality signals. We develop a new framework, named HyperMine, that exploits multi-granular contexts and combines signals from both text and network without human labeled data. HyperMine extends the definition of "context" to the scenario of text-rich HIN. For example, we can define typed nodes and communities as contexts. These contexts encode signals of different granularities and we feed them into a hypernymy inference model. HyperMine learns this model using weak supervision acquired based on high-precision textual patterns. Extensive experiments on two large real-world datasets demonstrate the effectiveness of HyperMine and the utility of modeling context granularity. We further show a case study that a high-quality taxonomy can be generated solely based on the hypernymy discovered by HyperMine.
INTRODUCTION
Heterogeneous information network (HIN), as a powerful data model, has been widely studied since the past decade [40, 49, 59] . Many real-world HINs contain nodes associated with rich textual information [54, 55, 60] , and we refer to them as text-rich HINs. Typical examples of text-rich HINs include bibliographical networks (e.g., PubMed, DBLP) where nodes representing research papers are associated with their contents and social networks (e.g., Facebook, LinkedIn) in which nodes representing users are attached with their self-descriptive text. These text-rich HINs encapsulate both structured and unstructured information and empowers many downstream tasks such as document clustering [54] , topic modeling [35] , and event detection [63] .
Hypernymy, also known as is-a relation or subclass-of relation, is a semantic relation between two terms. For example, "panda" is a "mammal" and "data structure" is a subclass of "computer science". Furthermore, we refer to a term t 1 as the hypernym of term t 2 and t 2 as the hyponym of t 1 , if t 2 can be categorized under t 1 . In the above case, "panda" and "data structure" are hyponyms while "mammal" and "computer science" are hypernyms. Hypernymy lays the foundations of many knowledge bases and knowledge graphs such as YAGO [48] , DBpedia [2] , and WikiData [52] . Discovering highquality hypernymy can also benefit many downstream applications such as question answering [45, 58] , query understanding [14] , and taxonomy construction [22, 37, 62] . Existing work on hypernymy discovery focuses on detecting hypernymy pairs from massive text corpora. These methods typically fall into two categories -pattern-based methods [13, 32, 36] and distributional methods [8, 45, 56] . Pattern-based methods leverage high-precision textual pattern (e.g., "X such as Y") to extract hypernymy pairs. However, these patterns are usually languagedependent and have low recall, in the sense that they can only match explicitly stated hypernymy pairs in text. On the other hand, distributional methods, primarily based on the distributional inclusion hypothesis [64] , assume that the context of a hyponym is a subset of the context of a hypernym. A variety of textual contexts are defined, including nearby words in local window [64] , adjacent words in parse tree [3] , or documents containing the term [39] , with different term-context weighting measures [18, 33, 56] . However, this approach usually performs poorly when only one type of textual context is used [32, 46] . Moreover, to simultaneously model all types of contexts, this approach requires additional training hypernymy pairs which are often unavailable.
In this work, we propose to discover hypernymy from text-rich HINs. The motivation for studying this problem is two-fold. First, text-rich HIN is a better data model to preserve all the information in raw data (c.f. Figure 1 ). For example, there are three existing competitions related to hypernymy discovery [4, 5, 7] and all of them use Wikipedia as their raw data. However, they only extract textual contexts from Wikipedia and simply discard all other structured information such as hyperlinks and Wikipedia categories, which causes severe information loss. Second, when the input corpus is small (e.g., the ACL Anthology where only NLP papers are included), existing methods may not work as there are less statistical signals such as co-occurrence and less chance of matching a textual pattern [61] . However, if documents in this corpus are linked (e.g., by citation relations), we can model these documents using a text-rich HIN (e.g., the ACL Anthology Network [27] ). Then, we can leverage the network part of the text-rich HIN to derive additional high-quality signals, which to some extent increases the applicability of hypernymy discovery method.
To discover hypernymy from text-rich HINs, we develop a new unsupervised framework, named HyperMine, that exploits contexts of different granularities and combines signals from both text and network without any human labeled data. HyperMine extends the definition of "context" in distributional inclusion hypothesis (DIH) to include nodes in the network. For instance, in the DBLP network, we can define the context of each keyword node to be the set of paper nodes directly linked to it, as depicted in Figure 3a . However, such a simple definition of context may not be proper for hypernymy discovery, as shown in the following example and Figure 2a :
Example. We are given a pair of keywords "literature mining" (t 1 ) and "data mining" (t 2 ) and aim to predict whether it is a hypernymy pair based on DIH. We denote all papers linked to "literature mining" as C (t 1 ) and those linked to "data mining" forms C (t 2 ) . If the DIH holds in this case, we should have C (t 1 ) ⊆ C (t 2 ) as "data mining" is a hypernym of "literature mining". However, a paper with "literature mining" linked as a keyword may not need to additionally tag the more general "data mining", and thus such scenario would violate the assumption of the DIH. This can happen whenever the hypernym is too general, and the contextual units are too fine-grained. 
Grp-by-T Clus-100
Grp-by-W Grp-by-W Figure 4 : Using the DBLP dataset, we demonstrate the observation that different hypernymy pairs should be discovered at different context granularities. Each row in the plot corresponds to a hypernymy pair t 1 → t 2 , and each column corresponds to a context granularity. In each bar, the length ratio between the left blue part and the right red part is proportional to the ratio between M 1 (t 1 → t 2 ) and M 1 (t 2 → t 1 ).
returns a score indicating how likely they constitute a hypernymy pair. To better leverage information from the weakly-labeled set, we train the hypernymy inference model using a contrastive loss that penalizes the model whenever it predicts a higher score between a target term with its non-hypernym than the same target term with its true hypernym. In summary, this paper makes the following contributions: (1) We propose to discover hypernymy from text-rich heterogeneous information networks (HINs), which introduces additional high-quality signals beyond text corpora; (2) We identify the impact of context granularity on distributional inclusion hypothesis (DIH) and propose the HyperMine framework that exploits multi-granular contexts and meanwhile combines signals from both textual and network data in text-HINs, and (3) We conduct extensive experiments to validate the utility of modeling context granularity and the effectiveness of leveraging HIN signals in hypernymy discovery. We further present a case study showing that HyperMine is able to discover high-quality hypernymy pairs for taxonomy construction.
Given the typed essence of HINs, the network schemaG = (T , R) [49] is used to abstract the meta-information regarding the node types and edge types in an HIN. Figure 3a illustrates the schema of the DBLP network, where a paper node may have additional textual information from its content and a keyword node may be associated with its description from Wikipedia. Similarly, the schema of a social network in Figure 3b consists of 5 node types with skill, employer, and position having textual information.
Definition 2.2 (Target Node Type and Vocabulary).
A target node type T ∈ T is a node type where each node of this type corresponds to a textual term (i.e., a word or a phrase) 1 . We refer to the set of all such terms as the target vocabulary −.
In the heterogeneous bibliographic network, DBLP, the target node type can be keyword, and in a heterogeneous professional social network, LinkedIn, the target node type can be skill.
Definition 2.3 (Context in DIH Measures).
Measures based on distributional inclusion hypothesis are defined on a given domain of context C, over which each term in the target vocabulary − has a relevance distribution. Given a term t ∈ − and a contextual unit c ∈ C, we denote the relevance between t and c as r c (t ).
Additionally, we denote the subdomain of the context that are relevant to term t by C (t ) {c ∈ C | r c (t ) 0}. The primary intuition of measures based on distributional inclusion hypothesis is that C (t 1 ) should include C (t 2 ) if t 1 is a hypernym of t 2 , and one widely-used DIH measure, WeedsPrec [56] , is given by
.
The higher the WeedsPrec score, the more likely t 1 is a hypernym of t 2 . In the traditional task of hypernymy discovery from a corpus, the typical definition of C is the set of all words that co-occur with term t in the corpus. Finally, we define our task as follows.
Definition 2.4 (Problem Formulation). Given a text-rich HIN G = (V, E) and a target node type T corresponding to a target vocabulary −, the problem of hypernymy discovery from this textrich HIN aims to discover a list of hypernymy pairs with confidence scores where the hypernyms and the hyponyms are terms from −.
EXPLOITING CONTEXT GRANULARITY
In this section, we further illustrate our observation that different hypernymy pairs should be discovered with contexts of different granularities. Such observation motivates us to design the HyperMine framework in the next section. Figure 4 presents the 1 Therefore, in the following, we use "term" and "node" interchangeably. 
• M3. A variant of M2, which also shares its intuition. M3 (t1, t2) = ClarkDE(t1, t2) ClarkDE(t2, t1). • M4. A symmetric distributional measure, which technical does not capture the inclusion intuition of the DIH. We use it to quantify the relevance of the term pair. M4 (t1, t2) =
Determination of context. As discussed in Section 1, the simplest way to dene context given an HIN and a target node type is to let every node linked to any node of the target node type be a contextual unit. We call the context C dened in this way the Simplest. Also discussed in Section 1, atop the Simplest, one may redene contextual units by grouping the original ones that are semantically relevant. With the availability of HIN data, we adopt the following two approaches to alternatively dene the context in a wide spectrum of context granularity.
• Dene the context by explicit network structures. Many explicit network structures are contained in HINs such as the node types, the edge types, the meta-paths, and the metagraphs [32, 38] . Using these structures, one can design many methods to group the original contextual units in the Simplest together to derive new contextual units. In this paper, we adopt the simplest way and group all the original contextual units that are linked to a node of a specic node type, which we refer to as Grp-by-type, where type is this specic node type. As an example, in the DBLP dataset, a contextual unit in Grp-bytype is the collection of all papers wrien by certain author. We consider a term t 2 D relevant to a contextual unit in Grp-by-type as long as t is relevant to at least one original unit that is grouped into the new unit. • Dene the context by network clustering. Another way to derive semantically meaningful groups is by network clustering. A great many clustering algorithms have been proposed for clustering HINs [32, 38] . With an intention to experiment with an simple algorithm while leveraging the rich information from HINs, we perform the classic K-means algorithm on the node features f 2 R d to derive K clusters. Similarly, a term t 2 D relevant to a cluster-based contextual unit as long as t is relevant to at least one original unit in this cluster. is approach is henceforth referred to as Clus-K.
We remark that the above two approaches both yield contextual units with granularity more coarse than the Simplest, while one can also dene context granularity that is ner than the simplest. For instance, using explicit network structure, meta-graph [32] , a denition of a ner contextual unit in the DBLP network can be two papers wrien by the same author. Under this denition, only two keywords simultaneously tagged to an authors' two papers are considered linked to a common contextual unit. Moreover, in order to focus our investigate on the benet of introducing HIN signals in hypernymy discover and the utility of modeling context granularity, we always set the relevance to be binary, i.e., rc (t ) = 1 if relevant and 0, otherwise.
For each term pair (t1, t2) 2 D ⇥ D, we compute one score using each one of the base DIH measures under each one of the contexts, which together constitute the pairwise feature gt 1t2 for (t1, t2). In other words, the dimension of gt 1t2 equals to the number of based measures (4) times the number of contexts.
Weak Supervision from Pattern-based Method
As a pioneering method, the Hearst paerns [11] have been shown to be able to generate hypernymy pairs with high precision but low recall [8, 15, 20, 46, 50] . We use this method to extract a list
of hypernymy pairs from the corpus of the input text-rich HINs. In Section 6, we shall quantitatively evaluate the validity of this method for generating weak supervision.
Hypernymy Inference Model
(Jiaming, please introduce the Siamese Network based model here. We can either add a gure for the NN structure here or embed it into the very rst gure 1). 
EXPERIMENTS 6.1 Data Description
Datasets. We use two large-scale real-world HIN datasets.
• DBLP is a bibliographical network in the computer science domain [41] , with ve node typesauthor (A), paper (P), keyword (P), venue (P), and year (P) -and ve edge typesauthorship, keyword usage, publishing venue, and publishing year of a paper, and the reference relationship from a paper to another. e text aliated to a paper node is the abstract of the paper, and the text associated to a keyword node is the Wikipedia page on this keyword if exists. We let keyword be the target node type in the hypernymy discovery task. To generate evaluation data, we resort to the ACM Computing Classication System (CCS)A keyword in the our vocabulary D is mapped to a term in CCS if they can be linked to the same Wikipedia entry using a publicly-available tool named Wik-iLinkerFor each of the 10, 055 positive hypernym-hyponym pairs aained as such, we rst generate ve negative pairs by xing the hypernym and randomly sample a keyword that is not its hyponym as a negative hyponym, and then generate another ve negative pairs in the same way by xing the hyponym. In this negative pair generation process, a keyword is always randomly sampled from the set that can be mapped to CCS terms. • PSN is an internal profession social network (PSN) data and we anonymize its origin for the double-blind review process. e M2 (t1, t2) = p ClarkDE(t1, t2) · [1 ClarkDE(t2, t1)], where ClarkDE(t1, t2) = P C (t1 ) \C (t2 ) min(rc (t1),rc (t2)) P C (t1 ) rc (t1) .
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WeedsPrec scores M 1 , as calculated by Eq. (1), between eight hypernymy pairs computed at three contexts with different granularities -Simplest, Grp-by-W, and Clus-100, where Simplest has the finest granularity and Clus-100 has the coarsest granularity. We will introduce their concrete definitions in Section 4.2. For each bar, the blue part on the left end is expected to be clearly longer than the red part on the right end, so that WeedsPrec may be able to reveal t 1 as a hypernym of t 2 instead of the reversed order.
In the first column (Simplest) of the figure, the ratio between M 1 (t 1 → t 2 ) and M 1 (t 2 → t 1 ) cannot be visualized for two pairs involving "data mining" since their M 1 are trivially zero. This undesirable result is the outcome of the fact that "frequent pattern mining" and "data mining" are never linked to the same contextual unit in the DBLP dataset to be described in Section 5.1, and likewise for "literature mining" and "data mining". In the context represented by the second column (Grp-by-W ), WeedsPrec is still trivially zero for one pair. Fortunately, if we choose the context in the last column, WeedsPrec can generate scores for all four pairs with hypernymy "data mining". As a result, by leveraging a coarser context, we can obtain more features and thus improve the recall. However, the context in the last column (Clus-100) is not always the best for all hypernymy pairs. In the example of "reinforcement learning" (t 1 ) and "learning algorithm" (t 2 ), M 1 (t 1 → t 2 ) and M 1 (t 2 → t 1 ) are close to each other, which makes it hard to decisively assert "reinforcement learning" is a hyponym of "learning algorithm". On the other hand, the distinction between M 1 (t 1 → t 2 ) and M 1 (t 2 → t 1 ) are much clear at the Simplest context in the first column. We interpret this result as the generality of a hypernymy pair is coupled with the granularity of the context, and hypernymy relations should, therefore, be revealed at multiple granularities.
Lastly, we emphasize that resolving the problem of the DIH shown in Figure 2a and Figure 4 by exploiting context granularity is easier with the availability of HINs as input. This is because, in an HIN, one can easily define semantically meaningful contextual units using explicit network structures such as grouping by a specific node type or more complex structures including meta-paths or motifs [40, 49] . Furthermore, one may also use network clustering methods to derive contextual units on a broad spectrum of granularities by varying the number of clusters.
THE HYPERMINE FRAMEWORK
We tackle the problem of discovering hypernymy from text-rich HINs by combining signals from both text and network using a hypernymy inference model. This model infers the likelihood of a term t 1 ∈ Γ being a hypernym of another term t 2 ∈ Γ. To learn this model without human labeled data, we leverage high-precision patterns to extract a set of hypernymy pairs from the corpus, which serves as the weak supervision. Then, we exploit the information encoded in HIN and generate a rich pool of multi-granular features for every single term and every term pair. These features help to increase the recall. Particularly, we encode the network signals into nodewise features using HIN embedding and into pairwise features using the DIH-based measures under various context granularities. Note that while the training of hypernymy inference model is weakly supervised, the whole HyperMine framework is unsupervised, as shown in Figure 5 .
Weak Supervision Acquisition
We generate weak supervision for the hypernymy inference model from the corpus D of the input text-rich HIN. As a pioneering method, the Hearst pattern [13] has been shown to have decent precision [22, 53, 57] . We use this method to extract a list S =
} of hypernymy pairs from the corpus D. In Section 5, we will quantitatively evaluate the validity of this method for generating weak supervision.
Nodewise Feature Generation
Network embedding has emerged as a powerful representation learning approach, which has been proven effective in many application scenarios [9] . A network embedding algorithm generally learns an embedding function f : V → R d that maps a node to a Session: Long -Heterogeneous Data CIKM '19, November 3-7, 2019, Beijing, China d-dimensional vectorized representation. In our HyperMine framework, we generate a feature f v f (v) for each node v ∈ V using a network embedding algorithm designed for HINs from an existing study [41] . As each node of the target type in HIN represents a term, we can use this embedding function to derive the nodewise feature f t for each term t in the target vocabulary.
Pairwise Feature Generation
As introduced in Section 1 and 3, the DIH measures can be naturally extended to generate pairwise features from networks, whose power can be further unleashed by modeling context granularity. For each term pair (t 1 , t 2 ) ∈ Γ × Γ, we generate a feature using one of the many DIH measures under one specific context definition. Each DIH measure in our framework is henceforth referred to as a base DIH measure. In the following, we introduce the base DIH measures used in the HyperMine framework, together with various approaches to defining contexts with different granularities.
Base DIH measures.
For a given context C, we define the following four DIH measures.
• M1 (WeedsPrec [56] ) is one of the pioneering DIH measures defined as below:
• M2 (invCL [18] ) is another widely used DIH measure which considers not only how likely t 1 is a hypernym of t 2 but also how unlikely t 2 is a hypernym of t 1 .
• M3 is a variant of M2 and shares the same intuition as M2.
• M4 is a symmetric distributional measure. Although it does not directly capture the inclusion intuition of the DIH, we use it to quantify the relevance of the term pair.
Context Definition.
A simple way to define context given an HIN and a target node type is to let every node linked to nodes of the target type be a contextual unit. We call the context C defined in this way the Simplest context. As discussed in Section 1, atop the Simplest, one may redefine contextual units by grouping the original ones that are semantically relevant. With the availability of HIN data, we adopt the following two approaches to alternatively define the context in a broad spectrum of context granularities.
• Define the context by explicit network structures. Many explicit network structures can be found in HINs such as the node types, the edge types, the meta-paths, and the meta-graphs [40, 49] . Using these structures, one can design methods to group the original contextual units in the Simplest together to derive new contextual units. In this paper, we adopt the most straightforward way and group together all contextual units linked to nodes of a specific node type. We refer to this approach as Grp-by-type with type being a specific node type. As an example, in the DBLP dataset, way to dene context given an HIN and a target node type is to let every node linked to any node of the target node type be a contextual unit. We call the context C dened in this way the Simplest. Also discussed in Section 1, atop the Simplest, one may redene contextual units by grouping the original ones that are semantically relevant. With the availability of HIN data, we adopt the following two approaches to alternatively dene the context in a wide spectrum of context granularity.
We remark that the above two approaches both yield contextual units with granularity more coarse than the Simplest, while one can also dene context granularity that is ner than the simplest. For instance, using explicit network structure, meta-graph [32] , a denition of a ner contextual unit in the DBLP network can be two papers wrien by the same author. Under this denition, only two keywords simultaneously tagged to an authors' two papers are considered linked to a common contextual unit. Moreover, in order to focus our investigate on the benet of introducing HIN signals in hypernymy discover and the utility of modeling context granularity, we always set the relevance to be binary, i.e., r c (t ) = 1 if relevant and 0, otherwise.
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a contextual unit in Grp-by-author is the collection of all papers written by a particular author. We consider a term t ∈ − relevant to a contextual unit in Grp-by-type as long as t is relevant to at least one original unit that is grouped into the new unit.
• Define the context by network clustering. Another way to derive semantically meaningful groups is by network clustering. A great many clustering algorithms have been proposed for clustering HINs [40, 49] . With an intention to experiment with a simple algorithm while leveraging the rich information from HINs, we perform the classic K-means algorithm on the node features f v ∈ R d to derive K clusters. Similarly, a term t ∈ − is relevant to a cluster-based contextual unit as long as t is relevant to at least one original unit in this cluster. This approach is henceforth referred to as Clus-K.
Given a term pair (t 1 , t 2 ) ∈ − × −, we compute a single score using each one of the base DIH measures together with one context type. Therefore, the pairwise feature g t 1 t 2 for term pair (t 1 , t 2 ) has the dimensionality equals to the number of base DIH measures times the number of context types. In this study, we focus our investigation on the benefit of introducing HIN signals and the utility of modeling context granularity, and we hence always set the relevance to be binary, i.e., r c (t ) = 1 if relevant and 0, otherwise.
Hypernymy Inference Model
We aim to obtain a model that calculates the likelihood of a pair of terms (t 1 , t 2 ) being a hypernymy pair, using weak supervision extracted from the text part and features from the network part of the input text-rich HIN. The architecture of our hypernymy inference model has three major components, as depicted in Figure 6 . The first component is a nodewise feature transformer φ(·) that takes the raw nodewise feature f as input and transforms it into a new embedding space where the hypernymy semantics can be better captured. We design this transformer to be a simple linear layer with dropout followed by a non-linear activation using tanh(·) function. Following the core idea of the Siamese Network [6] , we Session: Long -Heterogeneous Data CIKM '19, November 3-7, 2019, Beijing, China apply the same nodewise feature transformer to both term t 1 and t 2 .
The second component is a pairwise feature transformer ψ (·) that acts upon the DIH-based pairwise features. Similarly, we design the pairwise feature transformer using a fully connected neural network with two hidden layers of size N and N /2, where N is the dimension of g t 1 t 2 . Again, we apply dropout for regularization and use tanh(·) function for activation. This pairwise feature transformer can capture the interaction across pairwise features derived from different contexts. The third component is a combiner that aggregates both nodewise and pairwise features after transformation and calculates the hypernymy score by
where Σ is a diagonal matrix and h is a vector.
To learn the parameters in both Σ and h, we expect hypernymy pairs to have higher hypernymy scores than non-hypernymy pairs. Therefore, we use the following contrastive loss for model learning (3) where N (t ⋏ ) is a randomly sampled set of negative terms such that for any term t × in the set, (t ⋏ , t × )
S. For each pair in S, L negative pairs are sampled. This contrastive loss essentially penalizes the model whenever it predicts a higher score between a target term with its non-hyponym than the same target term with its true hyponym. By minimizing this loss, we can learn our hypernymy inference model.
EXPERIMENTS
In this section, we quantitatively evaluate the effectiveness of HyperMine on two real-world large text-rich HINs. An additional case study is also presented using taxonomy construction as our downstream application.
Data Description
Datasets. To the best of our knowledge, there is no standard benchmark dataset on hypernymy discovery in text-rich HIN. In this work, we use two large real-world HIN datasets 2 for the evaluation.
• DBLP is a bibliographical network in the computer science domain, with five node typesauthor (A), paper (P), keyword (W), venue (V), and year (Y), and five edge types -authorship, keyword usage, publishing venue, and publishing year of a paper, and the citation relation from a paper to another. The text affiliated to a paper node is the title of that paper, and the text associated with a keyword node is the raw string of this keyword plus its Wikipedia page if the page exists. We define keyword to be our target node type. To generate a set of ground truth hypernymy pairs, we resort to the ACM Computing Classification System (CCS) 3 which organizes computer science topics into a tree-structured taxonomy. A keyword in the vocabulary − is mapped to a topic term in CCS if they can be linked to the same Wikipedia entry using WikiLinker. A positive hypernym-hyponym label is recorded if two keywords are mapped to two CCS terms that have ancestordescendant relation in the CCS taxonomy. Finally, we obtain 10, 055 positive hypernym-hyponym pairs. Then, for each positive pair, we generate ten negative pairs by fixing the hypernym (hyponym) and randomly sampling five non-hyponym (non-hypernymy) keywords. During such negative sampling process, a keyword is always randomly sampled from the set that can be mapped to CCS terms.
• LinkedIn is an internal profession social network that has five node typesuser, skill, employer, school, and position, and five edge types -users possessing skills, working for employers, attending schools, holding job positions, and being connected with other users. The text associated to a skill, a position, and an employer are respectively the Wikipedia page on this skill, users' descriptions for this position, and the job posting description created by this employer. The entire network is down-sampled to include only users from a major metropolitan area in the US as well as nodes and edges directly linked to these users. We further filter skills and keep the top 5, 000 regarding the number of users having a skill. We define skill be the target node type. Positive hypernym-hyponym pairs were curated by the company that owns the data, and the label curation process is independent of our experiments. We take the same process as described above to generate negative pairs.
The schemas of these two HINs are depicted in Figure 3 , and we summarize the statistics of the datasets in Table 1 .
Compared Methods
We compare our framework with the following methods.
• Hearst patterns (Hearst) [13] is a classic pattern-based method for hypernymy discovery from text.
• LAKI [21] is a document representation method which first learns a keyword hierarchy based on word embeddings (i.e., nodewise features) and DIH measures at the Simplest context, and then assigns documents to this hierarchy. Since LAKI also incorporates both pairwise and nodewise features, we compare our framework with it in order to show that the higher expressive power of our hypernymy inference model indeed helps.
• Poincaré Embedding (Poincaré) [25] is an embedding learning algorithm in the hyperbolic space. It can embed an input taxonomy, represented as a directed acyclic graph (DAG), into a hyperbolic space, and then uses learned node embeddings to predict more hypernymy pairs in the DAG. We take it as a baseline because, to the best of our knowledge, this class of algorithms is the only existing ones that are relevant to hypernymy and take graphs or networks as input.
• LexNET [43] is a state-of-the-art algorithm for hypernymy discovery from text. LexNet integrates dependency path based signals with distributional signals for predicting hypernymy. 
Evaluation Metrics and Experiment Setups
Evaluation Metrics. We report evaluation results using two precision metrics and four ranking metrics. The two precision metrics are precision at k (P@k) with k ∈ {100, 1000}, which are computed as the number of positive pairs among the top-ranked k pairs divided by k. The four ranking metrics are macro mean average reciprocal rank (MaMARR), micro mean average reciprocal rank (MiMARR), macro mean largest reciprocal rank (MaMLRR), and micro mean largest reciprocal rank (MiMLRR). To calculate these four ranking metrics, we first group all pairs sharing the same hypernym t in the evaluation data. Then, for each pair, its reciprocal rank (RR) is the reciprocal of the rank of this pair within the group. Since there can be multiple positive pairs in a group, the average reciprocal rank for the group is the average over the RR's of all positive pairs, and the largest reciprocal rank is the largest RR among the RR's of all positive pairs. Finally, we compute the macro mean and the micro mean across all groups to get the final four metrics, where the macro mean assigns uniform weights for all group when calculating the mean and the micro mean assigns weights proportional to the number of positive pairs in each group. We also note that the optimal value the perfect model can achieve for MiMARR and MaMARR may be smaller than 1. This can be explained with an example where a group has three positive pairs, then the highest average reciprocal rank for this group would be (1/1 + 1/2 + . . . + 1/6)/6 = 0.408 < 1. For all six metrics, greater value indicate better performance. To obtain rank lists, we calculate a confidence score for each pair in the evaluation. All methods expect for baseline Hearst will directly return such confidence score. For example, our hypernymy inference model will return a hypernymy likelihood s (t 1 → t 2 ) which can be naturally viewed as the confidence score. As for baseline Hearst, we simply assign a score of 1.0 for all of its extracted pairs and assign a score of 0.0 for all other pairs. When two pairs have the same scores, we randomly break the ties so that a model predicting all ties would get the same evaluation result as random guess. For fairness across different runs of evaluation and across different models, we fix the random seed in the evaluation pipeline.
Experiment Setups. When determining context by explicit network structure, we use Grp-by-A, Grp-by-V, Grp-by-W for DBLP and Grp-by-P, Grp-by-S, Grp-by-U for LinkedIn. When determining context by clustering, we select two different values for K: 100 and 10000, which yields two contexts Clus-100 and Clus-10000. Therefore, we have totally 6 different contexts (5 derived contexts plus the simplest context), which, times 4 distinct base DIH measures, gives 4 × 6 = 24 pairwise features.
For both datasets, we learn the 128-dimension HIN node embedding using HEER [42] . We tune all hyper-parameters of compared methods using 5-fold cross validation on our weak supervision dataset. For the hypernymy inference model in HyperMine, we use a neural network with one hidden layer of size 256 as the nodewise feature transformer. We set negative sampling ratio L = 10, the dropout rate for φ(·) to 0.7, and dropout rate for ψ (·) to 0.1.
Quantitative Evaluation Results
The main quantitative evaluation results are presented in Table 2 . Overall, the HyperMine-based methods outperform all baselines under all metrics in both datasets by large margins with only one exception for P@100 in the LinkedIn dataset. Furthermore, the full HyperMine model clearly outperforms HyperMine-wo-CG in DBLP and has a competitive performance with HyperMine-wo-CG in LinkedIn dataset.
Notably, the state-of-the-art corpus-based method LexNET mostly excels among all baselines. However, it still performs significantly inferior to HyperMine and HyperMine-wo-CG, which demonstrates the benefit of introducing network signals in the task of hypernymy discovery. Also only taking corpus as the input, Hearst further underperforms LexNET on most metrics. It is worth noting that the precision of Hearst drops drastically when the k in P@k changes from 100 to 1000 in both datasets. In comparison, LexNET has P@100 similar to Hearst, while the former has clearly better P@1000. This outcome further verifies the existing observation that Hearst tends to extract a limited number of term pairs, i.e., low recall, while the precision on the extracted pairs could be decent.
In addition, Poincaré is selected as a baseline because it represents a line of research that is both relevant to hypernymy and takes graphs or networks as input. We find that Poincaré has the worst performance among all baselines, which might be because this algorithm is not designed for discovering hypernymy from data. Furthermore, LAKI also generally performs worse than the other two HyperMine-based models with one exception for P@100 in LinkedIn. We analyze why it achieves better performance in LinkedIn compared to in DBLP dataset in the next paragraph.
The same context granularity can have different importances in different datasets. HyperMine clearly outperforms its partial model HyperMine-wo-CG in DBLP dataset, which demonstrates the utility of leveraging multiple context granularities. However, the comparison between HyperMine and HyperMine-wo-CG has mixed results in LinkedIn dataset. We interpret this as the Simplest context is too informative in LinkedIn since each user is linked to more skills on average than each paper is linked to keywords.
Session: Long -Heterogeneous Data CIKM '19, November 3-7, 2019, Beijing, China As a result, introducing more features from other context granularities may not bring in a significant performance boost. In fact, low-quality noisy features may even dampen the top-ranked pairs resulting in a lower precision, especially when k is small. This also explains the better performance of LAKI in LinkedIn, since LAKI indeed uses a DIH measure at the Simplest context.
Simultaneously leveraging pairwise features from multiple context granularities can introduce performance boost. In Figure 7 , we plot out the evaluation result using each single networkbased DIH feature on the DBLP dataset. We only present the metric P@1000 and omit the other metrics due to space limitations, and that similar conclusion can be reached based on other metrics. Comparing Figure 7 with Table 2 , it can be seen that the proposed method using multi-granular context features achieves elevated performance compared with every single feature. This finding corroborates our previous observation that different hypernymy pairs may be revealed from different context granularities.
No context granularity is always the best even in the same dataset. From the performance of each single feature in Figure 7 , it can be seen that not a context granularity is the best under all DIH base measures. For instance, Clus-10000 has the best performance when coupled with M 1 , M 2 , and M 3 , while in the case of M 4 , Simplest is the best. Also, while Simplest is the best with M 4 , it is even slightly worse than Grp-by-A when coupled with M 1 and M 2 .
Case Study: Taxonomy Construction
In this section, we show that HyperMine can discover high-quality hypernymy pairs that are useful for taxonomy construction. If we consider each discovered hypernymy pair as a directed edge, putting all pairs together will yield a graph potentially with cycles. However, by definition, a taxonomy is restricted to be a directed acyclic graph (DAG). Therefore, we resort to a simple heuristic algorithm used in many existing taxonomy construction studies [17, 51] , which repeatedly finds one cycle in the current graph and then randomly breaks an edge. We consider the resulting DAG as a crude taxonomy.
Due to the scalability limit of the above cycle breaking algorithm, we construct the initial graph with 500 most popular skills and then keep 5000 edges with the highest hypernymy scores. We present the result after the cycle breaking algorithm in Figure 8 , which includes the part of the DAG rooted by node Finance and all of its hyponyms within the fourth-order neighborhood.
Since only 500 top skills are left when constructing the graph, one should expect the recall of the taxonomy should be limited. The recall aside, the constructed taxonomy has decent overall quality. If we refer to a hyponym of t that also has an edge from t as a child of t, seven out of nine children of Finance makes sense except Tax and Analytical Skills, where the latter two are related to Finance but are not precisely its hyponyms. One level deeper, descendants of the seven children are reasonable as well, which further corroborates the effectiveness of our proposed HyperMine framework.
As a final remark, even when such an unsupervised approach may not directly yield a perfect taxonomy, the discovered hypernymy pairs with confidence scores are still useful. For example, when human labelers wish to expand an existing taxonomy to incorporate more nodes, they can seek recommendations from our HyperMine framework.
RELATED WORK
In this section, we discuss related work for text-rich HINs and hypernymy discovery.
Heterogeneous Information Network. Heterogeneous information network (HIN) has been heavily studied for its ubiquity in real-world scenarios and its ability to encapsulate rich information [40, 49, 59] . Researchers have demonstrated that using HINs can benefit a wide range of tasks such as classification, clustering, recommendation, and outlier detection [40, 49, 66] . Many real-world HINs are also text-rich with certain types of their nodes associated with additional textual information [10, 55, 60] . One typical example is the HIN with node type document or research paper. The content of each document or paper provides textual information highly relevant to this node, and such text-rich HINs have been studied in tasks such as clustering [54] , topic modeling [35] , and literature search [38] .
Distributional Method for Hypernymy Discovery. Distributional methods constitute one major line of research for hypernymy discovery [50, 53] and can be adapted to hypernymy discovery from network data. Early studies proposed symmetric distributional measures for hypernymy discovery that only capture relevance between terms [20] . More recently, researchers have investigated into asymmetric measures based on the distributional inclusion hypothesis (DIH) to comply with the asymmetrical nature of hypernymy [12, 53, 65] . Examples of popular DIH measures include WeedsPrec [56] , APinc and balAPinc [16] , ClarkeDE [8] , cosWeeds, invCL [18] , and WeightedCosine [28] .
Closely related to our effort in rectifying the DIH by modeling context granularity, several studies have also studied the validity of the DIH. These studies have also suggested the DIH may not always hold accurate and proposed solutions orthogonal to ours [30, 31, 34] . Santus et al. [34] propose an entropy-based measure SLQS that do not rely on the DIH, while some other studies suggested only certain units in the context should be used to generate features [30, 31] . We note that these approaches do not contradict with ours, because they are all based on the default context granularity, while we argue that DIH would hold at proper context granularities for each hypernym-hyponym pair.
Pattern-based Method for Hypernymy Discovery. Hearst, et al. [13] pioneered the line of pattern-based hypernymy discovery methods which leverage hand-crafted lexico-syntactic patterns to extract explicitly mentioned hypernymy pairs from a text corpus. A substantial number of methods have been proposed to extend the original six Hearst patterns [11, 17, 57] . It has been shown that Hearst pattern based methods tend to achieve high precision with compromised recall [22, 32, 53] . Attempts have also been made to further improve the recall [1, 24, 47] . In our framework, we use the straightforward Hearst pattern-based method to extract weak supervision pairs in the hope of yielding pairs with decent precision and without much additional engineering.
Supervised Method for Hypernymy Discovery. With additional supervision available, researchers have proposed models to infer hypernymy based on the representation of a term pair [19, 29, 44] . Methods for deriving such representations include the aforementioned pattern-based methods and distributional methods as well as the compact, distributed representations generated from models such as word2vec [23] , GloVe [26] , and SensEmbed [15] .
CONCLUSION AND FUTURE WORK
In this work, we propose to discover hypernymy from text-rich HINs, which avails us with additional rich signals from the network data besides corpus. From real-world data, we identify the importance of modeling context granularity in distributional inclusion hypothesis (DIH). We then propose the HyperMine framework that exploits multi-granular contexts and leverages both network and textual signals for the problem of hypernymy discovery. Experiments and case study demonstrate the effectiveness of HyperMine as well as the utility of considering context granularity.
Future work can explore more methods to derive contextual units. For example, we can use more complex structures (e.g., network motifs) and HIN-specific clustering methods to further unleash the utility of modeling context granularity. Besides, it is also of interest to extend our framework to consider polysemy in datasets that possess such a characteristic. Furthermore, in this work, we simply treat the textual part of a text-rich HIN as a corpus collection regardless of which node a particular piece of text is associated with. Since a node and the text associated with it are likely to be relevant, we expect that building a more unified model by leveraging such signal could introduce additional performance boost to the task of hypernymy discovery.
