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QUASI–COXETER ALGEBRAS, DYNKIN DIAGRAM
COHOMOLOGY AND QUANTUM WEYL GROUPS
VALERIO TOLEDANO LAREDO
Abstract. The author, and independently De Concini, conjectured
that the monodromy of the Casimir connection of a simple Lie alge-
bra g is described by the quantum Weyl group operators of the quan-
tum group U~g. The aim of this paper, and of its sequel [TL4], is to
prove this conjecture. The proof relies upon the use of quasi–Coxeter
algebras, which are to generalised braid groups what Drinfeld’s quasi-
triangular quasibialgebras are to the Artin braid groups Bn. Using an
appropriate deformation cohomology, we reduce the conjecture to the ex-
istence of a quasi–Coxeter, quasitriangular quasibialgebra structure on
the enveloping algebra Ug which interpolates between the quasi–Coxeter
algebra structure underlying the Casimir connection and the quasitrian-
gular quasibialgebra structure underlying the Knizhnik–Zamolodchikov
equations. The existence of this structure will be proved in [TL4].
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2 V. TOLEDANO LAREDO
Introduction
Let g be a complex, simple Lie algebra, h ⊂ g a Cartan subalgebra and Φ ⊂
h∗ the corresponding root system. For each α ∈ Φ, let slα2 = 〈eα, fα, hα〉 ⊂ g
be the corresponding three–dimensional subalgebra and denote by
Cα =
(α,α)
2
(
eαfα + fαeα +
1
2
h2α
)
its Casimir operator with respect to the restriction to slα2 of a fixed non–
degenerate, ad–invariant bilinear form (·, ·) on g. Let
hreg = h \
⋃
α∈Φ
Ker(α)
be the set of regular elements in h, V a finite–dimensional g–module, and
consider the following holomorphic connection on the holomorphically trivial
vector bundle V over hreg with fibre V
∇C = d− h
2
∑
α∈Φ
dα
α
· Cα
where d is the exterior derivative and h is a complex number. The follow-
ing result is due to the author and J. Millson [MTL] and was discovered
independently by De Concini around 1995 (unpublished) and Felder et al.
[FMTV].
Theorem 0.1. The connection ∇C is flat for any h ∈ C.
Let W ⊂ GL(h) be the Weyl group of g. It is well–known that W does not
act on V in general but that the triple exponentials
s˜i = exp(eαi) exp(−fαi) exp(eαi) ∈ GL(V )
corresponding to a choice α1, . . . , αn of simple roots of g and of sl2–triples
eαi , fαi , hαi ∈ slαi2 give rise to an action of an extension W˜ of W by the
sign group Zn [Ti]. This action may be used to twist (V,∇C) into a W–
equivariant, flat vector bundle on hreg [MTL, §2]. One therefore obtains an
analytic, one–parameter family of monodromy representations
µhV : BW = π1(hreg/W ) −→ GL(V )
of the generalised braid group BW which, for h = 0, factors through the
action of W˜ on V . Considering the deformation parameter h as formal and
setting ~ = 2πih, we regard this family as a single representation
µV : BW → GL(V [[~]])
given by the formal Taylor series of µhV at h = 0.
Let now U~g be the Drinfeld–Jimbo quantum group corresponding to g and
the inner product (·, ·). We regard U~g as a topological Hopf algebra over
the ring of formal power series C[[~]]. By a finite–dimensional representation
of U~g we shall mean a U~g–module U which is free and finitely–generated as
QUASI–COXETER ALGEBRAS AND DYNKIN DIAGRAM COHOMOLOGY 3
C[[~]]–module. The isomorphism class of such a representation is uniquely
determined by that of the g–module U/~U . Lusztig [Lu], and indepen-
dently Kirillov–Reshetikhin and Soibelman [KR, So], constructed operators
S~1 , . . . , S
~
n labelled by the simple reflections si = sαi in W , acting on any
finite–dimensional representation of U~g. These operators satisfy the braid
relations
S~i S
~
j · · · = S~j S~i · · ·
for each i 6= j, where the number of terms on each side is equal to the order
of sisj in W . As a consequence, each finite–dimensional representation U
of U~g carries an action of BW called the quantum Weyl group action. Its
reduction mod ~ factors trough the action of the Tits extension W˜ on U/~U .
Let V be a finite–dimensional g–module and let V be a quantum deformation
of V , that is a finite–dimensional U~g–module such that V/~V ∼= V as
g–modules. The following conjecture was formulated in [TL1, TL2] and
independently by De Concini around 1995 (unpublished).
Conjecture 0.2. The monodromy action µV of BW on V [[~]] is equivalent
to its quantum Weyl group action on V.
We note in passing the following interesting, and immediate consequence
of the above conjecture and of the fact that the finite–dimensional U~g–
modules and operators S~i are defined over Q[[~]]
Corollary 0.3. The monodromy representation µV is defined over Q[[~]].
Conjecture 0.2 is proved in [TL1] for all representations of g = sln and in
[TL2] for a number of pairs (g, V ) including vector and spin representations
of classical Lie algebras and the adjoint representation of all complex, simple
Lie algebras. Its semi–classical analogue is proved for all g in [Bo1, Bo2].
The aim of this paper, and of its sequel [TL4], is to give a proof of this
conjecture for any complex, simple Lie algebra g. The strategy we follow
is very much inspired by Drinfeld’s proof of the equivalence of the mon-
odromy of the Knizhnik–Zamolodchikov (KZ) equations and the R–matrix
representations coming from U~g [Dr4]. It proceeds along the following lines.
(i) Define a suitable category of algebras carrying representations of
the generalised braid group BW on their finite–dimensional mod-
ules. We call these algebras quasi–Coxeter algebras. They are the
analogues for BW of what Drinfeld’s quasitriangular quasibialgebras
are for the Artin braid groups Bn.
(ii) Show that the monodromy representations µV arise from a quasi–
Coxeter algebra structure on the enveloping algebra Ug[[~]].
(iii) Show that the quantum Weyl group representations of BW arise
from a quasi–Coxeter algebra structure on the quantum group U~g.
(iv) Show that this quasi–Coxeter algebra structure on U~g is (cohomo-
logically) equivalent to one on Ug[[~]].
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(v) Construct a complex which controls the deformations of quasi–
Coxeter algebra structures. We call the corresponding cohomology
Dynkin diagram cohomology HD∗. The infinitesimal of a quasi–
Coxeter algebra structure on A defines a canonical class inHD2(A).
(vi) Show, using the Dynkin complex of Ug, that there is, up to iso-
morphism at most one quasi–Coxeter algebra structure on Ug[[~]]
having prescribed local monodromies.
Steps (i)–(v) are carried out in Part I of this paper. Step (vi) however hope-
lessly fails since it turns out that, for g of rank greater than one, HD2(Ug)
is infinite–dimensional. To remedy this, one must rigidify matters by taking
into account the bialgebra structures on U~g and Ug[[~]]. This may perhaps
be guessed from the fact that both the quantum Weyl group operators S~i
and the local monodromies SCi = s˜i · exp(~Cαi/2) of the Casimir connection
∇C satisfy strikingly similar coproduct identities, namely
∆(S~i ) = R
21
i · S~i ⊗ S~i
∆(SCi ) = exp(~ti) · SCi ⊗ SCi
where Ri is the universal R–matrix of U~sl
αi
2 ⊂ U~g and
ti = (∆(Cαi)− Cαi ⊗ 1− 1⊗ Cαi)/2
Since the failure of S~i and S
C
i to be group–like elements involves R–matrices,
a proper study of quasi–Coxeter bialgebras must in fact be concerned with
quasi–Coxeter quasitriangular quasibialgebras, that is bialgebras which carry
representations of both Artin’s braid groups and the group BW on the tensor
products of their finite–dimensional modules. We carry out the analogues
of steps (i) and (v) for these algebras in Part II of this paper and of steps
(iii) and (iv) in Part III. We then show that, up to isomorphism, there exists
a unique quasi–Coxeter quasitriangular quasibialgebra structure on Ug[[~]]
having prescribed local monodromies as that coming from U~g (step (vi)).
The final step needed to complete the proof of conjecture 0.2, namely the
fact that the monodromy of the connection ∇C and of the KZ connection
for g fit within a quasi–Coxeter quasitriangular quasibialgebra structure on
Ug[[~]] will be proved in [TL4].
Outline of the paper. We turn now to an outline of the contents of the
paper, referring the reader to the introductory paragraphs of each section
for more details. We begin in section 1 by reviewing the De Concini–Procesi
theory of asymptotic zones for connections of KZ–type which provides a con-
cise, combinatorial description of their monodromy. This description forms,
together with Drinfeld’s theory of quasitriangular quasibialgebras, revisited
through the author’s duality between the connection ∇C for sln and the
KZ connection for slk (see [TL1] and §4.3), the basis underpinning the def-
inition of a quasi–Coxeter algebra given in section 3. Such algebras have
a type determined by a connected graph D with labelled edges. For the
examples relevant to us, D is the Dynkin diagram of the Lie algebra g but
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in most of the paper we merely assume that D is a connected graph and
work in this greater generality. Just as MacLane’s coherence theorem for
monoidal categories is best proved using Stasheff’s associahedra Kn [St1],
the most compact definition of a quasi–Coxeter algebra has its relations la-
belled by the two–dimensional faces of a regular CW–complex AD, which
is defined and studied in section 2. We call AD the De Concini–Procesi
associahedron since, when D is the Dynkin diagram of g, AD is naturally
realised inside their wonderful model of hreg [DCP2] and, when g = sln+1, it
coincides with Kn
1. Section 4 describes several examples of quasi–Coxeter
algebras. In section 5, we define the Dynkin complex of a quasi–Coxeter
algebra and show that it controls its deformation theory. In section 6 we
define quasi–Coxeter quasitriangular quasibialgebras and show in section 7
that their deformation theory is controlled by a suitable bicomplex, which
we call the Dynkin–Hochschild bicomplex. In section 8, we show that Drin-
feld’s R–matrix and the quantumWeyl groups operators endow the quantum
group U~g with the structure of a quasi–Coxeter quasitriangular quasibial-
gebra and that this structure may be cohomologically transferred to one on
Ug[[~]]. Finally, section 9 is devoted to the proof of the rigidity of quasi–
Coxeter quasitriangular quasibialgebra structures on the enveloping algebra
Ug. This result relies on Drinfeld’s rigidity of quasitriangular quasibialgebra
deformations of Ug[[~]] [Dr3] and on the essential uniqueness of solutions of
a certain relative twist equation which is proved in [TL3].
Part I. Quasi–Coxeter algebras
1. Asymptotic zones for hyperplane arrangements
This section is an exposition of the paper [DCP2] and parts of [DCP1]. All
results stated herein are due to De Concini and Procesi, with the minor ex-
ception of the terminology of §1.11–§1.12 and §1.14–§1.16 and of the results
of §1.15–§1.16, which are however implicit in or immediate consequences
of [DCP2]. The presentation in §1.10–§1.16 is a little more general than
in [DCP2] since we deal with real arrangements endowed with a simplicial
chamber rather than Coxeter ones, but the proofs in [DCP2] carry over ver-
batim to this context and are therefore mostly omitted.
Let A be a hyperplane arrangement in a complex, finite–dimensional vector
space V . The aim of this section is to describe good solutions Ψ of the
holonomy equations∇Ψ = 0 on VA = V \A. These are a generalisation of the
Knizhnik–Zamolodchikov (KZ) equations, which are defined for the Coxeter
arrangements of type An, to general hyperplane arrangements. The solutions
1while this paper was being written, Carr and Devadoss posted the preprint [CD] where
the same CW –complex is introduced under the name graph–associahedron and proved to
be, as in our §2.2, a convex polytope.
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in question are universal, i.e., take values in the holonomy algebra A of the
arrangement (see §1.1–§1.2 for definitions) and have prescribed asymptotic
behaviour, that is are such that the monodromy of suitable commuting
elements of π1(VA) has a particularly simple form. They generalise the ones
constructed by Drinfeld for the KZ equations [Dr3] and by Cherednik for
his generalisation of the KZ equations to Coxeter arrangements [Ch1, Ch2].
They are described in §1.8–§1.9 in terms of local coordinates on a wonderful
model of V that is, a smooth variety YX , proper over V and in which the
preimage of A is a divisor with normal crossings. The construction and
coordinatization of YX are reviewed in §1.4–§1.7. In §1.10–§1.11, we focus
on real arrangements. This allows one to consistently define multiplicative
constants, specifically elements of the holonomy algebra A, which relate
different solutions. These are a generalisation of Drinfeld’s associator, which
arises for the Coxeter arrangement of type A2, and allow one to concisely
describe the monodromy of ∇. The main properties of these De Concini–
Procesi associators, most notably their inductive structure, are described in
§1.12–§1.16. Finally, in §1.17, we specialise further to the case of Coxeter
arrangements and obtain that the associators satisfy, together with the local
monodromies of ∇, the braid relations which give Brieskorn’s presentation
of the corresponding generalised braid group.
1.1. The holonomy algebra of a hyperplane arrangement. Let V be
a finite–dimensional, complex vector space and A a finite collection of linear
hyperplanes in V . Choose an equation x ∈ H⊥ \ {0} for each H ∈ A and
let X = {x} ⊂ V ∗ be the corresponding collection of linear forms. Consider
a connection on VA = V \ A of the form
∇ = d−
∑
x∈X
dx
x
· tx
Following Chen [Chn1], we do not regard the tx as acting on a vector
space but rather as formal variables, it being understood that any finite–
dimensional representation ρ : F → End(U) of the free, associative algebra
F = C〈tx〉x∈X generated by the tx gives rise to a holomorphic connection
∇ρ = d−
∑
x∈X
dx
x
· ρ(tx) (1.1)
on the holomorphically trivial vector bundle over VA with fibre U .
By [Ko2], ∇ is flat if, and only if the following relations hold for any two–
dimensional subspace B ⊂ V ∗ spanned by elements of X and x ∈ X ∩B,
[tx,
∑
y∈X∩B
ty] = 0 (1.2)
Let I ⊂ F be the two–sided ideal generated by these relations. I is ho-
mogeneous with respect to the grading on F for which all tx have degree
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1. The quotient F/I is the universal enveloping algebra of the graded Lie
algebra with generators tx, x ∈ X defined by (1.2). The completion A of
F/I with respect to its grading is a topological Hopf algebra called the ho-
lonomy algebra of the arrangement A. The holonomy equations of A are the
equations
dΨ =
∑
x∈X
dx
x
txΨ (1.3)
for a locally defined function Ψ : VA → A. Such a Ψ is necessarily holo-
morphic, i.e., such that each component Ψm, m ∈ N with respect to the N–
grading on A is a holomorphic function with values in the finite–dimensional
vector space Am. Moreover, Ψ takes values in the group A
× of invertible
elements of A if, and only if its degree zero term Ψ0 : VA → A0 ∼= C
does not vanish. Since (1.3) implies that dΨ0 = 0, this is the case if, and
only if Ψ0(v) 6= 0 for some v ∈ VA. Finally, since the tx are primitive ele-
ments of A, Ψ takes values in the group like elements of A if, and only if
∆(Ψ(v)) = Ψ(v) ⊗ Ψ(v) for some v ∈ VA. We denote by N the group of
group like elements of A with degree zero term equal to 1 and call a solution
Ψ of the holonomy equations unipotent if it takes values in N .
Clearly, the connection (1.1) determined by a finite–dimensional represen-
tation ρ : F → End(U) is flat if, and only if ρ factors through F/I. To
avoid convergence issues, let h be a formal variable and note that, due to
the homogeneity of the relations (1.2), the representation
ρh : F → End(U [h]), ρh(tx) = hρ(tx) (1.4)
factors through F/I if, and only if, ρ does. When that is the case, ρh extends
to a representation of A on U [[h]] which we will denote by the same symbol.
Moreover, any invertible solution Ψ of (1.3) gives rise to a fundamental
solution Ψρh = ρh(Ψ) of ∇ρhΨρh = 0 with values in End(U)[[h]].
1.2. Monodromy of the holonomy equations. Throughout this paper,
we adopt the convention that, for a topological space X, the composition ζγ
of ζ, γ ∈ π1(X,x0) is given by γ followed by ζ, so that the holonomy of a flat
vector bundle (V,∇) on X at x0 is a homomorphism π1(X,x0)→ GL(Vx0).
Fix a basepoint v0 ∈ VA and let (V˜A, v˜0) p−→ (VA, v0) be the pointed uni-
versal cover of (VA, v0). V˜A is endowed with a canonical right action of the
fundamental group π1(VA, v0) by deck transformation. Any solution Ψ of
the holonomy equations (1.3) defined in a neighborhood of v0 lifts uniquely
to, and will be regarded as, a global, A–valued solution of p∗∇Ψ = 0 on V˜A.
If γ ∈ π1(VA, v0), then γ • Ψ(v˜) = Ψ(v˜γ) is another such solution. Thus, if
Ψ is invertible, then
µΨ(γ) = Ψ
−1 · γ •Ψ (1.5)
is a locally constant, and therefore constant function on V˜A.
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Proposition 1.1.
(i) The map γ → µΨ(γ) is a homomorphism π1(VA, v0)→ A.
(ii) If Ψ is unipotent, µΨ takes values in N .
(iii) If Ψ′ = Ψ ·K, K ∈ A× is another invertible solution, then
µΨ′ = Ad(K
−1) ◦ µΨ
Note that if ρ : F/I → End(U) is a finite–dimensional representation and
ρh : A→ End(U [[h]]) is given by (1.4), the composition ρh◦µΨ : π1(VA, v0)→
GL(U [[h]]) is the monodromy representation of the connection ∇ρh expressed
in the fundamental solution Ψρh = ρh(Ψ).
1.3. Chen–Kohno isomorphisms. Set π = π1(VA, v0), let C[π] be the
group algebra of π and J its augmentation ideal, that is the kernel of the
counit ε : C[π] → C given by ε(γ) = 1 for any γ ∈ π. Let Ĉ[π] be the
prounipotent completion of C[π], i.e., the inverse limit
Ĉ[π] = lim
←−
k→∞
C[π]/Jk
Note that π embeds in Ĉ[π] if, and only if C[π] does and that this is the
case if, and only if π is residually torsion free nilpotent [Chn2, prop. 2.2.1].
Let Ψ : V˜A → A be an invertible solution of the holonomy equations (1.3).
Since their reduction by the ideal A+ ⊂ A consisting of elements of positive
degree is the differential equation dΨ = 0, the diagram
C[π]
µΨ
✲ A
C
ε
❄
===== A/A+
❄
is commutative. Thus, µΨ maps J to A+ and therefore factors through an
algebra homomorphism
µ̂Ψ : Ĉ[π] −→ A
which is a homomorphism of topological Hopf algebras if Ψ is unipotent.
Theorem 1.2 (Chen–Kohno). µ̂Ψ is an isomorphism.
A simple proof of theorem 1.2 is given at the end of this section in §1.18.
1.4. The wonderful model YX . Let L be the (atomic) lattice of subspaces
of V ∗ spanned by subsets of X and set L∗ = L \ {0}.
Definition 1.3. A decomposition of U ∈ L∗ is a family U1, . . . , Uk of sub-
spaces of U lying in L∗ such that, for every subspace W ⊆ U with W ∈ L∗
one has W ∩ Ui ∈ L for every i = 1, . . . , k and
W = (W ∩ U1)⊕ · · · ⊕ (W ∩ Uk)
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An element U ∈ L∗ is called reducible if it possesses such a decomposition
with k ≥ 2 summands and irreducible otherwise.
Any U ∈ L∗ possesses a unique decomposition into irreducible summands.
Let I ⊂ L∗ be the collection of irreducible subspaces. For any B ∈ I, let
B⊥ =
⋂
x∈X∩B
x⊥ ⊂ V
be the subspace orthogonal to B and note that the rational map πB : V →
V/B⊥ → P(V/B⊥) is regular outside B⊥.
Definition 1.4. YX is the closure of the image of VA under the embedding
1
VA −→ V ×
∏
B∈I
P(V/B⊥)
Theorem 1.5.
(i) YX is an irreducible, smooth algebraic variety.
(ii) The natural projection π : YX → V is proper, surjective and restricts
to an isomorphism YX \ π−1(A)→ VA.
(iii) π−1(A) ⊂ YX is a divisor with normal crossings.
Remark 1.6. The points of YX may be parametrised by adapting Fulton
and MacPherson’s notion of screens for configurations of points [FM, §1] as
follows. Let v ∈ V such that x(v) = 0 for at least one x ∈ X, let B be the
maximal element of L∗ such that v ∈ B⊥ and let B = B1 ⊕ · · · ⊕Bk be its
irreducible decomposition. Define recursively a sequence of screens for v to
be given by a non–zero vector vi in each V/B
⊥
i , defined up to multiplication
by a scalar, and, whenever x(vi) = 0 for at least an x ∈ X ∩Bi, a sequence
of screens for vi relative to the hyperplane arrangement on V/B
⊥
i defined
by X ∩ Bi. Then, a point y ∈ YX is readily seen to determine a sequence
of screens for v = π(y) and to be uniquely determined by it. Moreover, any
sequence of screens for a vector v ∈ V arises in this way.
1.5. Geometry and combinatorics of the divisor D. The following
notion is crucial in describing the combinatorics of the divisor D = π−1(A).
Definition 1.7. A family {Ui}i∈I of irreducible elements of L∗ is nested
if, for any subfamily {Uj}j∈J of pairwise non comparable elements, the sub-
spaces Uj are in direct sum and are the irreducible summands of
⊕
j∈J Uj.
Theorem 1.8.
(i) The irreducible components of D are smooth and labelled by the
irreducible elements of L∗, with DB the unique component of D
such that π(DB) = B⊥.
1the notation YX follows [DCP2]. It should be manifest however that YX and all
constructions to follow only depend upon the arrangement A and not on the actual choice
of the set X of linear forms describing it.
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(ii) A family {DB}B∈S of such components has a non–zero intersec-
tion if, and only if, S is nested. In that case, the intersection is
transversal and irreducible.
Remark 1.9. It is easy to see that the collection Sy of subspaces appearing
in the sequence of screens attached to a point y ∈ YX is nested. If S ⊂ I
is nested, the intersection
⋂
B∈S DB consists of those y ∈ YX such that Sy
contains S, its open locus being the set of such y ∈ Y for which Sy = S.
1.6. Some properties of nested sets. Let S be a nested set, B ∈ S and
let C1, . . . , Cm be the maximal elements of S properly contained in B. By
nestedness, the Ci are in direct sum and
iS(B) = C1 ⊕ · · · ⊕ Cm (1.6)
is properly contained in B since B is irreducible. Set
n(B;S) = dim(B/iS(B))
so that n(B;S) ≥ 1 and
n(S) =
∑
B∈S
(n(B;S)− 1)
Induction on |S| readily shows the following
Proposition 1.10. Let B1, . . . , Bk be the maximal elements of S. Then,
n(S) =
k∑
i=1
dimBi − |S|
Proposition 1.11. Let S be a maximal nested set. Then,
(i) n(B;S) = 1 for any B ∈ S.
(ii) The maximal elements of S are the irreducible components of the
subspace X ⊆ V ∗ spanned by X.
(iii) |S| = dimX .
1.7. Coordinate charts on YX .
1.7.1. To coordinatise YX , it is convenient to assume that the arrangement
A is essential, that is satisfies ⋂
H∈A
H = 0 (1.7)
so that X spans V ∗. This assumption, which we henceforth make, is not
truly restrictive since any linear isomorphism V ∼= V/X⊥ ⊕X⊥ induces an
isomorphism YX ∼= YX×X⊥, where X ⊂ (V/X⊥)∗ is the collection of linear
forms induced by X. Note that, by proposition 1.11, (1.7) implies that
|S| = dimV ∗
for any maximal nested set S. By theorem 1.8, the corresponding intersec-
tion
⋂
B∈S DB therefore consists of a single point. Such a point at infinity
will be denoted yS .
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1.7.2.
Definition 1.12. A basis b of V ∗ is adapted to a nested set S if, for any
B ∈ S, b ∩B is a basis of B1.
If S is a maximal nested set and b an adapted basis, proposition 1.11 (i)
implies that, for any B ∈ S, there exists a unique x ∈ b such that
x ∈ B \
∑
C∈S,
C(B
C
Such an element will be denoted xB . Clearly, xB = xC implies that B = C
and any x ∈ b is of this form since |S| = dimV ∗.
1.7.3. Let U = CS with coordinates {uB}B∈S and let ρ : U → V be the map
defined in the coordinates {xB}B∈S on V by
xB =
∏
C⊇B
uC
ρ is birational, with inverse
uB =
{
xB if B is maximal in S
xB
xc(B)
otherwise (1.8)
where c(B) is the smallest element of S properly containing B. It restricts
to an isomorphism between the open set of U where all the coordinates uB
are different from zero and the open set of V where all the coordinates xB
are different from zero. Moreover, ρ maps the coordinate hyperplane defined
by uB = 0 into the subspace B
⊥ ⊂ V .
1.7.4. For any subset Z of V ∗ containing a non–zero vector, the set of ele-
ments of S containing Z is linearly ordered. Denote by pS(x) its infimum if
it is non–empty and set pS(Z) = V
∗ otherwise.
Lemma 1.13.
(i) If x ∈ X, then pS(x) ∈ S.
(ii) More generally, if B ∈ L∗ is irreducible, then pS(B) ∈ S and there
is an x ∈ B ∩X such that pS(B) = pS(x).
Proof. (i) x lies in one of the irreducible components of the span of X.
Since these are contained in S by proposition 1.11, the set of elements of
S containing x is not empty. (ii) Let C1, . . . , Cm ∈ S be maximal among
the pS(x), x ∈ X ∩ B. By nestedness, the Ci are in direct sum. Since
B ⊂ C1⊕ · · ·⊕Cm, the irreducibility of B implies that B ⊂ Ci for some i 
1departing a little from [DCP2, §1.1], but consistently with [DCP1, §1.3], we do not
assume that the elements of an adapted basis lie in X, but denote them nonetheless by
the letter x.
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1.7.5.
Lemma 1.14. Let x ∈ V ∗ \ {0} be such that B = pS(x) lies in S. Then,
x = xB · Px where Px is a polynomial in the variables uC , C ( B such that
Px(0) 6= 0.
Proof. Since xC , C ⊆ B is a basis of B ∋ x, we have
x =
∑
C⊆B
αCxC = xB(αB +
∑
C(B
αC
xC
xB
)
= xB(αB +
∑
C(B
αC
∏
C⊆D(B
uD) = xBPx
where Px(0) = αB 6= 0 or else pS(x) ( B 
The following result explains the relevance of the polynomials Px.
Proposition 1.15. Let B ∈ L∗ be irreducible and x ∈ B ∩X be such that
pS(x) = pS(B) as in lemma 1.13. Then, the rational map
U
ρ−→ V −→ P(V/B⊥)
restricts to a regular morphism on U \ {Px = 0}.
Proof. Let A = pS(B). For any y ∈ X ∩B,
y = xpS(y)Py = xA
∏
pS(y)⊆C(A
uC · Py =: xAPBy
Complete x to a basis x = x1, x2, . . . , xn of B whose elements lie in X. Then,
in the corresponding homogeneous coordinates on P(V/B⊥), the composi-
tion above is given by
u −→ [xAPx(u), xAPBx2(u), . . . , xAPBxn(u)] = [Px(u), PBx2(u), . . . , PBxn(u)]
and is therefore regular on {Px(u) 6= 0} 
1.7.6.
Definition 1.16. Let U bS be the complement in U of the zeros of the poly-
nomials Px as x varies in X.
By proposition 1.15, the rational map U → V ×∏B∈S P(V/B⊥) restricts to
a regular map jbS on U bS . Since, for any x ∈ X
x = xpS(x)Px =
∏
B⊇pbS(x)
uB · Px
ρ maps the complement of the coordinate hyperplanes in U bS to VA so that
jbS(U bS) ⊂ YX .
Proposition 1.17. jbS is an open embedding U bS →֒ YX .
We shall henceforth identify U bS with its image in YX under the embedding
jbS and regard the functions uB, B ∈ S as local coordinates on YX .
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1.7.7. For every maximal nested set S and B ∈ S, choose a basis bB of B
consisting of elements not lying in any C ∈ S, C ( B. Choosing an element
x from each bB, as B varies in S, yields a basis of V ∗ adapted to S. Varying
the choice of such x then gives rise to a finite set BS of such bases.
Theorem 1.18.
(i) YX is covered by the open sets U bS as S varies amongst the maximal
nested sets and b varies in BS .
(ii) The intersection DB ∩ U bS is non–zero if, and only if B ∈ S. When
that is the case, it is given by the equation uB = 0.
Let S be a maximal nested set and yS =
⋂
B∈S DB the corresponding point
at infinity in YX . By theorem 1.18, yS lies in U bS′ if, and only if S ′ = S and,
when that is the case is the point with coordinates uB = 0, B ∈ S.
Remark 1.19. Although the open set U bS depends upon the choice of the
adapted basis b, the union US =
⋃
b∈BS
U bS has an intrinsic description as the
set of those points y ∈ YX such that the subspaces involved in the sequence
of screens corresponding to y are all contained in S1.
1.8. Some properties of residues. For any B ∈ L∗, set
tB =
∑
x∈X∩B
tx =
m∑
i=1
tBi
where B1, . . . , Bm are the irreducible components of B.
Lemma 1.20. Let B,C be irreducible and nested, then [tB, tC ] = 0.
Proof. Assume first that B and C are not comparable. By nestedness,
B ∩ C = 0 and B,C are the irreducible summands of B ⊕ C. It follows
from this that if x ∈ B ∩X and y ∈ C ∩X, the subspace Cx⊕ Cy ∈ L∗ is
reducible and therefore cannot contain any other elements of X other than
x and y. The relations (1.2) therefore imply that tx and ty commute so that
[tB , tC ] =
∑
x∈B∩X
y∈C∩X
[tx, ty] = 0
Assume now that B ⊂ C. Let x ∈ B ∩X and define an equivalence relation
on C ∩X \ x by y1 ∼ y2 if y1 and y2 span the same line in C/Cx. Let Ξ be
the set of equivalence classes, so that
tC = tx +
∑
[y]∈Ξ
∑
y∈[y]
ty
1one can show nonetheless that, if b ⊂ X, the open set UbS is independent of b and
equal to US [DCP2, §1.1]. In order to use adapted families however (see §1.14) we shall
need adapted bases whose elements do not necessarily lie in X.
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For a given equivalence class [y] ∈ Ξ, the span of x and y, with y ∈ [y], is
a two–dimensional subspace C[y] ⊂ C such that C[y] ∩X = {x} ∪ [y]. Thus,
[tx,
∑
y∈[y] ty] = 0 by (1.2) and [tB , tC ] = 0 
1.9. Fundamental solutions of the holonomy equations. For any nested
set S and B ∈ S, set
RSB =
∑
x∈X∩B,
pS(x)=B
tx = tB − tiS(B) (1.9)
where iS(B) is defined by (1.6).
Theorem 1.21.
(i) The pull–back to YX of ∇ is a flat connection with logarithmic sin-
gularities on the divisor D.
(ii) Its residue of the irreducible component DB of D is equal to tB.
(iii) Let S be a maximal nested set and b an adapted basis of V ∗. Then,
for any simply–connected open set V ⊂ U bS containing yS, there ex-
ists a unique holomorphic function HbS : V → A such that HbS(yS) =
1 and, for every determination of log(xB), B ∈ S, the multivalued
function
ΨbS = H
b
S ·
∏
B∈S
utBB = H
b
S ·
∏
B∈S
x
RSB
B
is a solution of the holonomy equation ∇ΨbS = 0.
(iv) ΨbS is unipotent.
Remark 1.22. Let b′ = {x′B}B∈S be another basis of V ∗ adapted to S. By
lemma 1.14, x′B = xB · PB where PB is a polynomial in the variables uC ,
C ( B, such that PB(0) 6= 0. Thus,
Ψb
′
S = H
b′
S ·
∏
B∈S
(x′B)
RS
B
= Hb
′
S ·
∏
B∈S
(
PB
PB(0)
)RS
B
·
∏
B∈S
x
RS
B
B ·
∏
B∈S
PB(0)
RS
B
Since the function Hb
′
S ·
∏
B∈S
(
PB
PB(0)
)RS
B
is holomorphic in a neighborhood
of yS and equal to 1 at yS , it follows by the uniqueness statement of theorem
1.21 that
Ψb
′
S = Ψ
b
S ·
∏
B∈S
PB(0)
RS
B (1.10)
Remark 1.23. The above solutions generalise those constructed by Drinfeld
[Dr3] for the KZ equations, that is the holonomy equations for the Coxeter
arrangement of type An, and those constructed by Cherednik for a general
Coxeter arrangement AW , see in particular [Ch1, §2] and [Ch2, §2] where
the blowup coordinates (1.8) for AW are introduced.
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1.10. Real arrangements and chambers.
1.10.1. Assume henceforth that A is the complexification of a hyperplane
arrangement AR in a real vector space VR ⊂ V and choose the linear forms
x ∈ X so that they lie in V ∗R ⊂ V ∗. Fix a chamber C of AR, that is a
connected component of VR \ AR. Up to replacing some x ∈ X by their
opposites, we may assume that x|C > 0 for any x ∈ X. Let ∆ = ∆(C) ⊂ X
be minimal for the property that any x ∈ X is a linear combination with
non–negative coefficients of elements of ∆. ∆ is readily seen to consist of
those x ∈ X which are not linear combinations with positive coefficients of
two or more elements of X. It is therefore unique and canonically deter-
mined by C. An element x of V ∗ will be termed real if x ∈ V ∗R and positive
if it is positive on C. Note that x ∈ V ∗ is positive and real if, and only if
it is a linear combination with non–negative coefficients of the elements of ∆.
We shall assume for simplicity that ∆ is a basis of V ∗, so that C is an open
simplicial cone. The contents of §1.10–§1.14 extends however, with suitable
modifications, to the case of a general polyhedral chamber.
1.10.2. Let I∆ ⊂ I be the set of irreducible elements B which are spanned
by ∆B = ∆ ∩B.
Definition 1.24. A nested set S is fundamental with respect to C if S ⊂ I∆.
Let S be a maximal nested set, yS ∈ YX the corresponding point at infin-
ity and identify the chamber C with its preimage in YX . Our aim in this
subsection is to prove the following
Proposition 1.25. yS lies in the closure of C in YX if, and only if S is
fundamental with respect to C.
1.10.3. We shall need two preliminary results.
Lemma 1.26.
(i) If yS lies in the closure of C then, for any positive, real basis b of
V ∗ adapted to S, the polynomials Px ∈ R[uB ]B∈S , x ∈ X defined by
lemma 1.14 satisfy Px(0) > 0.
(ii) Conversely, if b is a positive, real basis of V ∗ adapted to S and
Px(0) > 0 for any x ∈ X, then yS lies in the closure of C.
Proof. (i) follows from the identity x = xpS(x) · Px. (ii) The sequence of
points yn ∈ U bS with coordinates uB = 1/n, B ∈ S converges to yS and lies
in C for n large enough since for any x ∈ X,
x = xpS(x) · Px =
∏
B⊇pS(x)
uB · Px

Lemma 1.27. If b is a basis of V ∗ adapted to S, then Px(0) > 0 for any
x ∈ X if, and only if, Px(0) > 0 for any x ∈ ∆.
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Proof. Let x ∈ X and write x = ∑x′∈∆ kx′x′, where kx′ ≥ 0. Let
B1, . . . , Bm ∈ S be the maximal elements among the pS(x′) with kx′ > 0
and rewrite the above as
x =
m∑
i=1
∑
x′∈∆Bi
kx′x
′ ∈ B1 ⊕ · · · ⊕Bm
By nestedness of S, x is contained in one of the Bi whence m = 1. Thus,
modulo iS(B1),
x =
∑
x′∈∆,
PS(x
′)=B1
k′xx
′ =
∑
x′∈∆,
PS(x
′)=B1
k′xPx′(0)xB1
whence Px(0) =
∑
x′ k
′
xPx′(0) 
1.10.4. Proof of proposition 1.25. If S is fundamental, then ∆ is a
positive, real basis of V ∗ adapted to S and such that Px ≡ 1 for any x ∈ ∆.
By lemmas 1.27 and 1.26, yS therefore lies in the closure of C. Assume now
that S is not fundamental, let B ∈ S be minimal for the property that B
is not spanned by ∆B and set C = iS(B). Let x ∈ X ∩ (B \ C) and write
x =
∑
x′∈∆x kx′x
′ where ∆x ⊆ ∆ and kx′ > 0 for any x′ ∈ ∆x. Decompose
the sum as
x =
∑
x′∈∆x∩B
kx′x
′ +
∑
x′∈∆x\B
kx′x
′ = x1 + x2 (1.11)
We claim that x2 6= 0. Indeed, by minimality of B, C is spanned by ∆C so
that if x2 = 0, then B = Cx⊕C would be spanned by ∆B , a contradiction.
We claim next that there exists an x′ ∈ ∆x such that pS(x′) ) B. Indeed, if
x′ ∈ ∆x \B, the nestedness of S implies that either B ( pS(x′) or that the
two are in direct sum. If the latter were the case for any x′ ∈ ∆x \B, (1.11)
would yield x2 = 0, a contradiction. Let therefore x
′ ∈ ∆x \B be such that
A = pS(x
′) ) B, and set xA = x′, xB = x and complete this into a positive,
real basis of V ∗ adapted to S. Then, on U bS ∩ C,
kx′ <
xB
xA
=
∏
B⊆D(A
uD
Thus, the product of the coordinates uD, B ⊆ D ( A is real and bounded
below on C ∩U bS so that yS does not lie in the closure of C by lemma 1.26 
1.11. De Concini–Procesi associators. Let F be a fundamental maxi-
mal nested set and b = {xB}B∈F a positive, real basis of V ∗ adapted to F .
Let VbF ⊂ U bF be the complement of the real codimension one semialgebraic
subvarieties {xB ≤ 0}, B ∈ F . Note that the chamber C lies in VbF since
xB > 0 on C for any B ∈ F . We shall henceforth only consider the standard
determination of the function log(z) obtained by performing a cut along the
negative real axis, so that the functions log(xB), B ∈ F are well–defined
and single–valued on VbF . Theorem 1.21 then yields a single–valued fun-
damental solution ΨbF of the holonomy equations (1.3) on the intersection
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of a neighborhood of yF in U bF with VbF . Since yF lies in the closure of C
by proposition 1.25, ΨbF may be continued to a single–valued solution on C
which we shall denote by the same symbol.
Let now F ,G be two fundamental maximal nested sets and b, b′ two positive,
real bases of V ∗ adapted to F and G respectively.
Definition 1.28. The De Concini–Procesi associator Φb
′b
GF is the element
of A defined by
Φb
′b
GF = (Ψ
b′
G (y))
−1 ·ΨbF (y)
for any y ∈ C.
Note that Φb
′b
GF is well–defined since the right–hand side of the above ex-
pression is a locally constant function on C. The following properties are
immediate
• orientation : for any pair F ,G and adapted bases b, b′
Φbb
′
FG = (Φ
b′b
GF )
−1 (1.12)
• transitivity : for any triple F ,G,H and adapted bases b, b′, b′′
Φb
′′b
HF = Φ
b′′b′
HG · Φb
′b
GF (1.13)
1.12. Elementary associators. The De Concini–Procesi associators pos-
sess a number of other important properties which will be given in §1.15–1.16
and are easier to formulate in terms of elementary associators.
Definition 1.29. A pair (G,F) of maximal nested sets (resp. an associator
Φb
′b
GF) is called elementary if G and F differ by one element.
Elementary associators are sufficient to reconstruct general associators in
view of the transitivity relation (1.13) and the following result
Proposition 1.30. For any pair F ,G of (fundamental) maximal nested
sets, there exists a sequence
F = H1, . . . ,Hm = G
of (fundamental) maximal nested sets such that Hi and Hi+1 differ by an
element.
The transitivity of associators implies that the elementary ones satisfy the
following property :
• coherence (I) : if H1, . . . ,Hℓ and K1, . . . ,Km are two sequences of
fundamental maximal nested sets such that |Hi+1 \Hi| = 1 for any
1 ≤ i ≤ ℓ− 1, |Kj+1 \ Kj | = 1 for any 1 ≤ j ≤ m− 1,
H1 = K1 and Hℓ = Km
then,
Φ
bℓbℓ−1
HℓHℓ−1
· · ·Φb2b1H2H1 = Φ
b′mb
′
m−1
KmKm−1
· · ·Φb′2b′1K2K1
provided b1 = b
′
1 and bℓ = b
′
m.
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1.13. 2–dimensional reduction. Let (G,F) be an elementary pair of fun-
damental maximal nested sets and b′ = {x′B}, b = {xB} two positive, real
bases of V ∗ adapted to G and F respectively. Assume that
xB = x
′
B for any B ∈ F ∩ G (1.14)
Then, as explained below, the associator Φb
′b
GF coincides with one obtained
from a line arrangement in a two–dimensional vector space determined by
F and G. This inductive structure of associators is a consequence of the
factorisation property of the solutions ΨbF which was pointed out for the KZ
equations by Tsuchiya–Kanie [TK] and extended to the holonomy equations
for Coxeter arrangements by Cherednik (Thm. 1 in [Ch1, Ch2]).
1.13.1. Note first that, by propositions 1.10 and 1.11, there is a unique
B ∈ F ∩ G such that
n(B;F ∩ G) = 2 while n(B′;F ∩ G) = 1
for any other B′ ∈ F ∩ G. Set C = iF∩G(B), so that dim(B/C) = 2 and let
XB,C be the quotient of X∩(B \C) by the equivalence relation x ∼ x′ if x is
proportional to x′ mod C. Then, XB,C defines an essential line arrangement
AB,C in the 2–dimensional vector space C⊥/B⊥.
1.13.2. Let C = C1 ⊕ · · · ⊕ Cm be the irreducible decomposition of C.
Lemma 1.31. Let x ∈ X∩(B\C) and consider the irreducible decomposition
Cx⊕ C = Cx ⊕ Cx,1 ⊕ · · · ⊕ Cx,p
where Cx is the summand containing x. Then,
(i) The Cx,j are exactly the irreducible summands Ci of C such that
Cx⊕ Ci is a decomposition in L∗.
(ii) Cx = Cx
⊕
iCi where Ci ranges over the irreducible summands of
C such that Cx⊕ Ci is not a decomposition in L∗.
(iii) Cx only depends upon the equivalence class of x in XB,C .
Proof. (i) and (ii) follow easily by comparing the decompositions of C and
C ⊕ Cx. (iii) If x′ ∼ x, then
x′ ∈ Cx′ ⊕ C = Cx⊕ C = Cx ⊕ Cx,1 ⊕ · · · ⊕ Cx,p
so that x′ ∈ Cx or, for some j, x′ ∈ Cx,j ⊂ C by (i). The latter however is
ruled out by the fact that x′ /∈ C 
1.13.3. For any equivalence class x ∈ XB,C , set
tx =
∑
x∈x
tx
and consider the connection on C⊥/B⊥ with logarithmic singularities on
AB,C defined by
∇B,C = d−
∑
x∈XB,C
dx
x
· tx (1.15)
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For any x ∈ XB,C , set Cx = Cx where x ∈ x.
Proposition 1.32.
(i) For any x ∈ XB,C one has
tx = tCx −
∑
i:Ci⊂Cx
tCi
(ii) tx commutes with any tx′, x
′ ∈ X ∩ C.
(iii) The connection ∇B,C is flat.
Proof. (i) We have
tCx =
∑
y∈X∩Cx
ty =
∑
y∈X∩Cx\C
ty +
∑
y∈X∩Cx∩C
ty
The first summand is equal to tx. By lemma 1.31, y ∈ X∩C lies in Cx if, and
only if the irreducible component Ci of C containing y is contained in Cx.
The second sum is therefore equal to
∑
i:C⊂Cx
tCi as claimed. (ii) follows
from (i) and lemma 1.20. (iii) By [Ko2], the flatness of ∇B,C equivalent to
the fact that each tx commutes with∑
x∈XB,C
tx = tB − tC
which follows from (ii) and lemma 1.20 
1.13.4. We claim next that the lattice LB,C of subspaces of B/C spanned
by elements of XB,C contains two distinguished one–dimensional elements
determined by F and G respectively. Indeed, let B1, B2 be the unique ele-
ments in F \ G and G \ F . Note that B1 (resp. B2) is one of the maximal
elements of F (resp. G) properly contained in B since n(B;F) = 1 (resp.
n(B;G) = 1) while n(B;F ∩ G) = 2. Set, for i = 1, 2
Bi = Bi/Bi ∩ C ⊆ B/C
By nestedness of F (resp. G), B1 (resp. B2) either contains, or is in direct
sum with, each Cj. In particular, the maximal elements of F (resp. G)
properly contained in B1 (resp. B2) are exactly the Cj contained in B1
(resp. B2) so that, by proposition 1.11,
dim(B1) = 1 = dim(B2)
Note that if AB,C contains at least three lines, so that B/C = (C⊥/B⊥)∗ is
irreducible, then
F = {B1, B/C} and G = {B2, B/C}
are maximal nested sets of irreducible elements of L∗B,C .
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1.13.5. Note next that AB,C is the complexification of a line arrangement in
(C⊥/B⊥)R endowed with a distinguished chamber CB,C , namely the interior
of the image of C ∩ C⊥ in C⊥/B⊥. Moreover, if xi is the unique element
in ∆Bi \ ∆C , i = 1, 2, then any element of XB,C is a linear combination
with non–negative coefficients of x1, x2 so that the real lines x
⊥
1 and x
⊥
2 are
two contiguous walls of CB,C . Since Bi = Cxi, F and G are fundamental
maximal nested sets with respect to the chamber CB,C whenever |XB,C | ≥ 3.
1.13.6. Let now b = {xA} and b′ = {x′A} be positive, real bases of V ∗
adapted to F and G respectively and such that (1.14) holds. b and b′ induce
bases b = {xB, xB1} and b′ = {xB , x′B2} of C⊥/B⊥ adapted to F and G
respectively which are positive and real with respect to the chamber CB,C .
Theorem 1.33.
(i) If the arrangement AB,C contains at least three lines, then
Φb
′b
GF = Φ
b
′
b
GF
where the right–hand side is the De Concini–Procesi associator for
the connection ∇B,C relative to the solutions Ψb
′
G
and Ψb
F
.
(ii) Otherwise,
Φb
′b
GF = a
txB2
2 · (a
txB1
1 )
−1
where a1, a2 ∈ R∗+ are such that xB = a1xB1 + a2x′B2 mod C.
1.14. Adapted families. Recall that I∆ is the set of irreducible elements
B ∈ L∗ which are spanned by ∆B = ∆ ∩ B. If F ⊂ I∆ is a fundamental
nested set and B ∈ F , we set
αBF = ∆B \∆iF (B)
so that |αBF | = n(B;F). If F is maximal, we denote by αBF the unique
element in αBF . The following notion is useful to obtain adapted bases which
satisfy (1.14).
Definition 1.34. An adapted family is a collection β = {xB}B∈I∆ such
that, for any B ∈ I∆,
xB ∈ B \
⋃
C∈I∆,C(B
C
Clearly, if β = {xB}B∈I∆ is an adapted family then, for any fundamental
maximal nested set F , βF = {xB}B∈F is a basis of V ∗ adapted to F and
all collections of adapted bases bF = {xFA}A∈F labelled by fundamental
maximal nested sets and satisfying (1.14) are obtained in this way. If β is
a positive, real adapted family and F ,G are fundamental maximal nested
sets, set
ΦβGF = Φ
βGβF
GF
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We shall henceforth only use the associators ΦβGF corresponding to a fixed
such β. These clearly satisfy the orientation property ΦβFG = (Φ
β
GF )
−1 of
§1.12 and the following simpler version of the coherence property
• coherence (II) : if H1, . . . ,Hℓ and K1, . . . ,Km are two sequences
of fundamental maximal nested sets such that |Hi+1 \ Hi| = 1 for
any 1 ≤ i ≤ ℓ− 1, |Kj+1 \ Kj | = 1 for any 1 ≤ j ≤ m− 1,
H1 = K1 and Hℓ = Km
then,
ΦβHℓHℓ−1 · · ·Φ
β
H2H1
= ΦβKmKm−1 · · ·Φ
β
K2K1
(1.16)
Remark 1.35. Let β′ = {x′B} be another positive, real adapted family.
For any B ∈ I∆ and α ∈ ∆B, let c(B;α) ∈ R∗+ be such that x′B = c(B;α)xB
modulo the span of ∆B \ α. Then, by (1.10), the associators ΦβGF and Φβ
′
GF
are related by
Φβ
′
GF = aG · ΦβGF · a−1F (1.17)
where, for any fundamental maximal nested set F ,
aF =
∏
B∈F
c(B;αBF )
−RF
B
1.15. Support properties of elementary associators. Let (F ,G) be an
elementary pair of fundamental maximal nested sets.
Definition 1.36. The support of (F ,G) is the unique element B = supp(F ,G)
of F ∩ G such that n(B;F ∩ G) = 2. The central support of (F ,G) is the
subspace zsupp(F ,G) = iF∩G(supp(F ,G)).
For any D ∈ L∗, let
AD ⊆ A
be the subalgebra topologically generated by the elements tx, x ∈ D∩X. Let
β be a positive, real adapted family. It follows from theorem 1.33 and (ii)
of proposition 1.32 that the associator ΦβGF satisfies the following property
• support : ΦβGF lies in Asupp(F ,G) and commutes with Azsupp(F ,G).
1.16. Forgetfulness properties of elementary associators.
Definition 1.37. Two elementary pairs (F ,G), (F˜ , G˜) of fundamental max-
imal nested sets are equivalent if
supp(F ,G) = supp(F˜ , G˜),
α
supp(F ,G)
F = α
supp( eF ,eG)eF and α
supp(F ,G)
G = α
supp( eF ,eG)eG
The following result guarantees that the equivalence of (F ,G) and (F ′,G′)
implies the equality of the reduction data used in §1.13.
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Proposition 1.38. Let (F ,G) be an elementary pair of fundamental, max-
imal nested sets. Set B = supp(F ,G) and let B1, B2 the unique elements in
F \ G and G \ F respectively. Then,
(i) αBF and α
B
G are distinct and α
B
F∩G = {αBF , αBG }.
(ii) zsupp(F ,G) is the span of ∆supp(F ,G) \ {αBF , αBG }.
(iii) B1 is the irreducible component of 〈∆B \αBF 〉 containing αBG . More-
over, αB1F = α
B
G .
(iv) B2 is the irreducible component of 〈∆B \αBG 〉 containing αBF . More-
over, αB2G = α
B
F .
Proof. (i) Clearly, αBF , α
B
G ∈ αBF∩G . Since the maximal elements of F (resp.
G) properly contained in B are the irreducible components of the span of
∆B \ αBF (resp. ∆B \ αBG ), the equality αBF = αBG would imply that these
components also lie in G (resp. F) and therefore that B is saturated as an
element of F ∩ G, a contradiction. Since n(B;F ∩ G) = 2, this implies that
αBF∩G = {αBF , αBG }.
(ii) follows from (i) and the fact that zsupp(F ,G) is spanned by ∆B \αBF∩G .
(iii)–(iv) Since αBG 6= αBF , there exists an irreducible component B′1 ∈ F of
〈∆B \αBF 〉 such that αBG ∈ B′1. However since αBG /∈ C for any C ∈ G, C ( B,
B′1 ∈ F \ G = {B1}. Since B1 is one of the proper maximal elements of F
contained in B, we have αB1F ∈ αBF∩G = {αBF , αBG } whence αB1F = αBG since
αBF /∈ B1. Similarly, B2 is the unique irreducible component of 〈∆B \ αBG 〉
containing αBF and α
B2
G = α
B
F 
Let β be a positive, real adapted family. Proposition 1.38 and theorem 1.33
imply that the associators ΦβGF satisfy the following additional property
• forgetfulness : if (G,F) and (G˜, F˜) are equivalent, ΦβGF = ΦβeG eF .
1.17. Coxeter arrangements.
1.17.1. Assume now that AR is the arrangement of reflecting hyperplanes
of a finite (real) reflection group W ⊂ GL(VR). The set X of defining
equations of A may then be chosen so that Φ = X⊔ (−X) is invariant under
W . Thus, Φ is a (reduced) root system with respect to any W–invariant
Euclidean inner product (·, ·) on V ∗R , that is a finite collection of non–zero
vectors in V ∗R satisfying, for any α ∈ Φ
(R1) Φ ∩ Rα = {±α}
(R2) sαΦ = Φ
where sα ∈W t is the orthogonal reflection determined by α and W ∼=W t ⊂
O(V ∗R ) is the group contragredient to W
1. In accordance with (1.7) we
assume in addition that Φ spans V ∗R so that no v ∈ V \ {0} is fixed by W .
1we follow here the terminology of [Hu]. Thus, Φ need not be crystallographic, i.e.,
such that 2(α, β)/(α, α) ∈ Z for any α, β ∈ Φ.
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1.17.2. We shall need some mostly standard terminology. A root subsystem
of Φ is a subset Φ ⊆ Φ satisfying (R1)–(R2) above and such that the in-
tersection of its linear span 〈Φ〉 ⊂ V ∗R with Φ is Φ1. A root subsystem Φ is
reducible if it possesses a non–trivial partition Φ = Φ1 ⊔ Φ2 into mutually
orthogonal subsets, which are then necessarily root subsystems of Φ, and
irreducible otherwise. Two root subsystems Φ1,Φ2 ⊆ Φ are said to be com-
pletely orthogonal if no element α ∈ Φ is of the form α = a1α1 + a2α2 with
αi ∈ Φi and ai ∈ R∗2. This implies in particular that Φ1 ⊥ Φ2.
Let now C be a chamber of AR, Φ = Φ+ ⊔ Φ− the corresponding partition
into positive and negative roots and ∆ = {αi}i∈I ⊂ Φ+ the basis of V ∗
consisting of indecomposable elements of Φ+. We shall say that a root
subsystem Φ ⊆ Φ is fundamental if 〈Φ〉 is spanned by ∆ ∩ Φ. It is easy
to see that two fundamental root subsystems Φ1,Φ2 ⊆ Φ are completely
orthogonal if, and only if they are orthogonal.
1.17.3. In accordance with §1.10.1, we assume that X = Φ+. Let L be
the lattice of subspaces of V ∗ spanned by the elements of X, as in §1.4,
and R the lattice of root subsystems of Φ. The following result provides a
dictionary between the terminology of §1.4–§1.5 and that of §1.17.2.
Proposition 1.39.
(i) The map Φ → 〈Φ〉 is a bijection between R and L, with inverse
given by B → ΦB = B ∩ Φ.
(ii) A root subsystem Φ ⊂ Φ admits a partition Φ = Φ1 ⊔ Φ2 into two
orthogonal subsets if, and only if, 〈Φ〉 = 〈Φ1〉 ⊕ 〈Φ2〉 is a decompo-
sition in L. In particular, Φ is irreducible if, and only if 〈Φ〉 is an
irreducible element of L∗.
(iii) A collection S of irreducible elements of L∗ is nested if, and only
if the root subsystems {ΦB}B∈S are pairwise completely orthogonal
when non–comparable. In particular, if each ΦB is fundamental,
then S is nested if, and only if, the ΦB are pairwise orthogonal
when non–comparable.
1.17.4. Recall that the Coxeter graph D of Φ is the graph with vertex set
∆ and an edge between αi and αj if, and only if αi ⊥upslopeαj. It follows from
proposition 1.39 that the map B → B ∩∆ induces a bijection between fun-
damental nested sets of irreducible elements of L∗ and sets of connected
subgraphs of D which are pairwise compatible that is such that D′ ⊆ D′′,
1Thus, we do not regard the long roots in the root system of type G2 as a root
subsystem.
2When Φ is a crystallographic root system and Φi = {±βi}, this notion is more
stringent than the strong orthogonality of β1 and β2 i.e., the requirement that β1±β2 /∈ Φ.
For example, if Φ is the root system of type G2 and α1, α2 are the short and long simple
roots respectively, then β1 = 2α1 + α2 and β2 = α2 are strongly orthogonal but {±β1}
and {±β2} are not completely orthogonal.
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D′′ ⊆ D′ or D′ ⊥ D′′, where the last statement means that no vertex of D′
is connected to a vertex of D′′ by an edge of D.
Remark 1.40. Such collections admit the following well–known alterna-
tive description when D is the Dynkin diagram of type An−1. Identify for
this purpose D with the interval [1, n − 1] and its connected subdiagrams
with the subintervals [i, j], with 1 ≤ i ≤ j ≤ n − 1. This induces a bi-
jection between the sets of pairwise compatible connected subdiagrams of
D and consistent bracketings on the non–associative monomial x1 · · · xn by
attaching to B = [i, j] the bracket x1 · · · xi−1(xi · · · xj+1)xj+2 · · · xn.
1.17.5. Fix a basepoint v0 ∈ VA, let [v0] be its image in VA/W and let
PW = π1(VA, v0) and BW = π1(VA/W, [v0])
be the generalised (topological) pure and full braid groups of type W re-
spectively1. SinceW acts freely on VA [Ste], the quotient map VA
π−→ VA/W
is a covering and gives rise to an exact sequence
1 −→ PW −→ BW −→W −→ 1 (1.18)
where the rightmost arrow is obtained by associating to γ ∈ BW the unique
w ∈W such that w−1v0 = γ˜(1), with γ˜ the unique lift of γ to a path in VA
such that γ˜(0) = v0.
1.17.6. Let (V˜A, v˜0)
p−→ (VA, v0) be the universal covering space of VA.
Then, (V˜A, v˜0) is also the universal covering space of (VA/W, [v0]) via π ◦ p
and we get a canonical right action of BW on V˜A by deck transformations
extending that of PW . The group W , and therefore BW , act on A by
w(tα) = t|wα| (1.19)
where |wα| = ±wα depending on whether wα ∈ Φ±. If b ∈ BW and
Ψ : V˜A → A is a solution of the holonomy equations p∗∇Ψ = 0, one readily
checks that b •Ψ(v˜) = b(Ψ(v˜b)) is another solution. Thus, if Ψ is invertible,
then µΨ = Ψ
−1 · b • Ψ is a constant element of A. When b ∈ PW , µΨ(b)
coincides with the element defined by (1.5) since PW acts trivially on A. Set
νΨ(b) = µΨ(b) · b ∈ A⋊BW
Proposition 1.41.
(i) The map b→ νΨ(b) is a homomorphism BW → A⋊BW .
(ii) If Ψ is unipotent, µΨ takes values in N ⋊BW .
(iii) If Ψ′ is another invertible solution, then νΨ′ = Ad(K
−1)◦νΨ, where
K = Ψ−1 ·Ψ′ ∈ A×.
1to distinguish pi1(VA/W, [v0]) from the isomorphic abstract group introduced in
§1.17.9, we denote them by BW and BD and refer to them as the topological and al-
gebraic braid groups of W respectively.
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1.17.7. The relevance of the map νΨ is the following. To any finite–dimensional
representation ρ˜ : F/I ⋊ BW → End(U), we may associate a flat holomor-
phic vector bundle (Ueρ,∇eρ) with fibre U over VA/W as follows. Let ρ be
the restriction of ρ˜ to F/I,
∇ρ = d−
∑
α∈Φ+
dα
α
· ρ(tα)
the corresponding flat connection on VA × U defined by (1.1) and p∗∇ρ its
pull–back to V˜A × U . Then, (Ueρ,∇eρ) is the quotient
(Ueρ,∇eρ) = (V˜A × U, p∗∇ρ)/BW
where BW acts on U via ρ˜. Note that if ρ˜ factors through F/I ⋊W , then
(Ueρ,∇eρ) is simply the quotient of (VA×U,∇ρ) byW . As in §1.1, we associate
to ρ˜ a representation ρ˜h : A⋊BW → End(U [[h]]) by setting, for b ∈ BW and
α ∈ Φ+,
ρ˜h(b) = ρ˜(b) and ρ˜h(tα) = hρ˜(tα) (1.20)
Then, for any invertible solution Ψ : V˜A → A of p∗∇Ψ = 0, Ψeρh = ρ˜h(Ψ) is
a fundamental solution of ∇eρh Ψeρh = 0 and, for any b ∈ BW , ρ˜h(νΨ(b)) ∈
GL(U [[h]]) is the monodromy of b expressed in that solution.
1.17.8. Extended Chen–Kohno isomorphisms. Let IW ⊂ C[BW ] be the ker-
nel of the epimorphism C[BW ] → C[W ]. IW is readily seen to be the ideal
generated by the augmentation ideal J of C[PW ] inside C[BW ]. It follows
from this that ImW ∩ C[PW ] = Jm for any m ≥ 0 and therefore that
0 −→ Ĉ[PW ] −→ Ĉ[BW ] −→ C[W ] −→ 0 (1.21)
is exact, where
Ĉ[PW ] = lim←−
m→∞
C[PW ]/Jm and Ĉ[BW ] = lim←−
m→∞
C[BW ]/ImW
are the prounipotent completion of C[PW ] and the completion of C[BW ]
relative to the homomorphism C[BW ]→ C[W ] respectively [Ha].
Let Ψ : V˜A → A be an invertible solution of the holonomy equations (1.3)
and let ΘΨ be the composition of the monodromy map νΨ with the pro-
jection to the quotient A ⋊ W of A ⋊ BW . One readily checks that ΘΨ
maps IW into the ideal A+ ⋊ W of positive elements with respect to the
grading given by deg(tα) = 1 for α ∈ Φ+ and deg(w) = 0 for w ∈ W . ΘΨ
therefore factors through a map Θ̂Ψ : C[BW ] → A ⋊W which fits into the
commutative diagram
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0 ✲ Ĉ[PW ] ✲ Ĉ[BW ] ✲ C[W ] ✲ 0
0 ✲ A
µ̂Ψ
❄
✲ A⋊W
Θ̂Ψ
❄
✲ C[W ]
id
❄
✲ 0
where µ̂Ψ is the monodromy map of §1.3. The exactness of the rows and
theorem 1.2 readily yield the following
Theorem 1.42. The monodromy map Θ̂Ψ is an isomorphism. In particular,
the exact sequence (1.21) is (non–canonically) split.
1.17.9. Recall that W possesses a presentation on the reflections si = sαi ,
i ∈ I corresponding to the walls of the chamber C with relations s2i = 1 and,
for any i 6= j ∈ I,
sisj · · ·︸ ︷︷ ︸
mij
= sjsi · · ·︸ ︷︷ ︸
mij
where the number mij of factors on each side is the order of sisj in W .
Assume henceforth that the base point v0 lies in C. Then, by Brieskorn’s
theorem [Br], BW is canonically isomorphic to the algebraic braid group of
W , that is the group BD presented on generators Si, i ∈ I with relations
SiSj · · ·︸ ︷︷ ︸
mij
= SjSi · · ·︸ ︷︷ ︸
mij
(1.22)
for any i 6= j ∈ I. The image of Si in BW is a generator of monodromy
around the image of the hyperplane Ker(αi) in VA/W . The isomorphism is
compatible with the diagrams
BW ✲ BD
W
✛ q
✲ and
π1(VA/W, [v0])
ı
✲ π1(VA/W, [v
′
0])
BD
✛
✲
where q maps Si to si, v
′
0 ∈ C is another basepoint and ı is the canonical
identification induced by the contractibility of C.
1.17.10. Let F be a fundamental maximal nested sets and b a positive, real
basis of V ∗ adapted to F . Note that the solution ΨbF lifts uniquely to V˜A
since it is defined on C ∋ v0.
Theorem 1.43. If F contains Cαi, then
νΨbF
(Si) = exp(π
√−1 · tαi) · Si
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1.17.11. For any i ∈ I, set
S∇i = exp(π
√−1 · tαi) · Si ∈ A⋊BW
Theorem 1.43 and proposition 1.41 allow one to concisely describe the mon-
odromy of the holonomy equations in terms of the elements S∇i and the
associators ΦβGF corresponding to a fixed positive, real adapted family β
1.
Indeed, let F be a fixed fundamental maximal nested set. If Cαi ∈ F , then
ν
ΨβF
(Si) = S
∇
i
Otherwise, if G is a fundamental maximal nested set such that Cαi ∈ G,
then
ν
ΨβF
(Si) = νΨβG·Φ
β
GF
(Si) = Φ
β
FG · S∇i · ΦβGF
It follows in particular from (1.22) that the elementary associators ΦβGF
satisfy the following additional property
• braid relations : if (Fi,Fj) is a pair of fundamental maximal
nested sets such that Cαi ∈ Fi and Cαj ∈ Fj , then
S∇i · Ad(ΦβFiFj )(S∇j ) · · ·︸ ︷︷ ︸
mij
= Ad(ΦβFiFj )(S
∇
j ) · S∇i · · ·︸ ︷︷ ︸
mij
(1.23)
1.18. Appendix : proof of theorem 1.2. We prove below that the map
µ̂Ψ : Ĉ[π] −→ A
defined in §1.3 is an isomorphism. The surjectivity of µ̂Ψ is due to Chen
[Chn1, thm 3.4.1] and its injectivity to Kohno [Ko1, Ko3]. We merely repeat
here Chen’s simple proof and give an alternative approach to Kohno’s based
on the observation, used by Bar–Natan in the case of the Coxeter arrange-
ments of type An [BN, prop. 3.6], that the defining relations (1.2) of the
holonomy algebra A may be obtained by linearising suitable commutation
relations in π.
Note first that Ĉ[π] and A are endowed with decreasing N–filtrations. It
therefore suffices to show that gr(µ̂Ψ) : gr(Ĉ[π]) → gr(A) = A is an iso-
morphism. Let x ∈ X and γx ∈ π a generator of monodromy around the
hyperplane x⊥. Picard iteration readily shows that, mod A2+
µΨ(γx − 1) =
∫
γx
∑
x′∈X
dx′
x′
· tx′ = 2πitx (1.24)
1If Φ is a crystallographic root system, there are several preferred ways to obtain such
families β = {xB} such that β ⊂ Φ+. One may for example set xB = θB where the
latter is the highest root of the irreducible subroot system B ∩ Φ relative to the basis
∆B = ∆ ∩ B, or xB =
P
αi where the sum ranges over those i ∈ I such that αi ∈ ∆B .
These two choices coincide for root systems of type An. The latter is the choice adopted
by Drinfeld [Dr3] for root systems of type An and by De Concini–Procesi for general root
systems.
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so that gr(µ̂Ψ)(γx − 1) = 2πitx. In particular, gr(µ̂Ψ) is surjective. To
construct an inverse to gr(µ̂Ψ) note first that, for any γ, ζ ∈ π, the identity
(γζγ−1 − 1)− (ζ − 1) = ((γ − 1)(ζ − 1)− (ζ − 1)(γ − 1)) γ−1
shows that the image of ζ − 1 in J/J2 only depends upon the conjugacy
class of ζ in π. In particular, if x ∈ X, the class of γx − 1 in J/J2 does not
depend upon the choice of the generator of monodromy γx around x
⊥ since
any two such choices are conjugate in π. Define now ν : A1 → J/J2 by
tx −→ (2πi)−1 · (γx − 1) + J2
for any x ∈ X. We claim that ν extends to a homomorphism A→ gr(Ĉ[π]).
It suffices to show that the elements δx = γx − 1 satisfy the relations (1.2)
modulo J3. Let B ⊂ V ∗ be a 2–dimensional subspace spanned by elements
of X. We shall need the following result whose proof is given below
Lemma 1.44. Let x1, . . . , xm be an enumeration of B ∩ X. Then, there
exist generators of monodromy γi ∈ π around each x⊥i such that the product
γ1 · · · γm commutes with each γi.
Let now γi, i = 1, . . . ,m, be as in lemma 1.44 and set δi = γi − 1 ∈ J . Re-
placing each γj by δj +1 in γi · γ1 · · · γm = γ1 · · · γm · γi yields [δi,
∑
j δj] = 0
mod J3 as required. Thus, ν extends to a homomorphism A → gr(Ĉ[π])
satisfying µ ◦ ν = id. Moreover, ν ◦ µ = id since this holds on any generator
of monodromy γx, x ∈ X and these generate π [BMR, prop A.2] 
Proof of lemma 1.44.1 Let AB =
⋃
x∈X∩B x
⊥ ⊂ V be the arrangement
determined by B and D ⊂ V an open ball centered at v ∈ B⊥ such that D
does not intersect any hyperplane y⊥, y ∈ X \B. Since the composition
D \ AB →֒ V \ A →֒ V \ AB
is a homotopy equivalence, π1(D \ AB) embeds in π. The elements γi will
be chosen in π1(D \ AB) ∼= π1(V \ AB). Let V ′ ⊂ V be a complementary
subspace to B⊥. The corresponding projection V → V ′ induces a homotopy
equivalence V \AB ∼ V ′ \AB and therefore an isomorphism of π1(V \AB)
with the fundamental group of the complement in V ′ of the lines Lx =
V ′ ∩ x⊥, x ∈ X ∩B. Consider now the Hopf fibration
C∗ −→ V ′ \
⋃
i
Lxi −→ P1 \ {z1, . . . , zm}
where zi = [Lxi ] ∈ P(V ′) ∼= P1. Since m ≥ 1, the fibration is trivial and the
image of π1(C∗) in π1(V ′ \
⋃
i Lxi) is central. Thus, if γ1, . . . , γm ∈ π1(P1 \
{z1, . . . , zm}) are small loops around z1, . . . , zm such that γ1 · · · γm = 1 and
each γi is lifted to a generator of monodromy γi around Lxi , the product
γ1 · · · γm is central in π1(V ′ \
⋃
i Lxi)
1I owe the proof of this lemma to D. Bessis and J. Millson.
QUASI–COXETER ALGEBRAS AND DYNKIN DIAGRAM COHOMOLOGY 29
Remark 1.45. By (1.24), the map gr(µΨ) does not depend upon the choice
of Ψ. Thus, the monodromy of ∇ yields a canonical isomorphism identifica-
tion gr(Ĉ[π]) ∼= A.
2. The De Concini–Procesi associahedron AD
Let D be a connected graph. The aim of this section is to construct a regular
cell complex AD whose face poset is that of nested sets of connected sub-
graphs of D, ordered by reverse inclusion. When D is the Dynkin diagram
of type An−1, AD is isomorphic to Stasheff’s associahedron Kn [St1]. More
generally, if D is the Coxeter graph of an irreducible, finite Coxeter group
W , AD is isomorphic to the cell complex constructed by De Concini–Procesi
inside their wonderful model of the reflection arrangement ofW [DCP2, §3.2]
(see also [Ga]). For this reason, we call AD the De Concini–Procesi associ-
ahedron corresponding to D. When D is the affine Dynkin diagram of type
An−1, AD is isomorphic to Bott and Taubes’ cyclohedron Wn [BT].1
After defining the face poset of AD in §2.1, we realise AD as a convex
polytope in §2.2, thereby settling its existence and proving its contractibil-
ity. The simple connectedness of AD will be used in section 3 to prove an
analogue for quasi–Coxeter algebras of Mac Lane’s coherence theorem for
monoidal categories. We then prove in §2.5 that the faces of AD are iso-
morphic to products of associahedra corresponding to subquotients of D, a
well–known fact for the associahedron Kn. In particular, each facet of AD
is a product of two associahedra, one corresponding to a proper, connected
subgraph B of D and the other to the quotient graph D/B. Finally, in
§2.7–§2.8 we describe the edges and 2–faces of AD explicitly. Interestingly
perhaps, the latter turn out to be squares, pentagons or hexagons.
2.1. The poset ND of nested sets on D. By a diagram we shall mean
a non–empty undirected graph D with no multiple edges or loops. We de-
note the set of vertices of D by V (D) and set |D| = |V (D)|. A subdiagram
B ⊂ D is a full subgraph of D, that is a graph consisting of a subset V (B)
of vertices of D, together with all edges of D joining any two elements of
V (B). We will often abusively identify such a B with its set of vertices and
write α ∈ B to mean α ∈ V (B). The union B1 ∪ B2 of two subdiagrams
B1, B2 ⊂ D of D is the subdiagram having V (B1)∪V (B2) as set of vertices.
Two subdiagramsB1, B2 ⊆ D are orthogonal if no two vertices α1 ∈ B1, α2 ∈
B2 are joined by an edge in D. B1 and B2 are compatible if either one
1The reader should be cautioned that the De Concini–Procesi associahedra correspond-
ing to Dynkin diagrams of finite type differ from the generalised associahedra defined by
Fomin and Zelevinsky [FZ, CFZ], since the former do not depend upon the multiplicities
of the edges of the diagram. For example, the De Concini–Procesi associahedra of type
An−1,Bn−1,Cn−1 are all isomorphic to the associahedron Kn while the Fomin–Zelevinsky
associahedra of types Bn,Cn are homeomorphic to the cyclohedron Wn.
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contains the other or they are orthogonal. Assume henceforth that D is
connected.
Definition 2.1. A nested set on D is a collection H of pairwise compatible,
connected subdiagrams of D which contains D.1,2
We denote by ND the partially ordered set of nested sets on D, ordered by
reverse inclusion. ND has a unique maximal element 1ˆ = {D}. Its minimal
elements are the maximal nested sets. When D is the Dynkin diagram of
type An−1, ND is the face poset of the associahedron Kn by remark 1.40.
2.2. Convex realisation of AD. Recall that a CW–complex X is regular
if all its attaching maps are homeomorphisms [Ms, §IX.6]. In this case, an
induction on the skeleton of X shows that its cellular isomorphism type is
uniquely determined by its face poset. This justifies the following
Definition 2.2. The De Concini–Procesi associahedron AD is the regular
CW–complex whose poset of (non–empty) faces is ND.
We shall prove the existence of AD by realising it as a convex polytope of
dimension |D|−1. Our construction follows the Shnider–Sternberg–Stasheff
realisation of the associahedron Kn as a truncation of the (n − 2)–simplex
[SS], as presented in [St2, Appendix B], and coincides with Stasheff and
Markl’s convex realisation of the cyclohedron Wn [St2, Ma] when D is the
affine Dynkin diagram of type An−1.
Let c be a function on the set of connected subdiagrams of D with values
in R∗+ such that
c(B1 ∪B2) > c(B1) + c(B2) (2.1)
whenever B1 and B2 are not compatible. An example of such a c is given by
c(B) = 3|B|. Let {tα}α∈D be the canonical coordinates on R|D| and consider,
for any connected B ⊆ D, the linear hyperplane
LcB = {t ∈ R|D||
∑
α∈B
tα = c(B)} ⊂ R|D|
Consider next the convex polytope
P cD = {t ∈ R|D||
∑
α∈D
tα = c(D),
∑
α∈B
tα ≥ c(B) for any connected B ( D}
Theorem 2.3.
1This is the opposite of Stasheff’s convention in which the faces of the associahedron
Kn are labelled by consistent bracketings of a monomial x1 · · ·xn which do not contain
the big bracket (x1 · · ·xn), but is better suited to our needs.
2Such collections should perhaps be called fundamental nested sets on D since, when
D is the graph of a finite Coxeter group W they correspond, via the dictionary of §1.17.3–
§1.17.4, to fundamental nested sets of subspaces spanned by the roots ofW . Since general
nested sets of subspaces do not seem to have an analogue for diagrams however, we prefer
to omit the adjective fundamental when speaking about diagrams.
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(i) The polytope P cD has nonempty interior in the hyperplane LcD.
(ii) For any connected subdiagrams B1, . . . , Bm ( D, the intersection
P cD,B1,...,Bm = P
c
D ∩
m⋂
i=1
LcBi
is nonempty if, and only if B1, . . . , Bm are pairwise compatible.
(iii) If B1, . . . , Bm are pairwise compatible and distinct, P
c
D,B1,...,Bm
is a
face of P cD of dimension |D| − 1−m.
(iv) All nonempty faces of P cD are obtained in this way.
Proof. The proof given in [St2, appendix B] in the case when D is the
Dynkin diagram of type An−1 carries over easily to the general case 
Corollary 2.4. The map
H −→ P cH = P cD,B1,...,Bm
where H = {D,B1, . . . , Bm} is a nested set on D is an isomorphism between
ND and the poset of nonempty faces of P cD.
Thus, for any function c satisfying (2.1), the polytope P cD gives a convex
realisation of the associahedron AD. In particular
Corollary 2.5. The De Concini–Procesi associahedron AD is contractible.
Remark 2.6. By theorem 2.3, the maximal nested sets on D, which label
the vertices of AD, are of cardinality |D| and any H ∈ ND of cardinality
|D|−1 is contained in exactly two maximal nested sets. Thus, the 1–skeleton
of AD may equivalently be described as having a 0–cell for each maximal
nested set F on D and a 1–cell between F and G if, and only if F and G
differ by an element. In particular, the connectedness of AD gives another
proof of proposition 1.30 for Coxeter arrangements.
Remark 2.7. When D is the graph of an irreducible, finite Coxeter system
(W,S), the associahedron AD may be obtained more geometrically as fol-
lows [DCP2, §3.2]. Let A ⊂ V be the complexified reflection arrangement of
W and YX the wonderful model of VA = V \ A described in section 1. The
irreducible component DV ∗ ⊂ YX of the exceptional divisor corresponding
to V ∗ is a smooth projective variety and YX is the total space of a line
bundle over DV ∗ in such a way that the corresponding action of C∗ agrees,
on YX \ D ∼= VA with its natural action on V . Let AR ⊂ VR be the real
reflection arrangement of W , C ⊂ VR \ AR the chamber corresponding to S
and C the closure of C in YX . Then, the intersection C ∩ DV ∗ possesses a
regular cellular structure with corresponding face poset given by ND.
We shall often identify a nested set H ∈ ND with the corresponding face
of AD and speak of the dimension dim(H) = |D| − |H| of H to mean the
dimension of that face.
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2.3. The rank function of ND. For any nested set H ∈ ND and B ∈ H,
set
iH(B) = B1 ∪ · · · ∪Bm (2.2)
where the Bi are the maximal elements of H properly contained in B.
Definition 2.8. Set
αBH = B \ iH(B) and n(B;H) = |αBH|
Note that n(B;H) ≥ 1. Indeed, if m = 1, then n(B;H) = |B \ B1| ≥ 1.
Otherwise, B1, . . . , Bm are necessarily pairwise orthogonal, their union is
disconnected and cannot be equal to B. Note in passing that B1, . . . , Bm
are the connected components of B \ αBH. In particular, the latter lie in H.
Set now
n(H) =
∑
B∈H
(n(B;H)− 1)
The following is an analogue of propositions 1.10 and 1.11
Proposition 2.9.
(i) For any nested set H ∈ ND,
n(H) = |D| − |H| = dim(H)
(ii) If H is a maximal nested set, then n(B;H) = 1 for any B ∈ H.
(iii) Any maximal nested set is of cardinality |D|.
Proof. (i) If |H| = 1, then H = {D} and n(H) = |D| − 1 as required.
Assume now that |H| ≥ 2 and let D1, . . . ,Dm ( D be the proper, maximal
elements in H so that
H = {D} ⊔H1 ⊔ · · · ⊔ Hm
where Hi is a nested set on Di. By induction, n(Hi) = |Di| − |Hi| whence
n(H) = (n(D;H)− 1) +
∑
i
n(Hi)
= (n(D;H)− 1) +
∑
i
(|Di| − |Hi|)
= |D| − |H|
(ii) Let B ∈ H and α ∈ αBH. Since the connected components of B \ α are
compatible with the elements of H, they lie in H by maximality whence
|αBH| = 1. (iii) follows from (ii) and (i) 
If F is a maximal nested set and B ∈ F , we denote the unique element of
αBF by α
B
F .
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2.4. Quotienting by a subdiagram. We define in this subsection the
quotient D/B of D by a proper subdiagram B and relate nested sets on
D/B with those on D. Let B1, . . . , Bm be the connected components of B.
Definition 2.10. The set of vertices of the diagram D/B is V (D) \ V (B).
Two vertices α 6= β of D/B are linked by an edge if, and only if the following
holds in D
α ⊥upslopeβ or α, β ⊥upslopeBi for some i = 1, . . . ,m
For any connected subdiagram C ⊆ D not contained in B, we denote by
C ⊆ D/B the connected subdiagram with vertex set V (C)\V (B). We shall
need the following
Lemma 2.11. Let C1, C2 * B be two connected subdiagrams of D which
are compatible. Then
(i) C1, C2 are compatible unless C1 ⊥ C2 and C1, C2 ⊥upslopeBi for some i.
(ii) If C1 is compatible with every Bi, then C1 and C2 are compatible.
In particular, if F is a nested set on D containing each Bi, then F = {C},
where C runs over the elements of F such that C * B, is a nested set on
D/B.
Proof. (i) Clearly, if C1 ⊂ C2 or C2 ⊂ C1 then C1 ⊂ C2 or C2 ⊂ C1 respec-
tively. If, on the other hand, C1 ⊥ C2 then C1 ⊥ C2 if, and only if, for any
connected component Bi of B at least one of C1, C2 is perpendicular to Bi.
(ii) We may assume by (i) that C1 ⊥ C2. Since C1 and Bi are compatible
for any i and C1 * Bi, either Bi ⊂ C1, in which case Bi ⊥ C2, or Bi ⊥ C1.
C1 and C2 are therefore compatible by (i) 
Let now A be a connected subdiagram of D/B and denote by A˜ ⊆ D the
connected sudbdiagram with vertex set
V (A˜) = V (A)
⋃
i:Bi⊥upslopeV (A)
V (Bi) (2.3)
Clearly, A1 ⊆ A2 or A1 ⊥ A2 imply A˜1 ⊆ A˜2 and A˜1 ⊥ A˜2 respectively, so
the lifting map A→ A˜ preserves compatibility.
For any connected subdiagrams A ⊆ D/B and C ⊆ D, we have
A˜ = A and C˜ = C
⋃
i:Bi⊥upslopeC
Bi (2.4)
In particular, C˜ = C if, and only if, C is compatible with B1, . . . , Bm and
not contained in B. The applications C → C and A → A˜ therefore yield a
bijection between the connected subdiagrams of D which are either orthog-
onal to or strictly contain each Bi and the connected subdiagrams of D/B.
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By lemma 2.11, this bijection preserves compatibility and therefore induces
an embedding ND/B →֒ ND. This yields an embedding
NB1 × · · · × NBm ×ND/B →֒ ND (2.5)
with image the poset of nested sets on D containing each Bi.
2.5. Unsaturated elements and the faces of AD. We show below that
the faces of AD are products of associahedra corresponding to subquotient
diagrams of D. Let H be a nested set on D.
Definition 2.12. An element B ∈ H is called unsaturated if n(B;H) ≥ 2.
Let AHD be the face of the associahedron AD corresponding to H. The face
poset of AHD is the poset NHD of nested sets on D containing H.
Proposition 2.13. As posets,
NHD ∼=
∏
C∈H
NC/iH(C) ∼=
p∏
j=1
NDj/iH(Dj)
where D1, . . . ,Dp are the unsaturated elements of H. In particular,
AHD ∼=
p∏
j=1
ADj/iH(Dj)
as CW–complexes.
Proof. Let B1, . . . , Bm be the proper maximal elements of H, so that
iH(D) = B1 ∪ · · · ∪ Bm and let Hi be the nested set on Bi induced by
H. The embedding (2.5) yields an isomorphism
NHD ∼= ND/iH(D) ×NH1B1 × · · · × NHmBm
The first isomorphism now follows from an easy induction, the second from
the fact that NC/iH(C) consists of a single element if C is saturated. The
corresponding description of AHD follows from the fact that a regular CW–
complex is determined by its face poset 
Remark 2.14. The isomorphism
∏p
j=1NDj/iH(Dj) −→ NHD is explicitly
given by
{Kj}pj=1 −→ H
p⋃
j=1
(K˜j \ {Dj}) (2.6)
where, for a nested set Kj on Dj/iH(Dj), K˜j is the nested set on Dj ob-
tained by lifting the elements of Kj to connected subdiagrams of Dj.
By theorem 2.3, the facets of AD are labelled by the nested sets on D of the
form H = {D,B} where B is a proper, connected subdiagrams of D.
Corollary 2.15. The facet of AD corresponding to B is isomorphic, as cell
complex, to the product AB ×AD/B.
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When D is the finite or the affine Dynkin diagram of type An−1, we recover
from corollary 2.15 the familiar fact that each facet of the associahedron
Kn or of the cyclohedron Wn is the product Kr × Ks or Kr × Ws, with
r + s = n + 1 of two smaller associahedra or an associahedron and a cyclo-
hedron respectively.
Remark 2.16. The set of Dynkin diagrams of is not closed under quoti-
enting. For example, if D is the Dynkin diagram of type Dn and α is the
trivalent node of D, then D/α is the affine Dynkin diagram of type A2 if
n = 4 and a tadpole if n ≥ 5. Thus, if D is a Dynkin diagram with a
trivalent node other than D4, the faces of AD are products of associahedra
some of which correspond to non–Dynkin diagrams.
2.6. An alternative description of the lifting map. We shall need an
alternative description of the map (2.6). Let H be a nested set on D with
|H| < |D| and let D1, . . . ,Dp be the unsaturated elements of H. For any
1 ≤ j ≤ p, let αj = αDjH and, for any subset ∅ 6= βj ⊆ αj, set
βc
j
= αj \ βj and Dβj = ∁
Dj\β
c
j
β
j
(2.7)
where the latter denotes the connected component of Dj \ βcj containing βj
if one such exists and the empty set otherwise.
Lemma 2.17. Let Bj ⊂ Dj/iH(Dj) be the subdiagram with vertex set βj.
(i) Dβ
j
is non–empty if, and only if Bj is connected.
(ii) When that is the case,
B˜j = Dβ
j
and Dβ
j
= Bj
where · and ·˜ are the quotient and lifting maps for the quotient Dj/iH(Dj).
Proof. If Dβ
j
is non–empty, Dβ
j
is a subdiagram of Dj/iH(Dj) with vertex
set β
j
. Thus, Dβ
j
= Bj and the latter is connected since Dβ
j
is. Conversely,
if Bj is connected, B˜j is a connected subdiagram of Dj \ βcj containing βj.
Thus, Dβ
j
is non–empty and, by (2.4), Dβ
j
= D˜β
j
= B˜j 
2.7. Edges of the associahedron AD. Let H ∈ ND be a nested set of
dimension 1. By proposition 2.9, H has a unique unsaturated element B
and αBH consists of two vertices α1, α2. Thus, B = B/iH(B) is the connected
diagram with vertices α1, α2 and AB is the interval
{B,α1} ◦
{B} ◦ {B,α2} (2.8)
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Setting B1 = ∁
B\α2
α1 and B2 = ∁
B\α1
α2 , we see that, by proposition 2.13 and
lemma 2.17, the edge of AD corresponding to H is of the form
H∪ {B1} ◦ H ◦ H ∪ {B2}
2.8. Two–faces of the associahedron AD. We work out below the two–
faces of AD and show that they are squares, pentagons or hexagons. Let
H ∈ ND be a nested set of dimension 2. By proposition 2.9, H either
has two unsaturated elements B1, B2, and |αB1H | = 2 = |αB2H |, or a unique
unsaturated element B and |αBH| = 3. We treat these two cases separately.
2.8.1. Square 2–faces. Assume first that H has two unsaturated elements
B1, B2. By proposition 2.13, AHD ∼= AB1/iH(B1) ×AB2/iH(B2) is the product
of two intervals of the form (2.8). Thus, setting for i, j ∈ {1, 2}
αBiH = {α1i , α2i } and Bji = ∁
Bi\α
3−j
i
αji
⊂ Bi
we see that AHD is the square
H1,1 H1,2
H
H2,1 H2,2
where Hj,k = H ∪ {Bj1, Bk2}.
2.8.2. Pentagonal and hexagonal 2–faces. Assume now that H has a unique
unsaturated element B and set αBH = {α1, α2, α3}. Then B = B/iH(B)
is a connected diagram with vertices α1, α2, α3 and is therefore, up to a
relabelling of the αi, one of the following diagrams
• • •
α1 α2 α3
α2•
α1• •α3
For any 1 ≤ i ≤ 3 and 1 ≤ j 6= k ≤ 3, set
Bi = ∁
B\(αBH\αi)
αi and Bjk = ∁
B\(αBH\{αj ,αk})
{αj ,αk}
If B is the affine Dynkin diagram of type A2, proposition 2.13 and lemma
2.17 imply that the vertices of AHD are of the form H ∪ {Bi, Bij} with 1 ≤
QUASI–COXETER ALGEBRAS AND DYNKIN DIAGRAM COHOMOLOGY 37
i 6= j ≤ 3, so that AHD is the hexagon
H ∪ {B1, B13} H ∪ {B3, B13}
H ∪ {B1, B12} H H ∪ {B3, B23}
H ∪ {B2, B12} H ∪ {B2, B23}
If, on the other hand B is the Dynkin diagram of type A3, the vertices of AHD
are H ∪ {Bi, Bij}, with 1 ≤ i 6= j ≤ 3 and (i, j) 6= (1, 3), and H ∪ {B1, B3}
so that AHD is the pentagon
H ∪ {B1, B3}
H ∪ {B1, B12} H H ∪ {B3, B23}
H ∪ {B2, B12} H ∪ {B2, B23}
Remark 2.18. If B is linear, Bij is empty for a unique pair (i, j) and H is
therefore a pentagon. Thus, the associahedron Kn, and more generally the
associahedra corresponding to linear Dynkin diagrams, only have squares
and pentagons as 2–faces. The associahedra of type Dn,E6,E7,E8 and those
corresponding to the affine Dynkin diagrams of type An,Bn,Dn,E6,E7,E8
on the other hand all have some hexagonal 2–faces.
3. D–algebras and quasi–Coxeter algebras
The aim of this section is to define the category of quasi–Coxeter algebras.
We begin in §3.1–§3.4 by describing the underlying notion of D–algebras.
We then give three equivalent definitions of quasi–Coxeter algebras. The
first two, in §3.8 and §3.12 respectively, are more closely modelled on the
De Concini–Procesi theory of asymptotic zones reviewed in section 1 as well
as Drinfeld’s theory of quasibialgebras [Dr3]. The first definition is better
suited to the study of examples which are considered in section 4, while
the second is more convenient to show that quasi–Coxeter algebras define
representations of braid groups, as explained in §3.13. The third definition,
given in §3.16, is the most compact one and will be used in section 5 to study
the deformation theory of quasi–Coxeter algebras. The equivalence of this
definition with the first two is the analogue for quasi–Coxeter algebras of Mac
Lane’s coherence theorem for monoidal categories. It relies on the simple
connectedness of the De Concini–Procesi associahedron AD introduced in
38 V. TOLEDANO LAREDO
section 2. In §3.17, we define the twisting of a quasi–Coxeter algebra and
show that it yields equivalent braid group representations.
3.1. D–algebras. Let k be a fixed commutative ring with unit. By an
algebra we shall henceforth mean a unital, associative k–algebra. All algebra
homomorphisms will be tacitly assumed to be unital. Let D be a connected
diagram.
Definition 3.1. A D–algebra is an algebra A endowed with subalgebras
AD′ labelled by the non–empty connected subdiagrams D
′ of D such that the
following holds
• AD′ ⊆ AD′′ whenever D′ ⊆ D′′.
• AD′ and AD′′ commute whenever D′ and D′′ are orthogonal.
If A is a D–algebra and αi is a vertex of D we denote Aαi by Ai. If D1,D2 ⊆
D are subdiagrams with D1 connected, we denote by A
D2
D1
the centraliser in
AD1 of the subalgebras AD′2 where D
′
2 runs over the connected components
of D2.
3.2. Examples. Most, but not all examples of D–algebras arise in the fol-
lowing way. An algebra A is endowed with subalgebras Ai labelled by the
vertices αi of D with [Ai, Aj ] = 0 whenever αi and αj are orthogonal. In this
case, letting AD′ ⊆ A be the subalgebra generated by the Ai corresponding
to the vertices of D′ endows A with a D–algebra structure.
3.2.1. Let W be an irreducible Coxeter group with system of generators
S = {si}i∈I and let D be the Coxeter graph of W . For any i ∈ I, let
Z2 ∼= Wi ⊂ W be the subgroup generated by si. Then, (k[W ], k[Wi]) is a
D–algebra. Similarly, let qi ∈ k be invertible elements such that qi = qj
whenever si and sj are conjugate in W and let H(W ) be the Iwahori–Hecke
algebra of W , that is the algebra with generators {Si}i∈I and relations
(Si − qi)(Si + q−1i ) = 0
SiSj · · ·︸ ︷︷ ︸
mij
= SjSi · · ·︸ ︷︷ ︸
mij
where mij is the order of sisj in W . Then, (H(W ),H(Wi)) is a D–algebra.
3.2.2. Let A = (aij)i,j∈I be an irreducible, generalised Cartan matrix, g =
g(A) the corresponding Kac–Moody algebra and g′ = [g, g] its derived sub-
algebra with generators ei, fi, hi, i ∈ I [Ka]. Let D = D(A) be the Dynkin
diagram of g, that is the connected graph having I as its vertex set and
an edge between i and j if aij 6= 0. For any i ∈ I, let sli2 ⊆ g′ be the
three–dimensional subalgebra spanned by ei, fi, hi. Then (Ug
′, Usli2) is a
D–algebra over k = C. Similarly, ifA is symmetrisable and U~g′ is the corre-
sponding quantum enveloping algebra (see [Lu], or §4.1.3), then (U~g′, U~sli2)
is a D–algebra over the ring C[[~]] of formal power series in ~.
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3.3. Strict morphisms of D–algebras. In example 3.2.1, set k = C[[~]]
and qi = exp(~ki), where ki ∈ C∗ and ki = kj if si and sj are conjugate
in W . It is well–known in this case that if W is finite and g = g′ is a
complex, simple Lie algebra, H(W ) and U~g are isomorphic to C[W ][[~]] and
Ug[[~]] respectively. We will need to use such isomorphisms to compare the
corresponding structures of D–algebras. The following result shows that the
na¨ıve notion of isomorphism between D–algebras is too restrictive for this
purpose however.
Proposition 3.2. Assume that |I| ≥ 2. Then,
(i) There exists no algebra isomorphism Ψ : H(W ) → C[W ][[~]] such
that Ψ(H[Wi]) = C[Wi][[~]] for any i ∈ I.
(ii) There exists no algebra isomorphism Ψ : U~g→ Ug[[~]] equal to the
identity mod ~ such that Ψ(U~sli2) = Usl
αi
2 [[~]] for any i ∈ I.
Proof. We may assume that |I| = 2. (i) Let Ψ : H(W ) → C[W ][[~]] be an
isomorphism such that Ψ(H(Wi)) = C[Wi][[~]] for any i ∈ I. Then, Ψ(Si) =
xisi+ yi for some xi, yi ∈ C[[~]] with xi 6= 0. Since S2i = (qi− q−1i )Si+1, we
get yi = (qi− q−1i )/2. Equating the coefficients of s1s2 · · · (m12 − 2 factors)
in
Ψ(S1S2 · · ·︸ ︷︷ ︸
m12
) = (x1s1 + y1)(x2s2 + y2) · · ·
and in
Ψ(S2S1 · · ·︸ ︷︷ ︸
m12
) = (x2s2 + y2)(x1s1 + y1) · · ·
yields 2yiyj = yiyj , a contradiction.
(ii) Recall that any algebra isomorphism Ψ : U~g → Ug[[~]] equal to the
identity mod ~ canonically identifies the centre of U~g with Z(Ug)[[~]] [Dr2,
p. 331]. Let Ci = eifi + fiei + 1/2h
2
i ∈ Usli2 be the Casimir operator of
sli2 and C
~
i the corresponding element of Z(U~sl
i
2). If Ψ(U~sl
i
2) = Usl
i
2[[~]]
for any i, then Ψ(C~i ) = Ci. We will prove that such a Ψ does not exist by
showing that C1C2 = Ψ(C
~
1C
~
2 ) and C
~
1C
~
2 have different eigenvalues on the
adjoint representation V of g and its quantum deformation V respectively.
Lusztig has given an explicit presentation of V [Lu2, §2.1]. Its zero weight
space V[0] is spanned by t1, t2 and
Ei tj = −[aji]jXi
with EiXi = 0.
1 Thus, for i 6= j, ti and tj− [aji]j/[2]i ti lie in the zero weight
spaces of the quantum deformations of the simple sli2–modules V
i
2 and V
i
0
of highest weights 2 and 0 respectively. Since Ci acts as multiplication by
m(m+ 2)/2 on V im, we get
C~i ti = 4ti and C
~
i (tj − [aji]j/[2]iti) = 0
1for a definition of the q–numbers [n]i, see §4.1.3.
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so that, on V[0],
C~1 =
(
4 4[a21]2/[2]1
0 0
)
and C~2 =
(
0 0
4[a12]1/[2]2 4
)
It follows that
C~1C
~
2 =
(
16[a12]1[a21]2/[2]1[2]2 16[a21]2/[2]1
0 0
)
has eigenvalues 0 and 16[a12]2[a21]1/[2]1[2]2 ∈ C[[~]] \ C on V[0]. Since the
isomorphism class of a finite–dimensional U~g–module U is uniquely deter-
mined by that of the g–module U/~U , V is isomorphic as U~g–module to
V [[~]], where U~g acts on the latter via Ψ : U~g → Ug[[~]]. The eigenvalues
of C~1C
~
2 on V cannot therefore depend upon ~ 
3.4. Morphisms of D–algebras. The following gives the correct notion
of morphism of D–algebras.
Definition 3.3. A morphism of D–algebras A,A′ is a collection of algebra
homomorphisms ΨF : A → A′ labelled by the maximal nested sets F on D
such that for any F and D′ ∈ F , ΨF (AD′) ⊆ A′D′ .
Remark 3.4. We will prove in theorems 4.6 and 8.3 that H(W ) and U~g
are isomorphic, as D–algebras to C[W ][[~]] and Ug[[~]] respectively.
3.5. Completion with respect to finite–dimensional representations.
LetVeck be the category of finitely–generated, free k–modules andModfd(A)
that of finite–dimensional A–modules, that is the A–modules whose under-
lying k–module lies in Veck. Consider the forgetful functor
F :Modfd(A)→ Veck
By definition, the completion of A with respect to its finite–dimensional
representations is the algebra Â of endomorphisms of F. Thus, an element
of Â is a collection Θ = {ΘV }, with ΘV ∈ Endk(V ) for any V ∈Modfd(A),
such that for any U, V ∈Modfd(A) and f ∈ HomA(U, V )
ΘV ◦ f = f ◦ΘU
There is a natural homomorphism A → Â mapping a ∈ A to the element
Θ(a) which acts on a finite–dimensional representation ρ : A→ Endk(V ) as
ρ(a). The following is a straightforward consequence of the above definitions
Proposition 3.5.
(i) A→ Â is a functor.
(ii) For any algebra A, the natural map Â→ ̂̂A is an isomorphism.
(iii) Let ~ be a formal variable and A[[~]] the formal power series in
~ with coefficients in A, regarded as an algebra over k[[~]]. Then,
the natural homomorphism Â[[~]] → Â[[~]] induced by mapping U ∈
Modfd(A) to U [[~]] ∈ Modfd(A[[~]]) is an isomorphism if finite–
dimensional A–modules do not admit non–trivial deformations.
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(iv) If A is a bialgebra, Â is a bialgebra with coproduct and counit
∆(Θ)U⊗V = ΘU ⊗ΘV and ε(Θ) = Θk
where A acts on U ⊗ V via the coproduct ∆ : A → A⊗2 and on k
via the counit ε : A→ k.
3.6. Elementary pairs of maximal nested sets. The terminology below
corresponds, via the dictionary of §1.17.4, to that of §1.12 and §1.15–§1.16.
Definition 3.6. An ordered pair (G,F) of maximal nested sets on D is
called elementary if G and F differ by an element. A sequence H1, . . . ,Hm
of maximal nested sets on D is called elementary if |Hi+1 \ Hi| = 1 for any
i = 1, . . . ,m− 1.
By remark 2.6, elementary pairs correspond to oriented edges of the associ-
ahedron AD and elementary sequences to edge–paths in AD.
Definition 3.7. The support supp(G,F) of an elementary pair of maximal
nested sets on D is the unique unsaturated element of F ∩ G. The central
support zsupp(G,F) of (G,F) is the union of the maximal elements of F ∩G
properly contained in supp(G,F). Thus,
zsupp(G,F) = supp(G,F) \ αsupp(G,F)G∩F
Definition 3.8. Two elementary pairs (F ,G), (F ′,G′) of maximal nested
sets on D are equivalent if
supp(F ,G) = supp(F ′,G′),
α
supp(F ,G)
F = α
supp(F ′,G′)
F ′ and α
supp(F ,G)
G = α
supp(F ′,G′)
G′
Remark 3.9. As in proposition 1.38, one readily shows that for an elemen-
tary pair (F ,G),
α
supp(F ,G)
F∩G = {αsupp(F ,G)F , αsupp(F ,G)G }
In particular, two equivalent elementary pairs have the same central support.
3.7. Labelled diagrams and Artin braid groups.
Definition 3.10. A labelling of the diagram D is the assignement of an
integer mij ∈ {2, 3, . . . ,∞} to any pair αi, αj of distinct vertices of D such
that
mij = mji and mij = 2
if, and only if αi and αj are orthogonal.
Let D be a labelled diagram.
Definition 3.11 (Brieskorn–Saito [BS]). The Artin group BD is the group
generated by elements Si labelled by the vertices αi of D with relations
SiSj · · ·︸ ︷︷ ︸
mij
= SjSi · · ·︸ ︷︷ ︸
mij
for any αi 6= αj such that mij <∞.
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We shall also refer to BD as the braid group corresponding to D.
3.8. Quasi–Coxeter algebras. Let D be a labelled diagram.
Definition 3.12. A quasi–Coxeter algebra of type D is a D–algebra A en-
dowed with the following additional data
• Local monodromies : for each αi ∈ D, an invertible element
SAi ∈ Âi
where Âi is the completion of Ai with respect to its finite–dimensional
representations.
• Elementary Associators : for each elementary pair (G,F) of
maximal nested sets on D, an invertible element
ΦGF ∈ A
satisfying the following axioms
• Orientation : for any elementary pair (G,F) of maximal nested
sets on D,
ΦFG = Φ
−1
GF
• Coherence : for any pair of elementary sequences H1, . . . ,Hm
and K1, . . . ,Kℓ of maximal nested sets on D such that H1 = K1
and Hm = Kℓ,
ΦHmHm−1 · · ·ΦH2H1 = ΦKℓKℓ−1 · · ·ΦK2K1
• Support : for any elementary pair (G,F) of maximal nested sets
on D,
ΦGF ∈ Azsupp(G,F)supp(G,F)
• Forgetfulness : for any equivalent elementary pairs (G,F), (G′,F ′)
of maximal nested sets on D,
ΦGF = ΦG′F ′
• Braid relations : for any pair αi, αj of distinct vertices of D such
that mij < ∞, and elementary pair (G,F) of maximal nested sets
on D such that αi ∈ F and αj ∈ G,
Ad(ΦGF )(S
A
i ) · SAj · · · = SAj · Ad(ΦGF )(SAi ) · · ·
where the number of factors on each side is equal to mij.
Remark 3.13. The braid relations formij = 2 follow from the other axioms.
Indeed, let αi 6= αj be two vertices of D and (Fi,Fj) an elementary pair of
maximal nested sets on D such that αi ∈ Fi and αj ∈ Fj . If αi ⊥ αj , then
either αi ∈ Fj or αj ∈ Fi since, by maximality of Fi and Fj, αi ∈ Fi \ Fj
and αj ∈ Fj \Fi imply the incompatibility of αi and αj . Assuming therefore
that αi ∈ Fi ∩ Fj so that either αi ∈ zsupp(Fi,Fj) or αi ⊥ supp(Fi,Fj).
In either case, the support axiom implies that Ad(ΦFjFi)S
A
i = S
A
i . The
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corresponding braid relation therefore reduces to SAi S
A
j = S
A
j S
A
i and holds
because SAi ∈ Âi, SAj ∈ Âj and [Ai, Aj ] = 0.
Definition 3.14. A morphism of quasi–Coxeter algebras A,A′ of type D is
a morphism {ΨF} of the underlying D–algebras such that
• for any αi ∈ D and maximal nested set F on D with {αi} ∈ F ,
ΨF (S
A
i ) = S
A′
i
• for any elementary pair (G,F) of maximal nested sets on D,
ΨG ◦ Ad(ΦAGF ) = Ad(ΦA
′
GF ) ◦ΨF
subsectionThe symmetric difference F∆G
Let F ,G be maximal nested sets on D. We characterise below the unsat-
urated elements B1, . . . , Bm of F ∩ G and the subsets of vertices αBiF∩G in
terms of the symmetric difference
F∆G = F \ G ∪ G \ F
These results will be used in §3.9–§3.11. For any (maximal) nested set H
on D and B ∈ H, let
HB = {B′ ∈ H|B′ ⊆ B}
be the (maximal) nested set on B induced by H.
Lemma 3.15. Let C be an unsaturated element of F ∩ G. Then,
C =
⋃
B∈FC∆GC
B (3.1)
Proof. The right–hand side is clearly contained in the left–hand side. Let
α1 = α
C
F , α2 = α
C
G and note that α1 6= α2 since C is unsaturated. Set
C1 = ∁
C\α1
α2 ∈ F \ G and C2 = ∁C\α2α1 ∈ G \ F . Since C1 and C2 are not
compatible, C1 ∪ C2 is connected and properly contains C1, C2. Let C be
the connected component of the right–hand side of (3.1) containing C1, C2.
We claim that C is compatible with any B ∈ F . This is clear if B ⊥ C, if
B ⊇ C or if B ⊂ C and C /∈ G. If, on the other hand, B ∈ G then B is
compatible with any element in F∆G and therefore with C. By maximality
of F , C ∈ F whence C = C since C1 ( C ⊂ C 
Proposition 3.16. The connected components of⋃
B∈F∆G
B
are the maximal unsaturated elements of F ∩ G.
Proof.We claim that any B ∈ F∆G is contained in an unsaturated element
of F ∩G. Let B be the minimal element in F ∩G containing B. If B ∈ F \G
(resp. G \F), B is contained in a connected components B′ of B \αBF (resp.
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B \αBG ). If B were saturated as an element of F ∩G, then αBF = αBF∩G = αBG
and B
′ ∈ F ∩ G, in contradiction with the minimality of B. It follows that⋃
B∈F∆G
B =
⋃
C∈F∩G,
C unsaturated
⋃
B∈F∆G,
B⊆C
B =
⋃
C∈F∩G,
C unsaturated
C
where the second equality holds by lemma 3.15 
Proposition 3.17. Let C be an unsaturated element of F ∩ G. Then, the
connected components of ⋃
B(C,
B compatible with any B′ ∈ F∆G
B (3.2)
are the maximal elements of F ∩ G properly contained in C.
Proof. Any B ∈ F ∩ G with B ( C is clearly contained in (3.2). Let now
B ( C be connected and compatible with any B′ ∈ F∆G. Assume that
B is not contained in one of the maximal elements C1, . . . , Cm of F ∩ G
properly contained in C, set C = C1 ⊔ · · · ⊔ Cm and let B be the image of
B in C = C/C. Let FC and GC be the maximal nested sets on C induced
by FC ,GC respectively. By (ii) of lemma 2.11, B is compatible with
FC \ GC = FC \ {C} and GC \ FC = GC \ {C}
and therefore with FC ,GC . By maximality of FC and GC , B lies in FC ∩
GC = {C}. We claim that this is a contradiction. It suffices for this to prove
the existence of a B′ ∈ FC∆GC such that B ⊆ B′, for then C = B ⊂ B′ ⊂ C,
whence, by (2.4), B′ = B˜
′
= C ∈ F ∩ G. Assume for this purpose that
B * B′ for any B′ ∈ FC∆GC and set
C⊥ =
⋃
B′∈FC∆GC ,
B′⊥B
B′ and C⊂ =
⋃
B′∈FC∆GC ,
B′⊂B
B′
By lemma 3.15, C = C⊥ ∪ C⊂. Since C is connected and C⊥ and C⊂ are
orthogonal, one has C⊥ = ∅ or C⊂ = ∅ and therefore C ⊂ B or C ⊥ B
respectively, both of which contradict B ( C 
The following is a direct consequence of propositions 3.16 and 3.17.
Corollary 3.18. The unsaturated elements B1, . . . , Bm of F∩G and subsets
of vertices αBiF∩G ⊂ Bi only depend upon the symmetric difference F∆G.
3.9. Support and central support of a pair of maximal nested sets.
We extend below the notions of support and central support to a general
pair (F ,G) of maximal nested sets on D.
Definition 3.19. The support of (F ,G) is the union
supp(F ,G) =
⋃
B∈F∆G
B
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By proposition 3.16, supp(F ,G) is the union of the maximal unsaturated
elements of F ∩G. In particular, definition 3.19 is consistent with definition
3.7 when F and G differ by an element.
For any collection C of connected subdiagrams of D, set now
κ(C) = {B ⊆ D|B ⊥ C or B ⊆ C for any C ∈ C}
One readily checks that if B1, B2 ∈ κ(C) are incompatible, then B1 ∪ B2 ∈
κ(C). In particular, the maximal elements B1, . . . , Bm of κ(C) are pairwise
orthogonal and ⋃
B∈κ(C)
B = B1 ⊔ · · · ⊔Bm
Note that if B ∈ κ(F∆G), then either B ⊂ supp(F ,G) or B ⊥ supp(F ,G).
Definition 3.20. The central support zsupp(F ,G) is the union ⋃B, where
B ranges over the elements of κ(F∆G) contained in supp(F ,G).
The following result shows that definition 3.20 is consistent with definition
3.7.
Proposition 3.21. Assume that G and F differ by an element and let B =
supp(F ,G) be the unique unsaturated element of F ∩ G. Then,⋃
C∈κ(F∆G),
C⊆B
C = B \ αBF∩G
Proof. Set α1 = α
B
F and α2 = α
B
G , so that α
B
F∩G = {α1, α2}, B1 = ∁B\α1α2 ∈
F \G and B2 = ∁B\α2α1 ∈ G \F . Since any C ∈ κ({B1, B2}) does not contain
α1 and α2, the left–hand side is contained in the right–hand side. The op-
posite inclusion is easy to check 
Remark 3.22. Note that κ(F∆G) and F∆G are disjoint. Indeed, any
B ∈ κ(F∆G) ∩ F∆G is compatible with G = G \ F ∪ (F ∩ G) and F =
F \ G ∪ (F ∩ G) and therefore lies in F ∩ G by maximality of F and G, a
contradiction. Thus, if B ∈ κ(F∆G) and C ∈ F∆G, then
B ⊥ C or B ( C
3.10. Equivalence of pairs of maximal nested sets. We shall need to
extend the notion of equivalence to general pairs of maximal nested sets on
D. We begin by giving an alternative characterisation of the equivalence of
two elementary such pairs.
Proposition 3.23. Two elementary pairs (F ,G) and (F ′,G′) of maximal
nested sets on D are equivalent if, and only if
F \ G = F ′ \ G′ and G \ F = G′ \ F ′
Proposition 3.23 is an immediate corollary of the following.
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Proposition 3.24. Let (F ,G) be an elementary pair of maximal nested sets
on D. Let B = supp(F ,G) be the unique unsaturated element of F ∩ G and
B1, B2 the unique elements in F \ G and G \ F respectively. Then,
(i) αBF and α
B
G are distinct and α
B
F∩G = {αBF , αBG }.
(ii) B1 = ∁
B\αBF
αBG
and B2 = ∁
B\αBG
αBF
.
(iii) αB1F = α
B
G and α
B2
G = α
B
F .
(iv) B1, B2 are not compatible and B1 ∪B2 = B.
(v) αBF , α
B
G are uniquely determined by (ii).
Proof. (i)–(iii) are proved exactly as in proposition 1.38. (iv) the incom-
patibility of B1, B2 is a direct consequence of (ii). The fact that B = B1∪B2
follows by lemma 3.15. (v) Let α1 a vertex of B such that B1 is a connected
component of B \ α1. Then, α1 ⊥upslopeB1 so that, if α1 6= αBF , α1 and B1 lie in
the same connected component of B \αBF . By (ii), this implies that α1 ∈ B1,
a contradiction. Similarly, αBG is the unique vertex of B such that B2 is a
connected component of B \ αBG 
Proposition 3.23 ensures that the following is consistent with definition 3.8.
Definition 3.25. Two ordered pairs (F ,G), (F ′,G′) of maximal nested sets
on D are equivalent if
F \ G = F ′ \ G′ and G \ F = G′ \ F ′
Note that the equivalence of (F ,G) and (F ′,G′) implies that
supp(F ,G) = supp(F ′,G′) and zsupp(F ,G) = zsupp(F ′,G′)
3.11. Existence of good elementary sequences.
Proposition 3.26.
(i) For any pair (F ,G) of maximal nested sets on D, there exists an
elementary sequence
F = H1,H2, . . . ,Hm = G
such that, for any i = 1, . . . ,m− 1,
Hi ∩Hi+1 ⊇ F ∩ G,
supp(Hi,Hi+1) ⊆ supp(F ,G)
and, for any component B of zsupp(F ,G), either
B ⊥ supp(Hi,Hi+1) or B ⊆ zsupp(Hi,Hi+1)
(ii) If (G,F) and (G′,F ′) are equivalent pairs of maximal nested sets on
D, the corresponding elementary sequences
F = H1,H2, . . . ,Hm = G and F ′ = H′1,H′2, . . . ,H′ℓ = G′
may be chosen such that ℓ = m and such that, for any i = 1 . . . m−1,
(Hi,Hi+1) is equivalent to (H′i,H′i+1).
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Proof. (i) By the connectedness of the face of the associahedron AD corre-
sponding to K = F∩G, there exists an elementary sequence F = H1, . . . ,Hm
= G such that K ⊂ Hi for any i. Let B1, . . . , Bp be the unsaturated el-
ements of K and set αj = αBjK . By proposition 2.13 and lemma 2.17,
each Hi is the union of K and of a compatible family of diagrams of the
form Dβ
j
= ∁
Bj\(αj\βj)
β
j
for some 1 ≤ j ≤ p and ∅ 6= β
j
( αj . For any
i = 1, . . . , p − 1, set
Dβ
ji
= Hi \ Hi+1 and Dγ
ki
= Hi+1 \ Hi
Since Dβ
ji
and Dγ
ki
, one has ji = ki whence,
supp(Hi,Hi+1) = Dβ
ji
∪Dγ
ki
⊆ Bji ⊆ supp(F ,G)
Let now B be a component of zsupp(F ,G). We shall need the following
Lemma 3.27. For any 1 ≤ j ≤ p, one has B ⊥ Bji or B ⊆ Bji \ αji .
Proof. By lemma 3.15, Bji =
⋃
B′∈FBji
∆GBji
B′. Since B is compatible
with any such B′ and does not contain it by remark 3.22, either B ⊥ Bji or
B ( Bji . In the latter case, B ⊆
⋃
B′ where B′ now ranges over the proper
connected subdiagrams of Bji which are compatible with any element of
FBji∆GBji , whence B ⊆ Bji \ αji by proposition 3.17 
If B ⊥ Bji , then B ⊥ supp(Hi,Hi+1) as required. If, on the other hand
B ⊆ Bji \αji , then B is compatible with Dβji and Dγji and contains neither
since αji ∩Dβji , αji ∩Dγji 6= ∅. Thus, either B ⊥ Dβji ,Dγji , in which case
B ⊥ Dβ
ji
∪ Dγ
ji
= supp(Hi,Hi+1), or B ⊆
⋃
B′, where the union ranges
over the connected subdiagrams of supp(Hi,Hi+1) compatible with, but not
containing either of Dβ
ji
,Dγ
ji
and therefore B ⊆ zsupp(Hi,Hi+1).
(ii) Let Hi = K ∪ {Dβ
j
}j∈Ji be the elementary sequence obtained in (i).
By corollary 3.18, K′ = F ′ ∩ G′ and K have the same unsaturated elements
B1, . . . , Bp and α
Bi
K′ = α
Bi
K for any i = 1, . . . , p. It follows from this, propo-
sition 2.13 and lemma 2.17 that H′i = K′ ∪ {Dβj}j∈Ji is a maximal nested
set on D 
3.12. General associators. Let A be a quasi–Coxeter algebra of type D.
By the connectedness of the associahedron AD, there exists, for any pair
G,F of maximal nested sets on D, an elementary sequence H1, . . . ,Hm such
that H1 = F and Hm = G. Set
ΦGF = ΦHmHm−1 · · ·ΦH2H1
The coherence axiom implies that this definition is independent of the choice
of the elementary sequence and that ΦGF is the elementary associator cor-
responding to (G,F) if F and G differ by an element. The following result
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summarises the main properties of the general associators ΦGF and gives an
equivalent characterisation of quasi–Coxeter algebras in terms of them.
Theorem 3.28. The associators ΦGF satisfy the following properties
• Orientation : for any pair (G,F) of maximal nested sets on D,
ΦFG = Φ
−1
GF
• Transitivity : for any triple H,G,F of maximal nested sets on D,
ΦHF = ΦHG · ΦGF
• Forgetfulness : for any equivalent pairs (G,F) and (G′,F ′) of
maximal nested sets on D,
ΦGF = ΦG′F ′
• Support : for any pair (G,F) of maximal nested sets on D,
ΦGF ∈ Azsupp(F ,G)supp(F ,G)
• Braid relations : for any pair αi, αj of distinct vertices of D such
that mij < ∞, and pair (G,F) of maximal nested sets on D such
that αi ∈ F and αj ∈ G,
Ad(ΦGF )(S
A
i ) · SAj · · · = SAj · Ad(ΦGF )(SAi ) · · ·
where the number of factors on each side is equal to mij.
Conversely, if A is a D–algebra endowed with invertible elements SAi ∈ Âi
for any αi ∈ D and ΦGF ∈ A for any pair (G,F) of maximal nested sets
on D which satisfy the above properties, then the SAi and associators ΦGF
corresponding to elementary pairs give A the structure of a quasi–Coxeter
algebra of type D.
Proof. Orientation and transitivity follow at once from the orientation
and coherence axioms satisfied by the elementary associators. If (G,F) and
(G′,F ′) are two equivalent pairs of maximal nested sets on D and
F = H1, . . . ,Hm = G and F ′ = H′1, . . . ,H′m = G′
are two elementary sequences such that (Hi,Hi+1) and (H′i,H′i+1) are equiv-
alent for any i = 1, . . . ,m − 1 as in proposition 3.26 (ii), then, by the for-
getfulness axiom satisfied by elementary associators
ΦGF = ΦHmHm−1 · · ·ΦH2H1 = ΦH′mH′m−1 · · ·ΦH′2H′1 = ΦG′F ′
Similarly, if F = H1, . . . ,Hm = G is an elementary sequence of maximal
nested sets on D as in proposition 3.26 (i), then, by the support properties
of elementary associators,
ΦHi+1Hi ∈ Azsupp(Hi+1,Hi)supp(Hi+1,Hi) ⊆ A
zsupp(G,F)
supp(G,F)
so that
ΦGF = ΦHmHm1 · · ·ΦH2H1 ∈ A
zsupp(G,F)
supp(G,F)
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Let now αi 6= αj be such that mij <∞, G,F such that αi ∈ F , αj ∈ G and
choose an elementary pair (F ′,G′) such that αi ∈ F ′ and αj ∈ G′. Since
αi ∈ F ∩ F ′ and αi does not contain any elements of Fi∆F ′i , αi is either
contained in zsupp(F ,F ′) or perpendicular to supp(F ,F ′). In either case,
Ad(ΦF ′F ) (S
A
i ) = S
A
i and, similarly, Ad(ΦG′G) (S
A
j ) = S
A
j
Thus
Ad(ΦGF )(S
A
i ) · SAj · · · = Ad(ΦGG′ · ΦG′F ′ · ΦF ′F )(SAi ) · SAj · · ·
= Ad(ΦGG′)
(
Ad(ΦG′F ′)(S
A
i ) · SAj · · ·
)
and
SAj · Ad(ΦGF )(SAi ) · · · = Ad(ΦGG′)
(
SAj ·Ad(ΦG′F ′)(SAi ) · · ·
)
so the two are equal because of the braid relations satisfied by the elemen-
tary associators. The converse implication is clear 
Remark 3.29. Unlike the case of elementary associators, the braid rela-
tions involving general associators do not follow from the other axioms
when mij = 2. For example, if D is the Dynkin diagram of type A3,
which we identify with the interval [1, 3], F = {[1, 1], [1, 2], [1, 3]} and G =
{[3, 3], [2, 3], [1, 3]}, then supp(F ,G) = [1, 3] and zsupp(F ,G) = ∅. Thus,
ΦGF does not centralise A1 or A3 and neither of the relations
Ad(ΦGF )(S
A
1 )·SA3 = SA3 ·Ad(ΦGF )(SA1 ) or Ad(ΦFG)(SA3 )·SA1 = SA1 ·Ad(ΦFG)(SA1 )
can be deduced from the fact that SA1 · SA3 = SA3 · SA1 .
We record for later use the following consequence of proposition 3.26 and of
the definition of general associators
Proposition 3.30. If A is a quasi–Coxeter algebra of type D then, for any
pair (G,F) of maximal nested sets on D and B ∈ G ∩ F ,
Ad(ΦGF )(AB) ⊆ AB
Proof. Assume first that G and F differ by an element and let C =
supp(F ,G) be the unique unsaturated element of G ∩ F , so that ΦGF ∈
A
C\αCG∩F
C . If B ⊥ C or B ⊆ C, in which case B ⊆ C \ αCG∩F , then
[ΦGF , AB ] = 0 and the result follows. If, on the other hand B ⊇ C, then
ΦGF ∈ AC ⊆ AB and the result follows again. If (G,F) is a general pair of
maximal nested sets on D, proposition 3.26 implies the existence of an ele-
mentary sequence F = H0, · · · ,Hm = G such that, for any i = 1, . . . ,m− 1,
B ∈ Hi ∩Hi+1. The result now follows from our previous analysis 
3.13. Braid group representations. By mimicking the monodromy com-
putations of §1 (in particular §1.17.11), we show below that a quasi–Coxeter
algebra A of type D defines representations of the braid group BD on any
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finite–dimensional A–module, with isomorphic quasi–Coxeter algebras defin-
ing equivalent representations of BD. It is worth keeping in mind that, just
as the action of Artin’s braid group Bn on the n–fold tensor product V
⊗n
of an object in a braided tensor category depends upon the choice of a com-
plete bracketing on V ⊗n, the procedure described below yields not one, but
a family of canonically equivalent representations
πF : BD −→ Â
labelled by the maximal nested sets F on D.
Let F be a maximal nested set on D. For any αi ∈ D, choose a maximal
nested set Gi such that αi ∈ Gi and set
πF (Si) = ΦFGi · SAi · ΦGiF
Theorem 3.31.
(i) The above assignement is independent of the choice of Gi and ex-
tends to a homomorphism πF : BD → Â.
(ii) If αi ∈ F , then
πF (Si) = S
A
i
(iii) For any D′ ∈ F ,
πF (BD′) ⊂ ÂD′
(iv) If G is another maximal nested set on D then, for any b ∈ BD,
πG(b) = ΦGF · πF (b) · ΦFG
so that πF and πG are canonically equivalent.
(v) If G is another maximal nested set and D′ ∈ G ∩F is such that the
induced maximal nested sets FD′ ,GD′ on D′ coincide, the restric-
tions of πF , πG to BD′ are equal.
(vi) If {ΨF}F : A → A′ is a morphism of quasi–Coxeter algebras, then
for any maximal nested set F and b ∈ BD,
ΨF (π
A
F (b)) = π
A′
F (b)
In particular, isomorphic quasi–Coxeter algebras yield equivalent
representations of BD.
Proof. (i) If G′i is such that αi ∈ G′i, then either αi ⊥ supp(Gi,G′i) or
αi ⊆ zsupp(Gi,G′i) so that ΦG′iGi centralises Ai by theorem 3.28. Thus,
ΦFGi · SAi · ΦGiF = ΦFG′i · ΦG′iGi · S
A
i · ΦGiG′i · ΦG′iF = ΦFG′i · S
A
i · ΦG′iF
Let now αi 6= αj be such that mij <∞. Then,
πF (Si)πF (Sj) · · · = ΦFGi · SAi · ΦGiF · ΦFGj · SAj · ΦGjF · · ·
= ΦFGi ·
(
SAi · ΦGiGj · SAj · ΦGjGi · · ·
) · ΦGiF
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and
πF (Sj)πF (Si) · · · = ΦFGj · SAj · ΦGjF · ΦFGi · SAi · ΦGiF · · ·
= ΦFGi ·
(
ΦGiGj · SAj · ΦGjGi · SAi · · ·
) · ΦGiF
so that the two coincide by theorem 3.28.
(ii) follows by choosing Gi = F .
(iii) For any αi ∈ D′, let GD′ be a maximal nested set on D′ such that
αi ∈ GD′ and set
Gi = (F \ FD′) ∪ GD′
Then, supp(F ,Gi) ⊆ D′ so that, by theorem 3.28
πF (Si) = ΦFGi · SAi · ΦGiF ∈ ÂD′
(iv) we have
πG(Si) = ΦGGi ·SAi ·ΦGiG = ΦGF ·ΦFGi ·SAi ·ΦGiF ·ΦFG = ΦGF ·πF (Si) ·ΦFG
(v) By assumption, either D′ ⊥ supp(F ,G) or D′ ⊆ zsupp(F ,G). It follows
that ΦGF centralises AD′ whence, by (iii)
πG(Si) = ΦGF · πF (Si) · ΦFG = πF (Si)
(vi) By definition,
πA
′
F (Si) = Φ
A′
FGi · SA
′
i · ΦA
′
GiF
= ΦA
′
FGi ·ΨGi(SAi ) · ΦA
′
GiF
= ΨF(Φ
A
FGi · SAi · ΦAGiF )
= ΨF(π
A
F (Si))

Remark 3.32. The group algebra A′ = k[BD] of BD may be regarded as
a quasi–Coxeter algebra of type D by setting
A′D′ = k[BD′ ], S
A′
i = Si and Φ
A′
GF = 1
Theorem 3.31 may then be rephrased as saying that the collection {πF} is
a morphism of quasi–Coxeter algebras k[BD]→ Â which is functorial in A.
3.14. Generalised pentagon relations. The coherence relations satisfied
by the elementary associators of a quasi–Coxeter algebra are convenient for
most applications but somewhat redundant. In this subsection, we use the
simple connectedness of the associahedron AD to reduce them to a smaller
number of identities labelled by the pentagonal and hexagonal faces of AD.
Let A be a D–algebra endowed with invertible elements ΦGF labelled by
elementary pairs of maximal nested sets on D. For any 2–face H of AD,
orientation ε of H and maximal nested set F0 on the boundary of H, let
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F0,F1, . . . ,Fk−1,Fk = F0 be the vertices of H listed in their order of ap-
pearance along ∂H when the latter is endowed with the orientation ε. Set
µ(H;F0, ε) = ΦF0Fk−1 · · ·ΦF1F0 ∈ A
The following is immediate
Lemma 3.33.
(i) For any i = 0, . . . , k − 1,
µ(H;Fi, ε) = Ad(ΦFiFi−1 · · ·ΦF1F0) µ(H;F0, ε)
(ii) If ΦFG = Φ
−1
GF for any elementary pair (G,F) of maximal nested
sets on D, then
µ(H;F0,−ε) = µ(H;F0, ε)−1
where −ε is the opposite orientation to ε.
By lemma 3.33, the identity µ(H;F0, ε) = 1, regarded as an identity in the
variables ΦGF does not depend upon the choice of ε and F0 provided the
ΦGF satisfy the orientation axiom of definition 3.12. We shall henceforth
denote this identity by µ(H) = 1.
Proposition 3.34. Assume that the elements ΦGF satisfy the orientation,
forgetfulness and support axioms of definition 3.12. Then, for any square
2–face H of the associahedron AD, µ(H) = 1.
Proof. Let D1,D2 be the unsaturated elements of H and set, for i, j, k ∈
{1, 2},
αi = α
Di
H = {α1i , α2i }, Di,j = ∁
Di\α
3−j
i
αj
i
and Hj,k = H ∪ {D1,j ,D2,k}
By §2.8.1, H is given by
H1,1 H1,2
H
H2,1 H2,2
Set F0 = H1,1 and let ε be the clockwise orientation of H so that
µ(H;F0, ε) = ΦH1,1H2,1ΦH2,1H2,2ΦH2,2H1,2ΦH1,2H1,1
For j = 1, 2, the unsaturated element of Hj,1∩Hj,2 = H∪{D1,j} is D2 with
αD2Hj,1 = α2 and α
D2
Hj,2
= α1
It follows from the forgetfulness and support axioms that
ΦH1,2H1,1 = Φ
−1
H2,1H2,2
∈ AD2\α2D2
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and similarly that
ΦH2,2H1,2 = Φ
−1
H1,1H2,1
∈ AD1\α1D1
Since D1,D2 ∈ H are compatible, [AD2\α2D2 , A
D1\α1
D1
] = 0 and
ΦH1,1H2,1ΦH2,1H2,2ΦH2,2H1,2ΦH1,2H1,1
= ΦH1,1H2,1ΦH2,2H1,2ΦH2,1H2,2ΦH1,2H1,1 = 1
as claimed 
The following result is the analogue for quasi–Coxeter algebras of Mac Lane’s
coherence theorem for monoidal categories.
Theorem 3.35. Let A be a D–algebra and {ΦGF} a collection of invertible
elements of A labelled by elementary pairs of maximal nested sets on D.
Assume that ΦGF satisfy the orientation, forgetfulness and support axioms
of definition 3.12. Then, the coherence axiom of definition 3.12 is equivalent
to the identities
µ(H) = 1
for any pentagonal or hexagonal 2–face H of the associahedron AD.
Proof. By the simple–connectedness of AD, the coherence axiom is equiv-
alent to the identities µ(H) = 1 for any two–face H. The conclusion now
follows since, by §2.8, the two–faces of AD are either squares, pentagons or
hexagons and, by proposition 3.34, µ(H) = 1 for any square 2–face H 
Remark 3.36. The identities µ(H) = 1 corresponding to the pentagonal
and hexagonal 2–faces of AD are analogous to the pentagon identity satisfied
by the associator of a quasi–bialgebra. We shall refer to them as generalised
pentagon relations. These will be spelled out in §3.16.
3.15. Diagrammatic notation for elementary pairs.
Proposition 3.37. The map
ı : (G,F) −→ (supp(G,F);αsupp(G,F)G , αsupp(G,F)F )
induces a bijection between equivalence classes of elementary pairs of maxi-
mal nested sets on D and triples (B;α, β) consisting of a connected subdia-
gram B ⊆ D and an ordered pair (α, β) of distinct vertices of B.
Proof. ı is injective by definition of equivalence. To show that it is sur-
jective, let B ⊆ D be connected and let α1 6= α2 be two vertices of B. Set
B1 = ∁
B\α1
α2 and B2 = ∁
B\α2
α1 . Let B
1, . . . , Bk be the connected components
of B \ {α1, α2} and choose a maximal nested set Hj on each Bj. Since Bj
is either contained in, or orthogonal to, each of B1, B2,
F = H1 ⊔ · · · ⊔ Hk ⊔ {B1, B} and G = H1 ⊔ · · · ⊔ Hk ⊔ {B2, B}
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are an elementary pair of maximal nested sets on B such that supp(F ,G) =
B, αB
F
= α1 and α
B
G
= α2. Choose next an increasing sequence B = D1 ⊂
· · · ⊂ Dm = D of connected subdiagrams such that |Dj+1 \Dj | = 1 for any
j = 1, . . . ,m− 1 and set
F = F ⊔ {D2, . . . ,Dm} and G = G ⊔ {D2, . . . ,Dm}
Then, ı(G,F) = (B;α2, α1) 
3.16. Diagrammatic notation for elementary associators. Let A be
a quasi–Coxeter algebra of type D. For any connected subdiagram B ⊆ D
and ordered pair (αi, αj) of distinct vertices of B, there exists by proposition
3.37 an elementary pair (G,F) of maximal nested sets on D such that B =
supp(F ,G), αBF = αi and αBG = αj. Set
Φ(B;αj ,αi) = ΦGF
The forgetfulness axioms implies that this definition is independent of the
choice of G,F .
Theorem 3.38. The associators Φ(B;αj ,αi) satisfy the following properties
• Orientation :
Φ(B;αi,αj) = Φ
−1
(B;αj ,αi)
• Generalised pentagon relations : For any connected B ⊆ D
and triple (αi, αj , αk) of distinct vertices of B, set
Bi = ∁
B\{αj ,αk}
αi and Bjk = ∁
B\αi
{αj ,αk}
Then, if B′jk = ∅,
Φ(B;αk ,αi) · Φ(B;αi,αj) · Φ(Bik;αi,αk) · Φ(B;αj ,αk) · Φ(Bij ;αj ,αi) = 1
whereas, if Bij , Bjk, Bik 6= ∅,
Φ(B;αk,αi) · Φ(Bjk;αk ,αj) · Φ(B;αi,αj)·
· Φ(Bik;αi,αk) · Φ(B;αj ,αk) · Φ(Bij ;αj ,αi) = 1
• Support :
Φ(B;αj ,αi) ∈ A
B\{αi,αj}
B
• Braid relations : if mij < ∞ and B is the connected diagram
with vertices {αi, αj}, then
Ad(Φ(B;αi,αj))(S
A
i ) · SAj · · · = SAj · Ad(Φ(B;αi,αj))(SAi ) · · ·
where the number of factors on each side is equal to mij.
Conversely, if A is a D–algebra endowed with invertible elements SAi ∈ Âi
for any αi ∈ D and Φ(B;αj ,αi) ∈ A for any connected subdiagram B ⊆ D
and ordered pair of distinct vertices (αi, αj) ∈ B which satisfy the above
properties, then the SAi and the associators
ΦGF = Φ(supp(G,F);αsupp(G,F)G ,α
supp(G,F)
F )
(3.3)
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corresponding to elementary pairs of maximal nested sets on D give A the
structure of a quasi–Coxeter algebra of type D.
Proof. Orientation and support are equivalent to the orientation and sup-
port axioms satisfied by the elementary associators ΦGF . Let B ⊆ D be
connected and (αi, αj , αk) a triple of distinct elements of B. Let H be a
2–face of AD such that H has B as its unique unsaturated element and
αBH = {αi, αj , αk}. A simple exercise, using §2.8.2 shows that the identity
µ(H) = 1 corresponding to H is the first or the second of the two gener-
alised pentagonal relations above depending on whether Bij , Bjk, Bki are all
non–empty or one of them, which up to a relabelling we may assume to be
Bjk, is empty. Let now αi 6= αj be such that mij < ∞ and let B be the
connected diagram with vertices αi and αj . Let (F ,G) be an elementary
pair of maximal nested sets on D such that αi ∈ F and αj ∈ G. Since αi
and αj are not compatible, they are the unique elements in F \G and G \F
respectively. Thus, supp(F ,G) = B and clearly αBF = αj and αBG = αi.
It follows that ΦGF = Φ(B;αi,αj) and the braid relations for ΦGF coincide
with those for Φ(B;αi,αj). The converse follows from the fact that the asso-
ciators ΦGF defined by (3.3) clearly satisfy the forgetfulness axiom and the
fact that, by theorem 3.35, the coherence axiom for the associators ΦGF is
equivalent to the relations µ(H) = 1 which, as pointed out, coincide with
the generalised pentagonal relations above 
3.17. Twisting of quasi–Coxeter algebras. Let A be a quasi–Coxeter
algebra of type D.
Definition 3.39. A twist a = {a(B;α)} of A is a collection of invertible
elements of A labelled by pairs (B;α) consisting of a connected subdiagram
B ⊆ D and a vertex α of B such that
a(B;α) ∈ AB\αB
Let a be a twist. For any connected B ⊆ D and maximal nested set F on
B, set
aF =
∏
B′∈F
a(B′;αB′F )
(3.4)
Note that the product does not depend upon the order of the factors. In-
deed, if B′ 6= B′′ ∈ F , then either B′ ⊥ B′′ in which case AB′ ∋ a(B′;αB′F )
and AB′′ ∋ a(B′′;αB′′F ) commute, or, up to a permutation, B
′ ( B′′ so that
B′ ⊆ B′′ \ αB′′F and a(B′′;αB′′F ) commutes with AB′ ∋ a(B′;αB′F ).
We shall need the following
Lemma 3.40. Let a be a twist, F a maximal nested set on D and B ∈ F .
Then,
(i) for any x ∈ AB : Ad(aF ) x = Ad(aFB ) x.
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(ii) For any x ∈ AB : Ad(aF ) x = Ad(
∏
B′∈F ,
B′*B
a(B′;αB′F )
) x.
Proof. (i) If B′ ∈ F and B′ * B, then either B′ ⊥ B, so that a(B′;αB′F ) ∈
AB′ commutes with AB , or B
′ ) B, so that B′ \ αB′F ⊇ B and again
a
(B′;αB
′
F )
∈ AB′\αB′F commutes with AB . Thus, for any x ∈ AB ,
Ad(aF ) x =
∏
B′⊆B
Ad(a
(B′;αB
′
F )
) x = Ad(aFB ) x
(ii) If B′ ⊆ B, then a
(B′;αB
′
F )
∈ AB′ ⊆ AB commutes with x. The result
follows 
For any αi ∈ D and elementary pair (G,F) of maximal nested sets on D,
set
SA
a
i = a(αi;αi) · SAi · a−1(αi;αi) (3.5)
ΦaGF = aG · ΦGF · a−1F (3.6)
Let B = supp(F ,G) and set α1 = αBF , α2 = αBG , B1 = ∁B\α1α2 andB2 = ∁B\α2α1 .
Lemma 3.41.
ΦaGF = a(B;α2) · a(B2;α1) · ΦGF · a−1(B1;α2) · a
−1
(B;α1)
Proof. Let B′ ∈ G ∩ F = F \ {B1} = G \ {B2} be distinct from B so that
αB
′
F = α
B′
F∩G = α
B′
G . Lemma 3.40 readily implies that a(B′;αB′G )
= α
(B′;αB
′
F )
commutes with ΦGF ∈ AB\{α1,α2}B . The identity above now follows from this
and the fact that, by proposition 3.24, αB1F = α2 and α
B2
G = α1 
Proposition 3.42. Aa = (A,AD′ , S
Aa
i ,Φ
a
GF ) is a quasi–Coxeter algebra of
type D called the twist of A by a.
Proof. The elements ΦaGF clearly satisfy the orientation and coherence
axioms of definition 3.12. Lemma 3.41 implies that they also satisfy the
support and forgetfulness axiom. Let now αi 6= αj ∈ D be such that mij <
∞ and (F ,G) an elementary pair of maximal nested sets on D such that
αi ∈ F and αj ∈ G. By lemma 3.40, Ad(aF )(SAi ) = Ad(a(αi;αi))(SAi ) = SA
a
i
and similarly Ad(aG)(S
A
j ) = S
Aa
j . Thus,
Ad(ΦaGF )(S
Aa
i ) · SA
a
j · · · = Ad(aG)
(
Ad(ΦGF )(S
A
i ) · SAj · · ·
)
and
SA
a
j ·Ad(ΦaGF )(SA
a
i ) · · · = Ad(aG)
(
SAj · Ad(ΦGF )(SAi ) · · ·
)
so that ΦaGF satisfies the braid relations with respect to S
Aa
i , S
Aa
j 
The following result shows that twisting does not change the isomorphism
class of a quasi–Coxeter algebra.
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Proposition 3.43. If a is a twist of A, then ΨF = Ad(aF ) is an isomor-
phism of A onto the quasi–Coxeter algebra Aa. In particular, A and Aa
define equivalent representations of the Artin group BD.
Proof. If αi ∈ F , then, by lemma 3.40, Ad(aF )(SAi ) = SA
a
i . Moreover, for
any elementary pair (G,F) of maximal nested sets on D,
Ad(aG) ◦ Ad(ΦGF ) = Ad(ΦaGF ) ◦ Ad(aF )

Remark 3.44. By lemma 3.41, the twist by a = {a(B;α)}α∈B⊆D of the
associators of a quasi–Coxeter algebra reads, in diagrammatic notation
Φa(B;αj ,αi) = a(B;αj ) · a(∁B\αjαi ;αi)
· Φ(B;αj ,αi) · a−1(∁B\αiαj ;αj)
· a−1(B;αi) (3.7)
4. Examples of quasi–Coxeter algebras
This section is devoted to the study of several examples of quasi–Coxeter
algebras. In §4.1 we consider ’quantum’ examples, the defining feature of
which is that their associators are all trivial. We begin with the universal one
given by the braid group of a Coxeter group, then consider the correspond-
ing Hecke algebra and finally Lusztig’s quantum Weyl group operators for
a symmetrisable Kac–Moody algebra. In §4.2, we consider examples which
underlie the monodromy representations of several flat connections, specif-
ically the holonomy equations (1.3) of a Coxeter arrangement, Cherednik’s
KZ connection and the Casimir connection described in the Introduction.
The study of these examples relies heavily on the De Concini–Procesi theory
of asymptotic zones described in section 1. Finally, in §4.3 we show how to
obtain quasi–Coxeter algebras of type An as commutants of quasibialgebras
and of quasitriangular quasibialgebras.
Throughout this section, W denotes an irreducible Coxeter group with sys-
tem of generators S = {si}i∈I. We denote by D the Coxeter graph of (W,S)
and label the pair i 6= j ∈ D with the order mij of sisj in W .
4.1. Quantum examples.
4.1.1. Universal example. For any connected subgraph D′ ⊆ D with vertex
set I′ ⊆ I, letWD′ ⊆W be the parabolic subgroup generated by si, i ∈ I′ and
BD′ the (algebraic) braid group of WD′ , that is the group with generators
Si, i ∈ I′ and relations (1.22) for any i 6= j ∈ I′. Then, as noted in remark
3.32, the assignement
AD′ = k[BD′ ], S
A
i = Si and Φ
A
GF = 1
endows A = k[BD] with the structure of a quasi–Coxeter algebra of type D
and if A′ is a quasi–Coxeter algebra of type D, the maps πF : BD → Â′ given
by theorem 3.31 define a morphism of quasi–Coxeter algebras k[BD]→ Â′.
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4.1.2. Hecke algebras. Let qi ∈ k be invertible elements such that qi = qj
whenever si is conjugate to sj in W . For any D
′ ⊆ D with vertex set I′ ⊆ I,
let H(WD′) be the Iwahori–Hecke algebra of WD′ , that is the quotient of
k[BD′ ] by the quadratic relations
(Si − qi)(Si + q−1i ) = 0 (4.1)
Then, the assignement
AD′ = H(WD′), SAi = Si and ΦAGF = 1
endows A = H(W ) with a structure of quasi–Coxeter algebra of type D.
The corresponding maps πF : BD → A are all equal to the quotient map
k[BD]→H(W ).
4.1.3. Quantum Weyl groups. Assume now that W is the Weyl group of a
Kac–Moody algebra g = g(A) with generalised Cartan matrix A = (aij)i,j∈I
[Ka]. Let (h,∆,∆∨) be the unique realisation of A. Thus, h is a complex
vector space of dimension 2|I| − rank(A),
∆ = {αi}i∈I ⊂ h∗ and ∆∨ = {α∨i }i∈I ⊂ h
are linearly independent sets of cardinality |I| and, for any i, j ∈ I, aij =
〈α∨i , αj〉. Then, W is the subgroup of GL(h) generated by the reflections si
acting on t ∈ h by
si(t) = t− αi(t) · α∨i
and mij = 2, 3, 4, 6,∞ according to whether aijaji = 0, 1, 2, 3,≥ 4.
Assume further that A is symmetrisable, that is that there exists relatively
prime integers di ≥ 1, i ∈ I such that diaij = djaji for any i, j ∈ I. Then,
there exists a non–degenerate bilinear form (·, ·) on h∗, unique up to a scalar,
such that aij = 2
(αi,αj)
(αi,αi)
. Let g′ = [g, g] be the derived subalgebra of g, k =
C[[~]] the ring of formal power series in the variable ~ and U~g′ the Drinfeld–
Jimbo quantum group corresponding to A and (·, ·), that is the algebra over
C[[~]] topologically generated by elements Ei, Fi,Hi, i ∈ I, subject to the
relations1
[Hi,Hj ] = 0
[Hi, Ej ] = aijEj [Hi, Fj ] = −aijFj
[Ei, Fj ] = δij
qHii − q−Hii
qi − q−1i
where
qi = q
(αi,αi)/2 with q = e~
1we follow here the conventions of [Lu].
QUASI–COXETER ALGEBRAS AND DYNKIN DIAGRAM COHOMOLOGY 59
and the q–Serre relations
1−aij∑
k=0
(−1)k
[
1− aij
k
]
i
Eki EjE
1−aij−k
i = 0
1−aij∑
k=0
(−1)k
[
1− aij
k
]
i
F ki FjF
1−aij−k
i = 0
where for any k ≤ n,
[n]i =
qni − q−ni
qi − q−1i
[n]i! = [n]i[n− 1]i · · · [1]i and
[
n
k
]
i
=
[n]i!
[k]i![n− k]i!
For any connected D′ ⊆ D with vertex set I′ ⊆ I, let U~g′D′ ⊆ U~g′ be
the subalgebra topologically generated by the elements Ei, Fi and Hi with
i ∈ I′. Then, U~g′D′ is the Drinfeld–Jimbo quantum group corresponding to
the Cartan matrix (aij)i,j∈I′ and the unique non–degenerate bilinear form
on its realisation which coincides with the restriction of (·, ·) on the span of
the αi, i ∈ I′. If I′ = {i}, we denote U~g′D′ by U~sli2.
For any i, let S
~
i be the operator acting on an integrable U~g–module V as1
S
~
i v =
∑
a,b,c∈Z:
a−b+c=−λ(α∨i )
(−1)bqb−aci E(a)i F (b)i E(c)i v (4.2)
where
E
(a)
i =
Eai
[a]i!
F
(a)
i =
F ai
[a]i!
and v ∈ V if of weight λ ∈ h∗. Set
S~i = S
~
i · qH
2
i /4
i = q
H2i /4
i · S
~
i ∈ Û~sli2 (4.3)
We shall refer to Si as the quantum Weyl group operator corresponding to i.
The following result is due to Lusztig, Kirillov–Reshetikhin and Soibelman
[Lu, KR, So].
Proposition 4.1. If the order mij of sisj in W is finite, then
S~i S
~
j · · ·︸ ︷︷ ︸
mij
= S~j S
~
i · · ·︸ ︷︷ ︸
mij
1the element S
~
i is, in the notation of [Lu, §5.2.1], the operator T ′′i,+1.
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Proof. this is an immediate consequence of the braid relations satisfied by
the operators S
~
i [Lu, §39.4] 
It follows from proposition 4.1 that the assignement
AD′ = U~g
′
D′ , S
A
i = S
~
i and Φ
A
GF = 1
endows A = U~g
′ with the structure of a quasi–Coxeter algebra of type
D. The corresponding representations BD → GL(V), with V a finite–
dimensional U~g
′–module are called quantum Weyl group representations.
4.2. Differential examples. Assume now that W is finite. Let VR be its
reflection representation, AR ⊂ VR the corresponding arrangement of reflect-
ing hyperplanes of W and V,A their complexifications. Retain the notation
of section 1, particularly §1.17. Thus, Φ ⊂ V ∗R is a root system for W ,
C ⊂ VR \AR a chamber, which we choose to be the one bound by the reflect-
ing hyperplanes of the generators si of W , Φ = Φ+ ⊔Φ− the corresponding
partition into positive and negative roots, ∆ = {αi}i∈I ⊂ Φ+ the basis of V ∗R
consisting of indecomposable elements of Φ+, and we choose X = Φ+ as the
set of defining equations for A. Fix v0 ∈ C and identify BW = π1(VA/W, v0)
with BD via the presentation (1.22).
Recall that, by proposition 1.39, there is a bijection between nested sets
of connected subdiagrams of D and fundamental nested sets of irreducible
subspaces of V ∗ which contain V ∗. This correspondence maps D′ ⊆ D with
vertex set I′ ⊆ I to the subspace 〈D′〉 spanned by the roots αi, i ∈ I′ and
B ⊆ V ∗ to the connected subdiagram with vertex set B ∩∆.
4.2.1. Universal example. For any subdiagram D′ ⊆ D, let FD′ ⊆ F be
the subalgebra generated by the elements tα, α ∈ 〈D′〉, ID′ = I ∩ FD′ the
ideal defined by the relations (1.2) for B ⊆ 〈D′〉 and AD′ the completion of
FD′/ID′ with respect to its N–grading. The braid group BD′ acts on F/I
by (1.19) via the homomorphism BD′ →WD′ and leaves FD′/ID′ invariant.
Let h be a formal variable and ıh : A⋊BD → F/I[[h]] ⋊BD the embedding
given on b ∈ BD and tα ∈ A by
ıh(b) = b and ıh(tα) = htα (4.4)
Note that if ρ˜ : F/I ⋊BD → End(U) is a finite–dimensional representation,
the action ρ˜h of A⋊BD on U [[h]] defined by (1.20) is given by ρ ◦ ıh.
Proposition 4.2. Set k = C[[h]].
(i) The assignement
A∇D′ = FD′/ID′ [[h]] ⋊BD′
endows A∇ = F/I[[h]]⋊BD with the structure of a D–algebra over k.
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(ii) Let β ⊂ V ∗ be a positive, real adapted family. Then, the elements
S∇i = exp(π
√−1 · htαi) · Si and Φ∇GF = ıh(ΦβGF )
where the latter are the De Concini–Procesi associators correspond-
ing to β, endow A∇ with the structure of a quasi–Coxeter algebra
of type D.
(iii) If ρ˜ : F/I⋊BD −→ End(U) is a finite–dimensional representation,
the action ρ˜◦πF of BD on U [[h]] induced by the quasi–Coxeter algebra
structure on A∇ coincides with the monodromy of the flat vector
bundle (V˜A × U, p∗∇eρh)/BD over VA/W , where
∇eρh = d− h
∑
α∈Φ+
dα
α
ρ˜(tα)
expressed in the fundamental solution ρ˜h(Ψ
βF
F ).
(iv) The quasi–Coxeter algebra structures on A∇ given by two positive,
real adapted families β, β′ differ by a canonical twist.
Proof. (i) Clearly, A∇D′ ⊂ A∇D′′ whenever D′ ⊂ D′′. If, on the other
hand D′ ⊥ D′′, then {〈D′〉, 〈D′′〉} is nested by proposition 1.39 so that
[AD′ , AD′′ ] = 0 by lemma 1.20. It follows that [A
∇
D′ , A
∇
D′′ ] = 0 since, when-
ever D′ ⊥ D′′, BD′ fixes AD′′ and commutes with BD′′ .
(ii) The orientation, transitivity, forgetfulness and braid relations axioms
have been proved in §1.12, §1.14, §1.16 and §1.17.11 respectively. To check
the support axiom, let (G,F) be an elementary pair of maximal nested sets
onD, D′ = supp(G,F) andD′′ = zsupp(F ,G). By §1.15, the associator ΦβGF
lies in AD′ and commutes with AD′′ . We therefore need only prove that it
is invariant under WD′′ . It is sufficient to show that this is the case for the
coefficients tx of the connection ∇〈D′〉,〈D′′〉 defined by (1.15). However, if
x ∈ X ∩ (〈D′〉 \ 〈D′′〉) and αi ∈ D′′, then
six = x− 2(x, αi)/(αi, αi)αi = x mod 〈D′′〉
so that
si(tx) = si(
∑
x∈x
tx) =
∑
x∈x
tsi(x) = tx
(iii) Follows from the discussion in §1.17.7.
(iv) By remark 1.35, Φβ
′
GF = aG · ΦβGF · a−1F , where
aF =
∏
D′∈F
c
(D′;αD
′
F )
−RF
〈D′〉 (4.5)
for some c(D′;α) ∈ R∗+ and
RF〈D′〉 = t〈D′〉 − tiF 〈D′〉 = t〈D′〉 − t〈D′\αD′F 〉 ∈ AD′
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is defined by (1.9). The claim now follows since, by lemma 1.20, RF〈D′〉, com-
mutes with AD′\αD′F
and tαi is fixed by si, so that Ad(c
−tαi
(αi;αi)
)S∇i = S
∇
i 
Remark 4.3. Since the elements S∇i lie in A
∇, the maps πF : BD → Â∇
given by theorem 3.31 factor through A∇. Moreover, by theorem 1.42, they
induce isomorphism
π̂F : ̂C[BD][[h]] −→ F/I[[h]] ⋊W
where ̂C[BD][[h]] is the completion of C[BD][[h]] with respect to the kernel of
the epimorphism C[BD][[h]]→ C[W ][[h]].
4.2.2. Cherednik’s rational KZ connection. We recast below the monodromy
of Cherednik’s KZ connection for W [Ch1, Ch2] in the language of quasi–
Coxeter algebras. For any α ∈ Φ, let sα ∈W be the corresponding orthogo-
nal reflection and consider the connection on VA with values in C[W ] given
by1
∇CKZ = d−
∑
α∈Φ+
kα
dα
α
sα
where the kα are complex numbers such that kα = kα′ whenever sα and sα′
are conjugate in W .
Theorem 4.4 ([Ch1, Ch2]). The connection ∇CKZ is flat.
By theorem 4.4, the W–equivariant homomorphism F → C[W ] given by
tα → kαsα factors through F/I. Composing with the embedding (4.4) yields
a homomorphism ıCKZ : A ⋊ BD → C[[h]][W ] restricting to the canonical
projection BD → W . The following result is an immediate consequence of
proposition 4.2.
Proposition 4.5.
(i) The assignement ACKZD′ = C[[h]][WD′ ] endows A
CKZ = C[[h]][W ] with
the structure of a D–algebra over k = C[[h]].
(ii) Let β ⊂ V ∗ be a positive, real adapted family. Then, the elements
SCKZi = exp(π
√−1 · hkαisi) · si and ΦCKZGF = ıCKZ(ΦβGF )
give ACKZ the structure of a quasi–Coxeter algebra of type D.
1The letter C is used to distinguish ∇CKZ from the Knizhnik–Zamolodchikov connec-
tion ∇KZ which arises in Conformal Field Theory. The latter depends upon the choice of
a complex, reductive Lie algebra r and takes values in the n–fold tensor product V ⊗n of
a finite–dimensional r–module V . It coincides with ∇CKZ for the Coxeter group W = Sn
when r = gln and V = C
n is the vector representation, via the identication V ⊗n[0] ∼= C[Sn]
(see, e.g., [TL2, §4]). In [TL2], the name Coxeter–KZ connection was used for ∇CKZ. The
name Cherednik–KZ connection seems far more appropriate however.
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(iii) If ρ : W → GL(U) is a finite–dimensional representation, the action
ρ◦πF of BD on U [[h]] induced by the quasi–Coxeter algebra structure
on ACKZ coincides with the monodromy representation of the flat
connection
∇ρCKZ = d− h
∑
α∈Φ+
kα
dα
α
ρ(sα)
on the holomorphic vector bundle Uρ = VA ×W U [[h]] over VA/W
expressed in the fundamental solution ρ ◦ ıCKZ(ΨβFF ).
(iv) The quasi–Coxeter algebra structures on ACKZ given by two positive,
real adapted families β, β′ differ by a twist.
Let H(W ) be the Iwahori–Hecke algebra of W over k = C[[~]] defined by
(4.1) with qi = exp(π
√−1 · hkαi). The following is a reformulation of a
well–known result of Cherednik [Ch1, Ch2].
Theorem 4.6. For any maximal nested set F on D, the map πF : BD →
ACKZ induced by the quasi–Coxeter algebra structure on ACKZ factors through
H(W ) and induces an isomorphism πF : H(W ) −→ C[[h]][W ] which restricts
to an isomorphism
H(WD′) −→ C[[h]][WD′ ] for any D′ ∈ F (4.6)
Proof. That πF factors through H(W ) follows at once from theorem 1.43
and proposition 1.41. µF is surjective by Nakayama’s lemma, since its re-
duction mod h is the canonical projection BD →W and it is injective since
the dimension of H(W ) is bounded above by that of C[W ] 
Remark 4.7. The only significant difference between theorem 4.6 and the-
orem 2 in [Ch1, Ch2] is that we consider a collection of isomorphisms
µF : H(W ) → C[[h]][W ]. These are labelled by maximal nested sets on
the Coxeter graph D of W , respect the parabolic structure on H(W ) and
C[[h]][W ] in the sense of (4.6) and are related by
µG = Ad(Φ
CKZ
GF ) ◦ µF
Remark 4.8. Cherednik has given an explicit computation of the mon-
odromy of ∇CKZ when W is of type A,B,C,D in terms of the classical hy-
pergeometric function [Ch3].
4.2.3. The Casimir connection. Assume now that W is the Weyl group of
a complex, simple Lie algebra g with Cartan subalgebra h ⊂ g, identify VA
with the set
hreg = h \
⋃
α∈Φ
Ker(α)
of regular elements in h and choose Φ ⊂ h∗ to be the root system of g. For
any α ∈ Φ, let slα2 = 〈eα, fα, hα〉 ⊂ g be the corresponding three–dimensional
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subalgebra and denote by
Cα =
(α,α)
2
(
eαfα + fαeα +
1
2
h2α
)
its Casimir operator with respect to the restriction to slα2 of a a fixed non–
degenerate, invariant bilinear form (·, ·) on g. Note that Cα is independent of
the choice of the root vectors eα, fα and satisfies C−α = Cα. Let V a finite–
dimensional g–module and consider the following holomorphic connection
on the holomorphically trivial vector bundle over hreg with fibre V
∇C = d−
∑
α∈Φ+
dα
α
· Cα (4.7)
The following result is due to the author and J. Millson [MTL] and was
discovered independently by De Concini around 1995 (unpublished) and by
Felder et al. [FMTV].
Theorem 4.9. The connection ∇C is flat.
It will be convenient to use the following, closely related auxiliary connection
∇κ = d−
∑
α∈Φ+
dα
α
· κα where κα = (α,α)
2
(eαfα + fαeα)
is the truncated Casimir operator of slα2 . ∇κ is also flat [MTL] and therefore
determines a homomorphism F/I → Ug given by tα → κα. We extend it
to a morphism F/I ⋊ BD → Ûg by mapping the generator Si ∈ BD to the
triple exponential
s˜i = exp(ei) exp(−fi) exp(ei) (4.8)
where ei = eαi and fi = fαi are a fixed choice of simple root vectors.
By [Ti], the assignement Si → s˜i extends to a homomorphism σ : BD →
N(H) ⊂ G where G is the connected and simply–connected complex Lie
group corresponding to g, H ⊂ G the maximal torus with Lie algebra h and
N(H) its normaliser. The image of σ is an extension W˜ of W = N(H)/H
by the sign group Zdim(h)2 which we shall call the Tits extension. We shall
however regard the elements s˜i as lying in the completion Ûg of Ug with
respect to to its finite–dimensional representations rather than in N(H).
Composing with the embedding (4.4) we therefore obtain a homomorphism
ıκ : A⋊BD → Ûg[[h]] = Ûg[[h]] given by
ıκ(tα) = hκα and ıκ(Si) = s˜i
Similarly, we have a homomorphism ıC : A⋊BD → Ûg[[h]] given by ıC(tα) =
hCα and ıC(Si) = s˜i. For any subdiagram D
′ ⊆ D with vertex set I′ ⊆ I,
let gD′ ⊆ gD be the subalgebra generated by ei, fi, hi, i ∈ I′.
Theorem 4.10.
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(i) The assignement D′ → UgD′ [[h]] defines a D–algebra structure on
Ug[[h]].
(ii) Let β be a positive, real adapted family. Then, the elements
SCi = s˜i · exp(π
√−1 · hCαi) and ΦCGF = ıκ(ΦβGF )
define a quasi–Coxeter algebra structure of type D on Ug[[h]].
(iii) If ρ : g → End(V ) is a finite–dimensional g–module, the corre-
sponding action πF : BD → GL(V [[h]]) given by the quasi–Coxeter
algebra structure is equivalent to the monodromy representation of
the flat vector bundle
(h˜reg × V, p∗∇hC)/BD where ∇hC = d− h
∑
α∈Φ+
dα
α
· Cα
expressed in the fundamental solution ρ ◦ ıC(ΨβF ).
(iv) The quasi–Coxeter algebra structures corresponding to two adapted
families β, β′ differ by a canonical twist.
Proof. (i) is clear. (ii) For any i ∈ I, set
Sκi = s˜i · exp(π
√−1 · hκαi) = ıκ(Si · exp(π
√−1 · tαi))
We first prove that the Sκi and associators Φ
C
GF endow Ug[[h]] with the struc-
ture of a quasi–Coxeter algebra of type D. This follows by transport of
structure from proposition 4.2 except for the statement that, for an ele-
mentary pair (G,F) of maximal nested sets on D with D′ = supp(G,F)
and D′′ = zsupp(G,F) the associator ΦCGF commutes with UgD′′ . To see
this, it is sufficient to prove that the coefficients ıκ(tx) of the connection
∇〈D′〉,〈D′′〉 defined by (1.15) are invariant under the adjoint action of gD′′1.
Let α ∈ Φ+∩(〈D′〉\〈D′′〉) and 〈D′′〉α the irreducible component of 〈D′′〉⊕Cα
containing α as in lemma 1.31. Set 〈D′′〉α =⊕i〈D′′〉i where the latter are
the irreducible components of 〈D′′〉 contained in 〈D′′〉α. By proposition 1.32,
tα = t〈D′′〉α − t〈D′′〉α
For any subdiagram B ⊂ D, with corresponding subalgebra gB ⊂ g, one has
ıκ(t〈B〉) = h
∑
α∈Φ+∩〈B〉
κα = h

CgB −∑
j
t2j


where CgB is the Casimir operator of gB relative to the restriction of (·, ·)
to it and tj is an orthonormal basis of the Cartan subalgebra gB ∩ h = 〈B〉
of gB . Thus,
ıκ(tα) = h
(
Cg〈D′′〉α − Cg〈D′′〉α − t2
)
1this is not true of the coefficients ıC(tx) which is why we prefer to work with the
connection ∇κ. ∇C on the other hand has better local monodromies since their squares
(SCi )
2 = (−1)hi exp(2pih√−1Cαi) are central in the corresponding Û~sli2[[h]].
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where t is a vector in 〈D′′〉α which is orthogonal to 〈D′′〉α and of norm
one so that ıκ(tα) is invariant under gD′′ as claimed. To prove that the
SCi and Φ
C
GF endow Ug[[h]] with a quasi–Coxeter algebra structure, it suf-
fices to show that the braid relations hold. This follows easily from the fact
that SCi = S
κ
i ·exp(π
√−1·h2αi/2) and that the elements ΦκGF are of weight 0.
(iii) Consider the multivalued function Θ : hreg −→ Ug[[h]] given by
Θ =
∏
α∈Φ+
αh
〈α,α〉
4
h2α
One readily checks that Ψ satisfies ∇κΨ = 0 if, and only if, ∇C(ΨΘ) = 0.
The claim follows easily from this and from the discussion in §1.17.7.
(iv) This again follows by transport of structure from proposition 4.2, except
for the statement that the explicit twisting element ıκ(c
−RF
<D′>
(D′;αD
′
F )
) of (4.5)
commutes with Ug
D′\αD
′
F
. This however follows from the already noted fact
that
ıκ(R
F
<D′>) = h(CgD′ − CgD′\αD′
F
− t2)
where t is a unitary vector in 〈D′〉 which is orthogonal to 〈D′ \ αD′F 〉 
4.3. From quasibialgebras to quasi–Coxeter algebras. We show be-
low that the commutant in the n–fold tensor productA⊗n of a quasibialgebra
A with a coassociative coproduct, or of a quasitriangular quasibialgebra A
with a cocommutative and coassociative coproduct, has the structure of a
quasi–Coxeter algebra of type An−1. In the latter case, the corresponding
quasi–Coxeter representations of Artin’s braid group Bn coincide with the
R–matrix representations obtained from A. This construction abstracts the
author’s duality between the Knizhnik–Zamolodchikov connection for glk
and the Casimir connection ∇C for gln [TL1, §3].
4.3.1. Recall [Dr3, §1] that a quasibialgebra (A,∆, ε,Φ) is an algebra A
endowed with algebra homomorphisms ∆ : A → A⊗2 and ε : A → k called
the coproduct and counit, and an invertible element Φ ∈ A⊗3 called the
associator which satisfy, for any a ∈ A
id⊗∆(∆(a)) = Φ ·∆⊗ id(∆(a)) · Φ−1 (4.9)
id⊗2⊗∆(Φ) ·∆⊗ id⊗2(Φ) = 1⊗ Φ · id⊗∆⊗ id(Φ) · Φ⊗ 1 (4.10)
ε⊗ id ◦∆ = id (4.11)
id⊗ε ◦∆ = id (4.12)
id⊗ε⊗ id(Φ) = 1 (4.13)
Recall also that a twist of a quasibialgebra A is an invertible element F ∈
A⊗2 satisfying
ε⊗ id(F ) = 1 = id⊗ε(F )
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Given such an F , the twisting of A by F is the quasibialgebra (A,∆F , ε,ΦF )
where the coproduct ∆F and associator ΦF are given by
∆F (a) = F ·∆(a) · F−1
ΦF = 1⊗ F · id⊗∆(F ) · Φ ·∆⊗ id(F−1) · F−1 ⊗ 1
A na¨ıve, or strict morphism Ψ : A → A′ of quasibialgebras is an algebra
homomorphism satisfying
ε = ε′ ◦Ψ, Ψ⊗2 ◦∆ = ∆′ ◦Ψ and Ψ⊗3(Φ) = Φ′
A morphism A→ A′ of quasibialgebras is a pair (Ψ, F ′) where F ′ is a twist
of A′ and Ψ is a na¨ıve morphism of A to the twisting of A′ by F ′.
4.3.2. Let A be a quasibialgebra. For any n ≥ 1, let Brn be the set of
complete bracketings on the non–associative monomial x1 · · · xn. If n ≥ 2,
we require that such bracketings contain the parentheses (x1 · · · xn). Define,
for any B ∈ Brn, a homomorphism ∆B : A → A⊗n in the following way. If
n = 1, set ∆x1 = id. Otherwise, let
1 ≤ i1 < i2 − 1 < · · · < ik − (k − 1) ≤ n− k (4.14)
be the indices i such that B contains the bracket (xixi+1). Let B be the
bracketing on x1 · · · xn−k obtained from B by performing the substitutions
xℓ −→


xℓ if 1 ≤ ℓ < i1
xℓ−(j−1) if ij + 1 < ℓ < ij+1
xℓ−(k−1) if ik + 1 < ℓ ≤ n
and (xijxij+1) −→ xij (4.15)
and set
∆B = id
⊗(i1−1)⊗∆⊗id⊗(i2−i1−2)⊗ · · ·⊗id⊗(ik−ik−1−2)⊗∆⊗id⊗(n−1−ik) ◦∆B
Let now B,B′ ∈ Brn be two bracketings differing by the change of one pair
of parentheses. To such a data one associates an element ΦB′B of A
⊗n such
that, for any a ∈ A,
ΦB′B ·∆B(a) = ∆B′(a) · ΦB′B
in the following way. Up to a permutation, B and B′ differ by the replace-
ment of a monomial ((B1B2)B3) by (B1(B2B3) where B1,B2,B3 are paren-
thesised monomials in the variables xi · · · xi+n1−1, xi+n1 · · · xi+n1+n2−1 and
xi+n1+n2 · · · xi+n1+n2+n3−1 respectively. Set
ΦB′B = 1
⊗(i−1) ⊗∆B1 ⊗∆B2 ⊗∆B3(Φ)⊗ 1⊗(n−(i+n1+n2+n3)+1) (4.16)
For any bracketing B ∈ Brn, and twist F of A, one also defines an element
FB ∈ A⊗n such that
(∆F )B = Ad(FB) ◦∆B (4.17)
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as follows. If n = 1, Fx1 = 1. Otherwise, let 1 ≤ i1 < · · · < ik−(k−1) ≤ n−k
and B be as in (4.14) and (4.15) respectively and set
FB = 1
⊗(i1−1) ⊗ F ⊗ 1⊗(i2−i1−2) ⊗ · · · ⊗ 1⊗(ik−ik−1−2) ⊗ F ⊗ 1⊗(n−1−ik)
· id⊗(i1−1)⊗∆⊗ id⊗(i2−i1−2)⊗ · · · ⊗ id⊗(ik−ik−1−2)⊗∆⊗ id⊗(n−1−ik)(FB)
(4.18)
Then, one also has
(ΦF )B′B = FB′ · ΦB′B · F−1B (4.19)
4.3.3. Assume henceforth that the coproduct ∆ of A is coassociative, i.e.,
satisfies ∆ ⊗ id ◦∆ = id⊗∆ ◦ ∆, so that (A,∆, ε) is a bialgebra. Then,
∆B = ∆B′ for any B,B′ ∈ Brn. Denote their common value by ∆(n) and set
(A⊗n)A = {α ∈ A⊗n| [α,∆(n)(a)] = 0 for any a ∈ A}
Fix n ∈ N, with n ≥ 2 and let D be the Dynkin diagram of type An−1.
We wish to define a quasi–Coxeter algebra structure of type D on (A⊗n)A.
Identify for this purpose D with the interval [1, n − 1], its connected sub-
diagrams with subintervals [i, j] ⊆ [1, n − 1] with integral endpoints and
maximal nested sets on D with elements in Brn by attaching to D′ = [i, j]
the bracket x1 · · · xi−1(xi · · · xj+1)xj+2 · · · xn as in remark 1.40.
Theorem 4.11. Let A be a quasibialgebra with coassociative coproduct and
set Tn(A) = (A⊗n)A. Then,
(i) The assignement
[i, j] −→ Tn(A)[i,j] = 1⊗(i−1) ⊗ (A⊗(j−i+2))A ⊗ 1⊗(n−1−j)
endows Tn(A) with the structure of a D–algebra.
(ii) If the edges of D are each given an infinite multiplicity, the elements
S
Tn(A)
i = 1
⊗n, i = 1, . . . , n − 1 and ΦB′B
give Tn(A) the structure of a quasi–Coxeter algebra of type D.
(iii) If Ψ : A → A′ is a na¨ıve epimorphism of quasibialgebras, then
ΨB = Ψ
⊗n, B ∈ Brn, is a morphism of quasi–Coxeter algebras
Tn(A)→ Tn(A′).
(iv) If F is a twist of A such that ∆F is coassociative
1, then ΨB =
Ad(FB), B ∈ Brn, is an isomorphism of quasi–Coxeter algebras
Tn(A)→ Tn(AF ).
(v) If, in addition, F is an invariant twist, then {Ad(FB)}B∈Brn is the
isomorphism induced by a canonical twist of Tn(A).
The following is an immediate consequence of theorem 4.11
1this is equivalent to the requirement that id⊗∆(F−1) · 1⊗ F−1 ·F ⊗ 1 ·∆⊗ id(F ) ∈
(A⊗3)A.
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Corollary 4.12. Let Q be the category of quasibialgebras with coassociative
coproducts and morphisms (Ψ, F ′) with Ψ surjective. Then, the assigne-
ments A → Tn(A) and (Ψ, F ′) → {Ad(F ′B) ◦ Ψ⊗n}B∈Brn define a functor
from Q to the category of quasi–Coxeter algebras of type An−1.
Remark 4.13. Note that Tn(A)[i,j] is not generated by the subalgebras
Tn(A)k corresponding to the vertices k of D′ = [i, j].
4.3.4. Proof of theorem 4.11. (i) The identity
∆(n) = id⊗(i−1)⊗∆(j−i+2) ⊗ id⊗(n−1−j) ◦∆(n−1−(j−i))
shows that Tn(A)[i,j] is a subalgebra of Tn(A) and that Tn(A)[i,j] ⊆ Tn(A)[i′,j′]
if [i, j] ⊆ [i′, j′]. It is moreover clear that [Tn(A)[i,j],Tn(A)[i′,j′]] = 0 if either
j < i′ − 1 or j′ < i− 1.
(ii) By definition, the associators ΦB′B satisfy ΦBB′ = Φ
−1
B′B. When ∆ is
coassociative, (4.16) reduces to
ΦB′B = 1
⊗(i−1) ⊗∆(n1) ⊗∆(n2) ⊗∆(n3)(Φ)⊗ 1⊗(n−(i+n1+n2+n3)+1) (4.20)
This element lies in 1⊗(i−1) ⊗ (A⊗(n1+n2+n3))A ⊗ 1⊗(n−(i+n1+n2+n3)+1), and
therefore in Tn(A), because of the identity
∆(n1+n2+n+3) = ∆(n1) ⊗∆(n2) ⊗∆(n3) ◦∆(3)
and of the fact that, when ∆ is coassociative, Φ lies in (A⊗3)A. (4.20)
also shows that ΦB′B satisfies the forgetfulness axiom as well as the support
axiom since it commutes with
Tn(A)[i,i+n1+n2+n3−1]\α[i,i+n1+n2+n3−1]B∩B′
= 1⊗(i−1) ⊗ (A⊗n1)A ⊗ (A⊗n2)A ⊗ (A⊗n3)A ⊗ 1⊗(n−(i+n1+n2+n3)+1)
The coherence axiom follows from MacLane’s coherence theorem and the
braid relations are void in this case since mij =∞ for any i, j.
(iii) The surjectivity of Ψ guarantees that Ψ⊗n maps (A⊗n)A to (A′⊗n)A
′
,
the rest of the claim is clear.
(iv) When ∆ is coassociative, the relation (4.17) reduces to ∆
(n)
F = Ad(FB)◦
∆(n) and shows that Ad(FB) maps Tn(A) to Tn(AF ). Set now, for 1 ≤ i ≤
k ≤ j ≤ n− 1,
F([i,j];k) = 1
⊗(i−1) ⊗∆(k−i+1) ⊗∆(j−k+1)(F )⊗ 1⊗(n−1−j)
∈ 1⊗(i−1) ⊗A⊗(j−i+2) ⊗ 1⊗(n−1−j)
(4.21)
An induction based on (4.18) shows that
FB =
−→∏
[i,j]∈B
F
([i,j];α
[i,j]
B )
(4.22)
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where the product is taken with F
([i,j];α
[i,j]
B )
written to the left of F
([i′,j′];α
[i′,j′]
B )
whenever [i, j] ⊂ [i′, j′]1. Since F([i,j];k) commutes with Tn(A)[i,k−1]∪[k+1,j]
we get, for any [i, j] ∈ B
Ad(FB)
(Tn(A)[i,j]) = Ad(FB[i,j]) (Tn(A)[i,j]) = Tn(AF )[i,j]
where B[i,j] is the bracketing on xi · · · xj+1 induced by B. Thus {Ad(FB)}
is a D–algebra morphism Tn(A) → Tn(AF ) and therefore a morphism of
quasi–Coxeter algebras by (4.19).
(iv) Assume that F ∈ (A⊗2)A, so that ∆F = ∆. The identity ∆⊗(j−i+2) =
∆⊗(k−i+1)⊗∆⊗(j−k+1) ◦∆ shows that the element F([i,j];k) defined by (4.21)
is invariant under A. In other words,
a([i,j];k) = F([i,j];k) ∈ Tn(A)[i,j]\k[i,j]
is a twist of Tn(A) and Tn(AF ) is obtained from Tn(A) by twisting by
{a([i,j];k)} 
4.3.5. We give next a similar construction for quasitriangular quasibialge-
bras with a coassociative and cocommutative coproduct. Recall first [Dr3,
§3] that a quasibialgebra (A,∆, ε,Φ) is quasitriangular if it is endowed with
an invertible element R ∈ A⊗2 satisfying, for any a ∈ A,
∆op(a) = R ·∆(a) ·R−1 (4.23)
∆⊗ id(R) = Φ312 · R13 · Φ−1132 · R23 · Φ123 (4.24)
id⊗∆(R) = Φ−1231 · R13 · Φ213 · R12 · Φ−1123 (4.25)
A twist F of a quasitriangular quasibialgebra A is a twist of the underyling
quasibialgebra. The twisting of A by F is the quasitriangular quasibialgebra
(A,∆F , ε,ΦF , RF ) where
RF = F21 ·R · F−1
A morphism (Ψ, F ′) : A → A′ of quasitriangular quasibialgebras is a mor-
phism of the underlying quasibialgebras such that Φ⊗2(R) = R′F ′ .
4.3.6. Let A be a quasibialgebra with cocommutative and coassociative co-
product. Then σ ◦ ∆(n) = ∆(n) for any σ ∈ Sn, so that (A⊗n)A is in-
variant under Sn. Set T˜n(A) = Tn(A) ⋊ Sn = (A⊗n)A ⋊ Sn and, for any
1 ≤ i ≤ j ≤ n − 1, let S[i,j] ⊆ Sn be the subgroup generated by the
transpositions (k k + 1), k = i, . . . , j.
Theorem 4.14.
(i) The assignement
T˜n(A)[i,j] = 1⊗(i−1) ⊗ (A⊗(j−i+2))A ⊗ 1⊗(n−1−j) ⋊S[i,j]
endows T˜n(A) with the structure of a D–algebra.
1this does not specify the order of the factors uniquely, but any two orders satisfying
this requirement are easily seen to yield the same result.
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(ii) If the edges of D are each given the multiplicity 3, the elements
S
eTn(A)
i = (i i+ 1) · 1⊗(i−1) ⊗R⊗ 1⊗(n−i−1)
and the associators ΦB′B give T˜n(A) the structure of a quasi–Coxeter
algebra of type D.
(iii) If (Ψ, F ′) : A → A′ is a surjective morphism of quasitriangular
quasibialgebras, ΨB = Ad(F
′
B) ◦ Ψ⊗n, B ∈ Brn, is a quasi–Coxeter
algebra morphism T˜n(A)→ T˜n(A′).
(iv) If F is an invariant twist of A, then T˜n(A) and T˜n(AF ) differ by a
twist.
Proof. (i) is clear. (ii) Note first that the cocommutativity of ∆ and (4.23)
imply that R ∈ (A⊗2)A so that S eTn(A)i ∈ T˜n(A)i for any i = 1, . . . , n − 1.
By theorem 4.11, the associators ΦB′B satisfy the orientation, forgetfulness
and coherence axioms. The support axioms follows from the fact that, by
(4.20), ΦB′B commutes with Sn1 ×Sn2 ×Sn3 since ∆ is cocommutive. The
braid relations follow from the hexagon relations (4.24)–(4.25) in the usual
way.
(iii) The claim is obvious if F ′ = 1. Assume now that Ψ = idA and that F is
a twist of A such that ∆F is cocommutative and coassociative
1. By (4.17),
Ad(FB) maps Tn(A) to Tn(AF ). Moreover, if σ ∈ Sn and a ∈ A, then
FBσF
−1
B σ
−1∆
(n)
F (a) = FBσF
−1
B ∆
(n)
F (a)σ
−1 = FBσ∆
(n)(a)F−1B σ
−1
= FB∆
(n)(a)σF−1B σ
−1 = ∆
(n)
F (a)FBσF
−1
B σ
−1
where the first and third equalities follow from the cocommutativity of ∆F
and ∆ respectively and the second and fourth from (4.17). It follows from
this that Ad(FB) maps T˜n(A) to T˜n(AF ). If [i, j] ∈ B, the factorisation
(4.22) together with the cocommutativity of ∆ readily imply that
Ad(FB)
(
T˜n(A)[i,j]
)
= Ad(FB[i,j])
(
T˜n(A)[i,j]
)
(4.26)
Thus, Ad(FB) defines aD–algebra morphism T˜n(A)→ T˜n(AF ) and therefore
a morphism of quasi–Coxeter algebras by (4.19) since, by (4.26), for any
i = 1, . . . , n− 1 such that [i, i] ∈ B,
Ad(FB)S
eTn(A)
i = Ad(F([i,i];i))S
eTn(A)
i
= (i i+ 1)1⊗i−1 ⊗ F21RF−1 ⊗ 1⊗n−1−i
= S
eTn(AF )
i
(iv) follows as in the proof of theorem 4.11 
1the cocommutativity of ∆F is equivalent to the requirement that F
−1
21 F ∈ (A⊗2)A.
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Corollary 4.15. Let Q˜ be the category of quasitriangular quasibialgebras
with cocommutative and coassociative coproduct and morphisms (Ψ, F ′) where
Ψ is surjective. Then, for any n ≥ 2,
(i) The assignement A→ T˜n(A) is a functor from Q˜ to the category of
quasi–Coxeter algebras of type An−1.
(ii) The R–matrix representation of Artin’s braid group Bn correspond-
ing to an A–module V and a bracketing B ∈ Brn coincides with the
quasi–Coxeter algebra representation πB of Bn on the T˜n(A)–module
V ⊗n.
5. The Dynkin complex and deformations of quasi–Coxeter
algebras
Let D be a connected diagram and A a D–algebra. We define in §5.1 the
Dynkin complex of A and study some of its elementary properties in §5.2–
§5.3. Its main property, which we establish in §5.7, is that it controls the
deformation theory of quasi–Coxeter algebra structures on A. This is ob-
tained by showing in §5.6 that, in degrees greater or equal to 2, the Dynkin
complex of A embeds into the cellular cochain complex of the De Concini–
Procesi associahedron AD. In turn, this embedding is obtained from an
explicit presentation of the cellular chain complex of AD in terms of the
poset ND of nested sets on D which is described in §5.4 and §5.5.
5.1. The Dynkin complex of A. We begin by defining the category of
coefficients of the Dynkin complex of A.
Definition 5.1. A D–bimodule over A is an A–bimodule M , with left and
right actions denoted by am and ma respectively, endowed with a family of
subspaces MD1 indexed by the connected subdiagrams D1 ⊆ D of D such
that the following properties hold
• for any D1 ⊆ D,
AD1 MD1 ⊆MD1 and MD1 AD1 ⊆MD1
• For any pair D2 ⊆ D1 ⊆ D,
MD2 ⊆MD1
• For any pair of orthogonal subdiagrams D1,D2 of D, aD1 ∈ AD1
and mD2 ∈MD2 ,
aD1mD2 = mD2aD1
A morphism of D–bimodules M,N over A is an A–bimodule map T :M →
N such that T (MD) ⊆ ND for all D ⊆ D.
Clearly, A is a D–bimodule over itself. We denote by BimodD(A) the
abelian subcategory of Bimod(A) consisting of D–bimodules over A. If
M ∈ BimodD(A), and D1 ⊆ D is a subdiagram, we set
MD1 = {m ∈M | am = ma for any a ∈ ADi1}
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where Di1 are the connected components of D1. In particular, if D1,D2 ⊆ D
are orthogonal, and D1 is connected, then MD1 ⊆MD2 .
Let M ∈ BimodD(A). For any integer 0 ≤ p ≤ n = |D|, set
Cp(A;M) =
⊕
α⊆D1⊆D,
|α|=p
M
D1\α
D1
where the sum ranges over all connected subdiagrams D1 of D and ordered
subsets α = {α1, . . . , αp} of cardinality p of D1 and MD1\αD1 = (MD1)D1\α.
We denote the component of m ∈ Cp(A;M) along MD1\αD1 by m(D1;α).
Definition 5.2. The group of Dynkin p–cochains on A with coefficients in
M is the subspace CDp(A;M) ⊂ Cp(A;M) of elements m such that
m(D1;σα) = (−1)σm(D1;α)
where, for any σ ∈ Sp, σ{α1, . . . , αp} = {ασ(1), . . . , ασ(p)}.
Note that
CD0(A;A) =
⊕
D1⊆D
Z(AD1) and CD
n(A;M) ∼=MD
For 1 ≤ p ≤ n− 1, define a map dpD : Cp(A;M)→ Cp+1(A;M) by
dDm(D1;α) =
p+1∑
i=1
(−1)i−1
(
m(D1;α\αi) −m(∁D1\αi
α\αi
;α\αi)
)
where α = {α1, . . . , αp+1}, ∁D1\αiα\αij is the connected component of D1 \ αi
containing α \ αi if such a component exists and the empty set otherwise,
and we set m(∅;−) = 0. For p = 0, define d
0
D : C
0(A;M)→ C1(A;M) by
d0Dm(D1;αi) = mD1 −mD1\αi
where mD1\αi is the sum of mD2 with D2 ranging over the connected com-
ponents of D1 \ αi. Finally, set dnD = 0. It is easy to see that the Dynkin
differential dD is well–defined and that it leaves CD
∗(A;M) invariant.
Theorem 5.3. (CD∗(A;M), dD) is a complex. The cohomology groups
HDp(A;M) = Ker(dpD)/ℑ(dp−1D )
for p = 0, . . . , |D| are called the Dynkin diagram cohomology groups of A
with coefficients in M .
Proof. Assume first that m is a zero–cochain. Let B ⊆ D be a connected
diagram, α1, α2 two distinct elements of D and set
B1 = ∁
B\α2
α1 and B2 = ∁
B\α1
α2
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Then,
d2D m(B;α1,α2) = dDm(B;α2) − dDm(B2;α2) − dDm(B;α1) + dDm(B1;α1)
= mB −mB\α2 −mB2 +mB2\α2 −mB +mB\α1 +mB1 −mB1\α1
= (mB\α1 −mB2 +mB2\α2)− (mB\α2 −mB1 +mB1\α1)
= mB\{α1,α2} −mB\{α1,α2}
= 0
To treat the general case, we shall need the following
Lemma 5.4. Let α = {α1, . . . , αk} ⊆ B be a subset of cardinality k ≥ 3.
For any 1 ≤ i 6= j ≤ k, set
Bij = ∁
∁
B\αi
α\αi
\αj
α\{αi,αj}
Then,
(i) if ∁
B\αj
α\αj
= ∅, then, Bij = ∁B\αjα\{αi,αj}.
(ii) If ∁
B\αi
α\αi
6= ∅, then, Bij = ∁B\{αi ,αj}α\{αi,αj} .
Proof. (i) The left–hand side is contained in the right–hand side since,
when it is not empty, it is connected, contained in B \ αj and contains
α \ {αi, αj} 6= ∅. Similarly, the right–hand side is contained in ∁B\αiα\αi since,
when non–empty, it is connected, does not contain αi by assumption, and
contains α \ {αi, αj}. Since the right–hand side does not contain αj, it is
therefore contained in the left–hand side. (ii) is proved in a similar way 
Write dD = d1 − d2 where, for α = {α1, . . . , αk},
d1m(B;α) =
k∑
i=1
(−1)i−1m(B;α\αi) d2m(B;α) =
k∑
i=1
(−1)i−1m
(∁
B\αi
α\αi
;α\αi)
Note that
d21 m(B;α) =
∑
1≤i 6=j≤k
(−1)i+j sign(i− j)m(B;α\{αi,αj}) = −d21 m(B;α)
whence d21 = 0. We next have
d1d2 m(B;α) =
k∑
i=1
(−1)i−1d2a(B;α\αi)
=
∑
1≤i 6=j≤k
(−1)i+j sign(i− j)m
(∁
B\αj
α\{αi,αj}
;α\{αi,αj})
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and
d2d1 m(B;α) =
k∑
j=1
(−1)j−1d1a
(∁
B\αj
α\αj
;α\αj)
=
∑
1≤i 6=j≤k
(−1)i+j sign(j − i)m
(∁
B\αj
α\αj
;α\{αi,αj})
so that
(d1d2 + d2d1)m(B;α)
=
∑
1≤i 6=j≤k
(−1)i+j sign(i− j) δ
∁
B\αj
α\αj
=∅
·m
(∁
B\αj
α\{αi,αj}
;α\{αi,αj})
Finally,
d22 m(B;α) =
k∑
i=1
(−1)i−1d2a(∁B\αi
α\αi
;α\αi)
=
∑
1≤i 6=j≤k
(−1)i+j sign(i− j)m0
@∁∁
B\αi
α\αi
\αj
α\{αi,αj}
;α\{αi,αj}
1
A
=
∑
1≤i 6=j≤k
(−1)i+j sign(i− j) δ
∁
B\αj
α\αj
=∅
·m0
@∁∁
B\αi
α\αi
\αj
α\{αi,αj}
;α\{αi,αj}
1
A
+
∑
1≤i 6=j≤k
(−1)i+j sign(i− j) δ
∁
B\αj
α\αj
6=∅
·m0
@∁∁
B\αi
α\αi
\αj
α\{αi,αj}
;α\{αi,αj}
1
A
We claim that the second summand is zero. Indeed, it is equal to∑
1≤i 6=j≤k
(−1)i+j sign(i− j) δ
∁
B\αj
α\αj
6=∅
· δ
∁
B\αi
α\αi
6=∅
·m0
@∁∁
B\αi
α\αi
\αj
α\{αi,αj}
;α\{αi,αj}
1
A
=
∑
1≤i 6=j≤k
(−1)i+j sign(i− j) δ
∁
B\αj
α\αj
6=∅
· δ
∁
B\αi
α\αi
6=∅
·m
(∁
B\{αi,αj}
α\{αi,αj}
;α\{αi,αj})
where we used (ii) of lemma 5.4, and it therefore vanishes since the summand
is antisymmetric in the interchange i↔ j. Thus, by (i) of lemma 5.4,
d22 m(B;α) =
∑
1≤i 6=j≤k
(−1)i+j sign(i− j) δ
∁
B\αj
α\αj
=∅
m
(∁
B\αj
α\{αi,αj}
;α\{αi,αj})
= (d1d2 + d2d1)m(B;α)
so that d2D = d
2
1 − (d1d2 + d2d1) + d22 = 0 
5.2. Elementary Properties of the Dynkin complex.
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5.2.1. Functoriality with respect to restriction to subdiagrams. Let M ∈
BimodD(A), B ⊆ D a connected subdiagram and consider MB as an B–
bimodule over AB . Then, the map
pB,D : CD
∗(A;M) −→ CD∗(AB ;MB)
given by pB,Dm(B;α) = m(B;α) for any α ⊆ B ⊆ B is a chain map satisfying
pC,B · pB,D = pC,D
for any C ⊆ B ⊆ D. More generally, the Dynkin complex is functorial with
respect to na¨ıve morphisms of D–algebras but not with respect to general
morphisms.
5.2.2. Low–dimensional cohomology groups.
Proposition 5.5. Let M be a D–bimodule over A. Then
(i) H0(A;M) = 0.
(ii) If, for each connected B ⊆ D, the algebra AB is generated by the
subalgebras Aα, α ∈ B, the map⊕
α∈D
pα,D : H
1(A;M) −→
⊕
α∈D
H1(Aα;Mα)
is injective.
Proof. (i) We need to prove that the differential d0D is injective. Let m =
{mB}B⊆D be a zero–cocycle and assume by induction thatmB = 0 whenever
|B| ≤ k. Let B ⊆ D be a connected subdiagram of cardinality k+1 and let
α ∈ B. Then
0 = dm(B;α) = mB −mB\α
implies that mB = 0 whence m = 0.
(ii) Note that H1(Aα;Mα) = Mα/M
α
α . Let m = {m(B;α)}α∈B⊆D be a one–
cocycle such that m(α;α) ∈ Mαα for any α ∈ D. Replacing m by m − dDn,
where n ∈ CD0(A;M) is given by
nB =
{
m(α;α) if B = α
0 if |B| ≥ 2
we may assume that m(α;α) = 0 for any α ∈ D. Assume therefore that, up
to the addition of a 1–coboundary, m(B;α) = 0 for any α ∈ B ⊆ D such that
|B| ≤ k. For any B of cardinality k + 1 and α 6= β ∈ B, we have
0 = dDm(B;α,β) = m(B;β) −m(∁B\α
β
;β)
−m(B;α) +m(∁B\βα ;α)
whence, given that |∁B\αβ | ≤ k,
m(B;α) = m(B;β)
This implies that m(B;α) ∈ MB\αB ∩MB\βB which, by assumption is equal
to MBB , and that m(B;α) is independent of α ∈ B. Thus, replacing m by
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m− dDn where
nB =
{
m(B;α) if |B| = k + 1 and α ∈ B
0 if |B| 6= k + 1
we find that m(B;α) = 0 whenever |B| ≤ k + 1 
Corollary 5.6. If (W,S) is a Coxeter system, then HDi(k[W ]; k[W ]) = 0
for i = 0, 1.
Proof. For any simple reflection si ∈ S, H1(Asi ;Asi) = Asi/Asisi = 0 since
Asi
∼= k[Z2] is commutative. The result now follows from proposition 5.5 
5.3. Dynkin cohomology and Hochschild cohomology. Let n ≥ 2, D
the Dynkin diagram of type An−1, A a bialgebra and Tn(A) = (A⊗n)A the
D–algebra constructed in §4.3.3. We relate below the cobar complex of A
with the Dynkin complex of Tn(A).
Recall first (see e.g., [Ks, §XVIII.5]) that if (A,∆, ε) is a coalgebra en-
dowed with an element 1 ∈ A such that ∆(1) = 1 ⊗ 1, the cobar complex
(Ck(A), dH ) of A is defined by setting C
k(A) = A⊗k for k ≥ 0, dH = 0 in
degree 0 and, for a ∈ A⊗k, k ≥ 1,
dHa = 1⊗ a+
k∑
i=1
(−1)i id⊗(i−1)⊗∆⊗ id⊗(k−i)(a) + (−1)k+11⊗ a
If A is a bialgebra with unit 1, the subspaces (A⊗k)A are readily seen to
form a subcomplex of Ck(A). For k = 1, . . . , n, define a map φk : (A
⊗k)A →
CDDk−1(Tn(A);Tn(A)) by
φ1a([i,j]) =
j−i+1∑
ℓ=0
1⊗(i−1+ℓ)⊗a⊗1⊗(n−i−ℓ)−1⊗(i−1)⊗∆(j−i+2)(a)⊗1⊗(n−1−j)
and, for k ≥ 2,
φka([i,j];ℓ1,...,ℓk−1) = (−1)k · 1⊗(i−1) ⊗∆(ℓ1−i+1) ⊗∆(ℓ2−ℓ1) ⊗ · · ·
· · ·⊗∆(ℓk−1−ℓk−2)⊗∆(j−ℓk+1)(a)⊗1⊗(n−i−j)
where 1 ≤ i ≤ ℓ1 < · · · < ℓk−1 ≤ j ≤ n− 1.
Proposition 5.7. For any k = 1, . . . , n − 2,
dDD ◦ φk = dH ◦ φk+1
so that φ is a degree −1 chain map from the invariant, truncated cobar
complex ((A⊗k)A, dH)
n
k=1 of A to the Dynkin complex of Tn(A).
Proof. This follows by a straightforward computation 
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5.4. The chain complex C∗(ND). We define in this subsection the chain
complex C∗(ND) of oriented nested sets on D. We then show in §5.5 that
C∗(ND) is isomorphic to the cellular chain complex of the De Concini–
Procesi associahedron AD.
Definition 5.8. Let H ∈ ND be a nested set with |H| < D. An orientation
ε of H is a choice of
(i) an enumeration D1, . . . ,Dm of the unsaturated elements of H,
(ii) a total order on each αDiH .
By convention, a maximal nested set has a unique orientation.
Definition 5.9. Let Ck(ND) be the free Z–module generated by symbols Hε
where H is a nested set of dimension k = 0, . . . , |D| and ε is an orientation
of H, modulo the following relations if k ≥ 1
Hε′ = (−1)(|α
Di
H |−1)·(|α
Di+1
H |−1) · Hε (5.1)
if ε′ is obtained from ε by permuting the unsaturated elements Di, Di+1 of
H while leaving the total order on each αDjH unchanged and
Hε′ = (−1)σi · Hε (5.2)
if ε′ is obtained from ε by changing the order on αDiH by a permutation σi.
Let Hε be an oriented nested set of positive dimension. Let D1, . . . ,Dm be
the unsaturated elements of H and set αi = αDiH . Let G a boundary facet
of H, that is G ⊃ H and |G \ H| = 1. By proposition 2.13 and lemma 2.17,
G = H ∪ Dβ
i
for a unique i ∈ [1,m] and ∅ 6= β
i
( αi. The unsaturated
elements of G are Dj , with j 6= i, and Dβ
i
, Di, provided |βi| ≥ 2 and
|β
i
| ≤ |αi| − 2 respectively. The corresponding subsets of vertices are
α
Dj
G = αj , α
Dβ
i
G = βi and α
Di
G = αi \ βi
Definition 5.10. The orientation ε of G = H∪Dβ
i
induced by ε is obtained
by enumerating the unsaturated elements of G as
D1, . . . ,Di−1,Dβ
i
,Di,Di+1, . . . ,Dm,
ordering αj , j 6= i as prescribed by ε and endowing βi and αi \ βi with the
restriction of the total order on αi prescribed by ε.
Define the shuffle number s(β
i
;αi) of βi with respect to αi to be the number
of elementary transpositions required to move all elements of β
i
to the left
of the first element of αi. In other words, if
αi = {α1i , . . . , αnii } and βi = {α
j1
i , . . . , α
jp
i }
for some 1 ≤ j1 < · · · < jp ≤ ni, then
s(β
i
;αi) = (j1 − 1) + (j2 − 2) + · · · + (jp − p)
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Proposition 5.11. Let ∂k : Ck(ND) −→ Ck−1(ND) be the operator given
by
∂kHε =
∑
1≤i≤m,
∅6=β
i
(αi
(−1)(|α1|−1)+···+(|αi−1|−1) · (−1)|βi|−1 · (−1)s(βi;αi) · (H ∪Dβ
i
)ε
if k = 1, . . . , |D| and ∂0 = 0. Then, ∂k is well–defined and ∂k−1 ◦ ∂k = 0.
Proof. By proposition 2.13 and lemma 2.17, the summands which arise in
writing ∂2Hε are of the form H∪{Dβ
i
,Dγ
j
} with Dβ
i
and Dγ
j
compatible.
We must therefore prove that the sign contributions corresponding to the
two sides of the diamond
H
H ∪ {Dβ
i
}
✛
H ∪ {Dγ
j
}
✲
H ∪ {Dβ
i
,Dγ
j
}
✛
✲
are opposite to each other. We consider the various cases corresponding to
the relative position of β
i
and γ
j
.
5.4.1. i 6= j. In this case, the orientations induced on H∪{Dβ
i
,Dγ
j
} by the
two sides of the diamond are the same. We may assume, up to a permutation
of i and j that i < j. The sign contribution of the left side is then
(−1)(|α1|−1)+···+(|αi−1|−1) · (−1)|βi|−1 · (−1)s(βi;αi)
·(−1)(|α1|−1)+···+(|αi−1|−1)+(|βi|−1)+(|αi\βi|−1)+(|αi+1|−1)+···+(|αj−1|−1)
·(−1)|γj |−1 · (−1)s(γj ;αj)
=− (−1)(|αi|−1)+···+(|αj−1|−1) · (−1)|βi|+|γj | · (−1)s(βi;αi)+s(γj ;αj)
while that of the right side is
(−1)(|α1|−1)+···+(|αj−1|−1) · (−1)|γj |−1 · (−1)s(γj ;αj)
·(−1)(|α1|−1)+···+(|αi−1|−1) · (−1)|βi|−1 · (−1)s(βi;αi)
=(−1)(|αi|−1)+···+(|αj−1|−1) · (−1)|βi|+|γj | · (−1)s(βi;αi)+s(γj ;αj)
as required.
5.4.2. i = j and β
i
⊂ γ
i
or γ
i
⊂ β
i
. Up to a permutation, we may assume
that β
i
⊂ γ
i
. In this case again, the orientations induced on H∪{Dβ
i
,Dγ
j
}
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by the two sides of the diamond are the same. The sign contribution from
the left side is
(−1)(|α1|−1)+···+(|αi−1|−1) · (−1)|βi|−1 · (−1)s(βi;αi)
·(−1)(|α1|−1)+···+(|αi−1|−1)+(|βi|−1) · (−1)|γi\βi|−1 · (−1)s(γi\βi;αi\βi)
=− (−1)|βi|+|γi| · (−1)s(βi;αi)+s(γi\βi;αi\βi)
while that of the right one is
(−1)(|α1|−1)+···+(|αi−1|−1) · (−1)|γi|−1 · (−1)s(γi;αi)
·(−1)(|α1|−1)+···+(|αi−1|−1) · (−1)|βi|−1 · (−1)s(βi;γi)
=(−1)|βi|+|γi| · (−1)s(βi;γi)+s(γi;αi)
These are opposite to each other in view of the following
Lemma 5.12. (−1)s(βi;αi)+s(γi\βi;αi\βi) = (−1)s(βi;γi)+s(γi;αi)
Proof. The left–hand side is the parity of the number of elementary trans-
positions required to shuffle β
i
to the left of αi and then γi \ βi to the left
of αi \ βi, thus arriving at the ordered configuration βi, γi \ βi, αi \ γi. The
right–hand side on the other hand is the parity of the number of transpo-
sitions needed to shuffle γ
i
to the left of αi and then βi to the left of γi
resulting in the very same configuration 
5.4.3. i = j and β
i
∩ γ
i
= ∅. In this last case, the sign contribution of the
left side of the diamond is
(−1)(|α1|−1)+···+(|αi−1|−1) · (−1)|βi|−1 · (−1)s(βi;αi)
·(−1)(|α1|−1)+···+(|αi−1|−1)+(|βi|−1) · (−1)|γi|−1 · (−1)s(γi;αi\βi)
=(−1)|γi|−1 · (−1)s(βi;αi)+s(γi;αi\βi)
so that, by symmetry, that of the right side is
(−1)|βi|−1 · (−1)s(γi;αi)+s(βi;αi\γi)
In this case however, the orientation induced on H ∪ {Dβ
i
,Dγ
i
} by each
side may differ. Indeed, the left side leads to enumerating the unsaturated
elements of H ∪ {Dβ
i
,Dγ
i
} as
D1, . . . ,Di−1,Dβ
i
,Dγ
i
,Di, . . . ,Dm
while the right branch leads to enumerating them as
D1, . . . ,Di−1,Dγ
i
,Dβ
i
,Di, . . . ,Dm
In view of the relation (5.1) we must therefore prove that
(−1)|γi| · (−1)s(βi;αi)+s(γi;αi\βi)
= −(−1)(|βi|−1)(|γi|−1) · (−1)|βi| · (−1)s(γi;αi)+s(βi;αi\γi)
which is settled by the following
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Lemma 5.13. (−1)s(βi;αi)−s(βi;αi−γi) = (−1)|βi||γi|(−1)s(γi;αi)−s(γi;αi\βi)
Proof. The left–hand side is the parity of the set Nβ
i
,γ
i
of pairs (β, γ) ∈
β
i
× γ
i
which are permuted when β
i
is shuffled to the left of αi. Similarly,
(−1)s(γi;αi)−s(γi;αi\βi) is the parity of the set Nγ
i
,β
i
of pairs (β, γ) ∈ β
i
× γ
i
which are permuted when γ
i
is shuffled to the left of αi. Since Nβ
i
,γ
i
∪
Nγ
i
,β
i
= β
i
× γ
i
, the product of these parities is equal to (−1)|βi||γi| 
5.5. The cellular chain complex of AD. We construct below an isomor-
phism between the complex C∗(ND) and the cellular chain complex of the
associahedron AD by using its realisation as a convex polytope P cD given
in section 2.2. We begin by explaining how an orientation of a nested set
H ∈ ND determines one of the corresponding face P cH of P cD.
For any t ∈ P cD ⊂ R|D| with coordinates {tα}α∈D and subset B ⊂ D, set
tB =
∑
γ∈B
tγ
If t ∈ P cH, then, for any A ∈ H
tαAH
= tA − tA\αAH = c(A)− c(A \ α
A
H) (5.3)
where we extend the function c to non–connected subdiagrams B ⊂ D with
connected components B1, . . . , Bm by setting c(B) = c(B1)+ · · ·+c(Bm). It
follows that if D1, . . . ,Dm are the unsaturated elements of H, a redundant
system of coordinates on P cH is given by the components tγ with γ ranging
over αD1H ∪ · · · ∪αDmH . These coordinates are only subject to the constraints
that equation (5.3) should hold whenever A = Di for some i.
Assume that H is of positive dimension. Let ε be an orientation of H and
let
D1, . . . ,Dm and αi = α
Di
H = {α1i , . . . , αnii } ⊂ Di
be the corresponding enumeration of the unsaturated elements of H and
ordered subsets of vertices respectively.
Definition 5.14. The orientation of the face P cH induced by ε is the one
determined by the volume element
ωHε = dtα11 ∧ · · · ∧ dtαn1−11 ∧ · · · ∧ dtα1m ∧ · · · ∧ dtαnm−1m
Note that the assignement Hε −→ ωHε is consistent with relations (5.1)–
(5.2). This is clear if one permutes Di and Di+1 or α
j
i and α
j+1
i within αi,
so long as 1 ≤ j ≤ ni − 2. If j = ni − 1, the new contribution of Di to the
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volume form on P cH is
dtα1i
∧ · · · ∧ dt
α
ni−2
i
∧ dtαnii
= dtα1i ∧ · · · ∧ dtαni−2i ∧ d(c(Di)− c(Di \ αi)−
ni−1∑
ℓ=1
tαℓi
)
= −dtα1i ∧ · · · ∧ dtαni−2i ∧ dtαni−1i
as required. We next work out the orientation given by the volume form ωHε
more explicitly. Assume first that H is of dimension 1 so that m = 1 and
α1 = {α11, α21}. By §2.7, the corresponding edge P cH has boundary points
labelled by H ∪Dα11 and H ∪Dα21 .
Lemma 5.15. The orientation of P cH induced by ε is given by
H ∪Dα11
H
✲ H∪Dα21
Proof. In this case ωHε = dtα11 . By (5.3),
tα11(PH∪Dα11
) = c(Dα11)−c(Dα11\α
1
1) and tα11(PH∪Dα21
) = c(D1)−c(D1\α11)
Since the connected components of D1 \ α11 not containing α21 are the con-
nected components of Dα11 \ α11 which are orthogonal to α21, we have
c(D1)− (c(D1 \α11)− c(Dα11 \ α
1
1))− c(Dα11) ≥ c(D1)− c(Dα21)− c(Dα11) > 0
where the inequality follows from (2.1) and the fact Dα11 and Dα21 are not
compatible and such that Dα11 ∪Dα21 = D1 
Assume now that H is of dimension greater or equal to two and let G =
H ∪ β
i
be a boundary facet of H. Note that the function tβ
i
=
∑
γ∈β
i
tγ is
identically equal to c(Dβ
i
) − c(Dβ
i
\ β
i
) on P cG ⊂ ∂P cH and strictly greater
than that value on the interior of P cH since Dβi
/∈ H while the connected
components of Dβ
i
\ β
i
lie in H. The orientation of P cG as a boundary
component of P cH induced by the volume form ωHε is therefore given by the
form ∂β
i
ωHε such that
ωHε = −dtβ
i
∧ ∂β
i
ωHε
We wish to relate ∂β
i
ωHε to the volume form ωGε where ε is the orientation
of G induced by ε.
Lemma 5.16.
∂β
i
ωHε = −(−1)(|α1|−1)+···+(|αi−1|−1) · (−1)|βi|−1 · (−1)s(βi;αi) · ωGε
Proof. For any ordered set γ = {α1, . . . , αk} ⊂ D, set
ωγ = dtα1 ∧ · · · ∧ dtαk−1
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so that
ωHε = ωα1 ∧ · · · ∧ ωαm
ωGε = ωα1 ∧ · · · ∧ ωαi−1 ∧ ωβi ∧ ωαi\βi ∧ ωαi+1 ∧ · · · ∧ ωαm
If β
i
= {αj1i , . . . , αjpi } ⊂ {α1i , . . . , αnii } = αi, then assuming first jp < ni,
ωαi = (−1)s(βi;αi) · dtαj1i ∧ · · · ∧ dtαjpi ∧ ωαi\βi
= (−1)s(βi;αi) · dt
α
j1
i
∧ · · · ∧ dt
α
jp−1
i
∧ d(t
α
j1
i
+ · · · + t
α
jp
i
) ∧ ωαi\βi
= (−1)s(βi;αi) · (−1)|βi|−1 · dtβ
i
∧ ωβ
i
∧ ωαi\βi
If, on the other hand, jp = ni, then, denoting the maximal element of αi \βi
by αℓ, we get
ωαi = (−1)s(βi;αi)−(|αi|−|βi|) · ωβi ∧ ωαi\βi ∧ dtαℓ
= (−1)s(βi;αi)−(|αi|−|βi|)
· ωβ
i
∧ ωαi\βi ∧ d(c(Di)− c(Di \ αi)− tβi − tαi\(βi∪{αℓ}))
= (−1)s(βi;αi) · (−1)|βi|−1 · dtβ
i
∧ ωβ
i
∧ ωαi\βi
Thus, in either case, we find
ωHε = (−1)|βi|−1 · (−1)s(βi;αi)
· ωα1 ∧ · · · ∧ ωαi−1 ∧ dtβi ∧ ωβi ∧ ωαi\βi ∧ ωαi+1 ∧ · · · ∧ ωαm
= (−1)(|α1|−1)+···+(|αi−1|−1) · (−1)|βi|−1 · (−1)s(βi;αi) · dtβ
i
∧ ωGε
as required 
Theorem 5.17. The map Hε −→ (P cH, ωHε) associating to each oriented
nested set the corresponding face of the polytope P cD with orientation given
by the volume form ωHε is an isomorphism between C∗(ND) and the cellular
chain complex of P cD.
Proof. Recall (see e.g., [Ms, §IX.4]) that the cellular chain complex of a
CW–complex X is defined by Ccelln (X) = Hn(X
n,Xn−1), where Xn is the
n–skeleton of X, with differential ∂celln given by the composition
Hn(X
n,Xn−1) −→ Hn−1(Xn−1) −→ Hn−1(Xn−1,Xn−2)
Each Ccelln (X) is a free abelian group of rank equal to the number of n–cells
in X. Identifying a given factor with Z when n ≥ 1 amounts to choosing an
orientation of the corresponding cell. For a regular CW–complex such as P cD,
that is one where all attaching maps are homeomorphisms, the boundary
∂cell has a very simple description [Ms, §IX.6]. Given an oriented n–cell bnλ,
∂cellbnλ =
∑
µ
[bnλ : b
n−1
µ ] · bn−1µ
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where the sum ranges over the (n− 1)–cells of X, each taken with a chosen
orientation if n ≥ 2. The incidence number [bnλ : bn−1µ ] is zero if bn−1µ is
not contained in the boundary of bnλ and ±1 otherwise. In the latter case,
the sign depends on whether the induced orientation on the boundary of bnλ
agrees with that on bn−1µ if n ≥ 2 and is otherwise given, for n = 1 by
∂cellb1λ = b
0
µ − b0ν
where, under an orientation preserving identification b1λ
∼= [0, 1], the attach-
ing map send 1 to b0µ and 0 to b
0
ν . Thus, by lemmas 5.15 and 5.16, the map
Hε −→ (P cHε , ωHε) identifies the differential ∂ on C∗(ND) to the opposite of
the cellular boundary 
Theorem 5.17 and the contractibility of P cD imply in particular the following
Corollary 5.18. The complex C∗(ND) is acyclic.
5.6. The Dynkin complex and the cellular cochain complex of AD.
Let A be a D–algebra. We relate in this subsection the Dynkin complex of
A to the cellular cochain complex of the associahedron AD, when both are
taken with coefficients in a D–bimodule M over A. We show in particular
that in degrees greater or equal to two, the Dynkin differential is a geomet-
ric boundary operator, albeit in combinatorial guise. We shall need some
terminology.
Definition 5.19.
(i) A nested set H ∈ ND of positive dimension is called irreducible if it
has a unique unsaturated element and reducible otherwise.
(ii) Two oriented nested sets Hε and H′ε′ of positive dimension are
equivalent if they have the same unsaturated elements D1, . . . ,Dm,
if αDiH = α
Di
H′ for any i = 1 . . . m and if the orientations ε, ε
′ agree
in the obvious sense.
Note that a nested set of dimension 1 is clearly irreducible. If H ∈ ND is of
dimension 2, §2.8 shows that H is irreducible when the corresponding face
AHD of AD is a pentagon or a hexagon and reducible when AHD is a square.
More generally, by proposition 2.13, H is reducible precisely when AHD is the
product of p ≥ 2 smaller associahedra.
Let CD∗(A;M) be the Dynkin complex of A with coefficients in M and
C˜∗(ND;M) = 0 −→M ǫ
∗−→ HomZ(C∗(ND);M)
be the augmented cellular cochain complex of AD with coefficients in M .
We regard M as sitting in degree −1 in C˜∗(ND;M). For any k = 0, . . . , |D|,
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define a map gk : CDk(A;M) −→ C˜k−1(ND;M) by
g0m = mD
g1m(H) =
∑
B∈H
m(B;αBH)
gkm(Hε) =
{
m(B;αBH)
if H is irreducible with unsaturated set B
0 if H is reducible
for any k ≥ 2.
Theorem 5.20. g is a chain map from CD∗(A;M) to C˜∗−1(ND;M). For
k ≥ 2, gk is an embedding whose image consists of those cochains c ∈
C˜k−1(ND;M) such that
(i) c(Hε) = 0 for any reducible nested set H.
(ii) c(Hε) = c(H′ε′) for any equivalent oriented nested sets Hε,H′ε.
(iii) c(Hε) ∈MB\α
B
H
B for any irreducible H with unsaturated element B.
Proof. Denote the differential on C˜k(ND;M) by dk, with d−1 = ǫ∗. For
m = {mB}B⊆D ∈ CD0(A;M) and H a maximal nested set,
g1d0Dm(H) =
∑
B∈H
(mB −mB\αBH) = mD = (d
−1g0m)(H)
Next, if m = {m(B;α)}α∈B⊆D is a one–chain, and Hε an oriented nested set
of dimension one with unsaturated element B and ordered αBH = {α1, α2},
then
d0g1m(Hε) = g1m(H ∪B1)− g1m(H ∪B2)
where B1 = ∁
B\α2
α1 and B2 = ∁
B\α1
α2 . This is equal to
m(B;α2) −m(B2;α2) −m(B;α1) +m(B1;α1) = g2d1Dm(Hε)
since αBiH∪Bi = αi and the only element B
′ of H for which αB′H∪B1 6= αB
′
H∪B2
is B with αBH∪B1 = α2 and α
B
H∪B2
= α1.
Let now m ∈ CDk(A;M) with k ≥ 2, and let Hε be an oriented nested
set or dimension k. Let p be the number of unsaturated elements of H and
assume first that p ≥ 2. Then, H is reducible so that
gk+1dkD m(Hε) = 0
If p ≥ 3, any boundary facet G = H ∪Dβ
i
of H is also reducible and
dk−1gk m(Hε) = 0
as required. If H only has two unsaturated elements D1 and D2, a boundary
facet G = H ∪Dβ
i
of H, with ∅ 6= β
i
( αi = α
Di
H and i = 1, 2, is reducible
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unless |αi| = 2. In that case, the unique unsaturated element of G is D3−i.
It follows that, when p = 2,
dk−1gk m(Hε) = δ|α1|=2 · (m(D2;α2)−m(D2;α2))
+ (−1)|α1|−1 · δ|α2|=2 · (m(D1;α1)−m(D1;α1))
= 0
There remains to consider the case when H is irreducible with unsaturated
element B and α = αBH of cardinality k + 1. If ∅ 6= β ( α is of cardinality
2 ≤ |β| ≤ |α| − 2, then H ∪Dβ is reducible with unsaturated elements Dβ
and B. It follows that the only non–trivial contributions in dk−1gk m(Hε)
arise when β = {αj} or β = α \ {αj} for some j = 1, . . . , k + 1, where
α = {α1, . . . , αk+1}. The corresponding sign contributions are
(−1)|β|−1 · (−1)s(β;α) = (−1)j−1
(−1)|β|−1 · (−1)s(β;α) = (−1)k−1 · (−1)k−j+1
respectively, so that
dk−1gk m(Hε) =
k+1∑
j=1
(−1)j−1
(
gk m
(
(H ∪ ∁B\(α\αj)αj )ε
)
− gk m
(
(H ∪ ∁B\αj
α\αj
)ε
))
=
k+1∑
j=1
(−1)j−1(m(B;α\αj ) −m(∁B\αj
α\αj
;α\αj)
)
= dkD m(B;α)
= gk+1dkD m(Hε)
Thus, g is a chain map as claimed. gk is an embedding for k ≥ 2 because
for any connected subdiagram B ⊆ D and nonempty subset α ⊆ B, there
exists an irreducible nested set H with unique unsaturated element B such
that αBH = α. Such an H may be constructed as follows : let B1, . . . , Bm be
the connected components of B \ α and choose a maximal nested set Hi on
each Bi. Let moreover
D1 = B ⊂ D2 ⊂ · · · ⊂ Dp−1 ⊂ Dp = D
be a sequence of encased connected subdiagrams ofD such that |Di\Di+1| =
1 for i = 1 . . . p− 1. Then,
H = H1 ⊔ · · · ⊔ Hm ⊔ {D1, . . . ,Dp}
is a suitable nested set. The image of gk, for k ≥ 2 is clearly characterised
by conditions (i)–(iii) 
Remark 5.21. Note that the fact that g is a chain map and that gk is an
embedding in degrees ≥ 2 gives another proof of the fact that the Dynkin
differential squares to zero.
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5.7. Deformations of quasi–Coxeter algebras. Let A be a D–algebra.
Regard D as labelled by attaching an infinite multiplicity to each edge. By
a trivial quasi–Coxeter algebra structure on A we shall mean one whose
underlying D–algebra is A and for which all associators ΦAGF are equal to
1. We do not assume that the local monodromies SAi are trivial however.
When considering deformations of a trivial quasi–Coxeter algebra structure
on A, the elements SAi will be assumed to remain undeformed.
Theorem 5.22. The Dynkin complex CD∗(A;A) controls the formal, one–
parameter deformations of trivial quasi–Coxeter algebra structures on A.
Specifically,
(i) a quasi–Coxeter algebra structure on A[[~]]/~n+1A[[~]] which is trivial
mod ~ canonically determines a Dynkin 3–cocyle ξ and lifts to a
quasi–Coxeter algebra structure on A[[~]]/~n+2A[[~]] if, and only if ξ
is a coboundary.
(ii) Two quasi–Coxeter algebra structures on A[[~]]/~n+1A[[~]] which are
trivial mod ~ and equal mod ~n differ by a Dynkin 2–cocycle ϕ.
They are related by a twist of the form {1+~na(B;α)}α∈B⊆D if, and
only if, ϕ = dDa and Ad(S
A
i )a(αi;αi) = a(αi;αi) for any αi ∈ D.
Proof. The proof of (i) is given in §5.7.1–§5.7.5. We prove (ii) first. Let
ΦiGF , i = 1, 2, be the associators of the quasi–Coxeter algebra structures
and, for any elementary pair (G,F) of maximal nested sets on D, define
ϕGF ∈ A by
Φ2GF = Φ
1
GF + ~
n · ϕGF mod ~n+1
Since Φ1GF and Φ
2
GF satisfy the coherence and orientation axioms mod ~
n+1,
(G,F)→ ϕGF is a cellular one–cocycle on the associahedron AD with values
in A. Proposition 3.34, and the support and forgetfulness properties of the
associators Φ1,Φ2 imply that ϕ satisfies the constraints (i)–(iii) of theorem
5.20 respectively so that ϕ is a Dynkin 2–cocycle. The rest of (ii) is a simple
exercise.
5.7.1. Let
ΦGF = 1 + ~ ϕ1GF + · · ·+ ~nϕnGF
be the associators of the quasi–Coxeter algebra structure on A. By assump-
tion, Φ−1GF = ΦFG mod ~
n+1 for any elementary pair of maximal nested sets
(G,F) on D. We begin by modifying each ΦGF so that this identity holds
mod ~n+2. Define ηGF ∈ A by
ΦGFΦFG = 1 + ~n+1ηGF mod ~n+2
Clearly, ηGF ∈ AB\{α,β}B , where B = supp(F ,G) is the unique unsaturated
element of H = G ∩ F and {α, β} = αBH, and ηGF = ηG′F ′ whenever (G,F)
and (G′,F ′) are equivalent elementary pairs. Moreover, modulo ~n+2,
ΦGFΦFG = ΦGF (ΦFGΦGF − ~n+1ηFG)ΦFG = (ΦGFΦFG)2 − ~n+1ηFG
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whence ηFG = ηGF . It follows from this that the associators
Φ˜GF = ΦGF − 1
2
~n+1ηGF
satisfy Φ˜GF Φ˜FG = 1 mod ~n+2, as well as all the required relations to endow
A[[~]]/~n+2A[[~]] with a quasi–Coxeter algebra structure, except possibly for
the coherence one.
5.7.2. We define next the obstruction ξ as a cellular 2–cochain on AD with
values in A. Let Hε be an oriented nested set of dimension 2, fix a maximal
nested set F0 on the boundary of H and let F0,F1, . . . ,Fk−1,Fk = F0 be
the vertices of H listed in their order of appearence on ∂H when the latter
is endowed with the orientation ε. Define ξ(Hε;F0) ∈ A by
Φ˜FkFk−1 · · · Φ˜F1F0 = 1 + hn+1ξ(Hε;F0) mod ~n+2
By lemma 3.33, ξ(Hε;F0) does not depend upon the choice of F0 and will be
hereafter denoted by ξ(Hε). Moreover ξ satisfes ξ(H−ε) = −ξ(Hε), where
−ε is the opposite orientation of H since Φ˜−1GF = Φ˜FG mod ~n+2.
5.7.3. We show next that ξ is a Dynkin 3–cochain. In view of theorem 5.20,
it is sufficient to prove the following
Lemma 5.23.
(i) ξ(Hε) = 0 if H is a reducible nested set.
(ii) ξ(Hε) = ξ(H′ε′) if Hε,H′ε′ are equivalent.
(iii) ξ(Hε) ∈ AB\{α,β}B if H is irreducible with unsaturated element B
and αBH = {α, β}.
Proof. (i) is a consequence of proposition 3.34. (ii) and (iii) follow from
the analysis of the 2–faces of AD given in §2.8 and the forgetfulness and
support axioms respectively 
5.7.4. We claim now that ξ is a Dynkin 3–cocycle. By theorem 5.20, it
suffices to prove the following
Proposition 5.24. ξ is a cellular 2–cocycle.
Proof. We shall in fact prove that ξ is a cellular 2–coboundary. Let γ =
F0,F1, . . . ,Fk = F0 be an elementary sequence of maximal nested sets on
D. Since the associators Φ˜GF satisfy the coherence axiom, we have
ΦFkFk−1 · · ·ΦF1F0 = 1 + ~n+1ζ(γ) mod ~n+2
for some ζ(γ) ∈ A. Fix a reference maximal nested set F0 on D and, for any
maximal nested set F , use the connectedness of AD to choose an edge–path
pF from F0 to F . For any oriented 1–edge e = (G,F) in AD, set
η(e) = ζ(pG ∨ e ∨ pF ) ∈ A
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where ∨ is concatenation. One readily checks that η(e) = −η(e), where
e = (F ,G), so that η defines a 1–cochain on AD with values in A and that
dη = ξ, where d is the cellular differential 
5.7.5. To complete the proof of (i), we must show the following
Proposition 5.25. The quasi–Coxeter algebra structure on A[[~]]/~n+1A[[~]]
given by the associators {ΦGF} lifts to one on A[[~]]/~n+2A[[~]] if, and only
if ξ is a Dynkin coboundary.
Proof. If ξ = dDΘ for some Θ = {ΘGF}, one readily checks that the
associators Φ˜GF − ~n+1ΘGF give the required lift. Conversely, if
ΦGF = ΦGF + ~n+1ΘGF = Φ˜GF + ~n+1ΘGF
endow A[[~]]/~n+2A[[~]] with a quasi–Coxeter algebra structure, one readily
checks using theorem 5.20 that Θ is a Dynkin one–cochain and that dDΘ = ξ

Part II. Quasi–Coxeter quasibialgebras
6. Quasi–Coxeter quasitriangular quasibialgebras
The aim of this section is to define the category of quasi–Coxeter quasi-
triangular quasibialgebras. We proceed in stages starting with the notion
of D–bialgebras, gradually weakening the bialgebra structure to get D–
quasitriangular quasibialgebras and then grafting on a quasi–Coxeter algebra
structure.
6.1. D–bialgebras.
Definition 6.1. A D–bialgebra (A, {AB},∆, ε) is a D–algebra (A, {AB})
endowed with a bialgebra structure, with coproduct ∆ and counit ε, such
that each AB is a subbialgebra of A, that is satisfies ∆(AB) ⊆ AB ⊗AB.
Definition 6.2. A morphism of D–bialgebras A,A′ is a morphism {ΨF}
of the underlying D–algebras such that each ΨF is a bialgebra morphism
(A,∆, ε)→ (A′,∆′, ε′).
If A is a bialgebra, we denote by ∆(n) : A → A⊗n, n ≥ 0, the iterated
coproduct defined by ∆(0) = ε, ∆(1) = id, and
∆(n+1) = ∆⊗ id⊗n−1 ◦∆(n)
if n ≥ 1. Each tensor power A⊗n of A is an A–bimodule, where a ∈ A acts by
left and right multiplication by ∆(n)(a) respectively. If A is a D–bialgebra,
this endows each A⊗n with the structure of a D–bimodule over A by setting
(A⊗n)B = A
⊗n
B . In the notation of §5.1 we then have, for any B1, B2 ⊆ D,
with B1 connected
(A⊗n)B2B1 = {ω ∈ A⊗nB1 | [ω,∆(n)(a)] = 0 for all a ∈ ABi2}
where Bi2 are the connected components of B2.
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6.2. D–quasibialgebras. Retain the definitions and notation of §4.3.1.
Definition 6.3. A D–quasibialgebra (A, {AB},∆, ε, {ΦB}, {F(B;α)}) is a
D–bialgebra A endowed with the following additional data:
• Associators : for each connected subdiagram B ⊆ D, an invertible
element
ΦB ∈ (A⊗3B )B
• Structural twists : for each connected subdiagram B ⊆ D and
vertex α ∈ B, a twist
F(B;α) ∈ (A⊗2B )B\α
satisfying the following axioms:
• for any connected B ⊆ D, (AB ,∆, ε,ΦB) is a quasibialgebra.
• For any connected B ⊆ D and α ∈ B,
(ΦB)F(B;α) = ΦB\α (6.1)
where ΦB\α =
∏
B′ ΦB′ , with the product ranging over the connected
components of B \ α if B 6= α, and Φ∅ = 1⊗3 otherwise.
Thus, a D–quasibialgebra has a coassociative coproduct ∆1. Moreover, for
any maximal nested set F on D, one can coherently twist the family of
quasibialgebras (AB ,∆, ε,ΦB), with B ∈ F , in the following way. For any
connected B ⊆ D and maximal nested set FB on B, set
FFB =
−→∏
C∈FB
F(C;αCFB )
∈ A⊗2B (6.2)
where the product is taken with F
(C1;α
C1
FB
)
written to the left of F
(C2;α
C2
FB
)
whenever C1 ⊂ C2. This does not specify the order of the factors uniquely,
but two orders satisfying this requirement are readily seen to yield the same
product. The factorised form of the twist FFB implies the following
Lemma 6.4. Let F be a maximal nested set on D and B ∈ F . Then, for
any a ∈ AB,
FF ·∆(a) · F−1F = FFB ·∆(a) · F−1FB
where FB = {C ∈ F|C ⊆ B} is the maximal nested set on B induced by F .
Thus, if F is a maximal nested set on D and B ∈ F , the twisted coproduct
∆F (a) = FF ·∆(a) · F−1F (6.3)
corresponding to F restricts to ∆FB on AB so that (AB ,∆FB , ε, (ΦB)FFB ) is
a subquasibialgebra of (A,∆F , ε, (ΦD)FF ). Turning now to the associators
ΦB, an inductive application of (6.1) readily yields the following
2
1The reader may object that a D–quasibialgebra is therefore not truly ’quasi’.
2this consequence of (6.1) arose during a conversation with R. Nest.
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Lemma 6.5. For any connected B ⊆ D and maximal nested set FB on B,
(ΦB)FFB = 1
⊗3
In particular, the twisted coproducts ∆FFB ,∆FF are in fact coassociative
and (AB ,∆FB , ε) is a subbialgebra of (A,∆F , ε).
Remark 6.6. Lemma 6.5 implies that the associators of aD–quasibialgebra
are not independent variables since, for any connected B and maximal nested
set FB on B,
ΦB = id⊗∆(F−1FB ) · 1⊗ F−1FB · FFB ⊗ 1 ·∆⊗ id(FFB ) (6.4)
The axioms involving ΦB are in fact equivalent to the requirement that the
right–hand side of (6.4) be invariant under AB and independent of the choice
of FB . It is, however, more convenient to work with the associators ΦB.
Remark 6.7. Relation (6.1) may be rephrased as follows. For any subdia-
gram B ⊆ D, let AB be the algebra generated by the ABi , where Bi runs
over the connected components of B and set ΦB =
∏
iΦBi . Consider the
(Drinfeld) tensor category RepΦB (AB) of AB–modules where the associa-
tivity constraints are given by the action of the associator ΦB . Then, for
any α ∈ B ⊆ D, the twist F(B;α) gives rise to a tensor structure on the
restriction functor RepΦB (AB)→ RepΦB\α(AB\α).
6.3. Morphism of D–quasibialgebras.
Definition 6.8. A morphism of D–quasibialgebras A,A′ is a morphism Ψ =
{ΨF} of the underlying D–algebras such that, for any maximal nested set F
on D, ΨF is a bialgebra morphism (A,∆F , ε) −→ (A′,∆′F , ε′).
Remark 6.9. Note that a morphism Ψ : A → A′ of D–quasibialgebras is
not a morphism of the underlying D–bialgebras in general. In other words,
if F is a maximal nested set, the morphism ΨF : A → A′ need not satisfy
Ψ⊗2F ◦∆ = ∆′ ◦ΨF .
6.4. Twisting of D–quasibialgebras. Let A be a D–quasibialgebra.
Definition 6.10.
(i) A twist of A is a family F = {FB}B⊆D labelled by the connected
subdiagrams of D, where FB ∈ (A⊗2B )B is an invertible element such
that
ε⊗ id(FB) = 1 = id⊗ε(FB)
(ii) The twist of A by F is the D–quasibialgebra
AF = (A, {AB},∆, ε, {ΦFB}, {FF(B;α)})
where, for any connected B ⊆ D and vertex α ∈ B
ΦFB = (ΦB)FB (6.5)
FF(B;α) = FB\α · F(B;α) · F−1B (6.6)
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with FB\α =
∏
i FBi , where the product ranges over the connected
components of B \ α if B 6= α, and F∅ = 1⊗2 otherwise.
Remark 6.11. In the notation (6.2), the twist of FFB by F is given by
FFFB = FFB · F−1B
Since FB is invariant under AB , twisting by F does not change the coproduct
∆FFB on AB, so that A and A
F are isomorphic as D–quasibialgebras via
the identity map.1
6.5. D–quasitriangular quasibialgebras. Retain the definitions of §4.3.5.
Definition 6.12. A D–quasitriangular quasibialgebra
(A, {AB},∆, ε, {ΦB}, {F(B;α)}, {RB})
is a D–quasibialgebra A endowed with an invertible element RB ∈ A⊗2B for
each connected subdiagram B ⊆ D such that (AB ,∆, ε,ΦB , RB) is a quasi-
triangular quasibialgebra.
Let A be a D–quasitriangular quasibialgebra, F a maximal nested set on D
and B ∈ F . By lemma 6.5, the twist by FFB of (AB ,∆, ε,ΦB , RB) yields a
quasitriangular bialgebra (AB ,∆FB , ε, (RB)FFB ).
Definition 6.13. A morphism of D–quasitriangular quasibialgebras A,A′
is a morphism {ΨF} of the underlying D–quasibialgebras such that, for any
maximal nested set F on D and B ∈ F , ΨF satisfies
ΨF ((RB)FFB ) = (R
′
B)F ′FB
and therefore restricts to a morphism of quasitriangular bialgebras
(AB ,∆FB , ε, (RB)FFB ) −→ (A
′
B ,∆
′
FB
, ε′, (R′B)F ′FB
)
Definition 6.14. A twist F = {FB}B⊆D of a D–quasitriangular quasibial-
gebra A is a twist of the underlying D–quasibialgebra. The twisting of A by
F is the D–quasitriangular quasibialgebra
AF = (A, {AB},∆, ε, {ΦFB}, {FF(B;α)}, {RFB})
where ΦFB, F
F
(B;α) are given by (6.5)–(6.6) and
RFB = (RB)FB = F
21
B ·RB · F−1B (6.7)
1Notice the difference between morphisms ofD–quasibialgebras and of quasibialgebras.
As pointed out in §4.3.1, a morphism of quasibialgebras A→ A′ is given by a twist F of
A′ followed by a na¨ıve morphism A→ A′F . Due to the restrictive nature of the twists we
use, the twist of a D–quasibialgebra A′ is still ’naively’ isomorphic to A′ in the sense of
definition 6.8.
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Remark 6.15. Since for any maximal nested set F on D and B ∈ F ,
(RFB)FFFB
= (F 21B ·RB · F−1B )FFBF−1B = (RB)FFB
A and AF are isomorphic as D–quasitriangular quasibialgebras via the iden-
tity map.
6.6. Quasi–Coxeter quasibialgebras. Assume henceforth that the dia-
gram D is labelled.
Definition 6.16. A quasi–Coxeter quasibialgebra of type D is a set
(A, {AB}, {Si}, {Φ(B;α,β)},∆, ε, {F(B;α)}, {ΦB})
where
• (A, {AB}, {Si}, {Φ(B;α,β)}) is a quasi–Coxeter algebra of type D,
• (A, {AB},∆, ε, {F(B;α)}, {ΦB}) is a D–quasibialgebra
and, for any pair (G,F) of maximal nested sets on D, the following holds
FG ·∆(ΦGF ) = Φ⊗2GF · FF (6.8)
Since ε⊗ id(FF ) = 1 = ε⊗ id(FG) and ε⊗ id ◦∆ = id, (6.8) implies that
ε(ΦGF ) = 1 (6.9)
It follows that Ad(ΦGF ) is an isomorphism of bialgebras (A,∆F , ε) −→
(A,∆G , ε). Moreover, by proposition 3.30 this isomorphism restricts to an
isomorphism (AB ,∆FB , ε) −→ (AB ,∆GB , ε) for any element B ∈ F ∩ G.
Remark 6.17. It was pointed out in remark 6.6 that, for aD–quasibialgebra
the axiom (6.1) is equivalent to the invariance of the right–hand side of (6.4)
and its independence on the choice of the maximal nested set FB . Since in
a quasi–Coxeter quasibialgebra the twists FF are related by gauge transfor-
mations, the invariance of (6.4) implies its independence on the choice of
FB . Thus, for quasi–Coxeter quasibialgebra axiom (6.1) is equivalent to the
invariance of the right–hand side of (6.4).
Let us spell out (6.8) in diagrammatic notation. By the connectedness of
the associahedron AD, (6.8) holds for any pair (G,F) if, and only if it holds
for any elementary pair of maximal nested sets on D. Let (G,F) be one
such pair, B = supp(G,F) the unique unsaturated element of F ∩G and set
α1 = α
B
F and α2 = α
B
G , so that, in the notation of §3.16, ΦGF = Φ(B;α2,α1).
Lemma 6.18. The relation (6.8) is equivalent to
F
(∁
B\α2
α1
;α1)
· F(B,α2) ·∆(Φ(B;α2,α1)) = Φ⊗2(B;α2,α1) · F(∁B\α1α2 ;α2) · F(B,α1)
Proof. By definition,
FG =
−→∏
C∈G
F(C;αCG )
and FF =
−→∏
C∈F
F(C;αCF )
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Let C ∈ F ∩ G, with C 6= B so that αCF = αCG . If C ⊥ B, then
F(C;αCG )
·∆(Φ(B;α2,α1)) = ∆(Φ(B;α2,α1)) · F(C;αCF ) (6.10)
since F(C;αCG )
∈ A⊗2C , ∆(Φ(B;α2,α1)) ∈ A⊗2B and [AC , AB ] = 0. If C ) B,
then B ⊆ C \ αCG and (6.10) holds since F(C;αCG ) commutes with ∆(AC\αCG ).
Finally, if C ( B, then C ⊆ B \ {α1, α2} and
Φ⊗2(B;α2,α1) · F(C;αCG ) = F(C;αCG ) · Φ
⊗2
(B;α2,α1)
since Φ(B;α2,α1) centralises AC\{α1,α2}. This implies the stated equivalence
since, by proposition 3.24, G \ F = ∁B\α2α1 and F \ G = ∁B\α2α1 
6.7. Morphism of quasi–Coxeter quasibialgebras.
Definition 6.19. A morphism Ψ : A→ A′ of quasi–Coxeter quasibialgebras
of type D is a morphism of the underlying quasi–Coxeter algebras and D–
quasibialgebras.
Thus, Ψ is a collection of algebra morphisms ΨF : A → A′ labelled by
maximal nested sets on D such that
Ψ⊗2F ◦∆F = ∆′F ◦ΨF
ε′ ◦ΨF = ε
ΨF ◦ Ad(ΦAFG) = Ad(ΦA
′
FG) ◦ΨG
ΨF (S
A
i ) = S
A′
i
for any F ,G and vertex αi ∈ D such that {αi} ∈ F .
6.8. Twisting of quasi–Coxeter quasibialgebras. Let A be a quasi–
Coxeter quasibialgebra of type D.
Definition 6.20.
(i) A twist of A is a pair (a, F ) where
• a = {a(B;α)} is a twist of the underlying quasi–Coxeter algebra
such that ε(a(B;α)) = 1 for any α ∈ B ⊆ D.
• F = {FB}B is a twist of the underlying D–quasibialgebra.
(ii) The twisting of A by (a, F ) is the quasi–Coxeter quasibialgebra
(A, {AB}, {Sai }, {Φa(B;α,β)},∆, ε, {F (a,F )(B;α)}, {ΦFB})
where Sai , Φ
a
(B;α,β) are given by (3.5)–(3.6), Φ
F
B is given by (6.5)
and
F
(a,F )
(B;α) = a
⊗2
(B;α) · FF(B;α) ·∆(a(B;α))−1
= FB\α · a⊗2(B;α) · F(B;α) ·∆(a(B;α))−1 · F−1B
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Note that the twisting of A by (a1, F1) followed by a twisting by (a2, F2) is
equal to the twisting by (a2 · a1, F2 · F1).
Remark 6.21. In the notation (6.2), the twist of FFB by (a, F ) is given by
F
(a,F )
FB
= a⊗2FB · FFB ·∆(aFB )−1 · F−1B = a⊗2FB · FFB · F−1B ·∆(aFB )−1
where aFB =
→∏
C∈FB
a(C;αCF )
.
Proposition 6.22. Let (a, F ) be a twist of A. Then, the assignment F →
Ad(aF ) defines an isomorphism of the quasi–Coxeter quasibialgebras A and
A(a,F ).
6.9. Quasi–Coxeter quasitriangular quasibialgebras.
Definition 6.23. A quasi–Coxeter quasitriangular quasibialgebra of type D
is a quasi–Coxeter quasibialgebra A of type D endowed with an invertible
element RB ∈ A⊗2B for each connected subdiagram B ⊆ D such that:
(i) (AB ,∆, ε,ΦB , RB) is a quasitriangular quasibialgebra.
(ii) For any αi ∈ D, the following holds
∆F(αi;αi)(Si) = (Rαi)
21
F(αi;αi)
· Si ⊗ Si (6.11)
Definition 6.24.
(i) A morphism Ψ : A → A′ of quasi–Coxeter quasitriangular quasib-
ialgebras is a morphism of the underlying quasi–Coxeter quasibial-
gebras such that, for any maximal nested set F on D and B ∈ F
ΨF ((RB)FFB ) = (R
′
B)F ′FB
(ii) A twist (a, F ) of a quasi–Coxeter quasitriangular quasibialgebra A
is one of the underlying quasi–Coxeter quasibialgebra. The twisting
of A by (a, F ) the quasi–Coxeter quasitriangular quasibialgebra
(A, {AB}, {Sai }, {Φa(B;α,β)},∆, ε, {F (a,F )(B;α)}, {ΦFB}, {RFB})
where RFB = (RB)FB is given by (6.7).
Remark 6.25. Since ε ⊗ id(R) = 1 = id⊗ε(R) in any quasitriangular
quasibialgebra (A,∆, ε,Φ, R) [Dr3, §3], applying ε⊗ id to (6.11) yields
ε(Si) = 1
By (6.9), this implies that, for any maximal nested set F on D, the action
ε ◦ πF of the braid group BD on the trivial A–module is trivial.
7. The Dynkin–Hochschild bicomplex of a D–bialgebra
Let D be a connected diagram and A a D–bialgebra. By combining the
Dynkin complex of A with the cobar complexes of its subalgebras AB , we
define in this section a bicomplex which controls the deformations of quasi–
Coxeter quasibialgebra structures on A.
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7.1. Let A be a bialgebra and C∗(A) the cobar complex of A, regarded as
a coalgebra, defined in §5.3. If C ⊆ A a sub–bialgebra, let
Cn(A)C = {a ∈ Cn(A)| [a,∆(n)(c)] = 0 for any c ∈ C}
where ∆(n) : C → C⊗n is the nth iterated coproduct, be the submodule of
C–invariants. It is easy to check that C∗(A)C is a subcomplex of C∗(A).
Assume now that A is a D–bialgebra. For p ∈ N and 0 ≤ q ≤ |D|, let
CDq(A;A⊗p) ⊂
⊕
α⊆B⊆D,
|α|=q
(A⊗pB )
B\α
be the group of Dynkin q–cochains with values in the D–bimodule A⊗p over
A. The Dynkin differential dDD defines a vertical differential CD
q(A;A⊗p)→
CDq+1(A;A⊗p) while the Hochschild differential dH defines a horizontal dif-
ferential CDq(A;A⊗p)→ CDq(A;A⊗(p+1)). A straightforward computation
yields the following.
Theorem 7.1. One has dDD ◦ dH = dH ◦ dDD. The corresponding co-
homology of the bicomplex CDq(A;A⊗p) is called the Dynkin–Hochschild
cohomology of the D–bialgebra A.
7.2. Regard D as labelled by attaching an infinite multiplicity to each edge.
By a trivial quasi–Coxeter quasibialgebra structure on A we shall mean one
whose underlying D–bialgebra structure is that of A and for which
Φ(B;β,α) = 1, F(B;α) = 1
⊗2 and ΦB = 1
⊗3
We do not assume that the local monodromies Si are trivial however. When
considering deformations of a trivial quasi–Coxeter quasibialgebra structure,
the local monodromies will be assumed to remain undeformed.
Theorem 7.2. The Dynkin–Hochschild bicomplex of A controls the formal,
one–parameter deformations of trivial quasi–Coxeter quasibialgebra struc-
tures on A. Specifically,
(i) A quasi–Coxeter quasibialgebra structure on A[[~]]/~n+1A[[~]] which
is trivial mod ~ canonically determines a Dynkin–Hochschild 4–
cocycle ξ and lifts to a quasi–Coxeter quasibialgebra structure on
A[[~]]/~n+2A[[~]] if, and only if ξ is a coboundary.
(ii) Two quasi–Coxeter quasibialgebra structures on A[[~]]/~n+1A[[~]] which
are trivial mod ~ and agree mod ~n differ by a Dynkin–Hochschild 3–
cocycle η and can be obtained from each other by a twist of the form
(1+~na, 1+~nF ) if, and only if, η = d(a, F ) and Ad(SAi )a(αi;αi) =
a(αi;αi).
Proof. (i) Let (Φ(B;α,β), F(B;α),ΦB) be the associators and structural twists
of the quasi–Coxeter quasibialgebra structure on A[[~]]/~n+1A[[~]]. We con-
struct in §7.3–7.6 a cochain (ξ, η, χ, θ) ∈ ⊕i+j=4CDj(A;A⊗i) and check
that it is a Dynkin–Hochschild cocycle.
QUASI–COXETER ALGEBRAS AND DYNKIN DIAGRAM COHOMOLOGY 97
7.3. Proceeding as in §5.7.1, we may assume that ΦFG = Φ−1GF mod ~n+2
for any elementary pair (G,F) of maximal nested sets on D. Let Hε be
an oriented nested set of dimension 2 on D, F0 a maximal nested set on
the boundary of H and F0,F1, . . . ,Fk−1,Fk = F0 the vertices of H listed
in their order of appearence on ∂H when the latter is endowed with the
orientation ε. Define ξ(Hε) ∈ A by
ΦFkFk−1 · · ·ΦF1F0 = 1 + hn+1ξ(Hε) mod ~n+2
It was proved in §5.7.2–5.7.4 that ξ is independent of the choice of F0,
satisfies ξ(H−ε) = −ξ(Hε), where −ε is the opposite orientation, and ξ is a
Dynkin 3–cocycle with values in A.
7.4. For any elementary pair (G,F) of maximal nested sets on D, define
ηGF ∈ A⊗2 by
FG ·∆(ΦGF )− Φ⊗2GF · FF = ~n+1ηGF mod ~n+2 (7.1)
Lemma 7.3. The following holds
(i) ηFG = −ηGF so that η is a cellular 1–cochain on the associahedron
AD with values in A⊗2.
(ii) If d is the cellular differential on AD, then dη = −dHξ.
(iii) η is a Dynkin 2–cochain.
(iv) dDDη = −dHξ.
Proof. (i) Multiplying (7.1) on the left by Φ⊗2FG = 1
⊗2 mod ~ and on the
right by ∆(ΦF ,G) = 1
⊗2 mod ~ and using the fact that ΦGF · ΦFG = 1 mod
~n+2, we get, working mod ~n+2
~n+1ηGF = Φ⊗2FG · FG − FF ·∆(ΦFG) = −~n+1ηFG
(ii) Since ΦFG = 1 mod ~ and ΦGF · ΦFG = 1 mod ~n+2, (7.1) may be
rewritten as
FG = ~n+1ηGF +Φ
⊗2
GF · FF ·∆(ΦFG) mod ~n+2
Let Hε, F0, . . . ,Fk−1 be as in §7.3. Then, mod ~n+2,
FF0 = ~
n+1ηF0,Fk−1 +Φ
⊗2
F0,Fk−1
· FFk−1 ·∆(ΦFk−1,F0)
= ~n+1(ηF0,Fk−1 + · · ·+ ηF1,F0)
+
(
ΦF0,Fk−1 · · ·ΦF1,F0
)⊗2 · FF0 ·∆ (ΦF0,F1 · · ·ΦFk−1,F0)
= ~n+1dη(Hε) +
(
1 + hn+1ξ(Hε)
)⊗2 · FF0 ·∆ (1− hn+1ξ(Hε))
= ~n+1 (dη(Hε) + 1⊗ ξ(Hε)−∆(ξ(Hε)) + ξ(Hε)⊗ 1) + FF0
(iii) Let (G,F) be an elementary pair of maximal nested sets on D and
set B = supp(F ,G), α1 = αBF and α2 = αBG so that ΦGF = Φ(B;α2,α1).
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Reasoning as in the proof of lemma 6.18, shows that, modulo ~n+2,
~n+1ηGF = F(∁B\α2α1 ;α1)
· F(B;α2) ·∆(Φ(B;α2,α1))
− Φ⊗2(B;α2,α1) · F(∁B\α1α2 ;α2) · F(B;α1)
(7.2)
from which it readily follows that ηGF ∈ (A⊗2B )B\{α1,α2} and that ηGF only
depends on the equivalence class of the elementary pair (G,F). By theorem
5.20, ξ is therefore a Dynkin 2–cochain.
(iv) is a direct consequence of (ii) and theorem 5.20 
7.5. For any α ∈ B ⊆ D, define χ(B;α) ∈ A⊗3 by
~n+1χ(B;α) = 1⊗ F(B;α) · id⊗∆(F(B;α)) · ΦB
− ΦB\α · F(B;α) ⊗ 1 ·∆⊗ id(F(B;α)) mod ~n+2
(7.3)
Lemma 7.4. The following holds
(i) χ is a Dynkin 1–cochain with values in A⊗3.
(ii) dDDχ = dHη
Proof. (i) We must show that χ(B;α) ∈ (A⊗2B )B\α. This readily follows
from the support properties of ΦB,ΦB\α and F(B;α).
(ii) Since F(B;α) = 1 mod ~, (7.3) may be rewritten as
(ΦB)F(B;α) = ΦB\α + ~
n+1χ(B;α) mod ~
n+2 (7.4)
Let α1 6= α2 ∈ B and set D1 = ∁B\α2α1 , D2 = ∁B\α1α2 . Then, mod ~n+2
(ΦB)F(D2;α2)·F(B;α1) = (ΦB\α1 + ~
n+1χ(B;α))F(D2;α2)
=
∏
D”
ΦD” · (ΦD2)F(D2;α2) + ~
n+1χ(B;α1)
=
∏
D”
ΦD” · (ΦD2\α2 + ~n+1χ(D2;α2)) + ~n+1χ(B;α1)
= ΦB\{α1,α2} + ~
n+1
(
χ(B;α1) + χ(D2;α2))
)
where the product in the third equality ranges over the connected compo-
nents D” of B \ α1 not containing α2. Permuting α1 and α2, we get mod
~n+2
(ΦB)F(D1;α1)·F(B;α2) = ΦB\{α1,α2} + ~
n+1
(
χ(B;α2) + χ(D1;α1))
)
(7.5)
By (7.2) however,
F(D1;α1) · F(B;α2) = (Φ(B;α2,α1))⊗2 · F(D2;α2) · F(B;α1) ·∆(Φ−1(B;α2,α1))
+ ~n+1η(B;α2,α1) mod ~
n+2
Since for any Φ ∈ (A⊗3B )B , F ∈ A⊗2B and a ∈ AB ,
(Φ)a⊗2·F ·∆(a)−1 = a
⊗3 · (Φ)F · (a⊗3)−1
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the left–hand side of (7.5) is also equal mod ~n+2 to
(ΦB)F(D1;α1)·F(B;α2) = Ad(Φ
⊗3
(B;α2,α1)
)(ΦB\{α1 ,α2} + ~
n+1(χ(B;α1) + χ(D2;α2)))
+ ~n+1dHη(B;α2,α1)
= ΦB\{α1,α2} + ~
n+1(χ(B;α1) + χ(D2;α2) + dHη(B;α2,α1))
where the last equality follows from the fact that Φ(B;α2,α1) centralises
AB\{α1,α2} and the fact that ΦB\{α1,α2} ∈ A⊗3B\{α1,α2}. Comparing the two
expressions for (ΦB)F(D1;α1)·F(B;α2) yields
dDDχ(B;α2,α1) = χ(B;α1) − χ(D1,α1) − χ(B;α2) + χ(D2,α2) = dHη(B;α2,α1)
as claimed 
7.6. For any algebra homomorphism ∆˜ : A → A⊗2 and element Φ ∈ A⊗3,
set
Pente∆(Φ) = id⊗2⊗∆˜(Φ) · ∆˜⊗ id⊗2(Φ)− 1⊗ Φ · id⊗∆˜⊗ id(Φ) · 1⊗ Φ
Let now B ⊆ D be a connected subdiagram and define θB ∈ A⊗3 by
~n+1ΘB = Pent∆(ΦB) mod ~n+2 (7.6)
Lemma 7.5.
(i) θ is a Dynkin 0–cocycle with values in A⊗4.
(ii) dDDθ = dHη.
(iii) dHθ = 0.
Proof. (i) we must prove that θB ∈ (A⊗4B )B which readily follows from the
fact that ΦB ∈ (A⊗3B )B .
(ii) Let α ∈ B ⊆ D. One readily checks that
Pent∆F(B;α)
((ΦB)F(B;α)) = 1
⊗2 ⊗ F(B;α) · 1⊗ id⊗∆(F(B;α)) · id⊗∆(3)(F(B;α))
· Pent∆(ΦB)
·∆(3) ⊗ id(F−1(B;α)) ·∆⊗ id(F−1(B;α))⊗ 1 · F−1(B;α) ⊗ 1⊗2
By (7.6), the right–hand side of the above equation is equal to ~n+1θB mod
~n+2. On the other hand, by (7.4), the left–hand side is equal to
Pent∆F(B;α) (ΦB\α + ~
n+1χ(B;α)) = Pent∆F(B;α) (ΦB\α) + ~
n+1dHχ(B;α)
= Pent∆(ΦB\α) + ~
n+1dHχ(B;α)
= ~n+1(θB\α + dHχ(B;α))
where the second equality follows from the fact that ∆F(B;α) restricts to ∆
on AB\α. Equating these two expressions, we therefore get
dDDθ(B;α) = θB − θB\α = dHη(B;α)
(iii) It is known that an obstruction defined by (7.6) satisfies dHθ = 0 [Dr3,
pp. 1448–9]. In the case at hand, a simpler proof can be given owing to the
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fact that by remark 6.6, ΦB is a non–abelian Hochschild coboundary. Let
B ⊆ D and α1, . . . , αk an enumeration of the vertices of B. Then
θB =
k−1∑
i=0
(θB\{α1,...,αi} − θB\{α1,...,αi+1})
=
k−1∑
i=0
dDDθ(B\{α1,...,αi};αi+1)
=
k−1∑
i=0
dHη(B\{α1 ,...,αi};αi+1)
so that θB is a Hochschild coboundary 
7.7. Let now
φ(D;α,β) ∈ AB\{α,β}B f(B;α) ∈ (A⊗2B )B\α and ψB ∈ (A⊗3B )B
with ε ⊗ id(f(B;α)) = id⊗ε(f(B;α)) = 0. The cocycle (ξ′, η′, χ′, θ′) corre-
sponding to
Φ(B;α,β) + ~
n+1φ(B;α,β) F(B;α) + ~
n+1f(B;α) and ΦB + ~
n+1ψB
is given by
ξ′ = ξ + dDDφ
η′ = η + dDDf − dHφ
χ′ = χ+ dDDψ + dHf
θ′ = θ + dHψ
so that the given quasi–Coxeter quasibialgebra structure lifts mod ~n+2 if,
and only if, (ξ, η, χ, θ) is a Dynkin–Hochschild coboundary. This concludes
the proof of (i).
7.8. Let now ({Si}, {Φj(B;α,β)}, {F j(B;α)}, {ΦB}), with j = 1, 2, be two quasi–
Coxeter quasibialgebra structures on A[[~]]/~n+1A[[~]] which are trivial mod ~
and agree mod ~n. Define φ(B;α,β), f(B;α) and ψB by the following equalities
mod ~n+1
Φ2(B;α,β) = Φ
1
(B;α,β) + ~
nφ(B;α,β)
F 2(B;α) = F
1
(B;α) + ~
nf(B;α)
Φ2B = Φ
1
B + ~
nψB
Then, linearlising the defining identities of a quasi–Coxeter quasibialgebra
readily yields that (φ, f, ψ) is a Dynkin–Hochschild 3–cocycle. It is easy to
check that (φ, f, ψ) is a coboundary if, and only if the two structures differ
by a twist equal to 1 mod ~n 
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Part III. Quantum Weyl groups
8. U~g as a quasi–Coxeter quasitriangular quasibialgebra
Let g be a complex, simple Lie algebra and let Dg be its Dynkin diagram. We
point out in 8.1–8.2 that the quantum group U~g, when endowed with the
quantum Weyl group operators and the universal R–matrices corresponding
to all subdiagrams of Dg, has the structure of a quasi–Coxeter quasitrian-
gular quasibialgebra of type Dg with trivial associators and relative twists.
We then transfer this structure to Ug[[~]]. This requires the cohomological
construction of non–trivial associators and structural twists and is similar in
spirit to the fact that U~g is twist equivalent to a quasitriangular quasibial-
gebra of the form (Ug[[~]],∆0, exp(~Ω),Φ) where ∆0 is the cocommutative
coproduct on Ug, Ω ∈ g⊗ g the Casimir operator of g and Φ some associa-
tor. The proof is somewhat lengthier however and occupies the rest of this
section.
8.1. Retain the notation of §4.1.3 and regard the quantum group U~g as
a topological Hopf algebra over the ring of formal power series C[[~]] by
endowing it with the coproduct given by
∆(Ei) = Ei ⊗ 1 + qHii ⊗Ei
∆(Fi) = Fi ⊗ q−Hii + 1⊗ Fi
∆(Hi) = Hi ⊗ 1 + 1⊗Hi
For any subdiagram D ⊆ Dg, the operators Ei, Fi,Hi, with i such that αi ∈
D, topologically generate a subalgebra U~gD ⊆ U~g canonically isomorphic
to the quantum group corresponding to gD and the restriction of the bilinear
form (·, ·) to it. Let
RD,~ ∈ 1⊗2 + ~U~g⊗2D
be the universal R–matrix of U~gD [Dr1, Dr2]. For D = αi, we denote U~gD
by U~sl
i
2 and RD,~ by R
~
i .
For any αi ∈ Dg, let S~i ∈ Û~sli2 be the quantum Weyl group element defined
by (4.2). The following result is due to Lusztig, Kirillov–Reshetikhin and
Soibelman [Lu, KR, So].
Proposition 8.1.
(i) The following holds in Û~sl
i
2
(S~i )
2 = exp(
√−1πHi) · qCi
where exp(
√−1πHi) and Ci are the sign and Casimir operators of
U~sl
i
2, that is the central elements of Û~sl
i
2 acting on the indecom-
posable representation Vm of dimension m+ 1 as multiplication by
(−1)m and (αi,αi)2 · m(m+2)2 respectively.
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(ii) The following holds in Û~sl
i
2
⊗2
∆(S~i ) = (R
~
i )
21 · S~i ⊗ S~i
Proof. By [Lu, prop. 5.2.2.(b)], (S
~
i )
2 acts on the subspace of Vm of weight
 = −m+ 2j, j = 0 . . . m, as multiplication by
(−1)mq2j(m−j)+mi = (−1)mq
1
2
(m−)(m+)+m
i = (−1)mq
m(m+2)
2
+ 
2
2
i
so that (S
~
i )
2 = exp(
√−1πHi)qCiq−Hir/2i . Since Ad(S~i )(Hi) = −Hi, (i)
holds. (ii) readily follows from the fact that, by [Lu, prop. 5.3.4], S
~
i satisfies
∆(S
~
i ) = (R
~
i )
21 · S~i ⊗ S~i
where R
~
i = q
−
Hi⊗Hi
2
i · R~i 
8.2. Label the Dynkin diagram Dg by attaching to each pair αi 6= αj the
order mij of the product sisj ∈ W of the corresponding simple reflections.
The following is an immediate corollary of proposition 8.1 and [Dr1, §13].
Proposition 8.2. For any αi 6= αj ∈ D ⊆ Dg, set
Φ(D;αi,αj) = 1, F(D;αi) = 1
⊗2 and ΦD = 1
⊗3
Then, (
U~g, {U~gD}, {S~i }, {Φ(D;αi,αj)},∆, {RD,~}, {F(D;αi)}, {ΦD}
)
is a quasi–Coxeter quasitriangular quasibialgebra of type Dg. The corre-
sponding braid group representations are the quantum Weyl group represen-
tations of Bg on finite–dimensional U~g–modules.
8.3. For any αi ∈ Dg, choose root vectors ei ∈ gαi , fi ∈ g−αi such that
[ei, fi] = hi. Then, the assignement
Ei → ei, Fi → fi, Hi → hi
extends uniquely to an isomorphism of Hopf algebras
Ψ0 : U~g/~U~g −→ Ug
We shall say that a C[[~]]–linear map Ψ : U~g→ Ug[[~]] is equal to the identity
mod ~ if its reduction mod ~ is equal to Ψ0. Since finite–dimensional g–
modules do not possess non–trivial deformations, the canonical map Ûg[[~]]→
Ûg[[~]] is an isomorphism. Any algebra isomorphism Ψ : U~g→ Ug[[~]] there-
fore extends to an isomorphism
Û~g −→ Ûg[[~]] = Ûg[[~]]
which we denote by the same symbol.
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8.4. Extend the bilinear form (·, ·) on h to a non–degenerate, symmetric,
bilinear, ad–invariant form on g. For any subdiagram D ⊆ Dg, let gD ⊆
lD ⊆ g be the corresponding simple and Levi subalgebras. Denote by
ΩD = xa ⊗ xa, CD = xa · xa and rgD =
∑
α≻0:
supp(α)⊆D
(α,α)
2
· eα ∧ fα
where {xa}a, {xa}a are dual basis of gD with respect to (·, ·), the correspond-
ing invariant tensor, Casimir operator and standard solution of the modified
classical Yang–Baxter equation (MCYBE) for gD respectively. Abbreviate
slαi2 , Ωαi and Cαi to sl
i
2, Ωi and Ci respectively and let s˜i be the triple ex-
ponentials (4.8).
The aim of this section is to prove the following
Theorem 8.3. U~g is equivalent to a quasi–Coxeter quasitriangular quasi-
bialgebra of type Dg of the form(
Ug[[~]], {UgD[[~]]}, {Si,C}, {Φ(D;αi,αj)},∆0, {ΦD}, {RKZD }, {F(D;αi)}
)
where ∆0 is the cocommutative coproduct on Ug,
Si,C = s˜i · exp(~/2 · Ci)
ΦD = 1
⊗3 mod ~2
RKZD = exp(~ · ΩD)
Alt2 F(D;αi) = ~ · (rgD − rgD\{αi}) mod ~
2
and Φ(D;αi,αj), F(D;αi) are of weight 0.
Proof.We begin by recursively constructing in §8.5–§8.9 two families {Ψ(D;F)}
and {Φ(D;F ,G)} labelled by connected subdiagrams D ⊆ Dg and (elementary
pairs of) maximal nested sets on D satisfying the following properties:
(i)D For any maximal nested set F on D,
Ψ(D;F) : U~gD −→ UgD[[~]]
is an algebra isomorphism equal to the identity mod ~ and restrict-
ing to the identity on hD. Moreover, for any B ∈ F , Ψ(D;F) restricts
to Ψ(B;FB) on U~gB . Lastly, for any αi ∈ Dg,
Ψ(αi;αi)(S
~
i ) = Si,C
(ii)D For any elementary pair (G,F) of maximal nested sets on D, the
associator
Φ(D;G,F) ∈ 1 + ~UgD1 [[~]]lD2
where D1 = supp(G,F) ⊃ D2 = zsupp(G,F), satisfies
Ψ(D;G) = Ad(Φ(D;G,F)) ◦Ψ(D;F) (8.1)
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and Φ(D;F ,G) = Φ
−1
(D;G,F). Moreover, if α
D
G = α
D
F = αi, then
Φ(D;G,F) = Φ(D\αi;G\D,F\D) (8.2)
(iii)D For any pair of maximal nested sets F ,G on D and elementary
sequences
F = H1,H2, . . . ,Hl = G and F = K1,K2, . . . ,Km = G
one has
Φ(D;H1,H2) · · ·Φ(D;Hl−1,Hl) = Φ(D;K1,K2) · · ·Φ(D;Km−1,Km)
(iv)D For any equivalent elementary pairs of maximal nested sets (G,F)
and (G′,F ′) on D, one has
Φ(D;G,F) = Φ(D;G′,F ′)
Here and in the sequel, we follow the convention that the isomorphisms and
associators corresponding to non–connected diagrams are the product of
those corresponding to their connected components. Specifically, let αi ∈ D
and let D1, . . . ,Dk be the connected components of D \ αi, so that
U~gD\αi
∼= U~gD1⊗· · ·⊗U~gDk and UgD\αi [[~]] ∼= UgD1 [[~]]⊗· · ·⊗UgDk [[~]]
If F is a maximal nested set on D with αDF = αi, so that
F = {D} ⊔ F1 ⊔ · · · Fk
where Fi is a maximal nested set on Di, we set
Ψ(D\αi;F\D) = Ψ(D1;F1) ⊗ · · · ⊗Ψ(Dk ;Fk)
If G is another maximal nested set on D with αDG = αi, so that
G = {D} ⊔ G1 ⊔ · · · ⊔ Gk
with Gi a maximal nested set on Di, we set
Φ(D\αi;G\D;F\D) = Φ(D1;G1,F1) ⊗ · · · ⊗Ψ(Dk;Gk,Fk)
Once constructed, the associators Φ(Dg ;G,F) endow Ug[[~]] with the struc-
ture of a quasi–Coxeter algebra Q which is equivalent, via the isomorphisms
Ψ(Dg ;F), to the quasi–Coxeter structure on U~g determined by the quan-
tum Weyl group operators S~i . A suitable collection of associators ΦD and
structural twists F(D;αi) promoting Q to a quasi–Coxeter quasitriangular
quasibialgebra structure on Ug[[~]] equivalent to that on U~g will then be
constructed in §8.10–§8.16.
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8.5. We first construct, for any αi ∈ Dg, an algebra isomorphism
Ψ(αi;αi) : U~sl
i
2 −→ Usli2[[~]]
equal to the identity mod ~ and mapping Hi to hi and S~i to Si,C.
Lemma 8.4. Let A be a complete, topological algebra over C[[~]] and a, b ∈ A
two invertible elements such that
a = b mod ~ and a2 = b2
Then
b = gag−1 where g = (ba−1)1/2 ∈ 1 + ~A
Proof. Let δ = ba−1 ∈ 1 + ~A so that b = δa. Then b2 = a2 implies that
δaδ = a and therefore that F (δ)a = aF (δ−1) for any formal power series F .
In particular δ1/2a = aδ−1/2 so that
b = δ1/2δ1/2a = δ1/2aδ−1/2
as claimed 
Let
Ψi : U~sl
i
2 −→ Usli2[[~]]
be an algebra isomorphism equal to the identity mod ~ and mapping Hi to
hi [Dr2, Prop. 4.3] and set Si = Ψi(S
~
i ). Then, Si = s˜i mod ~ and, by
proposition 8.1,
S2i = Ψi((S
~
i )
2) = Ψi(exp(
√−1πHi) · qCi) = exp(
√−1πhi) · qCi = S2i,C
Thus, by lemma 8.4,
Ψ(αi;αi) = Ad(Si,C · S−1i )1/2 ◦Ψi
maps S~i to Si,C and Hi to hi since
Ad(Si)hi = −hi = Ad(Si,C)hi
8.6. Assume now that, for some 1 ≤ m ≤ |Dg|−1, the isomorphisms Ψ(D;F)
and associators Φ(D;F ,G) have been constructed for all D with |D| ≤ m in
such a way that properties (i)D–(iv)D hold. We now construct isomorphisms
Ψ(D;F) for all D with |D| = m + 1 which satisfy (i)D. We shall need the
following.
Proposition 8.5. Let D ⊆ Dg be a subdiagram. Then, for any algebra
isomorphism
ΨD : U~gD −→ UgD[[~]]
equal to the identity mod ~, there exists an algebra isomorphism
Ψ : U~g −→ Ug[[~]]
equal to the identity mod ~ and restricting to ΨD on U~gD. If ΨD restricts
to the identity on hD, then Ψ may be chosen such that Ψ|h = id.
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Proof. Let Ψ˜ : U~g −→ Ug[[~]] be an algebra isomorphism equal to the
identity mod ~. Set
τ = Ψ˜ ◦Ψ−1D : UgD −→ Ug[[~]]
so that τ = id+~τ1 mod ~2 for some linear map τ1 : UgD → Ug. Since τ
is an algebra homomorphism, we readily find that, for any x, y ∈ gD,
τ1([x, y]) = [x, τ1(y)] + [τ1(x), y] = ad(x)τ1(y)− ad(y)τ1(x)
so that the restriction of τ1 to gD is a 1–cocycle with values in Ug endowed
with the adjoint action of gD. Since H
1(gD, Ug) = 0, there exists a1 ∈ Ug
such that
τ1(x) = ad(x)a1 = −[a1, x]
for any x ∈ gD. It follows that
Ad(1 + ~a1) ◦ Ψ˜ ◦Ψ−1D = id+~2τ2 mod ~3
for some linear map τ2 : UgD → Ug. Continuing in this way, we find a
sequence of elements an ∈ Ug, n ≥ 2 such that
Ad(1 + ~nan) ◦ · · · ◦Ad(1 + ~a1) ◦ Ψ˜ ◦Ψ−1D = id mod ~n+1
so that, setting
a = lim
n→∞
(1 + ~nan) · · · (1 + ~a1) ∈ 1 + ~Ug[[~]]
and
Ψ = Ad(a) ◦ Ψ˜ : U~g −→ Ug[[~]]
we find that Ψ is an algebra isomorphism equal to the identity mod ~ and
extending ΨD. If ΨD|hD = id, and Ψ˜ is chosen such that Ψ˜|h = id [Dr2,
prop. 4.3], the obstructions τi constructed above are readily seen to be equi-
variant for the adjoint actions of h on UgD and Ug so that the an, n ≥ 2
may be chosen of weight 0 thus implying that Ψ|h = id 
Let now D ⊆ Dg be a connected subdiagram with |D| = m + 1. For any
αi ∈ D, choose a reference maximal nested set Fi on D such that αDFi = αi
and, using proposition 8.5, an algebra isomorphism
Ψ(D;Fi) : U~gD −→ UgD[[~]]
such that
Ψ(D;Fi) = id mod ~, Ψ(D;Fi)
∣∣
hD
= id
and
Ψ(D;Fi)
∣∣
U~gD\αi
= Ψ(D\αi;Fi\D)
For any maximal nested set F on D with αDF = αi, set
Ψ(D;F) = Ad(Φ(D\αi;F\D,Fi\D)) ◦Ψ(D;Fi) (8.3)
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We claim that Ψ(D;F) satisfies (i)D. Since Φ(D\αi;F\D,Fi\D) is of weight 0,
this amount to showing that the restriction of Ψ(D;F) to U~gD\αi is equal to
Ψ(D\αi;F\D). By construction, this restriction is equal to
Ad(Φ(D\αi;F\D,Fi\D)) ◦Ψ(D\αi;Fi\D)
which, by (ii)D\αi , is equal to Ψ(D\αi;F\D).
8.7. We next construct associators Φ(D;G,F) and prove that they satisfy
property (ii)D. For any αi, αj ∈ D, the automorphism τji = Ψ(D;Fj)◦Ψ−1(D;Fi)
of Ug[[~]] is equal to the identity mod ~ and fixes hD. SinceH1(gD, UgD) = 0,
τji is inner and there exists an element
Φ(D;Fj ,Fi) ∈ 1 + ~UgD[[~]]hD
such that
Ψ(D;Fj) = Ad(Φ(D;Fj ,Fi)) ◦Ψ(D;Fi) (8.4)
We choose the associators Φ(D;Fj ,Fi) in such a way that
Φ(D;Fj ,Fi) = Φ
−1
(D;Fi,Fj)
and Φ(D;Fi,Fi) = 1
For any pair F ,G of maximal nested sets on D with αDF = αi and αDG = αj ,
set
Φ(D;G;F) = Φ(D\αj ;G\D,Fj\D) · Φ(D;Fj ,Fi) · Φ(D\αi;Fi\D,F\D) (8.5)
so that, by (iii)D\αi ,
Φ(D;G;F) = Φ(D\αi,G\D,F\D) (8.6)
whenever αDG = αi = α
D
F . We claim that these associators satisfy (ii)D. For
any F ,G with αDF = αi, αDG = αj , we have,
Ψ(D;G) = Ad(Φ(D;G;Fj)) ◦Ψ(D;Fj)
= Ad(Φ(D;G;Fj) · Φ(D;Fj ,Fi)) ◦Ψ(D;Fi)
= Ad(Φ(D;G;Fj) · Φ(D;Fj ,Fi) · Φ(D;Fi,F)) ◦Ψ(D;F)
= Ad(Φ(D;G;F)) ◦Ψ(D;F)
(8.7)
where the first and third equalities follow from (8.3), the second from (8.4)
and the last one from (8.5). Set now
D1 = supp(F ,G) and D2 = zsupp(F ,G)
We claim that Φ(D;G,F) lies in UgD1 [[~]] and is invariant under gD2 . It suffices
to show that Φ(D;G,F) ∈ UgD1 [[~]] since, by (8.7) and the fact that, by (i)D,
Ψ(D,G) and Ψ(D,F) have the same restriction on UgD2 , Φ(D;G,F) centralises
UgD2 . Now if α
D
G = α
D
F , then
supp(G,F) = supp(G \D,F \D) (8.8)
and the claim follows from the inductive assumption and (8.6). If, on the
other hand αDG 6= αDF , then supp(G,F) = D and there is nothing to prove.
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8.8. We now modify the associators Φ(D;G,F) so that they also satisfy (iii)D.
Introduce to this end some terminology. Call a fundamental nested set H
on D old (resp. new) if
|D \
⋃
B∈H\D
B| = 1 (resp. ≥ 2)
For example, if (G,F) is an elementary pair of maximal nested sets on D,
then H = G ∩ F is old precisely when αDG = αDF and therefore when the
associator Φ(D;G,F) is inductively determined by (8.2). If, on the other hand,
H is new then supp(G,F) = D and Φ(D;G,F) is determined by (8.1) only up
to multiplication by an element of
ζ(D;G,F) ∈ 1 + ~ · Z(UgD)[[~]]
Our goal is to modify these new associators by suitable elements ζ(D;G,F)
while keeping the old ones fixed, in such a way that the generalised pentagon
identities corresponding to the two–faces of the associahedron AD hold.
Note first the following straightforward
Lemma 8.6. The collection of faces AoldD ⊆ AD corresponding to old maxi-
mal nested sets is a subcomplex of AD. For any αi ∈ D, let Di1, . . . ,Diki be
the connected components of D \ αi and set
AD\αi = AD1 × · · · × ADki
Then, the map AD\αi −→ AoldD given by
(H1, . . . ,Hki) −→ {D} ⊔ H1 ⊔ · · · ⊔ Hki
yields an isomorphism
AoldD ∼=
⊔
αi∈D
AD\αi
Let now Σ be an oriented two–face of AD with vertices
F1, . . . ,Fk,Fk+1 = F1
listed in their order of appearence along the boundary of Σ. Thus, for each
i = 1 . . . k, (Fi+1,Fi) is an elementary pair of maximal nested sets on D and
we may set
ζ(Σ) = Φ(D;Fk+1,Fk) · · ·Φ(D;F2,F1)
Proposition 8.7.
(i) The element ζ(Σ) lies in ZD = 1+~Z(UgD)[[~]], only depends upon
the orientation of Σ and satisfies ζ(−Σ) = ζ(Σ)−1.
(ii) The assignement Σ → ζ(Σ) defines a 2-cocycle on AD relative to
the subcomplex AoldD with coefficients in the abelian group ZD.
QUASI–COXETER ALGEBRAS AND DYNKIN DIAGRAM COHOMOLOGY 109
Proof. (i) By (ii)D,
Ad(ζ(Σ)) = Ad(Φ(D;Fk+1,Fk) · · ·Φ(D;F2,F1))
= Ψ(D;Fk+1) ◦Ψ−1(D,Fk) ◦ · · · ◦Ψ(D;F2) ◦Ψ
−1
(D,F1)
= id
since Fk+1 = F1, so that ζ(Σ) ∈ ZD as claimed. It follows that ζ(Σ) only
depends upon the orientation of Σ since Φ(D;F2,F1) commutes with ζ(Σ) and
we therefore have
Φ(D;Fk+1,Fk) · · ·Φ(D;F2,F1) = Φ(D;F2,F1) · Φ(D;Fk+1,Fk) · · ·Φ(D;F3,F2)
(ii)1 We claim that ζ(Σ) is of the form ζ˜(∂Σ) where ζ˜ is a homomorphism
mapping one–chains in AD to ZD, so that dζ = ζ˜ ◦ ∂ ◦ ∂ = 0. Note first
that we may attach an element z(p) ∈ ZD to any closed edge–path in AD
i.e., a sequence p = (F2,F1), (F3,F2), . . . , (Fn+1,Fn) of elementary pairs of
maximal nested sets on D such that Fn+1 = F1 by setting
z(p) = Φ(D;F1,Fn) · · ·Φ(D;F2,F1)
Fix now a maximal nested set F0 on D and, for each maximal nested set F
on D, an edge–path pF from F0 to F . For any oriented 1–face e = (G,F)
of AD, set
ζ˜(e) = z(p−1G ∨ e ∨ pF )
where p−1G is the edge–path from G to F0 obtained by reversing the orienta-
tion of pG and ∨ is the concatenation. It is clear that ζ(Σ) = ζ˜(∂Σ) so that
ζ is a two–cocycle on AD which, by the inductive assumption is equal to 1
on the 2–faces of AoldD 
Since AD and AoldD are contractible, H2(AD,AoldD ;ZD) = 1. Thus, there
exists a 1–cochain ξ on AD such that
dξ = ζ and ξ(G,F) = 1 (8.9)
whenever (G,F) is an elementary pair of maximal nested sets on D such
that supp(G,F) ( D. Replacing each Φ(D;G,F) by Φ(D;G,F) ·ξ(G,F)−1 yields
a collection of associators satisfying (ii)D and (iii)D .
8.9. We now show that the associators Φ(D;G,F) satisfy property (iv)D. Let
(G,F) and (G′,F ′) be two equivalent elementary pairs of maximal nested
sets on D. If supp(G,F) ( D, then
αDG = α
D
F = αi = α
D
F ′ = α
D
G′
for some αi ∈ D and, by (ii)D\αi and (iv)D\αi ,
Φ(D;G,F) = Φ(D\αi;G\D,F\D) = Φ(D\αi;G′\D,F ′\D) = Φ(D;G′,F ′)
1I owe this proof to G. Skandalis
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Assume now that supp(G,F) = D = supp(G′,F ′) and set
αi = α
D
F = α
D
F ′ and αj = α
D
G = α
D
G′
Lemma 8.8. There exist two sequences
F = F1, . . . ,Fm = F ′ and G = G1, . . . ,Gm = G′
of maximal nested sets on D such that, for any i = 1 . . . m−1, the following
holds
(i) (Fi,Fi+1) and (Gi,Gi+1) are equivalent elementary pairs of maximal
nested sets on D such that
supp(Fi,Fi+1) = supp(Gi,Gi+1) ⊆ D \ {αi, αj}
(ii) (Gi,Fi) and (Gi+1,Fi+1) are equivalent elementary pairs of maximal
nested sets on D.
Proof. Let D1, . . . ,Dp be the connected components of D \ {αi, αj}, so
that
F = H1 ⊔ · · · ⊔ Hp ⊔ {∁D\αiαj } F ′ = H′1 ⊔ · · · ⊔ H′p ⊔ {∁D\αiαj }
G = H1 ⊔ · · · ⊔ Hp ⊔ {∁D\αjαi } G′ = H′1 ⊔ · · · ⊔ H′p ⊔ {∁D\αjαi }
where Hk,H′k are maximal nested sets on Dk. By connectedness of ADk ,
there exists an elementary sequence Hk = H1k, . . . ,Hmkk = H′k of maximal
nested sets on Dk. Setting m = m1 + · · ·+mk and
Fi = H′1 ⊔ · · ·H′k−1 ⊔Hi−m1−···−mk−1k ⊔Hk+1 ⊔ · · ·Hp ⊔ {∁D\αiαj }
Gi = H′1 ⊔ · · ·H′k−1 ⊔Hi−m1−···−mk−1k ⊔Hk+1 ⊔ · · ·Hp ⊔ {∁
D\αj
αi }
for anym1+· · ·+mk−1+1 ≤ i ≤ m1+· · ·+mk yields the required sequences
By (iii)D ,
Φ(D;G,F) · Φ(D;F1,F2) · · ·Φ(D;Fm−1,Fm) = Φ(D;G,G2) · · ·Φ(Gm−1,Gm) · Φ(D;G′,F ′)
= Φ(D;G′,F ′) · Φ(D;G1,G2) · · ·Φ(Gm−1,Gm)
= Φ(D;G′,F ′) · Φ(D;F1,F2) · · ·Φ(Fm−1,Fm)
where the second equality follows from the fact that Φ(D;G,F) commutes with
Ugzsupp(G,F)[[~]] ∋ Φ(D;Gi,Gi+1)
and the last one from (iv)D\{αi,αj} and the fact that (Gi,Gi+1) and (Fi,Fi+1)
are equivalent pairs.
8.10. We next graft on to the previously constructed isomorphisms Ψ(D;F)
and associators Φ(D;G,F) a collection {F(D;αi)} of relative twists such that,
for any connected subdiagram D ⊆ Dg, the following properties hold
(v)D For any αi ∈ D,
F(D;αi) ∈ 1⊗2 + ~(Ug⊗2D [[~]])lD\αi
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(vi)D For any maximal nested set F on D,
Ψ⊗2(D;F) ◦∆ ◦Ψ−1(D;F) = Ad(F(D;F)) ◦∆0 (8.10)
where, as customary
F(D;F) =
−→∏
B∈F
F(B;αBF )
(vii)D For any pair (G,F) of maximal nested sets on D
F(D;G) = Φ
⊗2
(D;G,F) · F(D;F) ·∆0(Φ(D;F ,G))
8.11. Assume that, for some 0 ≤ m ≤ |Dg| − 1, the relative twists F(D;αi)
have been constructed for all D with |D| ≤ m in such a way that properties
(v)D–(vii)D hold. Let D ⊆ Dg be a connected subdiagram such that |D| =
m+ 1. For any maximal nested set F on D, denote by
∆(D;F) : UgD[[~]] −→ Ug⊗2D [[~]]
the algebra homomorphism defined by the left–hand side of (8.10). Note
that if F ,G are maximal nested sets on D, property (ii)D of §8.4 implies
that
∆(D;G) = Ad(Φ
⊗2
(D;G,F)) ◦∆(D;F) ◦ Ad(Φ(D;F ,G)) (8.11)
Fix αi ∈ D and a maximal nested set Fi on D such that αDFi = αi. Since
∆(D;Fi) = ∆0 mod ~ and H
1(gD, Ug
⊗2
D ) = 0, where UgD is regarded as a
gD–module under the adjoint action, there exists a twist
Fi ∈ 1⊗2 + ~Ug⊗2D [[~]]
such that
∆(D;Fi) = Ad(Fi) ◦∆0 (8.12)
This implies in particular that Fi is invariant under hD since ∆(D;Fi) and
∆0 coincide on hD.
For any αi 6= αj ∈ D, choose a maximal nested set Fj on D such that
αDFj = αj and set
Fj = Φ
⊗2
(D;Fj ,Fi)
· Fi ·∆0(Φ(D;Fi,Fj)) ∈ 1⊗2 + ~(Ug⊗2D [[~]])hD (8.13)
It follows from (8.12) and (8.11) that, for any αj ∈ D,
∆(D;Fj) = Ad(Fj) ◦∆0 (8.14)
For any such αj, set
F(D;αj) = F
−1
(D\αj ;Fj\D)
· Fj ∈ 1⊗2 + ~(Ug⊗2D [[~]])hD
We claim that these relative twists satisfy (v)D–(vii)D
Proposition 8.9.
(i) F(D;αj) is invariant under lD\αj .
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(ii) For any pair (G,F) of maximal nested sets on D
F(D;G) = Φ
⊗2
(D;G,F) · F(D;F) ·∆0(Φ(D;F ,G))
(iii) For any maximal nested set F on D,
∆(D;F) = Ad(F(D;F)) ◦∆0
Proof. (i) By (8.14),
Ad(F(D;αj )) ◦∆0 = Ad(F−1(D\αj ;Fj\D)) ◦∆(D;Fj)
By (i)D and (vi)D\αj , the right–hand side restricts to ∆0 on UgD\αj . This
implies the invariance of F(D;αj) under gD\αj . (ii) The stated identity cer-
tainly holds if F = Fi and G = Fj for some αj ∈ D since in that case
F(D;F) = Fi and F(D;G) = Fj is given by (8.13). By transitivity of the as-
sociators, it therefore suffices to check it when αDF = αj = α
D
G for some
αj ∈ D. In that case,
F(D;G) = F(D\αj ;G\D) · F(D;αj)
= Φ⊗2(D\αj ;G\D,F\D) · F(D\αj ;F\D) ·∆0(Φ(D\αj ;F\D,G\D)) · F(D;αj)
= Φ⊗2(D\αj ;G\D,F\D) · F(D\αj ;F\D) · F(D;αj) ·∆0(Φ(D\αj ;F\D,G\D))
= Φ⊗2(D;G,F) · F(D;F) ·∆0(Φ(D;F ,G))
where the second equality follows by (vii)D\αj , the third one by the invari-
ance of F(D;αj) under gD\αj and the last one from property (ii)D of §8.4.
(iii) Let αj = α
D
F . By (8.14), the stated identity holds if F = Fj since in
that case
F(D;F) = F(D\αj ;Fj\D) · F(D;αj) = Fj
In the general case, we have, by (8.11) and (ii)
∆(D;F) = Ad(Φ
⊗2
(D;F ,Fj)
) ◦∆(D;Fj) ◦ Ad(Φ(D;Fj ,F))
= Ad(Φ⊗2(D;F ,Fj)) ◦ Ad(F(D;Fj)) ◦∆0 ◦Ad(Φ(D;Fj ,F))
= Ad(F(D;F)) ◦Ad(∆0(Φ(D;F ,Fj))) ◦∆0 ◦Ad(Φ(D;Fj ,F))
= Ad(F(D;F)) ◦∆0

8.12. We now construct associators ΦD and R–matrices RD such that for
any connected subdiagram D ⊆ Dg, the following holds
(viii)D ΦD ∈ 1⊗3 + ~(Ug⊗3D [[~]])gD satisfies the pentagon equations with
respect to ∆0 and, for any maximal nested set F on D,
(ΦD)F(D;F) = 1
⊗3
(ix)D RD ∈ 1⊗2 + ~(Ug⊗2D [[~]])gD satisfies the hexagon equations with re-
spect to ∆0 and ΦD and, for any maximal nested set F on D,
(RD)F(D;F) = Ψ
⊗2
(D;F)(RD,~)
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For any maximal nested set F on D, set
Φ(D;F) = 1⊗ F−1(D;F) · id⊗∆(D;F)(F−1(D;F)) ·∆(D;F) ⊗ id(F(D;F)) · F(D;F) ⊗ 1
∈ 1⊗3 + ~Ug⊗3D [[~]]
and
R(D;F) = (F
−1
(D;F))
21 ·Ψ⊗2(D;F)(RD,~) · F(D;F)
∈ 1⊗2 + ~Ug⊗2D [[~]]
so that
(UgD[[~]],∆0,Φ(D;F), R(D;F)) = (UgD[[~]],∆(D;F), 1
⊗3,Ψ⊗2(D;F)(RD,~))F−1(D;F)
∼= (U~gD,∆, 1⊗3, RD,~)Ψ−1
(D;F)
⊗2
(F−1
(D;F)
)
is a quasitriangular quasibialgebra. In particular, Φ(D;F) and R(D;F) satisfy
the pentagon and hexagon equations with respect to ∆0 and are invari-
ant under gD since ∆0 is coassociative and cocommutative. We claim that
Φ(D;F) and R(D;F ) are independent of the choice of F , so that (viii)D and
(ix)D hold with ΦD = Φ(D;F) and RD = R(D;F) respectively. From (vii)D,
one readily finds that
Φ(D;G) = ∆
(3)
0 (Φ(D;G,F)) · Φ(D;F) ·∆(3)0 (Φ(D;F ,G))
R(D;G) = ∆0(Φ(D;G,F)) · R(D;F) ·∆0(Φ(D;F ,G))
where
∆
(3)
0 = ∆0 ⊗ id ◦∆0 = id⊗∆0 ◦∆0 : UgD −→ Ug⊗3D
Thus Φ(D;G) = Φ(D;F) and R(D;G) = R(D;F) since Φ(D;F) and R(D;F) are
invariant under gD.
8.13. The coproduct identity. Note that, for any αi ∈ Dg, we have
Ad(F(αi;αi))∆0(Si,C) = ∆(αi;αi)(Ψ(αi;αi)(S
~
i ))
= Ψ⊗2(αi;αi)
(
(R~i )
21 · S~i ⊗ S~i
)
= (Rαi)
21
F(αi;αi)
· Si,C ⊗ Si,C
Thus, the relative twists, associators and R–matrices constructed in §8.10–
§8.12 endow Ug[[~]] with the structure of a quasi–Coxeter quasitriangular
quasibialgebra Q which extends the quasi–Coxeter algebra structure con-
structed in §8.5–§8.9 and is isomorphic, via the isomorphisms Ψ(D;F), to the
quasi–Coxeter quasitriangular quasibialgebra structure Q~ on U~g. In the
next two subsections, we apply suitable F–twists to Q which, while clearly
preserving its equivalence to Q~, bring the R–matrices and associators to
the form required by the statement of theorem 8.3.
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8.14. Symmetrising the R-matrices RD. By proposition 3.16. of [Dr3],
there exists, for each D ⊆ Dg, an invariant twist
FD ∈ 1⊗2 + ~(Ug⊗2D [[~]])gD
such that (RD)FD = R
KZ
D . Performing an F–twist of Q by the collection
{FD}D⊂Dg , we obtain an equivalent structure for which RD = RKZD .
8.15. Normalising the associators ΦD. By lemma 9.2, there exists, for
each D ⊆ Dg, a symmetric invariant twist
FD ∈ 1⊗2 + ~(Ug⊗2D [[~]])gD
such that (ΦD)FD = 1
⊗3 mod ~2. Twisting by {FD}D⊆Dg we may therefore
assume that ΦD is equal to 1
⊗3 mod ~2. This twist does not alter
RD = R
KZ
D = ∆0(e
~/2CD ) · e−~/2CD ⊗ e−~/2CD
since FD is invariant and symmetric.
8.16. Computing the 1-jet of F(D;αi). To complete the proof of theorem
8.3, we need to check that the relative twists satisfy
Alt2(F(D;αi)) = ~ · (rgD − rgD\{αi}) mod ~
2
We shall need the following well–known
Lemma 8.10. Let Ψ : U~g → Ug[[~]] be an algebra isomorphism equal to
the identity mod ~. Then, the following holds mod ~2,
Ψ⊗2 ◦ (∆ −∆21) ◦Ψ−1 = 2~ · ad(rg) ◦∆0
Proof. It is sufficient to show that both sides agree on the generators
ei, fi, hi of g. Set
∆Ψ = Ψ
⊗2 ◦∆ ◦Ψ−1
Then, modulo ~2,
∆Ψ(ei) = Ψ
⊗2(Ei ⊗ 1 + qHii ⊗ Ei + ~∆εi)
= ei ⊗ 1 + ~εi ⊗ 1 + ~αi ⊗ ei + 1⊗ ei + ~1⊗ ε′ + ~Ψ⊗2 ◦∆(ε)
where Ψ−1(ei) = Ei + ~εi, Ψ(Ei) = ei + ~ε′i and q
Hi
i = 1 + ~(αi, αi)/2Hi
mod ~2. Antisymmetring, and using the fact that ∆(x) − ∆21(x) ∈ ~U~g
for any x ∈ U~g, we find that
∆Ψ(ei)−∆21Ψ (ei) = ~ · (αi ⊗ ei − ei ⊗ αi) = 2~ · αi ∧ ei mod ~2
A similar calculation yields
∆Ψ(fi)−∆21Ψ (fi) = 2~ · αi ∧ fi mod ~2
and
∆Ψ(hi)−∆21Ψ (hi) = 0
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Let now n±αi ⊂ n± be the span of the root vectors eα (resp. fα) with α 6= αi.
n±αi are invariant under the adjoint action of sl
i
2 and the inner product (·, ·)
yields an sli2–equivariant identification (n
+
αi)
∗ ∼= n−αi . Since
rg =
∑
α≻0
(α,α)
2
· eα ∧ fα = rD\αi + rαi
where rD\αi = rg− rαi is the image in
∧2(n+αi ⊕ n−αi) of
idn+αi
∈ End(n+αi) ∼= n+αi ⊗ n−αi ⊂ (n+αi ⊕ n−αi)
we find
[rg,∆0(ei)] = [rαi ,∆0(ei)] = −
(αi, αi)
2
· ad(ei)ei ∧ fi = αi ∧ ei
and similarly
[rg,∆0(fi)] = αi ∧ fi
Since rg is of weight 0, [rg,∆0(hi)] = and the claim is proved 
For any connected subdiagram D ⊆ Dg and maximal nested set F on D,
write
F(D;F) = 1
⊗2 + ~ · f(D;F) mod ~2
where f(D;F) ∈ Ug⊗2D . Taking the coefficient of ~ in
(ΦD)F(D;F) = 1
⊗3
and using the fact that ΦD = 1
⊗3 mod ~2, we find
dHf(D;F) = 1⊗ f(D;F) −∆0 ⊗ id(f(D;F)) + id⊗∆0(f(D;F))− f(D;F) ⊗ 1 = 0
where dH : Ug
⊗2
D → Ug⊗3D is the Hochschild differential. It follows that
Alt2(f(D;F)) lies in
∧2 gD. On the other hand, using (vi)D, we find that,
mod ~2,
Ψ⊗2(D;F) ◦ (∆−∆21) ◦Ψ(D;F) = 2~ · ad(Alt2(f(D;F))) ◦∆0
By lemma 8.10, this implies that
Alt2(f(D;F))− rgD ∈ (
2∧
gD)
gD = 0
as required 
9. Rigidity of Ug
9.1. Retain the notation of section 8, particularly §8.4, but label the Dynkin
diagram Dg by attaching an infinite multiplicity to each edge.
1 The aim of
this section is to prove the following
1A quasi–Coxeter structure on Ug with respect to the usual labelling of Dg is clearly
also a quasi–Coxeter structure with respect to the infinite labelling we are using. Surpris-
ingly, the proof of theorem 9.1 does not use the braid relations (1.22). This is why the
result is stated in this slightly greater generality.
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Theorem 9.1. Up to twisting, there exists a unique quasi–Coxeter quasi-
triangular quasibialgebra structure of type Dg on Ug[[~]] of the form(
Ug[[~]], {UgD[[~]]}, {Si,C}, {Φ(D;αi,αj)},∆, {RD}, {ΦD}, {F(D;αi)}
)
where ∆ is the cocommutative coproduct on Ug,
Si,C = s˜i · exp(~/2 · Ci), (9.1)
RD = exp(~ · ΩD), (9.2)
Alt2 F(D;αi) = ~ · (rgD − rgD\{αi}) mod ~
2 (9.3)
and Φ(D;αi,αj), F(D;αi) are of weight 0.
Proof. Let
Qa =
(
Ug[[~]], {UgD[[~]]}, {Si,C}, {Φa(D;αi,αj)},∆, {RD}, {ΦaD}, {F a(D;αi)}
)
a = 1, 2 be two quasi–Coxeter quasitriangular quasibialgebra structures of
the above form. We proceed in four steps
9.2. Normalising the 1–jets of ΦaD. We claim first that, up to a suitable
twist, we may assume that ΦaD = 1
⊗3 mod ~2 for any D ⊆ Dg and a = 1, 2.
Lemma 9.2. Let Φ ∈ 1⊗3 + ~(Ug⊗3[[~]])g be a solution of the pentagon and
hexagon equations with respect to R = e~Ω. Then, there exists a symmetric,
invariant twist
F ∈ 1⊗2 + ~(Ug⊗2[[~]])g
such that (Φ)F = 1
⊗3 mod ~2.
Proof. Write
Φ = 1⊗3 + ~ϕ mod ~2
where ϕ ∈ (Ug⊗3)g. The pentagon equation for Φ implies that
dHϕ = 1⊗ ϕ−∆⊗ id⊗2(ϕ) + id⊗∆⊗ id(ϕ)− id⊗2⊗∆(ϕ) + ϕ⊗ 1 = 0
where dH is the Hochschild differential. By [Dr2, Prop. 3.5], (Φ)
−1 = (Φ)321.
Substituting this into the second of the hexagon relations
∆⊗ id(R) = Φ312 ·R13 · (Φ132)−1 · R23 · Φ123 (9.4)
id⊗∆(R) = (Φ231)−1 ·R13 · Φ213 · R12 · (Φ123)−1 (9.5)
substracting them, and taking the coefficient of ~ yields that Alt3 ϕ = 0.
Thus, ϕ = dHf where f ∈ Ug⊗2 may be chosen invariant under g. Since
dHf
21 = −(dHf)321 = −ϕ321 = ϕ = dHf
we may further assume, up to replacing f by (f + f21)/2, that f is symmet-
ric . Setting F = 1− ~f yields the required twist 
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For any connected D ⊆ Dg, let F aD ∈ 1⊗2 + ~(Ug⊗2D [[~]])gD be a symmetric
invariant twist such that (ΦaD)F aD = 1
⊗3 mod ~2. Twisting Qa by F a =
{F aD}D⊆Dg yields the claimed result. Note that
(RD)F a
D
= F aD
21RDF
a
D
−1 = RD
since RD = ∆(exp(~/2CD)) · exp(−~/2CD)⊗2 and F aD is symmetric and
invariant under gD, and that
Alt2(F
a
(D;αi)
)F a = F
a
D\{αi}
·Alt2(F a(D;αi)) · F aD−1 = ~ · (rgD − rgD\{αi})
since F a is symmetric. Thus, twisting Qa by F a preserves the conditions
(9.1)–(9.3).
9.3. Matching the associators ΦaD. We claim next that, up a twist, we
may assume that Φ2D = Φ
1
D for all D ⊆ Dg. Indeed, for any such D there
exists, by Drinfeld’s uniqueness theorem [Dr3, prop. 3.12], a symmetric,
invariant twist
FD ∈ 1⊗2 + ~(Ug⊗2D [[~]])gD
such that (Φ2D)FD = Φ
1
D. Twisting Q2 by F = {FD}D⊆Dg yields the claimed
equality of associators and, as in the previous step, preserves the conditions
(9.1)–(9.3).
9.4. Matching the twists F a(D;αi). We claim now that, up to a further
twist which does not alter the associators Φ1D = Φ
2
D, we may assume that
F 2(D;αi) = F
1
(D;αi)
for any αi ∈ D ⊆ Dg. We need two preliminary results.
Lemma 9.3. If Φ = 1+~2ϕ+· · · ∈ 1⊗3+~2(Ug⊗3[[~]])g satisfies the pentagon
and hexagon equations with respect to R = e~Ω, then
Alt3 ϕ =
1
6
[Ω12,Ω23]
Proof. Since R is symmetric, proposition 3.5 of [Dr2] implies that Φ−1 =
Φ321. Substituting this into the second hexagon equation (9.5), substracting
it from (9.4) and taking the coefficient of ~2 shows that
6Alt3(ϕ) =
1
2
(
∆⊗ id(Ω2)− id⊗∆(Ω2) + Ω212 − Ω223
)
+Ω13(Ω12 − Ω23)
=
1
2
(Ω13Ω23 +Ω23Ω13 − Ω12Ω13 − Ω13Ω12) + Ω13(Ω12 − Ω23)
=
1
2
(Ω13(Ω12 +Ω23 +Ω13)− Ω13(Ω12 +Ω13) + Ω23Ω13 −Ω13Ω12
− (Ω12 +Ω23 +Ω13)Ω13 + (Ω23 +Ω13)Ω13) + Ω13(Ω12 − Ω23)
= [Ω23,Ω13]
= −[Ω23,Ω12]
where the fourth equality uses the fact that Ω12+Ω23+Ω13 commutes with
Ωij 
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Lemma 9.4. Let F ∈ 1 + ~Usli2⊗2[[~]] be a twist of weight zero and set
Si,C = s˜i · exp(~/2 · Ci), Ri = exp(~ · Ωi)
Then, the equation
∆F (Si,C) = (Ri)
21
F · Si,C ⊗ Si,C (9.6)
is equivalent to FΘ = F 21 where Θ ∈ Aut(sli2) is any involution such that
Θ(hαi) = −hαi .
Proof. Since ∆(Ci) = Ci ⊗ 1 + 1⊗ Ci + 2Ωi,
∆F (Si,C) = F · exp(~Ωi) · Si,C ⊗ Si,C · F−1
= (Ri)
21
F · F 21 · Si,C ⊗ Si,C · F−1
which is equal to the right–hand side of (9.6) if, and only if
Ad(s˜⊗2i )F = F
21
The claim follows since Θ = Ad(s˜i)Ad(c · hαi), for some c ∈ C so that Θ
and Ad(s˜⊗2i ) coincide on zero weight elements of Ug
⊗2 
Fix now αi ∈ D ⊆ Dg and, for D′ = D,D \ {αi}, denote Φ2D′ = Φ1D′ by ΦD′ .
Write
ΦD′ = 1 + ~
2ϕD′ mod ~
3
By lemma 9.3,
Alt3 ϕD = [Ω
D
12,Ω
D
23] and Alt3 ϕD\{αi} = [Ω
D\{αi}
12 ,Ω
D\{αi}
23 ]
so that ΦD and ΦD\αi are non–degenerate in the sense of definition 5.1 of
[TL3] and π3(Alt3 ϕD) = Alt3 ϕD\αi where
π3 : (Ug⊗3D )
gD −→ (Ug⊗3D\{αi})
gD\{αi}
is the generalised Harish–Chandra homomorphism defined in §2 of [TL3].
Since (ΦD)F a
(D;αi)
= ΦD\{αi} for a = 1, 2, there exists, by [TL3, thm. 6.1(iv)]
a gauge transformation
a(D;αi) ∈ 1 + ~UgD[[~]]lD\αi
such that
F 1(D;αi) = a
⊗2
(D;αi)
· F 2(D;αi) ·∆(a−1(D;αi))
Moreover, by lemma 9.4 and [TL3, thm. 6.1(iii)], we may assume that
Ad(s˜i)a(αi;αi) = a(αi;αi) (9.7)
for any i = 1 . . . n. Twisting Q2 by a = {a(D;αi)}αi∈D⊆Dg yields the required
equality of twists while preserving (9.1)–(9.3) since
(Si,C)a = a(αi;αi) · s˜i · exp(~/2Ci)a−1(αi;αi) = Si,C
by (9.7) and, mod ~2,
Alt2((F
2
(D;αi)
)a) = Alt2(F
2
(D;αi)
) + ~Alt2 dH(a(αi;αi)1) = Alt2(F
2
(D;αi)
)
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where a(αi;αi) = 1 + ~a(αi;αi)1 mod ~
2.
9.5. Matching the associators Φa(D;αi,αj). We may henceforth assume
that
Φ2D = Φ
1
D and F
2
(D;αi)
= F 1(D;αi)
for any αi ∈ D ⊆ Dg, and that Φ1(D;αi,αj) = Φ2(D;αi,αj) mod ~n for some
n ≥ 1 and all αi 6= αj ∈ D ⊆ Dg. Thus,
Φ2(D;αi,αj) = Φ
1
(D;αi,αj)
+ ~nϕ(D;αi,αj) mod ~
n+1
for some ϕ(D;αi,αj) ∈ Ug
gD\{αi,αj}
D . Let αi 6= αj ∈ D ⊆ Dg and F ,G two
fundamental maximal nested set such that
F \ G = ∁D\{αi}αj and G \ F = ∁
D\{αj}
αi
Substracting the equations
FF ·∆(Φ1(D;αi,αj)) = Φ2(D;αi,αj)
⊗2 · FG
FF ·∆(Φ2(D;αi,αj)) = Φ2(D;αi,αj)
⊗2 · FG
where, as usual
FF =
−→∏
D′∈F
F
(D′,αD
′
F )
and F(D′,α′) = F
1
(D′,α′) = F
2
(D′,α′), and equating the coefficients of ~
n+1, we
find
∆(ϕ(D;αi,αj))− ϕ(D;αi,αj) ⊗ 1− 1⊗ ϕ(D;αi,αj) = 0
so that ϕ(D;αi,αj) is a primitive element of UgD and therefore lies in gD.
Since ϕ(D;αi,αj) is also of weight 0, we find that
ϕ(D;αi,αj) ∈ hD
where hD ⊂ gD is the span of the simple roots αi ∈ D. Since Φa(D;αi,αj)
satisfy the generalised pentagon identities corresponding to the 2–faces of
the De Concini–Procesi associahedron Ag, we also find
dD{ϕ(D;αi,αj)} = 0
Proposition 9.5. Let ϕ = {ϕ(D;αi,αj)} be a 2–cocycle in the Dynkin complex
of Ug such that
ϕ(D;αi,αj) ∈ hD
for any αi 6= αj ∈ D ⊆ Dg. Then, there exists a Dynkin 1–cochain a =
{a(D;αi)} such that
a(D;αi) ∈ hD and dDa = ϕ
The element a may be chosen such that a(αi;αi) = 0 for all αi and is then
unique with this additional property.
120 V. TOLEDANO LAREDO
Proof. It will be convenient to fix an order α1, . . . , αn of the simple roots
and identify the group of Dynkin cochains CDp(A;M) with elements m =
{m(B;α)} where B ranges over the connected subdiagrams of Dg and α over
the subsets {αi1 , . . . , αip} ⊆ B such that i1 < . . . < ip. We wish to solve the
equation ϕ = dDa. In components, this reads
ϕ(D;αi,αj) = a(D;αj) − a(∁D\{αi}αj ;αj) − a(D;αi) + a(∁D\{αj}αi ;αi)
(9.8)
for any connected subdiagram D ⊆ Dg and i < j such that αi, αj ∈ D. The
assumptions ϕ(D;αi,αj), a(D;αi) ∈ hD and the fact that ϕ, a lie in the Dynkin
complex of g imply that
ϕ(D;αi,αj) ∈ Cλ∨i ⊕ Cλ∨j and a(D;αi) ∈ Cλ∨i
respectively where λ∨k is the fundamental coweight dual to αk. Projecting
(9.8) on λ∨i and λ
∨
j we therefore find that it is equivalent to
a(D;αi) = a(∁
D\{αj}
αi
;αi)
− ϕi(D;αi,αj)
a(D;αj) = a(∁D\{αi}αj ;αj)
+ ϕj(D;αi,αj)
where
ϕ(D;αi,αj) = ϕ
i
(D;αi,αj)
λ∨i + ϕ
j
(D;αi,αj)
λ∨j
and we are identifying a(D;αi), a(D,αj) with their components along λ
∨
i , λ
∨
j
respectively. Thus, ϕ = dDa iff
a(D;αi) = a(∁
D\{αj}
αi
;αi)
− (−1)(i:j)ϕi(D;αi,αj) (9.9)
for all D and 1 ≤ i 6= j ≤ n with αi, αj ∈ D, where (i : j) = 0 if i < j and 1
otherwise. Induction on the cardinality of D readily shows that the above
equations possess at most one solution once the values of a(αi;αi) are fixed.
To prove that one solution exists, assume that a(D;αi) have been constructed
for all D with at most m vertices in such a way that the equations (9.9) hold
for all such D. We claim that (9.9) may be used to define a(D;αi) for all D
with |D| = m+ 1 in a consistent way, i.e., independently of j 6= i such that
αj ∈ D. This amounts to showing that for all such D, and distinct vertices
αi, αj , αk ∈ D, one has
a
(∁
D\{αj}
αi
;αi)
− (−1)(i:j)ϕi(D;αi,αj) = a(∁D\{αk}αi ;αi) − (−1)
(i:k)ϕi(D;αi,αk) (9.10)
To see this, consider the (D;αi, αj , αk) component of dDϕ i.e., the sum
(−1)(i:j)+(i:k)
(
ϕ(D;αj ,αk) − ϕ(∁D\{αi}αj,αk ;αj ,αk)
)
+(−1)(j:i)+(j:k)
(
ϕ(D;αi,αk) − ϕ(∁D\{αj}αi,αk ;αi,αk)
)
+(−1)(k:i)+(k:j)
(
ϕ(D;αi,αj) − ϕ(∁D\{αk}αi,αj ;αi,αj)
)
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Since dDϕ = 0 we get, by projecting on λ
∨
i ,
ϕi(D;αi,αj) = ϕ
i
(∁
D\{αk}
αi,αj
;αi,αj)
+ (−1)(i:j)+(i:k)
(
ϕi(D;αi,αk) − ϕi(∁D\{αj}αi,αk ;αi,αk)
)
so that (9.10) holds iff
a
(∁
D\{αj}
αi
;αi)
+(−1)(i:k)ϕi
(∁
D\{αj}
αi,αk
;αi,αk)
= a
(∁
D\{αk}
αi
;αi)
+(−1)(i:j)ϕi
(∁
D\{αk}
αi,αj
;αi,αj)
(9.11)
We consider four separate cases.
9.5.1. ∁
D\{αj}
αi,αk = ∅ and ∁D\{αk}αi,αj = ∅. This case cannot arise since the first
condition implies that any path in D from αi to αk must pass through αj
before it reaches αk while the second one implies that the portion of this
path linking αi to αj must first pass through αk.
9.5.2. ∁
D\{αj}
αi,αk = ∅ and ∁D\{αk}αi,αj 6= ∅. In this case,
ϕ
(∁
D\{αj}
αi,αk
;αi,αk)
= 0 and ∁D\{αk}αi = ∁
D\{αk}
αi,αj
and (9.11) reads
a
(∁
D\{αj}
αi
;αi)
= a
(∁
D\{αk}
αi,αj
;αi)
+ (−1)(i:j)ϕi
(∁
D\{αk}
αi,αj
;αi,αj)
= a
(∁
∁
D\{αk}
αi,αj
\{αj}
αi
;αi)
where the last equality follows from (9.9) applied to the diagram ∁
D\{αk}
αi,αj .
This equation however holds since
∁
D\{αj}
αi = ∁
D\{αj ,αk}
αi = ∁
∁
D\{αk}
αi,αj
\{αj}
αi
where the first equality holds because ∁
D\{αj}
αi,αk = ∅.
9.5.3. ∁
D\{αj}
αi,αk 6= ∅ and ∁D\{αk}αi,αj = ∅. This case reduces to the previous one
under the interchange αj ↔ αk.
9.5.4. ∁
D\{αj}
αi,αk 6= ∅ and ∁D\{αk}αi,αj 6= ∅. In this case
∁
D\{αj}
αi = ∁
D\{αj}
αi,αk and ∁
D\{αk}
αi = ∁
D\{αk}
αi,αj
so that (9.10) reads
a
(∁
∁
D\{αj}
αi,αk
\{αk}
αi
;αi)
= a
(∁
D\{αj}
αi,αk
;αi)
+ (−1)(i:k)ϕi
(∁
D\{αj}
αi,αk
;αi,αk)
= a
(∁
D\{αk}
αi,αj
;αi)
+ (−1)(i:j)ϕi
(∁
D\{αk}
αi,αj
;αi,αj)
= a
(∁
∁
D\{αk}
αi,αj
\{αj}
αi
;αi)
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where the first and last equalities follow from (9.10) for the diagrams ∁
D\{αj}
αi,αk
and ∁
D\{αk}
αi,αj respectively. This equation however holds because
∁
∁
D\{αj}
αi,αk
\{αk}
αi = ∁
D\{αj ,αk}
αi = ∁
∁
D\{αk}
αi,αj
\{αj}
αi
This concludes the proof of proposition 9.5 
We may now conclude the proof of theorem 9.1. Twist Q2 by
a = {1 − ~n · a(D;αi)}αi∈D⊆Dg (9.12)
where the a(D;αi) are given by proposition 9.5 and a(αi;αi) = 0 for any i.
Then Φ2(D;αi,αj) = Φ
1
(D;αi,αj)
mod ~n+1 for any αi 6= αj ∈ D ⊆ Dg and the
conditions (9.1)–(9.3) are preserved since, owing to the fact that a(αi;αi) = 0,
we have (Si,C)a = Si,C for any αi ∈ Dg 
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