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Abstract
We use an Autoregressive (AR) approach combined
with a Maximum Entropy Method (MEM) to es-
timate radial surface currents from coastal High-
Frequency Radar (HFR) complex voltage time series.
The performances of this combined AR-MEM model
are investigated with synthetic HFR data and com-
pared with the classical Doppler spectrum approach.
It is shown that AR-MEM drastically improves the
quality and the rate of success of the surface cur-
rent estimation for short integration time. To con-
firm these numerical results, the same analysis is con-
ducted with an experimental data set acquired with
a 16.3 MHz HFR in Toulon. It is found that the AR-
MEM technique is able to provide high-quality and
high-coverage maps of surface currents even with very
short integration time (about 1 minute) where the
classical spectral approach can only fulfill the qual-
ity tests on a sparse coverage. Further useful appli-
cation of the technique is found in the tracking of
surface current at high-temporal resolution. Rapid
variations of the surface current at the time scale of
the minute are unveiled and shown consistent with a
f−5/3 decay of turbulent spectra.
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1 Introduction
Ocean surface current mapping with High-Frequency
Radars (HFR) is now a well-established technique
and is used routinely for a growing number of civil,
environmental and scientific applications (e.g. [1, 2,
3]). The dominant Bragg diffraction mechanism for
scattering of HF/VHF electromagnetic waves from
the sea surface was first unveiled in the fifties by
Crombie [4]. It took 2 more decades before the com-
plete physical theory to describe sea clutter and its
application to ocean current extraction was achieved
[5, 6, 7, 8, 9]. While the dramatic progresses in in-
strumentation, computerization and costs reduction
explain in large part the success and expansion of
HFR systems in the last years, there has been no
major breakthrough in the main physical picture nor
in the signal processing techniques whose progresses
have been incremental.
Virtually all radar systems softwares still rely on
a spectral analysis of the backscattered time series
to infer the value of the radial surface current from
the frequency shift of the dominant Bragg ray in the
sea Doppler spectrum [10]. This is sufficient for the
vast majority of applications, where the integration
time is large enough (typically, from 10 min to 1 h) to
ensure both adequate frequency resolution and satis-
factory Signal-to-Noise ratio (SNR) of the first-order
Bragg peaks.
However, for some emerging applications such as
tsunami early warning [11, 12], ship tracking [13] or
prediction of Lagrangian transport in oil spill [14],
short integration times are required, a constraint
which deteriorates the accuracy and reliability of sur-
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face current estimation and reduces the radar cover-
age. There has been some isolated attempts in the
literature to propose alternative, non-spectral, signal
processing methods to improve the quality of oceanic
parameters [15]. In particular, the use of Autoregres-
sive (AR) modeling was applied by [16] within the
framework of iceberg detection in HFR coastal mea-
surements. Later on, [17] first proposed an AR ap-
proach in the context of oceanographic HFR, whose
interest has been confirmed through subsequent stud-
ies [18, 19, 20]. To date, however, these methods
have been confined to specific applications and have
not yet earned their letters of nobility in the common
HFR signal processing toolbox.
In this paper, we revisit the AR modeling and ap-
ply it to systematic surface current mapping. We
show that an AR model combined with a Maximum
Entropy Method (MEM, [21]) for the optimal estima-
tion of the AR model coefficients makes it possible to
drastically enhance the magnitude of the first-order
Bragg peaks in the sea clutter, as compared to con-
ventional Fourier analysis. When this technique is
combined with classical quality criteria it yields a sig-
nificant improvement of both the reliability and the
coverage of estimated radial current for short integra-
tion times (of the order of 1 minute).
The paper is organized as follows. Section 2 de-
scribes the mathematical framework used to process
the oceanic backscattered signal with an AR model
and the MEM technique for the calculation of the co-
efficients. Section 3 assesses the performances of the
model with synthetic HFR data and compares them
with a classical Fourier analysis. Section 4 presents
a first application of this methodology to an actual
HFR data set acquired recently in the Mediterranean
sea in the region of Toulon for sea surface currents
mapping. Section 5 checks the rapid variations of sea
surface current at a given location are investigated;
it is shown that the AR-MEM method paves the way
to high temporal-resolution monitoring of radial cur-
rents. A notable result is the experimental evidence
of a turbulent behavior with a typical −5/3 spectral
decay for small-scale process down to the minute time
scale.
2 Autoregressive Model for the
Oceanic Doppler Spectrum
2.1 Oceanic Doppler Spectrum
The sea surface radar cross section (RCS) per unit
bandwidth per unit area σ(ω) was theoretically ex-
pressed by [6, 22] as a functional perturbation expan-
sion with respect to a small dimensionless parame-
ter which can be seen as the ratio of wave height
to radar wavelength. This expansion is limited to
second-order, which is sufficient to capture the main
observed features:
σ(ω) = σ1(ω) + σ2(ω) (1)
The dominant, first-order term is limited to a sym-
metric pair of spectral rays at the so-called Bragg
resonant frequency:
σ1(ω) = 2
6piK40
{
Sd(−2K0)δ(ω−ωB)+Sd(+2K0)δ(ω+ωB)
}
(2)
with
ωB = 2pifB = 2pi
√
pi
gλ
(3)
Here g = 9.81 m.s−2 is the gravity constant, λ is
the radar frequency, Sd is the directional wave den-
sity energy spectrum, K0 is the incident horizontal
wave vector and δ the Dirac function. The second-
order term σ2(ω) is a continuous, regular function of
frequency obtained from a quadratic summations of
the wave spectrum. It contains the proper contribu-
tion of non-resonant waves (including wind wave and
swell) to the scattering process. Its complicated ex-
pression need not be detailed here and can be found
in many references [22, 23].
In presence of a surface current of (positive or neg-
ative) radial speed Ur the first- and second-orders
terms are uniformly shifted by an extra frequency:
ωc =
4piUr
λ
(4)
resulting in an overall translation of the Doppler spec-
trum:
σ(ω) = σ1(ω − ωc) + σ2(ω − ωc) (5)
2
For bistatic radars such as the one used in this study
(see [24] for a detailed description), eqs. 3 and 4 must
be adapted to the system geometry by introducing
the bistatic bisector angle ϕ, being half the angle be-
tween transmitter, targeted range cell and receiver:
ωB = 2pi
√
g
piλ
cosϕ and ωc =
4piUr
λ
cosϕ (6)
As it is well known, the estimation of surface cur-
rent from HFR data is based on the identification
of the first-order Bragg rays in the oceanic Doppler
spectrum and the calculation of their extra shift ωc
with respect to the theoretical Bragg frequency. This
process is rendered difficult not only by the presence
of noise (which limits the estimation range) but also
by the second-order contribution which can induce
parasitic peaks in the vicinity of the Bragg frequency.
Hence, when assessing the theoretical performances
of any surface current estimation procedure, it is im-
portant to model the full second-order Doppler spec-
trum.
In order to obtain a realistic synthetic radar sig-
nal, a numerical simulator for second-order bistatic
Doppler spectra was used and tested in [25] (Figure
1). A statistical reference Doppler spectrum, σ0, can
thus be generated under typical sea states conditions
for the Mediterranean sea in the absence of noise and
currents. An example of such spectrum for a Pierson-
Moskowitz oceanic spectrum by a U10 = 5 m.s
−1
wind speed is shown in Figure 1. As seen, the second-
order component of the Doppler spectrum exhibit
peaks of different origins (swell, wind wave local max-
ima, hydrodynamical kernels) which can cause false
detection when proceeding to a systematic research
of the main Bragg rays.
2.2 Classical Spectral Estimator
As it is well-known, the theoretical Doppler spectrum
(eq. 1) is the limiting form of the Power Spectral
Density (PSD) of the backscattered time series s(t)
for large integration time and surface patch (to within
Figure 1: Simulated second-order Doppler spec-
trum at radar frequency 16.3 MHz, for a Pierson-
Moskowitz oceanic spectrum with wind speed
5 m.s−1 in the absence of surface current and
noise. The first-order Bragg peaks are located at
±fB . Second-order peaks are marked by “s” (swell
peaks); “W” (wind waves peaks); “h” (hydrodynam-
ical peaks) [25].
an amplitude factor given by the radar equation):
σ(ω) ∼
〈∣∣∣∣∣
∫ T
0
eiωts(t)W (t) dt
∣∣∣∣∣
2〉
(7)
Here W (t) is a windowing function over the inte-
gration time T and the complex radar signal s(t) is
assumed to be resolved in range and direction. Note
that such azimuthally resolved Doppler spectra can
only be obtained with phased-arrays using a beam
forming process. In the case of compact antenna ar-
rays using Direction Finding techniques, the avail-
able Doppler spectrum can only be described by an
azimuthal integration of eq. 2.
In most radar systems, the range-processed “I” and
“Q” voltage signals are usually acquired at a constant
temporal rate ∆t equal to the chirp duration provid-
ing uninterrupted sequences of size N . Calculation
of the Fourier Transform (eq. 7) is achieved through
Fast Fourier Transform (FFT) of the resulting com-
plex times series s(n∆t) with, typically, a Blackman-
Harris tapering window. This leads to an estima-
tion of the Doppler spectrum with N spectral rays
at the frequency resolution ∆f = 1/T . In the follow-
ing, we will henceforth simply refer to this estimation
technique as the “FFT method”. Both the accuracy
and reliability of the radial current estimation are
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limited by the integration time. The resolution to
which the current can be determined from the spec-
tral rays of the radar signal even in the absence of
noise is in principle limited by the frequency resolu-
tion (∆Ur = λ/2T ). The actual accuracy can be to
some extent improved by the centro¨ıd method which
allows choosing intermediate frequencies between the
spectral rays [26]. The reliability of the estimation in
presence of noise (that is, the ability to detect a ’true’
Bragg line) depends primarily on the SNR [27], which
can be shown proportional to the integration time.
Hence using short integration times deteriorates the
quality of the estimation in a twofold aspect. As we
will show, the use of AR modeling makes it possible
to mitigate simultaneously the issues of weak SNR
and poor frequency resolution.
2.3 Autoregressive Representation of
Time Series
The aforementioned limitations of the Fourier Trans-
form in calculating Doppler spectra are not specific to
HFR and actually arise in a wealth of applications.
Several alternative approaches have been proposed
since the late seventies [28]. One family of methods
relies on a stochastic representation of times series
with help of AR modeling and has become popular
in certain fields such as statistics and econometrics.
It has been first shown [29] that AR can achieve bet-
ter spectral resolution than FFT on a canonical, two-
sinus case. Later on, [30] demonstrated the ability of
AR models to successfully represent short-time ul-
trasonic Doppler signals in the case of blood flow es-
timation, which are formally similar to sea surface
backscattered signals under the first-order Bragg ap-
proximation. Rather than using a Fourier series, AR
assumes that the signal s(n∆t) at any present time
step n can be written as a weighted sum of its pre-
vious values in the past, together with a white noise
ε[n]:
s(n∆t) = −
p∑
k=1
a[k]s
(
(n− k)∆t)+ ε[n] (8)
The number p of involved time steps in the past is
called the order of the AR representation and the a[k]
are the termed of the AR coefficients. The choice of
the order and the computation of the AR coefficients
will be discussed further. The PSD of the AR process
(eq. 8) is given by (e.g. [31]):
PAR(ω) = P0
∣∣∣∣∣1 +
p∑
k=1
a[k]e−iωk∆t
∣∣∣∣∣
−2
(9)
where P0 is the constant white noise PSD. Note that
the calculation of the PSD requires no further as-
sumption on the signal besides its AR representation
(eq. 8). Contrarily to the Fourier Transform ap-
proach, it does not suffer from truncation effect such
as Gibbs phenomena and does not requires tapering
windows. The expression of the AR PSD (eq. 9)
is mathematically equivalent to the PSD calculated
with a FFT with the major difference that it can be
evaluated at arbitrary frequencies ω (not only inte-
ger multiples of the lowest frequency) once the AR
coefficients a[k] are known. This is very advanta-
geous for short samples where the discrete frequency
set prescribed by FFT is limited by a coarse reso-
lution. Nevertheless, the AR modeling is also sub-
ject to hidden limitations for small order p and short
sample size N . A better representation of the PSD
require higher orders while an accurate evaluation of
the AR coefficients (most often based on the signal
auto-correlation function) requires large sample size
(N >> p). As we will see in the following, the best
trade-off is obtained for p ∼ N/2.
2.4 Maximum Entropy Spectral Esti-
mation
Efficiency of the AR spectral calculation does not
only lay in eq. 9 but primarily in the method chosen
for obtaining the AR coefficients {a[k]}pk=1. Hence,
inaccurate estimations of {a[k]}pk=1 will result in a
poor spectral representation. Many methods were
developed over the past half century for the determi-
nation of these coefficients, e.g. least squares, likeli-
hood, Yule-Walker and Burg. We refer e.g. to [31]
for a description and comparison of these methods.
As a general rule, each AR model is equivalent to a
linear prediction filter, that is to say, every sample
value s(n∆) can be predicted as a linear weighted
4
sum of the previous p sample values (eq. 8). The
Burg’s method uses an error criterion to recursively
compute the nth AR coefficient a[n] from a[n− 1] by
minimizing both the forward and backward predic-
tion errors. The main asset of the Burg’s algorithm
is its well-known ability to provide good estimations
when applied to short signals [32], which is the rea-
son why we selected this method in the present con-
text. This method is nowadays widely available in
most signal processing toolboxes. Minimizing the to-
tal prediction error energy is equivalent to a maxi-
mum information entropy estimation. In agreement
with the radar literature, spectral estimation based
on Burg’s method will therefore be entitled as Maxi-
mum Entropy Method (MEM) in the following.
2.5 Accuracy criterion for radial cur-
rent estimation
The estimation of radial surface currents from the
backscattered Doppler spectrum is usually deterio-
rated by various factors such as poor SNR, Radio
Frequency Interferences (RFI), beam forming arti-
facts due to insufficient rejection of secondary lobes,
rapid variation of the bistatic angle leading to vary-
ing Bragg frequency within the radar cell or widening
the Bragg peaks due so spatial variations of the cur-
rent in the farthest radar cells. Dubious values can
be eliminated by a series of quality checks (QC, e.g
[33]), the simplest of which rely on a SNR thresh-
old for the Bragg rays (typically SNR > 6 dB), an
a priori limitation of the search interval (typically
|Ur| < 1 m.s−1) and consistent Doppler shifts for the
positive (f+) and negative (f−) Bragg peaks which
must undergo the same translation, that is to say
|f+− f−− 2fB | should be small. Application of suc-
cessive QC reduces increasingly the available area in
the surface current map. When using short integra-
tion time in the FFT method, the QC are hardly met
and dramatically reduces the coverage. The main ad-
vantage of the MEM approach is to increase the SNR
and to provide a better filling of surface current map
with the same constraint of accuracy. In the analysis
of the experimental data set we imposed the following
stringent QC:
SNR(f±) > 10 dB
|f+ − f− − 2fB | < 0.025fB
(10)
Note that the accuracy threshold at 16.15 MHz cor-
responds to a current speed discrepancy of about
0.1 m.s−1.
3 Performance assessment on
synthetic data
Because of the claimed performances of the MEM in
the literature, a significant gain in spatial coverage
and accuracy is expected for the current maps. In
order to quantify these increased performances, we
went through a series of tests using synthetic HFR
time series with a known radial surface current. In
the absence of noise, the time variation of the received
complex voltage signal over a time interval [0, T ] and
acquired at rate ∆t can be described by a random
stationary process with prescribed Doppler spectrum:
s0(t) =
√
∆t
N∑
j=1
√
σ0(ωj)e
i(ωj+ωc)teiϕj (11)
where ωj = 2pij/T , the ϕj are uniform random
phases and as before ωc is the frequency shift (eq. 4)
due to the surface current and σ0(ω) is the second-
order sea surface Doppler spectrum (eq. 1). The
noise n(t) is modeled as an additive random process
with adjustable level so that the received signal s(t)
can be written:
s(t) = s0(t) + αn(t), (12)
where α > 0 is a dimensionless coefficient control-
ling the relative level of noise (hence the SNR). Here,
both the signal s0 and noise n are normalized to have
unit variance. It is customary to model the noise
process n(t) with a complex Gaussian white noise.
However, it turns out that the actual noise charac-
teristics inferred from the radar data deviate from
the normal distribution. Therefore, we also devised
an hybrid synthetic model, where the numerical sig-
nal s0(t) generated from eq. 11 is combined with
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an experimental additive noise n(t). To obtain the
actual noise component from real measurements we
used the so-called “RFI” files provided by the WERA
software. These files record the negative frequencies
in the FFT range-gating operation and only contain
the noise part of the signal (as they correspond to
’negative’ time-delays). They can be used to obtain
realistic samples for the noise.
A key parameter for accurately representing the
time series with an AR model is the order p (eq. 8).
As seen from eq. 9, it governs the spectral resolution
of the PSD. Choosing higher orders will thus result in
a better frequency representation of the modeled time
series. However, as the input time series is of finite
duration, these higher orders will also produce edge
effects because of the lag in the AR linear prediction
filter (eq. 8) and eventually deteriorate the resulting
modeled spectrum.
To determine the optimal order, we performed a
series of numerical tests according to the model (eqs.
11, 12) for some typical values of the radial current
Ur and for a wide range of sample sizes N and AR
order p. The radar frequency (16.15 MHz) and the
sampling rate (∆t = 0.26 s) were taken identical to
the actual HFR system in Toulon. The Doppler spec-
trum σ0(ω) was simulated according to the second-
order model (eq. 1) with a Pierson-Moskowtiz spec-
trum by wind speed U10 = 5 m.s
−1. The noise was
chosen to be a Gaussian white noise with α = 1. We
went through a systematic application of the MEM
to estimate the radial current from the first-order
Bragg peaks following the QC (eq. 10). For each
test case, a large number (1000) of random time se-
ries were produced and the proportion of samples
passing the quality test was calculated together with
the Root-Mean-Square Error (RMSE) between esti-
mated and actual radial current. Figure 2 shows an
example of such simulation for a typical sample of
size N = 1024 (about 4.5 minutes) and radial cur-
rent Ur = 0.30 m.s
−1. As seen, an optimal suc-
cess rate is obtained for an order about p = 500
while the RMSE remains almost constant for orders
smaller than about p = 700 and deteriorates rapidly
for higher orders. This observed behavior reflects the
trade-off that must be found between high orders and
edge effects in the calculation of the prediction filter.
The following empirical rule was retained after thor-
ough numerical studies: the optimum order p is half
of the number N of samples in the input time se-
ries (Figure 2). In practice, choosing orders smaller
than N/2 does not deteriorate much the SNR of the
AR PSD nor the RMSE in the estimation of radial
current but reduces significantly the computational
time.
Figure 2: Influence of the AR order in estimating the
radial current Ur from a synthetic HFR time series
with AR-MEM for an integration time of 4.5 min
(amounting to N = 1024 time steps) and Ur =
0.3 m.s−1. The radar signal is modeled by a random
stationary process with prescribed Doppler spectrum
(eqs. 11 and 12) and a Gaussian additive white noise
with α = 1. The left plot shows the proportion of
Doppler spectra (in %, among 1000 samples) passing
the quality test as a function of the AR order; the
right panel shows the normalized error (nRMSE, in
% of Ur) in estimating the radial current.
Once the optimal AR order has been identified we
have compared the respective performances of the
FFT and AR-MEM methods for short samples, in
particular the robustness to noise. Synthetic ran-
dom data sets with the same signal characteristics as
above but with various noise level (0 ≤ α ≤ 2) were
generated for the two types of noise (white Gaus-
sian noise or experimental noise). The performance
of each method have been quantified in terms of rate
of success in passing the QC test (Figure 3). For each
noise level, the statistics was obtained with 1000 sam-
ples. A drastic gain in robustness with respect to the
two types of noise is observed when using the AR-
MEM instead of the FFT method as the maximum
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noise level allowing for a full rate of success is twice
larger.
Figure 3: QC success rate (%) of the Doppler spectra
for short (N = 1024 time steps) synthetic HFR times
series, when computed with —— AR-MEM and ex-
perimental noise; —— FFT method and experimen-
tal noise; - - - - AR-MEM and Gaussian white noise;
- - - - FFT method and Gaussian white noise.
4 Application to HFR surface
current mapping
Figure 4: Radar sweep area of the multistatic setup of
Porquerolles (transmitting site), Cap Be´nat (receiv-
ing site) and Fort Peyras (which is not used here).
The University of Toulon and the Mediterranean
Institute of Oceanography (MIO) are operating a
multistatic HFR network (Figure 4) in the region
of Toulon [34, 24]. It is composed of a transmit-
ting site on Porquerolles Island, a receiving site at
Cap Be´nat and a transmitting/receiving site at Fort
Peyras (see Figure 4). The working radar frequency is
16.15 MHz with a frequency band of 100 kHz, lead-
ing to a range resolution of 1.5 km. The receiving
sites in Fort Peyras and Cap Be´nat were originally
equipped with arrays of 8 antennas which could not
allow for the application of beam forming techniques
for the azimuthal discrimination of surface currents
and could only be processed with direction finding
techniques. Recently, the receive sites were upgraded
to linear arrays of 12 antennas (Cap Be´nat as of Jan-
uary 2019 and Fort Peyras as of January 2020), which
now opens the possibility to apply beamforming tech-
niques and therefore allows the use of azimuthally re-
solved voltage time series. In this section, we present
an analysis of such time series arising from the Cap
Be´nat site in the light of the AR-MEM. The data set
used as a benchmark for the derivation of radial sur-
face current maps was recorded on February 4, 2019,
14:01 UTC.
Figure 5 shows four radial surface currents maps
processed from the same dataset with either the FFT
method or AR-MEM. The same QC (eq. 10) was
used and different sample durations were tested (6
and 1 min, respectively). As seen, both methods pro-
vide consistent maps but AR-MEM allows for a sig-
nificant improvement of spatial coverage and range of
available radial currents. This amelioration is drastic
for short samples where the FFT method gives very
sparse results.
The gain in coverage with AR-MEM has been
quantified in Table 1 for different sample durations
(18, 6 and 1 min, respectively), where the number of
filled cells has been compared with the maximum ex-
pected coverage with a steering beam of 100◦ and
a 25 km range (that is about 1500 radar cells at
1◦× 1.5 km resolution; see Figure 4). As already
noted, the coverage is strongly increased, all the more
that the observation time is short. An increase from
18 to 66 % of the maximum coverage is obtained for
1 min integration time.
Together with the gain in coverage it is important
to assess the accuracy of the estimated radial cur-
rents, especially for short data samples. As usual,
deriving an absolute accuracy with respect to some
reference measurement (e.g. drifters) is virtually im-
possible because of the difference of scales that en-
ter in play. However, consistency tests can be per-
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Figure 5: Maps of radial surface current Ur (col-
orscale; m.s−1) acquired on Feb. 4th, 2019, with the
Cap Be´nat WERA HF radar (around 14:01 UTC)
and estimated using the: (a) FFT, samples of N =
1364 time steps; (b) AR-MEM, samples of N = 1364
time steps; (c) FFT, samples of N = 170 time steps;
(d) AR-MEM, samples of N = 170 time steps.
formed between radial currents estimated with long
and short integration times. If one assumes the cur-
rent to be stationary over the time interval, long inte-
gration times are known to be more reliable because
of a reduced SNR and augmented Doppler frequency
resolution. Using the same data set as depicted on
Figure 5, we performed various estimations of radial
currents according to both methods for different in-
tegration times and using the same QC (eq. 10) as
previously. We first checked that the AR-MEM and
the FFT method are perfectly consistent for long in-
tegration times (4096 time steps or 18 min), as shown
on the left panel of Figure 6. Second, short-time esti-
mations were compared to long-time estimations for
each method (middle and right panels of Figure 6).
As seen, short and long samples lead to very close per-
formances for the AR-MEM while the data passing
the QC with the short-time FFT are much sparser.
Noise robustness was previously assessed using syn-
thetic data and level-varying simulated noise. We
tested in a similar way the robustness of real data
to the noise level. To do so, we augmented artifi-
Table 1: Coverage of the sea surface current maps
Method
Coverage
N = 4096 N = 1364 N = 170
FFT 60 % 45 % 18 %
AR-MEM 86 % 85 % 66 %
Note: Coverage expressed in % of a standard coverage area,
obtained with AR-MEM and FFT, for various integration
times (N = {4096; 1364; 170} time steps, i.e.
T ≈ {18; 6; 1} min). HFR data acquired from Be´nat WERA
HFR on Feb. 4th, 2019.
Figure 6: Scatterplots of estimated radial surface cur-
rents: (a) FFT, long sample (4096 time steps) vs AR-
MEM (4096 time steps); (b) AR-MEM, long sample
(4096 time steps) vs AR-MEM, short sample (1024
time steps); (c) FFT, long sample (4096 time steps)
vs FFT, short sample (1024 time steps).
cially the level of noise by adding a scaled version of
the experimental noise obtained with the RFI files.
Hence, the actual measured voltage s(t) was trans-
formed to s(t) + αn(t) with unit variance normaliza-
tion, in a similar way to the synthetic signal in (eq.
12). Again, the covered area is defined as the pro-
portion of radar cells passing the QC, in percent of
a maximal expected coverage; it was systematically
calculated with the two methods for different levels
α of additional noise. The results, shown in Figure
7, confirms for the two types of noise the significant
increase in coverage (or success rate) that was first
observed with synthetic data. Note that the coverage
is smaller than in the former case for a same value
of α; in particular, a full coverage is no longer ob-
tained for α = 0. This is explained by the fact that
the experimental data are already noisy before being
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artificially corrupted by an additional noise. Hence,
the actual signal with α = 0 in fact corresponds to
the synthetic case with some α > 0.
Figure 7: Fraction of radar cells (covered area, in %)
passing the quality test when the radial current is
computed with short (266 s, 1024 time steps) noisy
HFR times series and processed with: —— AR-
MEM; —— FFT method. The dataset has been
acquired with the Cap Be´nat WERA HFR on Feb.
4th, 2019.
Hence, the AR-MEM allows for a considerable im-
provement of current mapping both in terms of avail-
able coverage and robustness to noise. When dis-
cussing the performances of the AR-MEM it is also
important to estimate the computational time to
calculate the PSD. The classical estimation method
based on the FFT algorithm requires O(N log N)
operations for a sample of N time steps. When
computing the PSD with AR-MEM, the most time-
consuming step is the AR parameters estimation
since the computation of the PSD (eq. 9) also relies
on FFT once the AR coefficients have been derived.
This operation is known to require O(Np) processing
steps [35], where p is the AR order (eq. 8). With
p ∼ N/2 it follows that the complexity of AR-MEM
is O(N2). Given the short sample size N , the com-
putational time remains small even so that the time
needed to produce the maps of Figures 5b and 5d
is of the order of 1 min with a desktop computer.
This is perfectly consistent with the requirements of
real-time mapping.
5 Temporal fluctuations of sur-
face current
Another striking application of the AR-MEM is the
monitoring of sea surface current at short time-scale.
We used the same data set, that is the HFR sig-
nal measured in Cap Be´nat, to study the complex
time series obtained after beamforming for some spe-
cific radar cells. In the following experiment, some
radar cells located in the central part of the radar
coverage were chosen. Continuous sequences were ac-
quired over 30 hours and split into contiguous non-
overlapping sub-sequences of either 4096 (1065 sec-
onds or about 18 minutes) or 1024 (266 seconds or
4.5 minutes) time steps corresponding to “long” and
“short” integration time, respectively. These sub-
sequences were processed with the AR-MEM and
FFT method and the corresponding time series of ra-
dial current were produced. A comparison was also
made with a recent parametric method for surface
current estimation based on a Maximum Likelihood
Estimation (MLE) [15]; this last method has been
proven useful for short integration time.
An example of the radial current time series ob-
tained with different methods and different integra-
tion times is shown in Figure 8 for a radar cell located
at a range 35 km and at a central azimuth (180◦
from North). As anticipated, the FFT method with
short integration time (266 seconds) resolves only a
few data sequences and therefore does not provide a
satisfactory tracking of the sea surface current. When
applied to the same short sequences, the AR-MEM
successfully resolves the rapid variations of surface
current while remaining consistent with the values es-
timated with a longer integration time (1065 seconds)
which can be taken as reference. The dominant slow
oscillation of the measured radial current is consistent
with the period of inertial oscillations in the North-
western Mediterranean sea (about 17 hours) with an
amplitude of about 20 cm. Some brief fluctuations
with respect to this dominant signal can be captured
with the AR-MEM, such as two sudden peaks of cur-
rent around 21:00 UTC (marked with arrows Figure
8), which could be due to a sudden rise of wind. This
phenomena is hardly seen with the long-time FFT
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which has not the sufficient time resolution.
Figure 8: Temporal fluctuations of the radial surface
current Ur estimated with a short integration time of
T = 266 s (1024 time steps): ◦MEM and  FFT; long
integration time T = 1065 s (4096 time steps): ——
/  FFT. The data have been acquired on Feb. 4th,
2019 with the Cap Be´nat WERA HFR and the radar
cell is chosen in the middle of the radar coverage.
Brief fluctuations are enlighted at around 21:00 UTC.
Figure 9 shows a comparison of the estimated ra-
dial currents from the same data set with the AR-
MEM and the MLE [15]. Because the MLE esti-
mates the magnitude of the current and its sign sep-
arately and because some errors occur with the latter,
we only plotted the absolute value of the radial cur-
rent. Even though the MLE also captures the rapid
variations of the current much better than the FFT
method, it shows more scattered values around the
peaks and does not perform well for small values of
current. These defects of the MLE can be corrected
by the introduction of some a priori information in a
Bayesian inference method (the so-called “MAPPE”
method in [15]) but will not be presented here. Suffice
to say, the AR-MEM performs better than a paramet-
ric method in the absence of a priori information.
As reliable radial surface current estimates can be
obtained with a smaller integration time, the cor-
responding time series can be acquired at a higher
temporal frequency compared to the classical FFT
estimation. This makes it possible to investigate the
PSD of radial surface currents over a wider range
of temporal frequencies. Indeed, when reducing the
minimal integration time from about 18 to 4.5 min-
utes, the Nyquist frequency is increased from about
Figure 9: Same as Figure 8 for the radial surface cur-
rent magnitude |Ur| estimated with a short integra-
tion time of T = 266 s (1024 time steps): ◦ AR-MEM;
 MLE.
1.7 to 6.7 per hour. The PSD of the radial surface
current Ur obtained with the AR-MEM and the FFT
method for the same central radial cell as in Figure 9
is shown in Figure 10 in logarithmic scales. The PSD
obtained with the FFT method saturates around the
Nyquist frequency and reaches a plateau (thin dashed
line) while it pursues its fall off over one extra order of
magnitude when estimated with the AR-MEM. The
−5/3 slope is marked in thick dashed line and is seen
to drive the dynamics of the PSD over at least two
decades. Such power law decay has already be re-
ported in the literature [36],
P (ω) ∝ ωα (13)
where the exponent α depends on the flow regime.
The value α = −5/3 is typical of Kolmogorov theory
of turbulence and is recovered when inertial forces
dominates over viscous.
6 Discussion and Conclusion
We have presented an application of the AR model-
ing with Maximum Entropy Method (MEM) to HFR
mapping and tracking of instantaneous sea surface
currents. Contrarily to the common operational ap-
proach, the radar signal processing does not use FFT
to compute Doppler spectra. Instead, it is based on
an AR representation of the complex antenna volt-
age time series and the calculation of the correspond-
ing AR coefficients with the MEM. As seen, the AR-
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Figure 10: Experimental spectrum of the radial sur-
face current Ur at a given radar cell. Ur estimated
with: —— MEM, short integration time (N =
1024 time steps); —— FFT, long integration time
(N = 4096 time steps). Data have been acquired on
Feb. 6th to 10th, 2019, with the Cap Be´nat WERA
HFR; the radar cell is in the middle of the coverage.
MEM approach makes it possible to obtain a reliable
and robust estimation of the PSD even for short sam-
ples. This is particularly suited to the estimation of
surface currents which proceeds through the identifi-
cation of a main resonant frequency in the Doppler
spectrum. We have first tested the AR-MEM ap-
proach with noisy synthetic HFR data and quanti-
fied its augmented performances with respect to the
classical spectral estimation in terms of increased cov-
erage and robustness to noise, in particular for short
samples. An application to experimental data has
been made with a bistatic HFR located in the region
of Toulon. Surface current mapping has been per-
formed with the AR-MEM and FFT method for dif-
ferent integration times. A significant increase of the
coverage has been obtained with the former method,
in the sense that a larger proportion of current esti-
mates pass the required quality tests. Another useful
application has been given, namely the characteriza-
tion of fast temporal fluctuations of the radial current
within a given radar cell. With higher temporal reso-
lution, the power spectrum of surface current fluctu-
ations can be investigated over a wider range of tem-
poral frequencies. The actual high-frequency cut-off
can thus be pushed to values as high as a few per min-
utes and the typical power law decay of turbulence is
seen to extend over a few more decades. The ability
to estimate surface current variation with an integra-
tion time of the order of one minute paves the way
to other applications such as tsunami early warning
where very short integration times are needed. This
will be developed in subsequent work.
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