We present a simple, yet effective, Neural Machine Translation system for Indian languages. We demonstrate the feasibility for multiple language pairs, and establish a strong baseline for further research.
Introduction
Ability to access information from non-native languages has become a necessity for humans in the modern age of Information Technology. This is specially true in India where there are many popular languages. While knowledge repositories in English are growing at rapid pace, Indian languages still remain very poor in digital resources. This leaves an average Indian handicapped in accessing the knowledge resources. Automatic machine translation is a promising tool to bridge the language barrier, and thereby to democratize the knowledge.
Machine Translation (MT) has been a topic of research for over two decades now, with schools of thought following rule-based approaches [Sinha et al., 1995 , Chaudhury et al., 2010 , example-based approaches [Somers, 1999, Sinhal and Gupta, 2014] and statistics-based approaches [Brown et al., 1993 , Koehn, 2009 , Kunchukuttan et al., 2014 , Banerjee et al., 2018 . A class of statistics-based methods, involving the use of deep neural networks, popularly known as Neural Machine Translation (NMT) is making rapid progress in providing nearly usable translations across many language pairs [Edunov et al., 2018 , Aharoni et al., 2019 , Neubig and Hu, 2018 . Multiple competitive neural network architectures have come up in the last couple of years, each one outperforming the previous best and establishing superior baselines in a systematic manner [Sutskever et al., 2014 , Bahdanau et al., 2014 , Luong et al., 2015 , Gehring et al., 2017 , Vaswani et al., 2017 . Unfortunately, most of these methods are highly resource intensive. This, naturally made NMT less attractive for Indian languages due to the concerns of feasibility. However, we believe that the neural machine translation schemes are most appropriate for the Indian languages in the present day setting due to (i) the simplicity of the solution in rapidly prototyping and establishing practically effective systems, (ii) the lower cost of annotation of the training data. (The data required for building NMT systems at most demand sentence level alignments, with no special tagging.) (iii) the ease in transfer of ideas/algorithms across languages (Many practical tricks of developing effective solutions in one language provide insights in newer language pairs also.) (iv) ease in transfer of knowledge across languages/tasks, often implemented through pre-training, transfer learning or domain adaptation (v) rich software infrastructure available for rapidly prototyping effective models (eg. software stack for training) and deployment (eg. on embedded devices). Many of these are very important in the Indian setting, where the number of researchers and industries interested in Indian Language MT is very small compared to what is demanded. Often we may not even have more than one group equipped per language, with the state of the art tools and techniques.
India has 22 official languages, and many unofficial languages in use. With the fast growing numbers of mobile phone and Internet users, there is an immediate need for automatic machine translation systems from/to English as well as, across Indian languages. Though the digital content in Indian languages has increased a lot in the last few years, it is not yet comparable to that in English.
For example, there are only 780K Wikipedia pages in Hindi and 214K in Telugu in contrast to 36.5M in English [Wikipedia] . The ability to have effective translation models with acceptable performance takes solutions based on natural interfaces to the remote areas of a large world population. India has a spectrum of languages which could be labelled as low resource. Within the scope of the discussion in this work, a high resource language is one where large number (> 1M ) of sentencelevel aligned text pairs between two languages are available. Note that this itself could be a very conservative definition.
Usable NMT solutions already exist between several high resource languages of the world. Some closed systems are available for public use on the web [Google, Microsoft] for Indian Languages. However, they are limited in terms of details, reproducibility, and scope for further extensions to the wider research community.
The objective of this work is multi fold. We summarize them below.
• Though neural machine translation has received much attention for many western language pairs, not many effective systems are reported yet for Indic languages in the literature, barring exceptions like [Banerjee et al., 2018 , Sen et al., 2018 , Philip et al., 2018 . We would like to explore this machine learning and machine translation front, and demonstrate the feasibility for multiple Indian languages.
• Indian languages have always suffered from the lack of annotated corpora in the past for a number of language processing task including the machine translation that uses statistical or learning techniques. One of our objective is also to investigate how to effectively use the available data that could be monolingual, noisy and partially aligned.
• From a system point of view, we would like to build and demonstrate a web based system that can provide satisfactory results with possibly superior results to many of the previous open systems. In the process of developing a system, we also study the quirks that work for Indian languages, and comment on directions that we did not find promising.
• Quantitatively, we would like to establish a strong baseline for machine translation to and across Indian languages. We hope that this will enable further research in this area.
• Finally, we would like to release models and resources (such as noisy sentences) for enabling research in this area.
The rest of the content is organized as follows: We start off with Section 2 reviewing some of the relevant background literature with a specific focus on Indian language scenario. In Section 3, we discuss the components of the system and the adaptations carried out for Indian language situations. In Section 4, we elaborate the experimental details. In Section 5, we summarize the results and discuss our findings.
Machine Translation and Indian Language Situation
Machine translation systems could be built for a specific language pair or for multiple pairs simultaneously. We take the latter route in this work. This choice is dominated by many practical advantages in managing the limited available resources. We also hypothesize that the linguistic similairies across many Indian languages could help each other in this manner, though a systematic study on this is outside the scope of this work. Our work is in a multilingual setting wherein one system translates in all directions. We discuss challenges specific to the context of a few Indian languages.
Text Resources Most Indian language pairs are resource scarce in terms of sentence aligned parallel bi-text. More pairs and experts are likely to be available in pivoting through English to learn a multilingual translation model. Increasing reach of Internet access in the subcontinent is however changing these, as observable from Figure 1, which presents the systematic increase in the wikipedia pages in Indian languages. Hindi-English (hi-en) can be labelled a relatively high resource pair, after continued efforts to compile and increase resources over the past decade. The IIT-Bombay Hindi English Parallel Corpus (IITB-hi-en) [Kunchukuttan et al., 2018] is the largest general domain dataset available for use in MT. In addition to a 1.5 Million parallel data, IITB-hi-en also offers nearly 19.2M monolingual hindi text, which can be used to further enhance the performance.
The Indian Languages Corpora Initiative (ILCI) Corpus [Jha, 2010] [Kudo, 2018 , Sennrich et al., 2015 have found success for many languages without large deterioration to translation quality. The same principles also help us in practically circumventing the challenges due to word morphology. Our multilingual setting involves language pairs where translation is an "ill-posed" problem. For example, a single word "you" in English could translate to "tum", "me" and "aap" in Hindi, and valid sentences exist where correct translation can not be identified even with paragraph level contexts. Addressing these are left out of the scope of this paper.
Methods Most of the past attempts look at the problem of machine translation in Indian setting as a pair-wise translation problem. That is, the scope is restricted to one or two languages to build translation solutions [Garje and Kharate, 2013, Khan et al., 2017] . The Sampark [TDIL-Sampark] system looks at translation between different pairs of languages in the country as multiple different problems, solved separately, with some commonality of the solution across the pairs in idea. This pairwise view of the problem space, enables greater incorporation of language expertise into the solution. In the absence of huge resources to train a statistical systems, these provided reasonable translations. Sata Anuvadak [Kunchukuttan et al., 2014] , a compilation of 110 independently trained translation systems which used Statistical Machine Translation (SMT) analyzes a multilingual setup through SMT based approaches. One may attempt to solve multilingual translations through several hops through intermediate pivots. However, error compounds at each step.
Modern day NMT approaches are capable of handling sharing of learning between language pairs for which no data is available, through methods of zero shot learning [Johnson et al., 2017] , transfer learning [Zoph et al., 2016] , dataaugmentation approaches [Sennrich et al., 2016 , Edunov et al., 2018 . We are motivated by the success of these.
Evaluations and Benchmarks
Workshop on Asian Translation (WAT 2018) [Nakazawa et al., 2018 ] tasks on Indian languages had seen models performing lesser on automated evaluation procedures being preferred more by human evaluation. This may lead to interesting explorations on the need of evaluation protocols and data sets for many Indian language translation tasks.
Neural Machine Translation
In the previous section, we discussed the design choices and the data we use in developing the model. We now discuss and formulate the basic building blocks of our NMT pipeline. We extend the formulation to our multilingual setup, and further discuss data augmentation techniques.
The Pipeline
We start with a joint vocabulary which can cover all source and target languages. The source and target samples can thus be represented as sequences comprising of a finite vocabulary V . We follow Kudo [2018] to reduce vocabulary to be feasible for learning, where the likelihood of a monolingual corpora is maximized while optimizing for minimum vocabulary.
Sequence to sequence models (seq2seq) with an encoder-decoder architecture are widely prevalent among NMT approaches [Sutskever et al., 2014 , Bahdanau et al., 2014 , Luong et al., 2015 , Vaswani et al., 2017 . We also employ a similar architecture for translating text in one language to another. We now proceed to formally describe the parts relevant to this work below.
Consider a source sequence x = (x 1 , x 2 , . . . , x m ) and a target sequence y = (y 1 , y 2 , . . . , y n ), where x i , y j ∈ V . Our problem is to translate the sequence x to y. Our translation model has an encoder (f θ (·)) followed by a decoder. The encoder consumes the source side sequence x to learn representation c. The auto-regressive decoder learns to maximize log-likelihood of the target sequence modelled by the conditional probability density given below. For a given time-step in the decoding process t, the generation process for the token at t is conditioned on c and the tokens generated until t − 1.
Encoding is represented as
Our objective is now to maximize
at time/sequence index t. where
All (x, y) pairs we have are mini-batched to fit onto resources available. The learnable parameter θ is optimized through mini-batch gradient descent of the objective. In this work, updates, steps or mini-batches are used synonymously. An epoch completes one visit of the entire training corpus. In our experiments, we use the Transformer [Vaswani et al., 2017] architecture. Transformer architectures powers most neural machine translation solutions offered today.
Multilingual Extensions
In a multilingual setting, we have several languages to translate to and from. Hereafter we use xx, yy and zz as placeholders to denote arbitrary languages. The languages and the respective notations (shown in the bracket) as English (en), Hindi (hn), Telugu (te), Tamil (ta), Malayalam (ml), Urdu (ur), Bangla (bn).
Our multilingual setup closely follows Johnson et al. [2017] . We share the encoder and decoder parameters across all languages, following the fact that the vocabulary is common on both sides and the representations being the same relaxes the computation. A control token is prepended to the input sequence to indicate which direction to translate to (__t2xx__). The decoder learns to generate the target given this input.
One advantage of using multilingual setups is that it enables zero shot learning. Few shot learning (such as zero-shot and one-shot) has emerged as an effective tool for addressing the lack of training data in many practical problems in computer vision [Socher et al., 2013, Zhang and Saligrama, 2015] , language processing [Johnson et al., 2017] and speech processing [Stafylakis and Tzimiropoulos, 2018] . Pairs in language directions that did not exist in the training set can still be translated. They can also aid low resource settings of Indian languages. Rapid adaptations to new languages can also be done through multilingual setups [Neubig and Hu, 2018] . Aharoni et al. [2019] perform experiments at an even larger scale to find that massive-multilingual setups leading to large improvements in low resource setting.
Addressing Low Resource
In this work, we use a few, rather simple techniques to circumvent many challenges and demonstrate the utility for languages that are lowresource. These are briefly discussed. Zoph et al. [2016] demonstrate the success of transfer learning by using pairs of languages which have rich sentence level aligned bi-text in training low resource languages. A model is trained to take maximum advantage of the rich bi-text in for zz-xx pair, and the model instantiated with the weights from zz-xx is used to further train for yy-zz.
Transfer Learning
Backtranslation Using back-translation as a method to augment data used widely in NMT methods today [Sennrich et al., 2015] . In this process, we train a model which can translate a low resource (LR) language to a high resource (HR) language. This model can attempt augmentation for training data by learning from a pair where it is high resource, followed by mapping the low resource languages to rich representations in high resource language. If there is sufficient monolingual data in the source side, this process creates rich parallel pairs. Edunov et al. [2018] take the idea further and tests at scale, to demonstrate improvements in translation.
Experimental Setup
In this section, we detail the datasets and the experimental setup used used in this work.
Datasets
In this work, we compile data available from several sources, each of which we describe below. The languages we use in our experiments include English (en), Hindi (hi), Bengali (bn), Malayalam (ml), Tamil (ta), Telugu (te) and Urdu (ur). Summary of the corpora used is provided in Table 1 . Parallel Data We primarily rely on the IITBhi-en as parallel data for our training. We also use an extended version of our system from WAT-2018 [Philip et al., 2018 ] to backtranslate the available monolingual data in Hindi to English, and to augment the training.
To take full advantage in the multilingual setting, we use the ILCI corpus to include training pairs in all directions. In addition to the above, we use WAT-ILMPC, which gives ability to the multilingual model to implicitly pivot through English.
The designated splits for testing and validation (development) for IITB-hi-en and WAT-ILMPC are set aside for evaluations, while the remaining pool of data is used in training.
Mann Ki Baat test set
We extract a new multilingual test set for Indian languages, using data available online 3 . These are transcriptions of Prime Minister's address to the nation manually translated into multiple languages of the country. Our objective in creating this test-set is to find how well the models evaluated on WAT-ILMPC is able to generalize to a new data/situation.
Monolingual Data
We use Wikipedia text to create samples to enhance model through backtranslation. The IITB-hi-en and WAT-ILMPC come with their share of monolingual data as well, which we make good use of.
Training Details
In this section, we describe in detail the hyperparameters of the models in the previous section, in order to enable reproducibility.
We use SentencePiece 4 to reduce vocabulary while maintaing ability to cover the full text. While attempting to create one huge shared vocabulary building similar to Johnson et al. [2017] , we find languages where pairs are lesser in number are under-represented. To get around this, we build separate SentencePiece models to deal with the class imbalance, and to take advantage of the large monolingual data available. These models are trained to cover maximum text constraining to 4000 vocabulary size. Due to shared vocabulary among these individual models arising from codemixed content present in the large corpus, we end up with a vocabulary size of 26345, across 7 languages. One advantage to freezing the vocabulary is that we can perform warm starts for later models, while varying data.
Our experiments we use an NMT model based on Transformer-Base available in fairseq-py 5 . The model learns to translate across 7 languages. A control token to indicate which language to translate to is used to switch languages, as used in Johnson et al. [2017] . We train the model with all the available training data for 120 epochs, giving us a baseline model which we denote hereafter IL-MULTI . Computations for training IL-MULTI took us approximately 3 days on 16 NVIDIA 1080Tis across 4 machines.
There are several issues with the data used to train IL-MULTI . One major concern visible is imbalance in results across languages. Given an NMT system which gives noisy but comprehensible translations to English, we use backtranslation to augment and bring in more authentic language samples for under-represented languages. Given monolingual corpus is abundant compared to bitext, this process works out to improve results further. Therefore we augment the training dataset with back-translations from monolingual corpus. We only add {hi, en}->xx samples, to deal with the class imbalance and to prevent decoder learning noisy text. The system we obtain after training IL-MULTI further for 72 epochs with backtranslated data added, we denote as IL-MULTI+bt .
We use Bleualign 6 [Sennrich and Volk, 2011 ] to obtain parallel pairs between each pair of languages. Following this, we use heuristic methods to aligned pairs across languages, to obtain a near complete multilingual test-set. The approximated translation set for Bleualign is created by using our IL-MULTI+bt model, but the multilingual pairs after alignment undergoes one iteration of manual verification.
Evaluations
We report Bilingual Evaluation Understudy (BLEU) [Papineni et al., 2002] on all the test sets discussed previously. BLEU is a precision based metric for automatic evaluation of machine translation test sets. In Section 7, we describe and present other metrics which are used in the MT space to enable comparisons.
Automated evaluation is perhaps not the best choice when it comes to determine the quality of translations.
Results and Discussions
In this section, we present our results on WAT-ILMPC, IITB-hi-en and our newly explored Mann Ki Baat test-sets. In the process, we attempt to comprehensively study the performance.
Results on IITB-en-hi and WAT-ILMPC
We have now one-model yielding all-round performance on two tasks -one domain specific and one generic test set being trained on a combination of both datasets. We report the results on the automated evaluation procedures for the same here. A summary of our numbers on the BLEU evaluation metric for each task is presented in Table 2 , across two variants of the same model we have.
Our base model i.e., IL-MULTI obtains the best results till date for the English to Hindi direction task for IITB-en-hi. The results for Hindi to English is also quite comparable.
For WAT-ILMPC tasks, our system gives comparable numbers while translating to English from other available languages. However, in the other direction, we observe that the results are lower. Attempts to fine-tune and adapt IL-MULTI to the domain specific subtitles dataset gives us ILMULTI+ft , which demonstrates a boost in the evaluation scores on test sets specific to WAT-ILMPC. However, we observe performance degrades in the IITB-hi-en test set, which is general domain.
The overall ordering in the evaluation metrics show some patterns and consistency. While xx-en is giving comparable performances in many languages to the best values, en-xx fails to show similar performance. This could be due to imbalances in training samples among language-directions. The WAT-ILMPC dataset heavily pivots through English, the training data being strictly with English on one side and other languages on the other. This leaves training with a situation where there is a lot of data for the decoder to learn to generate English targets, while proportionately very less in languages of smaller resources. We try to solve this scenario by augmenting training with heavy monolingual data on the decoder, trying to translate from noisy backtranslated sources in English or Hindi. The model thus warm-started from IL-MULTI , IL-MULTI+bt gives us increase in BLEU for the less resource directions.
Our results on WAT-ILMPC and IITB-hi-en puts us in a comparable setting for many language pairs. However, our multiway training enables us to study how many non xx-yy directions work, where xx or yy need not necessarily be English. For this, we use the Mann Ki Baat dataset to obtain a proper multilingual dataset, using which we report our numbers in these directions below.
Multilingual Results
For our multilingual results, we present BLEU scores after using our SentencePiece models for tokenization. Though non-standard, this compendirection model wat-bn wat-hi wat-ml wat-ta wat-te wat-ur iitb-hi Table 3 : Five example sentences in English and their translations in Hindi. Readers may note the (i) length (ii) complexity and (iii) diversity among models of the sentences sates for agglutinative languages with free word orderings ending up with low BLEU scores albeit translations being of reasonably good quality. Since the tokenization setup is uniform across languages, this lets us compare the several directions possible fairly. (We do however, report the nonSentencePiece tokenized BLEU scores in Section 7).
In Table 4 , we present results from Mann Ki Baat, using our model IL-MULTI+bt , which resulted the best numbers overall. The results indicate improvements especially in generating translations the resource scarce languages for a rich source. Our English-Hindi models give strongest performance, as in the setting above. The rows indicate source language and the columns target language.
From the grid, we see performance in (near) zero shot learning for language pairs which were not In our experiments we find that IL-MULTI+ft which performed in the WAT-ILMPC test sets better failed to show good results here, indicating that the model is clearly adapting to WAT-ILMPC data.
Qualitative Examples and Discussions
In Tables 9 and 10, we illustrate the success and failure cases among a few languages.
Our model has managed to capture meaning most of the time. When the ground-truth is incorrect due to the subtitle corpus being noisy, our model yet manages to give the correct translation (WG -3 for example). There are samples like music tracks which are not translated and stay the same. While these are acceptable in a subtitle setting it is not so for pure translation attempts.
Sometimes the ground truth, being subtitles seem to have sentences for which word-meanings can not be inferred from the given context. Take WB-4 in Table 10 for example. The ground truth has a lot of context, assuming the person has a disease and is recovering while translating. It can be noticed that our models confuse it to be improvement or betterment, with the context being absent in the source.
Our model is not able to keep up to the mark while translating poetic sentences. It seems to be missing out on colloquial sentences as well, translating almost literally, missing intent although capturing enough meaning, as in WB-5.
Discussions
It is important to isolate errors or noise and improve the evaluation standards over time to enable more authentic evaluations. In the previous section, we illustrated several qualitative examples where our model was working fine, but the ground truth itself is incorrect, incomplete or has extra information. In this section, we take one iteration at improving the state of things of the test set. down a few errors and discuss our take on the evaluation metrics.
Shortcomings in the Evaluation Set
In our experiments, we found our multilingual models trained on large data to be robust and well performing for translations, but the BLEU scores obtained during evaluation indicates otherwise. Our best results are obtained after finetuning a general purpose model on the training set of the WAT-ILMPC. Further inspections indicate the ground truth samples to be incomplete, at either sides or both. In Table 5 , we illustrate a few of these.
Limitations of the Evaluation Metrics/Protocol
In this section, we argue why several automated metrics or evaluation protocols may not be ideal for evaluating MT models in the Indian language setting. There are, like in many other languages, diverse ways of conveying the same meaning in text in Indian Languages as well. Normally, automated metrics like BLEU are evaluated across multiple references, but the WAT-ILMPC test set has only one reference.
Conclusion and Future Work
In this work, we report baselines for Indian Language tasks. Our solution implemented through the state of the art machine learning tricks yield competetive results for many language pairs even if not enough resources are available. We study the multilingual training scenario for Indian language, applying several established methods in literature successfully to get competitive results. A reasonably functioning MT-System can be used in many other tasks. These involve computing embeddings for downstream tasks of classification or sentiment analysis. Ability to transfer the learning from well experimented embeddings like in English will help Indian Languages.
Some of the future works could include (i) use of ideas from machine learning to address the resource constraints (eg. few shot learning, active learning, adverserial training) in Indian language situations (ii) domain adaptation, transfer learning and style transfer in language/translation situations (iii) visualization and interpretebable translation models for Indian languages with sharable linguistic structures (iv) human in the loop solutions for training, inference and adaptations (v) Multimodal (image/video, speech and text) translational models and evaluation schemes. 
A Fine tuning to a specific target domain
Transfer learning has been widely used by the computer vision community for some time now. These works typically achieve excellent performance on a specific narrow domain task by finetuning a generic model trained on a larger dataset like ImageNet [Deng et al., 2009] . in the language space, past works attempt at fine tuning embeddings [??] for sentiment classification to a new language or domain where data is scarce, effectively transferring learning from the general case the embeddings are originally trained on. In this section, we experiment similar fine-tuning methods and show that we can improve our translation system for a particular domain -cricket related content.
Newspaper reports and commentary archives on cricket are crawled and corrected, and a noisy parallel pair is obtained using online services. 279K parallel pairs are thus obtained between Hindi and English. We set aside 100 samples as test-set and collect human provided translations for the same. We use three types of models while testing -(1) IL-MULTI , (2) IL-MULTI fine-tuned on cricket data and (3) a model with same parameters as IL-MULTI trained from scratch. Table 7 compares the performance of the three models on the test set. Among the three models, the warmstarted model fine tuned on cricket specific corpus achieves the best performance, outperforming the model trained from scratch on this narrow domain.
Cricket domain include many terms which resolve to imply meanings different from their normal ones, when restricted to the domain. For instance a "boundary" or "four" would mean the event of "four runs" being scored in a match. Terms like "sixers", "square drive", "form" etc pose different meanings compared to the meanings associated with the same when placed in a general context. In Table 6 are some examples corrected by the fine-tuning method, which would otherwise be mistranslations due to the lack of contextual knowledge.
B Additional Results

B.1 More on WAT-ILMPC
In the main paper, the content was focused on building a general purpose machine translation system among 7 languages. We argued in favour of keeping IL-MULTI for future experiments against IL-MULTI+ft . In this section, we present supplementary content assessing IL-MULTI+ft , specific to the merits in particular to translation tasks WAT-ILMPC.
In Table 8 , we indicate Rank-based Intuitive Bilingual Evaluation Score (RIBES) [Isozaki et al., 2010] and Adequacy Metric-Fluency Metric (AM-FM) [Banchs et al., 2015] additionally, along with the BLEU scores presented before. These numbers are evaluated by the WAT Submission platform and are comparable to other submissions. Tables 9 and 10, we contains success and failure cases of our models on WAT-ILMPC test-sets, already discussed before.
B.2 Mann Ki Baat
We present our multilingual translation BLEU scores on Mann Ki Baat test-set. We find what is expected in agreement with existing NMT literature.
Our baseline model gives us good results on the Mann Ki Baat test set. However, contrary to the case in WAT-ILMPC, we find that IL-MULTI outperforms IL-MULTI+ft . This is expected as we fine tuned to a subtitles corpus, and got better off results. As widely demonstrated in literature, augmentation with backtranslated data gives improvements of few BLEU points to models. Overall ILMULTI+bt performs the best, as visible from the grids given below (Tables 11, 13, 12) 7 .
From a qualitative point of view, we found samples from languages like ml, te, ta to be at par with languages except hi and en. However, the BLEU scores indicate a larger gap. We observe this is primarily due to agglutinative and inflective nature of these languages. Free word ordering in many leads to low BLEU scores, even when samples are of good quality.
The above numbers conform to normal tokenization in evaluation scripts primarily suited for English. But it is a common practice to use more information to tokenize. These will provide BLEU scores comparable to across languages, especially for languages with heavy agglutination and inflection. We present BLEU scores for the references and hypothesis tokenized using our SentencePiece WG -1 wat.ml അവർ ഒ േരാഗകാരിെയ പടർ തായി ഞാൻ ക , അവർ ് ആേരാഗ കരമായ ഒ േഹാ ് േവണം. wat.en I think they're spreading a pathogen, and they need a healthy host. mm.en I think they're spreading a sick person, they need a healthy host. mm+ft.en I think they're spreading a patient, they need a healthy host. wat.en I think it was actually a flying thing of some kind. mm.en I think it was actually a kind of flying thing. mm+ft.en I think it was actually a kind of flying thing.
WG -6
wat.hi 16 दस बर को हमारा काम कु छ-कु छ घु ड़सवार से ना जै सा होगा, ओके ? wat.en Now, our role on the 16th of December is to be a bit like the cavalry, OK? mm.en On December 16, our work will be like some horsemen army, OK mm+ft.en On December 16th, our job will be like some riding army, okay WG -7 wat.en I don't know how you find the time to raise kids and teach. WB-2 wat.ml വാളിേന ാൾ ർ ് അ ചലി ി വ െറ ചി യിലാണ് ഉ ാേക ത് . wat.en Sometimes a sharp mind is enough. google.en It should be in the mind of the one who moves it over the sword and moves it. mm+ft.en It's more important than the sword that's in the mind of a moving man.
mm.en It's supposed to be in the mind of the sword that drives. 
