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Abstract. We prove that the initial value problem (IVP) associated to the
fifth order KdV equation
(0.1) ∂tu− α∂
5
xu = c1∂xu∂
2
xu+ c2∂x(u∂
2
xu) + c3∂x(u
3),
where x ∈ R, t ∈ R, u = u(x, t) is a real-valued function and α, c1, c2, c3
are real constants with α 6= 0, is locally well-posed in Hs(R) for s ≥ 2. In
the Hamiltonian case (i.e. when c1 = c2), the IVP associated to (0.1) is then
globally well-posed in the energy space H2(R).
1. Introduction
Considered here is the initial value problem (IVP) associated to the fifth-order
Korteweg-de Vries equation
(1.1)
{
∂tu− α∂
5
xu = c1∂xu∂
2
xu+ c2∂x(u∂
2
xu) + c3∂x(u
3)
u(·, 0) = u0,
where x ∈ R, t ∈ R, u = u(x, t) is a real-valued function and α, c1, c2, c3 are real
constants with α 6= 0. Such equations and its generalizations
(1.2) ∂tu− α∂
5
xu+ β∂
3
xu = c0u∂xu+ c1∂xu∂
2
xu+ c2∂x(u∂
2
xu) + c3∂x(u
3)
arise as long-wave approximations to the water-wave equation. They have been
derived as second-order asymptotic expansions for unidirectional wave propagation
in the so-called Boussinesq regime (see Craig, Guyenne and Kalisch [5], Olver [29]
and the references therein), the first order expansions being of course the Korteweg-
de Vries (KdV) equation,
(1.3) ∂tu+ β∂
3
xu = c0u∂xu.
The equation in (1.1) was also proposed by Benney [2] as a model for interaction
of short and long waves.
When c1 = c2, the Hamiltonian
(1.4) H(u) =
1
2
∫
R
(
α(∂2xu)
2 − c1u(∂xu)
2 +
c3
2
u4
)
dx
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as well as the quantity
(1.5) M(u) =
∫
R
u2dx,
are conserved by the flow of (1.1). Indeed, it is easy to check that
H ′(u)ϕ =
∫
R
(
α∂4xu−
c1
2
(∂xu)
2 + c1∂x(u∂xu) + c3u
3
)
ϕdx =:
(
gradH(u), ϕ
)
L2
.
Thus the equation in (1.1) has the form ∂tu = ∂xgradH(u), so that
d
dt
H(u) =
(
gradH(u), ∂tu
)
L2
=
(
gradH(u), ∂xgradH(u)
)
L2
= 0.
Moreover in the special case where c2 = c1 = −10α and c3 = 10α, the equation in
(1.1) is the equation following KdV in the KdV hierarchy discovered by Lax [30]
and writes in the case α = 1
(1.6) ∂tu− ∂
5
xu+ 10∂xu∂
2
xu+ 10∂x(u∂
2
xu)− 10∂x(u
3) = 0.
Therefore equation (1.6) is completely integrable and possesses an infinite number
of conservation laws. We refer to the introductions in [12, 33, 34] for more details
on this subject.
Our purpose is to study the IVP (1.1) in classical L2-based Sobolev spacesHs(R).
We shall say that the IVP is locally (resp. globally) well-posed in the function space
X if it induces a dynamical system on X by generating a continuous local (resp.
global) flow.
First, it is worth mentioning that without dispersion (i.e. when α = 0) and
when c1 6= 0 or c2 6= 0, the IVP (1.1) is likely to be ill-posed in any H
s(R) (see
the comments in the introduction of [33]). This is in sharp contrast with the KdV
equation. Indeed, when β = 0 in (1.3), we obtain the Burgers equation, which is
still well-posed in Hs(R) for s > 3/2 by using standard energy methods. However,
the direct energy estimate for equation (1.1) (after fixing c3 = 0 for simplicity)
gives only
(1.7)
d
dt
‖∂kxu(t)‖
2
L2 . ‖∂
3
xu‖L∞x ‖∂
k
xu(t)‖
2
L2 +
∣∣∣ ∫
R
∂xu∂
k+1
x u∂
k+1
x udx
∣∣∣.
Observe that the last term on the right-hand side of (1.7) has still higher-order
derivatives and cannot be treated by using only integration by parts. To over-
come this difficulty, Ponce [33] used a recursive argument based on the dispersive
smoothing effects associated to the linear part of (1.1), combined to a parabolic
regularization method, to establish that the IVP (1.1) is locally well-posed in Hs(R)
for s ≥ 4. Later, Kwon [25] improved Ponce’s result by proving local well-posedness
for (1.1) in Hs(R) for s > 5/2. The main new idea was to modify the energy by
adding a correctional lower-order cubic term to cancel the last term on the right-
hand side of (1.7). Note that he also used a refined Strichartz estimate derived
by chopping the time interval in small pieces whose length depends on the spatial
frequency. This estimate was first established by Koch and Tzvetkov [24] (see also
Kenig and Koenig [18] for an improved version) in the Benjamin-Ono context.
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On the other hand, it was proved1 by the second author in [32], by using an
argument due to Molinet, Saut and Tzvetkov for the Benjamin-Ono equation [28],
that, in the case c2 6= 0, the flow map associated to (1.1) fails to be C
2 in Hs(R),
for any s ∈ R. This result was improved by Kwon [25] who showed that the flow
map fails to be even uniformly continuous in Hs(R) when s > 52 (and s > 0 in the
completely integrable case). Those results are based on the fact that the dispersive
smoothing effects associated to the linear part of (1.1) are not strong enough to
control the high-low frequency interactions in the nonlinear term ∂x(u∂
2
xu). As a
consequence, one cannot solve the IVP (1.1) by a Picard iterative method imple-
mented on the integral equation associated to (1.1) for initial data in any Sobolev
space Hs(R) with s ∈ R.
However, the fixed point method may be employed to prove well-posedness for
(1.1) in other function spaces. For example in [20, 21], Kenig, Ponce and Vega
proved that the more general class of IVPs
(1.8)
{
∂tu+ ∂
2j+1
x u+ P (u, ∂xu, . . . , ∂
2j
x u), x, t ∈ R, j ∈ N
u(0) = u0,
where
P : R2j+1 → R (or P : C2j+1 → C)
is a polynomial having no constant or linear terms, is well-posed in weighted Sobolev
spaces of the type Hk(R) ∩ H l(R;x2dx) with k, l ∈ Z+, k ≥ k0, l ≥ l0 for some
k0, l0 ∈ Z+. We also refer to [32] for sharper results in the case of small initial
data and when the nonlinearity in (1.8) is quadratic. Recently, Gru¨nrock [12],
respectively Kato [16], used variants of the Fourier restriction norm method to prove
well-posedness in Ĥsr (R) for 1 < r ≤
4
3 and s >
1
4 +
3
2r′ , respectively in H
s,a(R)
for s ≥ max{− 14 ,−2a− 2} with −
3
2 < a ≤ −
1
4 and (s, a) 6= (−
1
4 ,−
7
8 ). The spaces
Ĥsr (R) and H
s,a(R) are respectively defined by the norms ‖ϕ‖Ĥsr
= ‖〈ξ〉sϕ̂‖Lr′with
1
r +
1
r′ = 1 and ‖ϕ‖Hs,a = ‖〈ξ〉
s−a|ξ|aϕ̂‖L2 .
Nevertheless, the L2-based Sobolev spaces Hs(R) remain the natural2 spaces to
study well-posedness for the fifth order KdV equation. Our main result states that
the IVP (1.1) is locally well-posed in Hs(R) for s ≥ 2.
Theorem 1.1. Assume that s ≥ 2. Then, for every u0 ∈ H
s(R), there exists a
positive time T = T (‖u0‖Hs) and a unique solution u to (1.1) in the class
(1.9) C([−T, T ];Hs(R)) ∩ F s(T ) ∩Bs(T ).
Moreover, for any 0 < T ′ < T , there exists a neighbourhood U of u0 in H
s(R) such
that the flow map data-solution
(1.10) SsT ′ : U −→ C([−T
′, T ′];Hs(R)), u0 7−→ u,
is continuous.
Remark 1.2. The short-time Bourgain space F s(T ) := F s2 (T ) and the energy space
Bs(T ) are defined in Subsection 2.2.
1Strictly speaking the result was proved only in the case where c3 = 0, but as observed in the
introduction of [12], the cubic term ∂x(u3) in (1.1) is well behaved and no cancellations occur, so
that the proof remains true even when c3 6= 0.
2When the equation in (1.1) is Hamiltonian (i.e. when c1 = c2), the space H2(R) is the natural
space where the Hamiltonian H in (1.4) is well defined.
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Remark 1.3. The result of Theorem 1.1 is also valid for equation (1.2) and the proof
is similar.
Remark 1.4. For sake of simplicity, we assume that α = 1 and c3 = 0 in the proof of
Theorem 1.1 since the cubic term ∂x(u
3) has low order derivative when compared
to the two other nonlinear terms in (1.1). Nevertheless, we indicate in the appendix
what modifications are needed to deal with the case c3 6= 0.
Remark 1.5. Observe that at this level of regularity (s ≥ 2), the limits of smooth
solutions are still weak solutions to the equation in (1.1).
Remark 1.6. As a byproduct of the proof of Theorem 1.1, we obtain a priori esti-
mates on smooth solutions of (1.1) in Hs(R) for s ≥ 54 (see Proposition 6.2 below).
In other word, the flow map data-solutions in H∞(R) satisfies
(1.11)
∥∥S∞T (u0)∥∥L∞T Hs . ‖u0‖Hs ,
for any s ≥ 54 and where T only depends on ‖u0‖Hs . However, we were not able to
prove well-posedness at this level of regularity.
In the Hamiltonian case, the conserved quantities H and M defined in (1.4)–
(1.5) provide a control on the H2-norm and allow to prove that the IVP (1.1) is
globally well-posed in H2(R).
Corollary 1.7. In the case c1 = c2, the results of Theorem 1.1 are true for T > 0
arbitrarily large.
Remark 1.8. Corollary 1.7 remains true for equation (1.2) (still in the case c1 = c2).
Remark 1.9. In [34], Saut already proved the existence of global weak solutions in
the Hamiltonian case. However Corollary 1.7 is the first existence result of global
strong solutions for the fifth-order KdV equation in the Hamiltonian case3.
Remark 1.10. In his study of stability of solitary waves for Hamiltonian fifth-order
water wave models of the form (1.2) with quadratic nonlinearities4, Levandosky as-
sumed well-posedness in H2(R) (c.f. Assumption 1.1 in [26]). Therefore, Corollary
1.7 provides an affirmative answer to this issue. We also refer to [1, 27] for further
results on stability/instability of such fifth-order water wave models.
We now discuss the main ingredients in the proof of Theorem 1.1. We follow
the method introduced by Ionescu, Kenig and Tataru [15] in the context of the
KP1 equation, which is based on the dyadic Bourgain’s spaces F sα and their dual
Nsα, defined in Subsection 2.2. We refer to [4, 23] for previous works using similar
spaces to prove a priori bounds for the 1 D cubic NLS at low regularity and also
to [9, 10, 31] for applications to other dispersive equations.
The F sα spaces enjoy a X
s,b-type structure but with a localization in small time
dependent intervals whose length is of order 2−αk when the spatial frequency of
the function is localized around 2k. This prevents the time frequency modulation5
3Except of course in the completely integrable case.
4The question of existence of solitary waves for such models with nonhomogeneous nonlinear-
ities was addressed in [22].
5Here, w(ξ) = ξ5 denotes the dispersive symbol of the linear equation.
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|τ − w(ξ)| to be too small, which allows for suitable α, α = 2 in our case, to prove
a bilinear estimate of the form (c.f Proposition 4.1 for a precise statment )
(1.12)
∥∥∂xu∂2xv∥∥Ns2 (T ) + ∥∥∂x(u∂2xv)∥∥Ns2 (T ) . ‖u‖F s2 (T )‖v‖F s2 (T ),
as soon as s > 1. Of course6, we cannot conclude directly by using a contraction
argument since the linear estimate estimate
(1.13) ‖u‖F sα(T ) . ‖u‖Bs(T ) +
∥∥∂xu∂2xv∥∥Nsα(T ) + ∥∥∂x(u∂2xv)∥∥Nsα(T )
requires the introduction of the energy norm ‖u‖Bs(T ), instead of the usualH
s-norm
of the initial data ‖u0‖Hs , in order to control the small time localization appearing
in the F sα-structure. Therefore it remains to derive the frequency localized energy
estimate
(1.14) ‖u‖2Bs(T ) . ‖u0‖
2
Hs +
(
1 + ‖u‖F s(T )
)
‖u‖F s(T )
(
‖u‖2F s(T ) + ‖u‖
2
Bs(T )
)
,
which is true if s ≥ 54 and ‖u‖L∞T Hsx is small. The main new difficulty in our case is
that after using suitable frequency localized commutator estimates, we are not able
to handle directly the remaining lower-order terms (see Lemma 5.6 and Remark 5.7
below). This is somehow the price to pay for the choice of α = 2 which enabled to
derive the bilinear estimate (1.12). Then, we modify the energy by adding a cubic
lower-order term to ‖u‖2Bs(T ) in order to cancel those terms. This can be viewed as
a localized version of Kwon’s argument in [25].
We deduce the a priori bound (1.11) by combining (1.12)–(1.14) and using a
scaling argument. To finish the proof of Theorem 1.1, we apply this method to
the difference of two solutions. However, due to the lack of symmetry of the new
equation, we only are able to prove the corresponding energy estimate for s ≥ 2.
Finally, we conclude the proof by adapting the classical Bona-Smith argument [3].
Around the time when we completed this work, we learned that Guo, Kwak and
Kwon [11] had also worked on the same problem and obtained the same results
as ours (in Theorem 1.1 and Proposition 6.2). They also used the short-time Xs,b
method. However, instead of modifying the energy as we did, they put an additional
weight in theXs,b structure of the spaces in order to derive the key energy estimates.
The rest of the paper is organized as follows: in Section 2, we introduce the
notations, define the function spaces and prove some of their basic properties as
well the main linear estimates. In Section 3, we derive the L2 bilinear and trilinear
estimates, which are used to prove the bilinear estimates in Section 4 and the energy
estimates in Section 5. The proof of Theorem 1.1 is given in Section 6. We conclude
the paper with an appendix explaining how to treat the cubic term ∂x(u
3), which
we omit in the previous sections to simplify the exposition.
2. Notation, function spaces and linear estimates
2.1. Notation. For any positive numbers a and b, the notation a . b means that
there exists a positive constant c such that a ≤ cb. We also denote a ∼ b when
a . b and b . a. Moreover, if α ∈ R, α+, respectively α−, will denote a number
slightly greater, respectively lesser, than α.
For a1, a2, a3 ∈ R, it will be convenient to define the quantities amax ≥ amed ≥
amin to be the maximum, median and minimum of a1, a2 and a3 respectively. For
a1, a2, a3, a4 ∈ R, we define the quantities amax ≥ asub ≥ athd ≥ amin to be
6This would be in contradiction with the C2-ill-posedness results in [32].
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the maximum, sub-maximum, third-maximum and minimum of a1, a2, a3 and a4
respectively. Usually, we use ki and ji to denote integers and Ni = 2
ki , Li = 2
ji
to denote dyadic numbers.
For u = u(x, t) ∈ S(R2), Fu = û will denote its space-time Fourier transform,
whereas Fxu = (u)
∧x , respectively Ftu = (u)
∧t , will denote its Fourier transform
in space, respectively in time. Moreover, we generally omit the index x or t when
the function depends only on one variable. For s ∈ R, we define the Bessel and
Riesz potentials of order −s, Jsx and D
s
x, by
Jsxu = F
−1
x
(
(1 + |ξ|2)
s
2Fxu
)
and Dsxu = F
−1
x
(
|ξ|sFxu
)
.
The unitary group et∂
5
x associated to the linear dispersive equation
(2.1) ∂tu− ∂
5
xu = 0,
is defined via Fourier transform by
(2.2) et∂
5
xu0 = F
−1
x
(
eitw(ξ)Fxu0
)
,
where w(ξ) = ξ5.
For k ∈ Z+, let us define
Ik =
{
ξ ∈ R : 2k−1 ≤ |ξ| ≤ 2k+1
}
,
if k ≥ 1 and
I0 =
{
ξ ∈ R : |ξ| ≤ 2
}
.
Throughout the paper, we fix an even smooth cutoff function η0 : R → [0, 1]
supported in [−8/5, 8/5] and such that η0 is equal to 1 in [−5/4, 5/4]. For k ∈
Z ∩ [1,+∞), we define the functions ηk and η≤k respectively by
(2.3) ηk(ξ) = η0(2
−kξ)− η0(2
−(k−1)ξ) =: η(2−kξ) and η≤k =
k∑
j=0
ηj .
Then, (ηk)k≥0 is dyadic partition of the unity satisfying supp ηk ⊂ Ik.
Let (η˜k)k≥0 be another nonhomogeneous dyadic partition of the unity satisfying
supp η˜k ⊂ Ik and η˜k = 1 on supp ηk.
Finally, for k ∈ Z∩ [1,+∞), let us define the Fourier multiplier Pk, P≤0 and P≤k
by
Pku = F
−1
x
(
ηkFxu
)
, P≤0u = F
−1
x
(
η0Fxu
)
, and P≤k = P≤1 +
k∑
j=1
Pj .
Then it is clear that P≤0+
∑+∞
k=1 Pk = 1. Often, when there is no risk of confusion,
we also denote P0 = P≤0.
2.2. Function spaces. For 1 ≤ p ≤ ∞, Lp(R) is the usual Lebesgue space with
the norm ‖ · ‖Lp , and for s ∈ R, the Sobolev spaces H
s(R) is defined via its usual
norm ‖φ‖Hs = ‖J
s
xφ‖L2 .
Let f = f(x, t) be a function defined for x ∈ R and t in the time interval [−T, T ],
with T > 0 or in the whole line R. Then if X is one of the spaces defined above,
we define the spaces LpTXx and L
p
tXx by the norms
‖f‖LpTXx =
(∫ T
−T
‖f(·, t)‖pXdt
) 1
p
and ‖f‖LptXx =
( ∫
R
‖f(·, t)‖pXdt
) 1
p
,
when 1 ≤ p <∞, with the natural modifications for p =∞.
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We will work with the short time localized Bourgain spaces introduced in [15].
First, for k ∈ Z+, we introduce the l
1-Besov type space Xk of regularity 1/2 with
respect to modulations,
Xk =
{
φ ∈ L2(R2) : suppφ ⊂ Ik × R and ‖φ‖Xk =<∞
}
,
where
(2.4) ‖φ‖Xk =
+∞∑
j=0
2j/2‖ηj(τ − w(ξ))φ(ξ, τ)‖L2ξ,τ .
Let α ≥ 0 be fixed. For k ∈ Z+, we introduce the space Fk,α possessing a Xk-
structure in short time intervals of length 2−αk,
Fk,α =
{
f ∈ L∞(R;L2(R)) : suppF(u) ⊂ Ik × R and ‖f‖Fk,α <∞
}
where
(2.5) ‖f‖Fk,α = sup
t˜∈R
‖F
(
η0(2
αk(· − t˜))f
)
‖Xk .
Its dual version Nk,α is defined by
Nk,α =
{
f ∈ L∞(R;H−1(R)) : suppF(f) ⊂ Ik × R and ‖f‖Nk,α <∞
}
,
where
(2.6) ‖f‖Nk,α = sup
t˜∈R
∥∥(τ − w(ξ) + i2αk)−1F(η0(2αk(· − t˜))f)∥∥Xk .
Now for s ∈ R+, we define the global F
s
α and N
s
α spaces from their frequency
localized versions Fk,α and Nk,α, by using a nonhomogeneous Littlewood-Paley
decomposition as follows
(2.7) F sα =
{
f ∈ L∞(R;L2(R)) : ‖f‖F sα =
( +∞∑
k=0
22ks‖Pkf‖
2
Fk,α
) 1
2
<∞
}
.
and
(2.8) Nsα =
{
f ∈ L∞(R;H−1(R)) : ‖f‖Nsα =
( +∞∑
k=0
22ks‖Pkf‖
2
Nk,α
) 1
2
<∞
}
.
We also define a localized (in time) version of those spaces. Let T be a positive
time and Y denote F sα or N
s
α. If f : R× [−T, T ]→ C, we define
‖f‖Y (T ) = inf
{
‖f˜‖Y : f˜ : R
2 → C and f˜|R×[−T,T ] = f
}
.
Then,
F sα(T ) =
{
f ∈ L∞([−T, T ];L2(R)) : ‖f‖F sα(T ) <∞
}
.
and similarly
Nsα(T ) =
{
f ∈ L∞([−T, T ];H−1(R)) : ‖f‖Nsα(T ) <∞
}
.
Finally for s ∈ R+ and T > 0, we define the energy space B
s(T ) by
Bs(T ) =
{
f ∈ L∞([−T, T ];L2(R)) : ‖f‖Bs(T ) <∞
}
,
8 C. E. KENIG AND D. PILOD
where
(2.9) ‖f‖Bs(T ) =
(
‖P≤0f(·, 0)‖
2
L2 +
+∞∑
k=1
22ks sup
tk∈[−T,T ]
‖Pkf(·, tk)‖
2
L2
) 1
2
.
2.3. First properties. Following [15], we state some important properties of the
F sα(T ) spaces. First, we show that F
s
α(T ) →֒ L
∞([−T, T ];Hs(R)).
Lemma 2.1. Let T > 0, s ∈ R+ and α ∈ R+. Then it holds that
(2.10) ‖f‖L∞T Hsx . ‖f‖F sα(T ),
for all f ∈ F sα(T ).
Proof. Let f ∈ F sα(T ). We choose f˜ ∈ F
s
α such that
(2.11) f˜|[−T,T ] = f and ‖f˜‖F sα ≤ 2‖f‖F sα(T ).
It follows that for every t ∈ [−T, T ],
(2.12) ‖f(·, t)‖Hs = ‖f˜(·, t)‖Hs .
( +∞∑
k=0
22ks‖f˜k(·, t)‖
2
L2
) 1
2
,
where f˜0 = P≤0f˜ and f˜k = Pkf˜ for any k ∈ Z ∩ [1,+∞).
Now fix t ∈ [−T, T ] and k ∈ Z+. The Fourier inversion formula gives that
(2.13) Fx(f˜k)(ξ, t) = c
∫
R
F
(
η0(2
αk(· − t))f˜k
)
(ξ, τ)eitτdτ.
On the other hand, the definition Xk in (2.4) and the Cauchy-Schwarz inequality
in τ implies that
(2.14)
∥∥∥ ∫
R
∣∣φ(ξ, τ)∣∣dτ∥∥∥
L2ξ
. ‖φ‖Xk ,
for all φ ∈ Xk. Therefore, it is deduced from (2.5), (2.13) and (2.14) that
(2.15) ‖f˜k(·, t)‖L2 . ‖f˜k‖Fk,α ,
for all k ∈ Z+. Then, estimate (2.10) follows gathering (2.11), (2.12), (2.15) and
taking the supreme over t ∈ [−T, T ]. 
Then, we derive an important property involving the space Xk (see [15]).
Lemma 2.2. Let α ≥ 0 and l ∈ Z+ be given. Then, if [αl] denotes the integer part
of αl, we have that
(2.16) 2
αl
2
∥∥∥η≤[αl](τ −w(ξ))∫
R
|φ(ξ, τ ′)|2−αl
(
1+ 2−αl|τ − τ ′|
)−4
dτ ′
∥∥∥
L2
ξ,τ
. ‖φ‖Xk ,
and
(2.17)
∑
j>[αl]
2
j
2
∥∥∥ηj(τ−w(ξ))∫
R
|φ(ξ, τ ′)|2−αl
(
1+2−αl|τ−τ ′|
)−4
dτ ′
∥∥∥
L2
ξ,τ
. ‖φ‖Xk ,
for all φ ∈ Xk.
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Proof. We fix l˜ = [αl]. We begin proving estimate (2.16). Following [31], we use
that (ηk)k≥0 is dyadic partition of the unity and the Cauchy-Schwarz inequality in
τ ′ to get that
I := 2
αl
2
∥∥∥η≤l˜(τ − w(ξ))
∫
R
|φ(ξ, τ ′)|2−αl
(
1 + 2−αl|τ − τ ′|
)−4
dτ ′
∥∥∥
L2ξ,τ
= 2−
αl
2
∥∥∥η≤l˜(τ − w(ξ))
+∞∑
q=0
∫
R
ηq(τ
′ − w(ξ))|φ(ξ, τ ′)|
(
1 + 2−αl|τ − τ ′|
)−4
dτ ′
∥∥∥
L2
ξ,τ
≤ 2−
αl
2
∥∥∥η≤l˜(τ − w(ξ))
+∞∑
q=0
Iq,l(ξ, τ)2
q
2
∥∥ηq(· − w(ξ))φ(ξ, ·)∥∥L2∥∥∥L2ξ,τ ,
where
Iq,l(ξ, τ) :=
∥∥η˜q(τ ′ − w(ξ))(1 + 2−αl|τ − τ ′|)−4〈τ ′ − w(ξ)〉− 12∥∥L2
τ′
.
Now, we get trivially that
Iq,l(ξ, τ) . 2
q
2 2−
q
2 . 1,
which concludes the proof of (2.16) recalling the definition of the space Xk in (2.4).
Next, we turn to the proof of estimate (2.17). The mean-value theorem yields∣∣ηj(τ − w(ξ)) − ηj(τ ′ − w(ξ))∣∣ . 2−j|τ − τ ′|,
which implies that
(2.18)
∑
j>l˜
2
j
2
∥∥∥ηj(τ−w(ξ))∫
R
|φ(ξ, τ ′)|2−αl
(
1+2−αl|τ−τ ′|
)−4
dτ ′
∥∥∥
L2ξ,τ
≤ IIa+IIb,
where
IIa :=
∑
j>l˜
2
j
2
∥∥∥[ηj(· − w(ξ))φ(ξ, ·)] ∗ [2−αl(1 + 2−αl| · |)−4](τ)∥∥∥
L2ξ,τ
,
and
IIb :=
∑
j>l˜
2−
j
2
∥∥∥η˜j(τ − w(ξ))∫
R
|φ(ξ, τ ′)|2−αl|τ − τ ′|
(
1 + 2−αl|τ − τ ′|
)−4
dτ ′
∥∥∥
L2ξ,τ
.
Applying Young’s theorem on convolution (L2τ ∗ L
1
τ → L
2
τ ), we get that
(2.19) IIa .
∑
j>l˜
2
j
2
∥∥ηj(τ − w(ξ))φ(ξ, τ)∥∥L2ξ,τ ≤ ‖φ‖Xk .
To deal with IIb we just proceed as in the proof of estimate (2.16) and obtain that
IIb . 2
−l˜
∑
j>l˜
2−
j
2
∥∥∥η˜j(τ − w(ξ)) +∞∑
q=0
Jq,l(ξ, τ)2
q
2
∥∥ηq(· − w(ξ))φ(ξ, ·)∥∥L2
∥∥∥
L2ξ,τ
,
where
Jq,l(ξ, τ) :=
∥∥η˜q(τ ′ − w(ξ))|τ − τ ′|(1 + 2−αl|τ − τ ′|)−4〈τ ′ − w(ξ)〉− 12∥∥L2
τ′
.
In the case where j ≥ q + 5, we have that
Jq,l(ξ, τ) . 2
j2−4(j−l˜),
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since |τ − τ ′| ∼ 2j. In the case where q ≥ j − 4, we get that
Jq,l(ξ, τ) . 2
− j2
∥∥| · |(1 + 2−αl| · |)−4∥∥
L2
. 2−
j
2 2
3l˜
2 .
Then, after summing in j, we deduce that in both cases
(2.20) IIb .
+∞∑
q=0
2
q
2
∥∥ηq(τ − w(ξ))φ(ξ, τ)∥∥L2ξ,τ = ‖φ‖Xk .
Estimate (2.17) follows gathering (2.18)–(2.20), which concludes the proof of Lemma
2.2. 
Corollary 2.3. Let k ∈ Z+, α ≥ 0, t˜ ∈ R and γ ∈ S(R). Then it holds that
(2.21)
∥∥F[γ(2αk(· − t˜))f]∥∥
Xk
. ‖F(f)‖Xk ,
for all f such that F(f) ∈ Xk.
Proof. Since γ̂ ∈ S(R2), we have that∣∣∣F[γ(2αk(· − t˜))f](ξ, τ)∣∣∣ = ∣∣∣F(f)(ξ, ·) ∗ [e−it˜(·)2−αkγ̂(2−αk(·))](τ)∣∣∣
≤
∫
R
∣∣F(f)(ξ, τ ′)∣∣2−αk(1 + 2−αk|τ − τ ′|)−4dτ ′.(2.22)
Therefore estimate (2.21) follows by using the definition of Xk and applying esti-
mates (2.16)–(2.17) to the right-hand side of (2.22). 
Corollary 2.4. Let k ∈ Z+, α ≥ 0, t˜ ∈ R and γ ∈ S(R). Then it holds that
(2.23)
∥∥(τ −w(ξ)+ i2αk)−1F[γ(2αk(·− t˜))f]∥∥
Xk
. ‖(τ −w(ξ)+ i2αk)−1F(f)‖Xk ,
for all f such that F(f) ∈ Xk.
Proof. We have that∥∥(τ − w(ξ) + i2αk)−1F[γ(2αk(· − t˜))f]∥∥
Xk
. 2−
[αk]
2
∑
j≤[αk]
2
j
2
∥∥ηj(τ − w(ξ))F[γ(2αk(· − t˜))f]∥∥L2ξ,τ
+
∑
j>[αk]
2−
j
2
∥∥ηj(τ − w(ξ))F[γ(2αk(· − t˜))f]∥∥L2ξ,τ .
(2.24)
We treat the first term on the right-hand side of (2.24) by using Lemma 2.2 as
in the proof of Corollary 2.3 and the second one by using Lemma 2.2 and duality.
This implies estimate (2.23). 
Remark 2.5. For s ∈ R+, the classical dyadic Bourgain space X
s, 12 ,1 (introduced
for instance in [35]) is defined by the norm
‖f‖
Xs,
1
2
,1 =
(
‖F(P≤0f)‖
2
X0 +
+∞∑
k=1
22ks‖F(Pkf)‖
2
Xk
) 1
2
.
Thus, if f ∈ Xs,
1
2 ,1, one deduce after applying estimate (2.21) to each Pkf , taking
the supreme in t˜ and summing in k that ‖f‖F sα . ‖f‖Xs,
1
2
,1 , for any α ≥ 0. In
other words, we have that
Xs,
1
2 ,1 →֒ F sα →֒ L
∞(R;Hs(R)).
WELL-POSEDNESS FOR THE FIFTH-ORDER KDV EQUATION 11
More generally for any k ∈ Z+ and α ≥ 0, we define the set Sk,α of k-acceptable
time multiplication factors (c.f. [15]) as
Sk,α =
{
mk : R→ R : ‖mk‖Sk,α =
10∑
j=0
2−jαk‖∂jmk‖L∞ <∞
}
.
Corollary 2.6. Let k ∈ Z+, α ≥ 0 and mk ∈ Sk,α. Then it holds that
(2.25) ‖mkf‖Fk,α . ‖mk‖Sk,α‖f‖Fk,α ,
and
(2.26) ‖mkf‖Nk,α . ‖mk‖Sk,α‖f‖Nk,α .
Proof. We prove estimate (2.25). The proof of estimate (2.26) would follow in a
similar way. Arguing as in the proof of Corollary 2.3 it suffices to prove
(2.27)
∣∣Ft[mk(·)η0(2αk(· − t˜))(τ)]∣∣ . ‖mk‖Sk,α2−αk(1 + 2−αk|τ |)−4,
for all t˜, τ ∈ R.
It follows from the definition of the Fourier transform that∥∥Ft[mk(·)η0(2αk(· − t˜))]∥∥L∞ . ∥∥mk(·)η0(2αk(· − t˜))∥∥L1
. 2−αk‖mk‖L∞‖η0‖L1 .
(2.28)
By using again basic properties of the Fourier transform and the Leibniz rule, we
deduce that
2−4αk|τ |4
∣∣Ft[mk(·)η0(2αk(· − t˜))](τ)∣∣
. 2−4αk
∥∥∂4t [mk(·)η0(2αk(· − t˜))]∥∥L1
. 2−4αk
4∑
j=0
‖∂jtmk‖L∞2
(4−j)αk2−αk‖∂
(4−j)
t η0‖L1.
(2.29)
Estimates (2.28)–(2.29) and the definition of Sk,α imply estimate (2.27) which con-
cludes the proof of Corollary 2.6. 
The next Corollary of Lemma 2.2 will be useful in the proof of the bilinear and
energy estimates (c.f. Sections 4 and 5).
Corollary 2.7. Let α ≥ 0, t˜ ∈ R and l, k ∈ Z+ be such that l + 5 ≥ k. Then it
holds that
(2.30) 2
αl
2
∥∥η≤[αl](τ − w(ξ))F[η0(2αl(· − t˜))f]∥∥L2ξ,τ . ‖f‖Fk,α ,
and
(2.31)
∑
j>[αl]
2
j
2
∥∥ηj(τ − w(ξ))F[η0(2αl(· − t˜))f]∥∥L2ξ,τ . ‖f‖Fk,α ,
for all f ∈ Fk,α.
Proof. Observe that
η0(2
αl(· − t˜))f = η0(2
αl(· − t˜))η0(2
α(k−6)(· − t˜))f.
Moreover, it follows from Corollary 2.6 that∥∥F[η0(2α(k−6)(· − t˜))f]∥∥Xk . ‖f‖Fk,α .
Therefore, we conclude estimates (2.30) and (2.31) by applying (2.16) and (2.17)
arguing as it was done in the proof of Corollary 2.3. 
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Remark 2.8. Estimate (2.30) can be viewed as a consequence of the uncertainty
Heisenberg principle. It is of fundamental importance in the proof of the short time
bilinear estimates (c.f. Section 4), since it allows to consider only regions where the
modulation |τ − w(ξ)| is not too small, and therefore to avoid the regions giving
troubles in the low-high frequency interactions (c.f. [32]).
2.4. Linear estimates. In this subsection, we derive the linear estimate associated
to the spaces F sα(T ) (c.f. [15]).
Proposition 2.9. Assume s ∈ R+, α > 0 and T ∈ (0, 1]. Then we have that
(2.32) ‖u‖F sα(T ) . ‖u‖Bs(T ) + ‖f‖Nsα(T ),
for all u ∈ Bs(T ) and f ∈ Nsα satisfying
(2.33) ∂tu− ∂
5
xu = f, on R× [−T, T ].
Remark 2.10. Observe that, when working in the classical Bourgain spaceX0,
1
2 ,1(T )
defined in Remark 2.5, one would obtain an estimate of the form
‖u‖
Xs,
1
2
,1(T )
. ‖u(0)‖Hs + ‖f‖
Xs,−
1
2
,1(T )
.
Here, we need to introduce the energy norm ‖u‖Bs(T ) instead of ‖u(0)‖Hs , since
we are working on very short time intervals, whose length depends on the spatial
frequency.
We first derive a homogeneous and a nonhomogeneous linear estimate in the
spaces Xk.
Lemma 2.11. [Homogeneous linear estimate] Let α ≥ 0 and k ∈ Z+. Then it
holds that
(2.34)
∥∥F[η0(2αkt)eit∂5xu0]∥∥Xk . ‖u0‖L2 ,
for all u0 ∈ L
2(R) such that suppFx(u0) ∈ Ik.
Proof. A direct computation shows that
F
[
η0(2
αkt)eit∂
5
xu0
]
(ξ, τ) = 2−αkη̂0
(
2−αk(τ − w(ξ))
)
û0(ξ).
Thus, it follows from the definition of Xk and Plancherel’s identity that
(2.35)
∥∥F[η0(2αkt)eit∂5xu0]∥∥Xk ≤∑
j≥0
2j/2
∥∥ηj(·)2−αkη̂0(2−αk·)∥∥L2‖u0‖L2 .
Moreover, it is clear since η̂0 ∈ S(R) that
‖ηj(·)2
−αkη̂0(2
−αk·)
∥∥
L2
. 2−αk‖ηj(·)(1+2
−αk|·|)−4
∥∥
L2
. 2−αk2j/2min(1, 24(αk−j)),
which combined with (2.35) implies estimate (2.34). 
Lemma 2.12. [Non-homogeneous linear estimate] Let α ≥ 0 and k ∈ Z+. Then it
holds that
(2.36)
∥∥F[η0(2αkt)∫ t
0
ei(t−s)∂
5
xf(·, s)ds
]∥∥
Xk
.
∥∥(τ − w(ξ) + i2αk)−1F(f)∥∥
Xk
,
for all f such that suppF(f) ∈ Ik × R.
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Proof. Straightforward computations yield
F
[
η0(2
αkt)
∫ t
0
ei(t−s)∂
5
xf(·, s)ds
]
(ξ, τ)
= Ft
[
η0(2
αkt)
∫
R
eitτ˜ − eitw(ξ)
i(τ˜ − w(ξ))
F(f)(ξ, τ˜ )dτ˜
]
(τ)
= 2−αkη̂0(2
−αk·) ∗
[ F(f)(ξ, ·)
i(· − w(ξ))
]
(τ) − Ft
[
η0(2
αkt)eitw(ξ)
]
(τ)
∫
R
F(f)(ξ, τ˜ )
i(τ˜ − w(ξ))
dτ˜
= 2−αk
∫
R
η̂0(2
−αk(τ − τ˜ ))− η̂0(2
−αk(τ − w(ξ)))
i(τ˜ − w(ξ))
F(f)(ξ, τ˜ )dτ˜ .
(2.37)
Now, we observe that
2−αk
∣∣∣ η̂0(2−αk(τ − τ˜ ))− η̂0(2−αk(τ − w(ξ)))
i(τ˜ − w(ξ))
(
τ˜ − w(ξ) + i2αk
)∣∣∣
. 2−αk
(
1 + 2−αk|τ − τ˜ |
)−4
+ 2−αk
(
1 + 2−αk|τ − w(ξ)|
)−4
.
(2.38)
Indeed, in the case where |τ˜ − w(ξ)| ≥ 2αk, then
∣∣τ˜ − w(ξ) + i2αk∣∣ . |τ˜ − w(ξ)|
and estimate (2.38) follows directly from the fact that η̂0 ∈ S(R) and the triangle
inequality. Now we deal with the case where |τ˜ − w(ξ)| ≤ 2αk. We deduce by
applying the mean value theorem to the radial function η̂0 that∣∣η̂0(2−αk(τ − τ˜ ))− η̂0(2−αk(τ − w(ξ)))∣∣ ≤ 2−αk|η̂′0(2−αkθ)||τ˜ − w(ξ)|,
for some θ ∈]|τ− τ˜ |, |τ−w(ξ)|[ or θ ∈]|τ−w(ξ)|, |τ − τ˜ |[, depending wether |τ− τ˜ | <
|τ −w(ξ)| or |τ −w(ξ)| < |τ − τ˜ |. Thus, since η̂′0 ∈ S(R), the left-hand side of (2.38)
can be bounded by 2−αk
(
1 + 2−αk|θ|
)−4
. This implies estimate (2.38) in this case
by using the assumption on θ.
On the one hand, we deduce from Lemma 2.2 that
(2.39)∥∥ ∫
R
|F(f)(ξ, τ˜ )|
|τ˜ − w(ξ) + i2αk|
2−αk
(
1 + 2−αk|τ − τ˜ |
)−4
dτ˜
∥∥
Xk
.
∥∥ F(f)(ξ, τ)
τ − w(ξ) + i2αk
∥∥
Xk
.
On the other hand, it follows arguing as in the proof of Lemma 2.11 and using
estimate (2.14) that
∥∥2−αk(1 + 2−αk|τ − w(ξ)|)−4 ∫
R
|F(f)(ξ, τ˜ )|
|τ˜ − w(ξ) + i2αk|
dτ˜
∥∥
Xk
.
∑
j≥0
2j/2
∥∥ηj(·)2−αk(1 + 2−αk| · |)−4∥∥L2∥∥
∫
R
|F(f)(ξ, τ˜ )|
|τ˜ − w(ξ) + i2αk|
dτ˜
∥∥
L2ξ
.
∑
j≥0
2j2−αkmin(1, 24(αk−j))
∥∥ ∫
R
|F(f)(ξ, τ˜ )|
|τ˜ − w(ξ) + i2αk|
dτ˜
∥∥
L2ξ
.
∥∥ F(f)(ξ, τ)
τ − w(ξ) + i2αk
∥∥
Xk
.
(2.40)
Finally, we conclude the proof of Proposition 2.12 gathering (2.37)–(2.40). 
A proof of Proposition 2.9 is now in sight.
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Proof of Proposition 2.9. Let u, f : R× [−T, T ] satisfying (2.33). First, we choose
an extension f˜ of f on R2 satisfying
(2.41) ‖f˜‖Nsα ≤ 2‖f‖Nsα(T ).
Fix θ ∈ C∞0 (R) such that θ(t) = 1 if t ≥ 1 and θ(t) = 0 if t ≤ 0. For k ∈ Z+, we
define
f˜k = θ
(
2αk+10(t+ T + 2−αk−10)
)
θ
(
− 2αk+10(t− T − 2−αk−10)
)
Pkf˜ .
Then, it follows from (2.26) and the definition of θ that
(2.42) ‖f˜k‖Nk,α . ‖Pkf˜‖Nk,α ,
supp f˜k ⊂ R× [−T − 2
−αk−10, T + 2−αk−10] and f˜k|[−T,T ] = Pkf.
Moreover, for all k ∈ Z+, we also extend Pku on R
2, by defining u˜k(t) as

η0(2
αk+5(t− T ))
(
ei(t−T )∂
5
xPku(T ) +
∫ t
T
ei(t−s)∂
5
x f˜k(s)ds
)
if t > T
Pku(t) if t ∈ [−T, T ]
η0(2
αk+5(t+ T ))
(
ei(t+T )∂
5
xPku(−T ) +
∫ t
−T e
i(t−s)∂5x f˜k(s)ds
)
if t < −T.
Next, we show that
(2.43) ‖u˜k‖Fk,α . sup
tk∈[−T,T ]
∥∥F(η0(2αk(t− tk))u˜k)∥∥Xk
It is clear from the definition that u˜k is supported in R× [T − 2
−αk−5, T +2−αk−5].
Thus, if tk > T , we get,
η0(2
αk(t− tk))u˜k = η0(2
αk(t− tk))η0(2
αk(t− t˜k))u˜k
for some t˜k ∈ [T − 2
−αk, T ], so that (2.21) implies
sup
tk>T
∥∥F[η0(2αk(· − tk))u˜k]∥∥Xk . sup
t˜k∈[−T,T ]
∥∥F[η0(2αk(· − t˜k))u˜k]∥∥Xk .
We could argue similarly for t < T , which implies estimate (2.43).
Now we fix tk ∈ [−T, T ]. Observe that∥∥F[η0(2αk(· − tk))u˜k]∥∥Xk = ∥∥F[η0(2αk·)u˜k(·+ tk)]∥∥Xk
and by the Duhamel principle,
η0(2
αkt)u˜k(t+tk) = mk(t)η0(2
αkt)
(
eit∂
5
xPku(tk)+
∫ t
0
ei(t−s)∂
5
x η˜0(2
αks)f˜k(s+tk)ds
)
,
where mk ∈ Sk,α. Thus, we deduce from estimates (2.25), (2.34) and (2.36) that∥∥F[η0(2αk·)u˜k(·+tk)]∥∥Xk . ‖Pku(tk)‖L2+∥∥(τ−w(ξ)+i2αk)−1F(η˜0(2αk·)f˜k(·+tk))∥∥Xk ,
which implies estimate (2.32) after taking the supreme in tk ∈ [−T, T ], summing
over k ∈ Z+ and using (2.26), (2.41)–(2.43). 
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2.5. Strichartz estimates. We recall the Strichartz estimates associated to {et∂
5
x}
proved by Kenig, Ponce and Vega in [19].
Proposition 2.13. Let 2 ≤ q, r ≤ +∞ and 0 ≤ s ≤ 3q satisfy −s+
5
q =
1
2 . Then,
(2.44) ‖Dsxe
t∂5xu0‖LqtLrx . ‖u0‖L2 ,
for all u0 ∈ L
2(R).
As a consequence, we obtain a Strichartz estimate in the context of the Bourgain
spaces F sα(T ).
Corollary 2.14. Assume 0 < T ≤ 1, α ≥ 0 and ǫ > 0. Then, it holds that
(2.45) ‖D
3
4−
α
4
x u‖L2TL∞x . ‖u‖F ǫα(T ),
and
(2.46) ‖D
3
4−
α
4
x u‖
L˜2TL
∞
x
:=
(∑
k≥0
‖D
3
4−
α
4
x Pku‖
2
L2TL
∞
x
) 1
2
. ‖u‖F ǫα(T ),
for any u ∈ F ǫα(T ).
Proof. Let 0 < T ≤ 1, α ≥ 0, ǫ > 0 and u ∈ F ǫα(T ). Choose u˜ ∈ F
ǫ
α such that
u˜|[−T,T ] = u and ‖u˜‖F ǫα ≤ 2‖u‖F ǫα(T ).
For k ∈ Z+, we denote u˜k = Pku˜ (recall that P0 = P≤0). Then we deduce us-
ing the Sobolev embedding W ǫ
′,r(R) →֒ L∞(R), the square function theorem and
Minkowski’s inequality that
‖D
3
4
x u‖L2TL∞x . ‖D
3
4
x J
ǫ′
x u˜‖L2TLrx .
(∑
k≥0
22kǫ
′
‖D
3
4
x u˜k‖
2
L2TL
r
x
) 1
2
.
where ǫ′ and r(> 1/ǫ′) will be chosen later. Therefore, according to the definition
of F ǫα in (2.7), it suffices to prove that
(2.47) ‖D
3
4
x u˜k‖L2TLrx . 2
k(α4 +
3−α
2r )‖u˜k‖Fk,α ,
for all k ≥ 0 in order to prove estimate (2.45). Indeed, it is enough then to choose
r and ǫ′ such that rǫ′ > 1 and ǫ′ + 3−α2r < ǫ.
Next, we prove estimate (2.47). For k ≥ 0, we chop the interval [−T, T ] in
subintervals Ij of length 2
−αk. Let [−T, T ] = UjIj where
∣∣Ij∣∣ ∼ 2−αk and η0(2αk(·−
cj)) = 1 on Ij (here cj denotes the center of Ij). Note that the number of intervals
Ij is of order 2
αkT . Let 2 ≤ q be so that − 3q +
5
q +
1
r =
1
2 . Then, we deduce applying
Ho¨lder’s inequality in time that
‖D
3
4
x u˜k‖L2TLrx =
(∑
j
∥∥D 34x u˜kη0(2αk(· − cj))∥∥2L2IjLrx
) 1
2
. 2−αk(
1
2−
1
q )
(∑
j
∥∥D 34x u˜kη0(2αk(· − cj))∥∥2LqIjLrx
) 1
2
.
(2.48)
Due to the Fourier inversion formula, we have that
D
3
4
x u˜k(x, t)η0(2
αk(t− cj)) = c
∫
R
D
3
4
x e
t∂5xFs
(
e−s∂
5
xη0(2
αk(s− cj))u˜k(·, s)
)
(τ)eitτdτ.
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Thus, Minkowski’s inequality, estimate (2.44), Plancherel’s identity and the Cauchy-
Schwarz inequality in q imply that
‖D
3
4
x u˜k‖LqIjL
r
x
.
∫
R
∥∥D 34x et∂5xFs(e−s∂5xη0(2αk(s− cj))u˜k)∥∥LqIjLrxdτ
. 2k(
3
4−
3
q )
∑
q≥0
2q/2
∥∥ηq(τ)F(e−·∂5xη0(2αk(· − cj))u˜k)(ξ, τ)∥∥L2ξ,τ .
(2.49)
Then, we observe that
F
(
e−·∂
5
xη0(2
αk(· − cj))u˜k
)
(ξ, τ) = F
(
η0(2
αk(· − cj))u˜k
)
(ξ, τ + w(ξ)),
which together with (2.49) and the definition of Fk,α in (2.5) implies that
(2.50) ‖D
3
4
x u˜k‖LqIjL
r
x
. 2k(
3
4−
3
q )‖u˜k‖Fk,α .
Finally, we deduce combining (2.48) and (2.50) that
‖D
3
4
x u˜k‖L2TLrx . 2
k(αq +
3
4−
3
q )‖u˜k‖Fk,α ,
which yields estimate (2.47) since 1q =
1
4 −
1
2r . The proof of estimate (2.46) is
similar. 
Next, we derive a bilinear Strichartz estimate for the group {et∂
5
x}, which is an
extension of the one proved in [13] for the Airy equation (see also Lemma 3.4 in [14]
for the dispersion generalized Benjamin-Ono equation). Let ζ ∈ C∞ be an even
function such that ζ|[−1,1] = 0, ζ|R\[−2,2] = 1 and 0 ≤ ζ ≤ 1. We define |x|1 = ζ(x)|x|.
Lemma 2.15. For s ∈ R, we define the bilinear operator Is by
Fx
(
I
s(u1, u2)
)
(ξ) =
∫
ξ=ξ1+ξ2
∣∣|ξ1|2s − |ξ2|2s∣∣ 121 û1(ξ1)û2(ξ2)dξ1.
Then, it holds that
(2.51)
∥∥I2(et∂5xu1, et∂5xu2)∥∥L2x,t . ‖u1‖L2‖u2‖L2 ,
for any u1, u2 ∈ L
2(R).
Proof. For a fixed t ∈ R, we get by using Plancherel’s identity that∥∥I2(et∂5xu1, et∂5xu2)∥∥2L2x
=
∫
R
∣∣∣ ∫
ξ=ξ1+ξ2
∣∣|ξ1|4 − |ξ2|4∣∣ 121 eit(ξ51+ξ52)û1(ξ1)û2(ξ2)dξ1∣∣∣2dξ
=
∫
R3
eitφ(ξ,ξ1,η1)f(ξ, ξ1, η1)dξdξ1dη1,
where the phase function φ is given by
φ(ξ, ξ1, η1) := ξ
5
1 + (ξ − ξ1)
5 − η51 − (ξ − η1)
5,
and f is defined by
f(ξ, ξ1, η1)
:=
∣∣|ξ1|4 − |ξ − ξ1|4∣∣ 121 ∣∣|η1|4 − |ξ − η1|4∣∣ 121 û1(ξ1)û2(ξ − ξ1)û1(η1)û2(ξ − η1).
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Now, observed that for (ξ, ξ1) fixed, the function φ1(η1) := φ(ξ, ξ1, η1) has only
two simple roots η1 = ξ1 and η1 = ξ − ξ1 in the support of f . Moreover,
|φ′1(η1)| = 5
∣∣(η41 − (ξ − η1)4)∣∣ ≥ 5 in supp f,
and
|φ′1(ξ1)| = |φ
′
1(ξ − ξ1)| = 5
∣∣ξ41 − (ξ − ξ1)4∣∣.
Therefore, it follows from the Fourier inversion formula, Fubini’s theorem and
Plancherel’s identity that∥∥I2(et∂5xu1, et∂5xu2)∥∥2L2x,t = c
∫
R3
δ0(φ(ξ, ξ1, η1))f(ξ, ξ1η1)dη1dξdξ1
= c
∫
R2
(f(ξ, ξ1, ξ1)∣∣φ′1(ξ1)∣∣ +
f(ξ, ξ1, ξ − ξ1)∣∣φ′1(ξ − ξ1)∣∣
)
dξdξ1
. ‖u1‖
2
L2x
‖u2‖
2
L2x
.

3. L2 bilinear and trilinear estimates
3.1. L2 bilinear estimates. Recall that w(ξ) = ξ5. Then we define the resonance
functions Ω := Ω(ξ1, ξ2) by
(3.1) Ω(ξ1, ξ2) := w(ξ1) + w(ξ2)− w(ξ1 + ξ2).
We first derive a technical lemma (see Lemma 3.1 in [8]).
Lemma 3.1. If |ξ1| ∼ N1, ξ2 ∼ N2 and |ξ1 + ξ2| ∼ N , then
(3.2)
∣∣Ω∣∣ ∼ N4maxNmin.
Proof. A direct computation shows that
(3.3) Ω(ξ1, ξ2) = −5ξ1ξ2(ξ1 + ξ2)
(
ξ21 + ξ1ξ2 + ξ
2
2
)
.
We affirm that
(3.4) ξ21 + ξ1ξ2 + ξ
2
2 ∼ max{ξ
2
1 , ξ
2
2},
which, together with (3.3), would implies (3.2).
Next, we prove (3.4). It is clear that ξ21 + ξ1ξ2 + ξ
2
2 . max{ξ
2
1 , ξ
2
2}. To prove the
reverse inequality, we can always assume by symmetry that |ξ2| ≤ |ξ1|. Then in the
case where |ξ2| ≤
1
2 |ξ1|, we have that
ξ21 + ξ1ξ2 + ξ
2
2 = (ξ1 + ξ2)
2 − ξ1ξ2 ≥
1
2
(ξ1 + ξ2)
2 ≥
1
8
ξ21 .
In the other case, i.e. 12 |ξ1| ≤ |ξ2| ≤ |ξ1|, then
ξ21 + ξ1ξ2 + ξ
2
2 ≥ ξ
2
1 − |ξ1ξ2|+ ξ
2
2 ≥
1
4
ξ21 ,
which concludes the proof of (3.4). 
For k ∈ Z+ and j ∈ Z+, let us define Dk,j by
(3.5) Dk,j =
{
(ξ, τ) : ξ ∈ Ik and |τ + w(ξ)| ≤ 2
j
}
.
We state a useful lemma (see also Lemma 2.3 in [7]).
Lemma 3.2. Assume that k1, k2, k3 ∈ Z+, j1, j2, j3 ∈ Z+ and fi : R
2 → R+ are
L2 functions supported in Dki,ji for i = 1, 2, 3.
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(a) Then it follows that
(3.6)
∫
R2
(
f1 ∗ f2
)
· f3 . 2
kmin/22jmin/2‖f1‖L2‖f2‖L2‖f3‖L2 .
(b) Let us suppose that kmin ≤ kmax − 5. If we are in the case where (ki, ji) =
(kmin, jmax) for some i ∈ {1, 2, 3}, then it holds that
(3.7)
∫
R2
(
f1 ∗ f2
)
· f3 . 2
(j1+j2+j3)/22−jmed/22−2kmax‖f1‖L2‖f2‖L2‖f3‖L2 .
If moreover kmin ≥ 1, then
(3.8)∫
R2
(
f1 ∗ f2
)
· f3 . 2
(j1+j2+j3)/22−jmax/22−(3kmax+kmin)/2‖f1‖L2‖f2‖L2‖f3‖L2.
In all the others cases, we have that
(3.9)
∫
R2
(
f1 ∗ f2
)
· f3 . 2
(j1+j2+j3)/22−jmax/22−2kmax‖f1‖L2‖f2‖L2‖f3‖L2.
(c) In the case |kmin − kmax| ≤ 10, kmin ≥ 10, then we have that
(3.10)
∫
R2
(
f1 ∗ f2
)
· f3 . 2
jmin/22jmed/42−3kmax/4‖f1‖L2‖f2‖L2‖f3‖L2.
Proof. First, we begin with the proof of item (a). We observe that
(3.11) I :=
∫
R2
(
f1 ∗ f2
)
· f3 =
∫
R2
(
f˜1 ∗ f3
)
· f2 =
∫
R2
(
f˜2 ∗ f3
)
· f1,
where f˜i(ξ, τ) = fi(−ξ,−τ). Therefore, we can always assume that j1 = jmin.
Moreover, let us define f ♯i (ξ, θ) = fi(ξ, θ + w(ξ)), for i = 1, 2, 3. In view of the
assumptions on fi, the functions f
♯
i are supported in the sets
D♯ki,ji =
{
(ξ, θ) : ξ ∈ Iki and |θ| ≤ 2
ji
}
.
We also note that ‖fi‖L2 = ‖f
♯
i ‖L2. Then, it follows changing variables that
(3.12) I =
∫
R4
f ♯1(ξ1, θ1)f
♯
2(ξ2, θ2)f
♯
3(ξ1 + ξ2, θ1 + θ2 +Ω(ξ1, ξ2))dξ1dξ2dθ1dθ2,
where Ω(ξ1, ξ2) is defined in (3.1). For i = 1, 2, 3, we define Fi(ξ) =
( ∫
R
f ♯i (ξ, θ)
2dθ
) 1
2 .
Thus, it follows by applying the Cauchy-Schwarz and Young inequalities in the θ
variables that
I ≤
∫
R2
‖f ♯1(ξ1, ·)‖L1θF2(ξ2)F3(ξ1 + ξ2)dξ1dξ2
. 2jmin/2
∫
R2
F1(ξ1)F2(ξ2)F3(ξ1 + ξ2)dξ1dξ2.
(3.13)
Estimate (3.6) is deduced from (3.13) by applying the same arguments in the ξ
variables.
Next we turn to the proof of item (b). According to (3.11), we can assume
that j3 = jmax. Moreover, it is enough to consider the two cases kmin = k2
and kmin = k3 (since by symmetry the case kmin = k1 is equivalent to the case
kmin = k2).
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We prove estimate (3.9) in the case j3 = jmax and kmin = k2. It suffices to prove
that if gi : R→ R+ are L
2 functions supported in Iki for i = 1, 2 and g : R
2 → R+
is an L2 function supported in Ik3 × [−2
j3 , 2j3 ], then
(3.14) J(g1, g2, g) :=
∫
R2
g1(ξ1)g2(ξ2)g(ξ1 + ξ2,Ω(ξ1, ξ2))dξ1dξ2
satisfies that
(3.15) J(g1, g2, g) . 2
−2kmax‖g1‖L2‖g2‖L2‖g‖L2.
Indeed, if estimate (3.15) holds, let us define gi(ξi) = f
♯
i (ξi, θi), i = 1, 2, and
g(ξ,Ω) = f ♯3(ξ, θ1 + θ2 +Ω), for θ1 and θ2 fixed. Hence, we would deduce applying
(3.15) and the Cauchy-Schwarz inequality to (3.12) that
I . 2−2kmax‖f ♯3‖L2ξ,θ
∫
R2
‖f ♯1(·, θ1)‖L2ξ‖f
♯
2(·, θ2)‖L2ξdθ1dθ2
. 2−2kmax2(j1+j2)/2‖f ♯1‖L2ξ,θ‖f
♯
2‖L2ξ,θ‖f
♯
3‖L2ξ,θ ,
(3.16)
which is estimate (3.9) in this case. To prove estimate (3.15), we apply twice the
Cauchy-Schwarz inequality to get that
J(g1, g2, g) ≤ ‖g1‖L2‖g2‖L2
( ∫
R2
g(ξ1 + ξ2,Ω(ξ1, ξ2))
2dξ1dξ2
) 1
2
.
Then we change variables (ξ′1, ξ
′
2) = (ξ1 + ξ2, ξ2), so that
(3.17) J(g1, g2, g) ≤ ‖g1‖L2‖g2‖L2 =
(∫
R2
g(ξ′1,Ω(ξ
′
1 − ξ
′
2, ξ
′
2))
2dξ′1dξ
′
2
) 1
2
.
We observe that∣∣∣ ∂
∂ξ′2
Ω(ξ′1 − ξ
′
2, ξ
′
2)
∣∣∣ = 5∣∣(ξ′2)4 − (ξ′1 − ξ′2)4∣∣ ∼ 24kmax ,
since 2k1 ∼ 2kmax by the frequency localization. Then, the change of variables
µ1 = ξ
′
1 and µ2 = Ω(ξ
′
1 − ξ
′
2, ξ
′
2) in (3.17) yields (3.15), which concludes the proof
of estimate (3.9) in this case.
To prove estimate (3.8) in the case (kmin, jmax) = (k3, j3) and k3 ≥ 1, we observe
arguing as above that it suffices to prove that
(3.18) J(g1, g2, g) . 2
−(3kmax+kmin)/2‖g1‖L2‖g2‖L2‖g‖L2,
where J(g1, g2, g) is defined in (3.14). First, we change variables ξ
′
1 = ξ1 and
ξ′2 = ξ1 + ξ2, so that
J(g1, g2, g) =
∫
R2
g1(ξ
′
1)g2(ξ
′
2 − ξ
′
1)g(ξ
′
2,Ω(ξ
′
1, ξ
′
2 − ξ
′
1))dξ
′
1dξ
′
2.
The Cauchy-Schwarz inequality implies that
(3.19) J(g1, g2, g) ≤ ‖g1‖L2‖g2‖L2
( ∫
R2
g(ξ′2,Ω(ξ
′
1, ξ
′
2 − ξ
′
1))
2dξ′1dξ
′
2
) 1
2
.
We compute that∣∣∣ ∂
∂ξ′1
Ω(ξ′1, ξ
′
2 − ξ
′
1)
∣∣∣ = 5∣∣(ξ′1)4 − (ξ′2 − ξ′1)4∣∣ ∼ 23kmax+kmin ,
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since |ξ′1| ∼ 2
kmax and |ξ′2| ∼ 2
kmin due to the frequency localization. Therefore
estimate (3.18) is deduced by performing the change of variables µ′1 = Ω(ξ
′
1, ξ
′
2−ξ
′
1)
and µ′2 = ξ
′
2 in (3.19). On the other hand, by writing,
I =
∫
R2
(f˜1 ∗ f3) · f2
and arguing as in (3.16), we get estimate (3.7) in the case (kmin, jmax) = (k3, j3).
Estimate (3.10) is stated in Lemma 2.3 (c) of [7] and its proof follows closely
the one for the dispersion generalized BO in [9]. However, for sake of complete-
ness we will derive it here. According to (3.11), we may assume that jmax = j3.
Furthermore, we have following (3.12) that
I =
3∑
i=1
∫
Ri
f ♯1(ξ1, θ1)f
♯
2(ξ2, θ2)f
♯
3(ξ1 + ξ2, θ1 + θ2 +Ω(ξ1, ξ2))dξ1dξ2dθ1dθ2
=: I1 + I2 + I3,
(3.20)
where
R1 =
{
(ξ1, ξ2, θ1, θ2) ∈ R
4 : ξ1 · ξ2 < 0
}
,
R2 =
{
(ξ1, ξ2, θ1, θ2) ∈ R
4 : ξ1 · ξ2 > 0 and |ξ1 − ξ2| < R
}
,
R3 =
{
(ξ1, ξ2, θ1, θ2) ∈ R
4 : ξ1 · ξ2 > 0 and |ξ1 − ξ2| > R
}
,
and R is a positive number which will be chosen later.
First we prove that
(3.21) I1 . 2
(jmin+jmed)/22−2kmax‖f1‖L2‖f2‖L2‖f3‖L2,
which would imply
(3.22) I1 . 2
jmin/22jmed/42−kmax‖f1‖L2‖f2‖L2‖f3‖L2 ,
after interpolating with estimate (3.6).
To prove (3.21), we argue as for (3.9), so that it suffices to prove
(3.23) J(g1, g2, g) . 2
−2kmax‖g1‖L2‖g2‖L2‖g‖L2,
where J(g1, g2, g) is defined as in (3.15). By symmetry, we can always assume that
|ξ1| ≤ |ξ2|. We apply twice the Cauchy-Schwarz inequality and perform the change
of variables (ξ′1, ξ
′
2) = (ξ1, ξ1 + ξ2) to obtain that
(3.24) J(g1, g2, g) ≤ ‖g1‖L2‖g2‖L2
( ∫
R2
g(ξ′2,Ω(ξ
′
1, ξ
′
2 − ξ
′
1))
2dξ′1dξ
′
2
) 1
2
.
Now observe that∣∣ ∂
∂ξ′1
Ω(ξ′1, ξ
′
2 − ξ
′
1)
∣∣ = 5∣∣(ξ′2)4 − 4(ξ′2)3ξ′1 + 6(ξ′2)2(ξ′1)2 − 4ξ′2(ξ′1)3∣∣ ∼ 24kmax ,
due to the frequency localization and the restriction ξ′1 · ξ
′
2 ≤ 0 (which is a conse-
quence of the assumptions ξ1 · ξ2 < 0 and |ξ1| ≤ |ξ2|). Therefore, the change of
variables (µ′1, µ
′
2) = (Ω(ξ
′
1, ξ
′
2 − ξ
′
1), ξ
′
2) in (3.24) yields estimate (3.23).
To deal with I2, we get as in (3.13) that
I2 . 2
jmin/2
∫
|ξ1−ξ2|<R
F1(ξ1)F2(ξ2)F3(ξ1 + ξ2)dξ1dξ2.
WELL-POSEDNESS FOR THE FIFTH-ORDER KDV EQUATION 21
Then, we obtain by letting (ξ′1, ξ
′
2) = (ξ1 − ξ2, ξ2) and applying twice the Cauchy-
Schwarz inequality that
I2 . 2
jmin/2
∫
|ξ′1|<R
F1(ξ
′
1 + ξ
′
2)F2(ξ
′
2)F3(ξ
′
1 + 2ξ
′
2)dξ
′
1dξ
′
2
. 2jmin/2R1/2‖f1‖L2‖f2‖L2‖f3‖L2 .
(3.25)
Next, we observe that in the region R3,∣∣ξ41 − ξ42 ∣∣ 12 = (|ξ1 − ξ2| · ∣∣ξ31 + ξ21ξ2 + ξ1ξ22 + ξ32∣∣) 12 ≥ cR1/223kmax/2 ≥ 2,
since R will be chosen large enough. Thus, the Cauchy-Schwarz inequality implies
that
I3 . R
−1/22−3kmax/2‖f3‖L2
×
∥∥∥ ∫
ξ1 + ξ2 = ξ
θ1 + θ2 = θ
∣∣ξ41 − ξ42∣∣ 121 f1(ξ1, θ1 + w(ξ1))f2(ξ2, θ2 + w(ξ2))dξ1dθ1
∥∥∥
L2ξ,θ
,(3.26)
where the definition of |·|1 is given just before Lemma 2.15. By Plancherel’s identity,
the L2-norm of the integral on the right-hand side of (3.26) is equal to∥∥∥ ∫
θ1,θ2
e−it(θ1+θ2)
∫
ξ1+ξ2=ξ
∣∣ξ41−ξ42∣∣ 121 f1(ξ1, θ1+w(ξ1))f2(ξ2, θ2+w(ξ2))dξ1dθ1dθ2
∥∥∥
L2ξ,t
.
This implies after changing variables τi = θi+w(ξi) for i = 1, 2 and using Minkowski’s
inequality that
I3 . R
−1/22−3kmax/2‖f3‖L2
×
∫
τ1,τ2
η≤j1(τ1)η≤j2 (τ2)
∥∥I2(et∂5xF−1ξ (f1(·, τ1)), et∂5xF−1ξ (f2(·, τ2)))∥∥L2x,tdτ1dτ2,
where the bilinear operator I2 is defined in Lemma 2.15. Therefore, we deduce from
estimate (2.51) and the Cauchy-Schwarz inequality that
(3.27) I3 . R
−1/22−3kmax/22jmin/22jmed/2‖f1‖L2‖f2‖L2‖f3‖L2 .
Finally, we conclude estimate (3.10) gathering estimates (3.20), (3.22), (3.25),
(3.27) and choosing R = 2−3kmax/22jmed/2.
This finishes the proof of Lemma 3.2. 
As a consequence of Lemma 3.2, we have the following L2 bilinear estimates.
Corollary 3.3. Assume that k1, k2, k3 ∈ Z+, j1, j2, j3 ∈ Z+ and fi : R
2 → R+
are L2 functions supported in Dki,ji for i = 1, 2.
(a) Then it follows that
(3.28)
∥∥1Dk3,j3 · (f1 ∗ f2)∥∥L2 . 2kmin/22jmin/2‖f1‖L2‖f2‖L2 .
(b) Let us suppose that kmin ≤ kmax − 5. If we are in the case where (ki, ji) =
(kmin, jmax) for some i ∈ {1, 2, 3}, then it holds that
(3.29)
∥∥1Dk3,j3 · (f1 ∗ f2)∥∥L2 . 2(j1+j2+j3)/22−jmed/22−2kmax‖f1‖L2‖f2‖L2 .
If moreover kmin ≥ 1, then
(3.30)∥∥1Dk3 ,j3 · (f1 ∗ f2)∥∥L2 . 2(j1+j2+j3)/22−jmax/22−(3kmax+kmin)/2‖f1‖L2‖f2‖L2 .
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In all the others cases, we have that
(3.31)
∥∥1Dk3,j3 · (f1 ∗ f2)∥∥L2 . 2(j1+j2+j3)/22−jmax/22−2kmax‖f1‖L2‖f2‖L2.
Proof. Corolloray 3.3 follows directly from Lemma 3.2 by using a duality argument.

3.2. L2 trilinear estimates. Now, we prove the L2 trilinear estimates. In this
case, the resonance function Ω˜ := Ω˜(ξ1, ξ2, ξ3) is given by
(3.32) Ω˜(ξ1, ξ2, ξ3) := w(ξ1) + w(ξ2) + w(ξ3)− w(ξ1 + ξ2 + ξ3).
Lemma 3.4. Assume that k1, k2, k3, k4 ∈ Z+, j1, j2, j3, j4 ∈ Z+ and fi : R
2 →
R+ are L
2 functions supported in Dki,ji for i = 1, 2, 3, 4.
(a) Then it follows that
(3.33)∫
R2
(
f1 ∗ f2 ∗ f3
)
· f4 . 2
(kmin+kthd)/22(jmin+jthd)/2‖f1‖L2‖f2‖L2‖f3‖L2‖f4‖L2 .
(b) Moreover, let us suppose that kthd ≤ kmax − 5. If we are in the case where
(ki, ji) = (kthd, jmax) for some i ∈ {1, 2, 3, 4}, then it holds that∫
R2
(
f1 ∗ f2 ∗ f3
)
· f4
. 2(j1+j2+j3+j4)/22−jmax/22kthd/22−2kmax‖f1‖L2‖f2‖L2‖f3‖L2‖f4‖L2,
(3.34)
and∫
R2
(
f1 ∗ f2 ∗ f3
)
· f4
. 2(j1+j2+j3+j4)/22−jmed/22kmin/22−2kmax‖f1‖L2‖f2‖L2‖f3‖L2‖f4‖L2 .
(3.35)
In all the others cases, we have that∫
R2
(
f1 ∗ f2 ∗ f3
)
· f4
. 2(j1+j2+j3+j4)/22−jmax/22kmin/22−2kmax‖f1‖L2‖f2‖L2‖f3‖L2‖f4‖L2 .
(3.36)
Proof. Estimate (3.33) can be proved exactly as estimate (3.6). To prove part (b),
we follow closely the arguments of Guo for the mBO equation [10]. Let us define
(3.37) I˜ :=
∫
R2
(
f1 ∗ f2 ∗ f3
)
· f4.
Observe that
(3.38) I˜ =
∫
R2
(
f˜1 ∗ f˜2 ∗ f4
)
· f3 =
∫
R2
(
f˜2 ∗ f˜2 ∗ f4
)
· f1 =
∫
R2
(
f˜1 ∗ f˜3 ∗ f4
)
· f2,
where f˜i(ξ, τ) = fi(−ξ,−τ). Therefore, we can always assume that jmax = j4.
Moreover, we introduce f ♯i (ξ, θ) = fi(ξ, θ + w(ξ)), for i = 1, 2, 3. In view of the
assumptions on fi, the functions f
♯
i are supported in the sets
D♯ki,ji =
{
(ξ, θ) : ξ ∈ Iki and |θ| ≤ 2
ji
}
.
We also note that ‖fi‖L2 = ‖f
♯
i ‖L2. Then, it follows changing variables that
(3.39)
I˜ =
∫
R6
f ♯1(ξ1, θ1)f
♯
2(ξ2, θ2)f
♯
3(ξ3, θ3)f
♯
4(ξ1 + ξ2 + ξ3, θ1 + θ2 + θ3 + Ω˜(ξ1, ξ2, ξ3))dν,
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where dν = dξ1dξ2dξ3dθ1dθ2dθ3 and Ω˜(ξ1, ξ2) is defined in (3.32).
Since kthd ≤ kmax − 5 by hypothesis, we always have that kmax ∼ ksub. Thus,
we only need to treat the following cases: k4 ∼ kmax, k4 = kthd and k4 = kmin.
Case k4 ∼ kmax. By symmetry, we can assume that k1 ≤ k2 ≤ k3 ≤ k4 in this case.
For gi : R→ R+, L
2 functions supported in Iki for i = 1, 2, 3 and g : R
2 → R+, an
L2 function supported in Ik4 × [−2
j4 , 2j4 ], let us define
(3.40) J˜(g1, g2, g3, g) :=
∫
R3
g1(ξ1)g2(ξ2)g3(ξ3)g(ξ1+ξ2+ξ3, Ω˜(ξ1, ξ2, ξ3))dξ1dξ2dξ3.
Then, arguing as in (3.41), it suffices to show that
(3.41) J˜(g1, g2, g3, g) . 2
−2kmax2kmin/2‖g1‖L2‖g2‖L2‖g3‖L2‖g‖L2.
in order to prove (3.36) in this case. To prove estimate (3.41), we change variables
(ξ′1, ξ
′
2, ξ
′
3) = (ξ1, ξ2, ξ1+ ξ2+ ξ3) and apply twice the Cauchy-Schwarz inequality in
the ξ′1 and ξ
′
2 to deduce that
(3.42) J˜(g1, g2, g3, g) . ‖g2‖L2‖g3‖L2
∫
|ξ′1|∼2
k1
g1(ξ
′
1)
( ∫
R2
g(ξ′3, Ω˜)
2dξ′2dξ3
) 1
2
dξ1.
We observe that∣∣∣ ∂
∂ξ′2
Ω˜(ξ′1, ξ
′
2, ξ
′
3 − ξ
′
2 − ξ
′
1)
∣∣∣ = 5∣∣(ξ′2)4 − (ξ′3 − ξ′2 + ξ′1)4∣∣ ∼ 24kmax ,
by using the frequency localization. Thus estimate (3.41) is deduced by performing
the change of variables (µ2, µ3) = (Ω˜, ξ
′
3) in the inner integral on the right-hand
side of (3.42) and by applying the Cauchy-Schwarz inequality in the variable ξ′1.
Case k4 = kmin. In this case, we can assume without loss of generality that
k4 ≤ k1 ≤ k2 ≤ k3. It suffices to show that estimate (3.41) remains valid in this
case. First, we change variables (ξ′1, ξ
′
2, ξ
′
3) = (ξ1, ξ2, ξ1+ξ2+ξ3), so that |ξ
′
1| ∼ 2
kthd ,
|ξ′2| ∼ 2
kmax , |ξ′3| ∼ 2
kmin and J˜ becomes
J˜(g1, g2, g3, g)
=
∫
R3
g1(ξ
′
1)g2(ξ
′
2)g3(ξ
′
3 − ξ
′
1 − ξ
′
2)g(ξ
′
3, Ω˜(ξ
′
1, ξ
′
2, ξ
′
3 − ξ
′
1 − ξ
′
2))dξ
′
1dξ
′
2dξ
′
3.
Thus the Cauchy-Schwarz inequality in ξ′1 implies that
J˜(g1, g2, g3, g)
≤
∫
R2
g2(ξ
′
2)‖g1(ξ
′
1)g3(ξ
′
3 − ξ
′
2 − ξ
′
1)‖L2
ξ′
1
∥∥g(ξ′3, Ω˜(ξ′1, ξ′2, ξ′3 − ξ′1 − ξ′2))∥∥L2
ξ′
1
dξ′2dξ
′
3.
(3.43)
Moreover, we have that∣∣∣ ∂
∂ξ′1
Ω˜(ξ′1, ξ
′
2, ξ
′
3 − ξ
′
2 − ξ
′
1)
∣∣∣ = 5∣∣(ξ′1)4 − (ξ′3 − ξ′1 − ξ′2)4∣∣ ∼ 24kmax ,
due to the frequency localization, so that we deduce through the change of variable
µ′1 = Ω˜ that
(3.44)
∥∥g(ξ′3, Ω˜(ξ′1, ξ′2, ξ′3 − ξ′1 − ξ′2))∥∥L2
ξ′
1
= c2−2kmax‖g(ξ′3, ·)‖L2 .
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Therefore, we deduce inserting (3.44) in (3.43) and applying twice the Cauchy-
Schwarz inequality that
J˜(g1, g2, g3, g) . 2
−2kmax‖g1‖L2‖g2‖L2‖g3‖L2
∫
|ξ′3|∼2
kmin
‖g(ξ′3, ·)‖L2dξ
′
3
. 2−2kmax2kmin/2‖g1‖L2‖g2‖L2‖g3‖L2‖g‖L2,
which is exactly (3.41).
Case k4 = kthd. Estimate (3.34) follows arguing exactly as in the case k4 = kmin.
On the other hand, estimate (3.35) can also be proved applying the arguments of
the cases k4 ∼ kmax or k4 = kmin, depending on wether jmed = j1, j2 or j3 and
using the symmetry relation (3.38). 
As a consequence of Lemma 3.4, we have the following L2 trilinear estimates.
Corollary 3.5. Assume that k1, k2, k3, k4 ∈ Z+, j1, j2, j3, j4 ∈ Z+ and
fi : R
2 → R+ are L
2 functions supported in Dki,ji for i = 1, 2, 3.
(a) Then it follows that
(3.45)
∥∥1Dk4 ,j4 ·(f1∗f2∗f3)∥∥L2 . 2(kmin+kthd)/22(jmin+jthd)/2‖f1‖L2‖f2‖L2‖f3‖L2 .
(b) Let us suppose that kthd ≤ kmax − 5. If we are in the case where (ki, ji) =
(kthd, jmax) for some i ∈ {1, 2, 3, 4}, then it holds that∥∥1Dk4,j4 · (f1 ∗ f2 ∗ f3)∥∥L2
. 2(j1+j2+j3+j4)/22−jmax/22kthd/22−2kmax‖f1‖L2‖f2‖L2‖f3‖L2.
(3.46)
and∥∥1Dk4,j4 · (f1 ∗ f2 ∗ f3)∥∥L2
. 2(j1+j2+j3+j4)/22−jmed/22kmin/22−2kmax‖f1‖L2‖f2‖L2‖f3‖L2 .
(3.47)
In all the others cases, we have that∥∥1Dk4 ,j4 · (f1 ∗ f2 ∗ f3)∥∥L2
. 2(j1+j2+j3+j4)/22−jmax/22kmin/22−2kmax‖f1‖L2‖f2‖L2‖f3‖L2 .
(3.48)
Proof. Corolloray 3.5 follows directly from Lemma 3.4 by using a duality argument.

4. Short time bilinear estimates
The main results of this section are the following bilinear estimates in the F sα(T )
spaces. Note that to overcome the high-low frequency interaction problem (c.f.
[32]), we need to work with α = 2 (see Lemma 4.3 below). Therefore, we will fix
α = 2 in the rest of the paper and denote respectively F s2 (T ), N
s
2 (T ), F
s
2 , N
s
2 , Fk,2
and Nk,2 by F
s(T ), Ns(T ), F s, Ns, Fk and Nk. The main results of this section
are the bilinear estimates at the Hs and L2 level.
Proposition 4.1. Let s > 1 and T ∈ (0, 1] be given. Then, it holds that
(4.1) ‖∂x(u∂
2
xv)‖Ns(T ) . ‖u‖F s(T )‖v‖F 1(T ) + ‖u‖F 1(T )‖v‖F s(T ),
and
(4.2) ‖∂xu∂
2
xv‖Ns(T ) . ‖u‖F s(T )‖v‖F 1(T ) + ‖u‖F 1(T )‖v‖F s(T ),
for all u, v ∈ F s(T ).
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Proposition 4.2. Let T ∈ (0, 1] be given. Then, it holds that
(4.3) ‖∂x(u∂
2
xv)‖N0(T ) + ‖∂x(v∂
2
xu)‖N0(T ) . ‖u‖F 2(T )‖v‖F 0(T ),
and
(4.4) ‖∂x
(
∂xu∂xv
)
‖N0(T ) . ‖u‖F 2(T )‖v‖F 0(T ),
for all u ∈ F 2(T ) and v ∈ F 0(T ).
We split the proof of Propositions 4.1 and 4.2 in several technical lemmas.
Lemma 4.3. [high × low → high] Assume that k, k1, k2 ∈ Z+ satisfy |k−k2| ≤ 3
and 0 ≤ k1 ≤ max(k, k2)− 5. Then,
(4.5)
∥∥Pk∂x(uk1∂2xvk2)∥∥Nk . ‖uk1‖Fk1 ‖vk2‖Fk2 ,
and
(4.6)
∥∥Pk(∂xuk1∂2xvk2)∥∥Nk . ‖uk1‖Fk1 ‖vk2‖Fk2 ,
for all uk1 ∈ Fk1 and vk2 ∈ Fk2 .
Remark 4.4. In the case k1 = 0, the function u0 ∈ F0 is localized in spatial low
frequencies corresponding to the projection P≤0, since we choose to use a nonho-
mogeneous dyadic partition of the unity to define the function spaces F s and Ns
(see Section 2).
Remark 4.5. Lemma 4.3 still holds true under the assumptions k, k1, k2 ∈ Z+,
|k − k1| ≤ 3 and 0 ≤ k2 ≤ max(k, k1)− 5. The proof is exactly the same, therefore
we will omit it.
Proof of Lemma 4.3. We only prove estimate (4.5), since the proof of estimate (4.6)
is similar (and even easier). First, observe from the definition of Nk in (2.6) that
(4.7)
∥∥Pk∂x(uk1∂2xvk2)∥∥Nk . suptk∈R
∥∥(τ − w(ξ) + i22k)−123k1Ikfk1 ∗ fk2∥∥Xk ,
where
fk1 =
∣∣F(η0(22k(· − tk))uk1)∣∣ and fk2 = ∣∣F(η˜0(22k(· − tk))vk2)∣∣.
Now, we set
fki,2k(ξ, τ) = η≤2k(τ − w(ξ))fki (ξ, τ) and fki,ji(ξ, τ) = ηj(τ − w(ξ))fki (ξ, τ),
for ji > 2k. Thus, we deduce from (4.7) and the definition of Xk that
(4.8)
∥∥Pk∂x(uk1∂2xvk2)∥∥Nk . suptk∈R 23k
∑
j,j1,j2≥2k
2−j/2‖1Dk,j · fk1,j1 ∗ fk2,j2‖L2ξ,τ ,
where Dk,j is defined in (3.5). Here, we use that since
∣∣(τ −w(ξ)+ i22k)−1∣∣ ≤ 2−2k
the sum from j = 0 to 2k − 1 appearing implicitely on the right-hand side of (4.7)
is controlled by the term corresponding to j = 2k on right-hand side of (4.8).
Therefore, according to Corollary 2.7 and estimate (4.8) it suffices to prove that
(4.9) 23k
∑
j≥2k
2−j/2
∥∥1Dk,j · (fk1,j1 ∗ fk2,j2)∥∥L2ξ,τ . 2j1/2‖fk1,j1‖L22j2/2‖fk2,j2‖L2,
with j1, j2 ≥ 2k, in order to prove estimate (4.5).
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But, we deduce from estimates (3.29) and (3.31) that
23k
∑
j≥2k
2−j/2
∥∥1Dk,j · (fk1,j1 ∗ fk2,j2)∥∥L2ξ,τ
. 23k
∑
j≥2k
2−j/22−2k2j1/2‖fk1,j1‖L22
j2/2‖fk2,j2‖L2 ,
which implies estimate (4.9) after summing over j. This finishes the proof of Lemma
4.3. 
Lemma 4.6. [high × high → high] Assume that k, k1, k2 ∈ Z+ satisfy k ≥ 20,
|k − k2| ≤ 5 and |k1 − k2| ≤ 5. Then,
(4.10)
∥∥Pk∂x(uk1∂2xvk2)∥∥Nk . ‖uk1‖Fk1 ‖vk2‖Fk2 ,
and
(4.11)
∥∥Pk(∂xuk1∂2xvk2)∥∥Nk . ‖uk1‖Fk1 ‖vk2‖Fk2 ,
for all uk1 ∈ Fk1 and vk2 ∈ Fk2 .
Proof. Once again we only prove estimate (4.10). Arguing as in the proof of Lemma
4.3, it is enough to prove that
(4.12) 23k
∑
j≥2k
2−j/2
∥∥1Dk,j · (fk1,j1 ∗ fk2,j2)∥∥L2ξ,τ . 2j1/2‖fk1,j1‖L22j2/2‖fk2,j2‖L2 ,
where fki,ji is localized in Dki,ji with ji ≥ 2k for i = 1, 2.
We deduce by applying estimate (3.28) to the left-hand side of (4.12) that
23k
∑
j≥2k
2−j/2
∥∥1Dk,j · (fk1,j1 ∗ fk2,j2)∥∥L2ξ,τ
. 23k
∑
j≥2k
2−j/22k/22jmin/2‖fk1,j1‖L2‖fk2,j2‖L2.
(4.13)
According to Lemma 3.1 and the frequency localization, we have that
(4.14) 2jmax ∼ max{2jmed , 25k}.
Finally, we observe that (4.13) and (4.14) imply estimate (4.12). This is clear in the
cases where jmax = j1 or j2 by using that 2
jmax & 25k and summing over j ≥ 2k.
In the case where jmax = j, we have from (4.14) that either 2
j ∼ 25k or 2j ∼ 2jmed .
When 2j ∼ 25k, estimate (4.12) follows directly from (4.13) since we do not need
to sum over j, whereas when 2j ∼ 2jmed , we can use one of the cases 2jmax = 2j1
or 2jmax = 2j2 to conclude. 
Lemma 4.7. [high × high → low] Assume that k, k1, k2 ∈ Z+ satisfy k2 ≥ 20,
|k1 − k2| ≤ 3 and 0 ≤ k ≤ max(k1, k2)− 5. Then,
(4.15)
∥∥Pk∂x(uk1∂2xvk2)∥∥Nk . k22k2−k‖uk1‖Fk1 ‖vk2‖Fk2 ,
(4.16)
∥∥Pk∂x(∂xuk1∂xvk2)∥∥Nk . k22k2−k‖uk1‖Fk1 ‖vk2‖Fk2 ,
and
(4.17)
∥∥Pk(∂xuk1∂2xvk2)∥∥Nk . k222(k2−k)‖uk1‖Fk1 ‖vk2‖Fk2 ,
for all uk1 ∈ Fk1 and vk2 ∈ Fk2 .
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Remark 4.8. It is interesting to observe that the restriction s > 1 in Proposition
4.1 appears in estimate (4.17).
Remark 4.9. Note that in the case k = 0, by convention P0 = P≤0.
Proof. We prove estimate (4.17), since estimates (4.15) and (4.16) could be proved
in a similar way. Let γ : R→ [0, 1] be a smooth function supported in [−1, 1] with
the property that ∑
m∈Z
γ2(x −m) = 1, ∀ x ∈ R.
We observe from the definition of Nk in (2.6) that∥∥Pk∂x(uk1∂2xvk2)∥∥Nk
. sup
tk∈R
∥∥(τ − w(ξ) + i22k)−123k21Ik ∑
|m|.22(k2−k)
fmk1 ∗ f
m
k2
∥∥
Xk
,(4.18)
where
fmk1 =
∣∣F(η0(22k(· − tk))γ(22k2(· − tk)−m)uk1)∣∣,
and
fmk2 =
∣∣F(η˜0(22k(· − tk))γ(22k2(· − tk)−m)uk2)∣∣,
for i = 1, 2.
Now, we set
fmki,2k2(ξ, τ) = η≤2k2(τ − w(ξ))f
m
ki (ξ, τ) and f
m
ki,ji = ηj(τ − w(ξ))f
m
ki (ξ, τ),
for ji > 2k2. Thus, we deduce from (4.18) and the definition of Xk that∥∥Pk∂x(uk1∂2xvk2)∥∥Nk
. sup
tk∈R, m∈Z
25k22−2k
∑
j≥0
∑
j1,j2≥2k2
2−j/2‖1Dk,j · f
m
k1,j1 ∗ f
m
k2,j2‖L2ξ,τ .
(4.19)
Therefore, according to Lemma 2.2 and estimate (4.19) it suffices to prove that
(4.20)
23k2
∑
j≥0
2−j/2
∥∥1D˜k,j · (fmk1,j1 ∗ fmk2,j2)∥∥L2ξ,τ . k22j1/2‖fmk1,j1‖L22j2/2‖fmk2,j2‖L2 ,
with j1, j2 ≥ 2k2, in order to prove estimate (4.17).
In the cases jmax = j1 or jmax = j2, say for example jmax = j1, we deduce from
estimate (3.31) that
23k2
∑
j≥0
2−j/2
∥∥1D˜k,j · (fmk1,j1 ∗ fmk2,j2)∥∥L2ξ,τ
. 2k2
∑
j≥0
2−j/22j/2‖fmk1,j1‖L22
j2/2‖fmk2,j2‖L2
. k22
j1/2‖fmk1,j1‖L22
j2/2‖fmk2,j2‖L2 + 2
k2
∑
j≥2k2
2−j/22j1/2‖fmk1,j1‖L22
j2/2‖fmk2,j2‖L2 ,
which implies estimate (4.19) by summing over j.
In the case jmax = j, we have that 2
j ∼ max{2jmed , |Ω|}, where Ω is defined
in (3.1). If 2j ∼ 2jmed , then we are in one of the above cases, whereas in the case
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2j ∼ |Ω|, we deduce from (3.2) that j ≤ 4k2+5. Therefore, we get from (3.29) that
23k2
∑
j≥0
2−j/2
∥∥1D˜k,j · (fmk1,j1 ∗ fmk2,j2)∥∥L2ξ,τ
. 2k2k22
−j/22(j+j1+j2)/22−jmed/2‖fmk1,j1‖L2‖f
m
k2,j2‖L2,
which yields (4.19), since jmed ≥ 2k2. 
Lemma 4.10. [low × low → low] Assume that k, k1, k2 ∈ Z+ satisfy 0 ≤
k, k1, k2 ≤ 100. Then,
(4.21)
∥∥Pk∂x(uk1∂2xvk2)∥∥Nk . ‖uk1‖Fk1 ‖vk2‖Fk2 ,
and
(4.22)
∥∥Pk(∂xuk1∂2xvk2)∥∥Nk . ‖uk1‖Fk1 ‖vk2‖Fk2 ,
for all uk1 ∈ Fk1 and vk2 ∈ Fk2 .
Proof. Once again we only prove estimate (4.21). Arguing as in the proof of Lemma
4.3, it is enough to prove that
(4.23)
∑
j≥0
2−j/2
∥∥1Dk,j · (fk1,j1 ∗ fk2,j2)∥∥L2ξ,τ . 2j1/2‖fk1,j1‖L22j2/2‖fk2,j2‖L2,
where fki,ji is localized in Dki,ji with ji ≥ 0 for i = 1, 2, which is a direct conse-
quence of estimate (3.28). 
Finally, we give the proof of Proposition 4.1. Note that the proof of Proposition
4.2 would be similar.
Proof of Proposition 4.1. We only prove estimate (4.2), since the proof of estimate
(4.1) would be similar. We choose two extensions u˜ and v˜ of u and v satisfying
(4.24) ‖u˜‖F s ≤ 2‖u‖F s(T ) and ‖v˜‖F s ≤ 2‖v‖F s(T ).
Therefore ∂xu˜∂
2
xv˜ is an extension of ∂xu∂
2
xv on R
2 and we have from the definition
of Ns(T ) and Minkowski inequality that
‖∂xu∂
2
xv‖Ns(T ) ≤
(∑
k≥0
22ks
( ∑
k1,k2≥0
‖Pk(∂xPk1 u˜∂
2
xPk2 v˜)‖Nk
)2) 12
.
where we took the convention P0 = P≤0. Moreover, we denote
A1 =
{
(k1, k2) ∈ Z
2
+ : |k2 − k| ≤ 3 and 0 ≤ k1 ≤ max(k, k2)− 5
}
,
A2 =
{
(k1, k2) ∈ Z
2
+ : |k1 − k| ≤ 3 and 0 ≤ k2 ≤ max(k, k1)− 5
}
,
A3 =
{
(k1, k2) ∈ Z
2
+ : |k1 − k2| ≤ 5, |k1 − k| ≤ 5 and k ≥ 20
}
,
A4 =
{
(k1, k2) ∈ Z
2
+ : |k1 − k2| ≤ 3, 0 ≤ k ≤ max(k1, k2)− 5 and k2 ≥ 20
}
,
A5 =
{
(k1, k2) ∈ Z
2
+ : 0 ≤ k, k1, k2 ≤ 100
}
.
Note that for a given k ∈ Z+, some of these regions may be empty and others may
overlap, but due to the frequency localization, we always have that
‖∂xu∂
2
xv‖Ns(T ) .
5∑
j=0
(∑
k≥0
22ks
( ∑
(k1,k2)∈Aj
‖Pk(∂xPk1 u˜∂
2
xPk2 v˜)‖Nk
)2) 12
=:
5∑
j=0
Sj .
(4.25)
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To handle the sum S1, we use estimate (4.6) and the Cauchy-Schwarz inequality
to obtain that
(4.26) S1 .
(∑
k≥0
22ks
( k−5∑
k1=0
‖Pk1 u˜‖Fk1 ‖Pkv˜‖Fk
)2) 12
. ‖u˜‖F 0+‖v˜‖F s ,
where we assumed without loss of generality that max(k, k2) = k. Similarly, we
deduce from remark 4.5 that
(4.27) S2 . ‖u˜‖F s‖v˜‖F 0+ .
Estimate (4.11) leads to
(4.28) S3 .
(∑
k≥0
22ks‖Pk1 u˜‖
2
Fk1
‖Pkv˜‖
2
Fk
) 1
2
. ‖u˜‖F 0‖v˜‖F s .
Next, we deal with the sum S4. Without loss of generality, assume that max(k1, k2) =
k2. It follows from estimate (4.17) and the Cauchy-Scwarz inequality in k2 that
S4 .
( k2−5∑
k=0
22k(s−2)
( ∑
k2≥0
k22
2k2‖Pk2 u˜‖Fk2‖Pk2 v˜‖Fk2
)2) 12
.
( ∑
k2≥0
22k2s‖Pk2 u˜‖
2
Fk2
) 1
2
( ∑
k2≥0
22k2‖Pk2 v˜‖
2
Fk2
) 1
2
. ‖u˜‖F s‖v˜‖F 1 ,
(4.29)
since s > 1. Finally, it is clear from estimate (4.22) that
(4.30) S5 . ‖u˜‖F 0‖v˜‖F 0 .
Therefore, we conclude the proof of estimate (4.2) gathering (4.24)–(4.30). 
5. Energy estimates
As indicated in the introduction we assume for sake of simplicity that c3 = 0.
We also recall that, due to the short time bilinear estimates derived in the last
section, we need to work with α = 2 in the definition of the spaces F sα, F
s
α(T ) and
Fk,α and therefore we will omit the index α = 2 to simplify the notations.
5.1. Energy estimates for a smooth solution. Due to the linear estimate
(2.32), we need to control the norm ‖ · ‖Bs(T ) of a solution u to (1.1) as a function
of ‖u0‖Hs and ‖u‖F s(T ). However, we are not able to estimate ‖u‖Bs(T ) directly.
We need to modify the energy by a cubic term to cancel some bad terms appearing
after a commutator estimate (see Remark 5.7 below).
Let us define ψ(ξ) := ξη′(ξ), where η is defined in (2.3) and ′ denote the deriv-
ative, i.e. η′(ξ) = ddξη(ξ). Then, for k ≥ 1, we define ψk(ξ) = ψ(2
−kξ). We also
denote by Qk the Littlewood-Paley multiplier of symbol ψk, i.e. Qku = Fx
(
ψkFxu
)
.
From the definition of ηk in (2.3), we observe that
(5.1) ψk(ξ) = 2
−kξη′(2−kξ) = ξ
d
dξ
(
η(2−kξ)
)
= ξη′k(ξ).
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Finally, we define the new energy by
Ek(u)(t) =‖Pku(·, t)‖
2
L2 + α
∫
R
(
uPk∂
−1
x uQk∂
−1
x u
)
(x, t)dx
+ β
∫
R
(
uPk∂
−1
x uPk∂
−1
x u
)
(x, t)dx,
(5.2)
for any k ≥ 1, and
(5.3) EsT (u) = ‖P≤0u(·, 0)‖
2
L2 +
∑
k≥1
22ks sup
tk∈[−T,T ]
Ek(u)(tk),
where α and β are two real numbers which will be fixed later. This modified
energy may be seen as a localized version of the one introduced by Kwon in [25].
The next lemma states that when ‖u‖L∞T Hsx is small, then E
s
T (u) and ‖u‖
2
Bs(T ) are
comparable.
Lemma 5.1. Let s > 12 . Then, there exists 0 < δ0 such that
(5.4)
1
2
‖u‖2Bs(T ) ≤ E
s
T (u) ≤
3
2
‖u‖2Bs(T ),
for all u ∈ Bs(T ) ∩ C([−T, T ];Hs(R)) satisfying ‖u‖L∞T Hsx ≤ δ0.
Proof. First observe that, due to the Sobolev embedding Hs(R) →֒ L∞(R),∣∣∣ ∫
R
(
uPk∂
−1
x uQk∂
−1
x u
)
(x, tk)dx
∣∣∣ . ‖u‖L∞T Hsx ∑
|k−k′|≤3
‖Pk′u(·, tk)‖
2
L2 ,
for all k ≥ 1. It follows that
Ek(u)(t) ≥ ‖Pku(t)‖
2
L2 − c|α|‖u‖L∞T Hsx‖Pk(u)(t)‖L2
∑
|k−k′|≤3
‖Pk′u(·, tk)‖
2
L2
− c|β|‖u‖L∞T Hsx‖Pk(u)(t)‖
2
L2 ,
for any t ∈ [−T, T ] and k ≥ 1. Thus, if we choose ‖u‖L∞
T
Hs ≤ δ0 with δ0 small
enough, we obtain that
Ek(u)(t) ≥
3
4
‖Pku(t)‖
2
L2 −
1
50
sup
tk+1∈[−T,T ]
‖Pk(u)(tk+1)‖
2
L2
−
1
50
sup
tk−1∈[−T,T ]
‖Pk(u)(tk−1)‖
2
L2 ,
which implies the first inequality in (5.4) after taking the supreme over t ∈ [−T, T ]
and summing in k ≥ 1. The second inequality in (5.4) follows similarly. 
Proposition 5.2. Assume s ≥ 1 and T ∈ (0, 1]. Then, if u ∈ C([−T, T ];H∞(R))
is a solution to (1.1) with c3 = 0, we have that
(5.5)
EsT (u) . (1+‖u0‖Hs)‖u0‖
2
Hs+
(
1+‖u‖
F
3
4
+(T )
)
‖u‖
F
5
4 (T )
‖u‖2F s(T )+‖u‖
2
F
3
4
+(T )
‖u‖2Bs(T ).
As a Corollary to Lemma 5.1 and Proposition 5.2, we deduce an a priori estimate
in ‖ · ‖Bs(T ) for smooth solutions to (1.1).
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Corollary 5.3. Assume s ≥ 1 and T ∈ (0, 1]. Then, there exists 0 < δ0 ≤ 1 such
that
(5.6)
‖u‖2Bs(T ) . ‖u0‖
2
Hs +
(
1 + ‖u‖
F
3
4
+(T )
)
‖u‖
F
5
4 (T )
‖u‖2F s(T ) + ‖u‖
2
F
3
4
+(T )
‖u‖2Bs(T ),
for all solutions u to (1.1) with c3 = 0 and satisfying u ∈ C([−T, T ];H
∞(R)) and
‖u‖
L∞T H
1
2
+
x
< δ0.
We split the proof of Proposition 5.2 in several lemmas.
Lemma 5.4. Assume that T ∈ (0, 1], k1, k2, k3 ∈ Z+ and that uj ∈ Fkj for
j = 1, 2, 3.
(a) In the case kmin ≤ kmax − 5, it holds that
(5.7)
∣∣∣ ∫
R×[0,T ]
u1u2u3dxdt
∣∣∣ . 2−kmax 3∏
j=1
‖uj‖Fkj .
If moreover kmin ≥ 1, we also have that
(5.8)
∣∣∣ ∫
R×[0,T ]
u1u2u3dxdt
∣∣∣ . 2− 32kmax2−kmin 3∏
j=1
‖uj‖Fkj .
(b) In the case |kmin − kmax| ≤ 10, it holds that
(5.9)
∣∣∣ ∫
R×[0,T ]
u1u2u3dxdt
∣∣∣ . 2−7kmax/4 3∏
j=1
‖uj‖Fkj .
The following technical result will be needed in the proof of Lemma 5.4.
Lemma 5.5. Assume k ∈ Z+ and I ⊂ R is an interval. Then
(5.10) sup
j∈Z+
2j/2
∥∥ηj(τ − w(ξ))F(1I (t)f)∥∥L2 . ‖F(f)‖Xk ,
for all f such that F(f) ∈ Xk.
Proof. Fix j ∈ Z+. We can also assume that j ≥ 5. By writing
f =
∑
q≥0
F−1
[
ηq(τ − w(ξ))F(f)(ξ, τ)
]
=:
∑
q≥0
fq,
we have that
(5.11) 2j/2
∥∥ηj(τ − w(ξ))F(1I (t)f)∥∥L2 ≤ 2j/2∑
q≥0
∥∥ηj(τ − w(ξ))F(1I (t)fq)∥∥L2 .
On the one hand, Plancherel’s identity implies that
(5.12) 2j/2
∑
q≥j−5
∥∥ηj(τ − w(ξ))F(1I (t)fq)∥∥L2 . ∑
q≥j−5
2q/2
∥∥ηq(τ − w(ξ))F(f)∥∥L2 .
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On the other hand, we have that |Ft(1I)(τ)| .
1
|τ | , since I is an interval of R. Thus,
we deduce by applying the Cauchy-Schwarz inequality in τ ′ that
2j/2
j−4∑
q=0
∥∥ηj(τ − w(ξ))F(1I (t)fq)∥∥L2
. 2j/2
j−4∑
q=0
∥∥ηj(τ − w(ξ))∫
R
|F(f)(ξ, τ ′)|
ηq(τ
′ − w(ξ))
|τ − τ ′|
dτ ′
∥∥
L2ξ,τ
.
j−4∑
q=0
2q/2
∥∥ηq(τ − w(ξ))F(f)∥∥L2 ,
(5.13)
since |τ − τ ′| ∼ 2j in this case.
We deduce estimate (5.10) gathering (5.11)–(5.13) and taking the supreme in
j. 
Proof of Lemma 5.4. Assume without loss of generality that k1 ≤ k2 ≤ k3. More-
over, due to the frequency localization, we must have |k2 − k3| ≤ 4. We first prove
estimate (5.7). Let β : R → [0, 1] be a smooth function supported in [−1, 1] with
the property that ∑
m∈Z
β3(x−m) = 1, ∀x ∈ R.
Then, it follows that∣∣∣ ∫
R×[0,T ]
u1u2u3dxdt
∣∣∣ . ∑
|m|≤C22k3
∣∣∣ ∫
R2
3∏
i=1
(
β(22k3t−m)1[0,T ]ui
)
dxdt
∣∣∣.(5.14)
Now we observe that the sum on the right-hand side of (5.9) is taken over the two
disjoint sets
A =
{
m ∈ Z : β(22k3t−m)1[0,T ] = β(2
2k3 t−m)
}
,
and
B =
{
m ∈ Z : β(22k3t−m)1[0,T ] 6= β(2
2k3t−m) and β(22k3t−m)1[0,T ] 6= 0
}
.
To deal with the sum over A, we set
fmki,2k3 = η≤2k3(τ − w(ξ))
∣∣F(β(22k3t−m)ui)∣∣
and
fmki,j = ηj(τ − w(ξ))
∣∣F(β(22k3t−m)ui)∣∣, for j > 2k3
for each m ∈ A and i ∈ {1, 2, 3}. Therefore, we deduce by using Plancherel’s
identity and estimates (3.7), (3.9) that
∑
m∈A
∣∣∣ ∫
R2
3∏
i=1
(
β(22k3t−m)1[−T,T ]ui
)
dxdt
∣∣∣
. sup
m∈A
22k3
∑
j1,j2,j3≥2k3
∫
R2
fmk1,j1 ∗ f
m
k2,j2 · f
m
k3,j3dξdτ
. sup
m∈A
2−k3
3∏
i=1
∑
ji≥2k3
2ji/2‖fmki,ji‖L2 .
(5.15)
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This implies together with Lemma 2.2 that
(5.16)
∑
m∈A
∣∣∣ ∫
R2
3∏
i=1
(
β(22k3t−m)1[0,T ]ui
)
dxdt
∣∣∣ . 2−k3 3∏
j=1
‖uj‖Fkj .
Now observe that #B ≤ 4. We set
gmki,j = ηj(τ − w(ξ))
∣∣F(β(22k3t−m)1[0,T ]ui)∣∣,
for i ∈ {1, 2, 3}, j ≥ 0 and m ∈ B. Then, we deduce arguing as above and using
Lemma 5.5 that
∑
m∈B
∣∣∣ ∫
R2
3∏
i=1
(
β(22k3t−m)1[0,T ]ui
)
dxdt
∣∣∣
. sup
m∈B
∑
j1,j2,j3≥0
∫
R2
gmk1,j1 ∗ g
m
k2,j2 · g
m
k3,j3dξdτ
. sup
m∈B
2−2k3
∑
j1,j2,j3≥0
2−jmed/2
3∏
i=1
sup
ji∈Z+
2ji/2‖gmki,ji‖L2
. 2−2k3k3
3∏
j=1
‖uj‖Fkj .
(5.17)
Note that in the last step of (5.17), we use the fact that 2jmax ∼ max(2jmed ,Ω) to
control the sum over jmax. Indeed, the case 2
jmax ∼ 2jmed is trivial, whereas in the
case 2jmax ∼ Ω, we observe from (3.2) that jmax ≤ 5k3 + 6.
We deduce estimate (5.7) gathering (5.14)–(5.17). Note that estimate (5.8) is
obtained arguing as in (5.14)–(5.17) and by using (3.8) instead of (3.7) and the fact
that 2jmax & 24k32k1 (c.f. Lemma 3.1).
Finally, we only give a sketch of the proof of estimate (5.9) since it follows
the same lines as the proof of estimate (5.7). Note that under the assumption
|kmin − kmed| ≤ 4, we have that 2
k1 ∼ 2k2 ∼ 2k3 . Moreover, we can assume that
k1 ≥ 10, since the proof is trivial otherwise by using (3.6). We introduce the same
decomposition as in (5.14) and split the summation domain in A and B. The
estimates for the sum over the regions A and B follow by using (3.10) instead of
(3.7) and (3.9) and the fact that 2jmax & 2
5
2k3 (c.f. Lemma 3.1).

Lemma 5.6. Assume that T ∈ (0, 1], k, k1 ∈ Z+ satisfy k1 ≤ k − 6, u ∈ Fk1 and
v ∈ F 0. Then, it holds that
∣∣∣ ∫
R×[0,T ]
PkvPk∂x
(
∂2xvPk1u
)
dxdt
−
1
2
∫
R×[0,T ]
Pk∂xvPk∂xvPk1∂xudxdt
+
∫
R×[0,T ]
Pk∂xvQk∂xvPk1∂xudxdt
∣∣∣ . Θ(k, k1)‖Pk1u‖Fk1 ∑
|k′−k|≤3
‖Pk′v‖
2
Fk′
,
(5.18)
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and ∣∣∣ ∫
R×[0,T ]
PkvPk
(
Pk1∂xu∂
2
xv
)
dxdt+
∫
R×[0,T ]
Pk∂xvPk∂xvPk1∂xudxdt
∣∣∣
. Θ(k, k1)‖Pk1u‖Fk1
∑
|k′−k|≤3
‖Pk′v‖
2
Fk′
,
(5.19)
where Θ(k, k1) = 2
2k1 . Moreover, if k1 ≥ 1, we can choose Θ(k, k1) = 2
k12−k/2.
Remark 5.7. Lemma 5.4 does not permit to control the terms∣∣∣ ∫
R×[0,T ]
Pk∂xvPk∂xvPk1∂xudxdt
∣∣∣ and ∣∣∣ ∫
R×[0,T ]
Pk∂xvQk∂xvPk1∂xudxdt
∣∣∣
without loosing a 2k factor, which would not be good to derive the energy estimates.
For that reason, we need to modify the energy by a cubic term (c.f. (5.3)) in order
to cancel those two terms.
Proof of Lemma 5.6. We first prove estimate (5.18). After integrating by part, we
rewrite the term on the left-hand side of (5.18) as
−
∫
R×[0,T ]
Pk∂xv
([
Pk, Pk1u
]
∂2xv −Qk∂xvPk1∂xu
)
dxdt,
where [A,B] = AB−BA denotes the commutator ofA andB. Now, straightforward
computations using (5.1) lead to
F
([
Pk, Pk1u
]
∂2xv −Qk∂xvPk1∂xu
)
(ξ, τ)
= c
∫
R2
m(ξ, ξ1)F(Pk1∂
2
xu)(ξ1, τ1)F(v)(ξ − ξ1, τ − τ1)dξ1dτ1,
where ∣∣m(ξ, ξ1)∣∣ := ∣∣∣ηk(ξ)− ηk(ξ − ξ1)− η′k(ξ − ξ1)ξ1
ξ21
(ξ − ξ1)
2
∣∣∣ . 1,
due to the Taylor-Lagrange theorem and the frequency localization on ξ and ξ1.
Therefore estimate (5.18) follows arguing exactly as in the proof of Lemma 5.4.
To prove of estimate (5.19), we first observe integrating by parts that∫
R×[0,T ]
Pk∂xvPk∂xvPk1∂xudxdt = −
∫
R×[0,T ]
PkvPk∂
2
xvPk1∂xudxdt
−
∫
R×[0,T ]
PkvPk∂xvPk1∂
2
xudxdt
First, we apply estimates (5.7) and (5.8) to obtain that∣∣∣ ∫
R×[0,T ]
PkvPk∂xvPk1∂
2
xu1dxdt
∣∣∣ . θ(k, k1)‖Pk1u‖Fk1‖Pkv‖2Fk .
On the other hand, we observe that∫
R×[0,T ]
PkvPk
(
∂2xvPk1∂xu
)
dxdt −
∫
R×[0,T ]
PkvPk∂
2
xvPk1∂xudxdt
=
∫
R×[0,T ]
Pkv
([
Pk, Pk1∂xu
]
∂2xv
)
dxdt.
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An easy computation gives
F
([
Pk, Pk1∂xu
]
∂2xv
)
(ξ, τ)
= c
∫
R2
m˜(ξ, ξ1)F(Pk1∂
2
xu)(ξ1, τ1)F(∂xv)(ξ − ξ1, τ − τ1)dξ1dτ1,
where ∣∣m˜(ξ, ξ1)∣∣ = ∣∣∣ηk(ξ)− ηk(ξ − ξ1)
ξ1
(ξ − ξ1)
∣∣∣ . 1,
due to the mean value theorem and the frequency localization on ξ and ξ1. We finish
the proof of estimate (5.19) arguing exactly as in the proof of Lemma 5.6. 
Lemma 5.8. Assume that T ∈ (0, 1], k1, k2, k3, k4 ∈ Z+ and that uj ∈ Fkj for
j = 1, 2, 3, 4. If kthd ≤ kmax − 5, then it holds that
(5.20)
∣∣∣ ∫
R×[0,T ]
u1u2u3u4dxdt
∣∣∣ . 2−kmax2kmin/2 4∏
j=1
‖uj‖Fkj .
If instead, kmin ≪ kthd ∼ ksub ∼ kmax, then it holds that
(5.21)
∣∣∣ ∫
R×[0,T ]
u1u2u3u4dxdt
∣∣∣ . 2−kmax2kmin/2 4∏
j=1
‖uj‖Fkj .
Proof. The proof of estimates (5.20)–(5.21) follows arguing exactly as in the proof of
(5.7). To prove estimate (5.20), we use estimates (3.35)–(3.36) instead of estimates
(3.7) and (3.9). To prove estimate (5.21), we use estimate (3.33) and observe that
due to the frequency localization Ω˜ ∼ 25kmax , so that jmax ≥ 5kmax − C, where C
is a fixed positive constant depending only on the frequency localization and Ω˜ was
defined in (3.32). 
Now we give the proof of Proposition 5.2.
Proof of Proposition 5.2. Let u ∈ C([−T, T ];H∞(R)) be a solution to (1.1) with
c3 = 0. We choose an extension u˜ of u on R
2 satisfying
(5.22) u˜|R×[−T,T ] = u and ‖u˜‖F s ≤ 2‖u‖F s(T ).
Then, for any k ∈ Z+∩ [1,+∞) and t ∈ [−T, T ], we differentiate Ek(u) with respect
to t and deduce using (1.1) that
(5.23)
d
dt
Ek(u) = Ik(u) + Jk(u) + αL
1
k(u) + αN
1
k(u) + βL
2
k(u) + βN
2
k(u),
where
Ik(u) = 2c1
∫
R
PkuPk∂x
(
(∂xu)
2
)
dx,
Jk(u) = 2c2
∫
R
PkuPk∂x
(
u∂2xu
)
dx,
L1k(u) =
∫
R
∂5xuPk∂
−1
x uQk∂
−1
x udx+
∫
R
uPk∂
4
xuQk∂
−1
x udx
+
∫
R
uPk∂
−1
x uQk∂
4
xudx,
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N
1
k(u) = c1
∫
R
∂x
(
(∂xu)
2
)
Pk∂
−1
x uQk∂
−1
x udx+ c1
∫
R
uPk
(
(∂xu)
2
)
Qk∂
−1
x udx
+ c1
∫
R
uPk∂
−1
x uQk
(
(∂xu)
2
)
dx+ c2
∫
R
∂x
(
u∂2xu
)
Pk∂
−1
x uQk∂
−1
x udx
+ c2
∫
R
uPk
(
u∂2xu
)
Qk∂
−1
x udx+ c2
∫
R
uPk∂
−1
x uQk
(
u∂2xu
)
dx,
L2k(u) =
∫
R
∂5xuPk∂
−1
x uPk∂
−1
x udx+ 2
∫
R
uPk∂
4
xuPk∂
−1
x udx,
and
N
2
k(u) = c1
∫
R
∂x
(
(∂xu)
2
)
Pk∂
−1
x uPk∂
−1
x udx+ 2c1
∫
R
uPk
(
(∂xu)
2
)
Pk∂
−1
x udx
+ c2
∫
R
∂x
(
u∂2xu
)
Pk∂
−1
x uPk∂
−1
x udx+ 2c2
∫
R
uPk
(
u∂2xu
)
Pk∂
−1
x udx.
(5.24)
Now, we fix tk ∈ [−T, T ]. Without loss of generality, we can assume that 0 < tk ≤
T . Therefore, we obtain integrating (5.23) between 0 and tk that
Ek(u)(tk)− Ek(u)(0)
≤
∣∣∣ ∫
[0,tk]
(
Ik(u) + Jk(u) + αL
1
k(u) + αN
1
k(u) + βL
2
k(u) + βN
2
k(u)
)
dt
∣∣∣.(5.25)
Next we estimate the right-hand side of (5.25).
Estimates for the cubic terms. We deduce after some integrations by parts that
L1k(u) =
∫
R
∂3xuPk∂xuQk∂
−1
x udx+ 2
∫
R
∂3xuPkuQkudx+
∫
R
∂3xuPk∂
−1
x uQk∂xudx
+
∫
R
∂2xuPk∂
2
xuQk∂
−1
x udx+ 2
∫
R
∂xuPk∂
2
xuQkudx+
∫
R
uPk∂
2
xuQk∂xudx
+
∫
R
∂2xuPk∂
−1
x uQk∂
2
xudx+ 2
∫
R
∂xuPkuQk∂
2
xudx+
∫
R
uPk∂xuQk∂
2
xudx
= 5
∫
R
∂3xuPkuQkudx− 5
∫
R
∂xuPk∂xuQk∂xudx.
Similarly it holds that
L2k(u) = 5
∫
R
∂3xuPkuPkudx− 5
∫
R
∂xuPk∂xuPk∂xudx.
We choose α = − 2c25 and β =
c2−4c1
5 . Then it follows, after performing a dyadic
decomposition on u, that
(5.26)
∣∣∣ ∫
[0,tk]
(
Ik(u) + Jk(u) + αL
1
k(u) + βL
2
k(u)
)
dt
∣∣∣ . 7∑
j=1
Tj(k),
for each k ≥ 1, with
T1(k) =
∑
0≤k1≤k−6
∣∣∣ ∫
R×[0,tk]
(
PkuPk
(
∂2xuPk1∂xu
)
+ Pk∂xuPk∂xuPk1∂xu
)
dxdt
∣∣∣,
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T2(k) =
∑
0≤k1≤k−6
∣∣∣ ∫
R×[0,tk]
Pk∂xu
([
Pk, Pk1u
]
∂2xu−Qk∂xuPk1∂xu
)
dxdt
∣∣∣,
T3(k) =
∑
k1≥k−5,k2≥0
∣∣∣ ∫
R×[0,tk]
P 2k uPk1∂xuPk2∂
2
xudt
∣∣∣,
T4(k) =
∑
k1≥k−5,k2≥0
∣∣∣ ∫
R×[0,tk]
P 2k ∂xuPk1uPk2∂
2
xudt
∣∣∣,
T5(k) =
∑
k−5≤k1≤k+4
∣∣∣ ∫
R×[0,tk]
Pk1∂xuPk∂xu
(
Qk∂xu+ Pk∂xu
)
dxdt
∣∣∣,
T6(k) =
∑
k1≤k−5
∣∣∣ ∫
R×[0,tk]
Pk1∂
3
xuPku
(
Qku+ Pku
)
dx
∣∣∣
and
T7(k) =
∑
k−4≤k1≤k+4
∣∣∣ ∫
R×[0,tk]
Pk1∂
3
xuPku
(
Qku+ Pku
)
dx
∣∣∣.
Clearly, Lemma 5.6 and the Cauchy-Schwarz inequality imply that
T1(k) + T2(k) .
∑
0≤k1≤k−6
2k1/2‖Pk1 u˜‖Fk1
∑
|k−k′|≤3
‖Pk′ u˜‖
2
Fk′
. ‖u˜‖F 1/2+
∑
|k−k′|≤3
‖Pk′ u˜‖
2
Fk′
.
(5.27)
Similarly, we get applying estimate (5.7) if k1 = 0, and estimate (5.8) if k1 > 0,
that
(5.28) T6(k) . ‖u˜‖
F
1
2
+
∑
|k−k′|≤3
‖Pk′ u˜‖
2
Fk′
.
Now, estimate (5.9) leads to
(5.29) T5(k) + T7(k) . ‖u˜‖
F
5
4
‖Pku˜‖
2
Fk
.
To estimate T3(k), when k ≥ 1 is given, we denote
B1 =
{
(k, k1) ∈ Z
2
+ : |k − k1| ≤ 3 and 0 ≤ k2 ≤ max(k, k1)− 5
}
,
B2 =
{
(k, k1) ∈ Z
2
+ : |k − k1| ≤ 5 and |k2 − k1| ≤ 5
}
,
B3 =
{
(k, k1) ∈ Z
2
+ : |k2 − k1| ≤ 3 and 1 ≤ k ≤ max(k1, k2)− 5
}
.
Thus, we deduce from the frequency localization that
T3(k) =
3∑
j=1
∑
(k1,k2)∈Bj
∣∣∣ ∫
R×[0,tk]
P 2kuPk1∂xuPk2∂
2
xudt
∣∣∣.
To estimate the sum over B1, we use estimate (5.7) in the case k2 = 0 and estimate
(5.8) in the case k2 ≥ 1. It follows that∑
(k1,k2)∈B1
∣∣∣ ∫
R×[0,tk]
P 2kuPk1∂xuPk2∂
2
xudt
∣∣∣ . ‖u˜‖
F
1
2
+
∑
|k′−k|≤3
‖Pk′ u˜‖
2
Fk′
.
The sum over B2 is treated by using estimate (5.9), which gives∑
(k1,k2)∈B2
∣∣∣ ∫
R×[0,tk]
P 2kuPk1∂xuPk2∂
2
xudt
∣∣∣ . ‖u˜‖
F
5
4
∑
|k′−k|≤3
‖Pk′ u˜‖
2
Fk′
.
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Finally, estimate (5.8) (recall here that k ≥ 1) yields
∑
(k1,k2)∈B3
∣∣∣ ∫
R×[0,tk]
P 2k uPk1∂xuPk2∂
2
xudt
∣∣∣ . 2−k‖Pku˜‖Fk ∑
k1≥k+5
23k1/2‖Pk1 u˜‖
2
Fk1
.
Moreover, observe that the same estimates also hold for T4(k) (with even a better
bound when the sum is taken over B3). This implies that
T3(k) + T4(k) . ‖u˜‖
F
5
4
∑
|k′−k|≤3
‖Pk′ u˜‖
2
Fk
+ 2−k‖Pku˜‖Fk
∑
k1≥k+5
23k1/2‖Pk1 u˜‖
2
Fk1
.
(5.30)
Therefore, we deduce gathering (5.26)–(5.30), taking the supreme over tk ∈ [0, T ],
summing in k and using (5.22) that
∑
k≥1
22ks sup
tk∈[0,T ]
∣∣∣ ∫
[0,tk]
(
Ik(u) + Jk(u) + αL
1
k(u) + βL
2
k(u)
)
dt
∣∣∣
.
∑
k≥1
22ks‖u˜‖
F
5
4
‖Pku˜‖
2
Fk
+
∑
k≥1
2k(2s−1)‖Pku˜‖Fk
∑
k1≥k+5
23k1/2‖Pk1 u˜‖
2
Fk1
. ‖u‖
F
5
4 (T )
‖u‖2F s(T ) + ‖u‖F
1
2
+(T )
‖u‖2F s(T ).
(5.31)
Note that we use that s ≥ 1 and apply the Cauchy-Schwarz inequality in k and k1
to obtain the last inequality in (5.31).
Estimates for the fourth order terms. We estimate the fourth order term corre-
sponding to N2k(u). After a few integration by parts in (5.24), we get that
(5.32)
∣∣∣ ∫
[0,tk]
N
2
k(u)dt
∣∣∣ . 4∑
i=1
Xi(k).
for each k ≥ 1, whith
X1(k) =
∣∣∣ ∫
R×[0,tk]
(
∂xu
)2
Pk∂
−1
x uPkudxdt
∣∣∣+ ∣∣∣ ∫
R×[0,tk]
u∂xuPkuPkudxdt
∣∣∣
+
∣∣∣ ∫
R×[0,tk]
u∂xuPk∂xuPk∂
−1
x udxdt
∣∣∣,
X2(k) =
∣∣∣ ∫
R×[0,tk]
uPk
(
(∂xu)
2
)
Pk∂
−1
x udxdt
∣∣∣,
X3(k) =
∣∣∣ ∫
R×[0,tk]
∂xuPk
(
u∂xu
)
Pk∂
−1
x udxdt
∣∣∣
and
X4(k) =
∣∣∣ ∫
R×[0,tk]
uPk
(
u∂xu
)
Pkudxdt
∣∣∣.
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We use the Strichartz estimate (2.45) with α = 2, estimate (2.10) and Ho¨lder’s
inequality to deduce that
∑
k≥1
22ks sup
tk∈[0,T ]
X1(k) .
(
‖u‖L2TL∞x + ‖∂xu‖L2TL∞x
)
‖∂xu‖L2TL∞x
∑
k≥1
22ks‖Pku‖
2
L∞T L
2
x
.
(
‖u‖
F
1
2
+(T )
+ ‖u‖
F
3
4
+(T )
)‖u‖
F
3
4
+(T )
‖u‖2Bs(T ).
(5.33)
To deal with X2(k), we perform dyadic decompositions over u and ∂xu. Then
X2(k) ≤
4∑
j=1
∑
(k1,k2)∈Dj
∣∣∣ ∫
R×[0,tk]
uPk
(
Pk1∂xuPk2∂xu
)
Pk∂
−1
x udxdt
∣∣∣,
where
(5.34)
D1 =
{
(k1, k2) ∈ Z
2
+ : |k − k1| ≤ 3 and 0 ≤ k2 ≤ max(k, k1)− 5
}
,
D2 =
{
(k1, k2) ∈ Z
2
+ : |k − k2| ≤ 3 and 0 ≤ k1 ≤ max(k, k2)− 5
}
,
D3 =
{
(k1, k2) ∈ Z
2
+ : |k − k1| ≤ 5 and |k2 − k1| ≤ 5
}
,
D4 =
{
(k1, k2) ∈ Z
2
+ : |k2 − k1| ≤ 3 and 1 ≤ k ≤ max(k1, k2)− 5
}
.
By using Ho¨lder’s inequality and the Cauchy-Schwarz inequality, we can bound the
sum over D1 ∪D2 by
‖u‖L∞T,x‖D
1+
x u‖L˜2TL∞x
∑
|k′−k|≤3
‖Pk′u‖
2
L∞T L
2
x
.
Thus, it follows from estimates (2.10) and (2.46) that
∑
(k1,k2)∈D1∪D2
∣∣∣ ∫
R×[0,tk]
uPk
(
Pk1∂xuPk2∂xu
)
Pk∂
−1
x udxdt
∣∣∣
. ‖u‖
F
1
2
+(T )
‖u‖
F
3
4
+(T )
∑
|k′−k|≤3
‖Pk′u‖
2
L∞T L
2
x
.
A similar bound holds over D3. In the region D4, we have that∑
(k1,k2)∈D4
∣∣∣ ∫
R×[0,tk]
uPk
(
Pk1∂xuPk2∂xu
)
Pk∂
−1
x udxdt
∣∣∣
. ‖u‖
F
1
2
+(T )
2−k‖Pku‖L∞T L2x
∑
k1≥k+5
22k1‖Pk1u‖L2TL∞x ‖Pk1u‖L
∞
T L
2
x
.
Hence, we deduce after taking the supreme of tk over [0, T ], summing over k ∈
Z+ ∩ [1,+∞) and using estimate (2.46) that
(5.35)
∑
k≥1
22ks sup
tk∈[0,T ]
X2(k) . ‖u‖
F
1
2
+(T )
‖u‖
F
3
4
+(T )
‖u‖2Bs(T ).
Similarly, we get that
(5.36)
∑
k≥1
22ks sup
tk∈[0,T ]
X3(k) . ‖u‖
2
F
3
4
+(T )
‖u‖2Bs(T ).
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To deal with X4(k), we use the following decomposition
X4(k) ≤
∑
k1≥k−7
∣∣∣ ∫
R×[0,tk]
Pk1uPk
(
u∂xu
)
Pkudxdt
∣∣∣
+
4∑
j=1
∑
(k1,k2,k3)∈Ej
∣∣∣ ∫
R×[0,tk]
Pk1uPk
(
Pk2u∂xPk3u
)
Pkudxdt
∣∣∣
=:
4∑
j=0
X4,j(k),
(5.37)
where
E1 =
{
(k1, k2, k3) ∈ Z
3
+ : 0 ≤ k1 ≤ k − 8, |k − k3| ≤ 3, 0 ≤ k2 ≤ max(k, k3)− 5
}
,
E2 =
{
(k1, k2, k3) ∈ Z
3
+ : 0 ≤ k1 ≤ k − 8, |k − k2| ≤ 3, 0 ≤ k3 ≤ max(k, k2)− 5
}
,
E3 =
{
(k1, k2, k3) ∈ Z
3
+ : 0 ≤ k1 ≤ k − 8, |k − k2| ≤ 5, |k − k3| ≤ 5
}
,
E4 =
{
(k1, k2, k3) ∈ Z
3
+ : 0 ≤ k1 ≤ k − 8, |k2 − k3| ≤ 3, 1 ≤ k ≤ max(k2, k3)− 5
}
.
Observe that, according to estimates (2.10) and (2.45)
X4,0(k) =
∑
k−7≤k1≤k+3
∣∣∣ ∫
R×[0,tk]
u∂xuPk
(
Pk1uPku
)
dxdt
∣∣∣
. ‖u‖
F
1
2
+(T )
‖u‖
F
3
4
+(T )
∑
|k′−k|≤7
‖Pk′u‖
2
L∞T L
2
x
.
(5.38)
Now, by using estimate (5.20), we get that
(5.39) X4,1(k) +X4,2(k) . ‖u˜‖
F
1
2
+‖u˜‖F 0+
∑
|k′−k|≤3
‖Pk′ u˜‖
2
Fk′
.
Over the region E3, we deduce from estimates (2.10) and (2.46) that
(5.40) X4,3(k) . ‖u‖
F
1
2
+(T )
‖u‖
F
3
4
+(T )
∑
|k′−k|≤5
‖Pk′u‖
2
L∞T L
2
x
.
Finally, estimate (2.10) gives
(5.41) X4,4(k) . ‖u‖
F
1
2
+(T )
‖Pku‖L∞T L2x
∑
k3≥k+5
‖Pk3u‖L∞T L2x‖Pk3∂xu‖L2TL∞x .
Thus, we deduce from (5.37)–(5.41) that
(5.42)∑
k≥1
22ks sup
tk∈[0,T ]
X4(k) . ‖u‖
2
F
3
4
+(T )
‖u‖2Bs(T ) + ‖u‖F 0+(T )‖u‖F
1
2
+(T )
‖u‖2F s(T ).
Therefore, we conclude gathering (5.32)–(5.36) and (5.42) that∑
k≥1
22ks sup
tk∈[0,T ]
∣∣∣ ∫
[0,tk]
N2k(u)dt
∣∣∣
. ‖u‖2
F
3
4
+(T )
‖u‖2Bs(T ) + ‖u‖F 0+(T )‖u‖F
1
2
+(T )
‖u‖2F s(T ).
(5.43)
By using the same arguments, we could obtain a similar bound for N1k(u).
We finish the proof of Proposition 5.2 recalling the definition of the energy in
(5.3) and gathering estimates (5.25), (5.31) and (5.43). 
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5.2. Energy estimates for the differences of two solutions. In this subsec-
tion, we assume that s ≥ 2. Let u1 and u2 be two solutions to the equation in (1.1)
with c3 = 0 in the class (1.9) satisfying u1(·, 0) = ϕ1 and u2(·, 0) = ϕ2. Then by
setting v = u1 − u2, we see that v must satisfy
(5.44) ∂tv = ∂
5
xv + 2c1∂xu1∂
2
xv + 2c1∂xv∂
2
xu2 + c2∂x(u1∂
2
xv) + c2∂x(v∂
2
xu2),
with v(·, 0) = ϕ := ϕ1 − ϕ2. As in subsection 5.1, we introduce the energy E˜
s
T (v)
associated to (5.44). For k ≥ 1,
E˜k(v)(t) =‖Pkv(·, t)‖
2
L2 + α˜
∫
R
(
u1Pk∂
−1
x vQk∂
−1
x v
)
(x, t)dx
+ β˜
∫
R
(
u1Pk∂
−1
x vPk∂
−1
x v
)
(x, t)dx,
(5.45)
and
(5.46) E˜sT (u) = ‖P≤0v(·, 0)‖
2
L2 +
∑
k≥1
22ks sup
tk∈[−T,T ]
E˜k(v)(tk),
where α˜ and β˜ are two real numbers which will be fixed later. As in Lemma 5.1,
we can compare E˜sT (v) with ‖v‖Bs(T ) if ‖u1‖L∞T Hsx is small enough.
Lemma 5.9. Let s > 12 . Then, there exists 0 < δ1 such that
(5.47)
1
2
‖v‖2Bs(T ) ≤ E˜
s
T (v) ≤
3
2
‖v‖2Bs(T ),
for all v ∈ Bs(T ) as soon as ‖u1‖L∞T Hsx ≤ δ1.
Proposition 5.10. Assume T ∈ (0, 1] and s ≥ 2. Then, if v is a solution to (5.44),
we have that
E˜0T (v) . (1 + ‖ϕ1‖H
1
2
+)‖ϕ‖
2
L2
+
(
1 + ‖u1‖
F
3
4
+(T )
)(
‖u1‖F 2(T ) + ‖u2‖F 2(T )
)(
‖v‖2B0(T ) + ‖v‖
2
F 0(T )
)
,
(5.48)
and
E˜sT (v) . (1 + ‖ϕ1‖H
1
2
+)‖ϕ‖
2
Hs + ‖v‖F 0(T )‖u2‖F s+2(T )‖v‖F s(T )
+
(
1 + ΓsT (u1) + Γ
s
T (u2)
)(
ΓsT (u1) + Γ
s
T (u2)
)
ΓsT (v)
2,
(5.49)
where
ΓsT (u) := max
{
‖u‖F s(T ), ‖u‖Bs(T )
}
.
As a Corollary to Lemma 5.9 and Proposition 5.10, we deduce an a priori esti-
mate in ‖ · ‖Bs(T ) for the solutions v to the difference equation (5.44).
Corollary 5.11. Assume T ∈ (0, 1]. Then, there exists 0 < δ1 ≤ 1 such that
(5.50)
‖v‖2B0(T ) . ‖ϕ‖
2
L2+
(
1+‖u1‖
F
3
4
+(T )
)(
‖u1‖F 2(T )+‖u2‖F 2(T )
)(
‖v‖2B0(T )+‖v‖
2
F 0(T )
)
,
and
‖v‖2Bs(T ) . ‖ϕ‖
2
Hs + ‖v‖F 0(T )‖u2‖F s+2(T )‖v‖F s(T )
+
(
1 + ΓsT (u1) + Γ
s
T (u2)
)(
ΓsT (u1) + Γ
s
T (u2)
)
ΓsT (v)
2,
(5.51)
for all solutions v to (5.44) with ‖u1‖
L∞T H
1
2
+
x
< δ1.
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Proof of Proposition 5.10. We argue as in the proof of Proposition 5.2. First, we
choose extensions v˜, u˜1 and u˜2 of v, u1 and u2 over R
2 satisfying
(5.52) ‖v˜‖F s ≤ 2‖v‖F s(T ) and ‖u˜i‖F s ≤ 2‖ui‖F s(T ), i = 1, 2.
Then, for any k ∈ Z+∩ [1,+∞) and t ∈ [−T, T ], we differentiate E˜k(v) with respect
to t and deduce using (5.44) that
(5.53)
d
dt
E˜k(v) = I˜k(v) + J˜k(v) + α˜L˜
1
k(v) + α˜N˜
1
k(v) + β˜L˜
2
k(v) + β˜N˜
2
k(v),
where
I˜k(v) = 4c1
∫
R
PkvPk
(
∂xu1∂
2
xv
)
dx+ 4c1
∫
R
PkvPk
(
∂xv∂
2
xu2
)
dx,
J˜k(v) = 2c2
∫
R
PkvPk∂x
(
u1∂
2
xv
)
dx2c2
∫
R
PkvPk∂x
(
v∂2xu2
)
dx,
L˜1k(v) =
∫
R
∂5xu1Pk∂
−1
x vQk∂
−1
x vdx+
∫
R
u1Pk∂
4
xvQk∂
−1
x vdx
+
∫
R
u1Pk∂
−1
x vQk∂
4
xvdx,
N˜
1
k(v) = c1
∫
R
∂x
(
(∂xu1)
2
)
Pk∂
−1
x vQk∂
−1
x vdx + 2c1
∫
R
u1Pk∂
−1
x
(
∂xu1∂
2
xv
)
Qk∂
−1
x vdx
+ 2c1
∫
R
u1Pk∂
−1
x
(
∂xv∂
2
xu2
)
Qk∂
−1
x vdx+ 2c1
∫
R
u1Pk∂
−1
x vQk∂
−1
x
(
∂xu1∂
2
xv
)
dx
+ 2c1
∫
R
u1Pk∂
−1
x vQk∂
−1
x
(
∂xv∂
2
xu2
)
dx+ c2
∫
R
∂x
(
u1∂
2
xu1
)
Pk∂
−1
x vQk∂
−1
x vdx
+ c2
∫
R
u1Pk
(
u1∂
2
xv
)
Qk∂
−1
x vdx+ c2
∫
R
u1Pk
(
v∂2xu2
)
Qk∂
−1
x vdx
+ c2
∫
R
u1Pk∂
−1
x vQk
(
u1∂
2
xv
)
dx+ c2
∫
R
u1Pk∂
−1
x vQk
(
v∂2xu2
)
dx,
L˜
2
k(v) =
∫
R
∂5xu1Pk∂
−1
x vPk∂
−1
x vdx + 2
∫
R
u1Pk∂
4
xvPk∂
−1
x vdx,
and
N˜
2
k(v) = c1
∫
R
∂x
(
(∂xu1)
2
)
Pk∂
−1
x vPk∂
−1
x vdx+ 4c1
∫
R
u1Pk∂
−1
x
(
∂xu1∂
2
xv
)
Pk∂
−1
x vdx
+ 4c1
∫
R
u1Pk∂
−1
x
(
∂xv∂
2
xu2
)
Pk∂
−1
x vdx + c2
∫
R
∂x
(
u1∂
2
xu1
)
Pk∂
−1
x vPk∂
−1
x vdx
+ 2c2
∫
R
u1Pk
(
u1∂
2
xv
)
Pk∂
−1
x vdx+ 2c2
∫
R
u1Pk
(
v∂2xu2
)
Pk∂
−1
x vdx.
(5.54)
Now, we fix tk ∈ [−T, T ]. Without loss of generality, we can assume that 0 < tk ≤
T . Therefore, we obtain integrating (5.53) between 0 and tk that
E˜k(v)(tk)− E˜k(v)(0)
≤
∣∣∣ ∫
[0,tk]
(
I˜k(v) + J˜k(v) + α˜L˜
1
k(v) + α˜N˜
1
k(v) + β˜L˜
2
k(v) + β˜N˜
2
k(v)
)
dt
∣∣∣.(5.55)
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Next we estimate the right-hand side of (5.55).
Estimates for the cubic terms. We deduce after some integrations by parts that
L˜1k(v) = 5
∫
R
∂3xu1PkvQkvdx − 5
∫
R
∂xu1Pk∂xvQk∂xvdx.
and
L˜2k(v) = 5
∫
R
∂3xu1PkvPkvdx − 5
∫
R
∂xu1Pk∂xvPk∂xvdx.
We choose α˜ = − 2c25 and β˜ =
c2−4c1
5 . Then it follows, after performing a dyadic
decomposition on v, that
(5.56)
∣∣∣ ∫
[0,tk]
(
I˜k(v) + J˜k(v) + α˜L˜
1
k(v) + β˜L˜
2
k(v)
)
dt
∣∣∣ . 9∑
j=1
T˜j(k),
for each k ≥ 1, with
T˜1(k) =
∑
0≤k1≤k−6
∣∣∣ ∫
R×[0,tk]
(
PkvPk
(
Pk1∂xu1∂
2
xv
)
+ Pk∂xvPk∂xvPk1∂xu1
)
dxdt
∣∣∣,
T˜2(k) =
∑
0≤k1≤k−6
∣∣∣ ∫
R×[0,tk]
Pk∂xv
([
Pk, Pk1u1
]
∂2xv −Qk∂xvPk1∂xu1
)
dxdt
∣∣∣,
T˜3(k) =
∑
k1≥k−5,k2≥0
∣∣∣ ∫
R×[0,tk]
P 2k vPk1∂xu1Pk2∂
2
xvdt
∣∣∣,
T˜4(k) =
∑
k1≥k−5,k2≥0
∣∣∣ ∫
R×[0,tk]
P 2k ∂xvPk1u1Pk2∂
2
xvdt
∣∣∣,
T˜5(k) =
∑
k1,k2≥0
∣∣∣ ∫
R×[0,tk]
P 2k vPk1∂xvPk2∂
2
xu2dt
∣∣∣,
T˜6(k) =
∑
k1,k2≥0
∣∣∣ ∫
R×[0,tk]
P 2k ∂xvPk1vPk2∂
2
xu2dt
∣∣∣,
T˜7(k) =
∑
k−5≤k1≤k+4
∣∣∣ ∫
R×[0,tk]
Pk1∂xu1Pk∂xv
(
Qk∂xv + Pk∂xv
)
dxdt
∣∣∣,
T˜8(k) =
∑
k1≤k−5
∣∣∣ ∫
R×[0,tk]
Pk1∂
3
xu1Pkv
(
Qkv + Pkv
)
dx
∣∣∣
and
T˜9(k) =
∑
k−4≤k1≤k+4
∣∣∣ ∫
R×[0,tk]
Pk1∂
3
xu1Pkv
(
Qkv + Pkv
)
dx
∣∣∣.
Clearly, Lemma 5.6 and the Cauchy-Schwarz inequality imply that
T˜1(k) + T˜2(k) .
∑
0≤k1≤k−6
2k1/2‖Pk1 u˜1‖Fk1
∑
|k−k′|≤3
‖Pk′ v˜‖
2
Fk′
. ‖u˜1‖
F
1
2
+
∑
|k−k′|≤3
‖Pk′ v˜‖
2
Fk′
.
(5.57)
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Similarly, we get applying estimate (5.7) if k1 = 0, and estimate (5.8) if k1 > 0,
that
(5.58) T˜8(k) . ‖u˜1‖
F
1
2
+
∑
|k−k′|≤3
‖Pk′ v˜‖
2
Fk′
.
Now, estimate (5.9) leads to
(5.59) T˜7(k) + T˜9(k) . ‖u˜1‖
F
5
4
‖Pkv˜‖
2
Fk .
Arguing exactly as in (5.30), we get that
T˜3(k) + T˜4(k) . ‖v˜‖
F
1
2
+
∑
|k′−k|≤3
‖Pk′ u˜1‖Fk′ ‖Pk′ v˜‖Fk′
+ ‖u˜1‖
F
5
4
∑
|k′−k|≤3
‖Pk′ v˜‖
2
Fk′
+ 2−k‖Pkv˜‖Fk
∑
k1≥k+5
23k1/2‖Pk1 u˜1‖Fk1 ‖Pk1 v˜‖Fk1 .
(5.60)
This implies after taking the suprem of tk over [0, T ] and summing in k ∈ Z+ ∩
[1,+∞) that
(5.61)
∑
k≥1
22ks sup
tk∈[0,T ]
(
T˜3(k) + T˜4(k)
)
. ‖u˜1‖
F
5
4
‖v˜‖2F s + ‖u˜1‖F s‖v˜‖F
1
2
+‖v˜‖F s ,
whenever s ≥ 1 and
(5.62)
∑
k≥1
sup
tk∈[0,T ]
(
T˜5(k) + T˜6(k)
)
. ‖u˜1‖F 2‖v˜‖
2
F 0 ,
at the L2-level. Note that to obtain (5.62), we need to modify the first term on the
right-hand side of (5.60) by putting all the derivative on ‖Pk′ u˜1‖Fk′ .
To bound T˜5(k) and T˜6(k), we split the domain of summation over the {Dj}
4
j=1
defined in (5.34). For example, we explain how to deal with T˜6(k). We have that
(5.63) T˜6(k) =
4∑
j=1
∑
(k1,k2)∈Dj
∣∣∣ ∫
R×[0,tk]
P 2k ∂xvPk1vPk2∂
2
xu2dt
∣∣∣.
By using estimates (5.7) when k2 = 0, (5.8) when k2 ≥ 1 and the Cauchy-Schwarz
inequality in k2, we deduce that
∑
(k1,k2)∈D1
∣∣∣ ∫
R×[0,tk]
P 2k ∂xvPk1vPk2∂
2
xu2dt
∣∣∣
.
∑
0≤k2≤max(k,k′)−5
2k2/2‖Pk2 u˜2‖Fk2
∑
|k−k′|≤3
‖Pk′ v˜‖
2
Fk′
. ‖u˜2‖
F
1
2
+
∑
|k−k′|≤3
‖Pk′ v˜‖
2
Fk′
.
(5.64)
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We treat the summation over D2 similarly. Estimate (5.7) when k1 = 0, estimate
(5.8) when k1 ≥ 1 and the Cauchy-Schwarz inequality in k1 imply that∑
(k1,k2)∈D2
∣∣∣ ∫
R×[0,tk]
P 2k ∂xvPk1vPk2∂
2
xu2dt
∣∣∣
.
∑
0≤k1≤max(k,k2)−5
2−k1‖Pk1 v˜‖Fk1
∑
|k−k2|≤3
‖Pkv˜‖Fk2
2k2‖u˜2‖Fk2
. ‖v˜‖F 0
∑
|k−k2|≤3
‖Pkv˜‖Fk2
2k2‖u˜2‖Fk2 .
(5.65)
Estimate (5.9) gives that
(5.66)
∑
(k1,k2)∈D3
∣∣∣ ∫
R×[0,tk]
P 2k ∂xvPk1vPk2∂
2
xu2dt
∣∣∣ . ‖u˜2‖
F
5
4
∑
|k−k′|≤3
‖Pk′ v˜‖
2
Fk′
.
Finally, it follows from estimate (5.8) that∑
(k1,k2)∈D4
∣∣∣ ∫
R×[0,tk]
P 2k ∂xvPk1vPk2∂
2
xu2dt
∣∣∣
. ‖Pkv˜‖Fk
∑
k2≥k+5
2k2/2‖Pk2 v˜‖Fk2 ‖Pk2 u˜2‖Fk2 .
(5.67)
Thus, we conclude gathering (5.63)–(5.67), taking the supreme over tk ∈ [0, T ],
summing in k ∈ Z+ ∩ [1,+∞) that
(5.68)
∑
k≥1
22ks sup
tk∈[0,T ]
(
T˜5(k) + T˜6(k)
)
. ‖u˜2‖
F
5
4
‖v˜‖2F s + ‖u˜2‖F s+2‖v˜‖F 0‖v˜‖F s ,
whenever s ≥ 1 and
(5.69)
∑
k≥1
sup
tk∈[0,T ]
(
T˜5(k) + T˜6(k)
)
. ‖u˜2‖F 2‖v˜‖
2
F 0 ,
at the L2-level.
Therefore, we deduce gathering (5.57)–(5.61) and (5.68) that∑
k≥1
22ks sup
tk∈[0,T ]
∣∣∣ ∫
[0,tk]
(
I˜k(v) + J˜k(v) + α˜L˜
1
k(v) + β˜L˜
2
k(v)
)
dt
∣∣∣
.
(
‖u1‖
F
5
4 (T )
+ ‖u2‖
F
5
4 (T )
)
‖v‖2F s(T ) + ‖u1‖F s(T )‖v‖F
1
2
+(T )
‖v‖F s(T )
+ ‖u2‖F s+2(T )‖v‖F 0(T )‖v‖F s(T ),
(5.70)
if s ≥ 1, whereas∑
k≥1
sup
tk∈[0,T ]
∣∣∣ ∫
[0,tk]
(
I˜k(v)+J˜k(v) + α˜L˜
1
k(v) + β˜L˜
2
k(v)
)
dt
∣∣∣
.
(
‖u1‖F 2(T ) + ‖u2‖F 2(T )
)
‖v‖2F 0(T ),
(5.71)
at the L2 level.
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Estimates for the fourth order terms. We estimate the fourth order term corre-
sponding to N˜2k(v). After a few integration by parts in (5.54), we get that
(5.72)
∣∣∣ ∫
[0,tk]
N˜2k(v)dt
∣∣∣ . 5∑
i=1
X˜i(k).
for each k ≥ 1, whith
X˜1(k) =
∣∣∣ ∫
R×[0,tk]
(
∂xu1
)2
Pk∂
−1
x vPkvdxdt
∣∣∣ + ∣∣∣ ∫
R×[0,tk]
u1∂xu1PkvPkvdxdt
∣∣∣
+
∣∣∣ ∫
R×[0,tk]
u1∂xu1Pk∂xvPk∂
−1
x vdxdt
∣∣∣,
X˜2(k) =
∣∣∣ ∫
R×[0,tk]
u1Pk∂
−1
x
(
∂xv∂
2
xu2
)
Pk∂
−1
x vdxdt
∣∣∣,
X˜3(k) =
∣∣∣ ∫
R×[0,tk]
u1Pk∂
−1
x
(
∂xu1∂
2
xv
)
Pk∂
−1
x vdxdt
∣∣∣,
X˜4(k) =
∣∣∣ ∫
R×[0,tk]
u1Pk
(
v∂2xu2
)
Pk∂
−1
x vdxdt
∣∣∣.
and
X˜5(k) =
∣∣∣ ∫
R×[0,tk]
u1Pk
(
u1∂
2
xv
)
Pk∂
−1
x vdxdt
∣∣∣.
We use the Strichartz estimate (2.45) with α = 2, estimate (2.10) and Ho¨lder’s
inequality to deduce that
∑
k≥1
22ks sup
tk∈[0,T ]
X˜1(k) .
(
‖u1‖L2TL∞x + ‖∂xu1‖L2TL∞x
)
‖∂xu1‖L2TL∞x
∑
k≥1
22ks‖Pkv‖
2
L∞T L
2
x
.
(
‖u1‖
F
1
2
+(T )
+ ‖u1‖
F
3
4
+(T )
)‖u1‖
F
3
4
+(T )
‖v‖2Bs(T ),
(5.73)
for any s ≥ 0.
To handle X˜2(k), we perform the following decomposition
X˜2(k) .
4∑
j=1
∑
(k1,k2,k3)∈Fj
∣∣∣ ∫
R×[0,tk]
Pk1u1Pk∂
−1
x
(
Pk2∂xv∂xPk3∂
2
xu2
)
Pk∂
−1
x vdxdt
∣∣∣
=:
4∑
j=0
X˜2,j(k),
(5.74)
where
F1 =
{
(k1, k2, k3) ∈ Z
3
+ : 0 ≤ k1 ≤ k + 3, |k − k3| ≤ 3, 0 ≤ k2 ≤ max(k, k3)− 5
}
,
F2 =
{
(k1, k2, k3) ∈ Z
3
+ : 0 ≤ k1 ≤ k + 3, |k − k2| ≤ 3, 0 ≤ k3 ≤ max(k, k2)− 5
}
,
F3 =
{
(k1, k2, k3) ∈ Z
3
+ : 0 ≤ k1 ≤ k + 3, |k − k2| ≤ 8, |k − k3| ≤ 8
}
,
F4 =
{
(k1, k2, k3) ∈ Z
3
+ : 0 ≤ k1 ≤ k + 3, |k2 − k3| ≤ 3, 1 ≤ k ≤ max(k2, k3)− 8
}
.
By applying Ho¨lder’s inequality, we can bound X˜2,1(k) by
(5.75)∑
0≤k1≤k+3
‖Pk1u1‖L∞T,x
∑
0≤k2≤max(k,k3)−5
2k2‖Pk2v‖L2TL∞x
∑
|k−k3|≤3
‖Pk3u2‖L∞T L2x‖Pkv‖L∞T L2x ,
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which implies after suing the Sobolev embedding, the Cauchy-Schwarz inequality
and estimate (2.46)
(5.76)
∑
k≥1
22ks sup
tk∈[0,T ]
X˜2,1(k) . ‖u1‖
F
1
2
+(T )
‖v‖
F
3
4
+(T )
‖u2‖Bs(T )‖v‖Bs(T ),
for any s ≥ 0. On the other by putting the L∞T L
2
x norm on Pk2v and the L
2
TL
∞
x
norm on Pk3u2 in (5.75), we get that
(5.77)
∑
k≥1
sup
tk∈[0,T ]
X˜2,1(k) . ‖u1‖
F
1
2
+(T )
‖u2‖
F
3
4
+(T )
‖v‖2B0(T ),
at the L2 level. By using similar arguments, we get that
(5.78)
∑
k≥1
22ks sup
tk∈[0,T ]
(
X˜2,2(k) + X˜2,3(k)
)
. ‖u1‖
F
1
2
+(T )
‖u2‖
F
3
4
+(T )
‖v‖2Bs(T ),
for any s ≥ 0. Finally, we use estimate (5.20) to bound X˜2,4(k) by∑
0≤k1≤k+3
‖Pk1 u˜1‖Fk1 2
− 3k2 ‖Pkv˜‖Fk
∑
max(k2,k3)≥k+8
∑
|k2−k3|≤3
‖Pk2 v˜‖Fk2 2
2k3‖Pk3 u˜2‖Fk3 ,
which implies after summing over k ∈ Z+ ∩ [1,+∞)
(5.79)
∑
k≥1
22ks sup
tk∈[0,T ]
X˜2,4(k) . ‖u˜1‖F 0+‖u˜2‖F 2‖v˜‖
2
F s ,
for all s ≥ 0. Therefore, we conclude gathering estimates (5.52) and (5.74)–(5.79)
that ∑
k≥1
22ks sup
tk∈[0,T ]
X˜2(k) . ‖u1‖
F
1
2
+(T )
‖u2‖F 2(T )
(
‖v‖2Bs(T ) + ‖v‖
2
F s(T )
)
+ ‖u1‖
F
1
2
+(T )
‖v‖
F
3
4
+(T )
‖u2‖Bs(T )‖v‖Bs(T ),
(5.80)
for any s ≥ 0 and
(5.81)
∑
k≥1
sup
tk∈[0,T ]
X˜2(k) . ‖u1‖
F
1
2
+(T )
‖u2‖F 2(T )
(
‖v‖2B0(T ) + ‖v‖
2
F 0(T )
)
,
at the L2 level.
By using the same arguments as for X˜2(k), we have that∑
k≥1
22ks sup
tk∈[0,T ]
X˜3(k) . ‖u1‖
F
1
2
+(T )
‖u1‖F 2(T )
(
‖v‖2Bs(T ) + ‖v‖
2
F s(T )
)
+ ‖u1‖
F
1
2
+(T )
‖v‖
F
3
4
+(T )
‖u1‖Bs(T )‖v‖Bs(T ),
(5.82)
for any s ≥ 0 and
(5.83)
∑
k≥1
sup
tk∈[0,T ]
X˜3(k) . ‖u1‖
F
1
2
+(T )
‖u1‖F 2(T )
(
‖v‖2B0(T ) + ‖v‖
2
F 0(T )
)
,
at the L2 level.
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To deal with X˜4(k) at the L
2 level, we observe after integrating by parts that
X˜4(k) ≤
∣∣∣ ∫
R×[0,tk]
∂xu1Pk
(
v∂xu2
)
Pk∂
−1
x vdxdt
∣∣∣
+
∣∣∣ ∫
R×[0,tk]
u1Pk
(
∂xv∂xu2
)
Pk∂
−1
x vdxdt
∣∣∣
+
∣∣∣ ∫
R×[0,tk]
u1Pk
(
v∂xu2
)
Pkvdxdt
∣∣∣
=:
3∑
j=1
X˜4,j(k).
(5.84)
Arguing exactly as for X2(k) in (5.35), we deduce that
∑
k≥1
22ks sup
tk∈[0,T ]
(
X˜4,1(k) + X˜4,2(k)
)
. ‖u1‖
F
3
4
+(T )
‖u2‖F 2(T )‖v‖
2
Bs(T ) + ‖u1‖F
3
4
+(T )
‖v‖
F
3
4
+(T )
‖u2‖Bs(T )‖v‖Bs(T ),
(5.85)
for all s ≥ 0 and
(5.86)
∑
k≥1
sup
tk∈[0,T ]
X˜4(k) . ‖u1‖
F
3
4
+(T )
‖u2‖F 2(T )‖v‖
2
B0(T ),
at the L2 level. To estimate X˜4,3(k) at the H
s-level, we use the same decomposition
as for X4(k) in (5.37). It follows that
∑
k≥1
22ks sup
tk∈[0,T ]
X˜4,3(k) . ‖u1‖
F
1
2
+(T )
‖u2‖
F
3
4
+(T )
‖v‖2Bs(T )
+ ‖u2‖
F
3
4
+(T )
‖v‖
F
1
2
+(T )
‖u1‖Bs(T )‖v‖Bs(T )
+ ‖u1‖
F
1
2
+(T )
‖v‖
F
1
2
+(T )
‖u2‖F s(T )‖v‖F s(T ),
which implies together with (5.84) and (5.85)
∑
k≥1
22ks sup
tk∈[0,T ]
X˜4(k)
. ‖u1‖
F
3
4
+(T )
‖u2‖F 2(T )‖v‖
2
Bs(T ) + ‖u1‖F
1
2
+(T )
‖v‖
F
1
2
+(T )
‖u2‖F s(T )‖v‖F s(T )
+
(
‖u1‖
F
3
4
+(T )
+ ‖u2‖
F
3
4
+(T )
)
‖v‖
F
3
4
+(T )
(
‖u1‖Bs(T ) + ‖u2‖Bs(T )
)
‖v‖Bs(T ),
(5.87)
for all s ≥ 0.
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Finally, we treat the term X˜5(k). After integrating by parts, we obtain that
X˜5(k) ≤
∣∣∣ ∫
R×[0,tk]
∂xu1Pk
(
u1∂xv
)
Pk∂
−1
x vdxdt
∣∣∣
+
∣∣∣ ∫
R×[0,tk]
u1Pk
(
∂xu1∂xv
)
Pk∂
−1
x vdxdt
∣∣∣
+
∣∣∣ ∫
R×[0,tk]
u1Pk
(
u1∂xv
)
Pkvdxdt
∣∣∣
:=
3∑
j=1
X˜5,j(k).
(5.88)
By using the same arguments as above, we deduce that Arguing exactly as for
X2(k) in (5.35), we deduce that
∑
k≥1
22ks sup
tk∈[0,T ]
(
X˜5,1(k) + X˜5,2(k)
)
. ‖u1‖
F
3
4
+(T )
‖u1‖F 2(T )‖v‖
2
Bs(T ) + ‖u1‖F
3
4
+(T )
‖v‖
F
3
4
+(T )
‖u1‖Bs(T )‖v‖Bs(T ),
(5.89)
for all s ≥ 0 and
(5.90)
∑
k≥1
sup
tk∈[0,T ]
(
X˜5,1(k) + X˜5,2(k)
)
. ‖u1‖
F
3
4
+(T )
‖u1‖F 2(T )‖v‖
2
B0(T ),
at the L2 level. To handle X˜5,3(k), we perform the same decomposition as for
X4(k) in (5.37). It follows that∑
k≥1
22ks sup
tk∈[0,T ]
X˜5,3(k) . ‖u1‖
F
1
2
+(T )
‖v‖
F
3
4
+(T )
‖u1‖Bs(T )‖v‖Bs(T )
+ ‖u1‖
F
1
2
+(T )
‖u1‖
F
3
4
+(T )
(
‖v‖2F s(T ) + ‖v‖
2
Bs(T )
)
,
(5.91)
for any s ≥ 0 and∑
k≥1
sup
tk∈[0,T ]
X˜5,3(k) . ‖u1‖
F
1
2
+(T )
‖u1‖
F
3
4
+(T )
(
‖v‖2F 0(T ) + ‖v‖
2
B0(T )
)
,(5.92)
at the L2 level. Thus, we deduce from (5.89) and (5.91) that∑
k≥1
22ks sup
tk∈[0,T ]
X˜5(k) . ‖u1‖
F
3
4
+(T )
‖v‖
F
3
4
+(T )
‖u1‖Bs(T )‖v‖Bs(T )
+ ‖u1‖
F
3
4
+(T )
‖u1‖F 2(T )
(
‖v‖2F s(T ) + ‖v‖
2
Bs(T )
)
,
(5.93)
for any s ≥ 0, and from (5.90) and (5.92) that∑
k≥1
sup
tk∈[0,T ]
X˜5(k) . ‖u1‖
F
3
4
+(T )
‖u1‖F 2(T )
(
‖v‖2F 0(T ) + ‖v‖
2
B0(T )
)
,(5.94)
at the L2 level.
Therefore, we deduce from (5.72), (5.73), (5.81), (5.83), (5.86) and (5.94) that∑
k≥1
sup
tk∈[0,T ]
∣∣∣ ∫
[0,tk]
N˜2k(v)dt
∣∣∣
. ‖u1‖
F
3
4
+(T )
(
‖u1‖F 2(T ) + ‖u2‖F 2(T )
)(
‖v‖2F 0(T ) + ‖v‖
2
B0(T )
)
,
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which together with (5.55) and (5.71) implies estimate (5.48), since the bound for
the term corresponding to N˜1k(v) would be similar.
Similarly, we deduce from (5.72), (5.73), (5.80), (5.82), (5.87) and (5.93) that∑
k≥1
22ks sup
tk∈[0,T ]
∣∣∣ ∫
[0,tk]
N˜2k(v)dt
∣∣∣
.
(
‖u1‖
F
3
4
+(T )
+ ‖u2‖
F
3
4
+(T )
)
‖v‖
F
3
4
+(T )
(
‖u1‖Bs(T ) + ‖u2‖Bs(T )
)
‖v‖Bs(T )
+ ‖u1‖
F
3
4
+(T )
(
‖u1‖F 2(T ) + ‖u2‖F 2(T )
)(
‖v‖2F s(T ) + ‖v‖
2
Bs(T )
)
+ ‖u1‖
F
1
2
+(T )
‖v‖
F
1
2
+(T )
‖u2‖F s(T )‖v‖F s(T ),
which together with (5.55) and (5.70) implies estimate (5.52).
This concludes the proof of Proposition 5.10.

6. Proof of Theorem 1.1
We recall that, for sake of simplicity, we are proving Theorem 1.1 in the case
c3 = 0. The starting point is a well-posedness result for smooth solutions which
follows from Theorem 3.1 in [33].
Theorem 6.1. For all u0 ∈ H
∞(R), there exist a positive time T and a unique
solution u ∈ C([−T, T ];H∞(R)) to the initial value problem (1.1). Moreover T =
T (‖u0‖H4) can be chosen as a nonincreasing function of its argument.
6.1. A priori estimates for smooth solutions. The main result of this subsec-
tion reads as follows.
Proposition 6.2. Assume s ≥ 54 . For any M > 0, there exists a positive time
T = T (M) such that for any initial data u0 ∈ H
∞(R)satisfying ‖u0‖Hs ≤ M , the
solution u obtained in Theorem 6.1 is defined on [−T, T ] and satisfies
(6.1) u ∈ C([−T, T ];H∞(R)) and ‖u‖L∞T Hsx . ‖u0‖Hs .
The following technical lemma will be needed in the proof of Proposition 6.2.
Lemma 6.3. Assume s ∈ R+, T > 0 and u ∈ C([−T, T ];H
∞(R)). We define
(6.2) ΛsT ′(u) := max
{
‖u‖Bs(T ′),
∥∥∂x(u∂2xu)∥∥Ns(T ′), ∥∥∂xu∂2xu∥∥Ns(T ′)},
for any 0 ≤ T ′ ≤ T . Then : T ′ 7→ ΛsT ′(u) is nondecreasing and continuous on
[0, T ). Moreover
(6.3) lim
T ′→0
ΛsT ′(u) . ‖u(0)‖Hs .
Proof. It is clear from the definition ofBs(T ′) and the fact that u ∈ C([−T, T ];H∞(R))
that : T ′ 7→ ‖u‖Bs(T ′) is nondecreasing and continuous on [0, T ] and that
(6.4) lim
T ′→0
‖u‖Bs(T ′) . ‖u(0)‖Hs .
In order to deal with the other components of ΛsT ′(u) in (6.2), it suffices to prove
that given f ∈ C([−T, T ];H∞(R)),
(6.5) : T ′ ∈ [0, T ) 7→ ‖f‖Ns(T ′) is continuous and nondecreasing,
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and
(6.6) lim
T ′→0
‖f‖Ns(T ′) = 0
It is clear from the definition of Ns that
(6.7) ‖f˜‖Ns . ‖f˜‖L2tHsx ,
for any f˜ ∈ L2tH
s
x. Then, we deduce by applying estimate (6.7) to f˜(x, t) =
χ[−T ′,T ′](t)f(x, t) that
(6.8) ‖f‖Ns(T ′) ≤ ‖f˜‖Ns . ‖f˜‖L2tHsx . (T
′)1/2‖f‖L∞T Hsx −→T ′→0
0,
which gives (6.6).
Now, we turn to the proof of (6.5). The fact that : T ′ ∈ [0, T ) 7→ ‖f‖Ns(T ′) is a
nondecreasing function follows directly from the definition of Ns(T ′). To prove the
continuity of : T ′ ∈ (0, T ) 7→ ‖f‖Ns(T ′) at some fixed time T
′
0 ∈ (0, T ), we introduce
the scaling operator Dr(f)(x, t) := f(x/r
1
5 , t/r), for r close enough to 1. Hence, we
have from (6.8) and the triangle inequality that∣∣∣‖f‖Ns(T ′) − ‖DT ′/T ′0(f)‖Ns(T ′)
∣∣∣ ≤ ‖f −DT ′/T ′0(f)‖Ns(T ′)
. (T ′)
1
2 ‖f −DT ′/T ′0(f)‖L∞T Hsx →T ′→T ′0
0,
(6.9)
since f ∈ C([−T, T ];H∞(R)). Then, it remains to show that
(6.10) lim
r→1
‖Dr(f)‖Ns(rT ′0) = ‖f‖Ns(T ′0),
to conclude the proof of (6.5). We observe that (6.10) would follow from the
inequalities
(6.11) ‖f‖Ns(T ′0) ≤ lim infr→1
‖Dr(f)‖Ns(rT ′0),
and
(6.12) lim sup
r→1
‖Dr(f)‖Ns(rT ′0) ≤ ‖f‖Ns(T ′0).
First, we begin with the proof of (6.11). Let ǫ be an arbitrarily small positive
number. For r close to 1, we choose an extension f˜r of Dr(f) outside of [−rT
′
0, rT
′
0]
satisfying
(6.13) f˜r|[−rT ′
0
,rT ′
0
]
= Dr(f) and ‖f˜r‖Ns ≤ ‖Dr(f)‖Ns(rT ′0) + ǫ.
Note that, since f ∈ C([−T, T ];H∞(R)), we have ‖Dr(f)‖Ns(rT ′0) ≤M , whereM is
a positive constant independent of r. We also observe that D1/r(f˜r) is an extension
of f outside of [−T ′0, T
′
0], so that
(6.14) ‖f‖Ns(T ′0) ≤ ‖D1/r(f˜r)‖Ns .
Moreover, we will prove that
(6.15) ‖D1/r(f˜r)‖Ns ≤ ψ(r)‖f˜r‖Ns ,
where ψ is a continuous function defined in a neighborhood of 1 and satisfying
limr→1 ψ(r) = 1. Then estimate (6.11) would be deduced gathering estimates
(6.13), (6.14) and (6.15).
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To prove estimate (6.15), we first fix k ∈ Z+. Then, by definition,
(6.16) ‖PkD1/r(f˜r)‖Nk = sup
t˜∈R
∥∥(τ−w(ξ)+i22k)−1F[η0(22k(·− t˜))PkD1/r(f˜r)]∥∥Xk .
We observe that
η0(2
2k(· − t˜))D1/r(f˜r) = D1/r
(
ηr0(2
2k(· − rt˜))f˜r
)
,
where ηr0(t) = η0(r
−1t). Hence,
F
[
η0(2
2k(· − t˜))PkD1/r(f˜r)
]
(ξ, τ) = r−
6
5 ηk(ξ)F
[
ηr0(2
2k(· − rt˜))f˜r
]
(ξ/r
1
5 , τ/r),
so, we deduce from the definition of Xk in (2.4) that the right-hand side of (6.16)
is equal to
(6.17) r−3/5 sup
t˜∈R
∑
j≥0
2j/2
∥∥∥ ηj
(
r(τ − w(ξ))
)∣∣r(τ − w(ξ)) + i22k∣∣ηk(r 15 ξ)F
[
ηr0(2
2k(· − t˜))f˜r
]∥∥∥
L2ξ,τ
.
Moreover, we use that∣∣∣ a2 + 24k
r2a2 + 24k
− 1
∣∣∣ = |1− r2| a2
r2a2 + 24k
≤ 4|1− r2|,
for any a ∈ R+, k ∈ Z+ and r ∈ [1/2, 2], to bound the L
2 norm corresponding to a
fixed j ∈ Z+ in (6.17) by
(6.18)
(
1 + 4|1− r2|
)1/2∥∥∥ ηj
(
r(τ − w(ξ))
)∣∣τ − w(ξ) + i22k∣∣ηk(r 15 ξ)F[ηr0(22k(· − t˜))f˜r]
∥∥∥
L2ξ,τ
.
Now, the mean value theorem gives that∣∣ηj(r(τ − w(ξ))) − ηj(τ − w(ξ))∣∣ . |r − 1| sup
s∈[1,r]
2j
∣∣η′j(s(τ − w(ξ)))∣∣
. |r − 1|
∑
|j′−j|≤1,j′∈Z+
ηj(τ − w(ξ)),
(6.19)
if r ∈ [3/4, 5/4]. Therefore, we deduce after gathering (6.16)–(6.19) and summing
over j ∈ Z+ that
‖PkD1/r(f˜r)‖Nk
≤ ϕ(r) sup
t˜∈R
∥∥(τ − w(ξ) + i22k)−1ηk(r 15 ξ)F[ηr0(22k(· − t˜))f˜r]∥∥Xk ,(6.20)
where ϕ is a continuous function defined in a neighborhood of 1 and satisfying
limr→1 ϕ(r) = 1. In order to deal with η
r
0 appearing on the right-hand side of
(6.20), we get from the fundamental theorem of calculus that
(6.21) ηr0(2
2k(t− t˜))− η0(2
2k(t− t˜)) =
∫ r−1
1
γs(2
2k(t− t˜))ds,
where γs(t) = tη
′
0(st). Moreover, we use that
η0
(
22k(t− (t˜+ 2 · 2−2k))
)
+ η0
(
22k(t− (t˜− 2 · 2−2k))
)
= 1
on the support of the integral on the right-hand side of (6.21). Hence, it follows
from Minkowski’s inequality and estimates (2.23) and (6.20) that
‖PkD1/r(f˜r)‖Nk
≤ ϕ˜(r) sup
t˜∈R
∥∥(τ − w(ξ) + i22k)−1ηk(r 15 ξ)F[η0(22k(· − t˜))f˜r]∥∥Xk ,(6.22)
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where ϕ˜ is a function possessing the same properties as ϕ. Moreover, we observe
arguing as in (6.19) that
(6.23)
∣∣ηk(r 15 ξ)) − ηk(ξ)∣∣ . |r 15 − 1| ∑
|k′−k|≤1,k′∈Z+
ηk(ξ).
Thus, we deduce gathering estimates (6.22) and (6.23) that
‖PkD1/r(f˜r)‖Nk
≤ ϕ˜(r)
(
1 + |r
1
5 − 1|
)
‖Pkf˜r‖Nk
+ ϕ˜(r)|r
1
5 − 1| sup
t˜∈R
∥∥(τ − w(ξ) + i22k)−1ηk−1(ξ)F[η0(22k(· − t˜))f˜r]∥∥Xk−1
+ ϕ˜(r)|r
1
5 − 1| sup
t˜∈R
∥∥(τ − w(ξ) + i22k)−1ηk+1(ξ)F[η0(22k(· − t˜))f˜r]∥∥Xk+1 .
(6.24)
To deal with the second term on the right-hand side of (6.24), we notice that∣∣τ − w(ξ) + i22k∣∣−1 ≤ ∣∣τ − w(ξ) + i22(k−1)∣∣−1 and η0(22(k−1)(· − t˜)) = 1 on the
support of η0(2
2k(· − t˜)). Then, it follows from estimate (2.23) that
(6.25) sup
t˜∈R
∥∥(τ −w(ξ) + i22k)−1ηk−1(ξ)F[η0(22k(· − t˜))f˜r]∥∥Xk−1 . ‖Pk−1f˜r‖Nk−1 .
On the other hand, we have that
∣∣τ − w(ξ) + i22k∣∣−1 ≤ 4∣∣τ − w(ξ) + i22(k+1)∣∣−1.
Moreover, we observe that
22(k+1)
∫ −t˜+24·2−2(k+1)
−t˜−24·2−2(k+1)
η0
(
22(k+1)(t+ s)
)
ds =
∫
η0(s)ds > 0,
if t lies in the support of η0(2
2k(· − t˜)). Therefore, we deduce from Minkowski’s
inequality and by using estimate (2.23) that
(6.26) sup
t˜∈R
∥∥(τ −w(ξ) + i22k)−1ηk+1(ξ)F[η0(22k(· − t˜))f˜r]∥∥Xk+1 . ‖Pk+1f˜r‖Nk+1 .
We conclude the proof of estimate (6.15) by gathering estimates (6.24), (6.25),
(6.26), summing over k ∈ Z+ and recalling the definition of N
s in (2.8).
The proof of estimate (6.12) follows in a similar way (it is actually easier). 
Proof of Proposition 6.2. Fix s ≥ 54 . First, it is worth noticing that we can always
assume that the initial data u0 have small H
s-norm by using a scaling argument.
Indeed, if u is a solution to the IVP (1.1) on the time interval [0, T ], then
uλ(x, t) = λ
2u(λx, λ5t) is also a solution to the equation in (1.1) with initial data
uλ(·, 0) = λ
2u0(λ·) on the time interval [0, λ
−5T ]. For ǫ > 0, let us denote by Bs(ǫ)
the ball of Hs(R) centered at the origin with radius ǫ. Since
‖uλ(·, 0)‖Hs . λ
3
2 (1 + λs)‖u0‖Hs ,
we can always force uλ(·, 0) to belong to B
s(ǫ) by choosing λ ∼ ǫ
2
3 ‖u0‖
− 23
Hs . There-
fore, it is enough to prove that if u0 ∈ B
s(ǫ), then Proposition 6.2 holds with
T = 1. This would imply that Proposition 6.2 holds for arbitrarily large initial
data in Hs(R) with a time T ∼ λ5 ∼ ‖u0‖
− 103
Hs .
Now, fix u0 ∈ H
∞(R) ∩ Bs(ǫ) and let u ∈ C([−T, T ];H∞) the solution to (1.1)
given by Theorem 6.1 where 0 < T ≤ 1. We obtain gathering the linear estimate
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(2.32), the bilinear estimates (4.1)–(4.2) and the energy estimate (5.6) that
(6.27) ΛσT (u)
2 . ‖u0‖
2
Hσ +
(
ΛsT (u) + Λ
s
T (u)
2
)
ΛσT (u)
2,
for any σ ≥ s as soon as ΛsT (u) < δ˜0. Here, δ˜0 is a small positive number chosen
7
such that ‖u‖L∞T Hsx < δ0 as soon as Λ
s
T (u) < δ˜0, where δ0 is given by Corollary 5.3.
Estimates (2.32), (6.27) with σ = s, Lemma 6.3 and a continuity argument ensure
the existence of ǫs > 0 and Cs > 0 such that Γ
s
T (u) ≤ Csǫ provided ‖u0‖Hs ≤ ǫ ≤ ǫs
where ΓsT (u) is defined by
(6.28) ΓsT (u) := max
{
‖u‖Bs(T ), ‖u‖F s(T )
}
.
Thus, estimates (2.10), (2.32) and (6.27) yield
(6.29) ‖u‖L∞T Hσx . Γ
σ
T (u) . ‖u0‖Hσ ,
for all σ ≥ s, provided ‖u0‖Hs ≤ ǫ ≤ ǫs.
Therefore, using estimate (6.29) with σ = 4 we can reapply the result of Theorem
6.1 a finite number of times and extend the solution u on the time interval [−1, 1].
This concludes the proof of Proposition 6.2. 
6.2. L2- Lipschitz bound for the difference of two solutions and unique-
ness. Let u1 and u2 be two solutions of the equation in (1.1) define on a time
interval [−T, T ] for some 0 < T ≤ 1 and with respective initial data u1(·, 0) = ϕ1
and u2(·, 0) = ϕ2. We also assume that ϕ1, ϕ2 ∈ B
2(ǫ) and
(6.30) Γ2T (ui) ≤ C2ǫ ≤ C2ǫ2, for i = 1, 2,
where Γ2T (·) is defined in (6.28). Moreover, according to (2.10), we can choose ǫ
small enough such that ‖ui‖L∞T H2x < δ1 where δ1 is given in Corollary 5.11.
Let define v by v = u1 − u2. Observe that v is a solution to equation (5.44) and
also to
∂tv = ∂
5
xv + c1∂x
(
∂x(u1 + u2)∂xv
)
+ c2∂x(u1∂
2
xv) + c2∂x(v∂
2
xu2).
Then, we conclude gathering estimates (2.32), (4.3), (4.4) and (5.50) that there
exists 0 < ǫ˜2 ≤ ǫ2 such that
(6.31) Γ0T (v) . ‖ϕ1 − ϕ2‖L2 ,
provided u1 and u2 satisfy (6.30) with 0 < ǫ ≤ ǫ˜2.
We now state our uniqueness result.
Proposition 6.4. Let u1 and u2 be two solutions to the equation in (1.1) in the
class (1.9) with s = 2, defined on a time interval [−T, T ] for some T > 0 and
satisfying u1(·, 0) = u2(·, 0) = ϕ. Then u1 = u2 on [−T, T ].
Proof. Let us define K := max
{
Γ2T (u1),Γ
2
T (u2)
}
. As in the proof of Proposition
6.2, we use the scaling property of (1.1) and define ui,λ = λ
2ui(λx, λ
5t), for i = 1, 2
and λ > 0, which are also solutions to the equation in (1.1) on the time interval
[−S, S] with S = λ−5T and with initial data ϕλ = λ
2ϕ(λ·). Moreover, since
‖ui,λ‖L∞S H2x + ‖ui,λ‖B2(S) . λ
3
2 (1 + λ2)
(
‖ui‖L∞T H2x + ‖ui‖B2(T )
)
. λ
3
2 (1 + λ2)K,
for i = 1, 2, we can always choose λ = λ(K) small enough such that
(6.32) ‖ϕλ‖H2 ≤ ǫ, ‖ui,λ‖B2(S) ≤ C2ǫ/(3c) ≤ C2ǫ˜2/(3c) and ‖ui,λ‖F 2(S) ≤ C(K),
7the choice is possible by using estimates (2.10) and (2.32).
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for i = 1, 2, and where c is the implicit constant appearing in the first inequality of
(6.34) below.
Since ‖ui,λ‖F 2(S) <∞, there exists n ∈ Z+ such that
(6.33) ‖P>nui,λ‖F 2(S) ≤ C2ǫ/3, i = 1, 2.
On the other hand, we deduce from (2.32), (6.8) and (6.32) that
‖P≤nui,λ‖F 2(S) . ‖ui,λ‖B2(S) + S
1
2 22n
∥∥P≤n∂x((∂xui,λ)2)∥∥L∞S L2x
+ S
1
2 22n
∥∥P≤n∂x(ui,λ∂2xui,λ)∥∥L∞S L2x
. C2ǫ/3 + S
1
2 23n‖ui,λ‖
2
L∞S H
2
x
.
(6.34)
By choosing S1 = S1(K) small enough, we deduce from (6.32)–(6.34) that uλ,1 and
uλ,2 satisfy the smallness condition (6.30) on [−S1, S1], i.e.
Γ2S1(ui,λ) ≤ C2ǫ ≤ C2ǫ˜2, for i = 1, 2.
This implies from (6.31) that u1,λ ≡ u2,λ on [−S1, S1]. By applying this argument
a finite number of times, we see that the equality holds in fact in [−S, S]. Then it
follows after changing variables that u1 ≡ u2 on [−T, T ]. 
6.3. Existence. Let 2 ≤ s < 4 and u0 ∈ H
s(R). By using a scaling argument
as in the proof of Proposition 6.2, we can assume that u0 ∈ B
s(ǫ), with ǫ < ǫ˜s ≤
min(ǫs,
C2
Cs
ǫ˜2). Note here that ǫ˜s will be determined later.
We will use the Bona-Smith argument (c.f. [3]). Let ρ ∈ S(R) with ρ ≥ 0,∫
ρdx = 1, and
∫
xkρ(x)dx = 0, k ∈ Z+, 0 ≤ k ≤ [s] + 1. For any λ > 0, define
ρλ(x) = λ
−1ρ(λ−1x). The following lemma, whose proof can be found in [3] (see
also Proposition 2.1 in [17]), gathers the properties of the smoothing operators
which will be used in this section.
Lemma 6.5. Let s ≥ 0, φ ∈ Hs(R) and for any λ > 0, φλ = ρλ ∗ φ. Then,
(6.35) ‖φλ‖Hs+α . λ
−α‖φ‖Hs , ∀α ≥ 0,
and
(6.36) ‖φ− φλ‖Hs−β =
λ→0
o(λβ), ∀β ∈ [0, s].
Now we regularize the initial data by letting u0,λ = ρλ ∗u0. Since u0,λ ∈ H
∞(R),
we deduce from Theorem 6.1 that for any λ > 0, there exists a positive time Tλ
and a unique solution
uλ ∈ C([−Tλ, Tλ];H
∞(R)) satisfying uλ(·, 0) = u0,λ.
We observe that ‖u0,λ‖Hs ≤ ‖u0‖Hs ≤ ǫ. Thus, it follows from the proof of
Proposition 6.2 and estimate (6.35), that the sequence of solutions {uλ} can be
extended on the time interval [−1, 1] and satisfy
(6.37) Γs1(uλ) ≤ Csǫ ≤ min(C2ǫ˜2, Csǫ˜s),
(6.38) Γs1(uλ) . ‖u0‖Hs and Γ
s+2
1 (uλ) . ‖u0,λ‖Hs+2 . λ
−2‖u0‖Hs ,
for all λ > 0.
Then, we deduce from (6.31) and (6.36) that for any 0 < λ′ < λ,
(6.39) Γ01(uλ − uλ′) . ‖u0,λ − u0,λ′‖L2x =λ→0
o(λs).
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Moreover, we obtain gathering estimates (2.32), (4.1)–(4.2), (5.51), (6.37) and
choosing ǫ˜s small enough that
(6.40) Γs1(uλ − uλ′) . ‖u0,λ − u0,λ′‖Hsx + Γ
s+2
1 (uλ)Γ
0
1(uλ − uλ′),
since s ≥ 2. This combined with (6.36), (6.38) and (6.39) yields
(6.41) ‖uλ − uλ′‖L∞1 Hsx . Γ
s
1(uλ − uλ′) −→
λ→0
0 .
Therefore, we conclude that {uλ} converges in the norm Γ
s
1 to a solution u of
(1.1) in the class (1.9).
Remark 6.6. Observe that the convergence of {uλ} in C([−1, 1];H
1(R)) would be
enough to obtain that the limit u satisfies the equation in (1.1) in the weak sense.
6.4. Continuity of the flow map data-solution. Observe that for s ≥ 4, the
result was already proved in Theorem 3.1 in [33]. Then it is enough to prove it for
2 ≤ s < 4. Let u0 ∈ H
s(R). Once again we can assume by using a scaling argument
that u0 ∈ B
s(ǫ) with 0 < ǫ ≤ ǫ¯ < ǫ˜s and where ǫ˜s was determined in the previous
subsection. Then, the solution u emanating from u0 is defined on the time interval
[−1, 1] and satisfies u ∈ C([−1, 1];Hs(R)).
Let θ > 0 be given. It suffices to prove that for any initial data v0 ∈ B
s(ǫ)
with ‖u0 − v0‖Hs ≤ δ, where δ = δ(θ) > 0 will be fixed later, the solution v ∈
C([−1, 1];Hs(R)) emanating from v0 satisfies
(6.42) ‖u− v‖L∞1 Hsx ≤ θ.
For any λ > 0, we normalize the initial data u0 and v0 by defining u0,λ = ρλ ∗u0
and v0,λ = ρλ ∗v0 as in the previous subsection and consider the associated smooth
solutions uλ, vλ ∈ C([−1, 1];H
∞(R)). Then it follows from the triangle inequality
that
(6.43) ‖u− v‖L∞1 Hsx ≤ ‖u− uλ‖L∞1 Hsx + ‖uλ − vλ‖L∞1 Hsx + ‖v − vλ‖L∞1 Hsx .
On the one hand, according to (6.41), we can choose λ0 small enough so that
(6.44) ‖u− uλ0‖L∞1 Hsx + ‖v − vλ0‖L∞1 Hsx ≤ 2θ/3.
On the other hand, we get from (6.35) that
‖u0,λ0 − v0,λ0‖H4 . λ
−(4−s)
0 ‖u0 − v0‖H4 . λ
−(4−s)
0 δ.
Therefore, by using the continuity of the flow map for smooth initial data (c.f.
Theorem 3.1 in [33]), we can choose δ > 0 small enough such that
(6.45) ‖uλ0 − vλ0‖L∞1 Hsx ≤ θ/3.
Estimate (6.42) is concluded gathering (6.43)–(6.45).
7. Appendix: how to deal with the cubic term ∂x(u
3).
In this appendix, we explain what are the main modifications needed to deal
with cubic term ∂x(u
3) (i.e. in the case where c3 6= 0). As above, we fix α = 2 in
the definition of the spaces F sα(T ), N
s
α(T ), F
s
α, N
s
α, Fk,α, Nk,α and write those
spaces without the index α = 2, since there is no risk of confusion.
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7.1. Short time trilinear estimate. In this subsection, we prove the trilinear
estimate for the nonlinear term ∂x(u
3).
Proposition 7.1. Let s ≥ 0 and T ∈ (0, 1] be given. Then, it holds that
‖∂x(uvw)‖Ns(T ) . ‖u‖F 0(T )‖v‖F 0(T )‖w‖F s(T ) + ‖u‖F 0(T )‖w‖F 0(T )‖v‖F s(T )
+ ‖v‖F 0(T )‖w‖F 0(T )‖u‖F s(T ),
(7.1)
for all u, v, w ∈ F s(T ).
We split the proof of Proposition 7.1 in several technical lemmas depending of
the frequency interactions.
Lemma 7.2. [high × low × low → high] Assume that k, k1, k2, k3 ∈ Z+ satisfy
k ≥ 20, |k3 − k| ≤ 5 and 0 ≤ k1 ≤ k2 ≤ k3 − 10. Then,
(7.2)
∥∥Pk∂x(uk1vk2wk3)∥∥Nk . 2−3k/2‖uk1‖Fk1‖vk2‖Fk2 ‖wk3‖Fk3 ,
for all uk1 ∈ Fk1 , vk2 ∈ Fk2 and wk3 ∈ Fk3 .
Proof. Arguing exactly as in the proof of Lemma 4.3, it suffices to prove that
2k
∑
j≥2k
2−j/2
∥∥1Dk,j · (fk1,j1 ∗ fk2,j2 ∗ fk3,j3)∥∥L2ξ,τ
. 2j1/2‖fk1,j1‖L22
j2/2‖fk2,j2‖L22
j3/2‖fk3,j3‖L2,
(7.3)
where the functions fki,ji are localized in Dki,ji , with ji ≥ 2k, for i = 1, 2, 3.
But, we deduce from estimates (3.29) and (3.31) that
2k
∑
j≥2k
2−j/2
∥∥1Dk,j · (fk1,j1 ∗ fk2,j2 ∗ fk3,j3)∥∥L2ξ,τ
. 2k
∑
j≥2k
2−j/22k1/22−2k2j1/2‖fk1,j1‖L22
j2/2‖fk2,j2‖L22
j3/2‖fk3,j3‖L2 ,
which implies estimate (7.3) after summing over j. 
Lemma 7.3. [high × high × low → high] Assume that k, k1, k2, k3 ∈ Z+ satisfy
k ≥ 20, |k3 − k| ≤ 5, k3 − 10 ≤ k2 ≤ k3 and 0 ≤ k1 ≤ k2 − 20. Then,
(7.4)
∥∥Pk∂x(uk1vk2wk3)∥∥Nk . 2−k‖uk1‖Fk1‖vk2‖Fk2 ‖wk3‖Fk3 ,
for all uk1 ∈ Fk1 , vk2 ∈ Fk2 and wk3 ∈ Fk3 .
Proof. Once again, it is enough to prove that estimate (7.3) remains true in this
case. According to the frequency localization, we have that Ω˜ ∼ 25kmax , where Ω˜ is
defined in (3.32). This yields jmax ≥ 5k − 20. Therefore, it follows from estimate
(3.45) that
2k
∑
j≥2k
2−j/2
∥∥1Dk,j · (fk1,j1 ∗ fk2,j2 ∗ fk3,j3)∥∥L2ξ,τ
. 2k
∑
j≥2k
2−j/22(j1+j2+j3+j)/22(k1+k2)/22−(jmax+jsub)/2
3∏
i=1
‖fki,ji‖L2 ,
(7.5)
which provides the bound in estimate (7.3), in both cases jmax = j and jmax 6=
jmax. This finishes the proof of Lemma 7.3. 
58 C. E. KENIG AND D. PILOD
Lemma 7.4. [high × high × high → high] Assume that k, k1, k2, k3 ∈ Z+ satisfy
k ≥ 20, |k3 − k| ≤ 5, k3 − 10 ≤ k2 ≤ k3 and k2 − 30 ≤ k1 ≤ k2. Then,
(7.6)
∥∥Pk∂x(uk1vk2wk3)∥∥Nk . ‖uk1‖Fk1 ‖vk2‖Fk2 ‖wk3‖Fk3 ,
for all uk1 ∈ Fk1 , vk2 ∈ Fk2 and wk3 ∈ Fk3 .
Proof. We argue exactly as in the proof of Lemma 7.3 and observe that estimate
(7.5) leads to estimate (7.3) even without using that jmax ≥ 5k − 20, which is not
always satisfied in this case. Instead, it is sufficient to use that j, ji ≥ 2k for all
i = 1, 2, 3. 
Lemma 7.5. [high × high × high → low] Assume that k, k1, k2, k3 ∈ Z+ satisfy
k3 − 5 ≤ k2 ≤ k3, k2 − 10 ≤ k1 ≤ k2 and 20 ≤ k ≤ k1 − 10. Then,
(7.7)
∥∥Pk∂x(uk1vk2wk3)∥∥Nk . 2−(k3+k)/2‖uk1‖Fk1 ‖vk2‖Fk2 ‖wk3‖Fk3 ,
for all uk1 ∈ Fk1 , vk2 ∈ Fk2 and wk3 ∈ Fk3 .
Proof. We argue as in the proof of Lemma 4.7. Thus it is enough to prove that
22(k3−k)2k
∑
j≥0
2−j/2
∥∥1Dk,j · (fmk1,j1 ∗ fmk2,j2 ∗ fmk3,j3)∥∥L2ξ,τ
. 2j1/2‖fmk1,j1‖L22
j2/2‖fmk2,j2‖L22
j3/2‖fmk3,j3‖L2,
(7.8)
where the functions fmki,ji are localized in Dki,ji , with ji ≥ 2k3, for i = 1, 2, 3.
According to estimate (3.45), we can bound the left-hand side of (7.8) by
22k3−k
∑
j≥0
2−j/22(j1+j2+j3+j)/22(k+k1)/22−(jmax+jsub)/2
3∏
i=1
‖fki,ji‖L2 .
Moreover, we have Ω˜ ∼ 25kmax in this case, so that jmax ≥ 5k3 − 20. This implies
estimate (7.8) in both cases j = jmax and j 6= jmax. 
Lemma 7.6. [high × high × low → low] Assume that k, k1, k2, k3 ∈ Z+ satisfy
k ≥ 20, k3 − 5 ≤ k2 ≤ k3 and 0 ≤ k1, k ≤ k2 − 10. Then,
(7.9)
∥∥Pk∂x(uk1vk2wk3)∥∥Nk . 2−(k3+k)/2‖uk1‖Fk1 ‖vk2‖Fk2 ‖wk3‖Fk3 ,
for all uk1 ∈ Fk1 , vk2 ∈ Fk2 and wk3 ∈ Fk3 .
Proof. Following the proof of Lemma 7.5, we need to prove that estimate (7.8) still
holds in this case. This is a direct consequence of estimates (3.47) and (3.48). 
Lemma 7.7. [low × low × low → low] Assume that k, k1, k2, k3 ∈ Z+ satisfy
0 ≤ k, k1, k2, k3 ≤ 200. Then,
(7.10)
∥∥Pk∂x(uk1vk2wk3)∥∥Nk . ‖uk1‖Fk1 ‖vk2‖Fk2 ‖wk3‖Fk3 ,
for all uk1 ∈ Fk1 , vk2 ∈ Fk2 and wk3 ∈ Fk3 .
Proof. It follows arguing as in Lemma 4.10. 
Finally, we give the proof of Proposition 7.1.
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Proof of Proposition 7.1. Fix s ≥ 0. We choose two extensions u˜, v˜ and w˜ of u, v
and w satisfying
‖u˜‖F s ≤ 2‖u‖F s(T ), ‖v˜‖F s ≤ 2‖v‖F s(T ) and ‖w˜‖F s ≤ 2‖w‖F s(T ).
Therefore ∂x(u˜v˜w˜) is an extension of ∂x(uvw) on R
2 and we have from the definition
of Ns(T ) and Minkowski inequality that
‖∂x
(
uvw
)
‖Ns(T ) ≤
(∑
k≥0
22ks
( ∑
k1,k2,k3≥0
∥∥Pk∂x(Pk1 u˜Pk2 v˜Pk3w˜)∥∥Nk
)2) 12
.
Note that by symmetry, we can always assume that 0 ≤ k1 ≤ k2 ≤ k3. Moreover,
we denote
G1 =
{
(k1, k2, k3) ∈ Z
3
+ : k ≥ 20, |k3 − k| ≤ 5, 0 ≤ k1 ≤ k2 ≤ k3 − 10
}
,
G2 =
{
(k1, k2, k3) ∈ Z
3
+ : k ≥ 20, |k3 − k| ≤ 5 |k3 − k2| ≤ 10, 0 ≤ k1 ≤ k2 − 20
}
,
G3 =
{
(k1, k2, k3) ∈ Z
3
+ : k ≥ 20, |k3 − k| ≤ 5 |k3 − k2| ≤ 10, |k1 − k2| ≤ 30
}
,
G4 =
{
(k1, k2, k3) ∈ Z
3
+ : k3 − 5 ≤ k2 ≤ k3, k2 − 10 ≤ k1 ≤ k2, 20 ≤ k ≤ k1 − 10
}
,
G5 =
{
(k1, k2, k3) ∈ Z
3
+ : k3 − 5 ≤ k2 ≤ k3, 20 ≤ k, k1 ≤ k2 − 10
}
,
G6 =
{
(k1, k2, k3) ∈ Z
3
+ : 0 ≤ k, k1, k2, k3 ≤ 200
}
.
Note that for a given k ∈ Z+, some of these regions may be empty and others
may overlap, but due to the frequency localization, we always have that
(7.11)
‖∂x
(
uvw
)
‖Ns(T ) ≤
6∑
i=1
(∑
k≥0
22ks
( ∑
(k1,k2,k3)∈Gi
∥∥Pk∂x(Pk1 u˜Pk2 v˜Pk3w˜)∥∥Nk
)2) 12
.
We conclude the proof of Proposition 7.1 by applying respectively Lemmas 7.2–7.7
to each of the sum appearing on the right-hand side of (7.11). 
7.2. Modifications to the energy estimates. We only explain how to deal with
the a priori estimates, since the modifications would be similar to derive estimates
for the differences of two solutions. The main point is to derive an analog to
Proposition 5.2 in the case where c3 6= 0.
Proposition 7.8. Assume s ≥ 54 and T ∈ (0, 1]. Then, if u ∈ C([−T, T ];H
∞(R))
is a solution to (1.1), we have that
(7.12) EsT (u) . (1 + ‖u0‖Hs)‖u0‖
2
Hs +
(
1 + ΓsT (u) + Γ
s
T (u)
2
)
ΓsT (u)
3,
where
ΓsT (u) := max
{
‖u‖F s(T ), ‖u‖Bs(T )
}
.
Proof. The proof of Proposition 7.8 follows the same strategy as the one of Propo-
sition 5.2. The unique difference is that we need to add the terms M1k(u), αM
1
k(u)
and βM2k(u) to the right-hand side of (5.23), where
Kk(u) = 2c3
∫
R
PkuPk∂x
(
u3
)
dx,
M1k(u) = c3
∫
R
∂x
(
u3
)
Pk∂
−1
x uQk∂
−1
x udx+ c3
∫
R
uPk
(
u3
)
Qk∂
−1
x udx
+ c3
∫
R
uPk∂
−1
x uQk
(
u3
)
dx,
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and
(7.13) M2k(u) = c3
∫
R
∂x
(
u3
)
Pk∂
−1
x uPk∂
−1
x udx+ 2c3
∫
R
uPk
(
u3
)
Pk∂
−1
x udx.
Therefore, it suffices to bound∑
k≥1
22ks sup
tk∈[0,T ]
∣∣∣ ∫
[0,tk]
(
Kk(u) + αM
1
k(u) + βM
2
k(u)
)
dt
∣∣∣
by the the terms appearing on the right-hand side of (7.12).
We first treat the fourth-order term corresponding to Kk(u). We perform the
same dyadic decomposition as in the proof of Proposition 7.1. Thus,∑
k≥1
22ks sup
tk∈[0,T ]
∣∣∣ ∫
[0,tk]
Kk(u)dt
∣∣∣
.
6∑
i=1
∑
k≥1
22ks
∑
(k1,k2,k3)∈Gi
sup
tk∈[0,T ]
∣∣∣ ∫
R×[0,tk]
PkuPk∂x
(
Pk1uPk2uPk3u
)
dx
∣∣∣.(7.14)
By using respectively estimate (5.20) for the sums over G1 and G5 and estimate
(5.21) for the sums over G2 and G4, the corresponding terms on the right-hand side
of (7.14) can be bounded by
(7.15) ‖u‖F 0(T )‖u‖F
1
2
+(T )
‖u‖2F s(T ).
In the regions G3 and G6, we use estimates (2.10) and (2.46) to bound the corre-
sponding terms by
(7.16) ‖u‖F 0(T )‖u‖F
3
4
+(T )
‖u‖2Bs(T ).
Observe that (7.15) and (7.16) are controlled by the second term on the right-hand
side of (7.12).
Next, we deal with the fifth order term corresponding to M2k(u) and observe that
the one corresponding to M1k(u) could be treated similarly. It follows from estimate
(2.10) that∣∣∣ ∫
R×[0,tk]
∂x
(
u3
)
Pk∂
−1
x uPk∂
−1
x udx
∣∣∣ . ‖u‖3
F
1
2
+(T )
‖Pku‖L∞T L2x‖∂
−1
x Pku‖L∞T L2x ,
which leads to the bound in (7.12) after summing over k ∈ Z+∩ [1,+∞) and taking
the supreme over tk ∈ [0, T ]. Finally, to deal with the second term on the right-hand
side of (7.13), we introduce a dyadic decomposition
∂x(u
3) =
∑
k1,k2,k3
∂x
(
Pk1uPk2uPk3u
)
,
and use estimates (2.10) and (2.46) to obtain the right estimate.
This finishes the proof of Proposition 7.8. 
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