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ON THE DISTRIBUTION OF THE MAXIMUM OF THE TELEGRAPH
PROCESS
F. CINQUE AND E. ORSINGHER1
Abstract. In this paper we present the distribution of the maximum of the telegraph process
in the cases where the initial velocity is positive or negative with an even and an odd number of
velocity reversals. For the telegraph process with positive initial velocity a reflection principle is
proved to be valid while in the case of an initial leftward displacement the conditional distribu-
tions are perturbed by a positive probability of never visiting the half positive axis.
Various relationships are established among the mentioned four classes of conditional distribu-
tions of the maximum.
The unconditional distributions of the maximum of the telegraph process are obtained for pos-
itive and negative initial steps as well as their limiting behaviour. Furthermore the cumulative
distributions and the general moments of the conditional maximum are presented.
Keywords: Telegraph Process, Induction Principle, Bessel Functions
1. Introduction
The telegraph process has been investigated by several researchers starting from the beginning
of the Fifties of the past century. The asymmetric telegraph process was studied by V.Cane (1975)
and its explicit distribution obtained in Beghin et al. (2001) with two different approaches, one
based on relativistic transformations, the other one by using the Fourier transforms of the governing
equation.
In this paper we present a general picture of the distribution of the maximum of the homogeneous
telegraph process, denoted throughout by T (t), t ≥ 0, with a different initial speed V (0) = ±c,
c > 0.
The problem of finding the distribution
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = c,N(t) = 2k + 1} (1.1)
for k ∈ N0, 0 < β < ct, was firstly undertaken in Orsingher (1990), for some specific values of k.
The obtained partial results inspired the formulation of the conjecture that for 0 < β < ct, k ≥ 0
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = c,N(t) = 2k + 1} = B(k)(c
2t2 − β2)k
(ct)2k+1
dβ (1.2)
where B(k) is the normalising constant.
The conjecture was proved by Foong (1992) and Foong and Kanno (1994). The starting point for
proving (1.2) was the derivation of the first-passage time from a Darling-Siegert’s relationship by
means of the Laplace transform.
Other works on this topic are due to Stadje and Zacks (2004) and Zacks (2004). Our approach
is based on the direct derivation of conditional distributions like (1.1) by means of the induction
principle exploiting markovianity and homogeneity with respect to the Poisson times related to
the reversals of velocities.
In this way we show that for k ≥ 0, 0 < β < ct
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = c,N(t) = 2k + 1} = 2(2k + 1)!
k!2
(c2t2 − β2)k
(2ct)2k+1
dβ (1.3)
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and
P{max
0≤s≤t
T (s) < β | V (0) = c,N(t) = 2k + 1} = β
ct
k∑
j=0
(
2j
j
)(√c2t2 − β2
2ct
)2j
(1.4)
From (1.3) we also have that
P{max
0≤s≤t
T (s) ∈ dβ,N(t) odd | V (0) = c} = e−λt λ
c
I0
(λ
c
√
c2t2 − β2
)
dβ (1.5)
where N(t), t ≥ 0, is the number of Poisson events occured up to time t.
Since
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = c,N(t) = 2k + 2} = 2(2k + 1)!
k!2
(c2t2 − β2)k
(2ct)2k+1
dβ (1.6)
we have that
P{max
0≤s≤t
T (s) ∈ dβ,N(t) even | V (0) = c} = e
−λt
c
∂
∂t
I0
(λ
c
√
c2t2 − β2
)
dβ (1.7)
so that
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = c} =
=
e−λt
c
[
λI0
(λ
c
√
c2t2 − β2
)
+
∂
∂t
I0
(λ
c
√
c2t2 − β2
)]
dβ = 2P{T (t) ∈ dβ} (1.8)
Formula (1.8) shows that the reflection principle holds in the conditional case (1.3) and in the
unconditional case (1.3) provided that V (0) = c > 0.
The situation is more complicated when V (0) = −c and the explicit distributions are again
obtained by induction by using result (1.3). We show that
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = −c,N(t) = 2k} = 2(2k)!
k!(k − 1)!
(c2t2 − β2)k−1(ct− β)
(2ct)2k
dβ (1.9)
for 0 < β < ct, k ≥ 1 and
P{max
0≤s≤t
T (s) = 0 | V (0) = −c,N(t) = 2k} =
(
2k
k
)
1
22k
(1.10)
for k ≥ 0.
From (1.9) and (1.10) we derive the cumulative distribution function of the maximum as
P{max
0≤s≤t
T (s) < β | V (0) = −c,N(t) = 2k} =
=
β
ct
k−1∑
j=0
(c2t2 − β2
c2t2
)j 1
22j
(
2j
j
)
+
(c2t2 − β2)k
(2ct)2k
(
2k
k
)
(1.11)
= P{max
0≤s≤t
T (s) < β | V (0) = c,N(t) = 2k − 1}+ (c
2t2 − β2)k
(2ct)2k
(
2k
k
)
The last case examined shows that, for 0 < β < ct, the following relationships hold
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = −c,N(t) = 2k + 1} =
=
(
(2k + 1)!
(k − 1)!(k + 1)!
(c2t2 − β2)k−1(ct− β)
(2ct)2k
+
(2k + 1)!
k!(k + 1)!
(c2t2 − β2)k
(2ct)2k+1
)
dβ =
=
2k + 1
2k + 2
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = −c,N(t) = 2k}
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+
1
2k + 2
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = c,N(t) = 2k + 1} (1.12)
Thus the distribution is an average of distributions (1.9) and (1.3) with a prevailing weight of the
first one.
Finally
P{max
0≤s≤t
T (s) = 0 | V (0) = −c,N(t) = 2k + 1} =
(
2k + 1
k
)
1
22k+1
=
=
2k + 1
2k + 2
P{max
0≤s≤t
T (s) = 0 | V (0) = −c,N(t) = 2k} (1.13)
2. Preliminaries about the telegraph process
The symmetric telegraph process has the form
T (t) =
∫ t
0
V (0)(−1)N(s)ds (2.1)
where V (0) is a two valued symmetric random variable taking values ±c andN(t) is a homogeneous
Poisson process with rate λ > 0 and independent of V (0). An alternative form of (2.1) is
T (t) = V (0)
N(t)+1∑
k=1
(Tk − Tk−1)(−1)k−1 (2.2)
with 0 = T0 < T1 < ... < TN(t) < TN(t)+1 = t. The random times T1, ...TN(t) are the arrival times
of the Poisson process.
For N(t) = n, the instants T1, ..., Tn are uniformly distributed in the simplex and thus have density
f(t1, ..., tn) =
n!
tn
(2.3)
for 0 < t1 < ... < tn < t.
Because of the exchangeability of the random variables Tk − Tk−1 we can write the displacement
(2.2), for N(t) = n, as
Tn(t) = V (0)
(
T+n − T−n
)
= V (0)
(
2T+n − t
)
(2.4)
where T+n is the time spent by the particle moving with the same direction of V (0) and T
−
n
represents the time spent moving in the other direction. Clearly the total time is t = T+n + T
−
n
and the variable T+n is given by the sum of the n
+ displacements with speed equal to V (0).
The relationship (2.4) permits us to write that
P{T (t) < x|N(t) = n, V (0) = c} =
{ ∫ x+ct2c
0 fT+n (z)dz if V (0) = c∫ t
−x+ct
2c
fT+n (z)dz if V (0) = −c
(2.5)
where f
T
+
n
is the density of the time spent moving with speed V (0). This density, as we show
later, is equal to the density of the n+-th order statistic of n independent uniformly distributed,
in (0, t), random variables Y1, ...Yn which reads
fY
(n+)
(z) =
n
t
(
n− 1
n+ − 1
)(z
t
)n+−1(
1− z
t
)n−n+
(2.6)
for 0 < z < t.
In view of (2.5) and (2.6), by considering that N(t) = 2k + 1, then we have that n+ = k + 1
and therefore
P{T (t) ∈ dx|N(t) = 2k + 1, V (0) = c} =
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=
d
dx
∫ x+ct
2c
0
2k + 1
t
(
2k
k
)(z
t
)k(
1− z
t
)k
dz =
(2k + 1)!
k!2
(c2t2 − x2)k
(2ct)2k+1
dx (2.7)
for |x| < ct.
Analogously we obtain that
P{T (t) ∈ dx|N(t) = 2k + 1, V (0) = −c} = (2k + 1)!
k!2
(c2t2 − x2)k
(2ct)2k+1
dx (2.8)
for |x| < ct. Distributions (2.7) and (2.8) are identical since in both cases there is the same number
of rightward and leftward displacements. By means of them we also obtain that
P{T (t) ∈ dx|N(t) = 2k + 1} = (2k + 1)!
k!2
(c2t2 − x2)k
(2ct)2k+1
dx (2.9)
for |x| < ct and it coincides with formula (2.17) of De Gregorio et al. (2004).
For an even number of changes of directions we have that (again n+ = k + 1), for |x| < ct
P{T (t) ∈ dx|N(t) = 2k, V (0) = c} =
=
d
dx
∫ x+ct
2c
0
2k
t
(
2k − 1
k
)(z
t
)k(
1− z
t
)k−1
dz =
(2k)!
k!(k − 1)!
(ct+ x)k(ct− x)k−1
(2ct)2k
dx (2.10)
and
P{T (t) ∈ dx|N(t) = 2k, V (0) = −c} = (2k)!
k!(k − 1)!
(ct+ x)k−1(ct− x)k
(2ct)2k
dx (2.11)
which lead to
P{T (t) ∈ dx|N(t) = 2k} = (2k)!
k!(k − 1)!
ct(c2t2 − x2)k−1
(2ct)2k
dx (2.12)
that coincides with formula (2.18) of De Gregorio et al. (2004). The reader can also notice that
(2.12), with N(t) = 2k + 2, is equal to (2.9).
Finally, the unconditional probability law of the process is given by
P{T (t) = ct} = P{T (t) = −ct} = e
−λt
2
(2.13)
and
P{T (t) ∈ dx} = e
−λt
2c
[
λI0
(
λ
c
√
c2t2 − x2
)
+
∂
∂t
I0
(
λ
c
√
c2t2 − x2
)]
dx (2.14)
for |x| < ct.
Let N(t) = n. We now show that the increments Tk − Tk−1, 1 ≤ k ≤ n, appearing in (2.2)
and composing T+n , have the same distribution of the increments of successive order statistics
Y(k) − Y(k−1) from uniformly distributed, in (0, t), random variables Y1, ..., Yn.
First of all we recall that the two-fold joint distribution of order statistics Y(k), Y(l), l > k from
n independent and identically distributed random variables, with cumulative distribution function
F and density f , is
P{Y(k) ∈ dy, Y(l) ∈ dz} =
=
n!
(k − 1)!(l − k − 1)!(n− l − k)!F
k−1(y)f(y)dy
(
F (z)−F (y)
)l−k−1
f(z)dz
(
1−F (z)
)n−l
(2.15)
for 0 < y < z.
For uniformly distributed random variables in (0, t), formula (2.15) becomes
P{Y(k) ∈ dy, Y(l) ∈ dz} =
=
n!
(k − 1)!(l − k − 1)!(n− l− k)!
(y
t
)k−1 dy
t
(z − y
t
)l−k−1 dz
t
( t− z
t
)n−l
(2.16)
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for 0 < y < z < t.
The increment Y(l) − Y(k) has distribution
P{Y(l) − Y(k) < w} = 1−
∫ t
w
∫ z−w
0
P{Y(k) ∈ dy, Y(l) ∈ dz} (2.17)
and therefore, for 0 < w < t
P{Y(l) − Y(k) ∈ dw} =
n! dw
(k − 1)!(l − k − 1)!(n− l)!
∫ t
w
(z − w)k−1wl−k−1(t− z)n−l dz
tn
=
considering the change of variable (z − w) = (t− w)y
=
n! wl−k−1 dw
(k − 1)!(l − k − 1)!(n− l)!tn
∫ 1
0
yk−1(1− y)n−ldz(t− w)n−l+k =
=
n!
(l − k − 1)!(n− l + k)!
wl−k−1(t− w)n−l+k
tn
dw (2.18)
and it only depends on the distance l − k. If l = k + 1 (2.18) reduces to
P{Y(k+1) − Y(k) ∈ dw} =
n
t
(
1− w
t
)n−1
dw (2.19)
and is independent of k.
From the joint distribution (2.3) of the instants of occurance T1, ..., Tn of a homogeneous Poisson
process we extract the bivariate density
P{Tk ∈ dtk, Tl ∈ dtl|N(t) = n} =
=
n!
tn
∫ tk
0
dt1 · · ·
∫ tk
tk−2
dtk−1 · dtk ·
∫ tl
tk
dtk+1 · · ·
∫ tl
tl−2
dtl−1 · dtl ·
∫ t
tl
dtl+1 · · ·
∫ t
tn−1
dtn =
=
n!
tn
tk−1k
(k − 1)!
(tl − tk)l−k−1
(l − k − 1)!
(t− tl)n−l
(n− l)! dtkdtl (2.20)
for 0 < tk < tl < t.
This coincides with the joint distribution of the order statistics Y(k), Y(l) from a sample of n
independent uniformly distributed in (0, t) random variables. Thus the distribution of Tl − Tk
coincides with that of Y(l) − Y(k). Therefore, the one-step displacements Tk − Tk−1 have the same
distribution of Y(k)− Y(k−1). Considering that the random time T+n in (2.4) is given by the sum of
n+ one-step displacements of the type Tk−Tk−1 and that we can express the n+-th order statistics
as
Y(n+) = Y(1) + (Y(2) − Y(1)) + ...+ (Y(n+) − Y(n+−1))
that it is a sum of n+ increments of the type Y(k) − Y(k−1), we have that Tn+ d= Y(n+).
3. Maximum of the telegraph process with initial rightward velocity
We begin by considering the case where V (0) = c and the number of changes of direction is
odd, that is N(t) = 2k + 1, k ∈ N0. In this case the sample paths of the telegraph process
T2k+1(t) = cT1 − c(T2 − T1) + ...+ c(T2k+1 − T2k)− c(t− T2k+1) (3.1)
consists of k+ 1 upward (or rightward) displacements and k + 1 downward (or leftward) displace-
ments. The relative maxima of (3.1) can be attained by its truncated displacements, truncation
being performed at odd-order Poisson times.
The displacements being considered are therefore
T (T2j+1) = cT1 − c(T2 − T1) + ...+ c(T2j+1 − T2j)
for 1 ≤ j ≤ k, with j + 1 rightward displacements and j + 1 leftward ones.
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In this section we evaluate the following probability
P{max
0≤s≤t
T (s) < β | N(t) = 2k + 1, V (0) = c} =
= P
{∩kj=0{T (T2j+1) < β} | N(t) = 2k + 1, V (0) = c} (3.2)
For k = 0, 1, 2 the distribution (3.2) was established by direct calculation. Therefore, for a right-
ward starting motion with one, three and five changes of direction the distribution of the maxima
showed a regularity leading to conjecture result (1.3). In the next theorem we prove by induction
that (1.3) holds.
Theorem 3.1. Let {T (t)}t≥0 a symmetric telegraph process, then
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = c,N(t) = 2k + 1} = 2(2k + 1)!
k!2
(c2t2 − β2)k
(2ct)2k+1
dβ (3.3)
for k ∈ N0, 0 < β < ct.
Proof. We establish a general recurrence relationship between the distribution of
(max0≤s≤t T (s)|N(t) = n, V (0) = c) and (max0≤s≤t T (s)|N(t) = n− 2, V (0) = c), for n ≥ 2.
We must consider three cases:
Case 1. where cT1 < β and the maximum is obtained during the residual interval of time (T1, t).
Thus, we need that in T2 there is still enough time to reach β, meaning that c(t−T2) ≥ β−2cT1+cT2,
where 2cT1 − cT2 represents the position at time T2 ;
Case 2. where the maximum β is reached at time T1 =
β
c
and at time T2 we still have time to
overpass β, thus c(t− T2) ≥ β − 2cβc + cT2;
Case 3. where the maximum β is reached at time T1 and at time T2 we moved too far left-
ward that we surely never arrive at β in the residual time interval (T2, t), thus c(t−T2) < −β+cT2.
In light of these three cases, the recurrence relationship writes
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = c,N(t) = n} = (3.4)
=
∫ β
c
0
∫ ct−β
2c +t1
t1
P{ max
0≤s≤t−t2
T (s) ∈ dβ | V (0) = c,N(t− t2) = n− 2, T (0) = 2ct1 − ct2}·
·P{T1 ∈ dt1, T2 ∈ dt2 | N(t) = n}+
+
∫ ct+β
2c
β
c
P{ max
0≤s≤t−t2
T (s) < β | V (0) = c,N(t− t2) = n− 2, T (0) = 2β − ct2}·
·P{T1 ∈ dβ
c
, T2 ∈ dt2 | N(t) = n} +
∫ t
ct+β
2c
P{T1 ∈ dβ
c
, T2 ∈ dt2 | N(t) = n}
where each term refers to each of the above scenarios.
To prove the theorem we consider relation (3.4) with n = 2k + 1, k ∈ N0.
In view of (1.3) (now induction hypothesis) and (2.20), the first addend of (3.4) becomes∫ β
c
0
∫ ct−β
2c +t1
t1
P{ max
0≤s≤t−t2
T (s) ∈ dβ | V (0) = c,N(t− t2) = 2k − 1, T (0) = 2ct1 − ct2}·
·P{T1 ∈ dt1, T2 ∈ dt2 | N(t) = 2k + 1} =
= dβ
∫ β
c
0
dt1
∫ ct−β
2c +t1
t1
dt2
2(2k − 1)!
(k − 1)!2(2c(t− t2))2k−1
(
c2(t− t2)2 − (β − 2ct1 + ct2)2
)k−1
·
· (2k + 1)!(t− t2)
2k−1
(2k − 1)! t2k+1 =
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(by considering the change of variable w = t2 − t1 in the inner integral)
=
dβ 2(2k + 1)!
(k − 1)!2(2ct)2k−1t2
∫ β
c
0
dt1
∫ ct−β
2c
0
(
c2(t− t1 − w)2 − (β − ct1 + cw)2
)k−1
dw =
=
dβ 2(2k + 1)! c2k−2
(k − 1)!2(2ct)2k−1t2
∫ β
c
0
dt1
∫ ct−β
2c
0
(
(t+
β
c
− 2t1)(t− β
c
)− 2w(t+ β
c
− 2t1)
)k−1
dw =
=
dβ (2k + 1)! ck−2
k!(k − 1)!(2ct)2k−1t2
∫ β
c
0
(
t+
β
c
− 2t1
)k−1
dt1(ct− β)k =
= 2
(2k + 1)!
k!2
(c2t2 − β2)k
(2ct)2k+1
dβ − 2(2k + 1)!
k!2
(ct− β)2k
(2ct)2k+1
dβ (3.5)
The second term of (3.4) is (remember that n = 2k + 1)∫ ct+β
2c
β
c
P{ max
0≤s≤t−t2
T (s) < −β + ct2 | V (0) = c,N(t− t2) = 2k − 1}·
·P{T1 ∈ dβ
c
, T2 ∈ dt2 | N(t) = 2k + 1} =
=
∫ ct+β
2c
β
c
dt2
∫ ct2−β
0
dz
2(2k − 1)!
(k − 1)!2(2c(t− t2))2k−1
(
c2(t− t2)2 − z2
)k−1
·
· (2k + 1)!(t− t2)
2k−1
(2k − 1)! t2k+1
dβ
c
=
=
dβ 2(2k + 1)!
(k − 1)!2c2kt2k+122k−1
∫ ct−β
2c
0
dz
∫ ct+β
2c
z+β
c
(
c2(t− t2)2 − z2
)k−1
dt2 =
(by considering the change of variable t2 − z+βc = w in the inner integral)
=
dβ 2(2k + 1)!
(k − 1)!2c2kt2k+122k−1
∫ ct−β
2c
0
dz
∫ ct−β
2c − zc
0
(
(ct− w − β)2 − 2z(c(t− w)− β))k−1dw =
=
dβ 2(2k + 1)!
(k − 1)!2c2kt2k+122k−1
∫ ct−β
2c
0
dw
(
c(t− w) − β
)k−1 ∫ ct−βc −cw
0
(
c(t− w)− β − z
)k−1
dz =
=
dβ (2k + 1)!
k!(k − 1)!c2kt2k+122k−1
[∫ ct−β2c
0
(
ct−β− cw
)2k−1
dw−
∫ ct−β
2c
0
(cu)k
(
ct−β− cw
)k−1
dw
]
(3.6)
The second integral in (3.6) can be reduced to a Beta integral∫ ct−β
2c
0
(cu)k
(
ct− β − cw
)k−1
dw =
(
cw = (ct− β)z
)
=
=
(ct− β)2k
c
∫ 1
2
0
zk(1 − z)k−1dz = (ct− β)
2k
c
[ (k − 1)!2
22(2k − 1) −
1
k22k+1
]
(3.7)
where the last equality can be obtained by developing the integral by parts.
In view of (3.7), (3.6) becomes
dβ 2(2k + 1)!
(k − 1)!2c2kt2k+122k−1
[ (ct− β)2k
2ck
− (ct− β)
2k
22h2ck
− (ct− β)
2k
c
( (k − 1)!2
22(2k − 1) −
1
k22k+1
)]
=
= 2
(2k + 1)!
k!2
(ct− β)2k
(2ct)2k+1
dβ − 2(2k + 1)! (ct− β)
2k
(2ct)2k+1
dβ (3.8)
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The third term of (3.4) yields∫ t
ct+β
2c
P{T1 ∈ dβ
c
, T2 ∈ dt2 | N(t) = 2k + 1} =
=
dβ
c
∫ t
ct+β
2c
(2k + 1)!(t− t2)2k−1
(2k − 1)! t2k+1 dt2 = (2k + 1)!
(ct− β)2k
22k(ct)2k+1
dβ (3.9)
By summing up (3.5), (3.8) and (3.9) we obtain that (3.4) corresponds to thesis (3.3) and this
concludes the proof. 
Remark 3.1. The result of Theorem (3.1) shows that a reflection principle is valid for the telegraph
process with V (0) = c. At the instant T1 of first change of direction it is possible to construct
a sample path ”reflected” around the level T (T1). If the original trajectory overshot level β and
at time t was below β, then the new one obtained by glueing together the original step with the
reflected displacement will be at time t over β. Thus,
P{max
0≤s≤t
T (s) > β, T (t) < β | N(t) = 2k + 1, V (0) = c} =
= P{max
0≤s≤t
T (s) > β, T (t) > β | N(t) = 2k + 1, V (0) = c} =
= P{T (t) > β | N(t) = 2k + 1, V (0) = c}
♦
Theorem 3.2. Let {T (t)}t≥0 a symmetric telegraph process, then
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = c,N(t) = 2k + 2} =
= P{max
0≤s≤t
T (s) ∈ dβ | V (0) = c,N(t) = 2k + 1} = 2(2k + 1)!
k!2
(c2t2 − β2)k
(2ct)2k+1
dβ (3.10)
for k ∈ N, 0 < β < ct and
P{max
0≤s≤t
T (s) = ct | V (0) = c,N(t) = 0} = 1 (3.11)
Proof. Also in this case we use the recurrence relationship (3.4), but by considering n = 2k + 2,
k ∈ N, which reads
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = c,N(t) = 2k + 2} = (3.12)
=
∫ β
c
0
∫ ct−β
2c +t1
t1
P{ max
0≤s≤t−t2
T (s) ∈ dβ | V (0) = c,N(t− t2) = 2k, T (0) = 2ct1 − ct2}·
·P{T1 ∈ dt1, T2 ∈ dt2 | N(t) = 2k + 2}+
+
∫ ct+β
2c
β
c
P{ max
0≤s≤t−t2
T (s) < β | V (0) = c,N(t− t2) = 2k, T (0) = 2β − ct2}·
·P{T1 ∈ dβ
c
, T2 ∈ dt2 | N(t) = 2k + 2} +
∫ t
ct+β
2c
P{T1 ∈ dβ
c
, T2 ∈ dt2 | N(t) = 2k + 2}
To prove the theorem we conjecture that
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = c,N(t) = 2k + 2} =
= P{max
0≤s≤t
T (s) ∈ dβ | V (0) = c,N(t) = 2k + 1} = 2(2k + 1)!
k!2
(c2t2 − β2)k
(2ct)2k+1
dβ (3.13)
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For k = 0, 1, that is for two and four changes of direction, this was proved by direct calculation in
Orsingher (1990).
Now, the first term of (3.12) can be written as
dβ
∫ β
c
0
dt1
∫ ct−β
2c +t1
t1
dt2
2(2k − 1)!
(k − 1)!2(2c(t− t2))2k−1
(
c2(t− t2)2 − (β − 2ct1 + ct2)2
)k−1
·
· (2k + 2)!(t− t2)
2k
(2k)! t2k+2
=
=
dβ (2k + 2)! c2k−2
k!(k − 1)!(2ct)2k−1t3
∫ β
c
0
dt1
∫ ct−β
2c +t1
t1
(
(t− t2)2 − (β
c
− 2t1 + t2)2
)k−1
(t− t2)dt2 (3.14)
The inner integral in (3.14) can be evaluated by using the change of variable t2 − t1 = w which
leads to ∫ ct−β
2c
0
(
(t− t1 − w)2 − (β
c
− t1 + w)2
)k−1
(t− t1 − w)dw =
=
∫ ct−β
2c
0
(
(t− t1)2 − (β
c
− t)2 − 2w(t− 2t1 + β
c
)
)k−1
(t− t1 − w)dw =
=
(
t− 2t1 + β
c
)k−1 ∫ ct−β2c
0
(
t− β
c
− 2w)k−1(t− t1 − w)dw =
=
(
t− 2t1 + β
c
)k−1((t− t1)
2k
(
t− β
c
)k − 1
22k(k + 1)
(
t− β
c
)k+1)
(3.15)
In the last step above, an integration by parts was performed.
By inserting result (3.15) into (3.14) we have that the first term of (3.12) takes the following form
dβ (2k + 2)!
k!(k − 1)!c22k−1t2k+2
∫ β
c
0
(
t− 2t1 + β
c
)k−1( (t− t1)
2k
(
t− β
c
)k − 1
22k(k + 1)
(
t− β
c
)k+1)
dt1 (3.16)
We now plug the following results into (3.16)∫ β
c
0
(
t+
β
c
− 2t1
)k−1
(t− t1)dt1 =
= − 1
2k
(
t− β
c
)k+1
+
t
2k
(
t+
β
c
)k
+
1
22k(k + 1)
(
t− β
c
)k+1 − 1
22k(k + 1)
(
t+
β
c
)k+1
(3.17)
and ∫ β
c
0
(
t+
β
c
− 2t1
)k−1
dt1 =
1
2k
(
t+
β
c
)k − 1
2k
(
t− β
c
)k
(3.18)
so that the integral (3.16), i.e. the first term of (3.12), becomes (we maintain the same order of
terms in order to permit to the reader to reconstruct all details in the calculation)
dβ (2k + 2)!
k!(k − 1)!22k−1t2k+2c
[
− 1
22k2
(
t− β
c
)2k+1
+
t
22k2
(
t2 − β
2
c2
)k
+
+
1
23k2(k + 1)
(
t− β
c
)2k+1 − 1
23k2(k + 1)
(
t2 − β
2
c2
)k(
t+
β
c
)
+
− 1
23k2(k + 1)
(
t2 − β
2
c2
)k(
t− β
c
)
+
1
23k2(k + 1)
(
t− β
c
)2k+1]
=
=
dβ (2k + 2)!
k!(k − 1)!22k−1t2k+2c
[
1
22k2
(
t− β
c
)2k+1(−1 + 2
2(k + 1)
)
+
+
1
22k2
(
t2 − β
2
c2
)k(
t− 1
2(k + 1)
(
t+
β
c
+ t− β
c
))
=
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=
dβ (2k + 2)!
k!(k − 1)!22k−1t2k+2c
[
− 1
22k(k + 1)
(
t− β
c
)2k+1
+
t
22k(k + 1)
(
t2 − β
2
c2
)k]
=
= 2
(2k + 1)!
k!2
(c2t2 − β2)k
(2ct)2k+1
dβ − 22 (2k + 1)!
k!2
(ct− β)2k+1
(2ct)2k+2
dβ (3.19)
The second integral of (3.12) can be developed in the following manner∫ ct+β
2c
β
c
∫ ct2−β
0
P{ max
0≤s≤t−t2
T (s) ∈ dz | V (0) = c,N(t− t2) = 2k}·
·P{T1 ∈ dβ
c
, T2 ∈ dt2 |N(t) = 2k+2} =
=
∫ ct+β
2c
β
c
dt2
∫ ct2−β
0
dz
(
c2(t− t2)2 − z2
)k−1 2(2k − 1)!
(k − 1)!2(2c)2k−1(t− t2)2k−1 ·
· (t− t2)
2k(2k + 2)!
t2k+2(2k)!
dβ
c
=
=
dβ (2k + 2)!
k!(k − 1)!22k−1c2kt2k+2
∫ ct−β
2
0
dz
∫ ct+β
2c
z+β
c
(
c2(t− t2)2 − z2
)k−1
(t− t2)dt2 =
=
dβ (2k + 2)!
k!222k(ct)2k+2
∫ ct−β
2
0
[(
(ct− β)2 − 2z(ct− β)
)k
−
((ct− β
2
)2 − z2)k
]
dz =
=
(2k + 2)!
k!222k(ct)2k+2
[
(ct− β)2k+1
2(k + 1)
− (ct− β)
2k+1
22k+2
∫ 1
0
(1− w)kw− 12 dw
]
dβ =
=
(2k + 2)!(ct− β)2k+1
k!222k(ct)2k+2
[
1
2(k + 1)
− 1
22k+2
Γ(k + 1)Γ(12 )
Γ(k + 1 + 12 )
]
dβ =
=
22(2k + 2)!(ct− β)2k+1
k!2(2ct)2k+2
dβ − 2
2(k + 1)(ct− β)2k+1
(2ct)2k+2
dβ (3.20)
where in the last equation we applied the duplication formula of the gamma function, that is
Γ(2n) =
Γ(n)Γ(n+ 12 )2
2n−1
√
pi
(3.21)
A crucial point in the above calculation is the inversion of the order of integration which substan-
tially simplifies the derivation of (3.20).
The last term of (3.12) is straightforward and yields
dβ
c
∫ t
ct+β
2c
(2k + 2)!(t− t2)2k
(2k)! t2k+2
dt2 =
22(k + 1)(ct− β)2k+1
(2ct)2k+2
dβ (3.22)
By summing up (3.19), (3.20) and (3.22) we obtain the claimed result (3.10). 
Remark 3.2. As a consequence of Theorem 3.2 we have that, for 0 < β < ct
P{max
0≤s≤t
T (s) ∈ dβ,N(t) even| V (0) = c} =
= dβ
∞∑
k=0
2
(2k + 1)!
k!2
(c2t2 − β2)k
(2ct)2k+1
e−λt
(λt)2k+2
(2k + 2)!
=
= dβ
e−λtλt√
c2t2 − β2
∞∑
k=0
(√c2t2 − β2
2c
)2k+1 1
k!(k + 1)!
=
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= dβ
e−λtλt√
c2t2 − β2
I1
(λ
c
√
c2t2 − β2
)
=
e−λt
c
∂
∂t
I0
(λ
c
√
c2t2 − β2
)
dβ (3.23)
From Theorem 3.1 we have that, for 0 < β < ct
P{max
0≤s≤t
T (s) ∈ dβ,N(t) odd| V (0) = c} = dβ
∞∑
k=0
2
(2k + 1)!
k!2
(c2t2 − β2)k
(2ct)2k+1
e−λt
(λt)2k+1
(2k + 1)!
=
=
λe−λt
c
I0
(λ
c
√
c2t2 − β2
)
dβ (3.24)
From (3.23) and (3.24) we conclude that, for 0 < β < ct
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = c} =
=
e−λt
c
[
λI0
(λ
c
√
c2t2 − β2
)
+
∂
∂t
I0
(λ
c
√
c2t2 − β2
)]
dβ = 2P{T (t) ∈ dβ} (3.25)
Thus the distribution of the maximum of the symmetric telegraph process coincides with the
folded distribution of the telegraph process because a reflection principle holds in the case of the
initially rightward oriented motion. Clearly, at β = ct we have a singular component of the
distribution because the absence of Poisson events brings deterministically the particle to β = ct
with probability e−λt. ♦
Remark 3.3. It is well known that under Kac’s condition, i.e. λ, c −→ ∞, λ
c2
−→ 1, the
telegraph process T (t) converges to Brownian motion. Therefore, in view of (3.25) and performing
calculations similar to those displayed in Orsingher (1990), we have that the maximum of telegraph
process with positive initial velocity converges to the maximum of Brownian motion. ♦
4. Maximum of the initially negatively oriented telegraph process
The most important qualitative difference between the case V (0) = c, treated in section 3, and
V (0) = −c is that the starting point can be the maximum of the process with positive probability.
We must distinguish the following two cases, for 0 < β < ct, k ∈ N0
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = −c,N(t) = 2k} (4.1)
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = −c,N(t) = 2k + 1} (4.2)
Our first result concerns the distribution conditioned on an even number of Poisson events.
Theorem 4.1. Let {T (t)}t≥0 be a symmetric telegraph process, then
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = −c,N(t) = 2k} = 2(2k)!
k!(k − 1)!
(c2t2 − β2)k−1(ct− β)
(2ct)2k
dβ (4.3)
for 0 < β < ct, k ≥ 1 and
P{max
0≤s≤t
T (s) = 0 | V (0) = −c,N(t) = 2k} =
(
2k
k
)
1
22k
(4.4)
for k ≥ 0.
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Proof. We must consider that at time T1 the telegraph particle starts moving rightward and thus
in the residual time lapse (T1, t) behaves as in section 3. We must distinguish two cases:
- Case 1. where
β − (−cT1) ≤ c(T1 − t) (4.5)
so the moving particle has enough time to cross the starting point during (T1, t);
- Case 2. where
β − (−cT1) > c(T1 − t) (4.6)
so that the moving particle gets so far on the negative half-line with the first displacement that
will never be able to reach level β.
Thus, if case (4.5). occurs we have that
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = −c,N(t) = 2k} = (4.7)
=
∫ ct−β
2c
0
P{ max
0≤s≤t−t1
T (s) ∈ dβ | V (0) = c,N(t− t1) = 2k − 1, T (0) = −ct1}·
·P{T1 ∈ dt1 | N(t) = 2k} =
=
∫ ct−β
2c
0
2(2k − 1)!
(k − 1)!2(2c(t− t1))2k−1
(
c2(t− t1)2 − (β + ct1)2
)k−1 2k
t2k
(t− t1)2k−1dt1
In the last step we applied result (3.3) of Theorem 3.1, suitably adapted to the framework (4.7),
i.e. we replace 2k + 1 by 2k − 1 and t by t− t1. In conclusion, we have that
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = −c,N(t) = 2k} =
=
dβ 2(2k)!
(k − 1)!2(2c)2k−1t2k
∫ ct−β
2c
0
(
c2t2 − β2 − 2ct1(ct+ β)
)k−1
dt1 =
= 2
(2k)!
k!(k − 1)!
(c2t2 − β2)k−1(ct− β)
(2ct)2k
dβ
and this confirms formula (4.3).
In order to obtain (4.4) we observe that∫ ct
0
(c2t2−β2)k−1(ct−β)dβ = (ct)
2k
2
∫ 1
0
(1−√w)(1−w)k−1 dw√
w
=
(ct)2k
2
(
Γ(k)Γ(12 )
Γ(k + 12 )
− 1
k
)
(4.8)
In view of (4.8) we have therefore that∫ ct
0
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = −c,N(t) = 2k} =
= 2
(2k)!
k!(k − 1)!
(ct)2k
2(2ct)2k
(
(k − 1)!√pi(k − 1)!√
pi21−2k(2k − 1)! −
1
k
)
= 1− (2k)!
k!2
1
22k
=
= 1− P{max
0≤s≤t
T (s) = 0 | V (0) = −c,N(t) = 2k}
as claimed in (4.4). 
Remark 4.1. The singularity
P{max
0≤s≤t
T (s) = 0 | V (0) = −c,N(t) = 2k} = (2k)!
k!2
1
22k
for large values of k decreases as 1√
pik
as the application of Stirling’s formula shows. ♦
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Theorem 4.2. Let {T (t)}t≥0 be a symmetric telegraph process, then
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = −c,N(t) = 2k + 1} =
=
(
(2k + 1)!
(k − 1)!(k + 1)!
(c2t2 − β2)k−1(ct− β)
(2ct)2k
+
(2k + 1)!
k!(k + 1)!
(c2t2 − β2)k
(2ct)2k+1
)
dβ (4.9)
for 0 < β < ct, k ∈ N0 and
P{max
0≤s≤t
T (s) = 0 | V (0) = −c,N(t) = 2k + 1} =
(
2k + 1
k
)
1
22k+1
(4.10)
Proof. Also here we must distinguish the two cases (4.5) and (4.6). In the first one we have
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = −c,N(t) = 2k + 1} =
=
∫ ct−β
2c
0
P{ max
0≤s≤t−t1
T (s) ∈ dβ | V (0) = c,N(t− t1) = 2k, T (0) = −ct1}·
·P{T1 ∈ dt1 | N(t) = 2k + 1} =
(by applying (3.10) )
= dβ
∫ ct−β
2c
0
2(2k − 1)!
(k − 1)!2(2c(t− t1))2k−1
(
c2(t− t1)2 − (β + ct1)2
)k−1 2k + 1
t2k+1
(t− t1)2kdt1 =
=
dβ (2k + 1)!(ct+ β)k−1
k!(k − 1)!(2c)2k−1t2k+1
∫ ct−β
2c
0
(ct− β − 2ct1)k−1(t− t1)dt1 =
=
(2k + 1)!(ct+ β)k−1
k!(k − 1)!(2c)2k−1t2k+1
(
t(ct− β)k
2ck
− (ct− β)
k+1
(2c)2k(k + 1)
)
dβ =
=
(2k + 1)!(c2t2 − β2)k−1(ct− β)
k!2(2ct)2k
(
1− ct− β
2ct(k + 1)
)
dβ =
=
(2k + 1)!(c2t2 − β2)k−1(ct− β)
k!2(2ct)2k
(
k
k + 1
+
ct+ β
2ct(k + 1)
)
dβ =
=
(
(2k + 1)!
(k − 1)!(k + 1)!
(c2t2 − β2)k−1(ct− β)
(2ct)2k
+
(2k + 1)!
k!(k + 1)!
(c2t2 − β2)k
(2ct)2k+1
)
dβ
For the evaluation of the singular component of the distribution we need (4.8) and∫ ct
0
(c2t2 − β2)kdβ = (ct)
2k+1
2
Γ(k + 1)Γ(12 )
Γ(k + 1 + 12 )
Thus
P{max
0≤s≤t
T (s) = 0 | V (0) = −c,N(t) = 2k + 1} =
= 1−
[
(2k + 1)!
(k − 1)!(k + 1)!
(ct)2k
2(2ct)2k
(
(k − 1)!√pi(k − 1)!√
pi21−2k(2k − 1)! −
1
k
)
+
+
(2k + 1)!
k!(k + 1)!
(ct)2k+1
2(2ct)2k+1
k!
√
pik!√
pi21−2k−2(2k + 1)!
]
=
= 1−
[
2k + 1
2k + 2
− (2k + 1)!
k!(k + 1)!
1
22k+1
+
1
2k + 2
]
=
(
2k + 1
k
)
1
22k+1

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Remark 4.2. We notice that the probability mass of the singularity of the conditioned telegraph
process starting with a negative direction depends on the number of changes of direction only, so
it is independent of both time t and speed c.
Furthermore, we have that
P{max
0≤s≤t
T (s) = 0 | V (0) = −c,N(t) = 2k + 1} = (2k + 1)!
k!(k + 1)!
1
22k+1
· 2k + 2
2(k + 1)
=
= P{max
0≤s≤t
T (s) = 0 | V (0) = −c,N(t) = 2k + 2}
and
P{max
0≤s≤t
T (s) = 0 | V (0) = −c,N(t) = 2k} = (2k)!
k!2
1
22k
>
(2k)!
k!2
1
22k
· 2k + 1
2k + 2
=
= P{max
0≤s≤t
T (s) = 0 | V (0) = −c,N(t) = 2k + 1} (4.11)
Therefore, we can extend the statement of Remark 4.1. ♦
Remark 4.3. In view of (3.10) and (4.3) we can also write, for 0 < β < ct
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = −c,N(t) = 2k + 1} =
=
(
(2k + 1)!
(k − 1)!(k + 1)!
(c2t2 − β2)k−1(ct− β)
(2ct)2k
+
(2k + 1)!
k!(k + 1)!
(c2t2 − β2)k
(2ct)2k+1
)
dβ =
=
2k + 1
2k + 2
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = −c,N(t) = 2k} +
+
1
2k + 2
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = c,N(t) = 2k + 1} (4.12)
The last relationship shows that the maximum of T (t) under the condition V (0) = −c,N(t) = 2k+1
is a weighted sum of two previously obtained distributions, with a prevailing weight for the case
of the leftward starting motion. ♦
Remark 4.4. For the unconditional distributions we have that, for 0 < β < ct
P{max
0≤s≤t
T (s) ∈ dβ,N(t) even| V (0) = −c} =
= dβ
∞∑
k=1
2(2k)!
k!(k − 1)!
(c2t2 − β2)k−1(ct− β)
(2ct)2k
e−λt
(λt)2k
(2k)!
=
= dβ
(ct− β)e−λtλ
c
√
c2t2 − β2
∞∑
k=0
(√c2t2 − β2
2c
)2k+1 1
k!(k + 1)!
=
= e−λt
λ(ct− β)
c
√
c2t2 − β2 I1
(λ
c
√
c2t2 − β2
)
dβ =
e−λt
c
(
1− β
ct
) ∂
∂t
I0
(λ
c
√
c2t2 − β2
)
dβ (4.13)
For the other initially left-oriented motion we have
P{max
0≤s≤t
T (s) ∈ dβ,N(t) odd| V (0) = −c} =
= dβ
∞∑
k=0
(
(2k + 1)!
(k − 1)!(k + 1)!
(c2t2 − β2)k−1(ct− β)
(2ct)2k
+
(2k + 1)!
k!(k + 1)!
(c2t2 − β2)k
(2ct)2k+1
)
e−λt
(λt)2k+1
(2k + 1)!
=
= e−λt
[ ∞∑
k=0
(c2t2 − β2)k
k!(k + 1)!
( λ
2c
)2k+1
+ (ct− β)λt
∞∑
k=1
(c2t2 − β2)k−1
(k − 1)!(k + 1)!
( λ
2c
)2k]
dβ =
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= e−λt
[
1√
c2t2 − β2 I1
(λ
c
√
c2t2 − β2
)
+
λt(ct− β)
c2t2 − β2
∞∑
k=0
( λ
2c
√
c2t2 − β2
)2k+2 1
k!Γ(k + 1 + 2)
]
dβ =
= e−λt
[
1√
c2t2 − β2 I1
(λ
c
√
c2t2 − β2
)
+
λt(ct− β)
c2t2 − β2 I2
(λ
c
√
c2t2 − β2
)]
dβ (4.14)
The well-known relationship, with r integer
Ir+1(x) = Ir−1(x) − 2r
x
Ir(x) (4.15)
for r = 1 permits us to simplify (4.14) as
P{max
0≤s≤t
T (s) ∈ dβ,N(t) odd| V (0) = −c} =
=
e−λt√
c2t2 − β2
I1
(λ
c
√
c2t2 − β2
)
dβ +e−λt
λt(ct− β)
c2t2 − β2
[
I0
(λ
c
√
c2t2 − β2
)
−2
I1
(
λ
c
√
c2t2 − β2
)
λ
c
√
c2t2 − β2
]
dβ =
=
e−λt√
c2t2 − β2
(
1− 2ct(ct− β)
c2t2 − β2
)
I1
(λ
c
√
c2t2 − β2
)
dβ + e−λt
λt(ct− β)
c2t2 − β2 I0
(λ
c
√
c2t2 − β2
)
dβ =
=
e−λt√
c2t2 − β2
(
− (ct− β)
2
c2t2 − β2
)
I1
(λ
c
√
c2t2 − β2
)
dβ +
e−λtλt
ct+ β
I0
(λ
c
√
c2t2 − β2
)
dβ =
=
e−λt
ct+ β
[
λtI0
(λ
c
√
c2t2 − β2
)
−
√
ct− β
ct+ β
I1
(λ
c
√
c2t2 − β2
)]
dβ = (4.16)
=
ct
ct+ β
P{max
0≤s≤t
T (s) ∈ dβ,N(t) odd| V (0) = c} +
− c
λ(ct+ β)
P{max
0≤s≤t
T (s) ∈ dβ,N(t) even| V (0) = −c}
where in the last step we applied formulas (3.24) and (4.13). ♦
Remark 4.5. At last, we also have that, for 0 < β < ct
P{max
0≤s≤t
T (s) ∈ dβ | V (0) = −c} =
= e−λt
[
λt
ct+ β
I0
(λ
c
√
c2t2 − β2
)
+
√
ct− β
ct+ β
(λ
c
− 1
ct+ β
)
I1
(λ
c
√
c2t2 − β2
)]
dβ (4.17)
and
P{max
0≤s≤t
T (s) = 0 | V (0) = −c} = e−λt
[
I0
(
λt
)
+ I1
(
λt
)]
(4.18)
By considering the aymptotic estimate of the Bessel functions, x −→∞
Iν(x) ∼ e
x
√
2pix
for ν = 0, 1, 2; it is possible to check that under Kac’s condition the maximum of the telegraph
process with V (0) = −c converges to the maximum of Brownian motion. Hence, if {B(t)}t≥0 is a
standard Brownian motion, we claim that, under Kac’s condition
max
0≤s≤t
T (s) d−→ max
0≤s≤t
B(s)
♦
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5. Some special cases
From (3.10) we can derive the distribution of the maximum of the initially right-oriented tele-
graph process. We state this result in the next theorem.
Corollary 5.1. Let {T (t)}t≥0 be a symmetric telegraph process, then
P{max
0≤s≤t
T (s) < β | V (0) = c,N(t) = 2k + 2} =
= P{max
0≤s≤t
T (s) < β | V (0) = c,N(t) = 2k + 1} = β
ct
k∑
j=0
(
2j
j
)(√c2t2 − β2
2ct
)2j
(5.1)
for 0 < β < ct, k ∈ N0.
Proof. We begin by evaluating the following integral:∫ β
0
(c2t2 − x2)kdx =
(
x = ct sinφ
)
= (ct)2k+1
∫ arcsin β
ct
0
(cosφ)2k+1dφ
By integrating by parts we obtain the recurrence formula
I2k+1 =
∫ arcsin β
ct
0
(cosφ)2k+1dφ =
(
1− β
2
c2t2
)k β
ct(2k + 1)
+
2k
2k + 1
I2k−1 (5.2)
Thus∫ β
0
(c2t2 − x2)kdx = (ct)2k+1 β
ct
((
1− β
2
c2t2
)k 1
(2k + 1)
+
(
1− β
2
c2t2
)k−1 2k
(2k + 1)(2k − 1)+
+
(
1− β
2
c2t2
)k−2 (2k)(2k − 2)
(2k + 1)(2k − 1)(2k − 3) + . . . +
+
(
1− β
2
c2t2
)k−j (2k)(2k − 2) · · · (2k − 2j + 2)
(2k + 1)(2k − 1) · · · (2k − 2j + 1) + . . . +
(2k)(2k − 2) · · · 2
(2k + 1)(2k − 1) · · · 1
)
=
= (ct)2kβ
k∑
j=0
(
1− β
2
c2t2
)k−j( 2jk!
(k − j)!
)2 (2k − 2j)!
(2k + 1)!
=
= β
(ct)2kk!2
(2k + 1)!
k∑
j=0
(c2t2 − β2
c2t2
)k−j
22j
(2k − 2j)!
(k − j)!2 =
= β
(2ct)2kk!2
(2k + 1)!
k∑
j=0
(c2t2 − β2
c2t2
)j 1
22j
(2j)!
j!2
(5.3)
In view of (5.3) we have
P{max
0≤s≤t
T (s) < β | V (0) = c,N(t) = 2k + 2} = P{max
0≤s≤t
T (s) < β | V (0) = c,N(t) = 2k + 1} =
=
∫ β
0
2(2k + 1)!
k!2
(c2t2 − x2)k
(2ct)2k+1
dx =
=
2(2k + 1)!
k!2(2ct)2k+1
β
(2ct)2kk!2
(2k + 1)!
k∑
j=0
(c2t2 − β2
c2t2
)j 1
22j
(2j)!
j!2
=
=
β
ct
k∑
j=0
(c2t2 − β2
c2t2
)j 1
22j
(
2j
j
)

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From formula (5.1) we obtain that, for 0 < β < ct
P{max
0≤s≤t
T (s) < β | V (0) = c,N(t) = 1} = β
ct
P{max
0≤s≤t
T (s) < β | V (0) = c,N(t) = 3} = β
2c3t3
(3c2t2 − β2)
P{max
0≤s≤t
T (s) < β | V (0) = c,N(t) = 5} = β
(ct)5
[
5(c2t2 − β2)(3c2t2 + β2) + β4
]
These formulas coincide with those reported in table 1 of Orsingher (1990).
Analogously we can find the distribution function related to (4.3).
Corollary 5.2. Let {T (t)}t≥0 be a symmetric telegraph process, then
P{max
0≤s≤t
T (s) < β | V (0) = −c,N(t) = 2k} =
=
β
ct
k−1∑
j=0
(c2t2 − β2
c2t2
)j 1
22j
(
2j
j
)
+
(c2t2 − β2)k
(2ct)2k
(
2k
k
)
(5.4)
for 0 < β < ct, k ∈ N.
We note that the first term of (5.5) coincides with the cumulative distribution function
P{max0≤s≤t T (s) < β | V (0) = c,N(t) = 2k − 1}.
Proof.
P{max
0≤s≤t
T (s) < β | V (0) = −c,N(t) = 2k} =
= P{max
0≤s≤t
T (s) = 0 | V (0) = −c,N(t) = 2k}+ 2(2k)!
k!(k − 1)!(2ct)2k
∫ β
0
(c2t2 − x2)k−1(ct− x)dx =
=
(
2k
k
)
1
22k
+
2(2k)!
k!(k − 1)!(2ct)2k
(
ct
∫ β
0
(c2t2 − x2)k−1dx−
∫ β
0
x(c2t2 − x2)k−1dx
)
=
(by applying formula (5.3) suitably adapted)
=
(
2k
k
)
1
22k
+
(2k)!
k!(k − 1)!(2ct)2k−1 β
(2ct)2k−2(k − 1)!2
(2k − 1)!
k−1∑
j=0
(c2t2 − β2
c2t2
)j 1
22j
(
2j
j
)
+
+
2(2k)!
k!(k − 1)!(2ct)2k
( (c2t2 − β2)k − (ct)2k
2k
)
=
=
(
2k
k
)
1
22k
+
β
ct
k−1∑
j=0
(c2t2 − β2
c2t2
)j 1
22j
(
2j
j
)
+
(2k)!(c2t2 − β2)k
k!2(2ct)2k
− (2k)!
k!k!22k
=
=
β
ct
k−1∑
j=0
(c2t2 − β2
c2t2
)j 1
22j
(
2j
j
)
+
(c2t2 − β2)k
(2ct)2k
(
2k
k
)

For k = 1, 2 we have that
P{max
0≤s≤t
T (s) < β | V (0) = −c,N(t) = 2} = β
ct
+
(c2t2 − β2)
2c2t2
P{max
0≤s≤t
T (s) < β | V (0) = −c,N(t) = 4} =
=
β
ct
(
1 +
c2t2 − β2
2c2t2
)
+
3
23
(c2t2 − β2
c2t2
)2
=
1
23c3t3
[
3(c2t2 − β2)2 + 4ctβ(3c2t2 − β2)
]
which coincide with the corresponding formulas of table 3 of Orsingher (1990), for c = 1.
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Corollary 5.3. Let {T (t)}t≥0 be a symmetric telegraph process, then
P{max
0≤s≤t
T (s) < β | V (0) = −c,N(t) = 2k + 1} =
=
β
ct
k−1∑
j=0
(c2t2 − β2
c2t2
)j 1
22j
(
2j
j
)
+
(2k)!
k!(k + 1)!
(c2t2 − β2)k
2(2ct)2k
( β
ct
+ (2k + 1)
)
(5.5)
for 0 < β < ct, k ∈ N0.
We note that the first term of (5.5) coincides with the cumulative distribution function
P{max0≤s≤t T (s) < β | V (0) = c,N(t) = 2k − 1}.
Proof. By means of the relationships (4.11) and (4.12) we immediatly obtain that
P{max
0≤s≤t
T (s) < β | V (0) = −c,N(t) = 2k + 1} =
=
2k + 1
2k + 2
P{max
0≤s≤t
T (s) < β | V (0) = −c,N(t) = 2k} +
+
1
2k + 2
P{max
0≤s≤t
T (s) < β | V (0) = c,N(t) = 2k + 1}
and the thesis follows by considering formulas (5.1) and (5.4). 
Remark 5.1. We have the following m-th order moments of the conditional distributions
E
[(
max
0≤s≤t
T (s)
)m
| V (0) = c,N(t) = 2k + 1
]
= E
[(
max
0≤s≤t
T (s)
)m
| V (0) = c,N(t) = 2k + 2
]
=
=
(2k + 1)!(ct)m
22k+1k!
Γ
(
m+1
2
)
Γ
(
k + 1 + m+12
) (5.6)
In particular, from (5.6) we have that
E
[
max
0≤s≤t
T (s) | V (0) = c,N(t) = 2k + 1
]
=
(
2k + 1
k
)
ct
22k+1
(5.7)
E
[(
max
0≤s≤t
T (s)
)2
| V (0) = c,N(t) = 2k + 1
]
=
c2t2
2k + 3
(5.8)
Therefore, the maximum of the conditioned telegraph process, starting with a positive direction,
converges in mean square to 0 a.s. as k −→∞.
For k = 0, 1, 2 the results of formula (5.7) coincide with the mean-values presented in table 2 of
Orsingher (1990), thus
E
[
max
0≤s≤t
T (s) | V (0) = c,N(t) = 1
]
=
2ct
22
; E
[
max
0≤s≤t
T (s) | V (0) = c,N(t) = 3
]
=
3ct
23
E
[
max
0≤s≤t
T (s) | V (0) = c,N(t) = 5
]
=
5ct
24
For the unconditional initially positively oriented telegraph process we have, m ≥ 1
E
[(
max
0≤s≤t
T (s)
)m
| V (0) = c
]
= e−λt(ct)m
( 2
λt
)m−1
2
Γ
(m− 1
2
)[
Im−1
2
(
λt
)
+ Im+1
2
(
λt
)]
(5.9)
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Hence, for m = 1
E
[
max
0≤s≤t
T (s) | V (0) = c
]
= e−λtct
[
I0
(
λt
)
+ I1
(
λt
)]
(5.10)
For the negatively initially oriented process we have
E
[(
max
0≤s≤t
T (s)
)m
| V (0) = −c,N(t) = 2k
]
=
=
(2k)!(ct)m
22kk!
[
Γ
(
m+1
2
)
Γ
(
k + m+12
) − Γ
(
m
2 + 1
)
Γ
(
k + 1 + m2
)
]
(5.11)
Then, for m = 1, we have that
E
[
max
0≤s≤t
T (s) | V (0) = −c,N(t) = 2k
]
= ct
(2k)!
k!222k
− ct
2k + 1
= (5.12)
= ct · P{max
0≤s≤t
T (s) = 0 | V (0) = −c,N(t) = 2k} − ct
2k + 1
and it is possible to show that there is a maximum in k = 2, so in the case of four changes of
directions.
The moments in the case of an odd number of changes of direction and negatively oriented
initial speed can be evaluated from (5.6) and (5.11) by means of the relationship (4.12). ♦
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