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Summary
For tests or applications of Bell inequalities, an important assumption is that the choice of
measurements is independent of the source. Several past works have investigated the con-
sequences of relaxing this assumption, including a recent result by Pu¨tz and co-workers [1]
which characterised the set of correlations achievable in this scenario, referred to as the
measurement-dependent local (MDL) polytope. In particular, they provided an MDL in-
equality for independent and identically distributed (i.i.d.) measurements that is violated
by quantum correlations for arbitrarily small amounts of measurement independence. In
this work, we extend some of their results to the case of non-i.i.d. measurements, focusing
mainly on the block-i.i.d. scenario with blocks of size 2. We have found that the inequal-
ity developed for the i.i.d. case is substantially less robust in this scenario, but also that
there exist inequalities more suitable for the block-i.i.d. case. However, we have found
a nontrivial level of measurement dependence beyond which the no-signalling polytope
becomes a subset of the MDL block-i.i.d. polytope, and thus there can be no quantum
violations of MDL block-i.i.d. inequalities beyond this level. Therefore, this shows that
the result for the i.i.d. scenario does not generalise to the non-i.i.d. scenario.
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Chapter 1
Introduction
One striking departure of quantum theory from classical physics lies in the fact that
quantum theory predicts the violation of Bell inequalities. This is a result that was
highlighted in 1964 by John Bell [2], who argued that if a physical theory can be modelled
by “local hidden variables”, or more precisely if it obeys the assumptions of locality and
realism, then it must satisfy certain inequalities now known as Bell inequalities. The
assumption of realism refers to the idea that for every physical object, there exists some
variable or property that specifies its behaviour under various measurements or operations,
possibly in a probabilistic manner. As for the assumption of locality, this refers to the
idea that the behaviour of a physical system at some location cannot be instantaneously
affected by operations performed at a distant location.
These assumptions seemed at first to be natural, intuitive properties that a fundamen-
tal theory of nature ought to possess. Abandoning realism would appear to give up the
notion of a true physical world underlying our theories, while violations of locality would
seem to be in contradiction with special relativity, which forbids instantaneous action at
a distance. However, Bell’s theorem brought to attention the fact that if the predictions
of quantum theory were correct, then at least one of the assumptions would have to be
forfeited.
Given this critical incompatibility between quantum mechanics and local realistic mod-
els, a wide range of experiments have been conducted since the introduction of Bell’s theo-
rem, in order to verify whether nature obeys the predictions of quantum theory or remains
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constrained by local realism [3–8]. As these experiments progressed, several potential
loopholes were identified, such as the locality loophole and the detection or fair-sampling
loophole, which shall be described in more detail later. In most cases, each experiment
was able to address one or more of these loopholes individually, but did not simultane-
ously close all loopholes in a single experiment. Recently, however, several loophole-free
Bell tests were finally conducted [6, 7], with the intent of simultaneously addressing all
major loopholes that had been previously raised. Thus far, these experimental results
have been in excellent agreement with the quantum-mechanical predictions, showing that
Bell inequalities are indeed violated and hence nature cannot be explained by a local
realistic model.
With this in mind, interpreting quantum theory requires one to consider whether to
give up the assumption of locality or the assumption of realism, or possibly both. Out of
the many interpretations of quantum theory, such as the Copenhagen interpretation or the
many-worlds hypothesis, the majority have chosen to give up one of these two assumptions.
For instance, in the Copenhagen interpretation, the collapse of the wavefunction occurs
simultaneously through all of space, and is hence a nonlocal process. However, it is
important to note that despite this appearance of nonlocality, quantum theory still does
not allow for signals to be transmitted faster than light. If spacelike-separated observers
perform various measurements or operations on a quantum system, they cannot use this
to transfer information to each other unless they have at least been able to communicate
classically, which is limited by the speed of light. This is partly because of the probabilistic
nature of quantum theory, which prevents us from performing operations on a quantum
system that would deterministically affect a distant system in a specific fashion. Formally,
quantum theory obeys what are known as the no-signalling conditions [8], which will be
described in a later section. In this sense, it does not violate the constraints imposed by
special relativity, and hence avoids causal paradoxes.
Not all quantum states are able to violate Bell inequalities. A necessary condition for a
quantum state to violate some Bell inequality is for it to be what is known as an entangled
state. Entangled states are defined as states that are not separable, where a separable
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state is in turn defined as one which admits a convex decomposition into product states
of the subsystems,
ρsep =
k∑
i=1
pi ρ
(1)
i ⊗ ρ(2)i ⊗ ...⊗ ρ(N)i , where pi ≥ 0,
M∑
i=1
pi = 1. (1.1)
Without loss of generality, all the ρ
(j)
i subsystem states can be taken to be pure. It has
been shown that for pure states, a state is entangled if and only if it can violate some
Bell inequality [9, 10], given some appropriate choice of measurement settings. However,
this implication is no longer bidirectional in the case of mixed states. While every state
that allows a Bell inequality violation must be entangled, there exist entangled mixed
states which cannot violate any Bell inequalities by themselves [11]. Techniques such
as joint measurements [12] or entanglement distillation [13] may allow some of these
entangled states to violate Bell inequalities, but the exact nature of the relationship
between entanglement and Bell inequalities has yet to be succinctly characterised.
Bell inequalities aside, entangled states may also be a useful resource in other quantum
protocols. For instance, some entangled states can be used for quantum teleportation [14]
or quantum error correction [15]. Some quantum-cryptographic protocols also make use
of entanglement [16], although there are others that do not [17]. However, it was sub-
sequently noticed that for the cryptographic protocols which used entangled states, Bell
violations could be used to certify a level of security above and beyond that afforded
by quantum protocols which did not involve Bell violations. This is discussed further in
Section 1.4.
The aforementioned Bell test loopholes concern some potential issues that need to be
considered if one wishes to rule out local realistic models as stringently as possible [6–8].
For instance, the locality loophole refers to the fact that the measurements performed by
the spatially separated experimenters need to be executed sufficiently quickly, in order
to rule out the possibility that information about one experimenter’s measurement could
have propagated to the other experimenters’ location via a lightspeed-limited signal. The
detection or fair-sampling loophole addresses the issue that if some of the experimenters’
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measurement attempts return no outcome, then it is possible in principle that the ex-
perimental results are a biased sampling of the true probability distribution. It has been
shown that if the detection rate is lower than a certain threshold value, then there exist
local realistic models that could theoretically simulate a Bell violation in the detected
outcomes. The recent loophole-free Bell tests [6, 7] were able to simultaneously address
these issues, by being able to achieve fast measurements with sufficiently high efficiency.
Another subtle loophole, sometimes termed the free-will loophole, concerns the fact
that in the typical derivation of a Bell inequality, it is assumed that the experimenters
are able to freely choose their measurement settings. If one supposes that the laws of
physics also completely determine their measurement choices, then it is possible to design
a local realistic model that achieves a Bell violation [18]. This concept has been referred
to as superdeterminism. A less extreme scenario would be if the measurement choices are
not completely determined by the laws of physics, but instead affected in a probabilistic
fashion [1, 19–21]. This leads to the regime known as measurement dependence, which is
the main consideration of this work, and will be discussed in detail in subsequent chapters.
For now, we shall elaborate further on the concept of Bell inequalities and the existing
results concerning them.
1.1 Bell inequalities in the probability space
In a typical bipartite Bell test scenario, we consider two spatially separated observers,
Alice and Bob, performing measurements on certain physical systems in their laboratories.
We suppose that Alice has a choice of dX measurements she can perform on her system,
labelled by x ∈ {0, 1, ..., dX − 1}, which we shall refer to as her input. Each of her
measurements yields one of dA possible outcomes, labelled by a ∈ {0, 1, ..., dA− 1}, which
we shall refer to as her output. Similarly, Bob has dY possible inputs for his measurements,
with dB possible outputs. By conducting this experiment multiple times, Alice and Bob
can gather the probabilities P (ab|xy) of the various outputs occurring, conditioned on
their choice of inputs.
There are dAdBdXdY such probabilities that can be measured in this setup, forming a
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tuple or vector in RdAdBdXdY . However, not every point in RdAdBdXdY is a valid tuple of
probabilities P (ab|xy), since a valid probability distribution must obey the constraints of
normalisation and non-negativity,
∑
a,b
P (ab|xy) = 1 ∀x, y, (1.2)
P (ab|xy) ≥ 0 ∀a, b, x, y. (1.3)
These two constraints together also automatically impose that all the probabilities are
less than or equal to 1. The set of all points in RdAdBdXdY that correspond to valid
probability distributions P (ab|xy) shall be termed the probability space, denoted as P1.
The subscript in P1 indicates that we are only considering the averaged probabilities for
a single run of the experiment, as opposed to considering multiple runs. The latter will
be considered in later chapters.
To derive a Bell inequality [2, 8], one considers the set of probabilities that can be
achieved by local realistic models, specifically those which admit a decomposition of the
form
P (ab|xy) =
∫
dλρ(λ)P (a|xλ)P (b|yλ), (1.4)
where ρ(λ) is any valid probability density function, with ρ(λ) ≥ 0 and ∫ dλρ(λ) = 1. λ is
the “hidden variable”, sometimes also referred to as a strategy, that influences the condi-
tional probabilities of the outputs given the inputs. The assumption of locality manifests
as the supposition that the probability distribution of the outputs conditioned on the in-
puts factorises, P (ab|xyλ) = P (a|xλ)P (b|yλ). Under such a model, the fact that the final
distribution P (ab|xy) does not immediately admit a factorisation into local probability
distributions P (a|x)P (b|y) can be attributed to ignorance of the hidden variable λ, rather
than a nonlocal dependence of the outputs on the inputs of both Alice and Bob.
In this and subsequent chapters, many different categories of probability distributions
will need to be considered, such as the overall probability distribution P (ab|xy) for the
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results of the Bell test, or the local probability distributions P (a|xλ), and so on. When
necessary, we shall use the subscript notation PA|XΛ(a|xλ) or similar to specify which cate-
gory of probability distribution is being considered, in order to avoid ambiguity. However,
this subscript notation will be omitted in cases where the appropriate probability distri-
bution is clear from context.
A Bell inequality is an inequality which is satisfied by all probability distributions
admitting a decomposition of the form shown in Eq. (1.4). If the results of an experiment
yield observed probabilities which violate a Bell inequality, this then indicates that the
experimental results cannot be explained by a local realistic model. Typically, a Bell
inequality takes the form of a bound on some linear combination of probabilities,
∑
a,b,x,y
cabxyP (ab|xy) ≤ BC , (1.5)
where BC may be referred to as the classical bound. In some cases, a Bell inequality may
be given in terms of correlations instead, but since correlations are linear combinations of
probabilities, they can be converted to the formulation in Eq. (1.5).
Eq. (1.5) can be seen to define a half-space in RdAdBdXdY . By constructing all the Bell
inequalities for a given setup, the intersection of all the corresponding half-spaces defines a
convex subset of P1, which we shall refer to as the local realistic set LR1. It has been shown
that LR1 is in fact a polytope, because it is the convex hull of finitely many vertices [8,
22]. Therefore, it may also be referred to as the local realistic polytope or classical
polytope. In this work, we shall use the definition of a polytope as a compact intersection
of finitely many half-spaces. The vertices of LR1 are precisely the set of local deterministic
strategies, which are points such that P (ab|xy) = P (a|x)P (b|y) with the probabilities
P (a|x), P (b|y) all being equal to 0 or 1. Hence for any given setup, a finite number of
Bell inequalities suffices to define LR1, corresponding to the facets of the polytope. Such
Bell inequalities shall be referred to as facet Bell inequalities. It is possible in principle to
find all facet Bell inequalities by enumerating all local deterministic strategies to obtain
the vertices, then converting to the facet representation of the polytope. However, this
may not always be feasible when the number of inputs or outputs is large.
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The local realistic polytope LR1 lies in RdAdBdXdY , and thus it is of dimension at most
dAdBdXdY , though its effective dimension is somewhat lower due to the constraints stated
in Eq. (1.3) that must be satisfied by a valid probability distribution. By Carathe´odory’s
theorem, this indicates that any point in LR1 can be written as a convex combination
of at most dAdBdXdY + 1 vertices. Therefore, it is possible in principle to replace the
integral in Eq. (1.4) by a finite summation of at most dAdBdXdY + 1 terms, which can
simplify some numerical or computational treatments of the local realistic polytope.
In the above discussion, we have been implicitly considering a local realistic model that
affects one run of the Bell test at a time. More precisely, we have made the assumption
that the runs are independent and identically distributed (i.i.d.). Previous works have
considered the consequences of relaxing the i.i.d. assumption, for instance by showing that
some Bell test setups can be modelled as a supermartingale [23]. They have shown that
there are Bell inequalities which still hold even in the non-i.i.d. case, and thus a violation
of such a Bell inequality also rules out the possibility of non-i.i.d. local realistic models.
1.2 The quantum set
If Alice and Bob share a quantum state ρ in a Bell test setup, the probability distributions
that they can achieve are of the form
P (ab|xy) = Tr [ρ (Pa|x ⊗ Pb|y)] , (1.6)
where Pa|x is a projector corresponding to Alice’s measurement with input x and output
a, and similarly for Bob’s projectors Pb|y. We do not impose any bounds on the dimen-
sion of the quantum state and measurements. Eq. (1.6) does not explicitly include an
integration over strategies λ, because a mixture of strategies can be incorporated into the
quantum state ρ as a mixed state, by choosing a system of higher dimension if necessary.
Furthermore, the state ρ can be taken to be pure without loss of generality, by choosing
a system of sufficiently high dimension.
The set of all points in P1 which can be achieved by quantum states and measurements
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will be denoted as Q1, the quantum set. Q1 is also a convex set, but unlike LR1, it is not a
polytope, and cannot be defined by a finite number of facets or vertices. The inequalities
defining the boundaries of the quantum set are known as Cirel’son inequalities [24]. One
striking feature of Q1 is that it is strictly larger than LR1, indicating that there are
probability distributions in a Bell test which can be achieved using quantum states and
measurements, but cannot be explained by local realistic models. As mentioned in the
previous chapter, such points are given by entangled states with appropriate measurement
choices, although not all entangled states are able to violate Bell inequalities.
1.3 The no-signalling polytope
As previously mentioned, quantum theory is a no-signalling theory, in that it cannot be
used to send signals instantaneously. We can express this property as the no-signalling
conditions,
∑
b
P (ab|xyλ) =
∑
b
P (ab|xy′λ) for all a, x, y, y′, λ, (1.7)
∑
a
P (ab|xyλ) =
∑
a
P (ab|x′yλ) for all b, y, x, x′, λ. (1.8)
These conditions express the fact that the conditional probabilities of Alice’s outputs are
unaffected by Bob’s choice of measurements, and similarly for Bob’s outputs with respect
to Alice’s measurements. While all quantum probability distributions satisfy the no-
signalling conditions, the converse does not hold — there exist no-signalling probability
distributions that cannot be achieved by quantum models. An example of a probability
distribution that satisfies the no-signalling conditions without admitting a quantum or
local realistic model is known as the Popescu-Rohrlich box (PR) box [25], which has the
probability distribution
PPR(ab|xy) =

1
2
if a⊕ b = xy
0 otherwise
, (1.9)
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where ⊕ represents addition modulo 2. It can be verified that while it indeed satisfies
the no-signalling conditions, there is no combination of quantum states and measurements
that is able to produce this probability distribution. In particular, one can consider a well-
known Bell inequality known as the Clauser-Horne-Shimony-Holt (CHSH) inequality [26].
The maximum value that a PR box can achieve with respect to this inequality is larger
than that which can be achieved by quantum models [25], thereby showing that there are
no-signalling distributions which do not admit a quantum description.
With these constraints shown in Eq. (1.8), we can define the no-signalling set NS1,
which is the set of probability distributions that admit a decomposition
P (ab|xy) =
∫
dλρ(λ)PNS(ab|xyλ), (1.10)
where PNS(ab|xyλ) satisfies the no-signalling conditions. As previously stated, we have
Q1 ⊂ NS1. Unlike the quantum set, the no-signalling set is a polytope, since it is defined
by a set of linear constraints on P1. It has been shown that for the bipartite 2-input
2-output case, all the vertices of NS1 correspond to either a local deterministic strategy
or a PR box, up to permutation of the parties, inputs and outputs [27]. These facts will
later serve as a critical element of several proofs shown in Chapter 4.
1.4 Consequences of Bell’s theorem
The fact that experiments indicate the violation of Bell inequalities in nature has conse-
quences beyond those related specifically to quantum theory. For instance, it has been
realised that this allows for the possibility of device-independent protocols [28–34]. This
refers to methods to implement protocols such as randomness generation or key distribu-
tion, in a manner that can be proven to be secure with only minimal assumptions about
the devices used to implement the protocol. The concept of such proofs relies on the fact
that violation of a Bell inequality rules out a large class of possible models that could be
used to describe the setup.
For instance, in device-independent key distribution [32–34], one wishes to show that a
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secret key distributed between two parties is secure against eavesdropping by an external
party. First of all, it is important to note that we still require the constraint that the
devices used in the protocol do not simply broadcast the key at the end of the protocol [28]
— if the devices are able to do so, then it is clearly impossible to achieve security. If this
condition is met, then device-independent key distribution allows for techniques to limit
the amount of information accessible to an eavesdropper, provided that a Bell inequality
is violated. To begin with, one can consider the simplistic situation in which the key
distributed between the two parties was generated by a local hidden variable. Should the
eavesdropper have access to this hidden variable, then in principle they would be able
to directly extract information about the key. If a Bell inequality was violated in the
protocol however, then the fact that this forbids the existence of a local hidden variable
model shows that this simple eavesdropping technique would be impossible. However, this
is merely a fraction of the scope of device-independent security proofs. More generally,
they can also be used to prove the security of device-independent key distribution under
the assumption that the constraints of quantum theory hold [33], or even more broadly,
under merely the assumption that the no-signalling principle holds [32]. This is achieved
by showing that if a Bell inequality is violated, then under these assumptions, there is
necessarily some amount of inherent randomness in the key distributed between the two
parties, even conditioned on the knowledge of any hidden variable that may be gathered
by an eavesdropper.
Similarly, device-independent security proofs have also been developed for tasks re-
lated to randomness generation, more specifically protocols for randomness amplifica-
tion [29,30] and randomness expansion [31]. Randomness amplification refers to the task
of taking a weak source of randomness and producing a more strongly random output,
for instance a binary output that is arbitrarily close to being completely unbiased. Ran-
domness expansion protocols, on the other hand, have the objective of taking a string
of random bits and producing a longer string of random bits. Once again, the concept
behind device-independent security proofs of such protocols rely on the idea of showing
that if a Bell violation is observed, then there must be some inherent randomness in the
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model responsible for the outputs, provided that it satisfies the constraints of quantum
theory or no-signalling. Broadly, they utilise the fact that any deterministic model obey-
ing the no-signalling constraints admits a local realistic description [8]. Therefore, if a
Bell violation is observed and we assume that nature obeys the no-signalling constraints,
then it is not possible for the outputs to have been produced in a deterministic fash-
ion. This hence indicates that there is some inherent randomness in the outputs, and
device-independent protocols for randomness amplification or expansion aim to extract
this inherent randomness.
1.5 Measurement dependence
Earlier, we discussed the issue of the free-will loophole, regarding the assumption that the
experimenters’ measurements are independent of the source. Relaxing this assumption
brings us to the study of the scenario termed measurement-dependent locality, abbre-
viated as MDL. In the context of a Bell test, this might not appear to be a realistic
concern. However, it can in fact be cast in terms of the detection loophole [1,21], because
the fair-sampling assumption is closely related to the experimenters’ ability to choose
their measurements independently of the system. This regime has been termed limited-
detection locality (LDL), and experiments have been conducted in order to explore limited
detection efficiency in this context [35].
In addition, in the context of device-independent security proofs, this potentially be-
comes a more serious issue [20]. For instance, device-independent key distribution proto-
cols aim to provide security against a wide variety of possible attack models. Therefore,
this greatly increases the required stringency in a security proof, and it is important to
consider all potential attack models in detail. In particular, there is the possibility of the
attacker having some degree of control over the devices used in the protocol, and using it
to influence the devices’ choices of measurement settings.
The task of randomness amplification is also closely related to measurement depen-
dence [29], in the regime where measurement independence is not completely forfeited.
Essentially, if one assumes that the experimenters in a Bell test have partial freedom to
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choose their measurements, this is stating that the inputs are weakly random. Hence if
one can show that the amount of inherent randomness in the outputs is greater than that
of the inputs, then randomness amplification has been achieved.
The issue of measurement dependence was highlighted in 1988 [18], in the context of
superdeterminism and the free-will loophole. It was subsequently found that in addition,
full superdeterminism was not necessary to simulate a violation of a Bell inequality [19],
specifically the CHSH inequality. In that work, Hall showed that for i.i.d. models, the
CHSH inequality could be violated by merely allowing a relatively small amount of mea-
surement dependence. This result was subsequently considered in the non-i.i.d. scenario
as well [20], using a block-i.i.d. model. Interestingly, it was found that even in the limit of
large block sizes, there still exists a small range of measurement dependence in which MDL
models are unable to match the quantum violation of the CHSH inequality. Therefore, this
result indicates that even in non-i.i.d. models with dependencies across arbitrarily many
runs, violation of the CHSH inequality still rules out a nontrivial range of measurement
dependence.
The results in [19] and [20] were based on the CHSH inequality. In a more recent
work, Pu¨tz et al. [1] consider the full set of probability distributions that can be achieved
by MDL models, in comparison to the quantum set. This potentially allows for the
identification of new inequalities that can be used to rule out a wider range of levels
of measurement dependence, if they are violated by quantum theory. The key result
of their work was the finding that there exists an inequality for MDL models which is
violated by a particular quantum state and measurements for any nontrivial amount of
measurement dependence. Therefore, this shows that despite the fact that the quantum
violation of the CHSH inequality can be matched by a small amount of measurement
dependence, there exist other inequalities that can be used to show that the results of
quantum theory do not admit an MDL model for any arbitrarily small nonzero amount
of measurement independence. However, this result was only considered in the context of
the i.i.d. scenario.
In this work, we extend the analysis of MDL models to the non-i.i.d. case, specifically
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by using block-i.i.d. models. We aim to study the robustness of the inequality developed
in [1] when extended to the non-i.i.d. scenario, as well as consider whether there are other
inequalities that may be useful. The main intent of our work is to search for quantum
probability distributions that could be feasibly achieved in a Bell test, and use them to rule
out various classes of MDL models in the non-i.i.d. scenario, thereby finding constraints
on the models that could be used to describe nature as well as laying some groundwork
for security proofs in device-independent protocols. Therefore, we shall mainly focus on
quantum operations that are relatively practical to implement, and conversely, allow for
wider classes of MDL models.
The subsequent chapters of this thesis are structured as follows. In Chapter 2, we
introduce measurement-dependent locality in more detail, as well as the the framework of
block-i.i.d. models. In Chapter 3, we use this framework to study the inequality developed
by Pu¨tz et al., and show that it has low robustness in the block-i.i.d. scenario. Therefore,
in Chapter 4 we consider the set of probability distributions achievable by block-i.i.d.
MDL models in more detail, in order to search for inequalities that are more robust in the
block-i.i.d. case. Our key finding is that while there do exist such inequalities, the result
for the i.i.d. scenario does not generalise to the non-i.i.d. scenario. Finally, in Chapter 5
we discuss possible extensions and future directions for this work, and summarise our
results in the conclusion in Chapter 6.
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Chapter 2
Measurement-dependent locality
In the previous chapter, we have introduced the concept of Bell inequalities, which are
inequalities that are obeyed by all local realistic models under the assumption that the
choice of measurements is independent of the source. In this chapter, we consider the
consequences of relaxing this assumption, resulting in a regime known as measurement-
dependent locality (MDL). We describe some existing results which have been derived
for the case of i.i.d. models, followed by introducing the framework of block-i.i.d. models.
This will be used as a foundation to consider the non-i.i.d. scenario.
There are several contexts in which one might consider measurement-dependent lo-
cality. In this work, we wish to focus on quantum probability distributions that can be
feasibly obtained in an experimental setup, and use them to rule out various classes of
MDL models. This will influence our choice of definitions in the framework established in
this chapter. With this context, it would be easier to extend our results to physical Bell
tests and implementations for device-independent protocols.
2.1 The i.i.d. scenario
Probability distributions P (ab|xy) which admit a local realistic model were described in
Eq. (1.4). To incorporate the possibility of measurement dependence, we suppose that the
variable λ is also able to influence the probabilities of choosing various combinations of
measurement settings, P (xy|λ). This leads us to consider points in the probability space
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of the form
P (abxy) =
∫
dλρ(λ)P (a|xλ)P (b|yλ)P (xy|λ). (2.1)
These probabilities differ slightly from those described in Chapter 1, which were condi-
tional probabilities of the outputs given the inputs, P (ab|xy). In the MDL scenario, we
include the probabilities of the inputs occurring as well, obtaining probabilities of the form
P (abxy). We shall refer to the set of points in the probability space that can be achieved
by MDL models asM1. Similar to the previous discussion of Bell inequalities, in Eq. (2.1)
we have first made the assumption that the runs of the experiment are independent and
identically distributed.
In principle, the probabilities P (abxy) can be converted to conditional probabilities
P (ab|xy) by dividing by P (xy), defined as
P (xy) =
∑
a,b
P (abxy), (2.2)
as long as there is a nonzero overall probability for every combination of inputs. We note
that given some distribution of strategies λ, the input probabilities can also be computed
as P (xy) =
∫
dλρ(λ)P (xy|λ), but it can be shown that this gives the same value as
Eq. (2.2).
However, this conversion from P (abxy) to P (ab|xy) is not a linear transformation in
general, and can introduce difficulties in the analysis. To tackle this issue, we note that
taking any fixed set of values for P (xy) imposes a set of linear constraints, corresponding
to taking a slice of P1. On every such slice, the conversion from P (abxy) to P (ab|xy)
is an invertible linear transformation, as long as all the probabilities P (xy) are nonzero.
It is possible in principle to obtain the values of P (xy) in any physical Bell test, up to
uncertainties of finite statistics. Alternatively, in the context of randomness amplifica-
tion, specifying P (xy) amounts to imposing conditions on the nature of the input source.
Therefore, in subsequent discussion we implicitly assume that some set of values for P (xy)
has been specified, restricting the analysis to a slice of P1 on which the conversion from
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P (abxy) to P (ab|xy) is an invertible linear transformation. This allows us to apply many
results derived for the conditional probabilities P (ab|xy) to the probabilities P (abxy)
instead.
A particularly useful set of values for P (xy) is the case where all input combinations
occur with equal probability, P (xy) = 1
dXdY
. We shall refer to this as the uniform-
measurements condition. If the uniform-measurements condition is imposed, then con-
verting from P (abxy) to P (ab|xy) is simply a rescaling, since it only involves dividing
throughout by the constant P (xy) = 1
dXdY
.
The definitions of the sets P1, LR1 and so on will need to be changed slightly from
this point forward, to refer to probability spaces of the form P (abxy) instead of P (ab|xy).
Some care needs to be taken when considering the definitions of these sets in terms of
these overall probabilities. For instance, LR1 has to be defined as the set of points which
admit a decomposition of the form
P (abxy) =
(∫
dλρ(λ)P (a|xλ)P (b|yλ)
)
P (xy), (2.3)
rather than allowing the input probabilities P (xy) to depend on λ as well. This is because
the latter would already be the MDL scenario. For any fixed set of values for P (xy), LR1
is still a polytope, and its vertices still correspond to local deterministic strategies. In this
case, we have generalised the term “local deterministic strategy” to refer a situation where
P (a|x), P (b|y) are all equal to 0 or 1. When we subsequently discuss the MDL scenario,
we shall continue to refer to such an assignment of probabilities as a local deterministic
strategy.
Similarly, Q1 will be defined as the set of points which can be expressed as
P (abxy) = Tr
[
ρ
(
Pa|x ⊗ Pb|y
)]
P (xy). (2.4)
Some previous works have considered some consequences of allowing the input probabili-
ties for the quantum models to exploit the measurement dependence [20], but restrictions
need to be imposed to ensure that this does not trivially produce a set that is a superset
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of M1. For the purposes of this work, we will not be considering this possibility. As de-
scribed in Section 1.5, we wish to focus on quantum probability distributions that could
feasibly be obtained in an experiment, and it is unclear how to exploit the measurement
dependence in that situation.
As for the no-signalling set NS1, its definition is modified to the set of points which
can be expressed as
P (abxy) =
(∫
dλρ(λ)PNS(ab|xyλ)
)
P (xy), (2.5)
where the conditional probabilities PNS(ab|xyλ) obey the no-signalling constraints. Once
again, for any given set of values for P (xy), NS1 is still a polytope. A point to note
about M1 is that it is not necessarily a subset of NS1. This may seem to imply that
MDL models do not obey the no-signalling conditions. However, we must recognise that
the measurement dependence has already introduced correlations between Alice and Bob’s
inputs, via the probabilities P (xy|λ). Therefore, it does not need to obey the no-signalling
constraints formally.
With these definitions, we can consider the question of what probability distributions
can be achieved by MDL models. To begin with, we note that if no constraints are
placed on the measurement dependence, then MDL models can reproduce all quantum
distributions, and in fact all no-signalling distributions as well [1, 18, 21]. This is the
superdeterminism scenario described in Chapter 1. Therefore, it is not possible to use
the results from a Bell test with quantum states to rule out the possibility of an MDL
model with no constraints. However, it is possible to impose constraints on MDL models
such that they do not trivially reproduce all no-signalling distributions. Following the
approach of Pu¨tz et al. [1,21], we first discuss constraints on the measurement-dependence
probabilities of the form
l ≤ P (xy|λ) ≤ h, (2.6)
where l ≤ 1
dXdY
≤ h in order for the normalisation condition to be satisfied.
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It is possible to set values of l and h such that this constrained MDL model cannot
trivially reproduce all no-signalling distributions. Essentially, the constraints are nontriv-
ial if at least one of the following two conditions is satisfied: (1) l > 0, or (2) h is less than
some threshold value which depends on the number of inputs. In the 2-input case, this
threshold is h = 1
3
, which is the value of h above which one of the input combinations can
be entirely excluded by a λ-strategy, provided that l = 0. On the other hand, when h is
reduced to its minimum value 1
dXdY
, this forces all the probabilities P (xy|λ) to be equal
to 1
dXdY
, and thus the MDL set is equal to the local realistic set in that case. Within
these ranges of nontriviality, if l is fixed and h increases, the MDL set becomes strictly
larger, and similarly if h is fixed and l decreases.
We note that imposing a lower bound l in Eq. (2.6) may in fact implicitly impose an
upper bound, and conversely, imposing an upper bound h may implicitly impose a lower
bound. For instance, if l > 0, then the normalisation condition ensures that out of the
dXdY input combinations, none of them can have probability greater than 1−(dXdY −1)l.
Conversely, an upper bound h combined with the normalisation condition implies that
none of the input combinations can occur with probability less than 1 − (dXdY − 1)h.
However for the latter case, the implicit lower bound obtained may be trivial, if the value
1− (dXdY − 1)h turns out to be negative.
An important result that was shown in the work by Pu¨tz et al. [1, 21] is that under
the constraints given in Eq. (2.6), M1 is also a polytope, with its facets and vertices
determined by the values of l, h. Its vertices are given by points of the form
P (abxy) = P (a|x)P (b|y)P (xy), (2.7)
with P (a|x) and P (b|y) all equal to either 0 or 1, and the values of P (xy) are extremal
in the sense that all but at most one of them are either equal to l or h. Specifically, out
of the dXdY input probabilities P (xy),
⌊
1−dXdY l
h−l
⌋
of them are equal to h, all but one of
the others are equal to l, and the last is chosen to satisfy the normalisation condition.
Given certain combinations of (l, h), this last term may itself be equal to l or h. Up
to permutation, this is the unique way to assign values to P (xy) such that all of them
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obey the constraints in Eq. (2.6) and at most one of them is not equal to l or h. We
shall refer to such an assignment of values as an extremal assignment of values to P (xy).
Essentially, the vertices ofM1 are given by combining local deterministic strategies with
extremal assignments of values to P (xy). SinceM1 is a polytope, it is characterised by a
finite number of facet inequalities. We shall refer to any inequality that is satisfied by all
MDL models as an MDL inequality. If the inequality corresponds to a hyperplane that
is tangent to the MDL polytope, it shall be termed as a tight MDL inequality, and if
corresponds to a facet of the MDL polytope, it shall be termed a facet MDL inequality.
Under these constraints, we can discuss which values of l and h are required in order
to reproduce some quantum distribution. For instance, we can consider the well-known
Clauser-Horne-Shimony-Holt (CHSH) inequality [26], which takes the form
|〈A0B0〉+ 〈A0B1〉+ 〈A1B0〉 − 〈A1B1〉| ≤ 2. (2.8)
This Bell inequality is written in terms of correlations, where 〈AjBk〉 is the correlation
between Alice’s measurement j and Bob’s measurement k. The maximum quantum value
that can be achieved on the left-hand side is 2
√
2, thereby violating the inequality. The
question then arises of which MDL models are able to match the quantum value. It has
been shown that for the case where no nontrivial upper bound h is imposed, this can be
achieved with any MDL model that has l ≤ 2−
√
2
4
, which is a nontrivial bound. Therefore,
if we only consider the CHSH quantity and the maximum quantum value that can be
achieved for it, we cannot rule out the possibility that it was achieved using a nontrivial
MDL model.
On the other hand, the main result shown in [1] is that for the 2-input 2-output case,
there exists an MDL inequality which can be violated by quantum distributions for any
nontrivial constraints on the MDL model, namely if at least one of the two conditions
l > 0 or h < 1
3
is satisfied. This inequality is further discussed in Chapter 3. For now, it
suffices to note that this means there exists a Bell test we can conduct, using quantum
states and measurements, that would rule out any nontrivial MDL model in the i.i.d.
case. For this scenario, since any h < 1
3
implicitly imposes a nontrivial value of l, it is
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convenient to simply leave l = 0 and use h as a parameter to characterise the level of
measurement dependence. A constraint of this form, P (xy|λ) ≤ h, is referred to as a min-
entropy constraint. This is because it implies that each pair of inputs (x, y) is generated
with at least log2
1
h
bits of entropy.
For min-entropy constraints in this context, the choice h = 1
4
corresponds to no mea-
surement dependence at all, since all the probabilities P (xy|λ) must be equal to 1
4
and
there is no freedom in choosing their values. Conversely, h = 1
3
corresponds to maximal
measurement dependence, since it is the value of h at which all no-signalling distributions
can be reproduced. Therefore, the work by Pu¨tz and co-workers shows that there exists
a quantum distribution which cannot be described by any MDL model with i.i.d. min-
entropy inputs having arbitrarily small measurement independence, that is to say h < 1
3
.
However, we now wish to consider the case of non-i.i.d. inputs. In order to do so, we shall
introduce the block-i.i.d. model.
2.2 The block-i.i.d. scenario
When generalising from the i.i.d. case to the non-i.i.d. case, there are several possible
approaches that may be taken. For instance, one approach could be to consider a case
where the probabilities at each run of a Bell test can be conditioned on the inputs or
outputs of all previous runs. This is not the most general possibility, since it does not
include for instance a situation where the probabilities in each run depend on the inputs
across all the runs of the experiment. The approach we shall consider here is to use block-
i.i.d. models [20], where we consider N runs of the experiment at a time as a single block.
This may appear to be a rather artificial model, but our objective is to derive results
for arbitrary N , or at least for the large-N limit. This would then suffice to model any
practical experiment that could be carried out, which would only have finitely many runs.
It would also be a very general model, since it allows for dependencies across arbitrarily
many runs. We shall refer to a block-N -i.i.d. MDL model as an MDLN model, with MDL1
corresponding to the i.i.d. case.
From this point onwards, we shall restrict our attention to the 2-input 2-output case.
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Each block of N runs then corresponds to N -tuples of inputs ~x, ~y ∈ ZN2 for Alice and
Bob, with outputs ~a,~b ∈ ZN2 . This gives rise to 24N probabilities P (~a~b~x~y). Analogously
to the i.i.d. case, we shall denote the set of valid probability distributions as PN ⊂ R24N ,
and the set of points within it that can be achieved by MDLN models asMN . The latter
is defined as the set of probability distributions that admit a decomposition
P (~a~b~x~y) =
∫
dλρ(λ)P (~a|~xλ)P (~b|~yλ)P (~x~y|λ). (2.9)
We see that the input probabilities P (~x~y|λ) are now defined with respect to blocks of in-
puts at a time, thereby allowing for block-i.i.d. measurement dependence. The constraints
on the measurement dependence can now be generalised to
L ≤ P (~x~y|λ) ≤ H, (2.10)
for lower and upper bounds L and H respectively. This model can be seen to bear
some similarities to a 2N -input 2N -output i.i.d. model, by viewing the N -tuples of inputs
or outputs as single inputs or outputs with 2N possibilities. However, there are some
differences that need to be considered, both for the setMN and the generalisation of the
quantum set, which will be described later.
One potential difference that needs to be considered is whether the conditional output
probabilities P (~a|~xλ), P (~b|~yλ) should allow for all the outputs in a block to depend on all
the inputs, or whether each output should only depend on the corresponding input,
P (~a|~xλ) =
N∏
j=1
P (aj|xjλ), P (~b|~yλ) =
N∏
j=1
P (bj|yjλ). (2.11)
We shall refer to the former as the dependent-runs case, and the latter as the independent-
runs case. Clearly, the independent-runs case is a strict subset of the dependent-runs case.
In principle, this still does not cover all possibilities, such as the case where the outputs in
each run depend on the inputs of all past runs but not future runs. However, in this work
we shall only consider the dependent-runs and independent-runs cases described above.
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As discussed previously, it was proven in [1] and [21] that the set M1 ⊆ P1 is
a polytope. This proof generalises straightforwardly to the MDLN case, for both the
independent- and dependent-runs scenarios. Therefore, MN is a polytope as well, under
the constraints shown in Eq. (2.10). For the dependent-runs case, its vertices are given
by combining local deterministic strategies with extremal values of P (~x~y),
P (~a~b~x~y) = P (~a|~x)P (~b|~y)P (~x~y), (2.12)
where all of P (~a|~x), P (~b|~y) are equal to 0 or 1 and all but one of P (~x~y) are equal to L or
H. Similarly, the vertices of MN in the independent-runs case are given by
P (~a~b~x~y) =
N∏
j=1
P (aj|xj)P (bj|yj)P (~x~y), (2.13)
with local deterministic strategies for P (aj|xj), P (bj|yj), and an extremal assignment of
values for P (~x~y). We see from this that the number of vertices of the MDLN polytope
equals the product of the number of local deterministic strategies and the number of
possibilities for an extremal assignment of values to P (~x~y). This can increase very rapidly
as N increases, as we shall now discuss.
Specifying a local deterministic strategy for the 2-input 2-output dependent-runs case
is equivalent to specifying a function from Alice’s input tuples to her output tuples,
{~0, ...,~1} → {~0, ...,~1}, and similarly for Bob. There are (2N)∧(2N) = 2(N2N ) possibilities
for each such function, thus there are
(
2(N2
N )
)2
= 2(2N2
N ) local deterministic strategies
in this case. For the independent-runs case, it is equivalent to specifying N functions
each for Alice and Bob, from the individual-run inputs to the outputs, {0, 1} → {0, 1}.
Since there are 22 = 4 possibilities for each such function, there are thus 42N local deter-
ministic strategies in this case. We see that the number of local deterministic strategies
increases exponentially with N for the independent-runs case and superexponentially for
the dependent-runs case.
The number of possible extremal assignments for P (~x~y) depends on the values of L
and H. By analogy to the i.i.d. case with 2N inputs and outputs, we know that up to
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permutation, the unique extremal assignment of values to the 22N terms P (~x~y) is to have
m =
⌊
1−22NL
H−L
⌋
of them equal to H, 22N −1−m of them equal to L, and the last chosen to
satisfy the normalisation condition. The number of permutations of such an assignment
of values is given by the multinomial coefficient
 22N
m, (22N −m− 1), 1
 = 22N !
m!(22N −m− 1)! . (2.14)
A special case is when the values of L,H are such that 1−2
2NL
H−L is already an integer,
in which case all of P (~x~y) can be set equal to either L or H. In that case, letting the
number of terms set equal to H be m = 1−2
2NL
H−L , the number of possible permutations is
the binomial coefficient  22N
m, (22N −m)
 = 22N !
m!(22N −m)! . (2.15)
From these expressions, we see that for the special values of L,H where all of P (~x~y) can
be set equal to either L or H, the number of vertices of the MDLN polytope tends to be
smaller. This can make some computational tasks with the vertices more tractable, as
discussed further in Chapter 4. In general however, we see that the number of vertices of
the MDLN polytope is large enough that it would be intractable for anything more than
small values of N . To consider the large-N limit, we would likely need an analytic rather
than numerical approach.
In our work, we shall focus on the case where the lower bound L is set to 0. This
again means that the inputs are a min-entropy source, but producing a block of inputs
rather than individual inputs. To compare the i.i.d. case to the block-i.i.d. case, we can
write the upper bound H for the block-i.i.d. case as H = hN . Then by looking at the
constraints in the form
P (~x~y|λ) ≤ hN , (2.16)
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we see it describes min-entropy inputs with at least N log2
1
h
bits of entropy in each block
of N runs, which is to say an average of log2
1
h
bits of entropy per run. This gives us
a framework for comparison between i.i.d. and block-i.i.d. MDL models, because for any
fixed min-entropy parameter h, the MDLN model with log2
1
h
bits of entropy per run is
strictly more general than the MDL1 model with log2
1
h
bits of entropy per run. With this
form for the constraints, we see that the nontrivial range of h for the MDLN model is at
most
[
1
4
, 1
3
]
, because the MDLN model is strictly more general than the MDL1 model. We
then wish to consider whether the quantum set becomes a subset of MN for some value
of h that is less than the trivial upper bound of 1
3
.
This brings us to the question of defining the quantum set in the block-i.i.d. case. One
possibility would be to consider a scenario where the quantum state and measurements
in each run are allowed to be different, but independent of each other:
P (~a~b~x~y) =
N∏
j=1
Tr
[
ρ(j)
(
P
(j)
aj |xj ⊗ P
(j)
bj |yj
)]
P (~x~y), (2.17)
where the index j is used to label the states and measurements used in the different runs.
However, we would also like to allow for the possibility of taking a probabilistic mix of
such strategies. Unlike the case in Eq. (1.6), this cannot always be incorporated into
the mixed states ρ(j), essentially because we imposed the requirement that the quantum
states used in the different runs for Eq. (2.17) are to be independent of each other. We
hence have to explicitly allow convex combinations of such strategies, giving rise to the
set of points in PN corresponding to probabilities
P (~a~b~x~y) =
(∫
dλρ(λ)
N∏
j=1
Tr
[
ρ(j)(λ)
(
P
(j)
aj |xj(λ)⊗ P
(j)
bj |yj(λ)
)])
P (~x~y). (2.18)
We shall denote the set of points in PN that admit the decomposition shown in
Eq. (2.18) as QN . We have chosen to consider points of this form for simplicity, but
this is not the most general class of quantum points we could consider. For instance, we
could consider allowing sequential quantum measurements where the state and measure-
ments used in each run depend on all previous inputs, or possibly on previous outputs
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as well. An even more general scenario would be the possibility of coherent quantum
measurements over the entire block of N runs, though this may not be a practically fea-
sible option. However, this would essentially make the situation identical to a 2N -input
2N -output i.i.d. scenario, which may be of interest in its own right, but is not the fo-
cus of this work. To draw a comparison to the MDLN models, QN is analogous to the
independent-runs case, while the scenario of coherent quantum measurements is analogous
to the dependent-runs case.
When carrying out a Bell test, it would be difficult to measure the block probabilities
P (~a~b~x~y). Instead, the experimenters would most likely only be able to measure the average
probabilities per run. We hence need to consider how to translate the block probabilities
P (~a~b~x~y) ∈ PN into average per-run probabilities P (abxy), which can be considered to
be elements of P1. This would be essentially a form of coarse-graining, losing some
information in the process. We can define a coarse-graining function c : PN → P1 to
implement this averaging process. Strictly speaking, a different coarse-graining function
is needed for every PN , since the domain is different in each case. However, we shall
tolerate some abuse of notation here and denote all these coarse-graining functions as
c, since the appropriate domain will usually be clear from context by considering the
argument supplied to the function.
Starting with the block-2-i.i.d. case, we define the coarse-graining function as follows:
given any point p ∈ P2 corresponding to probabilities Pp(a1a2b1b2x1x2y1y2), we define
c(p) ∈ P1 as the point corresponding to probabilities
Pc(p)(abxy) =
1
2
( ∑
a2,b2,x2,y2
Pp(aa2bb2xx2yy2) +
∑
a1,b1,x1,y1
Pp(a1ab1bx1xy1y)
)
. (2.19)
These can be seen to be the average probabilities for single runs that one would obtain by
averaging over the two runs of a block-2-i.i.d. model, in the sense that the above definition
is essentially the expression
Pc(p)(abxy) =
1
2
(PA1B1X1Y1(abxy) + PA2B2X2Y2(abxy)) , (2.20)
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where the probabilities on the right-hand side are those of point p. One can verify that the
probabilities Pc(p)(abxy) are also correctly normalised, by distributing a summation over
a, b, x, y across each of the terms in Eq. (2.19). The generalisation to the block-N -i.i.d.
case is fairly straightforward, though cumbersome to express:
Pc(p)(abxy) =
1
N
 ∑
(~a,~b,~x,~y)∈S1(a,b,x,y)
Pp(~a~b~x~y) + ...+
∑
(~a,~b,~x,~y)∈SN (a,b,x,y)
Pp(~a~b~x~y)
 , (2.21)
where Sj(a, b, x, y) is defined as the set of tuples (~a,~b, ~x, ~y) ∈ Z4N2 such that (aj, bj, xj, yj) =
(a, b, x, y), using aj to denote the j
th entry of ~a and so on. We can see that the coarse-
graining function is a linear function, and thus it admits a matrix representation, which
is useful for computational purposes. Since it is a linear function from a vector space of
higher dimension to one of lower dimension, it cannot be injective as a function from R24N
to R24 . It is still not injective when restricted to a function from PN to P1, because it is
easy to find two points p, p′ ∈ PN such that c(p) = c(p′), for instance by permuting the
order of the runs. This non-injectivity hence supports the interpretation of this averaging
process as a coarse-graining, since it loses some information about the original point.
Another property worth noting for the coarse-graining function is that if we consider
a point p ∈ PN that corresponds to the repetition of a single-run probability distribution
p1 ∈ P1,
Pp(~a~b~x~y) =
N∏
j=1
Pp1(ajbjxjyj), (2.22)
then we have c(p) = p1, as one might intuitively expect. The proof is supplied in Ap-
pendix A. As a corollary, this shows that c : PN → P1 is a surjective function.
With the definition of the coarse-graining function, we can now consider the MDLN and
quantum sets in the context of the averaged probabilities that would be more accessible
in a physical experiment. Instead of considering MN ,QN ⊆ PN , we would consider the
sets c(MN), c(QN) ⊆ P1. Since the coarse-graining function is linear, we have the useful
property that c(MN) is still a polytope, and is given by the convex hull of the images
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of the vertices of MN . The proof of this claim is provided in Appendix A. Also, as
described earlier, for any fixed value of h the i.i.d. MDL model is strictly less general
than the block-N -i.i.d. MDL model, and thus we have M1 ⊂ c(MN). The quantum set
is more subtle, because it is not obvious a priori whether Q1 = c(QN). It is easily seen
that we must have Q1 ⊆ c(QN), but thus far we have been unable to prove whether the
containment is strict. Hence in subsequent discussions of the quantum set, we shall need
to specify whether we are considering Q1 or c(QN).
In the above, we have considered translating the probabilities for block-N -i.i.d. models
into averaged single-run probabilities in P1. Thus far, we have not discussed the opposite,
which is to say the set of points in PN achievable by i.i.d. MDL models. However,
this is not a particularly useful set for our purposes, because we have introduced PN
mainly to compare the block-N -i.i.d. MDL models to quantum models, rather than further
investigating the i.i.d. case which has already been studied in some depth. Therefore, we
shall not be considering this set in PN .
Having now defined the framework for block-i.i.d. models, we will implement it in the
following chapter to study the MDL inequality developed for the i.i.d. case, investigating
its robustness in the non-i.i.d. scenario. Subsequently, we shall consider the full MDL2
polytope, where the number of vertices is still computationally tractable. We compare it
to the quantum set, thereby considering whether the results of Pu¨tz et al. [1] generalise
to the block-i.i.d. case.
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Chapter 3
Robustness of i.i.d. MDL inequality
As described in the previous chapter, Pu¨tz et al. [1] found that there exists an MDL
inequality in the i.i.d. case which is violated by quantum models for arbitrarily low nonzero
amounts of measurement independence. In this chapter, we consider it in the context of
the block-N -i.i.d. scenario, and show that it already becomes significantly less robust in
the N = 2 case. We also show that while it is possible to improve the robustness by
considering the individual terms in the inequality rather than their sum as a whole, it is
still not very robust in the block-i.i.d. scenario.
Specifically, it was shown in [1] that MDL models with i.i.d. measurements obey the
inequality
lP (0000)− h(P (0101) + P (1010) + P (0011)) ≤ 0. (3.1)
This can be verified for any particular (l, h) by explicitly constructing all vertices of
the MDL polytope, and checking that they all satisfy this inequality. In addition, this
inequality is tight, because there is always a vertex that saturates it. For instance, the
local deterministic strategy of Alice and Bob always returning output 1 for all inputs
yields P (00|00) = P (01|01) = P (10|10) = P (00|11) = 0, and thus achieves a value of zero
on the left-hand side of Eq. (3.1) regardless of the values of P (xy|λ).
For brevity, we shall denote the expression on the left-hand side of Eq. (3.1) as
〈M(l, h)〉. In the case of MDL models, this is mostly a notational convenience, consistent
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with the fact that we are considering a probabilistic quantity. In the case of quantum
models, this fits into the standard framework of quantum notation by allowing us to view
it as the expectation value of an operator
M(l, h) = lA(0000)− h(A(0101) + A(1010) + A(0011)), (3.2)
A(abxy) =
∫
dλρ(λ)
(
Pa|x(λ)⊗ Pb|y(λ)
)
P (xy|λ), (3.3)
where Pa|x(λ) is the projector corresponding to Alice’s measurement with input x and
output a for strategy λ, and similarly for Bob’s projectors Pb|y(λ). This allows for the
possibility of the quantum strategy exploiting the measurement dependence. If we exclude
this possibility, the form of the operators A(abxy) simplifies to
A(abxy) =
(
Pa|x ⊗ Pb|y
) ∫
dλρ(λ)P (xy|λ)
=
(
Pa|x ⊗ Pb|y
)
P (xy), (3.4)
assuming that Alice and Bob always use the same set of possible measurements.
There exists a specific quantum point that violates this inequality [1]. Namely, the
state
1√
3
(|01〉+ |10〉 − |11〉) , (3.5)
measured using projective measurements on the states |a0〉 = |b0〉 = (|0〉+|1〉)√2 , |a1〉 = |b1〉 =
|0〉, achieves the probabilities P (0000) = 1
12
PXY (00), P (0101) = P (1010) = P (0011) = 0.
It thus violates the inequality by an amount l
12
PXY (00), which is nonzero for any l > 0
as long as the measurement combination xy = 00 has a nonzero probability of occurring.
This may appear to imply that a quantum violation cannot be observed when l = 0,
regardless of the value of h. However as discussed in the previous chapter, any h < 1
3
implicitly creates a lower bound 1− 3h ≤ P (xy|λ) on the measurement probabilities, due
to the normalisation condition. Therefore, even if the explicit lower bound is set to l = 0
or unspecified, such as in the case of a min-entropy source, we can use an implicit lower
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bound of l = 1 − 3h in Eq. (3.1) whenever h < 1
3
, thereby allowing a quantum violation
of the inequality.
It is important to note that different values of (l, h) do not affect the inequality in
Eq. (3.1) by changing the bound on the right-hand side, but rather by changing the
coefficients on the left-hand side. In terms of the probability space, this indicates that
different values of (l, h) correspond to different orientations of the hyperplane specified in
the inequality, rather than changing the orthogonal distance from the hyperplane to the
origin. It also has the consequence that 〈M(l, h)〉 cannot be numerically evaluated unless
specific values for (l, h) are fixed. This has some implications for numerical analysis of the
block-i.i.d. case, and thus we shall now take some care in specifying the precise scenario
under consideration.
Consider a scenario where experimenters measure the value of 〈M(l, h)〉 given by
the above quantum state and measurements, with the objective of ruling out all i.i.d.
MDL models subject to the constraint P (xy|λ) ≤ h, for specific min-entropy parameter
h < 1
3
. Under this experimental scenario, this value of h implicitly creates a lower bound
l = 1−3h on the conditional measurement probabilities P (xy|λ), which would be the value
of l used by the experimenters in Eq. (3.1) in order to obtain a nonzero quantum violation,
as discussed previously. We now wish to investigate whether the experimenters’ results
could instead have been produced by a block-N -i.i.d. model with the same minimum
min-entropy per run, as described in Eq. (2.16). Since the probabilities in Eq. (3.1) are
of the form P (abxy), we will work in the probability space P1, using the coarse-graining
function as necessary.
Beginning with the N = 2 case, we aim to find the maximum value of 〈M(1− 3h, h)〉
with respect to the MDL2 model. If this value exceeds the quantum value, then the
experimental results could have been produced by an MDL2 model with min-entropy pa-
rameter equal to h. By considering the coarse-graining function as described in Eq. (2.21),
〈M(1− 3h, h)〉 can be viewed as a linear combination of the probabilities P (~a~b~x~y). Since
we are only aiming to obtain the maximum value of a linear combination, we do not need
to consider all convex combinations described in Eq. (2.9), but rather only the vertices of
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the MDL2 polytope, as described in Eq. (2.12) and (2.13). Hence for any specific h, the
maximum value of 〈M(1− 3h, h)〉 over all MDL2 models could be obtained in principle
by explicitly constructing all vertices of the MDL2 polytope and finding the vertex with
the highest value of 〈M(1− 3h, h)〉.
However, a faster alternative is available by noting that for any specific local deter-
ministic strategy, the values of P (~a|~x) and P (~b|~y) are fixed, and thus 〈M(1− 3h, h)〉
reduces to a linear combination of the probabilities P (~x~y). Maximising the value of this
quantity subject to the constraints 0 ≤ P (~x~y) ≤ h2 and the normalisation condition is
then a linear programming problem over the variables P (~x~y). This can then be solved
by standard functions available in most computational software, more efficiently than
simply listing all extremal vertex assignments of P (~x~y). We thus proceed in the follow-
ing manner: taking some value of h, we construct all local deterministic strategies, and
for each local deterministic strategy we run the linear program over P (~x~y) to maximise
〈M(1− 3h, h)〉. The largest of these values yielded by all the local deterministic strate-
gies is then the maximum value of 〈M(1− 3h, h)〉 for MDL2 models with that value of
h. Using this method, we computed the maximum value of 〈M(1− 3h, h)〉 for 31 equally
spaced values of h ∈ [1
4
, 1
3
]
, for both the dependent-runs case and the independent-runs
case (Section 2.2). For the MDL2 model, the dependent-runs case has 2
16 local determin-
istic strategies while the independent-runs case has 28 local deterministic strategies. The
results are shown in Fig. 3.1.
From the graphs, we see that the maximum value of 〈M(1− 3h, h)〉 that can be
achieved by MDL2 models already exceeds the quantum value at a low threshold value
of h, subsequently denoted as h0. In the dependent-runs case, we have h0 ≈ 0.255, while
in the independent-runs case we have h0 ≈ 0.257. By taking a convex combination of
the M2 vertex that yields this value with the M2 vertex that has P (0000) = P (0101) =
P (1010) = P (0011) = 0, the quantum value can be matched exactly. This means that
for any h > h0, if an experiment is performed to investigate Eq. (3.1) and rule out MDL
models by measuring the quantum value of 〈M(1− 3h, h)〉, it is not possible to rule out
the possibility that the value of 〈M(1− 3h, h)〉 obtained was due to an MDL2 model with
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Figure 3.1: Value of 〈M(1− 3h, h)〉 for MDL2 models in the dependent-runs and independent-
runs cases. The dashed curve represents the maximum value that can be achieved by MDL2
models, while the solid curve represents the value achieved by the quantum state and mea-
surements described in Eq. (3.5). The data points have been omitted from the dashed curves,
because piecewise closed-form expressions for the curves were subsequently found and used to
plot the graphs. It can be seen that in both cases, the MDL2 value exceeds the quantum value
at a low threshold value of h, indicating that the violation of the inequality in Eq. (3.1) by this
quantum state is not sufficient to rule out MDL2 models with values of h above this threshold.
this value of h.
This hence shows that the inequality in Eq. (3.1), which admits a quantum violation
for any nontrivial value of h in the i.i.d. case, already becomes substantially less robust in
the block-2-i.i.d. scenario. In fact, we note that the values of h0 for both the dependent-
runs and independent-runs cases are less than 1√
15
≈ 0.258, which the value of h above
which it is possible to set at least one of the 16 measurement probabilities P (~x~y|λ) to
zero in each block-run. Therefore, using Eq. (3.1) alone does not allow us to rule out the
possibility that in the block-2-i.i.d. scenario, all points in Q1 can already be reproduced
by an MDL2 model that is allowed to utilise strategies where just a single combination of
measurements is excluded from each block-run. However, we shall see later that this is not
the case, by taking into account more information than simply the value of 〈M(1− 3h, h)〉.
In the graphs shown in Fig. 3.1, the quantum value shown is 1−3h
12
PXY (00), which
requires us to specify a value for PXY (00). The value used is that corresponding to the
MDL2 strategy which yields the highest value of 〈M(1− 3h, h)〉, or in the cases where
there were multiple such strategies, the one with the largest value of PXY (00) was chosen.
For all points in the graphs, this value of PXY (00) was larger than
1
4
.
This highlights the fact that for any given h, the MDL2 strategies yielding the maxi-
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mum value of 〈M(1− 3h, h)〉 do not necessarily satisfy the condition of uniform measure-
ments, P (xy) = 1
4
for all x, y. They are in fact unlikely to do so, because the solution to the
linear programming problem would be an extremal vertex assignment of values for P (~x~y).
It may be possible that if there are multiple such strategies maximising 〈M(1− 3h, h)〉,
there could be a convex combination of them that satisfies the uniform-measurements
condition. However, numerical investigation of this possibility suggested that there were
no values of h for which this occurred. This hence indicates that imposing the condition
of uniform measurements would lower the maximum value of 〈M(1− 3h, h)〉 achievable
by the MDL2 model.
In order to find the maximum value subject to the uniform-measurements condition,
we can return to viewing 〈M(1− 3h, h)〉 as a linear combination of the probabilities
P (~a~b~x~y), and generate all vertices of the MDL2 polytope. This polytope is described in
greater detail in the following chapter, but for this purpose it suffices to note that im-
posing the uniform-measurements condition can now be treated as an equality constraint
in a linear programming problem as follows: for a fixed value of h, we wish to maximise
〈M(1− 3h, h)〉, which is a linear combination of the probabilities P (~a~b~x~y). These proba-
bilities are obtained by taking convex combinations of the vertices of the MDL2 polytope,
and thus we can treat the weights corresponding to the vertices as the variables for the
linear program. The objective function is 〈M(1− 3h, h)〉 treated as a linear combina-
tion of these weights, and the constraints are the uniform-measurements condition and
convex-sum constraints.
Solving this linear program for 31 equally spaced values of h ∈ [1
4
, 1
3
]
, we obtain the
graph shown in Fig. 3.2. For this case, we only obtained results for the independent-runs
model, because the number of vertices for the MDL2 polytope in the dependent-runs model
was beyond the scope of our computational resources. Since the uniform-measurements
constraint has been imposed, we now use PXY (00) =
1
4
throughout in the quantum value
1−3h
12
PXY (00). We see that even with the constraint of uniform measurements, the maxi-
mum value of 〈M(1− 3h, h)〉 for MDL2 models still exceeds the quantum value at a low
h0, and thus the inequality is still not robust even under this constraint.
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Figure 3.2: Value of 〈M(1− 3h, h)〉 for several MDLN models in the independent-runs case.
Data points are not shown on the solid and dotted curves because the closed-form expressions
of the curves are known, and were used to plot the curves. The solid curve shows the maximum
value that can be achieved by MDL2 models under the uniform-measurements constraint, which
is lower than the maximum value attainable without the constraint, as expected. Also shown is
a value of 〈M(1− 3h, h)〉 that has been shown to be attainable by MDLN models without the
uniform-measurements constraint in the large-N limit, as described by Eq. (3.6) and (3.7). The
maximum value achievable by such MDLN models is hence greater than or equal to this value,
and as expected, it is already higher than the maximum value for the MDL2 model.
Another feature that can be observed from the graphs in Figs. 3.1 and 3.2 is that
they appear to have a piecewise structure, with gradient discontinuities at particular
values of h. In almost all cases, these gradient discontinuities occur at the values h2 =
1
15
, 1
14
, ... 1
10
. These are the critical values of h at which it becomes possible to set another
input probability P (~x~y) equal to zero, and hence it is reasonable to suggest that different
strategies for the MDL model become available at these values, giving rise to the piecewise
structure of the graphs.
However, thus far we have only considered the value 〈M(1− 3h, h)〉 as a single quan-
tity. The quantum state and measurements specified in Eq. (3.5) do not only give the
value of 〈M(1− 3h, h)〉, but also more specifically the four probabilities P (0000), P (0101),
P (1010), P (0011) in Eq. (3.1). We can hence consider the question of whether the MDL2
models that maximised 〈M(1− 3h, h)〉 can be used to match the probabilities P (0000) =
1
12
PXY (00), P (0101) = P (1010) = P (0011) = 0 specifically. Investigating these models
in more detail for the independent-runs case, we found that for the range h2 ≤ 1
12
, these
models in fact did not satisfy the condition P (0101) = P (1010) = P (0011) = 0. In every
case within that range, at least one of those three probabilities was nonzero. For the
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dependent runs case, we found a similar result for the range h2 ≤ 1
14
instead. There-
fore, if we consider the individual probabilities rather than merely considering the sum
〈M(1− 3h, h)〉, the quantum point described by Eq. (3.5) cannot be achieved by MDL2
models with h2 ≤ 1
12
in the independent-runs case, or h2 ≤ 1
14
in the dependent-runs case.
We note that in the latter case, the MDL2 strategy that achieves these probabilities when
h2 ∈ [ 1
14
, 1
13
]
is not the one which gives the maximum value of 〈M(1− 3h, h)〉, again high-
lighting that considering 〈M(1− 3h, h)〉 alone does not give the full picture. In principle,
this also indicates the existence of a different MDL2 inequality that is violated by this
quantum point for values of h below these thresholds.
On the other hand, these values are still less than the trivial upper bound h = 1
3
, and we
found that at the values of h2 = 1
12
and h2 = 1
14
for the independent-runs and dependent-
runs models respectively, we were able to find MDL2 strategies that indeed achieved the
probabilities P (0101) = P (1010) = P (0011) = 0, P (0000) ≥ 1
12
PXY (00). The probability
P (0000) can then be made equal to the quantum value by mixing with an MDL2 model
with P (0000) = P (0101) = P (1010) = P (0011) = 0 as described previously. Since the
MDL2 set becomes strictly larger as h increases, the same statement also holds for any
larger values of h.
Some insight can be gained by considering the specific MDL strategies that achieve
these values. Taking the independent-runs case, a value of h2 = 1
12
implies that for
any given λ-strategy, up to 4 of the probabilities P (~x~y|λ) can be zero. We found that
an MDL strategy which achieves the desired probability distribution in that case was
obtained from the following local deterministic strategy: in run 1, Alice and Bob both
always have output 1; in run 2, Alice and Bob always have output 0. We see that in
that case, in run 1 we have Prun1(0000) = Prun1(0101) = Prun1(1010) = Prun1(0011) = 0,
while in run 2 we have Prun2(0101) = Prun2(1010) = 0, with Prun2(0000) = PX2Y2(00)
and Prun2(0011) = PX2Y2(11). Therefore, the averaging over the two runs yields the
probabilities P (0101) = P (1010) = 0, P (0000) = 1
2
PX2Y2(00) ≥ 112PXY (00) as required
for matching the quantum probabilities, but P (0011) = 1
2
PX2Y2(11). In order to set this
last term to be equal to zero, we can set the 4 input-probability terms with x2y2 = 11 to
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zero, which is to say P ~X~Y (x1y111) = 0 for all x1, y1. As stated previously, this is possible
when h2 = 1
12
or greater. This therefore achieves the desired probabilities to match the
quantum distribution. With some relabelling of the inputs, outputs or parties, several
other MDL strategies similar to this can be obtained that also return the same result.
This also provides an extension to the block-N -i.i.d. independent-runs case. For an
MDLN model, suppose that for some integer k ∈ [0, N ], we consider the local determin-
istic strategy of Alice and Bob always having output 1 in N − k runs, and always having
output 0 in k runs. In that case, we have Prunj(0000) = Prunj(0101) = Prunj(1010) =
Prunj(0011) = 0 for the runs where they always have output 1, and Prunj(0101) =
Prunj(1010) = 0, Prunj(0000) = PXjYj(00), Prunj(0011) = PXjYj(11) for the runs where
they always have output 0. Performing the coarse-graining average over the N runs then
yields P (0101) = P (1010) = 0 immediately, as well as P (0000) = 1
N
∑
j∈S PXjYj(00),
P (0011) = 1
N
∑
j∈S PXjYj(11), where we have used S to denote the set of k runs where
they always have output 0. To set the last term equal to zero, we will need to set to zero
all input-probability terms P (~x~y) with xjyj = 11 for some j ∈ S. It is more convenient to
instead calculate the number of input-probability terms that are not of this form. Some
consideration reveals that there are 3k4N−k terms where xjyj 6= 11 for all j ∈ S. Hence
for this local deterministic strategy, to obtain the quantum probability P (0011) = 0 with
as small an upper bound hN as possible on the input probabilities, we would set all input-
probability terms with xjyj = 11 for some j ∈ S to zero, and the remaining 3k4N−k input
probabilities would all be set equal to each other. This would require the upper bound to
be at least equal to this value,
hN0 =
1
3k4N−k
=⇒ h0 = 1
4
(
4
3
) k
N
. (3.6)
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In turn, this fixes the value of P (0000) = 1
N
∑
j∈S PXjYj(00) to be
1
N
∑
j∈S
PXjYj(00) =
k
N
PXj0Yj0 (00) for any j0 ∈ S, by symmetry
=
k
N
∑
xj0yj0=00
P (~x~y)
=
k
N
((
1
3
)(
3k4N−k
))
hN0 , by counting nonzero terms
=
k
3N
. (3.7)
In summary, for a block-N -i.i.d. scenario with any k = 0, 1, ...N , this constructs an MDL
strategy that achieves P (0000) = k
3N
, P (0101) = P (1010) = P (0011) = 0, with min-
entropy parameter h = 1
4
(
4
3
) k
N . This is very similar to the quantum probabilities, up to
the issue of whether P (0000) is large enough to match the quantum value.
We see that in addition, this implies that for any (N, k), an MDLN model with h =
1
4
(
4
3
) k
N can always achieve a value of 〈M(1− 3h, h)〉 = (1−3h) k
3N
. This can be viewed as
a locus of points in a plot of 〈M(1− 3h, h)〉 against h. If we define a parameter f ∈ [0, 1]
and take values of N large enough that fN is approximately an integer, then we can
take f ≈ k
N
and view this as a parametric equation for a curve
(
1
4
(
4
3
)f
,
(
1− 3
4
(
4
3
)f) f
3
)
.
As a verification, using f = 1
2
in this expression returns the values we obtained for the
MDL2 model with k = 1, as expected. The explicit-function version of this expression is
〈M(1− 3h, h)〉 = (1− 3h) ln(4h)
3 ln(4/3)
. This implies that for sufficiently large N such that the
discrete nature of k
N
is not an issue, an MDLN model with min-entropy parameter h can
always achieve a value 〈M(1− 3h, h)〉 = (1− 3h) ln(4h)
3 ln(4/3)
.
In Fig. 3.2, we have displayed this graph in comparison to the MDL2 result. As
expected, it gives a higher value than the MDL2 case. We note that what we have shown
here is the existence of MDLN models which achieve the values displayed in the graph,
rather than the maximum values of 〈M(1− 3h, h)〉 that could be achieved by MDLN
models. The latter is at least as high as the former, but could potentially be even higher.
Therefore, the curve shown in the graph for the MDLN models is merely a lower bound on
the values of 〈M(1− 3h, h)〉 they could achieve. In particular, it is still unclear whether
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there exists an  > 0 such that even in the large-N limit, MDLN models with h ∈
[
1
4
, 1
4
+ 
]
cannot reproduce these four quantum probabilities, analogous to the result by Pope and
Kay for the CHSH inequality [20].
At this point, we could go on to consider the block-N -i.i.d. model in greater detail.
However, this may not provide much additional insight, since our current results have
already shown that the inequality in Eq. (3.1) has low robustness in the block-2-i.i.d.
scenario alone. For larger values of N , it can only become even less robust, and thus
it may not be fruitful to continue focusing on this inequality. Instead, we could try to
proceed to searching for other inequalities that are more robust. In the following chapter,
we shall approach this by more fully characterising the MDLN polytope in the N = 2
case, with the aim of possibly finding facets of the polytope that serve as more robust
MDL inequalities.
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Chapter 4
MDL2 polytope
As described in Chapter 2, the setMN is a polytope, characterised by a finite number of
vertices. We also have the explicit form of the vertices as given by Eq. (2.7), but unfor-
tunately, in many cases the number of vertices may be too large to be computationally
tractable. In this chapter, we describe several techniques that may be useful for simpli-
fying this task, and apply them to characterise the M2 polytope in greater detail. This
leads us to our main result, which is to show that the statement by Pu¨tz et al. for the
i.i.d. scenario does not generalise to the non-i.i.d. case. However, by imposing additional
constraints, we find some numerical evidence to support a conjecture that a weakened
version of the statement still holds for MDL2 models.
4.1 Vertices of MDL2 polytope
For the MDL2 model, there are 2
8 local deterministic strategies for the independent-runs
case, and the number of extremal assignments for P (~x~y) can range from 1 to 80,080
as h2 increases from 1
16
to values in the interval
(
1
10
, 1
9
)
. This indicates that the num-
ber of vertices for the block-2-i.i.d. case can already be as high as 20,500,480 for the
independent-runs case alone. In addition, each vertex corresponds to a 28-tuple of prob-
abilities, indicating that we may need to compute and store up to 5,248,122,880 entries
when h2 ∈ ( 1
10
, 1
9
)
. For the dependent-runs case, the number of local deterministic strate-
gies is 216, and thus it has 28 times more vertices than the independent-runs case for any
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given h.
We have found that with the computational resources we had available, the vertices
for the independent-runs case with any particular value of h ∈ [1
4
, 1
3
]
can be precomputed
and stored for subsequent computations. This is aided by the fact that at the vertices,
the 28-tuple of probabilities is sparse, with only at most 16 nonzero entries; because for
any local deterministic strategy, exactly 16 of the conditional probabilities P (~a~b|~x~y) are
equal to 1 and the rest are all equal to 0. However, not all computational tasks with these
vertices are tractable. For instance, for most values of h the number of vertices is far too
large to convert the list of vertices into a list of facets, using standard software such as
PORTA.
Another task that may be of interest is determining whether some point of interest
q ∈ PN is inside the polytope, given the set of vertices {vj} of the polytope. If as a
starting point we have some point pint that is known to be interior to the polytope, this
can be cast as a linear program, where the objective function to maximise is the scalar
d ∈ [0, 1] subject to the constraints
dq + (1− d)pint =
∑
j
wjvj, (4.1)
0 ≤ wj,
∑
j
wj = 1, (4.2)
0 ≤ d ≤ 1, (4.3)
where the weights wj and the parameter d are the variables for the linear program. The
expression dq+ (1− d)pint in Eq. (4.1) parametrises a point on the line segment from pint
to q as d increases from 0 to 1, and setting it equal to a convex combination of the vertices
imposes the constraint that this point is inside the polytope. Maximising d under this
constraint hence gives the point on that line segment that is closest to q but still remains
within the polytope. Therefore, the solution to the linear program is d = 1 if and only if
q is within the polytope. If the solution returned is d < 1, it is then also possible to find
the equation of a hyperplane that separates q from the polytope, by taking the dual of
the appropriate constraints. This hyperplane may not be a facet of the polytope, but it
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can be chosen to be tangent to the polytope. Choosing different interior points pint allows
us to find different such hyperplanes.
We found that for the MDL2 polytope, this task was usually only tractable in the
approximate range h2 . 1
12
. The exception is at the critical values h2 = 1
16
, 1
15
, ...1
9
, where
the number of possible extremal assignments for P (~x~y) is given by Eq. (2.15) rather than
Eq. (2.14). At the last critical value h2 = 1
9
, there are 2,928,640 vertices, which we found
to still be tractable for the procedure described above. Hence in the full probability space
P2, we were usually only able to investigate these critical values in more detail.
Some reduction in the computational resources required can also be achieved by ap-
plying the coarse-graining function to the vertices and working in P1 instead, where the
dimension of the probability tuples is only 24. This entails some loss of information,
which can be seen for instance in the fact that some pairs of vertices map to the same
image under the coarse-graining function. It does at least reduce the number of vertices
slightly, although the vertex coordinates are no longer sparse after the coarse-graining.
With this, we obtained a set of points such that the polytope c(M2) is given by their
convex hull. This set was still too large to obtain a list of facets of c(M2), but it became
possible to use the linear program described earlier to determine whether a given point is
inside the polytope for any h ∈ [1
4
, 1
3
]
. In addition, as described in the previous chapter,
this was what allowed us to find the maximum value of 〈M(1− 3h, h)〉 subject to the
uniform-measurements constraint, yielding the graph shown in Fig. 3.2.
There is another approach that can be used in some cases to simplify the computation
of whether a given point is inside the MDL2 polytope. Suppose we have a point q ∈ PN
such that some of the probabilities Pq(~a~b~x~y) are zero. We shall denote the set of tuples
(~a,~b, ~x, ~y) such that Pq(~a~b~x~y) = 0 as S. If it could be written as a convex combination
of vertices of M2, then all the vertices vj with nonzero weight in this convex decompo-
sition must also have Pvj(~a
~b~x~y) = 0 for all (~a,~b, ~x, ~y) ∈ S, because of the non-negativity
constraint on the weights. We shall say that such vertices are compatible with q. We
can hence eliminate all incompatible vertices from consideration, and hence reduce the
number of vertices to use in the linear program.
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This procedure can in principle be applied after explicitly constructing all the vertices
of M2, but if we are only focusing on a particular point q, a more efficient implemen-
tation is available by first considering the local deterministic strategies separately from
the input probabilities P (~x~y). Consider any specific local deterministic strategy, for ei-
ther the dependent-runs or independent-runs model, with conditional output probabilities
Pdet(~a~b|~x~y). In order for it to produce a vertex compatible with q after multiplying by the
input probabilities, it must satisfy Pdet(~a~b|~x~y)P (~x~y) = 0 for all (~a,~b, ~x, ~y) ∈ S, implying
that Pdet(~a~b|~x~y) = 0 or P (~x~y) = 0 for all such (~a,~b, ~x, ~y). Hence by looking at the cases
where (~a,~b, ~x, ~y) ∈ S but Pdet(~a~b|~x~y) 6= 0, we can deduce how many input probabilities
P (~x~y) need to be set equal to 0 in order to produce a vertex compatible with q. Supposing
that there are k such input probabilities P (~x~y), we shall refer to this local deterministic
strategy as a k-mismatch strategy with respect to q.
The reason for considering the number of input probabilities P (~x~y) that need to be
set equal to 0 is that this number is restricted by the value of h, under the min-entropy
constraint shown in Eq. (2.16). Given some h ∈ [1
4
, 1
3
]
in the min-entropy constraint, the
normalisation condition then enforces that at most kmax = 2
2N − ⌈ 1
hN
⌉
of the conditional
input probabilities P (~x~y|λ) can be set equal to 0 for a given strategy λ, similar to the
discussion in the previous chapter. Since all probabilities are non-negative, the same
statement holds for P (~x~y). Hence for a given point q ∈ PN and min-entropy parameter
h, any local deterministic strategy that is a k-mismatch strategy with k > kmax does not
produce any vertices of MN that are compatible with q.
This means that if we wish to know whether some point q ∈ PN can be written as a
convex combination of the vertices ofMN for some h, we can compute kmax for that value
of h, then list out all local deterministic strategies and remove any that are k-mismatch
strategies with k > kmax. Subsequently, we only need to generate the vertices of MN
produced by the remaining local deterministic strategies, in order to know whether q
admits a convex decomposition with respect to all vertices of MN for that value of h.
Since the number of local deterministic strategies is substantially smaller than the total
number of vertices, by a factor equal to the number of permutations of values for P (~x~y),
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this can be a significant reduction in the computational resources required if we can
eliminate many local deterministic strategies at this step.
This method can even give a fast conclusion in some cases without needing to run a
linear program. Again considering some point q ∈ PN , we can list all local deterministic
strategies and label each as some k-mismatch strategy with respect to q. If we find that the
minimum value of k amongst all these strategies is some k0 > 0, we can then immediately
conclude that q cannot be in the polytopeMN for any hN < 122N−k0 , because there cannot
be any vertices compatible with q for such values of h. This therefore gives a simple lower
bound for the minimum value of h at which q becomes enclosed by the polytope MN .
However, the true value of h at which this occurs may be higher than this lower bound,
because the existence of vertices compatible with q does not necessarily imply that there
exists a convex decomposition with respect to the vertices.
Earlier, we discussed the difficulty of working with all vertices ofM2 in the independent-
runs case. Since there are 28 times as many vertices for the dependent-runs case, a direct
computational approach becomes even more intractable. The concepts of compatible ver-
tices and k-mismatch strategies as described above are therefore useful for investigating
the dependent-runs model, as shall now be described in the following section.
4.2 The dependent-runs scenario
We begin by constructing all the local deterministic strategies for the block-2-i.i.d. case.
Since there are at most 216 local deterministic strategies even in the dependent-runs case,
this is still computationally feasible. We then turn to the question of which point q ∈ P2 to
consider in order to classify them into k-mismatch strategies with respect to q, beginning
by restricting our analysis to the uniform-measurements slice. A useful starting point is
the probability distribution obtained by using a PR box in both runs of the experiment,
together with the assumption that the measurements are uniform, P (~x~y) = 1
16
. We shall
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denote this point as qPR2 ∈ P2, and its probability distribution is given by
PqPR2(~a
~b~x~y) =
1
16
PPR(a1b1|x1y1)PPR(a2b2|x2y2) (4.4)
where the PR box probabilities are as defined in Eq. (1.9). We note that under the coarse-
graining function, this point maps to the PR box probabilities with uniform measurements,
c(qPR2) =
1
4
PPR(ab|xy).
Using this point and the simplifying methods we described earlier, we obtained a
key result for the dependent-runs case — the point qPR2 can be written as a convex
combination of the vertices of M2 when h = 1√10 , which is a value of h smaller than 13 .
This decomposition is shown in Appendix B. We hence have the corollary that qPR2 ∈M2
for all h ≥ 1√
10
, sinceM2 becomes strictly larger as h increases. Conversely, we also found
that with respect to qPR2, all dependent-runs local deterministic strategies in the block-
2-i.i.d. case are k-mismatch strategies with k ≥ 6. This implies that qPR2 /∈ M2 for all
h < 1√
10
, and thus we conclude that the MDL2 polytope contains the point qPR2 if and
only if h ≥ 1√
10
.
This is a significant result because it allows us to prove the following theorem:
Theorem 1. For the block-2-i.i.d. scenario with dependent runs and uniform measure-
ments, there can be no quantum violations of any MDL2 inequalities when h ≥ 1√10 ,
assuming that we consider the single-run average probabilities P (abxy) and use the same
quantum strategy in each run.
Proof. As stated in the conditions of the theorem, we restrict our analysis to the uniform-
measurements slice of the probability space. As described in Section 1.3, it is known that
all vertices of the no-signalling polytope correspond to either a local realistic strategy or
a PR box, up to permutation of the parties, inputs and outputs. This result was stated
for the space of conditional probabilities P (ab|xy), but within the uniform-measurements
slice of P1, the conversion to probabilities P (abxy) is merely a rescaling by the constant
factor P (xy). We note that c(qPR2) =
1
4
PPR(ab|xy), and we have the aforementioned
result that qPR2 ∈ M2 for all h ≥ 1√10 . Since qPR2 ∈ M2 =⇒ c(qPR2) ∈ c(M2), this
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implies that the point in P1 corresponding to the PR box is contained in c(M2) for all
h ≥ 1√
10
. All local deterministic points on the uniform-measurements slice are also always
contained in c(M2), as seen immediately from the definition of the MDL set. Hence for
all h ≥ 1√
10
, all vertices of NS1 are contained in c(M2), and thus NS1 ⊆ c(M2). Since
the no-signalling set is strictly larger than the quantum set, this implies Q1 ⊆ c(M2) in
turn, giving the desired result.
We hence see that the theorem by Pu¨tz et al. for the i.i.d. scenario, that any value of
h less than the trivial bound 1
3
allows a quantum violation of an MDL inequality, already
does not generalise directly to the block-2-i.i.d. scenario. However, we have phrased the
above theorem to highlight a point discussed earlier, namely that it is unclear whether
c(Q2) = Q1. Considering c(Q2) allows for the possibility of using different quantum
strategies in the two runs. It turns out that the theorem still holds even if we allow this
possibility, which we can show by considering points in the uniform-measurements slice
of P2 that are given by using a local deterministic strategy in run 1 and a PR box in run
2. In other words, we consider points qdet,PR that are of the form
Pqdet,PR(~a
~b~x~y) =
1
16
Pdet(a1b1|x1y1)PPR(a2b2|x2y2), (4.5)
where Pdet(ab|xy) is a 1-run local deterministic strategy. There are 24 such local de-
terministic strategies, and thus there are only that many points having the form shown
in Eq. (4.5). We applied the techniques described previously, pre-emptively eliminating
incompatible vertices, and showed that these 16 points can all be written as convex com-
binations of the vertices of M2 when h ≥ 1√10 . This result also holds for points given by
using a PR box in run 1 and a local deterministic strategy in run 2, due to the symmetry
between runs 1 and 2 in the dependent-runs model.
Therefore, we have shown that for any qdet,PR as defined in Eq. (4.5), we can write
Pqdet,PR(~a
~b~x~y) =
∑
j
wjPvj(~a
~b~x~y), (4.6)
where {vj} is the set of vertices of M2 and {wj} are the corresponding weights in the
45
convex decomposition. The same statement applies for the point qPR2. It is also clear from
the definition of the MDL2 set that it also applies to points qdet2 where local deterministic
strategies are used in both runs,
Pqdet2(~a
~b~x~y) =
1
16
Pdet1(a1b1|x1y1)Pdet2(a2b2|x2y2). (4.7)
Using this result, we can strengthen the statement made in Theorem 1 for the proba-
bility space P1, and also prove a statement for the probability space P2 as well:
Theorem 2. For the block-2-i.i.d. scenario with dependent runs and uniform measure-
ments, there can be no quantum violations of any MDL2 inequalities when h ≥ 1√10 , even
if different quantum strategies are used in the two runs. This holds for full probabilities
P (a1a2b1b2x1x2y1y2) as well as single-run average probabilities P (abxy).
Proof. As stated in the conditions of the theorem, we restrict our analysis to the uniform-
measurements slice of the probability space. We shall show that Q2 ⊆ M2. The proof
is conceptually straightforward, but somewhat lengthy to present explicitly. We begin by
noting that for the 1-run conditional probability distributions P (ab|xy), the distribution
obtained from any quantum state and measurements is no-signalling. Hence it can be
expressed as a convex combination of the vertices of the no-signalling polytope,
Tr
[
ρ
(
Pa|x ⊗ Pb|y
)]
=
∑
j
wjPuj(ab|xy), (4.8)
where {uj} denotes the set of vertices of the 1-run no-signalling polytope in the conditional
probability space. We recall that in the 2-input 2-output case, every such vertex is either
a local deterministic strategy or a PR box, up to permutations of the parties, inputs and
outputs.
Let {vj} denote the set of vertices ofM2 for some h ≥ 1√10 . We shall first show that on
the uniform-measurements slice, any point q in the subset of Q2 described by Eq. (2.17)
can be written as a convex combination of the vertices {vj}. First, we note that on the
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uniform-measurements slice,
Pq(~a~b~x~y) = Tr
[
ρ(1)
(
P
(1)
a1|x1 ⊗ P
(1)
b1|y1
)]
Tr
[
ρ(2)
(
P
(2)
a2|x2 ⊗ P
(2)
b2|2y
)]
P (~x~y)
=
1
16
Tr
[
ρ(1)
(
P
(1)
a1|x1 ⊗ P
(1)
b1|y1
)]
Tr
[
ρ(2)
(
P
(2)
a2|x2 ⊗ P
(2)
b2|2y
)]
=
1
16
[∑
j1
wj1Puj1 (a1b1|x1y1)
][∑
j2
w′j2Puj2 (a2b2|x2y2)
]
, by Eq. (4.8)
=
∑
j1,j2
wj1w
′
j2
(
1
16
Puj1 (a1b1|x1y1)Puj2 (a2b2|x2y2)
)
, (4.9)
We now note that since every vertex uj of the 1-run no-signalling polytope is either a local
deterministic strategy or permutation of a PR box, the term
(
1
16
Puj1 (ab|xy)Puj2 (ab|xy)
)
is always of the form qPR2 as defined in Eq. (4.4), qdet,PR as defined in Eq. (4.5), or qdet2
as defined in Eq. (4.7), up to permutations of the parties, inputs, outputs, or runs. As
described previously, all these points can be decomposed as convex combinations of the
vertices {vj} of M2,
1
16
Puj1 (a1b1|x1y1)Puj2 (a2b2|x2y2) =
∑
j
w′′j (j1, j2)Pvj(~a~b~x~y), (4.10)
where the weights w′′j (j1, j2) are now functions of j1, j2, since the decompositions are
different for each qPR2, qdet,PR or qdet2. They satisfy the convexity conditions w
′′
j (j1, j2) ≥ 0,∑
j w
′′
j (j1, j2) = 1.
This gives us the result
Pq(~a~b~x~y) =
∑
j1,j2
wj1w
′
j2
(∑
j
w′′j (j1, j2)Pvj(~a~b~x~y)
)
=
∑
j
∑
j1,j2
wj1w
′
j2
w′′j (j1, j2)Pvj(~a~b~x~y), reordering finite summations
=
∑
j
WjPvj(~a
~b~x~y), (4.11)
defining a new set of weights Wj =
∑
j1,j2
wj1w
′
j2
w′′j (j1, j2). It can be verified that these
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weights indeed satisfy the convexity conditions, because Wj ≥ 0 and
∑
j
Wj =
∑
j
(∑
j1,j2
wj1w
′
j2
w′′j (j1, j2)
)
=
(∑
j1
wj1
)(∑
j2
w′j2
)(∑
j
w′′j (j1, j2)
)
= (1)(1)(1)
= 1. (4.12)
We have hence shown that on the uniform-measurements slice, every point in P2 of the
form shown in Eq. (2.17) can be written as a convex combination of the vertices {vj} of
M2. Finally, we complete the proof by considering any point q ∈ Q2 on the uniform-
measurements slice, which takes the form shown in Eq. (2.18) with P (~x~y) = 1
16
and can
hence be written as
Pq(~a~b~x~y) =
1
16
(∫
dλρ(λ)
2∏
j=1
Tr
[
ρ(j)(λ)
(
P
(j)
aj |xj(λ)⊗ P
(j)
bj |yj(λ)
)])
=
∫
dλρ(λ)
∑
j
Wj(λ)Pvj(~a
~b~x~y)
=
∑
j
(∫
dλρ(λ)Wj(λ)
)
Pvj(~a
~b~x~y)
=
∑
j
W ′j Pvj(~a~b~x~y), (4.13)
defining a new set of weights W ′j =
∫
dλρ(λ)Wj(λ). Essentially, this simply notes that
on the uniform-measurements slice, the set Q2 is the convex hull of the points having the
form shown in Eq. (2.17), and thus showing that all points of the latter form are contained
in M2 suffices to show that the same holds for all points in Q2.
We have hence shown that Q2 ⊆ M2 on the uniform-measurements slice, and thus
there are no quantum violations of MDL2 inequalities in P2 using quantum strategies of the
form described by Q2. By applying the coarse-graining function, we have c(Q2) ⊆ c(M2)
as well, and thus this statement also holds in P1. These are the desired results.
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By working with the no-signalling polytope rather than the quantum set, we have
gained the advantage of having to consider only a finite number of vertices, rather than
the more complex structure of the quantum set. However, this has the consequence that
we have a less exact characterisation of the quantum set. We have shown that the point
qPR2 is enclosed by M2 if and only if h ≥ 1√10 , and thereby deduced that Q2 ⊆ M2 on
the uniform-measurements slice if h ≥ 1√
10
, but it is unknown whether the converse of the
latter statement is true. Still, this already suffices to conclude that with the dependent-
runs model, the result given by Pu¨tz et al. [1] does not generalise to the non-i.i.d. case
— arbitrarily low measurement independence is no longer sufficient to manifest quantum
nonlocality.
4.3 The independent-runs scenario
We now turn to the independent-runs case. To begin with, we once again consider the
point qPR2. In this case however, we found that with respect to the point qPR2, all
independent-runs local deterministic strategies in the block-2-i.i.d. case are k-mismatch
strategies with k ≥ 7. This implies that qPR2 is not contained in the independent-runs
MDL2 polytope for any h <
1
3
. Therefore, we no longer have the same situation as we did
for the dependent-runs scenario, where we had qPR2 ∈M2 when h ≥ 1√10 , a value smaller
than the trivial value 1
3
. We hence have to consider the quantum set more directly, instead
of using the no-signalling point qPR2.
There are various approaches that could be attempted to determine the values of h for
which the quantum set becomes a subset of the MDL2 polytope. One approach would be
to identify points in the quantum set which remain outside ofM2 for as high a value of h
as possible. This could be done for any specific quantum point by an approach similar to
that used for the no-signalling point qPR2, classifying independent-runs local deterministic
strategies into k-mismatch strategies with respect to that point and finding the minimum
k. For instance, we considered the quantum point given by Pu¨tz et al. that violates the
MDL i.i.d. inequality, as described in Eq. (3.5). By repeating it over two runs with uniform
measurements, we obtain a point in Q2 to consider. Unfortunately, it turns out that there
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exist independent-runs local deterministic strategies that are 0-mismatch strategies with
respect to this point, which implies that there exist compatible vertices with respect to
this point for any value of h. Therefore, this does not allow us to immediately obtain a
lower bound for the value of h at which this point is enclosed by the MDL2 polytope. We
would instead have to consider the vertices in more detail, as described below.
As described in Section 4.1, we were able to generate the vertices of M2 in the
independent-runs case for any value of h, and we could use this data to determine whether
any particular given point is inside c(M2). Another useful technique to apply here is to
note that for any MDL inequality in P1,
∑
a,b,x,y
cabxyP (abxy) ≤ BMDL, (4.14)
the linear combination of probabilities on the left-hand side can be viewed in the quantum
case as the expectation value of an operator, similar to how we constructed the operator
M(l, h) in Chapter 3. We shall assume that the quantum systems available to Alice
and Bob are both qubits, in which case this is a 2-qubit operator. If we specify the
quantum measurements to use, this operator is then completely determined, and the
maximum quantum value achievable on the left-hand side by entangled qubits is simply
the largest of the 4 eigenvalues of this operator, being achieved by the corresponding
eigenstate. If the quantum measurements are not specified, then we can optimise this
largest eigenvalue by maximising with respect to a set of parameters that specify the
measurements. For projective qubit measurements, 2 parameters suffice to specify any
particular measurement, for instance by viewing it as a projective measurement on the
direction specified by 2 angular parameters (θ, φ). There are 4 measurements to specify
because it is a bipartite 2-input scenario, and thus this maximisation is with respect to a
set of 8 parameters, which is quite tractable. This therefore gives us a method to obtain
the maximum qubit violation of any specified MDL inequality in P1.
Using these techniques, we applied the following iterative algorithm:
1. Choose some point q0 ∈ Q1 that violates a Bell inequality. It must then lie outside
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c(M2) when h = 14 . Let us initialise the counter j = 0, denoting this initial quantum
point and value of h as qj = q0 and hj = h0 =
1
4
.
2. Let hj+1 = hj + ∆ for some small value ∆. Determine whether qj lies inside c(M2)
with min-entropy parameter hj+1, using the method described in Section 4.1.. If
it does, we terminate this algorithm, concluding that the quantum point qj is now
contained in c(M2). If not, the method also returns a hyperplane tangent to the
polytope, in other words a tight MDL inequality.
3. Find the maximum quantum violation of this MDL inequality, and the corresponding
quantum point that achieves it, using the method described earlier in this section.
Denote this point as qj+1. One iteration of the procedure is now complete, and we
increment the counter j.
4. Repeat steps (2)–(3) until the algorithm is terminated in step (2). The step size
∆ can be different in each iteration if desired. If the trivial upper bound h = 1
3
is reached, the algorithm automatically terminates at step (2) since all quantum
points would lie in c(M2) at that value of h.
By choosing a large number of initial points q0 and applying the above algorithm, we can
attempt to see whether there are any points in Q1 that remain outside c(M2) for all h < 13
in the independent-runs case. However, using this method, we have thus far been unable
to find any quantum points outside c(M2) for h ≥ 1√12 . One point in Q1 which appears
to remain outside c(M2) for all h < 1√12 is precisely the quantum point corresponding to
the state and measurements described in Eq. (3.5).
This does not constitute a proof that Q1 ⊆ c(M2) for h ≥ 1√12 , because we have only
considered finitely many points in Q1, even if we have attempted to optimise them in some
fashion. In particular, there are some potential flaws in this algorithm. One such issue
is the fact that given some large set of initial points {q0}, this algorithm can sometimes
cause all of them to converge to the neighbourhood of a small number of points within a
few iterations. Therefore, we are not effectively sampling a large portion of the quantum
set. A related concern is the possibility that the algorithm may prematurely identify
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quantum points which maximally violate MDL2 inequalities for small values of h, but are
enclosed by c(M2) once h ≥ 1√12 , despite the existence of quantum points elsewhere that
are still outside c(M2) at that value of h.
To mitigate some of these issues, the basic algorithm described above may be modified
in some ways. In order to counter premature convergence, larger step sizes ∆ can be used,
so that higher values of h are reached in fewer iterations. This needs to be balanced with
the need to keep ∆ small enough so that it does not enclose too many quantum points
too quickly. Another method would be to use a higher initial value of h0 than
1
4
in step
(1), together with any initial quantum point q0 that lies outside c(Q2) for that value of
h0. Starting with h0 =
1
4
merely makes it easier to find such an initial quantum point,
since in that case any quantum point that violates a Bell inequality would suffice. Also,
the algorithm can be generalised to consider quantum points in c(Q2) instead of Q1, by
optimising over states and measurements in two runs instead of one. Unfortunately, in
that case we cannot make use of the eigenspectrum directly, because we do not allow
states that are entangled across the runs. The optimisation is instead carried out over
the states in addition to the measurements, which is less efficient.
However, even with these modifications, we were still unable to find any q ∈ Q1 or
q ∈ c(Q2) such that q /∈ c(M2) for h ≥ 1√12 . Again, while this does not constitute a
proof, this seems to hint at the possibility that we may already have c(Q2) ⊆ c(M2)
when h = 1√
12
, for the independent-runs case. Should this be true, it would also imply
that for the dependent-runs case, we would have c(Q2) ⊆ c(M2) for some h ≤ 1√12 , since
M2 is strictly larger in the dependent-runs case as compared to the independent-runs
case. In turn, this would imply that the threshold value of h = 1√
10
discussed in the
previous chapter for the dependent-runs case is indeed not a tight bound with respect to
the quantum set c(Q2); it is only tight with respect to the no-signalling set.
The aforementioned generalisation of the algorithm to allow different states and mea-
surements in the two runs can be used in order to investigate whether Q2 ⊆ M2 for
various values of h. However as mentioned in Section 4.1, this is generally not tractable
for larger values of h, with the exception of the critical values h2 = 1
16
, 1
15
, ...1
9
. Therefore,
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when applying the iterative algorithm above, we were only able to use values of hj equal
to these critical values. This led to us obtaining the result that by using the quantum
state and measurements described in Eq. (3.5) in both runs with uniform measurements,
we have a quantum point that is still outside M2 when h = 1√10 , for the independent-
runs case. It seems reasonable to conjecture that it will continue to do so in the interval
h ∈
[
1√
10
, 1
3
)
, since the 1√
10
is the last critical value of h before the trivial value 1
3
; and in
between the critical values, we do not expect drastic changes in the overall form of the
probability distributions that can be modelled by MDL2 models. We summarise this as
the following conjecture and remark:
Conjecture 1. For the block-2-i.i.d. scenario with independent runs and uniform mea-
surements, there exists a quantum state and measurements that violates an MDL2 inequal-
ity for any h < 1
3
. However, we need to consider the full probabilities P (a1a2b1b2x1x2y1y2)
rather than the single-run average probabilities P (abxy).
Remark. This conjecture is supported by the fact that there exists a point q ∈ Q2 with
uniform measurements that remains outside M2 even when h = 1√10 .
Should this conjecture be true, this would imply that in the block-2-i.i.d. case, we can
recover a weakened version of the result by Pu¨tz et al. Namely, if we restrict the MDL2
model to the independent-runs model, and consider full probabilities P (a1a2b1b2x1x2y1y2)
rather than the single-run average probabilities P (abxy), then arbitrarily low measure-
ment independence is once again sufficient to manifest quantum nonlocality.
4.4 Summary of characteristics
In this chapter, we have considered the properties of the quantum set and MDL2 polytope
in several combinations of cases. Specifically, we have investigated the dependent-runs
and independent-runs MDL2 models, and we have considered the results both in the full
probability space P2 as well as the 1-run probability space P1 by averaging the proba-
bilities using the coarse-graining function. It is convenient to summarise our findings as
shown below.
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Full probabilities Averaged probabilities
Dependent Quantum violations impossible
(Q2 ⊆M2) for any h ≥ 1√10
Quantum violations impossible
(c(Q2) ⊆ c(M2)) for any h ≥ 1√10
Independent Quantum violations possible
(Q2 6⊆ M2) at least up to
h = 1√
10
, conjectured to hold for
any h < 1
3
as well
Quantum violations possible
(c(Q2) 6⊆ c(M2)) at least up to
h = 1√
12
, no evidence for quantum
violations for any h ≥ 1√
12
We see from this summary that the result for the i.i.d. case, that arbitrarily low mea-
surement independence is sufficient to manifest quantum nonlocality, does not generalise
to the non-i.i.d. scenario when we consider the dependent-runs model, whether we use the
full probabilities or averaged probabilities. The status of the result in the independent-
runs model when considering averaged probabilities is unclear, but the lack of quantum
violations for any h ≥ 1√
12
could suggest that the i.i.d. result also does not generalise to
this non-i.i.d. scenario. Finally, we conjecture that a restricted version of the statement
does hold in the MDL2 scenario, by using the full probabilities and restricting the MDL2
model to the independent-runs case.
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Chapter 5
Further work
With our current results, we have shown that Q2 becomes a subset ofM2 for a nontrivial
value of h in the dependent-runs case, and thus the theorem for the i.i.d. scenario does
not generalise to the block-2-i.i.d. scenario. There are a number of ways to extend this
result for further study. For instance, one obvious direction would be to continue studying
block-N -i.i.d. models for increasingly large N . Investigating this scenario would probably
necessitate the use of an analytic rather than numerical or computational approach, since
the number of vertices of the MDLN polytope increases drastically with N . However,
we must note that since we have already shown that the result for the i.i.d. scenario
does not generalise to the block-2-i.i.d. model, this is sufficient to conclude that it also
does not generalise to the block-i.i.d. scenario for larger block sizes, since the MDLN
models only become more general as N increases. It may perhaps be worth considering
at least whether the weakened version of the theorem for the independent-runs scenario
successfully generalises to the block-N -i.i.d. case for larger N .
The existing results regarding the CHSH inequality [20] also have some implications
for the MDLN models in the limit of large N , though these results thus far have only con-
sidered the independent-runs model. Specifically, since there exists a nontrivial range of
measurement dependence in which MDLN models cannot match the quantum violation of
the CHSH inequality even in the large-N limit, this implies that there is always a nontriv-
ial range of h in which QN 6⊆ MN , and even c(QN) 6⊆ c(MN), since the CHSH inequality
is expressed in terms of the coarse-grained probabilities. This range may potentially be
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larger than the range obtained by simply looking at the CHSH inequality alone. There-
fore, this result rules out the possibility that c(QN) ⊆ c(MN) for h arbitrarily close to 14
in the large-N limit for independent-runs models, which might have seemed plausible a
priori. In addition, the results in [20] for the independent-runs case also indicate that for
any N , the PR box is not enclosed by c(MN) for any h < 1/3. Therefore, the arguments
applied in Section 4.2 for the dependent-runs scenario by considering the PR box would
likely be of little use in the independent-runs scenario. We would have to consider the
quantum set more directly, instead of the no-signalling polytope.
Another direction to consider would be broadening the class of allowed quantum oper-
ations. As described in Section 2.1, we have only considered the case where the quantum
states and measurements used in the different runs are independent of each other, although
we have allowed for the possibility of using different states in each run. By allowing a
wider variety of quantum operations, the size of QN would increase, possibly allowing
a violation of MDLN inequalities for arbitrarily low amounts of measurement indepen-
dence again. For instance, we could allow for the possibility of conditioning the quantum
state and measurements on all previous inputs. Allowing conditioning on the outputs as
well would also broaden this class of quantum operations, because due to the inherent
randomness of quantum measurement outcomes, the output of each run constitutes new
information that was not available based only on the inputs. The broadest class of quan-
tum models would be to allow a coherent measurement across all runs. It may be possible
that with this increase in the size of QN , we may again recover the result for the i.i.d.
scenario. However, we note that the latter scenario of coherent measurements then ren-
ders the situation equivalent to a 2N -input 2N -output i.i.d. scenario, merely interpreted
differently. It would also likely be highly impractical in the large-N limit.
In a similar vein, the dependent-runs and independent-runs models are not the only
categories of MDLN models to consider. We could allow for the outputs to depend on all
past inputs, which for instance in the MDL2 scenario would be expressed as
P (~a|~xλ)P (~b|~yλ) = P (a1|x1λ)P (a2|x1x2λ)P (b1|y1λ)P (b2|y1y2λ). (5.1)
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This creates a case that is intermediate between the independent-runs and dependent-runs
models, and may thus affect some of our above results.
There is also a potential application of our result in terms of randomness amplification.
In principle, finding a quantum violation of an MDL inequality indicates the presence of
some inherent randomness in the outputs, which may possibly be extracted. Therefore,
since we have found that there exist MDLN inequalities for min-entropy inputs that are
violated by quantum states under certain circumstances, it may be possible to develop
these results into randomness amplification protocols for block-i.i.d. min-entropy sources.
However, we recall that our results also show that there exists a nontrivial range of
values for the min-entropy parameter h where no MDLN inequalities are violated for
the dependent-runs case. This hence indicates that we cannot use such a method for
randomness amplification under those conditions.
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Chapter 6
Conclusion
In this study, we have considered measurement-dependent locality in the context of block-
i.i.d. models. We began by studying the MDL inequality developed by Pu¨tz et al. [1] for
the scenario of i.i.d. measurements, which admits a quantum violation for arbitrarily
small nonzero amounts of measurement independence. Our results showed that even in
the block-2-i.i.d. case, this inequality developed for i.i.d. MDL models already becomes
substantially less robust. We also provided some results for the block-N -i.i.d. case, though
we note that if the inequality is already non-robust in the block-2-i.i.d. scenario, it can
only become less robust for larger values of N .
We then characterised the set of probability distributions that can be achieved by
block-2-i.i.d. MDL models in more detail, in order to find whether there exist other in-
equalities that may be more robust, and whether the result for the i.i.d. scenario gen-
eralises to the non-i.i.d. scenario. However, we found that this was not the case. Our
results showed that there exists a nontrivial level of measurement dependence at which
all quantum probability distributions can be reproduced by block-2-i.i.d. MDL models.
Therefore, arbitrarily small nonzero amounts of measurement independence are no longer
sufficient to manifest quantum nonlocality in the block-2-i.i.d. scenario, and thus we can-
not rule out such models using quantum states and measurements in a Bell test. We did,
however, find numerical evidence supporting the idea that a weakened version of the i.i.d.
result may be recovered in the block-2-i.i.d. case, by restricting the class of allowed MDL
models. These results could be applied in terms of the detection loophole in Bell tests, or
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for security proofs regarding device-independent protocols.
To further develop the results of this work, we could consider the block-N -i.i.d. model
for increasingly large values of N . Again, however, we note that if the i.i.d. result does
not generalise to the block-2-i.i.d. case, then it also does not generalise to block-N -i.i.d.
models for larger values of N . Another possibility would be to consider a wider class of
allowed quantum operations, such as allowing the quantum strategies used in each run
to be conditioned on the inputs or outputs of all previous runs. Conversely, one could
also consider other variants of MDL models, such as the case where the MDL strategies
used in each run are conditioned on the inputs of all past runs, but not future runs. In
terms of device-independent protocols, it may also be possible to extend our results to
an application in randomness amplification, for sources of randomness subject to suitable
constraints.
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Appendix A
Proofs of theorems
In this appendix, we give the proofs of several claims stated in the main text.
Theorem. Consider any point p ∈ PN that corresponds to the repetition of a single-run
probability distribution p1 ∈ P1 over N runs,
Pp(~a~b~x~y) =
N∏
j=1
Pp1(ajbjxjyj), (A.1)
and let c : PN → P1 be the coarse-graining function as defined in Eq. (2.21). Then
c(p) = p1.
Proof. By definition of the coarse-graining function, we have
Pc(p)(abxy) =
1
N
 ∑
(~a,~b,~x,~y)∈S1(a,b,x,y)
Pp(~a~b~x~y) + ...+
∑
(~a,~b,~x,~y)∈SN (a,b,x,y)
Pp(~a~b~x~y)
 . (A.2)
where Sj(a, b, x, y) is defined as the set of tuples (~a,~b, ~x, ~y) ∈ Z4N2 such that (aj, bj, xj, yj) =
(a, b, x, y), using aj to denote the j
th entry of ~a and so on.
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Looking at the first term, we see that for the specified point p,
∑
(~a,~b,~x,~y)∈S1(a,b,x,y)
Pp(~a~b~x~y) =
∑
(~a,~b,~x,~y)∈S1(a,b,x,y)
(
N∏
j=1
Pp1(ajbjxjyj)
)
=
∑
a2,b2,x2,y2
...
∑
aN ,bN ,xN ,yN
(
Pp1(abxy)
N∏
j=2
Pp1(ajbjxjyj)
)
= Pp1(abxy)
N∏
j=2
 ∑
aj ,bj ,xj ,yj
Pp1(ajbjxjyj)

= Pp1(abxy)
N∏
j=2
(1) by normalisation of Pp1
= Pp1(abxy), (A.3)
and similarly for the other terms as well. Therefore,
Pc(p)(abxy) =
1
N
(Pp1(abxy) + ...+ Pp1(abxy)) = Pp1(abxy), (A.4)
which is the result to be proven.
Theorem. Let P ⊆ Rn be a polytope with vertices {vj}, and let f : Rn → Rm be a linear
function. Then the image of P under f is also a polytope and is equal to the convex hull
of the points {f(vj)}, i.e. f(P ) = Conv{f(vj)}.
Proof. Consider any point y ∈ f(P ). By definition there exists some x ∈ P such that
y = f(x). Since x ∈ P = Conv{vj}, it has a convex decomposition x =
∑
j wjvj. Then
since f is linear, we have y = f(x) =
∑
j wjf(vj) and thus y ∈ Conv{f(vj)}.
Consider any point y ∈ Conv{f(vj)}. It has a convex decomposition y =
∑
j wjf(vj).
Take the point x ∈ Rn defined as x = ∑j wjvj. Since this is a convex decomposition of
x with respect to {vj}, we have x ∈ P . Noting that f(x) =
∑
j wjf(vj) = y, we thus
conclude that y ∈ f(P ).
We have thus shown that f(P ) ⊆ Conv{f(vj)} and Conv{f(vj)} ⊆ f(P ), hence
f(P ) = Conv{f(vj)}. We note that not all the points {f(vj)} may be vertices of f(P ),
but this does not affect the proof. However, in the special case where f is invertible, then
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the vertices of f(P ) are indeed precisely the set {f(vj)}. This can be seen by applying
the theorem to f−1.
Theorem. Let {qj}j=0,1,...,m−1 be any set of m points in MN for some value of h. Let
q(m) be the point in PmN obtained by combining these m distributions in the form
Pq(m)(~α~β~χ~υ) =
m−1∏
j=0
Pqj( ~αj
~βj ~χj ~υj), (A.5)
where ~αj denotes the (jN + 1)
th to (jN + N)th elements of ~α, and similarly for ~β, ~χ, ~υ.
Then q(m) ∈MmN for this value of h.
Corollary. For any fixed value of h, we have c(MN) ⊆ c(MmN) for all m,N .
Proof. Every qj ∈MN admits a decomposition of the form shown in Eq. (2.9), satisfying
the constraints Pqj(~x~y|λ) ≤ hN . We can thus write
Pq(m)(~α~β~χ~υ) =
m−1∏
j=0
∫
dλjρqj(λj)Pqj( ~αj| ~χjλj)Pqj(~βj|~υjλj)Pqj( ~χj ~υj|λj)
=
∫
d~λρ′(~λ)
m−1∏
j=0
Pqj( ~αj| ~χjλj)Pqj(~βj|~υjλj)Pqj( ~χj ~υj|λj), defining ρ′(~λ) =
m−1∏
j=0
ρqj(λj)
=
∫
d~λρ′(~λ)
(
m−1∏
j=0
Pqj( ~αj| ~χjλj)
)(
m−1∏
j=0
Pqj(
~βj|~υjλj)
)(
m−1∏
j=0
Pqj( ~χj ~υj|λj)
)
=
∫
d~λρ′(~λ)PA|XΛ(~α|~χ~λ)PB|ΥΛ(~β|~υ~λ)PXΥ|Λ(~χ~υ|~λ), (A.6)
where we have defined
PA|XΛ(~α|~χ~λ) =
m−1∏
j=0
Pqj( ~αj| ~χjλj), PB|ΥΛ(~β|~υ~λ) =
m−1∏
j=0
Pqj(
~βj|~υjλj),
PXΥ|Λ(~χ~υ|~λ) =
m−1∏
j=0
Pqj( ~χj ~υj|λj).
(A.7)
It can be verified that these are indeed valid probability distributions. We note also that
since Pqj(~x~y|λ) ≤ hN for all j, then PXΥ|Λ(~χ~υ|~λ) ≤ hmN . Therefore, this shows that
q(m) ∈MmN for this value of h, which is the desired result.
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As for the corollary, take some fixed value for h and consider any point in c(MN).
Every such point has a pre-image q ∈ MN with respect to the coarse-graining function.
By using the theorem just proven, we see that the point q(m) ∈ PmN obtained by m
repetitions of the probability distribution for q is also in MmN for the same value of
h. In addition, we have c(q) = c(q(m)) by the properties of the coarse-graining function.
Therefore, we can conclude that c(MN) ⊆ c(MmN) for this value of h.
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Appendix B
Convex decomposition of the point
qPR2
Table B.1: In this table, we give the convex decomposition of qPR2 at h2 =
1
10 in terms of local
deterministic strategies and their corresponding weights wj . Each of these local deterministic
strategies is a 6-mismatch strategy, and thus for this value of h2, there is only one way to assign
values to P (~x~y|λj) such that they produce a vertex of M2 compatible with qPR2. The local
deterministic strategies are described by specifying Alice’s (respectively, Bob’s) outputs for the
4 possible input combinations across 2 runs.
Weight wj Alice’s outputs ~a for block-2
inputs ~x = 00, 01, 10, 11
Bob’s outputs ~b for block-2 in-
puts ~y = 00, 01, 10, 11
1/96 00, 01, 10, 01 01, 00, 00, 00
1/96 00, 10, 10, 10 10, 11, 00, 00
1/96 01, 00, 11, 00 00, 01, 01, 01
1/96 01, 11, 11, 11 11, 10, 01, 01
1/96 10, 00, 00, 00 00, 01, 10, 10
1/96 10, 11, 00, 11 11, 10, 10, 10
1/96 11, 01, 01, 01 01, 00, 11, 11
1/96 11, 10, 01, 10 10, 11, 11, 11
(continued on following page)
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Weight wj Alice’s outputs ~a for block-2
inputs ~x = 00, 01, 10, 11
Bob’s outputs ~b for block-2 in-
puts ~y = 00, 01, 10, 11
1/48 00, 01, 00, 00 00, 00, 10, 00
1/48 01, 00, 01, 01 01, 01, 11, 01
1/48 10, 11, 01, 01 01, 10, 11, 10
1/48 11, 10, 00, 00 00, 11, 10, 11
1/48 00, 01, 11, 11 11, 00, 01, 00
1/48 01, 00, 10, 10 10, 01, 00, 01
1/48 10, 11, 10, 10 10, 10, 00, 10
1/48 11, 10, 11, 11 11, 11, 01, 11
1/24 00, 00, 01, 00 00, 01, 00, 11
1/24 01, 01, 00, 01 01, 00, 01, 10
1/24 10, 10, 00, 01 10, 00, 10, 10
1/24 11, 11, 01, 00 11, 01, 11, 11
1/24 00, 00, 10, 11 00, 10, 00, 00
1/24 01, 01, 11, 10 01, 11, 01, 01
1/24 10, 10, 11, 10 10, 11, 10, 01
1/24 11, 11, 10, 11 11, 10, 11, 00
5/96 00, 01, 10, 10 10, 00, 00, 00
5/96 01, 00, 00, 00 00, 01, 10, 01
5/96 10, 10, 10, 00 10, 10, 10, 11
5/96 11, 00, 11, 10 11, 11, 00, 01
5/96 00, 11, 00, 01 00, 00, 11, 10
5/96 01, 01, 01, 11 01, 01, 01, 00
5/96 10, 11, 11, 11 11, 10, 01, 10
5/96 11, 10, 01, 01 01, 11, 11, 11
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