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ABSTRACT 
Let q 6 {2, 3} and let 0 = so < 81 < .-. < Sq = T be integers. For m, n 6 Z, we put ~ = {j 6 Z I m ~< 
j ~ n }. We set lj = sj - sj _ 1 for j E 1, q. Given (pl . . . . .  pq) E R q , let b : Z --~ R be a periodic function 
of  period T such that b(.) = pj on Sj_l q- 1, sj for each j 6 1, q. We study the spectral gaps of the Jacobi 
operator (Ju)(n) = u(n + 1) + u(n - 1) + b(n)u(n) acting on 12(Z). By [~.2j, ~-2j-1] we denote the j th  
band of the spectrum of J counted from above for j E 1, T. Suppose that Pm ~ Pn for m ~ n. We prove 
that the statements (i) and (ii) below are equivalent for L 6 R and i E 1, T - 1. 
(i) ;~ = ~-2i+1 = ~-2i. 
(ii) There exists (m~ . . . . .  mq) ~ 1, l] - 1 × ... x 1, lq - 1 such that ~q=l  ml = i and that X - Pk = 
2cos(zrmk/l~c) for k ~ 1, q. 
1. INTRODUCTION 
Let q 6 {2, 3} and let 0 = so < Sl < --- < Sq = T be integers. Throughout this note 
we use the notation m, n = {j 6 Z I m ~< j ~< n} for m, n ~ Z. Given (Pl . . . . .  pq) E 
R q, let b be a function on Z such that 
b(n + T) = b(n) forn6Z, 
MSC." 47B36, 39A11 
Key words and phrases: Jacobi operators, Periodic coefficients, Spectral gaps, Monodromy matrix 
E-mail: yositomi@comp.metro-u.ac.jp (K. Yoshitomi). 
289 
b(.) = pj  on s j-1 q- 1, sj for each j 6 1, q. 
We are concerned with the spectral gaps of the Jacobi operator 
J : /2 (Z)  D {u(n)}L_oo ~+ {(Ju)(rl)}n%-oo E 12(z) 
defined as 
(Ju)(n) = u(n + 1) + u(n - 1) + b(n)u(n). 
In order to formulate our results, we recall from [6, Chapter 7] some fundamental 
results and terminologies in the spectral theory of the Jacobi operators with periodic 
coefficients. For )- c R, we denote by Ul()-,n) and u2()-,n) the solutions of the 
Jacobi difference quation 
(1) u(n + 1) + u(n - 1) + b(n)u(n) = Lu(n), n ~ Z, 
subject o the initial conditions 
Ul()-, O) - - I=u l (X ,  1)=0 
and 
/'/2()-, 0) = U2()-, 1) -- 1 = 0, 
respectively. We introduce the discriminant of Eq. (1): 
D(X) := ul(X, T) + U2(X, T + 1), 
which is a monic polynomial of degree T in ;~. The function D(.) 2 - 4 admits 2T 
real zeros. Denoting by )-j the jth zero of this function counted from above with 
multiplicity, we have 
)-1 > )v2 ) )-3 > ~,4 ) )v5 > "'" > ~,2T-2 ) )-2T-1 > )-2T. 
This sequence also gives all the eigenvalues of (1) with the 2T-periodicity condition 
u(. + 2T) = u(.) on Z repeated according to multiplicity, while its subsequence 
{)-j [ j ~ 1, 2T, j - 0, 1 (mod 4)} provides all the eigenvalues of (1) with the T- 
periodicity condition repeated according to multiplicity. Furthermore, the spectrum 
of J is expressed as 
T 
a( J )  = ~.][)-2j, )-2j-a]. 
j=l  
We call [)-2j, )-2j--1] the jth band of the spectrum for j E 1, T, while we call 
()-2j+1, X2j) the jth spectral gap of J for j ~ 1, T - 1. 
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We define 
lj = sj - s j-1 for j 6 1, q. 
Our main result is the following assertion which characterizes the absence of the 
ith spectral gap of J for a given i 6 1, T - 1. 
Theorem 1.1. Let q ~ {2, 3} and i ~ 1, T - 1. Assume that Pm 5 ~ Pn for  m ~ n. 
Then the statements (i) and (ii) below are equivalent. 
(i) ;~ = ~,2 i+1 = )~2i. 
(ii) There exist q numbers m 1 . . . . .  mq such that 
mkE 1,/~-- 1 fo rk6 l ,q ,  
mk 7~ 
)~ - pk = z cos ---/~- k fo rkc l ,q ,  
and 
q 
~-~mk =i .  
k=l 
As a by-product of this theorem we immediately obtain the following implication. 
Corollary 1.2. The first (q - 1) gaps and the last (q - 1) gaps o f  the spectrum o f  
J arepresent, provided that q E {2, 3} and Pm ~ pnfor  m ~ n. 
The spectra of the Jacobi operators with periodic coefficients have been studied 
by numerous authors; we refer to [2-4] and [6] for a through review. 
This paper is inspired and motivated by our previous work [7] on the Hill 
equations with three-step otentials; Theorem 1.1 is a discrete analog of [7, 
Theorem 1]. Let us briefly recall that for the sake of comparison. Let 0 = to < 
tl < t2 < t3 = 2zr. Put dj = tj - t j-1 for j E 1, 3. Given (al, a2, a3) E R 3, let Q be 
a periodic function on R of period 2zr such that Q(.) = aj on [tj-1, tj) for j ~ 1, 3. 
We consider the Hill operator of the form 
H= _m 
d 2 
dx 2 -}- Q(x) in L2(R) with the domain H2(R). 
For j c N = {1, 2 . . . .  }, let xj stand for the jth eigenvalue of the operator 
d 2 
Ho-  dx 2 q- Q(x) in L2(R/4zrZ) with the domain H2(R/47rZ) 
counted with multiplicity. Then the spectrum of H is given by 
oo 
~r(H) = U [K2j-1, K2j] 
j= l  
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(see, e.g., [5, Theorem XIII.90]). For tc 6 R and j 6 1, 3, we define 
rj (t¢) = V/K -- a j, Arg rj (K) E {0, :rt'/2}. 
The main result in [7] is the following claim. 
Theorem 1.3 [7, Theorem 1]. Let l ~ N. Assume that am # anfor m ~ n. Then the 
statements (iii) and (iv) below are equivalent. 
(iii) x =/(21 =/(2/+1. 
(iv) djr j(tc) ~ zrN for j ~ 1, 3 and dlrl (x) + d2r2(tc) + d3r3(K) = hr. 
For the Hill equations with two-step otentials, S. Gan and M. Zhang have been 
derived a similar result [1, Proposition 3.1] whose proof is based on the rotation 
number. Our idea for proving Theorem 1.3, which entirely differs from the one in 
[1], is to make effective use of the monodromy matrix and of the number of the 
zeros of the eigenfunctions of H0. In [7] it is also claimed that there is no analogy 
to Theorem 1.3 for the Hill equations with four-step otentials. 
In the next section, we give a proof of Theorem 1.1 by utilizing our idea 
mentioned above, and we demonstrate hat no analogy to Theorem 1.1 holds for 
q~>4. 
2. PROOF OF THEOREM 1.1 
Since the proof of Theorem 1.1 for q = 2 is rather simpler than that for q = 3, we 
confine ourselves to the case q = 3. By M()0 we denote the monodromy matrix of 
(1): 
MO~)=(U l (~. ,T )  u2(~.,T) ) 
Ul (L ,T+I )  u2()~,T+l)  " 
In order to get an explicit form of this matrix, we first observe the equation 
(2) v(n+l ) -kv (n)+v(n -1)=O,  n~Z,  
where k is a real parameter. The characteristic equation of (2): 
t2 -k t  + l =O 
admits a unique root in 
A :=( -co , -1 )U  {e vC-Ts 10~<s ~<zr} U (1, c~) 
which we denote by or. We put 
1 
0=~Log~,  0~<ArgLog~<zr. 
~/ -1  
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It is straightforward toverify that 
+ 1)) = °) 
where 
forn 6Z,  
sin(n-i)0 sinn0 
( sinO sinO ) forO ~ {O, sr} '
sinnO sin(n+l)O 
sin 0 sin 0 
(3) M(n,O) := ( -nn+l  n+ln ) fo r0=0,  
( -1 )n - l (nSn l  -n -n  1)  for0=rr .  
Using this formula, we compute the components of the monodromy matrix. Let 09 
be a unique root of the equation 
t 2 + (pj -- )Ot + 1 = 0 
in A for j 6 1, 3. We define 
1 
Oj - , - -7 .  Logotj, 0 <~ ArgLog aj ~< 7r, j 6 1, 3. 
V - I  
Since 
u~(n + 1) + (pj - X)uk(n) + uk(n - 1) = 0 
for n ~ Sj_l + 1, s j ,  j ~ 1, 3, and k E 1, 2, we have 
(4) M(X) = M(13, 83)M(12, 02)M(I1,81). 
Hence we obtain the following formulae in the case that Oj ¢ {0, Jr } for j 6 1, 3. 
Ul (~, T) = [-sin(13 - 1)83 sin(12 -- 1)02 sin(ll - 1)01 
+ sin(/3 - 1)83 sin/282 sin/101 + sin/303 sin/202 sin(/1 - 1)01 
- sin 1383 sin(/2 + 1 )02 sin ll 01 ] (sin 03 sin 02 sin 01 )-  1. 
(5) 
(6) U2(~,, T) = [sin(13 - 1)03 sin(/2 - 1)02 sin1101 
-sin(13 - 1)03 sin1202 sin(/1 q- 1)01 -sin/303 sin 1282 sinll01 
+ sinl303 sin(/2 + 1)02 sin(ll + 1)81](sinS3 sin82 sinS1) -1. 
(7) uI(X, T + 1) = [-sin/303 sin(12 - 1)02 sin(/1 - 1)01 
+ sin/303 sin/202 sin/101 
+ sin(/3 + 1)03 sin1202sin(ll - 1)01 
- sin(/3 + 1)03 sin(/2 + 1)02 sinllO1](sin03 sin82 sinS1) -1. 
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(8) U20~, T + 1) = [sin/303 sin(/2 - 1)02 sin110a - sin/303 sin/202 sin(ll + 1)0~ 
-sin(13 + 1)03 sin/202 sin1101 
+ sin(/3 + 1)03 sin(/2 + 1)02 sin(/1 + 1)01] 
x (sin03 sin02 sin01) -1. 
Notice that the statement (i) in Theorem 1 implies that 
(9) M()0 = (-1)i (~  01) 
(see [6, Lemma 7.4]). Henceforth, we assume that Pm ~ Pn for m ¢ n. This yields 
Om ¢ On for m ¢ n. The following lemma plays the most crucial role in proving that 
(i) implies (ii); it simplifies the formulae (6) and (7) in the proof of Lemma 2.3. 
Lemma 2.1. Assume that (9) holds. Then we have 
sin1303 sin/202 sinll01 = 0. 
Proof. We proceed by contradiction. Suppose that 
We put 
sin/303 sin1202 sinll01 5 & 0. 
Xj = cotljOj, j c 1,3. 
Inserting (5)-(8) into the equalities 
u2(~., T + 1) - ul()~, T) = 0, 
u2(~., T) - Ul0~, T + 1) =0,  
u2(L, T) + Ul()~, T + 1) =0,  
and multiplying those by 
sin03 sin02 sin01 (sin 1303 sin 1202 sin 1101) -1, 
we obtain 
(10) O= x2xl cosO3sinO2sin01 + x3x2sinO3sinO2cosO1 
+ x3xl sin 03 cos 02 sin 01 q- COS 03 COS 02 COS 01 
-- COS 03 q- COS 02 -- COS 01, 
(11) 1 = x2x1 sin02 sin01 + X3X2 sin03 sin02 + X3Xl  sin03 sin01 
q- COS 03 COS 02 --]- COS 02 COS 01 -- COS 03 COS 01, 
294 
COS 02 -- COS 03 COS Ol -- COS 02 
(12) x2 sinO2 = cos03 -cos01 xlsinO1 + cos03 -cos01 x3sin03" 
Plugging (12) into (11) and (10), we get 
and 
= - cos 02 - cos__~03 x12 sin2 01 cos 01 cos 02 x~ sin 2 03 + 
COS 0 3 COS (Jl C0-~3 COS 01 
+ COS 03 COS 02 + COS 02 COS 01 -- COS 03 COS 01 
0 COS01(COS01--COS02) 2 • 2~ COS03(COS02 = x 3 sin v3 + -- c°sO3)xlsin2012 
cos 03 - cos 01 cos 03 - cos 01 
+ COS 03 COS 02 COS 01 -- COS 03 + COS 02 -- COS 01, 
respectively. Combining these two equalities, we have 
(cos 03 - cos 02)(x 2 + 1) sin 2 01 = 0 
and hence 
Xl 2 = --1.  
This violates the fact that cotz 6 {~-L-]-, _~/-L-]-} for z ~ C. Therefore we get the 
assertion. [] 
We also need the following lemma to show that (i) implies (ii). 
Lemma 2.2. Assume that (9) holds. Then we have 
sin 03 sin 02 sin 01 # 0. 
Proof. We prove the assertion by contradiction. Assume that 
sin 03 sin 02 sin 01 = 0. 
Since 01, 02, and 03 are mutually distinct, we have only the following two cases. 
(a) There exists a unique k 6 1, 3 such that 0~ 6 {0, zr}. 
(b) There exists a unique I 6 1, 3 for which 01 6 {0, rr }. 
We begin with the case (a). First we discuss the case 03 = 0. By (3) and (4), we 
have 
Ul ()~, T) = [-( /3 - 1)sin(/2 - 1)02 sin(ll - 1)01 + (/3 - 1)sin/202 sin/101 
+ 13 sin/202 sin(ll - 1)01 - 13 sin(/2 + 1)02 sinllOl](sin02 sin01) -1, 
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u2()~, T) = [(13 - 1)sin(12 - 1)82 sinll01 - (13 - 1)sin1282 sin(/1 + 1)81 
- 13 sin/202 sinll01 + 13 sin(/2 + 1)02 sin(ll + 1)01](sin 82 sinS1) - I ,  
Ul()~, T + 1) = [-13 sin(12 - 1)82 sin(ll - 1)81 + 13 sin1282 sinllS1 
+ (/3 + 1)sinlz82sin(la - 1)81 - (13 + 1) sin(I2 + 1)82sinllS1] 
× (sinS2 sin01) -1, 
u20~, T + 1) = [13 sin(12 - 1)82 sin/181 - 13 sin1282 sin(ll + 1)81 
-- (13 + 1) sin1282 sin/181 + (13 + 1) sin(12 + 1)82 sin(ll + 1)81] 
x (sin02 sin01) -1. 
Plugging these formulae into the equalities 
u2(~., T + 1) - ul 0~, T) + 2Ul()~, T + 1) = 0, 
u2()~, T) + Ul0~, T + 1) = 0, 
we get the identities 
0 = (13 + 1)[sinlzOzcosllOl(cOsO2 - 1) sin01 
+ cos/282 sinll01 sin02(cos 01 - 1)] 
+ (cos 01 - cos 82) sin 1202 sin 1101, 
0 = 13 [sin 1202 cos 1101 (cos 02 -- 1) sin 8a 
+ cos/282 sin/181 sin0z(cos 01 -- 1)] 
+ (cos 01 -- cos 82) sin 1282 sin 1101. 
Thus we obtain sin/282 sin 1181 = 0 and hence 
(13) sinl202 =0 or sin/101 =0.  
Let us discuss the former case. Using u20~, T) = 0 and ul0~, T + 1) = 0, we have 
the two equalities 
(14) (-13 + 1 +13cosO1)sin1181 +13 sin 81cos1181 =0,  
(15) (/3 cos 81 - -  13 -- 1) sinllS1 -- 13 sin81 cos/181 = 0. 
It follows by (14) and sin0x 5~ 0 that sinllSa 5 & 0. However, adding (14) and (15) 
yields 
13(cos01 - 1) sinll01 = 0 
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which violates sin 01 ~ 0. We arrive at a similar contradiction also in the latter case 
of  (13). So the case 03 = 0 is excluded. In a similar manner, one can also exclude 
the other five cases: 03 = Jr, 02 = 0, 02 = Jr, 01 = 0, 01 = Jr. Therefore, (a) is not the 
case. 
Next we turn to the case (b). First we discuss the case (02, 03) = (Jr, 0). We have 
sin(l1-1)01 sinll01 ) 
sin 01 sin 01 
sinll01 sin(ll +1)01 
sin 01 sin 01 
= (-- 1) i M(12, 02) -1M(13, 03) -1 
(_1)i+12_ 1 (--21213 --12 --13 -- 1 
\ 21213+12-13 
21213 +13 -12 "~ 
-21213 -t-12+13 - 1 ) 
and thus 
212/3 -t-13 -12=-(21213q-12 -13).  
So we have 1213 = 0 which is a contradiction. Likewise, we arrive at a contradiction 
inthe other five cases: (01, 02) = (0, Jr), (01,02) = (zr, 0), (02, 03) = (0, re), (03, 01) = 
(0, Jr), (03, 0a) = (rr, 0). Hence (b) is also not the case. Therefore we get the 
assertion. [] 
Combining Lemmas 2.1 and 2.2, we prove the following implication. 
Lemma 2.3. Assume that (9) holds. Then we have 
sin/303 = sin/202 = sinll01 = 0. 
Proofi  It follows from Lemma 2.1 that there exists k 6 1, 3 for which sin/k0k = 0. 
First we discuss the case k = 3. Let us prove that sin 1202 sin 1101 = 0. By Lemma 2.2, 
(6) and (7), we have 
u2()~, T) = cos/303 (-sin(12 - 1)02 sinll01 + sin/202 sin(ll + 1)01), 
sin 02 sin 01 
Ul()~, T + 1) -- cos1303 (sin1202 sin(11 - 1)01 - sin(/2 -t- 1)02 sin1101). 
sin 02 sin 01 
Since u2(L, T) + Ul()~, T + 1) = 0, we have 
(cos 01 - cos 02) sin 1202 sin 1101 = 0 
and hence sin1202 sin1101 = 0. Therefore, we get 
sin1202=0 or sinll0t =0.  
We consider the former case. Using u2()~, T) = 0, we have 
COS/303 COS/202 sinll01 = 0 
sin 01 
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and thus 
sinl202 = sinll01 = 0. 
This also follows from the latter case. So we get the assertion of  the lemma in the 
case k = 3. Likewise, we obtain the same conclusion in the other two cases: k = 2, 
k=l .  [] 
An additional tool in proving Theorem 1.1 is the finite Jacobi operator subject o 
the Dirichlet boundary condition. We introduce the operator J0 : R r-~ ~ u ~ Jou 
R T-1 defined by 
u(n + 1) + b(n)u(n) 
(Jou)(n) = u(n + 1) + u(n - 1) + b(n)u(n) 
u(n - 1) + b(n)u(n) 
forn = 1, 
fo rnc2 ,  T -2 ,  
fo rn=T-  1, 
where u = (u(1) . . . . .  u(T - 1)) and Jou = ((J0u)(1) . . . . .  (Jou)(T - 1)). The 
operator J0 admits T - 1 simple eigenvalues which we denote by/Zl > ...  > /* r -1 .  
We have 
(16) ~,2j ~ /Zj ~ )v2j+l for j 6 1, T - 1 
(see (7.50) of  [6]). A point n e Z is called a node of  ua 0v, .) if either U2 ()., n) = 0 or 
uz()v, n)uz()v, n q- 1) < 0 holds. By [6, Theorem 4.7] we infer for each j E 1, T - 1 
that the function UZ(I.Zj, ") has exactly j - 1 nodes on 1, T - 1. 
We are now ready to complete the proof of  Theorem 1.1. 
Proof of Theorem 1.1. We first prove that (i) implies (ii). Assume that (i) holds. 
Since (i) yields (9), we infer by Lemmas 2.2 and 2.3 that there exists 
(17) (ml, m2, m3) E 1, 11 - t x 1,12 - 1 x 1,13 - 1 
such that 
mk 
(18) Ok = lk zr fork ~ 1,3. 
So we have Z - pk = 2cos(rrmk/Ik) for k e 1, 3. Since )~ = )~ei+l = )v2i, we claim 
by (16) that )v =/z  i and thus the function uz()v, .) admits exactly i - 1 nodes on 
1, T - 1. On the other hand, we infer by (17) and (18) that 
u2()v, n) = 
sinn01 for n E 1, Sl, 
sin 01 
sin(n-sI)02 for n ~ sl + 1, s2, (--1) ml sin02 
(--1) ml+m2 sin(n-s2)03 for n ~ s2 + 1, s3, 
sin 03 
and hence the number of  the nodes of  bt2(~., ') on 1, T - 1 is equal to ml + m2 + 
m3 - 1. Therefore we get ml + m2 q- m3 = i, and the statement (ii) follows. 
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Next we prove the converse. Suppose that (ii) holds. Using (3) and (4) we have 
° 0) 
This together with [6, Lemma 7.4] implies that there exists s c 1, T - 1 for which 
L = )~2s+1 = )~2s. By (16) we have 
)~ = )~2s+1 = )~2s =/Zs. 
As in the above observation, we see that the number of  the nodes of  u20~, .) on 
1, T - 1 equals m i -t- m2 + m3 - 1. So we get s = i, and the statement (i) holds. [] 
Remark  2.4. In the case that q ~> 4, there is no analogy to Theorem 1.1. To see this 
we give a counterexample. Let b : Z ~ R be a periodic function of  period 5 such 
that 
(19) b (1)=-2 ,  b (2)=0,  b (3)= l ,  b (4 )=b(5)=- l .  
We fix )~ = 0. Then Eq. (1) admits two linearly independent, periodic solutions of  
period 5, because its monodromy matrix is given by 
Thus (i) is valid for some i 6 1,4. However, (ii) does not hold, since 1, 0 = 0. 
Therefore, (19) gives a counterexample for q = 4. One can also construct a 
counterexample for q ) 5 by util izing 
(~ O1)=M(q+ 2'27r/(q+ 2))M(q+ l'2zr/(q-t-1))"" 
M(7, 2zr/7)M(2, zr/3)M(1, 2rr/3)M(1, zr/2)M(1, 0). 
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