We establish new estimates on short character sums for arbitrary composite moduli with small prime factors. Our main result improves on the GrahamRingrose bound for square free moduli and also on the result due to Gallagher and Iwaniec when the core q ′ = p|q p of the modulus q satisfies log q ′ ∼ log q. Some applications to zero free regions of Dirichlet L-functions and the Pólya and Vinogradov inequalities are indicated.
Introduction.
In this paper we will discuss short character sums for moduli with small prime factors. In particular, we will revisit the arguments of Graham-Ringrose and Postnikov. Our main result is an estimate valid for general moduli, which improves on the known estimates in certain situations. It is well known that non-trivial estimates on short character sums are important to many number theoretical issues. In particular, they are relevant in establishing density free regions for the corresponding Dirichlet L-functions. More specifically, we have the following results.
Let χ be a primitive multiplicative character with modulus q, and let p = largest prime divisor various of q, q ′ = p|q p and K = log q log q ′ . Let I be an interval of size |I| = N. We will denote various constants by C. 
Note that assumption (1) of Theorem A is implied by the stronger and friendlier assumption log N > C log p + log q log log q .
Assumption (3) is weaker than Graham-Ringrose's condition log N ≫ log p + log q √ log log q
. Also, condition (1) is weaker than Postnikov-Gallagher-Iwaniec's assumption log N ≫ log q ′ + (log q) 2 3 +ǫ in certain cases, namely when log q ′ becomes comparable with log q.
Corollary B. Let M = (log q) 9 10 + (log 2K) log q ′ log log q ′ + log p. Then
If q is square free, then the bound in Corollary B is √ q log q/(log log q) 1 2 + √ log q √ log p . This gives an improvement on Goldmakher's result. (See [G] , Theorem 1.) Theorem C. Let θ = c min 1 log p , log log q ′ (log q ′ ) log 2K , 1 (log qT ) 9/10 .
Then the Dirichlet L-function L(s, χ) = n χ(n)n −s , s = ρ + it has no zeros in ρ > 1 − θ, |t| < T except for Siegel zeros.
In certain ranges, this improves upon Iwaniec's condition [ I ] θ = min c 1 (log qT ) 2 3 (log log qT ) 1 3 , 1 log q ′ .
Notation and Convention.
1. e(θ) = e 2πiθ , e p (θ) = e( θ p ).
2. ω(q) = the number of prime divisors of q.
3. τ (q) = the number of divisors of q.
4. q ′ = p|q p, the core of q.
When there is no ambiguity, p
6. Modulus p (or q) is always sufficiently large.
7. For polynomials f (x) and g(x), the degree of
is deg f (x)+deg g(x).
8. c, C = various constants.
1 Mixed character sums.
The following theorem is from [C1] for prime modulus. In the proof of Theorem 1, the assumption p being prime is only used in order to apply Weil's bound on complete exponential sums. (For Weil's bound, see Theorem 11.23 in [IK] ) Let f ∈ Z[x] be a polynomial of degree d and let χ be a multiplicative character (mod q) and of order r > 1.
Weil's Theorem. Let q = p be prime. Suppose f (mod p) is not a r-th power. Then we have Weil's Theorem'. Let q be square free and let q 1 |q be such that for any prime p|q 1 , f (mod p) has a simple root or a simple pole. Then
Therefore, we have the following.
be an arbitrary polynomial of degree d ≥ 1, q ∈ Z square free and sufficiently large, I ⊂ [1, q] an interval of size
(for some κ > 0) and χ a nontrivial multiplicative character (mod q). Then
An immediate application is obtained by combining Theorem 1' with Postnikov's method (See [P] , [Ga] , [ I ] , and [IK] §12.6).
Postnikov's Theorem. Let χ be a primitive multiplicative character (mod q),
Here F (x) ∈ Z[X] is a polynomial of the form
and B ∈ Z, (B, q 0 ) = 1 .
Remark. In [IK] the above theorem was proved for χ(1 + q ′ u) = e q (F (q ′ u)), where q ′ = p|q p is the core of q. That argument works verbatim for our case.
Theorem 2. Let q = q m 0 q 1 with (q 0 , q 1 ) = 1 and q 1 square free.
Let χ be a multiplicative character (mod q) of the form
Proof. For a ∈ [1, q 0 ], (a, q 0 ) = 1 fixed, using Postnikov's Theorem, we write
where
(2.5)
Writing χ 1 (a + q 0 x) = χ 1 (q 0 )χ 1 (aq 0 + x), q 0q0 ≡ 1(mod q 1 ), the inner sum in (2.5) is a sum over an interval J = J a of size ∼ |I| q 0
and Theorem 1' applies.
3
Graham-Ringrose Theorem.
As a warm up, in this section we will reproduce Graham-Ringrose's argument. With some careful counting of the bad set, we are able to improve their condition on the size of the interval from q 1/ √ log log q to q C/ log log q .
Theorem 3. Let q ∈ Z be square free, χ a primitive multiplicative character (mod q), and N < q. Assume
We will prove the following stronger and more technically stated theorem.
Theorem 3' Assume q = q 1 . . . q r with (q i , q j ) = 1 for i = j, and q r square free. Factor
where χ i (mod q i ) is arbitrary for i < r, and primitive for i = r. We further assume
Remark 3.1. To see that Theorem 3' implies Theorem 3, we write Let q r = k i=1 p i such that k is the maximum subject to the condition that q r < N 1 3
Therefore, p 1 q r > N , where τ = 10 log log q r , and (*) means (*) (The polynomial) has a simple root or a simple pole.
Remark 3.2. If (f,q) is admissible, χ primitive modq and Proof of Remark 3.2. We say p is good, if f mod p satisfies (*). For p|q|q r , assumption (i) implies that p > √ log q. In particular, (3.2) implies
Weil's estimate gives
where q 1 is the product of the good primes p. Using (3.3), we bound the character sum above bȳ Averaging over the shifts gives
Using the q 1 -periodicity of χ 1 and Cauchy-Schwarz on the double sum in (3.5), we have
For given (y, y ′ ), we consider f y,y ′ (x) = x + q 1 y x + q 1 y ′ and distinguish among the pairs (f y,y ′ , q r ) by whether or not they are admissible. Note that if (f y,y ′ , q r ) is not admissible, then the product of bad prime factors of q r is at least q τ r . We will estimate the size of the set of bad (y, y ′ ) and use trivial bound for the inner sum in (3.6).
( 3.7) (For the second inequality, we note that M > Q.)
Hence (3.6) is bounded by
where f 1 is the f y,y ′ with the maximal character sum among all admissible pairs. i.e.
Thus, there existsq 1 |q r ,q 1 > q 1−τ r and for any p|q 1 , f 1 mod p has property (*).
We will use induction to bound the second term in (3.8). After s steps, we reduce the problem to bounding the character sum
is admissible, there isq s |q r such thatq s > q 1−sτ r and ∀p|q s is good.
As before, the q s+1 -periodicity of χ s+1 and Cauchy-Schwarz give a bound on (3.10) by
where (y, y ′ ) is chosen as in (3.9), such that the inner character sum in (3.11) is the maximum.
We want to bound the set of bad (y, y ′ ). For p|q s ,
(3.12)
By assumptions (i) and (iii), 13) and (3.12) is bounded by
At the last step, we are bounding The proof of Theorem 3' also gives an argument for the following theorem.
Theorem 3" Assume q = q 1 . . . q r with (q i , q j ) = 1 for i = j, and q r square free. Factor χ = χ 1 . . . χ r , where χ i (mod q i ) is arbitrary for i < r, and primitive for i = r. We further assume
Suppose that (f, q r ) is admissible (as defined after the statement of Theorem 3'). Furthermore, assume
Remark 3.3. To modify the proof of Theorem 3', one only needs to multiply
in (3.12) (resp. (3.13)). Assumptions (i) and (iii) imply 2 r < p 1/4 , while assumptions (i) and (iv) imply d < p 1/4 .
Graham-Ringrose for mixed character sums.
The technique used to prove Theorem 1' may be combined with the method of Graham-Ringrose for Theorem 3' to bound short mixed character sums with highly composite modulus (see also [IK] p. 330-334).
Let q = q 1 . . . q r with (q i , q j ) = 1 for i = j, and q r square free, such that (i) and (iii) of Theorem 3' hold .
where χ i (mod q i ) is arbitrary for i < r, and primitive for i = r.
Assuming (ii) of Theorem 3' and an appropriate assumption on d, we establish a bound on
The case f = 0 corresponds to Theorem 3'. The main idea to bound (4.1) is as follows. First, we repeat part of the proof of Theorem 1 in order to remove the factor e if (x) at the cost of obtaining a character sum with polynomial argument. Next, we invoke Theorem 3" to estimate these sums.
Write q = q 1 Q 1 with Q 1 = q 2 . . . q r , and denote
Using shifted product method as in (3.5), we have
Next, we write
Denote
The number of cells is
where |C α (y)| = 1.
Next, applying Hölder to the triple sum in (4.7) with k ∈ Z + , we have
Therefore, up to an error of O(θN), (4.7) is bounded by
.
To bound the double sum in (4.8), we apply Theorem 3" with f (x) = R y 1 ,...,y 2k (x) for those tuplets (y 1 , . . . , y 2k ) ∈ {0, . . . , M − 1} 2k for which (R y 1 ,...,y 2k , q r ) is admissible. For the other tuplets, we use the trivial bound. If (R y 1 ,...,y 2k , q r ) is not admissible, then there is a divisor Q|q r , Q > q τ r , such that for each p|Q, the set {π p (y 1 ), · · · , π p (y 2k )} has at most k elements. Here π p is the natural projection from Z to Z/pZ. We distinguish the tuplets (y 1 , . . . , y 2k ) in the following contributions.
(a). Suppose that there is p|Q with p > √ M .
Then the number of p-bad tuplets (y 1 , . . . , y 2k ) is bounded by
and summing over the prime divisors of q r gives 
The number of tuplets (y 1 , . . . , y 2k ) that are p-bad for each p|Q 1 is at most
Summing over all Q 1 as above gives the contribution (4.14)
Hence, in summary, the number of (y 1 , . . . , y 2k ) for which (R y 1 ,...,y 2k , q r ) is not admissible is at most
From (4.3)-(4.4) and (4.7)-(4.8) we obtain the estimate
using Theorem 3" for the contribution of good tuplets (y 1 , . . . , y 2k ). Here we need to assume 2k < log q r 1 8 , (4.15) which also implies (4.10) and (4.12), under assumption (i) and if (4.11) holds. 
(So (4.11) is also satisfied.) We have 
Thus we proved
Theorem 4. Assume q = q 1 . . . q r with (q i , q j ) = 1 for i = j, and q r square free. Factor χ = χ 1 . . . χ r , where χ i (mod q i ) is arbitrary for i < r, and primitive for i = r.
We further assume (i). For all p|q r , p > √ log q.
(ii). For all i, q i < N 1/3 .
(iii). r < c log log q.
be an arbitrary polynomial of degree d. Assume
17)
where I is an interval of size N.
Combined with Postnikov (as in the proof of Theorem 2), Theorem 4 then implies
Theorem 4' Suppose q = q 0 . . . q r with (q i , q j ) = 1 for i = j, and q r square free. Assumeq 0 |q 0 and q 0 |(q 0 ) m for some m ∈ Z + , and m < 1 20 log q r 1 16 .
Factor χ = χ 0 . . . χ r , where χ i (mod q i ) is arbitrary for i < r, and primitive for i = r.
We further assume
(ii). For all i, q i < N/q 0 1/3 .
18)
Note that for Theorem 4' to provide a nontrivial estimate, we should assume at least r log log q r and log m log log q r .
5 The main theorem.
Theorem 4' as a consequence of Theorem 4 was stated mainly for expository reason. (cf. Proposition 7.) Our goal is to develop this approach further in order to prove the following stronger result. We will prove Theorem 5 in the next section. In this section, we will set up the proof and discuss the implication of assumption (5.2).
Claim. We may assume the following
(5.4) (2.) q = Q q r = Q 1 · · · Q r−1 q r , where (Q i , Q j ) = (Q i , q r ) = 1, Proof of Claim.
The validity of Assumption (1) follows from Theorem 12.16 in [IK] , which gives a bound x∈I χ(x) < C r log log r N 1− c r 2 log r (5.13) with r = log q logN , assuming that q ′100 < N. This gives a nontrivial result provided log N (log q) 3 4 +ǫ .
To see Assumption (2), we first note that
where ν p is the exponent of p in the prime factorization of q. Therefore, there exists q r satisfies (5.6)-(5.8).
Write q = Q q r , and which is similar to Theorem 12 in [IK] .
Remark 5.5. If q = q ′ (i.e. q is square free), condition (5.16) becomes log q log log q < c log N.
This is slightly better than Corollary 12.15 in [IK] and essentially optimal in view of the Graham-Ringrose argument.
6 The proof of Theorem 5.
The proof will use the technique from the previous sections. The following lemma is the technical part of the inductive step.
Lemma 6. Assume (a). q = q m 1 q ′ , where q ′ = q ′′ q r , with q 1 , q ′′ , q r mutually coprime.
(d).q|q r such that for each p|q, p > √ log q and f mod p satisfies ( * ) (i.e. has a simple zero or a simple pole).
(e). I an interval of length
where f 1 (x) is of the form
Hence, as in the proof of Theorem 2,
where By the same technique as used in the proof of Theorem 4 (See (4.3)-(4.8)), after averaging and summing over t ∈ M and x ∈ I, we remove the last factor in (6.5). Thus, our goal is to show that after t = (t 1 , · · · , t 2k ) ∈ [1, M] 2k is chosen for (6.2) such that f 1 maximizes the character sum in (6.1) among all admissible (f 1 ,q), the first term in (6.1) accounts for those t for which f 1 is notq-admissible. The zeros or poles of f 1 (x) are of the form
(6.8)
Here, while applying Hölder, we take k ∈ Z + satisfying 48kd < log N 1 10
and k > 30 (6.9)
To count the set of bad t, we fix p|q. By assumption on f 1 , we may also assume d 1 = 1 and a 1 = a α (mod p) for any α > 1. Recalling (6.8), assume that none of the a 1 − t ν q 1 , 1 ≤ ν ≤ 2k, is simple (mod p). This means that for each ν there is a pair (α(ν), σ(ν)) in {1, . . . , β} × {1, . . . , 2k} such that α(ν) = 1, σ(ν) = ν and
(6.10)
The important point is that σ(ν) = ν for all ν, by assumption on a 1 . One may therefore obtain a subset S ⊂ {1, . . . , 2k} with |S| = k such that there exists S 1 ⊂ S with |S 1 | = k 2 and S 1 = {ν ∈ S : σ(ν) / ∈ S 1 } (6.11) (The existence of S and S 1 satisfying this property is justified in Fact 6.1 following the proof of this lemma.)
Specifying the values of t ν ′ for those ν ′ ∈ K \ S 1 , equations (6.10) will determine the remaining values, after specification of α(ν) and σ(ν). An easy count shows that
The first factor counts the number of sets S, the second the number of sets S 1 , and the third and the forth the numbers of maps σ| S 1 and α| S 1 .
Applying assumptions (d)-(f) to (6.12), we obtain
If (f 1 ,q) is not admissible, there is some Q|q, Q > q τ r >q τ such that for each p|Q, f 1 is p-bad. As in the proof of Theorem 4, we distinguish several cases.
(a). There is p|Q with p > M.
k and summing over p gives
k .
Summing over p gives the contribution (4M)
Summing over Q 1 gives the contribution (4M)
k+1 .
Summing up cases (a)-(b) and recalling assumption (f), we conclude that
(6.14)
We obtain (6.1) by letting θ = 1 M in (6.15).
Fact 6.1. Let K = {1, · · · , 2k} and σ : K → K be a function such that σ(ν) = ν for all ν ∈ K. Then there exist subsets
, |S| = k and σ(ν) ∈ S 1 for any ν ∈ S 1 .
Proof. Since the subset of elements of K with more than one pre-image of σ has size ≤ k, there exist S ⊂ K with |S| = k, and every ν ∈ S has at most one pre-image. Therefore, σ −1 makes sense on S. To construct S 1 ⊂ S, we choose ν i for S 1 inductively, such that ν i ∈ {ν 1 , . . . , ν i−1 , σ(ν 1 ), . . . , σ(ν i−1 ), σ −1 (ν 1 ), . . . , σ −1 (ν i−1 )} and σ(ν i ) ∈ S 1 .
Proof of Theorem 5.
Choose a sequence M 1 < M 2 < · · · < M r−1 of M values and iterate (6.1) in Lemma 6.
we use trivial bound for small p and we may assume Assumption (d). In order to satisfy Assumption (e), we assume 1440 · 60 (6.17) where S is of the form 18) with χ r primitive modulo q r , and (6.19) and (g,q) admissible for someq|q r ,q > √ q r .
Take M (6.23)
The above holds, if we take M = e (log qr) 9/10 , (6.24) and assume (6.25) (Clearly, this follows from (5.17).)
We will prove the theorem by distinguishing two cases in the next section.
7 The two cases.
To finish the proof of Theorem 5, we need to bound S in (6.22).
Case 1. m = 1.
Since (g,q) is admissible andq is square free, S may be bounded by Remark 3.2.
S <q r , (7.1) and by (6.22) 1
The last inequality is by Remark 5.2 and (6.23).
Now we obtain (5.3) by combining (6.24), (7.2) and (5.18).
We state the above case as a proposition for its own interest. We further assume (i). For all p|q r , p > √ log q.
(ii). For all i, q 2 i < N < q. (iii). r < 10 −3 log log q r .
Case 2. m > 1.
In this situation, we follow the analysis in the proof of Lemma 6. (Particularly, see (6.4)-(6.7).) To bound S in (6.17), We will use Postnikov and Vinogradov rather than Weil. Recall
with χ r primitive modulo q r , and
Write n ∈ [1, N] as n = x + tq 0 , with 1 ≤ x ≤ q 0 and 1
. Then as in (6.4) and (6.6),
We assume that f (x) satisfies the following property.
For each prime divisor p of q 0 , there is α such that |d α | = 1 and β =α (a α −a β ) relative prime to p.
This will provide some information on the coefficients Q j in (6.5). Assume α = 1 in f (x) and a α = 0 (which we may). Thus 0 is a simple zero or pole of f ; replacing f by 1 f (which we may by replacement of χ byχ), we can assume
with g(0) defined and non-vanishing (mod p).
From (6.6), (6.7), and (7.6), we have
Clearly only the terms s ≤ j contribute and Q j has a pole at 0 of order j,
and B j (x) = x kB j (x), k < j,B j (0) = 0 and hencê
since B j (x) is a product of monomials of the form x − a α and a α = 0(mod p) for α = 1. Thus
x jB j (x) (7.10)
wheneverq 0 |q 0 . Taking j = m − 1 and fixing x, we will apply Vinogradov's lemma ( [Ga] , Lemma 4) to bound
for any interval I of size P (c, C are constants).
Write Q m−1 (x) ≡q 0ā ∈ Z(mod q (7.15)
It remains to estimate the contribution of those 1 ≤ x ≤ q 0 such that Q j (x) ≡ 0 in Z/q 0 Z for someq 0 > √ q 0 . This number is by (7.12) at most
2 log q 0 log log N √ q 0 (7.16) since all prime divisors of q 0 are at least (log N) log N 3κ < log N 15κ .
(7.17)
In particular, (7.17) will ensure that (7.16) is bounded by q This gives a bound on S in (6.22).
Applications.
Following Goldmakher's argument [G] (based on work of Granville and Soundararajan [GS] ), and applying Theorem 5 instead of the character sum estimates developed by Graham-Ringrose [GR] and Iwaniec [ I ] , we obtain the following improvement of the Pólya and Vinogradov bound.
Theorem 8. Let χ be a multiplicative character with modulus q, and let p be the largest prime divisor of q, q ′ = p|q p and K = log q log q ′ . Let M = (log q) 9 10 + (log 2K) log q ′ log log q ′ + log p. Then √ q log q log p + log q √ log log q .
This slightly improves on the corollary to Theorem 1 in Goldmakher's paper [G] .
Repeating the argument in deducing Theorem 4 from Theorem 3, we obtain the following mixed character sum estimate from the proof of Theorem 5. Following [Ga] and [ I ] , (See in particular, Lemma 11 in [ I ] ), this implies Theorem 11. Let χ be a non-principal character (mod q), p the largest prime divisor of q and q ′ = p|q p.
Let θ = c min 1 log p , log log q (log q ′ )(log 2 log q log q ′ )
. 1 (log qT ) 1−c ′ .
(8.5) If L(s, χ), s = ρ + it, has a zero for ρ > 1 − θ, |t| < T , it has to be unique, simple and real. Moreover χ is real.
It follows in particular that θ · log QT → ∞, if log p log q → 0.
As observed by Heath-Brown [HB] , Theorem 9 implies the following.
Corollary 12. Assume q satisfies that log p = o(log q) for p|q and has no Siegel zero's. If (a, q) = 1, then there is a prime P ≡ a(mod q) with P < q 12 5
+O(1) .
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