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Abstract 
Usually generalized least squares problems are solved by transforming them into regular least squares problems which 
can then be solved by well-known umerical methods. However, this approach is not very effective in some cases and, 
besides, is very expensive for large scale problems. In 1979, Paige suggested another approach which consists of solving 
an equivalent equality-constrained l ast squares problem by the orthogonal decomposition, the BNP algorithm or the 
James' implicit nullspace iterative methods. In this paper, we present some new developments of the numerical methods, 
for example, 2-cycle SOR method and preconditioned conjugate gradient method, for generalized least squares problems. 
Some numerical comparisons are included as well. 
Keywords: Preconditioned conjugate gradient method; Generalized least squares problems; SOR method; Implicit 
nullspace method; Paige's method 
AMS classification: 65F10; 6F05 
1. Introduction 
The generalized least squares problem 
min (Ay - b) ~ W- ' (Ay  - b), (1.1) 
y~R': 
where b e ~m is a given vector, A ~ R "×" a given matrix and W e ~m×., a known symmetric and 
positive-definite matrix, is equivalent o a regular least squares problem with respect to a general 
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elliptic norm, rather than the Euclidean one. Usually problem (1.1) is transformed into a regular 
least squares problem 
min lIB- I (Ay  -- b)ll=, (1.2) 
y ~ ~"  
where W -- BB T, solved by well known numerical methods as the SVD method, the orthogonal 
transformation methods, the block SOR method, the block AOR method, the conjugate gradient 
method and so on. However, this approach does not work very well in some cases, and is also very 
expensive for large scale problems. Hence Paige [14, 15] has proposed another approach to change 
problem (1.1) into an equality-constrained l ast squares problem with the same solution, and then 
to solve the new problem by the direct methods given in [12, 16], and the iterative methods, such as 
the algorithm of Barlow et al. [2] (which we will call BNP) and the implicit nullspace method of 
James [10, 11, 13]. 
Since the BNP algorithm and James' implicit nullspace method have some limitations for 
solving problem (1.1), we presented the 2-cyclic SOR method and the preconditioned conjugate 
gradient method. 
As regard to the requirement of preconditioned matrix A~ about all block iterative methods for 
least squares problems and problem (1.1), Bj6rck and Yuan [4] present some algorithms to get 
preconditioned matrix A~ by LU factorization. 
In this paper, we first summarize Paige's method and James' method in Section 2, and then 
present he 2-cyclic SOR method and the preconditioned conjugate gradient method for (1.1), 
respectively, in Sections 3 and Section 4, and some numerical results, remarks, and open problems 
are given in the last section. Here A is always assumed to be of full rank. 
2. Paige's method and James' method 
2.1. Pa ige's  method 
Suppose that W ~ ~,,×m has a factorization 
W = BB T, (2.1) 
where Be ~m×k, and rank(B) = rank(W) = k. Therefore, problem (1.1) is equivalent to 
minx,v IIv II 2 
(2.2) 
s.t. Ax + By = b 
where x ~ R" and v ~ Rk. This is a more general formulation and even allows for a rank deficient B. 
By the QR decomposition of A, problem (2.2) becomes 
min Ilvll2 s.t.  CT21)=C2, (2.3) 
I;,X 
and 
Rx = cl -- C~v, (2.4) 
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where 
QVb = (O), Q=(Q1,Q2)  orthogonal, 
R is nonsingular upper triangular, and 
QTb=(C l )  and QTB =(Cxll~ 
c2 \cU' 
(2.5) 
(2.6) 
cl e R t, C1 E Rk × ~ and l = rank(R). For solving (2.3), obtain an orthogonal matrix P e R k × k such that 
pTc2=(OT)  and PTv-----(~12) , (2.7) 
where P = (P1, P2) and S is nonsingular upper triangular. Hence, the final solution is given by 
Ul - -0 ,  
U 2 ~ S -1c2 ,  
(2.8) 
V = P2u2, 
x = R- (Cl - C v). 
The algorithm for (1.1) is as follows. 
Algorithm 2.1, Paige's Algorithm. 
(1) Factorize W into W = BB T by (incomplete) Cholesky decomposition where B is upper 
triangular matrix; 
(2) Apply orthogonal transformation to (A, B, b) such that 
Q~(A, B, b) = Cl  
c2' 
(3) Apply orthogonal transofrmation P to C2 such that 
(4) Solve Su2 = cz; 
(5) Solve Rx = cl - C I  P2u2, where P = (PI Pz)- 
It follows from perturbation analysis result given in [15] that Paige's algorithm is numerically 
stable. 
2.2. James' method 
Based on (2.3) and (2.4), the BNP algorithm [2] and the implicit nullspace iterative methods of 
James [13] for equality-constraints least squares problem 
rain II Gy -- c II 2, 
(2.9) 
s.t. Ey = b, 
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B) and 
d~ + l dk + 1 
flk + 1 -- d~dk ' 
Sk+I = dk+l + flk+lSk; 
(6) Recover 
x = B ;  1 (PRY = bo). 
can be applied to solve (1.1) with special matrices G = (0 I), E = (A 
Then we can establish the James' algorithm for (1.1) as follows. 
Algorithm 2.2. 
(1) Use Gauss elimination or orthogonal reduction on (A B) and b to replace (A B) by its 
staircase form Es; 
(2) Choose a convenient augmentation matrix Ma ~(,+k-m)×(,+k), and store the interlacing 
information in a a permutation vector; 
(3) Form 
Ba =P( /~ I ) '  bo = P( ; ) ,  P= [PL, PR], 
where P is a permutation matrix such that, with the staircase matrix Es, it satisfies 
E~P = [E~PL, E~PR = EL, ER] = Et, 
E, is the trapezoidal matrix obtained from E by Gauss elimination (or orthogonal reduction) with 
column pivoting, and EL is upper triangular and nonsingular; 
(4) Initialization 
Yo = 0, 
So = do, where B2 consists of last k rows of B~-I; 
(5) Iteration for k = 0, 1, 2 . . . . .  until d[d~ < tolerance 
qk=pTB; 'dO~p,s , ,  
\B2! 
d~ d, 
ak-  sTqk , 
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Remark. We mention that the matrix B1 consists of the submatrix of A and submatrix of B in 
Algorithm 3.1. The augmentation matrix M1 can be chosen as simple as possible such that 
is nonsingular, for example, M~ consisting of the identity matrix and zero matrix. 
However, we will meet some unnecessary numerical degradation and difficulties for analysis of 
the practical problem when Algorithm 2.2 is applied to solve (1.1) because in this case, James' 
method eals with (1.1) by combining the matrices A and B but not considering them separately 
[16]. 
3. SOR-type methods 
In order to utilize the original data in problem (1.1) and to overcome difficulties in the end of last 
section, the preconditioned block, SOR-type methods and preconditioned conjugate gradient 
method are considered in next two sections (also see [21-24]). Suppose that A has the following 
splitting: 
=(AI~, (3.1) A \A:/  
where A1 ~ ~'×" is nonsingular and A2 ~ R (m-")×". W and b have corresponding splittings: 
f W,, W12"~ (b,'~, W=\wT2_ W22J and b= (3.2) \b21 
where W~EN ~×~ and W22eR (m-")×(m-È) are symmetric and positive-definite b cause W is 
symmetric and positive definite, and W12 e N'×(m-"). Here we assume that the submatrix A1 is 
given. For general case, some idea of obtaining the nonsingular submatrix A~ and A by LU- 
decomposition is presented in [4]. In terms of the block structures of (3.1) amd (3.2), the normal 
equation of (1.1) is 
2 W22 w T2/ r2 = , (3.3) 
AT Zl ] /'1 
where 
r= w-l(b-Ax)=( rl)r2 
is weighted residual vector, corresponding to splitting form (3.1) of A. Premultiplying (3.3) by D- 
where 
(i10 ot W22 
0 AI} 
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we obtain the 2-cyclic system 
I Wf  W12 r2 = W-  b2 , (3.4) 
W O pT  r l  
where P = AzA{ 1. We apply the SOR method to solve (3.4), and get the 2-cyclic SOR algorithm 
for problem (1.1) as follows. 
Algorithm 3.1 (2-cyclic block SOR Algorithm). 
(1) Factorize A1 and W22 , X (0) = O, r (0) = 0; 
(2) Select a relaxation parameter co; 
(3) Iterate for k = 0, 1, . . . ,  until "convergence" 
X (k+l) = (1 -- co)x ~k) + coAal[bl - (W12 - -  WllVT)r~k)], 
r~ k+ l) = (1 _ co)rt2 k)+ coW221[bl _ l]/-Tvv 12"1"(k) __ AExtk+ l)), 
r]k+ 1, = (1 - co)r] - coPTrI + 
For system (3.4), the associated Jacobi matrix J is given by 
(0 - -A11(WI2- -Wl l  PT) 0 ) 
J = W22~A2 0 - Wf~ wT2 . (3.5) 
0 _ pV 0 
It is easy to show the following lemma. 
Lemma 3.1. The eioenvalues # of the associated Jacobi matrix J of the 2-cyclic SOR method are 
either real numbers or pure imaginary numbers (i.e. ¢t2 ~ R) such that 
(a) if W is symmetric and positive definite, then 
],/2 < 1; 
(b) if W is symmetric and positive semidefinite and Wz2 is symmetric and positive definite, then 
p2~l .  
Proof. Suppose that 
(i) 
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are an eigenpair of J. It follows from (3.5) and 
that 
577 
(3.6) 
W 2~[PW12 + wT2pT _ PW, lpT]y  _-/~2y. (3.7) 
Since 
W f ) [PWI :  + W~2 PT - PWI~P T] 
is similar to 
W2~/2[pw,2 + Wry2 PT - pW,~p T] W22 ~/2, 
whose eigenvalues are real, the eigenvalue #2 of the matrix 
W2)[PW,2  + W[zP  T - PW,1P*]  
is real. Therefore, p is pure real if #2 ~< 0, and p is pure imaginary if p: < 0. Also y ~ 0 is real. 
Adding - y to both sides of (3.7), we get 
{W~ - I [PWI:  + WTEp ~-  PW, ,P  T] - I}y = (#2 - 1)y. (3.8) 
It follows from (3.8) and (3.2) that 
Premultiplying (3.9) by y, there is 
ZTWz = (1 - -  ]A2)yTW22Y, (3.10) 
where 
0~z= - - I  yeW". 
Hence ,  
zTwz 
1 -- p2 _ (3.11) 
yTW22y" 
(a) has been shown because of (3.11) and positive definiteness of Wz: and W. Since WE: is positive 
definite, and W is positive semi-definite, (b) follows from (3.11) immediately. [] 
From Varga's p-cyclic theory for SOR method [18, 19] and Lemma 4.1, we obtain the following 
convergence r sult of 2-cyclic SOR method for problem (1.1). 
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Theorem 3.2. For problem (1.1), the 2-cyclic block SOR method of Algorithm 3.1 converges for 
2 
O<to< 
1 + p(J)' 
where p(J) is the spectral radius of the associated Jacobi matrix J . The optimum factor too is 9iven by 
(O b = 1 + x/1 + :t 2 f12 and p(GPo~b) = :t 2 , _ + x/1 + _/ /2 (3.12) 
where//= max [ Re(#)l, a = max I Ira(#) I and # is any eigenvalue of the associated Jacobi matrix J. 
Moreover, the behavior of p(~,~) is 9iven by 
p (~, )  = I 
?fl + x/4(1 - to) + to2f1212 
2 
~ o~ + x/4(to - 1) + to2~212 2 
/f 0 < ~ --.< tob, 
/f tob ~< to < 2/(1 + ct), 
where ~f ,o is the iterative matrix of Aloorithm 3.1. 
(3.13) 
Proof. By Lemma 3.1, all the eigenvalues ofJ are either eal or pure imaginary. Since the method in 
Algorithm 3.1 is 2-cyclic and consistently ordered, the first part of the theorem follows from 
Theorem 4.1 of Young in [20]. The optimal parameter tob and P(~q'o~b) in (3.12) is a straight 
extension of Young's result in [20]. Yuan [21] and Yuan and Iusem [23] give different proofs for 
this part. 
By Varga's eigenvalueship [ 18, 19], for each eigenvalue 2 of ~,o there exists an eigenvalue #of J, 
such that 
(,~ + to - -  1) 2 = 2#2to  2. (3.14) 
The last part of the theorem is obtained by analysis of (3.14). For details see [21, Chapter 5, 
233. [] 
4. Preconditioned conjugate gradient method 
Premultiplying (3.3) by D-1 and using rl = - pTr2, we get two systems 
[W22 + PWl lP  T --  PW12 -- W T12pT]r2 = b2 - Pba, 
AlX = bl - (W12 - WllPX)r2, 
° °o) D= I and P=A2Af  1. 
0 AI 
where 
(4.1) 
(4.2) 
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Since 
(') WE2+PWt lP  T -PW12-W[2  PT = (P - I) W - I ' 
579 
and W is symmetric and positive definite, (4.1) is symmetric and positive-definite system because of 
x'r(P -1 )W (P - I )  T x = yTWy > O, where  y = (P - I )  Tx¢0 , fo ra l l x¢0 .Sowecanapp ly  
the Hestenes and Stiefel's conjugate gradient method [9] to solve system (4.1), and get the 
preconditioned conjugate gradient algorithm for (1.1). 
Algorithm 4.1 (CG-aigorithm for GLSP). 
(1) Factorize A1, set rt2 °) = 0, v t°) = b2 - Pb l ,  prO) = vtO); 
(2) Iterate for k = 0, 1, ...,  until v (k+~) = 0 (or [Ivtk+X)ll ~< tolerance), 
pT q=,P ,,w(_,)p,k, 
Itvtk)ll 2 
2k - (p(k), q ) ,  
u(k+l )  = l ' ) (k )  - -  £kq, 
r~+ 1 = r~ + ;~kp (k~, 
IIv(1'+ 1)11 ~ 
• k+~-  ilv(k)ll ~ , 
p(k+ l) = v(k+ I) q_ ~k+lp(k); 
(3) Solve the extra subsystem 
A1x bl + (WllP T r (l) ----- - -  W12)  2 ,  
where ?2 o is the solution obtained in step 2. 
The standard errors bounds based on the Chebyshev polynomials for the CG method applied to 
problem (1.1) is given by 
~ (1"b 0~2)3 --1 lk 
[[A(x* - x(k))llw-, (1 + X/(1 + ~)"fl)2 
IlA(x* - x(°))llw , ~< 2 [ (1 + 0~2)fl - 1 ~2k' (4.3) 
1 + _(1 + x/(l + ~)fl)2_l 
where ~ = II P II 2 = [bA2A? 1112, fl -- x(W) = [,.lmax(W)/~lmin(W ) is the spectral condition number of 
W, x (°) is a vector corresponding to arbitrary initial vector r(2 °) and x* is the solution of problem 
(1.1). 
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It follows from (4.1) that the sequence x (x) generated by Algorithm 4.1 is in the Krylov sub- c6 
space x ~°) + A~a(W12 - -  W~IPT)Kk-x (VI°); E), where v ~°) is a vector dependent of x ~°) and E = 
W~-~ [P(W12 - WlIP T) + W~2PT]. If we take 
B 1 -=( - -A l l (W1pT_  WllpT) )  and B2= -(W22~A2 W~IW~2) 
for (3.4) in Freund's Lemma [6], we know that x ~k) generated by Algorithm 3.1 is in the same soR 
Krylov subspace as x (k) By the minimal property of the conjugate gradient method in Krylov CG" 
subspace, we can get theoretical comparison result about the 2-cyclic SOR method and the 
pre-conditioned conjugate gradient method for problem (1.1), which confirms Bj6rck's conjecture 
[3] that Freund's result for least squares problems is also true for problem (1.1). 
Theorem 4.1. I f  the 2-cyclic SOR Algorithm 3.1 and the preconditioned conjugate gradient Algorithm 
4.1 are all started with the same vector x(°) ~ ~", then kth iterates atisfy 
Hb- Ax tk) [Iw -~ ~ [[b Ax"(k+l) c~ --''~SOR [[W-', k = 0,1 . . . .  (4.4) 
where " (k) and ,.(k) Xc~ ~SOR are generated by the conjugate gradient Algorithm 4.1 and 2-cyclic SOR 
Algorithm 3.1 respectively. 
Similarly, for problem (1.1), between the preconditioned conjugate gradient Algorithm 4.1 and 
the generalized SO algorithms [21, 23], there are analog comparison results (cf. [21]). Therefore, 
the preconditioned conjugate gradient Algorithm 4.1 is better than the SOR-type methods for 
problem (1.1). The numerical experiments also verify the conclusion (cf. [21, 22]). 
5. Numerical results, remarks and conclusions 
5.1. Numerical results 
We give numerical experiments for dense cases and sparse cases in UNIX SUN workstation and 
IBM4081, respectively, in FORTRAN 77. For m = 125 and n = 50, Algorithms 4.1 and 3.1 obtain 
the same accurate solution as the Paige's method (see Table 1). But the CPU time of Algorithms 3.1 
and 4.1 is much less than that of the Paige's method even if A and W are dense matrices. For sparse 
cases, Algorithm 4.1 is much better than Algorithms 2.1 and 4.1 (Table 2). We also considered rank 
deficient of W for Algorithm 4.1 and different parameters co for Algorithm 3.1 (see [21, 22]). All 
experiments have shown that the pre-conditioned conjugate gradient Algorithm 4.1 is one of the 
most efficient, even for some rank(W) < m - n cases (cf. [21, 22-1). It follows from (4.1) that the 
algorithm just needs A~-2, but neither W-~ nor inverse of some submatrix of W. The experiments 
in [21,22] have shown that Algorithm 4.1 is much better than others in the sense of CPU time, 
accuracy, and storage requirements (cf. [22]). Of course, the numerical stability of the Paige's 
method is better than of Algorithm 4.1 (see Table 3). In all tables, IT is the number of iterations, 
m and n are numbers of rows and columns, respectively, of A. The CPU time does not include the 
time of computing the optimal parameter COb. In Table 1, case 1 means all matrices A and W are 
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Table 1 
Dense cases for m = 125 and n = 50 
Method Case 1 Case 2 
IT CPU e(10 -14) IT CPU e(10-14) 
Paige 32.388 0.252 34.740 0.279 
SOR 16 3.982 0.093 19 4.732 0.100 
CG 14 2.684 0.092 15 2.749 0.101 
Note: e = IMWW-l(b - Ax)ll2 and the SOR method is with ~ob. 
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Table 2 
Sparse cases 
m n CG SOR 
IT TIME IT TIME 
400 250 25 0.342 22 0.386 
550 250 32 0.351 21 0.447 
650 250 33 0.386 21 0.453 
850 250 33 0.461 
Note: TIME is all user time. 
Table 3 
A and W are Hilbert matrix 
m n IT CG Paige 
CPU e CPU e 
6 4 3 0.39043 0.195234E-09 0.78130 0.205795E - 09 
7 6 0 0.00500 0.930158E - 08 0.78130 0.575991E - 08 
8 7 1 0.00555 0.149882E-07 0.01055 0.160000E-07 
9 7 4 0.00550 0.555993E-07 0.78130 0.532440E-07 
10 7 2 0.78125 0.177156E + 46 0.78130 0.728930E + 36 
Note: 0.195234E - 09 means 0.195234 x 10 -9. 
dominant ,  and  case 2 does not.  Al l  matr ices  were generated  by random numbers .  All data  in the 
tables  are stat ist ic data  based  on  more  than  25 examples.  The  to le rance  for all i terat ive methods  is 
= 10 -15 
We shou ld  also po in t  out  that  all results in Sect ions 3 and  4 will reduce to the we l l -known results 
for least squares  prob lems when W = I. 
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5.2. Remarks and conclusions 
The Paige's method is numerically stable method and can work for any deficient problem. The 
method needs to decompose the weight matrix W if W is given, but not B. The Paige's method is 
not convenient for large sparse problems because it is a direct method. 
Algorithm 2.2 is a combination of direct method and iterative method, such as the Gauss 
elimination and the conjugate gradient method. In principle, Algorithm 2.2 can also work for rank 
deficient problems. However, Algorithm 2.2 sometimes fails because the full rank condition of the 
matrix (A B) and m ~< n + k ~< m + k cannot be guaranteed by rank (W) < m. Also we first need 
to decompose the matrix W into W = BB T which will destroy the sparsity pattern of W. Algorithm 2.2 
still requires the inverse of some submatrix of matrix (A, B) or itself which in general is hard to compute. 
In fact, for sparse full rank problems, another good approach is the Lanczos based SYMMLQ 
method given by Paige and Saunders in [17]. Here we will not say more about this method. Based 
on system (3.4), the QMR method [7] can be applied to solve full rank problem (1.1) with 
rank(A) = n. 
Like James' method, p-cyclic SOR method, AOR method, and other methods for linear 
equality-constraints least squares problems also can be applied to solve problem (1.1). But they are 
not the same as the preconditioned SOR-type methods in Section 3 and the preconditioned 
conjugate gradient method in Section 4. The size (3m + n for full rank) of p-cyclic SOR method and 
AOR method for (1.1) is much bigger than the size (here m + n) of preconditioned SOR-type 
method. And preconditioner Aleg¢ "×" for (3.4) is different from the preconditioner 
A1 ~ ~(m+,)×(m+,), which combines the matrices A and B, for those methods in the sense of the size, 
structure and elements. 
All block iterative methods for least squares problems and generalized least squares problems 
require the preconditioner matrix A1. In general, we just know the matrix A, but not A1. Up to now 
there is little literature to discuss how to get the preconditioner matrix A1. Recently Bj6rck and 
Yuan [-4] suggested some algorithms to handle the problem by LU decomposition. How to effectively 
get the preconditioner matrix A1 is still one open problem especially for large sparse problems. 
Algorithms 3.1 and 4.1 just work for full rank problems. Rank deficient problem is unsolved yet 
by direct iterative methods. For this open problem, Golub has one conjecture [8] that the QMR 
method may be applied to solve problem (1.1) with rank(A) <n.  Suppose that 
rank(W) ~> rank(W11) = n, it follows from (3.3) and preconditioned matrix 
Wax 
wT2 I 
0 
that 
i W 111 W 12 W 111 A 1 / 
W22 -- wT22w111W12 A: -- WTlzW111AI ) A~ -- ATw;~IW~2 - A~Wi~IA~ i: 
W 11151 
W T2W 111bl 
ATW 111bl 
(5.1) 
is reducible, and can be solved by the methods given in [1, 5, 7]. 
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From Theorem 4.1, we know that two different systems are equivalent in the sense that the 
sequences generatedby the conjugate gradient method and the SOR method are in the same Krylov 
subspace. There is one question: if one system for one method is given, how to get the equivalent 
system for another given method such that the approximate solution sequences generated by these 
two methods are in the same Krylov subspace? For example, we know one symmetric and 
positive-definite system with ill-conditioning to which conjugate gradient method can be applied. 
In fact we cannot obtain the desired solution effectively because of ill-conditioning when we apply 
the conjugate gradient method. Now we want to look for equivalent system on which the SOR 
method or other methods can work very well. It is also one interesting problem. 
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