Abstract-This paper describes the design of a highperformance unified SVM classifier circuit. The proposed circuit supports both linear and non-linear SVM classifications. In order to ensure efficient classification, a 48x96 or 64x64 sliding window with 20 window strides is used. We reduced the circuit size by sharing most of the resources required for both types of classification. We described the proposed unified SVM classifier circuit using the Verilog HDL and synthesized the gate-level circuit using 65nm standard cell library. The synthesized circuit consists of 661,261 gates, operates at the maximum operating frequency of 152 MHz and processes up to 33.8 640x480 image frames per second.
I. INTRODUCTION
The support vector machine (SVM) [1] was proposed by Vladimir Vapnik and the AT&T Bell laboratory team for accurate binary classification. In order to determine the optimal hyper-plane, the SVM uses the support vectors on the boundaries of two groups. By considering the support vectors, the SVM can improve the accuracy of classification and provide great performance in complex pattern recognition and classification. Since the SVM is considered to be a state-of-the-art tool for linear and non-linear classifications, various algorithms and architectures of the SVM classifier circuit have been proposed [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] .
This paper proposes a high-performance unified SVM classifier circuit that can support both linear and nonlinear classifications. The proposed circuit shares most of the resources required for both linear and non-linear SVM classifications in order to reduce the circuit size. By adopting a parallel architecture to accelerate the operating speed, the proposed circuit processes up to 33.8 640x480 image frames per second. A 48x96 or 64x64 sliding window with 20 window strides is used for the proposed circuit to ensure efficient classification.
The rest of this paper is organized as follows. Section II briefly presents an overview of the algorithms of linear and non-linear SVM classifications. Section III describes the architecture and design of the proposed highperformance unified SVM circuit. Section IV represents the experimental results and the comparison results with other approaches. Finally, Section V concludes this paper.
II. SVM ALGORITHMS
SVM algorithm is comprised of two steps: SVM learning and SVM classification. Support vectors which make the maximum margin between two groups are found and the optimal hyper-plane is determined in SVM learning procedure. It is important that the optimal hyperplane is determined to provide the best performance with the minimum errors for efficient classification. By using the designated optimal hyper-plane, a new incoming object is classified into one of two groups in SVM classification procedure. SVM classification should be performed in real time on a new obtained data for [3, 4] . Therefore, it is important to increase the operating speed of SVM classification, resulting in large amount of computation.
Instead of considering the centers of gravity in two groups, SVM algorithm focuses on the support vectors which are on the boundaries of each group. The unique feature of SVM is that it determines the optimal hyperplane by setting some limitations. The distance between two boundaries must be the maximum and there should not be any data between the boundaries for accurate classification. By using the designated optimal hyperplane, SVM can provide great performance on the pattern recognition and classification.
In SVM classification, the objects are classified into one of two groups by the designated optimal hyper-plane. The linear SVM is used when the objects can be classified linearly into one of two groups as shown in 
The non-linear SVM is used when it is difficult to classify the objects in a linear manner as shown in Fig. 2 . However, those objects can be classified linearly if we map their original space into a higher dimension. While classification can be performed linearly by increasing the dimension, an enormous amount of computational resources is required. In order to overcome this problem, the kernel trick is adopted in the non-linear SVM. The kernel trick is an implicit method to increase the dimension of the features. This kernel trick enables efficient computation of the inner product in non-linear SVM classification. The optimal hyper-plane for nonlinear SVM classification is obtained by setting d(x) in Eq. (2) to zero. Eq. (3) is the radial basis function (RBF) kernel that is typically used for non-linear SVM classification. In Eq. (2), svnum represents the number of support vectors, α represents the Lagrange multiplier, and y is the parameter used in the Lagrange function. σ in Eq. (3) is the width of the Gaussian window.
By applying Eq. (1) or (2) to the features of a new incoming object, the object is classified into one of two groups according to the value of d(x). Note that d(x) means the distance between the optimal hyper-plane and the new object.
III. CIRCUIT DESCRIPTION
The features extracted from the objects by the histograms oriented gradients (HOG) algorithm [13] are used in the proposed SVM classifier circuit. The proposed high-performance unified SVM circuit uses support vectors and HOG features with 3,780 dimensions. A 48x96 or 64x64 sliding window with 20 window strides is used for each image frame to ensure efficient classification. Fig. 3 shows the proposed high-performance unified circuit with the capability of linear and non-linear SVM classifications. It operates in linear and non-linear classification mode when 'kernel_type' is 0 and 1, respectively.
The proposed circuit is based on a parallel architecture with pipelines and it processes 112 dimensions for one 
Unified Inner Product Calculation
As shown in Eqs. (1, 3) , inner product operations for vector data are necessary for both linear and non-linear SVM classifications. The inner product Eq. (4) and Euclidean distance Eq. (5) are used in the linear and nonlinear SVM, respectively. In order to share the required resources for the proposed circuit, we rearranged Eq. (5) to obtain Eq. (6) for non-linear SVM classification.
Fig . 4 shows the proposed 'Unified Inner Product Calculator' circuit using a parallel architecture with twostage pipeline. As shown in the figure, the proposed 'Unified Inner Product Calculator' circuit shares multipliers and adders to support both linear and nonlinear SVM classifications. The adders in the first pipeline stage are only used for non-linear SVM classification.
By adopting a parallel architecture with two-stage pipeline, the proposed circuit can quickly process a large number of operations. The proposed circuit processes 112 dimensions for one pair of input data per clock cycle in order to accelerate the operating speed. Since three multipliers and two adders are required in Eq. (5), 336 (112x3) multipliers and 224 (112x2) adders are necessary to process 112 dimensions per clock cycle. Since the optimal hyper-plane and support vectors are already known at this point, the pre-computed values for the inner product of ( i i X X  ) can be used. We rearranged Eq. (5) to obtain Eq. (6) in order to exclude the inner product operation for ( i i X X  ) and applied this to the proposed 'Unified Inner Product Calculator' circuit. In that case, Eq. (6) requires only one multiplication and addition operations. Therefore, only 112 multipliers and adders are required in the proposed circuit. Furthermore, most of the resources required for both linear and nonlinear SVM classifications are shared, as shown in Fig. 4 , in order to decrease the circuit size. In this manner, the circuit size is significantly reduced. The values obtained from the 'Unified Inner Product Calculator' circuit are accumulated for 34 clock cycles.
Kernel Function Calculation
In non-linear SVM classification, the value obtained from the Euclidean distance operation is divided by 2σ 2 , Fig. 3 . Proposed unified SVM circuit. and this is used to calculate the kernel function in Eq. (3). The table-driven algorithm was proposed in [14] and we adopted it to the proposed 'Kernel Function' circuit for efficient calculation. The table-driven algorithm accelerates the operating speed for an exponential function where fixed-point arithmetic operations are required. Since a table-driven algorithm can increase not only the operating speed but also the accuracy, it has been widely used to accelerate fixed-point arithmetic operations. Fig. 5 shows the proposed 'Kernel Function' circuit. The operation of the exponential function requires four clock cycles, and the value obtained from the proposed 'Kernel Function' circuit is multiplied by α and y as shown in Fig. 3 and Eq. (2).
IV. EXPERIMENTAL RESULTS
We described the proposed high-performance unified SVM classifier circuit using the Verilog hardware description language (HDL) and synthesized the gatelevel circuits using 65 nm standard cell library. Fig. 6 shows the timing diagram of the proposed SVM circuit in case that the circuit is processing one sliding window in non-linear SVM classification. Since it is required to process 213 support vectors per sliding window, a total of 7,248 clock cycles are required in non-linear SVM classification. In case of linear SVM classification, only one support vector is required to be processed. Therefore, a total of 36 clock cycles are required in linear SVM classification (34 clock cycles for the inner product calculation, one clock cycle for the latency, and one clock cycle for the last addition with the bias). Table 1 shows the synthesis results and performance of the proposed circuit. The synthesized circuit consists of 661,261 gates and its maximum operating frequency is 152MHZ. The circuit can process up to 33.8 640x480 image frames per second, since the maximum number of clock cycles required to process one sliding window is 7,248. Table 2 shows the comparison results of the proposed SVM circuit with others. The circuit proposed in [10] is based on the parallel array architecture, and the main features of the circuit are resource sharing and efficient memory management. The parallel architectures are adopted in [11] and [12] in order to accelerate the operating speed. The circuit proposed in [11] processes six 16-bit fixed-point data per clock cycle, and the circuit proposed in [12] processes 512x512 image frames in real time by operating all dimensions for input data per clock cycle.
As shown in Table 2 , our circuit can support both of linear and non-linear SVM classifications, while other circuits support only one of them. The image size, the number of support vectors and the dimension of the data have a direct impact on the processing time and the circuit resources. The size of the image that our circuit can process is larger than others. In order to increase the precision of the classification result, the proposed circuit uses 25-bit fixed-point data and processes 213 support vectors with 3,780 dimensions. As shown in the table, the precision and dimension of the input data for the proposed circuit are higher and the number of support vectors is larger than others. The circuit proposed in [10] supports RBF kernel by using look-up table (LUT). Our circuit, on the other hand, calculates RBF kernel operation itself in order to further improve the precision of the classification result. The proposed SVM circuit can process large amount of data in real time, but the number of required resources is smaller than others, as shown in Table 2 . Note that the number of adders in Table 2 includes the number of adders for the 2's complement operation.
V. CONCLUSIONS
This paper proposed a high-performance unified SVM classifier circuit. The proposed circuit supports both linear and non-linear SVM classifications, and unification is achieved by sharing most of the circuit resources such as adders and multipliers in order to reduce the circuit size. A parallel architecture with pipelines is adopted in order to accelerate the processing speed. The proposed high-performance unified SVM classifier circuit processes up to 33.8 640x480 image frames per second when 65 nm standard cells are used.
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