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Abstract—In human-robot collaborative transportation and
sawing tasks, the human operator physically interacts with
the robot and directs the robot’s movement by applying an
interaction force. The robot needs to update its control strategy
to adapt to the interaction with the human and to minimize the
interaction force. To this end, we propose an integrated algo-
rithm of robot trajectory adaptation and adaptive impedance
control to minimize the interaction force in physical human-
robot interaction (pHRI) and to guarantee the performance of
the collaboration tasks. We firstly utilize the information of the
interaction force to regulate the robot’s reference trajectory.
Then, an adaptive impedance controller is developed to ensure
automatic adaptation of the robot’s impedance parameters.
While one can reduce the interaction force by using either
trajectory adaptation or adaptive impedance control, we investi-
gate the task performance when combining both. Experimental
results on a planar robotic platform verify the effectiveness of
the proposed method.
I. INTRODUCTION
Advances in robotics and automation have promoted the
development of research on human-robot collaboration [1]
[2]. Physical human-robot interaction (pHRI) control has
been wildly applied to assistive robots and it enables the
human user to interact with the robot cooperatively, e.g. to
manipulate a heavy object in a transportation task.
Impedance control or admittance control is a very use-
ful control algorithm in the applications of pHRI. With
impedance control, the stiffness, damping, and inertia pa-
rameters can be modified to regulate the robot’s behaviours.
In [3], a novel adaptive control approach was developed to
detect the human’s control intention and achieve the safe
pHRI. For admittance control, the damping parameter was
shown to be important in human-robot collaboration [4].
In [5], a variable admittance control with fuzzy inference
was applied to a minimum jerk trajectory in a human-robot
cooperation task. In addition, bio-signals have been widely
used to recognize the human intention and to regulate the
control strategy in the collaborative tasks. For example, an
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electromyography-based control method was proposed to im-
prove the interaction and coordination in the co-manipulative
tasks [6]. Learning by demonstration (LbD) methods are
also useful in pHRI and have been studied in the literature
[7]. For example, an initial learning based on LbD method
was proposed to update the robot trajectory and to achieve
compliant control in the collaborative tasks [8].
To sum up, there is a basic idea to achieve efficient
interaction by adapting the robot trajectory or regulating
the control parameters such as stiffness and damping in
impedance control. In line with this idea, we explore the
possibility to achieve efficient interaction by combining tra-
jectory adaptation and control parameters regulation.
As shown in Fig. 1, the context of this paper is also related
to shared control which investigates how to allocate control
authority for the robot and human in pHRI [9] [10] [11]. For
example, in [9], a shared control method using reinforcement
learning was proposed to adjust the control weight of the
human user dynamically. An adaptive shared control method
was developed to improve the user’s self-motivated ambu-
latory ability for a robotic walker in rehabilitation training
[10]. However, these methods have not considered the user
performance criterion and the interaction profile. Therefore,
we present a new control framework by considering the user
performance criterion. Validation of the proposed method
























Fig. 1. Allocation of control authority in physical human-robot interaction.
The rest of this paper is organized as below. Section II
describes the problem formulation and the proposed trajec-
tory adaptation and impedance control method. Section III
presents the validation results. Section IV summarizes the
conclusion and discussions.
II. PROBLEM FORMULATION AND PROPOSED METHOD
A. System description
In this paper, we consider a scenario where the robot is
expected to follow the human motion and to minimize the
interaction force, e.g. in a transportation task in Fig. 2. The
objective is to design a control strategy for the robot to adapt
to the interaction profile between the robot and the human
user in the process of pHRI.
Robot Human
Object
Fig. 2. A scenario of human-robot transportation task.
Considering the human force as an input of the system,
the system dynamics can be written as
M(x)ẍ+ C(x, ẋ)ẋ+G(x) = u+ Fh (1)
where x denotes the robot position, u is the robot’s control
input, Fh is the interaction force, and M,C,G are the system
inertia, Coriolis and centrifugal, and gravity matrices.
The structure of the proposed method is shown in Fig. 3. It
can be seen that the robot trajectory can be adjusted according
to the interaction force. The impedance controller can be
updated based on the trajectory tracking performance to
allocate the control authority for the robot automatically. This
novel method is proposed to achieve the aim of reducing the
interaction force according to the interaction profile. In the
following two subsections, the detailed trajectory adaptation















Fig. 3. Overall structure of the proposed algorithm.
B. Trajectory adaptation
Since the dynamics of the robotic system is affected by the
HRI profile, it is essential to update the reference trajectory
of the robot according to its current state and the interaction
force. In particular, a function can be assumed as follows:
xd = φ(x, Fh) (2)
where xd is the robot’s reference trajectory and φ is a
function to be designed.
In this paper, an explicit law is designed to update the
trajectory of the robot by using the interaction force infor-
mation. The updating law for the robot’s trajectory can be
defined as below:
xd = x+ β1Fh (3)
where β1 = M1α1 represents an open parameter to regulate
the interaction force. M1 denotes a constant for adjusting α1,
while the detailed process to design α1 is presented as below.
Since the interaction force is related to the position error,
we construct a function to represent the relationship between
the interaction force and position error. Inspired by [12], it
can be defined as
ξ1 = K1e
2 (4)
where K1 is a parameter to regulate the position error e and
ξ1 is a performance evaluation index.






where µ1 denotes a parameter to regulate the forgetting rate,
∆t is a sampling time of the system, and i is the number of
sampling times.
With the above definitions, the parameter α can be com-
puted through the following equation:
α1(i) = 1− e−ν1J(ξ1) (6)
where ν1 is used to adjust the adaptation of the interaction
force with µ1.
It is noted that the robot can automatically update the
reference trajectory according to the change of the interac-
tion force. As to be shown in the experiment section, this
adaptation law can achieve a smooth interaction between the
human and the robot.
C. Adaptive impedance control
For impedance control, we design a similar variable α2 to
update the impedance parameter.
In particular, the model of impedance control can be
represented as
Fim = Kce+Kdė (7)
with
Kc = Kc0 + ∆K (8)
where Fim denotes the input of the impedance control and it
is noted that u = Fim as in (1). Kc is a variable stiffness. Kc0
is a nominal stiffness, which needs to be designed according
to the experimental results. Kd represents a damping that is
fixed as a constant in this paper.
∆K is designed as below:
∆K = β2|Fh| (9)
where β2 = M2α2 denotes a parameter to regulate the
stiffness of the impedance controller. M2 is a constant used
for adjusting α2.
Similarly as for trajectory adaptation, the process of com-
putation of α2 is presented in the following. First, we define
a performance evaluation index ξ2 as below:
ξ2 = K2e
2 (10)
where K2 is a parameter to adjust the weight of the tracking
error.
With a given sampling time, we can calculate the perfor-






where µ2 denotes a parameter to regulate the forgetting rate.




where ν2 is used to adjust the adaptation of the interaction
force.
It is noted that α2 is utilized to adjust the user’s interaction
profile. The adjustment of impedance parameter based on
the performance evaluation is automatic in the control loop.
Based on the above description, it can be seen that the
impedance control input accounts the human input (interac-
tion force) and user performance evaluation index.
With trajectory adaptation and adaptive impedance control,
the proposed framework can address the requirement of
decreasing the interaction force and enables to the robot
to “actively” follow the human movement. This statement
will be justified by the experimental results in the following
section.
III. EXPERIMENTS
In this section, we validate the performance of the pro-
posed method in different experiments.
A. Experimental setup
In the experiments, we emulate the transportation task
through pHRI (Fig. 2). The aim of this transportation task for
the robot is to minimize the interaction force for achieving
a natural interaction with its human user. In specific, when
the human user changes their control intention, the robot
needs to update its reference trajectory and control strategy
to ensure the success of this task. In order to simplify the
experimental setup, we assume that the object is a point mass,
so the human user can perform this task by holding the end-
effector of the robot. Fig. 4 shows the experimental platform,
where H-MAN (ARTICARES Pte Ltd in Singapore) is used
to interact with the human user. H-MAN is a planar robot
containing a body, a slide and a handle. An ATI Mini 40 force
sensor is installed on the end of the handle to measure the
interaction force. H-MAN communicates with a computer
through Transmission Control Protocol (TCP). The force
sensor sends the data to the computer by using a conversion
equipment (ATI Net Box) through TCP. All devices are
performed on the Windows 7 operation system with Visual







Fig. 4. Experimental platform.
B. Experimental results
Three different experiments are performed with different
parameters to demonstrate the effectiveness of trajectory
adaptation and impedance control.
1) Experiment 1: trajectory adaptation only: In this exper-
iment, the robot reference trajectory is adapted with constant
impedance parameters, i.e. Kc = 200, Kd = 50. In order
to evaluate the influence of parameter β1, we consider three
cases:
• Case 1: β1 = 0.
• Case 2: constant β1 = 0.1.
• Case 3: variable β1 = 0.1α1.
Other parameters are set as K1 = 10, K2 = K3 =
K4 = 0.05, and ν1 = µ1 = ν2 = µ2 = 0.05. Figs. 5-7
show the performance of robot trajectory adaptation under
the condition of different parameters β1. In Case 1, the
desired trajectory is a sinusoid, shown in Fig. 5(a). The
human user can follow the desired trajectory or change the
robot’s motion based on their control intention. It can be seen
that the interaction force and tracking error are very large in
Figs. 5(b)-5(c), showing that the human user finds difficult
to cooperate with the robot.
From the results in Cases 2-3, we can see that the inter-
action force starts with a big value during the interaction.
As the task continues, the interaction force decreases dra-
matically and indicates a periodic behaviour, showing that
the cooperation between the human and the robot becomes
easier in these cases.
In Experiment 1, we can see that the average absolute
value of the interaction force is the smallest in Case 2 (Table
I), while the tracking errors for all three cases are relatively
large.
Based on these results, it can be concluded that the
human can interact with the robot with a small interaction
force by adapting the robot trajectory. However, there exists
a relatively large tracking error when using the trajectory
adaptation method only.
2) Experiment 2: adaptive impedance control only: In
Experiment 2, the desired trajectory is set as xd = 1 −
cos(2πt/3) and the stiffness parameter is Kc = 200+β2|Fh|.
In order to evaluate the influence of parameter β2, we
consider the following three cases:
• Case 4: β2 = 0.








































Fig. 5. Experiment 1: the experimental results with β1 = 0 in Case 1.









































Fig. 6. Experiment 1: the experimental results with β1 = 0.1 in Case 2.







































Fig. 7. Experiment 1: the experimental results with β1 = 0.1α1 in Case 3.
• Case 5: constant β2 = 50.
• Case 6: variable β2 = 50α2.
Other parameters are set the same as in Experiment 1.
From Figs. 8-10 respectively for Cases 4-6 and Table I, we
can see that all the interaction forces are relatively large when
the human user follows the desired trajectory of the robot
and the tracking errors are relatively small, although they
are smaller than the counterparts in Experiment 1. It can be
interpreted that when the human user changes their control
intention, they need to apply a large force to achieve this aim.
As the reference trajectory does not update, the tracking error
also becomes large. In this sense, it is difficult to achieve
a small interaction force by only using adaptive impedance
control.








































Fig. 8. Experiment 2: the experimental results with β2 = 0 in Case 4.


















































(d) Parameter of impedance.
Fig. 9. Experiment 2: the experimental results with β2 = 50 in Case 5.
3) Experiment 3: trajectory adaptation and adaptive
impedance control: This experiment is performed under the
condition of robot trajectory adaptation xd = x+ β1Fh and
adaptive impedance control Kc = Kc0 + ∆K = Kc0 +














































(d) Parameter of trajectory adapta-
tion.
Fig. 10. Experiment 2: the experimental results with β2 = 50α2 in Case 6.
β2|Fh|, as elaborated in the approach section. Specifically,
the following four cases are considered:
• Case 7: constant β1 = 0.1 and constant β2 = 50.
• Case 8: constant β1 = 0.1 and variable β2 = 50α2.
• Case 9: variable β1 = 0.1α1 and constant β2 = 50.
• Case 10: variable β1 = 0.1α1 and variable β2 = 50α2.
Other experimental parameters are set the same as in
Experiment 1. Figs. 11-13 show the experimental results in
the cases of trajectory adaptation and variable parameters β1
or β2. It can be seen that the interaction force becomes small,
and the position error also becomes small and consistent.
Similarly, the profile of Kc has the same trend as the change
of the interaction force. It can be concluded that the human
can change their control intention with a small interaction
force while the robot achieves a small tracking error, as the
robot’s reference trajectory and impedance parameters can be
updated according to the change of the interaction profile.
In Fig. 14, we can see the results in the case of trajectory
adaptation β1 = 0.1α1 and constant β2 = 50α2. While
similar results are achieved as that in Cases 7-9, the tracking
error and interaction force are smallest in the four cases.
Additionally, by calculating the average absolute value of
tracking error and interaction force, we find that the best
performance is achieved in Case 10 (Table I). Based on these
results, it can concluded that the robot can collaborate with
the human user best in the case of variable β1 and β2.
IV. CONCLUSIONS
In this paper, we propose a new approach based on robot
trajectory adaptation and adaptive impedance control for the
robot to reduce the interaction force, potentially useful for
human-robot collaboration such as in a transportation task.
Results in experiments 1-2 show that both trajectory adapta-
tion and adaptive impedance control can be used to reduce the
interaction force individually, and experiments demonstrate

















































(d) Parameter of trajectory adapta-
tion.





















































(d) Parameter of trajectory adapta-
tion.
Fig. 12. Experiment 3: the experimental results with β1 = 0.1 and β2 =
50α2 in Case 8.
that it is reasonable to combine these two methods to further
minimize not only the interaction force, but also the tracking
error.
Compared with the existing methods, the developed
method does not only consider the tracking error information,
interaction profile, but also the performance evaluation index.
As shown by the experimental results, when the human
physically interacts with the robot in a cooperative task, the
proposed framework can ensure a small interaction force and
achieve a smooth interaction. In comparison, it is difficult to
achieve a small interaction force with a small tracking error
in pHRI with either trajectory adaptation only or adaptive
impedance control only.
It is noted that the robustness of the proposed framework
needs to be analysed in detail in the future. In addition, the
learning method will be introduced to update the impedance
TABLE I






















of position error [m]
0.0793 0.0674 0.0571 0.0317 0.0263 0.0239 0.0363 0.0352 0.0335 0.0331
Average absolute value
of interaction force [N]
2.0396 0.0989 0.0926 0.5461 0.3154 0.3274 0.0660 0.0588 0.0674 0.0485
















































(d) Parameter of trajectory adapta-
tion.
Fig. 13. Experiment 3: the experimental results with β1 = 0.1α1 and β2 =
50 in Case 9.





















































(d) Parameter of trajectory adapta-
tion.
Fig. 14. Experiment 3: the experimental results with β1 = 0.1α1 and β2 =
50α2 in Case 10.
control and to learn the human’s interaction behaviours in a
higher level of decision marking [13] [14].
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