Abstract. Similarity joins between two collections of item sets have recently been investigated and have attracted significant attention, especially for linguistic applications such as those involving spelling error corrections and data cleaning. In this paper, we propose a new approach to similarity joins for general item set collections, such as purchase history data and research keyword data. The main objective of our research is to efficiently find similar records between two data collections under the constraints of the number of added and deleted items. Efficient matching algorithms are urgently needed in similarity joins because of the combinatorial explosion between two data collections. We developed a matching algorithm based on Zero-suppressed Binary Decision Diagrams (ZDDs) to overcome this difficulty and make matching process more efficient. ZDDs are special types of Binary Decision Diagrams (BDDs), and are suitable for implicitly handling large-scale combinatorial item set data. We present, in this paper, the algorithms for similarity joins between two data collections represented as ZDDs and pruning techniques. We also present the experimental results obtained by comparing their performance with other systems and the results obtained by using real huge data collections to demonstrate their efficiency in actual applications.
Introduction
Similarity joins or error-tolerant matching algorithms between two collections of item sets have recently been investigated and have attracted significant attention [1, 2, 4, 6, [12] [13] [14] [17] [18] [19] for linguistic applications such as those involving spelling error corrections, data integration, data cleaning, and detection of similar words. The aims in these researches are to find similar records between two huge data sets based on similarity definitions such as cosine measure, Jaccard similarity, and edit distance.
Here, we propose a new efficient method of implementing similarity joins for general item set collections, such as those of purchase history and research keyword data. The main objective of our research is to efficiently find similar records between two data collections under the constraints of the number of added and deleted items. These constraints can be considered to be natural constraints for general unordered item set collections, and they have a broad range of possible applications. In this research, the similarity between records is not defined approximately but "exactly". Efficient matching algorithms are urgently needed in exact similarity joins because of the combinatorial explosion between two data collections. To overcome this difficulty and make matching process more efficient, we developed a matching algorithm based on Zero-suppressed Binary Decision Diagrams (ZDDs) [7, 9, 11] . ZDDs are special types of Binary Decision Diagrams (BDDs) [3] and suitable for implicitly handling large-scale combinatorial item set data. In our previous work [16] , we developed an efficient method of set recommendation using ZDD structures. In our set recommendation, a set of items to be added or deleted is recommended to the initial item set so that the modified set is classified to the target class. In this paper, we extend this approach to establish set similarity joins between two collections of item sets.
The applications of our approach can cover a wide area of real applications where we need to find similar records between two huge collections of data sets such as those in :
To find similar previous patents by other research institutes, organizations, or countries. -Data cleaning and duplicate entry detection To fix errors in databases compared with other databases, or detect duplicate entries between two databases.
-Similar research
To find similar research papers or research activities in previous decades, those published by other organizations or countries, or those in different areas.
-Fraud detection
To find fraudulent data in the database by comparing with previous fraud cases. In fraud detection, rule based method is one of the most realistic approaches. However, in fact, we can hardly define the rules explicitly to detect individual case of fraud. Our approach in this paper enables us to directly find similar cases to those in previous fraud data.
-Customer classification To find loyal or potentially-dependable customers, or to find unacceptable customers by comparing with those in previous customer databases.
In this paper, we present the experimental results obtained from comparing the performance of our approach with ordinary matching algorithms and other similar methods, and also the results from other experiments using real huge data collections such as those in DBLP research titles and NSF (National Science Foundation) research abstracts, to demonstrate its efficiency and availability in real applications.
The rest of the paper is organized as follows: Section 2 discusses some works related to our research, especially previous researches on similarity joins. Section 3 provides some definitions and describes the implementation of our framework using ZDD data structures. We present and discuss the results from evaluating the performance of our approach in Section 4, and applications using real data such as those from DBLP and NSF in Section 5. We conclude this paper in Section 6 with a brief summary and some additional comments, and mention future works.
Related Work
There have been many works about similarity joins [1, 2, 4, 6, [17] [18] [19] or error tolerant matching [12] [13] [14] , which can be considered to be essential operations in many applications. The objectives in these researches have been to find similar records based on "exact" matching under various constraints such as cosine measure, Jaccard similarity and edit distance.
Chaudhuri [4] and Arasu [1] introduced a general operator called SSJoin, which could be extended to various measures such as edit distance, Jaccard similarity, Hamming distance. The algorithms PartEnum and WtEnum implemented with SSJoin are based on a filtering method, i.e., filtering effective similarity joins based on two ideas for signature generation called partitioning and enumeration.
Bayardo [2] proposed All-Pairs algorithms, on which irrelevant records could be filtered out using inverted lists that were dynamically created on the process according to constraints. They showed that All-Pairs algorithm was highly efficient and scalable to huge size of records.
Xiao [18] introduced a filtering approach focused on the number of "mismatching" and proposed Ed-Join algorithms. The mismatch-based filtering methods could reduce the numbers of candidates.
These approaches described above, were based on filtering-based methods to avoid redundant matching as much as possible. First, by generating the signatures for each data (e.g., string sequence), the candidates of similar pairs could be generated (filtering phase). Then, to find exactly similar pairs with defined similarities, these candidates were verified in a test phase. However, if the database consisted of sets of relatively short strings, signature based filtering methods could be an overhead since these approaches generally generated huge numbers of candidate pairs.
Feng [6] and Wang [17] proposed another approach rather than filtering methods, which was a trie based framework called Trie-Join, in which the data set could be represented as trie structures. Trie structures can share common prefixes for a set of strings. They proposed search procedures on trie structures and pruning methods for sub-structures of the trie.
In our work, we do not consider filtering methods, but focus on efficient representational structures and search algorithms to find similar records in two data collections. Although our approaches and motivation are close to those in Trie-Join [6, 17] , Trie-Join assumed sequential patterns as input data and edit distance as constraints, because they considered language processing as a promising area of applications. However, our method takes into considerations general item sets (unordered sets) and the constraints are slightly different from the edit distance. Our system searches similar pairs under the constraints of the number of added and deleted items. We consider that our constraints on item addition and deletion are rather natural and generic for applications of general item set collections or various applications in bioinformatics [15] .
In this research, we adopt Zero-suppressed Binary Decision Diagrams (ZDDs) [7, 9, 11] to implement the algorithms efficiently rather than trie structures. ZDDs are not tree structures but directed acyclic graph (DAG) structures that can share the same sub-structure.
Set Similarity Joins Using ZDDs
This section provides some definitions and examples of our set similarity joins based on the addition/deletion constraints. We then briefly introduce ZDDs to handle huge numbers of data sets, and present the algorithm for similarity joins on ZDD structures.
Preliminaries
We will provide various definitions and notations as follows.
Definition 1 (item). An item is an atomic entity that represents a characteristic or feature and is denoted by a lower-case character (a, b, c, . . .). A set of all items to be considered is denoted by Σ.

Definition 2 (item set and collection of item sets). An item set is a set of items that represents the characteristics or features of an object (we use D to represent an item set). A collection of item sets is a set of item sets, and is represented by S or T .
We sometimes call an item set a "record", and an item set collection a "database" for simplicity. As an example, suppose we have two collections of item sets, S and T :
Definition 3 (add/delete-constraints). The upper bounds on the numbers of items that can be added or deleted for an item set are denoted by
The similarity joins of T for S under the condition of N + = N − = 1 would consist of the following six pairs :
If the conditions of addition and deletion are N + = 1 and N − = 0, only the pair of {{a, b}, {b}} satisfies the condition. If N + = 0 and N − = 1, two pairs {{a, b}, {a, b, c}} and {{a, c}, {a, b, c}} satisfy the condition.
Zero-Suppressed Binary Decision Diagrams
This subsection reviews ZDDs, which are a variant of Binary Decision Diagrams [3, 7] (BDDs). BDDs are well-known and widely used for efficiently manipulating large-scale Boolean function data. A BDD is a directed graph representation of the Boolean function. The reduction rules in a BDD consist of a "node deletion rule" (delete all redundant nodes with two edges that point to the same node) and a "node sharing rule" (share all equivalent sub-graphs).
Zero-suppressed BDDs (ZDDs) [7, 9, 11] are special types of BDDs that are suitable for implicitly handling large-scale combinatorial item set data. The reduction rules for ZDDs are slightly different from those for BDDs and are outlined in Fig. 1 .
-Share equivalent nodes as well as ordinary BDDs ((1) in Fig. 1 ).
-Delete all nodes whose 1-edge directly points to the 0-terminal node, and jump through to the 0-edge's destination ( (2) in Fig. 1 ).
ZDDs are especially much more effective than BDDs for representing "sparse" combinations such as purchase history data. For instance, sets of combinations selecting 10 out of 1000 items can be represented by ZDDs up to 100 times more compactly than those by using ordinary BDDs. Fig. 1 has an example of reduced ZDDs for S in 3.1. Note that the nonexistence of a node on each path means that the item is negated in the ZDD representation. For example, {c}, which is a model of S, can be represented by the heavy line path in ZDD representation. S can be rewritten in a sum of product representations as ab + ac + c within the ZDD context. 
ZDD based Similarity Joins
In our approach, two collections of item sets in text format are transformed into ZDD structures via the ZDD package [10] . The input data of our system are two ZDD structures and the constraints description. This subsection presents the method for calculating similarity joins for two collections of item sets, i.e., for two ZDD structures.
Algorithm 1 outlines the search algorithm on ZDD structures. Fig. 2 has a simple example of set similarity joins using ZDD based on Algorithm 1, where the objective is to find similar item sets between S (diagram at left) and T (diagram at right) under the constraints of N + = N − = 1. The search step begins to work from top node a on S (search zdd(n) in the algorithm).
Each square box on the edge indicates the search results, which is a list of a pair: the current count of addition and deletion, and the corresponding path on T . For example, box (1) on S is attached to the edge which indicates the negation of a. +0-1:2 in box (1) indicates that the current count is "no additional item (+0) and that one item has been deleted (-1)" for edge 2 on T . In the same manner, +0-0:1 in box (1) indicates that the current count is "no additional or deleted items" for edge 1 on T . The update candidate in the algorithm adds new candidates to the current candidates, n 1 .cand and n 0 .cand. The reduce function reduces the candidate set and checks the constraints.
Similarly, box (2) is created based on the results for box (1) . We need the result for box (3) as well as the result for box (2) to create the box (4). The search process in our algorithm only proceeds if all parents of the node have already finished their processes. After box (3) is calculated, the calculation of box (4) starts based on the results for box (2) and (3).
For box (6) which means the addition of d in S, all the counts in boxes (4) and (5) must add 1 to the addition of items, because no item sets in T have d as their element. As a result, none of the counts in boxes (4) and (5) Although there are no solutions under the constraints for the example in Fig.  2 , another example in Fig. 3 can obtain two sets of results, where the square box labeled +0-1:2-4-5-6-7 indicates one item has been deleted from path 2-4-5-6-7 (i.e., {a, c, d}). We can hence, obtain the final result, {a, c, d} − {c} = {a, d}. We can similarly obtain {b, c, d, e} (addition of e to {b, c, d}) from the label of +1-0:1-3-5-6-7.
Performance Evaluation
Comparison on Sorted Text Search
We first evaluate the efficiency of our approach based on ZDDs, using artificial data. The problem we provided to evaluate performance in this experiment consists of 170 items in total (|Σ| = 170), and each record randomly contains five items. We prepare two data sets as S which contain one million data and 10 million data respectively, and four data sets as T with sizes from 1000−1000000. We compare three types of programs for set similarity joins for two given data sets, i.e., "(1) Text-Linear" : between two sorted text data sets, "(2) ZDD-Linear": between ZDD and a sorted text data set, "(3) ZDD-ZDD" : between two ZDDs presented in this paper.
All the systems were implemented in C++, and the experiments were run on a SUSE Linux Enterprise Server 11 with 32 Intel Xeon CPUs (2.66 GHz) and 1.024 TB RAM. Table 4 compares the execution times. None of the execution times include the time for preparatory data processing, i.e., data sorting or ZDD construction.
As we can see from the table, the execution times for (1) Text-Linear and (2) ZDD-Linear increase linearly for the size of search data, while (3) ZDD-ZDD method can suppress the increase in execution time. We could conclude from these results that our algorithms based on two ZDD structures worked efficiently than linear searches (1) and (2).
Comparison with Trie-Join
As we previously described, Trie-Join [6, 17] is a similar approach to our system. It, however, only treats totally ordered sequences. Although it is difficult to make precise comparisons with our systems, the experimental results in this subsection provide some indications about their efficiency.
The data sets used in the experiments were as follows :
-Item sets are generated by the alphabet ("a" to "z" in Trie-Join, and "x01" to "x26" in the ZDD-based method) in alphabetical (or numerical) order. -The length (number of items) of each record is 10. However, if duplicate items occur in the records, we suppress them since the ZDD approach does not distinguish the plural occurrence of items. Table 1 lists the sample data we used in this experiment.
There are three variations of data sets, each of which consists of 100000, 500000, and 1000000 data records. Trie-Join input ZDD-based method input aegklorstw x01 x05 x07 x11 x12 x15 x18 x19 x20 x23 bcegjmtvxy x02 x03 x05 x07 x10 x13 x20 x22 x24 x25 filmrsux x06 x09 x12 x13 x18 x19 x21 x24 dijkmqrt x04 x09 x10 x11 x13 x17 x18 x20 aeinprst x01 x05 x09 x14 x16 x18 x19 x20 kqrvwy x11 x17 x18 x22 x23 x25 aefghlqvx x01 x05 x06 x07 x08 x12 x17 x22 x24 acgknoruxy x01 x03 x07 x11 x14 x15 x18 x21 x24 x25
our ZDD-based method are summarized in Table 2 . Fig. 5 also compares performance of two systems for some selected results in Table 2 where the horizontal axis plots the number of results and the vertical axis plots the execution times (sec).
As can be seen in the table, we concluded that our system could achieve the same or better performance than Trie-Join for large scale problems. For example, in Table 2 , the execution time with Trie-Join is 436.6 (sec) to generate approximately 149 million results for 1000000 records and edit distance = 2. On the other hand, the execution time with the ZDD-based method for 1,000,000 records and N + = N − = 2 is 1039.0 (58.5 + 980.5) (sec) to generate approximately 809 million results which is over 5 times as much as the case of edit distance = 2 on Trie-Join (the set of 149 million results by Trie-Join is a proper subset of 809 million results by our ZDD-based method). Since these two systems assumed different constraints, we could not conclude quantitative discussions preciously. Our system, however, could achieve at least potential ability comparable with Trie-Join for the problems of similarity joining with ordered sets.
Applications
This section presents some application results with real data sets that concern research topics. We used the data sets from DBLP and NSF data collections.
DBLP Research Titles
This experiment took into account the paper titles in a DBLP xml data set 5 whose tags include "article" and "inproceedings". The total size of records in this experiment is 863580.
We extracted the "publish year" and the "title" from the data set, and classified them into three collections according to the publish year, i.e., data set 1 (-1997 : 158706 records), data set 2 (1998 -2007 : 348882 records), and data set 3 (2008-: 355992 records). In this experiment, we excluded words, each of whose frequency in all databases was less than 10. The size of Σ is 23224 (i.e., 23224 words in total).
The experimental results are summarized in Table 3 , where we can see the results for similarity joins between data sets 1 and 2, and between data sets 2 and 3. For example, 6-a (published in 1981) and 6-b (published in 2004) are extracted as similar research papers by different authors. Since both 6-a and 6-b involve the recognition of maximal planar graphs, these two research are intimately related with each other. On the other hand, the main theme in the paper of 1-a is the computational complexity of real sequences, while the theme in 1-b is the descriptive complexity for binary sequences. In this case, there seems to be no deep relationship among these two researches.
In fact, although we can recognize that other characteristics (e.g., research abstract) for research papers should be included if the results are practically in use, similar research activities between decades can be detected by using set similarity joins for item collections. 
NSF Research Abstracts
We applied our system to the NSF data collection as another experiment, which consists of NSF Research Award Abstracts from 1990 to 2003. There are 129000 entries (title, period, budget, abstract, area key, . . .) in the database, and the bag-of-word data for the total records. The data set is disclosed in the UCI Machine Learning Repository 6 . We divided the data into "before 1996" and "after 1996" in this experiment, and we focused on entries whose abstracts include the word "computer". We created data sets, each of which consists of words in the title and the abstract. In this experiment, the size of Σ is 3444 (i.e., 3444 words in total).
Part of the experimental results are listed in Table 4 , where N + = 3 and N − = 3, which shows that relevant research activities are detected as well as those from the DBLP experiments.
For example, 1-a (1992) is a project for studying basic techniques for parallel algorithms, while 1-b (1999) is a workshop where more practical applications of parallel computing such as fluid dynamics are discussed. In this experiment, we can conclude that similar research projects can be detected as well as the case of DBLP application.
Conclusion
In this paper, we described a new approach to similarity joins for general item set collections under the constraints of the number of added and deleted items. We introduced a matching algorithm based on Zero-suppressed Binary Decision Diagrams (ZDDs), which are special types of Binary Decision Diagrams (BDDs). ZDDs can represent huge databases efficiently, especially for sparse data collections. We developed efficient algorithms and pruning techniques for two ZDD structures.
We presented some experimental results from evaluating performance with other methods including Trie-Join, which is well known as an efficient implementation for similarity joins, although it is based on slightly different problem setting. As a result, our approach could achieve comparable results with TrieJoin for the problems we presented in this paper.
We also showed experimental results with actual huge data collections such as those from DBLP research titles and NSF research abstracts to demonstrate the availability in real applications.
Future works include extending our results in several directions such as :
-We intend to investigate various pruning techniques or filtering techniques exploited in other systems [1, 2, 6, 17] to adopt them in our system. Some [6, 17] , such as length pruning and single branch pruning would also be especially helpful in our system.
-We need to classify items to various classes such as editable, essential, and requisite items, and we need to define transformation costs to replace these items. These extensions would make the results quite effective for real use.
-We intend to investigate more enhanced algorithms using ZDDs such as valuable ordering in ZDD construction or pruning techniques. In fact, it is well known that the valuable ordering in ZDDs is sensitive to performance in some cases.
-Sequence BDD [5, 8] offers considerable promise as a basic computation framework instead of ZDD in dealing with string similarity problems. Sequence BDD shares the same common sub-sequence as DAG structures, and can provide compact representations for manipulating sets of strings. We are now investigating the algorithms for sequential similarity joins using the sequence BDD framework.
