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Chapter 7. Autocorrelation of residuals—2
7.1 Anderson models.
The matrix Ω−1 of (6.1.16) may be written in the following way:
(7.1.1) Ω(ρ)
−1 =( 1+ρ
2)I − 2ρΘ+ρ(1 − ρ)C,
where
(7.1.2) Θ = 1
2

 




 



1100··· 000
1010··· 000
0101··· 000
0010··· 000
. . .
. . .
. . .
. . .
...
. . .
. . .
. . .
0000··· 010
0000··· 101
0000··· 011

 




 



(i.e., Θ = [θij]w i t hθ11 = θnn = θi+1,i = θi,i+1 = 1
2 and θij = 0 otherwise) and
where
(7.1.3) C =




 


100··· 00
000··· 00
000··· 00
. . .
. . .
. . .
...
. . .
. . .
000··· 00
000··· 01




 


(i.e., C =[ cij]w i t hc11 = cnn =1a n dcij =0o t h e r w i s e ) .
Anderson (1948) noted that if Ω(ρ)−1 in (7.1.1) were replaced by
(7.1.4) Φ(ρ)−1 =( 1+ρ2)I − 2ρΘ,
the resulting model would be much more tractable. [To justify the notation on
the left it must be shown that matrix on the right in (7.1.4) is positive deﬁnite for
−1 <ρ<1; this will be shown in Lemma 7.1.1 below. The formula (7.1.4) will
then deﬁne the matrix function Φ(ρ) which is used to approximate Ω(ρ).] Since
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the two inverse matrices diﬀer only in the corners, by the quantity ρ(1 − ρ), one
might conjecture that the properties of the model (7.1.4) constitute a fairly good
approximation to those of the exact model (7.1.1). To what extent this conjecture
is true has been studied in the special cases of estimating a mean or a linear trend
(see §6.2.1 above), but in the general case remains a largely unexplored problem; in
this section, we shall not attempt to make an assessment, but simply analyze the
regression model (6.1.1) on the assumption that the residuals εt are governed by a
stochastic process for which σ−2E{εε } =Φ ( ρ) has an inverse of the form (7.1.4).
More generally, consider a regression model
(7.1.5) y = Xβ+ ε;E {ε} =0 , E{εε
 } = V (ρ)
such that V (ρ)s a t i s ﬁ e s
(7.1.6) V (ρ)
−1 = κ(ρ){I + h(ρ)Θ},
where (i) κ(ρ) is a real-valued function of ρ, (ii) Θ is a ﬁxed symmetric matrix,
and (iii) h(ρ) is a real-valued strictly monotone function of ρ in −1 <ρ<1, such
that I + h(ρ)Θ is positive deﬁnite. [This latter condition is required to justify the
notation V (ρ)−1.] Let P be an n × n orthogonal matrix (P  P = I) such that
(7.1.7) P  V (ρ)P =Λ ( ρ),
where Λ(ρ) is a diagonal matrix whose entries are the eigenvalues of V (ρ). Premul-
tiplying both sides of (7.1.7) by P we have
(7.1.8) V (ρ)P = PΛ(ρ),
or, denoting P =[ p0,p 1,...,p n−1]a n dΛ ( ρ)=d i a g {λ0(ρ),λ 1(ρ),...,λ n−1(ρ)},
(7.1.9) V (ρ)p
j = p
jλj(ρ),
i.e., the columns pj of P are eigenvectors of V (ρ) corresponding to the eigenvalues
λj(ρ). (The numbering from 0 to n − 1 is for later convenience.)
Inverting both sides of (7.1.7), we have
(7.1.10) P  V (ρ)−1P =Λ ( ρ)−1,
i.e., V (ρ)−1 has the same eigenvectors as V (ρ), and the reciprocal eigenvalues. Thus
from (7.1.6) we have
(7.1.11) Λ(ρ)
−1 = P
 V (ρ)
−1P = κ(ρ){I + h(ρ)P
 ΘP}.
Since the left side of (7.1.11) is a diagonal matrix, the matrix P  ΘP on the right
must be also, hence
(7.1.12) P  ΘP =Υ ,
s a y ,w h e r eΥ=d i a g {υj} and the υj are the eigenvalues of Θ. [The reader should
note the distinction between the lower-case Greek upsilon (υ)u s e dh e r ea n dt h e
italic ‘vee’ (v) as well as the Greek nu (ν).] From (7.1.12), the eigenvectors of ΘLECTURES IN ECONOMETRIC THEORY 3
are the same as those of V (ρ)−1, which in turn are the same as those of V (ρ).
Since Θ is ﬁxed and given, it follows that the assumption (7.1.6) implies that the
eigenvectors of V (ρ) are given and independent of ρ.
The case (7.1.4) corresponds to that of (7.1.6) in which Θ is given by (7.1.2) and
(7.1.13) V (ρ)−1 = σ−2Φ(ρ)−1 =
1+ρ2
σ2
 
I −
2ρ
1+ρ2Θ
 
,
i.e.,
(7.1.14) κ(ρ)=
1+ρ2
σ2 ,h (ρ)=−
2ρ
1+ρ2.
We verify that h (ρ)=−2(1+ρ2)−2(1−ρ2) < 0f o r−1 <ρ<1, so h(ρ) is monotone
strictly decreasing. It remains to verify that (1+ρ2)I −2ρΘ is positive deﬁnite for
−1 <ρ<1. Premultiplying both sides of (7.1.4) by P  , and postmultiplying by P,
we obtain with (7.1.12) the eigenvalues of Φ(ρ)−1:
(7.1.15) Ψ(ρ)−1 = P  Φ(ρ)−1P =( 1+ρ2)I − 2ρΥ,
i.e.,
(7.1.16) ψj(ρ)
−1 =1+ρ
2 − 2ρυj (j =0 ,1,...,n− 1).
Lemma 7.1.1. The eigenvalues υj of the matrix Θ of (7.1.2) all lie in the interval
−1  υj  1; hence, the eigenvalues ψ(ρ)
−1
j of the matrix Φ(ρ)−1 of (7.1.4) are
positive for all ρ in the interval −1 <ρ<1.
Proof. An eigenvalue υ of Θ must satisfy
(7.1.17) |Iυ− Θ| =
 
 
 
   
 
 
 
   
 
 
 
 
 
υ − 1
2 −1
2 0 ··· 00 0
−1
2 υ −1
2 ··· 00 0
0 −1
2 υ ··· 00 0
. . .
. . .
. . .
...
. . .
. . .
. . .
00 0 ··· υ −1
2 0
00 0 ··· −1
2 υ −1
2
00 0 ··· 0 −1
2 υ − 1
2
 
 
 
   
 
 
 
   
 
 
 
 
 
=0 .
If |υ| > 1 then the absolute value of each diagonal element of Iυ−Θ is greater than
the sum of the absolute values of the remaining elements in the same column, i.e.,
Iυ − Θ has a dominant diagonal; it follows that Iυ− Θ is nonsingular for |υ| > 1
(see McKenzie, 1960), contradicting (7.1.17). Therefore the eigenvalues of Θ must
satisfy
(7.1.18) −1  υj  1.
Letting P be an orthogonal matrix diagonalizing Θ to
(7.1.19) P  ΘP =Υ ,4 JOHN S. CHIPMAN
and applying this diagonalization to the right side of (7.1.4), we have for the eigen-
values of the (as yet undetermined) matrix on the left,
f(ρ;υ)=ρ2 − 2υρ+1 .
Viewed as a quadratic polynomial in real ρ, obviously f(ρ) > 0 for suﬃciently large
|ρ|. We verify that the zeros of f are ρ = υ±
√
υ2 − 1, which are complex if |υ| < 1;
they are real and repeated for υ = ±1; therefore f(ρ;υ) > 0f o r|υ|  = 1. But clearly
f(ρ;υ)=( ρ ∓ 1)2 > 0f o rυ = ±1a n d−1 <ρ<1. It follows that the matrix on
the right side of (7.1.4) is positive deﬁnite for −1 <ρ<1, hence the left side is
well deﬁned. 
The following result, due to von Neumann (1941, p. 371), provides much more
detailed information about Θ.
Lemma 7.1.2 (von Neumann). The eigenvalues of the matrix Θ of (7.1.2) are
given by
(7.1.20) υj =c o s
jπ
n
for j =0 ,1,...,n− 1,
and the correspondiing eigenvectors by
(7.1.21) ξj =



 





cos
jπ
2n
cos
3jπ
2n
. . .
cos
(2n − 1)jπ
2n



 





for j =0 ,1,...,n− 1.
Proof. If ξ is an eigenvector of Θ and υ the corresponding eigenvalue, then from
Θξ = υξ, ξ  = 0 and (7.1.2), we have
(7.1.22)
ξ1 + ξ2 =2 υξ1
ξ1 + ξ3 =2 υξ2
ξ2 + ξ4 =2 υξ3
. . .
ξn−3 + ξn−1 =2 υξn−2
ξn−2 + ξn =2 υξn−1
ξn−1 + ξn =2 υξn
where not all ξt =0 .D e n o t i n g
(7.1.23) ξ0 = ξ1 and ξn+1 = ξn,
(7.1.22) may be written in the form
(7.1.24) ξt−1 + ξt+1 =2 υξt (t =1 ,2,...,n).LECTURES IN ECONOMETRIC THEORY 5
From (7.1.18) it follows that any eigenvalue υ of Θ can be written
(7.1.25) υ =c o sα
for some α; thus (7.1.24) may be written
(7.1.26) ξt−1 + ξt+1 =2c o sα · ξt (t =1 ,2,...,n).
From the trigonometric identity
(7.1.27) cosφ +c o sψ =2c o s1
2(φ + ψ)cos1
2(φ − ψ)
we now verify that (7.1.26) is satisﬁed by
(7.1.28) ξt =c o s ( t − 1
2)α;
for, substituting (7.1.28) in both sides of (7.1.26) we obtain
(7.1.29)
ξt−1 + ξt+1 =c o s ( t − 1 − 1
2)α +c o s ( t +1− 1
2)α
=2c o s1
2(2t − 1)α · cos 1
2(−2α)
=2c o sα[cos(t − 1
2)α]
=2c o sα · ξt.
It remains to determine α. The ﬁrst equation of (7.1.23) implies no restriction,
since ξ0 =c o s ( −1
2α)=c o s ( 1
2α)=ξ1 automatically. However, the second equation
of (7.1.23) requires
(7.1.30) cos(n − 1
2)α = ξn = ξn+1 =c o s ( n + 1
2)α,
implying that the angle (n + 1
2)α diﬀers from both (n − 1
2)α and −(n − 1
2)α by an
integral multiple of 2π radians. The second of these conditions states that
(7.1.31) (n + 1
2)α =2 πj − (n − 1
2)α
where j is an integer; this implies that
(7.1.32) α =
jπ
n
.
Now for all j =0 ,1,...,n− 1w eh a v e0 α<π , whence substitution of (7.1.32)
in (7.1.28) gives ξ1 =c o s ( jπ/2n) > 0; therefore for no j =0 ,1,...,n− 1a r ea l l
ξt =0 ,t =1 ,2,...,n. Thus if we deﬁne
(7.1.33)
υj =c o s
jπ
n
and ξtj =c o s
(2t − 1)jπ
2n
(t =1 ,2,...,n; j =0 ,1,...,n− 1)
then these satisfy the required conditions (7.1.22), hence the υjs of (7.1.33) are the
eigenvalues of Θ and (7.1.33) also deﬁnes the corresponding eigenvectors ξtj. 
From (7.1.32) it follows that
(7.1.34) 1 = υ0 >υ 1 >...>υ n−1 > −1;
thus, the eigenvalues of Θ are all distinct. It follows that its eigenvectors (7.1.33)
are mutually orthogonal (cf. Perlis, 1952, p. 184). This follows directly from the
fact that
υiξi ξj = ξi Θξj = ξi ξjυj
whence (υi − υj)ξi ξj =0 ,s oυi  = υj implies ξi ξj =0 .
In order to obtain an orthonormal set of eigenvectors of Θ it is necessary to
ascertain the lengths of the vectors ξj. This will be done in the next lemma,
which incidentally also provides a direct proof of the mutual orthogonality of the
eigenvectors ξj.6 JOHN S. CHIPMAN
Lemma 7.1.3. The eigenvectors (7.1.33) have length |ξj| =
√
n for j =0and  
n/2 for j =1 ,2,...,n− 1. Accordingly, an orthonormal set of eigenvectors pj
of Θ (j =0 ,1,...,n− 1) is given by
(7.1.35)
pt0 =
1
√
n
;
ptj =
1
 
n/2
cos
(2t − 1)jπ
2n
(j =1 ,2,...,n− 1)
for t =1 ,2,...,n.
Proof. First we verify that
(7.1.36)
n  
t=1
cos
(2t − 1)iπ
2n
cos
(2t − 1)jπ
2n
=



0i f i  = j
n if i = j =0
n/2i f i = j  =0
for 0  i, j  n − 1. This is the discrete counterpart of the orthogonality relations
for continuous t,0 t  n:
(7.1.37)
  n+ 1
2
1
2
cos
(2t − 1)iπ
2n
cos
(2t − 1)jπ
2n
dt =



n if i  = j
0i f i = j =0
n/2i f i = j  =0 ;
and is established in essentially the same way, by means of the trigonometric identity
cosφcosψ = 1
2[cos(φ + ψ)+c o s ( φ − ψ)] (which is the inverse of (7.1.27)):
cos
(2t − 1)iπ
2n
cos
(2t − 1)jπ
2n
=
1
2
 
cos
(2t − 1)(i + j)π
2n
+c o s
(2t − 1)(i − j)π
2n
 
.
(7.1.38)
When i = j = 0, the right side of (7.1.38) is equal to 1, and the middle sum of
(7.1.36)and integralof (7.1.37)are obtained immediately. The remaining conditions
follow once it is established that
(7.1.39)
n  
t=1
cos
(2t − 1)mπ
2n
=
  n+ 1
2
1
2
cos
(2t − 1)mπ
2n
dt =0 ( 0< |m| < 2n).
For the continuous case of (7.1.39), set u =
(2t − 1)mπ
2n
, whence t =
nu
mπ
+ 1
2.
Then
(7.1.40)
 
cos
(2t − 1)mπ
2n
dt =
 
cosu
n
mπ
du =
n
mπ
sinu =
n
mπ
sin
(2t − 1)mπ
2n
whence
(7.1.41)
  n+ 1
2
1
2
cos
(2t − 1)mπ
2n
dt =
n
mπ
[sinmπ − sin0] = 0LECTURES IN ECONOMETRIC THEORY 7
since sinmπ = sin0 = 0 for all integers m.
To obtain the discrete formula of (7.1.39) we may proceed as follows. Let F(t)
be a real-valued function deﬁned for integral values of t, and let the ﬁrst-diﬀerence
operator be deﬁned by
(7.1.42) ∆F(t)=F(t +1 )− F(t) ≡ f(t).
Analogously to the indeﬁnite integral, the indeﬁnite sum Σ is deﬁned by
(7.1.43) Σf(t)=Σ ∆ F(t)=F(t).
(cf. Jordan 1960, pp. 100–117). The corresponding deﬁnite sum is
(7.1.44)
n  
t=1
f(t)=
n  
t=1
F(t +1 )−
n  
t=1
F(t)=F(n +1 )− F(1)
which may be written
(7.1.45)
n  
t=1
f(t)=[ Σ f(t)]
n+1
1 = F(t)|
n+1
1 .
Applying this to f(t)=c o s ( at + b), let us ﬁrst compute
∆sin(at + b
 )=s i n ( at + b
  + a) − sin(at + b
 ) (7.1.46)
=2s i n1
2a · cos(at + b  + 1
2a),
where use has been made of the trigonometric identity
(7.1.47) sinφ − sinψ =2s i n1
2(φ − ψ)cos1
2(φ + ψ).
Put b = b  + 1
2a. Then applying the operator Σ to (7.1.46) we obtain
(7.1.48) sin(at + b − 1
2a)=2s i n1
2aΣcos(at + b),
whence, as long as a is not an even multiple of π,
(7.1.49) Σcos(at + b)=
sin[a(t − 1
2)+b]
2sin1
2a
.
When
(7.1.50) at + b =
(2t − 1)mπ
2n
=
mπ
n
t −
mπ
2n
(0 < |m| < 2n),
this yields the indeﬁnite sum
(7.1.51) Σcos
(2t − 1)mπ
2n
=
sin
 
(t−1)mπ
n
 
2sinmπ
2n
.8 JOHN S. CHIPMAN
The required deﬁnite sum is then, in accordance with (7.1.45),
(7.1.52)
n  
t=1
cos
(2t − 1)mπ
2n
=
sinmπ
2sinmπ
2n
=0 .
The orthogonal matrix P =[ ptj] of (7.1.43) which diagonalizes Θ to P  ΘP =Υ=
diag{υ0,υ 1,...,υ n−1},w h e r eυj =c o s ( jπ/n), is now given by (7.1.35). 
As an example, for n =3 :
P =




1 √
3
√
2 √
3 cos π
6
√
2 √
3 cos π
3
1 √
3
√
2 √
3 cos π
2
√
2 √
3 cosπ
1 √
3
√
2 √
3 cos 5π
6
√
2 √
3 cos 5π
3



 =



1 √
3
1 √
2
1 √
6
1 √
3 0 −
√
2 √
3
1 √
3 − 1 √
2
1 √
6


.
For the case n = 17, the graphs of the ﬁrst ﬁve eigenvectors (7.1.45) are plotted
in Figure 7.1.1.
We may now return to the question discussed in Section 2.6; when are least-
squares estimators minimum-variance aﬃne unbiased? In terms of Theorem 2.6.9,
we have the criterion: if E{εε } = σ2Φ(ρ), where Φ(ρ) is given by (7.1.4), then
if the k columns of X are linear combinations of an n × k submatrix P1 of the
matrix P =[ ptj] (given by (7.1.19) and (7.1.35)) of eigenvectors of Φ(ρ), then the
ordinary least-squares estimator of β is Gauss-Markoﬀ. In the particular case in
which P =[ P1,P 2] is a partition of P into its ﬁrst k and last n − k columns as
ordered in (7.1.35), the condition X = P1K1 states that the independent variables
can be expressed as linear combinations of the ﬁnite Fourier series (7.1.35) in the
lowest k frequencies.
To get an idea of the extent to which these conditions are met in practical cases,
two examples are illustrated in Figures 7.1.2 and 7.1.3. In Figure 7.1.2, data for
the 17-year period 1923–39 are taken from a paper by Theil and Nagar (1961) who
studied the regression of the consumption of clothing in Holland on real per capita
income and a deﬂated price index of clothing (all in logarithms). Letting X be the
17 × 3 observation matrix, and P1 =[ p0,p 1,p 2], we may calculate the empirical
regression of X on P1 from the formula ˆ Γ=( P  
1P1)−1P  
1X = P  
1X a n dt h e np l o t
the ﬁtted series
ˆ xti =
2  
j=0
ptjˆ γij =
2  
j=0
cos
(2t − 1)jπ
2n
ˆ γij (i =1 ,2; t =1 ,2,...,17)
where ˆ xt1, ˆ xt2 are respectively the values for the logarithm of income and price pre-
dicted by the eigenvectors [p0,p 1,p 2], shown by the continuous solid curves marked
012 in Figure 7.1.2; the interpolated data for xt1,x t2 are shown by broken dotted
lines. Also shown are curves marked 013 corresponding to the choice of regression
vectors [p0,p 1,p 3]. It is clear that both give a reasonably good ﬁt for the price
data, whereas it would be necessary to use the four vectors [p0,p 1,p 2,p 3]t oo b t a i n
a more satisfactory ﬁt for the income data, which reﬂect the boom of the 1920s and
the ensuing depression.
Figure 7.1.3 provides a similar illustration for data on income and the relative
price of spirits (both in logarithms) in the U.K. during the 69-year period 1870–
1938; these data are taken from the paper of Durbin and Watson (1951). The ﬁt
is good for the income data, but that for the price data is marred by the erratic
swings during and after the ﬁrst World War.LECTURES IN ECONOMETRIC THEORY 9
7.2 Testing for autocorrelation.
The most prominent method of testing for autocorrelation of residuals in regres-
sion is that of Durbin and Watson (1951). The theory behind this test rests upon
some fundamental results of Anderson (1948). Thus, we ﬁrst examine Anderson’s
theory and proposed test.
7.2.1 Anderson’s theorem.
Anderson (1948, p. 94) proved the following fundamental theorem which under-
lies the method of Durbin and Watson.
Lemma 7.2.1.1 (Anderson). Let the density function of ε be
(7.2.1.1) K exp{−1
2α[ε (Ψ + λΘ)ε]},
where K is a positive constant, α>0, Ψ is a symmetric positive-deﬁnite matrix,
Θ is a symmetric matrix, and λ a parameter such that Ψ+λΘ is positive deﬁnite.
Secondly, let X be an n×k matrix of rank k whose k columns are linear combinations
of some subset of k of the eigenvectors of Θ. Let the vector of residuals from the
least-squares regression of y on X be denoted by
(7.2.1.2) e = y − Xb= y − XX†y =( I − XX†)y = Ey,
where E = I − XX† = I − X(X X)−1X . Then a uniformly most powerful test of
the hypothesis λ =0 , against the alternative λ<0, at level γ,i sr>r ∗ where
(7.2.1.3) r =
e Θe
e Ψe
,
and r∗ is chosen so that the probability that r>r ∗ is γ when λ =0 .
In the special case under consideration, we take Ψ = I,α =( 1 + ρ2)/σ2,
λ = −2ρ/(1 + ρ2), and Θ as in (7.1.2) above. The joint density function (7.2.1.1)
therefore becomes
(7.2.1.4) K exp
 
−
1
2σ2ε [(1 + ρ2)I − 2ρΘ]ε
 
and the corresponding test statistic (7.2.1.3) is (cf. Anderson, 1948, p. 108)
(7.2.1.5) r =
e Θe
e e
=
1
2e2
1 + 1
2e2
n +
 n
t=2 etet−1  n
t=1 e2
t
.
The matrix of the quadratic form of (7.2.1.4) is the matrix Φ(ρ)−1 of (7.1.4); writing
it out in full:
Φ(ρ)−1 =


 



 

1+ρ2 − ρ −ρ 0 ··· 00 0
−ρ 1+ρ2 −ρ ··· 00 0
0 −ρ 1+ρ2 ··· 00 0
. . .
. . .
. . .
...
. . .
. . .
. . .
00 0 ··· 1+ρ2 −ρ 0
00 0 ··· −ρ 1+ρ2 −ρ
00 0 ··· 0 −ρ 1+ρ2 − ρ


 



 

.
(7.2.1.6)10 JOHN S. CHIPMAN
As is seen by comparing (7.1.4) with (7.1.1), the two matrix functions are iden-
tical except for the quantity ρ2 − ρ in the corners, and they coincide for ρ =0a n d
ρ = 1. The approximation of Ω(ρ)−1 by Φ(ρ)−1 is crucial to the whole discussion
of the Durbin-Watson statistic.
Anderson’s theorem may now be restated as follows.
Lemma 7.2.1.1 . Let the disturbances ε in the regression model be jointly nor-
mally distributed with mean 0 and variance matrix σ2Φ(ρ) where Φ(ρ)−1 is given
by (7.1.4); and let it be further assumed that X = P1K,w h e r eP1 is an n×k matrix
of k eigenvectors of Θ,a n dK is a k × k nonsingular matrix. Then if r∗ is chosen
so that the probability that r>r ∗ is γ when ρ =0 , a uniformly most powerful test
of the hypothesis ρ =0 , against the alternative 0 <ρ<1, at level γ,i sp r o v i d e db y
r>r ∗,w h e r er is given by (7.2.1.5).
Under these conditions just speciﬁed it follows from Theorem 2.6.9 that the
ordinary least-squares estimator of β is the Gauss-Markoﬀ estimator. Thus we
come to the following conclusion: if (1) the variance of the residuals is correctly
given by σ2Φ(ρ), where Φ(ρ)−1 is given by (7.1.4), and if (2) the regressionvectorsX
are linear combinations of a subset of k eigenvectors of Θ, then Anderson’s statistic
(7.2.1.5) provides a uniformly most powerful test of the hypothesis ρ = 0 against
0 <ρ<1; but at the same time the ordinary least-squares estimator is the Gauss-
Markoﬀ estimator. Hence, if the purpose of testing for autocorrelated residuals was
to guard against loss of eﬃciency, then under those conditions in which Anderson’s
test is uniformly most powerful, there is no loss of eﬃciency in any case; and the
only circumstances in which there is a loss of eﬃciency are precisely those in which
Anderson’s test is not uniformly most powerful.
7.2.2 The Durbin-Watson test.
Durbin & Watson (1951, p. 424) called their statistic “a slight modiﬁcation” of
Anderson’s. The modiﬁcation consists of replacing Θ by the matrix A =2 ( I − Θ).
Consequently their statistic is related to Anderson’s by the formula
(7.2.2.1) d =
e Ae
e e
=2
e e − e Θe
e e
=2 ( 1− r).
Putting d∗ =2 ( 1− r∗), Anderson’s test
r>r ∗
becomes (cf. Durbin & Watson 1951, p. 161)
d<d ∗.
The two statistics being in one-to-one correspondence, everything that was said
about the Anderson statistic applies equally well, of course, to the Durbin-Watson
statistic. And also to the von Neumann (1941) ratio, which constitutes the special
case in which k =1a n dX is a column of ones. In the latter case X is an eigenvector
of Θ, as well (of course) as of A, corresponding to the zero eigenvalue of the latter
matrix (which has rank n − 1).
The Durbin-Watson statistic is usually written in the form
(7.2.2.2) d =
 n
t=2(et − et−1)2
 n
t=1 e2
t
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This may be related to the formula (7.2.2.1) as follows. Denoting ut = et − et−1,
the (n−1)×1 column vector u =( u2,u 3,...,u n)  may be written u = W  e where
W is the n × (n − 1) matrix
(7.2.2.3) W =

 



 




−100 ··· 00
1 −10 ··· 00
01 −1 ··· 00
001 ··· 00
. . .
. . .
. . .
...
. . .
. . .
000 ··· −10
000 ··· 1 −1
000 ··· 01

 



 




.
Deﬁning now the matrix
(7.2.2.4) A = WW  =





 



1 −100 ··· 000
−12 −10 ··· 000
0 −12 −1 ··· 000
00 −12 ··· 000
. . .
. . .
. . .
...
. . .
. . .
. . .
0000 ··· −12 −1
0000 ··· 0 −11





 



,
we may write (7.2.2.2) in the form
(7.2.2.5) d =
u u
e e
=
e WW e
e e
=
e Ae
e e
=
y EAEy
y Ey
=
ε EAEε
ε Eε
where use has been made of (7.2.1.2) and the fact that y = Xβ+ ε.
Since the matrix E of (7.2.1.2) appearing in (7.2.2.5) is idempotent and symmet-
ric, it is clear that the symmetric matrices EAE and E appearing in the numerator
and denominator of (7.2.2.5) commute. It is well known (cf. Bellman 1960, p. 56)
that two symmetric matrices of the same order can be simultaneously diagonalized
by the same orthogonal transformation if and only if they commute. For the special
case at hand the result follows simply, as shown in Durbin & Watson (1950, pp.
412–13).
Lemma 7.2.2.1. The Durbin-Watson statistic may be expressed as
(7.2.2.6) d =
 n−k
i=1 νiζ2
i  n−k
i=1 ζ2
i
where the νi are the n − k positive eigenvalues of EAE.
Proof. Let Q be an n × n orthogonal matrix diagonalizing the idempotent matrix
E to
Q EQ =
 
In−k 0
00
 12 JOHN S. CHIPMAN
where In−k is the identity matrix of order n − k corresponding to the n − k unit
eigenvalues of E.T h e n
Q
 EAEQ = Q
 EQQ
 AQQ
 EQ
=
 
In−k 0
00
  
B11 B12
B21 B22
  
In−k 0
00
 
=
 
B11 0
00
 
,
where [Bij] is the appropriate partition of B ≡ Q AQ.N o wl e tR11 be an orthogonal
matrix of order n − k diagonalizing B11 to
R 
11B11R11 = N ≡




ν1 0 ··· 0
0 ν2 ··· 0
. . .
. . .
...
. . .
00 ··· νn−k



.
Then the matrix
R =
 
R11 0
0 Ik
 
is orthogonal, as is the matrix H ≡ QR.W ev e r i f yt h a t
H EH =
 
In−k 0
00
 
and H EAEH =
 
N 0
00
 
.
Thus, setting ε = Hζ gives (7.2.2.6). 
A special case of interest is that of the von Neumann ratio, in which X = ι (a
column of ones); since the columns (and rows) of A sum to zero, ιι†A = Aιι† =0 ,
so EAE = A and (7.2.2.6) becomes
(7.2.2.7) d =
 n−1
i=1 λiζ2
i  n−1
i=1 ζ2
i
where the λsa r et h en − 1 nonvanishing eigenvalues of A. [This is related to the
von Neumann ratio η = δ2/s2 (cf. von Neumann 1941, p. 369) by (n − 1)η = nd.]
From the relation A =2 ( I − Θ) we have P  AP =2 ( I − Υ) ≡ Λ from (7.1.43),
hence from (7.1.33) it follows that
(7.2.2.8) λj =2
 
1 − cos
jπ
n
 
(j =0 ,1,...,n− 1),
whence from (7.1.34),
(7.2.2.9) 0 = λ0 <λ 1 < ···<λ n−1 <λ n =4 .
(λn is deﬁned as in (7.2.2.8) but it is not an eigenvalue of A.) We observe from
(7.1.33) that
υj + υn−j =c o s
jπ
n
+c o s
 
π −
jπ
n
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whence
(7.2.2.10) λj + λn−j =4 .
The following lemma was introduced by Durbin & Watson (1950, p. 416; 1951,
pp. 177–8). It actually goes back to Courant (1922, p. 281, Satz 3), and the essential
feature of it was noticed even earlier by Fischer (1905). Courant described it (1922,
p. 33) as an application of the minimum-maximum property of the eigenvalues. See
also Hannan (1960, p. 119) and Bellman (1960, pp. 110–122).
Lemma 7.2.2.2. Let A be any real n × n symmetric matrix, and X any n × k
matrix of rank k.T h e ni fs of the columns of X are linear transforms of some s
eigenvectors of A, and if the eigenvalues of A associated with the remaining n − s
eigenvectors of A are denoted
(7.2.2.11) λ 
1  λ 
2  ··· λ 
n−s,
then
(7.2.2.12) λ 
i  νi  λ 
i+k−s (i =1 ,2,...,n− k).
Since the Durbin-Watson lemma holds for any real symmetric matrix A,i ng e n -
eral the inequalities (7.2.2.11) are weak; in the case of the matrix A of (7.2.2.4),
however—the only case under consideration here—the inequalities are strict in view
of (7.2.2.9).
Now assume that X contains a columns of ones (corresponding to the constant
term). This column is an eigenvector of A corresponding to the eigenvalue λ0 =0 .
Then even if more than one column of X satisﬁes the conditions of the Durbin-
Watson lemma, we may still take s = 1 in Lemma 7.2.2.2 and it is always the case
that
(7.2.2.13) λi  νi  λi+k−1 (i =1 ,2,...,n− k).
Therefore,
(7.2.2.14) dL =
 n−k
i=1 λiζ2
i  n−k
i=1 ζ2
i

 n−k
i=1 νiζ2
i  n−k
i=1 ζ2
i

 n−k
i=1 λi+k−1ζ2
i  n−k
i=1 ζ2
i
= dU
for all ζ. This may be written dL  d  dU,i ft h ed symbols are interpreted as
function of ζ.
In the special case in which the k columns of X are eigenvectors of A corre-
sponding to its k smallest eigenvalues λ0,λ 1,...,λ k−1,t h e ns = k and application
of the Durbin-Watson lemma gives νi = λ 
i = λi+k−1 from (7.2.2.12), hence d = dU.
The other limiting case is that in which the regression vectors are eigenvalues of A
corresponding to the eigenvalues λ0,λ n−k+1,...λ n−1, i.e., the smallest eigenvalue
λ0 =0a n dt h ek −1 largest; in this case (7.2.2.12) gives νi = λ 
i = λi,a n dd = dL.
(A direct derivation of this result is given in Lemma 7.2.2.5 below.)14 JOHN S. CHIPMAN
It is on the basis of (7.2.2.14) that Durbin and Watson obtained signiﬁcance
points d∗
L and d∗
U corresponding to the distributions of dL and dU under the null
hypothesis, to obtain a region of rejection deﬁned by
d<d
∗
L,
a region of acceptance deﬁned by
d  d
∗
U,
leaving the famous “zone of indeterminacy”
d
∗
L  d<d
∗
U,
where the symbol d should now be understood to denote the value of the corre-
sponding function of e deﬁned by (7.2.2.2) (i.e., a function of sample observations).
Taking stock of the situation, we may distinguish two cases. One is the case
in which the second condition of Anderson’s theorem applies, i.e., the columns of
X are all linear transforms of a certain set of k eigenvectors of A (including a
column of ones); this includes the limiting cases dL and dU. Under these conditions
the Anderson theory applies, and in principle the signiﬁcance points d∗ could be
tabulated in each case from the distributions of d, which would be of the form
(7.2.2.6) where the νi consist of the n − k eigenvalues λi of A other than the k
eigenvalues corresponding to the given k eigenvectors. We would have d∗
L  d∗  d∗
U
and the test which rejects the null hypothesis ρ =0w h e nd<d ∗ and accepts it
when d  d∗ would be uniformly most powerful against ρ>0w h e nε is normal
with inverse covariance matrix proportional to (7.2.1.6). Up to the approximation
of (7.1.1) by (7.2.1.6), whose eﬀect on the power of the test is not known, we may
therefore reasonably consider the Durbin-Watson test to be highly satisfactory in
this case. But this is also the case in which the ordinary least-squares estimator is
Gauss-Markoﬀ.
The second and more usual situation is that in which the regression vectors
(the columns of X) are not expressible as linear combinations of the same set of
k of the n eigenvectors of A;t h i si st h ec a s ei nw h i c hl e a st-squares estimation can
be expected to be ineﬃcient when serial correlation is present, and a test of serial
correlation most desirable. But this is also the circumstance in which little is known
about the properties of the Durbin-Watson test; these authors claim (1950, p. 425)
that in this case “we still have a valid test, though possibly of reduced power.” The
loss of power must surely be very substantial, and the reason for suspecting this
outcome was pointed out by Durbin and Watson themselves (1950, p. 425): “any
test based on least squares residuals cannot even be a likelihood ratio test,” since the
least-squares estimates will not be maximum-likelihood estimates when 0 <ρ<1
and E{εε } = σ2Φ(ρ) unless the regression vectors fulﬁll the second condition of
Anderson’s theorem. (Further, it is actually not obvious how one should deﬁne
the power of the Durbin-Watson test since the true signiﬁcance level of the test
is inherently unknown.) A similar situation characterizes all these approaches to
the problem of testing for serial correlation; commenting on some results of R.
L. Anderson and T. W. Anderson, Durbin and Watson remarked (1950, p. 409):
“Perversely enough, this is the very case in which the test is least needed, since theLECTURES IN ECONOMETRIC THEORY 15
least squares regression coeﬃcients are best [linear] unbiased estimates even in the
non-null case, and in addition estimates of their variance can be obtained which are
at least asymptotically unbiased.” But this holds also in the present case, as shown
by Wold (1950, p. 281). The perversity alluded to is no mere accident or curiosum,
but is in the nature of the case, and characterizes the Durbin-Watson statistic as
well.
A further comment should be made about the Durbin-Watson test. It was devel-
oped in the early 1950s, which was before the age of computers. The only reason
for computing the bounds rather than approximating the signiﬁcance points of the
statistic itself (which of course depends on the particular X matrix that occurs in
an application) is that in the 1950s it was computationally infeasible to do so. This
is no longer the case. We will come back to this question in section 7.3.
We shall now derive some diagonalization theorems underlying the derivation of
the von Neumann ratio (1941, pp. 368–9) and the Durbin-Watson statistic (1950,
pp. 412–3); see also Hannan (1960, pp. 118–9). These theorems are concerned
with certain aspects of the simultaneous diagonalization of E = I − XX† =
I − X(X X)−1X  and A = WW , where these matrices have the ﬁxed meanings
attached to them in (7.2.1.2), (7.2.2.3), and (7.2.2.4). Since E has rank n − k and
A has rank n − 1, we shall be mainly concerned with the conditions that ensure
that EAE will have rank n − k, as well as with those conditions under which E,
EAE,a n dA are simultaneously diagonalized.
Recall from Chapter 2, section 2.8, that for any n × k matrix X of rank p,a n
n×l matrix Y of rank ν = n−p is called complementary to X in case the n×(k+l)
augmented matrix [XY ] has the full rank n.M o r e o v e r , Y is called polar to X
if, in addition, X Y = 0. In what follows, the discussions will be conﬁned to the
case p = k and ν = l.
Lemma 7.2.2.3. Let X be n × k of rank k,a n dl e tY be some n × l matrix of
rank l = n − k, such that X Y =0(i.e., Y is polar to X). Then the columns of X
are linear combinations of the k eigenvectors of YY  associated with its k vanishing
eigenvalues.
Proof. Let P be an orthogonal matrix diagonalizing YY  to
(7.2.2.15) P  YY P =
 
00
0∆
 
,
where ∆ is a diagonal matrix of order l with positive diagonal elements. Let P
be partitioned into its ﬁrst k and last l columns, as P =[ P1 P2 ]. Then from
(7.2.2.15) we have P  
1YY P1 = 0 whence P  
1Y =0 ;t h u sP1 is in the row null space
of Y , which is the column space of X, therefore since both span the same space we
have
(7.2.2.16) X = P1K,
where K is some k × k nonsingular matrix. 
A special case of interest is that in which X = ι (a column of ones) and Y = W.
Since W ι =0w eh a v eW e = W  y = W  ε (where b = y − Xb and b = X†y).
Deﬁning (cf. von Neumann et. al., 1941) the mean-square successive diﬀerence by
(7.2.2.17) δ2 =
 n
t=2(et − et−1)2
n − 1
=
e WW e
n − 1
=
ε Aε
n − 116 JOHN S. CHIPMAN
and the sample variance (the maximum-likelihood estimator) by
(7.2.2.18) s2 =
 n
t=1 e2
t
n
=
ε Eε
n
(where E = I − ιι†), upon putting ε = Pζ we obtain the von Neumann ratio (von
Neumann, 1941)
(7.2.2.19) η =
δ2
s2 =
n
n − 1
·
ε Aε
ε Eε
=
n
n − 1
 n−1
i=1 λiζ2
i  n−1
i=1 ζ2
i
where the λis are the positive eigenvalues of A = WW .
The following lemma asserts that under certain conditions Y may always be
chosen to have a particular form in order for the diagonalization property of Lemma
7.2.2.3 to hold.
Lemma 7.2.2.4. The matrix Y =( I − XX†)W is polar to X if and only if the
augmented n × (k + n − 1) matrix [XW ] has rank n.
Proof. Certainly X (I−XX†)W = 0, so it remains only to prove that (I−XX†)W
has rank l = n − k if and only if [XW ]h a sr a n kn.
First, let [XW ]h a v er a n kn; then, since I − XX† is idempotent of rank
n − k = l,t h em a t r i x
(I − XX†)[XW ]=[0 ( I − XX†)W ]
has rank l, whence (I − XX†)W has rank l.
Conversely, let (I−XX†)W have rank l. Suppose rank [XW ] <n ;s i n c er a n k
W = n−1, the columns of X must be in the column space of W, whence X = WK
where K is some (n − 1) × k matrix of rank k. Therefore
(I − XX†)WK =( I − XX†)X =0 ,
so (I − XX†)W is orthogonal to K.T h u st h em a t r i x
[W  (I − XX†) K ]
which has n −1r o w s ,h a sr a n kl + k = n, which is impossible. Therefore [XW ]
has rank n. 
It follows from Lemma 7.2.2.4 that, since rank [ιW ]=n,a sl o n ga sX has
the vector ι as one of its columns, the matrix Y =( I − XX†)W will be polar to
X. Lemma 7.2.2.3 will therefore apply to the matrix
YY  =( I − XX†)WW (I − XX†)=EAE
where E = I − XX†. Then we shall have y YY y = e YY e = e EAE e = e Ae.LECTURES IN ECONOMETRIC THEORY 17
Theorem 7.2.2.5. Let P be an orthogonal matrix diagonalizing A = WW  to the
diagonal matrix P  AP =Λ ,a n dl e tX be an n × k matrix of rank k such that the
augmented matrix [XW ] has rank n.T h e nP also diagonalizes (I −XX†)A(I −
XX†) if and only if the columns of X are linear combinations of k eigenvectors of
A.
Proof. Denote E = I − XX†.L e t P also diagonalize EAE = EWW E;s i n c e
[XW ]h a sr a n kn, Y = EW is polar to X from Lemma 7.2.2.4, so from Lemma
7.2.2.3 it follows that the columns of X are linear combinations of the k eigenvectors
of YY  = EWW E associated with its k vanishing eigenvalues. Now since P
diagonalizes both A and EAE by assumption, its columns are eigenvectors of both,
so the assertion follows.
Conversely, let P =[ P1 P2 ] be a partition of P into its ﬁrst k and last l
columns, and let X = P1K where K is some k × k nonsingular matrix. Then
E = I − XX† = I − P1P  
1,a n dg i v e nP  AP =Λw eh a v e
EAE =( I − P1P  
1)PΛP  (I − P1P  
1)
=( I − P1P
 
1)[P1 P2 ]
 
Λ1 0
0Λ 2
  
P  
1
P  
2
 
(I − P1P
 
1)
=[0 P2 ]
 
Λ1 0
0Λ 2
  
0
P  
2
 
=
 
00
0 P2Λ2P  
2
 
.
Thus,
P
 EAEP =
 
P  
1
P  
2
  
00
0 P2Λ2P2
 
[P1 P2 ]=
 
00
0Λ 2
 
. 
7.3. Distribution and beta approximation of the Durbin-Watson statis-
tic.
The exact distribution of the von Neumann ratio was computed and tabulated
by Hart (1942), who presented plots of the density function for n =3 ,...,7. It
is clear from (7.2.2.2) and (7.2.2.17) that 3 is the smallest sample size for which
either the von Neumann ratio or the Durbin-Watson statistic is deﬁned, and in the
latter case one requires n − k  2; the graphs displayed by Hart may therefore be
taken as a good indication of the density of the Durbin-Watson statistics for degrees
of freedom n − k =2 ,...,6. Her graph for n = 3 shows the density of the von
Neumann ratio to be U-shaped; for n = 4 it is unimodal with an inﬁnite-sloping
cusp at the mode; the densities for n = 5 and 6 still have singularities, and even
though singularities exist at higher sample sizes (as pointed out by von Neumann
in Hart (1942)) they are not detectable by the eye, so that the curve has a good
bell shape for n  7. This suggests that one should not think of applying the
Durbin-Watson test for degrees of freedom less than 6, but that for n − k  6a
beta approximation to the statistic could be expected to be reasonably good. Since
the beta distribution is characterized by its mean and variance, this means that in
order to compute the approximation one must be able to compute the mean and
variance of the Durbin-Watson statistic. This is made possible by the fact that it is
distributed independently of its own denominator—a theorem proved independently
by Pitman (1937) and von Neumann (1941). Since Pitman’s theorem is somewhat
more general, the statement and proof of Lemma 7.3.1 below will follow his.
We note that the random variables ζ2
i appearing in (7.2.2.6), (7.2.2.7), and
(7.2.2.19) have, after division by σ2, independent central chi-square distributions18 JOHN S. CHIPMAN
under the null hypothesis ρ = 0. We note also that the Durbin-Watson statistic is
homogeneous of degree 0 in the ζ2
i s. The random variables
Wi =
ζ2
i
2σ2 (i =1 ,2,...,l= n − k)
have independent gamma distributions; consequently we may write the Durbin-
Watson statistic as
D(W)=
 l
i=1 νiWi
 l
i=1 Wi
where
l  
i=1
Wi ≡ S(W).
Lemma 7.3.1 (Pitman-von Neumann). Let Wi(i =1 ,2,...,l) be independenly
distributed random variables with gamma densities
f(wi)=
w
ai−1
i e−wi
Γ(ai)
(ai > 0).
Let D(W)=D(W1,W 2,...,W l) be homogeneous of degree 0, and deﬁne S(W)=  l
i=1 Wi.T h e nD(W) and S(W) are independent.
Proof. The moment-generating function of the joint distribution of S(W)a n d
D(W)i s( f o r|t1| < 1)
m(t1,t 2)
=E {et1S(W)+t2D(W)}
=
  ∞
0
···
  ∞
0
et1S(w)+t2D(w)
l  
i=1
f(wi)dwi
=
1
 l
i=1 Γ(ai)
  ∞
0
···
  ∞
0
l  
i=1
[w
ai−1
i ]e−S(w)et1S(w)+t2D(w)dw1 ...dw l
=
1
 l
i=1 Γ(ai)
  ∞
0
···
  ∞
0
l  
i=1
[w
ai−1
i ]e(t1−1)S(w)+t2D(w)dw1 ...dw l.
Now performing the transformation of variables zi =( 1− t1)wi, and using the
homogeneity of D(w), this becomes
m(t1,t 2)=
(t1 − 1)S(a)
 l
i=1 Γ(ai)
  ∞
0
···
  ∞
0
l  
i=1
z
ai−1
i e−S(w)+t2D(z)dz1 ...dz l
= m1(t1)m2(t2),
which factors into two terms, one (to the left of the multiple integral) depending
only on t1, and the remaining term depending only on t2.C o n s e q u e n t l y ,S(W)a n d
D(W) are independent. 
Since by Lemma 7.3.1 under the null hypothesis ρ =0 ,d is distributed indepen-
dently of its own denominator
 n−k
i=1 ζ2
i ,w eh a v e
E
 n−k  
i=1
νiζ2
i
 r
=E
 
d ·
n−k  
i=1
ζ2
i
 2
=E {d}rE
 n−k  
i=1
ζ2
i
 r
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hence
(7.3.1) E{d}r =
E{
 n−k
i=1 νiζ2
i }r
E{
 n−k
i=1 ζ2
i }r for r =1 ,2,....
In particular, for r = 1, we have for the numerator of (7.3.1)
E
 n−k  
i=1
νiζ2
i
 
=
n−k  
i=1
νi,
since each ζ2
i , being a chi-square variable with one degree of freedom, has mean 1.
Likewise for the denominator of (7.3.1),
E
 n−k  
i=1
ζ
2
i
 
= n − k,
by the same reasoning as above, or because
 n−k
i=1 ζ2
i has a chi-square distribution
with n − k degrees of freedom whose mean is then n − k.T h u s ,
(7.3.2) E{d} =
 n−k
i=1 νi
n − k
≡ ¯ ν.
The same procedure cannot be applied to the variance of (7.2.2.6), however, only
to its second moment about zero. To see this, take the case n − k =1 .T h e n
d =
ν1ζ2
1
ζ2
1
= ν1
whence Var{d} = 0 while the ratio of variances is 2ν2
1/2=ν2
1.
The deviation of d from its mean is, from (7.2.2.6) and (7.3.2),
d − E{d} =
 n−k
i=1 (νi − ¯ ν)ζ2
i  n−k
i=1 ζ2
i
.
Now d − E{d} is still distributed independently of
 n−k
i=1 ζ2
i ,s o
(7.3.3) Var{d} =E {d − E{d}}
2 =
E{
 n−k
i=1 (νi − ¯ ν)ζ2
i }2
E{
 n−k
i=1 ζ2
i }2 .
It remains to compute the two second moments in the numerator and denominator
of (7.3.3).
Computing the second moment in the denominator of (7.3.3) is straightforward,
since
 n−k
i=1 ζ2
i is distributed as chi-square with n − k degrees of freedom, whose
mean and variance are n − k and 2(n − k) respectively; the second moment about
zero is then
(7.3.4)
E
 n−k  
i=1
ζ2
i
 2
=V a r
 n−k  
i=1
ζ2
i
 
+
 
E
 n−k  
i=1
ζ2
i
  2
=2 ( n − k)+( n − k)2
=( n − k)(n − k +2 )20 JOHN S. CHIPMAN
(compare equation (5.1.4) in section 5.1 of Chapter 5, as well as the Corollary to
Lemma 5.2.3).
To compute the second moment in the numerator of (7.3.3) we need to compute
the cumulants of the chi-square distribution, since these have the property that the
cumulant of a sum is equal to the sum of the cumulants. The cumulant-generating
function KX(t) of a random variable X is deﬁned in terms of the moment-generating
function mX(t)=E {etX} of X by
KX(t)=l o gmX(t)=l o gE {etX};
hence if X and Y are two independent random variables,
(7.3.5)
KX+Y (t)=l o gE {et(X+Y )}
=l o gE {etXetY }
= log(E{etX}E{etY })
= log(E{e
tX})+l o g( E {e
tY })
=K X(t)+K Y (t).
The rth cumulant of a random variable X is deﬁned by
κr(X)=
drKX(t)
dtr
   
 
 
t=0
.
From this deﬁnition and (7.3.5) it is clear that for two independent random variables
X and Y ,
κr(X + Y )=κr(X)+κr(Y ).
The ﬁrst two cumulants of any random variable X are equal to its mean and
variance respectively. In the case of the ﬁrst cumulant,
κ1(X)=
m 
X(t)
mX(t)
 
 
 
 
t=0
= m 
X(0) = µ 
1(X),
where µ 
r(X) is Pearson’s notation for the rth moment of X about zero. [Note that
µ 
r(X) must not be interpreted as the derivative of µr(X) with respect to X;o n
the other hand, in these formulas, m 
X(t)a n dm  
X(t) do denote the ﬁrst and second
derivatives of mX(t) with respect to t.] Thus, the ﬁrst cumulant is equal to the
mean. In the case of the second cumulant, we have
κ2(X)=
mX(t)m  
X(t) − [m 
X(t)]2
mX(t)2
 
 
 
 
t=0
= m  
X(0) − [m 
X(0)]2
= µ 
2(X) − [µ 
1(X)]2 = µ2(X)
where µr(X) is Pearson’s notation for the rth moment of X about the mean, µ 
1(X).
Thus the second cumulant of any distribution is equal to its variance.
Now, we know that ζ2
i is distributed as chi-square with one degree of freedom,
hence its variance is 2; thus, the variance of (νi − ¯ ν)ζ2
i is 2(νi − ¯ ν)2;c o n s e q u e n t l y ,LECTURES IN ECONOMETRIC THEORY 21
since this variance is equal to the second cumulant, κ2, it follows by the additive
property of cumulants that
 n
i=1(νi − ¯ ν)ζ2
i has its second cumulant, and therefore
its variance, equal to 2
 n−k
i=1 (νi − ¯ ν)2.B u t
 n−k
i=1 (νi − ¯ ν)ζ2
i has zero mean, hence
this is also its second moment about zero. Thus we conclude:
(7.3.6) E
 n−k  
i=1
(νi − ¯ ν)ζ2
i
 2
=2
n−k  
i=1
(νi − ¯ ν)2.
From (7.3.4) and (7.3.6) we then have
(7.3.7) Var{d} =
2
 n−k
i=1 (νi − ¯ ν)2
(n − k)(n − k +2 )
.
Now the beta distribution over the interval [0,1] has a density
px(x)=
1
B(p,q)
xp−1(1 − x)q−1 (0  x  1,p>0,q>0),
whose rth moment about zero is
(7.3.8)
B(p + r,q)
B(p,q)
, where B(p,q)=
Γ(p)Γ(q)
Γ(p + q)
and
Γ(m +1 )=mΓ(m)f o rm  0.
The transformation
x =
z − a
b − a
brings this over to the beta distribution on the interval [a,b]w i t hd e n s i t y
(7.3.9) pz(z)=
1
B(p,q)
(z − a)p−1(b − z)q−1
(b − a)p+q−2 (a  z  b, p > 0,q>0).
Our problem is to show how the density of the Durbin-Watson statistic (7.2.2.5) may
be approximated under the null hypothesis by the density of the random variable
Z with density (7.3.9).
The beta density (7.3.9) has four parameters: a, b, p,a n dq. Parameters a and b
are the lower and upper bound respectively of the support of the beta density. These
necessarily correspond to the smallest and largest of the eigenvalues νi of EAE as is
clear from the formula (7.2.2.6), since for any ﬁxed value (say 1) of the denominator,
if we assume that the eigenvalues are ordered as 0 <ν 1 <ν 2 < ... < ν n−k,  n−k
i=1 νiζ2
i is minimized subject to
 n−k
i=1 ζ2
i =1w h e nζ2
1 =1a n dζ2
i =0f o ri  =1 ;
likewise,
 n−k
i=1 νiζ2
i is maximized subject to
 n−k
i=1 ζ2
i =1w h e nζ2
n−k =1a n d
ζ2
i =0f o ri  = n − k. In the ﬁrst case d = ν1 and in the second case d = νn−k.
There remain only the parameters p and q. The problem is solved if one can
put these parameters into one-to-one correspondence with the mean and variance
of the beta distribution.
The rth moment about zero of the standard beta distribution over the interval
[0,1] is
µ
 
r(X)=
Γ(p + r)Γ(q)
Γ(p + r + q)
·
Γ(p + q)
Γ(p)Γ(q)
=
(p + r − 1)!(p + q − 1)!
(p + q + r − 1)!(p − 1)!
.22 JOHN S. CHIPMAN
Thus the ﬁrst two moments are
µ
 
1(X)=
p
p + q
and µ
 
2(X)=
(p +1 ) p
(p + q +1 ) ( p + q)
.
The variance is therefore
E{(X − E{X})2} =E {X2}−(E{X})2
=
(p +1 ) p
(p + q +1 ) ( p + q)
−
p2
(p + q)2 =
pq
(p + q +1 ) ( p + q)2.
From the transformation
Z = a +( b − a)X
we readily compute the mean and variance of the random variable Z (with density
(7.3.9)) to be
(7.3.10)
E{Z} = a +( b − a)
p
p + q
Var{Z} =
(b − a)2pq
(p + q)2(p + q +1 )
.
Given a = ν1 and b = νn−k, these equations must be solved for p and q in terms
of the mean and variance. Using Pearson’s notation µ 
1(Z)=E {Z} and µ2(Z)=
Var{Z} for the mean and variance of Z (but omitting the argument Z for brevity),
equations (7.3.10) may be rewritten as
(7.3.11)
µ 
1 − a
b − a
=
p
p + q
 
hence
b − µ 
1
b − a
=
q
p + q
 
;
µ2
(b − a)2 =
p
p + q
·
q
p + q
·
1
p + q +1
.
Substituting the two expressions in the top line of (7.3.11) into the second line we
obtain
(7.3.12) p + q =
(µ 
1 − a)(b − µ 
1)
µ2
− 1.
Now we substitute (7.3.12) back into the top two expressions of (7.3.11) to obtain
(7.3.13)
p =
 
(µ 
1 − a)(b − µ 
1)
µ2
− 1
 
µ 
1 − a
b − a
;
q =
 
(µ 
1 − a)(b − µ 
1)
µ2
− 1
 
b − µ 
1
b − a
.
Setting a = ν1 and b = νn−k in these two formulas, and substituting (7.3.2) and
(7.3.7) for µ 
1 and µ2 respectively, we obtain the desired beta approximation of the
Durbin-Watson statistic (7.2.2.6).LECTURES IN ECONOMETRIC THEORY 23
7.4 Bias in estimation of sampling variances.
If Ω = I in the regression model
(7.4.1) y = Xβ+ ε;E {ε} =0 ; E {εε } = σ2Ω,
the variance matrix of the least-squares estimator
(7.4.2) b =( X X)−1X y
is
(7.4.3) Var{b} =E {(b − β)(b − β)
 } = σ
2(X
 X)
−1,
and the best quadratic unbiased estimator of σ2 is
(7.4.4) s2 =
e e
n − k
=
 n
t=1 e2
t
n − k
where
(7.4.5) e = y − Xb
(cf. Hsu, 1938; Theil, 1961, pp. 532–6). The best quadratic unbiased estimator of
Var{b} in (7.4.3) is then
(7.4.6) s2(X X)−1 =
e e
n − k
(X X)−1.
Now consider the following speciﬁcation problem. Suppose Ω  = I in (7.3.14) and
suppose the investigator uses (7.4.6) to estimate Var{b}, which is now
(7.4.7) Var{b} =E {(b − β)(b − β)
 } = σ
2(X
 X)
−1X
 ΩX(X
 X)
−1
rather than the expression given in (7.4.3). What can be said about the direction
and magnitude of the bias in (7.4.6) as an estimator of (7.4.7)?
Deﬁne the bias by
(7.4.8) B =E {s
2(X
 X)
−1}−σ
2(X
 X)
−1X
 ΩX(X
 X)
−1.
If the matrix B is positive semi-deﬁnite, we will say that the sampling variances
of the regression coeﬃcients b are biased upwards,o roverestimated,a n di fB is
negative semi-deﬁnite, that they are biased downwards,o runderestimated.T h e
following basic result is due to Watson (1955, pp. 328–9).
Lemma 7.4.8 (Watson). The estimator s2(X X)−1 of (7.4.6) is biased upwards
or downwards as an estimator of Var{b} in (7.4.7) according as the matrix
(7.4.9)
 n
i=1 νi
n − k
X X − X ΩX
is positive or negative semi-deﬁnite, where ν1,ν 2,...,ν n−k are the n−k eigenvalues
of the matrix [I − X(X X)−1X ]Ω apart from k zeros.24 JOHN S. CHIPMAN
Proof. Deﬁne E = I − X(X X)−1X ;t h e n
e = y − Xb= y − X(X
 X)
−1X
 y = Ey = E(Xβ+ ε)=Eε,
and from (7.4.4) and (7.3.14),
(7.4.10) E{s2} =
E{e e}
n − k
=
E{ε Eε}
n − k
=
E{tr(Eεε )}
n − k
=
σ2tr(EΩ)
n − k
=
σ2tr(EΩE)
n − k
where use is made of the linearity of the trace operation and the fact that tr(AB)=
tr(BA). E and therefore EΩh a sr a n kn −k, hence has n − k nonzero eigenvalues,
whose sum is tr(EΩ). Denoting these by ν1,ν 2,...,ν n−k, it follows that
(7.4.11) E{s2} = σ2
 n−k
i=1 νi
n − k
;
and substituting (7.4.11) in (7.4.8), the lemma follows upon premultiplying and
postmultiplying (7.4.8) by X X. 
Note that in the proof of Lemma 7.4.8 we used the fact that if M is any k × k
nonsingular matrix, the symmetric matrix B is positive semi-deﬁnite if and only if
M BM is. This follows from the fact that x Bx > 0 if and only if y M BMy > 0
where x = My,a n dx =0i fa n do n l yi fy =0 .
The lemma, as stated, is not very useful in applications, since it requires knowl-
edge of the eigenvalues of EΩ. The following proposition applies the criterion to
the case in which Anderson’s criterion of Theorem 2.6.9 is fulﬁlled.
Lemma 7.4.1. Let P be an orthogonal matrix diagonalizing Ω of (5.1) to
(7.4.12) P  ΩP =Λ=diag{λ1,λ 2,...,λ n},P  P = I
and let PK be an n × k matrix formed from the columns pj of P for which j ∈K ,
where K is a subset of exactly k integers from the set N = {1,2,...,n}.L e tt h e
n × k matrix X satisfy
(7.4.13) X = PKK
where K is a k × k nonsingular matrix. Then a necessary and suﬃcient condition
for overestimation (i.e., for B of (7.4.8) to be positive semi-deﬁnite) is that
(7.4.14a) λj 
 
i∈N\K λi
n − k
for all j ∈K
with strict inequality holding for some j ∈K ; likewise, a necessary and suﬃcient
condition for underestimation (i.e., for B of (7.4.8) to be negative semi-deﬁnite) is
that
(7.4.14b) λj 
 
i∈N\K λi
n − k
for all j ∈K
with strict inequality holding for some j ∈K .LECTURES IN ECONOMETRIC THEORY 25
Proof. From the last term of (7.4.10), and making use of (7.4.11), (7.4.12), (7.4.13),
we obtain
(7.4.15)
n−k  
i=1
νi =t r ( EΩ) = tr(Ω) − tr([X(X X)−1X Ω])
=t r ( PΛP  ) − tr(PKP  
KΩ)
=t r ( Λ P  P) − tr(P  
KΩPK)
=t r ( Λ )− tr(ΛK)
=
 
i∈N\K
λi,
where ΛK is the diagonal matrix deﬁned by ΛK = P  
KΩPK. Substituting (7.4.15) in
(7.4.11) and (7.4.13) in (7.4.9), and pre- and post-multiplying the result by K −1
and K−1 respectively, one obtains
(7.4.16) K −1X XBXK−1 =
 
i∈N\K λi
n − k
Ik − ΛK,
whence (7.4.14) follows. 
We obtain immediately the
Corollary. Let the eigenvalues λj of Ω be distinct and arranged in descending
order:
λ1 >λ 2 >...>λ n
and let (7.4.13) hold with K = {1,2,...,k}.T h e nB is negative deﬁnite, hence the
estimator (7.4.6) is biased downwards.
This corollary is still not in a form that is useful in applications, since the λj’s
depend on the elements of Ω. To obtain useful results, we must specialize further
the assumptions concerning Ω. In particular, we now take up the case in which
Ω=Φ ( ρ), where Φ(ρ) is given by (7.1.4).
From (7.1.4) and (7.1.43) we have
(7.4.17a) P  Φ(ρ)−1P =( 1+ρ2)I − 2ρΥ,
whence from (7.1.44) the eigenvalues of Φ(ρ)−1 are
(7.4.17b) ψj(ρ)−1 =1+ρ2 − 2ρcos
jπ
n
(j =0 ,1,...,n− 1)
where, in view of (7.1.33) and (7.1.34),
(1 − ρ)2 = ψ0(ρ)−1 <ψ 1(ρ)−1 <...
<ψ n−1(ρ)
−1 <ψ n(ρ)
−1 =( 1+ρ)
2 for ρ>0
(7.4.18a)
and
(1 − ρ)2 = ψ0(ρ)−1 >ψ 1(ρ)−1 >...
>ψ n−1(ρ)−1 >ψ n(ρ)−1 =( 1+ρ)2 for ρ<0
(7.4.18b)26 JOHN S. CHIPMAN
[ψn(ρ)−1 is not an eigenvalue of Φ(ρ)−1; it is included in (7.4.18) only for conve-
nience.] Thus, the eigenvalues of Φ(ρ)s a t i s f y
(7.4.19a)
1
(1 − ρ)2 = ψ0(ρ) >ψ 1(ρ) >...>ψ n−1(ρ) >ψ n(ρ)=
1
(1 + ρ)2 for ρ>0
and
(7.4.19b)
1
(1 − ρ)2 = ψ0(ρ) <ψ 1(ρ) <...<ψ n−1(ρ) <ψ n(ρ)=
1
(1 + ρ)2 for ρ<0.
This is summarized in
Lemma 7.4.2. Let Var{ε} = σ2Φ(ρ) where Φ(ρ) is given by (7.1.4), and let P be
the orthogonal matrix diagonalizing Φ(ρ) to P  Φ(ρ)P =Ψ ( ρ)=diag{ψj(ρ)} where
ψj(ρ)=
1
1+ρ2 − 2ρcos
jπ
n
(j =0 ,1,...,n− 1).
Let P =[ P1,P 2] be a partition of P into its ﬁrst k and last n − k columns, where
P is given by (7.1.47), and let X = P1K for some k × k matrix K. Then the
matrix B of (7.4.8) is positive deﬁnite if and only if ρ<0, and negative deﬁnite
if and only if ρ>0, i.e., the sampling variances of the least-squares estimators b
are overestimated by (7.4.6) if and only if ρ<0, and underestimated if and only if
ρ>0.LECTURES IN ECONOMETRIC THEORY 27
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