Multiantenna MIMO channels have recently become a popular means to increase the spectral efficiency and quality of wireless communications by the use of spatial diversity at both sides of the link [1] [2] [3] [4] . In fact, the MIMO concept is much more general and embraces many other scenarios such as wireline digital subscriber line (DSL) systems [5] and singleantenna frequency-selective channels [6] . This general modeling of a channel as an abstract MIMO channel allows for a unified treatment using a compact and convenient vector-matrix notation.
subscript + is sometimes used to restrict the elements to nonnegative values). Re {·} and Im {·} denote the real and imaginary part, respectively. Tr (·) and det (·) denote the trace and determinant of a matrix, respectively. x is the Euclidean norm of a vector x and X F is the Frobenius norm of a matrix X (defined as X F Tr X H X ).
[X] i,j (also [X] ij ) denotes the (ith, j th) element of matrix X. d (X) and λ (X) denote the diagonal elements and eigenvalues, respectively, of matrix X. A block-diagonal matrix with diagonal blocks given by the set {X k } is denoted by diag ({X k }). The operator (x) + max (0, x) is the projection on the nonnegative orthant.
Convex Optimization Theory
In the last two decades, several fundamental and practical results have been obtained in convex optimization theory [13, 14] . The engineering community not only has benefited from these recent advances by finding applications but has also fueled the mathematical development of both the theory and efficient algorithms. The two classical mathematical references on the subject are [18] and [19] . Two more recent engineering-oriented excellent references are [13] and [14] .
Traditionally, it was a common believe that linear problems were easy to solve as opposed to nonlinear problems. However, as stated by Rockafellar in a 1993 survey [20] , "the great watershed in optimization isn't between linearity and nonlinearity, but convexity and nonconvexity" [14] . In a nutshell, convex problems can always be solved optimally either in closed form (by means of the optimality conditions derived from Lagrange duality) or numerically (with very efficient algorithms that exhibit a polynomial convergence). As a consequence, roughly speaking, one can say that once a problem has been expressed in convex form, it has been solved.
Unfortunately, most engineering problems are not convex when directly formulated. However, many of them have a potential hidden convexity that engineers have to unveil in order to be able to use all the machinery of convex optimization theory.
This section introduces the basic ideas of convex optimization (both the theory and practice) and then focuses on the art of reformulating engineering problems in convex form by means of recent real examples.
Definitions and classes of convex problems Basic definitions
An optimization problem with arbitrary equality and inequality constraints can always be written in the following standard form [14] :
where x ∈ R n is the optimization variable, f 0 is the cost or objective function, f 1 , · · · , f m are the m inequality constraint functions, and h 1 , · · · , h p are the p equality constraint functions.
If the objective and inequality constraint functions are convex 1 and the equality constraint functions are linear (or, more generally, affine), the problem is then a convex optimization problem (or convex program). A point x in the domain of the problem (set of points for which the objective and all constraint functions are defined) is feasible if it satisfies all the constraints f i (x) ≤ 0 and h i (x) = 0. The problem (8.1) is said to be feasible if there exists at least one feasible point and infeasible otherwise. The optimal value (minimal value) is denoted by f and is achieved at an optimal solution x , that is, f = f 0 (x ).
Classes of convex problems
When the functions f i and h i in (8.1) are linear (affine), the problem is called a linear program (LP) and is much simpler to solve. If the objective function is quadratic and the constraint functions are linear (affine), then it is called a quadratic program (QP); if, in addition, the inequality constraints are also quadratic, it is called quadratically constrained quadratic program (QCQP). QPs include LPs as a special case.
A problem that is closely related to quadratic programming is the second-order cone program (SOCP) [21, 14] that includes constraints of the form
where A ∈ R k×n , b ∈ R k , c ∈ R n , and d ∈ R are given and fixed. Note that (8.2) defines a convex set because it is an affine transformation of the second-order cone C n = {(x, t) ∈ R n | x ≤ t}, which is convex since both x and −t are convex. If c = 0, then (8.2) reduces to a quadratic constraint (by squaring both sides). A more general problem than an SOCP is a semidefinite program (SDP) [22, 14] that has matrix inequality constraints of the form
where F 1 , . . . , F n , G ∈ S k (S k is the set of Hermitian k × k matrices) and A ≥ B means that A − B is positive semidefinite. A very useful generalization of the standard convex optimization problem (8.1) is obtained by allowing the inequality constraints to be vector valued and using generalized inequalities [14] : minimize
where the generalized inequalities 2 K i are defined by the proper cones
, the domain is a convex set) and f (θx
2 A generalized inequality is a partial ordering on R n that has many of the properties of the standard ordering on R. A common example is the matrix inequality defined by the cone of positive semidefinite n × n matrices S n + . 3 A function f : R n −→ R k i is K i -convex if the domain is a convex set and, for all x, y ∈ dom f and θ ∈ [0, 1],
Among the simplest convex optimization problems with generalized inequalities are the cone programs (CP) (or conic form problems), which have a linear objective and one inequality constraint function [23, 14] :
CPs particularize nicely to LPs, SOCPs, and SDPs as follows: (i) if K = R n + (nonnegative orthant), the partial ordering K is the usual componentwise inequality between vectors and (8.5) reduces to LP; (ii) if K = C n (second-order cone), K corresponds to a constraint of the form (8.2) and the problem (8.5) becomes an SOCP; (iii) if K = S n + (positive semidefinite cone), the generalized inequality K reduces to the usual matrix inequality as in (8.3 ) and the problem (8.5) simplifies to an SDP.
There is yet another very interesting and useful class of problems, the family of geometric programs (GP), that are not convex in their natural form but can be transformed into convex problems [14] .
Reformulating a problem in convex form
As has been previously said, convex problems can always be solved in practice, either in closed form or numerically. However, the natural formulation of most engineering problems is not convex. In many cases, fortunately, there is a hidden convexity that can be unveiled by properly reformulating the problem. The main task of an engineer is then to cast the problem in convex form and, if possible, in any of the well-known classes of convex problems (so that specific and optimized algorithms can be used).
Unfortunately, there is not a systematic way to reformulate a problem in convex form. In fact, it is rather an art that can only be learned by examples (see §8.2.5). There are two main ways to reformulate a problem in convex form. The main one is to devise a convex problem equivalent to the original nonconvex one by using a series of clever changes of variables. As an example, consider the minimization of 1/ 1 + x 2 subject to x 2 ≥ 1, which is a nonconvex problem (both the cost function and the constraint are nonconvex). The problem can be rewritten in convex form, after the change of variable y = x 2 , as the minimization of 1/ (1 + y) subject to y ≥ 1 (and the optimal x can be recovered from the optimal y as x = √ y). A more realistic example is briefly described in §8.2.5 for robust beamforming.
The class of geometric problems is a very important example of nonconvex problems that can be reformulated in convex form by a change of variable [14] . Another example is the beamforming design for MIMO channels treated in detail in §8.4. Nevertheless, it is not really necessary to devise a convex problem that is exactly equivalent to the original one. In fact, it suffices if they both have the same set of optimal solutions (related by some mapping). In other words, both problems have to be equivalent only within the set of optimal solutions but not otherwise. Of course, the difficulty is how to obtain such a magic convex problem without knowing beforehand the set of optimal solutions. One very popular way to do this is by relaxing the problem (removing some of the constraints) such that it becomes convex, in a way that the "relaxed" optimal solutions can be shown to satisfy the removed constraints as well. A remarkable example of this approach is described in §8.2.5 for multiuser beamforming. Several relaxations are also employed in the beamforming design for MIMO channels in §8.4.
Lagrange duality theory and KKT optimality conditions
Lagrange duality theory is a very rich and mature theory that links the original minimization problem (8.1), termed primal problem, with a dual maximization problem. In some occasions, it is simpler to solve the dual problem than the primal one. A fundamental result in duality theory is given by the optimality Karush-Kuhn-Tucker (KKT) conditions that any primal-dual solution must satisfy. By exploring the KKT conditions, it is possible in many cases to obtain a closed-form solution to the original problem (see, for example, the iterative waterfilling described in §8.2.5 and the closed-form results obtained in §8.4 for MIMO beamforming). In the following, the basic results on duality theory including the KKT conditions are stated (for details, the reader is referred to [13, 14] ).
The basic idea in Lagrange duality is to take the constraints of (8.1) into account by augmenting the objective function with a weighted sum of the constraint functions. The Lagrangian of (8.1) is defined as
where λ i and ν i are the Lagrange multipliers associated with the ith inequality constraint f i (x) ≤ 0 and with the ith equality constraint h i (x) = 0, respectively. The optimization variable x is called the primal variable and the Lagrange multipliers λ and ν are also termed the dual variables. The original objective function f 0 (x) is referred to as the primal objective, whereas the dual objective g (λ, ν) is defined as the minimum value of the Lagrangian over x:
which is concave even if the original problem is not convex because it is the pointwise infimum of a family of affine functions of (λ, ν). Note that the infimum in (8.7) is with respect all x (not necessarily feasible points). The dual variables (λ, ν) are dual feasible if λ ≥ 0. It turns out that the primal and dual objectives satisfy f 0 (x) ≥ g (λ, ν) for any feasible x and (λ, ν). Therefore, it makes sense to maximize the dual function to obtain a lower bound on the optimal value f of the original problem (8.1):
which is always a convex optimization problem even if the original problem is not convex. It is interesting to point out that a primal-dual feasible pair (x, (λ, ν)) localizes the optimal value of the primal (and dual) problem in an interval:
This property can be used in optimization algorithms to provide nonheuristic stopping criteria.
The difference between the optimal primal objective f and the optimal dual objective g is called the duality gap, which is always nonnegative f − g ≥ 0 (weak duality). A central result in convex analysis [19, 18, 13, 14] is that when the problem is convex, under some mild technical conditions (called constraint qualifications 4 ), the duality gap reduces to zero at the optimal (i.e., strong duality holds). Hence, the primal problem (8.1) can be equivalently solved by solving the dual problem (8.8) (see, for example, the simultaneous routing and resource allocation described in §8.2.5).
The optimal solutions of the primal and dual problems, x and λ , ν , respectively, are linked together through the KKT conditions:
The KKT conditions are necessary and sufficient for optimality (when strong duality holds) [13, 14] . Hence, if they can be solved, both the primal and dual problems are implicitly solved.
Efficient numerical algorithms to solve convex problems
During the last decade, there has been a tremendous advance in developing efficient algorithms for solving wide classes of convex optimization problems. The most recent breakthrough in convex optimization theory is probably the development of interior-point methods for nonlinear convex problems. This was well established by Nesterov and Nemirovski in 1994 [24] , where they extended the theory of linear programming interior-point methods (Karmarkar, 1984) to nonlinear convex optimization problems (based on the convergence theory of Newton's method for self-concordant functions). The traditional optimization methods are based on gradient descent algorithms, which suffer from slow convergence and sensitivity to the algorithm initialization and stepsize selection. The recently developed methods for convex problems enjoy excellent convergence properties (polynomial convergence) and do not suffer from the usual problems of the traditional methods. In addition, it is simple to employ nonheuristic stopping criteria based on a desired resolution, since the difference between the cost value at each iteration and the optimum value can be upper-bounded using duality theory as in (8.9) [13, 14] .
Many different software implementations have been recently developed and many of them are publicly available for free. It is worth pointing out that the existing packages not only provide the optimal primal variables of the problem but also the optimal dual variables. Currently, one of the most popular software optimization packages is SeDuMi [25] , which is a Matlab toolbox for solving optimization problems over symmetric cones.
In the following, the most common optimization methods are briefly described with emphasis in interior-point methods.
Interior-point methods
Interior-point methods solve constrained problems by solving a sequence of smooth (continuous second derivatives are assumed) unconstrained problems, usually using Newton's method [13, 14] . The solutions at each iteration are all strictly feasible (they are in the interior of the domain), hence the name interior-point method. They are also called barrier methods since at each iteration a barrier function is used to guarantee that the obtained solution is strictly feasible.
Suppose that the following problem is to be solved:
(Note that equality constraints can always be eliminated by a reparameterization of the affine feasible set. 5 ) An interior-point method is easily implemented, for example, by forming the logarithmic barrier φ(x) = − i log (−f i (x)), which is defined only on the feasible set and tends to +∞ as any of the constraint functions goes to 0. At this point, the function f 0 (x) + 1 t φ(x) can be easily minimized for a given t since it is an unconstrained minimization, obtaining the solution x (t), which of course is only an approximation of the solution to the original problem x . Interestingly, x (t) as a function of t describes a curve called the central path, with the property that x (t) → x as t → ∞. In practice, instead of choosing a large value of t and solving the approximated unconstrained problem (which would be very difficult to minimize since its Hessian would vary rapidly near the boundary of the feasible set), it is much more convenient to start with a small value of t and successively increase it (this way, the unconstrained minimization for some t can use as a starting point the optimal solution obtained in the previous unconstrained minimization). Note that it is not necessary to compute x (t) exactly since the central path has no significance beyond the fact that it leads to a solution of the original problem as t → ∞. It can be shown from a worst-case complexity analysis that the total number of Newton steps grows as √ m (polynomial complexity), although in practice this number is between 10 and 50 iterations [14] .
Cutting-plane and ellipsoid methods
Cutting-plane methods are based on a completely different philosophy and do not require differentiability of the objective and constraint functions [26, 13] . They start with the feasible space and iteratively divide it into two halfspaces to reject the one that is known not to contain any optimal solution. Ellipsoid methods are related to cutting-plane methods in that they sequentially reduce an ellipsoid known to contain an optimal solution [26] . In general, cutting-plane methods are less efficient for problems to which interior-point methods apply.
Primal-dual interior-point methods
Primal-dual interior-point methods are similar to (primal) interior-point methods in the sense that they follow the central path, but they are more sophisticated since they solve the primal and dual linear programs simultaneously by generating iterates of the primal-dual variables [13, 14] . For several basic problem classes, such as linear, quadratic, second-order cone, geometric, and semidefinite programming, customized primal-dual methods outperform the barrier method. For general nonlinear convex optimization problems, primal-dual interiorpoint methods are still a topic of active research, but show great promise.
Applications in signal processing and communications
The number of applications of convex optimization theory has exploded in the last eight years. An excellent source of examples and applications is [14] (see also [27] for an overview of recent applications).
The following is a nonexhaustive list of several illustrative recent results that make a strong use of convex optimization theory, with special emphasis on examples that have successfully managed to reformulate nonconvex problems in convex form.
Filter/beamforming design
The design of finite impulse response (FIR) filters and, similarly, of antenna array weighting (beamforming), has greatly benefited from convex optimization theory. Some examples are: [28] , where the design of the antenna array weighting to satisfy some specifications in different directions is formulated as an SOCP; [29] , where the design of FIR filters subject to upper and lower bounds on the discrete-frequency response magnitude is formulated in convex form using a change of variables and spectral factorization; and [30] , where FIR filters are designed enforcing piecewise constant and piecewise trigonometric polynomial masks in a finite and convex manner via linear matrix inequalities.
Worst-case robust beamforming
A classical approach to design receive beamforming is Capon's method, also termed minimum variance distortionless response (MVDR) beamformer [31] . Capon's method obtains the beamvector w as the minimization of the weighted array output power w H Rw subject to a unity-gain constraint in the desired look direction w H s = 1, where R is the covariance matrix of the received signal and s is the steering vector of the desired signal. Under ideal conditions, this design maximizes the signal to interference-plus-noise ratio (SINR). However, a slight mismatch between the presumed and actual steering vectors,ŝ and s, respectively, can cause a severe performance degradation. Therefore, robust approaches to adaptive beamforming are needed.
A worst-case robust approach essentially models the estimated parameters with an uncertainty region [32] [33] [34] [35] . As formulated in [33] , an effective worst-case robust design is obtained by considering that the actual steering vector is close to the estimated one s =ŝ + e, where e is an error vector with bounded norm e ≤ ε that describes the uncertainty region (more general uncertainty regions and different formulations were considered in [32, 34] ). The robust formulation can be formulated by imposing a good response along all directions in the uncertainty region: minimize w w H Rw subject to w H c ≥ 1 ∀c =ŝ + e, e ≤ ε. (8.15) Such a problem is a semi-infinite nonconvex quadratic problem that needs to be simplified. The single constraint min e ≤ε w H (ŝ + e) ≥ 1 is equivalent to the original semi-infinite set of constraints and then, by applying the triangle and Cauchy-Schwarz inequalities along with e ≤ ε, the following is obtained.
where the lower bound is indeed achieved if e is proportional to w with a phase such that w H e has opposite direction as w Hŝ [33] . Now, since w admits any arbitrary rotation without affecting the problem, w Hŝ can be forced to be real and nonnegative. The problem can be finally formulated in convex form In addition, the problem can be further manipulated to be expressed as an SOCP [33] . This type of worst-case robust formulation generally leads to a diagonal loading on R [32] [33] [34] [35] , where the loading factor is optimally calculated as opposed to the more traditional ad hoc techniques (the computation of the diagonal loading was explicitly characterized in [34] in a simple form). A similar problem was considered in [35] for a general-rank signal model, that is, by considering the constraint w H R s w = 1, where R s is the covariance matrix of the desired signal with arbitrary rank (in the previous case, R s = ss H , which is rank one).
Multiuser beamforming
Beamforming for transmission in a wireless network was addressed in [36] within a convex optimization framework for a scenario with multiantenna base stations transmitting simultaneously to several single-antenna users. The design problem can be formulated as the minimization of the total transmitted power subject to independent SINR constraints on each user: minimize
where K is the total number of users and, for the kth user, β (k) is the corresponding base station, w k is the beamvector, γ k is the minimum required SINR,
is the channel correlation matrix of the downlink channel h k,β(l) between the base station β (l) and the user k, and σ 2 k is the noise power. This problem can be easily written as a quadratic optimization problem but with quadratic nonconvex constraints.
The problem can be reformulated in convex form as an SDP by defining the change of
This problem, however, is a relaxation of the original one since it lacks the rank-one constraint rank (W k ) = 1, which would make the problem nonconvex again. Surprisingly, as was shown in [36] , it turns out that the relaxed problem (8.19 ) always has one solution where all W k 's have rank one and, as a consequence, it is not just a relaxation but actually an equivalent reformulation of (8.18 ). In addition, if each user knows its instantaneous channel, it follows that
, and the original problem (8.18) can be expressed as an SOCP. This is achieved, as was done in the previous application of robust beamforming, by imposing without loss of generality Im
, and by taking the square root on both sides of the inequality constraints to finally obtain a linear transformation of the second-order convex cone: w
Duality between channel capacity and rate distortion
As Shannon himself pointed out in 1959 [37] , the two fundamental limits of data transmission and data compression are "somewhat dual". However, such a relation between the two problems is not a "duality by mapping" (in the sense that both problems cannot be related by simple mappings of variables, constant parameters, and mathematical operations). As was unveiled in [38] , using convex optimization tools, it turns out that the Lagrange dual formulation of the two problems exhibit a precise "duality by mapping" in the form of two geometric problems, resolving the apparent asymmetry between the two original problems. This is an example of how convex optimization can be used to perform an analytical study of a problem.
Network optimization problems
In wireless networks, the optimal routing of data depends on the link capacities that, in turn, are determined by the allocation of communications resources (such as powers and bandwidths) to the links. Traditionally, the link capacities are assumed fixed and the routing problem is often formulated as a convex multicommodity network flow problem. However, the optimal performance of the network can only be achieved by simultaneous optimization of routing and resource allocation. In [39] , such a problem was formulated as a convex optimization problem over the network flow variables and the communications variables. In addition, the structure of the problem was exploited to obtain efficient algorithms based on a decomposition approach of the dual problem.
Many existing multihop networks are based on the TCP protocol with some mechanism of congestion control such as Reno or Vegas (which essentially control the transmission rate of each source). Indeed, not only TCP is the predominant protocol in the Internet but it is also being extended to wireless networks. It was recently shown in [40] that this type of congestion control can be interpreted as a distributed primal-dual algorithm carried out by sources and links over the network to solve a global network utility maximization problem (different protocols correspond to different objective functions in the global problem). For example, it turns out that the congestion avoidance mechanism of Vegas can be interpreted as an approximate gradient projection algorithm to solve the dual problem. In [41] , such an interpretation was extended to ad hoc wireless networks with flexible link capacities as a function of the allocated powers and interference, obtaining joint congestion control and power control iterative algorithms.
Iterative waterfilling
The iterative waterfilling algorithm for the multiple-access channel [42] is an example of a simple resolution of a convex problem based on the KKT conditions. Just to give a flavor of the solution, it turns out that the following convex problem that obtains the transmit covariance matrices {Q k } that achieve the sum-capacity for the K-user multiple-access channel with channels {H k } and noise covariance matrix R n :
can be solved very efficiently in practice by solving a sequence of simpler problems. In particular, each user k should solve in a sequential order the convex problem
where
This problem has a well-known solution [10, 3] given by a Q k with eigenvectors equal to the those of
k H k and eigenvalues given by a waterfilling solution (easily derived from the KKT conditions) of the form λ i (Q k 
This sequential updating of the Q k 's is in fact a particular instance of the nonlinear Gauss-Seidel algorithm [43] .
Linear MIMO transceiver design
The design of linear transceivers for point-to-point MIMO systems was formulated in convex form in [15] and [16] (see also [17] ) for a wide family of measures of the system quality, after a change of variable based on majorization theory [44] . This problem is treated in detail in §8. 4 .
The design of linear transceivers in the multiuser case is even more difficult and a general result is still missing. However, an interesting convex formulation as an SDP was obtained in [45] (see also [27] ) for the particular case of minimizing the average of the mean square errors (MSEs) of all substreams and users.
System Model and Preliminaries

Signal model
The baseband signal model corresponding to a transmission through a general MIMO communication channel with n T transmit and n R receive dimensions is y = Hs + n (8.23) where s ∈ C n T ×1 is the transmitted vector, H ∈ C n R ×n T is the channel matrix, y ∈ C n R ×1 is the received vector, and n ∈ C n R ×1 is a zero-mean circularly symmetric complex Gaussian interference-plus-noise vector with arbitrary covariance matrix R n . The focus is on systems employing linear transceivers (composed of a linear precoder at the transmitter and a linear equalizer at the receiver), as opposed to nonlinear ones, such as those including a maximum likelihood (ML) receiver, for reasons of practical complexity (decision-feedback receivers are an interesting alternative in terms of performance/complexity).
The transmitted vector can be written as (see Figure 8 .1) s = Bx (8.24) where B ∈ C n T ×L is the transmit matrix (linear precoder) and x ∈ C L×1 is the data vector that contains the L symbols to be transmitted (zero-mean, 6 normalized and uncorrelated, that is, E xx H = I) drawn from a set of constellations. For the sake of notation, it is assumed that L ≤ min (n R , n T ). The total average transmitted power (in units of energy per transmission) is P T = E[ s 2 ] = Tr BB H . (8.25) Similarly, the estimated data vector at the receiver is (see Figure 8 .1)
where A H ∈ C L×n R is the receive matrix (linear equalizer).
