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Abstract
We obtain a new fixed point theorem in cone, which extend the Krasnosel’skii’s compression–expansion theorem in cones.
Under a quite relaxed condition two theorems for the existence of positive solutions of p-Laplacian boundary value problems are
proved.
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1. Introduction
In this paper we will study the boundary value problems (for short, BVP),(ϕp(u
′))′ + λ f (t, u) = 0, 0 < t < 1,
α1u(0)− β1ϕp(u′(0)) = 0,
α2u(1)+ β2ϕp(u′(1)) = 0,
(1.1)
where ϕp(s) := |s|p−2s, p > 1, α1 > 0, β1 > 0, α2 > 0, β2 > 0, f ∈ ([0, 1] × (0,+∞), R), and is bounded below.
The existence of positive solutions for boundary value problems has received wide attention, see, [1–6]. Since most
results are obtained by the use of the Krasnosel’skii’s compression–expansion theorem [7] in cones, the nonlinear
item f (t, x) or a(t) f (x) is required to be nonnegative or at least bounded below. Among them Anuradha et al. [2]
researched the two-point BVP(p(t)u
′)′ + λ f (t, u) = 0, r < t < R,
au(r)− bp(r)u′(r) = 0,
cu(R)+ dp(R)u′(R) = 0,
(1.2)
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under the assumptions
(A1) p ∈ C([r, R], (0,∞));
(A2) a, b, c, d ∈ [0,∞) with ac + ad + bc > 0;
(A3) f ∈ C([r, R] × R+, R) and there exists an M > 0 such that f (t, u) ≥ −M for each t ∈ [r, R], u ≥ 0; and
(A4) limu→∞ f (t,u)u = ∞ uniformly on a compact subinterval [α, β] of [r, R].
Agarwal et al. [4] studied a similar BVP in the form(p(t)u
′)′ + λ f (t, u) = 0, 0 < t < 1,
α1u(0)− β1 p(0)u′(0) = 0,
α2u(1)+ β2 p(1)u′(1) = 0,
(1.3)
with the conditions
(B1) p ∈ C([0, 1], (0,∞));
(B2) λ > 0, αi , βi ≥ 0 for i = 1, 2 and α1α2 + α1β2 + α2β1 > 0;
(B3) f ∈ C([0, 1] × [0,∞), R) and there exists a positive constant M such that f (t, u) ≥ −M for every
t ∈ [0, 1], u > 0.
Ge and Ren [6] researched(p(t)u
′(t))′ + λa(t) f (t, u(t)) = 0,
α1u(0)− β1 p(0)u′(0) = 0,
α2u(1)+ β2 p(1)u′(1) = 0,
(1.4)
with the assumptions
(C1) and (C2) are the same as (B1) and (B2);
(C3) a ∈ C((0, 1), R+), 0 <
∫ 1
0 G(t, s)a(s)ds < ∞ for t ∈ (0, 1),
where
G(t, s) = 1
ρ

(
β1 + α1
∫ t
0
dr
p(r)
)(
β2 + α2
∫ 1
s
dr
p(r)
)
, 0 ≤ t ≤ s ≤ 1,
(
β1 + α1
∫ s
0
dr
p(r)
)(
β2 + α2
∫ 1
t
dr
p(r)
)
, 0 ≤ s ≤ t ≤ 1.
(1.5)
In this paper we will study the BVP (1.1). To the best of our knowledge, when f is bounded below, results for
BVPs (1.1) are rare in literature. Firstly, we establish some fixed point theorems in cone. Secondly by applying them,
the existence of positive solution for BVP (1.1) is obtained. Our results are extensions and improvements of the above
works.
2. Fixed point theorems
The Krasnosel’skii’s compression–expansion theorem is a useful tool in proving the existence of positive solutions
for BVPs. Now we prove a new fixed point theorem which is an improvement of the Krasonsel’skii’s fixed point
theorem.
Theorem 2.1. Let X be a Banach space with the norm ‖ · ‖ and K ⊂ X a cone. Assume A : K → R+ is a functional
such that for each x ∈ K, λ ≥ 0,
A(x) ≤ ‖x‖, A(λx) = λA(x) (2.1)
and there exists η ∈ K such that
A(η) = 1, A(η + x) = 1+ A(x). (2.2)
Assume T : K → K is a completely continuous operator satisfying
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(1) there is a nondecreasing function g : R+ → R+ such that
‖x‖ < g(A(x)+ (1− µ)d) for x = µT x + (1− µ)dη, 0 ≤ µ ≤ 1, d ≥ 0; (2.3)
(2) there are a, b > 0 such that
‖Tu‖ ≤ a, for u ∈ K , ‖u‖ = a, and A(Tu) ≥ b, for u ∈ k, A(u) = b; (2.4)
or
‖Tu‖ ≥ a, for u ∈ K , ‖u‖ = a, A(Tu) ≤ b, for u ∈ K , A(u) = b. (2.5)
Then T has at least one fixed point u with min{a, b} ≤ ‖u‖, A(u) ≤ max{a, b}.
Proof. Let Ω1 = {u ∈ K : ‖u‖ < a} and Ω2 = {u ∈ K : A(u) < b, ‖u‖ < g(b + d)}, where d > b when (2.4) holds
and d ∈ (0, b) when (2.5) holds.
Case 1. Suppose (2.4) holds.
Subcase 1. a < b.
Obviously 0 ∈ Ω1 ⊂ Ω1 ⊂ Ω2. Suppose without loss of generality
u 6= Tu, for u ∈ ∂Ω1 ∪ ∂Ω2. (2.6)
Let
H(u, µ) = µTu + (1− µ)dη, µ ∈ [0, 1].
Then H : K × [0, 1] → K is completely continuous. Now we show that
H(u, µ) 6= u, for each µ ∈ [0, 1), u ∈ ∂Ω2. (2.7)
Suppose the contrary, then there exist u0 ∈ ∂Ω2, µ0 ∈ [0, 1) such that
u0 = µ0Tu0 + (1− µ0)dη. (2.8)
And then
A(u0) = A(H(u0, µ0))
= A(µ0(Tu0)+ (1− µ0)dη)
= (1− µ0)d A
(
µ0
(1− µ0)d Tµ0 + η
)
= (1− µ0)d
[
A
(
µ0
(1− µ0)d
)
Tµ0 + 1
]
= (1− µ0)d
[
µ0
(1− µ0)d A(Tµ0)+ 1
]
= µ0A(Tµ0)+ (1− µ0)d. (2.9)
It follows from u0 ∈ ∂Ω2 that
A(u0) = b, ‖u0‖ ≤ g(b + d) or A(u0) < b, ‖u0‖ = g(b + d).
If A(u0) = b, ‖u0‖ ≤ g(b + d), then (2.9) yields
b = A(u0) = µ0A(Tu0)+ (1− µ0)d ≥ µ0b + (1− µ0)d > b,
a contradiction. If A(u0) < b, ‖u0‖ = g(b + d), then (2.3) yields
g(b + d) = ‖u0‖ < g(A(u0)+ (1− µ0)d) < g(b + d),
a contradiction, too.
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Now (2.7) holds and then
deg{I − T,Ω2, 0} = deg{I − dη,Ω2, 0} = deg{I,Ω2, dη} = 0
since dη 6∈ Ω2. At the same time, by a simple argument we have
deg{I − T,Ω1, 0} = 1.
Applying the property of degree in cones, we obtain
deg{I − T,Ω2 \ Ω1, 0} = deg{I − T,Ω2, 0} − deg{I − T,Ω1, 0} = −1.
So T has a fixed point u in Ω2 \ Ω1, i.e.
a ≤ ‖u‖, A(u) ≤ b. (2.10)
Subcase 2. b < a.
Let Ω = {u ∈ K : b < A(u) ≤ ‖u‖ < a}. Then Ω is nonempty, open and bounded. Suppose without loss of
generality that Tu 6= u for each u ∈ ∂Ω . Take a homotype as
H(u, µ) = µTu + (1− µ)dη, u ∈ Ω , µ ∈ [0, 1]
where d > b. We can show by a standard argument that
deg{I − T,Ω , 0} = deg{I − H(·, µ),Ω , 0}
= deg{I − dη,Ω , 0} = deg{I,Ω , dη} = 1.
And then T has a fixed point u ∈ Ω ,
b ≤ A(u) ≤ ‖u‖ ≤ a. (2.11)
Case 2. Suppose (2.5) holds.
Subcase 1. a > b.
We can show as above that
deg{I − T,Ω1, 0} = 0, (2.12)
and
deg{I − T,Ω2, 0} = 1. (2.13)
Let Ω3 = {u ∈ K : A(u) < b, ‖u‖ < a} and Ω4 = {u ∈ K : b < A(u) ≤ ‖u‖ < a}. Without loss of generality we
suppose a < m(b + d) and Tu 6= u for each u ∈ ∂Ω1 ∪ ∂Ω2.
If there is a u0 ∈ Ω2 \Ω3 = {u ∈ K : A(u) < b, a ≤ ‖u‖ < m(b+ d)} such that u0 = Tu0, then our claim holds.
If not, then by the excision principle and area addition principle of degree, we have
deg{I − T,Ω3, 0} = deg{I − T,Ω2, 0} = 1
and
deg{I − T,Ω4, 0} = deg{I − T,Ω1, 0} − deg{I − T,Ω3, 0} = −1.
Then T has at least a fixed point in Ω4.
So T has at least one fixed point u ∈ Ω4 ∪ (Ω2 \ Ω3), i.e. u satisfies
b ≤ A(u) ≤ ‖u‖ ≤ a or a ≤ ‖u‖ ≤ m(b), A(u) ≤ b. (2.14)
Subcase 2. a < b.
In this case we have Ω1 ⊂ Ω1 ⊂ Ω2 and both (2.12) and (2.13) hold. Then
deg{I − T,Ω2 \ Ω1, 0} = deg{I − T,Ω2, 0} − deg{I − T,Ω1, 0} = 1
and therefore T has a fixed point u in Ω1 \ Ω2, i.e.
a ≤ ‖u‖ ≤ m(b), A(u) ≤ b. (2.15)
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Combining the above results, we conclude that T has at least one fixed point u satisfying
‖u‖ ≥ min{a, b}, A(u) ≤ max{a, b}.  (2.16)
Remark 2.1. If the strict inequality ‖Tu‖ < a holds in (2.4) and a < b, then other than the one given in Theorem 2.1
T has another fixed point u∗ ∈ Ω1 since
deg{I − T,Ω1, 0} = 1
and ‖u∗‖ < a < ‖u‖ implies u∗ 6= u.
Remark 2.2. If the strict inequality A(Tu) < b holds in (2.5) and b < m(b) < a, then T has a fixed point u∗ ∈ K
with A(u) < b, ‖u‖ < a. The reason is as follows.
We have proved for case 1 in Theorem 2.2 that
deg{I − T,Ω2, 0} = 1.
Condition (2.3) yields that for any fixed point u of T in Ω2
‖u‖ < m(Au) ≤ m(b) < a.
Therefore T has no fixed point in Ω2 \ Ω3 and then
deg{I − T,Ω3, 0} = deg{I − T,Ω2, 0} = 1
and
deg{I − T,Ω4, 0} = deg{I − T,Ω1, 0} − deg{I − T,Ω3, 0} = −1,
which implies that T has a fixed point u satisfying
b < A(u) ≤ ‖u‖ < a
and another one u∗ satisfying
A(u∗) < b, ‖u∗‖ < a.
3. Positive solutions for BVP (1.1)
Let X = C([0, 1], R) with ‖x‖ = max0≤x≤1 |x(t)| and K = {x ∈ X : x(t) ≥ 0}. It is well known that the
existence of positive solutions to BVP (1.1) is equivalent to the existence of solutions of the abstract equation
u = Tu, u ∈ K ,
where σ = δu ∈ [0, 1] is such that ϕp(u′(δu)) = 0,
(Tu)(t) =

λβ1
α1
∫ σ
0
f (τ, u(τ ))dτ + ϕ−1p (λ)
∫ t
0
ϕ−1p
(∫ σ
s
f (τ, u(τ ))dτ
)
ds, 0 < t ≤ σ,
λβ2
α2
∫ 1
σ
f (τ, u(τ ))dτ + ϕ−1p (λ)
∫ 1
t
ϕ−1p
(∫ s
σ
f (τ, u(τ ))dτ
)
ds, σ ≤ t < 1.
(3.1)
Obviously T : K → X is a completely continuous mapping. Let η = 1, then both (2.1) and (2.2) hold. In order to
simplify arithmetic, we let
g1(t, σ ) = λβ1
α1
∫ σ
0
f (τ, u(τ ))dτ + ϕ−1p (λ)
∫ t
0
ϕ−1p
(∫ σ
s
f (τ, u(τ ))dτ
)
ds,
g2(t, σ ) = λβ2
α2
∫ 1
δu
f (τ, u(τ ))dτ + ϕ−1p (λ)
∫ 1
t
ϕ−1p
(∫ s
δu
f (τ, u(τ ))dτ
)
ds,
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then
(Tu)(t) =
{
g1(t, σ ), 0 < t ≤ σ,
g2(t, σ ), σ ≤ t < 1.
Lemma 3.1 ([6], Lemma 2.2). Define Θ : T K → K by (Θ y)(t) = max{y(t), 0} for y ∈ T K . Then ΘT : K → K
is also a completely continuous operator.
For f ∈ C([0, 1] × R+, R) define
fl(t, r) = min
0≤x≤r f (t, x), fh(t, r) = max0≤x≤r f (t, x),
f −l (t, r) = −min{ fl(t, r), 0},
g1,h(t; σ, r) = λβ1
α1
∫ σ
0
fh(τ, r)dτ + ϕ−1p
(
λ
∫ t
0
ϕ−1p
(∫ σ
s
fh(τ, r)dτ
)
ds
)
,
g2,h(t; σ, r) = λβ2
α2
∫ 1
σ
fh(τ, r)dτ + ϕ−1p
(
λ
∫ 1
t
ϕ−1p
(∫ s
σ
fh(τ, r)dτ
)
ds
)
,
g1,l(t; σ, r) = λβ1
α1
∫ σ
0
fl(τ, r)dτ + ϕ−1p
(
λ
∫ t
0
ϕ−1p
(∫ σ
s
fl(τ, r)dτ
)
ds
)
,
g2,l(t; σ, r) = λβ2
α2
∫ 1
σ
fl(τ, r)dτ + ϕ−1p
(
λ
∫ 1
t
ϕ−1p
(∫ s
σ
fl(τ, r)dτ
)
ds
)
.
It is easy to show the following two lemmas.
Lemma 3.2. Suppose there exists r > 0 such that
L(r) := max
0≤σ≤1
{ max
0≤t≤σ
g1,h(t; σ, r), max
σ≤t≤1
g2,h(t; σ, r)} ≤ r. (3.2)
Then ‖ΘTu‖ ≤ ‖u‖ for ‖u‖ = r .
Lemma 3.3. Suppose there exists r > 0 such that
l(r) := max
0≤σ≤1
{ max
0≤t≤σ
g1,l(t; σ, r), max
σ≤t≤1
g2,l(t; σ, r)} ≥ r. (3.3)
Then ‖Tu‖ ≥ ‖u‖ for ‖u‖ = r .
Lemma 3.4. Suppose there is an r > 0 such that
λh(r) := λ
∫ 1
0
f −l (s, r)ds < ϕp(r). (3.4)
If u is a solution of{
(ϕp(x ′))′ + λ f (t, x) = 0,
α1x(0)− β1ϕp(x ′(0)) = 0 = α2x(1)+ β2ϕp(x ′(1)) (3.5)
with αi , βi ≥ 0, i = 1, 2, and ‖u‖ ≥ r , then
u(t) > 0, for t ∈ (0, 1). (3.6)
Proof. If the assertion is not true, then there are t0, t1 ∈ [0, 1] such that u(t0) = r , u(t1) = min0≤t≤1 u(t) = d ≤ 0.
Without loss of generality, we suppose t0 < t1 and
d < u(t) < r, t0 < t < t1.
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When t1 < 1, we have u′(t1) = 0. As for the case t1 = 1,
α2u(1)+ β2ϕp(u′(1)) = α2d + β2ϕp(u′(1)) = 0,
thus ϕp(u′(1)) = −α2dβ2 > 0. Then u′(t1) = u′(1) ≥ 0. By the mean value theorem, there is t∗ ∈ (t0, t1) such that
u′(t∗) = u(t1)−u(t0)t1−t0 ≤ d − r ≤ −r . It follows that
0 ≤ ϕp(u′(t1)) = ϕp(u′(t∗))− λ
∫ t1
t∗
f (τ, u(τ ))dτ
≤ ϕp(u′(t∗))− λ
∫ t1
t∗
fl(τ, r)dτ
≤ ϕp(u′(t∗))+ λ
∫ t1
t∗
f −l (τ, r)dτ
≤ −ϕp(r)+ λ
∫ 1
0
f −l (τ, r)dτ
≤ −plr + λ
∫ 1
0
f −l (τ, r)dτ < 0
a contradiction. Then Lemma 3.4 holds. 
Remark 3.1. If there exists r > 0 such that
λ f (t, x) > −ϕp(r), 0 ≤ t ≤ 1, 0 ≤ x ≤ r,
then (3.4) holds.
Lemma 3.5. Suppose f (t, x) ≥ −M for a constant M ≥ 0. T : K → X is given as in (3.1). Define a functional
A : K → R+ by A(x) = min0≤t≤1 x(t) [A(x) = max0≤t≤1 x(t)]. Then there is a nondecreasing function
g : R+ → R+ such that
‖x‖ ≤ g(A(x)), provided that x = T x . (3.7)
Proof. Obviously (3.7) is equivalent to
max
0≤t≤1
u(t) ≤ g(A(u)). (3.8)
Suppose u = u(t) is a solution of u = Tu then u(t) satisfies(ϕp(u
′))′ + λ f (t, u) = 0, 0 < t < 1,
α1u(0)− β1ϕp(u′(0)) = 0,
α2u(1)+ β2ϕp(u′(1)) = 0.
(3.9)
When A(u) = a, there is t0 ∈ [0, 1] such that u(t0) = a. If t0 = 0, then
u′(t0) = u′(0) = ϕ−1p
(
α1a
β 1
)
.
From f (t, u) ≥ −M , we have
(ϕ−1p (u′(0)))′ = −λ f (t, u) ≤ λM. (3.10)
By integrating the above inequality from 0 to t , one has
ϕp(u′(t)) ≤ ϕp(u′(0))+ λM
∫ t
0
ds = α1a
β1
+ λMt.
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Therefore,
u′(t) ≤ ϕ−1p
(
α1a
β1
+ λMt
)
,
u(t) ≤ a +
∫ t
0
ϕ−1p
(
α1a
β1
+ λMs
)
ds
≤ a +
∫ 1
0
ϕ−1p
(
α1a
β1
+ λMs
)
ds
= a + ϕ−1p
(
α1a
β1
+ λM
)
.
Then
‖u‖ ≤ a + ϕ−1p
(
α1a
β1
+ λM
)
:= g1(a).
If t0 = 1, then similar to the above arguments, we have
‖u‖ ≤ a + ϕ−1p
(
α2a
β2
+ λM
)
:= g2(a).
If t0 ∈ (0, 1), then u(t0) = a, u′(t0) = 0. Integrating (3.10) from t0 to t , we have
ϕp(u′(t)) ≤ ϕp(u′(t0))+ λM,
u′(t) ≤ u(t0)+
∫ t
t0
ϕ−1p (λM)ds,
u(t) ≤ a +
∫ 1
0
ϕ−1p (λM)ds = a + ϕ−1p (λM).
Thus,
‖u‖ ≤ a + ϕ−1p (λM) := g3(a).
We take
g(a) = max{g1(a), g2(a), g3(a)},
then (3.7) holds. The lemma is proved. 
Theorem 3.1. Suppose there are two constants a, b, and a > b such that
0 < r ≤ λ f (t, x) ≤ a, for b ≤ x ≤ a,
where r = max{r1, r2},
r1 = 2α2
β2
[
b + ϕ−1p
(
α1b
β1
)]
, r2 = 2α1
β1
[
b + ϕ−1p
(
α2b
β2
)]
.
Then BVP (1.1) has at least one solution.
Proof. Let X = C([0, 1], R), ‖x‖ = max0≤t≤1 |x(t)|, A(x) = minα≤t≤β x(t),
K = {x ∈ X : x(t) ≥ 0},
Ω1 = {x ∈ K : b < A(x) ≤ ‖x‖ < a}.
Define Θ : T K → K as in Lemma 3.1, then
Θ ◦ T : K → K
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is also a completely continuous operator. When h(a) = L(a) = 0, one has
h(a) =
∫ 1
0
f −l (s, a)ds = −
∫ 1
0
min{ fl(s, a), 0}ds
= −
∫ 1
0
min{ min
0≤x≤a fl(s, a), 0}ds = 0 (3.11)
L(a) = max
0≤σ≤1
{max g1,h(t; σ, a),max g2,h(t; σ, a)} = 0. (3.12)
Then (3.11) implies
min
0≤x≤a f (t, x) ≥ 0 (3.13)
and (3.12) implies
max g1,h(t; σ, a) = max g2,h(t; σ, a) = 0,
which yields from the definition of g1,h and g2,h that fh(t, a) = 0, t ∈ [0, 1], i.e.
max
0≤x≤a,0≤t≤1
f (t, a) = 0. (3.14)
Both (3.13) and (3.14) implies
f (t, x) ≡ 0, 0 ≤ x ≤ a and the conclusion is trivial since u(t) ≡ 0 ∈ [0, a] is a solution of BVP (1.1).
Suppose without loss of generality that L(a), h(a) > 0. Then for u ∈ ∂Ω1, i.e., ‖u‖ ≤ a, we have
(Θ ◦ T )u(t) = max
0≤t≤1
{0, Tu} ≤ max{0, max
0≤σ≤1
{ max
0≤t≤σ
g1,h(t, σ ), max
σ≤t≤1
g2,h(t, σ )}},
g1(t, σ ) = λβ1
α1
∫ σ
0
f (τ, u(τ ))dτ + ϕ−1p (λ)
∫ t
0
ϕ−1p
(∫ σ
s
f (τ, u(τ ))dτ
)
ds, 0 < t ≤ σ,
≤ λβ1
α1
∫ σ
0
fh(τ, a)dτ + ϕ−1p (λ)
∫ t
0
ϕ−1p
(∫ σ
s
fh(τ, a)dτ
)
ds, 0 < t ≤ σ,
g2(t, σ ) = λβ2
α2
∫ 1
σ
f (τ, u(a))dτ + ϕ−1p (λ)
∫ 1
t
ϕ−1p
(∫ s
σ
f (τ, u(a))dτ
)
ds, σ ≤ t < 1,
≤ λβ2
α2
∫ 1
σ
fh(τ, u(a))dτ + ϕ−1p (λ)
∫ 1
t
ϕ−1p
(∫ s
σ
fh(τ, u(a))dτ
)
ds, σ ≤ t < 1.
So,
(Θ ◦ T )u(t) ≤ max{0, L(a)} < a. (3.15)
A(Θ ◦ T )(x) = min
0≤t≤1(Θ ◦ T )(x)(t) ≥ min(T x)(t).
It is easy to know that T x(t) is concave, and
(Θ ◦ T )x = min{(T x)(0), (T (x)(1))}.
If σ ∈ (0, 12 ], we have
(T x)(1) = β2
α2
∫ 1
σ
λ f (τ, u(τ ))dτ
≥ β2
α2
∫ 1
1
2
λ f (τ, u(τ ))dτ
≥ β2
α2
r1
≥ b + ϕ−1p
(
α1b
β1
)
≥ b.
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If σ ∈ ( 12 , 1], we have
(T x)(0) = β1
α1
∫ σ
0
λ f (τ, u(τ ))dτ
≥ β1
α1
∫ 1
2
0
λ f (τ, u(τ ))dτ
≥ β1
2α1
r2 ≥ b + ϕ−1p
(
α2b
β2
)
≥ b.
Applying Theorem 2.1, Θ ◦ T has a fixed point in Ω and
b < A(u) ≤ ‖u‖ < a. 
Theorem 3.2. Suppose there are two constants a, b, and a < b such that
max{ f (t, x) : 0 ≤ t ≤ 1, 0 ≤ x ≤ a} ≤ 0
and
λ f (t, x) > R′, for x > b,
where R′ = max{R1, R2},
R1 = 2β2
α2
[
b + ϕ−1p
(
α1b
β1
)]
, R2 = 2β1
α1
[
b + ϕ−1p
(
α2b
β2
)]
.
Then BVP (1.1) has at least one solution.
Proof. Let A(x) = min0≤t≤1 x(t). Take A, T, K ,Θ the same as in Theorem 3.1.
Let Ω1 = {x ∈ K : ‖x‖ ≤ a}, then L(a) ≤ 0 similar to the proof of (3.15) in Theorem 3.1, and we have for ∀λ > 0
λ(Θ ◦ T )u(t) ≤ λmax{0, L(a)} < a. (3.16)
Let Ω2 = {x ∈ k :, A(x) < b, ‖x‖ < g(b)}. Then for x ∈ K , A(x) = b, one has
A((Θ · T )(x)) = min(Θ · T )(x)(t) = min{(T x)(0), (T x)(1)}.
For σ ∈ (0, 12 ], similar to the proof of Theorem 3.1, we get
(T x)(1) > b + ϕ−1p
(
α1b
β1
)
.
For σ ∈ ( 12 , 1],
(T x)(0) > b + ϕ−1p
(
α2b
β2
)
.
Lemma 3.5 implies that g(b) satisfies (2.3) in Theorem 2.1. Applying Theorem 2.1,Θ◦T has a fixed point u ∈ Ω2\Ω1,
i.e, ‖u‖ ≥ a, A(u) ≤ b and u(t) ≥ 0. Then
((Θ ◦ T )x)(t) = (T x)(t), t ∈ [0, 1].
Since Lemma 3.4 gives
u(t) > 0, t ∈ (0, 1).
The proof is completed. 
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4. Examples
Example 1. Consider the boundary value problem(ϕp(u
′))′ + λ f (t, u) = 0, 0 < t < 1,
α1u(0)− β1ϕp(u′(0)) = 0,
α2u(1)+ β2ϕp(u′(1)) = 0,
(4.1)
where ϕp(s) := |s|p−2s, take p = 3, α1 = 1, β1 = 1, α2 = 1, β2 = 1,
f (t, x) = 4x 14 − 1+ 1
100
(
t − 1
2
)2
x2.
Take b = 1, a = 10, have r1 = 2[1+ ϕ 3
2
(1)] = 4, r2 = 2[1+ ϕ 3
2
(1)] = 4. Then r = 4.
When 1 ≤ x ≤ 10, have
3 < f (t, x) < 7
1
4
= 29
4
.
Take 43 ≤ λ ≤ 40029 , we can get
3 ≤ λ f (t, x) ≤ 10.
Hence from Theorem 3.1, BVP (4.1) has at least one solution.
Example 2. Consider the boundary value problem(ϕp(u
′))′ + λ f (t, u) = 0, 0 < t < 1,
α1u(0)− β1ϕp(u′(0)) = 0,
α2u(1)+ β2ϕp(u′(1)) = 0,
(4.2)
where ϕp(s) := |s|p−2s, take p = 3, α1 = 1, β1 = 1, α2 = 1, β2 = 1,
f (t, x) = 3x 14 − 1+
(
t − 1
2
)2
x2,
b = 1, have R1 = 2[1+ ϕ 3
2
(1)] = 4, R1 = 2[1+ ϕ 3
2
(1)] = 4. Then R′ = 4. f (t, 0) = −1, ∃a > 0, when 0 ≤ x < a,
have f (t, x) < 0. When x > 1, have f (t, x) ≥ 2, take λ > 2, we have λ f (t, x) > 4. Hence from Theorem 3.2, BVP
(4.2) has at least one solution.
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