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ABSTRACT
Deep X-ray surveys have provided a comprehensive and largely unbiased view of ac-
tive galactic nuclei (AGN) evolution stretching back to z ∼ 5. However, it has been
challenging to use the survey results to connect this evolution to the cosmological envi-
ronment that AGNs inhabit. Exploring this connection will be crucial to understanding
the triggering mechanisms of AGNs and how these processes manifest in observations
at all wavelengths. In anticipation of upcoming wide-field X-ray surveys that will allow
quantitative analysis of AGN environments, this paper presents a method to observa-
tionally constrain the Conditional Luminosity Function (CLF) of AGNs at a specific
z. Once measured, the CLF allows the calculation of the AGN bias, mean dark matter
halo mass, AGN lifetime, halo occupation number, and AGN correlation function –
all as a function of luminosity. The CLF can be constrained using a measurement of
the X-ray luminosity function and the correlation length at different luminosities. The
method is illustrated at z≈ 0 and 0.9 using the limited data that is currently available,
and a clear luminosity dependence in the AGN bias and mean halo mass is predicted
at both z, supporting the idea that there are at least two different modes of AGN trig-
gering. In addition, the CLF predicts that z ≈ 0.9 quasars may be commonly hosted
by haloes with Mh ∼ 1014 M⊙. These ‘young cluster’ environments may provide the
necessary interactions between gas-rich galaxies to fuel luminous accretion. The results
derived from this method will be useful to populate AGNs of different luminosities in
cosmological simulations.
Key words: galaxies: active – galaxies: haloes – quasars: general – galaxies: Seyfert
– X-rays: galaxies – dark matter
1 INTRODUCTION
The supermassive black holes that lurk at the center of al-
most all massive galaxies play an important, but still largely
mysterious, role in the formation and evolution of their host
galaxies. Significant amounts of energy and momentum can
be deposited in the central regions of a galaxy when the
black hole is accreting rapidly from its surroundings and
shining as an active galactic nucleus (AGN; Hopkins et al.
2005; Springel, Di Matteo & Hernquist 2005). The AGN
phase of a galaxy may therefore exert a significant influ-
ence on the overall size and evolution of the galaxy (e.g.,
Di Matteo et al. 2005; Croton et al. 2006; Menci et al. 2006;
Hopkins et al. 2008). Unraveling the physics behind the trig-
gering of AGN activity and its influence on the host galaxy
⋆ E-mail: david.ballantyne@physics.gatech.edu
is an important ingredient for a complete picture of galaxy
formation and evolution.
As the AGN phase is crucial to galaxy evolu-
tion, there has been tremendous interest in deter-
mining a comprehensive census of AGN activity in
the Universe, and how it changes over cosmic time
(e.g., Brandt & Hasinger 2005; Triester & Urry 2012;
Merloni & Heniz 2013; Brandt & Alexander 2015). This de-
mography of accreting black hole has its roots in the op-
tical quasar surveys of the 1980s (e.g., Hartwick & Schade
1990), but it is now understood that deep X-ray surveys pro-
vide the least biased determination of AGN activity in the
Universe (e.g., Brandt & Alexander 2015). As a result, the
last decade has witnessed an army of X-ray telescopes per-
form numerous extragalactic surveys that, when combined,
c© 2016 The Authors
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are painting a clear and consistent picture of AGN1 activ-
ity up to z∼ 5 (e.g., Ueda et al. 2003; La Franca et al. 2005;
Ueda et al. 2014; Aird et al. 2010, 2015a,b; Buchner et al.
2015; Georgakakis et al. 2015). Analysis of the resulting X-
ray luminosity functions (XLFs) show that AGNs under-
went strong luminosity and density evolution with time, so
that the luminosity corresponding to the peak density drops
at lower z (e.g., Ueda et al. 2014; Aird et al. 2015a). This
evolution is likely associated with changes in the AGN fu-
eling and triggering physics as the Universe expanded (e.g.,
Georgakakis et al. 2009; Hickox et al. 2009; Allevato et al.
2011; Draper & Ballantyne 2012; Hopkins et al. 2014).
A limitation of many of the existing deep X-ray surveys
is their narrow field of view, which limits the investigation
of how AGNs are connected to their cosmological environ-
ment. This problem becomes especially acute as one of the
leading models of AGN triggering is mergers and interac-
tions between galaxies (e.g., Sanders et al. 1988; Hernquist
1989; Kauffmann & Haehnelt 2000; Di Matteo et al. 2005;
Hopkins et al. 2005, 2006, 2008). Moreover, numerical simu-
lations of galaxy and black hole evolution in cosmological
volumes require rigorous, quantitative constraints on not
just the numbers and luminosities of AGNs at a specific
redshift, but also on how they are distributed throughout
the galaxy population. This information can be provided by
measuring the clustering of AGN as a function of luminosity
and redshift, but the wide-area surveys needed for precise
measurements are generally not available in the X-ray band
(Cappelluti et al. 2012). The clustering of optical quasars
has been explored for several years (e.g., Porciani et al.
2004; Croom et al. 2005; Myers et al. 2007; Ross et al. 2009;
Zehavi et al. 2011; Shen et al. 2013; Eftekharzadeh et al.
2015), but is not able to provide an unbiased sample of black
hole activity (e.g., Mendez et al. 2016).
This observational landscape will be changing, however,
as both eROSITA and Athena will be performing wide-field
X-ray surveys that will allow precise AGN clustering mea-
surements at these energies (Kolodzig et al. 2013a,b). The
addition of clustering data to the traditional suite of AGN
demographic information (luminosity function, obscuration
fraction, etc.) will provide a powerful tool to understand-
ing how AGNs of different luminosities connect to their
large scale environments. This paper and its companion
(hereafter, Paper II; Ballantyne 2016) presents a theoretical
framework, and some initial results, of how one might exploit
the potential in the new era of AGN demographics. The un-
derlying concept presented here is the conditional luminosity
function (CLF), first developed for galaxy clustering studies
by Yang et al. (2003) and van den Bosch et al. (2003). The
CLF is a statistical connection between the AGN luminos-
ity function and cosmological structure that underpins the
clustering data. Constraining the CLF allows one to per-
form calculations in both the traditional AGN demograph-
ics ’space’ (i.e., number counts, X-ray background spectra)
and the clustering/dark-matter ’space’ (i.e., bias, mean halo
mass). This framework should also provide a method for
1 At least for Compton-thin AGNs. Accreting black holes that
are absorbed by Compton-thick material are difficult to detect
outside of the local Universe (Brandt & Hasinger 2005), so their
contribution and evolution remains largely unknown.
comparing observational data from the new wide-field X-
ray surveys to predictions of cosmological galaxy evolution
simulations.
This paper provides the basic description of the CLF
framework for the application of X-ray surveys of AGNs
(Section 2), and then applies this analysis to AGNs at z≈ 0
and z≈ 0.9 (Section 3) using the limited existing X-ray sur-
vey data with results presented in Section 4. The implica-
tions of these results for models and AGN triggering and
evolution are discussed in Section 5, while general conclu-
sions are summarized in the final Section. The Appendices
collect several details of the calculation procedures, as well
as other supplemental results that may be of more special-
ized use. Paper II shows how to apply this CLF framework
to subsets of AGNs, in particular obscured and unobscured
AGNs at z≈ 0 and 0.9. A WMAP9 ΛCDM cosmology is as-
sumed for both papers: h = 0.7, Ωm = 0.279, ΩΛ = 0.721 and
σ8 = 0.821 (Hinshaw et al. 2013).
2 THE CONDITIONAL LUMINOSITY
FUNCTION OF AGNS
This section presents an overview of the CLF and how it
provides a powerful tool to connect the evolution of AGNs
to their cosmological surroundings. Much of the mathemat-
ical description of the CLF shown below was presented ear-
lier in the context of galaxy clustering (Yang et al. 2003;
van den Bosch et al. 2003, 2007), but is repeated here for
completeness. Finally, the CLF framework falls under the
more general description of a Halo Occupation Distribu-
tion (HOD) model of clustering. HOD modeling of AGN
clustering has begun to be more common in the last sev-
eral years (Miyaji et al. 2011; Richardson et al. 2012, 2013;
Shen et al. 2013), but much of the work necessarily focuses
on luminosity-integrated quantities. As is seen below, the
luminosity-dependent CLF will be particularly important
for AGN clustering measurements expected in the near fu-
ture.
2.1 Definitions and Useful Formulas
We define the CLF of a specific sample of AGNs, Ψ(L|Mh),
so that
φ(L) =
∫
∞
0
Ψ(L|Mh)n(Mh)dMh, (1)
where φ(L)= dΦ(L)/d(logL) is the XLF in the 2–10 keV en-
ergy band and n(Mh) is the dark matter halo mass function.
All of these quantities are evaluated at a specific redshift z,
but the z-dependence is omitted for clarity. It is important
to emphasize that Ψ(L|Mh) is really a statistical description
of how AGNs are distributed in haloes, where Ψ(L|Mh)dL
is the mean number of AGNs in a halo of mass Mh with a
2–10 keV luminosity L in the interval L±dL/2. As such, it
is not a physical quantity in the sense that its functional
form can be calculated from first principles. However, given
the appropriate datasets, the form of Ψ(L|Mh) can be con-
strained, and then used to compute statistics of interesting
physical properties of the specified AGN population. For ex-
ample, the mean number of AGNs in a luminosity interval
MNRAS 000, 1–15 (2016)
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[L1,L2] as a function of Mh is
〈N(Mh)〉=
∫ L2
L1
Ψ(L|Mh)dL, (2)
and then the average Mh hosting an AGN with a luminosity
in this interval is (Yang et al. 2003)
〈Mh(L)〉=
∫
∞
0 Mh 〈N(Mh)〉n(Mh)dMh∫
∞
0 〈N(Mh)〉n(Mh)dMh
(3)
=
1
φ(L)
∫
∞
0
Mh 〈N(Mh)〉n(Mh)dMh.
Tracking these quantities as a function of z will provide im-
portant insights into how AGNs evolve and their dependence
on their environment.
The CLF also allows a direct estimate of the
AGN lifetime or duty cycle as a function of luminosity.
Martini & Weinberg (2001) showed that an estimate of the
AGN lifetime would be
τAGN(L) =
νAGN(L,Mh)
ν(Mh)
τHubble, (4)
where νAGN(L,Mh) is the space density of AGNs with lumi-
nosity L present in haloes with mass Mh, ν(Mh) = n(Mh)dMh
is the space density of those haloes, and τHubble is the Hub-
ble time at the z of interest. Using the CLF of AGNs, the
numerator can be replaced with Ψ(L|Mh)nhdLdMh, and, after
replacing the halo mass with 〈Mh(L)〉, τAGN(L) can be simply
written as
τAGN(L) = (Ψ(L| 〈Mh(L)〉)dL)τHubble. (5)
2.2 How To Determine the AGN CLF
As the CLF is purely a statistical description of the AGN
population, it has to be constrained from measurements.
The first important dataset is the XLF (i.e., the left-hand
side of Eq. 1), but this is not enough on its own, as even
after specifying the halo mass function n(Mh), there is an
infinite number of possible Ψ(L|Mh) that can result in the
measured XLF. Thus, additional information that depends
on both luminosity and halo mass is required to determine
the shape of the CLF. As shown by Yang et al. (2003) and
van den Bosch et al. (2003) for galaxies, the variation of
correlation lengths with luminosity, r0(L), can provide the
needed measurements.
The correlation lengths come from measurements of
the AGN two-point correlation function ξAA(r) which mea-
sures the probability above random chance that two random
AGNs within a volume element dV will be separated by a
physical distance r:
dP = ν[1+ξAA(r)]dV, (6)
where ν is the mean number density of AGNs in dV (Peebles
1980). Observations of ξAA(r) at both the optical and X-
ray wavelengths show that ξAA(r) is well approximated by a
power-law, ξAA = (r/r0)−γ , where r0, the correlation length,
is defined so that ξAA(r0) = 1 (e.g., Cappelluti et al. 2012).
The ξAA(r) will depend on both z, luminosity and, possibly,
AGN type, but for clarity only the spatial dependence is in-
dicated. Observations typically measure the projected cor-
relation function w(rp) (where rp is the projected distance
between a pair of AGNs in the plane of the sky), which is
related to the ’real-space’ ξAA(r) via (Davis & Peeples 1983)
w(rp) = 2
∫
∞
rp
rξAA(r)√
r2− r2p
dr. (7)
Assuming that the true correlation function is ξAA =
(r/r0)−γ then the observed w(rp) gives an estimate of r0
(Davis & Peeples 1983).
In HOD modeling it is useful to decompose the total
ξAA(r) into a ‘1-halo’ term, ξ 1hAA, and a ‘2-halo’ term, ξ 2hAA
(e.g., Yang et al. 2003):
ξAA(r) = ξ 1hAA(r)+ξ 2hAA(r). (8)
The ‘1-halo’ term represents the contribution to the ξAA(r)
from pairs of AGNs in a single halo, sometimes called
satellite AGNs. Determining this term theoretically requires
specifying a model of how galaxies and AGNs are distributed
within a halo. The transition between the two terms oc-
curs at r ∼ 1 h−1Mpc < r0 for most AGN correlation func-
tions (Cappelluti et al. 2012), so the ‘1-halo’ term will be
ignored for determining the CLF (similarly, satellite AGNs
were not considered in models developed by Croton (2009)
and Conroy & White 2013). Thus, ξAA ≈ ξ 2hAA.
As the ‘2-halo’ term denotes the clustering of AGNs
in separate haloes, then they can clearly be related to the
clustering of the haloes themselves,
ξ 2hAA(r)≈ ¯b2Aξ 2hdm, (9)
where ξ 2hdm is the ‘two-halo’ contribution to the total dark
matter correlation function (defined as ξ 2hdm = ξdm−ξ 1hdm), and
¯bA =
∫
∞
0 n(Mh)〈N(Mh)〉b(Mh)dMh∫
∞
0 n(Mh)〈N(Mh)〉dMh
(10)
is the mean AGN bias at a specified z. Since 〈N(Mh)〉 can be
computed for any interval in luminosity (Eq. 2), the AGN
bias (and therefore the correlation lengths) can also be calcu-
lated as a function of luminosity. The b(Mh) factor in Eq. 10
is the bias of dark matter haloes to the underlying dark mat-
ter distribution and depends on the definition of ‘halo’ that
is adopted.
At this point the path toward determining the CLF for
a sample of AGNs is laid out once a specific cosmological
model is chosen. Given a parameterization of the CLF, and
the XLF and r0(L) data for the sample in question, pre-
dictions for the AGN correlation lengths and XLF can be
computed using the above equations and compared with the
data. A fitting technique can then be used to constrain the
parameters of the CLF. As seen above, the procedure in-
volves several quantities that depend only on the cosmolog-
ical model. The details of how these are computed in this
paper can be found in Appendix A. The next Section applies
this technique to two samples of AGNs, one at z≈ 0 and one
at z ≈ 0.9.
3 APPLICATION TO AGN DATA
To determine the CLF of a sample of AGNs using the above
framework requires measurements of both the XLF and r0(L)
of the objects in the sample. Due to the relatively small sur-
vey areas probed in the 2–10 keV band, this last quantity
MNRAS 000, 1–15 (2016)
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has been rarely measured. However, there are determina-
tions of r0(L) at two different redshifts (z ≈ 0 and z ≈ 0.9)
which, despite their relatively narrow luminosity range, can
be used to illustrate the insights into AGN evolution gained
from the CLF methodology.
In the calculations described below, rest-frame 2–10 keV
luminosities, L, are computed on a grid from log(L/erg s−1)=
41.11 to 48 in 531 equally spaced logarithmic steps. The
grid of halo masses spans log(Mh/M⊙) = 3 to 16.473 in 1000
steps. For computational simplicity, Eq. A1 is used to gen-
erate a grid of radii from the halo masses on which to cal-
culate correlation functions. This grid extends from ∼ 1 pc
to ∼ 57 Mpc at z = 0, but, due to the increase in density at
higher z, the maximum radius at z = 0.9 is ≈ 20 Mpc. These
upper limits in radii cause the predicted w(rp) to roll off at
rp ≈ 10 Mpc (see Eq. 7); however, most of the w(rp) data
we compare to are at much smaller projected radii and the
predictions of r0(L) are independent of the w(rp) calculation.
Therefore, given the appropriate datasets, this setup allows
for a well-determined measurement of the AGN CLF.
3.1 The z≈ 0 Dataset
For AGNs in the local Universe there is a measurement of r0
in two different luminosity ranges from the 3-year Swift-BAT
catalog (Cappelluti et al. 2010). The high luminosity value
(r0 ≈ 20 Mpc) is likely overestimated, as it suggests that
local quasars are found in cluster-sized haloes, in contrast
to observations (Kauffmann et al. 2004; Popesso & Biviano
2006; Martini et al. 2013). Nevertheless, it is still useful to
consider these data because the lower-luminosity point is
more accurate, and any luminosity-dependence derived from
the CLF model may be instructive.
As a further constraint on the CLF, we use the 6
w(rp) points at 2 h−1Mpc<∼rp<∼14 h
−1Mpc calculated by
Cappelluti et al. (2010) which use the entire luminosity
range of their sample. Values of w(rp) at larger radii are omit-
ted from the fits because of the roll-over described above (the
data at these projected radii also lie significantly above the
best fit power-law to w(rp) and thus may be overestimated).
The data at smaller projected radii will have a non-negligible
contribution from ξ 1hAA(r) which is not modeled by the CLF.
The CLF is determined for 2–10 keV luminosities, while
the Cappelluti et al. (2010) data is measured in the Swift-
BAT 15–55 keV band. An average AGN spectral energy dis-
tribution (SED) consisting of a cutoff power-law and reflec-
tion spectrum is used to convert between the two bands.
SEDs are computed for a range of photon indices (Γ = 1.4–
2.4) and then Gaussian averaged with a mean Γ = 1.9 and
σ = 0.3 to obtain the final SED. An e-folding energy of
250 keV is used for all spectra. Reflection is included us-
ing the pexmon model (Nandra et al. 2007) available in
XSPEC (Arnaud 1996) and is added to each power-law
prior to averaging so that the Fe Kα equivalent width is
120 eV. The final SED is consistent with observations of
many samples of local AGN (e.g., Burlon et al. 2011) as well
as the average spectrum derived by fitting the local XLFs
(Ballantyne 2014). The total luminosity range covered by the
Cappelluti et al. (2010) w(rp) data is estimated to be 42.4 <
log(L15−55 keV/(erg s−1))< 43.9 which, according to the AGN
template, corresponds to 42.25 < log(L2−10 keV/(erg s−1)) <
43.75.
The z≈ 0 2–10 keV XLF data is taken from Ueda et al.
(2014) and Della Ceca et al. (2008). The reason for in-
cluding the Della Ceca et al. (2008) estimate (which is a
de-evolved measurement and therefore model dependent)
is that X-ray background synthesis models employing the
Ueda et al. (2014) XLF overpredict the local Swift-BAT
number counts (Aird et al. 2015b; Harrison et al. 2015).
Noting this problem, Ballantyne (2014) provided a corrected
local 2–10 keV XLF that lies between the Ueda et al. (2014)
and Della Ceca et al. (2008) data, but will also fit the Swift-
BAT number counts. Thus, a more accurate measurement of
the local AGN population is obtained by including both the
Ueda et al. (2014) and Della Ceca et al. (2008) XLF data-
points. A negative consequence of this decision is that, be-
cause the two XLFs are offset for each other, a single XLF
model will be a poor statistical fit to these data. Combin-
ing these two XLF measurements with the correlation mea-
surements described above yields 32 datapoints available for
fitting the CLF.
Now that the necessary data are collected, a form for
the AGN CLF must be decided upon and parameterized.
As the CLF is statistical in nature, there is freedom to fix
the form so that it ‘makes sense’. For example, the XLF
at most redshifts is well described by a broken power-law,
so integrating the CLF over halo mass (e.g., Eq. 1) should
give a broken power-law. Similarly, HOD modeling of AGNs
indicate that 〈N(Mh)〉 also has a roughly power-law shape
(Chatterjee et al. 2013; Leauthaud et al. 2015), so integrat-
ing the CLF over luminosity (e.g., Eq. 2) also should yield a
power-law. This power-law, however, cannot rise indefinitely,
so a cutoff halo mass that can depend on AGN luminosity
should be included. These considerations lead to the follow-
ing form for the AGN CLF:
Ψ(L|Mh) =
(
Mh
M∗
)a
e−Mh/Mcut f (L) (11)
where
Mcut =
(
L
L∗
)c
MN , (12)
and
f (L) =


(
L
L∗
)−0.96
if L < L∗(
L
L∗
)−β
otherwise.
(13)
Fixing the low luminosity slope at −0.96 (equal to the low-
luminosity slope of the Ueda et al. 2014 XLF) leaves 6 free
parameters to constrain by fitting the XLF and correlation
data: a, M∗, β , L∗, c, and MN . We can simplify the process
slightly by noting that, although the mass function n(Mh)
is defined down to 1000 M⊙, galaxies (and therefore AGNs)
are not typically found in haloes with Mh<∼10
9 M⊙ (e.g.,
Efstathiou 1992; Benson et al. 2002; Nickerson et al. 2011;
Shen et al. 2014); thus, Ψ(L|Mh) = 0 for those masses. Other
assumed forms for the CLF (e.g., log-normals, power-laws,
exponentials) did not provide acceptable fits to the XLF
data. While more complex forms could provide equally good
fits to the data, the parameterization shown above appears
to be the simplest CLF description supported by the avail-
able data. Of course, as additional r0(L) data becomes avail-
able, particularly at higher luminosities, this parameteriza-
tion may have to be revised.
MNRAS 000, 1–15 (2016)
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3.2 The z≈ 0.9 Dataset
Koutoulidis et al. (2013) measured r0(L) in two luminosity
ranges for AGNs at z ∼ 0.9–1 in five different deep X-ray
surveys, yielding 10 different measurements of r0(L). The
values of r0 determined from the Chandra Deep Field South
are much larger than the other fields (likely due to the large
supercluster in the field) and is omitted from the CLF fits.
Specifically, we use the r0 data in the CLF model, and not
the ‘corrected’ r0,c values listed by Koutoulidis et al. (2013)
that attempts to account for the finite area of the surveys.
In practice, these two estimates of the correlation length are
almost always consistent within the errors. As with the z≈ 0
field, the r0(L) data is augmented with the w(rp) profile mea-
sured by Koutoulidis et al. (2013) using their entire z ≈ 0.9
sample with the measurements at the largest and smallest rp
omitted in the calculations for the reasons described above.
Finally, Koutoulidis et al. (2013) work with luminosities in
the 0.5–8 keV band, and the same AGN SED described for
the z ≈ 0 data is used to convert these into the 2–10 keV
band. Therefore, the Koutoulidis et al. (2013) w(rp) data,
that spans 41.25<∼ log(L0.5−8 keV/(erg s
−1))<∼44.5, converts
to the range 41.1 < log(L2−10 keV/(erg s−1))< 44.3. The XLF
data for the CLF fitting is taken from the z = 0.8–1.0 panel
in the Ueda et al. (2014) measurement of the evolving XLF.
Combining the Ueda et al. (2014) XLF data points with the
Koutoulidis et al. (2013) correlation function data gives a
total of 26 data points with which to constrain Eqs. 11– 13.
Determining the CLF at this redshift involves calcu-
lations of n(Mh) and ξdm at one z (namely, z = 0.9) while
the data that is constraining the CLF has been gathered
over a range of redshift (e.g., z ≈ 0.7–1.1 for the correlation
data; Koutoulidis et al. 2013). In principle, this mismatch
may lead to an inaccurate measurement of AGN properties
at z = 0.9. As shown by van den Bosch et al. (2007) and de-
scribed in Appendix B, the CLF equations can be adapted
so that an ‘effective’ n(Mh) and ξ 2hdm, defined over the nec-
essary z range, is used in place of the ones calculated at a
single redshift. In practice, this correction is too small for
the redshift range applicable here, and so is not used for the
current calculation.
3.3 Fitting the Data
For both redshifts, the 6 CLF parameters are determined
by minimizing the total χ2 from all data points using the
Metropolis algorithm (Metropolis et al. 1953) to ensure that
the true global minimum is found. To obtain χ2/dof≈ 1
(dof=degree of freedom) we used the larger of the two error-
bars in the XLF datapoints, but otherwise used the smallest
ones for the w(rp) and r0 data. This procedure assumes that
all the errorbars are independent and Gaussian distributed.
The best fitting CLF parameters are shown in Table 1, where
the uncertainties are the 90% confidence level for one degree
of freedom (i.e., a ∆χ2 = 2.71 criterion). Due to including two
non-compatible measurements of the z ≈ 0 XLF, the χ2 of
the CLF fit is formally poor. Fitting only to the Ueda et al.
(2014) XLF yields a χ2/dof= 0.96; however, the quantities
derived from the CLF will be more accurate after including
the Della Ceca et al. (2008) XLF estimate.
As the CLF is a statistical quantity, one has to be care-
ful not to overinterpret the numbers in the Table. Never-
theless, there are some trends that one can glean from ex-
amining the CLF fits. For example, the overall luminosity
scale increase with z, as observed in the evolution of the
XLF (e.g., Ueda et al. 2014; Aird et al. 2015a). The mass
scale, as measured by M∗ and MN also increases, although
this is not typically infered from X-ray clustering measure-
ments (Cappelluti et al. 2012). Interestingly, the parameters
that quantifies the coupling between the halo mass and the
AGN luminosity (c) is ≈ 2× lower at z ≈ 0.9 than at z ≈ 0.
Figures 1 and 2 show how well the best-fit CLFs re-
cover the observed XLF, w(rp) and r0 in both redshift bins.
To illustrate the reliability of the results, the 95% confi-
dence regions, which is a ∆χ2 = 12.59 criterion for 6 degrees
of freedom, is indicated in all plots. The confidence regions
are computed using a Monte-Carlo approach. Beginning at
the best-fit indicated in Table 1, one of the six parameters
is increased or decreased by at most 0.02, and a new χ2 is
calculated. If this χ2 is within the confidence limit then the
parameters are stored, and a new random change to the pa-
rameters is made. After each parameter has been randomly
adjusted on average 500 times, the parameters are reset to
the best-fit and the process is restarted. This whole proce-
dure is done 10 times for each fit, resulting in 2569 models
within the confidence region at z ≈ 0 and 2182 models at
z≈ 0.9. Then at z≈ 0, for each L (in the case of φ(L) or r0(L))
or each r (in the case of w(rp)), the CLF model is computed
for each of the 2569 set of parameters, and the minimum
and maximum φ(L), r0(L) and w(rp) are determined. These
minima and maxima determine the 95% confidence regions
shown in the figures. The same process is repeated to calcu-
late the z ≈ 0.9 confidence levels.
In addition to the XLF data, the z≈ 0 panel also shows
the best-fit XLF as determined by Ballantyne (2014) from
fitting the XLFs in multiple energy bands. This fit (as shown
by the red long dashed line) can account for all the lo-
cal AGN demographics, including the Swift-BAT data. Al-
though derived from a completely independent process, the
CLF-derived XLF (solid line) matches the Ballantyne (2014)
measurement very well, particularly around the knee of the
XLF. This agreement gives us confidence that the CLF
model can be used to obtain accurate information on the
AGN population.
4 RESULTS DERIVED FROM THE AGN CLFS
In this section, we explore the statistics of various AGN
physical quantities derived from the CLF at these two red-
shifts, and discuss the implications for our understanding of
AGN evolution at different luminosities.
4.1 AGN Bias and Mean Halo Mass
The first two statistical properties of AGNs we will con-
sider are the mean AGN bias, ¯bA (Eq. 10), and the mean
mass of AGN-hosting haloes, 〈Mh〉 (Eq. 3). Figure 3 plots
the 95% confidence regions for these two quantities for both
z ≈ 0 and z ≈ 0.9. There is a significant luminosity depen-
dence to both quanitites at each redshift that arises from
the observed behaviour of r0(L). As a result, for both ¯bA and
〈Mh〉, there seems to be a transition in behaviour at a lu-
minosity of log(L/(ergs−1))≈ 44. Above that luminosity, the
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Table 1. Best-fit AGN CLF parameters at z≈ 0 and z≈ 0.9 (Eqs. 11–13). The error-bars are calculated using a ∆χ2 = 2.71 criterion (i.e.,
a 90% confidence level for the parameter of interest).
Redshift χ2/dof a log(M∗/M⊙) β log(L∗/erg s−1) c log(MN/M⊙)
0 58.04/26 2.20±0.05 12.51±0.04 2.57+0.05−0.04 41.79±0.05 1.27
+0.07
−0.06 12.33±0.08
0.9 12.77/20 2.96+0.08−0.10 14.43
+0.04
−0.03 3.26
+0.88
−0.42 44.47±0.05 0.59
+0.05
−0.04 15.20
+0.07
−0.08
Figure 1. Fits to the z ≈ 0 XLF (left), w(rp) (middle) and r0 (right) data that determined the AGN CLF at this redshift. In all plots
the solid line indicates the prediction from the best-fit CLF (top row of Table 1), and the hatched region shows the 95% confidence
region on this quantity. In the XLF plot, the solid points denotes data taken from the paper of Ueda et al. (2014) and the triangles are
the Della Ceca et al. (2008) estimate of the local LF. The red dashed line in the XLF panel plots the best-fit z = 0 XLF determined by
Ballantyne (2014) from fitting the local XLFs in multiple energy bands. The w(rp) and r0 data of Cappelluti et al. (2010) are shown in
the other two panels, with the solid points indicating ones that are actually used in the CLF fit (the other points are omitted from the
fit; see text for details).
Figure 2. As in Fig. 1, but at z ≈ 0.9. In this case, the w(rp) and r0 data are taken from Koutoulidis et al. (2013). The parameters of
the best-fit CLF are listed in the bottom row of Table 1.
mass of AGN-hosting haloes is approxminately constant, in
agreement with surveys that show little-to-no luminosity de-
pendence in the clustering of quasars (e.g., Shen et al. 2013;
Eftekharzadeh et al. 2015). This indicates that these high-
luminosity AGNs have a common triggering mechanism that
depends only on being in a certain, highly biased, environ-
ment. The wide span of luminosity over which the mass is
roughly constant can be interpreted by invoking a range of
black holes masses and the fact that that all AGNs exhibit
significant variability (e.g., Hickox et al. 2014). In contrast,
at log(L/(ergs−1))<∼44 AGN triggering must be occurring by
a process that depends on halo mass. Moreover, the lower
bias means that these AGNs do not need to inhabit signifi-
cantly dense environments and can therefore be triggered by
processes internal to the host halo, such as accretion from
the halo itself (e.g., Fanidakis et al. 2013). Interestingly, the
z≈ 0.9 luminosity-dependence is weaker than at z≈ 0 which
likely means that there is a larger fraction of AGNs triggered
in massive haloes at all luminosities during this epoch. Such
envrionments are more conducive to galaxy interactions and
MNRAS 000, 1–15 (2016)
A New Era of Black Hole Demographics – I. The CLF of AGNs 7
Figure 3. The CLF-derived AGN bias, ¯bA (left), and mean halo mass, 〈Mh〉 (right), as a function of AGN X-ray luminosity at z ≈ 0
(blue) and z≈ 0.9 (red). The solid lines are the predicted values, and the surrounding hatched areas are the 95% confidence regions. Both
quantities exhibit significant increases with luminosity, in particular at log(L/(ergs−1))<∼44. This result likely indicates that different AGN
fueling mechanisms are operating at high and low luminosities. The luminosity dependence is weaker at z ≈ 0.9 which may be linked to
a switch between merger-dominated and secularly-triggered AGN growth (e.g., Draper & Ballantyne 2012). The large values of ¯bA and
〈Mh〉 predicted for local quasars result from the high-L r0 point of Cappelluti et al. (2010) and are therefore likely to be overestimated.
mergers, and gas-rich galaxies are more common at higher
redshifts, thus these results indicate that AGN triggering by
major mergers is more common at z∼ 1 and becomes much
rarer at low z (e.g., Salucci et al. 1999; Draper & Ballantyne
2012).
The average bias and mean halo mass of z ≈ 0 quasar
hosts appears unrealistically large, as they imply local
quasars should reside in nearby massive clusters, which is
not observed (e.g., Martini et al. 2013). The large values re-
sult from fitting the high-L r0 point from Cappelluti et al.
(2010) and therefore appears to be overestimated. That anal-
ysis relied on the 3-year Swift-BAT catalog with only 199
AGNs. The latest Swift-BAT catalog by Baumgartner et al.
(2013) contains over 600 AGNs, so an update to the clus-
tering analysis should give significant improvements to the
local CLF model. In contrast, the z ≈ 0.9 results show that
quasars at that redshift might be commonly found in haloes
with log(Mh/M⊙)≈ 14−14.3, corresponding to large groups
or young clusters at this redshift. This result will be dis-
cussed further in Sect. 5.2.
A related view of these relationships can be obtained by
calculating the mean AGN luminosity as a function of halo
mass, 〈L〉(Mh), via
〈L〉(Mh) =
∫
L dΦd logL (L,Mh)d log L∫ dΦ
d log L (L,Mh)d log L
, (14)
where
dΦ
d logL (L,Mh) = Ψ(L|Mh)n(Mh)dMh (15)
is the XLF for AGNs in haloes with mass Mh. Figure 4
plots the results for the CLFs derived at z ≈ 0 and 0.9.
The mean AGN luminosities at both z≈ 0 and 0.9 increases
with halo mass, as long as log(Mh/M⊙)>∼12 (for z ≈ 0) or
13 (z ≈ 0.9). The slopes of the relations also differ substan-
tially. At log(Mh/M⊙) > 12.5, we find L ∝ M0.8h at z ≈ 0, al-
though this slope may be an overestimated due to the large
Cappelluti et al. (2010) r0 point causing high-L AGNs to in-
habit massive haloes. At z ≈ 0.9, the slope is measured for
Figure 4. The average AGN luminosity as a function of halo mass
at z ≈ 0 (blue line and hatched region) and z ≈ 0.9 (red line and
hatched region). In both cases, the average luminosity increases
with mass, but only above a halo mass of log(Mh/M⊙) ≈ 12. The
slopes are also different (≈ 1.2 at z≈ 0.9; ≈ 0.8 at z≈ 0), indicating
that the local AGN population is more spread out in haloes of
different masses.
log(Mh/M⊙)> 13.5, and we find L ∝ M1.2h . The slope at z≈ 0
appears to be in good agreement with the results of a similar
analysis by Hu¨tsi et al. (2014), but the z≈ 0.9 slope is much
steeper than their result at the same redshift. This difference
most likely arises from the assumption made by Hu¨tsi et al.
(2014) that the power-law relation between luminosity and
halo mass spans the entire range in mass. Similarly, the slope
of 1.2 at z≈ 0.9 is not very different from the slope of 1.4 pre-
dicted by Croton (2009), but, as the AGN triggering physics
has changed, the flatter slope at z≈ 0 is not consistent with
the Croton (2009) model.
Figure 4 shows that at z ≈ 0.9 the average AGN lumi-
nosity is nearly constant with halo mass until log(Mh/M⊙)≈
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Figure 5. The CLF-derived mean halo occupation number of
AGNs at z≈ 0 and 0.9 in four different luminosity ranges. The solid
lines are the predicted values with the hatched regions denoting
the 95% confidence limits. As the CLF model only treats the ‘2-
halo’ term of the correlation function, these predictions are unable
to distinguish between central and satellite AGNs.
13. This means that in less massive haloes, the aver-
age AGN luminosity is independent of the hosting halo
mass, consistent with either the fading of previously trig-
gered quasars, or a form of triggering by secular processes
(Draper & Ballantyne 2012). This behaviour is roughly con-
sistent with the instantaneous z = 1 L−Mh relation found
by Chatterjee et al. (2011) using a hydrodynamical simula-
tion of AGN evolution. Above logMh ≈ 13, the mean AGN
luminosity increases steeply with halo mass, implying only
these massive haloes can produce AGNs that are, on aver-
age, typical of quasars. Interestingly, at z ≈ 0 the average
AGN luminosity depends on halo mass over a broad range
of masses. In the local Universe, AGNs can be found in a
variety of environments since they are likely triggered by
a variety of internal processes that may operate on a wide
range of timescales. At both redshifts the mean AGN lu-
minosity is often significantly lower than the typical quasar
value of log(L/(ergs−1))≈ 44; this, of course, follows from the
XLF which shows that at these redshifts, lower luminosity
AGNs dominate the space density.
4.2 AGN Halo Occupation
The average number of AGNs occupying haloes of different
masses, 〈N(Mh)〉, allows another view into the triggering and
evolution of AGNs in their cosmological environment. Fig-
ure 5 shows the CLF predictions for 〈N(Mh)〉 (computed from
Eq. 2) in four luminosity ranges at both z ≈ 0 and 0.9. Re-
call that the AGN CLF was constrained using only that part
of the correlation function dominated by the ‘2-halo’ term,
so the predicted 〈N(Mh)〉 contains contributions from both
central and satellite AGNs. The satellites will only become
relevent for haloes above log(Mh/M⊙)∼ 13.5 (i.e., group scale
or larger; Chatterjee et al. 2011; Leauthaud et al. 2015),
and, indeed, it is only for those masses 〈N(Mh)〉> 1.
At z≈ 0, the total AGN occupation number rises quickly
from log(Mh/M⊙) ≈ 11 to 12.5 before flattening to a much
shallower rise to larger halo masses. In the local Universe,
once they are integrated over luminosity, AGNs are found
in haloes with log(Mh/M⊙)>∼12.5 at roughly equal numbers
(roughly, 0.2–0.5 AGNs per halo). This shape is roughly
consistent with the results of Leauthaud et al. (2015) who
estimate the AGN halo occupation at 0.2 < z < 1 with
41.5<∼ log(L/(ergs
−1))<∼43.5. However, considering the AGN
population in finer L bins yields occupation distributions
that, by construction, are best described as cutoff power-
laws. Following the XLF at z ≈ 0, the occupation number
falls quickly with luminosity with quasars occupying only a
tiny fraction of haloes.
The shape of the z ≈ 0.9 AGN occupation curves are
similar to the ones at z ≈ 0, but, following the evolution
in the XLF, the curves are shifted so that more luminous
AGNs are more numerous. The occupation for all AGNs at
z≈ 0.9 is greater than unity for haloes at log(Mh/M⊙)>∼13.8.
These AGNs are mostly luminous Seyferts and quasars, and
are found in haloes which are in the process of collapsing
(van den Bosch 2002). Clearly, processes in these haloes al-
low efficient triggering of AGNs that is not found in their
lower redshift analogues (Sect. 5.2).
Earlier measurements of the AGN halo occupation find
that the shape of the distribution for ‘central’ AGNs is a step
or an error function (Chatterjee et al. 2011; Miyaji et al.
2011; Leauthaud et al. 2015), and that the satellite popu-
lation is best described by a cutoff power-law. In contrast,
we find that the occupations distribution of all AGNs is con-
sistent with a cutoff power-law when condidered over a nar-
row luminosity range. After integrating over luminosity and
summing up the individual cutoff power-laws, we find a AGN
halo occupation distribution that is flatter and more consis-
tent with the step and error functions found by previous
authors. This result illustrates the importance of consider-
ing the luminosity dependence of the AGNs when describing
the halo occupation statistics.
4.3 Average Black Hole Growth Rate
The upper-left panel of Fig. 5 shows the mean number of
AGNs of all luminosity in dark matter haloes as a function of
halo mass. Multiplying this curve by the average luminosity
of AGNs in each AGN-occupying halo (Fig. 4) gives the
AGN luminosity averaged over all haloes of a given mass.
This quantity therefore gives the average accretion-driven
black hole growth rate as a function of halo mass at the
given z.
Figure 6 shows the results of this calculation for both
redshifts where the average AGN X-ray luminosity is indi-
cated on the left-hand axis and the equivelant average black
hole accretion rate (assuming a radiative efficiency of 0.1 and
a bolometric correction of 30; Vasudevan & Fabian 2009) is
noted on the right-hand axis. There is a marked difference
between the two epochs. At z ≈ 0.9, black hole growth is
strongly weighted to higher mass haloes, where both the oc-
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Figure 6. Average AGN luminosity produced by all dark matter
haloes as a function of halo mass. The right-hand axis translates
this to an average black hole growth rate in haloes after assum-
ing a radiative efficeincy of 0.1 and a bolometric correction of
30 (Vasudevan & Fabian 2009). At z ≈ 0.9 the vast majority of
the black hole growth occurs in high mass haloes. However, the
black hole growth in lower mass haloes increases by several orders
of magntidue from z ≈ 0.9 to ≈ 0, consistent with the concept of
cosmic downsizing.
cupation number and mean luminosity of AGNs are large,
while black holes in haloes with masses log(Mh/M⊙)<∼13
are growing very slowly. It seems that the turbulent envi-
ronment of a collapsing log(Mh/M⊙)>∼14 halo provides nu-
merous mechanisms for the galaxy interactions necessary
for the growth of the massive black holes seen in galax-
ies within nearby clusters. At z ≈ 0, the growth rate in the
lower-mass haloes has risen by several orders of magntidues,
and the rate in the high mass haloes has fallen. Overall,
this figure nicely illustrates the ’cosmic downsizing’ (e.g.,
Hasinger et al. 2005; Bundy et al. 2006; Ueda et al. 2014)
concept where the most massive black holes and galaxies
are grown earlier on in the Universe before the lower mass
black holes and galaxies.
4.4 AGN Lifetime
As mentioned in Sect. 2.1, the AGN CLF can be used to es-
timate the AGN lifetime as a function of luminosity by com-
puting the fraction of haloes that host AGNs at a given lumi-
nosity. Since there is a one-to-one correspondance between
luminosity and mean halo mass (Fig. 3), each luminosity
corresponds to a mean mass from which the space density
of haloes at that mass can be computed (Eq. 5). This esti-
mate of lifetime assumes the halo lifetimes are equal to the
Hubble time, which means the AGN lifetimes are, strictly
speaking, upper-limits.
The lifetimes computed from our CLF models are shown
in Figure 7, with the hatched regions showing the 95% con-
fidence regions. The lifetimes generally fall in the range of
107–108 yrs, except at the highest luminosities. Depending
on how one defines quasar, our quasar lifetimes are in good
agreement with the predictions from the semi-analytical
models of Croton (2009) and Conroy & White (2013) as well
Figure 7. AGN lifetimes at z≈ 0 and 0.9 estimated from Eq. 5 and
the best-fitting CLF models. The hatched regions denote the 95%
confidence levels around the predicted lifetimes (solid lines). As
with the other statistics, there is a strong luminosity dependence
to the lifetimes, with lower luminosity AGNs exhibiting longer
lifetimes than the higher luminosity quasars.
as the range of estimates found from a variety of methods
(Martini 2004). At both redshifts, the lifetimes exhibit a sig-
nificant luminosity dependence, with the lifetimes falling at
high luminosities. This shape follows from the shape of the
XLF and is consistent with other estimates of the quasar
lifetime (Croton 2009). At lower-luminosities, more consis-
tent with Seyfert galaxies, the lifetimes are roughly constant
with luminosity. The transition in lifetimes again indicates
the two modes of AGN fueling physics that operates at low
and high luminosity.
4.5 How to Populate Haloes with AGNs in
Numerical Simulations
Despite rapid progress in technology, cosmological simula-
tions continue to have difficulty accurately capturing the
detailed physics of AGN fueling and feedback because of
the small size and time scales that must be resolved dur-
ing the calculation (e.g., Springel et al. 2005; Sijacki et al.
2015). As a result, there remains considerable uncertainty
in how well the simulated AGN population resembles the
actual one, particularly with regards to AGN fueling, ap-
pearance (e.g., obscured versus unobscured) and lifetimes
(e.g., Hopkins et al. 2014; Cen & Safarzadeh 2015). This
uncertainty ultimately impacts theories of how AGN ac-
tivity affects galaxy evolution. Many cosmological calcu-
lations use the technique of ’abundance matching’ (e.g.,
Conroy, Wechsler & Kravtsov 2006; Croton 2009) to ensure
the AGN luminosity function is followed; however, how these
AGNs are assigned to different halo masses or given lumi-
nosities is extremely model dependent. The CLF method-
ology developed here, which naturally gives relationships
between luminosity and halo mass (e.g., Fig. 3), provides
a more observationally motivated way of assigning AGNs
to numerical haloes. Below, we use the z ≈ 0.9 AGN CLF
derived above to illustrate three ways the CLF can assist
cosmological simulations in their treatment of AGNs.
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Figure 8. The contribution to the z≈ 0.9 XLF from AGNs hosted
by dark matter haloes of various masses. The data points and the
solid line are the same as in Fig. 2. The other lines indicate the
XLF from AGNs hosted by haloes with log(Mh/M⊙) < 11 (dot-
ted), 11 < log(Mh/M⊙)< 12 (short dashed), 12 < log(Mh/M⊙)< 13
(long dashed), 13 < log(Mh/M⊙) < 14 (short dash-dotted), and
14 < log(Mh/M⊙) (long dash-dotted).
The first possibility is to update the idea of abundance
matching by considering the halo mass dependence of the
XLF. This is shown in Figure 8 where the derived CLF at
z ≈ 0.9 is used to compute XLFs for different ranges of Mh.
This plot encapsulate many of the results presented above;
namely, the transition in halo host mass at log(L/(ergs−1))∼
44. These halo-dependent XLFs will provide crucial new in-
formation to modelers when populating AGNs in numerical
haloes by matching the observed luminosity function.
An alternative way of doing the assignments of AGNs
numerically is through probabilities, and by using the CLF
we can calculate the AGN halo mass probability density
function (Leauthaud et al. 2015), defined as
fAGN = 〈N(Mh)〉n(Mh)∫
〈N(Mh)〉n(Mh)dMH
. (16)
This quantity, which is plotted for z ≈ 0 and 0.9 in Fig-
ure 9, shows how probable it is for AGNs to be hosted by
haloes of a given mass, and can be used in conjunction with
the traditional abundance matching technique. As long as
the computed halo mass function is compatible with the
Tinker et al. (2010) used here, then populating haloes with
these probability density functions should automatically re-
produce the AGN XLF at the appropriate redshift.
The luminosity-dependent AGN correlation function is
a further constraint to the AGN population that has not of-
ten been used when populating haloes. In Fig. 10, the CLF-
predicted ξAA(r) for z≈ 0.9 AGNs in different luminosity bins
are plotted. As found by observations (Koutoulidis et al.
2013), the correlation length increases with luminosity, and
this behavior is captured by the CLF. Combining these cor-
relation functions with either of the two changes to the abun-
dance matching techniques described above will allow cos-
Figure 9. AGN halo mass probability density function (Eq. 16)
in different luminosity bins at z ≈ 0.9. This type of plot can be
used to populate AGNs with the appropriate luminosities in dark
matter haloes in cosmological simulations.
mological models to more accurately include the effects of
AGNs in the growth of galaxies in a more observationally-
rigorous manner. For example, once the CLF results are used
to populate AGNs in haloes at a specific z, the simulation
can be used to examine the history or future of those haloes,
and make predictions for how the clustering and fueling of
those AGNs have changed or will change with time.
5 DISCUSSION
5.1 AGNs in their Cosmological Environments:
Luminosity-Dependence
The central aspect of the CLF methodology is that it nat-
urally produces a luminosity-dependent AGN HOD model.
However, measurements of r0(L) are necessary in order to
constrain the CLF, and therefore the predictions derived
from the CLF are limited by the number and accuracy of
these measurements. Despite this limitation, there is sub-
stantial interest in whether the environment of AGN host
galaxies is connected to AGN observational characteristics
such as luminosity and obscuration. The CLF is a valuable
tool to examine these questions, especially as further r0(L)
measurements become available over the next decade.
We have decided to use X-ray survey data to constrain
and study the AGN CLF despite the relatively limited num-
ber of datasets available compared to studies of optical
quasars. This was done because X-ray surveys provide a view
of the AGN population that is both unbiased to Compton-
thin obscuration and covers a substantial range in luminos-
ity. Optical quasar surveys are effective in sampling the high-
z, unobscured AGN population, but are typically sensitive
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Figure 10. Predictions for the AGN 2-point correlation func-
tion, ξAA(r), at z ≈ 0.9. The different curves differentiate between
AGNs at different X-ray luminosities: 42.5 < log(L/(ergs−1)) <
43.5 (dotted), 43.5 < log(L/(ergs−1))< 44.5 (short-dashed), 44.5 <
log(L/(ergs−1)) < 45.5 (long-dashed), and integrated over all L
(solid). The XLF of AGNs shows that the space density of AGNs
is dominated by lower-luminosity objects, so the integrated ξAA(r)
is closer to the curve for the lower-luminosity bin. These are ‘2-
halo’ correlation functions, and are therefore cutoff at small seper-
ations.
to a narrower range in luminosity than what is found in
X-ray surveys (e.g., Krumpe et al. 2015). As we are specifi-
cally interested in examining the luminosity dependence of
the host halo properties, the X-ray data provides the best
constraints. However, as pointed out by Leauthaud et al.
(2015), the data products produced by X-ray AGN surveys
may also be biased to more massive host galaxies, as only
these will be luminous enough to obtain a redshift measure-
ment. This effect may influence the inferred masses of AGN
hosting haloes.
Bearing this caveat in mind, the results of the previ-
ous section shows that the AGN luminosity does depend
on the halo properties at both z ≈ 0 and 0.9. This lumi-
nosity dependence grows stronger as the Universe ages, and
can be reasonably interpreted as demonstrating two differ-
ent modes of AGN triggering. One mode can generate short-
lived high-luminosity quasars at any z; these objects are rare
and therefore typically populate high mass haloes, but, if the
environment is correct, the AGN luminosity does not de-
pend on the halo mass. These properties roughly translate
into a merger triggered AGN scenario (e.g., Lidz et al. 2006;
Fanidakis et al. 2013). The other mode of AGN triggering
becomes prominant at z<∼0.9 and produces lower-luminosity
AGNs that are much longer-lived, but with luminosities that
depend on halo mass. These lower-luminosity AGNs can also
be found over a range of different halo mass, and may be
triggered by ’secular’ processes (including disk instabilities,
minor mergers, galaxy harassment, halo-gas accretion) that
can operate in a wide range of cosmological environments.
The luminosity-dependence of our results makes it chal-
lenging to perform quantitative comparisons to previous
work. Moreover, differences in assumed cosmology and the
¯bA →Mh conversion lead to additional errors when perform-
ing comparisons. Therefore, we will focus on a general com-
parison between our results and those from the literature.
Common values for halo masses found from clustering of
X-ray selected AGNs are log(Mh/M⊙) ∼ 13−13.5 (indepen-
dent of z; Cappelluti et al. 2012) which is roughly consistent
with the CLF-derived results for lower-luminosity AGNs at
z≈ 0.9, but misses the strong luminosity dependence at z≈ 0.
Leauthaud et al. (2015) estimate halo masses of moderate
luminosty low-z X-ray AGNs using lensing information and
find halo masses ∼ 1012.5 M⊙, which is in rough agreement
with our results. Recently, Mendez et al. (2016) measured
the clustering of X-ray AGN in two luminosity bins, one
with 〈 log(L/(ergs−1))〉 ∼ 42.4 and 〈z〉 = 0.57, and the other
with 〈 log(L/(ergs−1))〉 ∼ 43.2 and 〈z〉 = 0.87. For the lat-
ter sample, they find log(Mh/M⊙)∼ 13.4 if they include the
COSMOS field, and 13.1 if they omit COSMOS, values that
are ≈ 4× lower than the CLF predictions (Fig. 3). In con-
trast, the lower z and luminosity sample of Mendez et al.
(2016) has about the same halo mass and bias as the higher
luminosity bin, a result that disagrees with the expectation
from the CLF (and the Leauthaud et al. (2015) results).
Interestingly, optically-selected quasars seem to pop-
ulate haloes with masses about an order of magnitude
lower than X-ray select AGNs (Cappelluti et al. 2012).
However, as argued by both Leauthaud et al. (2015) and
Mendez et al. (2016) comparing clustering results between
AGNs selected at different wavelength leads to strong bi-
ases, since the host galaxies properties can be very different
between the two samples. For example, as mentioned above,
X-ray selected samples may be biased to higher mass galax-
ies (and hence higher mass haloes) due to the need to obtain
host galaxy redshifts. Optical quasars are likewise subject
to biases related to the detection of strong emission lines
with the correct ratios (e.g Moran, Filippenko & Chornock
2002; Trump et al. 2015). Thus, a straightforward compar-
ison between the two sets of results is not possible. Future
CLF modeling will focus on creating a connection from the
X-ray based method to the existing optical clustering mea-
surements at higher redshifts that will test the effects of
these biases.
5.2 Luminous AGNs in High Redshift Young
Galaxy Clusters
One of the most striking predictions of the AGN CLFs
derived here is the cluster-sized masses for haloes host-
ing luminous AGNs (log(L/(ergs−1))>∼43). This prediction
is not supported by observations at z ≈ 0, where luminous
AGNs are very rarely found in galaxy clusters, and, in-
deed, the cluster AGN fraction is smaller than the field frac-
tion (Galametz et al. 2009; Ehlert et al. 2013; Martini et al.
2013). Thus, even though the halo mass found here agrees
with the one inferred by Cappelluti et al. (2010), the large
value of r0 used to constrain the CLF at high luminosity is
likely overestimated and therefore giving erroneous results
at these luminosities. An update to the Swift-BAT cluster-
ing analysis would significantly clarify the results for local
AGNs.
The situation at z≈ 0.9 is significantly different. In fact,
there are several lines of evidence that luminous AGNs in
log(Mh/M⊙) ∼ 14 haloes are common at z ∼ 1. First, the
fraction of luminous AGNs in clusters rises rapidly with
redshift to the point where the fraction appears to be at
least equal to that of the field at z>∼1 (Galametz et al.
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2009; Martini et al. 2013; Alberts et al. 2016; Bufanda et al.
2016). In addition, there are examples where deep Chan-
dra observations of z ∼ 1 quasars are finding hot cluster
gas emission (Siemiginowska et al. 2010; Russell et al. 2012;
Hlavacek-Larrondo et al. 2016). In fact, Russell et al. (2012)
suggests the possibility that high-z cool-core X-ray clusters
may be associated with many quasars, but are not-identified
due to the glare of the quasar. Lastly, in a study of the
AGN emission in BCGs, Hlavacek-Larrondo et al. (2013)
finds that these galaxies become significantly more radia-
tively efficient and luminous at higher redshifts and could
host quasars at z ∼ 1. Taken together, these results all sug-
gest that luminous AGN activity at z ≈ 0.9 may indeed be
common, if not dominant, in log(Mh/M⊙)>∼14 haloes. Such a
result would be consistent with the major-merger triggering
mechanism for AGNs, as these young cluster environments
at high redshifts would allow more frequent interactions be-
tween gas-rich galaxies than at lower redshift. As the clusters
continue to grow and relax, their velocity disperions increase
and interactions become rarer, rapidly reducing the number
of luminous AGNs in clusters to the low values observed
today (e.g., Ehlert et al. 2015).
If this scenario is accurate, the question arises of why do
the previous X-ray clustering analyses all tend to give halo
masses of log(Mh/M⊙)∼ 13−13.5 at almost all z. The main
difference between the CLF method and more traditional
cluster techniques is that the CLF considers the luminos-
ity variation in the clustering, and makes use of the total
number density of AGNs at different luminosities and dark
matter haloes at different masses as additional constraints.
This additional information makes sure that the AGNs are
distributed over the range of dark matter halo masses in a
way consistent with how r0 varies with L.
The CLF predictions for the dark matter hosts
of quasars is partially based on extrapolations from
clustering measurements of lower-luminosity AGNs (e.g.,
Koutoulidis et al. 2013). Therefore, the additional cluster-
ing data of z∼ 1 quasars that will be obtained by eROSITA
will be required to refine the CLF model and explore these
predictions in detail.
6 SUMMARY AND CONCLUSIONS
This paper developed a method to constrain the AGN
Conditional Luminosity Function (CLF), a luminosity-
dependent halo occupation model for AGNs, thereby allow-
ing a connection between AGN properties and its cosmolog-
ical environment. The method requires the X-ray luminosity
function and r0(L) over a narrow range of redshifts. Using
the limited data currently available, a CLF model was con-
strained at two redshifts, z ≈ 0 and 0.9, and the AGN bias,
mean halo mass, AGN lifetime, and halo occupation num-
bers were all calculated as functions of luminosity. Our most
important results are:
• The AGN bias and mean halo mass show significant
luminosity dependence at both redshifts, specifically for
log(L/(ergs−1))<∼44. This likely indicates a change in AGN
fueling processes from low to high luminosity.
• In contrast to earlier clustering analyses, the CLF
method predicts that high luminosity AGNs at z ≈ 0.9 in-
habit haloes with Mh ∼ 1014 M⊙, which are the ancestors of
local massive clusters. This result is consistent with the ob-
served rapid increase with redshift of the luminous AGN
fraction within clusters. These environments provide the
right setting for strong interations between the massive gas-
rich galaxies needed to fuel luminous nuclear accretion. Ad-
ditional data from eROSITA is needed to further explore
this prediction.
• The mean AGN luminosity depends on halo mass
at both epochs, but only for Mh>∼10
12 M⊙ (z ≈ 0) or
Mh>∼10
13 M⊙ (z≈ 0.9). We find L ∝ M0.8h at z≈ 0 and L ∝ M
1.2
h
at z≈ 0.9 indicating that AGNs are spread over a wider mass
range for each luminosity at low redshift.
• AGN lifetimes are <∼10
8 yrs for all luminosities and
redshifts, and are < 106 yrs for the highest luminosities.
• The CLF-derived results strongly support the idea that
at z<∼1 AGN triggering evolves from a merger-dominated
regime which is only weakly dependent on halo mass to
one where the majority of AGNs are triggered by secu-
lar processes, including interactions with neighbours (e.g.,
Koss et al. 2010; Draper & Ballantyne 2012; Hopkins et al.
2014). The high luminosity quasars must still be fueled by a
catastrophic interaction with another gas rich galaxy (e.g.,
Sanders et al. 1988), but such events are rare in the nearby
Universe.
• As the CLF method provides a statistical connection
between AGN luminosity and host halo masses, it can be
used to populate dark matter haloes in cosmological simu-
lations with AGNs of different luminosities in a logical and
self-consistent manner.
The CLF method described here relies on the accuracy
of the underlying observations. If certain datapoints are bi-
ased in some manner (such as the high-L r0 point at z ≈ 0;
Fig. 1) then the CLF-derived statistics will inherit that bias.
However, as observations improve with future observatories
and campaigns, the CLF method can quickly incorporate
the new data and produce increasingly more accurate predic-
tions. For example, recent work by Mountrichas et al. (2016)
indicate that r0(L) may decrease at logL∼ 43.5 (see also the
models of Fanidakis et al. 2013). If this result is confirmed
by future observations, the CLF framework can account for
it by simply revising the underlying CLF parameterization
(Eq. 11). In general, future r0(L) measurements in the X-ray
band will provide the most important improvement to the
CLF-derived results.
Future development of the CLF method will occur in
two directions. As mentioned earlier, the first direction will
focus on including the results from the optical quasar clus-
tering measurements. Additionally, we will also develop a
model for the 1-halo term in the AGN correlation function.
The 1-halo term dominates at separations <∼1 h
−1Mpc and
arises from pairs of AGNs within a single halo (e.g., a cen-
tral and satellite galaxy). Therefore, it encodes information
about AGN triggering on small scales (e.g., mergers and
other forms of galaxy harassment). The addition of this term
in the method will also allow a connection to more detailed
AGN host galaxy properties (e.g., stellar mass) that also
depend on position within haloes.
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APPENDIX A: DETAILS ON THE
COSMOLOGICAL CALCULATIONS
First, define a dark matter halo of mass Mh as
Mh =
4
3 piR
3
hρ¯m(z)∆, (A1)
where Rh is the radius of the halo, and ∆ = 200 quantifies
the overdensity of the halo compared to the average density
of the Universe; i.e., ∆ρ¯m = ∆ρcritΩm(z) (ρcrit is the critical
density).
With Mh now specified, the fitting formulas computed
by Tinker et al. (2010) are used to compute n(Mh) and b(Mh)
at the required redshifts. In order to use these formulas, the
smoothed variance of the linear density field is needed:
σ2(r) =
1
2pi2
∫
P(k) ˆW 2(kr), (A2)
where
P(k,z) = Pi(k)T 2(k)D2(z) (A3)
is the linear power spectrum and
ˆW (kr) = 3
(kr)3
(sin(kr)−kr cos(kr)) (A4)
is the Fourier transform of the top-hat window function
in real space. The shape of the power spectrum of fluctu-
ations is initially assumed to be Pi ∝ k and then is mod-
ified using the transfer function T (k) fitting formula pro-
vided by Eisenstein & Hu (1998) and the growth function
D(z) (Carroll, Press & Turner 1992). The normalization of
P(k) is set by using the local value of σ for spheres of radius
8 h−1Mpc, σ8.
The calculation of ξ 2hdm requires computing both the ‘1-
halo’ and total dark matter correlation functions. The latter
is computed from the non-linear evolved power spectrum
PNL(k) via a Fourier Transform,
ξdm(r) = 12pi2
∫
∞
0
k3PNL(k)
sinkr
kr
dk
k . (A5)
The nicea code (Kilbinger et al. 2009) is used to calculate
PNL at the needed z using the Smith et al. (2003) fitting
function and the Eisenstein & Hu (1998) transfer function.
The resulting ξdm(r) closely follow the results from the Mil-
lennium II simulation (Boylan-Kolchin et al. 2009) at radii
r>∼1 h
−1Mpc (after correcting for the difference in σ8).
The ‘1-halo’ term of the correlation function is
(van den Bosch et al. 2003)
ξ 1hdm(r) =
∫
∞
0
dkk2 sinkr
kr
∫
∞
0
dMhn(Mh)| ˆδ (Mh,k)|2, (A6)
where ˆδ (Mh,k) is the Fourier Transform of the halo density
profile truncated at the virial radius. Here, a Navarro-Frenk-
White (NFW; Navarro, Frenk & White 1997) density pro-
file is assumed for the halo and the formulas for computing
ˆδ (Mh,k) are given by Scoccimarro et al. (2001). The evolu-
tion of the halo concentration parameter with z and Mh is
calculated using the relation of Zheng, Coil & Zehavi (2007).
The ‘2-halo’ term is then computed from ξ 2hdm(r) = ξdm(r)−
ξ 1hdm(r) assuming that ξdm(r) = ξ 1hdm(r) at r = 0.01 Mpc.
APPENDIX B: LIGHT-CONE EFFECTS ON
THE CLF
In a situation where the data constraining the AGN CLF is
accumulated over a significant redshift range than a more
accurate CLF might be determined by averaging n(Mh) and
ξ 2hdm(r) over z. For example, if the AGN data is gathered
between zmin and zmax, then the XLF would be
φ(L) =
∫
∞
0
Ψ(L|Mh)neff(Mh)dMh, (B1)
where
neff(Mh) =
1
V
∫ zmax
zmin
dV
dz n(Meff,z)dz (B2)
and
V =
∫ zmax
zmin
dV
dz dz. (B3)
Similarly, the AGN correlation function is now
ξ 2hAA(r)≈ ¯b2Aξ 2hdm,eff(r), (B4)
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where
ξ 2hdm,eff(r) =
∫ zmax
zmin
dV
dz n
2(Mh,z)ξ 2hdmdz∫ zmax
zmin
dV
dz n
2(Mh,z)dz
(B5)
and
¯bA =
1
φ(L)
∫
∞
0
Ψ(L|Mh)bh(Mh)neff(Mh)dMh. (B6)
In these equations, dV/dz is the comoving volume element
per unit solid angle.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
MNRAS 000, 1–15 (2016)
