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 i 
초   록 
 
맵리듀스는 클라우드 데이터센터에서 대용량 데이터 처리를 
위해 널리 사용되는 분산 처리 프로그래밍 모델이다. 맵리듀스는 맵, 
셔플, 리듀스의 3단계로 구성된다. 하둡 맵리듀스는 맵리듀스 
프로그래밍 모델을 구현한 프레임워크 중 가장 많이 쓰이는 것 중 
하나이다. 
현재 하둡 맵리듀스의 셔플 단계는 동일 데이터의 중복된 
읽기/쓰기로 대량의 I/O를 발생시키며, 네트워크 전송에 의한 긴 
지연을 발생시킨다. 
이 문제를 해결하기 위하여 본 논문에서는 SSD 기반 하둡 
맵리듀스 시스템에서 데이터 주소 기반의 셔플 메커니즘을 
제안한다. 데이터 주소 기반의 셔플 메커니즘은 (1) 데이터 주소 
기반 정렬 방법, (2) 데이터 주소 기반 병합 방법과 (3) 맵 출력 
데이터 선 전송 방법으로 구성된다. 이는 임의 읽기/쓰기 속도가 
빠른 SSD의 특징을 활용하여 대량의 중간 데이터 전체를 정렬하는 
대신 작은 크기의 데이터 주소정보만을 정렬하고, 맵 태스크에서 
리듀스 태스크로의 데이터 전송을 맵 출력 파일이 아닌 스필 
파일과 주소정보 파일로 함으로써 네트워크 전송 시작을 앞당길 수 
있는 메커니즘이다. 
이를 활용하여 (1) 로컬 저장장치에 대한 읽기/쓰기 횟수와 
데이터 양을 줄이고, (2) 네트워크 전송을 위한 지연 시간을 줄여 
하둡 맵리듀스 셔플 단계의 수행시간을 단축하였다. 
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데이터 주소 기반의 셔플 메커니즘을 하둡 1.2.1에 구현하고 
실험하였다. 실험결과 데이터 주소 기반의 셔플 메커니즘은 
Terasort 벤치마크와 Wordcount 벤치마크의 평균 실행시간이 
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제 1 장 서 론 
 
정보통신 기술의 급격한 발달과 함께 도래한 디지털 시대에는 
스마트 기기, 인터넷, 미디어 등 다양한 곳으로부터 무수히 많은 
데이터가 생성되고 있다. 더욱이 최근 부각되고 있는 사물인터넷 
환경에서는 네트워크에 연결된 기기들의 폭발적인 증가로 인하여 
생성되는 데이터의 양이 기하급수적으로 증가할 것으로 예상된다. 
이렇게 다양한 곳으로부터 무수히 많이 생성되는 대용량 
데이터는 클라우드 데이터센터에서 통하여 처리가 된다. 클라우드 
데이터센터에서는 이러한 대용량 데이터를 빠르게 처리하기 위하여 
데이터를 여러 서버에서 나누어 병렬적으로 처리하는 분산 처리 
시스템을 이용한다. 
맵리듀스(MapReduce)는 대용량 데이터의 분산 처리를 위해 
구글에서 정의한 대표적인 분산 처리 프로그래밍 모델이며, 
하둡(Hadoop)은 맵리듀스 프로그래밍 모델을 구현한 프레임워크 
중 가장 많이 쓰이는 것 중 하나이다[1, 2]. 하둡은 아파치에서 
개발하고 배포하는 공개 소프트웨어로써 사용하기 쉽고 확장이 
용이하고 안정성이 높으며 무료인 장점으로 인하여 널리 사용되고 
있다. 하둡은 분산 파일시스템인 하둡 분산 파일시스템(HDFS, 
Hadoop Distributed File System)과 분산 처리 엔진인 하둡 
맵리듀스(Hadoop MapReduce)로 구성되어 있다. 
하둡 분산 파일시스템은 데이터를 여러 노드에 분산하여 
저장하게 해주는 파일시스템이다[3]. 분산 저장을 병렬적으로 
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수행함으로써 데이터를 읽고 쓰는 속도를 높이고, 데이터의 
복사본(Replica)을 여러 개 저장함으로써 데이터의 안정성을 
높여준다. 
하둡 맵리듀스는 맵리듀스 프로그래밍 모델에 따라 여러 
노드에서 데이터를 분산 처리한다. 이 처리는 맵(Map), 
셔플(Shuffle), 리듀스(Reduce)의 3단계로 수행된다. 맵 
단계에서는 사용자가 정의한 맵 알고리즘을 이용하여 입력 
데이터를 여러 노드에서 병렬적으로 처리한다. 셔플 단계에서는 맵 
단계에서 생성된 중간 데이터(Intermediate Data)를 정렬하고 
리듀스 단계를 담당하는 여러 노드에 분배한다. 리듀스 단계에서는 
할당 받은 중간 데이터를 사용자가 정의한 리듀스 알고리즘을 
사용하여 처리한 후 최종 결과를 생성한다. 데이터를 처리하는 
과정에서 맵 단계와 리듀스 단계는 사용자가 정의한 알고리즘에 
따라 다양한 동작을 수행하는 반면 셔플 단계에서는 하둡 
맵리듀스에서 정의한 일관된 동작을 수행한다. 
셔플 단계에서 이루어지는 동작 중에는 중간 데이터의 정렬이 
있다. 이 정렬의 목적 중 하나는 데이터를 저장장치 내에 
순차적으로 위치시킴으로써 리듀스 단계의 사용자 알고리즘이 
수행될 때 성능을 향상시키고자 하는 것이다. 이는 디스크의 
기계적인 회전으로 인하여 임의(Random) 읽기/쓰기 속도가 느린 
하드 디스크 드라이브(HDD, Hard Disk Drive)를 고려한 설계이다. 
그러나 이로 인하여 대량의 데이터에 대한 읽기/쓰기가 여러 번 
발생한다. 또한 맵 단계의 정렬이 완료된 후 중간 데이터를 리듀스 
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태스크로 보내기 때문에 네트워크 전송에 의한 지연 시간이 
길어진다. 
그런데 최근 클라우드 데이터센터에서 많이 사용되기 시작한 
SSD(Solid State Drive)는 기계적인 동작이 필요 없는 플래시 
메모리(Flash Memory)로 구성되어 있어 임의 읽기/쓰기 속도가 
순차(Sequential) 읽기/쓰기 속도에 비해 크게 감소되지 않는다. 
따라서 하둡 시스템의 저장장치로 SSD를 사용시 중간 데이터를 
순차적으로 저장할 필요가 없다. 
본 논문에서는 위와 같은 SSD의 특성을 활용하여 셔플 단계의 
수행시간을 단축시키는 방법을 제안한다. 제안하는 메커니즘은 
대량의 중간 데이터 전체를 정렬하는 대신 상대적으로 휠씬 작은 
크기의 데이터 주소 정보만을 정렬한다. 이는 (1) 데이터 주소정보 
기반 정렬 방법, (2) 데이터 주소정보 기반 병합 방법, (3) 맵 출력 
데이터 선 전송 방법으로 구성된다. 
제안된 메커니즘을 하둡 맵리듀스 1.2.1에 구현하고 우분투 
14.04가 설치된 5대의 서버로 구성된 환경에서 실험을 수행하였다. 
실험 결과 제안된 메커니즘을 적용한 하둡 맵리듀스의 평균 
실행시간이 최대 8%만큼 감소했다. 
본 논문의 나머지 부분은 다음과 같이 구성되어 있다. 
2장에서는 본 연구와 관련된 연구로써 하둡 맵리듀스의 성능을 
개선하기 위한 연구들과 SSD 기반 하둡 시스템을 기반으로 하는 
하둡 연구들을 소개한다. 
3장에서는 본 연구의 배경 지식으로써 맵리듀스 프로그래밍 
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모델, 하둡 맵리듀스 및 SSD의 특성에 대하여 설명한다. 
4장에서는 시스템 모델로써 SSD 기반의 하둡 맵리듀스 
시스템과 하둡 맵리듀스의 셔플 단계에 대하여 설명한다. 
5장에서는 문제 정의로써 기존 하둡 맵리듀스의 셔플 단계의 
문제점인 동일 데이터의 중복 저장 문제와 네트워크 전송의 지연 
문제에 대하여 살펴본다. 
6장에서는 해결 방안으로써 기존 하둡 맵리듀스의 셔플 단계의 
문제점들을 해결할 수 있는 데이터 주소 기반 셔플 메커니즘에 
대하여 설명한다. 
7장에서는 실험 및 평가로써 제안된 데이터 주소 기반 셔플 
메커니즘을 평가하기 위한 실험 방법과 결과에 대하여 설명한다. 
8장에서는 결론으로써 본 연구의 내용을 정리하고, 향후 





제 2 장 관련 연구 
 
이번 장에서는 본 연구와 관련된 연구로써 하둡 맵리듀스의 
성능을 개선하기 위한 연구들과 SSD 기반 하둡 시스템을 기반으로 
하는 하둡 연구들을 소개한다. 
 
2.1 하둡 맵리듀스 성능 개선 연구 
 
하둡 맵리듀스의 성능을 개선을 위한 연구들로는 다음과 같은 
것들이 있다. 
Yandong Wang외 4인은 하둡 맵리듀스의 셔플 단계와 리듀스 
단계의 성능을 개선하기 위하여 네트워크를 이용한 병합 
메커니즘에 대한 연구를 하였다[10]. 이를 위하여 맵 태스크의 맵 
출력 파일들을 리듀스 태스크로 복사한 후 병합하지 않고, RDMA 
(Remote Direct Memory Access)가 지원되는 네트워크를 
사용하여 병합한 결과를 리듀스 태스크에 저장함으로써 저장장치에 
대한 I/O를 줄였다. 또한 이를 사용하여 리듀스의 병합과 리듀스 
함수 수행이 병렬적으로 처리되게 함으로써 셔플 단계와 리듀스 
단계의 처리속도를 개선하였다. 
Abhishek Verma외 4인은 맵리듀스 셔플 단계에서 사용자의 
맵 알고리즘에 의한 결과인 <키, 값> 쌍들을 정렬하지 않는 
메커니즘에 대한 연구를 하였다[13]. 이를 위해 맵 태스크에서 <키, 
값> 쌍들을 정렬하지 않고 리듀스 태스크로 전송한다. 따라서 
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사용자의 리듀스 알고리즘은 정렬되어 있지 않은 키를 순차적으로 
처리하게 된다. 정렬된 결과가 필요 없는 응용의 경우에는 전체 
실행시간이 감소하여 성능이 개선되지만, 많은 응용의 경우 정렬된 
결과가 필요하고, 이 경우 성능 개선이 거의 되지 않거나 오히려 
나빠지는 경우도 있다. 
Jingui Li외 3인은 맵 태스크의 출력 데이터를 리듀스 태스크로 
전송하기 위해 각 노드에 셔플 서비스 컴포넌트를 만들었다[14]. 
즉, 하나의 노드 내에서 리듀스 태스크 별로 가져오던 맵 출력 
데이터를 하나의 셔플 서비스가 가져오게 되었다. 이로 인하여 
데이터 전송 요청 수가 줄어 이를 처리하기 위한 비용이 줄게 
되었으며, 맵 출력 데이터를 임의로 읽는 빈도를 줄여 읽기 성능을 
향상시킴으로써 셔플 성능을 개선하였다. 
Yanfei Guo외 2인은 셔플 단계에서 데이터 전송을 관리하는 
별도의 셔플 서비스를 만들었다[15]. 이 셔플 서비스를 이용하여 
맵 단계에게 출력 데이터가 생성되면 리듀스 태스크가 시작하기 
전에 리듀스 태스크가 수행될 노드로 미리 전송하도록 하였다. 이를 
통하여 셔플에서 네트워크에 의한 지연시간을 감소시킴으로써 셔플 
성능을 개선하였다. 
 
2.2 SSD 기반 하둡 시스템 연구 
 
SSD 기반 하둡 시스템을 기반으로 하는 하둡 연구들로는 
다음과 같은 것들이 있다. 
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Sangwhan Moon외 2인은 SSD를 사용하여 효율적인 하둡 
시스템을 구성하는 방법을 연구하였다[19]. 기존 HDD에 비하여 
고성능인 SSD의 빠른 읽기/쓰기 속도를 활용하기 위하여 충분한 
대역폭의 네트워크를 사용할 것을 제안하였다. 또한 SSD를 중간 
데이터 저장을 위한 저장장치로 이용하고 HDD를 하둡 분산 
파일시스템의 데이터 저장을 위한 저장장치로 사용하는 것이 가장 
높은 가격 대비 성능을 나타내므로, SSD를 중간 데이터 저장을 
위한 저장장치로 사용할 것을 제안하였다. 
Karthik Kambatla외 1인은 SSD를 사용하는 하둡 시스템에서 
워크로드에 따른 성능 향상과 cost-per-performance에 대해 
연구하였다[20]. 하둡 시스템에서 SSD를 사용하는 것이 HDD 대비 
성능이 최대 70%까지 좋아지지만 cost-per-performance는 
2.5배 높은 것을 확인하였다. 따라서 성능과 가격을 고려하여 
SSD를 적용할 것을 제안하였다. 또한 하둡 맵리듀스의 워크로드의 
특성에 따라 SSD를 사용한 하둡 시스템의 성능이 다름을 
확인하였으며, 하둡 시스템의 워크로드의 특성을 고려하여 SSD를 
적용할 것을 제안하였다. 
Sungyong Ahn외 3인은 SSD를 적용한 가상화 환경에서 하둡 
시스템의 성능에 대하여 연구하였다[21]. 가상화 환경에서 하둡 
시스템은 CPU의 부하보다 I/O의 부하에 의하여 성능이 감소됨을 
확인하였고, 그 이유는 가상화에 의하여 I/O 패턴이 단편화되고 
무작위화되기 때문으로 분석하였다. 이로 인하여 SSD를 사용하는 
하둡 시스템이 HDD를 사용하는 하둡 시스템에서보다 가상화에 
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의한 부하가 작음을 확인하였다. 또한 SSD를 사용하는 하둡 




제 3 장 배 경 
 
이번 장에서는 본 논문에서 제안하는 메커니즘의 이해를 돕기 
위한 배경 지식으로써 맵리듀스 프로그래밍 모델, 하둡 맵리듀스 및 
SSD의 특성에 대해 자세히 설명한다. 
 
3.1 맵리듀스 프로그래밍 모델 
 
맵리듀스는 대용량 데이터의 분산 처리를 위하여 구글에서 
정의한 대표적인 분산 처리 프로그래밍 모델이다. 이 프로그래밍 
모델은 대용량 데이터를 고성능 서버가 아닌 다수의 범용 서버나 
PC를 이용하여 병렬 처리할 수 있도록 설계되었다. 이를 위해 
입출력 데이터는 맵리듀스 시스템을 구성하는 노드 들에 분산되어 
저장되며, 데이터 처리 도중 발생하는 중간 데이터는 각 노드의 
로컬 저장장치에 임시 저장된다. 맵리듀스 프로그래밍 모델을 
이용하여 데이터를 처리하는 응용 프로그램을 작성하는 개발자는 
분산 처리 메커니즘에 대한 상세한 지식이 없어도 프로그래밍 
모델의 템플릿에 맞게 맵 함수와 리듀스 함수만 작성하면 
맵리듀스의 분산 처리 메커니즘에 의해 맵리듀스 시스템을 
구성하는 노드들에 분산되어 처리된다. 
맵리듀스 프로그래밍 모델은 그림 1과 같이 맵, 셔플, 리듀스의 
3단계로 나누어 데이터를 처리한다. 맵 단계에서는 입력 데이터를 
읽어와 사용자가 정의한 맵 함수의 알고리즘에 의해 처리한 후 
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맵리듀스의 중간 데이터를 출력한다. 이 중간 데이터는 키, 값의 
쌍인 <K, V> 쌍의 리스트로 구성되어 있다. 맵 단계는 여러 
노드에서 나누어 분산하여 수행된다. 셔플 단계에서는 중간 
데이터인 <K, V> 쌍의 리스트를 K를 기준으로 정렬하고 리듀스 
단계를 수행하는 노드들에게 분배한다. 리듀스 단계에서는 여러 
노드에서 전달받은 <K, V> 쌍의 리스트들을 병합한 후, 사용자가 






그림 1 맵리듀스 프로그래밍 모델 
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3.2 하둡 맵리듀스 
 
하둡 맵리듀스는 대용량 데이터를 빠르고 효율적으로 처리하기 
위한 분산처리 엔진이다. 하둡 맵리듀스는 그림 2와 같이 1개의 
마스터 노드(Master node)와 다수의 슬래이브 노드(Slave 
node)들로 구성되어 있다. 사용자는 데이터 처리를 잡(Job)이라는 
단위로 마스터 노드에 요청한다. 마스터 노드는 하나의 잡을 여러 
개의 태스크로 분할하고 이를 슬래이브 노드들에 할당하여 
수행되도록 한다. 태스크의 종류는 두 가지로 맵 태스크(Map 
Task)와 리듀스 태스크(Reduce Task)이다. 맵 태스크의 개수는 
잡의 입력 데이터의 블록(Block)의 개수이다. 즉 맵 태스크 당 
하나의 블록을 처리한다. 리듀스 태스크의 개수는 사용자의 설정에 
의해 결정된다. 슬래이브 노드들은 할당 받은 태스크들을 수행하며 
진행상황을 주기적으로 마스터 노드에 보고한다. 
 
 
그림 2 하둡 맵리듀스의 구성 
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하둡 맵리듀스의 데이터 처리는 그림 3과 같이 맵 태스크와 
리듀스 태스크를 순서대로 거치면서 수행된다. 이 데이터 처리는 맵, 
셔플, 리듀스의 3단계로 수행된다. 맵 단계에서는 잡의 
입력데이터를 하둡 분산 파일시스템으로부터 읽어와 사용자가 
정의한 맵 함수를 수행하고 그 결과로 중간 데이터를 생성한다. 
셔플 단계는 맵 태스크에서의 수행과 리듀스 태스크에서의 
수행으로 구분되는데, 맵 태스크에서는 해당 맵 태스크의 중간 
데이터를 키 값을 기준으로 정렬하여 맵 출력 파일(Map Output 
File)을 생성한다. 이 맵 출력 파일은 각 리듀스 태스크에서 나누어 
처리하도록 데이터 영역이 분할되어 있다. 리듀스 태스크에서는 
모든 맵 태스크의 맵 출력 파일들로부터 해당 리듀스 태스크가 
처리할 데이터를 네트워크를 통하여 복사한 후 하나의 파일로 
 
그림 3 하둡 맵리듀스의 데이터 처리 
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병합한다. 이 때 키 값을 기준으로 정렬된 통합 파일을 생성하기 
위하여 정렬된 순서를 유지하며 병합한다. 리듀스 단계에서는 
정렬된 중간 데이터를 입력으로 받아 사용자가 정의한 리듀스 
함수를 수행한 후 최종 출력 데이터를 생성한다. 정렬된 중간 
데이터에서 동일 키에 대한 처리를 수행하고, 최종 출력 데이터는 
하둡 분산 파일시스템을 이용하여 저장한다. 
 
3.3 SSD (Solid State Drive) 특성 
 
SSD는 반도체를 이용하여 데이터를 저장하는 저장장치로써 
데이터가 저장되는 플래시 메모리(Flash Memory)와 플래시 
메모리를 제어하고 호스트(Host) 컴퓨터와 인터페이스를 담당하는 
컨트롤러(Controller)로 구성된다. 
SSD는 내부적으로 다수의 플래시 메모리를 사용하여 데이터의 
읽기/쓰기를 병렬적으로 수행하여 하드디스크 드라이브에 비하여 
높은 성능을 발휘한다. 더욱이 하드디스크 드라이브와 같이 
물리적인 디스크를 사용하지 않으므로 연속되지 않은 주소의 
데이터를 처리할 때 디스크의 회전이 없다. 따라서 임의 읽기/쓰기 
속도가 순차 읽기/쓰기 속도에 비하여 급격히 나빠지지 않는다. 
표 1은 fio 벤치마크 툴을 이용하여 SSD와 하드디스크 
드라이브의 순차 읽기/쓰기 속도와 임의 읽기/쓰기 속도를 측정한 
것이다[5]. 측정 결과 하드디스크 드라이브의 임의 읽기/쓰기 
속도는 순차 읽기/쓰기 대비 약 1/80인 반면, SSD의 임의 
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읽기/쓰기 속도는 순차 읽기/쓰기 대비 약 2/3 정도로 성능이 많이 
감소되지 않음을 알 수 있다. 
 
이러한 SSD의 뛰어난 성능에도 불구하고 하드디스크 대비 
비싼 가격으로 인하여 그 사용이 제한적이었다. 그러나 플래시 
메모리의 집적도 향상으로 인하여 플래시 메모리의 가격이 꾸준히 
하락하여 SSD의 가격 또한 하락하였다. 이로 인하여 
데이터센터에서도 SSD의 사용이 꾸준히 증가하고 있다. 
 
  
표 1 SSD와 HDD 읽기/쓰기 속도 
(단위: MB/s) 
 SSD HDD 
Sequential 
Read 459.8 173.6 
Write 435.1 172.2 
Random 
Read 359.5 2.3 




제 4 장 시스템 모델 
 
이번 장에서는 본 연구의 시스템 모델로써 SSD 기반의 하둡 
맵리듀스 시스템과 하둡 맵리듀스의 셔플 단계에 대하여 자세히 
설명한다. 
 
4.1 SSD 기반의 하둡 시스템 
 
SSD 기반의 하둡 시스템은 그림 4와 같이 마스터 노드, 
슬래이브 노드, 스위치 허브로 구성된다. 하나의 SSD 기반의 하둡 
시스템 내에는 1개의 마스터 노드가 있으며, 슬래이브 노드는 여러 
개있다. 스위치 허브는 시스템의 구성에 따라 여러 개 있을 수 있다. 
마스터 노드와 슬래이브 노드는 각각 독립적인 CPU, 메모리, 
저장장치를 가지고 있다. 특히 저장장치로는 SSD를 사용한다. 
 
그림 4 SSD 기반의 하둡 시스템 
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또한 이러한 H/W를 기반으로 독립적인 운영체제가 설치되어 
있다. 운영체제의 로컬 파일시스템을 이용하여 SSD에 읽기/쓰기를 
수행할 수 있다. 반면 하둡 프레임워크를 구성하는 하둡 분산 
파일시스템과 하둡 맵리듀스는 모든 노드들을 통합하여 설치된다. 
이를 통하여 노드들간의 태스크 분배, 데이터 전송 등의 연동이 
가능하다. 
 
4.2 하둡 맵리듀스의 셔플 단계 
 
하둡 맵리듀스의 셔플 단계는 그림 5와 같다. 맵 태스크의 맵 
함수는 입력 데이터를 처리하여 <K, V> 쌍의 형태로 출력 한다. 맵 
태스크는 맵 함수의 출력인 <K, V> 쌍들을 일차적으로 저장하기 
위한 메모리 버퍼를 유지한다. <K, V> 쌍들은 미리 설정된 임계 
값에 도달할 때까지 메모리 버퍼에 저장되며, 임계 값에 도달 시 
저장된 <K, V> 쌍들을 메모리 버퍼 내에서 정렬한 후 맵 태스크가 
수행되는 노드의 저장장치에 파일형태로 저장을 한다. 정렬은 K를 
 
그림 5 하둡 맵리듀스의 셔플 단계 
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기준으로 이루어지며, 먼저 해당 <K, V> 쌍이 처리될 리듀스 
태스크를 정하기 위한 정렬과 동일 리듀스 태스크에서 처리되는 <K, 
V> 쌍들 내에서 정렬하는 두 단계로 이루어진다. 이렇게 두 단계에 
의해 정렬 완료된 <K, V> 쌍들이 저장되는 파일은 스필(Spill) 
파일이라고 한다. 
정렬이 진행됨과 동시에 맵 알고리즘에 의해 생성되는 <K, V> 
쌍을 메모리 버퍼의 나머지 부분에 계속 저장한다. 메모리 버퍼가 
가득 차는 경우, 스필 파일 생성이 완료 때까지 맵 알고리즘의 
수행이 지연된다. 메모리 버퍼의 <K, V> 쌍들의 크기가 임계 값에 
도달할 때마다 메모리 버퍼내의 정렬과 저장장치에 저장이 
이루어지며 여러 개의 스필 파일이 생성될 수 있다. 이렇게 생성된 
스필 파일들은 맵 알고리즘의 <K, V> 쌍의 출력이 완료된 후 
하나의 최종 맵 출력 파일로 병합이 된다. 스필 파일들을 병합할 때 
처리될 리듀스 태스크에 의한 정렬을 유지하면서 동일 리듀스 
태스크에서 처리되는 <K, V> 쌍들을 하나의 정렬된 순서로 
병합한다. 따라서 동일 리듀스를 위해 맵 알고리즘이 생성한 <K, 
V> 쌍들은 K를 기준으로 정렬되어 순차적으로 저장되어 있다. 
스필 파일들의 병합이 완료되면 리듀스 태스크는 맵 태스크의 
맵 출력 파일로부터 해당 리듀스 태스크가 처리할 <K, V> 쌍들을 
네트워크를 통해 가져와 리듀스 태스크가 수행되는 노드의 
저장장치에 저장한다. 리듀스 태스크는 다른 모든 맵 태스크의 맵 
출력 파일을 가져와 저장하며, 저장된 맵 출력 파일들을 하나의 
파일로 병합한다. 맵 출력 파일들의 최소 K들간의 비교 연산으로 
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인한 부하를 줄이기 위하여 한번에 병합할 수 있는 파일의 개수가 
제한된다. 따라서 맵 출력 파일의 개수에 따라 여러 번에 걸쳐 
병합이 수행된다. 병합 시 K를 기준으로 하는 정렬을 유지한다. 
따라서 최종 병합 파일은 K를 기준으로 정렬되어 있다. 이렇게 
전체 정렬 및 병합이 완료된 결과를 리듀스 함수를 이용하여 





제 5 장 문제 정의 
 
이번 장에서는 하둡 맵리듀스에서 셔플 단계를 분석하고 기존 
하둡 맵리듀스에서 데이터 처리를 지연시키는 문제점인 동일 




5.1 동일 데이터의 중복 읽기/쓰기 문제 
 
먼저 하둡 맵리듀스의 셔플 단계 중 맵 태스크를 살펴보자. 
그림 6과 같이 맵 함수에서 생성되는 <K, V> 쌍들의 전체 정렬을 
위해 임시로 스필 파일을 만든 후 이를 병합한다. 이로 인하여 각 
<K, V> 쌍들은 저장장치에 스필 파일로 쓰기 1회, 스필 파일에서 
읽기 1회, 병합 파일로 쓰기 1회를 수행한다. 따라서 총 쓰기 
 
그림 6 동일 데이터의 중복 읽기/쓰기 
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2회와 읽기 1회가 발생한다. 
또한 리듀스 태스크에서는 많은 맵 출력 파일들을 병합해야 
한다. 이 때, K들간의 비교 연산으로 인한 부하를 줄이기 위하여 
여러 단계에 걸쳐 병합이 수행된다. 병합이 수행될 때마다 <K, V> 
쌍들의 읽기 1회와 쓰기 1회가 추가된다. 
저장장치로의 I/O는 메모리의 접근보다 수백 배 이상 오래 
걸리는 동작으로 동일한 <K, V>의 중복적인 읽기/쓰기는 하둡 
맵리듀스의 셔플 단계의 주요 지연 원인 중 하나이다. 
 
5.2 네트워크 전송의 지연 문제 
 
셔플 단계에서 맵 태스크의 맵 출력 파일들은 정렬된 형태로 
리듀스 태스크에 전송된다. 이를 위하여 그림 7에서와 같이 맵 
태스크에서 스필 파일의 병합이 완료된 후에 전송이 시작된다. 이로 
인하여 네트워크를 통한 데이터 전송이 완료될 때까지 맵 단계 
 
그림 7 네트워크 전송 지연 
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완료와 리듀스 단계 시작 사이에 긴 대기시간이 발생한다. 이러한 
맵 태스크와 리듀스 태스크 사이의 긴 네트워크 전송 지연은 하둡 





제 6 장 데이터 주소 기반 셔플 메커니즘 
 
이번 장에서는 기존 하둡 맵리듀스 셔플 단계의 지연 원인을 
SSD 기반의 하둡 맵리듀스 시스템에서 개선하기 위하여 데이터 
주소 기반 셔플 메커니즘을 제안한다. 데이터 주소 기반 셔플 
메커니즘은 (1) 데이터 주소정보 기반 정렬 방법, (2) 데이터 
주소정보 기반 병합 방법, (3) 맵 출력 데이터 선 전송 방법으로 
구성된다. 
 
6.1 데이터 주소 기반 정렬 
 
앞서 설명했듯이 SSD 기반 시스템에서는 리듀스 태스크에 
전송되는 <K, V> 쌍들이 반드시 순차적으로 저장되어 있을 필요는 
없다. 따라서 대량의 <K, V> 쌍들을 정렬하는 대신 그림 8과 같이 
<K, V> 쌍에 대한 주소정보를 생성하여 이를 정렬한다. <K, V> 
쌍에 대한 주소정보는 스필 파일의 번호와 스필 파일에서의 오프셋 
 
그림 8 데이터 주소 기반 셔플 
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위치를 가리킨다. 이 주소정보는 추가적인 메모리 버퍼나 
저장장치에 저장된다. 그러나 주소정보만 가지고 있으므로 그 
크기는 작다. 리듀스 태스크에 정렬 정보를 전달하기 위해 이 
주소정보가 전송된다. 기존에 정렬된 형태로 전송되던 <K, V> 
쌍들은 맵 태스크에서 생성된 스필 형태로 전달한다. 리듀스 
태스크는 <K, V> 쌍들에 대한 주소정보를 참조하여 스필 
파일들에서 정렬된 순서로 <K, V> 쌍들을 읽을 수 있다. 
 
6.2 데이터 주소 기반 병합 
 
기존 하둡 맵리듀스의 셔플 메커니즘에서는 맵 태스크의 병합 
과정에서 스필 파일들의 <K, V> 쌍을 하나의 병합된 파일로 
생성하였다. 그러나 제안하는 메커니즘에서는 각 스필 파일들의 <K, 
V> 쌍에 대한 주소정보만 정렬하여 해당 맵 태스크의 출력 
데이터를 정렬하게 된다. 따라서 기존에 쓰기 2회, 읽기 1회씩 
발생하던 <K, V> 쌍들을 I/O 횟수가, K는 쓰기 1회, 읽기 1회로, 
값은 쓰기 1회로 각각 줄어들게 된다. 주소정보를 파일로 저장하면 
이에 대한 추가적인 쓰기가 필요하지만 주소정보는 <K, V> 쌍들에 
비해 상대적으로 크기가 작고, 크기가 큰 <K, V> 쌍들의 I/O가 
K는 쓰기 1회, 값은 읽기/쓰기 1회씩 감소하므로 저장장치에 대한 
I/O 횟수와 크기가 감소하여 이로 인한 셔플단계의 지연을 줄일 수 
있다. 
또한 리듀스 태스크의 병합 과정에서 기존 하둡 맵리듀스의 
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셔플 메커니즘에서는 <K, V> 쌍당 K와 V에 대한 읽기와 쓰기가 
각각 1회씩 발생하지만, 제안하는 데이터 주소 기반의 셔플 
메커니즘에서는 위치정보와 K에 대한 읽기 1회와 위치정보 쓰기 
1회가 발생한다. 그리고 기존 하둡 맵리듀스의 셔플 메커니즘에서 
저장장치에 대한 접근 방식은 순차 읽기/쓰기와 유사한 반면, 
제안하는 데이터 주소 기반의 셔플 메커니즘에서 저장장치에 대한 
접근 방식은 임의 읽기/쓰기와 유사하다. 
따라서 기존 하둡 맵리듀스의 셔플 메커니즘에서 <K, V> 쌍 







   
 
또한 제안하는 데이터 주소 기반의 셔플 메커니즘에서 <K, V> 
쌍 1개에 대한 병합 시간은 다음과 같이 표현된다. 
 
�𝑆𝑆𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 +  𝑆𝑆𝐾𝐾𝐾𝐾𝐾𝐾�
𝑇𝑇𝑆𝑆𝑅𝑅𝑅𝑅𝑆𝑆
 +  
𝑆𝑆𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴
𝑇𝑇𝑆𝑆𝑅𝑅𝑅𝑅𝑆𝑆
   
 
사용된 표기에 대한 요약은 표 2와 같다. 
앞서 설명한 바와 같이 SSD의 임의 읽기/쓰기 속도는 순차 
읽기/쓰기 속도 대비 약 2/3 정도로 큰 차이가 없으므로 제안하는 
데이터 주소 기반 셔플 메커니즘의 병합 시간이 기존 메커니즘에 
비해 빠르다. 그러나 하드디스크 드라이브는 임의 읽기/쓰기 속도가 
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순차 읽기/쓰기 속도 대비 약 1/80으로 상당히 느리므로 제안하는 





표 2 표기 요약 
Notation Description 
𝑆𝑆𝐾𝐾𝐾𝐾𝐾𝐾 The size of key 
𝑆𝑆𝑉𝑉𝑅𝑅𝑉𝑉𝑉𝑉𝐾𝐾 The size of value 
𝑆𝑆𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 The size of address 
𝑇𝑇𝑆𝑆𝐾𝐾𝑆𝑆𝑆𝑆 The throughput of sequential read 
𝑇𝑇𝑆𝑆𝐾𝐾𝑆𝑆𝑆𝑆 The throughput of sequential write 
𝑇𝑇𝑆𝑆𝑅𝑅𝑅𝑅𝑆𝑆 The throughput of random read 




6.3 맵 출력 데이터 선 전송 
 
또한 기존의 셔플 메커니즘에서는 맵 태스크에서 스필 
파일들의 병합이 완료된 후 병합된 맵 출력 파일을 리듀스 
태스크로 전송하였다. 그러나 그림 9와 같이 제안하는 
메커니즘에서는 리듀스 태스크에 <K, V> 쌍들을 스필 파일과 주소 
파일 형태로 전송하고 병합된 데이터 만들지도 않으므로 병합이 
완료된 후 전송을 시작할 필요가 없다. 따라서 스필이 완료될 
때마다 리듀스 태스크가 이를 가져갈 수 있도록 한다. 이 스필 
파일의 전송은 다음 스필 파일들의 처리 또는 주소 파일의 병합과 
병렬적으로 수행될 수 있다. 따라서 맵 단계 완료 후 맵 출력 
파일보다 크기가 훨씬 작은 주소 파일만 복사하면 되므로 리듀스 
단계의 시작 전에 기존 대비 적은 양의 데이터만 전송하면 된다. 
 
그림 9 맵 출력 데이터 선 전송 
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그러므로 맵 단계 완료와 리듀스 단계 사이의 대기시간이 감소하여 
셔플단계의 지연을 줄일 수 있다. 
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제 7 장 실험 및 평가 
 
이번 장에서는 본 연구에서 제안하는 데이터 주소 기반 셔플 
메커니즘을 검증하기 위하여 수행한 실험에 대하여 기술한다. 먼저 
실험 환경에 대하여 설명하고 그 다음 실험 결과를 제시한다. 
 
7.1 실험 환경 
 
제안된 데이터 주소 기반의 셔플 메커니즘을 실험하기 위한 환
경은 표 3과 같다. 실험을 위한 하둡 클러스터는 총 5개의 노드로 
구성하였으며, 1개의 마스터 노드와 4개의 슬래이브 노드로 사용하
표 3 실험 환경 
Hardware 
Cluster 5 servers 
CPU Intel i7-4790 4 cores 3.6GHz 
Main Memory DRAM DDR3 32GB 
Storage 
SATA3.0 SSD 500GB 
SATA3.0 HDD 1TB 
Network 10Gbps Ethernet 
Software 
Kernel Linux 3.13.0 
OS Ubuntu 14.04 




였다. 저장장치는 SATA3.0 인터페이스 SSD와 HDD를 사용하였고, 
네트워크 장비는 10기가비트(Gbps) 이더넷 스위치와 어댑터를 사
용하였다. 
소프트웨어는 리눅스 커널 3.13.0이 바탕인 우분투 
14.04버전을 사용하였고, Hadoop 1.2.1을 수정하여 제안하는 
메커니즘을 구현하였다. 
하둡 환경변수의 설정은 표 4와 같다. 노드 당 수행 가능한 맵 
태스크의 개수는 8개, 노드 당 수행 가능한 리듀스의 개수는 4개, 
하둡 분산 파일시스템의 블록 크기는 128MB, Replication 인자는 
3이다. 
 
본 논문에서 제안된 데이터 주소 기반의 셔플 메커니즘을 
검증하기 위하여 하둡에서 제공하는 벤치마크인 Terasort 
벤치마크와 Wordcount 벤치마크를 사용하였다. 두 벤치마크는 
하둡 프레임워크의 성능을 평가하기 위해 기존 연구에서 
대표적으로 사용된 벤치마크들이다. 
표 4 하둡 환경변수 
The number of Map tasks per node 8 
The number of Reduce tasks per node 4 
HDFS block size 128MB 




Terasort 벤치마크는 입력 데이터를 정렬하는 벤치마크로써 표 
5와 같이 입력 데이터, 셔플 데이터, 출력 데이터의 크기가 동일하
다. Wordcount 벤치마크는 입력 데이터에서 단어의 수를 세는 벤치
마크로써 셔플 데이터와 출력 데이터의 크기가 입력 데이터에 비해
서 상당히 작다[18]. 표 5의 수치는 입력 데이터 크기로 정규화되
었다. 본 논문에서 제안하는 메커니즘은 Terasort 벤치마크와 같이 
셔플 데이터가 많은 벤치마크에서 성능개선 효과가 크다. 
 
 
7.2 실험 결과 및 평가 
 
기존 하둡 맵리듀스의 셔플 메커니즘과 본 논문에서 제안하는 
데이터 주소 기반의 셔플 메커니즘을 Terasort 벤치마크에서 
수행하여 실행시간을 비교한 결과는 그림 10과 같다. 데이터 주소 
기반의 셔플 메커니즘을 적용 시 Terasort 벤치마크의 평균 
실행시간이 8%만큼 감소하였다. 
표 5 벤치마크의 단계별 데이터 크기 
Benchmark Input Size Shuffle Size Reduce Size 
Terasort 1 1 1 




기존 하둡 맵리듀스의 셔플 메커니즘과 본 논문에서 제안하는 
데이터 주소 기반의 셔플 메커니즘을 Wordcount 벤치마크에서 
수행하여 실행시간을 비교한 결과는 그림 11과 같다. 데이터 주소 
기반의 셔플 메커니즘을 적용 시 Terasort 벤치마크의 평균 
실행시간이 1%만큼 감소하였다. 
그 이유는 본 논문에서 제안하는 데이터 주소 기반의 셔플 
메커니즘이 셔플 단계에서 데이터를 효율적으로 처리하는 
방법이므로 입력 데이터에 비해 셔플 데이터가 작은 Wordcount 
벤치마크에서는 개선 효과가 거의 없는 반면, 셔플 데이터 크기가 
입력 데이터와 동일한 Terasort 벤치마크에서는 개선 효과가 큰 
것을 알 수 있다. 
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HDD 기반 하둡 맵리듀스 시스템에서 기존 하둡 맵리듀스의 
셔플 메커니즘과 본 논문에서 제안하는 데이터 주소 기반의 셔플 
메커니즘을 Terasort 벤치마크에서 수행하여 실행시간을 비교한 
결과는 그림 12와 같다. 데이터 주소 기반의 셔플 메커니즘을 적용 
시 Terasort 벤치마크의 평균 실행시간이 4%만큼 증가하였다. 
HDD 기반 하둡 맵리듀스 시스템에서 기존 하둡 맵리듀스의 
셔플 메커니즘과 본 논문에서 제안하는 데이터 주소 기반의 셔플 
메커니즘을 Wordcount 벤치마크에서 수행하여 실행시간을 비교한 
결과는 그림 13과 같다. 데이터 주소 기반의 셔플 메커니즘을 적용 
시 Wordcount 벤치마크의 평균 실행시간이 1%만큼 증가하였다. 
제안하는 데이터 주소 기반의 셔플 메커니즘은 임의 
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읽기/쓰기를 많이 수행하므로 저장장치로 임의 읽기/쓰기 속도가 
느린 HDD를 사용시 Terasort 벤치마크의 실행시간이 오히려 
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제 8 장 결 론 
 
본 논문을 통하여 기존 하둡 맵리듀스의 셔플 단계를 분석하고 
문제점을 정의하였다. 그 문제점은 (1) 동일 데이터의 중복된 
읽기/쓰기, (2) 네트워크 전송의 긴 지연시간으로 인한 하둡 
맵리듀스의 셔플 단계의 수행시간 지연이다. 
이 문제점을 해결하기 위하여 데이터 주소 기반의 셔플 
메커니즘을 제안하였다. 데이터 주소 기반의 셔플 메커니즘은 (1) 
데이터 주소 기반의 정렬 방법, (2) 데이터 주소 기반의 병합 방법, 
(3) 맵 출력 데이터의 선 전송 방법으로 구성된다. 이는 임의 
읽기/쓰기 속도가 빠른 SSD의 특징을 활용하여 대량의 중간 
데이터 전체를 정렬하는 대신 작은 크기의 데이터 주소정보만을 
정렬하고, 맵 태스크에서 리듀스 태스크로의 데이터 전송을 맵 출력 
파일이 아닌 스필 파일과 주소정보 파일로 함으로써 네트워크 전송 
시작을 앞당길 수 있는 메커니즘이다. 이를 활용하여 (1) 로컬 
저장장치에 대한 읽기/쓰기 횟수와 데이터 양을 줄이고, (2) 
네트워크 전송을 위한 지연 시간을 줄여 하둡 맵리듀스 셔플 
단계의 수행시간을 단축하였다. 
제안하는 데이터 주소 기반의 셔플 메커니즘을 하둡 1.2.1에 
구현하고 실험해 본 결과 Terasort 벤치마크와 Wordcount 
벤치마크의 평균 실행시간이 각각 8%와 1% 감소하였다. 
향후에는 SSD의 특성을 활용하여 맵 단계와 리듀스 단계의 
성능 개선을 목표로 본 연구를 확장할 계획이다. 또한 하둡 
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MapReduce is a programming model widely used for 
processing large data in cloud datacenter. It is composed of 
Map, Shuffle and Reduce phases. Hadoop MapReduce is one of 
the most popular framework implementing MapReduce. 
During Shuffle phase, Hadoop MapReduce performs an 
excessive number of disk I/O operations and the transmission 
of large data. This accounts for about 40% of total data 
processing time. 
In order to solve these problems, we propose a new shuffle 
mechanism using the characteristics of SSD. This mechanism 
consists of (1) data address based sorting, (2) data address 




To demonstrate the effectiveness of our approach, we have 
implemented this mechanism into Hadoop MapReduce 1.2.1. Our 
experiments show that the proposed mechanism reduces the 
average job execution time up to 8% compared to that of the 
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