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Uniformization with Representatives
Comprehensive Transient Analysis of Infinite-State QBDs
Abstract— A large variety of computer and communication
systems can be modeled adequately as infinite-state continuous-
time Markov chains (CTMCs). A highly-structured class of
such infinite-state CTMCs is the class of Quasi-Birth-Death
processes (QBDs), on which we focus in this paper. We present
an efficient variant of uniformization for the comprehensive
transient analysis of infinite-state QBDs, namely computing the
transient probability of being in each state of the QBD for any
possible initial state. Both, the set of starting states and the set of
end states are infinite. The key idea of our algorithm is to split
the infinite set of starting states into a finite part and an infinite
part. The transient probabilities of the infinite part are then
indicated using the new notion of representatives. We present the
required data structures and algorithm, as well as an application-
dependent optimal stopping criterion. In a simple case study we
show the feasibility of our approach.
I. INTRODUCTION
Quasi-Birth-Death processes (QBDs) [10] are often used
in the context of performance models of systems with very
large or, seen from a performance perspective, infinitely large
buffers [11]. The transient evolution is of interest, e.g., in
temporary situations of overload (for which a steady-state
distribution might not even exist), in situations where the time
the system is to be observed is too short to reach steady state,
or in case one is explicitly interested in the transient behavior
toward steady state (think of “slow start” in TCP).
The need to determine transient state probabilities in QBDs
is also described in [12], in which the algorithmic approach
for model checking CSL for finite CTMCs toward infinite-
state CTMCs, in particular, QBDs has been extended. For
model checking the time-bounded until operator, one needs
the transient state probability of being in each state of the
QBD for any possible initial state. [12] presents an over-
all model-checking approach for QBDs, including a static
uniformization-based approach to calculate the transient prob-
abilities. In this paper, we enhance that static algorithm to a
new iterative (dynamic) algorithm, called uniformization with
representatives, that iteratively computes even more accurate
values in each step in a memory efficient way. This algorithm
only uses as many iterations as necessary to match a given
error bound or to decide whether the transient probabilities
meet a given probability bound.
Thus, we combine the flexibility and efficiency of uni-
formization with the regularity of the infinite state space typi-
cal for QBDs, leading to a both computationally attractive and
memory-efficient algorithm for the comprehensive transient
analysis of QBDs.
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Fig. 1. Quasi-Birth-Death Process
The use of our approach is twofold. On the one hand,
for CSL model checking we need the transient probabilities
for any possible initial state. On the other hand, compre-
hensive transient analysis can be used to calculate transient
probabilities for QBDs if the initial state probability vector
possibly has positive entries for all states. This can be done
by considering all states as starting states and combining the
transient probabilities with the initial distribution afterwards.
This paper is further organized as follows. We introduce
infinite-state CTMCs and QBDs in Section II. We then de-
scribe uniformization in general, and for QBDs in particular
in Section ??. Section IV describes the repetitive structure
of the infinite matrices needed for uniformization of QBDs
and shows how they can be cut to a finite representation.
The iterative algorithm for uniformization with representatives
is then presented in Section V. Two application-dependent
stopping criteria are discussed in Section VI. In Section VIII
we illustrate by means of a case study that uniformization with
representatives is practically feasible. We discuss related work
in Section IX and conclude in Section X.
II. QUASI-BIRTH-DEATH-PROCESSES
The infinite state space of a QBD can be viewed as a
two-dimensional strip, which is finite in one dimension and
infinite in the other. The states in this strip can be grouped
in so-called levels, according to their identity in the infinite
dimension. Figure 1 gives a graphical representation of a QBD.
Transitions, represented by positive entries in the generator
matrix Q, can only occur between states of the same level
or between states of neighboring levels. All repeating levels
have the same inter-level and intra-level transition structure
and contain corresponding states. The state space of a QBD
can be partitioned into an infinite number of finite sets Sj , j =
{0, 1, · · · }, each containing the states of one level, such that
S =
⋃∞
j=0 S
j
. The inter-level transitions are represented by
matrices B0,1,B1,0,A0,A2, whereas the intra-level transi-
tions are represented by the matrices B0,0,B1,1 and A1 (cf.
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Figure 1 and 2). The requirements for a QBD are summarized
in the following definition.
Definition 1
A labeled QBD Q of order (N0, N) (with N0, N ∈ N+) is
a labeled infinite-state CTMC (cf. Def. 1). The set of states
is composed as S = {0, · · · , N0 − 1} × {0} ∪ {0, · · · , N −
1} × N+, where the first part represents the boundary level
with N0 states, and the second part the infinite number of
repeating levels, each with N states. The block-tridiagonal
generator matrix Q consists of the following finite matrices
describing the inter- and intra-level transitions:
B0,0 ∈ R
N0×N0 : intra-level transitions, at boundary level,
B0,1 ∈ R
N0×N : inter-level transitions: boundary to
border level,
B1,0 ∈ R
N×N0 : inter-level transitions: border to
boundary level,
B1,1 ∈ R
N×N : intra-level transitions, at border level,
A0 ∈ R
N×N : inter-level transitions: repeating to next
higher repeating level,
A1 ∈ R
N×N : intra-level transitions, at repeating levels1,
A2 ∈ R
N×N : inter-level transitions: repeating to next
lower repeating level.
Q, being an infinite-state CTMC, describes a stochastic
process {Xt ∈ S | t ≥ 0}. 2
Although QBDs are introduced here at the state level, high-
level specification formalisms, e.g., those based on stochastic
Petri nets [11] or stochastic process algebra [2], [9], do exist.
The state space of each level Si is divided into three, not
necessarily disjoint, sets of states: Si = Si,↑in ∪Si,↑center ∪Si,↑out:
Si,↑in comprises the states that can be reached from the next
lower level in one step, Si,↑center comprises the states from
which no other level can be reached in one step, and S i,↑out
comprises the states from which the next higher level can be
reached in one step. Similarly, the sets Si = Si,↓in , S
i,↓
center and
Si,↓out are defined.
g(s1, s2) = |shortestpath(s1, s2)| gives the minimum num-
ber of steps that has to be undertaken to reach s2 from s1,
s1, s2 ∈ S.
1Note that B1,1 differs from A1 only in the diagonal entries.
Let d↑ ≥ 1 be the so-called upward level diameter, that
is, the minimum number of state transitions that is needed to
reach the next higher repeating level from a state in S i,↑in :
d↑ = min{g(s1, s2) | s1 ∈ S
i,↑
in , s2 ∈ S
i+1,↑
in }
The downward level diameter d↓ is defined along the same
lines as
d↓ = min{g(s1, s2) | s1 ∈ S
i,↓
in , s2 ∈ S
i−1,↓
in }.
We define d, the symmetric level diameter, as the minimum
of the upward and downward level diameter. As the repeating
levels of a QBD all exhibit the same structure, they all have
the same level diameter.
III. UNIFORMIZATION ON QBDS
As motivated in the introduction, we want to compute the
transient probability of being in each state of the infinite-state
QBD for any possible initial state (again from the infinite state
space). We can exploit the regularity of the state space typical
for QBDs and find a so-called representative level from which
onwards the transient probabilities of corresponding states are
the same (within the error bounds given by uniformization).
The infinite set of starting states is handled by splitting it in a
finite set of levels with different transient probabilities and an
infinite set of levels with identical probabilities, which are then
summarized in a so-called representative probability matrix.
Applying uniformization to QBDs, we have to deal with a
system of differential equations of infinite size.
An important reason why uniformization can be used on
QBDs is that the matrix Q has only a finite number of different
diagonal entries (originating from the matrices B0,0,B1,1, and
A1), so that the uniformization rate λ can be determined
even though Q has an infinite number of entries. P then
follows the same block-tridiagonal structure as Q, where
the sub-matrices B0,0,B0,1,B1,0,B1,1,A0,A1 and A2 are
replaced by B̂0,0, B̂0,1, B̂1,0, B̂1,1, Â0, Â1 and Â2, respec-
tively. Together, they form the probability matrix P of the
corresponding DTMC and are calculated as:
B̂i,j =
{
I +
Bi,j
λ
, for i = j,
Bi,j
λ
, otherwise,
and
Âi =
{
I + Ai
λ
, for i = 1,
Ai
λ
, otherwise.
P is a stochastic matrix because all entries lie between 0 and
1 and the rows sum up to 1, and describes a DTMC.
Let U(k) be the state probability distribution matrix after
k epochs in the DTMC with transition matrix P. It can be
derived recursively as:
U(0) = I, and U(k) = U(k−1)P, k ∈ N+. (1)
Let V(t) be the matrix of transient state probabilities at
time t, that can be calculates as:
V(t) =
∞∑
k=0
ψ(λt; k)Pk =
∞∑
k=0
ψ(λt; k)U(k).
where the Poisson probabilities ψ(λt; k) express the prob-
ability of k events occurring in the interval [0, t) in a Poisson
process with rate λ. The probability distribution in the DTMC
after k steps is described by V(0)Pk . Hence, by the law
of total probability the transient probability matrix V(t) is
obtained as the weighted sum
∑∞
k=0 ψ(λt; k)P
k over all
possible numbers of steps.
Recall that matrices V(t) and U(k), k ∈ N, have infinite
size. However, we can give a finite representation as will be
described in Section IV.
To avoid the infinite summation over the number of steps
k, it needs to be truncated. We denote the maximum error
that possibly occurs in an entry of V(t) when the series is
truncated after n steps as ε(n)t .
ε
(n)
t =
wwwww
∞∑
k=n+1
ψ(λt; k)U(k)
wwwww ≤ 1−
n∑
k=0
e−λt
(λt)k
k!
. (2)
Note that n can be computed a priori, given ε(n)t , λ and t, as
the smallest n that satisfies
n∑
k=0
(λt)k
k!
≥
1− ε
(n)
t
e−λt
= (1− ε
(n)
t )e
λt.
We denote the approximation of V(t) that has been calculated
with up to n terms with V(n)(t):
V(n)(t) =
n∑
k=0
ψ(λt; k)U(k). (3)
Increasing n to n+1, we can compute V(n+1)(t) recursively,
simply as:
V(n+1)(t) = V(n)(t) + ψ(λt;n+ 1)U(n+1). (4)
IV. REPETITIVE STRUCTURE
The matrices V(n)(t) and U(n) are of infinite size. How-
ever, exploiting the repetitive structure of QBDs and the
truncation given by uniformization we can give a finite rep-
resentation that depends on the number of considered steps n
for a given error bound.
In Section IV-A we explain the basic idea of this finite
representation. We explain this in detail for U(n) in Section IV-
B, and for V(n)(t) in Section IV-C.
A. Finite representation
From a single state only a finite number of states is
reachable in n steps. The transient probability to finish in one
of the non reachable states is zero. Hence, for a single starting
state it is sufficient to consider the finite set of reachable states
instead of the whole infinite state space. This idea has already
been mentioned in [3], [8], [17].
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Fig. 3. Considered part of the state space (left) and finite representation of
U(n) and V(n)(t) (right), depending on the number of considered steps
Simultaneously considering every state of the infinite state
space as starting state, one would have to consider an infinite
number of finite parts of the QBD. However, for a finite
number of steps n, there is a repeating level l from which
onwards the boundary level cannot be reached anymore.
Therefore the finite part of the QBD that has to be considered
for starting states from repeating levels ≥ l does not contain
states of the boundary level. The structure of these finite
parts is identical, only shifted appropriately. This implies that
we obtain identical transient probabilities for corresponding
states in repeating levels ≥ l, within the error bounds of
uniformization. Therefore we can use the states of level l as
representatives for all corresponding states of higher levels. In
fact, we restrict the computation to a finite number of starting
states and still perform a comprehensive transient analysis
considering every state as starting state. This new approach
is only possible because of the repetitive structure of QBDs.
For a finite representation of the matrices V(n)(t) and U(n),
it is now sufficient to store all non-zero entries for starting
states of levels ≤ l. The entries of level l then account
for corresponding states of the remaining infinite part of the
QBD. The size of the finite representation depends on the
considered number of steps n, hence, on the time and the
required accuracy.
B. Probability distribution after n epochs
We now asses the growth of the matrices U(n) in the course
of the uniformization. Figure 3(a) shows that, the dimension
of the finite representation of U(0) is (N0 +N)× (N0 +N).
Since we consider zero steps, we cannot leave a level and
the first repeating level is already representative for all (other)
repeating levels.
Allowing for one step, we can reach the next higher or the
next lower level. Since the next lower level is the boundary
level, the first repeating level cannot be used as representative
anymore. However, we can use the second repeating level as
representative, as shown in Figure 3(b). As we consider one
step, it is possible to reach the next higher level as well; thus
we have to consider starting in one of the first three levels
(including the boundary level) and ending up in one of the
first four levels. The dimension of U(1) is therefore given as
(N0 + 2N) × (N0 + 3N). With a symmetric level diameter
d, we will need at least another d − 1 steps before possibly
reaching the next higher repeating level. Thus, the size of all
U(n), for n = 1, · · · , d, will be the same as for n = 1.
Figure 3(c) shows the finite representation of matrices U(n)
for n = d + 1, · · · , 2d. From a given level, we can reach at
most the next two higher or lower levels. Therefore, we have
to pick a new representative: the third repeating level. Starting
from this representative, we can reach the next two higher
repeating levels. We have to attach another row (of blocks)
for the new representative, and in every other row we have
to attach one block to the left and one to the right, wherever
possible. The dimension is then (N0 + 3N)× (N0 +5N), for
all U(n), for n = d+ 1, · · · , 2d.
In general for a given number of steps n ≥ 1 and level
diameter d, the number l of levels reachable from a represen-
tative level in one direction (up or down) is given by
l = ((n− 1) div d) + 1 (5)
The size of the matrix U (n) is then determined by this value
of l. Its dimension is (N0 + (l + 1)N)× (N0 + (2l + 1)N).
In practice this means that whenever we have to pick a new
representative, we attach one block subdiagonal to the left and
one to the right, and a new block row is added to the lower
end of the matrix. All blocks that are situated to the left or
to the right of the multiple block diagonal only have entries
equal to zero.
The last block row in the finite representation is always the
representative. From the representative we can conclude the
probability values for all block rows that are not included in
the finite representation. They all consist of the same blocks
as the representative, but the position of the blocks is shifted
by one block to the right.
C. Approximation of V(n)(t)
In Equation (4) the matrix U(n) is multiplied by the
probability of exactly n events occurring in the time interval
[0, t). Since V(n)(t) remains zero wherever U(n) has zero
entries, V(n)(t) clearly follows the structure of U(n). Thus,
we can cut the infinite matrix V(n)(t) to a finite representation
as well where the size depends on the highest iteration index
n and the level diameter d. V(n)(t) has the structure of U(n).
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downward level diameter under the assumption that d↑ < d↓
D. Exploitation of the level diameter
Recall that we defined an upward level diameter d↑ and a
downward level diameter d↓ in Section II. If the upward and
the downward level diameters differ considerably from each
other, it makes sense to use both level diameters instead of
the symmetric one. For example, if the upward level diameter
is much smaller than the downward level diameter, we can,
with a growing number of steps, reach more repeating levels
to the right than repeating levels to the left. When considering
the symmetric level diameter, we would include repeating
levels between the boundary level and the representative which
actually could not be reached. Therefore, we propose to check
in the n-th iteration step, whether (n − 1) mod d↑ = 0 or
(n − 1) mod d↓ = 0. In the first case, an additional higher
repeating level can be reached from the representative, and in
the second case the boundary level becomes reachable from
the representative. The considered portion of the QBD has to
be adapted as shown in Figure 4. As can be seen in Figure 4(a),
for 1 to d↑ steps, we might only reach the next lower or the
next higher repeating level. In Figure 4(b), we depict the case
where two higher repeating levels might be reached, but just
one lower repeating level is reachable. Figures 4(c) and 4(d)
show how this iteration evolves for an higher number of steps.
For ease of notation, we stick to considering the symmetric
level diameter throughout the rest of this paper.
V. UNIFORMIZATION
WITH REPRESENTATIVES
Having explained the structure and dimension of the finite
representation, we will present the actual computation of U(n)
and V(n)(t) in this section.
The matrix V(n)(t) is computed iteratively according to
Equation (4); in the (n+1)th iteration step, one has to compute
U(n+1).
Starting with n = 0, and thus with a small finite portion of
the QBD, see Figure 3(a), we increase n in each iteration. With
growing n and thus increasing accuracy, the considered finite
representation of the QBD grows. However, in each iteration
we always use the smallest possible representation.
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Fig. 5. Computation of U(0) ·P = U(1)
In the following section we describe matrix data-structures
for the iterative method to compute U(n) and V(n)(t). These
matrices have a block structure, according to the levels of a
QBD, as discussed in Section IV. We denote the blocks that
give the probabilities from states in level i to states in level j
as U
(n)
i,j and Vi,j(t), respectively. Row index i represents all
levels that are considered as starting levels, and column index
j denotes all levels that are considered as possible end levels.
A. Probability distribution after n epochs
In every iteration step of (3), we need the state probability
matrix U(n), which is calculated recursively using (1). Starting
with U(0) (which has dimension (N0 +N)× (N0 +N)), the
calculation of U(1) is visualized in Figure 5: we multiply the
finite representation of U(0), where one row of blocks is added
for the new representative repeating level, with a finite portion
of P that consists of three block rows, for the three considered
starting levels, and of four block columns, for the four levels
that can be reached.
In general, for n ≤ 1,U(n) is computed as U(n−1) · P,
according to Equation (1). Due to the finite representations of
U(n) for n = 1, · · · , d, U(n) is now computed as follows:
U
(n)
i,0 = U
(n−1)
i,0 · B̂0,0 + U
(n−1)
i,1 · B̂1,0,
for i = 0, · · · , l,
U
(n)
i,1 = U
(n−1)
i,0 · B̂0,1 + U
(n−1)
i,1 · B̂1,1 + U
(n−1)
i,2 · Â2,
for i = 0, · · · , l + 1,
U
(n)
i,j = U
(n−1)
i,j−1 · Â0 + U
(n−1)
i,j · Â1 + U
(n−1)
i,j+1 · Â2,
for i = 0, · · · , l + 1, j = 2, · · · , i+ l,
where l, the number of levels reachable in one direction
is computed as in (5). Note that for extending the finite
representation no extra computations are required. All blocks
that are not included by the indices i, j and are left or right
of the included blocks are zero matrices.
B. Approximation V(n)(t)
Recall that V(n)(t) is the approximation of V(t) that has
been calculated for up to n steps and its finite representation
has the same dimension as U(n). Due to the block structure
of V(n)(t), we can rewrite (3) as:
V
(n)
i,j (t) = V
(n−1)
i,j (t) + ψ(λt;n)U
(n)
i,j , (6)
for i = 0, · · · , l+ 1 and for j = max{0, i− l}, · · · , i+ l.
After d steps, the size of V(n)(t) will change. Therefore, we
will possibly include matrices V(n−1)i,j (t) in the calculation of
(6) that have not been addressed before. These matrices are
either located left or right of the block-structured diagonal. In
that case, these matrices are zero. We might also have to attach
one more row of blocks. The entries of these blocks have the
same entries as the blocks in the representative. However, the
position of the blocks is shifted to the right by one block.
VI. WHEN TO STOP?
We can consider transient probabilities in two different
contexts. Either we are interested in transient probabilities as
a performance measure on its own, or we can use transient
probabilities for model checking QBDs. We consider stopping
criteria for these two cases in the following.
A. A priori stopping criterion
Recall that uniformization requires a finite number of steps
n to be taken into account in order to compute the transient
probabilities for an allowed numerical error ε(n)t . The number
of levels l reachable from the representative level in one
direction when allowing up to n steps is computed by (5).
In order to get the state-to-state transient probabilities for all
states of the QBD, it is sufficient to compute them for levels
0, . . . , l+1 only. Hence, only a finite part of the infinite QBD
is needed.
After having completed n steps with uniformization with
representatives, we considered the finite portion of the QBD
as shown in Figure 6. Level l + 1 is the representative, as
outgoing from this level the boundary level cannot be reached
anymore with n steps. Moving up from the representative,
. . . . . .
level 0 1
representative
2l + 1l + 1
Fig. 6. Finite fraction of the QBD needed for the transient solution within
a given error bound.
we still have to consider l levels “to the right”. The highest
level we have to consider is therefore 2l + 1 (cf. Figure 6).
Thus, for a given accuracy, we reduced the task of computing
transient probabilities for an infinite QBD to the computation
of transient probabilities in a finite CTMC.
B. Dynamic stopping criterion
For model checking QBDs, we do not need the exact
probabilities; it is sufficient to know whether the probability
of reaching a given set of goal states meets the bound p.
A CSL until formula φ implies the calculation of transient
probabilities. However, it is always wrapped into the so-called
probability operator P./p(φ). Thus, we do not need the exact
probabilities, but we want do decide whether the probability
for φ meets the bound p. Applying the a priori stopping crite-
rion when model checking QBDs introduces several problems.
First, we might incur an unnecessary amount of computation,
because we might be able to decide the outcome after fewer
iterations. Second, there are several settings at which the accu-
racy is not sufficient to decide whether the probability meets
the bound, after having computed the transient probabilities.
To overcome these problems, we propose a dynamic stopping
criterion, which we claim to be optimal in the setting of model
checking QBDs.
Whenever a model checking algorithm relies on the calcu-
lation of transient probabilities at time t, we have to compare
for each starting state the probability of ending in one of a
given set of goal states G ⊆ S with probability bound p. The
probability to reside in a state in G, given that we started
at a state s, is denoted as γs(t). Hence, we have to decide
for all s ∈ S whether γs(t) meets the bound p. Along the
lines of uniformization with representatives we introduce an
approximation of γs(t) after n iterations as:
γ(n)(t) = V(n)(t) · γ(0).
Note that the vector γ(n)(t) follows the repetitive structure of
the QBD, just as the matrices V(n)(t) and U(n). The vector
can be split into several levels, where the first level constitutes
the boundary level and the following levels constitute the
appropriate repeating levels. In principle, γ(n)(t) is infinite, but
we can cut it to a finite representation, as from a representative
repeating level on, all levels contain the same values.
During the iteration over the number of considered steps
n, the entries of γ(n)(t) increase in a monotonic way. Thus,
comparing entries of the current probability vector γ(n)(t)
with the bound p on a regular basis, we might be able to
decide whether the probability meets the bound p after a
smaller number of iterations than computed a priori for the
static stopping criterion (cf. Section VI-A).
With uniformization with representatives, the computed
approximation after n steps is always an underestimation of
the actual probability. Fortunately, we are able to indicate the
maximum possible error as follows. Recall that ε(n)t is the
maximum error after n iteration steps (cf.Equation (2)). As we
consider a goal set G with |G| states, the overall maximum
error is given by ε(n)t · |G|, such that
γs(t) ≤ γ
(n)
s (t) + (ε
(n)
t · |G|).
From (2) follows clearly, that the value of ε(n)t decreases as
n increases. Exploiting the above inequality, we obtain the
following stopping criteria:
(a) γ(n)s (t) ≥ p ⇒ γs(t) ≥ p
(b) γ(n)s (t) ≤ p− (ε(n)t · |G|) ⇒ γs(t) ≤ p
These criteria can be explained as follows. Starting with a
small number of steps, we check whether, for the current
approximation one of the inequalities (a) or (b) holds for all
starting states. If we cannot yet stop the iteration, we increase
the number of iteration steps, check again, etc. until one of
the stopping criteria holds.
However, if for one of the starting states s ∈ S we have
γs(t) = p, the iteration never stops, as neither of the stopping
criteria ever holds. Once uniformization has stopped, we can
interpret the outcome as to whether a given starting state meets
the bound p.
C. Complexity
The index l of the representative increases with the number
considered steps n and decreases with the symmetric level
diameter d. The number of steps for uniformization is in
O(λt), where λ is the uniformization constant and t is the
time for which the transient probabilities are computed. The
index l of the representative is then in O(λt
d
)
We actually consider states of the boundary level and l+ 1
repeating levels as starting states and the states of the boundary
level and 2l + 1 repeating levels as end states (cf. Sec. 4.1).
The boundary level has N0 states and each repeating level has
N states, resulting in matrices with (N0 + (l+ 1)N) · (N0 +
(2l+1)N) entries. The storage complexity for the 3 probability
matrices U(n−1), U(n) and V(k) is then O(3(N20 + lN0N +
l2N2)).
Let ν denote the average number of transitions originating
from a single state of the QBD. Assuming a sparse rep-
resentation, the transition matrix P has storage complexity
O(ν(N0 + 2N)). To compute the transient probabilities the
sum ofO(λt) probability matrices has to be calculated, each of
which is the result of the multiplication of a probability matrix
with the matrix P. Thus, a single such multiplication has a
computational complexity of O(ν(N0 + 2N)). This results in
an overall computational complexity of O(λt · ν(N0 + 2N)).
VII. TOOL SUPPORT
We provide a small tool to calculate the transient probabili-
ties for all states as starting states and a possibly infinite set of
goal states in a QBD. As input we require a QBD and a set of
goal states on disk. The QBD is specified by 7 files containing
the transitions per block matrix and the number of states in the
boundary and in the repeating levels. We are able to generate
these files semi-automatically from a CSPL specification of a
stochastic Petri net. The set of goal states can consist of a finite
time
error
QBD goal
states
stopping criterion:
Uniformisation with
representatives
a priori
dynamic probability
bound
number of
iterationsprobabilities
transient
Fig. 7. Sketch of the tool architecture
set of goal states, that are spread independently / irregulary
over the QBD and an infinite set of goal states that repeat
themselves in the repeating levels. The goal states are read
from two files, one for the finite set and one for the infinite
set of repeating goal states.
To do transient analysis with uniformization we need two
parameters, the time point t and the allowed maximum error .
Both can be specified via a graphical user interface. With this
interface it is also possible to choose between the a priori and
the dynamic stopping criterion. In case the dynamic stopping
criterion is chosen, we have to specify the probability bound
with which the computed probability is compared as additional
parameter.
As output we get the transient probabilities for all starting
states to reach the set of goal states
VIII. CASE STUDY:
CONNECTION MANAGEMENT
We analyze the transient behavior of a connection man-
agement mechanism, known as “on-demand connection with
delayed release” (OCDR) [6], thereby using the technique
developed in this paper.
In Section VIII-A we describe the OCDR mechanism in
detail, in Section VIII-B we derive a QBD model for this
mechanism. Finally, we derive to different measures in Section
VIII-C.
A. System Description
The transport protocol TCP offers a connection-oriented
service in the Internet, which implies that a connection should
be established prior to any application data can be exchanged
[7]. Applications with a connectionless nature, such as e-
mail of web browsing, require that prior to application data
transfer, a connection is established. Arriving application-level
packets therefore potentially suffer a delay from the connection
establishment at the TCP transport layer boundary, unless
an existing connection can be (re)used. Once a connection
has been established, all application-level packets can be
transported and the connection can be released immediately
afterwards, or after some delay (time-out). The latter is ex-
actly the mechanism that is being used for HTTP 1.1; it’s
predecessor, HTTP 1.0, did not allow for connection reuse.
We analyze the OCDR mechanism as sketched in Figure 8.
Packets (often called ’segments’ in TCP context) that have to
be transported are generated by an abstract packet generator
and submitted to the queue that precedes the system. The
connection can be in one of two modes: (i) it can be active,
so that an arriving packet can be served immediately, at the
cost of maintaining an possibly unused connection; (ii) the
connection can be released, so that an arriving packet can only
be transmitted after the connection is reestablished, but there
are no costs for maintaining an unused connection. Arriving
packets at a released connection suffer an extra connection-
establishment delay. Once active, all queued packets, as well
as those arriving, can be transported. The connection is re-
leased after having been unused in active mode for some
predefined time-out period.
In this specific application, packets are assumed to arrive
in bursts, that is, the packet generator cycles through periods
in which packets are generated with high intensity, followed
by periods in which no packets are generated at all. The
connection management decides and controls when and how to
switch between modes, so as to find the right balance between
good performance (low delays) and low costs. Having served
the last packet of a burst, the connection will be held active
for some time, waiting for a new burst of packets to arrive. If
such a burst does not start within some time-out period, the
OCDR mechanism decides to release the connection.
Queue
burst
off
releasedactive
Connection management 
Packet 
Generator
µλβ α
c
r
Fig. 8. An abstract model of the OCDR mechanism for connection
management
B. QBD Model
To keep the model simple and illustrative, we assume
an exponentially distributed connection-establishment delay
with rate c, as well as an exponentially distributed time-out
for release with mean 1/r. The model could be extended
easily to more deterministic delays, e.g., by using Erlangian
approximations [11]. Packets take an exponentially distributed
amount of time to be transmitted, with rate µ. In a burst,
packets are generated according to a Poisson process with
rate λ. The generator switches between epochs of activity
and idleness, both exponentially distributed, with rates α and
β, respectively. Under these conditions, Figure 9 provides
the corresponding QBD. In this model the state space is
S = {(i, j, k) | i ∈ N, j, k = 0, 1}, where i denotes the
number of packets queued and currently being transmitted,
j denotes whether the connection is active (j = 1) or
released (j = 0), and k denotes whether the packet arrival
process is in a burst (k = 1) or not (k = 0). Clearly,
there are equivalent states in the boundary level and the
repeating levels. Each level i (= i tasks present) consists
of four states: Si = {(i, 0, 0), (i, 0, 1), (i, 1, 0), (i, 1, 1)}. The
symmetric level diameter is d = 1. Table I shows the numerical
values of the parameters as presented in [6].
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Fig. 9. QBD of the system model
TABLE I
NUMERICAL VALUES FOR THE PARAMETERS OF THE MODEL
parameter sec−1
λ 100
µ 125
α 1
β 0.04
c 10
r 10
C. Analysis
We consider two different transient measures for the OCDR
mechanism. First, we evaluate the probability to reach one of
the states in the boundary level (level 0) within a given period
of time. For this measure, we make the four goal states (0, j, k)
in the boundary level absorbing, since we are interested in
reaching them from any of the other states. The number of
goal states is 4.
The second measure we want to compute is the probability
of reaching a state, where no packets are generated (k = 0) and
the connection is released (j = 0). These are states (i, 0, 0) for
all i ≥ 0 which results in an infinite number of goal states. We
first compute the above measures with the a priori stopping
criterion in Section VIII-C.1, before we apply the dynamic
stopping criterion in Section VIII-C.2. For both measures we
choose as time instance t = 0.5 seconds.
1) A priori stopping criterion: Table II shows the a priori
computed number of steps n needed for a given accuracy ε(n)t .
Figure 10 gives the probabilities of reaching a state in the
boundary level within t = 0.5 seconds for ε(n)t = 10−6,
starting in any state of the considered part of the QBD.
For the states of the boundary level itself, these probabilities
are all 1. With growing distance from the boundary level,
the probabilities drop and reach values very close to zero
(< 10−20) at level 150 already. For level 256 and all higher
levels, the probabilities are 0 (for the given accuracy). That is,
level 256 is the representative for all following levels.
In Figure 11 we present the probabilities of reaching a
state (i, 0, 0) before t = 0.5. For these states themselves, the
probability is always 1 and we omit the corresponding curve.
For state (0, 0, 1) (no packet present, connection released,
packets are generated), the probability of reaching one of the
goal states is slightly larger than 0.1. For the first repeating
level the probability for (i, 0, 1) jumps to almost 0.3 and then
declines and stagnates at about 0.09. The explanation for this
is as follows: to reach one of the goal states from (i, 0, 1)
in a repeating level, one can either switch to one of the
states (i, 0, 0) without leaving released mode or one has to
go “through” the boundary level 0 before. The first is done
with constant probability 0.09, the second with a probability
declining with growing distance from the boundary level.
The curve for states (i, 1, 1) (connection established, generate
packets) also shows a jump at the beginning and then follows
the one for reaching the boundary level, because one always
has to go through a state in the boundary level in order to reach
a goal state. Among the states (i, 1, 0) (connection established,
no packets), the one in the boundary level (0, 1, 0) is the
only one from which a goal state is directly reachable and
it is highly probable that it actually switches to this state. For
the following repeating levels, the probability declines with
growing distance from the boundary level and settles down to
zero.
The curves show that the number of iterations needed
for a reasonable accuracy (e.g. ε(n)t = 10−6), according to
Table II, might actually be too large, as the values for the
computed probabilities already settle down for much smaller
level numbers. Note, that here, for d = 1 the number of
iterations n equals the level-index of the right most reachable
level. This behavior depends on the size and structure of the
QBD. This is exactly where the dynamic stopping criterion
turns out to be more efficient.
TABLE II
NUMBER OF STEPS REQUIRED FOR GIVEN ERROR BOUND ε(n)t
ε
(n)
t # steps n
10−1 169
10−2 193
10−3 212
10−4 226
10−5 243
10−6 256
2) Dynamic stopping criterion: Using the dynamic stop-
ping criterion, as presented in Section VI-B, Figure 12 shows
the number of uniformization steps needed for the computation
of the two measures, depending on the probability bound p.
The stopping criterion is adjusted to work with ≥ p. On the
x-axis we record the probability bound p. The y-axis shows
the actual number of iterations needed to decide for each state
whether the transient probability of reaching one of the goals
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states is below or above the probability bound p.
After 0 steps the comparison can be evaluated for p = 0 for
both measures: every probability is ≥ 0.
Then both curves show a jump to around 90 iterations. This
is because the Poisson probabilities are de facto equal to zero
in the first few iterations and no decision can be made when
comparing with p > 0. For the first measure (reaching the
boundary level), the number of iterations needed grows slightly
with p, but stays far below any of the a priori computed
numbers of iterations as given in Table II. The curve for
the second measure (reaching a state (i, 0, 0)) is less regular.
It shows several peaks at the beginning and then declines
slightly. A peak occurs every time when one of the computed
probabilities gets really close to the probability bound p we
have to compare with. But even these peaks are far below the
precomputed numbers of iterations from Table II. Note, that in
case a probability that is computed actually would agree with
the probability bound p, the dynamic algorithm would not stop.
But this is unlikely for “smooth” probability bounds p, because
the Poisson probabilities introduce quite crude numbers.
IX. RELATED WORK
We are aware of a number of other approaches toward
the computation of transient-state probabilities for infinite-
state CTMCs. We briefly refer to these here, and indicate the
difference to our approach.
In [20] the infinitely-sized Kolmogorov differential equa-
tions describing the transient state probabilities of the QBD
are transformed into the Laplace domain. The solution to
this differential equation system is then obtained (in the
Laplace domain) via the solution of an infinite system of
linear equations. Due to the QBD structure, a matrix-geometric
solution can be found for this equation system. The “only”
remaining problem is the required back-transformation to the
time domain. How to do that efficiently, is not described in the
paper. It is certainly of interest to investigate the applicability
of new methods for Laplace transform inversions in the context
of finite-state CTMCs, cf. [5] in our, infinite-state, context.
In any case, this approach does only consider transient-state
probabilities for a single starting state.
A variety of uniformization variants has been developed
over the last 20 years, for increased efficiency for particular
applications or parameter settings. For instance, Van Moorsel
and Sanders proposed adaptive uniformization for stiff CTMCs
[17], [18], [19], and Van Moorsel proposed orthogonal uni-
formization for acyclic CTMCs [17]. Van Moorsel also hints
at an approach called dynamic uniformization [17], and so
does Grassmann [3], as a technique to evaluate systems with
infinite state spaces. In their well-known 1984 paper [4], Gross
and Miller already refer to a possible use of uniformization for
infinite state systems; how to do this, is not discussed though.
In the last three works, only hints toward evaluating transient-
state probabilities in infinite-state systems are given; no true
algorithms or data structures are given, nor is the issue of
having an infinite number of possible starting states discussed.
With step-wise uniformization [1] it is possible to calcu-
late transient-state probabilities in large or even infinite-size
CTMCs and DTMCs. This is done by step wisely extending
the considered state space, i.e., on-the-fly while generating
the state space, until enough steps, given the time point
considered, are taken into account. Clearly, this requires a
unique starting state, and results in transient-state probabilities
just for that starting state.
Recent work by Van Houdt and Blondia [15], [16] addresses
the transient analysis of infinite-state D-MAP/PH/1 queueing
systems. First of all, this work has been set up for discrete-
time (but might be extended for continuous time). Secondly,
it has been tailored to very specific measures, being the
state probability distribution at time n (being a discrete time
identifier) or the waiting time of the n-th customer, all given a
single fixed starting state, i.e., the empty queue. Furthermore,
the analysis is approximate, in that the deterministic time-point
of interest is brought into the model (and so enlarges the state
space) using a negative binomially distributed random variable.
By increasing the number of phases in this random variable,
its variability decreases, hence, this random variable approxi-
mates the deterministic time value n ever-more precisely. The
advantage of this approach is that algorithms for steady-state
analysis can be used, albeit at the cost of being approximate.
Clearly, this approach differs from our approach substantially:
we address continuous time, and compute all transient state
probabilities for all states as starting states in an exact way.
In [8], Le Ny and Sericola present a transient analysis of the
continuous time BMAP/PH/1 queue, also using uniformiza-
tion. The paper focuses on the computation of the queue length
distribution at time t, i.e., Pr{QL(t) ≤ i}, as well as the busy
time period distribution, starting from an empty queue. Their
approach in a sense resembles ours, in that they also exploit
the QBD structure as well as the finite time period. However,
their method is tailored towards two specific measures, and
takes a single fixed starting state, whereas we compute all
transient state probabilities for all starting states at the same
time.
Finally, in [13] Rubino and Sericola propose a method
to compute the interval availability in finite-state Markovian
models given a initial state probability distribution. Their
method also works in case of infinite state spaces and a tri-
diagonal structure of the Markov chain, but this is not de-
scribed in detail (only mentioned in the conclusions). However,
the algorithm presented in this paper does not compute what
we want to compute, that is, the transient-state probabilities
for all states in a QBD, for all starting states.
In conclusion, the algorithms for transient analysis of QBDs
as available in or hinted at in the literature, do not compute
all transient-state probabilities for all starting states, as our
algorithm does.
X. CONCLUSIONS
Uniformization with representatives, as presented in this pa-
per, is an efficient adaptation of state-to-state uniformization,
and it has been developed specifically to compute transient
probabilities of QBDs. Exploiting the highly repetitive struc-
ture of QBDs, it is possible to use finite representations of
the infinite-sized matrices V(t) and U(n). We successively
compute approximations V(n)(t) that account for the transient
probabilities after n steps. Due to the special structure of
QBDs, it is possible to compute these matrices iteratively
without computational overhead. In contrast to the well-
known a priori stopping criterion we present another stopping
criterion that we claim to be optimal, if comparing a transient
probability to a given bound p, as is the typical thing to do in
CSL model checking. Finally, in a small case study, we have
shown our approach to be feasible.
We are the first to actually compute transient probabilities
on a wide class of infinite state CTMCs, considering the
complete infinite state space as starting states and as end states.
Uniformization with representatives is both computational and
storage efficient. The only drawback the approach suffers from
is that the number of considered steps can become large, as n
depends on the product λt; but this is a general drawback of
uniformization.
We intend to apply the idea of uniformization with repre-
sentatives to other structured classes of infinite-state CTMCs
as well. The optimal stopping criterion can also be used for
efficient model checking of finite CTMCs.
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