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Abstract
Graphical languages offer intuitive and rigorous formalisms for quantum physics.
They can be used to simplify expressions, derive equalities, and do computations.
Yet in order to replace conventional formalisms, rigour alone is not sufficient: the
new formalisms also need to have equivalent deductive power. This requirement
is captured by the property of completeness, which means that any equality that
can be derived using some standard formalism can also be derived graphically.
In this thesis, I consider the zx-calculus, a graphical language for pure state
qubit quantum mechanics. I show that it is complete for pure state stabilizer
quantum mechanics, so any problem within this fragment of quantum theory
can be fully analysed using graphical methods. This includes questions of cen-
tral importance in areas such as error-correcting codes or measurement-based
quantum computation. Furthermore, I show that the zx-calculus is complete
for the single-qubit Clifford+T group, which is approximately universal: any
single-qubit unitary can be approximated to arbitrary accuracy using only Clif-
ford gates and the T-gate. In experimental realisations of quantum computers,
operations have to be approximated using some such finite gate set. Therefore
this result implies that a wide range of realistic scenarios in quantum computa-
tion can be analysed graphically without loss of deductive power.
Lastly, I extend the use of rigorous graphical languages outside quantum theory
to Spekkens’ toy theory, a local hidden variable model that nevertheless exhibits
some features commonly associated with quantum mechanics. The toy theory
for the simplest possible underlying system closely resembles stabilizer quantum
mechanics, which is non-local; it thus offers insights into the similarities and
differences between classical and quantum theories. I develop a graphical cal-
culus similar to the zx-calculus that fully describes Spekkens’ toy theory, and
show that it is complete. Hence, stabilizer quantum mechanics and Spekkens’
toy theory can be fully analysed and compared using graphical formalisms.
Intuitive graphical languages can replace conventional formalisms for the analy-
sis of many questions in quantum computation and foundations without loss of
mathematical rigour or deductive power.
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Chapter 1
Introduction
The problems being investigated in quantum-theoretical research are getting increasingly
complex. As the experimental realisation of usefully-sized general-purpose quantum com-
puters approaches, the focus of much theoretical research in quantum computation is on
fault-tolerant computation schemes [42, 32], which need to deal with a large number of
physical qubits to encode a reasonably-sized logical computation: a fault-tolerant imple-
mentation of Shor’s algorithm [68] for factorising a 2048 bit number – a typical size for an
RSA key – is likely to require billions of underlying physical qubits [72].
While much progress has been made in the understanding of quantum information the-
ory, computation, and foundations, the mathematical formalisms have not changed very
much. In classical computer science, the increasing complexity of problems and algorithms
has led to the invention of increasingly abstract formalisms: for example, programming
languages that are designed for ease of use by human programmers have almost completely
replaced the old languages that closely followed the physical workings of the computing
device. This abstraction has two advantages: on the one hand, it makes writing code eas-
ier and less error-prone, and on the other hand, it makes code in modern programming
languages more widely portable because the details of the implementation that vary from
processor to processor are handled automatically. Computer scientists have also invented a
wide range of new formalisms for describing algorithms and problems, from the notion of
abstract games [5] to flow charts (originally introduced as process charts [39]).
A similar change is needed in quantum information theory. If quantum computing is
indeed more powerful than classical computation, the details of general operations on quan-
tum systems will never be efficiently tractable using classical means. Nevertheless, more
intuitive and abstract formalisms can simplify the analysis of problems significantly. From
this perspective, matrix mechanics is like assembly language, one of the earliest program-
ming languages: it is good for controlling all the details of a problem, but for complicated
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tasks, those details make the formalism error-prone and drown out the conceptual properties
and high-level features that may be more relevant to a solution.
An important class of high-level formalisms are graphical languages, which consist of
two-dimensional diagrams – as opposed to algebraic notations, which are written as one-
dimensional strings of symbols. A range of such languages have been developed in the
quantum computation, information, and foundations community. The most widely known
graphical language for quantum computation is quantum circuit notation, where qubits are
drawn as wires and operations as boxes [31, 58]. Many graphical languages are introduced
informally, nevertheless it is possible to make them rigorous using category theory [50]. This
process involves defining a translation from diagrams to an algebraic language, and proving
that different translations of the same diagram, or translations of different diagrams that
nevertheless seem “intuitively equal”, produce equivalent algebraic terms. For example, in
a quantum circuit diagram, gate symbols can “slide along” wires and the length of wires
does not matter. E.g., this diagram:
U
V
seems intuitively equal to this one:
U
V
for any single-qubit gates U and V , and it is possible to make this equality rigorous. Fur-
thermore, the equivalence of the two diagrams is much more intuitively obvious than the
corresponding algebraic equality:
(U ⊗ I)(I ⊗ V ) = (I ⊗ V )(U ⊗ I), (1.1)
where I is the single-qubit identity operator.
There are also more specifically quantum-mechanical phenomena that can be represented
particularly intuitively in graphical languages. These require a move away from quantum
circuit notation to richer graphical languages which represent states, measurement out-
comes, and in particular entanglement in a coherent way. Such graphical languages for
quantum theory were introduced by Abramsky and Coecke [19, 20, 2]. They keep the nota-
tion of qubits as wires and unitary operators as boxes, but rotate it by 90◦ so diagrams are
read from bottom to top rather than left-to-right. Inspired by the Dirac kets, a single-qubit
state is denoted by a triangle with one wire coming out:
|ψ〉 7→ ψ . (1.2)
2
There is no wire going in because it is irrelevant what the qubit was doing before: this
is the essence of state preparation. Similarly, the outcome of a destructive single-qubit
measurement is a triangle pointing the other way, with one wire going in:
〈φ| 7→ φ . (1.3)
There is no wire going out because what comes after the measurement does not matter.
Two-qubit states can be represented by triangles with two wires coming out, and two-qubit
measurement outcomes by triangles with two wires going in, and so on. So the Bell state
1√
2
(|00〉+ |11〉) could be denoted by a triangle with two wires coming out, but as this state
is maximally entangled, it actually makes more sense to draw it as a curved wire, a “cup”
[2] (we drop the normalisation factor for consistency with later definitions):
|00〉+ |11〉 7→ (1.4)
Then, ignoring normalisation, the quantum teleportation protocol [13] is represented by
the following diagram, where we have assumed for simplicity that no Pauli correction is
necessary:
ψ
Alice Bob
(1.5)
Alice holds the unknown state |ψ〉 and half of a Bell pair. Bob holds the other half. Alice
performs a Bell-basis measurement on her two qubits with outcome 1√
2
(〈00|+ 〈11|), which
is denoted by the “cap”, or upside-down curved wire. Now the proof that Bob ends up with
the state |ψ〉 consists of straightening and then shortening the wire:
ψ
Alice Bob
7→
ψ
Alice Bob
7→
ψ
Alice Bob
(1.6)
This is not just a way of informally illustrating the quantum teleportation protocol: the
process of straightening and shortening wires is mathematically well-defined and rigorous
[2]. Algebraic notations can therefore be replaced with more intuitive graphical languages
without losing mathematical rigour. It is also possible to derive complicated equalities
entirely graphically.
When working with algebraic equations to solve a mathematical problem, these equa-
tions are transformed according to certain rules. For example, adding the same thing to
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both sides of a true equality yields another true equality. Another example is the rule that
a part of an algebraic formula can be replaced with something equal to yield a new formula
equal to the original one. For example, consider the equation:
HZH = X, (1.7)
whereH is the Hadamard gate and Z andX are the respective Pauli gates. As a consequence
of this equality, whenever the term HZH appears in an expression, it can be replaced with
X, or conversely. These “cut and paste” algebraic transformations are called rewriting, and
equalities like (1.7) are rewrite rules. Systems of such rewrite rules are analysed in the
area of computer science called term rewriting [6]. A similar approach can be taken with
diagrams: specifying a set of basic diagram equalities as rewrite rules allows the derivation
of more complicated diagram equations by cutting and pasting parts of diagrams. That is
graphical rewriting [46]. For example, (1.7) can easily be turned into an equality between
two quantum circuits:
H Z H = X , (1.8)
which can then be used as a graphical rewrite rule.
The zx-calculus is a graphical language for pure state qubit quantum mechanics that
allows the representation of states, measurement outcomes, and entanglement. It was first
introduced by Coecke and Duncan [21] and extended by Duncan and Perdrix [33]. In this
graphical language, qubits are represented by wires and maps by labelled nodes. The zx-
calculus comes with a set of rewrite rules. It has already been used to analyse a range
of questions in quantum computation and quantum foundations, from quantum circuits
[21], via measurement-based quantum computations [21, 34], topological cluster-state com-
putation [49], quantum key distribution [29, 48], and quantum secret sharing [47, 73], to
non-locality [26].
In order to replace other standard formalisms, a graphical language like the zx-calculus
needs to have several important properties. Firstly, it should be universal, meaning that
any process in the underlying theory can be represented graphically. Secondly, the graphical
language should be sound, meaning that the rewrite rules allow only the derivation of true
equalities. This property is crucial: a new formalism is no good if it conflicts with the old
one. Thirdly, it should be complete, meaning that the rewrite rules allow the derivation of
all true equalities.
Universality and soundness are straightforward to ensure, and indeed the zx-calculus is
both universal and sound by construction [21, 22].
In this thesis, I prove that the zx-calculus is complete for several important fragments of
quantum theory, i.e. within these fragments, any true equality between zx-calculus diagrams
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can be derived using the rewrite rules. Therefore, standard formalisms for those fragments
of quantum theory can be replaced with the zx-calculus without any loss of deductive power.
The first zx-calculus completeness result in this thesis is for stabilizer quantum mechan-
ics [41], a fragment of quantum theory that can be operationally described by restricting
the allowed operations to preparations of computational basis states, computational basis
measurements, and the Clifford group of unitaries. Stabilizer quantum mechanics is of cen-
tral importance in areas such as error-correcting codes [58] or measurement-based quantum
computation [64].
I show that, using the zx-calculus rewrite rules, any stabilizer zx-calculus diagram can
be brought into a normal form. This normal form is not unique, but all equalities between
normal form diagrams can be derived graphically. As the rewrite rules of the zx-calculus
are invertible, being able to bring any diagram into a normal form and being able to derive
all equalities between normal form diagrams implies that all equalities between arbitrary
diagrams can be derived. Thus any question within pure state qubit stabilizer quantum
mechanics can be analysed entirely using the intuitive graphical formalism. This includes
the derivation of equalities between operators as well as the computation of probabilities.
Furthermore, I show that the zx-calculus is also complete for the single-qubit Clifford+T
group. This group of operations is approximately universal, i.e. any single-qubit unitary
can be approximated to arbitrary accuracy using just operations from the Clifford+T gate
set [14]. The completeness proof for the single-qubit Clifford+T group is built around the
definition of a normal form for such diagrams and the proof that it is unique. As all the
rewrite rules are invertible, the existence of a unique normal form immediately implies that
all equalities between single-qubit Clifford+T operators can be derived from the rewrite
rules of the zx-calculus.
In realistic implementations of quantum computers, particularly fault-tolerant ones, not
all operations can be implemented directly [58]. Instead, general operations are approxi-
mated using gates from a finite set such as Clifford+T, e.g. using the Solovay-Kitaev algo-
rithm [30]. Thus being able to derive all equalities within such an approximately universal
group means that a wide range of realistic questions can be analysed graphically without loss
of deductive power. Work is ongoing to combine single-qubit Clifford+T completeness with
stabilizer completeness into a completeness result for multi-qubit Clifford+T operators.
The final completeness result in this thesis extends the use of rigorous graphical lan-
guages outside quantum theory. Toy models for quantum foundations are models that are
described entirely using classical physics but which nevertheless exhibit many phenomena
usually considered quantum. They therefore offer insights into the similarities and differ-
ences between quantum and classical behaviour. To gain these insights, it is useful to have
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similar formalisms for describing a toy model and its quantum-physical equivalent. Here,
I focus on Spekkens’ toy bit theory [69, 70], a toy model that is very similar to stabilizer
quantum mechanics while being described in terms of local hidden variables. Stabilizer
quantum mechanics on the other hand is non-local: it is possible to violate Bell inequalities
[11] using only stabilizer operations.
I construct a graphical language similar to the zx-calculus for the toy theory and give a
set of sound rewrite rules for it. Furthermore, I prove that this graphical language allows the
derivation of all true equalities about the theory. Therefore stabilizer quantum mechanics
and Spekkens’ toy bit theory can be fully analysed and compared using intuitive graphical
methods.
The remainder of this thesis is structured as follows.
Chapter 2 contains an introduction to graphical languages for quantum theory, and how
to make them rigorous. Furthermore, the properties of soundness and completeness are
rigorously defined.
The zx-calculus with its rewrite rules is introduced in detail in Chapter 3. That chapter
also contains an introduction to stabilizer quantum mechanics and the single-qubit Clif-
ford+T group, together with standard formalisms for describing them, as well as their
representations in the zx-calculus.
Chapter 4 starts with a recap of the proof that the full zx-calculus is incomplete. Origi-
nal work is contained in Section 4.2, where it is shown that completeness results for restricted
fragments of pure state qubit quantum mechanics are possible despite the incompleteness
proof, and from Section 4.4 onwards. A normal form for stabilizer zx-calculus diagrams is
introduced and then used to prove that the zx-calculus is complete for scalar-free stabilizer
quantum mechanics, i.e. where two operators U and V are taken to be equal if there exists
some non-zero complex number c such that U = cV .
That completeness result is expanded in Chapter 5. First, it is shown that the zx-
calculus is complete for stabilizer quantum mechanics with scalars, i.e. any true equality
between stabilizer zx-calculus diagrams (now with the usual notion of equality) can be
derived from the rewrite rules. This includes the definition of a unique normal form for
stabilizer zero diagrams: diagrams representing a zero matrix. Finally, the completeness
proof is extended to the single-qubit Clifford+T group.
Spekkens’ toy theory is introduced in the first section of Chapter 6. A zx-like graphical
calculus for this toy model is developed and then shown to be complete. Most of the original
work in Sections 6.2 and 6.3 was done jointly with Ali Nabi Duman, with the exception of
results involving scalar diagrams, which are solely my own work.
Chapter 7 contains the conclusions and some ideas for further work.
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Chapter 2
Graphical languages and
completeness
New discoveries in theoretical physics are formulated and derived using mathematics. The
specific mathematical formalism used thus plays an important role in determining how easy
it is to find new results, or to understand them. Some results are much more intuitive in
certain formalisms than in others.
For example, the rule for chain rule for differentiation of a function f(y) with respect to
some variable x that y depends on is very intuitive when expressed in Leibniz’s notation:
df
dx
=
df
dy
dy
dx
, (2.1)
but much less so in operator notation:
Dxf = (Dyf)(Dxy). (2.2)
On the other hand, the operator notation clearly separates the differential operator from
the operand, whereas Leibniz’s notation does not.
Similarly, while the Old Babylonians would have been able to do many quantum me-
chanical calculations in cuneiform, that would not have been easy – and not just because
they did not know quantum theory. Cuneiform uses a base-60 position-value system that
allows the representation of large numbers as well as fractions, as long as they terminate in
base-60. Other numbers were approximated, for example
√
2, which is given as 1 24 51 10
in base-60 – in cuneiform, there is no symbol for separating the whole part of a number
from the fractional part – in the clay tablet shown in Figure 2.1; i.e.:
√
2 ≈ 1 + 24(60)−1 + 51(60)−2 + 10(60)−3 ≈ 1.4142130, (2.3)
which is the closest approximation to three sexagesimal places, and correct up to six decimal
places.
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Figure 2.1: A Babylonian clay tablet showing an approximation of
√
2 as 1 24 51 10 in
base-60. This number is used to compute the diagonal of a square of side 30 with result
42 25 35 in base-60. (Photo by Bill Casselman under Creative Commons Attribution 2.5
Generic license [16].)
For arithmetic operations such as reciprocals, squares, and square roots, the Babylonians
relied heavily on pre-computed tables. They did not have vectors, or complex numbers,
so computations involving a three-component complex vector would have to be split into
six interlinked computations for the real and imaginary parts of each component. The
Babylonians did not use equations either (those would not be introduced until the 16th
century AD), instead relying on “recipes” for solving specific classes of problems [57]. Thus,
even if they had known about quantum theory, they probably would not have been able
to explore the conceptual consequences in much depth as they would have been too busy
shutting up and calculating.
In this chapter, we consider different formalisms for quantum theory with a particular
focus on graphical languages. By graphical languages we mean two-dimensional mathe-
matical notations or formalisms. A variety of such languages are currently in use in the
quantum computing and quantum foundations community. We give an overview over some
of these languages. Often, graphical languages are introduced informally; nevertheless, they
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can be made rigorous using the mathematical framework of category theory. We introduce
the category theory needed to formalise graphical languages for quantum theory. Next, we
give a short introduction to graphical rewriting as a method for deriving equalities between
diagrams in graphical languages, and introduce completeness and related concepts. Finally,
we explain how derivations in graphical languages can be automated.
2.1 Formalisms for quantum theory
Many new mathematical formalisms were developed alongside quantum theory; the physi-
cist’s interests driving mathematical innovation and the mathematical progress enabling new
understanding of physical theory. We explain why we focus on formalisms used in quantum
computation and quantum foundations, and why graphical languages are particularly useful
in those areas of research.
2.1.1 Quantum computation and quantum foundations
Quantum theory encompasses the study of many different types of physical systems, from
photons to atoms and larger structures. Quantum foundations is particularly concerned
with investigating the differences between quantum physical behaviour and classical physics.
To do this, it helps to focus on idealised systems and ignore aspects of real systems that
complicate their analysis but are not considered to be relevant to foundational questions.
For example, while many real physical systems have an infinite-dimensional state space,
it is a lot more straightforward to deal with finite-dimensional systems. Moreover, research
often focuses on the smallest non-trivial quantum system: the qubit, whose state space is
C2.
Qubits also play a central role in the study of quantum computation as the analogues of
classical bits. In classical computing, any finite amount of data can be encoded in a finite
string of bits; similarly, in quantum computing, any quantum state of a finite-dimensional
system can be encoded in the joint state of some finite number of qubits. Therefore the
study of qubit-based quantum computers yields insights about more general systems as well.
The field of quantum computation is closely related to quantum foundations in that
both are concerned with finding similarities and differences between quantum behaviour
and classical behaviour. Quantum computation is more restricted in that it focuses on the
efficiency of solving various mathematical problems by encoding them in quantum systems,
whereas quantum foundations involves more general aspects of quantum physics. Further-
more, most approaches to quantum computation consider the evolution of quantum systems
to happen in discrete controlled time steps, e.g. the gates in the quantum circuit model or
the measurements in measurement-based quantum computing, whereas generally quantum
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systems evolve continuously. Many approaches to quantum computing focus on unitary
evolution with measurements; this is justified as any quantum process can be considered to
be a unitary process on some larger system, parts of which are then discarded. Quantum
computation makes use of a wide range of tools developed in classical computer science,
many of which are not used in other areas of quantum foundations.
2.1.2 Why graphical languages
Matrix mechanics has been one of the dominant formalisms for quantum theory since its
inception, and it is the main formalism for quantum computing. It has been used to derive
many important and interesting results. Yet, matrix mechanics is a very low-level formal-
ism, which makes it unwieldy and hard to parse when computations get more complicated.
For example, the size of a matrix is exponential in the dimension of the state space of the
underlying system. Furthermore, it is not straightforward to determine conceptual proper-
ties of quantum operations expressed as matrices, e.g. whether a matrix acting on multiple
systems represents a local transformation or not. Similarly, some important quantum me-
chanical phenomena are not at all obvious in matrices, e.g. quantum teleportation, which
was only discovered more than 60 years after the introduction of matrix mechanics [13].
For some fragments of quantum theory there exist more efficient descriptions, e.g. the
stabilizer formalism for stabilizer quantum mechanics [41]. Yet the stabilizer formalism
is efficient only for the stabilizer fragment of quantum theory. Thus, general high-level
languages are needed for the study of quantum computation and quantum foundations. By
this we mean languages that hide some of the intricacies of the matrix formalism and instead
focus more on conceptual properties of the quantum processes. The terminology is taken
from computer science, where low-level programming languages – those that closely mimic
the actual workings of a computer – have been superseded by higher-level ones, which are
much easier for humans to write and understand, at the cost of requiring a more complicated
translation before code can be executed [40]. Example of low-level programming languages
include machine code and assembly language. Almost all programming languages commonly
used today are high-level, e.g. Python, Java, or C++.
The distinction between low-level and high-level can be used more widely, where gener-
ally low-level descriptions or formalisms are more detailed and specific, whereas high-level
descriptions are more abstract and general.
Specifically, we consider high-level graphical languages, i.e. languages that use two-
dimensional diagrams. This is in contrast to algebraic terms, which are written on a line
and thus are one-dimensional. Graphical languages can be much more intuitive and easier
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to understand than algebraic ones. They are also better at showing symmetries of the
underlying structures.
Two-dimensional languages allow parallel composition – applying transformations to
two different systems at the same time – to be separated from sequential composition – the
application of transformations to the same system at different times – by designating one
dimension to roughly correspond to “space” and the other to “time”. This makes graphical
languages particularly useful for the study of networked and multiply-connected processes.
Example 2.1.1. The parallel composition of matrices is the Kronecker product. E.g., for
two 2 by 2 matrices A and B defined as:
A =
(
a11 a12
a21 a22
)
and B =
(
b11 b12
b21 b22
)
, (2.4)
their parallel composite is the 4 by 4 matrix:
A⊗B =

a11b11 a11b12 a12b11 a12b12
a11b21 a11b22 a12b21 a12b22
a21b11 a21b12 a22b11 a22b12
a21b21 a21b22 a22b21 a22b22
 . (2.5)
Example 2.1.2. The sequential composition of matrices is matrix multiplication. E.g., for
two 2 by 2 matrices A and B as defined in the previous example, their sequential composite
is the 2 by 2 matrix:
AB =
(
a11b11 + a12b21 a11b12 + a12b22
a21b11 + a22b21 a21b12 + a22b22
)
. (2.6)
A major difference between classical physics and quantum physics is the way the state
spaces of systems compose in parallel, i.e. when the systems are put “side by side” [3]:
classically, the resulting state space is the Cartesian product of the original spaces, meaning
each state of the joint system can be described by specifying separate states for each of
the component systems. For quantum systems, on the other hand, the joint state space
is the tensor product of the original state spaces and joint states may not correspond to
well-defined states of the separate systems: they can be entangled. Thus in the study of
quantum foundations, the study of composite systems is centrally important, and graphical
languages offer an intuitive way of analysing these systems.
2.2 Graphical languages for quantum theory
A variety of high-level graphical languages are already in use in the quantum computing,
quantum information, and quantum foundations community. We introduce several of these
languages and discuss their applications and limits.
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U1
U2
V
W
U3 U4
Figure 2.2: A quantum circuit diagram on three qubits. The operators U1, U2, U3, and U4
are single-qubit unitaries, V is a two-qubit unitary, and W a three-qubit unitary.
2.2.1 Quantum circuit notation
Quantum circuit notation is a well known graphical language for quantum computation,
associated with the quantum circuit model of quantum computation [31], which is derived
from classical logic gate circuits. In both quantum and classical circuits, computations are
broken down into basic steps called gates, which are taken from a fixed gate set. This
enables the complexity of computations to be analysed: if every gate is assumed to take a
fixed amount of time or some other resource, then the number of gates in the circuit or the
number of sequential layers of gates is a measure of the complexity.
The quantum circuit model implicitly assumes that the evolution of the underlying quan-
tum systems happens in discrete steps, as represented by the discrete gates. Furthermore,
it assumes that systems remain in the same state unless acted upon by a gate.
In quantum circuit notation, gates are (usually) denoted by labelled boxes with n input
wires on the left and n output wires on the right, where n is some positive integer [58].
According to the number of their inputs (and outputs), gates are referred to as “single-
qubit gates”, “two-qubit gates”, and so forth. A piece of wire without any gates denotes
the identity transformation on a single qubit, thus the length of wires is irrelevant for the
interpretation of a quantum circuit diagram. Gates can be combined by stacking them
horizontally, which denotes the tensor product of the corresponding matrices, i.e. the gates
are applied to different systems at the same time. Alternatively, the inputs of one gate can
be plugged into the outputs of another, which denotes matrix multiplication: the gates are
applied to the same system at different times. An example circuit with one-, two-, and
three-qubit gates is shown in Figure 2.2.
Wires in a quantum circuit diagram always connect inputs of one gate to outputs of
another: never inputs to inputs or outputs to outputs, and never inputs of one gate to
outputs of the same gate. Thus quantum circuit diagrams do not contain any cycles; a
path following wires from outputs to inputs and traversing gates from inputs to outputs
can never return to a gate previously visited.
The most commonly used gate set for quantum circuits consists of arbitrary single-qubit
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gates together with the two-qubit controlled-not gate, which represents the matrix:
CX =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 . (2.7)
The controlled-not gate is usually denoted by the symbol shown in Figure 2.3 a, rather
than by a box.
Any unitary operation on a finite number of qubits can be expressed as a quantum
circuit consisting of controlled-not and single-qubit gates. In classical computing, a finite
set of gates suffices to construct a logic circuit computing any Boolean function, e.g. the
nand gate. For quantum computing, there are many finite gate sets that allow any unitary
operator to be approximated to arbitrary accuracy [58].
One such set is the so-called Clifford+T set [14], which consists of the Clifford gates:{
S , H ,
}
, (2.8)
where:
S =
(
1 0
0 i
)
, and (2.9)
H =
1√
2
(
1 1
1 −1
)
, (2.10)
together with the T -gate:
T =
(
1 0
0 eipi/4
)
. (2.11)
The S-gate is often called phase gate, though that name is sometimes used for any or all
gates of the form:
Rφ =
(
1 0
0 eiφ
)
(2.12)
with some real number φ. To avoid confusion, we shall call the latter generalised phase
gates. The H-gate is called Hadamard gate.
Strictly speaking, the phase gate is redundant in the Clifford+T set as T 2 = S. It makes
sense to include S as a separate gate nevertheless, since in many quantum error correcting
codes, Clifford gates (including the phase gate) are easy to implement in a fault-tolerant
fashion, while T is much harder to implement fault-tolerantly [58]. Thus, for the analysis
of the complexity of fault-tolerant computations, it makes sense to distinguish between S-
and T -gates.
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(a) (b) (c)
Figure 2.3: Examples of special gate symbols in quantum circuit notation: (a) controlled-
not gate, (b) swap gate, (c) controlled-Z gate [58]. These symbols show clearly that swap
and controlled-Z are symmetric under interchange of the two qubits they act upon, whereas
controlled-not is not symmetric.
In both of the above gate sets, the controlled-Z gate (see Figure 2.3 c) is sometimes
used instead of controlled-not because it is symmetric under interchange of the two qubits
it acts upon. The fundamental properties of the gate set remain unchanged under this
substitution because the two gates can be transformed into each other using single-qubit
Clifford gates:
CZ = (I ⊗H)CX(I ⊗H), (2.13)
where I denotes the single-qubit identity transformation:
I =
(
1 0
0 1
)
. (2.14)
Where complicated quantum processes are built up from more basic transformations, a
quantum circuit diagram can be much easier to understand than a corresponding algebraic
representation. For example, the quantum circuit in Figure 2.2 can be written algebraically
as:
(I ⊗ I ⊗ (U4 ◦ U3)) ◦W ◦ (I ⊗ V ) ◦ (U1 ⊗ U2 ⊗ I), (2.15)
where I denotes the single-qubit identity transformation. It is clearly much easier to see
how the different transformations compose in the diagram.
Yet there are also some issues with quantum circuit notation. Quantum circuits are
not rigorously defined and there are no widely accepted rules for determining whether two
circuits are equal: to test equality, circuits are usually translated back into matrices. This
problem could be resolved as shown in Section 2.3; cf. also the set of generators and relations
for quantum circuits representing Clifford unitaries given by Selinger [67].
Quantum circuit notation is also not as intuitive as it could be: for example, instead of
the swap gate symbol in Figure 2.3 b, it would be better to use a wire crossing. That way,
equalities such as:
swap ◦ (U ⊗ V ) ◦ swap = V ⊗ U (2.16)
for any single-qubit unitaries U, V become intuitively obvious, cf. Figure 2.11. This, again,
is a problem that can be remedied.
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(a)
H
H
H
H
Z
Z S
S
H
(b)
|0〉
|0〉
|0〉
|0〉
Figure 2.4: (a) A stabilizer graph, and (b) a quantum circuit for preparing the corresponding
stabilizer state. The initial layer of Hadamard gates and the following controlled-Z gates
prepare the graph state, thus the correspondence between controlled-Z gates in the circuit
and edges in the graph. The final single-qubit gates correspond to the decorations: Z-gates
to minus signs, S-gates to self-loops, and Hadamard gates to empty nodes.
Lastly, quantum circuits always distinguish strictly between the inputs and outputs of a
gate and do not allow curved wires or cycles. Due to map-state duality, this distinction is not
a very natural one for quantum processes. As demonstrated e.g. by atemporal diagrams (see
Section 2.2.3), it can be quite useful to drop, or at least loosen, the strict time ordering in
diagrams. Furthermore, cycles have a very natural interpretation in diagrams for quantum
processes as representing the operation of tracing out subsystems. Nevertheless, these
generalisations are not allowed by quantum circuit diagrams.
2.2.2 Stabilizer graphs
The stabilizer graph notation represents pure qubit stabilizer states as decorated graphs
[37]. Stabilizer states are those quantum states that are simultaneous eigenstates of a group
of Pauli products: tensor products of the Pauli matrices and the identity matrix (cf. Section
3.3). A special class of stabilizer states are the graph states, whose entanglement structure
is that of a finite simple graph, where the qubits represent the vertices and entanglement
represents the edges. Graph states thus have a straightforward diagrammatic representation
by simply drawing the associated graph.
Any stabilizer state is related to some graph state via a local Clifford operation, i.e.
an operation that decomposes into a tensor product of single-qubit Clifford unitaries [71].
Stabilizer graph notation extends the graph state notation to general stabilizer states by
using decorations on the graph vertices to denote the unitary applied to the corresponding
qubit. Thus, vertices in stabilizer graphs can be empty or filled, have a minus sign or not,
and they can have a self-loops or not. An example stabilizer graph is shown in Figure 2.4
a.
Stabilizer graphs are not unique, i.e. there may be multiple ways of representing the
same state. Nevertheless, the formalism includes a decision procedure for diagram equality,
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as well as algorithms for the transformation of stabilizer graphs under Clifford operations
[37] and Pauli measurements [38].
Stabilizer graphs are a more efficient notation for stabilizer states than the standard
notation in terms of computational basis states. Some symmetries of stabilizer states are
easier to see in stabilizer graphs than in other formalisms.
Yet, unlike the other graphical languages introduced here, stabilizer graph notation
represents quantum states rather than more general transformations. Thus, most of the
discussion in this chapter about making graphical languages rigorous does not apply to
stabilizer graphs. Furthermore, this is the least general notation introduced here, as it
can only represent a fragment of pure qubit quantum theory. Still, the stabilizer graph
formalism provides some useful ideas for later work in this thesis, cf. Section 4.4.
2.2.3 Atemporal diagrams
Atemporal diagrams generalise circuit diagrams by dropping any notion of time ordering in
order to explore map-state duality [44]. They also allow arbitrary state spaces, rather than
just qubits.
Diagrams consist of large labelled circles called centres, which represent quantum states,
transformations, or measurements, as well as smaller labelled nodes. The latter, which are
connected to the centres by directed edges, denote the Hilbert spaces involved in a process.
Edges can connect to centres anywhere, and centres can have any number of edges. Some
examples of atemporal diagrams are shown in Figure 2.5. Two atemporal diagrams are
equal whenever the same components are connected in the same way, irrespective of the
actual layout of the diagram. The direction of the edges, together with the decoration of the
nodes – “open” (i.e. empty) or “closed” (i.e. filled) – indicates whether a process involves
a Hilbert space or its dual space. There is some redundancy in the notation, as edges are
always directed towards open nodes and away from closed ones.
Disconnected diagrams can be put next to each other to denote the tensor product of
the corresponding transformations. An open node and a closed node with the same label,
representing some Hilbert space and its dual, can be plugged together; this corresponds
to an inner product or a (possibly partial) trace. When diagram components are plugged
together in this way, the two connected nodes are usually left out and the wire is labelled
instead, cf. Figure 2.5 b. The adjoint of an atemporal diagram can be constructed by
changing empty nodes to filled and filled ones to empty, flipping the direction of arrows,
and adding “†” symbols to the labels of boxes with the rule that two daggers on the same
label cancel. An example is given by Figure 2.5 b and c.
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Figure 2.5: Examples of atemporal diagrams: (a) A transformation M ∈ H†a ⊗ Hb, i.e. a
map from Ha to Hb. (b) Applying a transposer to the wire labelled “a” yields a state AM
in the space Ha ⊗Hb. (c) The adjoint of the state AM , which is an element of the space
H†a⊗H†b. (d) The adjoint of the transposer A is its inverse [44]: plugging A and A† together
yields the identity map on Ha, which is written as a line with no centres. Note that while
all the diagrams shown here are line graphs, atemporal diagrams can have any structure
and centres are allowed to have more than two connecting edges.
The only distinction between inputs and outputs in atemporal diagrams is the direction
of the arrows and the colour of the nodes. An invertible “transposer” A ∈ Ha ⊗Ha maps
closed nodes to open ones, cf. Figure 2.5 b, c, and d. The transposer is nominally a state,
so it might seem strange that it should have an inverse. Yet in the notation of atemporal
diagrams, a state in Ha ⊗Ha can also be thought of as a map from H†a → Ha, which can
be invertible in the more usual sense. This notion of invertibility also appears in the snake
equations in compact closed categories, see Section 2.3.
Atemporal diagrams are useful for showing analogies between maps and states, but as
a notation they are too general to be very useful for computations.
2.2.4 Other graphical languages
There are various other graphical languages for quantum information or computation, many
of them inspired by Penrose’s graphical notation for tensors [59]. In Penrose’s notation,
tensors are denoted by simple geometric symbols like circles or squares, and tensor indices
by wires going into or out of the tensor symbol. Outer products correspond to juxtaposition
of tensor symbols, contractions to wire connections. Further decorations on sets of wires
are used to denote symmetrisation or anti-symmetrisation over the corresponding indices.
A simple example of this notation is shown in Figure 2.6 a.
Hardy’s duotensor notation provides a unified graphical language for generalised prob-
abilistic theories including quantum theory [45]. Operations in those theories are denoted
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A
B
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(b)
ρi
Uj
Vk
A
C
B
D
(c)
Figure 2.6: (a) Penrose’s graphical notation for the outer product θabc χ
d
efg, where θ
ab
c is
denoted by a circle and χdefg by a triangle. (b) The duotensor for a network consisting of
three operations. (c) Diagram for the preparation of a joint state of two systems A and C,
followed by local transformations on the two subsystems, in the Pavia notation.
by boxes, which can be wired together to form networks. Duotensors are the mathematical
objects corresponding to certain operations, these are represented graphically as boxes with
black or white nodes on all of the outputs. Plugging duotensors together corresponds to
summations. In this way, duotensors can be used to derive probabilities for the correspond-
ing operations. An example duotensor network is shown in Figure 2.6 b.
Chiribella et al. describe and analyse general probabilistic theories using a graphical
language [17], which we call the Pavia notation. In this language, which is modelled after
quantum circuit notation, labelled boxes denote processes, called “tests”. Wires correspond
to systems and are labelled with the system type. Tests can be composed in parallel or in
sequence, and there are tests without inputs, corresponding to preparations of systems, and
tests with no outputs, corresponding to destructive measurements. An example diagram in
this graphical language is shown in Figure 2.6 c. Tests are probabilistic, i.e. they may have
one of a set of different effects. In addition to the effect on systems, any test also has a
heralding output: this can be thought of as a display or light on a laboratory device, which
signals which of the set of operations has actually happened. These outputs are indicated
by subscripts on the test labels.
Penrose’s graphical notation is not a notation for quantum theory but for tensors. The
other two notations encompass quantum theory, but they are very general. This makes
them less useful for specific applications in quantum theory.
2.2.5 The zx-calculus
There are various graphical languages directly based on categorical quantum mechanics,
including the zx-calculus [21]. The zx-calculus is a formalism for pure state qubit quantum
mechanics with post-selected measurements. Diagrams consists of green and red nodes
called spiders with arbitrarily many inputs and outputs and attached phase labels, plus
yellow nodes with one input and output each. The green and red nodes represent maps
in the computational and Hadamard basis, respectively, and the yellow nodes represent
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7→ H 7→ H Rφ 7→ φ
Figure 2.7: The translations of controlled-not, Hadamard, and generalised phase gates Rφ
into the zx-calculus [21]. Note the change of orientation from left-to-right to bottom-to-
top. In the zx-calculus representation of controlled-not, the vertical wire through the green
node (here: on the left) corresponds to the control qubit, the vertical wire through the red
node (here: on the right) to the target qubit.
γ β α 0
H H H H
Figure 2.8: The zx-calculus representation of a MBQC pattern for a general single-qubit
unitary RαHRβHRγ , where Rφ are the generalised phase gates defined in (2.12) and H is
the Hadamard gate. In the MBQC pattern, the input qubit on the left is entangled with the
first qubit of a 4-qubit line graph. The first four qubits are then projected onto the states
(|0〉 + eiφ |1〉) with φ taking values γ, β, α, and 0, respectively. For simplicity, it has been
assumed here that all measurements give the desired outcomes so that corrections are not
necessary. The zx-calculus notation can also be extended to keep track of the propagation
of error corrections [34].
Hadamard operators. Nodes can be connected in any way and edges are allowed to cross
and curve.
Ignoring normalisation, quantum circuits consisting of controlled-not, Hadamard, and
generalised phase gates – cf. (2.12) – can straightforwardly be translated into the zx-
calculus, see Figure 2.7. The zx-calculus is more versatile than quantum circuit notation
though: most zx-calculus diagrams do not arise from quantum circuits in this way.
Furthermore, with the ability to represent states and post-selected measurements as well
as unitary transformations, measurement-based quantum computations (MBQC) [64] can
be translated into zx-calculus diagrams in a much more natural way than their translation
into circuits [34]. Each qubit in a graph or cluster states – the underlying resource for
MBQC – can be represented in the zx-calculus as a green node with an output. Edges in
the graph state are represented by yellow nodes connected to two qubits. The measurements
in the basis {|0〉 + eiφ |1〉 , |0〉 − eiφ |1〉} for some real φ required by MBQC algorithms are
represented as green nodes with one input and phase labels φ or (φ+pi). Extra notation can
be introduced to keep track of the propagating Pauli corrections resulting from the different
measurement outcomes [34].
A more detailed and rigorous introduction to the zx-calculus is given in Chapter 3.
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2.3 Making graphical languages rigorous
Graphical notations are often introduced as informal personal short-hands and used to de-
velop an intuitive understanding of a problem that can then be confirmed using a more
rigorous but less intuitive language. This means doing the same work twice: once graph-
ically, then again in the alternative formalism. An alternative approach is to make the
graphical languages themselves rigorous, so reliable results can be derived entirely graphi-
cally.
The graphical languages for quantum theory introduced in the previous section, with the
exception of stabilizer graphs, have many properties in common: in all of these languages,
processes are denoted by some kind of node or box, and systems are denoted by wires.
These languages can be made rigorous using category theory. That approach was pioneered
by Joyal and Street, who analysed a range of graphical notations from Feynman diagrams
to Petri Nets and gave them rigorous underpinnings [50]. Category theory is the natural
formalism for making graphical languages rigorous, as monoidal categories are the most
general mathematical structures incorporating both parallel and sequential composition of
transformations. We introduce the concepts from category theory needed to make graphical
languages rigorous. We then explain how to apply the category theory to graphical lan-
guages like the ones considered in the previous section. Further information can be found
in [18], which is aimed at physicists. The standard textbook is [55]. A soon-to-appear text-
book will introduce category theory, graphical languages, and quantum theory side-by-side
[27].
2.3.1 Basic category theory for graphical languages
A category is an abstract mathematical structure describing – informally speaking – a
collection of processes and the way they compose. Unlike in a group, where any two elements
can be composed, generally not all processes in a category are composable: each process in
a category has a specified “input system” and “output system”, and two processes compose
only if the input system of the one is the same as the output system of the other. Formally,
the “systems” are called objects and the processes arrows.
Definition 2.3.1. A category C consists of:
• a collection of objects Ob(C),
• for any two objects A,B ∈ Ob(C), a set of arrows C(A,B),
• for each object A ∈ Ob(C), an identity arrow 1A ∈ C(A,A), and
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• a sequential composition operation for arrows:
(− ◦ −) : C(B,C)× C(A,B)→ C(A,C), (2.17)
where A,B,C ∈ Ob(C),
satisfying the following axioms:
• Composition is associative, i.e. for any f ∈ C(A,B), g ∈ C(B,C), and h ∈ C(C,D):
h ◦ (g ◦ f) = (h ◦ g) ◦ f. (2.18)
• The identity arrows are units for composition, i.e. for all f ∈ C(A,B):
1B ◦ f = f = f ◦ 1A. (2.19)
As the source and target objects are important, an arrow f ∈ C(A,B) is usually written
as f : A→ B or even A f−→ B. Arrows are sometimes also called morphisms; an arrow that
has an inverse is called isomorphism.
Example 2.3.2. Any physical theory could be formalised as a category, where the physical
systems are the objects and their transformations are the arrows. In this case, the sequential
composition operation corresponds to simply applying one transformation after the other,
and the identity arrow corresponds to the transformation that leaves a system invariant.
Example 2.3.3. A more mathematical example is Set, the category whose objects are
sets and whose arrows are functions. Composition is sequential application of functions, i.e.
given functions f : A→ B and g : B → C for sets A,B,C, their composite is:
g ◦ f : A→ C :: a 7→ g(f(a)). (2.20)
The identity arrows are the identity functions, i.e. for A ∈ Ob(C):
1A : A→ A :: a 7→ a. (2.21)
Example 2.3.4. The category Rel again has sets as objects but the arrows are relations.
A relation A
R−→ B can be thought of as a subset of the Cartesian product A × B. The
sequential composition operation in Rel is that of relational composition, i.e. the composite
of R and a relation B
S−→ C is:
S ◦R = {(a, c) | ∃b ∈ B s.t. (a, b) ∈ R ∧ (b, c) ∈ S} ⊆ A× C. (2.22)
Identity arrows are the identity functions, considered as relations:
1A = {(a, a) | a ∈ A} ⊆ A×A. (2.23)
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Example 2.3.5. The category Hilb has complex Hilbert spaces as objects and bounded
linear maps as arrows. The sequential composition operation is the composition of linear
maps as functions. Identity arrows are the usual identity linear maps.
The categories FRel and FHilb are defined by restricting the objects of Rel to finite
sets and of Hilb to finite-dimensional Hilbert spaces, respectively.
Classical deterministic physics is modelled in the category Set. Hilb and FHilb are the
settings for categorical quantum mechanics. While Rel at first glance seems very similar
to Set – after all, they have the same objects – it is actually more similar to Hilb. We see
in Chapter 6 that a subcategory of FRel describes Spekkens’ toy bit theory.
Definition 2.3.6. Let C and D be categories. C is a subcategory of D if all objects and
arrows of C are also objects and arrows of D, with identities and composition of arrows
being the same in both categories.
It can be interesting to relate categories to each other via transformations that act on
categories.
Definition 2.3.7. Let C and D be categories. A map F : C → D is a functor if it satisfies
the following:
• F assigns an object FA ∈ Ob(D) to each object A ∈ Ob(C),
• F assigns an arrow Ff ∈ D(FA,FB) to each arrow f ∈ C(A,B),
• F preserves composition of arrows:
F (f ◦ g) = Ff ◦ Fg (2.24)
for any composable f, g in C, and
• F preserves identity arrows:
F1A = 1FA. (2.25)
Example 2.3.8. There exists a functor from the category of physical systems that evolve
according to classical deterministic physics into the category Set, sending each physical
system to its set of states, and each transformation to a corresponding function between
state sets.
Example 2.3.9. The map from Set to Rel that does the obvious thing on objects and
sends each function f : A→ B to a relation Rf ⊆ A×B given by:
Rf = {(a, f(a)) | a ∈ A}, (2.26)
is a functor.
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A basic category allows sequential composition of transformations, i.e. applying transfor-
mations one after the other. There is no way of expressing the idea of putting two systems
side by side and applying a transformation to the first “at the same time” as applying
a transformation to the second. To study this new type of composition, called parallel
composition, we add new structure to categories.
Definition 2.3.10. A strict monoidal category is a category C together with a parallel com-
position operation for objects, denoted by A⊗B, a unit object I, and a parallel composition
operation for arrows:
(−⊗−) : C(A,B)× C(C,D)→ C(A⊗ C,B ⊗D), (2.27)
such that for any A,B,C ∈ Ob(C) and any arrows f, g, h, j that are composable in the
required ways, the following hold.
• The parallel composition is associative on objects, and I is a unit for it:
(A⊗B)⊗ C = A⊗ (B ⊗ C) (2.28)
A⊗ I = A = I ⊗A. (2.29)
• The parallel composition is associative on arrows, and 1I is a unit for it:
h⊗ (g ⊗ f) = (h⊗ g)⊗ f (2.30)
f ⊗ 1I = f = 1I ⊗ f. (2.31)
• Parallel and serial composition satisfy the interchange law :
(g ◦ f)⊗ (j ◦ h) = (g ⊗ j) ◦ (f ⊗ h). (2.32)
The parallel composition operation in a monoidal category is also called monoidal prod-
uct, hence the name. The term “strict” in the above definition refers to the fact that the
associative and unit laws for parallel composition are equalities. In general monoidal cat-
egories, these only hold up to so called structural isomorphisms, which satisfy a number
of coherence equations. The coherence equations then imply the interchange law. We ig-
nore these intricacies here, which is justified as any monoidal category is equivalent – in a
rigorously-defined way, via functors that preserve the monoidal structure – to some strict
monoidal category [55], and graphical languages always yield strict monoidal categories.
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Example 2.3.11. The category Set can be made into a monoidal category by using the
Cartesian product of sets as the parallel composition on objects. The unit object is the
one-element set. Parallel composition of functions corresponds to element-wise application:
given functions f : A→ B and g : C → D, the parallel composite of f and g is:
f ⊗ g : (A⊗ C)→ (B ⊗D) :: (a, c) 7→ (f(a), g(c)). (2.33)
Rel can be made into a monoidal category in a similar way.
Example 2.3.12. The category Hilb can be made into a monoidal category with the usual
tensor product as the parallel composition operation. The unit object is the one-dimensional
Hilbert space. The same holds for FHilb.
Example 2.3.13. The strict monoidal category equivalent to FHilb, denoted MatC, has
natural numbers as objects (which can be thought of as the dimension of the Hilbert space).
Arrows in MatC(n,m) are complex matrices of size m by n, with matrix multiplication as
sequential composition and identity matrices as identity arrows. The parallel composition
of objects is given by multiplication of numbers: n ⊗m = nm, with 1 as the unit object.
Arrows compose in parallel by Kronecker product of matrices.
An object in MatC can be thought of as a Hilbert space with a chosen basis, which then
allows linear maps to be uniquely expressed as matrices in terms of those chosen bases.
Strict monoidal categories are already almost sufficient for describing circuit diagrams
with their rigid structure: all that is missing is a swap-map that interacts with the other
arrows in the intuitively expected way.
Definition 2.3.14. A strict symmetric monoidal category is a strict monoidal category C
with a swap arrow σA,B for any pair of objects A,B ∈ Ob(C), which satisfies the following
axioms.
• Swapping two systems and then swapping them again is equivalent to not doing any-
thing:
σB,A ◦ σA,B = 1A ⊗ 1B. (2.34)
• Swapping two objects and then applying two arrows in parallel is the same as inter-
changing the arrows and then swapping, i.e. for any f : A→ A′ and g : B → B′:
(f ⊗ g) ◦ σA,B = σB′,A′ ◦ (g ⊗ f). (2.35)
• Swapping an object with the unit object I is the same as not doing anything:
σA,I = 1A. (2.36)
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• Swapping an object with a composite object is the same as component-wise swapping:
(1B ⊗ σA,C) ◦ (σA,B ⊗ 1C) = σA,B⊗C . (2.37)
Again, the strict symmetric monoidal category is actually a special case of a symmetric
monoidal category, in which several of the axioms involve isomorphisms rather than being
exact equalities.
Example 2.3.15. The category Set is symmetric with swap arrow:
σA,B : (A⊗B)→ (B ⊗A) :: (a, b) 7→ (b, a). (2.38)
The corresponding relation is a swap arrow for Rel, and similarly for FRel.
Example 2.3.16. The category Hilb is symmetric with the swap arrow σH,H′ for two
Hilbert spaces H,H′ being the unique linear map satisfying:
|φ〉 ⊗ |ψ〉 7→ |ψ〉 ⊗ |φ〉 (2.39)
for all |φ〉 ∈ H, |ψ〉 ∈ H′. The swap arrow for FHilb is defined similarly.
Circuit diagrams, including quantum circuits, can be modelled in strict symmetric
monoidal categories. zx-calculus diagrams on the other hand have components that can-
not be expressed in general strict symmetric monoidal categories: curved wires with either
two inputs or two outputs, and cycles. These can be described category-theoretically as a
compact structure [2, 3].
Definition 2.3.17. A strict symmetric monoidal category C is called a compact closed
category if for every object A ∈ Ob(C) there exists an object A∗ ∈ Ob(C) called the dual of
A with arrows ηA : I → A∗ ⊗A and A : A⊗A∗ → I such that:
(A ⊗ 1A) ◦ (1A ⊗ ηA) = 1A, and (2.40)
(1A∗ ⊗ A) ◦ (ηA ⊗ 1A∗) = 1A∗ . (2.41)
As before, if the compact structure is put on a general symmetric monoidal category, the
equalities in the definition involve various isomorphisms, which are identities in the strict
case. The coherence theorems for the structural isomorphisms for compact closed categories
were originally proved in [51].
Example 2.3.18. The category Set is not compact closed because there is only a single
function from any object A to the one-element set: the function that maps every element
of A to the single element of the one-element set. It is therefore impossible to find arrows
satisfying the equalities in Definition 2.3.17.
25
Example 2.3.19. The category Rel on the other hand can be given a compact structure:
take each set to be self-dual, i.e. A∗ = A for all A ∈ Ob(Rel). Denote the one-element set
by {•}. Consider the relations ηA and A as subsets of {•} × (A × A) and (A × A) × {•},
respectively. Then:
ηA = {(•, (a, a)) | a ∈ A}, and (2.42)
A = {((a, a), •) | a ∈ A}. (2.43)
Example 2.3.20. The category FHilb is compact closed. The dual of a Hilbert space H
is taken to be the usual dual, i.e. the space of functions C → H. For finite-dimensional
Hilbert spaces, this makes H∗ isomorphic to H. To define the arrows ηH and H, pick an
orthonormal basis {|i〉} for H and, using the same notation for the corresponding basis of
H∗, let:
ηH =
∑
i
|i〉 ⊗ |i〉 , and (2.44)
H =
∑
i
〈i| ⊗ 〈i| . (2.45)
The category Hilb cannot be given a compact structure because the maps ηH and H
as defined above are not bounded when H is infinite-dimensional.
There is a final piece of category-theoretical structure that is useful for describing quan-
tum theory: dagger functors, which are generalisations of the Hermitian adjoint of linear
maps.
Definition 2.3.21. A dagger functor on a category C is a functor (−)† : C → C which
acts as the identity on objects, i.e. A† = A for all A ∈ Ob(C), and satisfies the following
conditions on arrows.
• The dagger functor inverts the directions of arrows and of sequential composition:
(f : A→ B)† = (f † : B → A), and (2.46)
(f ◦ g)† = g† ◦ f †. (2.47)
• The dagger functor is involutive, i.e. for all arrows f in C:
(f †)† = f. (2.48)
The first property, that of inverting the direction of arrows, is also referred to as con-
travariance of the functor. A compact closed category with a dagger functor that interacts
nicely with the parallel composition, the swap arrow, and the compact structure, is called
dagger compact closed. This type of category was first introduced in [2] under the name
“strongly compact closed category”.
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Definition 2.3.22. A dagger compact closed category is a compact closed category C with
a dagger functor (−)† satisfying the following conditions.
• The dagger of the parallel composite of two arrows is the same as the parallel composite
of the daggers of the two arrows:
(f ⊗ g)† = f † ⊗ g†. (2.49)
• The dagger of the swap arrow is its inverse:
σ†A,B = σB,A. (2.50)
• The maps associated with the compact structure for an object and its dual object are
related to each other via the dagger functor:
†A = ηA∗ . (2.51)
Example 2.3.23. The category FHilb is dagger compact closed with Hermitian adjoint
of linear maps as the dagger. Similarly MatC, where the dagger is the usual Hermitian
adjoint of complex matrices.
Example 2.3.24. The category Rel is dagger compact closed with relational converse as
the dagger. For a relation R ⊆ A×B, the relational converse is defined as:
R† = {(b, a) | (a, b) ∈ R} ⊆ B ×A. (2.52)
Dagger compact closed categories are the setting for categorical quantum mechanics,
i.e. the analysis of quantum theory and similar theories as categories. As laid out in the
following sections, dagger compact closed categories are also the appropriate setting for
formalising graphical languages based on string diagrams.
2.3.2 String diagrams, algebraic equalities, and graph isomorphisms
In formalising graphical languages, we focus here on languages that represent processes
as string diagrams: diagrams consisting of boxes, which denote maps, and wires, which
denote systems – or, equivalently, the identity maps on those systems. Unlike mathematical
graphs, wires in string diagrams do not need to be connected to boxes at both ends, or at
all. Quantum circuit notation, Penrose’s notation, the Pavia notation, and the zx-calculus
are examples of this type of graphical language.
There are two steps to the process of making a graphical language rigorous: firstly, one
needs to give an explicit translation between diagrams and algebraic terms. Secondly, one
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Figure 2.9: The cuts – indicated by dashed lines – that produce (2.15) from Figure 2.2.
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Figure 2.10: The interchange law in quantum circuit notation. Dashed lines indicate where
the diagrams are “cut” to produce the algebraic representation. Other than the different
arrangements of cuts, the diagram on the left is identical to the one on the right.
needs to prove that two diagrams that seem intuitively equal translate to algebraic terms
that are equal.
String diagrams can be translated into algebraic terms by cutting the diagrams up
into segments containing exactly one map, using only horizontal and vertical cuts. We
assume this is always possible. Each map is then represented by a symbol in the term
language, and symbols are combined using – in the quantum case – tensor product and
matrix multiplication. The correspondence between cut direction and mode of composition
depends on the direction of the diagrams; for quantum circuits, horizontal cuts correspond
to tensor products and vertical ones to matrix multiplication. For example, to produce
(2.15), the circuit diagram has been cut up as shown in Figure 2.9.
To make this correspondence rigorous, one needs to show that the terms resulting from
different decompositions of the same diagram are all equal. This is ensured, among other
axioms, by the requirement that maps f, g, h, j in any monoidal category, which are com-
posable in the required way, satisfy the interchange law (2.32):
(g ◦ f)⊗ (j ◦ h) = (g ⊗ j) ◦ (f ⊗ h),
where ⊗ denotes parallel composition and ◦ denotes sequential composition. Given this
equality, the diagrammatic notation is clearly more intuitive than the algebraic one: the
interchange law is tautological in diagrams, as demonstrated in Figure 2.10, whereas it is
not at all obvious in the algebraic notation.
The interchange law is not the only equality with this property: there are other category-
theoretical structures whose defining equalities are very intuitive when represented dia-
grammatically. E.g., equalities involving the swap-operation become very intuitive when
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UV
=
V
U
Figure 2.11: In graphical notation, it is intuitively obvious that swap ◦(U ⊗ V )◦ swap is
equal to V ⊗ U if the symbol for swap is a wire crossing.
= (a) = (b)
Figure 2.12: The snake equations in a graphical language that is read from bottom to top,
e.g. the zx-calculus.
the symbol of two crossing lines is used to represent swap. An example of this is shown in
Figure 2.11.
This notion of diagram equalities being intuitive even when two diagrams are not iden-
tical is covered by the idea of graph isomorphisms between string diagrams.
Definition 2.3.25. Two string diagrams are equal up to graph isomorphism if there exists
a bijection between the two that keeps the inputs and outputs in the same order and assigns
to each element of the first diagram an equivalent element of the same diagram such that
all elements are connected up in the same way.
In particular, two diagrams are isomorphic if, keeping the inputs and outputs fixed,
one can be transformed into the other by topological transformations such as crossing or
uncrossing wires, stretching or shortening wires, moving nodes along wires or moving nodes
around the diagram while keeping their connections the same [23].
Another example of diagram equalities corresponding to graph isomorphisms is given by
certain diagrams involving the maps η and  representing a compact closed structure (cf.
Definition 2.3.17). Graphically, these maps are represented by curved wires with either two
inputs (a “cap”) or two outputs (a “cup”). The names become clear when they are drawn in
a graphical notation where sequential composition is represented vertically. By the definition
of compact structures, the cups and caps obey two equations, which – when represented
diagrammatically – are usually called the snake equations. While the snake equations are
not tautological in string diagrams, they do correspond to simple graph isomorphisms, as
can be seen in Figure 2.12. On the other hand, the corresponding algebraic expressions are
complicated, even more so when the relevant monoidal category is not strict.
There are no cups and caps in quantum circuit notation, but they play an important
role in the zx-calculus as the (non-normalised) representations of the Bell state |00〉+ |11〉
and its adjoint, cf. (3.7).
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U (a) U †:=U (b)
Figure 2.13: (a) Graphical representation of a map with one input and one output in a
dagger category. (b) The dagger of a map is denoted by an upside-down version of the
asymmetrical box.
U
V W
(a)
U
V W
(b)
Figure 2.14: (a) A more complicated diagram in a dagger monoidal category, and (b) its
dagger.
2.3.3 Graphical languages and algebraic reasoning in category theory
As shown in the previous section, there are many equalities in category theory which are
much more intuitive when written down diagrammatically. Yet intuitiveness is not sufficient
for the graphical language to replace the algebraic one. A graphical language is useful only
if all the intuitive diagram equalities, i.e. equalities that hold up to graph isomorphisms,
correspond to true equations in the category. Furthermore, ideally, all the categorical
equations should be intuitive in the diagrammatic language.
In fact, for several different classes of categories, it is possible to define a corresponding
graphical language in such a way that:
• any equality following directly from the axioms of that category holds up to graph
isomorphism in the graphical language, and
• if two diagrams are equal up to graph isomorphism, the corresponding algebraic terms
are equal by the axioms of the category.
Thus the graphical language is entirely equivalent to algebraic reasoning for those categories
[66].
In particular, this result holds for dagger compact closed categories. The graphical
language for a dagger category generally has boxes that are asymmetrical, cf. Figure 2.13
a. Taking the dagger corresponds to flipping the diagram upside-down and mirroring the
boxes representing the maps, as shown in Figure 2.13 b and Figure 2.14.
Graphical languages based on category theory are good candidates for intuitive, rigorous,
high-level languages for quantum theory. By [66], two diagrams in appropriate graphical
notations are equal up to isomorphism if and only if the maps they represent are equal up
to the axioms of the category. Yet this is a very general result: while quantum theory can
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(a)
Z
(b)
Figure 2.15: (a) A controlled-not gate, followed by a Z-gate on the control qubit, and (b)
a Z-gate followed by a controlled-not gate.
be modelled as a dagger compact closed category, not all equalities between linear maps
follow from the axioms of dagger compact closed categories. In fact, the equations implied
by the axioms of dagger compact closed categories are only those that involve the interplay
of swap maps, cups and caps, and general maps, or the relationship between a map and its
dagger.
There are many different dagger compact closed categories which obey the same axioms
but are not models of quantum mechanics. An example is Rel, the category of sets and
relations where systems and transformations compose in parallel by Cartesian product. This
category is in fact the setting for the categorical formulation of Spekkens’ toy bit theory in
Chapter 6.
The underlying categorical structure is the same for quantum mechanics and for the toy
theory, which is a local hidden variable theory. Thus clearly graph isomorphisms are not
sufficient to express all the equalities we are interested in.
2.4 Graphical rewriting and properties of formal systems
String diagrams and graph isomorphisms are equivalent to algebraic reasoning for certain
classes of categories, including the one modelling quantum theory. Yet the equalities that
follow directly from the categorical structure are only a small subset of all the equalities
making up a theory. For example, the two circuits in Figure 2.15 are not equal up to graph
isomorphism even though they correspond to the same operator.
To resolve this problem, we introduce graphical rewriting. The basic idea is the following:
given two diagrams D1 and D2 that are equal, whenever a larger diagram contains D1 as
a subdiagram, this can be replaced by D2 to get a new diagram equal to the original
one. There are many intricacies associated with the process of matching and replacing
subdiagrams, which we ignore here. Instead we assume that a naive “cutting” and “pasting”
approach works.
Two diagrams cannot be equal unless they have matching inputs and outputs. In the
theories we are considering, there is only one type of basic system: qubits in the case of
quantum theory, toy bits for Spekkens’ toy theory; therefore wire types do not need to be
tracked, all that matters is the number of inputs and outputs of a diagram.
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Example 2.4.1. Given the following diagram equation:
Z
=
Z
, (2.53)
we can rewrite a more complicated circuit by first “cutting out” the diagram appearing on
the left of (2.53) and then “pasting” the right-hand side of (2.53) in that place:
Z
7→ 7→
Z
. (2.54)
In this way, complicated diagram equalities can be derived from a small set of specified
rewrite rules. Unlike most rewrite systems, we do not specify a direction for rewrite rules.
We shall not look at properties that are usually of interest in the context of rewrite systems
– like confluence or termination – in this thesis. Instead, we consider the rewrite rules as
axioms in a formal system and look at some associated properties.
The properties of graphical languages when considered as formal systems all depend on
the interpretation, i.e. the map from diagrams to the underlying theory. All the graphical
languages we are considering here have been constructed with a specific interpretation in
mind; usually, this is takes the form of a specific map – in fact, a functor – from the
graphical language to the matrix formulation of quantum theory. Nevertheless, different
interpretations could be chosen, including both interpretations in other theories and different
maps from the graphical language into matrices. We denote the standard interpretation
functor for a graphical language by J−K.
Example 2.4.2. The interpretation functor for a quantum circuit over the Clifford+T gate
set is defined as follows: r
H
z
=
1√
2
(
1 1
1 −1
)
, (2.55)r
S
z
=
(
1 0
0 i
)
, (2.56)r
T
z
=
(
1 0
0 eipi/4
)
, and (2.57)
t |
=

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 , (2.58)
32
with: uwwwwwwv
U
...
...
...V
...
}~ =
t
U
...
...
|
⊗
t
V
...
...
|
(2.59)
and: t
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(2.60)
for any circuits U, V that can be composed in the required manner.
2.4.1 Universality
For a graphical language to be a viable alternative to conventional formalisms, it needs
to be able to express any idea that can be expressed in the conventional formalism. This
notion is captured by the concept of universality.
Definition 2.4.3. A graphical language is universal under the interpretation J−K if for any
process P in the underlying theory, there exists a diagram D such that:
JDK = P. (2.61)
Example 2.4.4. Quantum circuit notation with a gate set consisting of controlled-not
and arbitrary single-qubit gates is universal for unitary operations on qubits, as any unitary
operator on qubits can be decomposed into single-qubit gates and controlled-nots [58].
A related notion that comes up in the context of gate sets in quantum computing is
that of approximate universality.
Definition 2.4.5. A gate set for quantum computation is called approximately universal
if any unitary operation can be approximated to arbitrary accuracy using only operations
from the given set.
This is not in itself a property of graphical languages as most graphical formalisms do
not have an intrinsic concept of approximation. Nevertheless, it can be very illuminating
to e.g. consider quantum circuits over approximately universal gate sets, even if any steps
directly involving approximation have to be done by translating to matrices and then back
again.
An example of such an approximately universal gate set is the Clifford+T group intro-
duced in Section 2.2.1.
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2.4.2 Soundness
The property of universality does not involve the rewrite rules associated with a graphical
language in any way: it is a property of the notation only. Other properties do involve the
rewrite rules. Possibly the most important property of a set of rewrite rules is that they
allow only the derivation of true equalities, i.e. equalities that also hold in the conventional
formalism.
Definition 2.4.6. Suppose D1 = D2 is an equation in some graphical language, where D1
and D2 are diagrams. This equation is sound under the interpretation J−K if:
JD1K = JD2K . (2.62)
A system of rewriting rules is sound for a given interpretation if all the individual rewrite
rules are sound equations.
Note that an equation that is sound under some interpretation J−K may not be sound
under alternative interpretations.
Example 2.4.7. The equality:
Z
=
Z
(2.63)
is sound for quantum circuit diagrams with the usual interpretation, as:
CX ◦ (Z ⊗ I) = (Z ⊗ I) ◦ CX . (2.64)
Example 2.4.8. Introduce a new gate symbol  . With the usual interpretation for
Z , the equation:
 Z = Z  (2.65)
is sound if the interpretation of the diamond gate is:r

z
=
(
1 0
0 eipi/4
)
, (2.66)
but not if it is: r

z
=
1√
2
(
1 1
1 −1
)
. (2.67)
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2.4.3 Completeness
A sound rewriting system ensures that only true equalities can be derived. Relatedly, a
graphical formalism is most useful if it allows all true equalities to be derived graphically:
while it is certainly possible to translate back to the conventional formalism to derive
equalities, that is exactly what we are trying to avoid by introducing graphical rewrite rules
in the first place.
Definition 2.4.9. A graphical rewrite system is complete for an interpretation J−K if for
any diagrams D1 and D2: JD1K = JD2K =⇒ D1 = D2, (2.68)
i.e. any equality that can be derived using the conventional formalism can also be derived
using the rewrite rules.
Like soundness, the property of completeness of a graphical rewrite system is specific
to the interpretation used. Unlike soundness, completeness depends on all the rewrite rules
together and cannot be checked on a rule-by-rule basis. It is therefore usually harder to
check completeness than it is to check soundness.
It is possible to construct complete systems of rewrite rules for fragments of quantum
circuits. In [67], Selinger gives a complete set of rewrite rules for stabilizer quantum circuit
diagrams built from Hadamard, phase, and controlled-not gates.
We prove completeness results for fragments of the zx-calculus in Chapters 4 and 5.
2.5 Automated graphical reasoning
While large diagrams are easier to understand than large matrices, they are still complicated
and manipulating them is therefore error-prone. This problem can be resolved by automat-
ing or semi-automating the graphical reasoning process. The software system Quantomatic
[53] does just that for graphical languages based on string diagrams, including but not
limited to the zx-calculus.
Using a specified set of rewrite rules, Quantomatic suggests possible rewrites for the
current diagram that the user can then choose to apply, cf. Figure 2.16. Alternatively, with
higher-level rewrite strategies, Quantomatic can rewrite diagrams automatically. Soundness
of the rewrite rules means Quantomatic can only derive true equalities.
The existence of a complete graphical language based on string diagrams for some phys-
ical theory means that this theory can be explored entirely using automated graphical
reasoning.
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Figure 2.16: Screenshot of a zx-calculus rewrite step in Quantomatic: The red nodes v7
and v2 highlighted in the left diagram are merged into one highlighted red node labelled v4
in the right diagram.
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Chapter 3
The zx-calculus
Having given an introduction to rigorous graphical languages in general in the previous
chapter, we now focus on the zx-calculus. The zx-calculus is a graphical language for pure
state qubit quantum mechanics with post-selected measurements that comes with a set of
built-in rewrite rules. It was first introduced by Coecke and Duncan [21, 22], based on the
categorical quantum mechanics approach pioneered by Abramsky and Coecke [2].
In this chapter, we explain the zx-calculus notation and the standard interpretation for
diagrams, and show that the calculus is universal. We furthermore give the rewrite rules of
the zx-calculus and argue that they are sound.
The zx-calculus completeness results in Chapters 4 and 5 are not for full pure state
qubit quantum mechanics but for pure state qubit stabilizer quantum mechanics and the
single-qubit Clifford+T group. These fragments of pure state quantum theory and their
zx-calculus representations are introduced in Sections 3.3 and 3.4, respectively.
3.1 The zx-calculus notation
Diagrams in the zx-calculus are string diagrams, consisting of wires and labelled nodes.
Where quantum circuit diagrams are read from left to right, zx-calculus diagrams are read
from bottom to top, i.e. sequential operations are stacked vertically while parallel operations
are put side-by-side. Thus wires that end at the bottom edge of a diagram are inputs, wires
that end at the top of a diagram are outputs.
In this section, we give the basic elements of the zx-calculus and define the interpre-
tation functor for zx-calculus diagrams. We then introduce some common terminology for
describing zx-calculus diagrams. Finally, we prove that the zx-calculus as defined here is
universal for pure state qubit quantum mechanics with post-selected measurements.
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Figure 3.1: The basic elements of the zx-calculus.
3.1.1 Basic elements of zx-calculus diagrams
There are some slight variations in the generating elements used in different versions of the
zx-calculus, here we use the following generators shown in Figure 3.1:
• wires,
• green nodes with arbitrary numbers of inputs and outputs and a label α ∈ (−pi, pi]
called the phase,
• red nodes with arbitrary numbers of inputs and outputs and a phase label β ∈ (−pi, pi],
• yellow square nodes, which always have one input and one output, and
• black star-shaped nodes, which do not have any inputs or outputs.
Yellow and black nodes do not have phase labels. The arbitrary number of inputs and
outputs for green and red nodes includes the possibility of having no inputs, no outputs, or
no connecting wires at all. The green and red nodes are usually called spiders due to their
many “legs”. A phase label of 0 is usually left implicit, e.g. is the same as 0 .
Diagrams are built from these basic components by either putting them side-by-side or
by connecting some inputs of one component to some outputs of another. Wires are allowed
to cross and bend.
3.1.2 How to interpret diagrams
zx-calculus diagrams can be considered as arrows in a dagger compact closed category,
which is constructed as follows: The objects of this category are non-negative integers,
corresponding to the number of input or output wires of a diagram. Sequential composition
is done by arranging the diagrams vertically and connecting the outputs of the first diagram
to the inputs of the second diagram. Parallel composition of objects is addition; parallel
composition of arrows is performed by putting diagrams side-by-side. The swap arrow is
given by the diagram:
.
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The compact structure on the object 1 consists of the arrows:
and ,
and the compact structure on 0 consists of two empty diagrams. For objects n with n > 1,
the compact structure consists of n nested cups or caps, respectively. The dagger func-
tor flips diagrams upside-down and simultaneously maps any phase label φ to −φ. This
is different to the general way of taking the dagger in graphical languages, cf. Section
2.3.3, because it is unnecessary to distinguish between inputs and outputs of spiders. It is
straightforward to check that these maps satisfy the definition of a dagger compact closed
category given in Section 2.3.
The interpretation of a zx-calculus diagram as a matrix is the image of this diagram
under a functor from the category of zx-calculus diagrams into MatC, the strict monoidal
category corresponding to the category of finite-dimensional Hilbert spaces and linear maps
defined in Example 2.3.13
The zx-calculus was developed with a specific interpretation functor in mind. In the
following, we denote this functor by J−K and sometimes call it the “usual interpretation
functor” to distinguish it from other interpretation functors that will be constructed later.
Definition 3.1.1. The usual interpretation functor for the zx-calculus is denoted by J−K.
For objects, JnK = 2n, thus a diagram with n inputs and m outputs represents a 2m by
2n matrix. A diagram with no inputs or outputs denotes a 1 by 1 matrix, which is simply
a complex number. The action of the interpretation functor on arrows is determined by
its action on the generators of zx-calculus diagrams together with its behaviour under the
different types of composition. The basic elements of zx-calculus diagrams are interpreted
as follows, where for reasons of legibility the matrices are written in bra-ket notation:t |
= |0〉 〈0|+ |1〉 〈1| , (3.1)uwv . . .α
. . .
m
n
}~ = |0〉⊗m 〈0|⊗n + eiα |1〉⊗m 〈1|⊗n , (3.2)
uwwv . . . β
. . .
l
k
}~ = |+〉⊗l 〈+|⊗k + eiβ |−〉⊗l 〈−|⊗k , (3.3)
r
H
z
= |+〉 〈0|+ |−〉 〈1| , and (3.4)
J K = 1
2
. (3.5)
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Here, |±〉 = 1√
2
(|0〉 ± |1〉) and the zero-fold tensor product of any normalised bra or ket is
taken to be 1. A wire crossing is a swap operation:t |
= |00〉 〈00|+ |10〉 〈01|+ |01〉 〈10|+ |11〉 〈11| , (3.6)
and cups and caps correspond to (non-normalised) Bell states and effects, respectively:
J K = |00〉+ |11〉 and J K = 〈00|+ 〈11| . (3.7)
Let:
D
. . .
. . .
and D′
. . .
. . .
denote two arbitrary diagrams. Then:t
D
. . .
. . .
D′
. . .
. . .
|
=
t
D
. . .
. . .
|
⊗
t
D′
. . .
. . .
|
, (3.8)
and, assuming the number of outputs of D is equal to the number of inputs of D′:uwwwv D
′
. . .
. . .
D
. . .
}~ =
t
D′
. . .
. . .
|
◦
t
D
. . .
. . .
|
. (3.9)
For wires, H , and , the dagger is identical to the original arrow. For green spiders, we
have: uwv . . .α
. . .
m
n
}~
†
=
uwv . . .−α
. . .
n
m
}~ , (3.10)
and similarly for red spiders.
A green or red spider with no legs and phase pi represents the 1 by 1 zero matrix:
J pi K = 0 = J pi K . (3.11)
An empty diagram on the other hand represents the 1 by 1 identity matrix:
J K = 1. (3.12)
For spiders with legs, there is no strict distinction between inputs and outputs as the
former can be transformed into the latter, or conversely, by simply bending the wire, e.g.:uwv . . .α
. . .
m
n
}~ =
uwwv . . .α
. . .
m
n
}~ . (3.13)
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3.1.3 Terminology for zx-calculus diagrams
We have already introduced some terminology for specific elements of zx-calculus diagrams;
here we define additional commonly-used terms.
Definition 3.1.2. A red or green spider with exactly one input and one output is called a
phase shift.
Phase shifts are the only unitary spiders, e.g.:
q
α
y
=
(
1 0
0 eiα
)
. (3.14)
The yellow nodes are also called Hadamard nodes.
Definition 3.1.3. A state diagram is a zx-calculus diagram with no inputs and a non-zero
number of outputs.
This agrees with the usual definition of quantum states because diagrams with no inputs
and some non-zero number n of outputs represent linear maps from C to
(
C2
)⊗n
, which
are in one-to-one correspondence with (not necessarily normalised) pure quantum states.
Similarly, diagrams with a non-zero number of inputs and no outputs are in one-to-one cor-
respondence with (not necessarily normalised) outcomes of pure projective measurements.
Definition 3.1.4. An effect is a zx-calculus diagram with no outputs and a non-zero
number of inputs.
Definition 3.1.5. A zx-calculus diagram with no inputs and no outputs is called a scalar
or a scalar diagram.
The zx-calculus thus provides a unified notation in which states, operators, and mea-
surement effects stand on equal footing.
The above definitions also apply to parts of larger diagrams, for example we often
consider the scalar part of a diagram, by which we mean any fragments of the diagram that
are disconnected from any inputs or outputs of the diagram as a whole.
Example 3.1.6. The scalar part of the following diagram:
(3.15)
is .
41
3.1.4 Universality of the zx-calculus
In Section 2.4.1, we gave the definition of universality for a graphical language, which
requires that any process in the underlying theory can be represented graphically. We show
that the zx-calculus is universal by translating a universal set of quantum gates into the
zx-calculus.
It is well-known that quantum circuits built from controlled-not gates and single-qubit
gates are universal for unitary operators on qubits [58]. Furthermore, any pure quantum
state on n qubits can be constructed by applying some unitary operator to n copies of the
state |0〉. A similar result holds for pure measurement effects.
Lemma 3.1.7. The zx-calculus with the interpretation J−K as given in Definition 3.1.1 is
universal for pure state qubit quantum mechanics.
Proof. The normalised computational basis states are represented by the following zx-
calculus diagrams:
|0〉 =
r z
and |1〉 =
r
pi
z
, (3.16)
and the controlled-not gate CX by:
CX =
s {
. (3.17)
According to the Euler decomposition rule for unitary operators, any single-qubit unitary
can be expressed, up to global phase, as a product of three rotations about two different
axes. The red and green phase shifts are such rotations. Furthermore, a complex phase can
be represented in the zx-calculus as:
eiφ =
t
φ
pi
|
. (3.18)
Thus, for any single-qubit unitary U , there exist angles α, β, γ, φ ∈ (−pi, pi] such that:
U =
uwwv φpi
α
β
γ
}~ . (3.19)
Hence any pure quantum operator on qubits can be represented in the zx-calculus by
expressing it as a unitary operator sandwiched between computational basis states and
effects, and decomposing the unitary operator into a circuit made of controlled-not and
single-qubit gates.
Alternatively, computations in the measurement-based quantum computing (MBQC)
paradigm can also be straightforwardly translated into zx-calculus diagrams if an extra
piece of notation is added to keep track of the propagating error corrections [34].
42
3.2 Rewrite rules
The zx-calculus, as introduced in the previous section, is a rigorous graphical language for
a dagger compact closed category, cf. Section 2.3.3. Therefore two zx-calculus diagrams
that are equal up to graph isomorphism automatically represent the same transformation.
Nevertheless, as explained in Section 2.4, not all equalities satisfied by linear maps between
Hilbert spaces follow from the dagger compact closed structure.
It thus becomes necessary to introduce additional rewrite rules that allow the derivation
of more specific equalities between zx-calculus diagrams.
We first introduce some notational conventions and a “meta-rule”. The explicit graphical
rewrite rules of the zx-calculus are given in Section 3.2.2. Section 3.2.3 contains some
additional rewrite rules which can be derived from the ones in the previous section but
which are used commonly enough that they merit being stated in their own right. Finally,
we argue that the rewrite rules given here are sound.
3.2.1 Meta-rules and notational conventions
Due to the symmetry between red and green spiders, as well as that between diagrams
and their Hermitian adjoints, we shorten the list of explicitly-stated rules by adopting the
following principles:
• Any rewrite rule can also be applied with the colours red and green swapped.
• Any rewrite rule can also be applied upside-down.
These conventions are consistent with the interpretation map, as shown in Section 2.4.2.
Furthermore, diagrams of the zx-calculus obey the following meta-rule:
“Only the topology matters.”
This “topology rule” is the explicit statement of the fact that two diagrams are the same
whenever they are equal up to graph isomorphism (cf. Section 2.3.3), together with the
fact that inputs and outputs of spiders do not need to be distinguished. The latter can be
derived from the spider and cup rules below.
Example 3.2.1. One application of the topology rule is the fact that scalar subdiagrams
can be placed anywhere in a larger diagram:
= = . (3.20)
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Example 3.2.2. Components can be moved around as long as the connections – including
connections to inputs and outputs – remain the same:
= 6= . (3.21)
For the first equality, the first output is connected to the red node and the second to the
green node in both diagrams, this means they are equal independent of the exact placement
of the red and green nodes. The third diagram on the other hand is not equal to the first
two because in it the first output is connected to the green node and the second to the red
node. This is consistent with the interpretation map:r z
= 2 |0〉 ⊗ |+〉 =
r z
, (3.22)
whereas: r z
= 2 |+〉 ⊗ |0〉 . (3.23)
As an extension of the topology meta rule, wires internal to a diagram can be drawn
as horizontal lines if this does not introduce any ambiguity as to the interpretation of the
diagram as a whole. For example, consider the following equality:s {
=
s {
=
s {
=
s {
, (3.24)
i.e. it does not matter whether the wire connecting the two spiders is considered to be an
input or output of the green spider, and an input or output of the red spider. The diagram:
(3.25)
therefore has a well defined interpretation – choosing any orientation of the internal wire
gives the same result – and is hence allowed as a component of zx-calculus diagrams. In
fact, this diagram is often used instead of (3.17) to represent the controlled-not gate.
This bit of notational convention applies only to internal wires, i.e. wires that are con-
nected to nodes on both ends. For dangling wires it must always be clear whether the
dangling end is an input or an output of the diagram, otherwise the domain and target
of the diagram are not well-defined and it thus cannot be an arrow in the category of
ZX-calculus diagrams.
3.2.2 Explicit rewrite rules
There are different ways of stating the rewrite rules of the zx-calculus, and several new
rules have been added since it was first introduced. In this work, we use the following set of
rules, where α, β ∈ (−pi, pi], addition of phases is modulo 2pi, and n,m, k, l are non-negative
integers:
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• the spider rule:
. . . . . . . . . . . .
α = α+ ββ
. . . . . .. . . . . .
m l m l
n k n k
, (3.26)
• the loop rule:
. . .
α
. . .
=
. . .
α
. . .
m
n
m
n
, (3.27)
• the cup rule:
= , (3.28)
• the bialgebra rule:
= , (3.29)
• the copy rule:
= , (3.30)
• the pi-copy rule:
=
pi
. . .
pi . . . pi
m m
, (3.31)
• the pi-commutation rule:
α
=
pi −α
pipi
α
, (3.32)
• the colour change rule:
α = α
H H
H H
. . .
. . .
. . .
. . .
m
n
m
n
, (3.33)
• the Euler decomposition rule:
pi/2
H = pi/2
pi/2
−pi/2
−pi/2 , (3.34)
• the star rule:
= , (3.35)
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• the zero rule:
=pi pi , (3.36)
• and the zero scalar rule:
pi α = pi . (3.37)
The rewrite rules for the zx-calculus are not directed, i.e. in all cases the left-hand side
(LHS) can be used to replace the right-hand side (RHS), or the RHS can be used to replace
the LHS. Note that rules with varying numbers of inputs and/or outputs also hold when
any of those numbers are zero.
Example 3.2.3. The pi-copy rule with m = 0 yields:
pi = , (3.38)
and the colour change rule for n = 0 = m is:
α = α . (3.39)
The first eight rewrite rules (from the spider rule up to and including the colour change
rule) are part of the original formulation of the zx-calculus [21], though some of them appear
here with slight modifications. A scalar-free version of the Euler decomposition rule was
first introduced in [33], where it was shown to be independent of the previously-existing
zx-calculus rewrite rules. The zero rule was suggested by Kissinger [52] in the context of
the scalar-free zx-calculus, where this rule is sufficient for the derivation of a normal form
for zero diagrams. The star rule and the zero scalar rule were introduced by the author [9].
3.2.3 Derived rewrite rules
Some additional rules which are often included in lists of zx-calculus rewrite rules in their
own right, can in fact be derived from the rules given in the previous section.
• The identity rule:
= (3.40)
follows from the spider rule, the cup rule, the upside-down cup rule, and the topology
meta-rule:
= = = . (3.41)
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• The Hadamard node can be shown to be self-inverse using the colour change rule for
n = m = 1 and the above identity rule, as well as a colour-swapped version of the
identity rule:
H
H
=
H
H
= = . (3.42)
• The Hopf rule:
= (3.43)
follows from the cup and spider rules and their upside-down and/or colour-changed
equivalents, the bialgebra rule, and the copy rule, in combination with the topology
meta-rule:
= = = = = . (3.44)
Furthermore, while the star rule is defined using , this scalar does not actually appear very
often in the other rewrite rules. The following variant of the star rule is therefore useful.
Lemma 3.2.4. The star node is inverse to :
= . (3.45)
Proof. Using the star rule, loop rule, cup rule, spider rule, and Hopf rule, we have:
= = = = = = = . (3.46)
Thus the desired equality follows directly from the star rule.
Of course any equality derivable from the zx-calculus rewrite rules can potentially be
used as a rewrite rule in its own right. We derive further rewrite rules in later sections as
and when they become relevant.
3.2.4 Soundness of the rewrite rules
For most of the rewrite rules listed in Section 3.2, it is straightforward to check that they
are sound under the interpretation given in Definition 3.1.1 by computing the matrices
corresponding to the two diagrams making up the equality. Soundness of rules involving
arbitrary number of inputs and outputs can be proved by induction over those numbers.
For soundness of the spider rule, see [22].
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The topology meta rule is sound because of the properties of dagger compact closed
categories, as described in Section 2.3.3.
The convention that all rules hold with the colours red and green swapped is justified by
the colour change rule. The convention that any rewrite rule can be applied upside-down
is justified by the fact that taking the adjoint of both sides of an equation preserves the
equality, together with the fact that all rewrite rules continue to be sound when the signs
of all angles are flipped. This latter fact can easily be confirmed for all of the rewrite rules
by checking their interpretations.
3.3 Stabilizer quantum mechanics
Stabilizer quantum mechanics (QM) is an extensively studied part of quantum theory, first
introduced in the context of error-correcting codes [41]. It can be operationally described
as the fragment of qubit QM where the only allowed operations are preparations or mea-
surements in the computational basis and unitary transformations belonging to the Clifford
group [58]. While stabilizer quantum computation is significantly less powerful than general
quantum computation – it can be efficiently simulated on classical computers and is provably
less powerful than even general classical computation [1] – stabilizer QM is nevertheless of
central importance in areas such as error-correcting codes [41] or measurement-based quan-
tum computation [64], and it is non-local. In the following, we introduce the operational
formulation of pure state qubit stabilizer QM along with some of its properties, and then
show how to adapt the zx-calculus to this subtheory. We also describe the binary formalism
for stabilizer quantum theory [15], which is both at the heart of the efficient simulation and
has also been used to derive interesting results about stabilizer states in their own right
[71].
3.3.1 The Pauli group and the Clifford group
The Pauli operators:
X =
(
0 1
1 0
)
, Y =
(
0 −i
i 0
)
, and Z =
(
1 0
0 −1
)
(3.47)
have a central role in quantum mechanics because, together with the identity, they form a
basis for all single-qubit unitaries under linear combinations. Under multiplication, this set
of operators gives rise to the following group.
Definition 3.3.1. The Pauli group P1 is the closure of the set {I,X, Y, Z} under multipli-
cation. It consists of the identity and Pauli matrices with multiplicative factors {±1,±i}.
This definition generalises to multiple qubits as follows: The Pauli group on n qubits, Pn,
48
consists of all tensor products of Pauli and identity matrices with phase factors {±1,±i},
i.e.:
Pn =
{
αg1 ⊗ g2 ⊗ . . .⊗ gn
∣∣∣α ∈ {±1,±i} and gk ∈ {I,X, Y, Z} for k = 1, . . . , n}. (3.48)
Elements of Pn are often called Pauli products.
A closely related groups of operators is the Clifford group, whose elements map the
Pauli group back to itself under conjugation.
Definition 3.3.2. The Clifford group on n qubits, denoted Cn, is the group of operators
which normalise the Pauli group, i.e.:
Cn =
{
U
∣∣∣∀g ∈ Pn : UgU † ∈ Pn} . (3.49)
While all global phase operators, i.e. unitaries of the form eiφI for some φ ∈ (−pi, pi],
map the Pauli group back to itself, the Clifford group is usually taken to contain only those
global phase operators for which φ is an integer multiple of pi/4. This is because those are
the only global phase operators that can arise from products of other Clifford unitaries. We
follow that convention here.
Therefore the Clifford group for any n > 1 is generated by the global phase operator
ω = eipi/4I, as well as two single-qubit operators and one two-qubit operator [58], namely
the phase operator:
S =
(
1 0
0 i
)
, (3.50)
the Hadamard operator:
H =
1√
2
(
1 1
1 −1
)
, (3.51)
and the controlled-not operator:
CX =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 . (3.52)
Ignoring global phases, the group C1 of single-qubit Clifford unitaries has 24 elements. It is
generated by the phase and Hadamard operators, or, alternatively, by RZ and RX , where
RZ = S and RX = HSH.
Definition 3.3.3. The local Clifford group on n qubits, C⊗n1 , consists of all n-fold tensor
products of single-qubit Clifford operators.
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The set of quantum states that can be prepared by applying a Clifford unitary to a
computational basis state are the stabilizer states. As Pauli-X is a Clifford operator, it
suffices to consider state preparations starting from the all-zero state |0〉⊗n.
Definition 3.3.4. A pure n-qubit quantum state is called a stabilizer state if it can be
prepared by applying an n-qubit Clifford unitary to the state |0〉⊗n.
The term “stabilizer quantum mechanics” originates from the following property.
Definition 3.3.5. A unitary operator U is said to stabilize a quantum state |ψ〉 if:
U |ψ〉 = |ψ〉 . (3.53)
The unitaries stabilizing a given quantum state can easily be seen to form a group: the
identity operator stabilizes all states, multiplying two stabilizers of the same state gives
another stabilizer, and if some unitary U stabilizes a state |ψ〉 then so does its inverse U †.
Theorem 3.3.6. For each n-qubit stabilizer state |ψ〉, there exists some Abelian subgroup
S ⊆ Pn such that |ψ〉 is the unique state stabilized by all elements of S.
Proof. First, consider the state |0〉⊗n and the set:
S|0〉⊗n =
{
g1 ⊗ g2 ⊗ . . .⊗ gn
∣∣∣ gk ∈ {I, Z} for k = 1, . . . , n}. (3.54)
It is straightforward to check that S|0〉⊗n is an Abelian subgroup of Pn and that each
σ ∈ S|0〉⊗n satisfies σ |0〉⊗n = |0〉⊗n. What remains to be shown is that |0〉⊗n is the unique
state stabilized by all elements of S|0〉⊗n .
Denote by Zk the Pauli product that consists of a Pauli-Z operator on the k-th qubit
and identities everywhere else, i.e.:
Zk = I ⊗ . . .⊗ I︸ ︷︷ ︸
k−1
⊗Z ⊗ I ⊗ . . .⊗ I︸ ︷︷ ︸
n−k
. (3.55)
Then Zk ∈ S|0〉⊗n for k = 1, . . . , n. Let:
|ψ〉 =
∑
x1,...,xn∈{0,1}
ψx1...xn |x1 . . . xn〉 (3.56)
be an n-qubit state, where ψx1...xn ∈ C for all x1, . . . , xn ∈ {0, 1}. Now:
Zk |ψ〉 =
∑
x1,...,xn∈{0,1}
(−1)xkψx1...xn |x1 . . . xn〉 . (3.57)
Thus, by component-wise comparison, Zk stabilizes |ψ〉 if and only if ψx1...xn = 0 whenever
xk = 1. Therefore, as Zk ∈ S|0〉⊗n for k = 1, . . . , n, the only state stabilized by all elements
of S|0〉⊗n is the all-zero state |0〉⊗n.
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Next, consider some stabilizer state |φ〉 = U |0〉⊗n, where U ∈ Cn. Let:
S|φ〉 =
{
UσU †
∣∣∣σ ∈ S|0〉⊗n}. (3.58)
It is straightforward to check that this, too, is an Abelian subgroup of Pn. Now for any
UσU † ∈ S|φ〉: (
UσU †
)
|φ〉 = UσU †U |0〉⊗n = Uσ |0〉⊗n = U |0〉⊗n = |φ〉 , (3.59)
so all elements of S|φ〉 stabilize |φ〉. To prove uniqueness, suppose there exists some other
state |φ′〉 that is stabilized by all elements of S|φ〉. For each σ ∈ S|0〉⊗n there exists τ ∈ S|φ〉
such that σ = U †τU . Therefore, U † |φ′〉 must be stabilized by all elements of S|0〉⊗n . But
we showed above that |0〉⊗n is the unique state with that property. Hence, U † |φ′〉 = |0〉⊗n,
i.e. |φ′〉 = U |0〉⊗n = |φ〉. Thus |φ〉 is the unique state stabilized by all elements of S|φ〉.
The group of Pauli products stabilizing a given state is often called its stabilizer group.
Stabilizer scalars are those complex numbers that can arise as outcomes of a stabilizer
computation, i.e. a computation consisting of the preparation of the state |0〉⊗n, applica-
tion of a Clifford unitary, and a computational basis measurement on all n qubits. It is
straightforward to check that stabilizer scalars take values of the form 2−r/2eiφ, where r is
a non-negative integer and φ is an integer multiple of pi/4.
3.3.2 Graph states
An important subset of the stabilizer states are the graph states, which consist of a number
of qubits entangled with each other according to the structure of a mathematical graph.
Definition 3.3.7. A finite graph is a pair G = (V,E) where V is a finite set of vertices and
E is a collection of edges, which are denoted by pairs of vertices. A graph is undirected if
its edges are unordered pairs of vertices. It is simple if it has no self-loops and there is at
most one edge connecting any two vertices.
In the following, all graphs are assumed to be finite, undirected, and simple. For such
graphs, the collection of edges is in fact a set (as opposed to, say, a multi-set) and each edge
is an unordered set of size two (rather than a tuple). For an n-vertex graph, we often take
V = {1, 2, . . . , n}.
Definition 3.3.8. Given a graph G = (V,E) with n = |V | vertices, the corresponding
graph state |G〉 is the n-qubit state prepared as follows:
• for each vertex v ∈ V , a qubit prepared in the state |+〉 = H |0〉, and
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• for each edge e = {v, w} ∈ E, a controlled-Z operator applied to the appropriate
qubits.
Controlled-Z operators commute, therefore the order in which they are applied does not
matter in the above definition.
All graph states are pure stabilizer states, as H and controlled-Z are Clifford unitaries.
On the other hand, it is easy to see that not all stabilizer states are graph states: for
example, the state |0〉 is a stabilizer state but not a graph state. Yet there exists an
interesting relationship between arbitrary stabilizer states and graph states. Consider the
equivalence relation on stabilizer states given by the local Clifford group.
Definition 3.3.9. Two n-qubit stabilizer states |ψ〉 and |φ〉 are equivalent under local
Clifford operations if there exists U ∈ C⊗n1 such that |ψ〉 = U |φ〉.
Theorem 3.3.10 ([71]). Any pure stabilizer state is equivalent to some graph state under
local Clifford operations, i.e. any n-qubit stabilizer state |ψ〉 can be written, not generally
uniquely, as U |G〉, where U ∈ C⊗n1 and |G〉 is an n-qubit graph state.
A single stabilizer state may well be equivalent to more than one graph state under
local Clifford operations. To organise these equivalence classes, we require the following
definition and theorem.
Definition 3.3.11. Let G = (V,E) be a graph and let v ∈ V be a vertex. The local
complementation about v is the operation that inverts the subgraph generated by the neigh-
bourhood of v (but not including v itself). Formally, a local complementation about v ∈ V
sends G to the graph:
G ? v =
(
V,E4{{b, c}∣∣{b, v}, {c, v} ∈ E ∧ b 6= c}) , (3.60)
where 4 denotes the symmetric set difference, i.e. A4B contains all elements that are
contained either in A or in B but not in both.
Example 3.3.12. Consider the line graph on four vertices. Applying local complementa-
tions about vertex 3 and then vertex 2 yields the following sequence of graphs:
1 2
34
7→ 1 2
4 3 4
7→
3
21
(3.61)
Theorem 3.3.13 ([71]). Two graph states on the same number of qubits are equivalent
under local Clifford operations if and only if there is a sequence of local complementations
that transforms one graph into the other.
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3.3.3 The binary formalism for stabilizer quantum mechanics
As laid out in Section 3.3.1, any n-qubit stabilizer state corresponds to an Abelian subgroup
of Pn, the Pauli group on n qubits. While the size of such a subgroup is exponential in n,
it can be represented by a set of generators for the group, whose size is linear in n [41].
In fact, a generating set for the stabilizer group of a pure n-qubit stabilizer state contains
exactly n independent Pauli products [58]. “Independent” here means that no element can
be removed from the set without making the generated group smaller. Each generating set
uniquely determines the subgroup, but there are different choices of generators for the same
group.
Example 3.3.14. The Bell state 1√
2
(|00〉+ |11〉) is a stabilizer state with stabilizer group:
{I ⊗ I, Z ⊗ Z, X ⊗X, −Y ⊗ Y }. (3.62)
This group can be represented, for example, by the generating set 〈Z ⊗ Z,X ⊗X〉, or by
〈Z ⊗ Z,−Y ⊗ Y 〉.
Any Pauli product with phase ±1 can be uniquely expressed as a binary vector using
the following encoding [15, 58].
Definition 3.3.15. Consider an n-qubit Pauli product g = (−1)ag1 ⊗ g2 ⊗ . . .⊗ gn, where
a ∈ {0, 1} and g1, . . . , gn ∈ P1. The 2n+ 1 bit check vector associated with g is:
(z1, . . . , zn|x1, . . . , xn|a), (3.63)
where, for i = 1, . . . , n:
xi =
{
0 if gi ∈ {I, Z}
1 if gi ∈ {X,Y },
and zi =
{
0 if gi ∈ {I,X}
1 if gi ∈ {Y,Z}.
(3.64)
The check vectors corresponding to all Pauli products in a generating set can be com-
bined into the columns of a (2n+ 1) by n matrix. Yet for many applications it is easier to
ignore the phase bits associated with the Pauli operators and focus only on the bits deter-
mining the matrices. In the context of local Clifford equivalence, ignoring the phases of the
Pauli products is reasonable because the phase of any generator of a stabilizer subgroup
can be changed by a local Clifford operation that leaves the phases of all other generators
invariant [71].
Definition 3.3.16. The check matrix for a pure stabilizer state is the 2n by n matrix
that results from combining the check vectors associated with the generators of a stabilizer
subgroup into the columns of a matrix, but ignoring the last bits (i.e. ignoring the phases
of the Pauli products).
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As there are different generating sets for the same stabilizer subgroup, there are different
check matrices associated with the same stabilizer state.
Example 3.3.17. The check matrices for the Bell state derived from the generating sets
given in Example 3.3.14 are:
1 0
1 0
0 1
0 1
 and

1 1
1 1
0 1
0 1
 . (3.65)
The commutativity condition for stabilizer subgroups translates into a self-orthogonality
condition on check matrices.
Lemma 3.3.18 ([71]). Let J be the 2n by 2n matrix that has n by n identity matrices in
its off-diagonal quadrants and zeroes elsewhere, i.e.:
J =
(
0 I
I 0
)
, (3.66)
where I is the n by n identity matrix. Then any 2n by n check matrix S is self-orthogonal
under the symplectic inner product, i.e. it satisfies:
STJS = 0. (3.67)
Conversely, any self-orthogonal 2n by n matrix is a valid check matrix, i.e. it corresponds
to a commuting stabilizer subgroup.
Graph states have particularly straightforward representations as check matrices, mak-
ing use of the following matrix encoding for finite simple graphs.
Definition 3.3.19. A graph G with n vertices can be described by a symmetric n by n
matrix θ with binary entries such that θij = 1 if and only if there is an edge connecting
vertices i and j. This matrix is known as the adjacency matrix.
The adjacency matrix can be used to construct a generating set for the stabilizer sub-
group of a graph state.
Proposition 3.3.20 ([71]). Let G = (V,E) be a graph with adjacency matrix θ, and let
|G〉 be the graph state corresponding to G according to Definition 3.3.8. Then the stabilizer
group of |G〉 is generated by the following n Pauli products:
Xv ⊗
⊗
u∈V
Zθuvu for all v ∈ V. (3.68)
Here, subscripts indicate to which qubit the operator is applied.
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These generators yield the following check matrix.
Lemma 3.3.21 ([71]). Let G be a graph with adjacency matrix θ, and let |G〉 be the asso-
ciated graph state. Then: (
θ
I
)
(3.69)
is a check matrix for |G〉, where I is the n by n identity matrix.
In the check matrix formalism, Clifford operations are represented by binary 2n by
2n matrices that multiply the check matrices from the left. The definition of the Clifford
group as the normaliser of the Pauli group (cf. Definition 3.3.2) translates into the binary
formalism as the following condition.
Lemma 3.3.22 ([71]). A binary 2n by 2n matrix Q corresponds to a Clifford operation if
and only if it preserves the symplectic inner product, i.e. it satisfies:
QTJQ = J, (3.70)
where J is defined in (3.66).
Lemma 3.3.23 ([71]). A local Clifford operation is represented by a binary 2n by 2n matrix
of the form:
Q =
(
A B
C D
)
, (3.71)
where each n by n submatrix A,B,C,D is diagonal.
It is this check matrix formalism that was used to prove Theorems 3.3.10 and 3.3.13 in
[71]. We use the same formalism to prove corresponding results for Spekkens’ toy bit theory
in Section 6.3.1.
3.3.4 Stabilizer quantum mechanics in the zx-calculus
Operationally, the theory of stabilizer QM is defined as pure state qubit QM with the fol-
lowing restrictions: state preparations and measurements have to be in the computational
basis, and unitary operations are required to be in the Clifford group. This group is gen-
erated by the single-qubit operators S and H, together with the two-qubit controlled-not
operator. In the zx-calculus, computational basis states and effects are denoted by:
|0〉 =
r z
, |1〉 =
r
pi
z
, 〈0| =
r z
, and 〈1| =
r
pi
z
. (3.72)
The Clifford group generators can be translated into the zx-calculus as follows:
S =
r
pi/2
z
, H =
r
H
z
, and CX =
r z
. (3.73)
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Lemma 3.3.24. Any stabilizer state or operation with post-selected measurements can be
represented by a zx-calculus diagram in which all phase angles are integer multiples of pi/2.
Proof. Given a stabilizer state or operation, find a circuit representation in terms of S,
H, CX , computational basis states and post-selected computational basis measurements.
Translate the circuit into the zx-calculus using the above representation. The result is a
zx-calculus diagram in which all phase angles are integer multiples of pi/2.
In fact, the converse is also true. Note first that, rather than defining the zx-calculus
in terms of phased spiders with arbitrary numbers of legs, we can also define it in terms
of four types of basic spiders with small fixed numbers of inputs and outputs and phase 0,
together with phase shifts and Hadamard nodes.
Lemma 3.3.25. Any zx-calculus diagram can be written as a combination of four basic
spiders:
, , , and , (3.74)
together with phase shifts α and β for α, β ∈ (−pi, pi], H , and .
Proof. If a red or green spider has a non-zero phase, it can be decomposed into a phase 0
spider and a single-qubit phase operator using the spider law. Furthermore, again using the
spider law, any green spider with phase 0 can be “pulled apart” into a diagram composed
of the four elements given above. Spiders with no inputs or outputs can be rewritten into
a state composed with a phase shift, composed with an effect: for any α ∈ (−pi, pi]:
α = α . (3.75)
Any red spider can be turned into a green spider using the colour change law, introducing
a Hadamard node on each leg. Thus any red spider can be written as a combination of
Hadamard nodes, phase shifts, and the basic green spiders.
Therefore, any diagram in the zx-calculus can be written as a combination of the four
spiders given in (3.74), Hadamard nodes, , and phase shifts.
In the above decomposition, the red phase shifts could be removed and replaced with
green phase shifts and Hadamard nodes without changing the result. Nevertheless, as we
often decompose single-qubit operators into red and green phase shifts rather than into
green phase shifts and Hadamards, we include red phase shifts here.
Lemma 3.3.26. Any zx-calculus diagram in which all phase angles are integer multiples
of pi/2 represents a (not necessarily normalised) stabilizer operation with post-selected mea-
surements.
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Proof. Firstly, note that the class of zx-calculus diagram in which all phase angles are
integer multiples of pi/2 is closed under the rewrite rules.
Secondly, by Lemma 3.3.25, any zx-calculus diagram can be decomposed into four basic
spiders plus phase shifts and Hadamard nodes. For each of these diagram generators, we
exhibit a decomposition of the corresponding operator into the Clifford generators, compu-
tational basis states, and computational basis effects. In addition to the translations for
pi/2 and H given in (3.73), this gives the following decompositions:r z
=
s
H
{
=
√
2H |0〉 (3.76)
q y
=
s
H
{
=
√
2 〈0|H (3.77)r z
=
r z
= CX ◦ (I ⊗ |0〉) (3.78)r z
=
r z
= (I ⊗ 〈0|) ◦ CX (3.79)
Thus any zx-calculus diagram in which all phase angles are integer multiples of pi/2 can be
translated into a stabilizer operation with preparation of states in the computational basis
and post-selected computational basis measurements.
It is straightforward to normalise diagrams in the stabilizer zx-calculus by adding copies
of and/or as needed. Thus, combining Lemmas 3.3.24 and 3.3.26, we have the following:
Theorem 3.3.27. The zx-calculus for stabilizer quantum mechanics with post-selected mea-
surements consists exactly of those diagrams in which all phase angles are integer multiples
of pi/2.
By the spider law, the set of all phase shifts for the zx-calculus or for some fragment of
the zx-calculus form a group called the phase group. The group operation is given by the
merging of spiders, is the group identity, and the Hermitian adjoint of a phase shift is its
group inverse.
Lemma 3.3.28 ([26]). The phase group for the stabilizer zx-calculus is isomorphic to the
cyclic group Z4.
The idea of phase groups is relevant also in the construction of a graphical calculus for
Spekkens’ toy theory in Chapter 6.
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3.4 The Clifford+T group
The Clifford group, i.e. the group of unitary stabilizer operations, is significantly less pow-
erful than the group of general unitary operations on qubits. In particular, the number
of distinct Clifford unitaries acting on a fixed number of qubits is finite. Hence stabilizer
quantum mechanics encompasses only a small fragment of all pure quantum operations on
qubits. Nevertheless it is possible to construct an approximately universal set of operations
as defined in Section 2.4.1 by adding an appropriate non-stabilizer gate to the Clifford group
[58].
Definition 3.4.1. The Clifford+T group is the group of unitary operations generated by:
T =
(
1 0
0 eipi/4
)
(3.80)
and the Clifford unitaries.
Proposition 3.4.2 ([14]). The Clifford+T group is approximately universal.
The zx-calculus representations of the Clifford gates are given in (3.73). The T gate is
represented by:
T =
r
pi/4
z
. (3.81)
Similar to the stabilizer zx-calculus introduced in the previous section, we find that the
notion of a Clifford+T zx-calculus is well-defined.
Theorem 3.4.3. The zx-calculus for the Clifford+T group with state preparation and post-
selected measurements in the computational basis consists exactly of those diagrams in which
all phase angles are integer multiples of pi/4.
The proof is analogous to that of Theorem 3.3.27.
In Section 5.3, we present results specific to the scalar-free single-qubit Clifford+T group,
which is the subgroup of unitary Clifford+T operations acting on one qubit only, and where
equality is taken to be up to some non-zero scalar factor. In the zx-calculus, the scalar-free
single-qubit Clifford+T group is represented by those diagrams in which all phase angles
are integer multiples of pi/4 and which have the structure of a line graph, i.e. any node in
the diagram has exactly one input and one output, and there are no cycles.
58
Chapter 4
The zx-calculus and completeness
In the previous chapter, we introduced the zx-calculus notation and rewrite rules, and
argued that this graphical calculus for pure state qubit quantum mechanics with post-
selected measurements is universal and sound. We now look at the completeness properties
of the zx-calculus, i.e. the question of whether any equality that can be derived using
matrices can also be derived graphically.
As shown by Schro¨der and Zamdzhiev [65], the full zx-calculus is incomplete. We recap
this result in Section 4.1. Next, we argue that the incompleteness of the universal zx-calculus
does not preclude completeness for fragments of the zx-calculus where the phase angles are
restricted. The zx-calculus exhibits map-state duality, and therefore general results about
the calculus can be derived by considering only state diagrams. For the remainder of the
chapter, we focus on the stabilizer zx-calculus as introduced in Section 3.3.4, showing first
that there exists a non-unique normal form for stabilizer state diagrams, and then that it
is possible to derive, using the rewrite rules given in the previous chapter, all equalities
between stabilizer state diagrams that are true up to non-zero scalar factor.
4.1 Incompleteness of the universal zx-calculus
A graphical language is incomplete under some interpretation J−K if there exist two diagrams
D1 and D2 that represent the same process under this interpretation – i.e. JD1K = JD2K
– but it is not possible to transform one diagram into the other using the rewrite rules.
As impossibility is hard to prove directly, incompleteness results are usually derived by
constructing an alternative interpretation functor J−K′ for which the rewrite rules are all
sound, but under which D1 and D2 have distinct interpretations. If JD1K′ 6= JD2K′ and
the rewrite rules are sound for J−K′, it follows that it cannot be possible to rewrite D1
into D2, or conversely, as a sound interpretation means that any pair of diagrams that are
equal according to the rewrite rules have to be mapped to equal processes in the underlying
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theory. This approach was used, for example, to show that the Euler decomposition of the
Hadamard node is independent of the previously existing rules of the zx-calculus [33, 35].
Let J−K denote the usual interpretation functor for zx-calculus diagrams as given in
Definition 3.1.1. The rewrite rules introduced in Section 3.2 are all sound with respect to
this interpretation, i.e. they translate to true equalities between matrices. A whole family of
alternative interpretation functors can be defined by multiplying all phases in a zx-calculus
diagram by some integer with respect to the usual interpretation.
Definition 4.1.1. Let j be an integer and define the linear map J−Kj from zx-calculus
diagrams to matrices as follows:
• the interpretations of wires (including wire crossings, caps, and cups), H , and
under J−Kj are the same as under J−K, and
• phases of spiders are multiplied by j as compared to J−K:uwv . . .α
. . .
m
n
}~
j
:=
uwv . . .jα
. . .
m
n
}~ (4.1)
uwwv . . . β
. . .
l
k
}~
j
:=
uwwv . . .jβ
. . .
l
k
}~ (4.2)
This family of interpretation functors was first introduced in [33]. The functor J−K0 is
used to show that the Euler decomposition rule is independent of the other rules (excluding
the zero rule and zero scalar rule, which were only introduced later) [35].
Lemma 4.1.2. For odd j, the rewrite rules in Section 3.2 are sound under J−Kj.
Proof. Rewrite rules involving only zero phases are clearly sound under the new interpre-
tation map. Rules that only involve one non-zero phase which is the same on both sides
of the equality are also sound. The spider rule is sound, as jα + jβ = j(α + β). With j
odd, we have jpi ≡ pi mod 2pi, so the pi-copy, pi-commutation, zero, and zero scalar rules
hold under the new interpretation. This leaves only the Euler decomposition rule, for which
there are two cases.
If j = 4l + 1 for some integer l, then:
jpi/2 ≡ pi/2 mod 2pi, and (4.3)
j(−pi/2) ≡ −pi/2 mod 2pi, (4.4)
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thus the Euler decomposition rule remains unchanged. Otherwise, if j = 4l + 3 for some
integer l, then:
jpi/2 ≡ −pi/2 mod 2pi, and (4.5)
j(−pi/2) ≡ pi/2 mod 2pi. (4.6)
The Euler decomposition rule with the signs of all phases flipped is just the Hermitian
adjoint of the original Euler decomposition rule. This is because scalar diagrams can be
rotated upside-down using the topology meta rule without changing their value. Thus the
Euler decomposition rule is sound under the map J−Kj , completing the proof.
As all the rewrite rules are sound under J−Kj for any odd integer j, any diagram equality
derivable in the zx-calculus must hold not just under the normal interpretation map but
also under J−Kj for odd j. Conversely, any diagram equality that does not hold under J−Kj
for some odd integer j cannot be derivable using the rules of the zx-calculus. This idea
forms the basis of the following argument.
Theorem 4.1.3 ([65]). The exactly universal zx-calculus is incomplete.
Proof. It is well-known that any single-qubit unitary operator can be decomposed into
three single-qubit rotations up to a global phase [58]. This decomposition is called Euler
angle decomposition by analogy with the decomposition of an arbitrary rotation in three-
dimensional space into rotations about two fixed axes. The Euler decomposition of the
Hadamard (3.34) is one example of this decomposition for single-qubit unitaries.
Expressed in terms of zx-calculus diagrams, this result takes the following form. For
any unitary U , angles φ, α, β, γ ∈ (−pi, pi] can be chosen such that:
s
U
{
=
uwwv φpi
α
β
γ
}~ . (4.7)
There are double square brackets in this equation because, while we are representing the
operators graphically, this is a result that holds for matrices. In fact, we show that the
corresponding diagram equality does not always follow from the current set of rewrite rules
of the zx-calculus.
To do this, consider the following single-qubit unitary:
U =
pi/3
2pi/3
pi/3
pi/3
pi/3
(4.8)
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It is straightforward to check that (4.7) holds for this U if:
α = γ = − arccos
(
5
2
√
13
)
≈ 0.2561pi (4.9)
β = −2 arcsin
(√
3
4
)
≈ −0.2851pi (4.10)
φ = arcsin
(√
3
4
)
− α ≈ 0.3987pi. (4.11)
Now consider: s
U
{
3
and
uwwv
α
β
γ
}~
3
(4.12)
for the U and α, β, γ, φ defined above. The first diagram is just a scaled version of the
identity: s
U
{
3
=
√
2 (|0〉 〈0|+ |1〉 〈1|) . (4.13)
On the other hand, for the given values of α, β, γ, and φ, the second diagram is clearly not
a scaled identity.
But, as shown in Lemma 4.1.2, the rewrite rules given in Section 3.2 are sound under
the interpretation map J−K3, i.e. any equality derived using those rules must be true under
the interpretation J−K3. Thus it is impossible to rewrite:
pi/3
2pi/3
pi/3
pi/3
pi/3
into
α
β
γ
with the given values of α, β, γ, and φ.
Therefore, the exactly universal zx-calculus with the rewrite rules given in Section 3.2
is incomplete.
We have shown that there are pairs of diagrams that represent the same matrix but
cannot be rewritten into each other using the current rewrite rules of the zx-calculus. The
current rule set being incomplete does not mean the zx-calculus can never be complete.
For example, the Euler decomposition of the Hadamard operator was not contained in the
original set of rewrite rules for the zx-calculus but added later after it was found to not
be derivable from the other rewrite rules [33]. Thus the obvious approach to solving the
incompleteness problem is to add more rewrite rules.
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Yet, as Schro¨der and Zamdzhiev argue, it may not be possible to complete the exactly
universal zx-calculus by adding a finite (or even finitely generated) set of new rewrite rules
[65]. Thus the zx-calculus for universal pure state qubit quantum mechanics may always
be incomplete.
4.2 Completeness results are possible for fragments of the
zx-calculus
There is another approach that can lead to completeness results for the zx-calculus: rather
than trying to complete the exactly universal calculus, one can consider fragments of the
zx-calculus, corresponding to more restricted theories. The incompleteness proof relies
centrally on the fact that arbitrary single qubit unitaries – or, in zx-calculus terms, arbitrary
phase angles – are allowed. In a fragment of quantum theory which imposes restrictions on
the phase angles, e.g. stabilizer quantum mechanics (cf. Section 3.3.4), this does not hold.
Therefore the incompleteness proof does not preclude completeness results for fragments of
the pure state qubit quantum theory.
For example, consider the following result for single-qubit unitaries within stabilizer
quantum mechanics.
Lemma 4.2.1. Assuming that non-zero stabilizer scalars have inverses, any unitary single-
qubit Clifford operator can be written uniquely in one of the forms:
r
α
β
or s
pi/2
±pi/2
γ
, (4.14)
where α, β, γ ∈ {0, pi/2, pi,−pi/2} and r , s are (not necessarily connected) scalar dia-
grams with modulus 1.
Proof. Any single-qubit Clifford operator can be written entirely in terms of green and red
phase shifts by replacing Hadamard nodes using the Euler decomposition rule. The two
copies of required to match the left-hand side of the Euler decomposition rule can be
created together with a copy of using the variant star rule (3.45).
Furthermore, each single-qubit unitary Clifford operator must have a representation
with no more than three red or green nodes in the non-scalar part, as given any diagram
with at least four nodes in the non-scalar part, at least one of the following applies:
• There are two adjacent nodes of the same colour, in which case they can be merged
by the spider rule.
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• There is a node with a phase that is a multiple of 2pi, in which case it can be removed
by the identity rule.
• There is a node with a phase of pi, in which case it can be moved past a node of
the other colour using the pi-commutation rule and then merged with another node
of the same colour. The scalar , which is required to match the left-hand side of
the pi-commutation rule, can be created using the variant star rule as above. As the
pi-commutation rule also holds upside-down and/or with colours flipped, it is never
necessary to apply it backwards, thus we do not need to worry about matching the
scalar on its right-hand side in our diagram.
• If none of the above cases apply, the nodes in the diagram must all have phases in
the set {±pi/2} and their colours must alternate. Now assume that there is a scalar
diagram s which is inverse to
−pi/2
−pi/2 , i.e. it satisfies:
s
−pi/2
−pi/2 = , (4.15)
Then by the Euler decomposition and the self-inverse property of the Hadamard
operator, together with the colour change rule, we have:
pi/2
pi/2
pi/2 = s
−pi/2
−pi/2
pi/2
pi/2
pi/2 = s H = s
H
H
H
=
H
H
pi/2
pi/2
pi/2 =
pi/2
pi/2
pi/2 .
(4.16)
We show in Lemma 5.1.10 that the above assumption is satisfied, i.e. there exists a
scalar diagram s such that (4.15) is true.
By pre- and post-composing the first and last diagrams in (4.16) with pi or pi
and using the spider and pi-commutation rules, similar results can be derived for any
combination of plus and minus signs in the phases. Hence if there is a sequence of
four nodes of alternating colours, all of which have phases in the set {±pi/2}, we can
change the colours of three of them, and thus get two adjacent nodes of the same
colour, which can be merged.
In each of the cases listed above, the number of nodes in the non-scalar part of the diagram
can be reduced by applying suitable rewrite rules. The strategy works until there are no
more than three nodes left. Having reduced all diagrams to at most three nodes, it is
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straightforward – albeit somewhat tedious – to check that the given expressions indeed give
a unique representation for each Clifford operator. The condition on the modulus of the
scalar subdiagram is imposed by the unitarity of the Clifford operator as a whole.
From this lemma it follows immediately that the Euler decomposition of any single-
qubit Clifford operator involves only phase angles that are integer multiples of pi/2. Thus,
Theorem 4.1.3 does not apply to the zx-calculus restricted to stabilizer quantum mechanics.
In fact, the above lemma implies that – under the assumption of non-zero stabilizer scalars
being invertible – the zx-calculus is complete for unitary single-qubit Clifford operators.
Similar arguments can be made for other fragments of the zx-calculus, e.g. the single-qubit
Clifford+T group, see Section 5.3.2.
In the proof of Lemma 4.2.1, we have ignored scalar subdiagrams for simplicity; assuming
only that every scalar appearing in a rewrite rule has an inverse so that rewrite rules can be
applied whenever their non-scalar part matches. In Chapter 5, we show that the assumption
of non-zero scalars being invertible is justified.
We continue under that assumption for the rest of this chapter to show that the zx-
calculus is complete for pure state stabilizer quantum mechanics with post-selected mea-
surements and ignoring scalars. This work was first published in [7].
4.3 Map-state duality in the zx-calculus
Ignoring scalars in the stabilizer completeness proof simplifies matters significantly. There
is another useful simplifying assumption: the fact that arguments about arbitrary processes
in the calculus can be made by only considering states. This assumption is justified by
map-state duality.
Map-state duality, also known as the Choi-Jamio lkowski isomorphism, relates quantum
states and linear operators:
Theorem 4.3.1 (Map-state duality or Choi-Jamio lkowski isomorphism). For any pair of
positive integers n and m, there exists a bijection between the linear operators from n to m
qubits and the states on n+m qubits.
In the zx-calculus, states are diagrams with no inputs. Therefore the Choi-Jamio lkowski
isomorphism as a transformation consists of just “bending around” the inputs of the oper-
ator so that they become outputs. This process can also be thought of as composing the
operator with an appropriate entangled state. In the reverse direction, we bend around some
of the outputs to become inputs, or alternatively compose the diagram with the appropriate
effect.
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The isomorphism implies that for any operator A from n to m qubits and for any
n+m-qubit state B:
A
. . .
. . .
. . .
=
. . . . . .
B ⇐⇒ A
. . .
. . .
=
. . .
. . . . . .
B
. (4.17)
This follows directly from the rule that only the topology matters, which allows us to “yank
straight” any inputs and outputs.
In the remainder of this chapter, we thus focus without loss of generality on state
diagrams only. Any results we derive about stabilizer state diagrams can also be applied to
non-scalar stabilizer diagrams with arbitrary numbers of inputs and outputs.
4.4 A normal form for stabilizer state diagrams
Even with the phase angles restricted to integer multiples of pi/2, there is an infinite number
of zx-calculus diagrams for any given number of inputs and outputs, and diagrams can get
arbitrarily large. To prove completeness, we therefore start by showing that any stabilizer
diagram can be brought into a normal form, called “GS-LC form”, which is based on
graph states and local Clifford operators. The term “normal form” is used very loosely
here: the GS-LC form is not unique, i.e. two GS-LC diagrams may be equal without being
identical. We also do not prove any confluence or termination properties for the rewrite
system. Instead we exhibit an algorithm that can be used to bring any stabilizer zx-calculus
diagram into GS-LC form. As GS-LC diagrams are fairly compact – a normalised GS-LC
diagram with n inputs and m outputs contains at most O
(
(n+m)2
)
nodes, as shown in
Lemma 4.4.8 – this nevertheless simplifies the derivation of equalities between diagrams.
Similar to the proof of Lemma 4.2.1 above, this normal form proof relies on the following
assumption:
Any stabilizer scalar diagram that appears as part of a non-zero rewrite rule has
an inverse, i.e. for any:
s ∈
{
,
pi
,
pi
pi/2
,
pi
pi
,
pi
−pi/2 ,
−pi/2
−pi/2
}
, (4.18)
there exists a stabilizer scalar diagram r such that:
r s = . (4.19)
This assumption is necessary to ensure that rewrite rules can be applied whenever their
non-scalar part matches. We show in Section 5.1 that the assumption is justified.
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Example 4.4.1. In (4.16) above, the non-scalar part of the right-hand side of the Euler
decomposition rule matches the first diagram. Yet without an inverse to
−pi/2
−pi/2 , the
rewrite rule could not be applied because the scalar part does not match.
4.4.1 Graph states and local Clifford operators
Graph states as defined in Definition 3.3.7 can be represented in the graphical calculus in
an especially elegant way.
Proposition 4.4.2. A graph state |G〉, where G = (E, V ) is an n-vertex graph, is repre-
sented in the graphical calculus as follows:
• for each vertex v ∈ V , a green node with one output and a normalising factor ,
and
• for each edge {u, v} ∈ E, a Hadamard node connected to the green nodes representing
vertices u and v, as well as a normalising factor .
Proof. As: r z
= |+〉 and
r
H
z
= CZ , (4.20)
this is just the translation into the zx-calculus of Definition 3.3.8.
Graph states were first introduced into the scalar-free zx-calculus in [33]. The proof
that this definition agrees with the definition of graph states in terms of their stabilizers
translates straightforwardly from the argument given there to the scaled zx-calculus.
Example 4.4.3. Let G be the graph:
4
32
1
(4.21)
The stabilizer group of the corresponding 4-qubit graph state is generated by the operators:
X ⊗ Z ⊗ Z ⊗ Z,
Z ⊗X ⊗ Z ⊗ Z,
Z ⊗ Z ⊗X ⊗ I, and
Z ⊗ Z ⊗ I ⊗X. (4.22)
By Proposition 4.4.2, the corresponding diagram in the zx-calculus is:
1 2 3 4
H
HH
H
H
(4.23)
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where the vertices are rearranged so that the qubits are in the correct order. We verify that
this is an eigenstate of the operator X ⊗ Z ⊗ Z ⊗ Z. Indeed, ignoring the scalar as that
remains unchanged throughout:
H
HH
H
H
pi pi pi pi
= H
pi
pi H
pi
H
pi
H
H
pi
pi
H
H
H pi
pi
H pi
= pi
H
pi
pi
= H
HH H
H
(4.24)
using the pi-copy law and the spider rule in the first step, the colour change law and the
self-inverse property of Hadamard nodes in the second step, and the spider rule again in
the third step.
The same process can be applied to the other Pauli operators given above.
The stabilizer graph formalism [37] (cf. also Section 2.2.2) provides a notation for ar-
bitrary stabilizer states in terms of graph states and local Clifford operators. Translating
this idea into the zx-calculus yields the following definition.
Definition 4.4.4. A diagram in the stabilizer zx-calculus is called a GS-LC diagram if it
consists of a graph state diagram with arbitrary single-qubit Clifford operators applied to
each output, together with an arbitrary scalar. Following [4], we call the Clifford operator
associated with one of the qubits in the graph state its vertex operator.
As a consequence of Lemma 4.2.1, whenever a single-qubit Clifford operator appears in
the following arguments, we can assume without loss of generality that the operator is one
of the diagrams given in (4.14).
Any graph state or GS-LC diagram can be decomposed into two parts: the non-scalar
part, containing any nodes that are in some way connected to an output, and the normalising
factor, containing any nodes that are disconnected from all outputs. We use a white ellipse
labelled with the name of the graph as short-hand notation for the non-scalar part of a
graph diagram, and a white diamond as short-hand for a scalar. For example, G
. . .
denotes the non-scalar part of the diagram representing |G〉. The non-scalar part of an
n-qubit GS-LC diagram with underlying graph G is denoted by:
G
. . .U1 Un , (4.25)
where U1, . . . , Un ∈ C1.
Note that GS-LC diagrams do not need to be normalised, and they may be zero. Nev-
ertheless, it is straightforward to see the following.
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Lemma 4.4.5. A GS-LC diagram is zero if and only if its scalar part is zero.
Proof. The non-scalar part of a GS-LC diagram consists of a unitary operator – controlled-Z
gates to create the edges, then single-qubit Clifford operators – applied to the state . . . ,
which cannot be zero. Thus the desired result follows.
Van den Nest et al. showed, using the binary formalism for stabilizer quantum mechan-
ics, that two graph states are related to each other by local Clifford operations if and only if
the underlying graphs are related by a sequence of local complementations [71] (cf. Section
3.3.3). Duncan and Perdrix translated this result into the scalar-free zx-calculus [33], and
it carries over straightforwardly to the scaled zx-calculus.
Theorem 4.4.6. Let G = (V,E) be a graph with adjacency matrix θ and let G ? v be the
graph that results from applying a local complementation about some v ∈ V (cf. Definition
3.3.11). Then the equality:
|G ? v〉 = RX,v ⊗
⊗
u∈V
R−θuvZ,u |G〉 (4.26)
holds in the zx-calculus, i.e. we have:
G ? v
. . . = s
α1 . . . αv−1
G
αnαv+1 . . .pi/2
(4.27)
where αk = −θkvpi/2 for k ∈ V \ {v} and s is a scalar diagram satisfying:q
s
y
=
√
2|E|−|E′|, (4.28)
where E′ is the set of edges of G ? v and |−| denotes the number of elements of a set. An
explicit form for s can be found using Lemma 4.4.7.
Lemma 4.4.7. Let r be an integer. Then the scalar
√
2r can be represented by one of the
following zx-calculus diagrams:
• for r > 0, r copies of ,
• for r = 0, the empty diagram,
• for r < 0 and r even, |r| /2 copies of , and
• for r < 0 and r odd, one copy of and (1− r)/2 copies of .
Proof. It is straightforward to check the interpretations of the given diagrams.
In fact, any diagram consisting solely of copies of and can be brought into the
normal form given in Lemma 4.4.7 by using the variant star rule proved in Lemma 3.2.4.
While a general stabilizer diagram with a fixed number of inputs and outputs can contain
arbitrarily many nodes, GS-LC diagrams have a more manageable size.
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Lemma 4.4.8. The non-scalar part of a GS-LC diagram on n qubits contains at most
(n2 + 7n)/2 nodes.
Proof. Ignoring scalars, the graph state underlying a GS-LC diagram contains one node for
each vertex and one node for each edge. The number of vertices is n. As the graph is simple,
i.e. there are no self-loops and at most one edge between any pair of vertices, the maximum
number of edges is equal to n(n − 1)/2. The non-scalar parts of the single-qubit Clifford
operators can be written using at most three nodes per qubit. Thus the total number of
nodes is:
n+ n(n− 1)/2 + 3n = 1
2
(n2 + 7n). (4.29)
We are ignoring the scalar part of the GS-LC diagram here as that can be arbitrarily
large for a non-normalised operator.
4.4.2 Equivalence transformations of GS-LC diagrams
Consider the non-normalised n-qubit GS-LC diagram:
G
. . .U1 Un (4.30)
where G = (V,E) is a graph with adjacency matrix θ, and Uv ∈ C1 for v ∈ V . It is useful
to set out explicitly three equivalence transformations of GS-LC diagrams, i.e. operations
that take a GS-LC diagram to an equal but generally not identical GS-LC diagram. These
operations are later used to prove that any stabilizer state diagram can be brought into
GS-LC form, and that the scalar-free stabilizer zx-calculus is complete.
Local complementation about a qubit v: Let G ? v denote the graph that results
from G through application of the graph-theoretical local complementation about some
vertex v ∈ V . Then by Theorem 4.4.6:
G
. . .U1 Un = s α1 . . . αv−1
G ? v
αnαv+1 . . .−pi/2
U1 Uv−1 Uv Uv+1 Un. . . . . .
, (4.31)
where αu = θuvpi/2 for u ∈ V \ {v} and s =
√
2|E′|−|E| with E′ the set of edges of G ? v. In
the following, when we say “local complementation”, we usually mean this transformation,
which consists of a graph operation, a change to the local Clifford operators, and a change
to the scalar part of the diagram.
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Fixpoint operation on a qubit v: Let v ∈ V , then:
α1 . . . αv−1
G
= αnαv+1 . . .pi
G
. . .U1 Un
U1 Uv−1 Uv Uv+1 Un. . . . . .
, (4.32)
where αu = θuvpi for u ∈ V \ {v}. This equality holds by the definition of graph states,
or, alternatively, by a double local complementation about v. Note that as the number of
edges in the graph does not change, the normalisation does not change either.
Local complementation along an edge {v, w}: Let v, w ∈ V such that {v, w} ∈ E.
Then:
G
. . .U1 Un = s
G′
U ′1 U ′n. . . , (4.33)
where:
U ′j =

Uj ◦RZ ◦R−1X ◦RZ if j ∈ {v, w}
Uj ◦ Z if j ∈ V \ {v, w} ∧ ({j, v} ∈ E ∨ {j, w} ∈ E)
Uj otherwise,
(4.34)
and G′ = (V,E′) satisfies the following properties:
• G′ = ((G ? v) ? w) ? v = ((G ? w) ? v) ? w;
• {v, w} ∈ E′;
• for j ∈ V \{v, w}, {j, v} ∈ E′ ⇔ {j, w} ∈ E and {j, w} ∈ E′ ⇔ {j, v} ∈ E, i.e. a vertex
j is adjacent to v in G′ if and only if j was adjacent to w in G and correspondingly
with v and w exchanged;
• for p, q ∈ V \ {v, w}, let P be the intersection of p’s neighbourhood with {v, w}, i.e.
v ∈ P if {p, v} ∈ E and w ∈ P if {p, w} ∈ E, and define Q correspondingly. Then the
edge {p, q} is toggled if and only if P,Q and ∅ are pairwise distinct.
The scalar factor, as usual, takes the value s =
√
2|E′|−|E|.
This is an equivalence transformation because it consists of three subsequent local com-
plementations on qubits, but it is worth a separate mention because of non-obvious prop-
erties like the symmetry under interchange of v and w.
4.4.3 Any stabilizer state diagram is equal to some GS-LC diagram
From the binary formalism for stabilizer quantum mechanics, we know that any stabilizer
state is local Clifford-equivalent to some graph state [71] (cf. Theorem 3.3.10). In the fol-
lowing, we show that a corresponding statement holds in the zx-calculus: any stabilizer
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state diagram is equal to some GS-LC diagram. The proof of this result is strongly in-
spired by Anders and Briegel’s proof that stabilizer quantum mechanics can be simulated
efficiently on classical computers using a representation based on graph states and local
Clifford operators [4].
Theorem 4.4.9. Any stabilizer state diagram is equal to some GS-LC diagram within the
zx-calculus.
Proof. For clarity, the proof has been split into various lemmas, which are stated and proved
after the theorem.
By Lemma 3.3.25, any zx-calculus diagram can be written in terms of four basic spiders
together with phase shifts, Hadamard nodes, and star nodes. Recall that a zx-calculus
diagram represents a quantum state if and only if it has no inputs. Of the basic elements
given in Lemma 3.3.25, is the only one with no inputs. Thus any diagram representing
a state must contain at least one such component (or a cup, which can be replaced by
spiders). Clearly is a GS-LC diagram. We can now proceed by induction: If, for each
of the basic components, applying it to a GS-LC diagram yields a diagram that can be
rewritten to some GS-LC diagram, then any stabilizer state diagram can be rewritten to
some GS-LC diagram. Lemmas 4.4.10, 4.4.11, 4.4.12, 4.4.13, 4.4.14 and 4.4.15 show these
inductive steps. Therefore any stabilizer state diagram can be decomposed into the basic
elements and then converted, step by step, into a GS-LC diagram.
Lemma 4.4.10. A stabilizer state diagram which consists of a GS-LC diagram and is
equal to some GS-LC diagram within the zx-calculus.
Proof. Adding a vertex to a graph yields another graph, so adding to a graph state
diagram yields another (not necessarily normalised) graph state diagram. The same holds
for GS-LC diagrams.
Lemma 4.4.11. A stabilizer state diagram which consists of a basic single-qubit Clifford
unitary, e.g. a phase shift or a Hadamard operation, applied to some GS-LC diagram is
equal to a GS-LC diagram within the zx-calculus.
Proof. This follows directly from Definition 4.4.4, the definition of GS-LC diagrams.
Lemma 4.4.12. A stabilizer state diagram which consists of a star node applied to some
GS-LC diagram is equal to a GS-LC diagram within the zx-calculus.
Proof. GS-LC diagrams do not need to be normalised, so adding a star node to a GS-LC
diagram yields another GS-LC diagram.
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Lemma 4.4.13. A stabilizer state diagram which consists of applied to some GS-LC
diagram is equal to a GS-LC diagram within the zx-calculus.
Proof. Call the vertex of the GS-LC diagram to which the post-selected measurement is
applied the operand vertex. There are two cases.
The operand vertex has no neighbours: There are six single-qubit pure stabilizer states.
In each, case the measurement effect combines with the state into a scalar.
The operand vertex has at least one neighbour : Computational basis measurements on
graph states are straightforward.
In the zx-calculus, the computational basis states are denoted (somewhat counter-
intuitively) by red effects: represents 〈0| and pi represents 〈1|, in either case up to
some scalar factor. By repeated application of the copy rule:
H H. . .
n
= s H H. . .
n
= s . . .
n
(4.35)
where s consists of n − 1 copies of . Using the pi-copy rule, the same holds for pi .
Thus if the vertex operator of the operand vertex is:
H or
H
pi
, (4.36)
the measured vertex is simply removed from the graph state.
Otherwise, we can pick one neighbour of the operand vertex; following [4], this neighbour
is called the swapping partner. A local complementation about the operand vertex adds
pi/2 to its vertex operator. A local complementation about the swapping partner adds
−pi/2 to the vertex operator on the operand vertex. Now these two single-qubit operators
together generate all of C1. Note that local complementations about the operand vertex or
its swapping partner do not remove the edge between these two vertices. Therefore, after
each local complementation, the operand vertex still has a neighbour, enabling further local
complementations. Hence it is always possible to change the vertex operator on the operand
vertex to H using local complementations. Then, the measurement is straightforward as
above.
Lemma 4.4.14. A stabilizer state diagram which consists of applied to some GS-LC
diagram is equal to a GS-LC diagram within the zx-calculus.
Proof. As before, call the vertex we are acting upon the operand vertex. Again, there are
two cases.
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The operand vertex has no neighbours: In this case, the part of the diagram representing
the non-operand qubits does not change, hence if it was in GS-LC form originally, it remains
that way. The overall diagram will be in GS-LC form if and only if applied to the
operand vertex can be transformed into a GS-LC diagram. Now, up to scalar factor, the
six single-qubit stabilizer states can be written as:
, pi/2 , pi , −pi/2 , , and pi . (4.37)
By the spider law, the identity law, and the self-inverse property of the Hadamard operator:
α
α
H
H= (4.38)
for α ∈ {0, pi/2, pi,−pi/2}. Using the copy law and the pi-copy law, for β ∈ {0, pi}:
β
= β β =
H
β
H
β
. (4.39)
In each of these cases, the right hand side of the equation can easily be seen to be a GS-LC
diagram.
The operand vertex has at least one neighbour : Note that:
=
H
H
, (4.40)
so if the vertex operator on the operand vertex is trivial, we just add a new vertex and
edge to the graph. Now, as described in the proof for Lemma 4.4.13, we can use local
complementations about the operand vertex and a swapping partner to change the vertex
operator on the operand vertex to the identity. Thus whenever we apply to a GS-LC
diagram, the result is equal to some GS-LC diagram.
Lemma 4.4.15. A stabilizer state diagram which consists of applied to some GS-LC
diagram is equal to a GS-LC diagram within the zx-calculus.
Proof. As usual, call the qubits to which is applied the operand qubits. This time there
are two of them, and there are four cases to consider.
Operand vertices are connected only to each other : Since neither operand vertex is
connected to any other vertex, we can neglect all non-operand vertices. Now, for any
U, V ∈ C1:
H
U V =
W
(4.41)
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where W is again in C1. From Lemma 4.2.1, it is straightforward to see that any single-qubit
Clifford unitary W can be written as:
W = s
α
β
γ
(4.42)
for some scalar s with |s| = 1 and angles α, β, γ ∈ {0, pi/2, pi,−pi/2}. Thus, using the spider
law and the Hopf law:
H
U V =
W
= s α γ
β
= s
α+ γ
β
= s
β
α+ γ
(4.43)
Hence, the diagram can always be brought into GS-LC form.
One operand vertex has no neighbours: If one of the operand vertices has no neighbours,
it must be in one of the six single-qubit states given in (4.37). Now for α ∈ {0, pi/2, pi,−pi/2}
and β ∈ {0, pi}:
α
= α (4.44)
and:
β
=
β
=
H
β
β
H
. (4.45)
Thus by Lemmas 4.4.10, 4.4.11, 4.4.12 and 4.4.13, no matter what the properties of the
other operand vertex are, the resulting state is always equal to a GS-LC diagram.
Having resolved the case where the two operand vertices are connected only to each
other and the case where one of the operand vertices has no neighbours, we are left with
the cases where both operand vertices have neighbours and at least one of the operand
vertices has a non-operand neighbour.
Both operand vertices have non-operand neighbours: Denote the two operand vertices
by a and b. Pick one of a’s non-operand neighbours to be a swapping partner. As laid out
in the proof of Lemma 4.4.13, we can use local complementations about a and its swapping
partner to change the vertex operator of a to the identity. We can then do the same for b,
picking a new swapping partner from among its neighbours. If a is connected to b or to b’s
swapping partner, these operations may result in adding some phase operators of the form
−pi/2 to a’s vertex operator. This is not a problem, as green phase operators commute
with . Once the vertex operators for both operand vertices are identities or green phase
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operators, we can move the green phases through the spider and then merge the vertices.
Note that:
H
H
...
...
= ...
...
(4.46)
and:
...
...H
=
pi
pi/2 (4.47)
so we can remove any double edges or self-loops resulting from the merging. The result is
a GS-LC diagram on n− 1 qubits, where n is the number of qubits in the original GS-LC
diagram.
One operand vertex is connected only to the other, but the latter has a non-operand
neighbour : We can change the vertex operator of the second operand vertex to the identity
as in the previous case. In the process, the first operand vertex may acquire one or more
non-operand neighbours; in that case we proceed as above. Else, by (4.42), for any vertex
operator V on the first operand qubit:
V
H
...
=
W
...
= s α
β
γ ...
= s
α+ γ
β
... = s α+ γ
β
...
(4.48)
where W = V ◦H is decomposed as in (4.42) and we have used the spider law and the Hopf
law. Again, the resulting diagram is a GS-LC diagram.
The four cases we have considered cover all the possible configurations of the graph
underlying the original GS-LC diagram, hence the proof is complete.
4.5 Completeness for the scalar-free stabilizer zx-calculus
Having shown that any stabilizer state diagram can be brought into GS-LC form, we now
look at equalities between such diagrams. While there are significantly fewer GS-LC dia-
grams than general stabilizer state diagrams, it is possible to reduce the number of diagrams
needing to be considered even further by moving to a “reduced GS-LC form” instead. We
give the equivalence operations of reduced GS-LC diagrams and then show how to use these
operations to derive any sound equalities between reduced GS-LC diagrams. This means
the zx-calculus is complete for scalar-free stabilizer diagrams. Finally, we give an example
application of this result in Section 4.5.4.
Throughout this section, we continue to assume that any non-zero stabilizer scalar is
invertible. Additionally, we now drop all scalars from diagrams during derivations to save
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space. The equalities derived here are thus only true up to some scalar factor. By inspection
of the applied rewrite rules, it is straightforward to put the scalars back in.
4.5.1 Reduced GS-LC diagrams
Following [37], we define a more restricted form of GS-LC diagrams. The resulting diagrams
are still not unique, but the number of equivalent diagrams is significantly smaller, making
it easier to derive equalities between them.
Definition 4.5.1. A stabilizer state diagram in reduced GS-LC (or rGS-LC) form is a
diagram in GS-LC form satisfying the following additional constraints.
1. All vertex operators belong to the set:
R =
{
, pi/2 , pi , −pi/2 , pi/2
pi/2
, −pi/2
pi/2
}
. (4.49)
2. Two adjacent vertices must not both have vertex operators that include red nodes.
Theorem 4.5.2. Any stabilizer state diagram is equal to some rGS-LC diagram within the
zx-calculus.
Proof. Note that any single-qubit state can be brought into rGS-LC form: for a ∈ {0, 1}
and α ∈ {0, pi/2, pi,−pi/2}:
α
α= and
api
pi/2
(−1)api/2= . (4.50)
By Theorem 4.4.9, any stabilizer state diagram is equal to some GS-LC diagram within the
zx-calculus. Lemma 4.2.1 shows that each vertex operator in the GS-LC diagram can be
brought into one of the forms:
α
β
pi/2
±pi/2
γ
or . (4.51)
Note that the cases β = 0 and γ = 0 of the above normal forms correspond exactly to the
elements of R, the restricted set of vertex operators given in (4.49). A local complementation
about a vertex v pre-multiplies the vertex operator of v with −pi/2 , so the vertex operator
on any vertex with at least one neighbour can be brought into one of the forms (4.49)
by some number of local complementations about this vertex. The other effects of local
complementations are to toggle some of the edges in the graph state and to pre-multiply
the vertex operators of neighbouring vertices by pi/2 . The set R is not mapped to itself
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under repeated pre-multiplication with green phase operators: this operation sends the set
{ α } to itself, but it maps:
±pi/2
pi/2
}
7→
{
pi/2
±pi/2 pi/2 −pi/2
pi
{ }
., , (4.52)
The normal form of a vertex operator contains at most two red nodes. Once a vertex
operator is in one of the forms in R, pre-multiplication by green phase operators does not
change the number of red nodes it contains when expressed in normal form. Thus the process
of removing red nodes from the vertex operators by applying local complementations must
terminate after at most 2n steps for an n-qubit diagram, at which point all vertex operators
are elements of the set R.
With all vertex operators in R, suppose there are two adjacent qubits u and v which
both have red nodes in their vertex operators, i.e. there is a subdiagram of the form:
H
api/2 bpi/2
pi/2 pi/2
u v
. . . . . .
(4.53)
for a, b ∈ {±1}. A local complementation along the edge {u, v} maps the vertex operator
of u to:
pi/2
−pi/2
(a+ 1)pi/2
pi/2
=
(a+ 1)pi/2
−api/2 =
pi/2
(a+ 1)pi/2
pi/2
−pi/2
api/2
pi/2
pi/2
= , (4.54)
and similarly for v. If a = 1, we apply a fixpoint operation to u and if b = 1, we apply one
to v. After this, the vertex operators on both u and v are green phase operators. Vertex
operators of qubits adjacent to u or v are pre-multiplied with some power of pi . Thus each
such operation removes the red nodes from a pair of adjacent qubits and leaves all vertex
operators in the set R. Hence after at most n/2 such operations, it becomes impossible to
find a subdiagram as in (4.53). Thus, the diagram is in reduced GS-LC form.
4.5.2 Equivalence transformations of rGS-LC diagrams
It is obvious that local complementations and applications of the fixpoint rule do not in
general take rGS-LC diagrams to rGS-LC diagrams. Still, rGS-LC forms are not necessarily
unique, as the following two propositions show. The propositions are adapted from similar
results in [37].
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Proposition 4.5.3. Suppose a rGS-LC diagram contains a pair of neighbouring qubits p
and q in the following configuration:
H
api/2 bpi
pi/2
p q
. . . . . .
(4.55)
where a ∈ {±1} and b ∈ {0, 1}. Then a local complementation about q followed by a local
complementation about p yields a diagram which can be brought into rGS-LC form by at
most two applications of the fixpoint rule.
Proof. Consider first the effect of the two local complementations on the vertex operators
of p and q. For p we have:
pi/2
−pi/2
api/2
pi/2
=
pi/2
−pi/2
(a+ 1)pi/2 =
(a+ 1)pi/2
(a+ 1)pi/2
, (4.56)
and for q:
bpi
−pi/2
pi/2
=
(−1)b+1pi/2
(−1)bpi/2
=
pi/2
−pi/2
(1 + b)pi
. (4.57)
If a = +1, we apply a fixpoint operation to p and if b = 0, we apply a fixpoint operation
to q; then the vertex operators of p and q are in R. The fixpoint operations add pi to
neighbouring qubits, which maps the set R to itself. As fixpoint operations do not change
any edges, we do not have to worry about them when considering whether the rest of the
diagram satisfies Definition 4.5.1.
We now need to check that the two local complementations map all vertex operators
to allowed ones. Vertices not adjacent to p or q can safely be ignored because their vertex
operators remain unchanged. As the local complementations and fixpoint operations add
only green phase operators to vertices other than p and q, any vertex operator on another
qubit that started out as a green phase remains a green phase. It remains to check the
effect of the transformation on qubits whose vertex operator contains a red node and which
are adjacent to p or q. By Definition 4.5.1, such qubits cannot be adjacent to p. So suppose
w is a qubit in the original graph state with a red node in its vertex operator and suppose
the initial diagram contains an edge {w, q}. Then the local complementation about q adds
a phase factor pi/2 to the vertex operator of w and it creates an edge between w and p.
The complementation about p adds another pi/2 to w and removes the edge between w
79
and q. Thus the vertex operator of w remains in the set R, i.e. the transformation preserves
property 1 of the definition of rGS-LC diagrams.
Suppose there are two qubits v, w in the original graph state, both of which have red
nodes in their vertex operators and are adjacent to q. Since the original diagram is in rGS-
LC form, there is no edge between v and w. Now the local complementation about q adds an
edge between v and w and creates edges {p, v} and {p, w}. The local complementation about
p removes the edge {v, w}, so once again v and w are not adjacent. Edges involving any
qubits that are not adjacent to p or q remain unchanged. Thus the transformation preserves
property 2 of Definition 4.5.1. Hence, the resulting diagram is in rGS-LC form.
Proposition 4.5.4. Suppose a rGS-LC diagram contains a pair of neighbouring qubits p
and q in the following configuration:
H
api/2 bpi/2
pi/2
p q
. . . . . .
(4.58)
where a, b ∈ {±1}. Then a local complementation along the edge {p, q} yields a diagram
which can be brought into rGS-LC form by at most two applications of the fixpoint rule.
Proof. After the local complementation along the edge, the vertex operator of p is given by
(4.54). For the vertex operator of q, we have:
(b+ 1)pi/2
−pi/2
pi/2
=
bpi/2
−bpi/2 =
pi/2
−pi/2
(b− 1)pi/2
bpi/2
pi/2
−pi/2
pi/2
= (4.59)
Thus if a = 1, we apply a fixpoint operation to p and if b = −1, we apply a fixpoint
operation to q. From the properties of local complementations along edges (see Section
4.4.2) it follows that this transformation preserves the two properties of rGS-LC states.
These two types of equivalence operation suffice to derive all equalities between rGS-LC
diagrams, as shown in the next section.
4.5.3 Comparing rGS-LC diagrams
In Theorem 4.5.2, we have proved that any stabilizer state diagram is equal to some rGS-
LC diagram. Thus, the zx-calculus is complete for stabilizer states if, given two rGS-LC
diagrams representing the same state, we can show that they are equal using the rules of
the zx-calculus. To do this, we again follow [37].
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Definition 4.5.5. A pair of rGS-LC diagrams on the same number of qubit is called
simplified if there are no pairs of qubits p, q such that p has a red node in its vertex
operator in the first diagram but not in the second, q has a red node in the second diagram
but not in the first, and p and q are adjacent in at least one of the diagrams.
Proposition 4.5.6. Any pair of rGS-LC diagrams on n qubits is equal to a simplified pair.
Proof. Suppose there exists a pair of qubits p, q such that p has a red node in its vertex
operator in the first diagram but not in the second, q has a red node in the second diagram
but not in the first, and p and q are adjacent in at least one of the diagrams. Then in the
diagram in which they are adjacent, we can apply the appropriate one of the equivalence
transformations given in Section 4.5.2. The equivalence rules do not change the total number
of red nodes among the vertex operators. Each such application pairs up red nodes between
the two diagrams. Paired up qubits do not participate further in these transformations,
therefore in less than n steps the pair of diagrams is simplified.
Lemma 4.5.7. Consider a simplified pair of rGS-LC diagrams and suppose there exists an
unpaired red node, i.e. there is a qubit p which has a red node in its vertex operator in one
of the diagrams, but not in the other. Then the two diagrams are not equal.
Proof. Let D1 be the diagram in which p has the red node, D2 the other diagram. There
are multiple cases:
In either diagram, p has no neighbours: In this case, the overall quantum state factorises
and the two diagrams are equal only if the two states of p are the same. But:
α −bpi/2
pi/26=α = =(1− b)pi/2 pi/2=
bpi/2
pi/2
bpi/2= (4.60)
for α ∈ {0, pi/2, pi,−pi/2} and b ∈ {±1}, so the diagrams must be unequal.
p is isolated in one of the diagrams but not in the other : Two graph states are equivalent
under local Clifford operations only if one graph can be transformed into the other via a
sequence of graph-theoretical local complementations. A local complementation never turns
a vertex with neighbours into a vertex without neighbours, or conversely. Thus the two
diagrams cannot be equal.
p has neighbours in both diagrams: Let N1 be the set of all qubits that are adjacent to
p in D1, and define N2 similarly. The vertex operators of any qubit in N1 must be green
phases in both diagrams. In D1, this is because of the definition of rGS-LC states, in D2 it
is because the pair of diagrams is simplified. To both diagrams apply the operation:
U =
⊗
v∈N1
CX,v→p
 ◦RZ,p, (4.61)
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where RZ,p denotes pi/2 on p, and CX,v→p is a controlled-not operation with control
v and target p. The controlled-not gates with different controls and the same target
commute, so this is well-defined. Furthermore, U is invertible, so (in a slight abuse of
notation) U ◦D1 = U ◦D2 ⇔ D1 = D2. We show that, no matter what the properties of
D1 and D2 are (beyond the existence of an unpaired red node on p):
• in U ◦D1, qubit p is in state or pi ;
• in U ◦D2, p is either entangled with other qubits, or in one of the states φ , where
φ ∈ {0, pi/2, pi,−pi/2}.
By the arguments used in the first two cases, this implies that U ◦D1 6= U ◦D2 and therefore
D1 6= D2.
Let n = |N1|, m = |N1 ∩N2|, and suppose the qubits are arranged in such a way that
the first m elements of N1 are those which are also elements of N2, if there are any. Consider
first the effect on diagram D1. The local Clifford operator on p combines with the RZ from
U to:
RZ ◦RX ◦R±1Z = H ◦ Za, (4.62)
where a = (1∓ 1)/2. Thus U ◦D1 is equal to:
api α1 α2 αn
H
p
H
H H
. . . . . . . . .
. . .
· · ·
· · ·
=
H
αn
· · ·
. . . . . .
H
. . .
. . .
α1
H
api
α2
H
H
H H
· · ·
=
α1 α2
H
. . .
· · ·
. . .
api αn
. . .. . .
.
(4.63)
Here, αk ∈ {0, pi/2, pi,−pi/2} for k = 1, . . . , n and we have used the fact that green nodes
can be moved past each other. Note that at the end, qubit p is isolated and in the state
api .
Next consider D2. As N2 is not in general equal to N1, there may be qubits adjacent to p
which do not have controlled-not gates applied to them, qubits which have controlled-not
gates applied to them but are not adjacent to p, and qubits which are adjacent to p and
have controlled-not gates applied to them. In the following diagram, β and γ1, . . . , γn are
multiples of pi/2 as usual. The phase β is the combination of the original local Clifford
operator on p and the RZ part of U . As before, we do not care about edges that do not
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involve p. This time we also neglect edges between p and vertices not in N1:
β
γ1 γm
p
H H
. . . . . .
. . .
· · ·
...
. . .
. . .
γm+1
· · ·
γn
. . .
· · · · · · (4.64)
We distinguish different cases, depending on the value of β.
If β = pi/2, apply a local complementation and a fixpoint operation about p. This does
not change the edges incident on p:
pi/2
γ1 γm
p
H H
. . . . . .
. . .
· · ·
...
. . .
. . .
γm+1
· · ·
γn
. . .
=
pi/2
γ′1
H
γm+1
H
. . .
... γn
· · ·
. . . . . .
· · ·
γ′m
. . .. . .
. . .
pi/2
· · · · · · · · ·· · ·
H
γ′1 γ′m
H H
. . . . . .
. . .
· · ·
...
. . .
. . .
γm+1
· · ·
γn
. . .
=
H
γ′1
H
γm+1
H
. . .
... γn
· · ·
. . . . . .
· · ·
γ′m
. . .. . .
. . .
−pi/2
· · · · · · · · ·· · ·
−pi/2
=
H
H
H H
H γ′1 γ′m
H
H
. . . . . .
. . .
...
. . .
. . .
γm+1 γn
. . .
· · · · · ·
−pi/2
= (4.65)
where γ′k = γk−pi/2 for k = 1, . . . ,m. Now if N1 = N2, p has no more neighbours and is in
the state −pi/2 . This is not the same as the state p has in diagram 1, so the diagrams
are not equal. Else, after the application of U , p still has some neighbours in diagram 2.
Local complementations do not change this fact. Thus the two diagrams cannot be equal.
The case β = −pi/2 is entirely analogous, except that there is no fixpoint operation at the
beginning.
If β = 0, there are two subcases. Firstly, suppose there exists v ∈ N2 such that v /∈ N1.
Apply a local complementation about this v. This operation changes the vertex operator
on p to pi/2 . It also changes the edges incident on p, but the important thing is that p
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still has at least one neighbour. Thus we can proceed as in the case β = pi/2. Secondly,
suppose there is no v ∈ N2 which is not in N1. Since N2 6= ∅ – N2 = ∅ corresponds to
the case “p has no neighbours in D2”, which was considered above – we must then be able
to find v ∈ N1 ∩ N2. The diagram looks as follows, where now m > 0 and, again, we are
ignoring edges that do not involve p:
γ1 γm
p
H
H
. . . . . .
. . .
· · ·
. . .
. . .
γm+1
· · ·
γn
. . .
=
H
γ1
H
γm+1
H
. . .
γn
· · ·
. . . . . .
· · ·
γm
. . .. . .
. . .
· · · · · ·
. . .. . .
H H
H H H . (4.66)
To show that the two diagrams are unequal it suffices to show that in diagram 2 the state of
p either factors out, but is not or pi , or that it remains entangled with other qubits. We
are thus justified in ignoring large portions of the above diagram to focus only on p, v and
the controlled-Z between the two. In particular, we ignore for the moment the controlled-Z
gates between p and qubits other than v, as well as the last Hadamard gate on p. Then:
H
p
H
v
γv
. . .
H
... =
γv
H
. . .
H
H
... =
γv
H
. . .
H
pi/2pi/2
pi/2
−pi/2
...
H
. . .
=
...
. . .
pi/2
H
pi/2
H
γv
pi/2
. . .
=
pi/2
−pi/2
pi/2
H
. . .
γv
. . .
, (4.67)
where for the second equality we have applied a local complementation and a fixpoint
operation to v and used the Euler decomposition, the third equality follows by a local
complementation on p, and the last one comes from the merging of p with the green node
in the bottom left. Note that, in the end, p and v are still connected by an edge. None of
the operations we ignored in picking out this part of the diagram can change that. Thus, as
before, the state of p cannot be the same as in diagram 1. The two diagrams are unequal.
The case β = pi is analogous to β = 0, except we start with a fixpoint operation on the
same qubit as the first local complementation.
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We have shown that a simplified pair of rGS-LC diagrams are not equal if there are any
unpaired red nodes.
Theorem 4.5.8. The two diagrams making up a simplified pair of rGS-LC diagram are
equal, i.e. they correspond to the same quantum state, if and only if they are identical.
Proof. By Lemma 4.5.7, the diagrams are unequal if there are any unpaired red nodes. We
can therefore assume that all red nodes are paired up.
Let the diagrams be D1 and D2. Suppose the graph underlying D1 is G1 = (V,E1) and
that underlying D2 is G2 = (V,E2). For simplicity, suppose V = {1, 2, . . . , n}. We can
draw the two diagrams as:
β2 . . .β1 βn
α2 . . .α1
G1
αn
γ2γ1 . . . γn
α2 . . .α1
G2
αn
and , (4.68)
where, for all v ∈ V , αv ∈ {0, pi/2} and:
βv, γv ∈
{
{±pi/2} if αv = pi/2
{0, pi/2, pi,−pi/2} otherwise. (4.69)
Let V ′ = {v ∈ V |αv = pi/2} and define the operators:
U =
⊗
v∈V ′
R−1X,v and W =
⊗
{u,w}∈E1
CZ,uw, (4.70)
where CZ,uw denotes a controlled-Z operator applied to qubits u and w. Controlled-Z
operators commute, therefore both U and W are invertible and we have (W ◦ U) ◦ D1 =
(W ◦ U) ◦D2 if and only if D1 = D2. Now in U ◦D1 and U ◦D2, all vertex operators are
green nodes, which can be moved past controlled-Z operators. Thus (W ◦ U) ◦D1 is equal
to β1 . . . βn . Now (W ◦ U) ◦D2 can be rewritten as follows:
γ2 . . .γ1 γn
G2
γ2γ1 . . . γn
(V,E14E2)
=
G1
. . .
(4.71)
Here, the white ellipse labelled G1 denotes the graph state G1 with an additional input for
each vertex. E14E2 is the symmetric difference of the two sets E1 and E2, i.e. the graph
(V,E14E2) contains all edges which are contained in either G1 or G2, but not in both.
Clearly this is equal to a product of single-qubit states only if E14E2 = ∅. That condition
is satisfied if and only if E1 = E2, i.e. G1 = G2.
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Figure 4.1: Two quantum circuit decompositions for the controlled-Z operator in terms of
controlled-not and single-qubit gates: (a) using phase gates and (b) using Hadamard gates.
Assuming that the underlying graphs are equal, we have (W ◦ U) ◦D1 = (W ◦ U) ◦D2
if and only if βv = γv for all v ∈ V . Thus (W ◦ U) ◦D1 = (W ◦ U) ◦D2 if and only if D1
and D2 are identical. By unitarity of (W ◦ U), this implies that the diagrams D1 and D2
are equal if and only if they are identical, as required.
We have shown that if two stabilizer state diagrams in the zx-calculus are brought into
rGS-LC form and then simplified, the result are two identical diagrams whenever the original
diagrams represented the same state. Thus, by inverting some of the rewrite steps, one of
the original diagrams can be transformed into the other. Therefore any equality between
two stabilizer state diagrams that holds up to a non-zero scalar factor can be derived from
the rewrite rules of the zx-calculus.
4.5.4 Example: Two circuit decompositions for controlled-Z
In quantum circuit notation, there are two common ways of writing the controlled-Z operator
in terms of controlled-not gates and different types of single-qubit gates, see Figure 4.1.
The two quantum circuit diagrams translate straightforwardly to the following zx-
calculus diagrams:
pi/2
−pi/2
pi/2
and
H
H
. (4.72)
Since these two diagrams have been constructed to represent the same operator, we expect
them to be equal. To confirm this, we follow the steps given in the preceding sections.
We ignore scalars in the rewrite process because the circuits are unitary and thus their
normalisation is fixed. Furthermore, complex phases are physically irrelevant.
To bring the diagrams into GS-LC form, they first need to be mapped to the corre-
sponding state diagrams via the Choi-Jamio lkowski isomorphism. It is useful to note that:
= =H
H H
H
, (4.73)
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and to convert the elements of the diagrams into those given in Lemma 3.3.25 before trans-
forming the diagram to a state. Thus, the first diagram becomes:
pi/2
−pi/2
pi/2
=
pi/2
−pi/2
pi/2
H
H
H
H
H
H
7→
pi/2 pi/2
−pi/2
H
H
H
H
H
H
, (4.74)
where the grey box in the last section of the equality encloses the GS-LC part of the diagram.
The operators still outside the grey box are applied to the GS-LC state, one by one, using
local complementations on the graph to change the vertex operators as necessary, until the
whole diagram is in GS-LC form:
=
H
H
pi/2
H
−pi/2 H
H
H
H
pi/2
−pi/2
pi/2
−pi/2
H
H
H
H
H
H
pi/2
=
−pi/2 H
=
H
pi/2
H
H
H
. (4.75)
Lastly, the vertex operators are decomposed into red and green phase operators only, so the
diagram can be brought into rGS-LC form:
= H
H
−pi/2
H
−pi/2
−pi/2
pi/2
pi/2
pi/2
pi/2 pi/2
pi/2
= H
pi/2
H
pi/2
H
pi/2
. (4.76)
Similarly, the second diagram becomes:
H
H
= H 7→
H
H
HH
H
=
H
H
H H
H
, (4.77)
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which turns into:
=
H
H
H
pi/2
pi/2 pi/2
pi/2
pi/2 pi/2
= pi/2
pi/2
H
H
pi/2
pi/2
H
pi/2 pi/2 . (4.78)
The last parts of (4.76) and (4.78) form a pair of rGS-LC diagrams, which we now
simplify. Numbering the qubits from left to right, we find that both diagrams have red
nodes in the vertex operator of qubit 2, and that there are further red nodes in the vertex
operator of qubit 4 in the first diagram and qubit 1 in the second diagram. Qubits 1 and
4 are connected in the first diagram, so we can apply the rGS-LC transformation given
in Proposition 4.5.4 to transfer the red node from one to the other. First, apply a local
complementation about the edge {1, 4}:
pi/2 pi/2
pi/2
H
pi/2
H
pi/2
H
pi/2
=
pi
pi/2
H
H
pi
−pi/2
pi/2
H
pi/2
−pi/2 −pi/2
pi/2 pi/2
. (4.79)
Then rewrite the vertex operators into standard form and apply a fixpoint operation about
qubit 4, to get a diagram that is once again in rGS-LC form:
pi/2pi/2
H
H
−pi/2
H
pi/2
pi/2
pi−pi/2
==
pi/2
H
H
pi/2
pi/2
pi/2pi/2
H
pi/2
. (4.80)
The pair of diagrams given by the last parts of (4.78) and (4.80) is now simplified. In fact,
these two diagrams are identical – as expected, considering we started with two different
circuit representations of the same quantum-mechanical operator.
By taking the sequence of diagrams derived here and bending outputs in those diagrams
back into inputs, we can now derive a sequence of rewrites which show directly that the two
diagrams given in (4.72) are equal up to scalar factor.
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Chapter 5
Expanding zx-calculus
completeness
In the previous chapter, we showed that it is possible to derive completeness results for
fragments of the zx-calculus where the phase angles are restricted, despite the universal
zx-calculus being incomplete. We proved in particular that the zx-calculus is complete
for pure state stabilizer quantum mechanics with post-selected measurements if equality is
taken to be up to some non-zero scalar factor and stabilizer scalars appearing in the rewrite
rules are assumed to be invertible.
In this chapter, we expand those completeness results. First, we prove that the zx-
calculus is complete for non-zero stabilizer scalars, and show that the assumption of invert-
ibility for non-zero scalars was justified. Building up on the scalar-free completeness result
and the completeness result for scalars, we then show that the zx-calculus is complete for
general pure state stabilizer quantum mechanics with post-selected measurements, including
zero operators. Finally, we show that the zx-calculus is also complete for the single-qubit
Clifford+T group.
5.1 Completeness for non-zero stabilizer scalars
In the latter sections of Chapter 4, we considered only stabilizer state diagrams. By map-
state duality, any results for state diagrams automatically extend to arbitrary diagrams with
at least one input or output. We now change the focus to scalar diagrams, i.e. diagrams or
subdiagrams with neither inputs nor outputs.
Using the result that any stabilizer state diagram can be brought into GS-LC form
(cf. Section 4.4.3), we show that stabilizer scalar diagrams can be decomposed into small
disconnected segments. We then construct a normal form for non-zero stabilizer scalar
diagrams and show that it is unique. This implies that the zx-calculus is complete for
non-zero stabilizer scalars. Furthermore, we show that the non-zero stabilizer scalars in the
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zx-calculus form a group, thus justifying the scalar invertibility assumption used for most
of Chapter 4.
5.1.1 Decomposing scalar diagrams
The process used to bring stabilizer state diagrams into GS-LC form in Theorem 4.4.9 can
also be used to simplify stabilizer scalar diagrams.
Corollary 5.1.1. Any stabilizer scalar diagram can be decomposed into disconnected seg-
ments containing at most two nodes and one edge each.
Proof. Take any connected component of the scalar diagram which contains more than two
nodes. Rewrite it into the inner product between some (possibly complicated) state diagram
and . This can be done for any connected scalar diagram by decomposing it into basic
spiders as in Lemma 3.3.25. Since is the only basic spider with no outputs, the scalar
must contain at least one copy of (or a cap, which can be rewritten into spiders).
The remainder of the scalar diagram, which represents a single-qubit state, can then be
brought into GS-LC form. Any scalar subdiagrams that “split off” the main part of the
diagram in this rewriting process consist of disconnected segments containing at most two
nodes each, as can easily be checked by looking at the basic rewrite rules and the proofs
of Lemmas 4.4.13 through 4.4.15. The non-scalar part of a single-qubit GS-LC diagram
can be rewritten to consist of only a single node as in (4.37). This node combines with the
green effect into a two-node diagram.
Decomposing scalars into two-node segments is not just a step towards a normal form,
it also allows zero diagrams – i.e. diagrams that are interpreted as a zero matrix under the
usual interpretation functor – to be recognised without needing to construct the interpre-
tation matrix explicitly.
Corollary 5.1.2. A stabilizer diagram in GS-LC form and in which all scalar subdiagrams
are decomposed as in Corollary 5.1.1 is zero if and only if it explicitly contains at least one
of the following as a subdiagram:
pi , pi ,
pi/2
−pi/2 , or
−pi/2
pi/2
. (5.1)
Proof. By Lemma 4.4.5, a diagram in GS-LC form is zero if and only if its scalar part is
zero. Now, for any two scalar diagrams s and r :q
s r
y
=
q
s
y q
r
y
, (5.2)
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i.e. putting two scalar diagrams next to each other corresponds to taking the product of
their values. Thus a scalar diagram is zero if and only if at least one of the disconnected
components is zero. It is straightforward to check that out of all connected scalar diagrams
containing at most two nodes, the diagrams given in (5.1) are exactly the ones that are
zero. The result follows.
Being able to recognise zero diagrams allows us to first ignore zero diagrams and derive
a normal form for non-zero stabilizer scalars. A normal form for zero diagrams is then
derived in Section 5.2.2
5.1.2 A unique normal form for non-zero stabilizer scalars
In this section, whenever we talk about scalars, we mean non-zero stabilizer scalars. Using
Corollary 5.1.1, it is straightforward to show the following.
Proposition 5.1.3. Let D be a non-zero stabilizer scalar diagram. Then:
JDK ∈ {√2reispi/4∣∣∣ r, s ∈ Z} . (5.3)
Proof. By Corollary 5.1.1, any scalar diagram can be decomposed into disconnected seg-
ments containing at most two nodes each. It is straightforward to check that each non-zero
stabilizer scalar diagram D consisting of at most two nodes satisfies (5.3). The values of
disconnected scalar diagrams multiply, therefore the value of any scalar diagram D satisfies
(5.3).
We define a normal form for scalar diagrams as follows: Pick one representative diagram
for each s ∈ {0, 1, . . . , 7} from (5.3). Combine these with the smallest number of copies of
and/or required to achieve the correct normalisation.
The simplest representative for s = 0 is the empty diagram.
Lemma 5.1.4. The set:{
pi/2
pi/2
,
pi/2
pi
,
pi/2
pi
pi/2
pi/2
,
pi
pi
,
−pi/2
pi
−pi/2
−pi/2 ,
−pi/2
pi
,
−pi/2
−pi/2
}
(5.4)
contains one diagram for each complex phase eispi/4 with s ∈ {1, . . . , 7}.
Proof. Apply the interpretation map to each diagram in turn, ignoring normalisation.
A normal form for scalars consisting only of and is derived in Lemma 4.4.7.
We now state and prove the normal form theorem for non-zero scalars. For ease of
understanding, some parts of the proof are given as separate lemmas, which are stated after
the main theorem.
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Theorem 5.1.5. Any non-zero stabilizer scalar diagram in the zx-calculus can be uniquely
represented as a combination of one of the diagrams in (5.4), or the empty diagram, with
one of the diagrams listed in Lemma 4.4.7.
Proof. By Corollary 5.1.1, we only need to consider diagrams made up of disconnected
segments of at most two nodes each. Using Lemma 5.1.9, any disconnected single node α
or β can be rewritten into a diagram that is made up of copies of and components
consisting of exactly one red and one green node. Given this, Lemmas 5.1.6 and 5.1.8,
and the fact that we are considering non-zero diagrams only, we can restrict our attention
without loss of generality to diagrams built only from , , and the following two-node
diagrams:
pi/2
pi/2
,
pi/2
pi
,
pi
pi
,
−pi/2
pi
, and
−pi/2
−pi/2 . (5.5)
These diagrams can easily be seen to also be in the set (5.4). Thus all that remains to show
is that a diagram consisting of several of these elements can be rewritten to a diagram that
consists of only one of the diagrams given in (5.4) (or the empty diagram) plus any number
of copies of and . This rewriting can be done in a step-by-step fashion, so it suffices to
look at pairs of diagrams from (5.5).
The combination of any two diagrams that both contain pi can be simplified using
Lemma 5.1.7. The products:
pi/2
pi/2
−pi/2
−pi/2 ,
pi/2
pi
pi/2
pi/2
, and
−pi/2
pi
−pi/2
−pi/2 (5.6)
are straightforward as well: the first diagram is shown to be simplifiable in Lemma 5.1.10,
the latter two are elements of (5.4), so do not need to be simplified.
For other combinations, note first that using the spider rule, the pi-copy rule, and the
pi-commutation rule, we have:
pi
=−pi/2 pi
−pi/2−pi/2
−pi/2
=
−pi/2
−pi/2
=
−pi/2
pi/2
pi
−pi/2
=
pi pi/2
−pi/2 pi/2
.
(5.7)
Thus:
−pi/2
−pi/2
−pi/2
−pi/2 =
−pi/2
pi
pi/2
pi/2
−pi/2
−pi/2 =
−pi/2
pi
, (5.8)
where the last equality is by Lemma 5.1.10. Furthermore, using (5.7) and Lemma 5.1.7, we
get:
pi
pi
pi/2
pi/2
=
−pi/2
pi
−pi/2
pi
pi/2
pi/2
=
−pi/2
pi
−pi/2
−pi/2 . (5.9)
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Equalities similar to (5.7), (5.8), and (5.9) can be derived with all the signs flipped.
This covers all the combinations of two diagrams from (5.5). More complicated diagrams
can be dealt with step-by-step. Once the subdiagrams that involve complex phases are
brought into one of the forms in (5.4), the real parts of the diagram can be brought into
the normal form given in Lemma 4.4.7.
The resulting normal form for complex non-zero scalars can easily be seen to be unique.
Lemma 5.1.6. The inner product between a red and a green node with phase angles α
and β is defined only by the set {α, β}, it does not matter which label is assigned to the
green and which to the red node, or whether it is a green state and red effect, or conversely.
Diagrammatically:
α
β
=
β
α
=
β
α
=
α
β
. (5.10)
Proof. The first equality results from the topology meta rule. The equality between the sec-
ond and third diagram follows from the colour change rule and the fact that the Hadamard
node is self-inverse:
α
β
=
β
=
α
H
H
α
β
. (5.11)
The last equality is again by the topology meta rule.
Lemma 5.1.7. For any pair of phase angles α and β, the complex phases resulting from the
inner products of pi with phased green effects can be combined into just one subdiagram
and a normalising factor :
α
pi
β
pi
=
α+ β
pi
. (5.12)
Proof. We have:
α
pi
β
pi
=
α β
pi
=
α+ β
pi
(5.13)
using the copy rule, pi-copy rule, and spider rule.
Lemma 5.1.8. For any phase angle α, the inner product of a green effect of phase α with
is equal to :
α
= . (5.14)
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Proof. The case α = 0 is trivial. For α = pi, note that by the spider and pi-copy rules:
pi
= =pi . (5.15)
Now, using (5.15), (3.45), and Lemma 5.1.7 with β = −α, together with various rewrite
rules, yields:
α
=
α
=
pi
α
=
−α
pi
α
pi
α
=
−α
pi
pi α
α
=
−α
pi
α
pi
α
pi
=
−α
pi
pi
α
α
pi
=
−α
pi
α
pi
= , (5.16)
thus proving the result for any α.
Lemma 5.1.9. The states pi/2 and −pi/2 are equal up to a complex phase:
−pi/2 = −pi/2−pi/2 pi/2 . (5.17)
Proof. The desired equality can be derived as follows:
−pi/2 = H
−pi/2
=
−pi/2
−pi/2 pi/2
pi/2
=
−pi/2
−pi/2
pi/2pi/2
=
−pi/2
−pi/2
pi/2pi/2
=
−pi/2
−pi/2 pi/2 pi/2
=
−pi/2
−pi/2 pi/2 , (5.18)
using the colour change rule, the Euler decomposition rule, the copy rule, (3.45), and Lemma
5.1.8.
Lemma 5.1.10. The scalar diagrams
−pi/2
−pi/2 and
pi/2
pi/2
are inverse to each other:
−pi/2
−pi/2
pi/2
pi/2
= . (5.19)
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Proof. By the identity rule, spider rule, Euler decomposition rule, colour change rule, copy
rule, and Lemma 5.1.8:
−pi/2
−pi/2
pi/2
pi/2
=
pi/2
−pi/2 pi/2
−pi/2 pi/2
−pi/2
= −pi/2
H −pi/2=
=
−pi/2
=
−pi/2
= . (5.20)
The desired equality follows by multiplying both sides with and using (3.45).
The existence of a unique normal form for non-zero stabilizer scalars immediately implies
the following.
Theorem 5.1.11. The zx-calculus is complete for non-zero stabilizer scalars.
Proof. Suppose s and r are two diagrams in the stabilizer zx-calculus such that:q
s
y
=
q
r
y
. (5.21)
Then both diagrams must be rewritable to the same normal form diagram. As all rewrite
rules are invertible, this implies that s can be rewritten into r , or conversely.
Lemmas 5.1.6–5.1.10 actually hold in the general zx-calculus, not just in the stabilizer
fragment. Nevertheless, the normal form for stabilizer scalars is unlikely to be extendable
to arbitrary scalars as the incompleteness result [65] implies the existence of scalar diagrams
in the general zx-calculus which cannot be decomposed into two node-segments.
As shown in Proposition 5.1.3, the non-zero stabilizer scalar diagrams represent numbers
of the form: √
2reipis/4, (5.22)
where r, s are integers. Thus we find the following.
Theorem 5.1.12. The non-zero stabilizer scalar normal form diagrams form a group, which
is isomorphic to Z8 × Z.
Proof. By Theorem 5.1.5, the set of stabilizer scalars is closed under multiplication. The
unit of this multiplication is the empty diagram. Given a scalar s in normal form, its
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inverse can be constructed by taking the Hermitian adjoint of s , doing the following
replacement:
7→ , and
7→ ,
and then applying the variant star rule to simplify the resulting diagram. Thus the stabilizer
scalar normal form diagrams form a group.
The isomorphism to Z8 × Z follows from Proposition 5.1.3.
This theorem justifies the assumption of invertibility of non-zero scalars made through-
out most of Chapter 4.
5.2 Completeness for scaled stabilizer diagrams
Given the completeness result for scalar-free stabilizer diagrams derived in Chapter 4 and
the completeness result for non-zero stabilizer scalars from Section 5.1, the obvious next
step is to combine them into a completeness result for non-zero scaled stabilizer diagrams.
All that is missing for a full completeness result is a completeness proof for stabilizer zero
diagrams.
First, we combine the previous stabilizer completeness results into a completeness proof
for arbitrary non-zero stabilizer diagrams. We then give a normal form for stabilizer zero
diagrams and prove that it is unique; this immediately implies the stabilizer zx-calculus is
complete for zero diagrams. Section 5.2.3 contains the full stabilizer completeness proof.
Finally, we give an example application for the scalar completeness results.
5.2.1 Completeness for non-zero stabilizer diagrams
Using the completeness result for non-zero stabilizer scalars derived in Section 5.1 and the
ability to derive equalities between non-scalar stabilizer diagrams as in Section 4.5, we can
now prove that the zx-calculus is complete for arbitrary non-zero diagrams.
Theorem 5.2.1. The zx-calculus is complete for non-zero scaled diagrams, i.e. diagrams
that contain both scalar and non-scalar parts.
Proof. Given two scaled diagrams D and D′, first consider the non-scalar parts. Assume
these are both operators from n to m qubits; if the numbers of inputs or outputs do not
match up the diagrams are trivially distinct. Proceed according to the following steps:
1. Use the Choi-Jamio lkowski isomorphism to bend all inputs into outputs.
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2. Bring the resulting states into GS-LC form, and thus into rGS-LC form, keeping track
of the scalars somewhere on the side.
3. Simplify the pair of rGS-LC diagrams, again keeping track of scalars on the side.
Now if the resulting rGS-LC diagrams, ignoring scalars, are not identical then the original
diagrams cannot be equal. This is because multiplying two different linear operators by
scalars can only make them equal if one was a scaled version of the other to begin with.
If the simplified rGS-LC diagrams are identical, proceed by bringing the scalars into
normal form as described in Theorem 5.1.5. This normalisation does not change the non-
scalar part of the diagram.
Now if the two resulting diagrams are identical, apply the Choi-Jamio lkowski isomor-
phism to transform the rewrites performed in the non-scalar part of this process into rewrites
of the original diagrams. The Choi-Jamio lkowski isomorphism preserves equalities, so this
yields a sequence of rewrite steps transforming the original two diagrams into two new di-
agrams that are identical to each other. Then some of the rewrite steps can be inverted to
find a series of rewrites transforming D into D′ (or conversely), thus proving that the two
diagrams are equal according to the rules of the graphical calculus.
Otherwise, the two diagrams must represent different operators, as multiplying the same
operator by two different scalars yields two different operators.
5.2.2 Completeness for stabilizer zero diagrams
We have shown that the stabilizer zx-calculus is complete for scaled diagrams as long as
they are non-zero. By Corollary 5.1.2, any stabilizer zero diagram can be rewritten to
explicitly contain one of the following scalar diagrams as a subdiagram:
pi , pi ,
pi/2
−pi/2 , or
−pi/2
pi/2
. (5.23)
Of course the calculus does not actually contain four distinct representations of 0, as shown
in the following lemma.
Lemma 5.2.2. Any diagram that contains one of the subdiagrams in (5.23) can be rewritten
to contain pi .
Proof. By the colour change law, pi = pi . Using Lemma 5.1.9, we find that:
pi/2
−pi/2 =
−pi/2
−pi/2 pi . (5.24)
This result also applies to
−pi/2
pi/2
by Lemma 5.1.6.
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This lemma allows the zero rule and the zero scalar rule to be applied to any zero
diagram.
Theorem 5.2.3. The stabilizer zx-calculus is complete for zero diagrams.
Proof. We show that any zero diagram with n inputs and m outputs can be rewritten into
the following normal form:
pi
. . .
. . .
m
n
. (5.25)
First, note that the normal form is clearly unique as a zero matrix, the interpretation of
any zero diagram, is fully determined by its dimensions.
Now, to rewrite a zero diagram into normal form, first apply the Euler decomposition rule
to remove all Hadamard nodes. Apply the spider rule until all remaining edges are between
one red and one green node. Then apply the zero rule (or its upside-down equivalent,
depending on how the colours match up) to each edge, transforming the diagram into a
completely disconnected graph where the only remaining edges are inputs and outputs of
the diagram. Further applications of the zero rule (upside-down or not) can be used to
change the colour of the nodes connected to inputs or outputs. Other than one copy of
pi , any disconnected red and green nodes can be removed using the zero scalar rule.
Finally, any copies of can be removed by using the zero scalar rule to create a new copy
of , and then applying the star rule. This leaves the diagram in the normal form (5.25).
As all rewrite rules are invertible, this implies that any two zero diagrams with the same
numbers of inputs and outputs can be rewritten into each other. Therefore the zx-calculus
is complete for stabilizer zero diagrams.
The results derived in this section are not actually specific to stabilizer diagrams. In
fact, given the zero and zero scalar rules, any diagram that explicitly contains pi can
be brought into the normal form given in (5.25). Still, Theorem 5.2.3 only holds for the
stabilizer zx-calculus, as for a larger fragment of the calculus it may not always be possible
to rewrite zero diagrams so that they explicitly contain pi as a subdiagram.
5.2.3 The full stabilizer completeness result
The completeness result for non-zero stabilizer diagrams and the one for stabilizer zero
diagrams straightforwardly combine to a completeness result for arbitrary scaled stabilizer
diagrams.
98
Theorem 5.2.4. The stabilizer zx-calculus is complete, i.e. for two zx-calculus diagrams
D1 and D2 in which all phase angles are integer multiples of pi/2:
JD1K = JD2K =⇒ D1 = D2, (5.26)
where the second equality is according to the rewrite rules given in Section 3.2.
Proof. Bring the diagram into GS-LC form (up to Choi-Jamio lkowski isomorphism) and
decompose the scalars. If the diagram is zero, proceed as in Theorem 5.2.3. Otherwise,
proceed as in Theorem 5.2.1.
Thus any equality about pure state stabilizer quantum mechanics with post-selected
measurements that can be derived using matrices can also be derived graphically, i.e. the
zx-calculus has the same power as any other formalism for stabilizer quantum theory.
5.2.4 Example: Quantum key distribution
Consider the BB84 protocol for quantum key distribution using a two-qubit Bell state [12]:
Alice and Bob each hold one half of the entangled state, and they each randomly decide
to measure their qubit in either the computational basis {|0〉 , |1〉} or the Hadamard basis
{|+〉 , |−〉}. They later compare their choice of basis over a classical communication channel,
e.g. a telephone line. Assuming the Bell state is 1√
2
(|00〉+ |11〉), if they have picked the
same basis, their results always agree and they have a key; if they have picked different
bases, their results are uncorrelated. We are not interested in the security properties of this
key distribution scheme here, instead we simply use it as motivation for some zx-calculus
derivations since all the states and operations required for the protocol are in the stabilizer
formalism.
The Bell state given above is represented in the zx-calculus as a “cup” with some
normalising factors:
1√
2
(|00〉+ |11〉) =
r z
. (5.27)
Measurements in the zx-calculus are post-selected, so we have to consider each pair of
measurement outcomes in turn. Graphically, the normalised outcomes of computational
and Hadamard basis measurements on single qubits are:
〈0| =
r z
, 〈1| =
r
pi
z
, 〈+| =
r z
, and 〈−| =
r
pi
z
. (5.28)
First, assume Alice and Bob both measure in the computational basis. Can they both
get outcome 0? Constructing the zx-calculus diagram for the overlap between the Bell state
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and 〈00| and then simplifying it using (3.45), the topology rule, the spider rule, and the
star rule, yields:
= = = , (5.29)
which is non-zero, so this outcome is possible. The probability of this outcome can be found
by multiplying this amplitude with its dagger, graphically:
= = , (5.30)
i.e. the probability of Alice and Bob both measuring 0 is J K = 1/2. Similarly, the overlap
of the Bell state with the effect 〈11| is, graphically:
pi pi =
pi
pi
= = , (5.31)
so the probability of Alice and Bob both getting measurement outcome 1 is again 1/2.
On the other hand, if we consider whether Alice can get 0 while Bob gets 1, we find the
following:
pi =
pi
= pi = pi = pi , (5.32)
where the penultimate equality is by the zero rule and the last one by the star and colour
change rules. As J pi K = 0, that combination of outcomes is impossible.
If Alice measures in the computational basis and Bob in the Hadamard basis, the prob-
ability of Alice getting outcome θ and Bob getting φ for some fixed θ, φ ∈ {0, pi} is:
−θ −φ
θ φ
=
−φ
−θ
φ
θ
= = , (5.33)
where the penultimate equality is by Lemmas 5.1.7 and 5.1.8. Thus if Alice and Bob choose
different bases, their outcomes are random and uncorrelated: each of the four combinations
of outcomes has probability J K = 1/4.
5.3 Completeness for the single-qubit Clifford+T group
We have shown in the previous chapter and sections that the zx-calculus is complete for
pure state stabilizer quantum mechanics with post-selected measurements even though it
is incomplete for universal pure state qubit quantum mechanics. While not obvious, it is
also not surprising that a finite set of rewrite rules suffices to derive all equalities between
stabilizer operators since there are only finitely many stabilizer operations on any fixed
finite number of qubits.
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The addition of any non-stabilizer operation to a set of generating operations for the
Clifford group yields an infinitely large set of operations, which is moreover dense in the
space of all pure state qubit operations. Nevertheless, the incompleteness proof does not
hold for any such approximately universal set of operations (cf. Definition 2.4.5) because the
set of allowed basic X- and Z-rotations is still restricted and thus the Euler decomposition
rule does not hold in general.
In this section, we make a step towards a completeness result for the Clifford+T group,
which is approximately universal, by showing that the zx-calculus is complete for scalar-free
single-qubit unitaries within this group, i.e. for line diagrams where all phases are integer
multiples of pi/4. The result was originally published in [8].
For simplicity, and because we are only considering unitary operators, we ignore scalars
in this section. As a sequential composite of unitary operators can never be zero, we do
not need to consider zero diagrams. When rewriting line diagrams built from phase shifts
and Hadamard nodes, the only scalars that can arise are those that appear in rewrite rules
(excluding the scalar and zero rules). This means that “ignoring scalars” is equivalent to
replacing the star rule from Section 3.2 with the following scalar rule:
s = , (5.34)
for any:
s ∈
{
,
α
pi
,
−pi/2
−pi/2
}
, (5.35)
with α an integer multiple of pi/4.
The scalar rule can be used left-to-right and right-to-left, therefore non-trivial scalars
can be “spawned” where needed for other rewrite rules and scalars appearing after rewriting
can be dropped. This is done implicitly in the following subsections.
We first give some definitions and lemmas in Section 5.3.1. The completeness proof –
again via a unique normal form – is contained in Section 5.3.2.
5.3.1 Preliminary definitions and lemmas
We denote the single-qubit Clifford group by C1. From the results in Section 5.2.3, we know
that the zx-calculus is complete for this group. In fact, Lemma 4.2.1 gives a unique normal
form for any single-qubit Clifford operator. There are also other possible choices of normal
forms for single-qubit Clifford operators, some of which are useful later.
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Lemma 5.3.1. The following two sets each contain a unique representation for each oper-
ator C ∈ C1: 
α
β
pi/2
±pi/2
γ
 and
 α
β
pi/2
±pi/2
γ
 , (5.36)
where in both cases α, β, γ ∈ {0, pi/2, pi,−pi/2}.
The proof is analogous to that of Lemma 4.2.1.
It will be useful to define two further sets of zx-calculus operators:
W =
{ }
pi/2
pi/2
pi/2
and V =
{
pi/4 3pi/4
pi/2 pi/2
}
. (5.37)
In the remainder of this section we prove various lemmas about how operators in C1, W
and V compose.
Lemma 5.3.2. The following set contains a unique representation of each operator of the
form TC, where C ∈ C1:
U =
 α
pi/4 + β
pi/4 + γ
±pi/2
pi/2
 (5.38)
if α, β, γ ∈ {0, pi/2, pi,−pi/2}.
Proof. This follows immediately from the second set of single-qubit Clifford normal forms
given in Lemma 5.3.1.
Lemma 5.3.3. Let C ∈ C1, U ∈ U and V ∈ V. Then:
V
C
=
V ′
api
bpi
W
and
U
C
=
U ′
W
(5.39)
for some W ∈ W, U ′ ∈ U , V ′ ∈ V and a, b ∈ {0, 1}. For the particular case of the first
equality where C consists solely of pi phase shifts, W is the identity and we have:
V
pi
=
V
pi
pi
,
pi
V
= V¯
pi
, and
V
pi
pi
= V¯
pi
, (5.40)
with V¯ ∈ V \ {V }.
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Proof. Substitute for C using the first set of normal forms given in Lemma 5.3.1 and for
V and U using the definitions of V and U ; the results then follow from straightforward
application of the rules of the zx-calculus.
Lemma 5.3.4. Suppose V1, . . . , Vn ∈ V for some positive integer n. Then if a, b ∈ {0, 1}:
bpi
Vn
V1
...
api
=
V ′n
...
V ′1
b′pi
a′pi
(5.41)
for some a′, b′ ∈ {0, 1} and V ′1 , . . . , V ′n ∈ V.
Proof. By induction on n, using the second part of Lemma 5.3.3.
Lemmas 5.3.3 and 5.3.4 show that single-qubit Clifford operators interact nicely with
the diagrams in the sets U , V, and W. Red and green pi-phase shifts in particular can be
moved past operators from V in a generalisation of the pi-commutation rule.
5.3.2 The Clifford+T completeness proof
We now use the definitions in the previous section to define a normal form for single-qubit
Clifford+T operators and show that it is unique. This proof is inspired by an analogous
result for quantum circuits in [56]. As before, the existence of a unique normal form implies
completeness.
Theorem 5.3.5. Any single-qubit operator consisting of phase shifts that are multiples of
pi/4 and Hadamard operators is either a pure Clifford operator or it can be written in the
normal form:
W
Vn
V1
U
... (5.42)
for some integer n ≥ 0, where W ∈ W, V1, . . . , Vn ∈ V and U ∈ U .
Proof. Any single-qubit Clifford+T operator can be written solely in terms of pi/2 and
pi/4 . To prove the theorem, it thus suffices to show that adding pi/2 or pi/4 to any
Clifford operator or any diagram in normal form yields a diagram that can be rewritten to
a Clifford operator or normal form diagram.
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Consider first pi/2 . This is a Clifford operator, so adding it to a Clifford diagram
yields another Clifford diagram. Furthermore:
W
pi/2
= C (5.43)
for some C ∈ C1, so if n > 0:
W
Vn
V1
U
...
pi/2
=
Vn
V1
U
...
C
=
V ′n
V ′1
U
...
api
bpi
W ′
=
V ′n
V ′1
U ′
...
W ′
, (5.44)
by Lemmas 5.3.3 and 5.3.4, where a, b ∈ {0, 1}, W ′ ∈ W, U ′ ∈ U and V ′1 , . . . , V ′n ∈ V. From
Lemma 5.3.3, we also have that, if n = 0, the diagram resulting from the application of
pi/2 to a normal form diagram can be rewritten into normal form. This covers all the
cases.
Now consider pi/4 instead. Note that:
C
pi/4
= U ′ and
U
pi/4
= C ′ (5.45)
for some U ′ ∈ U and C ′ ∈ C1. Furthermore, unless W is the identity:
W
pi/4
= V (5.46)
for some V ∈ V. Thus adding pi/4 to a Clifford operator or a normal form diagram with
non-trivial W results in diagrams that can be rewritten to normal form. If W is the identity
and n = 0, then the result of adding pi/4 is a Clifford diagram.
It remains to check what happens when W is the identity and n > 0. For any Vn ∈ V,
we can find W ∈ W and a ∈ {0, 1} such that:
Vn
pi/4
=
W
api
api
. (5.47)
Then by Lemmas 5.3.3 and 5.3.4, the entire diagram can be brought into normal form.
Thus, whenever pi/2 or pi/4 is added to a pure Clifford diagram or a normal form
diagram, the resulting diagram can be rewritten into a pure Clifford diagram or a normal
form diagram, completing the proof.
104
Theorem 5.3.5 proves that any proper Clifford+T operator can be brought into normal
form. To get a completeness result, it remains to show that this normal form is unique.
We proceed in several steps, following [56]: Firstly, we show that no non-trivial normal
form diagram represents the identity map; this is Theorem 5.3.6. Then, we prove that the
Hermitian adjoint of any normal form diagram has a normal form with the same number
of non-Clifford phase shifts, see Lemma 5.3.7. Finally, we combine those two results in
Theorem 5.3.8 to show that normal forms are unique.
Theorem 5.3.6. No normal form diagram as given in (5.42) is equal to the identity.
Proof. We show that if D is a normal form diagram, then there does not exist a complex
number c such that JDK = cI, where I is the single-qubit identity operator. As the zx-
calculus is sound, this implies that no normal form diagram is equal to the identity within
the zx-calculus.
Following [56], we use an adaptation of the stabilizer formalism. Let:
M(x,y,z) := xX + yY + zZ, (5.48)
where X,Y, Z are the Pauli matrices. We say that a single qubit state |ψ〉 is stabilized by
(x, y, z) if M(x,y,z) |ψ〉 = |ψ〉. It is straightforward to show that if (x, y, z) stabilizes |0〉, then
(x, y, z) = (0, 0, 1).
Let S be the phase gate, and let R =
r
pi/2
z
. Throughout this proof, we refer to
diagrams and their interpretations interchangeably, e.g. we say that V = {TR, TSR}. Now
suppose (x, y, z) stabilizes some state |ψ〉. Then for any C ∈ C1, C |ψ〉 is stabilized by some
expression of the form (aσ(x), bσ(y), cσ(z)), where σ is some permutation on the set {x, y, z}
and a, b, c ∈ {±1}. This is because C |ψ〉 = (CM(x,y,z)C−1)C |ψ〉 and conjugation by a
Clifford operator maps the set of Pauli matrices to itself, up to factors of ±1. Furthermore:
• T |ψ〉 is stabilized by 1√
2
(x− y, x+ y, z√2),
• TR |ψ〉 is stabilized by 1√
2
(x+ z, x− z, y√2), and
• TSR |ψ〉 is stabilized by 1√
2
(z − x, x+ z, y√2).
We shall consider the effect of applying a normal form diagram to |0〉. First, consider
the case where W is the identity and n = 0, i.e. the diagram is simply of the form TC for
some Clifford operator C. Now TC |0〉 is stabilized by one of the following expressions:
1√
2
(±1,±1, 0), 1√
2
(∓1,±1, 0), and (0, 0,±1). (5.49)
Even though one of the potential stabilizers is (0, 0, 1), it is straightforward to check that
TC is not a scalar multiple of the identity for any C.
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Next consider the possible stabilizers for V1TC |0〉, where V1 ∈ V. These are:
1
2
(±1,±1,±
√
2),
1
2
(∓1,±1,±
√
2),
1
2
(∓1,∓1,±
√
2),
1
2
(±1,∓1,±
√
2),
1√
2
(±1,±1, 0), and 1√
2
(∓1,±1, 0).
Any stabilizer in the set above can be expressed as:
1√
2m
(x1 + x2
√
2, y1 + y2
√
2, z1 + z2
√
2), (5.50)
where m,x1, x2, y1, y2, z1, z2 ∈ Z with m ≥ 0. Applying a transformation from V maps that
stabilizer to:
1√
2m+1
(
(x1 + z1) + (x2 + z2)
√
2, (x1 − z1) + (x2 − z2)
√
2, 2y2 + y1
√
2
)
, (5.51)
or to:
1√
2m+1
(
(z1 − x1) + (z2 − x2)
√
2, (x1 + z1) + (x2 + z2)
√
2, 2y2 + y1
√
2
)
. (5.52)
Note that W ⊂ C1, so the effect of W ∈ W is at most a permutation of the numbers
x, y, z and the introduction of minus signs. Thus the stabilizer of U |ψ〉 for any normal form
operator U can be written in the form (5.50).
Following [56], we consider the parity of x1, x2, y1, y2, z1 and z2 under the transformations
given by repeated application of elements of V. For the stabilizers given in (5.49), we have
either x1 and y1 odd and the others even, or z1 odd and the others even. For a given a, b,
the parity of |a− b| is the same as that of a+ b, so the two transformations in V have the
same effects on the parity of x1, x2, y1, y2, z1 and z2.
If x1 and y1 are odd and the others even, then after application of some V ∈ V, x1, y1,
and z2 are odd. A second application of V leads to a stabilizer where all factors are odd
except for z1. A third application of V gives a stabilizer where once again x1, y1, and z2 are
odd. Thus the parity of these factors changes cyclically.
If z1 is odd in the beginning and the other factors are even, then after one application
of V , x1, y1 and z2 are odd, after which the same cyclical behaviour appears as above.
Note that if WVn . . . V1TC is to be a scalar multiple of the identity, then Vn . . . V1TC |0〉
must have a stabilizer in the set {(0, 0, c), (0, c, 0)} for some non-zero c, i.e. either x1 =
x2 = y1 = y2 = 0 or x1 = x2 = z1 = z2 = 0. In particular, WVn . . . V1TC can only be the
identity if Vn . . . V1TC |0〉 has a stabilizer in which either x1, x2, y1, and y2 are all even, or
x1, x2, z1, and z2 are all even. Yet, as shown above, for any Vn . . . V1TC |0〉, the factor x1
in the stabilizer is always odd. Thus WVn . . . V1TC is never the identity, completing the
proof.
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Lemma 5.3.7. Consider a normal form diagram D = WVn . . . V1U . Then D
† is equal to
some normal form diagram with the same number of copies of elements of V, i.e. D† =
W ′V ′n . . . V ′1U ′ for some W ′ ∈ W, V ′1 , . . . , V ′n ∈ V and U ′ ∈ U .
Proof. By the properties of the dagger functor, D† = U †V †1 . . . V
†
nW †. Now for any U ∈ U ,
we can find C ∈ C1 such that:
C
pi/4
=U † , (5.53)
and for any V ∈ V, we have:
V
pi/2
=V †
pi/2
. (5.54)
Thus by Lemmas 5.3.3 and 5.3.4:
W †
V †n
V †1
U †
... =
V1
Vn
W †
...
C
pi/2
pi/2
pi/2
pi/2
pi/4
=
V1
Vn
W †
...
C
pi
pi
pi/2
V0
V2 =
V ′0
V ′n
W †
...
api
(−1)bpi/2
W ′
=
V ′0
V ′n−1
U ′
...
W ′
=
V ′′n
V ′′1
U ′
...
W ′
(5.55)
for some W ′ ∈ W, V ′0 , . . . , V ′n, V ′′1 , . . . , V ′′n ∈ V, U ′ ∈ U and a, b ∈ {0, 1}. Note that
V ′′1 , . . . , V ′′n is just a relabelling of V ′n−1, . . . , V ′0 .
Theorem 5.3.8. The normal form for Clifford+T diagrams given in (5.42) is unique.
Proof. Suppose there are two normal form diagrams which are equal but not identical. Pick
a shortest pair of such diagrams, i.e. suppose the topmost nodes in the two diagrams have
different colours or different phases (or both). If the topmost nodes are the same, remove
them both and keep going like this until a stage is reached where the remaining topmost
nodes are different. As the two diagrams are not identical, this must be possible.
Call these two diagrams D1 and D2. As D1 = D2 by assumption, and because any
normal form diagram is unitary, it must be the case that D†1 ◦D2 is equal to the identity.
We show that under the given assumptions, D†1 ◦ D2 must be equal to some non-trivial
normal form diagram. By Theorem 5.3.6, this normal form diagram cannot be equal to
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the identity, thus leading to a contradiction. From that we conclude that two normal form
diagrams are equal if and only if they are identical.
Suppose D1 can be written in normal form as WVn . . . V1U and D2 as W
′V ′m . . . V ′1U ′.
The requirement that the topmost nodes of D1 and D2 be different can be satisfied in
different ways. Where the conditions are not symmetric under interchange of D1 and D2,
by Lemma 5.3.7 it nevertheless suffices to consider just one of the two options. We hence
distinguish the following cases:
• W = W ′ = I, n = m = 0, and the topmost nodes of U and U ′ differ,
• W = W ′ = I, n = 0 6= m, and the topmost nodes of U and V ′m differ,
• W = W ′ = I, n,m 6= 0, and Vn 6= V ′m,
• W 6= W ′, n = m = 0,
• W 6= W ′, n = 0 6= m, and
• W 6= W ′, n,m 6= 0.
Firstly, if W = W ′ = I and n = m = 0, then D1 = U and D2 = U ′ with U,U ′ ∈ U . Now
any element of U can be expressed as TC, for some C ∈ C. Thus D1 = TC and D2 = TC ′,
and as U 6= U ′ we must have C 6= C ′. Therefore:
U †
U ′
C†
C ′
C†
C ′
−pi/4
pi/4
= = 6= . (5.56)
Secondly, if W = W ′ = I and n = 0 6= m, consider U and V ′m. Note that U = TC
for some Clifford operator C, and V ′m = TC ′ for some Clifford operator C ′. Again, the
requirement that the topmost nodes of U and V ′m be different means that C 6= C ′. As in
the first case, we thus find U †V ′m = C ′′ for some C ′′. Then by Lemmas 5.3.3 and 5.3.4,
D†1 ◦D2 has a normal form W ′′V ′′m−1 . . . V ′′1 U ′′. As m > 0, this is non-trivial.
The third case, W = W ′ = I, n,m 6= 0, and Vn 6= V ′m, can be reduced to a case where
W 6= W ′ by applying −pi/4 to both diagrams and using the spider rule.
For W 6= W ′, we have (after some rewriting):
W †
W ′
∈
 pi/2pi/2
pi
pi/2
pi/2
−pi/2
±pi/2
pi/2
±pi/2
 . (5.57)
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Then if n = m = 0:
W †
W ′
C
U ′
pi/4
= =
U †
U ′
W †
W ′ W
†
W ′′
pi/4 + α
W ′
U ′
api
=
cpi
V
U ′
W ′′
γ
W ′′
= V
U ′′
, (5.58)
since:
W †
W ′
pi/4 + α
api
∈
 pi/4 + β±pi/2
pi/4 + β
±pi/2
pi/2
 =

V
cpi
γ
 (5.59)
for some α, β, γ ∈ {0, pi/2, pi,−pi/2}, a, c ∈ {0, 1} and V ∈ V.
The argument for the case W 6= W ′ and n = 0 6= m is very similar, noting that for any
c ∈ {0, 1}, γ ∈ {0, pi/2, pi,−pi/2}, and V ∈ V:
V
cpi
γ
=
V ′
bpi
api (5.60)
for some V ′ ∈ V and a, b ∈ {0, 1}. Hence by Lemmas 5.3.3 and 5.3.4, the diagram can be
rewritten into normal form.
Lastly, consider the case where W 6= W ′ and n,m 6= 0. By Lemma 5.3.7, we can rewrite
D†1 to:
V ′0
V ′n
W †
...
api
±pi/2
W ′
. (5.61)
Now:
V ′n
±pi/2
api =
bpi
pi/4 + β
(5.62)
for some β ∈ {0, pi/2, pi,−pi/2} and b ∈ {0, 1}. Thus the argument concludes in the same
way as in the previous case.
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We have shown that for any pair of normal form diagrams D1 and D2, D
†
1 ◦D2 has a
non-trivial normal form unless the two diagrams are identical. Therefore, by Theorem 5.3.6
and by unitarity of Clifford+T operators, two normal form diagrams are equal if and only
if they are identical, i.e. the normal form is unique.
The existence of a unique normal form means that any two diagrams representing the
same operator can be rewritten into each other since all the rewrite rules are invertible.
Thus Theorem 5.3.8 immediately implies:
Theorem 5.3.9. The zx-calculus with the rewrite rules given in Section 3.2 is complete
for the scalar-free single-qubit Clifford+T group.
Hence any equality between single-qubit Clifford+T diagrams that holds up to a non-
zero scalar factor can be derived entirely graphically.
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Chapter 6
A complete graphical calculus for
Spekkens’ toy bit theory
In the previous chapters, we have shown that graphical languages can replace conventional
formalisms for several fragments of quantum theory without loss of mathematical rigour.
We now show that similar graphical languages can also be used outside quantum theory.
Toy models are developed in quantum foundations to explore the differences between
classical and quantum behaviour. These are models whose description is entirely classical,
but which nevertheless exhibit many properties and effects usually associated with quantum
mechanics.
Spekkens’ toy theory is one such toy model, which is described in terms of local hidden
variables. The toy bit theory – the toy theory for the simplest non-trivial system – is very
similar to stabilizer quantum mechanics. There are also some phenomena that appear in
stabilizer quantum theory but are not replicated in the toy model, e.g. the violation of Bell
inequalities. Spekkens’ toy theory is a ψ-epistemic theory by construction, i.e. a theory
where the state that an observer assigns to a system, is not real: it is only an artefact of
the restricted knowledge of the observer. Quantum theory on the other hand is considered
to be ψ-ontic, i.e. it is a theory where the states an observer assigns to a system are real
[62].
Our work builds on the analysis of the toy theory using a stabilizer formalism [61], as
well as the categorical formulation of the toy theory [25, 26]. Most of the original results in
this chapter were originally published in [10].
We first give an introduction to Spekkens’ toy theory and its categorical formulation.
Next, we construct a graphical calculus for the toy theory and show that it is universal and
sound for the maximal-knowledge fragment of the theory with post-selected measurements –
this corresponds to pure states and post-selected measurements in quantum theory. Finally,
we show that the graphical calculus for the toy theory is complete.
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6.1 Definition of Spekkens’ toy bit theory
Spekkens’ toy theory was originally constructed using a knowledge balance principle [69]
and has since been reformulated in terms of classical mechanics with restrictions on the
knowledge an observer may have of the canonical variables [70]. We use the more recent
definition, which has the added advantage of making the similarities between the toy bit
theory and stabilizer quantum mechanics more obvious.
The basic ideas behind the toy theory are given in Section 6.1.1. We then explain
the valid states, transformations, and measurements of the theory in detail. Section 6.1.5
contains the category-theoretical formulation of the toy theory.
6.1.1 Basic idea: the principle of classical complementarity
A single toy bit is a system with four states, these are the ontic states or states of reality.
An ontic state can be described by giving the values – 0 or 1 – for two variables Q and P .
An observer or experimenter working with toy bits does not have direct access to the
ontic states, instead they assign to a system an epistemic state, a state of knowledge. The
observer can learn about the state of a system by measuring quadrature variables, which are
linear combinations of the variables Q and P ; for a single toy bit, these are Q, P , or Q⊕P ,
where ⊕ denotes addition modulo 2. As in quantum mechanics, the quadrature variables
Q and P for the same toy bit are considered non-commuting: this is done by imposing a
commutation relation [−,−] satisfying:
[Q,Q] = 0 = [P, P ] and [Q,P ] = 1 = [Q,P ], (6.1)
which is furthermore linear, so that e.g.:
[Q⊕ P, P ] = 1. (6.2)
Multiple toy bits can be considered jointly, in which case the variables Q and P for separate
subsystems are considered to commute, i.e.:
[Qi, Pj ] = δij , (6.3)
where the subscripts denote the subsystem to which the variable belongs and δij is 1 if i = j
and 0 otherwise.
Now the knowledge an observer may have is determined by the principle of classical
complementarity [70]:
The valid epistemic states are those where an agent knows the values of a set of
commuting quadrature variables and is ignorant otherwise.
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Figure 6.1: (a) & (b) Visualisations of the state space of a single toy bit. (c) Visualisation
of the joint state space of two toy bits. Specific states can be represented by colouring in
cells in the diagram.
Knowing the values of some quadrature variables implies knowledge of the values of any
other quadrature variables that arise as linear combinations of the original ones. Further-
more, if the original variables commute pairwise, then the linear combinations also commute
with the original variables and amongst themselves. Therefore the set of quadrature vari-
ables whose values are known to an agent forms a group.
6.1.2 Valid states
An epistemic state is fully specified by giving a set of quadrature variables generating the full
group of known quadrature variables, and their values. Epistemic states consist of a proba-
bility distribution over multiple ontic states that are compatible with the known quadrature
variables. As an observer has no information other than the quadrature variables, the prob-
ability distribution is always the uniform probability distribution with support on all the
ontic states compatible with the values of the known quadrature variables.
In the following, the word “state” without any qualifiers will be taken to refer to epis-
temic states.
States of maximal knowledge are those epistemic states where the observer knows the
values of a maximal set of commuting quadrature variables, i.e. a set with which no other
quadrature variable commutes. These states correspond to pure states in quantum theory,
and we only consider states of maximal knowledge in this thesis.
Toy theory states for small systems can be visualised as follows: draw the phase space
of a single toy bit as four cells arranged in a square, see Figure 6.1 a. An epistemic state
can then be represented by colouring in the boxes corresponding to the allowed ontic states.
Example 6.1.1. The valid epistemic states of a single toy bit are as follows:
, , , , , , and . (6.4)
The first six are the states of maximal knowledge, the last one is a state of less-than-maximal
knowledge.
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The four cells denoting the phase space of a single toy bit can also be arranged in a line
as in Figure 6.1 b. This allows the joint state of two toy bits to be visualised on a 4 by 4
grid, cf. Figure 6.1 c.
Joint states of multiple toy bits are product states if there exists a generating set for the
group of known quadrature observables such that each generator only acts on one subsystem.
States for which there is no such generating set are correlated ; these correspond to entangled
states in quantum theory.
Example 6.1.2. The epistemic state of two toy bits denoted by:
(6.5)
is a product state as it can be expressed in terms of separate conditions on the two toy bits:
for example, this state is fully determined by the conditions P1 = 0 and Q2 = 0. The full
group of known quadrature variables for this state is {I, P1, Q2, P1 ⊕Q2}.
Example 6.1.3. Consider the epistemic state of two toy bits defined by Q1 ⊕Q2 = 0 and
P1 ⊕ P2 = 0. The group of known quadrature variables for this state is:
{I,Q1 ⊕Q2, P1 ⊕ P2, Q1 ⊕Q2 ⊕ P1 ⊕ P2}. (6.6)
This cannot be expressed in terms of separate conditions for the two subsystems, so the
state is correlated. The correlation is also obvious in the visualisation:
(6.7)
A maximal set of commuting quadrature variables on n toy bits has size 2n and can be
specified by giving n independent generators for the corresponding group [70]. Thus a state
of maximal knowledge on n toy bits can be specified by giving n commuting quadrature
variables, together with their values.
6.1.3 Reversible transformations
The reversible transformations in the toy theory have to satisfy two conditions:
• They arise from reversible transformations of the ontic states, and
• they map valid epistemic states to valid epistemic states.
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Reversible transformations can be represented in the visualisation introduced in the previous
section in different ways. One option is to use arrows to show the transformation of the
ontic states.
Example 6.1.4. The transformation:
swaps the ontic states (0, 1) and (1, 0) and keeps the other two ontic states invariant. The
effect on the epistemic states follows from the effect on the underlying ontic states. E.g.,
the following state is mapped to itself:
7→ , (6.8)
whereas this epistemic state changes:
7→ . (6.9)
The set of valid reversible transformations of a single toy bit consists of all 24 permu-
tations of the four ontic states. For more complicated systems, not all permutations of the
ontic states yield valid transformations of the epistemic states.
A reversible transformation is called local if it is a product of permutations of the states
of each individual system.
6.1.4 Valid measurements
Any quadrature variable makes a valid measurement observable in the toy theory. A com-
muting set of quadrature variables can be measured at the same time. By the principle of
classical complementarity, after the measurement of any set of quadrature variables, the val-
ues of any quadrature variables for which there exists a measured variable with which they
do not commute are completely unknown. Thus measurements in the toy theory potentially
change the ontic state of the system.
Example 6.1.5. Assume an agent, who knows that a toy bit is in the state:
measures the observable P and gets outcome 1. This means the system is left in the state:
.
It is possible to retrodict that the system must have been in the ontic state:
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originally for this measurement outcome to occur, but the measurement scrambles the ontic
states so that the system may no longer be in that state afterwards.
Any decomposition of the phase space into a set of valid epistemic states corresponds
to a valid measurement. Correspondingly, any valid epistemic state is a possible outcome
of some valid measurement. Measurements on multiple systems can be correlated or not,
like states.
6.1.5 The categorical formulation of the toy theory
Number the ontic states of the toy theory 1 through 4 in the order in which they appear in
Figure 6.1 b. Epistemic states can then be denoted by sets.
Example 6.1.6. The first state in (6.4), Q = 0, corresponds to the set {1, 2}. The product
state of two toy bits from Example 6.1.2 is represented by the set:
{(1, 1), (1, 2), (3, 1), (3, 2)}. (6.10)
Alternatively, the same state can be written as:
{1, 3} × {1, 2}, (6.11)
emphasising the fact that it is a product state.
Rather than considering states of n toy bits to be sets, they can also be seen as relations
from the one-element set I = {•} into IV n, the n-fold Cartesian product of the set IV =
{1, 2, 3, 4}.
Example 6.1.7. The state Q = 0 corresponds to the relation:
• ∼ {1, 2}. (6.12)
Post-selected measurements on n toy bits can be seen as relations from IV n to I, e.g.
the single-toy bit measurement of the P variable with outcome 1 corresponds to:
{2, 4} ∼ •. (6.13)
Reversible transformations can also be considered as relations. This perspective puts state
preparation and post-selected measurements on equal footing with reversible transforma-
tions and allows any process on toy bits to be considered as a relation.
The allowed processes in the maximal-knowledge fragment of the toy theory with post-
selected measurements form a dagger compact closed category called Spek, which is a
subcategory of FRel [25] (cf. also Section 2.3.1).
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Definition 6.1.8. The category Spek is composed of the following: The objects of Spek
are the one-element set I = {•}, the four-element set IV = {1, 2, 3, 4}, and its n-fold
Cartesian products with itself, denoted IV n. The arrows of Spek are generated by parallel
composition, sequential composition, and dagger, from the following basic relations [36]:
• the 24 permutations IV → IV ,
• the map δ : IV → IV 2 defined as:
δ =

1 ∼ {(1, 1), (2, 2)}
2 ∼ {(1, 2), (2, 1)}
3 ∼ {(3, 3), (4, 4)}
4 ∼ {(3, 4), (4, 3)}, and
(6.14)
• the measurement effect  : IV → I defined as:
 = {1, 3} ∼ •, (6.15)
Parallel composition, sequential composition, and dagger are defined as in FRel, see
Section 2.3.1.
The scalars in this formulation of the toy theory are the relations from I → I. There
are just two of those: the identity scalar {(•, •)}, and the empty relation ∅. This means
that the categorical formulation of the toy theory is possibilistic, i.e. it does not allow the
computation of probabilities but simply shows whether an outcome is possible (the identity
scalar) or not (the empty relation).
6.2 A graphical calculus for the toy theory
We have introduced the toy bit theory in the previous section and given the corresponding
category. Building up on that work, we now construct a graphical calculus for the toy
theory, which is closely analogous to the scalar-free stabilizer zx-calculus. In particular, we
use the same notation in terms of red and green spiders for the toy theory. It should always
be clear from context whether a specific diagram is part of the zx-calculus or the toy theory
graphical calculus.
We first define basic elements of the graphical notation and show how to combine them
into more complicated diagrams. Next, we give rewrite rules for those diagrams. In Sections
6.2.3 and 6.2.4, we argue that the calculus is universal and sound for Spekkens’ toy bit
theory. Finally, we compare the graphical calculus for the toy theory to the zx-calculus.
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6.2.1 Components and their interpretations
Like the zx-calculus, the graphical calculus for the toy theory is read from bottom to top
and most maps are denoted by circular nodes, which may have labels attached. As before,
we use JDK to denote the process corresponding to a diagram D.
Define to be the following map from one toy bit to two toy bits:
r z
:=

1 ∼ {(1, 1), (2, 2)}
2 ∼ {(1, 2), (2, 1)}
3 ∼ {(3, 3), (4, 4)}
4 ∼ {(3, 4), (4, 3)}.
(6.16)
This is a valid process in the toy theory; it can be considered to consist of the preparation
of an ancilla in some fixed state followed by some joint reversible operation on the original
toy bit and the ancilla.
Let be the relational converse of :r z
:=
r z†
. (6.17)
This is also a valid process in the toy theory, which can be thought of as a reversible
operation on two toy bits, followed by a post-selected measurement of one of them.
More complicated diagrams in the toy theory graphical calculus can be built by putting
smaller diagrams side-by-side, which corresponds to taking the Cartesian product of the
corresponding relations; i.e. if:
D
. . .
. . .
and D′
. . .
. . .
denote two arbitrary diagrams, then:t
D
. . .
. . .
D′
. . .
. . .
|
=
t
D
. . .
. . .
|
×
t
D′
. . .
. . .
|
. (6.18)
Connecting the inputs of some diagram to the outputs of another corresponds to the oper-
ation of relational composition. Graphically, assuming the number of outputs of D is equal
to the number of inputs of D′:uwwwv D
′
. . .
. . .
D
. . .
}~ =
t
D′
. . .
. . .
|
◦
t
D
. . .
. . .
|
. (6.19)
Motivated by the zx-calculus, we introduce spiders as a short-hand notation for specific
diagrams built from and : a green node with n inputs and m outputs for positive
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integers n,m is defined as follows:
uwv . . .
. . .
m
n
}~ :=
uwwwwv
. . .
. . .
m
n
}~ . (6.20)
Represent the following four single-toy bit states by green nodes with phase labels:r
00
z
:= • ∼ {1, 3}, (6.21)r
01
z
:= • ∼ {1, 4}, (6.22)r
10
z
:= • ∼ {2, 3}, and (6.23)r
11
z
:= • ∼ {2, 4}, (6.24)
and let be short-hand for 00 . These two alternative notations make later definitions
consistent. Spiders can now be given phase labels via the following definition:uwv . . .xy
. . .
m
n
}~ :=
uwv . . .
. . .
m
n
xy
}~ (6.25)
where x, y ∈ {0, 1}. Furthermore, spiders without inputs can be defined by composing
and a spider with one input. Let be the converse of , seen as a relation:
q y
:=
{
1 ∼ •
3 ∼ •. (6.26)
Then arbitrary spiders with no outputs can be defined as composites of a one-output spider
and . In this way, definitions (6.20) and (6.25) can be extended to arbitrary non-negative
numbers of inputs and outputs n and m.
Let be the following reversible single-toy bit operation:
r z
:=

1 ∼ 1
2 ∼ 3
3 ∼ 2
4 ∼ 4.
(6.27)
As a final short-hand, define red spiders as green spiders with copies of on all inputs and
outputs: uwv . . .ab
. . .
m
n
}~ :=
uwwwwv ab
. . .
. . .
m
n
}~ . (6.28)
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A single straight wire corresponds to the identity relation and a wire crossing is the
obvious swap relation interchanging the states of the two subsystems. A “cup” is interpreted
as follows: J K := • ∼ {(1, 1), (2, 2), (3, 3), (4, 4)}, (6.29)
and the cap is its converse.
As , , xy , and are all special cases of green spiders, the graphical calculus can
be considered to consist of green phased spiders with n inputs and m outputs, where n and
m are now non-negative integers; red phased spiders with arbitrary numbers of inputs and
outputs; and .
In the following, we re-use most of the zx-calculus terminology introduced in Section
3.1.3, with the term “zero diagram” now referring to diagrams representing the empty
relation.
6.2.2 Rewrite rules
We postulate the following rewrite rules for the toy theory graphical calculus. Any rule
given here can also be used with the colours red and green swapped. Rules can furthermore
be used upside-down. In the following, n,m, k, l are non-negative integers, a, b, c, d ∈ {0, 1},
and addition is modulo 2:
• the spider rule:
. . . . . . . . . . . .
ab = a⊕ c, b⊕ dcd
. . . . . .. . . . . .
m l m l
n k n k
, (6.30)
• the loop rule:
. . .
ab
. . .
=
. . .
ab
. . .
m
n
m
n
, (6.31)
• the cup rule:
= , (6.32)
• the bialgebra rule:
= , (6.33)
• the copy rule:
= , (6.34)
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• the 11-copy rule:
=
11
. . .
11 . . . 11
m m
, (6.35)
• the 11-commutation rule:
ab
=
11 ba
11
, (6.36)
• the colour change rule:
. . .
ab
. . .
m
n
= ab
. . .
. . .
m
n
, (6.37)
• the “Euler decomposition” rule:
=
01
01
01
, (6.38)
• the scalar rule:
ab
cd
=
{
11 if a = d 6= b = c, and
otherwise,
(6.39)
• and the zero rule:
=11 11 . (6.40)
As in the zx-calculus, whenever a rule holds for any number of edges, that number may
be zero. Furthermore, there is a meta rule: “only the topology matters”, i.e. two diagrams
represent the same process whenever they contain the same set of nodes connected up in
the same ways, no matter how those nodes are arranged on the plane.
6.2.3 Universality
The graphical calculus for the toy theory as defined in the previous two subsections is
universal for the maximal knowledge fragment of Spekkens’ toy bit theory with post-selected
measurements. This follows from the category-theoretical formulation of the toy theory by
Coecke et al. [25] (cf. Section 6.1.5), where it is shown that all processes in the toy theory
arise – via parallel and sequential composition, and taking the relational converse – from the
24 reversible transformations of a single toy bit together with a map δ from one toy bit to two
toy bits, and a post-selected measurement outcome . It is straightforward to see that and
the phase shifts suffice to construct all 24 reversible single-toy bit transformations, which
correspond to the 24 permutations of the ontic states. The maps δ and  from Definition
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6.1.8 are exactly the maps denoted by and . The graphical calculus allows parallel and
sequential composition, as well as the taking of relational converses, which corresponds to
flipping diagrams upside-down. Therefore any process in the maximal knowledge fragment
of Spekkens’ toy bit theory with post-selected measurements can be represented graphically.
6.2.4 Soundness
Most of the rewrite rules of the toy theory graphical calculus can straightforwardly be
checked to be sound by translating the diagrams on both sides of the equality into the
corresponding maps and possibly using induction over the number of inputs and/or outputs,
cf. the zx-calculus soundness argument in Section 3.2.4.
For soundness of the spider rule, we again rely on results from the categorical formulation
of Spekkens’ toy bit theory. As shown in [26], the maps and form a category-theoretical
observable. This means that any connected diagram constructed from these maps, their
converses, wire crossings, and curved wires is determined solely by its number of inputs and
outputs. Graphically, this corresponds exactly to the spider law without phase labels [28].
The states xy form a phase group for this observable [26]. In particular, they form a
group under the operation given by composition with :
ab
(a⊕ c)(b⊕ d)
cd
= , (6.41)
with group identity and all group elements being self-inverse. From this, it follows that the
spider law with phase labels is also sound. Equivalently, the phase group can be considered
to consist of green phase shifts under sequential composition, with as the group identity
(cf. Section 3.3.4). The phase group is isomorphic to Z2 × Z2 [26].
Soundness of the topology meta-rule also follows from the category-theoretical formu-
lation of the toy theory: The toy theory is modelled as a dagger compact closed category,
therefore the results given in Section 2.3.3 apply.
6.2.5 The toy theory graphical calculus and the zx-calculus
Category-theoretically, the only difference between the toy theory and scalar-free stabilizer
quantum theory is the phase group of the respective observables: for the toy theory the
phase group is isomorphic to the Klein Four group Z2×Z2, whereas for stabilizer quantum
theory the phase group is isomorphic to the cyclic group of order four, Z4 [26].
Correspondingly, the rewrite rules of the toy theory graphical calculus that do not
involve specific phases are exactly the same as those of the zx-calculus if the phase groups
are swapped out. The phase shift 11 takes the place of the pi-phase shift in the zx-calculus
122
in that it is copied by spiders of the other colour, interacts interestingly with phase shifts
of the other colour, and yields the zero scalar when sandwiched between and .
The zx-calculus analogue to the 11-commutation rule is the scalar-free pi-commutation
rule:
α
=
pi −α
pi
, (6.42)
where α ∈ {−pi/2, 0, pi/2, pi}. At first glance this looks different to the 11-commutation rule:
the pi-commutation rule sends any phase shift to its inverse whereas the 11-commutation rule
swaps the two bits denoting the phase. In fact, both commutation rules can be expressed
in the same way nevertheless. Let ϕ denote 11 or pi and let θ be an arbitrary phase label
for the respective theory. We can write the two commutation rules in general form as:
θ
ϕ
=
ϕ
f(θ)
, (6.43)
where f is some map from the phase group to itself. Then in both the zx-calculus for
stabilizer quantum mechanics and in the graphical calculus for Spekkens’ toy bit theory,
the map f can be characterised as follows: f maps both ϕ and the identity of the phase
group back to themselves, but it swaps the remaining two elements of the phase group.
6.3 Completeness of the toy theory graphical calculus
We now show that the toy theory graphical calculus is complete by adapting the complete-
ness proof for the scalar-free stabilizer zx-calculus given in Chapter 4. There are several
parts to the argument: First, we show that the results characterising all equalities between
stabilizer states from [71], which are central to the zx-calculus completeness proof, also hold
in Spekkens’ toy theory. We then argue that it is sufficient to consider equalities between
toy states rather than more general processes in the toy theory because the toy theory has
map-state duality. Next, we prove that diagrams in the toy theory graphical calculus can
be brought into a normal form called GS-LO form. Finally, we show that the rewriting
strategies used in the zx-calculus completeness proof also work in the toy theory graphical
calculus.
Where the steps in the completeness argument for the toy theory differ only marginally
from the corresponding steps in the stabilizer zx-calculus completeness proof, the proofs
are left out or given in sketch form.
6.3.1 A binary formalism and graph state theorems for the toy theory
Completeness of a graphical language means that any equality that can be derived in the
standard formalism for the same theory can also be derived graphically. Thus it is useful to
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have some simple way of characterising the equalities that can be derived in the underlying
theory.
The completeness proof for the stabilizer zx-calculus makes use of two theorems about
relationships between stabilizer states under local Clifford unitaries, i.e. unitary stabilizer
operations that are tensor products of single-qubit unitaries. Those theorems, proved by
Van den Nest et al. [71] are given here as Theorems 3.3.10 and 3.3.13. We now show that
these results translate to the toy theory.
As described in Section 6.1, a state of maximal knowledge on n toy bits is given by a set of
n commuting quadrature variables, together with the values for each of the variables. These
quadrature variables can be represented as binary vectors, similar to the representation of
Pauli products, where the m-th and (m+n)-th component together encode the quadrature
variable acting on the m-th toy bit according to the following encoding:
Q 7→ 01, (6.44)
P 7→ 10, and (6.45)
Q⊕ P 7→ 11, (6.46)
with 00 indicating that no quadrature variable is acting on the given toy bit. Thus, ignoring
the values of the quadrature variables, any state of maximal knowledge can be described
by a binary 2n by n matrix in the same way as a pure quantum state, cf. Section 3.3.3.
Example 6.3.1. The toy state from Example 6.1.2, P1 = 0 ∧ Q2 = 0, corresponds to the
check matrix: 
1 0
0 0
0 0
0 1
 , (6.47)
where the first column represents P1 and the second column Q2. Similarly, the state from
Example 6.1.3, Q1 ⊕Q2 = 0 ∧ P1 ⊕ P2 = 0, can be represented by the check matrix:
0 1
0 1
1 0
1 0
 . (6.48)
The values of the quadrature variables are not represented in the check matrix.
In fact, the binary 2n by n matrices representing valid epistemic states of the toy theory
are exactly the same as the ones representing valid stabilizer states.
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Lemma 6.3.2. A binary 2n by n matrix S represents a valid state in the toy theory if and
only if STJS = 0, where:
J =
(
0 I
I 0
)
(6.49)
with I the n by n identity matrix. The valid reversible transformations of the toy theory are
represented in the binary picture by 2n by 2n binary matrices Q satisfying QTJQ = J .
This follows from the principle of classical complementarity, as shown in [70].
The conditions for 2n by n binary matrices to represent valid states and the condition
for 2n by 2n binary matrices to represent valid transformations are exactly the same as
in the binary formalism for stabilizer quantum mechanics, cf. Lemmas 3.3.18 and 3.3.23.
Therefore the binary matrix formalism for Spekkens’ toy bit theory is exactly the same
as the check matrix formalism for stabilizer quantum mechanics, if one ignores the values
of the quadrature variables in the former and the eigenvalues in the latter. An equivalent
result was shown in [61], albeit not using check matrices.
This equivalence can be used to define graph states for the toy theory.
Definition 6.3.3. A n-toy bit graph state in Spekkens’ toy bit theory is a state having
the same check matrix representation as some n-qubit graph state in stabilizer quantum
mechanics; i.e. there exists a n by n symmetric binary matrix θ with zeroes along the
diagonal such that: (
θ
I
)
(6.50)
is a check matrix for the state.
The values of the quadrature variables can be ignored when describing toy states by
check matrices because each value can be changed by a local reversible toy theory operation
that leaves all other values invariant. This is analogous to the case of eigenvalues in quantum
theory, cf. Section 3.3.3.
Theorems 3.3.10 and 3.3.13 are proved entirely within the binary formalism. We have
shown that the binary formalism for the toy theory is exactly the same as that for stabilizer
quantum theory, and we have defined graph states for the toy theory which are analogous
to those in quantum theory. Therefore these theorems carry over to the toy theory, i.e. we
have:
Theorem 6.3.4. Any toy stabilizer state is equivalent to some toy graph state under local
toy transformations σ ∈ (S4)n.
Theorem 6.3.5. Two toy graph states on the same number of toy bits are equivalent under
local toy transformations if and only if there is a sequence of local complementations (cf.
Definition 3.3.11) that transform one graph into other.
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These two graph state theorems allow all possible equalities between toy theory states
to be characterised in a straightforward way.
6.3.2 Map-state duality for the toy theory
The graph state theorems, as implied by the name, apply only to toy states, not to more
general processes in the toy theory. Yet it suffices to consider only equalities between states
in order to get a completeness result for the entire theory. This is because, like quan-
tum theory, the toy theory exhibits map-state duality, also called the Choi-Jamio lkowski
isomorphism.
Theorem 6.3.6. For any pair of positive integers n and m, there exists a bijection between
the toy theory operators from n to m toy bits and the states on n+m toy bits.
Diagrammatically, this duality is represented in (4.17); as in the zx-calculus, the toy
diagram equality follows from the topology rule.
The Choi-Jamio lkowski isomorphism allows toy theory operators to be turned into
states. Any equalities derived between these states then apply also to the original op-
erators. Thus, a completeness result for the entire toy theory can be derived by considering
only toy states.
6.3.3 Graph states and related diagrams in the toy theory graphical cal-
culus
In the first part of this section, we defined graph states for the toy theory via their check
matrices. We now show that, like their quantum equivalents in the zx-calculus, they also
have an elegant graphical representation.
Definition 6.3.7. Let G be a finite simple undirected graph, i.e. a graph with finitely many
vertices, at most one edge between any pair of vertices, and no self-loops. Let the set of
vertices be V and the set of edges E. The associated graph state in the toy theory graphical
calculus comprises the following:
• for each vertex in V , a green node with one output, and
• for each edge in E, a copy of connected to the green nodes representing the vertices
at either end of the edge.
To show that this definition is equivalent to Definition 6.3.3, we consider the operators
stabilizing the graph state.
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Lemma 6.3.8. Let G
. . .
denote the toy bit theory state associated with a graph
G = (V,E). Then for any vertex v ∈ V :
G
. . .
=
a1a1 . . . av−1av−1
G
ananav+1av+1 . . .11
(6.51)
where ak = 1 if {v, k} ∈ E and ak = 0 otherwise. This means that G
. . .
is an
eigenstate of any operator that applies 11 to one of the vertices and 11 to all neighbours
of that vertex.
This lemma follows from the rules of the red-green calculus for the toy theory; the proof
is entirely analogous to that for the zx-calculus [33].
Corollary 6.3.9. Definition 6.3.7 is equivalent to Definition 6.3.3.
Proof. Lemma 6.3.8 gives n quadrature variables of which the diagram is an eigenstate: a
phase shift 11 on the k-th output corresponds to a term Qk in the quadrature variable,
a phase shift 11 on the l-th output corresponds to a term Pl. Translate each of these
variables into a binary vector as described in Section 6.3.1, and assemble the resulting
vectors as the columns of a matrix with the vector for the variable involving the term Qm
as the m-th column. The resulting check matrix then has the form required by Definition
6.3.3.
Conversely, take a check matrix of the form given in Definition 6.3.3. Let θ be the upper
square of that check matrix and define G to be the graph with adjacency matrix θ. Then
it is straightforward to see that the diagram constructed for this G according to Definition
6.3.7 represents the state determined by the check matrix.
The local complementation operations from Theorem 6.3.5 can be derived from the rules
of the toy theory graphical calculus. From now on, we use the term “local complementation”
to refer to an operation on graph states together with the application of a local operation
to all the toy bits that keeps the overall toy state invariant.
Lemma 6.3.10. The following local complementation rewrite rule holds in the red-green
calculus for the toy theory:
G
. . .
=
0a1 . . . 0av−1
G
0an0av+1 . . .01
(6.52)
where ak = 1 if {v, k} ∈ E and ak = 0 otherwise, and G ? v denotes the graph-theoretical
local complementation as defined in (3.60).
127
Proof (sketch). The proof is analogous to the zx-calculus case as given by Duncan and
Perdrix [33]. We show here as an example the case of the complete graph on three vertices
(rearranged with two inputs at the bottom for ease of reading):
=
01 01
01
=
01 01
01
=
01 01
01
=
01 01
01
=
01
01
01
(6.53)
The first equality uses the decomposition of in terms of red and green phase shifts. In
the second step, the spider rule is used to “push” the green phase shifts through their green
neighbours. At the same time, the colour change law and the fact that is self-inverse are
used to change the green node at the top into a red one. The next step is an application of
the bialgebra law. The penultimate step uses the fact that 01 = 01 , which is the case
a = 0 of (6.57) below, followed by the spider law. Lastly, the colour change rule is applied
again.
The full proof then proceeds by induction over the number of vertices in the graph
state.
Remark. We can now define a toy-theory version of the local complementation along an edge
by applying three local complementations to a pair of toy bits v, w ∈ V where {v, w} ∈ E,
yielding:
G′
=
G
. . .σ1 σn σ′1 σ′n. . . (6.54)
Here:
σ′j =
{
σj ◦ (23) if j ∈ {v, w}
σj otherwise,
(6.55)
where (23) denotes the transposition of 2 and 3. The graph G′ = (V,E′) satisfies the same
properties as in the stabilizer zx-calculus equivalent, see Section 4.4.2.
It will be useful to have a normal form for reversible single-toy bit operators.
Lemma 6.3.11. Any single-toy bit operator, i.e. any diagram or subdiagram consisting
solely of phase shifts and can be written uniquely in one of the following forms:
ab
cd
01
ee¯
fg
or , (6.56)
where a, b, c, d, e, f, g ∈ {0, 1} and e¯ = e⊕ 1.
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This is straightforward to check, analogously to the corresponding result in the zx-
calculus. In the following, whenever we talk about reversible single-toy bit operators we
assume that they are normalised as in the above lemma.
Definition 6.3.12. A diagram in the red-green calculus for Spekkens’ toy theory is called
a GS-LO diagram (graph state with local operators) if it consists of a graph state as in
Definition 6.3.7 with single-toy bit operators on each output.
This is analogous to the definition of GS-LC diagrams in the zx-calculus. GS-LO di-
agrams play a central role in the graphical calculus for the toy theory, as shown by the
following theorem.
Theorem 6.3.13. Any state diagram in the red-green calculus for Spekkens’ toy theory is
equal to some GS-LO diagram, possibly composed with 11 , according to the rewrite rules.
Proof (sketch). Consider the scalar part and the non-scalar part of the diagram separately.
The proof that the non-scalar part of a state diagram in the toy theory graphical calculus
can be brought into GS-LO form is analogous to the proof of Theorem 4.4.9 for the zx-
calculus and its constituent lemmas, noting the following facts:
• Let a ∈ {0, 1} and a¯ = a⊕ 1, then:
aa¯
=
aa¯
=
aa¯
01
01
01
=
aa
01
01
=
01
aa
=
aa
01 01
01
aa
=
aa¯
aa¯
= (6.57)
Here, the first step uses the fact that is self-inverse and the second step uses the
decomposition of into red and green phase shifts. The third step is an application
of the spider law to merge the bottom two nodes, which is again used in the fourth
step to pull apart the green node. In the fifth step, the bottom red node is copied:
this works for both values of a. The penultimate step, involves dropping the scalar
diagram on the left and merging the two red nodes in the non-scalar part by the spider
law. The last equality is by the colour change law.
• Any scalar subdiagram appearing during the rewrite process consists of at most two
nodes. Subdiagrams consisting of exactly two nodes of different colours can be re-
moved using the scalar rule. Single-node scalars can be rewritten into two-node scalars
as follows: let a, b ∈ {0, 1}, and let b¯ = b⊕ 1, then:
ab =
ab¯
01
=
ab¯
01
(6.58)
by the spider law and (6.57). Then the scalar rule can be applied.
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• Any single-toy bit operator can be written as:
ab
cd
ef
(6.59)
for some a, b, c, d, e, f ∈ {0, 1}.
• A loop with a node in it disappears:
= (6.60)
Scalar parts of a diagram can be decomposed into disconnected segments of at most two
nodes each as in Corollary 5.1.1. Any non-zero such segment can then be dropped by the
scalar rule.
Multiple copies of the zero scalar can be rewritten into just one copy:
11 11 =
11 11
=
11 11
=
11
= 11 = 11 , (6.61)
where the first step is by the spider rule, the second by the copy rule, the third by the
11-copy rule, then the copy rule again, and the final step follows from (6.58) and the scalar
rule.
Thus any state diagram can be brought into the desired form.
Note that, as mentioned above, Corollary 5.1.1 translates to the toy theory graphical
calculus; this is why the scalar rule is sufficient to ensure that all scalar diagrams can be
rewritten to the empty diagram or to 11 . There is also a result analogous to Corollary
5.1.2:
Corollary 6.3.14. A diagram in the toy theory graphical calculus is zero if and only if it can
be rewritten to explicitly contain 11 as a subdiagram. Furthermore, it is straightforward to
decide whether a diagram is zero by bringing the diagram into GS-LO form and simplifying
all the scalars.
This corollary allows us to focus on non-zero diagrams only in the next parts of the
proof.
The GS-LO form is not unique, i.e. there may be different GS-LO diagrams representing
the same state. It is not clear how to define a unique normal form, but it is possible to
reduce the number of diagrams needing to be considered further.
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Definition 6.3.15. A diagram in Spekkens’ toy theory is said to be in reduced GS-LO
(or rGS-LO) form if it is non-zero, in GS-LO form, and satisfies the following additional
conditions:
• All vertex operators belong to the set:
R = 01
10
01
{ }
.11 10
01
01
(6.62)
• Two adjacent vertices must not both have vertex operators that include red nodes.
Theorem 6.3.16. Any non-zero toy stabilizer state diagram is equal to some rGS-LO
diagram within the graphical calculus.
The proof is analogous to that of Theorem 4.5.2, using Lemma 6.3.11.
The following two propositions show that, as in the case of stabilizer QM, rGS-LO forms
are not unique.
Proposition 6.3.17. Suppose a rGS-LO diagram contains a pair of neighbouring toy bits
p and q in the following configuration, where a, b ∈ {0, 1}:
aa¯ bb
01
p q
. . . . . .
(6.63)
Then a local complementation about q, followed by a local complementation about p, yields a
diagram which can be brought into rGS-LO form by at most two applications of the fixpoint
rule.
Proof (sketch). The effect of the local complementations on the vertex operators of p and
q is the following:
01
01
aa¯
01
=
01
01
aa =
aa
aa
bb
01
01
= bb¯
bb¯
=
01
01
bb
and . (6.64)
If a = 1, we apply a fixpoint operation to p and if b = 1, we apply a fixpoint operation
to q; then the vertex operators of p and q are in R. The fixpoint operations add 11 to
neighbouring toy bits, which maps the set R to itself. As fixpoint operations do not change
any edges, we do not have to worry about them when considering whether the rest of the
diagram satisfies Definition 6.3.15.
The rest of the proof is analogous to the stabilizer QM case.
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Proposition 6.3.18. Suppose a rGS-LO diagram contains a pair of neighbouring toy bits
p and q in the following configuration, where a, b ∈ {0, 1}:
aa¯ bb¯
01
p q
. . . . . .
(6.65)
Then a local complementation along the edge {p, q} yields a diagram which can be brought
into rGS-LO form by at most two applications of the fixpoint rule.
Proof. After the local complementation along the edge, the vertex operator of p is given by:
01
01
aa
01
=
aa
aa¯
=
01
aa
01
01
aa¯
01
01
= . (6.66)
For the vertex operator of q, we have:
bb
01
01
= bb¯
bb¯
=
01
01
bb
bb¯
01
01
01
= . (6.67)
Thus if a or b is 1, we apply a fixpoint operator to the appropriate vertex. From the
properties of local complementations along edges it follows that the overall transformation
preserves the two properties of rGS-LO states.
With the definitions and results in this section, state diagrams in the toy theory graphical
calculus can be simplified significantly. By map-state duality, the results can be applied to
arbitrary diagrams.
For completeness it remains to be shown that whenever two rGS-LO diagrams represent
the same toy state, they can be rewritten into each other using the rewrite rules for the toy
theory graphical calculus.
6.3.4 Equalities between rGS-LO diagrams
Throughout this section, we consider non-zero diagrams only, which is possible by Corollary
6.3.14. The graphical calculus is complete for toy theory states if, given any two rGS-LO
diagrams representing the same state, we can show that they are equal using the rules of
the graphical calculus. In this section, we exhibit an algorithm for rewriting two diagrams
representing the same toy state to be identical. As rewrite rules are invertible, this is
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equivalent to being able to rewrite one diagram into the other. Again, the algorithm is
similar to that for the stabilizer zx-calculus, cf. Section 4.5.3.
Given two toy state diagrams on the same number of toy bits, we start by pairing up
red nodes between the two diagrams.
Definition 6.3.19. A pair of rGS-LO diagrams on the same number of toy bits is called
simplified if there are no pairs of toy bits p, q such that p has a red node in its vertex
operator in the first diagram but not in the second, q has a red node in the second diagram
but not in the first, and p and q are adjacent in at least one of the diagrams.
Proposition 6.3.20. Any pair of rGS-LO diagrams on n toy bits is equal to a simplified
pair.
The proof of the above proposition is analogous to the stabilizer QM case, Proposition
4.5.6.
As in the zx-calculus, if there exist red nodes that cannot be paired up between the two
diagrams, then the diagrams cannot represent the same state.
Lemma 6.3.21. Consider a simplified pair of rGS-LO diagrams and suppose there exists
an unpaired red node, i.e. there is a toy bit p which has a red node in its vertex operator in
one of the diagrams, but not in the other. Then the two diagrams are not equal.
Proof. 1 Let D1 be the diagram in which p has the red node, D2 the other diagram. There
are multiple cases:
In either diagram, p has no neighbours: In this case, the overall state factorises and the
two diagrams are equal only if the two states of p are the same. But:
ab
cc¯
016=ab = =cc 01=
cc¯
01
cc¯= (6.68)
for a, b, c ∈ {0, 1}, so the diagrams must be unequal.
p is isolated in one of the diagrams but not in the other : We argue in Section 6.3.1 that,
as in stabilizer QM, two toy graph states with local operators are equal only if one can be
transformed into the other via a sequence of local complementations with corresponding
changes to the local operators. As a local complementation never turns a vertex with
neighbours into a vertex without neighbours, or conversely, the two diagrams cannot be
equal.
1This proof closely follows that of Lemma 4.5.7. Nevertheless, as there are some differences and the
details are complicated, we give it here in full.
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p has neighbours in both diagrams: Without loss of generality, assume that p is the
first toy bit. Let N1 be the set of all toy bits that are adjacent to p in D1, and define N2
similarly. The vertex operators of any toy bit in N1 must be green phases in both diagrams.
In D1, this is because of the definition of rGS-LO diagrams, in D2 it is because the pair
of diagrams is simplified. Suppose the original diagrams involve n toy bits each. Let G be
the graph on n vertices (named according to the same convention as in D1 and D2) whose
edges are {{p, v}|v ∈ N1}. Now consider the following diagram:
G
p
. . .
. . .01
(6.69)
where the ellipse labelled G denotes the toy graph state corresponding to G, except that
each vertex in the graph has not only an output but also an input. Call this diagram U .
It is straightforward to see that U is invertible: composing it with itself upside-down yields
the identity. Therefore composing this diagram with D1 and D2 yields two new diagrams
which are equal if and only if D1 = D2. We denote the new diagrams by U ◦D1 and U ◦D2
and show that, no matter what the properties of D1 and D2 are (beyond the existence of
an unpaired red node on p):
• in U ◦D1, the toy bit p is in state or 11 ;
• in U ◦D2, p is either entangled with other toy bits, or in one of the states ab , where
a, b ∈ {0, 1}.
By the arguments used in the first two cases, this implies that U ◦D1 6= U ◦D2 and therefore
D1 6= D2.
Let n = |N1|, m = |N1 ∩N2|, and suppose the toy bits are arranged in such a way that
the first m elements of N1 are those which are also elements of N2, if there are any. Consider
first the effect on diagram D1. The local operator on p combines with the single-toy bit
operators from U to:
aa¯
01
01
= aa , (6.70)
where a ∈ {0, 1}. As green phase shifts can be pushed through other green nodes, the
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subdiagram involving p and the elements of N1 in U ◦D1 is equal to:
bncn
· · ·
. . . . . . . . .
. . .
b1c1
aa
b2c2 · · ·
=
b1c1 b2c2
. . .
· · ·
. . .
aa bncn
. . .. . .
(6.71)
Here, b1, . . . , bn, c1, . . . , cn ∈ {0, 1}. Note that at the end p is isolated and in the state aa .
The fact that we have ignored all toy bits not originally adjacent to p in D1 does not change
that.
Next consider U ◦D2. As N1 is not in general equal to N2, the subdiagram consisting
of p and vertices in N1 looks as follows:
de
f1g1 fmgm
p
. . . . . .
. . .
· · ·
. . .
. . .
. . .
flgl
· · ·
fngn
. . .
· · · · · · (6.72)
where l = m+ 1 and d, e, f1, . . . , fn, g1, . . . , gn ∈ {0, 1}. Note that we neglect edges that do
not involve p and also edges between p and vertices not in N1. We now distinguish different
cases, depending on the values of d and e.
If d = 0 and e = 1, apply a local complementation about p. This does not change the
edges incident on p:
01
f1g1 fmgm
p
. . . . . .
. . .
· · ·
. . .
. . .
. . .
flgl
· · ·
fngn
. . .
· · · · · · =
01
f1g¯1 fmg¯m
p
. . . . . .
. . .
· · ·
. . .
. . .
. . .
flgl
· · ·
fngn
. . .
· · · · · ·
01
=
01
f1g¯1 fmg¯m
p
. . . . . .
. . .
· · ·
. . .
. . .
. . .
flgl
· · ·
fngn
. . .
· · · · · · =
01
f1g¯1 fmg¯m
p
. . . . . .
. . .
· · ·
. . .
. . .
. . .
flgl
· · ·
fngn
. . .
· · · · · ·
135
=01
f1g¯1 fmg¯m
p
. . . . . .
. . .
. . .
. . .
. . .
flgl fngn
. . .
· · · · · ·
(6.73)
Now if N1 = N2, p has no more neighbours and is in the state 01 . This is not the same
as the state p has in diagram 1, so the diagrams are not equal. Else, after the application
of U , p still has some neighbours in diagram 2. Local complementations do not change this
fact. Thus the two diagrams cannot be equal. The case d = 1, e = 0 is entirely analogous,
except that there is a fixpoint operation in addition to the local complementation at the
beginning.
If d = e = 0, there are two subcases. First, suppose there exists v ∈ N2 such that
v /∈ N1. Apply a local complementation about this v. This operation changes the vertex
operator on p to 01 . It also changes the edges incident on p, but the important thing is
that p still has at least one neighbour. Thus we can proceed as in the case d = 0, e = 1.
Secondly, suppose there is no v ∈ N2 which is not in N1. Since N2 6= ∅ (N2 = ∅
corresponds to the case “p has no neighbours in D2”, which was considered above), we
must then be able to find v ∈ N1 ∩ N2. The diagram looks as follows, where now m > 0
(again, we are ignoring edges that do not involve p):
f1g1 fmgm
p
. . . . . .
. . .
· · ·
. . .
. . .
. . .
flgl
· · ·
fngn
. . .
· · · · · · =
f1g1 fmgm
p
. . . . . .
. . .
· · ·
. . .
. . .
. . .
flgl
· · ·
fngn
. . .
· · · · · ·
(6.74)
To show that the two diagrams are unequal it suffices to show that in diagram 2 the state
of p either factors out, but is not or 11 , or that it remains entangled with other toy
bits. We are thus justified in ignoring large portions of the above diagram to focus only
on p, v and the edge between the two. In particular, we ignore for the moment the edges
between p and toy bits other than v, as well as the last on p. Then:
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fvgv
p v
. . .
=
fvgv
p
. . .
v
0101
01
01
p v
fvgv
. . .
. . .
=
. . .
...
. . .
= ...
. . .
01
01
vp
fvgv
01 =
01
01
01
. . .
fvgv
p v
. . .
. . .
(6.75)
where for the second equality we have applied a local complementation to v and used the
Euler decomposition, the third equality follows by a local complementation on p, and the
last one comes from the merging of p with the green node in the bottom left. Note that,
in the end, p and v are still connected by an edge. None of the operations we ignored in
picking out this part of the diagram can change that. Thus, as before, the state of p cannot
be the same as in diagram 1. The two diagrams are unequal.
The case d = e = 1 is analogous to d = e = 0, except in either subcase we start with a
fixpoint operation on the chosen v.
We have thus shown that a simplified pair of rGS-LO diagrams are not equal if there
are any unpaired red nodes.
The existence of unpaired red nodes is not the only sign that a simplified pair of diagrams
cannot be equal. In fact, as in the zx-calculus, a simplified pair of diagrams are either
identical or they do not represent the same state.
Theorem 6.3.22. The two diagrams making up a simplified pair of rGS-LO diagram are
equal, i.e. they correspond to the same toy theory state, if and only if they are identical.
The proof of this theorem is analogous to that of Theorem 4.5.8 for the stabilizer zx-
calculus.
6.3.5 A normal form for zero diagrams
As in the zx-calculus, it is possible to define a unique normal form for zero diagrams in the
toy theory graphical calculus.
Theorem 6.3.23. The toy theory graphical calculus is complete for zero diagrams.
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Proof (sketch). By Corollary 6.3.14, zero diagrams in the toy theory graphical calculus can
be recognised. Now, analogously to the proof of Theorem 5.2.3 in the zx-calculus, any zero
diagram with n inputs and m outputs in the toy theory graphical calculus can be rewritten
into the form:
11
. . .
. . .
m
n
. (6.76)
Furthermore, this normal form is unique.
The existence of a unique normal form immediately implies completeness for zero dia-
grams.
6.3.6 Completeness
By map-state duality for the toy theory, as given in Section 6.3.2, and invertibility of the
rewrite rules, Theorem 6.3.22 directly implies that the toy theory graphical calculus is
complete for non-zero diagrams. Combining this with the normal form for zero diagrams in
Theorem 6.3.23 yields:
Theorem 6.3.24. The red-green calculus is complete for Spekkens’ toy bit theory.
Equalities between two diagrams in the toy theory graphical calculus can be derived as
follows: if the diagrams are not states, bend all inputs around to become outputs. Bring the
two diagrams into GS-LO form. If both diagrams are zero, bring them into the zero normal
form. Otherwise, bring the diagrams into rGS-LO form. Simplify the pair of diagrams.
Then either the two diagrams are identical, in which case some of the rewrite steps can be
inverted to get a sequence of rewrites transforming one diagram into the other, or they are
not identical, in which case the two diagrams do not represent the same operator, so there
is no equality to derive.
If the diagrams were not states to begin with, the appropriate outputs can be bent back
into inputs in all diagram. This yields a sequence of valid rewrites transforming one of the
original diagrams into the other.
Thus, the maximal-knowledge fragment of Spekkens’ toy bit theory can be analysed
fully using this graphical calculus.
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Chapter 7
Conclusions and further work
In this thesis, I have shown that for many applications in quantum computing and quan-
tum foundations, intutive and powerful graphical languages can be used without loss of
mathematical rigour. Here, the notion of being “powerful and rigorous” is captured by the
property of completeness, meaning that any equality that can be derived using conventional
formalisms can also be derived graphically.
I have proved that the zx-calculus, a graphical language for pure state qubit QM, is
complete for stabilizer quantum theory. This means that, within stabilizer QM, any true
equality can be derived using the rewrite rules of the zx-calculus. Furthermore, measure-
ment amplitudes and probabilities can be calculated entirely graphically.
I have also shown that the zx-calculus is complete for the single-qubit Clifford+T group.
This group of operations is approximately universal, i.e. any single-qubit unitary can be ap-
proximated to arbitrary accuracy using only Clifford unitaries and the T gate. In most
physical implementations of quantum computers, general unitary operators cannot be di-
rectly applied but instead need to be approximated using some finite set of operators like
Clifford+T. Thus this completeness result implies that the zx-calculus can be used to anal-
yse a wide range of realistic problems in quantum computation.
Finally, I have shown that similar graphical languages can replace conventional for-
malisms even outside quantum theory. I have defined a graphical calculus for the maximal
knowledge fragment of Spekkens’ toy bit theory, a local hidden variable model that behaves
very similar to pure state stabilizer QM, and shown that this graphical calculus is univer-
sal, sound, and complete. This means that the graphical calculus has the full power of any
formalism for analysing the toy theory. The toy theory graphical calculus is modelled after
the zx-calculus, therefore similarities and differences between stabilizer QM and the toy bit
theory can be fully explored using analogous graphical methods.
A number of further research directions arise from this work.
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7.1 Further work: automated graphical reasoning
Graphical languages are amenable to automated reasoning. The software system Quan-
tomatic [54, 53] discussed in Section 2.5 enables automated and semi-automated manipula-
tion of diagrams in the zx-calculus and similar graphical languages. It would be interesting
to implement the normalisation and equality testing algorithms from this thesis in that
system, thus allowing automated simplification and comparison of diagrams for stabilizer
QM and the single-qubit Clifford+T group, as well as Spekkens’ toy bit theory. Then,
many questions in areas such as error-correcting codes or measurement-based quantum
computation could be analysed automatically. Quantomatic could also be used to com-
pile single-qubit unitaries into the Clifford+T gate set, or simplify such approximations.
Furthermore, Quantomatic could automatically explore similarities and differences between
stabilizer QM and Spekkens’ toy bit theory.
This immediately offers a new question, namely that of the computational complexity
of the equality decision problems.
7.2 Further work on zx-calculus completeness
The zx-calculus as defined in Section 3 is incomplete for general pure state qubit quantum
mechanics, but it is complete for pure state qubit stabilizer quantum mechanics as well as
for the single-qubit Clifford+T group.
An obvious next step is to attempt to combine the two existing completeness results into
a completeness proof for multi-qubit Clifford+T operators. Such a result is not precluded
by the incompleteness proof for the general zx-calculus – cf. Section 4.2 – but neither does
it follow straightforwardly from the existing completeness proofs.
For example, as Perdrix and Wang recently showed, making the zx-calculus complete
for multi-qubit Clifford+T group requires the addition of at least one new rule [60], the
supplementarity rule first introduced in [24] and given here in correctly scaled form:
α α+ pi
2α+ pi= (7.1)
for any α ∈ (−pi, pi]. The special cases of the supplementarity rule where α is an integer
multiple of pi/2 can be derived from the rewrite rules given in Section 3.2, thus the supple-
mentarity rule is not required for stabilizer completeness. Furthermore, as the LHS of (7.1)
is not a line graph, the rule does not apply in the context of the single-qubit Clifford+T
diagrams considered in Section 5.3.2.
It is still unclear whether the addition of the supplementarity rule is sufficient to make
the zx-calculus complete for multi-qubit Clifford+T operators [60].
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There exists a presentation of the two-qubit Clifford+T group in terms of generators and
relations [43], which – if translated into the zx-calculus – would give a completeness result
for two-qubit diagrams. Yet the distinction between two-qubit diagrams and multi-qubit
diagrams is not very natural in the zx-calculus, and several of the generators used in the
derivation of that result only have complicated representations in the zx-calculus, making
the translation of that proof difficult.
7.3 Further work on the graphical calculus for Spekkens’ toy
theory
In this thesis, only pure state qubit stabilizer quantum mechanics and the maximal knowl-
edge fragment of Spekkens’ toy bit theory have been considered. An obvious next step
would be to extend the graphical calculi to mixed states in the quantum case and states of
less-than-maximal knowledge in the toy theory. The category-theoretical formulations un-
derlying the graphical calculi can easily be extended in this way using the CPM-construction
and these extensions carry over to categorical graphical calculi [66].
Furthermore, it would be interesting to extend this argument to stabilizer quantum
mechanics for higher dimensional systems and the higher-dimensional toy theory. Some
steps in this direction have been made by generalising the zx-calculus to qudits and to
Spekkens’ toy theory for systems of dimension greater than two, though it is still unclear
whether these graphical languages are complete [63].
Rigorous graphical languages have many applications in the analysis of quantum physics
and related theories.
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