The property that product and sum of independent identically distributed random variables are equidistributed is characterized when the original distribution has all moments. This equidistribution property is shown to relate in a natural way to the uniform distribution on a compact group. The result proves a conjecture due to Norton. Introduction* By the notation U ~ V we will indicate that the random variables U and V are identically distributed. We are concerned with the property
Introduction* By the notation U ~ V we will indicate that the random variables U and V are identically distributed. We are concerned with the property
where Z, Z 19 Z 2 are independent and identically distributed. All our comments and results assume that all the moments As was observed by Norton (1978) , (2) implies that -2 <; Z ^ 2. After all, since \d k \ 1/k ^ (d 2n ) 1/2n , (2) implies d\ n ^ 2 2n d 2n , thus, E\Z\ 2n 2 2n for all n. Since the distribution of a bounded random variable is completely determined by its moment sequence, condition (3) is both necessary and sufficient for (*).
It was shown by Norton (1975) that (*) holds for the Arcsin distribution on [-2, +2] , that is, when Z is distributed according to the probability density (4) f(z) = π~1(4 -z If one insists upon a distribution which is symmetric about zero, then of necessity d 2k+1 = 0 for all k and the above calculations yield that d k = c£* for all k. This shows that the Arcsin law is the only symmetric distribution which satisfies (*).
Setting aside the Arcsin distribution and the degenerate solutions (6) and (7), it follows from the above recursive scheme that to any other solution {d k } of (3) there corresponds a unique positive integer m such that
. With the e^ as in (8), Norton (1978) showed that the Hankel determinant
is equal to zero for m ^ 14. Afterwards, Shantaram (1978) 2 = 0. Equivalently, the support of Z is a finite set consisting of at most m + 1 points. It follows from well-known results (see Karlin and Studden (1966) , page 42) that the distribution of Z on hand (if it exists) is completely determined by the moments (8).
Note that the Arcsin law is the only nondiscrete solution of (*). As to the discrete solutions, Norton (1978) 
The result due to Shantaram that A m+1 = 0 is not used in the proof. As will be seen, the solutions (4) and (9) of (*) arise in a very natural way from the properties of a uniformly distributed random variable U taking values in a compact group.
One may ask how far the above considerations carry over to a relation of the form 2* Random variables taking values in a compact group* Let G be a compact N abelian group, taking addition as the group operation. By a character g of G we mean a complex-valued function on G which defines a continuous homomorphism of G into the circle group {z: \z\ = 1}. In particular,
Each character g of G will be labeled by an element y of an index set G and written as g{x) = (cc, #), The set G is made into a (discrete) additive abelian group by defining (x, y + y') = (a?, j/)(a?, j/') One has (α? Suppose this is true and consider In applying Lemma 1, we shall take G as the additive group of real numbers modulo 2π. It will be convenient to regard G as the additive group of real numbers, identifying numbers x f and x" such that x f == x" (mod2ττ). A function on G can be represented by a function on R which is periodic with period 2π. Similarly, for a function h (x lf x 2 ) on G x G. Let G 1 be one of the latter groups and suppose U is uniformly distributed on G λ . Let U ί9 U 2 be independent copies of U. It follows from Lemma 1 that the random variables S lf S 2 defined by (14) are always identically distributed. Choosing h(x lf x 2 ) = 2 cos x x + 2 cos x 2 , we find that S, = fc(J7 lf Σ7 2 ) = 2 cos ε/; + 2 cos C7 2 -^ + Z 2 has the same distribution as S 2 = 2 cos (I/; + Z7 2 ) + 2 cos (^ -Ϊ7 2 ) = 4 cos C/; cos U 2 = ^Z 2 .
In other words, J£ = 2cos?7 has property (*). Calculating the distribution of Z in each case, one arrives at Theorem 2.
REMARK. Note that the sufficiency part of Theorem 1 is hereby proved. It is easy to verify directly that (16) defines a random variable that has property (*). Put Note that z mΛ Φ -z m7J , in fact, the 3m,y (j = 0, 1, , m) are distinct and nonzero. But then the above system would imply that p s = 0 for all j.
We conclude that
This shows that it suffices to prove that each class K M contains at most one distribution. Since all the μ m are different, this would imply that K m = {μj for all m.
There are many ways of showing that K m consists of at most a single distribution. As observed in the paragraph following (8), this follows for instance from Shantaram's (1978) result that J m+1 -0.
As an independent proof, we even claim that there can be at most one distribution μ on [ -2, +2] which satisfies
Here, m is a fixed nonnegative integer (and nothing is assumed about the moments d 2k ). Namely, consider the polynomial
Here, T n (x) denotes the nth Tchebycheίf polynomial. For xe [ -1, +1], it is defined by T n (x) = cosnθ where cos θ = x. Writing cos nθ in complex form, we see that the leading coefficient in T n (x) equals 2 n~ι . Therefore, the leading coefficient
Integrating f(z) relative to a measure μ satisfying (19), it follows that Since the corresponding matrix has rank m + 1, there can be at most one solution.
4* Related problems* The referee kindly pointed to the related paper by Arnold and Groeneveld (1980) . It contains the following results.
(A) If the random variable X is symmetric (about 0) then •)> in so far these moments exist. Hence, if X is also bounded then it must be symmetric.
Condition (23) is satisfied by X = csm2πY, where c^O is constant and Y is uniform on a set {h/(2m + 1); h = 0, 1, , 2m}. In the limit m -• °o, this gives rise to the Arcsin distribution on [ -c, +c]. We conjecture that (23) has no other solutions.
