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Abstract. Existence and uniqueness of a weak solution for first order mean field game systems
with local coupling are obtained by variational methods. This solution can be used to devise
ǫ−Nash equilibria for deterministic differential games with a finite (but large) number of players.
For smooth data, the first component of the weak solution of the MFG system is proved to satisfy
(in a viscosity sense) a time-space degenerate elliptic differential equation.
Introduction
This paper is devoted to the analysis of first order mean field game systems with a local
coupling. The general form of these systems is: (i) −∂tφ+H(x,Dφ) = f(x,m(x, t))(ii) ∂tm− div(mDpH(x,Dφ)) = 0
(iii) m(0) = m0, φ(x, T ) = φT (x)
(1)
where the Hamiltonian H : Rd × Rd → R is convex in the second variable, the coupling f :
R
d × [0,+∞) → [0,+∞) is increasing with respect to the second variable, m0 is a probability
density and φT : R
d → R is a given function. In (1), the scalar unknowns (φ,m) are defined on
[0, T ]×Rd and f is a coupling between the two equations. These systems are used to formalize
deterministic differential games with an infinite number of players. The function φ can be
understood as the value function—for a typical and small player who controls his velocity—of
a finite horizon optimal control problem in which the density m of the other players enters
as a datum through the coupling f . For this optimal control problem, the optimal feedback
of this small player is then (formally) given by the vector field −DpH(x,Dφ(t, x)). When all
players play according to this rule, their distribution density m = m(t, x) evolves in time by the
continuity equation (1)-(ii). Note that the HJ equation is backward in time (with a terminal
condition), while the continuity equation is forward in time (with an initial condition).
Mean field game systems have been introduced simultaneously by Lasry and Lions [22, 23,
24] and by Huang, Caines and Malhame´ [21]. For second order MFG systems (i.e., systems
containing a nondegenerate diffusion) or for first order MFG systems in which the coupling f
is of nonlocal nature and regularizing, structure conditions ensuring existence and uniqueness
of solutions are well-understood (see, in particular, the discussions in [23, 24]). For first order
systems in which the coupling is local—as above—the picture is not so clear. Under specific
structure conditions, one can expect to have smooth solutions [25]: the idea is to transform
the system into a quasilinear elliptic equation in time space for φ. A priori estimates are
then obtained by Bernstein method. The approach however requires some smoothness on the
coefficients H and f and some structure conditions (typically f(x,m) = log(m)) ensuring that
the measure m does not vanish.
Here we work in a different setting: we require only mild regularity on the coefficients and
the measure m can vanish. Under suitable coercivity conditions on H and f , we show that
system (1) has a unique weak solution (Theorem 4.2), which is moreover stable with respect to
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the data (Proposition 4.10). For simplicity we work with space periodic boundary conditions
(i.e., in the torus Td = Rd/Zd). Our result requires that H = H(x, p) is strictly convex and
has a super-linear growth with respect to p, while f = f(x,m) is strictly increasing in m with
a growth depending on the growth of H. Moreover we impose f to be continuous at m = 0,
which prevents our result to apply to couplings of the form f(x,m) = ln(m). By a weak solution
(m,φ) of (1), we roughly mean that φ is continuous while m is integrable, that (1)-(i) holds a.e.
while (1)-(ii) is to be understood in the sense of distribution (see Definition 4.1).
Our starting point is the idea—introduced by Lasry and Lions in [24]—that the MFG system
can be understood as an optimality condition for two problems in duality. The first one is an
optimal control problem for a Hamilton-Jacobi equation: one controls the state variable φ by a
distributed control α : (0, T )× Td → R in order to minimize the criteriumˆ T
0
ˆ
Td
F ∗ (x, α(t, x)) dxdt−
ˆ
Td
φ(0, x)dm0(x).
The state φ is driven by the backward HJ equation{
−∂tφ(t, x) +H(x,Dφ(t, x)) = α(t, x) in (0, T ) × T
d
φ(T, x) = φT (x) in T
d
In the above problems, F ∗ denotes the Fenchel conjugate of the primitive F of f = f(x,m)
with respect to the variable m. The second control problem is an optimal control problem for a
continuity equation: one now controls the state variablem through a vector field v : (0, T )×Td →
R
d in order to minimize the quantityˆ T
0
ˆ
Td
m(t, x)H∗ (x,−v(t, x)) + F (x,m(t, x)) dxdt+
ˆ
Td
φT (x)m(T, x)dx,
where m solves the continuity equation
∂tm+ div(mv) = 0 in (0, T ) × T
d, m(0) = m0.
In the above expression, H∗ is the Fenchel conjugate of the Hamiltonian H = H(x, ξ) with
respect to the second variable ξ, F still being the primitive of f = f(x,m) with respect to the
variable m.
Our first contributions consist in giving a meaning to the above optimal control problems, in
showing that they have a solution (at least when properly relaxed) and in proving that, if α is
optimal in the first problem, with associate state φ, and if v is optimal in the second problem,
with associate state m, then the pair (m,φ) is the unique weak solution of the MFG system (1).
This approach is reminiscent of several works on optimal transport problems, which also
involve a coupling between a HJ equation and a continuity equation (and in particular the so-
called Benamou-Brenier approach [4]). However, in most papers on the subject, the HJ equation
does not depend on m. This is also the case of a model in geometric optics analyzed by Gosse
and James [20] and by Ben Moussa and Kossioris [3], where, furthermore, the HJ equation is
forward in time: the analysis is then completely different and the measure m cannot be expected
to remain a density in general.
In fact part of our analysis is close to the one developed in Cardaliaguet, Carlier and Nazaret
[10] for a particular optimal transport problem: in particular the notion of weak solution is
similar to the one introduced in [10]. However, some points of the analysis for the MFG system
differ substantially from [10]: first the framework, if more regular, is also much more general
(with space dependence for the Hamiltonian): a substential amount of the work consists in
overcoming this issue. Second, [10] strongly benefited from the L∞−estimate on m obtained
for optimal transport problems by Carrillo, Lisini, Savare´ and D. Slepcev [16]. Here we are not
aware of such bound in general. On another hand, estimates for solutions of HJ equations with
unbounded right-hand side, obtained in Cardaliaguet and Silvestre [12], provide Ho¨lder bounds
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on φ: this allows to overcome the difficulty of unbounded m. Finally, the uniqueness arguments
for φ differ from that of [10], where the optimal control problem of the HJ equation was more
“strictly convex”.
Our second contribution is to apply the above MFG system to differential games with a finite
number of players: we show that the “optimal strategies” in the Hamilton-Jacobi part of (1) can
be used to derive approximate Nash equilibria for differential games with finitely many players.
The idea is that, when the number of players is large, it is useless to look at the other player’s
behavior: one just needs to use the open-loop strategy given by the mean field game system.
This idea is reminiscent of several results obtained for second order MFG systems with nonlocal
coupling [15], [21]. Compared to these works we face here two difficulties: the first one is the
lack of regularity of our weak solutions of the MFG system (1). The second is that the local
nature of our coupling: this obliges us to be very careful in defining the payoff of the differential
game with finitely many players.
We complete the paper by the remark that, if (m,φ) is the weak solution of the MFG system
(1), then φ is a viscosity solution of a second order elliptic equation in time and space. We
thus recover a result explained in [25] in a more regular framework. The difference with [25]
is that we have here to carefully handle the points where m vanishes: our equation becomes a
variational inequality instead of a pure quasi-linear elliptic equation as in [25].
The paper is organized as follows: we first introduce the notations and assumptions used
all along the paper (section 1). Then we introduce the two optimal control problems, one of
HJ equation, the other of continuity equation; we prove that these two problems are in duality
(section 2). The main issue is to show that the first problem has a solution: this is the aim of
section 3. Then we are ready to define the notion of weak solution for (1) and to show that
the system has a unique solution (section 4). We complete the paper by showing how to use
the solution of the mean field game system to finitely many player differential games (section
5). Following [25], we also show that, if (m,φ) is the solution to (1), then the map φ is also a
viscosity solution of a second order equation in time space (section 6).
Acknowledgement: This work has been partially supported by the Commission of the
European Communities under the 7-th Framework Programme Marie Curie Initial Training
Networks Project SADCO, FP7-PEOPLE-2010-ITN, No 264735, and by the French National
Research Agency ANR-10-BLAN 0112 and ANR-12-BS01-0008-01.
1. Notations and assumptions
Notations : We denote by 〈x, y〉 the Euclidean scalar product of two vectors x, y ∈ Rd and by
|x| the Euclidean norm of x. For any x0 ∈ R
d and r > 0, we denote by Br(x0) the open ball of
radius r, centered at x0 ∈ R
d, and we set Br = Br(0). We use a similar notation Br(t0, x0) for
a ball of Rd+1 centered at (t0, x0) ∈ R× R
d and of radius r > 0.
We work in the flat d−dimensional torus Td = Rd\Zd. We denote by P (Td) the set of Borel
probability measures over Td. It is endowed with the weak convergence. For k, n ∈ N and T > 0,
we denote by Ck([0, T ] × Td,Rn) the space of maps φ = φ(t, x) of class Ck in time and space
with values in Rn. For p ∈ [1,∞] and T > 0, we denote by Lp(Td) and Lp((0, T ) × Td) the
set of p−integrable maps over Td and [0, T ] × Td respectively. We often abbreviate Lp(Td) and
Lp((0, T ) × Td) into Lp. We denote by ‖f‖p the L
p−norm of a map f ∈ Lp.
If µ is a vector measure over Td or [0, T ]×Td, we denote by µac and µs the decomposition of
µ in absolutely continuous part and singular part with respect to the Lebesgue measure. Recall
that µ = µac+µs. For simplicity, if φ ∈ BV over [0, T ]×Td, we abbreviate the notation (∂tφ)
ac
and (∂tφ)
s into ∂tφ
ac and ∂tφ
s respectively.
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Assumptions: We now collect the assumptions on the coupling f , the Hamiltonian H and the
initial and terminal conditions m0 and φT . These conditions are supposed to hold throughout
the paper.
(H1) (Condition on the coupling) the coupling f : Td × [0,+∞) → R is continuous in both
variables, increasing with respect to the second variable m, and there exist q > 1 and
C1 such that
1
C1
|m|q−1 − C1 ≤ f(x,m) ≤ C1|m|
q−1 + C1 ∀m ≥ 0 . (2)
Moreover we ask the following normalization condition to hold:
f(x, 0) = 0 ∀x ∈ Td . (3)
(H2) (Conditions on the Hamiltonian) The Hamiltonian H : Td × Rd → R is continuous in
both variables, convex and differentiable in the second variable, with DpH continuous in
both variable, and has a superlinear growth in the gradient variable: there exist r > 0
and C2 > 0 such that
r > d(q − 1) ∧ 1 (4)
and
1
rC2
|ξ|r − C2 ≤ H(x, ξ) ≤
C2
r
|ξ|r + C2 ∀(x, ξ) ∈ T
d × Rd . (5)
We note for later use that the Fenchel conjugate H∗ of H with respect to the second
variable is continuous and satisfies similar inequalities
1
r′C2
|ξ|r
′
− C2 ≤ H
∗(x, ξ) ≤
C2
r′
|ξ|r
′
+ C2 ∀(x, ξ) ∈ T
d × Rd , (6)
where r′ is the conjugate of r:
1
r
+
1
r′
= 1.
(H3) (Dependence of H with respect to x) We also assume that there is θ ∈ [0, rd+1 ) and a
constant C3 > 0 such that
|H(x, ξ) −H(y, ξ)| ≤ C3|x− y| (|ξ| ∨ 1)
θ ∀x, y ∈ Td, ξ ∈ Rd (7)
(H4) (Conditions on the initial and terminal conditions) φT : T
d → R is of class C1, while
m0 : T
d → R is a continuous, with m0 ≥ 0 and
ˆ
Td
m0dx = 1.
We now comment upon these assumptions.
Condition (H1), imposing f to be nondecreasing with respect to the second variable, is natural
in the context of mean field game systems. Indeed this assumption is almost necessary for the
well-posedness of (1) (see the discussion in [24]). The growth condition (2), on another hand, is
less standard: the variational method used in the paper requires it, but it is clearly not necessary
for the existence of a solution to (1). In particular, the lower bound of (2) prevents a coupling
of the form f(x,m) = ln(m), which is typically the case in which one expects to have smooth
solutions (see the discussion in [25]).
Condition (3) is just a normalization condition, which we assume to fix the ideas. This is
mostly without loss of generality. Indeed, if f(x, 0) is Lipschitz continuous and if all the condition
(H1). . . (H4) but (3) hold, then one just needs to replace f(x,m) by f(x,m)−f(x, 0) and H(x, p)
by H(x, p)− f(x, 0): the new H and f still satisfy the above conditions (H1). . . (H4) with (3).
Let us set
F (x,m) =

ˆ m
0
f(x, τ)dτ if m ≥ 0
+∞ otherwise
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Then is convex in m. It is continuous on Td × (0,+∞), derivable and strictly convex in m and
satisfies
1
qC1
|m|q − C1 ≤ F (x,m) ≤
C1
q
|m|q + C1 ∀m ≥ 0 (8)
(changing the constant C1 if necessary). Let F
∗ be the convex conjugate of F with respect to
the second variable. Note that F ∗(x, a) = 0 for a ≤ 0 because F (x,m) is nonnegative and equal
to +∞ for m < 0. Moreover,
1
pC1
|a|p − C1 ≤ F
∗(x, a) ≤
C1
p
|a|p + C1 ∀a ≥ 0 , (9)
where p is the conjugate of q: 1/p + 1/q = 1.
Assuming, as in (H2), that H has a superlinear growth is rather natural for HJ equations: this
condition is known to ensure “Lipschitz bounds” on the solutions of the associated HJ equation.
However, as the right-hand side of (1)-(i) is time dependent, this Lipschitz bound is lost in
general and has to be replaced by Ho¨lder estimates, at least when the right-hand side of (1)-(i)
is bounded (cf. [7], [9]). In our context we face the additional difficulty that, instead of L∞
bound on the right-hand side of (1)-(i), we only know that it is bounded in Lp. The condition
that the growth rate r is larger than d(q − 1) is precisely used to handle this issue: indeed it
allows to prove that solutions of (1)-(i) are bounded even when the right-hand side is in Lp.
Moreover, this assumption plays a key role to guaranty the Ho¨lder regularity of solutions of HJ
with such unbounded right-hand side: this has been established—in a much broader context—in
[12], and we recall the estimate in Lemma 1.1 below.
Finally, some comment upon assumption (H3) are in order. This technical assumption induces
a strong restriction upon the dependence of the leading term of H (i.e., the term of order |p|r)
with respect to x. For instance, if H(x, ξ) = |ξ|r − ℓ(x), assumption (H3) reduces to ℓ Lipschitz
continuous (since we can take θ = 0). On another hand, the condition excludes Hamiltonians
of the form H(x, ξ) = a(x)|ξ|r , with 1C3 ≤ a(x) ≤ C3, because here θ = r /∈ [0,
r
d+1). We have to
require (7) to show that the regularization by (classical) convolution of subsolution of (1)-(i) is
still a subsolution with a controlled error (see the proof of Proposition 3.1): it is not clear that
this computation is optimal.
Throughout the paper, we will have to deal with Hamilton-Jacobi equations in which the
right-hand side is unbounded. To handle the solutions of these equations, the following result
will be useful:
Lemma 1.1 ([12], Theorem 1.3). Let H satisfies (H2), p > 1 + d/r and α ∈ C0((0, T ) × Td).
Then, any continuous viscosity solution u of
− ∂tφ+H(x,Dφ) = α(t, x) in (0, T ) × T
d (10)
is of class Cβ in any compact subset K of [0, T ) × Td, where β (∈ (0, 1)) and the Cβ norm
depend on the compact K, on ‖u‖∞, on p, d, r and C2, and on ‖(α)−‖∞ and ‖α‖p.
In other words, if α is bounded below and in Lp, then we have a control on the Ho¨lder norm
of the solution u of (10). Note that in [12] the result is given for (possibly degenerate) second
order parabolic equations under the condition r > 2: a careful inspection of the proof shows
that for first order HJ equations, the assumption r > 1 suffices for the estimate.
2. Two optimization problems
The aim of this section is to introduce two optimization problems and show that these prob-
lems are in duality. Throughout this section, the maps φT and m0 are fixed and are assumed to
satisfy condition (H4).
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2.1. The optimal control of Hamilton-Jacobi equations. To describe the first optimiza-
tion problem, let us denote by K0 the set of maps φ ∈ C
1([0, T ]×Td) such that φ(T, x) = φT (x)
and define, on K0, the functional
A(φ) =
ˆ T
0
ˆ
Td
F ∗ (x,−∂tφ(t, x) +H(x,Dφ(t, x))) dxdt−
ˆ
Td
φ(0, x)dm0(x). (11)
Our first optimization problem is
inf
φ∈K0
A(φ) (12)
In order to give an interpretation of problem (12), let us set, for φ ∈ K0,
α(t, x) = −∂tφ(t, x) +H(x,Dφ(t, x)).
Then we can see α as a control which, combined with the terminal condition φ(T, ·) = φT ,
determines φ as a solution of an HJ equation. Minimizing A can be interpreted as an optimal
control problem for the Hamilton-Jacobi equation{
−∂tφ(t, x) +H(x,Dφ(t, x)) = α(t, x) in (0, T ) × T
d
φ(T, x) = φT (x) in T
d
for the criterium ˆ T
0
ˆ
Td
F ∗ (x, α(t, x)) dxdt−
ˆ
Td
φ(0, x)dm0(x).
2.2. The optimal control of the continuity equation. To describe the second optimization
problem, let us denote by K1 the set of pairs (m,w) ∈ L
1((0, T )×Td)×L1((0, T )×Td,Rd) such
that m(t, x) ≥ 0 a.e., with
ˆ
Td
m(t, x)dx = 1 for a.e. t ∈ (0, T ), and which satisfy in the sense
of distributions the continuity equation
∂tm+ div(w) = 0 in (0, T ) × T
d, m(0) = m0. (13)
We define on K1 the functional
B(m,w) =
ˆ T
0
ˆ
Td
m(t, x)H∗
(
x,−
w(t, x)
m(t, x)
)
+ F (x,m(t, x)) dxdt+
ˆ
Td
φT (x)m(T, x)dx.
Let us first give a precise meaning to B. If m(t, x) = 0, then by convention
mH∗
(
x,−
w
m
)
=
{
+∞ if w 6= 0
0 if w = 0
As H∗ and F are bounded below and m ≥ 0 a.e., the first integral in B(m,w) is well defined
in R ∪ {+∞}. The term
´
Td
φT (x)m(T, x)dx has to be interpreted as follows: let us set
v(t, x) = −
w(t, x)
m(t, x)
if m(t, x) > 0 and v(t, x) = 0 otherwise. Because of the growth of H∗
(thanks to (6), which is a consequence of (H2)), B(m,w) is infinite if v /∈ Lr
′
(m dxdt). So we
can assume without loss of generality that v ∈ Lr
′
(m dxdt). In this case equation (13) can be
rewritten as the continuity equation
∂tm+ div(mv) = 0 in (0, T ) × T
d, m(0) = m0. (14)
As v ∈ Lr
′
(m dxdt), it is well-known that m can be identified with a continuous map from [0, T ]
to P (Td) (see, e.g., [1]). In particular, the measure m(t) is defined for any t, which gives a
meaning to the second integral term in the definition of B(m,w).
The second optimal control problem is the following:
inf
(m,w)∈K1
B(m,w) . (15)
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The introduction of v gives a natural interpretation of (15): indeed one can see the vector field v
as a control over the state m through the continuity equation (14). In this case the optimization
of B can be viewed as an optimal control of (14).
2.3. The two problems are in duality.
Lemma 2.1. We have
inf
φ∈K0
A(φ) = − min
(m,w)∈K1
B(m,w),
Moreover, the minimum in the right-hand side is achieved by a unique pair (m,w) ∈ K1 satisfying
(m,w) ∈ Lq((0, T ) × Td)× L
r′q
r′+q−1 ((0, T ) × Td).
Remark 2.2. Note that r
′q
r′+q−1 > 1 because r
′ > 1 and q > 1.
Proof. We use the Fenchel-Rockafellar duality theorem (cf. e.g., [18]). For this, we rewrite
the first optimization problem (12) in a more suitable form. Let E0 = C
1([0, T ] × Td) and
E1 = C
0([0, T ]× Td,R)× C0([0, T ]× Td,Rd). We define on E0 the functional
F(φ) = −
ˆ
Td
m0(x)φ(0, x)dx + χS(φ),
where χS is the characteristic function of the set S = {φ ∈ E0, φ(T, ·) = φT }, i.e., χS(φ) = 0 if
φ ∈ S and +∞ otherwise. For (a, b) ∈ E1, we set
G(a, b) =
ˆ T
0
ˆ
Td
F ∗(x,−a(t, x) +H(x, b(t, x))) dxdt .
Note that F is convex and lower semi-continuous on E0 while G is convex and continuous on
E1. Let Λ : E0 → E1 be the bounded linear operator defined by Λ(φ) = (∂tφ,Dφ). Note that
inf
φ∈K0
A(φ) = inf
φ∈E0
{F(φ) + G(Λ(φ))} .
One easily checks that there is a map φ such that F(φ) < +∞ and such that G is continuous at
Λ(φ): just take φ(t, x) = φT (x).
By the Fenchel-Rockafellar duality theorem we have
inf
φ∈E0
{F(φ) + G(Λ(φ))} = max
(m,w)∈E′1
{−F∗(Λ∗(m,w)) − G∗(−(m,w))}
where E′1 is the dual space of E1, i.e., the set of vector valued Radon measures (m,w) over
[0, T ]×Td with values in R×Rd and F∗ and G∗ are the convex conjugates of F and G respectively.
By a direct computation we have
F∗(Λ∗(m,w)) =

ˆ
Td
φT (x)dm(T, x) if ∂tm+ div(w) = 0, m(0) = m0
+∞ otherwise
where the equation ∂tm+div(w) = 0, m(0) = m0 holds in the sense of distribution. Let us set
K(x, a, b) = F ∗(x,−a+H(x, b)) ∀(x, a, b) ∈ Td × R× Rd .
Then, for any (m,w) ∈ R× Rd,
K∗(x,m,w) = sup
(a,b)∈R×Rd
{am+ 〈b, w〉 − F ∗(x,−a+H(x, b))}
= sup
(a,b)∈R×Rd
{H(x, b)m− am+ 〈b, w〉 − F ∗(x, a)}
= sup
b∈Rd
{H(x, b)m+ 〈b, w〉 + F (x,−m)}
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Since H is convex with respect to the second variable and has a superlinear growth, we have
therefore
K∗(x,m,w) =

F (x,−m)−mH∗(x,−
w
m
) if m < 0
0 if m = 0, w = 0
+∞ otherwise
In particular, since, from (6) and (8), H∗ has a superlinear growth and F is coercive, the
recession function K∗∞ of K∗ satisfies:
K∗∞(x,m,w) =
{
0 if m = 0, w = 0
+∞ otherwise
Therefore G∗(m,w) = +∞ if (m,w) /∈ L1 and, if (m,w) ∈ L1,
G∗(m,w) =
ˆ T
0
ˆ
Td
K∗(x,m(t, x), w(t, x))dtdx.
Accordingly
max
(m,w)∈E′1
{−F∗(Λ∗(m,w)) − G(m,w)}
= max
{ˆ T
0
ˆ
Td
−F (x,m)−mH∗(x,−
w
m
) dtdx−
ˆ
Td
φT (x)m(T, x) dx
}
where the maximum is taken over the L1 maps (m,w) such that m ≥ 0 a.e. and
∂tm+ div(w) = 0, m(0) = m0.
As
ˆ
Td
m0 = 1 , we have therefore
ˆ
Td
m(t) = 1 for any t ∈ [0, T ]. Thus the pair (m,w)
belongs to the set K1.
Let now (m,w) ∈ K1 be optimal in the above system. From the growth conditions (5) and
(8), we have
C ≥
ˆ T
0
ˆ
Td
F (x,m) +mH∗(x,−
w
m
) dtdx+
ˆ
Td
φT (x)m(T, x) dx
≥
ˆ T
0
ˆ
Td
(
1
C
|m|q +
m
C
∣∣∣w
m
∣∣∣r′ − C)dxdt− ‖φT ‖∞
In particular, m ∈ Lq. By Ho¨lder inequality, we also have
ˆ T
0
ˆ
Td
|w|
r′q
r′+q−1 =
ˆ ˆ
{m>0}
|w|
r′q
r′+q−1 ≤ ‖m‖
r′−1
r′+q−1
q
(ˆ ˆ
{m>0}
|w|r
′
mr
′−1
) q
r′+q−1
≤ C
so that w ∈ L
r′q
r′+q−1 . Finally, we note that there is a unique minimizer to (15), because the set
K1 is convex and the maps F (x, ·) and H
∗(x, ·) are strictly convex: thus m is unique and so is
w
m
in {m > 0}. As w = 0 in {m = 0}, uniqueness of w follows as well. 
3. Analysis of the optimal control of the HJ equation
In general, we do not expect problem (12) to have a solution. In this section we exhibit a
relaxation for (12) (Proposition 3.1) and show that this relaxed problem has at least one solution
(Proposition 3.4).
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3.1. The relaxed problem. Let K be the set of pairs (φ, α) ∈ BV ((0, T )×Td)×Lp((0, T )×Td)
such that Dφ ∈ Lr((0, T )×Td) and which satisfies φ(T, x) = φT (x) (in the sense of traces) and,
in the sense of distribution,
− ∂tφ+H(x,Dφ) ≤ α in (0, T ) × T
d . (16)
Note that K is a convex set and that the set K0 (defined in Subsection 2.1) can naturally be
embeded into K: indeed, if φ ∈ K0, then the pair (φ,−∂tφ+H(x,Dφ)) belongs to K. We extend
to K the functional A defined on K0 by setting (with a slight abuse of notation)
A(φ, α) =
ˆ T
0
ˆ
Td
F ∗(x, α(x, t)) dxdt−
ˆ
Td
φ(x, 0)m0(x) dx ∀(φ, α) ∈ K.
The next Proposition explains that the problem
inf
(φ,α)∈K
A(φ, α) (17)
is the relaxed problem of (12).
Proposition 3.1. We have
inf
φ∈K0
A(φ) = inf
(φ,α)∈K
A(φ, α).
In order to prove Proposition 3.1, we need a remark which is repeatedly used in the sequel. It
says that one can restrict the minimization problem to pairs (φ, α) for which α is nonnegative.
Lemma 3.2. We have
inf
(φ,α)∈K
A(φ, α) = inf
(φ,α)∈K, α≥0 a.e.
A(φ, α)
Proof. For (φ, α) ∈ K, let us set α˜ = α ∨ 0. Then (φ, α˜) ∈ K, α˜ ≥ 0 a.e. and
A(φ, α˜) =
ˆ T
0
ˆ
Td
F ∗(x, α˜(x, t)) dxdt−
ˆ
Td
φ(x, 0)m0(x) dx
≤
ˆ T
0
ˆ
Td
F ∗(x, α(x, t)) dxdt−
ˆ
Td
φ(x, 0)m0(x) dx = A(φ, α)
where the inequality holds because 0 is a global minimum of F ∗(x, ·) for any x ∈ Td. 
Proof of Proposition 3.1. Inequality inf
φ∈K0
A(φ) ≥ inf
(φ,α)∈K
A(φ, α) being obvious, let us check
the reverse one. Let (φ, α) ∈ K. From Lemma 3.2 we can assume with loss of generality that
α ≥ 0 a.e.. Fix ǫ > 0. Let us first slightly translate and extend (φ, α) to the larger interval
[−ǫ, T + ǫ]: we set
φ˜(t, x) =
{
φ(t+ 2ǫ, x) if t ∈ [−2ǫ, T − 2ǫ)
φT (x) + λ(T − 2ǫ− t) if t ∈ [T − 2ǫ, T + 2ǫ]
where λ = −maxxH(x,DφT (x)) and
α˜(t, x) =
{
α(t+ 2ǫ, x) if t ∈ [−2ǫ, T − 2ǫ)
0 if t ∈ [T − 2ǫ, T + 2ǫ]
One easily checks that (φ˜, α˜) satisfies in the sense of distribution −∂tφ˜ + H(x,Dφ˜) ≤ α˜ in
(−2ǫ, T + 2ǫ)× Td.
We regularize (φ˜, α˜) by convolution: let ξ be a smooth convolution kernel in Rd+1 with support
in the unit ball, with ξ ≥ 0 and
´
ξ = 1. Let us set ξǫ(t, x) = ǫ
−d−1ξ((t, x)/ǫ) and φǫ = ξǫ ⋆ φ˜.
Then we have
−∂tφǫ + ξǫ ⋆ H(·,Dφǫ) ≤ ξǫ ⋆ α˜ in (0, T ) × T
d .
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By convexity of H with respect to the second variable, we have
H(x,Dφǫ(t, x)) ≤ (ξǫ ⋆ H(·,Dφ))(t, x) + βǫ(t, x)
where
βǫ(t, x) =
ˆ
Bǫ(t,x)
ξǫ((t, x)− (s, y)) |H(y,Dφ(s, y)) −H(x,Dφ(s, y))| dsdy
In view of assumption (7), we have, setting δ = r/θ (> 1) and δ′ = δ/(δ − 1) and using Ho¨lder
inequality,
βǫ(t, x) ≤
ˆ
Bǫ(t,x)
ξǫ((t, x) − (s, y))|y − x|(1 ∨ |Dφ(s, y))|)
θ dsdy
≤ Cǫ
(ˆ
Bǫ(t,x)
ξδ
′
ǫ ((t, x)− (s, y))
)1/δ′ (ˆ
Bǫ(t,x)
(1 ∨ |Dφ(s, y))|)r
)1/δ
≤ Cǫ1−(d+1)θ/r(1 + ‖Dφ‖θr)
Recall that, by assumption (H2), θ < r/(d+ 1), so that 1− (d+ 1)θ/r > 0. Let us set
αǫ = ξǫ ⋆ α˜+ Cǫ
1−(d+1)θ/r(1 + ‖Dφ‖θr).
The previous estimates show that the pair (φǫ, αǫ) satisfies
− ∂tφǫ +H(x,Dφǫ) ≤ αǫ in (0, T )× T
d . (18)
In order to fulfill the terminal condition φǫ(T, ·) = φT , we must once more slightly modify φǫ.
For this we note that, by regularity of φT we have
sup
t∈[T−ǫ,T ]
‖φǫ(t, ·)− φT ‖∞ ≤ Cǫ . (19)
Let ζǫ : R → R be a smooth, nondecreasing map, with ζǫ = 0 in (−∞, T − ǫ] and ζǫ = 1 in
[T,+∞) and such that ‖ζ ′ǫ‖∞ ≤ Cǫ
−1. We set
φ˜ǫ(t, x) = (1− ζǫ(t))φǫ(t, x) + ζǫ(t)(φT (x) + λ(T − t)) ∀(t, x) ∈ [0, T ] × T
d .
Then φ˜ǫ(T, ·) = φT and, by using the convexity of H, estimates (18) and (19) as well as the
definition of ζǫ, we get
−∂tφ˜ǫ +H(x,Dφ˜ǫ) ≤
{
αǫ in (0, T − ǫ)× T
d
αǫ + C in (T − ǫ, T )× T
d
Therefore
inf
ψ∈K0
A(ψ) ≤
ˆ T
0
ˆ
Td
F ∗(x,−∂tφ˜ǫ +H(x,Dφ˜ǫ)) dxdt−
ˆ
Td
φ˜ǫ(x, 0)dm0(x)
≤
ˆ T−ǫ
0
ˆ
Td
F ∗(x, αǫ) dxdt+
ˆ T
T−ǫ
ˆ
Td
F ∗(x, αǫ + C) dxdt−
ˆ
Td
φ˜ǫ(0, x)dm0(x)
(20)
We now let ǫ→ 0. As αǫ → α in L
p while H∗ satisfies the growth condition (6), we have
lim sup
ǫ→0
ˆ T−ǫ
0
ˆ
Td
F ∗(x, αǫ) dxdt ≤
ˆ T
0
ˆ
Td
F ∗(x, α) dxdt . (21)
In the same way,
lim sup
ǫ→0
ˆ T
T−ǫ
ˆ
Td
F ∗(x, αǫ + C) dxdt = 0.
In order to understand the convergence of the term
ˆ
Td
φ˜ǫ(0, x)dm0(x), we need the following
Lemma, in which, for t1 < t1, we denote by w(t
+
1 , ·) and w(t
−
2 , ·) the traces, on the sets t = t1
and t = t2, of a BV function w restricted to (t1, t2)× T
d.
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Lemma 3.3. There is a constant C4 such that, for any (φ, α) ∈ K and for any 0 ≤ t1 < t2 ≤ T ,
we have
φ(t+1 , ·) ≤ φ(t
−
2 , ·) + C4(t2 − t1)
ν‖α‖p a.e. (22)
where
ν :=
r − d(q − 1)
d(q − 1)(r − 1) + rq
(23)
(recall that r − d(q − 1) > 0 by assumption (H2), so that ν > 0).
Admitting for a while the above result, we complete the proof of Proposition 3.1. In view of
Lemma 3.3, we have
φ˜ǫ(0
+, ·) ≥ ξǫ ⋆ φ(0, ·) − Cǫ
ν‖α‖p .
Hence
lim inf
ǫ→0
ˆ
Td
φ˜ǫ(0, x)dm0(x) ≥
ˆ
Td
φ(0+, x)dm0(x) ,
which, combined with (20) and (21), shows that
inf
ψ∈K0
A(ψ) ≤
ˆ T
0
ˆ
Td
F ∗(x, α) dxdt−
ˆ
Td
φ(0, x)dm0(x) = A(φ,w).
Taking the infimum over (φ,w) ∈ K gives the result. 
Proof of Lemma 3.3. Let us first assume that φ and α are of class C1. Since r > d(q − 1), we
can also fix β ∈ (1/r, 1d(q−1)). Let x ∈ T
d and 0 ≤ t1 < t2 ≤ T . For any σ ∈ R
d with |σ| ≤ 1, let
us define the arc
xσ(s) =
{
x+ σ(s− t1)
β if s ∈ [t1,
t1+t2
2 ]
x+ σ(t2 − s)
β if s ∈ [ t1+t22 , t2]
Let L be the convex conjugate of p→ H(x,−p), i.e., L(x, ξ) = H∗(x,−ξ). Then
d
ds
[
φ(s, xσ(s))−
ˆ t2
s
L(xσ(τ), x
′
σ(τ))dτ
]
= ∂tφ(s, xσ(s)) + 〈Dφ(s, xσ(s)), x
′
σ(s)〉+ L(xσ(s), x
′
σ(s))
≥ ∂tφ(s, xσ(s))−H(xσ(s),Dφ(s, xσ(s))) ≥ −α(s, xσ(s))
Integrating first in time on the interval [t1, t2] and then in σ ∈ B1 the above inequality, we get
φ(t1, x) ≤ φ(t2, x) +
1
|B1|
ˆ
B1
ˆ t2
t1
[
L(xσ(s), x
′
σ(s)) + α(s, xσ(s))
]
dsdσ .
By assumption (6), we have, on the one hand,
1
|B1|
ˆ
B1
ˆ t2
t1
L(xσ(s), x
′
σ(s)) dsdσ ≤ C2
[ˆ
B1
ˆ t2
t1
|x′σ(s))|
r′ dsdσ + (t2 − t1)
]
≤ C(t2 − t1)
1−r′(1−β)
where 1− r′(1− β) > 0 since β > 1/r. Using Ho¨lder’s inequality, we get, on another hand,
ˆ
B1
ˆ t2+t1
2
t1
α(s, xσ(s))dsdσ ≤
ˆ t1+t2
2
t1
ˆ
B1
|α(s, x+ σ(s − t1)
β)|dσds
≤
ˆ t1+t2
2
t1
ˆ
B(x,(s−t1)β)
(s− t1)
−dβ |α(s, y)|dyds
≤
[ˆ t1+t2
2
t1
(s− t1)
−dβ(q−1)
] 1
q
‖α‖p ≤ C(t2 − t1)
(1−dβ(q−1))/q‖α‖p
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where 1− dβ(q − 1) > 0 since β < 1d(q−1) . In the same way, we haveˆ
B1
ˆ t2
t1+t2
2
α(s, xσ(s))dsdσ ≤ C(t2 − t1)
(1−dβ(q−1))/q‖α‖p ,
Using the assumption r > d(q − 1), one can check that
β :=
q(r′ − 1) + 1
d(q − 1) + r′q
=
q + r − 1
d(q − 1)(r − 1) + rq
satisfies β ∈ (1r ,
1
d(q−1) ). For this choice of β we obtain that
φ(t1, x) ≤ φ(t2, x) + C(t2 − t1)
r−d(q−1)
d(q−1)(r−1)+rq ‖α‖p .
One gets the result for general (φ, α) ∈ K by regularizing (φ, α) by convolution: let ξǫ be as in
the proof of Proposition 3.1 and φǫ = ξǫ ⋆ φ. Then, by (18), we have
−∂tφǫ +H(x,Dφǫ) ≤ ξǫ ⋆ α+ Cǫ
1−(d+1)θ/r(1 + ‖Dφ‖θr) in (ǫ, T − ǫ)× T
d .
Choose 0 < t1 < t2 < T such that φǫ(t1, ·) and φǫ(t2, ·) converge a.e. as (a subsequence of)
ǫ→ 0. Using the result in the regular case we have
φǫ(t1, x) ≤ φǫ(t2, x) + C(t2 − t1)
r−d(q−1)
d(q−1)(r−1)+rq
(
‖ξǫ ⋆ α‖p + Cǫ
1−(d+1)θ/r(1 + ‖Dφ‖θr)
)
.
So
φ(t1, ·) ≤ φ(t2, ·) + C(t2 − t1)
r−d(q−1)
d(q−1)(r−1)+rq ‖α‖p a.e. .
The above inequality implies (22) because φ is in BV. 
3.2. Existence of a solution for the relaxed problem. The next proposition explains the
interest of considering the relaxed problem (17) instead of the original one (12).
Proposition 3.4. The relaxed problem (17) has at least one solution (φ, α) ∈ K with the
following properties: φ is continuous on [0, T ]×Td and locally Ho¨lder continuous in [0, T )× Td
and satisfies in the viscosity sense
−∂tφ+H(x,Dφ) ≥ 0 in (0, T ) × T
d .
Moreover, α = (−∂tφ
ac +H(x,Dφ))∨0 a.e., where ∂tφ
ac denotes the absolutely continuous part
of the measure ∂tφ.
Proof. Let (φn) be a minimizing sequence for problem (12) and let us set
αn(t, x) = −∂tφn(t, x) +H(x,Dφn(t, x)).
Regularizing φn if necessary, we can assume without loss of generality that φn is C
2.
According to Lemma 3.3, we have
φn(t, x) ≤ φT (x) + C(T − t)
ν‖αn‖p, (24)
where ν > 0 is given by (23). From our growth condition (9) on F ∗, we have
C ≥
ˆ T
0
ˆ
Td
F ∗(x, αn)−
ˆ
Td
φn(0)m0
≥
1
pC1
ˆ T
0
ˆ
Td
|αn|
p − C1T − ‖φT ‖∞ − C‖αn‖p
Therefore (αn) is bounded in L
p, so that, from (24), (φn) is bounded from above.
Let now ψ be the viscosity solution to{
−∂tψ +H(x,Dψ) = 0 in (0, T ) × T
d
ψ(T, x) = φT (x) in T
d
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and φ˜n be the viscosity solution to{
−∂tφ˜n +H(x,Dφ˜n) = αn ∨ 0 in (0, T )× T
d
φ˜n(T, x) = φT (x) in T
d
We set α˜n = αn ∨ 0. Then the φ˜n are Lipschitz continuous and satisfy −∂tφ˜n+H(x,Dφ˜n) = α˜n
a.e.. By comparison, we also have φ˜n ≥ ψ and, recalling Lemma 3.3 again, we conclude that
(φ˜n) is uniformly bounded.
Note also that (φ˜n, α˜n) is a minimizing sequence for the relaxed problem (17) because, by
comparison, φ˜n ≥ φn and 0 is the minimum of the map a→ F
∗(x, a) for any x, so thatˆ T
0
ˆ
Td
F ∗(x, α˜n)−
ˆ
Td
φ˜n(0)m0 ≤
ˆ T
0
ˆ
Td
F ∗(x, αn)−
ˆ
Td
φn(0)m0 .
Using the growth condition (5) on H we haveˆ T
0
ˆ
Td
(
1
rC2
|Dφ˜n|
r − C2
)
≤
ˆ T
0
ˆ
Td
H(x,Dφ˜n) ≤
ˆ T
0
ˆ
Td
∂tφ˜n + α˜n ≤ C ,
where the last inequality holds because the φ˜n are uniformly bounded. Accordingly, (Dφ˜n) is
bounded in Lr and (H(x,Dφ˜n)) is bounded in L
1. Since ∂tφ˜n = H(x,Dφ˜n)− α˜n, the sequence
(∂tφ˜n) is bounded in L
1. This implies that (φ˜n) is bounded in BV.
Following Lemma 1.1, we also know that the (φ˜n) are uniformly Ho¨lder continuous in any
compact subset of [0, T )× Td. Accordingly we can assume that (φ˜n) converge to some φ ∈ BV
locally uniformly in any compact subset of [0, T ) × Td, while (Dφ˜n) converges weakly to Dφ
in Lr and (αn) converges weakly to some α in L
p. Since H is convex with respect to the last
variable, the pair (φ, α) satisfies −∂tφ +H(x,Dφ) ≤ α in the sense of distribution. Finally, in
view of (24) and the Lipschitz continuity of ψ, we have
φT (x)− C(T − t) ≤ ψ(t, x) ≤ φ˜n(t, x) ≤ φT (x) +C(T − t)
ν , (25)
so that φ(T, x) = φT (x) a.e.. In particular, (φ, α) belongs to K. Note also thatˆ T
0
ˆ
Td
F ∗(x, α) −
ˆ
Td
φ(0)m0 ≤ lim inf
n
ˆ T
0
ˆ
Td
F ∗(x, α˜n)−
ˆ
Td
φ˜n(0)m0.
Therefore the pair (φ, α) is a minimizer for the relaxed problem (17). By construction, φ is
locally Ho¨lder continuous in [0, T )× Td and, by continuity of φT and (25), φ is also continuous
on [0, T ]× Td as well.
Since, by definition, inequality
−∂tφ˜n +H(x,Dφ˜n) ≥ 0 in (0, T )× T
d
holds in the viscosity sense, we have by passing to the limit that the following inequality holds
in the viscosity sense:
−∂tφ+H(x,Dφ) ≥ 0 in (0, T ) × T
d .
It just remains to prove that α = (H(x,Dφ)− ∂tφ
ac) ∨ 0. Recall first that, by construction,
α˜n ≥ 0, so that α ≥ 0 a.e.. Since α ∈ L
p and H(·,Dφ)) ∈ L1 and since the measure α+ ∂tφ−
H(·,Dφ) is nonnegative, its (nonnegative) regular part is given by (α+ ∂tφ−H(·,Dφ))
ac =
α + ∂tφ
ac − H(·,Dφ). Hence α ≥ (H(x,Dφ)− ∂tφ
ac) ∨ 0. Note also that the (nonnegative)
singular part of the measure α + ∂tφ − H(·,Dφ) is given by ∂tφ
s. Therefore, if we set α˜ :=
(H(x,Dφ)− ∂tφ
ac) ∨ 0, we have
−∂tφ+H(x,Dφ) ≤ α˜ ≤ α
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in the sense of distribution. Since a→ F ∗(x, a) is increasing on [0,+∞), we haveˆ T
0
ˆ
Td
F ∗(x, α˜(x, t)) dxdt ≤
ˆ T
0
ˆ
Td
F ∗(x, α(x, t)) dxdt .
By optimality of (φ, α), this implies that F ∗(x, α˜(x, t)) = F ∗(x, α(x, t)) a.e., and therefore that
α˜ = α. 
Collecting the arguments used in the proof of Proposition 3.1, Lemma 3.3 and 3.4 one can
show that, given α ∈ Lp, inequality{
−∂tφ+H(x,Dφ) ≤ α in (0, T )× T
d
φ(T−, ·) = φT in T
d (26)
has a maximal subsolution. A subsolution of (26) is a map φ ∈ BV such that Dφ ∈ Lr and
which satisfies inequality (26) in the distributional sense in (0, T )× Td.
Lemma 3.5. Assume that α ∈ Lp with α ≥ 0 a.e.. Then inequality (26) has a maximal
subsolution φ¯. Namely φ ≤ φ¯ a.e. for any other subsolution φ. Moreover, φ¯ is continuous in
[0, T ]×Td and locally Ho¨lder continuous in [0, T )×Td. Finally, φ¯ satisfies in the viscosity sense
− ∂tφ+H(x,Dφ) ≥ 0 in (0, T )× T
d . (27)
Proof. Let us fix α ∈ Lp with α ≥ 0 a.e. Let φ satisfy (26) and ψ be the viscosity solution to{
−∂tψ +H(x,Dψ) = 0 in (0, T ) × T
d
ψ(T, x) = φT (x) in T
d
One easily checks that φˆ = φ∨ψ is still a subsolution of (26). We claim that there is a constant
C5 > 0, independent of φ, such that ‖Dφˆ‖r ≤ C5. Indeed, using the growth condition (5) on H
we have ˆ T
0
ˆ
Td
(
1
rC2
|Dφˆ|r − C2
)
≤
ˆ T
0
ˆ
Td
H(x,Dφˆ) ≤
ˆ T
0
ˆ
Td
∂tφˆ+ α
≤
ˆ
Td
(φ(T )− ψ(0)) + C ≤ C .
We now regularize (φˆ, α) by convolution: let ξǫ be as in the proof of Proposition 3.1 and φǫ =
ξǫ ⋆ φˆ. Then, by (18), we have
−∂tφǫ +H(x,Dφǫ) ≤ αǫ in (ǫ, T − ǫ)× T
d ,
where
αǫ = ξǫ ⋆ α+ Cǫ
1−(d+1)θ/r(1 + Cθ5).
Using Lemma 3.3, we also have that φǫ(T − ǫ, x) ≤ φT (x) + C4C
θ
5 (2ǫ)
ν .
Let now φ˜ǫ be the viscosity solution of{
−∂tφ+H(x,Dφ) = αǫ in (0, T − ǫ)× T
d
φ(T − ǫ, ·) = φT +C4C
θ
5(2ǫ)
ν in Td
Note that φ˜ǫ is defined intrinsically and does not depend on the map φ. In view of the estimate
we proved on φǫ, we have, by comparison, that φ˜ǫ ≥ φǫ. Arguing as in the proof of Proposition
3.4, one can check that the (φ˜ǫ) are uniformly bounded, that (Dφ˜ǫ) is bounded in L
r, while
(H(x,Dφ˜ǫ)) is bounded in L
1. Since ∂tφ˜ǫ = H(x,Dφ˜ǫ)− α˜ǫ, the sequence (∂tφ˜ǫ) is bounded in
L1. This implies that (φ˜ǫ) is bounded in BV. Finally, as the (αǫ) are bounded in L
p, Lemma
1.1 states that the (φ˜ǫ) are uniformly Ho¨lder continuous in any compact subset of [0, T ) × T
d.
With all these estimates, one can show, as in the proof of Proposition 3.4, that a subsequence
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of the (φ˜ǫ) converges locally uniformly to a map φ˜ which satisfies (26). By construction, φ˜ ≥ φ
a.e.. This shows that φ˜ is the maximal subsolution of (26). Moreover, as
−∂tφ˜ǫ +H(x,Dφ˜ǫ) = αǫ ≥ 0 in (0, T − ǫ)× T
d,
the limit φ˜ is also a viscosity supersolution of (27). 
4. Existence and uniqueness of a solution for the MFG system
In this section we show that the MFG system (1) has a unique weak solution. We first prove
the existence, and then show that this solution is unique provided it satisfies an additional
criterium. We complete the section by showing a stability property of the weak solution.
4.1. Definition of weak solutions. The variational method described above provides weak
solutions for the MFG system. By a weak solution, we mean the following:
Definition 4.1. We say that a pair (m,φ) ∈ Lq((0, T )×Td)×BV ((0, T )×Td) is a weak solution
to (1) if
(i) φ is continuous in [0, T ]× Td, with
Dφ ∈ Lr, mDpH(x,Dφ) ∈ L
1 and (∂tφ
ac − 〈Dφ,DpH(x,Dφ)〉)m ∈ L
1 .
(ii) Equation (1)-(i) holds in the following sense:
− ∂tφ
ac(t, x) +H(x,Dφ(t, x)) = f(x,m(t, x)) a.e. in {m > 0} (28)
and inequality
− ∂tφ+H(x,Dφ) ≤ f(x,m) in (0, T )× T
d (29)
holds in the sense of distribution, with φ(T, ·) = φT in the sense of trace,
(iii) Equation (1)-(ii) holds:
∂tm− div(mDpH(x,Dφ)) = 0 in (0, T )× T
d, m(0) = m0 (30)
in the sense of distribution,
(iv) The following equality holds:ˆ T
0
ˆ
Td
m (∂tφ
ac − 〈Dφ,DpH(x,Dφ)〉) =
ˆ
Td
m(T )φT −m0φ(0). (31)
The definition, inspired by [10], requires some comments. First we note that the above
(in)equalities have a meaning. Indeed, the growth condition (5) on H together with assump-
tion Dφ ∈ Lr imply that the term H(x,Dφ) is integrable. In the same way, as m ∈ Lq
and f has a growth given by (2), the term f(·,m(·, ·)) belongs to Lp, and, in particular, is
integrable. Therefore requiring that (29) holds in the sense of distribution has a sense. Anal-
ogously, the condition mDpH(x,Dφ) ∈ L
1 ensures that (30) makes sense, while the condition
(∂tφ
ac − 〈Dφ,DpH(x,Dφ)〉)m ∈ L
1 ensures the same holds for (iv).
Next we note that condition (iii) gives the natural meaning to equation (1)-(ii). The inter-
pretation of (1)-(i) through condition (ii) is less obvious. Let us first point out that, since m is
discontinuous, one cannot expect (1)-(i) to hold in a classical viscosity sense. Moreover, if first
order Hamilton-Jacobi equations with a discontinuous right-hand side have been discussed in
several papers (see e.g., [6], [17], and the references therein), none of these references allows for
a general form as (1)-(i). Equality (28) is very close to requiring that (1)-(i) holds almost ev-
erywhere in {m > 0} (this would be the case if, for instance, φ was Lipschitz continuous—recall
that ∂tφ
ac denotes the absolutely continuous part of the measure ∂tφ). However, the meaning
of the equation in the set {m = 0} is must less clear: inequality (29) says that at least one
inequality must hold.
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We now discuss condition (iv). When there is no regularity issue, i.e., when φ is smooth
enough, condition (iv) is a simple consequence of (iii): just multiply (30) by φ and integrate by
parts to get ˆ T
0
ˆ
Td
m (∂tφ− 〈Dφ,DpH(x,Dφ)〉) =
ˆ
Td
m(T )φT −m0φ(0).
However, as ∂tφ is a measure while m is just integrable, the left-hand side of the above equality
has little meaning in general. So point (iv) explains that one can replace ∂tφ by ∂tφ
ac in the
above expression. This roughly means that ∂tφ
s = 0 in {m > 0}.
Our main result is the following existence and uniqueness theorem:
Theorem 4.2. There exists a unique weak solution (m,φ) to the MFG system (1) which satisfies
in the viscosity sense
− ∂tφ+H(x,Dφ) ≥ 0 in (0, T )× T
d . (32)
Moreover, the map φ is locally Ho¨lder continuous in [0, T ) × Td.
The existence part of the result relies on Theorem 4.3 below, which makes the link between
weak solutions and the two optimization problems (15) and (17). Uniqueness cannot be expected
in general: in fact, Theorem 4.5 below explains that m is always unique, but that φ is only
determined on the set {m > 0}. To have a full uniqueness result, on must add condition (32):
this condition is natural in the context, since one expects the right-hand side of (1)-(i) to be
nonnegative. The proof of Theorem 4.2—postponed to the end of subsection 4.3—also shows
that φ is the maximal solution of (26) associated with α = f(·,m).
4.2. Existence of a weak solution. The first step towards the proof of Theorem 4.2 con-
sists in showing a one-to-one equivalence between solutions of the MFG system and the two
optimizations problems (15) and (17).
Theorem 4.3. If (m,w) ∈ K1 is a minimizer of (15) and (φ, α) ∈ K is a minimizer of (17)
such that φ is continuous, then (m,φ) is a solution of the mean field game system (1) and
w = −mDpH(·,Dφ) while α = f(·,m) a.e..
Conversely, any weak solution of (1) is such that the pair (m,−mDpH(·,Dφ)) is the mini-
mizer of (15) while (φ, f(·,m)) is a minimizer of (17).
The proof of Theorem 4.3 requires a preliminary Lemma:
Lemma 4.4. Let (m,w) ∈ Lq((0, T )× Td)×L1((0, T )× Td,Rd) satisfy the continuity equation
∂tm+ div(w) = 0 in (0, T ) × T
d, m(0) = m0
and be such that mH∗(·,−
w
m
) ∈ L1 and let (φ, α) ∈ K with α ≥ 0 a.e.. Then
ˆ T
0
ˆ
Td
(
α+H∗(x,−
w
m
)
)
m+
ˆ
Td
φTm(T )− φ(0)m0 ≥ 0 . (33)
Moreover, if φ is continuous in [0, T ]× Td and if equality holds in (33), then
w(t, x) = −m(t, x)DpH(x,Dφ(t, x)) a.e.
Proof. As mH∗(·,−
w
m
) ∈ L1, the growth condition (6) on H∗ implies that v := w/m belongs to
Lr
′
((0, T )× Td,m). So the continuity equation can be rewritten as
∂tm+ div(mv) = 0 in (0, T ) × T
d, m(0) = m0
In particular, standard results for this equation (see, e.g., [1]) imply that m ≥ 0 a.e. and that
t→ m(t) is continuous from [0, T ] to P (Td).
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It is clearly enough to show that (33) holds for the maximal subsolution of (26) defined in
Lemma 3.5. Recall that this maximal subsolution is continuous in [0, T ] × Td, which is all we
shall need here. Fix δ > 0 small and let ξ be the convolution kernel as defined in the proof of
Proposition 3.1. We set ξǫ(t, x) = ǫ
−d−1ξ((t, x)/ǫ) and φǫ = ξǫ ⋆ φ. By (18), we have
−∂tφǫ +H(x,Dφǫ) ≤ αǫ in (ǫ, T − ǫ)× T
d ,
where αǫ = ξǫ ⋆ α+ Cǫ
1−(d+1)θ/r(1 + ‖Dφ‖θr). Then, for 0 < ǫ < δ,ˆ T−δ
δ
ˆ
Td
(
αǫ +H
∗(x,−
w
m
)
)
m ≥
ˆ T−δ
δ
ˆ
Td
(
−∂tφǫ +H(x,Dφǫ) +H
∗(x,−
w
m
)
)
m
≥
ˆ T−δ
δ
ˆ
Td
(−m∂tφǫ − 〈Dφǫ, w〉)
≥ −
ˆ
Td
(φǫ(T − δ)m(T − δ)− φǫ(δ)m(δ))
since the pair (m,w) satisfies the continuity equation. Letting ǫ→ 0 we get, by continuity of φ,ˆ T−δ
δ
ˆ
Td
(
α+H∗(x,−
w
m
)
)
m ≥ −
ˆ
Td
(φ(T − δ)m(T − δ) − φ(δ)m(δ)) .
Using again the continuity of φ and the continuity of the map t→ m(t) for the weak-* conver-
gence of measures, we obtain (33).
Let us now assume φ is continuous in [0, T ] × Td and that equality holds in (33). We first
claim that (
H(x,Dφ) +H∗(x,−
w
m
)
)
m = −〈Dφ,w〉 a.e. in (0, T )× Td. (34)
Indeed, assume that (34) does not hold. Then there are θ > 0, δ > 0 withˆ T−δ
δ
ˆ
Q1
[(
H(x,Dφ) +H∗(x,−
w
m
)
)
m+ 〈Dφ,w〉
]
≥ θ.
Since Dφǫ → Dφ a.e. as ǫ→ 0, we get by Fatouˆ T−δ
δ
ˆ
Q1
[(
H(x,Dφǫ) +H
∗(x,−
w
m
)
)
m+ 〈Dφǫ, w〉
]
≥ θ/2
for ǫ > 0 sufficiently small. Applying the construction of the first part of the proof (where we
only used the continuity of φ), we obtain thereforeˆ T
0
ˆ
Td
(
α+H∗(x,−
w
m
)
)
m+
ˆ
Td
φTm(T )− φ(0)m0 ≥ θ/2 ,
which contradicts our assumption. So (34) holds, which implies that
w(t, x) = −m(t, x)DpH(x,Dφ(t, x)) a.e. in {m > 0}.
By the coercivity assumption (6) on H∗, mH∗(·,−
w
m
) ∈ L1 implies that w = 0 a.e. in {m = 0}.
Therefore w(t, x) = −m(t, x)DpH(x,Dφ(t, x)) also holds a.e. in {m = 0}. 
Proof of Theorem 4.3. Let (m,w) ∈ Lq((0, T ) × Td)× L1((0, T ) × Td,Rd) be a solution of (15)
and (φ, α) ∈ K be a solution of the relaxed problem (17) given by Proposition 3.4. Recall that
mH∗(·,−
w
m
) ∈ L1, that φ is continuous in [0, T ] × Td and α = (−∂tφ
ac +H(x,Dφ)) ∨ 0 a.e..
From Lemma 2.1 and Proposition 3.1, we have
0 =
ˆ T
0
ˆ
Td
mH∗(x,−
w
m
) + F (x,m) + F ∗(x, α) +
ˆ
Td
φTm(T )− φ(0)m0 .
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Since m ∈ Lq while α ∈ Lp, we also haveˆ T
0
ˆ
Td
mH∗(x,−
w
m
) + F (x,m) + F ∗(x, α) +
ˆ
Td
φTm(T )− φ(0)m0
≥
ˆ T
0
ˆ
Td
(
H∗(x,−
w
m
) + α
)
m+
ˆ
Td
φTm(T )− φ(0)m0 ≥ 0,
where the last inequality comes from Lemma 4.4. Since equality holds in the above string of
inequalities, one must have
F (x,m) + F ∗(x, α) = mα a.e.,
i.e., α(t, x) = f(x,m(t, x)) a.e. and, from the second statement of Lemma 4.4, w(t, x) =
−m(t, x)DpH(x,Dφ(t, x)) a.e. In particular mDpH(·,Dφ) ∈ L
1. Note that {α > 0} = {m > 0}
and therefore (ii) and (iii) in Definition 4.1 hold. Using again that {α > 0} = {m > 0} and that
α = (−∂tφ
ac +H(x,Dφ)) ∨ 0 a.e., we have(
H∗(x,−
w
m
) + α
)
m = (H∗(x,DpH(x,Dφ))− ∂tφ
ac +H(x,Dφ))m
= (−∂tφ
ac + 〈Dφ,DpH(x,Dφ)〉)m.
As the left-hand side belongs to L1, so does the right-hand side: this completes the proof of (i).
Then equality ˆ T
0
ˆ
Td
(
H∗(x,−
w
m
) + α
)
m+
ˆ
Td
φTm(T )− φ(0)m0 = 0
can be rewritten asˆ T
0
ˆ
Td
(∂tφ
ac − 〈Dφ,DpH(x,Dφ)〉)m+
ˆ
Td
φTm(T )− φ(0)m0 = 0 .
So (iv) holds as well. In conclusion, the pair (m,φ) is a weak solution of (1).
Let us now assume that (m,φ) is a weak solution of (1). Let us set w = −mDpH(x,Dφ) and
α = f(x,m). Then (m,w) belongs to K1 and (φ, α) ∈ K by (i), (ii) and (iii) in Definition 4.1. We
first prove that (m,w) is optimal for (15). Recall that m ∈ Lq by definition of a weak solution.
In view of the growth condition (2) we have therefore f(·,m(·, ·)) ∈ Lp. Let (m′, w′) ∈ K1 be
another admissible pair. Without loss of generality we can assume that m′H∗(x,− w
′
m′ ) ∈ L
1
and m′ ∈ Lq, because otherwise B(m′, w′) = +∞. Then, by convexity of F with respect to the
second variable, we have:
B(m′, w′) =
ˆ T
0
ˆ
Td
m′H∗(x,−
w′
m′
) + F (x,m′) +
ˆ
Td
φTm
′(T )
≥
ˆ T
0
ˆ
Td
m′H∗(x,−
w′
m′
) + F (x,m) + f(x,m)(m′ −m) +
ˆ
Td
φTm
′(T )
Next we use the definition of α and the fact that (φ, α) ∈ K to get:
B(m′, w′) ≥
ˆ T
0
ˆ
Td
m′(α+H∗(x,−
w′
m′
)) + F (x,m) − f(x,m)m+
ˆ
Td
φTm
′(T )
≥
ˆ T
0
ˆ
Td
F (x,m)− f(x,m)m+
ˆ
Td
φ(0)m0
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where the last inequality comes from the first statement of Lemma 4.4. Using conditions (ii)
and (iv) in Definition 4.1, we have
−
ˆ T
0
ˆ
Td
f(x,m)m+
ˆ
Td
φ(0)m0 =
ˆ T
0
ˆ
Td
m (∂tφ
ac −H(x,Dφ)) +
ˆ
Td
φ(0)m0
=
ˆ T
0
ˆ
Td
m (〈Dφ,DpH(x,Dφ)〉 −H(x,Dφ)) +
ˆ
Td
φTm(T )
=
ˆ T
0
mH∗(x,DpH(x,Dφ)) +
ˆ
Td
φTm(T )
=
ˆ T
0
mH∗(x,−
w
m
) +
ˆ
Td
φTm(T )
Therefore
B(m′, w′) ≥
ˆ T
0
ˆ
Td
mH∗(x,−
w
m
) + F (x,m) +
ˆ
Td
φTm(T ) = B(m,w) ,
which proves the optimality of (m,w).
The arguments for proving the optimality of (φ, α) are similar: we already know that (φ, α)
belongs to K. Let (φ′, α′) ∈ K be another admissible test function. From Proposition 3.1 we
can assume without loss of generality that φ′ is of class C1 and α′ = −∂tφ
′ +H(x,Dφ′). Then,
since m ∈ ∂αF
∗(x, α) because α = f(x,m), we have
A(φ′, α′) =
ˆ T
0
ˆ
Td
F ∗(x, α′)−
ˆ
Td
φ′(0)m0 ≥
ˆ T
0
ˆ
Td
F ∗(x, α) +m(α′ − α)−
ˆ
Td
φ′(0)m0.
From the first statement of Lemma 4.4, we haveˆ T
0
ˆ
Td
mα′ −
ˆ
Td
φ′(0)m0 ≥ −
ˆ T
0
ˆ
Td
mH∗(x,−
w
m
)−
ˆ
Td
φTm(T ).
So
A(φ′, α′) ≥
ˆ T
0
ˆ
Td
F ∗(x, α) −mH∗(x,−
w
m
)−mα−
ˆ
Td
φTm(T ).
Using the definition of w and α and condition (iv) in Definition 4.1, we haveˆ T
0
ˆ
Td
mH∗(x,−
w
m
) +mα =
ˆ T
0
ˆ
Td
m
(
H∗(x,−
w
m
)− ∂tφ
ac +H(x,Dφ)
)
=
ˆ T
0
ˆ
Td
m (〈Dφ,DpH(x,Dφ)〉 − ∂tφ
ac)
= −
ˆ
Td
m(T )φT −m0φ(0)
Therefore
A(φ′, α′) ≥
ˆ T
0
ˆ
Td
F ∗(x, α) −
ˆ
Td
φ(0)m0 = A(φ, α),
which proves the optimality of (φ, α). 
4.3. Uniqueness of the weak solution.
Theorem 4.5. Let (m,φ) and (m′, φ′) be two weak solutions of (1). Then m = m′ in [0, T ]×Td
while φ = φ′ in {m > 0}.
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The proof of Theorem 4.5 requires several steps and relies on a representation of solutions in
terms of measures over family of curves.
Let (m,φ) be a solution to (1). In view of Theorem 4.3, the pair (m,−mDpH(·,Dφ)) is the
minimizer of (15) while (φ, f(·,m)) is a solution of (17). In particular, m is unique because of
the uniqueness of the solution of (15).
Let now α = f(·,m) and φ¯ be the maximal subsolution of (26) associated with α. Note that
φ¯ is defined independently of φ. So, in order to show Theorem 4.5, we just need to prove that φ
coincides with φ¯ in the set {m > 0}. In view of Lemma 3.5, we have φ¯ ≥ φ a.e.. Therefore, the
pair (φ¯, α) is also a minimizer to (17). Note that this implies that
φ(0, ·) = φ¯(0, ·) a.e. in {m0 > 0} . (35)
Note also that, according to Theorem 4.3, the pair (φ¯, α) is also a solution of (1).
Let Γ be the set of continuous curves γ : [0, T ] → Td endowed with the topology of uniform
convergence. We consider the set M(Γ) of Borel probability measures on Γ. For any t ∈ [0, T ],
we denote by et : Γ → T
d the evaluation map: et(γ) = γ(t). We are particularly interested in
the subset M˜(Γ) of measures η′ ∈M(Γ) such thatˆ
Γ
ˆ T
0
|γ˙(s)|r
′
dsdη′(γ) < +∞
and such that m′(t) := et♯η is absolutely continuous for any t ∈ [0, T ] (the density being also
denoted by m′(t, ·)), with m′ ∈ Lq((0, T ) × Td).
Throughout the section, it will be convenient to denote by L the convex conjugate of the
map p → H(x,−p), i.e., L(x, ξ) = H∗(x,−ξ). Recall that (m,φ) is a solution to (1) and that
α = f(·,m).
Lemma 4.6. Let η′ ∈ M˜(Γ) and set m′(t) = et♯η
′. We have, for any 0 ≤ t1 < t2 ≤ T ,ˆ
Td
φ(t1, x)m
′(t1, x) dx ≤
ˆ
Td
φ(t2, x)m
′(t2, x) dx+
ˆ
Γ
ˆ t2
t1
L(γ(s), γ˙(s)) dsdη′(γ)
+
ˆ
Td
ˆ t2
t1
α(s, x)m′(s, x) dsdx.
(36)
Proof. As φ is continuous, we can assume that 0 < t1 < t2 < T . We regularize φ and α into
φǫ and αǫ as in the proof of Proposition 3.1. Since, for ǫ small enough, inequality −∂tφ
ǫ +
H(x,Dφǫ)) ≤ αǫ holds in (t1, t2)× T
d, we have for any γ ∈W 1,r
′
([0, T ]):
d
dt
[
φǫ(s, γ(s)) −
ˆ T
s
L(γ(τ), γ˙(τ))dτ
]
= ∂tφ
ǫ(s, γ(s)) + 〈Dφǫ(s, γ(s)), γ˙(s)〉+ L(γ(s), γ˙(s))
≥ ∂tφ
ǫ(s, γ(s))−H(γ(s),Dφǫ(s, γ(s))) ≥ −αǫ(s, γ(s))
We integrate first between t1 and t2 and then over η
′ to getˆ
Td
φǫ(t1, x)m
′(t1, x)dx ≤
ˆ
Td
φǫ(t2, x)m
′(t2, x)dx +
ˆ
Γ
ˆ t2
t1
L(γ(s), γ˙(s)) dsdη(γ)
+
ˆ
Td
ˆ t2
t1
αǫ(s, x)m′(s, x) dsdx
Letting ǫ → 0 we obtain the desired inequality, since φǫ converges to φ uniformly and αǫ
converges to α in Lp, with m′ ∈ Lq((0, T ) × Td) 
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We now build a specific measure η for which equality holds in (36). Let us set, as usual,
w = −mDpH(·,Dφ¯). Recall that (m,w) is a solution of (15). Let ξ be a standard convolution
kernel in Rd such that ξ > 0 in Rd and let mǫ = ξǫ ⋆ m, w
ǫ = ξǫ ⋆ w. We note that mǫ > 0. For
x ∈ Td, let Xǫx be the solution to the Cauchy problem x˙(t) =
wǫ(t, x(t))
mǫ(t, x(t))
a.e. in [0, T ]
x(0) = x
We define ηǫ ∈M(Γ) by ˆ
Γ
Θ(γ)dηǫ(γ) =
ˆ
Td
Θ(Xǫx)m
ǫ
0(x)dx
for any bounded, continuous map Θ : Γ→ R. One easily checks that mǫ(t) = et ⋆η
ǫ = Xǫ· (t)♯m
ǫ
0
(i.e., mǫ(t) is the push forward of the measure m0 by the map x → X
ǫ
x(t). In particular,
ηǫ ∈ M˜(Γ).
Lemma 4.7. The family (ηǫ) is tight.
Proof. Let us Φ : Γ→ R ∪ {+∞} be defined by
Φ(γ) =

ˆ T
0
L(γ(t), γ˙(t))dt if γ ∈W 1,r
′
([0, T ]
+∞ otherwise
(37)
Then Φ is lower semicontinuous, convex and coercive thanks to assumption (6). We have, by
definition of ηǫ, ˆ
Γ
Φ(γ)dηǫ(γ) =
ˆ
Td
ˆ T
0
L
(
Xǫx(t),
wǫ(t,Xǫx(t))
mǫ(t,Xǫx(t))
)
mǫ0(x) dtdx
=
ˆ T
0
ˆ
Td
H∗
(
x,−
wǫ(t, x)
mǫ(t, x)
)
mǫ(t, x) dxdt
(38)
Note that, by convexity of the map (m,w)→ H∗(x,− wm )m,
lim sup
ǫ→0
ˆ T
0
ˆ
Td
H∗
(
x,−
wǫ(t, x)
mǫ(t, x)
)
mǫ(t, x)dxdt ≤
ˆ T
0
ˆ
Td
H∗
(
x,−
w(t, x)
m(t, x)
)
m(t, x)dt. (39)
Since the right-hand side of the above inequality is finite,
ˆ
Γ
Φ(γ)dηǫ(γ) is uniformly bounded.
As Φ has compact level-set in Γ, this implies that ηǫ is tight. 
Let η be a limit of a subsequence of the (ηǫ). Recall that α = f(·,m) and that φ¯ be the
maximal subsolution of (26) associated with α.
Lemma 4.8. We have m(t) = et♯η for any t ∈ [0, T ] andˆ
Td
φ¯(0, x)m(0, x)dx =
ˆ
Td
φ¯T (x)m(T, x) +
ˆ
Γ
ˆ T
0
L(γ(s), γ˙(s))dsdη(γ)
+
ˆ
Td
ˆ T
0
α(s, x)m(s, x)dsdx
(40)
Remark 4.9. Since e0♯η = m0, by desintegration there exists a Borel measurable family of
probabilities (ηx)x∈Td on Γ such that η(dγ) =
ˆ
Td
ηx(dγ)m0(dx) and, for m0−a.e. x ∈ T
d,
ηx−almost any trajectory γ starts at x. Heuristically, combination of Lemma 4.6 and Lemma
4.8 says that the measure ηx is supported by optimal trajectories for the optimal control problem
inf
γ(0)=x
ˆ T
0
(L(γ(s), γ˙(s)) + α(s, γ(s))) ds+ g(γ(T ))
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and that φ is the value function associated with this problem. Of course this statement is
meaningless because the map α is not regular enough to define the above quantity.
Proof of Lemma 4.8. We first check equality m(t) = et♯η for any t ∈ [0, T ]. Let h ∈ C
0([0, T ] ×
T
d). Thenˆ T
0
ˆ
Td
h(t, x)d(et♯η)(x)dt =
ˆ
Γ
ˆ T
0
h(t, γ(t))dtdη(γ) = lim
ǫ→0
ˆ
Γ
ˆ T
0
h(t, γ(t))dtdηǫ(γ)
= lim
ǫ→0
ˆ
Td
ˆ T
0
h(t, x)mǫ(t, x)dtdx =
ˆ
Td
ˆ T
0
h(t, x)m(t, x)dtdx
This proves the equality m(t) = et♯η for a.e. t ∈ [0, T ], and therefore for any t by continuity of
m and et♯η in P (T
d).
Next we show (40). Recall that (m, φ¯) is a weak solution of (1). In view of (28), equality (31)
can be rewritten asˆ T
0
ˆ
Td
m
(
H(x,Dφ¯)− α− 〈Dφ¯,DpH(x,Dφ¯)〉
)
=
ˆ
Td
m(T )φT −m0φ¯(0),
where, by definition of the convex conjugate,
H(x,Dφ¯)− 〈Dφ¯,DpH(x,Dφ¯)〉 = −H
∗(x,DpH(x,Dφ¯)).
So, by definition of w, we haveˆ T
0
ˆ
Td
m
(
α+H∗(x,−
w
m
)
)
+
ˆ
Td
m(T )φT −m0φ¯(0) = 0.
On another hand, (38) and (39) imply that
lim sup
ǫ→0
ˆ
Γ
ˆ T
0
L(γ(t), γ˙(t))dtdηǫ(γ) ≤
ˆ T
0
ˆ
Td
H∗
(
x,−
w
m
)
m dxdt,
where, by lower semi-continuity of Φ defined in (37),ˆ
Γ
ˆ T
0
L(γ(t), γ˙(t))dtdη(γ) ≤ lim sup
ǫ→0
ˆ
Γ
ˆ T
0
L(γ(t), γ˙(t))dtdηǫ(γ).
Putting together the three above inequalities, we getˆ
Γ
ˆ T
0
L(γ(t), γ˙(t))dtdη(γ) +
ˆ T
0
ˆ
Td
mα+
ˆ
Td
m(T )φT −m0φ¯(0) ≤ 0.
Using finally Lemma 4.6 yields the desired result. 
We are now ready to complete the proof of Theorem 4.5.
Proof of Theorem 4.5. We have already established the uniqueness of m. It remains to show
that, for any t ∈ [0, T ], we have φ(t, ·) = φ¯(t, ·) a.e. on {m(t, ·) > 0}, where φ¯ is the maximal
solution of (26) associated with α. We know that the result already holds for t = T (because
φ(T, ·) = φ¯(T, ·) = φT ) and t = 0 thanks to (35). Fix t ∈ (0, T ). We apply Lemma 4.6 to η
twice, first with t1 = 0 and t2 = t and then with t1 = t and t2 = T : we haveˆ
Td
φ(0, x)m(0, x) dx ≤
ˆ
Td
φ(t, x)m(t, x) dx+
ˆ
Γ
ˆ t
0
L(γ(s), γ˙(s)) dsdη(γ)
+
ˆ
Td
ˆ t
0
α(s, x)m(s, x) dsdx
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and ˆ
Td
φ(t, x)m(t, x) dx ≤
ˆ
Td
φT (x)m(T, x) dx+
ˆ
Γ
ˆ T
t
L(γ(s), γ˙(s)) dsdη(γ)
+
ˆ
Td
ˆ T
t
α(s, x)m(s, x) dsdx
(41)
We add both inequalities to getˆ
Td
φ(0, x)m(0, x) dx ≤
ˆ
Td
φT (x)m(T, x) dx+
ˆ
Γ
ˆ T
0
L(γ(s), γ˙(s)) dsdη(γ)
+
ˆ
Td
ˆ T
0
α(s, x)m(s, x) dsdx
Since φ(0, ·) = φ¯(0, ·) a.e. on {m0 > 0}, Lemma 4.8 states that the above inequality is in fact an
equality. This implies in particular that there is an equality in (41). Since the right-hand side
of (41) does not depend of the specific choice of the minimizer, we get
ˆ
Td
φ¯(t, x)m(t, x) dx =ˆ
Td
φ(t, x)m(t, x) dx. As φ ≤ φ¯, this implies that φ¯(t, ·) = φ(t, ·) in {m(t, ·) > 0}.

Proof of Theorem 4.2. Proposition 3.4 states that there is a solution (φ, α) of the relaxed prob-
lem (17) such that φ is locally Ho¨lder continuous in [0, T )×Td and satisfies (32) in the viscosity
sense. So Theorem 4.3 readily implies the existence part of Theorem 4.2.
We now assume that (m,φ) is a solution of (1) for which φ satisfies (32). Let O = {φ < φ¯}.
By Theorem 4.5, m = 0 a.e. in the open set O. So φ¯ solves −∂tφ¯ +H(·,Dφ¯) ≤ 0 in O in the
sense of distribution. The Hamiltonian being continuous and convex in the second variable, this
inequality also holds in the viscosity sense. On another hand, φ solves in the viscosity sense
−∂tφ+H(·,Dφ) ≥ 0 in [0, T ]×T
d and therefore in O. But φ = φ¯ in ∂O, so that, by comparison,
φ ≥ φ¯ in O. Since inequality φ ≤ φ¯ always holds by construction, we get φ = φ¯ and uniqueness
holds. 
4.4. Stability. We complete this section by a stability property of the weak solution of (1).
Assume that (φn,mn) is the unique weak solution of (1) associated with an Hamiltonian Hn, a
coupling fn and with the initial and terminal conditions mn0 and φ
n
T , such that φ
n satisfies the
additional condition (32). We suppose that the (Hn), (fn), (mn0 ) and (φ
n
T ) satisfy the conditions
(H1). . . (H4) with rate growth and constants independent of n and converge locally uniformly
to H, f , m0 and φT respectively.
Proposition 4.10. The (φn,mn) converge, respectively locally uniformly and in Lq, to the
unique solution (φ,m) of (1) associated with H, f , m0 and φT for which (32) holds.
The result is a simple consequence of Theorem 4.3 and of the Γ−convergence of the corre-
sponding variational problems.
Proof. Let us set wn = −mnDpHn(·,Dφ
n)) and αn = f(·,mn). According to the second part
of Theorem 4.3, the pair (mn, wn) is a minimizer of problem (15) associated with Hn, fn, mn0
and φnT , while the pair (φ
n, αn) is a minimizer of problem (17) associated with the same data.
Using the estimates established for the proof of Proposition 3.1, we have
‖mn‖Lq + ‖w
n‖
L
r′q
r′+q−1
≤ C. (42)
Standard Γ−convergence arguments then show that (mn, wn) converge in Lq × L
r′q
r′+q−1 to the
unique minimum of the problem (15) associated with H, f , m0 and φT .
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Estimate (42) and the growth condition (2) on f imply that the sequence (αn = f(·,mn))
in Lp to α := f(·,m). Lemma 3.3 then gives an upper bound for the φn, while the additional
condition (32) provides a lower bound. Arguing as in the proof of Proposition 3.4, one can show
that inequality (29) combined with the L∞ bound on φn provides a bound on ‖Dφn‖Lr and on
‖φn‖BV . Finally, Lemma 1.1 provides a uniform Ho¨lder continuity of φ
n in any compact subset
of [0, T )× Td. Hence (φn) converges, up to a subsequence, locally uniformly to a map φ. Then,
as in the proof of Proposition 3.4, the pair (φ, α) belongs to K and is a minimizer of (17).
As (m,w) solves (15) while (φ, α) is a solution of (17), the first part of Theorem 4.3 implies
that the pair (φ,m) is a weak solution of (1). Since the φn satisfy the additional condition (32),
so does φ. Therefore (φ,m) is the unique weak solution of (1) which satisfies (32). This shows
that the full sequence (mn, φn) converges to (m,φ). 
5. Application to differential games with finitely many players
We now explain how the solution of the mean field game system can be used to derive ap-
proximate Nash equilibria for differential games with finitely many players.
5.1. Model. In order to define the differential game, we introduce (or recall) few notations. We
let N be the number of players. As before we denote by L the convex conjugate of the map
p→ H(x,−p), i.e., L(x, ξ) = H∗(x,−ξ). The map L will be the uncoupled part of the cost of a
single player. The coupled part will be given by a regularization of the coupling f . For this, let
us fix a smooth, symmetric and nonnegative regularization kernel ξ : Rd → R and let us set, for
δ > 0, ξδ(x) =
1
δd
ξ( x
δd
). For δ, σ > 0, the regularized coupling is the map f δ,σ : Td × P (Td)→ R
defined by
f δ,σ(x, µ) = (f δ(·, µ) ⋆ ξσ)(x) where f δ(x, µ) = f(x, ξδ ⋆ µ(x)).
The idea is that the parameter δ allows to give a meaning to the expression f(x, µ) when µ is a
singular measure, while the second regularization in σ ensures a space regularity of the resulting
map when δ is small. When µ is in L1(Td), we set (with a slight abuse of notation) fσ = f0,σ.
We often use the above definition for empirical measures of the form µ = 1N−1
∑N
j 6=i δxj (where
i ∈ 1, . . . , N and xj ∈ Td for j = 1, . . . , N for j 6= i): then
f δ
x, 1
N − 1
∑
j 6=i
δxj
 = f
x, 1
N − 1
∑
j 6=i
ξδ(x− xj)

while
f δ,σ
x, 1
N − 1
∑
j 6=i
δxj
 = ˆ
Rd
ξσ(x− y)f
y, 1
N − 1
∑
j 6=i
ξδ(y − xj)
 dy.
Let us start with the model. Recall that N is the number of players. Player i has a current
position denoted by γi(t) and controls its own velocity γ˙i(t). At time 0, the initial position xi0
of player i (where i = 1, . . . , N) is chosen randomly with probability m0. So the trajectory γ
i
satisfies γi(0) = xi0. We assume that the random variables x
1
0, . . . , x
N
0 are independent. If the
players play a family of trajectories γ1, . . . , γN , the cost of player i is given by
JNi (γ
1, . . . , γN ) =
ˆ T
0
L(γi(s), γ˙i(s)) + f δ,σ
γi(s), 1
N − 1
∑
j 6=i
δγj(s)
 ds+ φT (γi(T )) (43)
Players can play random strategies with delay. To define this notion, let us fix a standard
probability space (Ω,F ,P) (in practice, we choose Ω = [0, 1], F is the Borel σ−algebra and P is
the Lebesgue measure). A strategy for player i is a Borel measurable map βi : Ω×Td×ΓN−1 → Γ
such that,
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(i) for any (ω, x, (γj)j 6=i) ∈ Ω× T
d × ΓN−1, βi(ω, x, (γj)j 6=i)(0) = x,
(ii) there is a delay τ > 0 with the property that, for any (ω, x) ∈ Ω× Td and any (γ1,j)j 6=i,
(γ2,j)j 6=i with γ
1,j(s) = γ2,j(s) for any j 6= i and s ∈ [0, t], the responses βi(ω, x, (γ1,j)j 6=i)
and βi(ω, x, (γ2,j)j 6=i) coincide on [0, t+ τ ].
The interpretation is that player i observes his initial position x and the other players’ trajectories
(in a nonanticipative way) and answers a random trajectory starting at x; the parameter Ω
formalizes the random device, as in Aumann [2]. Moreover there is a small delay (the quantity
τ) between the observation and the reaction. This delay can be arbitrarily small.
Given N (independent) strategies (β1, . . . , βN ) and a family of initial conditions (x10, . . . , x
N
0 ),
one can associate a unique family of Borel measurable maps γi : ΩN × (Td)N → Γ (for i =
1, . . . , N) which satisfies,
βi(ωi, xi0, (γ
j(ω, x))j 6=i) = γ
i(ω, x) for any i = 1, . . . , N, (44)
where x0 = (x
1
0, . . . , x
N
0 ) and ω = (ω
1, . . . , ωN ): this is just a consequence of the delay of the
strategies (see, e.g., [8], [11]).
Recalling that the initial conditions are chosen randomly with probability m0, we are finally
ready to define the cost, for player i, of a family of strategies (β1, . . . , βN ): it is given by
JNi (β
1, . . . , βN ) =
ˆ
ΩN×(Td)N
JNi (γ
1(ω, x), . . . , γN (ω, x))
N∏
j=1
P(dωj)m0(dx
j
0)
where JNi is defined in (43) and where the family of trajectories (γ
1(ω, x), . . . , γN (ω, x)) is
characterized by the fixed point relation (44). In order to single out the behavior of player i, we
often write JN
i
((βj)j 6=i, β
i) for JN
i
(β1, . . . , βN ).
Let us finally give examples of strategies for player i: an elementary one is given by a Borel
measurable βi : Td → Γ: such a strategy is deterministic (it does not depend on Ω) and open-
loop (it does not depend on the other players’ actions). It associates with any initial condition
xi0 ∈ T
d a trajectory βi(xi0) starting at x
i
0. We will be particularly interested in random open-
loop strategies βi : Ω×Td → Γ. They are now random (they depend on Ω) but are still open-loop
(no dependence with respect to the other players’ trajectories). In fact, under few restriction,
there is a one-to-one correspondence between these strategies and the probability measures on
curves introduced in subsection 4.3. Indeed, let βi be as above. Since the initial position xi0 of
player i is chosen randomly with probability m0, one can associate with β
i the measure η on Γ
defined by the equalityˆ
Td×Γ
G(γ)dη(γ) =
ˆ
Ω×Td
G(βi(ω, x))dP(ω)m0(dx), (45)
for any continuous and bounded map G : Γ → R. Note that, by definition, e0♯η = m0. If we
further assume that ˆ
Γ
ˆ T
0
∣∣∣∣ ddtβi(ω, x)(s)
∣∣∣∣r′ dsm0(dx) < +∞,
and that m′(t) := et♯η is absolutely continuous for any t ∈ [0, T ] (the density being denoted by
m′(t, ·)), with m′ ∈ Lq((0, T ) × Td), then η belongs to the set M˜(Γ) defined in subsection 4.3.
Conversely, let η ∈ M˜(Γ) and assume that m0♯η = m0. Then by desintegration there exists
a Borel measurable family of probabilities (ηx)x∈Td on Γ such that η(dγ) =
ˆ
Td
ηx(dγ)m0(dx)
and, for m0−a.e. x ∈ T
d, ηx−almost any trajectory γ starts at x. Using the Blackwell-Dubins
Theorem [5], one can represent the family of probability measures (ηx) by a single map, which is
exactly a random open-loop strategy: there exists a measurable map βi : Ω×Td → Γ satisfying
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the relation (45) for any continuous and bounded map G : Td × Γ→ R. To simplify notations,
we will say that η itself is a random, open-loop strategy.
5.2. Existence of approximate Nash equilibria in open-loop strategies. Let (m,φ) be
the unique weak solution of the mean field game system (1) such that the additional condition
(32) holds. Let η¯ ∈ M˜(Γ) be such that
(C1) m(t) = et♯η¯ for any t ∈ [0, T ],
(C2) the following equality holds:ˆ
Td
φ(0, x)m(0, x)dx =
ˆ
Td
φT (x)m(T, x) +
ˆ
Γ
ˆ T
0
L(γ(s), γ˙(s))dsdη¯(γ)
+
ˆ
Td
ˆ T
0
f(x,m(s, x))m(s, x)dsdx
The existence of such a measure η¯ is guaranteed by Lemma 4.8.
Theorem 5.1. Assume that f is uniformly Lipschitz continuous with respect to the second
variable. For any ǫ > 0 there exist N0, δ, σ > 0 such that, if N ≥ N0, the family of open-loop
strategies (η¯, . . . , η¯) is an approximate Nash equilibrium for the game: namely, for any strategy
βi of player i,
JNi ((η¯)j 6=i, β
i) ≥ JNi ((η¯)j 6=i, η¯)− ǫ.
Moreover, ∣∣∣∣JNi ((η¯)j 6=i, η¯)− ˆ
Td
φ(0, x)m0(x)dx
∣∣∣∣ ≤ ǫ. (46)
Remarks 5.2.
(1) The key point in the above result is that no player can improve his payoff in a substantial
way by changing its strategy, even by observing the other players.
(2) Inequality (46) says that the average optimal cost of a player is approximately given by
the quantity
ˆ
Td
φ(0, x)m0(x)dx.
(3) The measure η¯ satisfying the above conditions (C1) and (C2) need not be unique. How-
ever, given, for each i = 1, . . . , N , a measure η¯i satisfying conditions (C1) and (C2), one
can prove exactly in the same way that the family (η¯1, . . . , η¯N ) is an approximate Nash
equilibrium: in particular, players do not need to coordinate to choose the open loop
strategy.
(4) It would be much more natural not to assume that the initial conditions of the players
are chosen i.i.d. according to the measure m0, but just to suppose that the empirical
distribution 1N
∑N
i=1 δxi0
of the fixed initial positions (x10, . . . , x
N
0 ) of the players is close
to m0. However we do not know how to handle this problem.
Proof of Theorem 5.1. Before starting the proof, we need to fix notations. Let us fix a strategy
βi for player i and assume that the other players play the open-loop strategy η¯. Recall that one
can associate with η¯ a genuine strategy βj : Ω× Td → Td such that (45) holds (with η replaced
by η¯ and βi replaced by βj). Let γj : ΩN × (Td)N → Γ (for j = 1, . . . , N) be the family Borel
measurable maps given by the fixed point relation (44) holds. As (for j 6= i) the strategy βj
does not depend on the other players’ behavior, we have γj(ω, x0) = β
j(ωj , xj0). On another
hand, γi(ω, x0) a priori depends on all trajectories (γ
j)j 6=i. Accordingly we can rewrite the cost
JN
i
((η¯)j 6=i, β
i) as
JN
i
((η¯)j 6=i, β
i) =
ˆ
Ω×Td×ΓN−1
J iN
(
(γj)j 6=i, β
i(ωi, xi0, (γ
j)j 6=i)
)
P(dωi)m0(dx
i
0)
∏
j 6=i
η¯(dγj)
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To simplify notations we will simply write γx
i
0,β
i
for βi(ωi, xi0, (γ
j)j 6=i) but keep in mind that
γx
i
0,β
i
still depends on ωi and on the (γj)j 6=i.
Next we establish preliminary estimates. By definition of the open-loop strategies η¯, the γj(t)
(for j 6= i) are iid random variables of law es♯η¯ = m(t). Following Section 10 in [27], we have
therefore ˆ
ΓN−1
W22
 1
N − 1
∑
j 6=i
δγj (s),m(t)
∏
j 6=i
dη¯(γj) ≤ CN−2/(d+4)
(where W2 is the 2−Wasserstein distance). As the map m → f(x,m) is uniformly Lipschitz
continuous, the map f δ,σ satisfies, for any xi ∈ Td and any µ, ν ∈ P (Td),∣∣∣f δ,σ(xi, µ)− f δ,σ(xi, ν)∣∣∣ ≤ C ∣∣∣ξδ ⋆ (µ− ν)(x)∣∣∣ ≤ CLip(ξδ)W2(µ, ν) ≤ Cδ−(d+1)W2(µ, ν).
Therefore∣∣∣∣∣∣
ˆ
ΓN−1
f δ,σ
xi, 1
N − 1
∑
j 6=i
δγj(s)
∏
j 6=i
dη¯(γj)− f δ,σ(xi,m(s))
∣∣∣∣∣∣ ≤ Cδ−(d+1)N−2/(d+4) (47)
Note also that, for any x ∈ Td and t ∈ [0, T ],∣∣∣f δ,σ(x,m(t)) − fσ(x,m(t))∣∣∣ ≤ ˆ
Rd
ξσ(x− y)
∣∣∣f(y, (ξδ ⋆ m(t))(y)) − f(y,m(t, y))∣∣∣ dy
≤ C
ˆ
Rd
ξσ(x− y)
∣∣∣(ξδ ⋆ m(t))(y) −m(t, y)∣∣∣ dy
≤ C‖ξσ‖Lp
∥∥∥ξδ ⋆ m(t)−m(t, ·)∥∥∥
Lq
=: Cσ(t, δ)
(48)
where Cσ(·, δ) tends to 0 in L
q((0, T )) as δ → 0 because ξδ ⋆m converges to m in Lq((0, T )×Td).
We set
Cσ(δ) :=
ˆ T
0
Cσ(t, δ)dt
and keep in mind that Cσ(δ)→ 0 as δ → 0.
We are now ready to start the proof of the theorem. Let us estimate the cost of player i when
he plays the strategy βi: by (47) we have
JN
i
((η¯)j 6=i, β
i) =
ˆ
Ω×Td×ΓN−1
ˆ T
0
L(γxi0,βis , γ˙xi0,βis )+ f δ,σ(γxi0,βis , 1
N − 1
∑
j 6=i
δγj (s))
 ds
+φT (γ
xi0,β
i
T )
]
dP(ωi)dm0(x
i
0)
∏
j 6=i
dη¯(γj)
≥
ˆ
Ω×Td×ΓN−1
[ˆ T
0
(
L
(
γ
xi0,β
i
s , γ˙
xi0,β
i
s
)
+ f δ,σ(γ
xi0,β
i
s ,m(s))
)
ds
+φT (γ
xi0,β
i
T )
]
dP(ωi)dm0(x
i
0)
∏
j 6=i
dη¯(γj)− Cδ−(d+1)N−2/(d+4).
Note that the only dependence with respect to the (γj)j 6=i of the integrand in the above expres-
sion is just through γx
i
0,β
i
. Therefore it convenient to introduce the probability measure η on Γ
as ˆ
Γ
G(γ)dη(γ) =
ˆ
Ω×Td×ΓN−1
G
(
γx
i
0,β
i
)
dP(ωi)dm0(x
i
0)
∏
j 6=i
dη¯(γj)
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for any continuous and bounded map G on Γ. Then
JNi ((η¯)j 6=i, β
i) ≥
ˆ
Γ
[ˆ T
0
(
L (γ(s), γ˙(s)) + f δ,σ(γ(s),m(s))
)
ds
+φT (γ(T ))
]
dη(γ) − Cδ−(d+1)N−2/(d+4)
≥
ˆ
Γ
[ˆ T
0
(L (γ(s), γ˙(s)) + fσ(γ(s),m(s))) ds
+φT (γ(T ))
]
dη(γ) − Cδ−(d+1)N−2/(d+4) − Cσ(δ),
(49)
where the last inequality comes from (48). Let φσ be the unique continuous viscosity solution
of the Hamilton-Jacobi equation (with a time-measurable dependent Hamiltonian, see [26]){
−∂tφ
σ +H(x,Dφσ) = fσ(x,m(t)) in (0, T )× Td
φσ(T, x) = φT (x) in T
d (50)
By definition of fσ and following the proof of Proposition 3.1 the map ψσ := φ⋆ξσ is a subsolution
of {
−∂tψ
σ +H(x,Dψσ) ≤ fσ(x,m(t)) + Cσ1−(d+1)θ/r(1 + ‖Dφ‖θr) in (0, T )× T
d)
ψσ(T, x) ≤ φT (x) +Cσ in T
d
By comparison, we get
ψσ = φ ⋆ ξσ ≤ φσ + CTσ + Cσ1−(d+1)θ/r(1 + ‖Dφ‖θr) ≤ φ
σ + Cσ1−(d+1)θ/r.
In particular, using the continuity of φ(0, ·), we obtain, for σ small enough,
φ(0, ·) ≤ φσ(0, ·) +
ǫ
10
. (51)
Recalling that φσ solves (50) and that e0♯η = m0, we can follow the computation of Lemma 4.6
with t1 = 0 and t2 = T to getˆ
Td
φσ(0, x)m0(x) ≤
ˆ
Γ
[ˆ T
0
(L (γ(s), γ˙(s)) + fσ(γ(s),m(s))) ds+ φT (γ(T ))
]
dη(γ).
Plugging (51) and the last inequality into (49) gives
JNi ((η¯)j 6=i, β
i) ≥
ˆ
Td
φ(0, x)m0(x)− Cδ
−(d+1)N−2/(d+4) − Cσ(δ) −
ǫ
10
. (52)
This inequality holds for any strategy βi and for σ so small that (51) holds (note that this
condition does not involve βi). We now assume that player i plays the open-loop control η¯.
Arguing as for the proof of (49), we have
JN
i
((η¯)j 6=i, η¯) ≤
ˆ
Γ
[ˆ T
0
(L (γ(s), γ˙(s)) + fσ(γ(s),m(s))) ds
+φT (γ(T ))
]
dη¯(γ) + Cδ−(d+1)N−2/(d+4) + Cσ(δ).
By assumption (C1) on η¯ we haveˆ
Γ
φT (γ(T ))dη¯(γ) =
ˆ
Td
φT (x)m(T, x)dx
and ˆ
Γ
ˆ T
0
fσ(γ(s),m(s))dsdη¯(γ) =
ˆ T
0
ˆ
Td
fσ(y,m(s))m(s, y)dyds.
If we choose σ small enough, we haveˆ
Γ
ˆ T
0
fσ(γ(s),m(s))dsdη¯(γ) ≤
ˆ T
0
ˆ
Td
f(y,m(s, y))m(s, y)dyds +
ǫ
10
.
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So, using condition (C2) on η¯ we obtain
JNi ((η¯)j 6=i, η¯) ≤
ˆ
Γ
ˆ T
0
L (γ(s), γ˙(s)) dsdη¯(γ) +
ˆ T
0
ˆ
Td
f(y,m(s, y))m(s, y)dyds
+
ˆ
Td
φT (y)m(T, y)dy + Cδ
−(d+1)N−2/(d+4) + Cσ(δ) +
ǫ
10
≤
ˆ
Td
φ(0, x)m0(x)dx+ Cδ
−(d+1)N−2/(d+4) + Cσ(δ) +
ǫ
10
(53)
For σ small as above, let us choose δ so small enough that Cσ(δ) ≤
ǫ
10 and N0 so large that
Cδ−(d+1)N
−2/(d+4)
0 ≤
ǫ
10 . Then, for N ≥ N0, we have by (52) and (53)
JNi ((η¯)j 6=i, β
i) ≥
ˆ
Td
φ(0, x)m0(x)−
ǫ
2
and
JNi ((η¯)j 6=i, η¯) ≤
ˆ
Td
φ(0, x)m0(x) +
ǫ
2
,
which completes the proof of the theorem. 
6. Comparison principle and link with a time-space elliptic equation
In [25], Lions shows that classical solutions of the MFG system (1) satisfy a comparison
principle. Moreover, he explains that the MFG system can be reduced to an elliptic equation
in [0, T ] × Td. We show here that these two properties extend—not very surprizingly—to our
weak solutions of (1).
6.1. Comparison principle.
Proposition 6.1. Let us fix m0 but assume that we are given two terminal conditions φ
1
T
and φ2T , with φ
1
T ≤ φ
2
T . Let (φ
1,m1) and (φ2,m2) be the associated solutions of (1), with the
additional condition (32). Then φ1 ≤ φ2 on [0, T ]× Td.
A possible application of the above proposition is the following: assume that H and f are
independent of x and that m0 = 1 a.e.. Let (φ,m) be the weak solution to (1) which satisfies
(32). Then one easily checks that φ is Lipschitz continuous in space.
Proof. Let us set αi = f(·,mi) for i = 1, 2. We use the fact that, (φ1, α1) and (φ2, α2) are
minimizers of (17) with terminal conditions φ1T and φ
2
T respectively. Recall that the additional
condition (32) ensures that φ1 (resp. φ2) is the maximal subsolution of (26) with terminal
condition φ1T (resp. φ
T
2 ).
We argue by contradiction, assuming that max(φ1−φ2) > 0. Let O = {φ1 > φ2} ⊂ [0, T )×Td
and
I1 =
ˆ ˆ
O
F ∗(x, α1)dxdt−
ˆ
O∩{t=0}
φ1(0)m0
and
I2 =
ˆ ˆ
O
F ∗(x, α2)dxdt−
ˆ
O∩{t=0}
φ2(0)m0 .
If I1 ≤ I2, then we set φ = max{φ
1, φ2} and α = α11O + α
21Oc . Then we have (ψ,α) ∈ K with
ψ(T, ·) = φ2T andˆ T
0
ˆ
Td
F ∗(x, α) −
ˆ
Td
ψ(0)m0 ≤
ˆ T
0
ˆ
Td
F ∗(x, α2)−
ˆ
Td
φ2(0)m0 .
In particular, (ψ,α) is another solution of (17), with ψ ≥ φ2. This contradicts the maximality
of φ2.
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If, on the contrary, I1 > I2, then we can argue in a symmetric way by comparing (ψ,α) (where
ψ = min{φ1, φ2} and α = α11Oc + α
21O) with (φ
1, α1). We get now a contradiction becauseˆ T
0
ˆ
Td
F ∗(x, α) −
ˆ
Td
ψ(0)m0 <
ˆ T
0
ˆ
Td
F ∗(x, α1)−
ˆ
Td
φ1(0)m0 .

6.2. The MFG system as a time-space elliptic equation. We now show that, if (φ,m) is
a weak solution to the MFG system, then φ is also a viscosity solution of a degenerate elliptic
equation in time-space.
We work under the additional assumptions
the maps H and F ∗ are of class C2 in Td × Rd and Td × (0,+∞) respectively (54)
and
F ∗αα(x, α) > 0 for α > 0. (55)
Proposition 6.2. Assume that (φ,m) is the weak solution of (1) for which (32) holds. Then
φ is a viscosity solution of the second order elliptic equation
min
{
G
(
x, ∂tφ,Dφ, ∂ttφ,D∂tφ,D
2φ
)
; −∂tφ+H(x,Dφ))
}
= 0 in (0, T ) × Td
φ(T, ·) = φT in T
d
−∂tφ+H(x,Dφ) = f(m0) in T
d
(56)
where, for any (x, pt, px, a, b, C) ∈ T
d × R× Rd × R× Rd × Rd×d with −pt +H(x, px) > 0
G(x, pt, px, a, b, C)
= F ∗α,α [−a+ 2〈Hp, b〉 − 〈CHp,Hp〉 − 〈Hp,Hx〉]− 〈F
∗
x,α,Hp〉 − F
∗
α [Tr(Hx,p) + Tr(HppC)]
= −Tr
(
A(x, pt, px)
(
a bT
b C
))
− F ∗α,α〈Hp,Hx〉 − 〈F
∗
x,α,Hp〉 − F
∗
αTr(Hx,p)
and where
A(x, pt, px) = F
∗
α,α
(
1 −HTp
−Hp Hp ⊗Hp
)
+ F ∗α
(
0 0
0 Hpp
)
.
In the above equations we have systematically set
H = H(x, px), Hp =
∂H
∂p
(x, px), Hx =
∂H
∂x
(x, px)
F ∗ = F ∗(x,−pt +H(x, px)), F
∗
α =
∂F ∗
∂α
(x,−pt +H(x, px)), . . .
If −pt +H(x, px) ≤ 0, we simply set G(x, pt, px, a, b, C) = 0.
Remarks 6.3.
(1) The boundary condition at time t = 0 has to be understood in the viscosity sense.
(2) Equation (56) is a quasilinear (degenerate) elliptic equation in space-time.
Proof. The proof follows standard tricks. Let us first check that φ is a subsolution: let ξ be a
smooth test function such that ξ ≥ φ with an equality only at (t0, x0) ∈ (0, T ) × T
d. We have
to prove that
min
{
G
(
x0, ∂tξ,Dξ, ∂ttξ,D∂tξ,D
2ξ
)
; −∂tξ +H(x,Dξ))
}
≤ 0 at (t0, x0). (57)
If −∂tξ(t0, x0) +H(x,Dξ(t0, x0))) ≤ 0, then the result holds. Let us assume that −∂tξ(t0, x0) +
H(x,Dξ(t0, x0))) > 0. For any ǫ > 0, we set Oǫ = {ξ − ǫ < φ},
φǫ = φ ∧ (ξ − ǫ), αǫ = (−∂tξ +H(x,Dξ))1Oǫ + α1Ocǫ .
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We can choose ǫ > 0 so small that −∂tξ +H(x,Dξ)) > 0 in Oǫ. Then the pair (φǫ, αǫ) is still
admissible and by optimality of (φ, α) we have, for ǫ small enough so that Oǫ ⊂ (0, T )× T
d,¨
Oǫ
F ∗(x,−∂tξ +H(x,Dξ)) ≥
¨
Oǫ
F ∗(x, α)
where, as F ∗ is convex,¨
Oǫ
F ∗(x, α) ≥
¨
Oǫ
F ∗(x,−∂tξ +H(x,Dξ)) + F
∗
α(x,−∂tξ +H(x,Dξ))[α− (−∂tξ +H(x,Dξ))]
As F ∗ is nondecreasing in the second variable and α ≥ −∂tφ+H(x,Dφ) in the sense of measure
we have (writing F ∗α for F
∗
α(x,−∂tξ +H(x,Dξ)))
0 ≥
¨
Oǫ
F ∗α [−∂t(φ− ξ) +H(x,Dφ)−H(x,Dξ)] .
We use again the fact that F ∗α ≥ 0 and the convexity of H to get
0 ≥
¨
Oǫ
F ∗α [−∂t(φ− ξ) + 〈Hp(x,Dξ),D(φ − ξ)〉] .
Since φ = ξ − ǫ in ∂Oǫ, we integrate by parts to obtain
0 ≥ −
¨
Oǫ
(φ− (ξ − ǫ))
[
−
∂
∂t
(F ∗α) + divx(F
∗
αHp(x,Dξ))
]
Since φ− (ξ − ǫ) > 0 in Oǫ, we must have
−
∂
∂t
(F ∗α) + divx(F
∗
αHp(x,Dξ)) ≥ 0 at (t0, x0) ,
which, after developing the terms, yield the desired inequality
G
(
x0,Dt,xξ(t0, x0),D
2
t,xξ(t0, x0)
)
≤ 0.
The proof that φ is a supersolution can be treated along the same line (because we assume that
(32) holds) and we omit it.
We already know that φ = φT at t = T . It remains to check the boundary condition at t = 0.
We first prove that it holds in the viscosity generalized sense: for the subsolution part, let again
ξ be a smooth test function such that ξ ≥ φ with an equality only at (0, x0). As before we can
assume that inequality −∂tξ(t0, x0) + H(x,Dξ(t0, x0))) > 0 holds. For any ǫ > 0, defining as
above Oǫ = {ξ − ǫ < φ},
φǫ = φ ∧ (ξ − ǫ), αǫ = (−∂tξ +H(x,Dξ))1Oǫ + α1Ocǫ ,
we get:¨
Oǫ
F ∗(x,−∂tξ +H(x,Dξ)) −
ˆ
Oǫ∩{t=0}
(ξ − ǫ)m0 ≥
¨
Oǫ
F ∗(x, α) −
ˆ
Oǫ∩{t=0}
φm0
We handle the terms F ∗ as before to get
0 ≥
¨
Oǫ
F ∗α [−∂t(φ− ξ) + 〈Hp(x,Dξ),D(φ − ξ)〉] +
ˆ
Oǫ∩{t=0}
(ξ − ǫ− φ)m0
We integrate by part and, since φ = ξ − ǫ on ∂Oǫ ∩ ((0, T )× T
d), we obtain an extra boundary
term
0 ≥ −
¨
Oǫ
(φ− (ξ − ǫ))
[
−
∂
∂t
(F ∗α) + div(F
∗
αHp(x,Dξ))
]
+
ˆ
Oǫ∩{t=0}
(ξ − ǫ− φ)(m0 − F
∗
α)
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So either (57) holds, or we have m0 − F
∗
α ≥ 0 at (0, x0), i.e., −∂tξ + H(x,Dξ) ≤ f(x,m0) at
(0, x0) (because f(x0,m0(x0)) ≥ 0). To complete the proof we just need to check that actually
this last inequality holds. Assume on the contrary that there is κ > 0 with
− ∂tξ(0, x0) +H(x0,Dξ(0, x0)) > f(x0,m0(x0)) + κ. (58)
We perturb ξ into ζ(t, x) = ξ(t, x) + σ(t) where σ(0) = 0, σ′(0) = δ > 0 small and σ′′(0) = −R
for R large. Then, ζ ≥ ξ ≥ φ for t close to 0. Since −∂tζ + H(x0,Dζ) > f(x0,m0) at (0, x0)
(from the choice of δ small), we have m0−F
∗
α(x0,−∂tζ+H(x,Dζ)) < 0 and ζ must satisfy (57),
so that
F ∗α,α
[
−∂ttξ − σ
′′(0) + 2〈Hp, ∂tDξ〉 − 〈D
2ξHp,Hp〉
]
−F ∗α,α〈Hp,Hx〉 − 〈F
∗
x,α,Hp〉 − F
∗
α
[
Tr(Hx,p) + Tr(HppD
2ξ)
]
≤ 0 at (0, x0),
where, to abbreviate the notation, we have set F ∗α,α = F
∗
α,α(x0,−∂tξ(0, x0)−σ
′(0)+H(x0,Dξ(x0))),
etc... Since, by (58), −∂tξ(0, x0)−σ
′(0)+H(x0,Dξ(0, x0)) is larger than κ/2 for δ small (and in-
dependent of R), we have F ∗α,α ≥ η for some η > 0 (independent of R) thanks to our assumption
(55). Now −σ′′(0) = R being arbitrarily large, we obtain a contradiction.
The proof that φ is a viscosity supersolution at t = 0 can be handled in the same way, except
for the boundary condition which requires additional explanation: let ξ be a smooth test function
such that ξ ≤ φ with an equality only at (0, x0). Then one can show as before that either
min
{
G
(
x0,Dt,xξ(t0, x0),D
2
t,xξ(t0, x0)
)
, −∂tξ(t0, x0) +H(x0,Dξ(t0, x0))
}
≥ 0,
or −∂tξ(0, x0) +H(x0,Dξ(0, x0)) ≥ f(x0,m0(x0)).
We now argue by contradiction assuming that the second relation does not hold. Then, using
the test function ζ(t, x) = ξ(t, x)− σ(t), where σ is built as before, we must have
min
{
G
(
x0,Dt,xζ(t0, x0),D
2
t,xζ(t0, x0)
)
, −∂tζ(t0, x0) +H(x0,Dζ(t0, x0))
}
≥ 0. (59)
Note that
− ∂tζ(t0, x0) +H(x0,Dζ(t0, x0)) = −∂tφ(t0, x0) +H(x0,Dφ(t0, x0)) + δ ≥ δ > 0 (60)
because φ satisfies (32). By (59)
F ∗α,α
[
−∂ttξ + σ
′′(0) + 2〈Hp, ∂tDξ〉 − 〈D
2ξHp,Hp〉
]
−F ∗α,α〈Hp,Hx〉 − 〈F
∗
x,α,Hp〉 − F
∗
α
[
Tr(Hx,p) + Tr(HppD
2ξ)
]
≥ 0 at (0, x0),
where F ∗α,α = F
∗
α,α(x0,−∂tξ(0, x0) + σ
′(0) + H(x0,Dξ(x0))), etc... Since (60) holds, F
∗
α,α is
positive thanks to assumption (55). We can then let R = −σ′′(0)→ +∞ to get a contradiction.

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