A functional differential equation that arises from the classic theory of neural networks is considered. As the length of the absolute refractory period is varied, there is, as shown here, a super-critical Hopf bifurcation. As the ratio of the refractory period to the time constant of the network increases, a novel relaxation oscillation occurs. Some approximations are made and the period of this oscillation is computed.
Introduction
Wilson and Cowan [10] introduced a class of neural network equations modeling the excitatory and inhibitory interactions between two populations of cells. Each population obeys a functional-differential equation of the form:
−u(t) + (1 − t t−R u(s) ds)f (I (t))
where τ is the time constant, I (t) represents inputs to the population, f is the firing rate curve, and R is the absolute refractory period of the neurons. The function u(t) is the fraction of the population of neurons which is firing. It can also be regarded as the actual firing rate of the population. The refractory term premultiplying the firing rate was approximated (by assuming that R is small) as
− t t−R u(s) ds ≈ − Ru(t).
All subsequent analyses of these equations either make this assumption or set R = 0. There have been numerous analyses of neural networks with delays. Castelfranco and Stech [2] prove the existence of oscillatory solutions to a twodimensional model due to Plant which has delayed negative feedback. Similar results are described by Campbell et al. in a model for pupillary control [1] . Marcus and Westervelt [9] linearize a Hopfield symmetrically coupled network and show that the fixed points are asymptotically stable. Ye et al. [11] improve on this result by rigorously showing global stability of fixed points for the Hopfield network with delay.
The purpose of this note is to explore the consequences of keeping the original form of the Wilson-Cowan equations. In particular, we will look at a self-excited population of cells. We consider the functional-differential equation
where f is a smooth monotonically increasing function ( f > 0 ) which takes values between 0 and 1. We have normalized the integral term in order to study the temporal effects of altering this absolute refractory period. By rescaling the time t → t/R and letting r = R/τ denote the ratio of the absolute refractory period to the time constant of the network, the equation becomes
We can alternatively rescale time as t → t/τ and obtain:
−r u(s) ds f (u).
In this rescaling, it is clear that this is a "delayed negative-feedback" system and that in the limit as r → 0 we obtain the original Wilson-Cowan equations
Because the calculations are simpler, we will use the first rescaling, (1) in the remainder of the paper. Figure 1 shows a simulation of (1) for a variety of values of the parameter r. The horizontal line corresponds to a fixed point. For the choice of parameters in the figure, solutions converge to the fixed point for r < 4.7 and for r > 4.8 all solutions numerically converge to a periodic orbit. Thus, it appears that as the refractoriness r increases, the constant solution loses stability through a Hopf bifurcation. For all larger values of r, solutions converge to a family of periodic orbits whose amplitude increases. Our goal in the subsequent sections is to show that this is in fact the correct picture. Section 2 is devoted to the analysis of fixed points and their stability. In section 3, we find the normal form for the Hopf bifurcation and show that the bifurcation is supercritical. We then look at the limit as r gets large. We show that the resulting equation behaves like a relaxation oscillator and compute the period for this system. We close with some simulations of waves and related phenomena in a locally connected network. 
Fixed points and stability
The fixed points for (1) are u =ū for all t andū satisfies
It is easy to check that because 0 <f <1 there is no equilibrium point in
, but there is at least one in (0,   1 2 ), sayū. For such an equilibrium we can rewrite the equation (1), by defining u :=ū + y and using the Taylor expansion for the function f aboutū, as
As a first step in our analysis we will consider only the linearized part of the equation (3 
A very similar equation to this is studied in Diekmann et al., Chapter XI.4.3. We summarize the main points as they apply to the present equations. First, λ = 0 if and only if A + b = 0 and furthermore as long as b = 0, λ = 0 is a simple root. All roots with positive real part are bounded by the following inequality:
Thus, the only way that roots can enter the right-half plane is to go through the imaginary axis. Clearly if b = 0 and A > 0, then all roots have negative real parts. Furthermore, as we just noted, roots can cross 0 only if A + b = 0. Thus, we are interested in when there are roots of the form λ = iω. Substituting this into (4) we see that
Since there are singularities at ω = 2kπ, these equations define a series of parametric curves defined in the regions ω ∈ (2kπ, 2(k + 1)π) for k an integer. The first two of these curves are plotted in Figure 2 . Crossing these curves results in new complex eigenvalues with positive real parts. To study stability as a function of the parameter r, we note that (Ar, br) defines a line through the origin with slope b/A as r varies in the the (Ar, br) plane shown in the figure. If this line crosses the lower emphasized curve then stability is lost through a pair of complex eigenvalues as the parameter r increases. Taking the ratio of the two above equations, we see that there will be such a root if and only if:
The minimum of this function is −1 and the maximum is M = − sin(ξ )/ξ where ξ is the smallest root of tan(x) = x greater than π. Thus, the slope of the line b/A must lie between 1/M ≈ 4.60334 and −1. These two lines are illustrated in as r increases, it pierces the lower stability curve and a pair of complex conjugate eigenvalues cross the imaginary axis resulting in a loss of stability. Clearly, if b/A is within these bounds, then we can solve (7) for a value of ω between 0 and 2π. Then we can use (6) (4) . To see this, note that we can rewrite (4) as
The left-hand side is monotonically decreasing, positive, and starts at br at λ = 0. Suppose that −Ar > br. Then −(λ + Ar) is larger than br at λ = 0 and crosses the x-axis when λ = −Ar > 0. Thus, there is an intersection of the two for a positive value of λ between 0 and −Ar.
We summarize these calculations in the following theorem.
Theorem 1. Supposeū is a fixed point of the equation (1). Let
• 
Normal form
The numerical simulations in figure 1 indicate that there exist oscillatory solutions for large enough r. Because of the above stability analysis we suspect the presence of an Andronov-Hopf bifurcation point for certain values of the parameter r. The next reasonable step would be the construction of the corresponding normal form and this is exactly what we do in this section. The Hopf bifurcation theorem has been rigorously proven for (1) and related equations in Diekmann, et.al. [3] Indeed, the authors compute the normal form for a related equation in Chapter XI4.3. Faria and Magalhães [4] describe a method to compute normal forms using the adjoint for equations of the form:
where p represents parameters. Our approach is similar to theirs. With minor modifications, we could apply the formula in Theorem 3.9 Diekmann, et al. [3] (page 298), but for completeness, we derive the coefficients for the normal form here. Let us consider the equation (3) 
Taking a small perturbation of the parameter (r = r 0 + α), the equation (3) can be rewritten as
Since we are interested in finding small oscillatory solutions we can consider the following asymptotic expansion for (small) y and α
and obtain, instead of (8),
or, equivalently,
Based on the fact that the equation Ly = 0 has two independent solutions (e ± iω 0 t ) on the center manifold and by the asymptotic expansion 
The coefficient of should be zero on the center manifold. This implies that at = 0 we must solve Lu 1 = g, with the given function g,
In order to ensure the existence of a solution for the equation Lu 1 = g we need the inhomogeneous term g(t) to be orthogonal to the solutions of the adjoint homogeneous equation Using the identities which are proven in appendix B, for certain functionsL,˜ ,B andC, the function g can be expressed as a linear combination of powers of e iω 0 t and e −iω 0 t . The orthogonality condition becomes
Obviously in this case α 1 is zero, and the equation corresponding to u 1 is on the center manifold
Choose
and introduce in L and compare with (11) . We get the coefficients a 1 , a 2 , a 3 ,
So far we have calculated u 0 , u 1 , α 1 . We can now conclude that in the equation (10), u 2 should satisfy 
with specific values forB andC calculated in Appendix B.
We have just proven the following theorem. Proof. The nondegeneracy condition requires the real part of the coefficient of z(0) to be nonzero. The real part of the coefficient is
Theorem 2. Suppose thatū is an equilibrium point of the equation (1) and that
.
into the numerator and using the fact that A/b = − sin(ω 0 )/ω 0 we find that the numerator is
The first term cannot vanish since ω 0 ∈ (0, 2π). Thus, the coefficient will be zero if and only if
Recall that the extrema of sin(ω)/ω = −A/b can occur only when sin(ω)/ω = cos ω so that the numerator will vanish only along the lines A = −b and A = Mb. Since −b < A < bM this is impossible.
Example
We consider the function
with a = 8, θ = −0.333.
There is only one equilibrium pointū . We compute A, b and the values for the first three derivativesū Obviously since Re(δ) < 0 this is a supercritical Andronov-Hopf bifurcation.
We note that Figure 1 shows the numerical solutions for a variety of values of r. In particular, the fixed point is the only attractor for r = 4.7 but clearly, when r = 4.9 there is a stable periodic solution. The period computed analytically is 2π/ω 0 = 4.08 which agrees well with the numerically found period of 4.00. Thus, the numerical solutions and the Hopf calculations are consistent.
Relaxation oscillator
We now consider equation (1) (1) is equivalent to the two-dimensional delay-differential equation
We recall that (1) is obtained by rescaling time t with respect to the parameter r in the original equation, so t represents a slow time. We analyze the solution by treating as a small positive parameter. We will first point out how to construct a singular periodic orbit for this system and then we will estimate the period T for the relaxation oscillator. Mallet-Paret and Nussbaum [8] have extensively and rigorously analyzed an equation similar to (13):
where f is an odd negative feedback function (that is, xf (x) ≤ 0). In particular, they consider a step function for f. Hale and Huang [5] have studied the vector analogue:
where A is an invertible matrix and f is smoothly dependent on x and the free parameter λ. They assume that the map x −→ f (λ, x) undergoes a period-doubling bifurcation at λ = 0 and then prove that the delay-differential equation undergoes a similar bifurcation. More recent work by Hale and Huang [6] shows a similar behavior as well as a Hopf bifurcation. As far as we know, however, the rigorous analysis of equation (13) has not been done and remains an open problem. Our approach is formal and approximate. By setting = 0 in (13), we obtain the equations corresponding to the slow flow
For the fast flow we consider the original integro-differential equation. In this case the function z is z(t) =
r t t−r u(s) ds and it satisfies dz/dt = (u(t) − u(t − r))/r.
When r tends to infinity ( tends to zero), the system becomes
Thus, the two-dimensional system is decomposed in two one-dimensional equations, the solutions of which we now characterize.
Consider the graph for
The sign of (−u + (1 − z) f (u)) is negative above the graph and positive below it. Consider the points A, B, C, D on the graph with corresponding coordinates: Figure 3. ) We begin with the system at the point A at t = 0, where z cannot decreases anymore so a jump up takes place to the BC branch ( z = constant and u suddenly increases by the fast system). On this branch the system's law of motion is (14). Here dz/dt > 0 so z increases until the point reaches C. We remark that in order to have dz/dt > 0 on BC branch we need u(t) > u(t − 1) all the time. This is obviously true at B since u B = u(t = 0+) = u max > u(t = −1). In order to have u C = u(t = T d ) > u(t = T d − 1) we need u(t = T d − 1) to be on the DA branch. This implies that T d must be less than 1.
At the point C since z cannot increases anymore there is a jump down to the branch DA ( z = constant and u decreases by the fast system). On the branch DA, z decreases from z max to z min . In order to have dz/dt < 0 we need
, which means that it is necessary that u(T − 1) be on the BC branch, i.e. T − 1 is positive and less than T d .
Following these considerations we see that in order to construct a singular periodic solution it has to be true that
where T is the period of oscillation and T d is the time the system stays on the upper branch BC. We estimate T and T d considering u constant: (u = u H ) on the branch BC and u = u L on the branch DA.
with z(T ) = z min and z(T d ) = z max . Using this and the identity z(t = 0) = z min = 0 −1 u(s) ds we obtain an estimate for T and Choosing u H = u min and u L = u min we have
The period for the oscillation shown in Figure 3 is 1.35. Given that u is not really constant on the branches, this is a pretty good estimate of the period. We can improve this estimate with just a minor change in the choice of u L and u H . Above, we chose u max and u min . A better estimate is to choose the mean value:
For our example, this implies u L = 0.1122872, u H = 0.6140319 and
This is a considerably better estimate of the period without any extra work.
Discussion and further developments
We have analyzed the original Wilson-Cowan model for an excitatory population of neurons with an absolute refractory period. It is not surprising that there exist oscillations as the system is essentially a delayed negative feedback model. Curiously, however, as the effective delay increases, the oscillation converges to a relaxationlike pattern and the frequency goes to a nice limit. In terms of the original time, the actual oscillation period scales linearly with R the absolute refractory period. We have looked only at oscillatory solutions of the scalar problem. What happens when two populations are coupled? Will the resulting oscillations synchronize? For example, what is the nature of solutions to
where g is the coupling coefficient? Numerical solutions of this indicate that all initial conditions tend to the synchronous state. We can use the results of section 3 to understand why this is true, at least near the Hopf bifurcation. Letting g be a small parameter, the normal form for the weakly coupled system is
N(v) = c(r − r 0 ) + δv 2 where δ was calculated in section 4. The coefficient
is real and positive. Thus, the synchronous solution is always a stable solution. (These results follow from Hoppensteadt and Izhikevich, [7] ). If we let a be larger in the definition of the function f , then the system is not oscillatory but rather excitable. That is, a small initial condition decays back to 0 but a large value grows rapidly before decaying to rest. This suggests that a line of such units coupled locally can generate a traveling wave. Consider 
