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We utilize the dynamical renormalization group formalism to calculate the real space trajectory of a
compact binary inspiral for long times via a systematic resummation of secularly growing terms. This
method generates closed form solutions without orbit averaging, and the accuracy can be systematically
improved. The expansion parameter is v5νΩðt − t0Þ where t0 is the initial time, t is the time elapsed, and Ω
and v are the angular orbital frequency and initial speed, respectively. ν is the binary’s symmetric mass
ratio. We demonstrate how to apply the renormalization group method to resum solutions beyond leading
order in two ways. First, we calculate the second-order corrections of the leading radiation reaction force,
which involves highly nontrivial checks of the formalism (i.e., its renormalizability). Second, we show how
to systematically include post-Newtonian corrections to the radiation reaction force. By avoiding orbit
averaging, we gain predictive power and eliminate ambiguities in the initial conditions. Finally, we discuss
how this methodology can be used to find analytic solutions to the spin equations of motion that are valid
over long times.
DOI: 10.1103/PhysRevD.95.104054
I. INTRODUCTION
The recent detections of gravitational waves from a
binary black hole coalescence [1,2] provide the first
measurements of the dynamics of compact binaries and
strong gravitational fields. To date, the measured events
involved relatively large black hole masses. For the first
detection, several gravitational wave cycles were observed
in LIGO’s frequency band corresponding to a handful of
orbits before merger. If compact binaries with lower total
masses are observed, then these sources will evolve for
much longer times within the detector’s bandwidth and
will be amenable to analytic calculations via the post-
Newtonian (PN) expansion.
In order to extract the most information from such long
waveforms requires using templates that have been com-
puted with the highest possible accuracy. The lengthy
inspiral regime of the binary’s evolution is found by solving
the post-Newtonian equations of motion. A challenge to
this program is the calculation of the radiation reaction
forces, the leading piece of which starts at 2.5PN [3,4]. The
PN corrections at 1PN beyond leading order were calcu-
lated in Refs. [5–8]. At 1.5PN, there is a contribution from
the “tail effect,” which was calculated in Refs. [9,10].
Higher-order corrections have yet to be calculated; how-
ever, the leading contributions from spin-orbit and spin-
spin effects are known [11,12] and first appear at 1.5PN and
2PN orders, respectively, beyond the leading radiation
reaction force. As such, solving the equations of motion,
even numerically, would lead to errors which are of order
the first unknown radiation reaction contribution. This
would bound the accuracy of the prediction given that
the conservative pieces of the equations of motion are
known to higher order. To avoid this issue, one can utilize
the power loss to account for radiation reaction by using the
adiabatic approximation (more on this below), which
requires one to average over the orbit, thereby generating
information loss.
In addition to this aforementioned limitation, solving for
the binary’s orbital motion is often achieved numerically
because there are nine (once we include spin) nonlinearly
coupled, ordinary differential equations that need to be solved
accurately in order to follow the orbit’s inspiral. The orbit
needs to be sampled at a sufficiently high rate so that the
corresponding waveform is sampled appropriately. These
accuracy requirements and/or high sample rate are often a
computational bottleneck for gravitationalwave data analysis
applications that require many waveforms to be generated
and hence many numerical solutions of the PN equations of
motion. Such applications include template generation for
gravitational wave searches and parameter estimation studies
using Markov-chain Monte Carlo algorithms.
Recent developments in implementing a “precession-
averaging” procedure [13,14] to the equations of motion,
which utilize the separation of time scales present in
precessing binaries, help alleviate some of the computa-
tional pressures mentioned above, depending on the specific
application. However, accurate, globally valid, analytical
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approximate solutions for the binary’s evolution would
certainly remove any such computational bottleneck while
simultaneously providing useful analytical expressions for
studying the complicated physics of precession dynamics
(such as recent evidence for precessional instability [15]).
Currently, there are two standard methods used to
provide analytic solutions for the restricted case of compact
binaries with component masses that are spinning but
nonprecessing. The first is the “adiabatic approximation”
and is based on equating the time-averaged flux of
gravitational waves to the mechanical power lost by the
binary (see, e.g., Refs. [16,17]). This method is often used
to calculate the approximate gravitational wave phase of the
ðl; mÞ ¼ ð2; 2Þ spherical harmonic mode in the “restricted
approximation” where the waveform is constructed from
the orbital phase up to a definite order in the PN expansion,
but the amplitude is taken to be the leading-order quantity
with no PN corrections. The second is the “improved
variation of constants method” [18]. Here, the idea is to
assume that the integration constants of the conservative
part of the binary’s dynamics exhibit a long-time evolution
relative to the orbital period. Equations for these integration
“constants” are then found using the method of variation of
constants, which are then solved. This approach is also
known as the “method of osculating orbits” and is very
closely related to “multiple scale analysis.” Recent work in
Ref. [19] builds off of Ref. [13] and uses multiple scale
analysis to find accurate analytic approximations for the
orbit and the frequency-domain waveform of a precessing
binary inspiral.
These approaches are based on averaging the PN
equations of motion over the orbital period to help simplify
the differential equations being solved. However, there are
potential shortcomings with averaging that have been
raised in Refs. [20,21]. In particular, the initial conditions
used to solve the PN equations of motion and the orbit-
averaged version are not the same. The initial conditions set
in the adiabatic approximation are fewer than those needed
for solving the PN equations of motion because the orbit
averaging tends to eliminate explicit dependence on the
orbital phase while also constraining the relationship
between orbital radius and frequency. Orbit averaging
results in a simplified description of compact binary
inspirals so that comparing the adiabatic approximation
solutions to those of the full PN equations can be
ambiguous. In addition, there is an ambiguity in the period
to use for the averaging procedure for eccentric orbits
because there are different ways to characterize the time
scale of the orbit (such as the orbital period, eccentric
anomaly, true anomaly, and mean anomaly). Using a
different measure for the averaging can lead to different
predictions over sufficiently long times.
Our work introduces a formalism that allows for the
systematic solution of the PN equations of motion for a
binary inspiral including radiation reaction forces and spin
effects to an arbitrary order in the PN expansion. The
method is based on applying ideas from renormalization
group theory. We do not implement any averaging proce-
dures so that our solutions describe the binary’s real-time
orbital configuration at every instant of time. The approach
starts with a background (e.g., circular or eccentric) orbit
and treats the radiation reaction force as a perturbation.
These perturbations grow secularly with time but can be
resummed using the Dynamical Renormalization Group
(DRG) method [22]. The DRG method subsumes several
approaches for the global analysis of differential equations
[23], including multiple scale analysis, boundary layer
theory, and the Wentzel–Kramers–Brillouin method. See
Ref. [22] and the Appendix of Ref. [24] for pedagogical
examples using the DRGmethod. The DRG resummation is
not to be confused with Padé “resummation,” which
attempts to improve the radius of convergence of a
perturbative expression. Padé resummation is not a system-
atic expansion as it does not resum any leading-order pieces
in a systematic way. Different Padé approximants often give
different predictions at the same scale. Conversely, DRG
literally resums higher-order terms in the perturbation
theory with a consistent power counting.
Our focus here is to present the DRG method and
demonstrate the internal consistency of the approach for
nonspinning compact binary inspirals via higher-order
perturbative calculations. We will show how to find closed
form solutions for the inspiral without recourse to the
adiabatic approximation or orbit averages. In a future paper,
we will incorporate spin effects to obtain accurate and
globally valid, real-time approximate solutions for the
generic case of precessing compact binaries.
II. DEFINING THE SYSTEMATICS
We will perturbatively solve the PN equations of motion
for compact binary inspirals, which are derived in an
expansion where the binary’s relative speed v is small
compared to the speed of light. However, there is another
power counting parameter for inspirals, namely,
ε≡ v5νΩðt − t0Þ: ð2:1Þ
Here, t is the time elapsed since the initial time t0, Ω is the
initial angular orbital frequency, v is the initial orbital
speed, and ν is the binary’s symmetric mass ratio. The
parameter ε arises as a consequence of the secular growth
due to the radiation reaction force which is treated as a
perturbation of the circular solution (or, more generally,
energy-conserving motions) to the equations of motion. By
performing a resummation, the accuracy of the perturbative
solutions will be extended to much later times even when ε
is of order 1. Without such a resummation, the perturbative
solutions would be of minimal utility. By resumming
powers of ε, we are able to make precision predictions
with well-defined systematics such that the result for the
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orbit is valid until the PN expansion breaks down as the
plunge is approached.
Our formalism allows us to go to arbitrary order in ε and
allows for the systematic inclusion of PN corrections. In
this paper, we will demonstrate how to work to second
order in ε. If there were no higher-order PN corrections,
then the resulting resummed solution would be valid up to
times when
v10ν2Ωðt − t0Þ ∼ 1: ð2:2Þ
However, in reality, we must consider PN corrections that
would contribute at lower orders. We will also demonstrate
how to include contributions from the radiation reaction
force that are at higher PN orders by calculating the 1PN
correction to the orbital motion. It is important to realize
that none of the results in this paper include all of the effects
at a given order because our purpose is to present the
method here. If we wished to perform the calculation
including all 2PN effects, for instance, we would need to
include the conservative potential up to 2PN, which is of
course known, but we would also need to include the 2PN
correction to the radiation reaction force which is presently
unknown.
III. REVIEW OF RENORMALIZATION
GROUP METHODOLOGY
For completeness, we present a lightning review of the
logic behind the renormalization group (RG). The DRG
applies the logic of the RG to differential equations, but the
basic idea is the same. Canonical RG applications are
formulated within the context of a Lagrangian which will
not be the case for the DRG, though it is a simple exercise
to embed the DRG into a Lagrangian formalism (neces-
sarily for generic nonconservative systems [25,26]).
However, doing so does not lead to any new insights (that
we can see, at least). Thus, wewill eschew such a treatment.
The basic algorithm is given as follows:
(1) Write down a background solution around which to
perturb. This solution is written in terms of “bare”
parameters [i.e., ABðt0Þ]. These parameters implic-
itly depend upon the initial time t0, away from which
we flow.
(2) Use this background to calculate perturbatively the
first correction to the equations of motion. The
perturbation will in general have secular “divergen-
ces,” that is, terms that grow as ðt − t0Þ.
(3) Take this solution, and write the bare parameters as
renormalized parameters [i.e., ARðτÞ] plus “counter-
terms.” These counterterms will be proportional to
ðτ − t0Þ and are chosen to eliminate the t0 depend-
ence of the aforementioned solution. τ is known as
the subtraction point. This step yields the “renor-
malized” solution.
(4) The renormalized solution must be independent of
the choice of subtraction point τ. The explicit
dependence on τ in the solution is cancelled by
the implicit dependence of the renormalized param-
eters on τ. One then uses this fact to derive a first-
order differential equation (called the RG equation)
for the renormalized parameter. The right-hand side
of the RG equation is called the “beta function.”
(5) Solve the RG equation for the parameter, and choose
τ ¼ t, the observation time. In so doing, all of the
secularly growing terms are resummed at this order.
The ability to absorb divergences into the initial data,
in the context of DRG, is called “renormalizability.”
The renormalizabilty of the theory can be put on firmer
mathematical ground using envelope theory as discussed in
Ref. [27]. The basic notion is that a perturbative solution
defines a family of curves parametrized by t0. Each of these
solutions is only valid locally for times near t0. A global
solution is then found by determining the envelope of this
set of curves, which is defined as the curve of which the
intersection with each curve in the family is tangent to the
given curve.
The connection between the RG and global analysis is
also manifest in holography. Solving the equations of
motion for a scalar field in anti-de Sitter spacetime via
the DRG leads to a first-order equation for the boundary
data that exactly corresponds to the beta function for the
coupling in the dual quantum field theory [28].
IV. LEADING ORDER INSPIRAL
The equations of motion in the harmonic gauge in the
center-of-mass frame through leading order in the potential
(i.e., Newtonian) and radiation reaction forces are [3,4,17]
a ¼ −M
r3
r þ M
2ν
15r4
_r

136M
r
þ 72v2

r
−
8M2ν
5r3

3M
r
þ v2

v: ð4:1Þ
In terms of polar coordinates, Eq. (4.1) is expressed as
̈r − rω2 ¼ −M
r2
þ 64M
3ν
15r4
_rþ 16M
2ν
5r3
_r3 þ 16M
2ν
5r
_rω2
r _ωþ 2_rω ¼ − 24M
3ν
5r3
ω −
8M2ν
5r2
_r2ω −
8M2ν
5
ω3; ð4:2Þ
whereωðtÞ ¼ _ϕðtÞ is the binary’s orbital angular frequency.
The orbital plane does not precess, and the motion is
described fully by the binary’s separation rðtÞ and the
orbital phase ϕðtÞ.
We will solve these equations perturbatively in the PN
expansion. Of course, we are ignoring the 1PN and 2PN
conservative forces that should be included for a consistent
description through 2.5PN order. Nevertheless, it is
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sufficient to use (4.2) for our purpose of demonstrating the
DRG method.
A. Perturbations of a background circular orbit
We begin by considering the radiation reaction force to
be negligible so that the background orbital motion is
nearly circular. We have chosen these conditions because it
is widely expected that many compact binary sources will
have circularized by the time their radiated gravitational
waves enter the frequency band of ground-based detectors.
However, it is straightforward to incorporate eccentricity
into the background orbit.
The leading-order background circular orbit is described
by a constant radius RB and constant angular frequency ΩB
with1
Ω2B ¼
M
R3B
: ð4:3Þ
We next calculate the deviations of this background orbit
due to the leading-order radiation reaction force (4.2) by
writing rðtÞ ¼ RB þ δrðtÞ and ωðtÞ ¼ ΩB þ δωðtÞ where
the perturbations scale with the relative velocity at the
initial time t0 as δr ∼ v5BRB and δω ∼ v5BΩB ∼ v6B=RB.
Expanding out (4.2) to first order in δr and δω gives
δ̈rðtÞ − 3Ω2BδrðtÞ − 2RBΩBδωðtÞ ¼ 0
RBδ _ωðtÞ þ 2ΩBδ_rðtÞ ¼ −
32ν
5
R6BΩ7B: ð4:4Þ
Solving for δω and substituting back into the δr equation in
(4.4) gives
δ̈rðtÞ þ Ω2BδrðtÞ ¼ −
64ν
5
Ω8BR6Bðt − t0Þ: ð4:5Þ
This equation is simple to solve using the retarded Green’s
function
Gretðt − t0Þ ¼ θðt − t0Þ
sinΩBðt − t0Þ
ΩB
ð4:6Þ
and results in the following general solution:
rðtÞ¼RB−
64ν
5
Ω6BR6Bðt− t0Þþ
64ν
5
Ω5BR6B sinΩBðt− t0Þ
þAsinðΩBðt− t0ÞþΦÞ
ωðtÞ¼ΩBþ
96ν
5
R5BΩ7Bðt− t0Þ−
128ν
5
R5BΩ6B sinΩBðt− t0Þ
−
2ΩBA
RB
sinðΩBðt− t0ÞþΦÞ: ð4:7Þ
The last two terms are solutions to the homogeneous
equation of (4.5) and come with two initial condition
parameters, A and θ. As such, we will redefine our
background solution to be
rðtÞ ¼ RB þ AB sinðΩBðt − t0Þ þΦBÞ
ωðtÞ ¼ ΩB −
2ΩBAB
RB
sinðΩBðt − t0Þ þΦBÞ; ð4:8Þ
where AB is related to a small orbital eccentricity, eB ∼ v5,
through
AB ¼ eBRB: ð4:9Þ
The perturbations consist of two types of pieces. The first
are secularly growing in time. Since, at a time
t − t0 ∼
1
νΩ6BR5B
∼
1
νv5BΩB
; ð4:10Þ
the perturbation becomes Oð1Þ, these terms will need to be
resummed in order to determine the long-time behavior of
the system. The remaining terms will be perturbatively
small for all times.
B. Renormalization
The first step in the resummation procedure is renorm-
alization. This involves absorbing all of the t0 dependence
into the bare parameters, i.e., those constants labelled by a
subscript B. We write our bare solution as
rðtÞ ¼ RB −
64ν
5
R6BΩ6Bðt− t0Þ þ
64ν
5
R6BΩ5B sinΩBðt− t0Þ
þAB sinðΩBðt− t0Þ þΦBÞ
ωðtÞ ¼ ΩB þ
96ν
5
R5BΩ7Bðt− t0Þ−
128ν
5
R5BΩ6B sinΩBðt− t0Þ
−
2ΩBAB
RB
sinðΩBðt− t0Þ þΦBÞ; ð4:11Þ
where we have promoted the integration constants A and Φ
to the status of bare parameters. Notice that AB ∼ v5RB,
which implies that _rðt0Þ ∼ v5RBΩB.
Furthermore, we may drop the nonsecularly growing
sinusoidal terms (which are solutions to the homogeneous
first-order equations of motion) in the solution for rðtÞ and
ωðtÞ. This amounts to a shift in the initial conditions, which
can be accomplished by the following replacement,
AB → AB −
64ν
5
R6BΩ5B cosðΦBÞ
ΦB → ΦB þ
64
5
νR6BΩ5B
AB
sinðΦBÞ: ð4:12Þ1The B subscript stands for bare, as opposed to renormalized
R, which will be discussed further below.
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The bare solution becomes
rðtÞ¼RB−
64ν
5
R6BΩ6Bðt− t0ÞþAB sinðΩBðt− t0ÞþΦBÞ
ωðtÞ¼ΩBþ
96ν
5
R5BΩ7Bðt− t0Þ
−
2ΩBAB
RB
sinðΩBðt− t0ÞþΦBÞ; ð4:13Þ
which satisfies the equations of motion. For completeness,
the orbital phase ϕðtÞ is computed from ωðtÞ via a simple
integration,
ϕðtÞ ¼ ΦB þ ΩBðt − t0Þ þ
48ν
5
R5BΩ7Bðt − t0Þ2
þ 2AB
RB
cosðΩBðt − t0Þ þΦBÞ: ð4:14Þ
Notice that ΦB is not the initial phase, ϕðt0Þ. Overall
constants can be dropped since they can be removed by a
coordinate change without affecting the equations of
motion.
The four quantities RB, ΩB, AB, and ΦB are parameters
fixed by the initial data of the problem. However, the initial
time t0 is completely arbitrary, and we could have per-
formed the perturbative expansion at a slightly later time,
t00 ¼ t0 þ δt, for instance. The formal expression of the
perturbative solution would have the same form as in (4.8)
except with a new set of initial conditions R0B, Ω0B, A0B, and
Φ0B and with t0 replaced by t00. If δt is small, then it is
straightforward to see that the initial conditions at t0 are
related to those at t00. This time shift can be compensated for
by redefining the bare parameters as
R0B ¼ RB −
64ν
5
R6BΩ6BδtþOðδt2Þ
Ω0B ¼ ΩB þ
96ν
5
R5BΩ7BδtþOðδt2Þ
Φ0B ¼ ΦB þΩBδtþOðδt2Þ: ð4:15Þ
Therefore, the perturbative solution at t00 is related to that at
t0 by redefining the initial conditions in such a way as to
preserve the form of the perturbative solution in (4.8). In
this way, the perturbative solutions may be pieced together
from one time to any other, thereby generating the long-
time inspiral dynamics, in the limit that δt → 0, up to the
PN accuracy of the original perturbative solution [27]. This
process of redefining, or renormalizing, the initial con-
ditions to ensure the form invariance of the perturbative
solution at different times is at the heart of the DRGmethod
[22] and, more generally, renormalization group theory.
We regard RB, ΩB, AB, and ΦB as bare parameters that
depend on the initial time t0, as suggested in (4.15). We
may think of t0 as the cutoff in the usual Wilsonian sense.
All physical renormalized quantities are independent of t0.
We relate the bare parameters to their renormalized values
RR, ΩR, AR, and ΦR through the relations
RBðt0Þ ¼ RRðτÞ þ δRðτ; t0Þ ð4:16Þ
ΦBðt0Þ ¼ ΦRðτÞ þ δΦðτ; t0Þ ð4:17Þ
ΩBðt0Þ ¼ ΩRðτÞ þ δΩðτ; t0Þ ð4:18Þ
ABðt0Þ ¼ ARðτÞ þ δAðτ; t0Þ; ð4:19Þ
where δR, δΦ, δΩ, and δA are quantities called counterterms
that are to be determined order by order in the process of
renormalizing the perturbative solutions in (4.8) and (4.14).
The new time parameter τ is the renormalization scale and
is arbitrary. The initial time t0 is like a cutoff scale when
regularizing the divergences of a field theory. However, the
perturbative solutions are independent of τ at any given
order in perturbation theory.
In terms of the renormalized initial parameters, the one-
loop result becomes
rðtÞ ¼ RR þ δR −
64ν
5
R6RΩ6Rðt − t0Þ
þ ðAR þ δAÞ sinððt − t0ÞΩR þΦR þ δΦÞ ð4:20Þ
ωðtÞ ¼ ΩR þ δΩ þ
96ν
5
R5RΩ7Rðt − t0Þ
−
2ΩRðAR þ δAÞ
RR
sinððt − t0ÞΩR þΦR þ δΦÞ
ð4:21Þ
ϕðtÞ ¼ΦR þ δΦþ ðt− t0ÞðΩR þ δΩÞ þ
48ν
5
R5RΩ7Rðt− t0Þ2
þ 2ðAR þ δAÞ
RR
cosððt− t0ÞΩR þΦR þ δΦÞ; ð4:22Þ
where we have dropped terms of order v10.
We introduce the renormalization scale into the above
solutions through t − t0 ¼ ðt − τÞ þ ðτ − t0Þ so that (4.20)–
(4.22) become
rðtÞ ¼ RR þ δR −
64ν
5
R6RΩ6Rðt − τÞ
−
64ν
5
R6RΩ6Rðτ − t0Þ þ AR sinððt − τÞΩR
þ ðτ − t0ÞΩR þΦR þ δΦÞ ð4:23Þ
ωðtÞ ¼ ΩR þ δΩ þ
96ν
5
R5RΩ7Rðt − τÞ þ
96ν
5
R5RΩ7Rðτ − t0Þ
−
2ΩRAR
RR
sinððt − τÞΩR þ ðτ − t0ÞΩR þΦR þ δΦÞ
ð4:24Þ
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ϕðtÞ ¼ ΦR þ δΦ þ ðt − τÞΩR þ ðτ − t0ÞΩR þ ðt − τÞδΩ
þ ðτ − t0ÞδΩ þ
48ν
5
R5RΩ7Rðt − τÞ2
þ 96ν
5
R5RΩ7Rðt − τÞðτ − t0Þ þ
48ν
5
R5RΩ7Rðτ − t0Þ2
þ 2AR
RR
cosððt − τÞΩR þ ðτ − t0ÞΩR þΦR þ δΦÞ:
ð4:25Þ
Renormalization proceeds by fixing the counterterms at this
order in ε to cancel the pieces that are proportional to
powers of ðτ − t0Þ. For instance, inspection of (4.23) shows
that the counterterm δR is fixed at one-loop order to be
2
δv
5
R ðτ; t0Þ ¼
64ν
5
R6RΩ6Rðτ − t0Þ; ð4:26Þ
where we have written δR ¼ δv5R þOðε2Þ. The Oðε2Þ term
is a two-loop contribution that will be calculated in the next
section. Likewise, the counterterm δΩ is found from (4.24)
to cancel the term proportional to τ − t0 so that
δv
5
Ω ðτ; t0Þ ¼ −
96ν
5
R5RΩ7Rðτ − t0Þ; ð4:27Þ
where we have again written δΩ ¼ δv5Ω þOðε2Þ.
Then, substituting these counterterms into (4.25), we
find that the perturbative solution for ϕðtÞ becomes
ϕðtÞ ¼ ΦR þ δΦ þ ðt − τÞΩR þ ðτ − t0ÞΩR
þ 48ν
5
R5RΩ7Rðt − τÞ2 −
48ν
5
R5RΩ7Rðτ − t0Þ2
þ 2AR
RR
cosððt − τÞΩR þ ðτ − t0ÞΩR þΦR þ δΦÞ:
ð4:28Þ
Notice that the term proportional to ðt − τÞðτ − t0Þ auto-
matically cancels out of the equation, which turns out to be
an important check of self-consistency as we shall see in the
next section. We see that we will need an additional
counterterm for ϕB. Choosing
δΦðτ; t0Þ ¼ −ΩRðτ − t0Þ þ
48ν
5
R5RΩ7Rðτ − t0Þ2 þOðε2Þ
ð4:29Þ
removes the last remaining secular terms, even those
appearing inside the oscillating terms in (4.23) and
(4.24) to this order in ε. We then are left with the
renormalized perturbative solutions
rðtÞ ¼ RR −
64ν
5
R6RΩ6Rðt − τÞ þ AR sinððt − τÞΩR þΦRÞ
ð4:30Þ
ωðtÞ ¼ ΩR þ
96ν
5
R5RΩ7Rðt − τÞ
−
2ΩRAR
RR
sinððt − τÞΩR þΦRÞ ð4:31Þ
ϕðtÞ ¼ ΦR þΩRðt − τÞ þ
48ν
5
R5RΩ7Rðt − τÞ2
þ 2AR
RR
cosððt − τÞΩR þΦRÞ: ð4:32Þ
Since τ is arbitrary, we will choose it to equal t when we
consider the physical solution so as to minimize all of the
secular terms giving
rðtÞ ¼ RRðtÞ þ ARðtÞ sinΦRðtÞ ð4:33Þ
ωðtÞ ¼ ΩRðtÞ −
2ΩRðtÞARðtÞ
RRðtÞ
sinΦRðtÞ ð4:34Þ
ϕðtÞ ¼ ΦRðtÞ þ
2ARðtÞ
RRðtÞ
cosΦRðtÞ: ð4:35Þ
This step is akin to scale setting in the context of canonical
RG flows.
C. Renormalization group solution
The time dependence of the renormalized initial data is
found by noting that the bare parameters are independent of
the arbitrary scale τ so that dRBðt0Þ=dτ ¼ 0 and likewise
for the other three initial parameters. For example, recall
that the bare parameter RB is given in (4.16) by
RBðt0Þ ¼ RRðτÞ þ δRðτ; t0Þ
¼ RR þ
64ν
5
R6RΩ6Rðτ − t0Þ þOðε2Þ ð4:36Þ
so that
0 ¼ dRBðt0Þ
dτ
¼ dRRðτÞ
dτ
þ 64ν
5
R6RΩ6R
þ 384ν
5
R5RΩ6Rðτ − t0Þ
dRRðτÞ
dτ
þ 384ν
5
R6RΩ5Rðτ − t0Þ
dΩRðτÞ
dτ
þOðv10R Þ:
ð4:37Þ
It is easy to see that solving perturbatively for dRR=dτ
leaves us with
2One is, of course, free to add finite contributions independent
of τ and t0, but this just amounts to a shift in τ.
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d
dτ
RRðτÞ ¼ −
64ν
5
R6RðτÞΩ6RðτÞ þ    : ð4:38Þ
since the last two terms in (4.37) are higher-order correc-
tions. Repeating these steps for the remaining initial data
yields a total of four renormalization group equations
describing theRG flow, or trajectory, of the initial conditions
d
dτ
ΩRðτÞ ¼
96ν
5
R5RðτÞΩ7RðτÞ; ð4:39Þ
d
dτ
ΦRðτÞ ¼ ΩRðτÞ; ð4:40Þ
d
dτ
ARðτÞ ¼ 0: ð4:41Þ
The right sides of these equations are called beta (β)
functions in field theory. The solutions to the RG equa-
tions (4.38)–(4.41) are easily found by integrating from
τ ¼ ti to τ ¼ t,
RRðtÞ ¼

R4RðtiÞ −
256ν
5
M3ðt − tiÞ

1=4
ð4:42Þ
ΩRðtÞ ¼ ΩRðtiÞ

RRðtiÞ
RRðtÞ

3=2
ð4:43Þ
ΦRðtÞ ¼ ΦRðtiÞ þ
R5=2R ðtiÞ − R5=2R ðtÞ
32νM5=2
ð4:44Þ
ARðtÞ ¼ ARðtiÞ: ð4:45Þ
These are nothing but the textbook orbit-averaged solutions
(see, for instance, Sec. IV.1 in Ref. [16]). Thus, the differ-
ence between the DRG solutions and the orbit-averaged
solutions are the sinusoidal terms in (4.33)–(4.35). Note that
these terms do not have constant periods and thus orbit
averaging will not set them strictly to zero. The lack of a
definite period is another weakness of the averaging pro-
cedure [20,21]
As can be seen from (4.43), the quantity R3RðtÞΩ2RðtÞ is
an invariant along the RG trajectory. This constant is just
equal to M. Other RG invariants can be found from these
relations that are not so trivial, including
R4RðtÞ þ
256ν
5
M3t ¼ constant ð4:46Þ
ΦRðtÞ þ
R5=2R ðtÞ
32νM5=2
¼ constant: ð4:47Þ
The expressions in (4.42)–(4.45), combined with the
renormalized solutions in (4.33)–(4.35), give the resummed
solution to the 0PN inspiral dynamics valid up to times
t − ti of order 1=ðνv5RðtÞΩRðtÞÞ. Note that the initial radial
velocity depends on ARðtiÞ and ΦRðtiÞ at this order via the
relation
_rðtiÞ ¼ ARðtiÞΩRðtiÞ cosΦRðtiÞ −
64ν
5
RRðtiÞ6ΩRðtiÞ6:
ð4:48Þ
For the purposes of comparison, we next find the
numerical solution of an equal-mass compact binary
inspiral where the total mass is M ¼ 1. Specifically, we
choose the following initial data at ti ¼ 0 for demonstration
purposes:
ϕð0Þ ¼ 0
ωð0Þ ¼ 10−2=M
rð0Þ ¼ ðM=ωð0Þ2Þ1=3 ¼ 104=3M
_rð0Þ ¼ 0: ð4:49Þ
Notice that the typical speed scale is v ∼ rð0Þωð0Þ ≈ 0.2
and v5 ∼ 5 × 10−4, which are manageable numbers for
numerical studies, which is why we have chosen them. To
relate these initial conditions to the parameters RRðtiÞ,
ΩRðtiÞ, ΦRðtiÞ, and ARðtiÞ, we set (4.30)–(4.32) and the
time derivative of (4.30) at ti ¼ 0 equal to the above initial
data. This yields four equations in the four parameters,
which we solve numerically. Recall that ARð0Þ ¼
eRð0ÞRRð0Þ is proportional to the initial eccentricity
eRð0Þ, which we took to be Oðv5Þ.
In Fig. 1, we compare the numerical solution (black) to
our RG resummed solution (orange). The top left (right)
panel shows these solutions for the orbital radius (phase).
The bottom panels show the fractional errors for the orbital
radius and phase solutions, respectively. The orange (blue)
curves show the fractional errors between the RG resummed
(adiabatic, orbit-averaged) and numerical solutions.
The adiabatic solutions come from solving the flux-
balance equations, which are averaged over the orbital
period [17]. It should be noted that the adiabatic solutions
contain an ambiguity in specifying the initial data because
of the orbit-averaging procedure, as discussed in
Refs. [20,21], which can be seen at early times in the
bottom right panel of Fig. 1. In addition, for orbits with
larger eccentricities, it is not clear which oscillations the
adiabatic approximation should remove (e.g., those para-
metrized by coordinate time, eccentric anomaly, true
anomaly, or mean anomaly), which becomes important
for periastron advance when PN corrections are included.
As such, comparisons to the adiabatic approximation
should be regarded as more qualitative rather than quanti-
tative, perhaps. With these comments in mind, we remark
that the DRG method provides a systematic procedure for
deriving unambiguous predictions for the compact binary’s
real-time evolution.
In Sec. V, we will improve the accuracy of the resummed
perturbative solution to (4.2), especially at late times, by
including second-order corrections in ε, which will induce
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an RG flow for the renormalized oscillation amplitude AR
(i.e., the orbital eccentricity).
D. Estimating errors of the resummed solutions
The bare perturbative solutions in (4.13)–(4.14) are
accurate up to Oðv10B Þ corrections when ignoring higher-
order PN corrections that we did not originally include in
the equations of motion in (4.2). When renormalizing the
integration constants, the error being made in the pertur-
bation theory is Oðv10R Þ because all bare parameters are
written in terms of their renormalized values plus higher-
order counterterms.
Next, we recall that rðtÞ, ωðtÞ, and ϕðtÞ are independent
of τ so that differentiating the radial solution, for example,
implies that
0¼dRR
dτ
þ64
5
νR6RΩ6RþAR

dΦR
dτ
−ΩR

cosðΩRðt−τÞþΦRÞ
þOðv10R RRΩRÞ; ð4:50Þ
where we have included the error term. The extra factor of
RR in the error term is to ensure the correct dimensions and
scaling for the radial solution, while the factor of ΩR is the
reciprocal of the orbital time scale from the τ derivative. Of
course, the RG equations in (4.38) and (4.40) tell us that
this is satisfied identically, but the error term implies that
the RG equations should be written more completely as
dRR
dτ
¼ − 64
5
νR6RΩ6R þOðv10R RRΩRÞ ð4:51Þ
and similarly for the other ones. Therefore, the RG solu-
tions are determined up to Oðv10R ΩRðt − tiÞÞ corrections,
and the resummed perturbative solutions are valid until
times
t − ti ∼
1
v10R ΩR
∼
1
R10R Ω11R
: ð4:52Þ
Notice that this elapsed time of validity is measured with
respect to the renormalized integration constants at the
initial time ti.
V. GOING TO TWO LOOPS: TWO INSERTIONS
OF RADIATION REACTION
We now show how to include two insertions of the
leading-order radiation reaction force. In doing so, we will
show how to renormalize to Oðε2Þ in the DRG formalism.
Following the field theory terminology, we call this a “two-
loop” calculation, despite the fact that all our calculations are
more akin to “tree” level Feynman diagrams. Indeed, the
DRG calculations can be couched in terms of these diagrams
by thinking of the background (circular) orbit as a source
insertion and treating rðtÞ and ωðtÞ as two distinct one-
dimensional fields. However, it is not clear that Feynman
diagrams are of much utility for us, though they may help
keep track of the systematics as one goes to higher orders.
We work in what is known as “bare perturbation theory.”
In this way of organizing the calculation,3 we work with
only bare parameters at arbitrary order and then fix the
counterterms a posteriori, as we did in the previous section.
Wewill see that at second order there will be a nontrivial set
of consistency checks of the calculation.
FIG. 1. Top panels: Orbital radius and phase vs time for an equal-mass compact binary inspiral with initial data given in (4.49). The
numerical solution of the 0PN equations of motion (black) and the renormalization group resummed solution (orange) are shown.
Bottom panels: Fractional errors for the orbital radius and phase, respectively, between the numerical solution and the resummed
(orange) and adiabatic or orbit-averaged (blue) approximate solutions.
3At leading order, the distinction between bare and renormal-
ized perturbation theory is nominal.
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We begin by introducing the second-order notation
r ¼ RB þ δrðtÞ þ δκðtÞ
ω ¼ ΩB þ δωðtÞ þ δρðtÞ; ð5:1Þ
where δκ ∼ v10B RB and δρ ∼ v10B ΩB ∼ v11B =RB and the first-order solutions were calculated in the previous section. The
equations of motion for δκ and δρ are
δκ̈ðtÞ − 3Ω2BδκðtÞ ¼
112
15
νR5BΩ6Bδ_rðtÞ −
3Ω2B
RB
δ_r2ðtÞ þ RBδω2ðtÞ þ 2RBΩBδρðtÞ þ 2ΩBδrðtÞδωðtÞ ð5:2Þ
δ_ρðtÞ þ 2ΩB
RB
δ_κðtÞ ¼ − 48
5
νR5BΩ6BδωðtÞ þ 8νR4BΩ7BδrðtÞ −
2
RB
δωðtÞδ_rðtÞ − 2
RB
δrðtÞδ _ωðtÞ − 2ΩB
R2B
δrðtÞδ_rðtÞ: ð5:3Þ
The solution for the second-order radial perturbation δκ is given by
δκðtÞ ¼ − 3
2
A2B
RB
þ 29696
75
ν2R11B Ω10B −
6144
25
ν2R11B Ω12B ðt − t0Þ2 þ
272
5
νABR5BΩ5B cosΦB þ
3A2B
RB
cos 2ΦB
þ 3
2
A2B
RB
cosΩBðt − t0Þ −
29696
75
ν2R11B Ω10B cosΩBðt − t0Þ −
32
3
νABR5BΩ5B cosðΦB −ΩBðt − t0ÞÞ
−
5
4
A2B
RB
cosð2ΦB − ΩBðt − t0ÞÞ −
656
15
νABR5BΩ5B cosðΦB þ ΩBðt − t0ÞÞ
þ 48
5
νABR5BΩ7Bðt − t0Þ2 cosðΦB þ ΩBðt − t0ÞÞ þ
1
2
A2B
RB
cosð2ΦB þ 2ΩBðt − t0ÞÞ
−
9
4
A2B
RB
cosð2ΦB þ ΩBðt − t0ÞÞ −
496
15
νABR5BΩ6Bðt − t0Þ sinðΦB þΩBðt − t0ÞÞ; ð5:4Þ
while that for δρ is
δρðtÞ ¼ 3A
2
BΩB
RB
−
59392
75
ν2R10B Ω11B þ
16896
25
ν2R10B Ω13B ðt − t0Þ2 −
408
5
νABR4BΩ6B cosΦB −
9
2
A2BΩB
R2B
cos 2ΦB
−
3A2BΩB
R2B
cosΩBðt − t0Þ þ
59392
75
ν2R10B Ω11B cosΩBðt − t0Þ þ
64
3
νABR4BΩ6B cosðΦB −ΩBðt − t0ÞÞ
þ 5
2
A2BΩB
R2B
cosð2ΦB − ΩBðt − t0ÞÞ þ
904
15
νABR4BΩ6B cosðΦB þΩBðt − t0ÞÞ
−
96
5
νABR4BΩ8Bðt − t0Þ2 cosðΦB þΩBðt − t0ÞÞ −
5
2
A2BΩB
R2B
cosð2ΦB þ 2ΩBðt − t0ÞÞ
þ 9
2
A2BΩB
R2B
cosð2ΦB þ 2ΩBðt − t0ÞÞ þ
32
15
νABR4BΩ7Bðt − t0Þ sinðΦB þΩBðt − t0ÞÞ: ð5:5Þ
As in the previous section for the one-loop calculation, we can shift the initial parameters so as to remove the redundant
pieces that are finite (i.e., nonsecular) homogenous solutions. It is straightforward to show with some algebra and
trigonometric identities that the shift
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AB → AB −
15
4
A2B
RB
sinΦB þ
29696
75
ν2R11B Ω10B sinΦB þ
32
3
νABR5BΩ5B sin 2ΦB þ
5
4
A2B
RB
sin 3ΦB
ΦB → ΦB þ
3
4
AB
RB
cosΦB þ
29696
75
ν2R11B Ω10B
AB
cosΦB þ
32
3
νR5BΩ5B cos 2ΦB þ
5
4
AB
RB
cos 3ΦB
RB → RB þ
2A2B
RB
−
118784
225
ν2R11B Ω10B −
272
5
νABR5BΩ5B cosΦB −
3A2B
RB
cos 2ΦB
ΩB → ΩB −
3A2BΩB
RB
þ 59392
75
ν2R10B Ω11B þ
408
5
νABR4BΩ6B sinΦB −
9
2
A2BΩB
RB
cos 2ΦB ð5:6Þ
removes the redundant, finite terms.4 We are then left with the following expressions for the perturbative solutions at
Oðv10Þ,
δκðtÞ ¼ 1
2
A2B
RB
−
29696
75
ν2R11B Ω10B −
6144
25
ν2R11B Ω12B ðt − t0Þ2 −
656
15
νABR5BΩ5B cosðΦB þΩBðt − t0ÞÞ
þ 48
5
νABR5BΩ7Bðt − t0Þ2 cosðΦB þ ΩBðt − t0ÞÞ þ
1
2
A2B
RB
cosð2ΦB þ 2ΩBðt − t0ÞÞ
−
496
15
νABR5BΩ6Bðt − t0Þ sinðΦB þ ΩBðt − t0ÞÞ ð5:7Þ
δρðtÞ ¼ 16896
25
ν2R10B Ω13B ðt − t0Þ2 þ
904
15
νABR4BΩ6B cosðΦB þΩBðt − t0ÞÞ
−
96
5
νABR4BΩ8Bðt − t0Þ2 cosðΦB þ ΩBðt − t0ÞÞ −
5
2
A2BΩB
R2B
cosð2ΦB þ 2ΩBðt − t0ÞÞ
þ 32
15
νABR4BΩ7Bðt − t0Þ sinðΦB þΩBðt − t0ÞÞ; ð5:8Þ
which are easily shown to satisfy the equations of motion to the order in which we are working.
A. Renormalization
Starting from the bare perturbative solutions for δκðtÞ and δρðtÞ, we next renormalize the initial parameters of the system
to absorb the secular divergences as we did above at one loop.
Additional contributions enter at Oðv10Þ that come from expanding out the bare parameters of the one-loop contribution
to rðtÞ as well as the δv10R counterterm that comes from the background piece, RB. The totality of those pieces together with
the expression for δκðtÞ gives the full renormalized v10 contribution to rðtÞ, which we call rv10ðtÞ. Using the expressions for
the one-loop counterterms given in (4.26), (4.27), and (4.29) and introducing the renormalization scale τ through
t − t0 ¼ ðt − τÞ þ ðτ − t0Þ, we find that the full Oðv10Þ contribution to the perturbative radial solution is
rv10ðtÞ ¼
1
2
A2R
RR
−
29696
75
ν2R11R Ω10R −
6144
25
ν2R11R Ω12R ½ðt − τÞ2 − ðτ − t0Þ2 −
656
15
νARR5RΩ5R cosðΦR þ ΩRðt − τÞÞ
þ 48
5
νARR5RΩ7Rðt − τÞ2 cosðΦR þΩRðt − τÞÞ þ
1
2
A2R
RR
cosð2ΦR þ 2ΩRðt − τÞÞ
−
496
15
νARR5RΩ6R½ðt − τÞ þ ðτ − t0Þ sinðΦR þ ΩRðt − τÞÞ þ δv10R þ δv10A sinðΦR þ ðt − τÞΩRÞ; ð5:9Þ
where, as usual, we are ignoring terms that are beyond v10.
4These shifts have some freedom parametrized by a constant μ that should be fixed. For the shifts in (5.6), we have chosen a scheme
so as to keep the resulting two-loop RG equations as simple as possible, which is equivalent to choosing μ so as to remove all of the
finite, t-independent pieces in δρðtÞ. Of course, one is free to choose other values for μ, which changes the ensuing RG equations and
perturbative expressions but in a way that does not change the predictions for the physical quantities, rðtÞ and ϕðtÞ.
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The Oðv10Þ counterterms for R and A are given by
δv
10
R ¼ −
6144
25
ν2R11R Ω12R ðτ − t0Þ2
δv
10
A ¼
496
15
ARνR5RΩ6Rðτ − t0Þ: ð5:10Þ
In calculating (5.9), we encounter terms proportional to
ðt − τÞðτ − t0Þ between the linear and quadratic terms. The
fact that such cross-terms cancel when using the expres-
sions for the one-loop counterterms constitutes a consis-
tency check because otherwise there would be residual t0
contributions surviving that would be akin to having a
“nonrenormalizable” field theory. The renormalized, finite
contribution to the second-order radial perturbation is then
given by
rv10ðtÞ ¼
1
2
A2R
RR
−
29696
75
ν2R11R Ω10R −
656
15
νARR5RΩ5R cosΦR
þ 1
2
A2R
RR
cos 2ΦR; ð5:11Þ
and we have again used the scale setting, τ ¼ t.
As with the radial solution, additional contributions
contribute to δρðtÞ at Oðv10Þ that come from expanding
out the bare parameters of the one-loop contribution to ωðtÞ
as well as the δv
10
Ω counterterm that comes from the
background piece, ΩB. The totality of those pieces together
with the expression for δρðtÞ gives the full renormalized v10
contribution to ωðtÞ, which we call ωv10ðtÞ. Using the
expressions for the one-loop counterterms given in (4.26),
(4.27), and (4.29) and introducing the renormalization scale
τ through t − t0 ¼ ðt − τÞ þ ðτ − t0Þ, we find that the full
Oðv10Þ contribution to the perturbative angular frequency
solution is
ωv10ðtÞ ¼
16896
25
ν2R10R Ω13R ½ðt − τÞ2 − ðτ − t20Þ þ
904
15
νARR4RΩ6R cosðΦR þΩRðt − τÞÞ
−
96
5
νARR4RΩ8Rðt − τÞ2 cosðΦR þ ΩRðt − τÞÞ −
5
2
A2RΩR
R2R
cosð2ΦR þ 2ΩRðt − τÞÞ
þ 32
15
νARR4RΩ7Rðt − τÞ sinðΦR þ ΩRðt − τÞÞ þ δv10Ω : ð5:12Þ
Notice, again, that in adding these contributions to (5.14) we encounter nontrivial cancellations. In particular, the terms
proportional to sinusoids cancel exactly, as they must since there is no counterterm of this form. The only remaining secular
divergence appears in the third term of the first line and is quadratic in ðτ − t0Þ2. We identify this term with δv10Ω ,
δv
10
Ω ¼
16896
25
ν2R10R Ω13R ðτ − t0Þ2; ð5:13Þ
so that we are left with, after scale setting τ ¼ t,
ωv10ðtÞ ¼
904
15
νARR4RΩ6R cosΦR −
5
2
A2RΩR
R2R
cos 2ΦR: ð5:14Þ
As with the one-loop calculation, we can calculate the second-order contribution to the orbital phase, δσðtÞ, by
integrating δρ over time,
δσðtÞ ¼ − 504
5
νABR4BΩ5B sinΦB þ
5
4
A2B
R2B
sin 2ΦB þ
504
5
νABR4BΩ5B sinðΦB þ ΩBðt − t0ÞÞ
þ 5632
25
ν2R10B Ω13B ðt − t0Þ3 −
608
15
νABR4BΩ6Bðt − t0Þ cosðΦB þ ΩBðt − t0ÞÞ
−
96
5
νABR4BΩ7Bðt − t0Þ2 sinðΦB þΩBðt − t0ÞÞ −
5
4
A2B
R2B
sinð2ΦB þ 2ΩBðt − t0ÞÞ: ð5:15Þ
Proceeding as before, we find the Oðv10Þ contribution to the phase to be
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ϕv10ðtÞ ¼ δv10Φ −
504
5
νARR4RΩ5R sinΦBðt0Þ þ
5
4
A2R
R2R
sin 2ΦBðt0Þ þ
5632
25
ν2R10R Ω13R ðτ − t0Þ3
þ 5632
25
ν2R10R Ω13R ðt − τÞ3 −
608
15
νARR4RΩ6Rðt − τÞ cosðΦR þ ΩRðt − τÞÞ
−
96
5
νARR4RΩ7Rðt − τÞ2 sinðΦR þ ΩRðt − τÞÞ þ
504
5
νARR4RΩ5R sinðΦR þΩRðt − τÞÞ
−
5
4
A2R
R2R
sinð2ΦR þ 2ΩRðt − τÞÞ: ð5:16Þ
We choose the Oðv10Þ phase counterterm δv10Φ to cancel the last three terms in the first line of the equation above,
δv
10
Φ ðτ; t0Þ ¼
504
5
νARR4RΩ5R sinΦBðt0Þ −
5
4
A2R
R2R
sin 2ΦBðt0Þ −
5632
25
ν2R10R Ω13R ðτ − t0Þ3: ð5:17Þ
The resulting expression for the Oðv10Þ phase at τ ¼ t is
then given by
ϕv10ðtÞ ¼
504
5
νARR4RΩ5R sinΦR −
5
4
A2R
R2R
sin 2ΦR: ð5:18Þ
B. Renormalization group solution
Putting together the order ε and ε2 counterterms, we have
δR ¼
64ν
5
R6RΩ6Rðτ − t0Þ −
6144
25
ν2R11R Ω12R ðτ − t0Þ2
δΩ ¼ −
96ν
5
R5RΩ7Rðτ − t0Þ þ
16896
25
ν2R10R Ω13R ðτ − t0Þ2
δA ¼
496
15
ARνR5RΩ6Rðτ − t0Þ
δΦ ¼ −ΩRðτ − t0Þ þ
48ν
5
R5RΩ7Rðτ − t0Þ2
−
5632
25
ν2R10R Ω13R ðτ − t0Þ3
þ 504
5
νARR4RΩ5R sinΦBðt0Þ
−
5
4
A2R
R2R
sin 2ΦBðt0Þ: ð5:19Þ
From the expressions relating the bare parameters to the
renormalized quantities and counterterms, we derive the
RG equations through two loops. The RG equation for RR
through two loops is given by
0 ¼ d
dτ
RBðt0Þ
¼ dRRðτÞ
dτ
þ 64
5
νR6RΩ6R þ
384
5
νR5RΩ5Rðτ − t0Þ
×

ΩR
dRRðτÞ
dτ
þ RR
dΩRðτÞ
dτ

−
12288
25
ν2R11R Ω12R ðτ − t0Þ þOðv15Þ: ð5:20Þ
At first sight, this result seems problematic since it formally
diverges.5 However, solving this equation iteratively in ε
shows that the result is finite (i.e., independent of τ − t0),
leaving
dRR
dτ
¼ − 64ν
5
R6RΩ6R þOðv15Þ: ð5:21Þ
Similarly, for the orbital angular frequency, we have
0 ¼ d
dτ
ΩBðt0Þ
¼ dΩRðτÞ
dτ
−
96
5
νR5RΩ7R −
96
5
νR4RΩ6Rðτ − t0Þ
×

5ΩR
dRR
dτ
þ 7RR
dΩR
dτ

þ 33792
25
ν2R10R Ω13R ðτ − t0Þ þOðv15Þ: ð5:22Þ
Again, solving this iteratively, we find that the beta function
is independent of the regulator, and as in the case with RR,
the two-loop correction does not change the beta function,
leaving
dΩR
dτ
¼ 96ν
5
R5RΩ7R: ð5:23Þ
Through Oðv10Þ, the beta function for the amplitude of
oscillation receives a two-loop correction and induces a
nontrivial RG flow described by
d
dτ
ARðτÞ ¼ −
496
15
ARνR5RΩ6R; ð5:24Þ
which has the solution
ARðtÞ ¼ ARðtiÞ

RRðtÞ
RRðtiÞ

31=12
⇒ eRðtÞ≡ ARðtÞRRðtÞ
¼ eRðtiÞ

RRðtÞ
RRðtiÞ

19=12
; ð5:25Þ
5In the sense that the result depends upon the cutoff, t0.
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where eRðtÞ is theOðv5RÞ time-dependent eccentricity of the
binary’s orbit from (4.9). The power-law relation between
eR and RR, namely, RR ∼ e
12=19
R agrees with the well-known
result from Peters [29] when eR ≪ 1.
Finally, the RG equation through Oðv10Þ for the phase
parameter satisfies
0 ¼ d
dτ
ΦBðt0Þ
¼ dΦR
dτ
−ΩR − ðτ − t0Þ
dΩR
dτ
þ 96
5
νR5RΩ7Rðτ − t0Þ
þ 48
5
νR4RΩ6Rðτ − t0Þ2

5ΩR
dRR
dτ
þ 7RR
dΩR
dτ

−
16896
25
ν2R10R Ω13R ðτ − t0Þ2 þOðv15Þ: ð5:26Þ
Note that the last two terms in (5.19) for δΦ do not
contribute at this order. Again, solving this iteratively,
we find that the beta function is independent of the
regulator t0, leaving us with
dΦR
dτ
¼ ΩR: ð5:27Þ
Therefore, through two loops, we see that the RG equations
for RR, ΩR, and ΦR are the same as at one loop. However,
the beta function at two loops for the eccentricity receives a
nontrivial contribution that induces an RG flow for eR
in time.
Given our solutions to the RG equations, we may now
write down the result for the resummed orbital coordinates
through Oðv10Þ,
rðtÞ ¼ RRðtÞ

1þ eRðtÞ sinΦRðtÞ þ
1
2
e2RðtÞ −
29696
75
ν2R10R ðtÞΩ10R ðtÞ
−
656
15
νeRðtÞR5RðtÞΩ5RðtÞ cosΦRðtÞ þ
1
2
e2RðtÞ cos 2ΦRðtÞ þOðv15R ΩRðt − tiÞÞ

ð5:28Þ
ωðtÞ¼ΩRðtÞ

1−2eRðtÞsinΦRðtÞþ
904
15
νeRðtÞR5RðtÞΩ5RðtÞcosΦRðtÞ−
5
2
e2RðtÞcos2ΦRðtÞþOðv15R ΩRðt− tiÞÞ

ð5:29Þ
ϕðtÞ¼ΦRðtÞþ2eRðtÞcosΦRðtÞþ
504
5
νeRðtÞR5RðtÞΩ5RðtÞsinΦRðtÞ−
5
4
e2RðtÞsin2ΦRðtÞþOðv15R ΩRðt− tiÞÞ; ð5:30Þ
where we have included the error terms, which can be
derived as discussed in Sec. IV D, and have written
AR ¼ eRRR. The expressions for the two-loop renormal-
ized initial conditions are given in (4.42)–(4.44) and (5.25).
It is straightforward to show that these resummed pertur-
bative solutions satisfy the equations of motion through
Oðv10Þ and that dϕðtÞ=dt ¼ ωðtÞ to the same order. In the
case where the initial data is fine-tuned so as to yield a
quasicircular inspiral [i.e., by setting ARðtiÞ ¼ eRðtiÞ ¼ 0],
the resummed solutions become
rqcðtÞ ¼ RRðtÞ −
29696
75
ν2R11R ðtÞΩ10R ðtÞ
ωqcðtÞ ¼ ΩRðtÞ
ϕqcðtÞ ¼ ΦRðtÞ: ð5:31Þ
Figure 2 shows the fractional errors between the numeri-
cal solution of (4.2) and the one-loop (blue) and two-loop
(orange) resummed solutions for the orbital radius (top
panel) and phase (bottom panel). We observe a marked
global improvement in the two-loop resummed solution for
rðtÞ, providing at least an order of magnitude better
FIG. 2. Fractional errors for the orbital radius (top panel) and
phase (bottom panel) between the numerical solution of (4.2),
(4.49) and the one-loop (blue) and two-loop (orange) resummed
solutions for the same system and initial conditions shown in
Fig. 1.
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accuracy than the one-loop resummed solution. The two-
loop resummed phase shows the same trend as the one-loop
solution but is much better at describing the small oscil-
lations due to the Oðv5Þ eccentricity that results from
choosing _rð0Þ ¼ 0 as part of the initial data.
VI. BEYOND LEADING ORDER RADIATION
REACTION
In this formalism, the inclusion of higher-order radiation
reaction forces is straightforward. The equations of motion
through the 1PN correction to radiation reaction forces
[5,6] are given by
̈r − rω2 ¼ −M
r2
þ 64
15
M3ν
r4
_rþ 16
5
M2ν
r3
ð_r3 þ _rr2ω2Þ
−
8
105
M4ν
r5
ð821þ 210νÞ_r
þ 8
105
M3ν
r4
_rðð−362þ 245νÞr2ω2 − 775_r2Þ
−
4
35
M2ν
r3
_rðð−65þ 84νÞr4ω4
þ ð59þ 84νÞr2ω2 _r2 þ 54_r4Þ ð6:1Þ
and
r _ωþ 2_rω ¼ − 24
5
M3ν
r3
ω −
8
5
M2ν
r2
ωð_r2 þ r2ω2Þ
þ 4
105
M4ν
r4
ð1325þ 546νÞω
−
2
105
M3ν
r3
ωð2ð205þ 777νÞr2ω2
− ð1025þ 1414νÞ_r2Þ
þ 2
35
M2ν
r2
ωðð313þ 42νÞr4ω4
− ð1747 − 42νÞr2ω2 _r2 þ 40_r4Þ: ð6:2Þ
We are interested in demonstrating how to handle higher
PN-order secular terms in DRG, so we do not include
the 1PN or higher potentials here, which do not (directly)
generate secularly diverging perturbations. Of course,
a fully consistent orbital solution should include all
potentials that contribute to a given PN order.
As done in the previous section, we expand the solution
around the background including perturbations up to order
v7B. Following (5.1), where now δκ ∼ v7BRB and δρ∼
v6BΩB ∼ v7B=RB, we find that the perturbed radial and
angular frequency solutions contain the following contri-
butions at this order:
rðtÞ ⊃ − 4ν
105
R8RΩ8Rð336ν − 3179Þðt − t0Þ ð6:3Þ
ωðtÞ ⊃ 2ν
35
R7RΩ9Rð336ν − 3179Þðt − t0Þ ð6:4Þ
ϕðtÞ ⊃ 1
35
νR7RΩ9Rð336ν − 3179Þðt − t0Þ2: ð6:5Þ
At this order, there is no mixing between the subleading
corrections (i.e., δρδκ) and the leading v5 pieces (δr and
δω). As such, there are no quadratic divergences in rðtÞ
and ωðtÞ.
The associated counterterms then lead to the following
RG equations:
dRR
dτ
ðτÞ¼−64ν
5
R6RΩ6R−
4ν
105
ð336ν−3179ÞR8RΩ8R ð6:6Þ
dΩR
dτ
ðτÞ ¼ 96ν
5
R5RΩ7R þ
2ν
35
ð336ν − 3179ÞR7RΩ9R ð6:7Þ
dΦR
dτ
ðτÞ ¼ ΩR: ð6:8Þ
The exact solutions to the frequency and phase RG
equations are
ΩRðtÞ ¼ ΩRðtiÞð
RRðtÞ
RRðtiÞ
Þ3=2 ¼ M
1=2
R3=2R ðtÞ
ð6:9Þ
−
32ν
5
M5=2ðΦRðtÞ −ΦRðtiÞÞ
¼ 1
5
ðR5=2R ðtÞ − R5=2R ðtiÞÞ þ
1
3
αMðR3=2R ðtÞ − R3=2R ðtiÞÞ
þ α2M2ðR1=2R ðtÞ − R1=2R ðtiÞÞ
− α5=2M5=2

tanh−1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RRðtÞ
αM
r
− tanh−1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RRðtiÞ
αM
r 
;
ð6:10Þ
where
α≡ 3179
336
− ν ≈ 9.5 − ν ð6:11Þ
and we have used the fact that the combination R3RΩ2R ¼ M
is an RG invariant. Here and below, we choose the RG scale
τ to be the observation time t.
The solution to the radial RG equation is found by first
writing it as
R4R
RR − αM
dRR ¼ −
64
5
M3νdτ: ð6:12Þ
Integrating both sides gives the exact but implicit relation,
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−
64ν
5
M3ðt − tiÞ
¼ 1
4
ðR4RðtÞ − R4RðtiÞÞ þ
1
3
αMðR3RðtÞ − R3RðtiÞÞ
þ 1
2
α2M2ðR2RðtÞ − R2RðtiÞÞ þ α3M3ðRRðtÞ − RRðtiÞÞ
þ α4M4 log

RRðtÞ − αM
RRðtiÞ − αM

: ð6:13Þ
Note that setting α ¼ 0 in these RG solutions recovers the
one-loop 0PN results derived in the previous sections. The
RG solution for the one-loop oscillation amplitude is also
given exactly at this order by
ARðtÞ ¼ ARðtiÞ ¼ constant: ð6:14Þ
A two-loop calculation would induce a nontrivial RG flow
for the eccentricity as in the 0PN example in the previous
section.
VII. CONCLUSION
In this work, we have shown how to utilize the
dynamical renormalization group formalism to solve for
the long-time behavior for binary inspirals by systemati-
cally resumming secularly growing perturbations. By
utilizing this formalism, one can avoid the ambiguities
intrinsic to using the adiabatic approximation and orbit
averaging [20,21]. We generated an analytic form for the
trajectory of an inspiral at second order in the leading
(2.5PN) radiation reaction force. At this order, there exist
highly nontrivial consistency checks of the formalism. In
particular, it must be that all secular divergences have the
right functional form to be absorbable into the initial
conditions for the orbit. This attribute is called renormaliz-
ability in the context of field theory. Since this formalism
solves the equations of motion directly (i.e., without
appealing to any kind of averaging procedure), then to
go beyond 1PN accuracy, one would require the 2PN
correction to the radiation reaction force.
Perhaps the most fertile ground for this formalism is in
spin dynamics, where finding closed form solutions
becomes a significant challenge. In nearly all studies of
spin effects on compact binary inspiral evolutions, the
equations describing the components of the spin vectors are
orbit averaged and, more recently, precession averaged
[13,14]. However, the dynamical renormalization group
does not require averaging over short time scales in the
problem to render the problem more amenable for solving,
whether analytically or numerically. Instead, a naive
perturbative solution of the full, nonaveraged equations
of motion for the binary’s orbital coordinates and spin
vectors is the starting point for the dynamical renormaliza-
tion group method. Incorporating spin effects will be the
subject of a companion paper [30].
ACKNOWLEDGMENTS
We thank Luc Blanchet, Marc Favata, Bala Iyer, and
Nico Yunes for useful discussions and comments on a
previous draft. C. R. G. was supported by NSF Grants
No. CAREER-0956189 and No. PHY-1404569 to the
California Institute of Technology, by the Sherman
Fairchild Foundation, and also thanks the Brinson
Foundation for partial support. I. Z. R. was supported by
Grant No. NSF-1407744.
[1] B. P. Abbott et al. (LIGO Scientific Collaboration and Virgo
Collaboration), Phys. Rev. Lett. 116, 061102 (2016).
[2] B. P. Abbott et al. (LIGO Scientific Collaboration and Virgo
Collaboration), Phys. Rev. Lett. 116, 241103 (2016).
[3] W. L. Burke and K. S. Thorne, Relativity, edited by M.
Carmeli, S. I. Fickler, and L. Witten (Plenum, New York,
1970), p. 209.
[4] W. L. Burke, J. Math. Phys. (N.Y.) 12, 401 (1971).
[5] B. R. Iyer and C. Will, Phys. Rev. Lett. 70, 113 (1993).
[6] B. R. Iyer and C. Will, Phys. Rev. D 52, 6882 (1995).
[7] L. Blanchet, Phys. Rev. D 47, 4392 (1993).
[8] C. R. Galley and A. K. Leibovich, Phys. Rev. D 86, 044029
(2012).
[9] L. Blanchet and T. Damour, Phys. Rev. D 37, 1410 (1988).
[10] C. R. Galley, A. K. Leibovich, R. A. Porto, and A. Ross,
Phys. Rev. D 93, 124010 (2016).
[11] C. M. Will, Phys. Rev. D 71, 084027 (2005).
[12] H. Wang and C. M. Will, Phys. Rev. D 75, 064017 (2007).
[13] M. Kesden, D. Gerosa, R. O’Shaughnessy, E. Berti, and
U. Sperhake, Phys. Rev. Lett. 114, 081103 (2015).
[14] D. Gerosa, M. Kesden, U. Sperhake, E. Berti, and R.
O’Shaughnessy, Phys. Rev. D 92, 064016 (2015).
[15] D. Gerosa, M. Kesden, R. O’Shaughnessy, A. Klein, E.
Berti, U. Sperhake, and D. Trifiro, Phys. Rev. Lett. 115,
141102 (2015).
[16] M. Maggiore, Theory and Experiments, Gravitational
Waves (Oxford University Press, Oxford, 2008), Vol. 1.
[17] L. Blanchet, Living Rev. Relativ. 17, 2 (2014).
[18] T. Damour, Phys. Rev. Lett. 51, 1019 (1983).
[19] K. Chatziioannou, A. Klein, N. Cornish, and N. Yunes,
Phys. Rev. Lett. 118, 051101 (2017).
[20] A. Pound and E. Poisson, Phys. Rev. D 77, 044013 (2008).
[21] A. Pound, E. Poisson, and B. G. Nickel, Phys. Rev. D 72,
124001 (2005).
DERIVING ANALYTIC SOLUTIONS FOR COMPACT … PHYSICAL REVIEW D 95, 104054 (2017)
104054-15
[22] L.-Y. Chen, N. Goldenfeld, and Y. Oono, Phys. Rev. E 54,
376 (1996).
[23] C. M. Bender and S. A. Orszag, Advanced Mathematical
Methods for Scientists and Engineers (Springer, New York,
1999).
[24] D. Boyanovsky and H. J. de Vega, Ann. Phys. (Amsterdam)
307, 335 (2003).
[25] C. R. Galley, Phys. Rev. Lett. 110, 174301 (2013).
[26] C. R. Galley, D. Tsang, and L. C. Stein, arXiv:1412.3082.
[27] T. Kunihiro, Prog. Theor. Phys. 94, 503 (1995); 95, 835(E)
(1996).
[28] Y. Nakayama, Phys. Rev. D 88, 105006 (2013).
[29] P. C. Peters, Phys. Rev. 136, B1224 (1964).
[30] C. R. Galley and I. Z. Rothstein (unpublished).
CHAD R. GALLEY and IRA Z. ROTHSTEIN PHYSICAL REVIEW D 95, 104054 (2017)
104054-16
