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Abstrat
We prove that that for all ε, having ogrowth exponent at most
1/2 + ε (in base 2m− 1 with m the number of generators) is a generi
property of groups in the density model of random groups. This gen-
eralizes a theorem of Grigorhuk and Champetier. More generally we
show that the ogrowth of a random quotient of a torsion-free hyper-
boli group stays lose to that of this group.
This proves in partiular that the spetral gap of a generi group
is as large as it an be.
Cogrowth of generi groups. The spetral gap of an innite group (with
respet to a given set of generators) is a quantity ontrolling the speed of
onvergene of the simple random walk on the group (see [K℄); up to parity
problems it is equal to the rst eigenvalue of the disrete Laplaian. By a
formula of Grigorhuk (Theorem 4.1 of [Gri℄, see also setion 1.1 below) this
quantity an also be expressed ombinatorially by a quantity alled ogrowth:
the smaller the ogrowth, the larger the spetral gap (see also [C℄). So this
is an important quantity from the ombinatorial, probabilisti and operator-
algebrai point of view (see [GdlH℄ or [W℄ and the referenes therein for an
overview).
In [Gri℄ (Theorem 7.1) and [Ch93℄, Grigorhuk and Champetier show
that groups dened by a presentation satisfying the small anellation on-
dition, or a weaker assumption in the ase of Champetier, with long enough
relators (depending on the number of relators in in the presentation), has
a ogrowth exponent arbitrarily lose to 1/2 (the smallest possible value),
hene a spetral gap almost as large as that of the free group with same
number of generators.
We get the same onlusion for generi groups in a preise probabilisti
meaning: that of the density model of random groups introdued in [Gro93℄,
whih we briey reall in setion 1.2. (Note that in the density model of
random groups, if d > 0 the number of relators is exponentially large and so
Grigorhuk's and Champetier's results do not apply). Reall from [Gro93℄
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that above density d
rit
= 1/2, random groups are very probably trivial.
Theorem 1  Let 0 6 d < 1/2 be a density parameter and let G be a
random group on m > 2 generators at density d and length ℓ.
Then, for any ε > 0, the probability that the ogrowth exponent of G lies
in the interval [1/2; 1/2 + ε] tends to 1 as ℓ→∞.
In partiular, this provides a new large lass of groups having a large
spetral gap.
This theorem annot be interpreted by saying that as the relators are very
long, the geometry of the group is trivial up to sale ℓ. Indeed, ogrowth is
an asymptoti invariant and thus takes into aount the very non-trivial
geometry of random groups at sale ℓ (see paragraph loality of ogrowth
below). This is rudely exemplied by the ollapse of the group when density
is too large.
Our primary motivation is the study of generi properties of groups. The
study of random groups emerged from an armation of Gromov in [Gro87℄
that almost every group is hyperboli. Sine the pioneer work of Cham-
petier ([Ch95℄) and Ol'shanski([Ols℄) it has been ourishing, now having
onnetions with lots of topis in group theory suh as property T, the
Baum-Connes onjeture, small anellation, the isomorphism problem, the
Haagerup property, planarity of Cayley graphs...
The density model of random groups (whih we reall in setion 1.2),
introdued in [Gro93℄, is very rih in allowing a preise ontrol of the number
of relators to be put in the group (and it atually allows this number to be
very large). It has proven to be very fruitful, as random groups at dierent
densities an have dierent properties (e.g. property T). See [Gh℄ and [Oll℄
for a general disussion of random groups and the density model, and [Gro93℄
for an enlightening presentation of the initial intuition behind this model.
Cogrowth of random quotients. A generi group is simply a random
quotient of a free group
1
. More generally, we show that, when taking a
random quotient of a torsion-free hyperboli group, the ogrowth of the re-
sulting group is very lose to that of the initial group. Reall from [Oll℄ that
a random quotient of a torsion-free hyperboli group is very probably trivial
above some ritial density d
rit
, whih preisely depends on the ogrowth of
the group (see Theorem 7 in setion 1.2 below).
Theorem 2  Let G0 be a non-elementary, torsion-free hyperboli group
generated by the elements a±11 , . . . , a
±1
m . Let η be the ogrowth exponent of
G0 with respet to this generating set.
1
There is a very interesting and intriguing parallel approah to generi groups, de-
veloped by Champetier in [Ch00℄, whih onsists in onsidering the topologial spae of
all group presentations with a given number of generators. See [P℄ for a desription of
onnetions of this approah with other problems in group theory.
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Let 0 6 d < d
rit
be a density parameter and let G be a random quotient
(either by plain or redued random words) of G0 at density d and length ℓ.
Then, for any ε > 0, the probability that the ogrowth exponent of G lies
in the interval [η; η + ε] tends to 1 when ℓ→∞.
Of ourse Theorem 1 is a partiular ase of Theorem 2. Also, sine the
ogrowth and gross ogrowth exponent an be omputed from eah other by
the Grigorhuk formula (see setion 1.1), this implies that the gross ogrowth
exponent does not hange either.
This answers a very natural question arising from [Oll℄: indeed, it is
known that for eah torsion-free hyperboli group, the ritial density d
rit
,
below whih random quotients are innite and above whih they are triv-
ial, is equal to 1 minus the ogrowth exponent (resp. 1 minus the gross
ogrowth exponent) for a quotient by random redued words (resp. random
plain words). So wondering what happens to the ogrowth exponent after a
random quotient is very natural.
Knowing that ogrowth does not hange muh allows in partiular to
iterate the operation of taking a random quotient. These iterated quotients
are the main ingredient in the onstrution by Gromov ([Gro03℄) of a ounter-
example to the Baum-Connes onjeture with oeients (see also [HLS℄).
Without the stability of ogrowth, in order to get the ruial ogrowth ontrol
neessary to build these iterated quotients Gromov had to use a very indiret
and non-trivial way involving property T (whih allows uniform ontrol of
ogrowth over all innite quotients of a group); this ould be avoided with
our argument. So besides their interest as generi properties of groups, the
results presented here ould be helpful in the eld.
Remark 3  Theorem 2 only uses the two following fats: that the random
quotient axioms of [Oll℄ are satised, and that there is a loal-to-global prin-
iple for ogrowth in the random quotient. So in partiular the result holds
under slightly weaker onditions than torsion-freeness of G0, as desribed
in [Oll℄ (harmless torsion).
Loality of ogrowth in hyperboli groups. As one of our tools we
use a result about loality of ogrowth in hyperboli groups. Cogrowth is an
asymptoti invariant, and large relations in a group an hange it notieably.
But in hyperboli groups, if the hyperboliity onstant is known, it is only
neessary to evaluate ogrowth in some ball in the group to get a bound
for ogrowth of the group (see Proposition 8). So in this ase ogrowth is
aessible to omputation.
In the ase of random quotients by relators of length ℓ, this priniple shows
that it is neessary to hek ogrowth up to words of length at most Aℓ for
some onstant A (whih depends on density and atually tends to innity
when d is lose to the ritial density), so that geometry of the quotient
matters up to sale ℓ but not at higher sales.
This result may have independent interest.
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About the proofs. The proofs make heavy use of the tehniques developed
in [Ch93℄ and [Oll℄. We hope to have inluded preise enough reminders.
As often in hyperboli group theory, the general ase is very involved but
lots of ideas are already present in the ase of the free group. So in order
to help understand the struture of the argument, we rst present a proof in
the ase of the free group (Theorem 1), and then the proof of Theorem 2 for
any torsion-free hyperboli group.
Also, the proofs for random quotients by redued and plain random words
are very similar. They an be treated at one using the general but heavy
terminology of [Oll℄. We rather hose to present the proof of Theorem 1 in
the ase of redued words (for whih it seems to be more natural) and of
Theorem 2 in the ase of plain words.
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1 Denitions and notations
1.1 Cogrowth, gross ogrowth, spetral gap
These are variants around the same ideas. The spetral radius of the ran-
dom walk operator on a group was studied by Kesten in [K℄, and ogrowth
was dened later, simultaneously by Grigorhuk ([Gri℄) and Cohen ([C℄).
See [GdlH℄ for an overview of results and open problems about these quan-
tities and other, related ones.
So let G be an innite group generated by the elements a±1 , . . . , a
±1
m . Let
Wℓ be the set of words w of length ℓ in the letters a
±
1 , . . . , a
±1
m suh that w is
equal to e in the group G. Let W ′ℓ ⊂ Wℓ be the set of redued words in Wℓ.
(Note that W ′ℓ is empty if G is freely generated by a1, . . . , am.) Denote the
ardinal of a set by |.|.
Definition 4 (Cogrowth exponent)  The ogrowth exponent of
G with respet to a1, . . . , am is dened as
η = lim
ℓ→∞
ℓ even
1
ℓ
log2m−1 |W ′ℓ|
or η = 1/2 if G is freely generated by a1, . . . , am.
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The gross ogrowth exponent of G with respet to a1, . . . , am is dened
as
θ = lim
ℓ→∞
ℓ even
1
ℓ
log2m |Wℓ|
So the ogrowth exponent is the logarithm in base 2m−1 of the ogrowth
as dened by Grigohuk and Cohen. The exponents η and θ always lie in the
interval [1/2; 1], with equality only in ase of η of a free group. Amenability
of G is equivalent to η = 1 and to θ = 1.
It is shown in the referenes mentioned above that the limit exists. We
have to take ℓ even in ase there are no relations of odd length in the group
(in whih ase Wℓ is empty).
The onvention for the free group is justied by the following Grigorhuk
formula ([Gri℄, Theorem 4.1):
(2m)θ = (2m− 1)η + (2m− 1)1−η
whih allows to ompute one exponent knowing the other (also using that
these are at least 1/2), and shows that η and θ vary the same way. Given that
θ is well-dened for a free group, the formula yields η(Fm) = 1/2. As this is
also the onvention whih makes all our statements valid without isolating
the ase of a free group, we strongly plead for this being the right onvention.
The ogrowth exponent is also the exponent of growth of the kernel of
the natural map from the free group Fm to G sending ai to ai.
The probability of return to e in time t of the simple random walk on G
(with respet to the generators a±11 , . . . , a
±1
m ) is of ourse equal to |Wt| /(2m)t.
So (2m)θ−1 is also the spetral radius of the random walk operator on L2(G)
dened byMf(x) = 1
2m
∑
f(xa±1i ). This is the form studied by Kesten ([K℄),
who denotes by λ this spetral radius.
Sine the disrete Laplaian on G is equal to the operator Id−M , 1 −
(2m)θ−1 is also equal to min(λ1, 2 − λ∞) where λ1 is the smallest and λ∞
the largest eigenvalue of the Laplaian ating on L2(G). (The problems of
λ∞ and of parity of ℓ in the denition an be avoided by onsidering lazy
random walks.) In partiular, if θ (or η) is small then the spetral gap λ1 is
large.
The ardinals of the setsWℓ of ourse satisfy the superadditivity property
|Wℓ+ℓ′| > |Wℓ| |Wℓ′|. This implies that for any ℓ we have an exat (instead
of asymptoti) bound |Wℓ| 6 (2m)θℓ. For ogrowth this is not exatly but
almost true, due to redution problems, and we have
∣∣W ′ℓ+ℓ′+2∣∣ > |W ′ℓ| |W ′ℓ′ |
and the exat inequality |W ′ℓ| 6 (2m − 1)ηℓ+2. We will often impliitly use
these inequalities in the sequel.
1.2 The density model of random groups
A random group is a quotient of a free group Fm = 〈a1, . . . , am〉 by (the
normal losure of) a randomly hosen set R ⊂ Fm. Typially R is viewed as
5
a set of words in the letters a±1i . So dening a random group is giving a law
for R.
More generally, given a group G0 generated by the elements a
±1
1 , . . . , a
±1
m ,
and given a set R of random words in these generators we dene a random
quotient of G0 by G = G0/〈R〉.
The density model whih we now dene allows a preise ontrol on the size
of R: the bigger the size of R, the smaller the random group. For omparison,
remember the number of words of length ℓ in a±11 , . . . , a
±1
m is (2m)
ℓ
, and the
number of redued words is (2m)(2m− 1)ℓ−1 ≈ (2m− 1)ℓ.
In the whole text we suppose m > 2.
Definition 5 (Density model of random groups or quo-
tients)  Let G0 be a group generated by the elements a
±1
1 , . . . , a
±1
m . Let
0 6 d 6 1 be a density parameter.
Let R be a set of (2m)dℓ randomly hosen words of length ℓ (resp. a set
of (2m − 1)dℓ randomly hosen redued words of length ℓ), uniformly and
independently piked among all those words.
We all the group G = G0/〈R〉 a random quotient of G0 by plain random
words (resp. by redued random words), at density d, at length ℓ.
In ase G0 is the free group Fm and redued words are taken, we simply
all G a random group.
In this denition, we an also replae words of length ℓ  by words of
length between ℓ and ℓ + C  for any onstant C; the theorems presented
thereafter remain valid. In [Oll℄, setion 4, we desribe generalizations of
these models.
The interest of the density model was established by the following theo-
rem of Gromov, whih shows a sharp phase transition between innity and
triviality of random groups.
Theorem 6 (M. Gromov, [Gro93℄)  Let d < 1/2. Then with
probability tending to 1 as ℓ tends to innity, random groups at density d
are innite hyperboli.
Let d > 1/2. Then with probability tending to 1 as ℓ tends to innity,
random groups at density d are either {e} or Z/2Z.
(The ourrene of Z/2Z is of ourse due to the ase when ℓ is even; this
disappears if one takes words of length between ℓ and ℓ+ C with C > 1.)
Basially, dℓ is to be interpreted as the dimension of the random set
R (see the disussion in [Gro93℄). As an illustration, if L < 2dℓ then very
probably there will be two relators in R sharing a ommon subword of length
L. Indeed, the dimension of the ouples of relators in R is 2dℓ, whereas
sharing a ommon subword of length L amounts to L equations, so the
dimension of those ouples sharing a subword is 2dℓ−L, whih is positive if
L < 2dℓ. This shows in partiular that at density d, the small anellation
ondition C ′(2d) is satised.
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Sine a random quotient of a free group is hyperboli, one an wonder if
a random quotient of a hyperboli group is still hyperboli. The answer is
basially yes, and the ritial density in this ase is linked to the ogrowth
exponent of the initial group.
Theorem 7 (Y. Ollivier, [Oll℄)  Let G0 be a non-elementary,
torsion-free hyperboli group, generated by the elements a±11 , . . . , a
±1
m , with
ogrowth exponent η and gross ogrowth exponent θ.
Let 0 6 d 6 1 be a density parameter, and set d
rit
= 1 − θ (resp.
d
rit
= 1− η).
If d < d
rit
, then a random quotient of G0 by plain (resp. redued) ran-
dom words is innite hyperboli, with probability tending to 1 as ℓ tends to
innity.
If d > d
rit
, then a random quotient of G0 by plain (resp. redued) random
words is either {e} or Z/2Z, with probability tending to 1 as ℓ tends to
innity.
This is the ontext in whih Theorem 2 is to be understood.
1.3 Hyperboli groups and isoperimetry of van Kampen
diagrams
Let G be a group given by the nite presentation 〈 a1, . . . , am | R 〉. Let w
be a word in the a±1i 's. We denote by |w| the number of letters of w, and by
‖w‖ the distane from e to w in the Cayley graph of the presentation, that
is, the minimal length of a word representing the same element of G as w.
Let λ be the maximal length of a relation in R.
We refer to [LS℄ for the denition and basi properties of van Kampen
diagrams. Remember that a word represents the neutral element of G if and
only if it is the boundary word of some van Kampen diagram. If D is a van
Kampen diagram, we denote its number of faes by |D| and its boundary
length by |∂D|.
It is known ([Sh℄) that G is hyperboli if and only if there exists a onstant
C1 > 0 suh that for any (redued) word w representing the neutral element
of G, there exists a van Kampen diagram with boundary word w, and with at
most |w| /C1 faes. This an be reformulated as: for any word w representing
the neutral element of G, there exists a van Kampen diagram with boundary
word w satisfying the isoperimetri inequality
|∂D| > C1 |D|
We are going to use a homogeneous way to write this inequality. The
above form ompares the boundary length of a van Kampen diagram to its
number of faes. This amounts to omparing a length with a number, whih
is not very well-suited for geometri arguments, espeially when dealing with
groups having relations of very dierent lengths.
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So let D be a van Kampen diagram w.r.t. the presentation and dene the
area of D to be
A(D) =
∑
f fae of D
|∂f |
whih is also the number of external edges (not outing laments) plus
twie the number of internal ones. This has, heuristially speaking, the
homogeneity of a length.
It is immediate to see that if D satises |∂D| > C1 |D|, then we have
|∂D| > C1A(D)/λ (reall λ is the maximal length of a relation in the pre-
sentation). Conversely, if |∂D| > C2A(D), then |∂D| > C2 |D|. So we an
express the isoperimetri inequality using A(D) instead of |D|.
Say a diagram is minimal if it has minimal area for a given boundary
word. So G is hyperboli if and only if there exists a onstant C > 0 suh
that every minimal van Kampen diagram satises the isoperimetri inequality
|∂D| > C A(D)
This formulation is homogeneous, that is, it ompares a length to a length.
This inequality is the one that naturally arises in C ′(α) small anellation
theory (with C = 1 − 6α) as well as in random groups at density d (with
C = 1
2
−d). So in these ontexts the value of C is naturally linked with some
parameters of the presentation.
This kind of isoperimetri inequality is also the one appearing in the as-
sumptions of Champetier in [Ch93℄, in random quotients of hyperboli groups
(f. [Oll℄) and in the (innitely presented) limit groups onstruted by Gro-
mov in [Gro03℄. So we think this is the right way to write the isoperimetri
inequality when the lengths of the relators are very dierent.
2 Loality of ogrowth in hyperboli groups
The goal of this setion is to show that in a hyperboli group, in order to
estimate ogrowth (whih is an asymptoti invariant), it is enough to hek
only words of bounded length, where the bound depends on the quality of
the isoperimetri inequality in the group.
Everything here is valid,mutatis mutandis, for ogrowth and gross ogrowth.
Here G = 〈 a1, . . . , am | R 〉 (m > 2) is a hyperboli group and Wℓ is the
set of redued words of length ℓ in the a±1i equal to e in G. Let also λ be the
maximal length of a relation in R.
As explained above, hyperboliity of G amounts to the existene of some
onstant C > 0 suh that any minimal van Kampen diagram D over this
presentation satises the isoperimetri inequality
|∂D| > CA(D)
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We will prove the following.
Proposition 8  Suppose that, for some A > 1, for any Aλ/4 6 ℓ 6 Aλ
one has
|Wℓ| 6 (2m− 1)ηℓ
for some η > 1/2.
Then for any ℓ > Aλ/4,
|Wℓ| 6 (2m− 1)ηℓ(1+o(1)A→∞)
where the onstant implied in o(1) depends only on C.
It follows from the proof that atually 1 + o(1) 6 exp 200
C
√
A
, so that is it
enough to take A ≈ 40000/C2 for a good result.
Proof 
First we need some simple lemmas.
The distane to boundary of a fae of a van Kampen diagram is the
minimal length of a sequene of faes adjaent by an edge, beginning with
the given fae and ending with a fae adjaent to the boundary (so that a
boundary fae is at distane 1 from the boundary).
Set α = 1/ log(1/(1− C)) 6 1/C, where we an suppose C 6 1.
Lemma 9  Let D be a minimal van Kampen diagram. Then D an be
written as a disjoint union D = D1 ∪ D2 (with maybe D2 not onneted)
suh that eah fae of D1 is at distane at most α log(A(D)/λ) from the
boundary of D, and D2 has area at most λ.
Proof  Sine D is minimal it satises the isoperimetri inequality |∂D| >
CA(D). Thus, the umulated area of the faes of D whih are adjaent to
the boundary is at least CA(D), and so the umulated area of the faes at
distane at least 2 is at most (1− C)A(D).
Applying the same reasoning to the (maybe not onneted) diagram ob-
tained from D by removing the boundary faes, we get by indution that the
umulated area of the faes of D lying at distane at least k from the bound-
ary is at most (1−C)k−1A(D). Taking k = 1+ α log(A(D)/λ) (rounded up
to the nearest integer) provides the desired deomposition. 
In the sequel we will neglet divisibility problems (suh as the length of
a diagram being a multiple of 4).
Lemma 10  Let D be a minimal van Kampen diagram. D an be par-
titioned into two diagrams D′, D′′ by utting it along a path of length at
most λ+2αλ log(A(D)/λ) suh that eah of D′ and D′′ ontains at least one
quarter of the boundary of D.
(Here a path in a diagram is meant to be a path in its 1-skeleton.)
Proof  Consider the deomposition D = D1 ∪D2 of the previous lemma,
and rst suppose that D2 is empty, so that any fae of D1 lies at distane at
most αλ log(A(D)/λ) from the boundary.
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Let L be the boundary length of D and mark four points A,B,C,D on
∂D at distane L/4 of eah other. As D is α log(A(D)/λ)-narrow, there
exists a path of length at most 2αλ log(A(D)/λ) joining either a point of AB
to a point of CD or a point of AD to a point of BC, whih provides the
desired utting.
Now if D2 was not empty, rst retrat eah onneted omponent of D2
to a point: the reasoning above shows that there exists a path of length at
most 2αλ log(A(D)/λ) joining either a point of AB to a point of CD or a
point of AD to a point of BC, not ounting the length in D2. But sine the
sum of the lengths of the faes of D2 is at most λ, the umulated length of
the travel in D2 is at most λ, hene the lemma. 
The ardinal of theWℓ's (almost in the ase of ogrowth, see above) satisfy
the supermultipliativity property |Wℓ| > |Wℓ−L| |WL|. Using narrowness of
diagrams we are able to show a onverse inequality, whih will enable us to
ontrol ogrowth.
Corollary 11  We have, up to parity problems,
|Wℓ| 6
∑
ℓ/46ℓ′63ℓ/4
∣∣Wℓ′+2αλ log(ℓ/Cλ)+λ∣∣ ∣∣Wℓ−ℓ′+2αλ log(ℓ/Cλ)+λ∣∣
6
ℓ
λ
max
ℓ/46ℓ′63ℓ/4
∣∣Wℓ′+2αλ log(ℓ/Cλ)+3λ∣∣ ∣∣Wℓ−ℓ′+2αλ log(ℓ/Cλ)+3λ∣∣
Proof  Any word inWℓ is the boundary word of some (minimal) van Kam-
pen diagram D with boundary length ℓ, and so the rst inequality follows
from the previous lemma, together with the inequality A(D) 6 |∂D| /C.
The last inequality uses the fat that, up to moving the utting points by
at most λ, we an assume that the lengths involved are multiples of λ, hene
the fator ℓ/λ in front of the max and the inrease of the lengths by 2λ. 
Now for the proof of Proposition 8 proper.
First, hoose ℓ between Aλ and 4Aλ/3. By Corollary 11 and the assump-
tions, we have
|Wℓ| 6 (2m− 1)η(ℓ+4αλ log(ℓ/Cλ)+6λ)+log2m−1(ℓ/λ)
Let B be a number (depending on C) suh that
4α log(B/C) + 6 +
1
η
log2m−1B 6 B
(noting that m > 2, η > 1/2 and α 6 1/C one an hek that B > 144/C2
is enough). It is then easy to hek that for B′ > B one has
4α log(B′/C) + 6 +
1
η
log2m−1B
′ 6 2
√
B′B
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Thus, if ℓ > Aλ and A > B we have
|Wℓ| 6 (2m− 1)η(ℓ+2λ
√
AB) 6 (2m− 1)ηℓ
(
1+2
√
B/A
)
We have just shown that if |Wℓ| 6 (2m − 1)ηℓ for ℓ 6 Aλ, then |Wℓ| 6
(2m−1)ηℓ
(
1+2
√
B/A
)
for ℓ 6 (4A/3)λ. Thus, iterating the proess shows that
for ℓ 6 (4/3)kAλ we have
|Wℓ| 6 (2m− 1)
ηℓ
∏
06i<k
(
1+2
√
B
A (
3
4)
i/2
)
and we are done as the produt
∏
i
(
1 + 2
√
B
A
(
3
4
)i/2)
onverges to some
value tending to 1 when A→∞; if one ares, its value is less than exp 200
C
√
A
.

3 Appliation to random groups: the free ase
Here we rst treat the ase when the initial group G is the free group Fm
on m generators. This will serve as a template for the more omplex general
ase.
So let G = 〈 a1, . . . , am | R 〉 be a random group at density d, with R a
set of (2m− 1)dℓ random redued words.
We have to evaluate the number of redued words of a given length L
whih represent the trivial element in G. Any suh word is the boundary
word of some van Kampen diagram D with respet to the set of relators R.
We will proeed as follows: for any diagram D involving n relators, we will
evaluate the expeted number of n-tuples of random relators from R that
make it a van Kampen diagram. We will show that this expeted number
is ontrolled by the boundary length L of the diagram, and this will nally
allow to ontrol the number of van Kampen diagrams of boundary length L.
We all a van Kampen diagram non-lamenteous if eah of its edges lies
on the boundary on some fae. Eah diagram an be deomposed into non-
lamenteous omponents linked by laments. For the lamenteous part we
will use the estimation from [Ch93℄, one step of whih ounts the number of
ways in whih the dierent non-lamenteous parts an be glued together to
form a van Kampen diagram.
So we rst fous on non-lamenteous diagrams, for whih a genuinely new
argument has to be given ompared to [Ch93℄ (sine the number of relators
here is unbounded).
We rst suppose that we are only about diagrams with at most K faes,
for some K to be hosen later. (We will of ourse use the loality of ogrowth
priniple to remove this assumption.)
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3.1 Fullling of diagrams
So let D be a non-lamenteous van Kampen diagram. Let |D| be its number
of faes and let n 6 K be the number of dierent relators it involves. Let mi,
1 6 i 6 n be the number of times the i-th relator appears in D, where we
hoose to enumerate the relators in dereasing order of multipliity, that is,
m1 > m2 > . . . > mn. Let also Di be the subdiagram of D made of relators
1, 2, . . . , i only, so that D = Dn.
It is shown in [Oll℄ (setion 2.2) that to this diagram we an assoiate
numbers d1, . . . , dn suh that
• The probability that i given random relators fulllDi is less than (2m−
1)di−idℓ ; onsequently, the probability that there exists an i-tuple of
relators in R fullling Di is less than (2m− 1)di .
• The following isoperimetri inequality holds :
|∂D| > (1− 2d)ℓ |D|+ 2
∑
di(mi −mi+1)
So for any xed ε > 0 we an suppose that di > −εℓ for all i (other-
wise, D appears as a van Kampen diagram of the random presentation with
probability less than (2m−1)−εℓ, whih tends exponentially to 0 as ℓ→∞).
Then, using that mi −mi+1 > 0 we an write
|∂D| > (1− 2d)ℓ |D| − 2εℓ
∑
(mi −mi+1) + 2
∑
(di + εℓ)(mi −mi+1)
> (1− 2d)ℓ |D| − 2εℓm1 + 2(dn + εℓ)(mn −mn+1)
> 1
2
(1− 2d)ℓ |D|+ 2dn
where we hose to set ε = (1 − 2d)/4 and where we used m1 6 |D| and
mn > 1, mn+1 = 0 by denition.
Now we know that for a given n-tuple of random relators, the probability
that this n-tuple fullls D is at most (2m− 1)dn−ndℓ. So, as there are (2m−
1)ndℓ n-tuples of relators in R, the expeted number S of n-tuples fulllingD
in R is at most (2m−1)dn, whih so turns out to be not only an upper bound
for the probability of D to be fulllable but rather an estimate of the number
of ways in whih it is. (The probabilities that two n-tuples fulll the diagram
are independent only when the n-tuples are disjoint, but expetation is linear
anyway.)
By Markov's inequality, the probability to pik a random presentation R
for whih S > (2m− 1)ε′′ℓ(2m− 1)dn is less than (2m− 1)−ε′′ℓ.
Thus, for any xed integer K and any ε′′ > 0, with probability exponen-
tially lose to 1 as ℓ → ∞, we an suppose that a given (hene any, sine
the number of diagrams with less than K faes grows subexponentially) non-
lamenteous diagram an be lled in at most (2m−1)ε′′ℓ(2m−1)dn dierent
ways by relators of R. (The ℓ up from whih this holds depends of ourse on
ε′′ and K.)
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The last inequality above an be rewritten as
dn 6
1
2
(|∂D| − (1
2
− d)ℓ |D|)
or as |D| > 1
dn + ε
′′ℓ 6
1
2
(|∂D| − (1
2
− d− 2ε′′)ℓ |D|)
so if we hoose ε′′ 6 (1
2
− d)/2, this is at most |∂D| /2.
The onlusion is:
Proposition 12  For eah K, with probability exponentially lose to 1
as ℓ → ∞, for eah non-lamenteous van Kampen diagram with at most K
faes, the number of ways to fulll it with relators of R is at most (2m −
1)|∂D|/2.
3.2 Evaluation of the ogrowth
We now onlude using the general sheme of [Ch93℄, together with Propo-
sition 8 whih enables to hek only a nite number of diagrams.
Consider a redued word w in the generators a±1i , representing e in the
random group. This word is the boundary word of some van Kampen diagram
D whih may have laments.
Choose ε > 0. We are going to show that with probability exponentially
lose to 1 when ℓ → ∞, the number of suh words w is at most (2m −
1)(1/2+ε)|w|.
We know from [Oll℄ (Setion 2.2) that up to exponentially small proba-
bility in ℓ, we an suppose that any diagram satises the inequality
|∂D| > Cℓ |D|
where C depends only on the density d (basially C = 1/2 − d divided by
the onstants appearing in the Cartan-Hadamard-Gromov theorem, see [Oll℄)
and not on ℓ.
Now we use Proposition 8. We are faing a group G in whih all relations
are of length ℓ. Consider a onstant A given by Proposition 8 suh that if we
know that |WL| 6 (2m− 1)L(1/2+ε/2) for L 6 Aℓ, then we know that |WL| 6
(2m − 1)L(1/2+ε) for any L. Suh an A depends only on the isoperimetry
onstant C.
So we suppose that our word w has length at most Aℓ. We have |w| =
|∂D| > Cℓ |D| and in partiular, |D| 6 A/C, whih is to say, we have to
onsider only diagrams with a number of faes bounded independently of ℓ.
So set K = A/C, whih most importantly does not depend on ℓ. After
Proposition 12, we an assume (up to exponentially small probability) that
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for any non-lamenteous diagram D′ with at most K faes, the number of
ways to fulll it with relators of the random presentation is at most (2m −
1)|∂D
′|/2
.
Bak to our word w read on the boundary of some diagram D. Deom-
pose D into laments and onneted non-lamenteous parts Di. The word w
is determined by the following data: a set of relators from the random pre-
sentation R fullling the Di's, a set of redued words to put on the laments,
the ombinatorial hoie of the diagrams Di, and the ombinatorial hoie of
how to onnet the Di's using the laments.
The ombinatorial part is preisely the one analyzed in [Ch93℄. It is
shown there (setion Premier pas) that if eah Di satises |∂Di| > L, the
ombinatorial fator ontrolling the onneting of the Di's by the laments
and the sharing of the length |∂D| between the laments and the Di's is less
than |w|
L
|w| (eL)2|w|/L(2eL)|w|/L(3eL)2|w|/L
Observe that for L large enough this behaves like (2m− 1)|w|O(logL/L).
Here eah diagram Di satises |∂Di| > Cℓ |Di| > Cℓ, so setting L =
Cℓ, eah Di has boundary length at least L. In partiular, O(logL/L) =
O(log ℓ/ℓ).
The number of omponents Di is obviously at most |w| /L. Eah om-
ponent has at most K faes sine D itself has. So the number of hoies for
the ombinatorial hoies of the diagrams Di's is at most N(K)
|w|/L
where
N(K) is the (nite!) number of planar graphs with at most K faes. This
behaves like (2m− 1)|w|O(1/L).
Now the number of ways to ll the Di's with relators from the random
presentation is, after Proposition 12, at most
∏
(2m − 1)|∂Di|/2 = (2m −
1)
∑|∂Di|/2
.
The last hoie to take into aount is the hoie of redued words to put
on the laments. The total length of the laments is
1
2
(|w| −∑ |∂Di|) (eah
edge of a lament ounts twie in the boundary), thus the number of ways
to ll in the laments is at most (2m− 1) 12 (|w|−
∑|∂Di|)
.
So the total number of possibilities for w is
(2m− 1)|w|O(log ℓ/ℓ)+ 12 (|w|−
∑|∂Di|)+∑|∂Di|/2
and if we take ℓ large enough, this will be at most (2m− 1)|w|(1/2+ε/2), after
what we onlude by Proposition 8.
This proves Theorem 1.
4 The non-free ase
Now we deal with random quotients of a non-elementary torsion-free hyper-
boli group G0. We are going to give the proof in the ase of a random
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quotient by plain random words, the ase of a quotient by random redued
words being similar.
So let G0 be a non-elementary torsion-free hyperboli group given by the
presentation 〈 a1, . . . , am | Q 〉 (m > 2), with the relations in Q having length
at most λ. Let θ be the gross ogrowth of G0 w.r.t. this generating set. Let
G = G0/〈R〉 be a random quotient of G0 by a set R of (2m)dℓ randomly
hosen words of length ℓ. Also set β = 1 − θ, so that the random quotient
axioms of [Oll℄ (setion 4) are satised.
We have to show that the number of boundary words of van Kampen
diagrams of a given boundary length L grows slower than (2m)L(θ+ε). This
time, sine we are going to give a proof in the ase of gross ogrowth rather
than ogrowth, we will not have many problems with laments: the ounting
of laments is already inluded in the knowledge of gross ogrowth of G0.
For a van Kampen diagram D, let D′′ be the subdiagram made of faes
bearing new relators in R, and D′ be the part made of faes bearing old
relators in Q. By Proposition 32 of [Oll℄, we know that very probably G is
hyperboli and that its isoperimetri inequality takes the form
|∂D| > κℓ |D′′|+ κ′ |D′|
whenever D is redued and D′ is minimal, with κ, κ′ > 0 and where, most
importantly, κ and κ′ do not depend on ℓ. By denition of A(D), this an
be rewritten as |∂D| > CA(D) with C = min(κ, κ′/λ).
Fix some ε > 0 and let A be the onstant provided by Proposition 8
applied to G, having the property that if we know that gross ogrowth is at
most θ + ε/2 up to words of length Aℓ, then we know that gross ogrowth
is at most θ + ε. This A depends on ε, C and G0 but not on ℓ. Thanks
to this and the isoperimetri inequality, we only have to onsider diagrams
of boundary length at most Aℓ hene area at most Aℓ/C. In partiular the
number of new relators |D′′| is at most A/C. So for all the sequel set
K = A/C
whih, most importantly, does not depend on ℓ. This is the maximal size of
diagrams we have to onsider, thanks to the loal-global priniple.
4.1 Reminder from [Oll℄
In this ontext, it is proven in [Oll℄ that the van Kampen diagram D an be
seen as a van Kampen diagram at sale ℓ with respet to the new relators,
with equalities moduloG0. More preisely, this an be stated as follows: (we
refer to [Oll℄ for the denition of strongly redued diagrams; the only thing
to know here is that for any word equal to e in G, there exists a strongly
redued van Kampen diagram with this word as its boundary word).
Proposition 13 ([Oll℄, setion 6.6)  Let G0 = 〈S | Q 〉 be a non-
elementary hyperboli group, let R be a set of words of length ℓ, and onsider
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the group G = G0/〈R〉 = 〈S | Q ∪ R 〉.
Let K > 1 be an arbitrarily large integer and let ε1, ε2 > 0 be arbitrarily
small numbers. Take ℓ large enough depending on G0, K, ε1, ε2.
LetD be a van Kampen diagramwith respet to the presentation 〈S | Q ∪R 〉,
whih is strongly redued, of area at most Kℓ. Let also D′ be the subdia-
gram of D whih is the union of the 1-skeleton of D and of those faes of D
bearing relators in Q (so D′ is a possibly non-simply onneted van Kampen
diagram with respet to G0), and suppose that D
′
is minimal.
We will all worth-onsidering suh a van Kampen diagram.
Let w1, . . . , wp be the boundary (yli) words of D
′
, so that eah wi is
either the boundary word of D or a relator in R.
Then there exists an integer k 6 3K/ε2 and words x2, . . . , x2k+1 suh
that:
• Eah xi is a subword of some yli word wj;
• As subwords of the wj's, the xi's are disjoint and their union exhausts
a proportion at least 1− ε1 of the total length of the wj's.
• For eah i 6 k, there exists words δ1, δ2 of length at most ε2(|x2i| +
|x2i+1|) suh that x2iδ1x2i+1δ2 = e in G0.
• If two words x2i, x2i+1 are subwords of the boundary words of two faes
of D bearing the same relator r±1 ∈ R, then, as subwords of r, x2i and
x2i+1 are either disjoint or equal with opposite orientations (so that the
above equality reads xδ1x
−1δ2 = e).
The ouples (x2i, x2i+1) are alled translators. Translators are alled in-
ternal, internal-boundary or boundary-boundary aording to whether x2i
and x2i+1 is a subword of some wj whih is a relator in R or the boundary
word of D.
(There are slight dierenes between the presentation here and that in [Oll℄.
Therein, boundary-boundary translators did not have to be onsidered: they
were eliminated earlier in the proess, before setion 6.6, beause they have a
positive ontribution to boundary length, hene always improve isoperimetry
and do not deserve onsideration in order to prove hyperboliity. Moreover,
in [Oll℄ we further distinguished ommutation translators for the kind of
internal translator with x2i = x
−1
2i+1, whih we need not do here.)
Translators appear as dark strips on the following gure:
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Remark 14  The number of ways to partition the words wi into trans-
lators is at most (2Kℓ)12K/ε2, beause eah wi an be determined by its
starting- and endpoint, whih an be given as numbers between 1 and 2Kℓ
whih is an upper bound for the umulated length of the wi's (sine the area
of D is at most Kℓ). For xed K and ε2 this grows subexponentially in ℓ.
Remark 15  Knowing the words xi, the number of possibilities for the
boundary word of the diagram is at most (6K/ε2)! (hoose whih subwords
xi make the boundary word of the diagram, in whih order), whih does not
depend on ℓ for xed K and ε2.
We need another notion from [Oll℄, namely, that of apparent length of
an element in G0. This basially answers the question: If this element were
obtained through a random walk at time t, what would be a reasonable value
of t? This aounts for the fat that, unlike in the free group, the hitting
probability of an element in the group does not depend only on the norm of
this element.
Apparent length is dened in [Oll℄ in a more general setting, with respet
to a measure on the group, whih is here the measure obtained after a simple
random walk with respet to the given set of generators a1, . . . , am. We only
give here what the denition amounts to in our ontext.
Definition 16 (Definition 36 of [Oll℄)  Let x be a word. Let
ε2 > 0. Let L be an integer. Let pL(xuyv = e) be the probability that, for a
random word y of length L, there exists elements u, v ∈ G0 of norm at most
ε2(|x|+ L) suh that xuyv = e in G0.
The apparent length of x at test-length L is
LL(x) = − 1
1− θ log2m pL(xuyv = e)− L
The apparent length of x is
L(x) = min
(
‖x‖ θ
1− θ , min06L6KℓLL(x)
)
where we reall ℓ is the length of the relators in a random presentation.
(The rst term ‖x‖ θ/(1 − θ) is an easy upper bound for ℓ‖x‖(x), and so
if ‖x‖ 6 Kℓ then the rst term in the min is useless.)
It is shown in [Oll℄, setion 6.7, that in a randomly hosen presentation
at density d and length ℓ, all subwords of the relators have apparent length
at most 4ℓ, with probability exponentially lose to 1 as ℓ→∞. So from now
on we suppose that this is indeed the ase.
We further need the notion of a deorated abstrat van Kampen diagram
(whih was impliitly present in the free ase when we mentioned the proba-
bility that some diagram is fullled by random relators), whih is inspired
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by Proposition 13: it arries the ombinatorial information about how the
relators and boundary word of a diagram were ut into subwords in order to
make the translators.
Definition 17 (Deorated abstrat van Kampen diagram) 
Let K > 1 be an arbitrarily large integer and let ε1, ε2 > 0 be arbitrarily
small numbers. Let Iℓ be the ylially ordered set of ℓ elements.
A deorated abstrat van Kampen diagram D is the following data:
• An integer |D| 6 K alled its number of faes.
• An integer |∂D| 6 Kℓ alled its boundary length.
• An integer n 6 |D| alled its number of distint relators.
• An appliation rD from {1, . . . , |D|} to {1, . . . , n}; if rD(i) = rD(j) we
will say that faes i and j bear the same relator.
• An integer k 6 3K/ε2 alled the number of translators of D.
• For eah integer 2 6 i 6 2k + 1, a set of the form {ji} × I ′i where
either ji is an integer between 1 and |D| and I ′i is an oriented yli
subinterval of Iℓ, or ji = |D| + 1 and I ′i is a subinterval of I|∂D|; this
is alled an (internal) subword of the ji-th fae in the rst ase, or a
boundary subword in the seond ase.
• For eah integer 1 6 i 6 k suh that j2i 6 |D|, an integer between 0
and 4ℓ alled the apparent length of the 2i-th subword.
suh that
• The sets {ji} × I ′i are all disjoint and the ardinal of their union is at
least (1− ε1) (|D| ℓ + |∂D|).
• For all 1 6 i 6 k we have j2i 6 j2i+1 (this an be ensured by maybe
swapping them).
• If two faes j2i and j2i+1 bear the same relator, then either I ′2i and I ′2i+1
are disjoint or are equal with opposite orientations.
This way, Proposition 13 ensures that any worth-onsidering van Kampen
diagram D with respet to G0/〈R〉 denes a deorated abstrat van Kampen
diagramD in the way suggested by terminology (up to rounding the apparent
lengths to the nearest integer; we neglet this problem). We will say that D
is assoiated to D. Remark 14 tells that the number of deorated abstrat
van Kampen diagrams grows subexponentially with ℓ (for xed K).
Given a deorated abstrat van Kampen diagram D and n given rela-
tors r1, . . . , rn, we say that these relators fulll D if there exists a worth-
onsidering van Kampen diagram D with respet to G0/〈r1, . . . , rn〉, suh
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that the assoiated deorated abstrat van Kampen diagram is D. Intu-
itively speaking, the relators r1, . . . , rn an be glued modulo G0 in the way
desribed by D.
So we want to study whih diagrams an probably be fullled by random
relators in R. The main onlusion from [Oll℄ is that these are those with
large boundary length, hene hyperboliity of the quotient G0/〈R〉. Here for
ogrowth we are rather interested in the number of ways to fulll an abstrat
diagram with given boundary length.
4.2 Cogrowth of random quotients
So now let R again be a set of (2m)dℓ random relators. Let D be a given
deorated abstrat van Kampen diagram. Reall we set K = A/C. The free
parameters ε1 and ε2 will be hosen later.
We will show (Proposition 20) that, up to exponentially small probability
in ℓ, the number of dierent boundary words of worth-onsidering van Kam-
pen diagrams D suh that D is assoiated to D, is at most (2m)θ|∂D|(1+ε/2).
Further notations. Let n be the number of distint relators in D. For
1 6 a 6 n, let ma be the number of times the a-th relator appears in D.
Up to reordering, we an suppose that the ma 's are non-inreasing. Also to
avoid trivialities take n minimal so that mn > 1.
Let also Pa be the probability that, if a words r1, . . . , ra of length ℓ are
piked at random, there exist n−a words ra+1, . . . , rn of lengt ℓ suh that the
relators r1, . . . , rn fulll D. The Pa 's are of ourse a non-inreasing sequene
of probabilities. In partiular, Pn is the probability that a random n-tuple
of relators fullls D.
Bak to our set R of (2m)dℓ randomly hosen relators. Let P a be the
probability that there exist a relators r1, . . . , ra in R, suh that there exist
words ra+1, . . . , rn of length ℓ suh that the relators r1, . . . , rn fulllD. Again
the P a 's are a non-inreasing sequene of probabilities and of ourse we have
P a 6 (2m)adℓPa
sine the (2m)adℓ fator aounts for the hoie of the a-tuple of relators in
R.
The probability that there exists a van Kampen diagram D with respet
to the random presentation R, suh that D is assoiated to D, is by denition
less than P a for any a. In partiular, if for some D we have P a 6 (2m)−ε′ℓ,
then with probability exponentially lose to 1 when ℓ → ∞, D is not asso-
iated to any van Kampen diagram of the random presentation. Sine, by
Remark 14, the number of possibilities for D grows subexponentially with ℓ,
we an sum this over D and onlude that for any ε′ > 0, with probability
exponentially lose to 1 when ℓ → ∞ (depending on ε′), all deorated ab-
strat van Kampen diagrams D assoiated to some van Kampen diagram of
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the random presentation satisfy P a > (2m)−ε
′ℓ
and in partiular
Pa > (2m)
−adℓ−ε′ℓ
whih we assume from now on.
We need to dene one further quantity. Keep the notations of Deni-
tion 17. Let 1 6 a 6 n and let 1 6 i 6 k where k is the number of
translators of D. Say that the i-th translator is half nished at time a if
rD(j2i) 6 a and rD(j2i+1) > a, that is, if one side of the translator is a sub-
word of a relator ra′ with a
′ 6 a and the other of ra′′ with a′′ > a. Now
let Aa be the sum of the apparent lengths of all translators whih are half
nished at time a. In partiular, An is the sum of the apparent lengths of
all subwords 2i suh that 2i is an internal subword and 2i+ 1 is a boundary
subword of D.
The proof. In this ontext, equation (⋆) (setion 6.8) of [Oll℄ reads
Aa − Aa−1 > ma
(
ℓ(1− ε′′) + log2m Pa − log2m Pa−1
β
)
where ε′′ tends to 0 when our free parameters ε1, ε2 tend to 0 (and ε′′ also
absorbs the o(ℓ) term in [Oll℄). Also reall that in the model of random
quotient by plain random words, we have
β = 1− θ
by Proposition 15 of [Oll℄.
Setting d′a = log2m Pa and summing over a we get, using
∑
ma = |D|,
that
An >
(∑
ma
)
ℓ (1− ε′′) + 1
β
∑
ma(d
′
a − d′a−1)
= |D| ℓ(1− ε′′) + 1
β
∑
d′a(ma −ma+1)
Now reall we saw above that for any ε′ > 0, taking ℓ large enough we
an suppose that Pa > (2m)
−adℓ−ε′ℓ
, that is, d′a + adℓ+ ε
′ℓ > 0. Hene
An > |D| ℓ(1− ε′′) + 1
β
∑
(d′a + adℓ+ ε
′ℓ)(ma −ma+1)
− 1
β
∑
(adℓ+ ε′ℓ)(ma −ma+1)
= |D| ℓ(1− ε′′) + 1
β
∑
(d′a + adℓ+ ε
′ℓ)(ma −ma+1)− dℓ
β
∑
ma − ε
′ℓ
β
m1
> |D| ℓ(1− ε′′) + d
′
n + ndℓ+ ε
′ℓ
β
mn − dℓ+ ε
′ℓ
β
∑
ma
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where the last inequality follows from the fat that we hose the order of the
relators so that ma −ma+1 > 0.
So using mn > 1 we nally get
An > |D| ℓ
(
1− ε′′ − d+ ε
′
β
)
+
d′n + ndℓ
β
Suppose the free parameters ε1, ε2 and ε
′
are hosen small enough so that
1 − ε′′ − (d + ε)/β > 0 (remember that ε′′ is a funtion of ε1, ε2 and K; we
will further derease ε1 and ε2 later). This is possible sine by assumption we
take the density d to be less than the ritial density β. This is the only, but
ruial, plae where density plays a role. Thus the rst term in the inequality
above is non-negative and we obtain the simple inequality An > (d
′
n+ndℓ)/β.
Proposition 18  Up to exponentially small probability in ℓ, we an
suppose that any deorated abstrat van Kampen diagram D satises
An(D) > d
′
n(D) + ndℓ
β
This we now use to evaluate the number of possible boundary words for
van Kampen diagrams assoiated with |D|.
Remember that, by denition, d′n is the log-probability that n random
relators r1, . . . , rn fulll D. As there are (2m)ndℓ n-tuples of random relators
in R (by denition of the density model), by linearity of expetation the
expeted number of n-tuples of relators in R fullling D is (2m)ndℓ+d′n , hene
the interest of an upper bound for d′n + ndℓ.
By the Markov inequality, for given D the probability to pik a random
set R suh that the number of n-tuples of relators of R fullling D is greater
than (2m)ndℓ+d
′
n+Cεℓ/4
, is less than (2m)−Cεℓ/4. By Remark 14 the number of
possibilities for D is subexponential in ℓ, and so, using Proposition 18 we get
Proposition 19  Up to exponentially small probability in ℓ, we an
suppose that for any deorated abstrat van Kampen diagramD, the number
of n-tuples of relators in R fullling D is at most
(2m)βAn(D)+Cεℓ/4
Now let D be a van Kampen diagram assoiated to D. Given D we want
to evaluate the number of dierent boundary words for D. Reall Propo-
sition 13: the boundary word of D is determined by giving two words for
eah boundary-boundary translator, and one word for eah internal-boundary
translator, this last one being subjet to the apparent length ondition im-
posed in the denition of D. By Remark 15, the number of ways to ombine
21
these subwords into a boundary word for D is ontrolled by K and ε2 (inde-
pendently of ℓ).
So let (x2i, x2i+1) be a boundary-boundary translator in D. By Proposi-
tion 13 (denition of translators) there exist words δ1, δ2 of length at most
ε2(|x2i|+ |x2i+1|) suh that x2iδ1x2i+1δ2 = e in G0. So x2iδ1x2i+1δ2 is a word
representing the trivial element in G0, and by denition of θ the number of
possibilities for (x2i, x2i+1) is at most (2m)
θ(|x2i|+|x2i+1|)(1+2ε2)
.
Now let (x2i, x2i+1) be an internal-boundary translator. The apparent
length of x2i is imposed in the denition of D. The subword x2i is an internal
subword of D, and so by denition is a subword of some relator ri ∈ R. So
if the relators in D are given, x2i is determined. But knowing x2i still leaves
open lots of possibilities for x2i+1. This is where apparent length omes into
play.
Sine y = x2i+1 is a boundary word of D one has |y| 6 Aℓ 6 Kℓ. So
by denition we have L(x) 6 L|y|(x2i). By denition of translators there
exist words u and v of length at most ε2ℓ suh that x2iuyv = e in G0. By
denition of L|y|(x2i), if y′ is a random word of length |y|, then the probability
that x2iuy
′v = e in G0 is (2m)
−(1−θ)(|y|+L|y|(x2i)) 6 (2m)−(1−θ)(|y|+L(x2i)). This
means that the total number of words y′ of length |y| suh that there exists u,
v with x2iuyv = e is at most (2m)
|y|(2m)−(1−θ)(|y|+L(x2i)) = (2m)θ|y|−(1−θ)L(x2i).
So, given x2i, the number of possibilities for y = x2i+1 is less than this number.
So if the relators in R fulllingD are xed, the number of possible bound-
ary words for D is the produt of (2m)θ(|x2i|+|x2i+1|)(1+2ε2) for all boundary-
boundary translators (x2i, x2i+1), times the produt of (2m)
θ|x2i+1|−(1−θ)L(x2i)
for all internal-boundary translators (x2i, x2i+1), times the number of ways
to order these subwords (whih is subexponential in ℓ by Remark 15), times
the number of possibilities for the parts of the boundary of D not belonging
to any translator, whih by Proposition 13 have total length not exeeding
ε1Kℓ.
Now the sum of |x2i| + |x2i+1| for all boundary-boundary translators
(x2i, x2i+1), plus the sum of |x2i+1| for all internal-boundary translators, is
|∂D| (maybe up to ε1Kℓ). And the sum of L(x2i) for all internal-boundary
translators is An by denition.
So given D and given a n-tuple of relators fullling D, the number of
possibilities for the boundary word of D is at most
(2m)θ|∂D|(1+2ε2)−(1−θ)An+ε1Kℓ
up to a subexponential term in ℓ. By Proposition 19 (remember β = 1− θ),
if we inlude the hoies of the relators fulllingD the number of possibilities
is at most
(2m)θ|∂D|(1+2ε2)+ε1Kℓ+Cεℓ/4
If we hoose ε2 6 ε/16 and ε1 6 εC/8K so that (using |∂D| > Cℓ |D| >
Cℓ for any fulllable abstrat diagram) the sum of the orresponding terms is
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less than ε |∂D| /4 (note that this hoie does not depend on ℓ) and if we re-
member that, after Remark 14, the number of hoies for D is subexponential
in ℓ, we nally get:
Proposition 20  Up to exponentially small probability in ℓ, the number
of dierent boundary words of worth-onsidering van Kampen diagrams of a
random presentation with given boundary length L, is at most
(2m)θL(1+ε/2)
But remember the disussion at the beginning of setion 4 (where we
invoked Proposition 8): it is enough to show that gross ogrowth is at most
θ + ε/2 for words of length L between Aℓ/4 and Aℓ. Any suh word is the
boundary word of a van Kampen diagram of area at most Kℓ, hene is the
boundary word of some worth-onsidering van Kampen diagram. This ends
the proof of Theorem 2.
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