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Curvature-dimension inequalities and Ricci lower
bounds for sub-Riemannian manifolds with
transverse symmetries
Fabrice Baudoin Nicola Garofalo
Abstract
Let M be a smooth connected manifold endowed with a smooth measure µ and
a smooth locally subelliptic diffusion operator L satisfying L1 = 0, and which is
symmetric with respect to µ. Associated with L one has the carre´ du champ Γ and
a canonical distance d, with respect to which we suppose that (M, d) be complete.
We assume that M is also equipped with another first-order differential bilinear form
ΓZ and we assume that Γ and ΓZ satisfy the Hypothesis 1.1, 1.2, and 1.4 below.
With these forms we introduce in (1.12) below a generalization of the curvature-
dimension inequality from Riemannian geometry, see Definition 1.3. In our main
results we prove that, using solely (1.12), one can develop a theory which parallels
the celebrated works of Yau, and Li-Yau on complete manifolds with Ricci curva-
ture bounded from below. We also obtain an analogue of the Bonnet-Myers the-
orem. In Section 2 we construct large classes of sub-Riemannian manifolds with
transverse symmetries which satisfy the generalized curvature-dimension inequal-
ity (1.12). Such classes include all Sasakian manifolds whose horizontal Webster-
Tanaka-Ricci curvature is bounded from below, all Carnot groups with step two, and
wide subclasses of principal bundles over Riemannian manifolds whose Ricci curva-
ture is bounded from below.
Keywords. Sub-Riemannian geometry, Curvature dimension inequalities
1 Introduction
In the present paper we introduce a generalization of the curvature-dimension inequality
from Riemannian geometry which, as we show, is appropriate for some sub-Riemannian
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geometries. The central objective of our work is developing a program which, through
a systematic use of such curvature-dimension inequality, connects the geometry of the
ambient manifold, expressed in terms of lower bounds on a generalization of the Ricci
tensor, to global properties of solutions of a certain canonical second order diffusion (non
elliptic) partial differential operator, a sub-Laplacian, and of its associated heat semigroup.
In Riemannian geometry the Ricci tensor plays a fundamental role. Its connection with
the Laplace-Beltrami operator is provided by the celebrated identity of Bochner which
states that if M is a n-dimensional Riemannian manifold with Laplacian ∆, for any f ∈
C∞(M) one has
∆(|∇f |2) = 2||∇2f ||2 + 2 < ∇f,∇(∆f) > +2Ric(∇f,∇f). (1.1)
Consider the following differential forms on functions f, g ∈ C∞(M),
Γ(f, g) =
1
2
(∆(fg)− f∆g − g∆f) = (∇f,∇g),
and
Γ2(f, g) =
1
2
[
∆Γ(f, g)− Γ(f,∆g)− Γ(g,∆f)].
When f = g, we simply write Γ(f) = Γ(f, f), Γ2(f) = Γ2(f, f). The functional calculus
of these forms was introduced and developed in [9]. As an application of the Bochner’s
formula, which in terms of these functionals can be reformulated as
∆Γ(f) = 2||∇2f ||2 + 2Γ(f,∆f) + 2 Ric(∇f,∇f),
one obtains
Γ2(f) = ‖∇2f‖22 + Ric(∇f,∇f).
Using the Cauchy-Schwarz inequality, which gives ‖∇2f‖22 ≥ 1n(∆f)2, we thus see that
the assumption that the Riemannian Ricci tensor on M be bounded from below by ρ1 ∈ R
implies the so-called curvature-dimension inequality CD(ρ1, n):
Γ2(f) ≥ 1
n
(∆f)2 + ρ1Γ(f), f ∈ C∞(M). (1.2)
In the hands of D. Bakry, M. Ledoux and their co-authors the inequality (1.2) has proven
a powerful tool in combination with a systematic use of fine properties of the heat semi-
group. Among other things, these authors have succeeded in re-deriving, from a purely
analytical perspective, several of the well-known fundamental results which, in Rieman-
nian geometry, are obtained under the assumption that the Ricci curvature be bounded
from below, see for instance [6], [10] [38], [41]. It is remarkable that the curvature di-
mension inequality (1.2) perfectly captures the notion of Ricci curvature lower bound. It
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was in fact proved by Bakry in Proposition 6.2 in [6] that: on a n-dimensional Rieman-
nian manifold M the inequality CD(ρ1, n) implies Ric ≥ ρ1. In conclusion, Ric≥ ρ1 ⇐⇒
CD(ρ1, n).
Inspired by the ideas contained in the above mentioned works, in the present paper
we introduce a generalization of the curvature-dimension inequality (1.2) which can be
successfully used in sub-Riemannian geometry. At this point, we feel it is important to
say few words concerning the organization of the paper. The essential contribution of the
present work is based on ideas and tools which are purely analytical in nature: as we have
mentioned above, we systematically use the heat semigroup to derive new results in sub-
Riemannian geometry. On the other hand, an equally important aspect of the present work
is the construction of the examples from geometry: as the title indicates, the main class
studied in this paper is that of sub-Riemannian manifolds with transverse symmetries.
We show that such class is quite large, as it incorporates (but is not limited to) examples
which are geometrically as diverse as CR manifolds with vanishing Tanaka-Webster tor-
sion (Sasakian manifolds), graded nilpotent Lie groups of step two, orthonormal frame
bundles. To facilitate the perusal of this paper by an audience of analysts we have strived
as much as possible to separate the presentation of the analytical part of our work from
the geometrical discussion of the examples. With this objective in mind, we have chosen
to present the analytical part of the paper in an axiomatic way. By this we mean that all
that is asked to a reader less inclined toward geometry is to accept a set of four “abstract”
assumptions, which are listed as Hypothesis 1.1, 1.2, Definition 1.3 and Hypothesis 1.4
below. The geometrical relevance, and the motivation, of such assumptions is unraveled
in Section 2, where we discuss the examples and we develop the geometric setup.
With this being said, we now introduce the relevant setting. We consider a smooth,
connected manifold M endowed with a smooth measure µ and a smooth second-order
diffusion operator L with real coefficients satisfying L1 = 0, and which is symmetric
with respect to µ and non-positive. By this we mean that∫
M
fLgdµ =
∫
M
gLfdµ,
∫
M
fLfdµ ≤ 0, (1.3)
for every f, g ∈ C∞0 (M). We make the technical assumption that L be locally subelliptic
in the sense of [27]. We associate with L the following symmetric, first-order, differential
bilinear form:
Γ(f, g) =
1
2
(L(fg)− fLg − gLf), f, g ∈ C∞(M). (1.4)
The expression Γ(f) = Γ(f, f) is known as the carre´ du champ. Furthermore, using the
results in [47], locally in the neighborhood of every point x ∈M we can write
L = −
m∑
i=1
X∗i Xi, (1.5)
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where the vector fields Xi are Lipschitz continuous (such representation is not unique,
but this fact is of no consequence for us). Therefore, for any x ∈ M there exists an open
neighborhood Ux such that for any f ∈ C∞(M) we have in Ux
Γ(f) =
m∑
i=1
(Xif)
2. (1.6)
This shows that Γ(f) ≥ 0 and it actually only involves differentiation of order one.
Furthermore, as it is clear from (1.4), the value of Γ(f)(x) does not depend on the
particular representation (1.5) of L.
With the operator L we can also associate a canonical distance:
d(x, y) = sup {|f(x)− f(y)| | f ∈ C∞(M), ‖Γ(f)‖∞ ≤ 1} , x, y ∈M, (1.7)
where for a function g on M we have let ||g||∞ = ess sup
M
|g|. A tangent vector v ∈ TxM
is called subunit for L at x if v =
∑m
i=1 aiXi(x), with
∑m
i=1 a
2
i ≤ 1, see [27]. It turns out
that the notion of subunit vector for L at x does not depend on the local representation
(1.5) of L. A Lipschitz path γ : [0, T ] → M is called subunit for L if γ′(t) is subunit for
L at γ(t) for a.e. t ∈ [0, T ]. We then define the subunit length of γ as ℓs(γ) = T . Given
x, y ∈M, we indicate with
S(x, y) = {γ : [0, T ]→M | γ is subunit for L, γ(0) = x, γ(T ) = y}.
In this paper we assume that
S(x, y) 6= ∅, for every x, y ∈ M.
Under such assumption it is easy to verify that
ds(x, y) = inf{ℓs(γ) | γ ∈ S(x, y)}, (1.8)
defines a true distance on M. Furthermore, thanks to Lemma 5.43 in [18] we know that
d(x, y) = ds(x, y), x, y ∈M,
hence we can work indifferently with either one of the distances d or ds. Throughout this
paper we assume that the metric space (M, d) be complete.
We also suppose given on M a symmetric, first-order differential bilinear form ΓZ :
C∞(M) × C∞(M) → R. Hereafter in this, the term symmetric first-order differential
form means that ΓZ(f, g) = ΓZ(g, f) and
ΓZ(fg, h) = fΓZ(g, h) + gΓZ(f, h). (1.9)
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In particular, we have ΓZ(1) = 0, where, as for Γ, we have set ΓZ(f) = ΓZ(f, f). We
assume that ΓZ(f) ≥ 0.
We will work with four general assumptions. The former three will be listed as Hy-
potheses 1.1, 1.2 and Definition 1.3, the fourth one will be introduced in Hypothesis 1.4
below.
Hypothesis 1.1. There exists an increasing sequence hk ∈ C∞0 (M) such that hk ր 1 on
M, and
||Γ(hk)||∞ + ||ΓZ(hk)||∞ → 0, as k →∞.
We will also assume that the following commutation relation be satisfied.
Hypothesis 1.2. For any f ∈ C∞(M) one has
Γ(f,ΓZ(f)) = ΓZ(f,Γ(f)).
Let us notice explicitly that when M is a Riemannian manifold, µ is the Riemannian
volume on M, and L = ∆, then d(x, y) in (1.7) is equal to the Riemannian distance on
M. In this situation if we take ΓZ ≡ 0, then Hypothesis 1.1, 1.2 are fulfilled. In fact,
Hypothesis 1.2 is trivially satisfied, whereas Hypothesis 1.1 is equivalent to assuming
that (M, d) be a complete metric space, which we are assuming anyhow. More generally,
in all the examples of Section 2, Hypothesis 1.1 is equivalent to assuming that (M, d)
be a complete metric space (the reason is that in those examples Γ + ΓZ is the carre´ du
champ of the Laplace-Beltrami operator of a Riemannian structure whose completeness
is equivalent to the completeness of (M, d)). On the other hand, Hypothesis 1.2 is also
verified as a consequence of the assumptions about the existence of transverse symmetries
that we make.
Before we proceed with the discussion, we pause to stress that, in the generality in
which we work the bilinear differential form ΓZ , unlike Γ, is not a priori canonical.
Whereas Γ is determined once L is assigned, the form ΓZ in general is not intrinsically as-
sociated with L. However, in the geometric examples described in this paper (for this see
the discussion below and Section 2) the choice of ΓZ will be natural and even canonical,
up to a constant. This is the case, for instance, of the important example of CR Sasakian
manifolds. The reader should think of ΓZ as an orthogonal complement of Γ: the bilinear
form Γ represents the square of the length of the gradient in the horizontal directions,
whereas ΓZ represents the square of the length of the gradient along the vertical direc-
tions.
Given the sub-Laplacian L and the first-order bilinear forms Γ and ΓZ on M, we now
introduce the following second-order differential forms:
Γ2(f, g) =
1
2
[
LΓ(f, g)− Γ(f, Lg)− Γ(g, Lf)], (1.10)
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ΓZ2 (f, g) =
1
2
[
LΓZ(f, g)− ΓZ(f, Lg)− ΓZ(g, Lf)]. (1.11)
Observe that if ΓZ ≡ 0, then ΓZ2 ≡ 0 as well. As for Γ and ΓZ , we will use the notations
Γ2(f) = Γ2(f, f), Γ
Z
2 (f) = Γ
Z
2 (f, f).
We are ready to introduce the central character of our paper, a generalization of the
above mentioned curvature-dimension inequality (1.2).
Definition 1.3. We shall say that M satisfies the generalized curvature-dimension inequal-
ity CD(ρ1, ρ2, κ, d) with respect to L and ΓZ if there exist constants ρ1 ∈ R, ρ2 > 0,
κ ≥ 0, and 0 < d ≤ ∞ such that the inequality
Γ2(f) + νΓ
Z
2 (f) ≥
1
d
(Lf)2 +
(
ρ1 − κ
ν
)
Γ(f) + ρ2Γ
Z(f) (1.12)
hold for every f ∈ C∞(M) and every ν > 0.
It is worth observing explicitly that if in Definition 1.3 we choose L = ∆, ΓZ ≡ 0,
d = n = dim(M), and κ = 0, we obtain the Riemannian curvature-dimension inequality
CD(ρ1, n) in (1.2) above. Thus, the case of Riemannian manifolds is trivially encom-
passed by Definition 1.3. We also remark that, changing ΓZ into aΓZ , where a > 0,
changes the inequality CD(ρ1, ρ2, κ, d) into CD(ρ1, aρ2, aκ, d). We express this fact by
saying that the quantity κ
ρ2
is intrinsic. Hereafter, when we say that M satisfies the curva-
ture dimension inequality CD(ρ1, ρ2, κ, d) (with respect to L and ΓZ), we will routinely
avoid repeating at each occurrence the sentence “for some ρ2 > 0, κ ≥ 0 and d > 0”.
Instead, we will explicitly mention whether ρ1 = 0, or > 0, or simply ρ1 ∈ R. The reason
for this is that the parameter ρ1 in the inequality (1.12) has a special relevance since, in
the geometric examples in Section 2, it represents the lower bound on a sub-Riemannian
generalization of the Ricci tensor. Thus, ρ1 = 0 is, in our framework, the counterpart of
the Riemannian Ric≥ 0, whereas when ρ1 > 0 (< 0), we are dealing with the counterpart
of the case Ric > 0 (Ric bounded from below by a negative constant).
Since, as we have stressed above, we wish to present our results in an axiomatic way,
we will also need the following assumption which is necessary to rigorously justify com-
putations on functionals of the heat semigroup. Hereafter, we will denote by Pt = etL the
semigroup generated by the diffusion operator L, see the discussion below, and Section 4.
Hypothesis 1.4. The semigroup Pt is stochastically complete that is, for t ≥ 0, Pt1 = 1
and for every f ∈ C∞0 (M) and T ≥ 0, one has
sup
t∈[0,T ]
‖Γ(Ptf)‖∞ + ‖ΓZ(Ptf)‖∞ < +∞.
In the Riemannian setting (L = ∆ and ΓZ ≡ 0), Hypothesis 1.4 is satisfied if one as-
sumes the lower bound Ricci ≥ ρ, for some ρ ∈ R. This can be derived from the paper by
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Yau [59] and Bakry’s note [5]. It thus follows that, in the Riemannian case, the Hypothe-
sis 1.4 is not needed since it can be derived as a consequence of the curvature-dimension
inequality CD(ρ1, n) in (1.2) above. In this paper we will prove that, more generally, this
situation occurs in the sub-Riemannian setting of our work. As a consequence of the re-
sults in Section 2 below, in Theorem 4.3 we prove that, in every sub-Riemannian manifold
with transverse symmetries of Yang-Mills type (for the relevant definitions see Sections 2
and 3 below), the Hypothesis 1.4 is not needed since it follows (in a non-trivial way) from
the generalized curvature-dimension inequality CD(ρ1, ρ2, κ, d) in Definition 1.3 above.
In this connection it is worth observing that, even in the abstract framework of the
present work, if we assume that ΓZ = 0, then the Hypothesis 1.4 becomes redundant
since it can be actually obtained a consequence of CD(ρ1, n). This can be seen from the
results in Chapter 5 of [4]. Whether it is possible to generalize this fact to the genuinely
non-Riemannian situation of ΓZ 6= 0, we must leave to a future study. Concerning our
axiomatic presentation, we finally mention that, had we chosen to do so, we could have
developed our results in an even more abstract setting, as Bakry and Ledoux often do in
their works. We could have worked with abstract Markov diffusion generators on mea-
sure spaces and replaced Hypothesis 1.1 and Hypothesis 1.4 with the existence of a nice
algebra of functions which is dense in the domain of L (see Definition 2.4.2 in [4] for the
precise properties that should be satisfied by this algebra when ΓZ = 0). However assum-
ing the existence of such algebra is a strong assumption that may be difficult to verify in
some concrete situations.
The above discussion prompts us to underline the distinctive aspect of the theory de-
veloped in the present paper: for the class of complete sub-Riemannian manifolds with
transverse symmetries of Yang-Mills type that we study in Section 3, all our results are
solely deduced from the curvature-dimension inequality CD(ρ1, ρ2, κ, d) in (1.12).
To introduce our results we recall that in their celebrated work [40] Li and Yau, gen-
eralizing to the heat equation some fundamental works of Yau, see for instance [58],
obtained various a priori gradient bounds for positive solutions of the heat equation on a
complete n-dimensional Riemannian manifold M. When Ric ≥ 0 the Li-Yau inequality
states that if u > 0 is a solution of ∆u− ut = 0 in M× (0,∞), then
|∇u|2
u2
− ut
u
≤ n
2t
. (1.13)
Notice that in the flat Rn the Gauss-Weierstrass kernel u(x, t) = (4πt)−n/2 exp(−|x|2/4t)
satisfies (1.13) with equality. The inequality (1.13) was the central tool for obtaining a
scale invariant Harnack inequality for the heat equation and optimal off-diagonal upper
bounds for the heat kernel on M, see Corollary 3.1 and Theorem 4.1 in [40]. The proof of
(1.13) hinges crucially on Bochner’s identity (1.1) above, and on the Laplacian compari-
son theorem which, for a manifold with Ric ≥ 0, states that, given a base point x0 ∈ M,
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and denoted with ρ(x) the Riemannian distance from x to x0, then
∆ρ(x) ≤ n− 1
ρ(x)
, (1.14)
outside of the cut-locus of x0 (and globally in D′(M)). As it is well-known, see for in-
stance [21], the proof of (1.14) exploits the theory of Jacobi fields. In sub-Riemannian
geometry the exponential map is not a local diffeomorphism. As a consequence of this
obstacle, a general sub-Riemannian comparison theorem such as (1.14) presently repre-
sents terra incognita.
The main thrust of the present work is that, despite such obstructions, we have suc-
ceeded in establishing a sub-Riemannian generalization of the Li-Yau inequalities. In our
approach, we completely avoid those tools from geometry that appear typically Rieman-
nian, and instead base our analysis on a systematic use of some entropic inequalities for
the heat semigroup that are inspired by the works [8], [11], [13], and which, as we have
stressed above, in the geometric framework of this paper we solely derive from our gen-
eralized curvature-dimension inequality CD(ρ1, ρ2, κ, d) in (1.12).
More precisely, let Pt = etL indicate the heat semigroup on M associated with the
operator L. It is well-known that Pt is sub-Markovian, i.e., Pt1 ≤ 1, and it has a positive
and symmetric kernel p(x, y, t). If f ∈ C∞0 (M) the function
u(x, t) = Ptf(x) =
∫
M
p(x, y, t)f(y)dµ(y),
solves the Cauchy problem{
∂u
∂t
− Lu = 0, in M× (0,∞),
u(x, 0) = f(x), x ∈M.
For fixed x ∈ M and T > 0 we introduce the functionals
Φ1(t) = Pt ((PT−tf)Γ(lnPT−tf)) (x),
Φ2(t) = Pt
(
(PT−tf)ΓZ(lnPT−tf)
)
(x),
which are defined for 0 ≤ t < T . The fundamental observation is that, in our framework,
the inequality CD(ρ1, ρ2, κ, d) in (1.12) leads to the following differential inequality(
− b
′
2ρ2
Φ1 + bΦ2
)′
≥ −2b
′γ
dρ2
LPTf +
b′γ2
dρ2
PTf, (1.15)
where b is any smooth, positive and decreasing function on the time interval [0, T ] and
γ =
d
4
(
b′′
b′
+
κ
ρ2
b′
b
+ 2ρ1
)
.
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Depending on the value of ρ1, a good choice of the function b leads to a generalized Li-
Yau type inequality, see Theorem 6.1 below. In the special case ρ1 = 0 (i.e., our Ric≥ 0),
the latter becomes
Γ(lnPtf) +
2ρ2
3
tΓZ(lnPtf) ≤
(
1 +
3κ
2ρ2
)
LPtf
Ptf
+
d
(
1 + 3κ
2ρ2
)2
2t
, (1.16)
for every sufficiently nice function f ≥ 0 on M. In the Riemannian case, when ΓZ ≡ 0,
and κ = 0, the inequality (1.16) is precisely the Li-Yau inequality (1.13), except that
our inequality holds for positive solutions of the heat equation of the type u = Ptf , i.e.,
they arise from an initial datum f , whereas in the original Li-Yau inequality (1.13) such
limitation is not present.
It is worth emphasizing at this point that, even in the Riemannian case, our approach,
based on a systematic use of the entropic inequality (1.15) above, provides a new and
elementary proof of several fundamental results for complete manifolds with Ric ≥ 0. In
this framework, in fact, besides the already mentioned Li-Yau gradient estimates, with the
ensuing scale invariant Harnack inequality and the Liouville theorem of Yau, see [58], we
also obtain an elementary proof of the fundamental monotonicity of Perelman’s entropy
for the heat equation, see [46], and of the volume doubling property on Riemannian man-
ifolds (for the statement of this classical result see for instance [19]). For these aspects
we refer the reader to the recent note [15]. The reader more oriented toward analysis and
pde’s might in fact find somewhat surprising that we can develop the whole local regu-
larity theory for solutions of the relevant heat equation starting from a global object such
as the heat semigroup. By this we mean that, at the end of our process, we are able to
replace the functions Ptf in (1.16) with any positive solution u of the heat equation. This
in a sense reverses the way one normally proceeds, starting from local solutions, and then
moving from local to global.
We are now ready to provide a brief account of our main results.
1) Li-Yau type inequalities (Theorem 6.1): assume Hypothesis 1.1, 1.2 and 1.4 hold.
If M satisfies CD(ρ1, ρ2, κ, d) in (1.12) with ρ1 ∈ R, then for any f ∈ C∞0 (M),
f ≥ 0, f 6= 0, the following inequality holds for t > 0:
Γ(lnPtf) +
2ρ2
3
tΓZ(lnPtf)
≤
(
1 +
3κ
2ρ2
− 2ρ1
3
t
)
LPtf
Ptf
+
dρ21
6
t− dρ1
2
(
1 +
3κ
2ρ2
)
+
d
(
1 + 3κ
2ρ2
)2
2t
.
2) Scale-invariant parabolic Harnack inequality (Theorem 7.1): assume Hypothesis
1.1, 1.2 and 1.4. If M satisfies CD(ρ1, ρ2, κ, d)with ρ1 ≥ 0, then for every (x, s), (y, t) ∈
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M× (0,∞) with s < t one has
u(x, s) ≤ u(y, t)
(
t
s
)D
2
exp
(
D
d
d(x, y)2
4(t− s)
)
,
with u(x, t) = Ptf(x), and f ∈ C∞(M) such that f ≥ 0 and bounded. The number
D > 0, which solely depends on ρ2, κ and d, is defined in (6.2) below.
3) Off-diagonal Gaussian upper bounds (Theorem 8.1): assume Hypothesis 1.1, 1.2
and 1.4. If M satisfies CD(ρ1, ρ2, κ, d) with ρ1 ≥ 0, then for any 0 < ε < 1 there
exists a constant C(ρ2, κ, d, ε) > 0, which tends to ∞ as ε → 0+, such that for
every x, y ∈M and t > 0 one has
p(x, y, t) ≤ C(ρ2, κ, d, ε)
µ(B(x,
√
t))
1
2µ(B(y,
√
t))
1
2
exp
(
−d(x, y)
2
(4 + ε)t
)
.
4) Liouville type theorem (Theorem 9.2): assume Hypothesis 1.1, 1.2 and 1.4. If M
satisfies CD(ρ1, ρ2, κ, d) with ρ1 ≥ 0, then there exists no entire bounded solution
of Lf = 0.
5) Bonnet-Myers type theorem (Theorem 10.1): assume Hypothesis 1.1, 1.2, 1.4, and
suppose that M satisfy CD(ρ1, ρ2, κ, d) with ρ1 > 0. Then, the metric space (M, d)
is compact in the metric topology, and we have
diam M ≤ 2
√
3π
√
κ+ ρ2
ρ1ρ2
(
1 +
3κ
2ρ2
)
d.
Concerning the Gaussian upper bound in 3), we mention that a similar bound was obtained
for sub-Laplacians on Lie groups [57]. Our approach is totally different since it does not
use the uniform doubling condition on the volume of the metric balls which is a key
assumption in that work. We should also mention that in the sequel paper [14] we have in
fact established a uniform global doubling condition under non negative lower bound on
the sub-Riemannian Ricci tensor (ρ1 ≥ 0).
Concerning the sub-Riemannian Bonnet-Myers theorem in 5) we emphasize that, sim-
ilarly to the Laplacian comparison theorem (1.14), the proof of its classical Riemannian
predecessor is based on the theory of Jacobi fields. Our proof of Theorem 10.1 is, instead,
purely analytical and exploits in a subtle way some sharp entropic inequalities which, in
the case ρ1 > 0, we are able to derive from the inequality CD(ρ1, ρ2, κ, d) in (1.12).
Having presented the main results of the paper, we now turn to the fundamental ques-
tion of the examples. This aspect is dealt with in Section 2, which is devoted to con-
structing large classes of sub-Riemannian manifolds to which our general results apply.
We begin with a discussion in Section 2.2 of a class of Lie groups which carry a natural
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CR structure, and which, in our framework, are the 3-dimensional sub-Riemannian CR
Sasakian model spaces with constant curvature (see Hughen [35] for a precise meaning
of the notion of model spaces). Entropic inequalities on such model spaces were studied
in [8], and these inequalities constituted a first motivation for our theory.
Given a ρ1 ∈ R we consider a Lie group G(ρ1) whose Lie algebra g admits a basis of
generators X, Y, Z satisfying the commutation relations
[X, Y ] = Z, [X,Z] = −ρ1Y, [Y, Z] = ρ1X.
The group G(ρ1) can be endowed with a natural CR structure θ with respect to which the
Reeb vector field is given by−Z. A sub-Laplacian on G(ρ1) with respect to such structure
is thus given by L = X2 + Y 2. The pseudo-hermitian Tanaka-Webster torsion of G(ρ1)
vanishes (see Definition 2.23 below), and thus (G(ρ1), θ) is a Sasakian manifold. In the
smooth manifold M = G(ρ1) with sub-Laplacian L we introduce the differential forms Γ
and ΓZ defined by
Γ(f, g) = XfXg + Y fY g, ΓZ(f, g) = ZfZg.
These forms satisfy the Hypothesis (1.1), (1.2). It is worth observing that, since −Z is
the Reeb vector field of the CR structure θ, then the above choice of ΓZ is canonical.
It is also worth remarking at this point that for the CR manifold (G(ρ1), θ) the Tanaka-
Webster horizontal sectional curvature is constant and equals ρ1. Having noted these facts,
in Section 2.2 we prove the following proposition.
Proposition 1.5. The sub-Laplacian L on the Lie group G(ρ1) satisfies the generalized
curvature-dimension inequality CD(ρ1, 12 , 1, 2).
The relevance of the model space G(ρ1) is illustrated by the Lie groups:
(i) SU(2);
(ii) the “flat” Heisenberg group H1;
(iii) SL(2,R).
In Section 2.2 we note that the Lie groups (i)-(iii) are special instances of the model CR
manifold G(ρ1) corresponding, respectively, to the cases ρ1 = 1, ρ1 = 0 and ρ1 = −1.
After introducing these motivating examples, in Section 2.3 we turn our attention to the
construction of a large class ofC∞ manifolds carrying a natural sub-Riemannian structure
for which our generalized curvature-dimension inequality (1.12) holds. As a consequence,
in these spaces all the above mentioned results 1)-6) are valid as well. Let M be a smooth,
connected manifold equipped with a bracket generating distribution H of dimension d
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and a fiberwise inner product g on H. The distribution H will be referred to as the set of
horizontal directions.
We indicate with iso the finite-dimensional Lie algebra of all sub-Riemannian Killing
vector fields on M. It is readily seen that Z ∈ iso if and only if:
(1) For every x ∈M, and any u, v ∈ H(x), LZg(u, v) = 0;
(2) If X ∈ H, then [Z,X ] ∈ H.
In (1) we have denoted by LZg the Lie derivative of g with respect to Z. Our main geo-
metric assumption is the following:
Hypothesis 1.6. There exists a Lie sub-algebra V ⊂ iso, such that for every x ∈M,
TxM = H(x)⊕ V(x).
The sub-bundle of transverse symmetries will be referred to as the set of vertical di-
rections. The dimension of V will be denoted by h.
The horizontal distributionH with its fiberwise inner product g, plus the Lie algebra V
are the essential data of the construction in Section 2.3. By this we mean that the relevant
geometric objects that we introduce, namely the sub-Laplacian, the canonical connection
∇ and the tensorR, respectively defined in Section 2.3.1 and equation (2.13) in Definition
2.15 below, solely depend on (H, g) and V , but not on the choice of an inner product on
V . As a consequence, in those situations in which the choice of V is canonical, then our
analysis will depend only on the choice of (H, g). This is the case, for instance, of the
basic example of Sasakian manifolds.
Our ultimate objective in Section 2.3 is proving that the smooth manifold M, with a
given sub-Riemannian geometry (H, g) and a vertical distribution of transverse symme-
tries V , satisfies a generalized curvature-dimension inequality such as (1.12) as soon as
some intrinsic geometric conditions are satisfied. To achieve this objective we find it expe-
dient introducing in Section 2.3.1 a canonical connection∇. By means of such connection
we define in Definition 2.15 a generalization of the Riemannian Ricci tensor, which we
denote byR. In Theorem 2.18 we prove two Bochner identities which intertwine the ten-
sor R with the forms Γ and ΓZ . With such Bochner identities in hand in Theorem 2.19
we finally show that, under the geometric assumptions in (2.26), the manifold M satisfies
the generalized curvature-dimension inequality CD(ρ1, ρ2, κ, d). In Proposition 2.20 we
prove that, remarkably, the generalized curvature-dimension inequality implies the ge-
ometric bounds (2.26), and therefore: on any sub-Riemannian manifold with transverse
symmetries we have CD(ρ1, ρ2, κ, d)⇐⇒ (2.26).
The remaining part of Section 2 is devoted to presenting some basic examples of
manifolds which fall within the geometric framework of Section 2.3. In Section 2.4
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we prove that all Carnot groups of step two satisfy the curvature-dimension inequality
CD(0, ρ2, κ, d), for some appropriate values of ρ2 and κ, see Proposition 2.21. Here,
d indicates the dimension of the bracket-generating layer of their Lie algebra. This re-
sult shows, in particular, that in our framework all Carnot groups of step two are sub-
Riemannian manifolds of nonnegative Ricci tensor, since ρ1 = 0. In Section 2.5 we an-
alyze another important class of manifolds which falls within the scope of our work,
namely Sasakian manifolds endowed with their CR sub-Laplacian. These are CR man-
ifolds of real hypersurface type for which the Tanaka-Webster pseudo-hermitian torsion
vanishes in an appropriate sense. Concerning Sasakian manifolds we prove the following
basic result.
Theorem 1.7. Let (M, θ) be a complete CR manifold with real dimension 2n + 1 and
vanishing Tanaka-Webster torsion, i.e., a Sasakian manifold. If for every x ∈ M the
Tanaka-Webster Ricci tensor satisfies the bound
Ricx(v, v) ≥ ρ1|v|2,
for every horizontal vector v ∈ Hx, then, for the CR sub-Laplacian of M the curvature-
dimension inequality CD(ρ1, d4 , 1, d) holds, with d = 2n and the Hypothesis 1.1, 1.2 and
1.4 are satisfied..
Thanks to this result, the above listed results 1)-5) are valid for all Sasakian manifolds.
We close this introduction by mentioning that, for general metric measure spaces,
a different notion of lower bounds on the Ricci tensor based on the theory of optimal
transport has been recently proposed independently by Sturm [55], [56], and by Lott-
Villani [42], see also the paper by Ollivier [45]. However, as pointed out by Juillet in
[36], the remarkable theory developed in these papers does not appear to be suited for
sub-Riemannian manifolds. For instance, in this theory the flat Heisenberg group H1 has
curvature = −∞. In their preprint [2] Agrachev and Lee have used a notion of Ricci
tensor, denoted by Ric, which was introduced by the first author in [1]. They study three-
dimensional contact manifolds and, under the assumption that the manifold be Sasakian,
they prove that a lower bound on Ric implies the so-called measure-contraction property.
In particular, when Ric ≥ 0, then the manifold M satisfies a global volume growth similar
to the Riemannian Bishop-Gromov theorem. An analysis shows that, interestingly, our
notion of Ricci tensor coincides, up to a scaling factor, with theirs.
We also mention that for three-dimensional contact manifolds, the sub-Riemannian
geometric invariants were computed by Hughen in his unpublished Ph.D. dissertation,
see [35]. In particular, with his notations, the CR Sasakian structure corresponds to the
case a21+ a
2
2 = 0 and, up to a scaling factor, his K is the Tanaka-Webster Ricci curvature.
In such respect, the Bonnet-Myers type theorem obtained by Hughen (Proposition 3.5 in
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[35]) is the exact analogue (with a better constant) of our Theorem 10.1, applied to the
case of three-dimensional Sasakian manifolds. Let us finally mention that a Bonnet-Myers
type theorem on general three-dimensional CR manifolds was first obtained by Rumin in
[51]. The methods of Rumin and Hughen are close as they both rely on the analysis of the
second-variation formula for sub-Riemannian geodesics.
Acknowledgments: The authors would like to thank F.Y. Wang for pointing to our
attention an oversight in a previous version of the paper. His constructive criticism has
led us to improve the presentation and also add new results. We would also like to thank
the anonymous referees for their careful reading of the manuscript and for several helpful
comments.
2 Examples
In this section we present several classes of sub-Riemannian spaces satisfying the gen-
eralized curvature-dimension inequality in Definition 1.3. These examples constitute the
central motivation of the present work.
2.1 Riemannian manifolds
As we have mentioned in the introduction, when M is a n-dimensional complete Rie-
mannian manifold with Riemannian distance dR, Levi-Civita connection ∇ and Laplace-
Beltrami operator ∆, our main assumptions hold trivially. It suffices in fact to choose
ΓZ = 0 to satisfy Hypothesis 1.2 in a trivial fashion. Hypothesis 1.1 is also satisfied since
it is equivalent to assuming that (M, dR) be complete, see [32] (observe in passing that the
distance (1.7) coincides with dR). Finally, with the choice κ = 0 the curvature-dimension
inequality (1.12) reduces to (1.2), which, as we have shown, is implied by (and it is in fact
equivalent to) the assumption Ric ≥ ρ1.
2.2 The three-dimensional Sasakian models
The purpose of this section is providing a first basic sub-Riemannian example which fits
the framework of the present paper. This example was first studied in [8]. Given a number
ρ1 ∈ R, suppose that G(ρ1) be a three-dimensional Lie group whose Lie algebra g has a
basis {X, Y, Z} satisfying:
(i) [X, Y ] = Z,
(ii) [X,Z] = −ρ1Y ,
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(iii) [Y, Z] = ρ1X .
A sub-Laplacian on G(ρ1) is the left-invariant, second-order differential operator
L = X2 + Y 2. (2.1)
In view of (i)-(iii) Ho¨rmander’s theorem, see [34], implies that L be hypoelliptic, although
it fails to be elliptic at every point of G(ρ1). From (1.4) we find in the present situation
Γ(f) =
1
2
(
L(f 2)− 2fLf) = (Xf)2 + (Y f)2.
If we define
ΓZ(f, g) = ZfZg,
then from (i)-(iii) we easily verify that
Γ(f,ΓZ(f)) = ΓZ(f,Γ(f)).
We conclude that the Hypothesis 1.2 is satisfied. It is not difficult to show that the Hy-
pothesis 1.1 is also fulfilled.
Using (i)-(iii) we leave it to the reader to verify that
[L,Z] = 0. (2.2)
By means of (2.2) we easily find
ΓZ2 (f) =
1
2
L(ΓZ(f))− ΓZ(f, Lf) = Zf [L,Z]f + (XZf)2 + (Y Zf)2
= (XZf)2 + (Y Zf)2.
Finally, from definition (1.10) and from (i)-(iii) we obtain
Γ2(f) =
1
2
L(Γ(f))− Γ(f, Lf)
= ρ1Γ(f) + (X
2f)2 + (Y Xf)2 + (XY f)2 + (Y 2f)2
+ 2Y f(XZf)− 2Xf(Y Zf).
We now notice that
(X2f)2 + (Y Xf)2 + (XY f)2 + (Y 2f)2 = ||∇2Hf ||2 +
1
2
ΓZ(f),
where we have denoted by
∇2Hf =
(
X2f 1
2
(XY f + Y Xf)
1
2
(XY f + Y Xf) Y 2f
)
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the symmetrized Hessian of f with respect to the horizontal distribution generated by
X, Y . Substituting this information in the above formula we find
Γ2(f) = ||∇2Hf ||2 + ρ1Γ(f) +
1
2
ΓZ(f) + 2
(
Y f(XZf)−Xf(Y Zf)).
By the above expression for ΓZ2 (f), using Cauchy-Schwarz inequality, we obtain for every
ν > 0
|2Y f(XZf)− 2Xf(Y Zf)| ≤ νΓZ2 (f) +
1
ν
Γ(f).
Similarly, one easily recognizes that
||∇2Hf ||2 ≥
1
2
(Lf)2.
Combining these inequalities, we conclude that we have proved the following result.
Proposition 2.1. For every ρ1 ∈ R the Lie group G(ρ1), with the sub-Laplacian L in
(2.1), satisfies the generalized curvature dimension inequality CD(ρ1, 12 , 1, 2). Precisely,
for every f ∈ C∞(G(ρ1)) and any ν > 0 one has:
Γ2(f) + νΓ
Z
2 (f) ≥
1
2
(Lf)2 +
(
ρ1 − 1
ν
)
Γ(f) +
1
2
ΓZ(f).
Proposition 2.1 provides a basic motivation for Definition 1.3. It is also important to
observe at this point that the Lie group G(ρ1) can be endowed with a natural CR structure.
Denoting in fact with H the subbundle of TG(ρ1) generated by the vector fields X and
Y , the endomorphism J of H defined by
J(Y ) = X, J(X) = −Y,
satisfies J2 = −I , and thus defines a complex structure on G(ρ1). By choosing θ as the
form such that
Ker θ = H, and dθ(X, Y ) = 1,
we obtain a CR structure on G(ρ1) whose Reeb vector field is−Z. Thus, the above choice
of ΓZ is canonical.
The pseudo-hermitian Tanaka-Webster torsion of G(ρ1) vanishes (see Definition 2.23
below), and thus (G(ρ1), θ) is a Sasakian manifold. It is also easy to verify that for the
CR manifold (G(ρ1), θ) the Tanaka-Webster horizontal sectional curvature is constant
and equals ρ1. The following three model spaces correspond respectively to the cases
ρ1 = 1, ρ1 = 0 and ρ1 = −1.
Example 2.2. The Lie group SU(2) is the group of 2 × 2, complex, unitary matrices of
determinant 1. Its Lie algebra su(2) consists of 2 × 2, complex, skew-hermitian matrices
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with trace 0. A basis of su(2) is formed by the following matrices X = i
2
σ1, Y =
i
2
σ2,
Z = i
2
σ3, where σk, k = 1, 2, 3, are the Pauli matrices:
X =
1
2
(
0 1
−1 0
)
, Y =
1
2
(
0 i
i 0
)
, Z =
1
2
(
i 0
0 −i
)
.
One easily verifies
[X, Y ] = Z, [X,Z] = −Y, [Y, Z] = X, (2.3)
and thus ρ1 = 1.
Example 2.3. The Heisenberg group H is the group of 3× 3 matrices:

 1 x z0 1 y
0 0 1

 , x, y, z ∈ R.
The Lie algebra of H is spanned by the matrices
X =

 0 1 00 0 0
0 0 0

 , Y =

 0 0 00 0 1
0 0 0

 , Z =

 0 0 10 0 0
0 0 0

 ,
for which the following commutation relations hold
[X, Y ] = Z, [X,Z] = [Y, Z] = 0.
We thus have ρ1 = 0 in this case.
Example 2.4. The Lie group SL(2) is the group of 2× 2, real matrices of determinant 1.
Its Lie algebra sl(2) consists of 2×2 matrices of trace 0. A basis of sl(2) is formed by the
matrices:
X =
1
2
(
1 0
0 −1
)
, Y =
1
2
(
0 1
1 0
)
, Z =
1
2
(
0 1
−1 0
)
,
for which the following commutation relations hold
[X, Y ] = Z, [X,Z] = Y, [Y, Z] = −X. (2.4)
We thus have ρ1 = −1 in this case.
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2.3 Sub-Riemannian manifolds with transverse symmetries
We now turn our attention to a large class of sub-Riemannian manifolds, encompassing
the three-dimensional model spaces discussed in the previous section. The central objec-
tive of the present section is proving Theorem 2.19 below. The latter states that for these
sub-Riemannian manifolds the generalized curvature-dimension inequality (1.12) does
hold under some natural geometric assumptions which, in the Riemannian case, reduce
to requiring a lower bound for the Ricci tensor. To achieve this result, we will need to
establish some new Bochner type identities. This is done in Theorem 2.18 below.
Let M be a smooth, connected manifold. We assume that M is equipped with a bracket
generating distributionH of dimension d and a fiberwise inner product g on that distribu-
tion. The distributionH will be referred to as the set of horizontal directions.
We indicate with iso the finite-dimensional Lie algebra of all sub-Riemannian Killing
vector fields on M (see [53]). A vector field Z ∈ iso if the one-parameter flow generated
by it locally preserves the sub-Riemannian geometry defined by (H, g). This amounts to
saying that:
(1) For every x ∈M, and any u, v ∈ H(x), LZg(u, v) = 0;
(2) If X ∈ H, then [Z,X ] ∈ H.
In (1) we have denoted by LZg the Lie derivative of g with respect to Z. Our main geo-
metric assumption is the following:
Hypothesis 2.5. There exists a Lie sub-algebra V ⊂ iso, such that for every x ∈M,
TxM = H(x)⊕ V(x).
The distribution V will be referred to as the set of vertical directions. The dimension
of V will be denoted by h.
The choice of an inner product on the Lie algebra V naturally endows M with a Rie-
mannian extension gR of g that makes the decomposition H(x) ⊕ V(x) orthogonal. Al-
though gR will be useful for the purpose of computations, the geometric objects that we
will introduce, like the sub-Laplacian L, the canonical connection ∇ and the ”Ricci” ten-
sor R, ultimately will not depend on the choice of an inner product on V .
The Riemannian measure of (M, gR) will be denoted by µ and, for notational conve-
nience, we will often use the notation 〈·, ·〉 instead of gR.
Remark 2.6. If the Lie group V generated by V acts properly on M, then we have a
natural Riemannian submersion M → M/V. In the case SU(2) studied in the previous
section, we obtain the Hopf fibration S3 → S2, see [44].
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The above assumptions imply that, in a sufficiently small neighborhood of every point
x ∈M, we can find a frame of vector fields {X1, · · · , Xd, Z1, · · · , Zh} such that:
(a) Z1, · · · , Zh ∈ V;
(b) {X1(x), · · · , Xd(x)} is an orthonormal basis of H(x);
(c) {Z1(x), · · · , Zh(x)} is an orthonormal basis of V(x);
(d) the following commutation relations hold:
[Xi, Xj] =
d∑
ℓ=1
ωℓijXℓ +
h∑
m=1
γmijZm, (2.5)
[Xi, Zm] =
d∑
ℓ=1
δℓimXℓ, (2.6)
for smooth functions ωℓij , γmij and δℓim such that
δℓim = −δiℓm, i, ℓ = 1, ..., d, and m = 1, ..., h. (2.7)
We mention explicitly that the equation (2.7) follows from the property of Zm being sub-
Riemannian Killing, see conditions (1) and (2) above. By convention, ωℓij = −ωℓji and
γmij = −γmji .
Definition 2.7. A local frame such as in (a)-(d) above will be called an adapted frame.
We define the horizontal gradient ∇Hf of a function f as the projection of the Rie-
mannian gradient of f on the horizontal bundle. Similarly, we define the vertical gradient
∇Vf of a function f as the projection of the Riemannian gradient of f on the vertical
bundle. In an adapted frame,
∇Hf =
d∑
i=1
(Xif)Xi,
∇Vf =
h∑
m=1
(Zmf)Zm.
The canonical sub-Laplacian in this structure is, by definition, the diffusion operator L on
M which is symmetric on C∞0 (M) with respect to the measure µ and such that (see (1.4)):
Γ(f, g) =
1
2
(L(fg)− fLg − gLf) = 〈∇Hf,∇Hg〉.
It is readily seen that in an adapted frame, one has
L = −
d∑
i=1
X∗i Xi,
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whereX∗i is the formal adjoint ofXi with respect to the measure µ. From the commutation
relations in an adapted frame, we obtain that
X∗i = −Xi +
d∑
k=1
ωkik,
so that, in an adapted frame
L =
d∑
i=1
X2i +X0, (2.8)
where
X0 = −
d∑
i,k=1
ωkikXi. (2.9)
We also note that since H is supposed to be bracket generating, from Ho¨rmander’s theo-
rem, L is a hypoelliptic operator.
In the present setting, from the very definition of L, one readily recognizes that the
canonical bilinear form introduced in (1.4) above is given by
Γ(f, g) = 〈∇Hf,∇Hg〉.
Definition 2.8. We define for every f, g ∈ C∞(M)
ΓZ(f, g) = 〈∇Vf,∇Vg〉.
Our first step is verifying that the differential forms Γ and ΓZ satisfy the Hypothesis
1.2 in the introduction. This is the content of the next result.
Lemma 2.9. For f, g ∈ C∞(M),
Γ(f,ΓZ(f)) = ΓZ(f,Γ(f)).
Proof. It is readily checked in a local adapted frame {X1, ..., Xd, Z1, ..., Zh}. We have
ΓZ(f,Γ(f)) = 2
h∑
m=1
Zmf
d∑
i=1
XifZm(Xif)
= 2
d∑
i=1
Xif
h∑
m=1
ZmfXi(Zmf)− 2
d∑
i=1
Xif
h∑
m=1
Zmf [Xi, Zm]f
= Γ(f,ΓZ(f))− 2
h∑
m=1
Zmf
d∑
i,ℓ=1
δℓimXifXℓf
= Γ(f,ΓZ(f)),
where in the last two equalities we have used (2.6) and (2.7).
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Another property that will be important for us is that V is a Lie algebra of symmetries
for the sub-Laplacian L.
Lemma 2.10. For any Z ∈ V one has [L,Z] = 0.
Proof. Since Z is a Killing vector field, [L,Z] is a first-order differential operator and
therefore a vector field. Since Z∗ = −Z + c, where Z∗ denotes the formal adjoint of Z
and c a constant, we obtain that [L,Z]∗ = [L,Z]. Since a symmetric vector field must
vanish identically, we obtain the desired conclusion.
2.3.1 The canonical connection
Our ultimate objective (see Theorem 2.19 in Section 2.3.3) will be establishing natural
geometric conditions under which the manifold M, endowed with the above defined sub-
Laplacian L, and with the differential bilinear form ΓZ , satisfy the generalized curvature-
dimension inequality CD(ρ1, ρ2, κ, d) in Definition 1.3. A useful ingredient in the realiza-
tion of this objective is the existence of a canonical connection on M.
Proposition 2.11. There exists a unique affine connection∇ on M satisfying the following
properties:
(i) ∇g = 0;
(ii) if X and Y are horizontal vector fields, ∇XY is horizontal;
(iii) if Z ∈ V , ∇Z = 0;
(iv) if X, Y are horizontal vector fields and Z ∈ V , the torsion vector field T(X, Y ) is
vertical and T(X,Z) = 0.
Proof. If we indicate with ∇R the Riemannian Levi-Civita connection on M, the exis-
tence of the connection ∇ follows by prescribing the relations
∇ZX = [Z,X ], ∇XY = πH(∇RXY ), ∇Z = 0,
where X, Y ∈ H, Z ∈ V , and πH the projection onto the horizontal bundle. The unique-
ness of ∇ follows in a standard fashion.
Remark 2.12. It is worth noting that the connection ∇ does not depend on the choice of
the inner product on V .
Remark 2.13. It is also worth observing here that in the Riemannian case we simply have
H = TM, and ∇ is just the Levi-Civita connection on M.
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Remark 2.14. For later use we observe that, in a local adapted frame, one has:
∇XiXj =
d∑
k=1
1
2
(
ωkij + ω
j
ki + ω
i
kj
)
Xk, (2.10)
∇ZmXi = −
d∑
ℓ=1
δℓimXℓ, (2.11)
∇Zm = 0. (2.12)
We also note that, thanks to (2.8) and (2.9), in a local adapted frame we have
L =
d∑
i=1
X2i −∇XiXi,
so that
Lf = div(∇Hf).
2.3.2 Generalized Bochner identities
As we have recalled in the opening of the present paper at the hearth of the Riemannian
curvature-dimension inequality CD(ρ1, n) there is the Bochner identity. It is then only
natural that our first step in the formulation of the generalized curvature-dimension in-
equality in Definition 1.3 above was understanding appropriate versions of the identity
of Bochner. This is accomplished by Theorem 2.18 below, which represents the central
result of this section. This result contains two Bochner identities: one for the horizontal
directions, see (2.17), and the other for the vertical ones, see (2.18) below. One of the
essential points of the program laid in this paper is that, to formulate a notion of Ricci that
works well for sub-Riemannian spaces, one needs to appropriately intertwine these iden-
tities. As a final comment we mention that, as it will be clear from the proof of Theorem
2.18, the vertical Bochner formula is incredibly easier than the horizontal one, but this is
in the nature of things, and should come as no surprise.
We are ready to introduce the relevant geometric quantities.
Definition 2.15. Let ∇ be the affine connection introduced by Proposition 2.11, and in-
dicate with Ric and T respectively the Ricci and torsion tensors with respect to ∇. For
f ∈ C∞(M) we define:
R(f) = Ric(∇Hf,∇Hf) +
d∑
ℓ,k=1
(
−((∇XℓT)(Xℓ, Xk)f)(Xkf) +
1
4
(T(Xℓ, Xk)f)2
)
.
(2.13)
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where {X1, · · · , Xd} is a local frame of horizontal vector fields. We also define the fol-
lowing second-order differential form by the formula:
S(f) = −2
d∑
i=1
〈∇Xi∇Vf,T(Xi,∇Hf)〉. (2.14)
Remark 2.16. The expressions (2.13), (2.14) do not depend on the choice of the frame,
thus they define intrinsic differential forms on M. Also, we observe that since the connec-
tion ∇ does not depend on the choice of an inner product on V , it is easy to check that
R and S do not depend on this choice either. We note explicitly that in the Riemannian
case we have H = TM , ∇ is just the Levi-Civita connection of M, and therefore T≡ 0.
In such case, R(f) = Ric(∇f,∇f), where now Ric is the Riemannian Ricci tensor.
The following lemma provides a useful expression of the differential forms R(f) and
S(f) in a local adapted frame.
Lemma 2.17. Let {X1, ..., Xd, Z1, ..., Zh} be a local adapted frame. Then, we have:
R(f) =
d∑
k,ℓ=1
{( d∑
j=1
h∑
m=1
γmkjδ
ℓ
jm
)
+
d∑
j=1
(Xℓω
j
kj −Xjωkℓj) (2.15)
+
d∑
i,j=1
ωijiω
ℓ
kj −
d∑
i=1
ωikiω
i
ℓi +
1
2
∑
1≤i<j≤d
(
ωℓijω
k
ij − (ωiℓj + ωjℓi)(ωikj + ωjki)
)}
XkfXℓf
+
d∑
k=1
h∑
m=1
( d∑
ℓ,j=1
ωℓjℓγ
m
kj +
∑
1≤ℓ<j≤d
ωkℓjγ
m
ℓj −
d∑
j=1
Xjγ
m
kj
)
ZmfXkf
+
1
2
∑
1≤ℓ<j≤d
( h∑
m=1
γmℓjZmf
)2
,
and
S(f) = −2
d∑
i,j=1
h∑
m=1
γmij (XjZmf)(Xif). (2.16)
Proof. It is a standard but lengthy computation using an adapted frame.
In the following we denote by ‖∇2Hf‖2 the Hilbert-Schmidt norm of the symmetrized
horizontal Hessian of a function f . In a local adapted frame
‖∇2Hf‖2 =
d∑
ℓ=1
(
X2ℓ f −
d∑
i=1
ωℓiℓXif
)2
+2
∑
1≤ℓ<j≤d
(
XjXℓ +XℓXj
2
f −
d∑
i=1
ωℓij + ω
j
iℓ
2
Xif
)2
.
Also, we will denote ‖∇H∇Vf‖2 =
∑d
i=1
∑h
m=1(XiZmf)
2
, an expression which is seen
to be independent from the local adapted frame. The next theorem constitutes one of the
central results of Section 2.3.
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Theorem 2.18. For every f ∈ C∞(M) the following formulas hold:
Γ2(f) = ‖∇2Hf‖2 +R(f) + S(f); (Horizontal Bochner formula) (2.17)
ΓZ2 (f) = ‖∇H∇Vf‖2. (Vertical Bochner formula) (2.18)
Proof. It is enough to prove (2.17) and (2.18) in a local adapted frame {X1, ..., Xd, Z1, ..., Zh}.
We begin with the vertical Bochner formula (2.18), which is quite simple. Such formula
follows immediately by a direct computation starting from the definition (1.11) of ΓZ2 , and
using the fact that L and Zm commute, see Lemma 2.10.
The proof of the horizontal Bochner formula (2.17) is not as straightforward. In order
to avoid long and cumbersome computations we will omit the intermediate details and
only provide the essential identities. With such identities the interested reader should be
able to fill in the gaps. Let us preliminarily observe that
XiXjf = f,ij +
1
2
[Xi, Xj]f,
where we have let
f,ij =
1
2
(XiXj +XjXi)f. (2.19)
Using (2.5), we find
XiXjf = f,ij +
1
2
d∑
ℓ=1
ωℓijXℓf +
1
2
h∑
m=1
γmijZmf. (2.20)
Now, starting from the definition (1.10) of Γ2(f), we obtain
Γ2(f) =
d∑
i=1
Xif [X0, Xi]f − 2
d∑
i,j=1
Xif [Xi, Xj]Xjf
+
d∑
i,j=1
Xif [[Xi, Xj], Xj]f +
d∑
i,j=1
(XjXif)
2,
where X0 is defined by (2.9). From (2.20) we have
d∑
i,j=1
(XjXif)
2 =
d∑
i,j=1
f 2,ij +
1
2
∑
1≤i<j≤d
(
d∑
ℓ=1
ωℓijXℓf
)2
+
1
2
∑
1≤i<j≤d
(
h∑
m=1
γmijZmf
)2
+
∑
1≤i<j≤d
d∑
ℓ=1
h∑
m=1
ωℓijγ
m
ijZmfXℓf.
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and therefore,
Γ2(f) =
d∑
i,j=1
f 2,ij − 2
d∑
i,j=1
Xif [Xi, Xj]Xjf +
d∑
i,j=1
Xif [[Xi, Xj ], Xj]f (2.21)
+
d∑
i=1
Xif [X0, Xi]f +
1
2
∑
1≤i<j≤d
(
d∑
ℓ=1
ωℓijXℓf
)2
+
1
2
∑
1≤i<j≤d
(
h∑
m=1
γmijZmf
)2
+
∑
1≤i<j≤d
d∑
ℓ=1
h∑
m=1
ωℓijγ
m
ijZmfXℓf.
To complete the proof we need to recognize that the right-hand side in (2.21) coincides
with that in (2.17). With this objective in mind, using (2.5) we obtain after a computation
d∑
i,j=1
f 2,ij − 2
d∑
i,j=1
Xif [Xi, Xj]Xjf
=
d∑
ℓ=1
(
f 2,ℓℓ − 2
(
d∑
i=1
ωℓiℓXif
)
f,ℓℓ
)
+ 2
∑
1≤ℓ<j≤d
(
f 2,jℓ − 2
∑
1≤ℓ<j≤d
(
d∑
i=1
ωℓij + ω
j
iℓ
2
Xif
)
f,ℓj
)
−
d∑
i,j=1
d∑
ℓ,k=1
ωℓijω
k
ℓjXkfXif −
d∑
i,j=1
d∑
ℓ=1
h∑
m=1
ωℓijγ
m
ℓjZmf Xif
− 2
d∑
i,j=1
h∑
m=1
γmijZmXjf Xif.
Completing the squares in the latter expression we find
d∑
i,j=1
f 2,ij − 2
d∑
i,j=1
Xif [Xi, Xj ]Xjf
=
d∑
ℓ=1
(
f,ℓℓ −
d∑
i=1
ωℓiℓXif
)2
+ 2
∑
1≤ℓ<j≤d
(
f,jℓ −
d∑
i=1
ωℓij + ω
j
iℓ
2
Xif
)2
−
d∑
ℓ=1
(
d∑
i=1
ωℓiℓXif
)2
− 2
∑
1≤ℓ<j≤d
(
d∑
i=1
ωℓij + ω
j
iℓ
2
Xif
)2
−
d∑
i,j,k,ℓ=1
ωℓijω
k
ℓjXkfXif −
d∑
i,j=1
d∑
ℓ=1
h∑
m=1
ωℓijγ
m
ℓjZmf Xif
− 2
d∑
i,j=1
h∑
m=1
γmijXjZmf Xif − 2
d∑
i,j=1
h∑
m=1
γmij [Zm, Xj]f Xif.
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Next, we have from (2.9)
d∑
i=1
Xif [X0, Xi]f =
d∑
i,j,k,ℓ=1
ωkjkω
ℓ
ijXℓfXif
+
d∑
i=1
d∑
j,k=1
h∑
m=1
ωkjkγ
m
ijZmfXif +
d∑
i=1
d∑
j,k=1
(Xiω
k
jk)XifXjf.
Using (2.5) we find
d∑
i,j=1
Xif [[Xi, Xj ], Xj]f =
d∑
i,j=1
d∑
ℓ,k=1
ωℓijω
k
ℓjXifXkf +
d∑
i,j,ℓ=1
h∑
m=1
ωℓijγ
m
ℓjZmfXif
+
d∑
i,j=1
h∑
m=1
γmij [Zm, Xj]fXif −
d∑
i,j=1
h∑
m=1
(Xjγ
m
ij )ZmfXif
−
d∑
i,j=1
d∑
ℓ=1
(Xjω
ℓ
ij)XifXℓf.
Substituting the latter three equations in (2.21) we thus obtain
Γ2(f) =
d∑
ℓ=1
(
f,ℓℓ −
d∑
i=1
ωℓiℓXif
)2
+ 2
∑
1≤ℓ<j≤d
(
f,jℓ −
d∑
i=1
ωℓij + ω
j
iℓ
2
Xif
)2
− 2
d∑
i,j=1
h∑
m=1
γmijXjZmf Xif +M
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where we have let
M = −
d∑
ℓ=1
(
d∑
i=1
ωℓiℓXif
)2
− 2
∑
1≤ℓ<j≤d
(
d∑
i=1
ωℓij + ω
j
iℓ
2
Xif
)2
(2.22)
+
d∑
i,j,k,ℓ=1
ωkjkω
ℓ
ijXℓfXif −
d∑
i,j,k,ℓ=1
ωkijω
ℓ
kjXℓfXif −
d∑
i,j=1
d∑
ℓ=1
h∑
m=1
ωℓijγ
m
ℓjZmf Xif
−
d∑
i,j=1
h∑
m=1
γmij [Zm, Xj]f Xif +
d∑
i=1
d∑
j,k=1
h∑
m=1
ωkjkγ
m
ijZmfXif
+
d∑
i=1
d∑
j,k=1
(Xiω
k
jk)XifXjf +
d∑
i,j=1
d∑
ℓ,k=1
ωℓijω
k
ℓjXifXkf +
d∑
i,j,ℓ=1
h∑
m=1
ωℓijγ
m
ℓjZmfXif
−
d∑
i,j=1
h∑
m=1
(Xjγ
m
ij )ZmfXif −
d∑
i,j=1
d∑
ℓ=1
(Xjω
ℓ
ij)XifXℓf
+
1
2
∑
1≤i<j≤d
(
d∑
ℓ=1
ωℓijXℓf
)2
+
1
2
∑
1≤i<j≤d
(
h∑
m=1
γmijZmf
)2
+
∑
1≤i<j≤d
d∑
ℓ=1
h∑
m=1
ωℓijγ
m
ijZmfXℓf.
Simplifying the latter expression we obtain
M = −
d∑
k,ℓ=1
d∑
i=1
ωikiω
i
ℓiXkfXℓf
− 1
2
d∑
k,l=1
∑
1≤i<j≤d
(ωiℓj + ω
j
ℓi)(ω
i
kj + ω
j
ki)XkfXℓf (2.23)
+
d∑
k,ℓ=1
d∑
j=1
(Xℓω
j
kj −Xjωkℓj)XkfXℓf +
d∑
i,j,k,ℓ=1
ωijiω
ℓ
kjXkfXℓf
+
1
2
d∑
k,ℓ=1
∑
1≤i<j≤d
ωℓijω
k
ijXkfXℓf +
d∑
k,j=1
h∑
m=1
γmkj[Xj , Zm]f Xkf
+
d∑
i=1
d∑
j,k=1
h∑
m=1
ωkjkγ
m
ijZmfXif +
∑
1≤i<j≤d
d∑
ℓ=1
h∑
m=1
ωℓijγ
m
ijZmfXℓf
−
d∑
i,j=1
h∑
m=1
(Xjγ
m
ij )ZmfXif +
1
2
∑
1≤i<j≤d
(
h∑
m=1
γmijZmf
)2
.
At this point, using (2.6), it is easy to recognize in view of (2.13) in Lemma 2.17 that
M = R(f).
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To complete the proof of (2.17) it now suffices to:
1) use the equation (2.14) in Lemma 2.17;
2) recognize by a computation that, in a local horizontal frame, the square of the
Hilbert-Schmidt norm of the horizontal Hessian ∇2Hf is given by
‖∇2Hf‖2 =
d∑
ℓ=1
(
f,ℓℓ −
d∑
i=1
ωℓiℓXif
)2
+ 2
∑
1≤ℓ<j≤d
(
f,jℓ −
d∑
i=1
ωℓij + ω
j
iℓ
2
Xif
)2
.
(2.24)
2.3.3 The generalized curvature-dimension inequality
In this final part of Section 2.3 we establish the main result of the whole section, namely
Theorem 2.19 below. This result shows that, under suitable geometric bounds, see (2.26)
below, which are natural in sub-Riemannian geometry (by this we mean that they are
satisfied by large classes of significant examples), the sub-Riemannian manifold M, with
its canonical sub-Laplacian L and the Lie subalgebra of transverse symmetries V , satisfies
the curvature-dimension inequality in (1.12).
We need to introduce the last intrinsic first-order differential quadratic form, which in
a local horizontal frame {X1, ..., Xd}, we defined as
T (f) =
d∑
i=1
‖T(Xi,∇Hf)‖2.
A computation shows that in a local adapted frame we obtain:
T (f) =
d∑
j=1
h∑
m=1
(
d∑
i=1
γmijXif
)2
. (2.25)
It is worth remarking that, as we have already observed, in the Riemannian case ∇
is the Levi-Civita connection. As a consequence, in such case T (f) = 0 for every f ∈
C∞(M).
Theorem 2.19. Suppose that there exist constants ρ1 ∈ R, ρ2 > 0 and κ ≥ 0 such that
for every f ∈ C∞(M): {
R(f) ≥ ρ1Γ(f) + ρ2ΓZ(f),
T (f) ≤ κΓ(f). (2.26)
Then, the sub-Riemannian manifold M satisfies the generalized curvature-dimension in-
equality CD(ρ1, ρ2, κ, d) in (1.12) with respect to the sub-Laplacian L and the differential
form ΓZ .
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Proof. We need to show that for every f ∈ C∞(M) and any ν > 0 one has:
Γ2(f) + νΓ
Z
2 (f) ≥
1
d
(Lf)2 +
(
ρ1 − κ
ν
)
Γ(f) + ρ2Γ
Z(f).
Let {X1, ..., Xd, Z1, ..., Zh} be a local adapted frame. From (2.8) and (2.9) and Schwarz
inequality we find
Lf =
d∑
ℓ=1
(
X2ℓ f −
d∑
i=1
ωℓiℓXif
)
≤
√
d

 d∑
ℓ=1
(
X2ℓ f −
d∑
i=1
ωℓiℓXif
)2
1/2
This inequality and (2.24) readily give
1
d
(Lf)2 ≤ ||∇2Hf ||2.
From this estimate and from (2.17) in Theorem 2.18 we obtain
1
d
(Lf)2 ≤ Γ2(f)−R(f) + S(f) (2.27)
≤ Γ2(f)− ρ1Γ(f)− ρ2ΓZ(f) + S(f),
where in the last inequality we have used the lower bound on R(f) in the hypothesis
(2.26). Using (2.16) and the Cauchy-Schwarz inequality we now find for every ν > 0
|S(f)| ≤ 2

 d∑
j=1
h∑
m=1
(
d∑
i=1
γmijXif
)2
1/2(
d∑
j=1
h∑
m=1
(XjZmf)
2
)1/2
= 2T (f)1/2ΓZ2 (f)1/2 ≤
1
ν
T (f) + νΓZ2 (f),
where in the second to the last equality we have used (2.18) and (2.25). Substituting the
latter inequality in (2.27) we find
1
d
(Lf)2 ≤ Γ2(f) + νΓZ2 (f) +
1
ν
T (f)− ρ1Γ(f)− ρ2ΓZ(f).
At this point it suffices to use the bound from above on T (f) in (2.26) to reach the desired
conclusion.
The next result shows that, remarkably, the generalized curvature-dimension inequal-
ity (1.12) in Definition 1.3 is equivalent to the geometric bounds (2.26) above.
Theorem 2.20. Suppose that there exist constants ρ1 ∈ R, ρ2 > 0 and κ ≥ 0 such
that M satisfy the generalized curvature-dimension inequality CD(ρ1, ρ2, κ, d). Then, M
satisfies the geometric bounds (2.26). As a consequence of this fact and of Theorem 2.19
we conclude that
CD(ρ1, ρ2, κ, d)⇐⇒
{
R(f) ≥ ρ1Γ(f) + ρ2ΓZ(f),
T (f) ≤ κΓ(f).
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Proof. Let us fix x0 ∈M, u ∈ Hx0(M) and v ∈ Vx0(M). Let also ν > 0. Let {X1, ..., Xd, Z1, ..., Zh}
be a local adapted frame around x0. We claim that we can find a function f ∈ C∞(M)
such that:
(i) ∇Hf(x0) = u,
(ii) ∇Vf(x0) = v,
(iii) ∇2Hf(x0) = 0,
(iv) XjZmf(x0) = 1ν
∑d
i=1 γ
m
ij (x0)ui.
To see this, we denote as before by ∇R the Levi-Civita connection of the Riemannian
metric on M. Since {X1, ..., Xd, Z1, ..., Zh} is a local frame, we can find a local chart
(U, φ) at x0, such that φ(0) = x0 and in U we have Xj = ∂∂xj , j = 1, ..., d, Zm =
∂
∂zm
,
m = 1, ..., h. We first observe that there exists a function f1 ∈ C∞(M) such that{
∇Rf1(x0) = u+ v,
∇R∇Rf1(x0) = 0.
For the explicit construction of such function f1, see for instance the proof of Theorem
3.1 and Lemma 3.2 in [49]. We can also find a function f2 ∈ C∞(M) such that{
∇Rf2(x0) = 0,
XjZmf2(x0) =
1
ν
∑d
i=1 γ
m
ij (x0)ui −XjZmf1(x0).
Indeed, it will suffice to take as f2 the function that in the local coordinates
(x, z) = (x1, ..., xd, z1, ..., zh)
is expressed in the form
f2(x, z) =
d∑
j=1
h∑
m=1
(
1
ν
d∑
i=1
γmij (x0)ui −XjZmf1(x0)
)
xjzm.
It is readily verified that such f2 satisfies the two above conditions. With this being done,
we now take f = f1 + f2. It is clear that such f satisfies (i)-(iv) above. Now, using
CD(ρ1, ρ2, κ, d) on the function f , in combination with (i)-(iii) above, we find at the point
x0,
Γ2(f)(x0) + νΓ
Z
2 (f)(x0) ≥
(
ρ1 − κ
ν
)
‖u‖2 + ρ2‖v‖2.
But, from (2.17) in Theorem 2.18 and (iii) we have
Γ2(f)(x0) = R(f)(x0) + S(f)(x0).
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By (2.16) and (iii) we find
S(f)(x0) = −2
d∑
i,j=1
h∑
m=1
γmij (x0)XjZmf(x0)Xif(x0) = −
2
ν
d∑
j=1
h∑
m=1
d∑
i,ℓ=1
γmij (x0)γ
m
ℓj (x0)uℓui
= −2
ν
d∑
j=1
h∑
m=1
(
d∑
i=1
γmij (x0)ui
)2
= −2
ν
T (f)(x0),
where in the last equality we have used (2.25). On the other hand, (2.18) and (iii) give
ΓZ2 (f)(x0) = ‖∇H∇Vf(x0)‖2 =
1
ν2
d∑
j=1
h∑
m=1
(
d∑
i=1
γmij (x0)ui
)2
=
1
ν2
T (f)(x0),
where in the last equality we have used (2.25) again. In conclusion,
Γ2(f)(x0)+νΓ
Z
2 (f)(x0) = R(f)(x0)+S(f)(x0)+ν‖∇H∇Vf(x0)‖2 = R(f)(x0)−
1
ν
T (f)(x0).
We thus infer from CD(ρ1, ρ2, κ, d)
R(f)(x0)− 1
ν
T (f)(x0) ≥
(
ρ1 − κ
ν
)
‖u‖2 + ρ2‖v‖2
We finally note that (2.15) in Lemma 2.17 gives
R(f)(x0) =
d∑
k,ℓ=1
{( d∑
j=1
h∑
m=1
γmkjδ
ℓ
jm
)
+
d∑
j=1
(Xℓω
j
kj −Xjωkℓj)
+
d∑
i,j=1
ωijiω
ℓ
kj −
d∑
i=1
ωikiω
i
ℓi +
1
2
∑
1≤i<j≤d
(
ωℓijω
k
ij − (ωiℓj + ωjℓi)(ωikj + ωjki)
)}
ukul
+
d∑
k=1
h∑
m=1
( d∑
ℓ,j=1
ωℓjℓγ
m
kj +
∑
1≤ℓ<j≤d
ωkℓjγ
m
ℓj −
d∑
j=1
Xjγ
m
kj
)
vmuk
+
1
2
∑
1≤ℓ<j≤d
( h∑
m=1
γmℓj vm
)2
,
:= R(u, v),
and that (2.25) gives
T (f)(x0) =
d∑
j=1
h∑
m=1
(
d∑
i=1
γmij ui
)2
:= T (u).
In conclusion, we have proved that for every u ∈ Hx0(M) and v ∈ Vx0(M) and ν > 0,
R(u, v)− 1
ν
T (u) ≥
(
ρ1 − κ
ν
)
‖u‖2 + ρ2‖v‖2.
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By first letting ν →∞, we obtain
R(u, v) ≥ ρ1‖u‖2 + ρ2‖v‖2.
If instead we let ν → 0, we find T (u) ≤ k‖u‖2. This completes the proof.
2.4 Carnot groups of step two
Carnot groups of step 2 provide a natural reservoir of sub-Riemannian manifolds with
transverse symmetries. Let g be a graded nilpotent Lie algebra of step two. This means
that g admits a splitting g = V1⊕V2, where [V1, V1] = V2, and [V1, V2] = {0}. We endow g
with an inner product 〈·, ·〉with respect to which the decomposition V1⊕V2 is orthogonal.
We denote by e1, ..., ed an orthonormal basis of V1 and by ε1, ..., εh an orthonormal basis
of V2. Let G be the connected and simply connected graded nilpotent Lie group associated
with g. Left-invariant vector fields in V2 are seen to be transverse sub-Riemannian Killing
vector fields of the horizontal distribution given by V1. The geometric assumptions of the
previous section are thus satisfied.
Let Lx(y) = xy be the operator of left-translation on G, and indicate with dLx its
differential. We indicate with Xj(x) = dLx(ej), j = 1, · · · , d and Zm(x) = dLx(εm),
m = 1, · · · , h, the corresponding system of left-invariant vector fields on G. Using the
Baker-Campbell-Hausdorff formula, we see that in exponential coordinates
Xi =
∂
∂xi
− 1
2
h∑
m=1
d∑
ℓ=1
γmiℓ xℓZm
where γmiℓ = 〈[ei, eℓ], εm〉 are the group constants. From the latter equation we see that
[Xi, Xj] =
h∑
m=1
γmijZm. (2.28)
We note that X1, ..., Xd, Z1, ..., Zh is a global adapted frame on G.
A canonical sub-Laplacian on G is given by
L =
d∑
i=1
X2i .
If we endow G with a bi-invariant Haar measure µ, then X∗i = −Xi, see e.g. [29]. There-
fore, L is symmetric with respect to µ.
In the present setting we have
Γ(f) =
d∑
i=1
(Xif)
2, ΓZ(f) =
h∑
m=1
(Zmf)
2.
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If we use Lemma 2.17, then we easily see that
R(f) = 1
4
d∑
i,j=1
(
h∑
m=1
γmijZmf
)2
.
From this expression it is clear that
R(f) ≥ ρ2ΓZ(f),
with
ρ2 = inf‖z‖=1
1
4
d∑
i,j=1
(
h∑
m=1
γmij zm
)2
. (2.29)
Furthermore, from (2.25) one has
T (f) =
d∑
j=1
h∑
m=1
(
d∑
i=1
γmijXif
)2
,
and therefore
T (f) ≤ κΓ(f),
with
κ = sup
‖x‖=1
d∑
j=1
h∑
m=1
(
d∑
i=1
γmij xi
)2
. (2.30)
From these considerations in view of Theorem 2.19 we immediately obtain the following
result.
Proposition 2.21. Let G be a Carnot group of step two, with d being the dimension of the
horizontal layer of its Lie algebra. Then, G satisfies the generalized curvature-dimension
inequality CD(0, ρ2, κ, d) (with respect to any sub-Laplacian L on G), with ρ2 and κ
respectively given by (2.29) and (2.30).
In particular, in our framework, every Carnot group of step two is a sub-Riemannian
manifold with nonnegative Ricci tensor.
2.4.1 Groups of Heisenberg type
A significant class of Carnot groups of step two is that of groups of Heisenberg type.
Such groups constitute a generalization of the Heisenberg group and they carry a natural
complex structure. Groups of Heisenberg type (aka H-type groups) were first introduced
by Kaplan [37] in connection with the study of hypoellipticity and they were further
developed in [22], where the authors characterized those groups of H-type which arise
as the nilpotent component in the Iwasawa decomposition of simple Lie groups of real
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rank one. In a Carnot group of step two G consider the map J : V2 → End(V1) defined
for every η ∈ V2 by
< J(η)ξ, ξ′ >=< [ξ, ξ′], η >, ξ, ξ′ ∈ V1, η ∈ V2.
Then, G is said of H-type if J(η) is an orthogonal map on V1 for every η ∈ V2 such that
||η|| = 1. When G is of H-type we thus have for ξ, ξ′ ∈ V1, η ∈ V2,
< J(η)ξ, J(η)ξ′ >= ||η||2 < ξ, ξ′ > .
The J map induces a complex structure since in every group of H-type one has for every
η, η′ ∈ V2,
J(η)J(η′) + J(η′)J(η) = −2 < η, η′ > I,
see [22]. In particular,
J(η)2 = −||η||2I.
Since in a Carnot group of step two we always have [ei, ej ] =
∑h
s=1 γ
s
ijεs, we obtain
< J(εm)ei, ej >=< [ei, ej ], εm >= γ
m
ij .
When G is of H-type we thus find for z =
∑h
m=1 zmεm,
1
4
d∑
i,j=1
(
h∑
m=1
γmij zm
)2
=
1
4
d∑
i,j=1
< J(z)ei, ej >
2=
d
4
||z||2.
In view of (2.29) we conclude that, when G is of H-type, then ρ2 = d4 . Also, for x =∑d
i=1 xiei one has,
d∑
j=1
h∑
m=1
(
d∑
i=1
γmij xi
)2
=
d∑
j=1
h∑
m=1
〈J(εm)x, ej〉2 =
h∑
m=1
‖J(εm)x‖2 = h‖x‖2.
In view of (2.30) we conclude κ = h. Combining these considerations with Proposition
2.21, we have thus proved the following result.
Proposition 2.22. Let G be a group ofH-type. Then, G satisfies the generalized curvature-
dimension inequality CD(0, d
4
, h, d) with respect to any sub-Laplacian L.
2.5 CR Sasakian manifolds
Another interesting class of sub-Riemannian manifolds with transverse symmetries is
given by the class of CR Sasakian manifolds. For all the known results cited in this section
we refer the reader to the monograph [25]. Let M be a non degenerate CR manifold of
real hypersurface type and dimension d + 1, where d = 2n. Let θ be a pseudo-hermitian
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form on M with respect to which the Levi form Lθ is positive definite. The kernel of θ
determines the horizontal bundle H. Denote now by Z the Reeb vector field on M, i.e.,
the characteristic direction of θ. It is an immediate consequence of Theorem 1.3 on p. 25
in [25] that the canonical connection ∇ introduced in Section 2.3.1 coincides with the
Tanaka-Webster connection on M. The sub-Laplacian L introduced in Section 2.3 is then
the classical CR sub-Laplacian, see Definition 2.1 on p. 111 of [25].
Like in the Riemannian case, the pseudo-hermitian torsion with respect to ∇ is
T(X, Y ) = ∇XY −∇YX − [X, Y ].
Definition 2.23. The CR manifold (M, θ) is called Sasakian if the pseudo-hermitian tor-
sion vanishes, in the sense that
T(Z,X) = 0,
for every X ∈ H.
In every Sasakian manifold the Reeb vector field Z is a sub-Riemannian Killing vector
field (see Theorem 1.5 on p. 42 and Lemma 1.5 on p. 43 in [25]). In this situation, the
bilinear formsR, T take a particularly nice form. Indeed, in the Sasakian case, the torsion
T of the Tanaka-Webster connection is given, for horizontal vector fields X and Y, by
T(X, Y ) = 〈JX, Y 〉Z,
where J is the complex structure on M. Since∇J = 0, we obtain from (2.13) in Definition
2.15,
R(f) = Ric(∇Hf,∇Hf) + 1
4
(
d∑
l,k=1
〈JXl, Xk〉2
)
(Zf)2. (2.31)
Since
d∑
l,k=1
〈JXl, Xk〉2 =
d∑
k=1
‖JXk‖2 = d,
we conclude from (2.31) that
R(f) = Ric(∇Hf,∇Hf) + d
4
ΓZ(f).
Also, from (2.25)
T (f) =
d∑
i=1
〈J∇Hf,Xi〉2 = ‖J∇Hf‖2 = Γ(f).
As a straightforward consequence of these considerations we thus obtain from Theorem
2.19.
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Theorem 2.24. Assume that the Tanaka-Webster Ricci tensor is bounded from below by
ρ1 ∈ R on smooth functions, that is for every f ∈ C∞(M)
Ric(∇Hf,∇Hf) ≥ ρ1‖∇Hf‖2.
Then, the Sasakian manifold M satisfies the generalized curvature-dimension inequality
CD(ρ1, d4 , 1, d), with d = 2n.
Remark 2.25. The example of CR Sasakian manifolds, together with that of H-type
groups studied in Section 2.4.1, suggests the existence of an interesting class of sub-
Riemannian manifolds with transverse symmetries. Indeed, returning to the setting and
notations of Section 2.3, for Z ∈ V consider the map J(Z) defined on the horizontal
bundle H by
〈J(Z)X, Y 〉 = 〈Z, T (X, Y )〉.
Suppose that J(Z) is orthogonal for every Z ∈ V such that ‖Z‖ = 1, and that further-
more
∑d
k=1∇XkJ(Z) = 0. In that case, similarly to the case of groups of the H-type
case and Sasakian manifolds we can prove that, if the horizontal Ricci curvature of the
canonical connection ∇ is bounded from below by ρ1, then M satisfies the generalized
curvature-dimension inequality CD(ρ1, d4 , h, d). An example of such structure is given by
the Hopf fibration S7 → S4 and, more generally, by the so-called 3 Sasakian manifolds
(see [16] for an account on these geometric structures).
2.6 Principal bundles over Riemannian manifolds
Sub-Riemannian structures with transverse symmetries also naturally arise in the context
of principal bundles over Riemannian manifolds. Let (M, g) be a C∞ connected Rieman-
nian manifold with dimension d. Let us consider the orthonormal frame bundle O (M)
over M. The kernel of the Levi-Civita connection form defines the distributionH of hor-
izontal directions. If the Riemannian curvature form is non-degenerate this distribution
is two-step bracket generating (see for instance Chapter 3 in [12]). The set of vertical
directions is then given by the vector fields that are tangent to the fibers of the bundle pro-
jection. It is then easily seen that in such case V ≃ sod(R), and therefore that the vertical
bundle is generated by the sub-Riemannian Killing vector fields of the horizontal bundle.
We therefore have an example of a sub-Riemannian manifold with transverse symmetries.
In this example the geometric quantities introduced in Section 2.2 may be interpreted in
terms of the geometry of M.
First, let us observe that we can find a globally defined adapted frame. For each x ∈ Rd
we can define a horizontal vector field Hx on O (M) by the property that at each point
u ∈ O(M), Hx(u) is the horizontal lift of u(x) from u. If (e1, ..., ed) is the canonical basis
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of Rd, the fundamental horizontal vector fields are then defined by
Hi = Hei.
Now, for every M ∈ od(R) (space of d × d skew-symmetric matrices), we can define a
vertical vector field VM on O (M) by
(VMF )(u) = lim
t→0
F
(
uetM
)− F (u)
t
,
where u ∈ O (M) and F : O (M) → R. If Eij , 1 ≤ i < j ≤ d denote the canonical
basis of od(R) (Eij is the matrix whose (i, j)-th entry is 1/2, (j, i)-th entry is −1/2, and
all other entries are zero), then the fundamental vertical vector fields are given by
Vij = VEij .
It can be shown that we have the following Lie bracket relations:
[Hi, Hj ] = −2
∑
k<l
ΩklijVkl,
[Hi, Vjk] = −δij 1
2
Hk + δik
1
2
Hj ,
where δij = 1 if i = j and 0 otherwise, and where Ω is the Riemannian curvature form:
Ω(X, Y )(u) = u−1R(π∗X, π∗Y )u, X, Y ∈ TuO (M) ,
R denoting the Riemannian curvature tensor onM and π the canonical projectionO (M)→
M.
In this structure, the sub-Laplacian L is the so-called horizontal Bochner Laplace op-
erator. It is by definition the diffusion operator on O (M) given by
∆O(M) =
d∑
i=1
H2i .
Its fundamental property is that it is the lift of the Laplace-Beltrami operator ∆M of M.
That is, for every smooth f : M→ R,
∆O(M)(f ◦ π) = (∆Mf) ◦ π.
The canonical sub-Riemannian connection∇ is easily expressed in terms of the Ehres-
man bundle connection. Let us recall (see for instance Chapter 3 in [12]) that the Ehres-
mann connection form α on O (M) is the unique skew-symmetric matrix α of one forms
on O (M) such that:
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1. α(X) = 0 if and only if X ∈ HO(M);
2. Vα(X) = X if and only if X ∈ VO(M),
where HO(M) denotes the horizontal bundle and VO(M) the vertical bundle. It is then
easily verified that for a vector field Y on O(M),
∇YHi =
d∑
k=1
αkj (Y )Hk.
Let us observe that if X, Y are smooth horizontal vector fields then we have for the tor-
sion:
T(X, Y ) = VΩ(X,Y ).
We then obtain after straightforward computations
R(f, f) =Ric∗(∇Hf,∇Hf)−
d∑
j,k=1
V(∇HjΩ)(Hj ,Hk)fHkf +
1
4
(
VΩ(Hj ,Hk)f
)2
,
where for horizontal vector fields X and Y ,
Ric∗(X, Y ) = Ric(π∗X, π∗Y ),
and Ric denotes the Ricci tensor of M. In the same vein we have
T (f) =
d∑
i=1
‖T(Hi,∇Hf)‖2 =
d∑
i=1
‖VΩ(Hi,∇Hf)‖2.
We then observe that the expression ofR simplifies if for every horizontal vector field X ,
d∑
j=1
(∇HjΩ)(Hj, X) = 0.
Using the second Bianchi identity, it is seen that this latter condition is equivalent to the
fact that the Ricci tensor of M is a Codazzi tensor, that is for any vector fields X, Y, Z on
M,
(∇XRic)(Y, Z) = (∇Y Ric)(X,Z).
As a conclusion we then obtain from Theorem 2.19.
Proposition 2.26. Let (M, g) be a C∞ connected Riemannian manifold with dimension
d. Assume that:
1. Ric is a Codazzi tensor;
2. There exists ρ1 ≥ 0 such that Ric ≥ ρ1;
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3. There exists ρ2 > 0 such that for every U ∈ sod(R),
d∑
i,j=1
〈Ω(Hj , Hk), U〉2 ≥ 4ρ2‖U‖2;
4. There exists κ ≥ 0 such that for every horizontal vector field X.
d∑
i=1
‖Ω(Hi, X)‖2 ≤ κ‖X‖2,
Then, the horizontal Bochner operator ofO(M) satisfies the generalized curvature-dimension
inequality CD(ρ1, ρ2, κ, d).
The previous assumptions are readily satisfied in the case of spaces with constant
curvature and, after some standard computations, we obtain the following result.
Corollary 2.27. Let (M, g) be a C∞ connected Riemannian manifold with dimension
d and constant curvature K 6= 0. The sub-Riemannian structure of O(M) satisfies the
generalized curvature dimension inequality CD
(
(d− 1)K, d
4
K2, d(d−1)
2
K2, d
)
.
Actually, more general principal bundles provide examples of sub-Riemannian struc-
tures with transverse symmetries. Let π : (M, g)→ (M′, g′) be the projection of a princi-
pal fibre bundle with structure group a compact, semisimple Lie group G with dimension
h equipped with its bi-invariant metric given by the Cartan-Killing form. We suppose that
π is a Riemannian submersion with totally geodesic fibres isometric to G. We denote by θ
the one-form of the principal connection corresponding to the horizontal distribution H.
If H is bracket generating, then we have an example of a sub-Riemannian structure with
transverse symmetries.
Let
AXY = (∇˜XHYH)V + (∇˜XHYV)H,
be the O’Neill’s tensor of the submersion. When X and Y are horizontal vector fields we
have T(X, Y ) = −2AXY , where, as usual, T denotes the torsion of the canonical sub-
Riemannian connection. As a consequence, A is the skew-symmetrization of −1
2
T. The
connection form θ is a Yang-Mills connection if for every horizontal vector field X , the
vertical component of
d∑
ℓ=1
(∇XℓT)(Xℓ, X)
is zero (see for instance [26], p. 146). As a consequence of Theorem 2.19, we then obtain
the following result.
Proposition 2.28. Let us assume that:
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1. θ is a Yang-Mills connection;
2. there exists ρ1 ≥ 0 such that Ric′ ≥ ρ1 where Ric′ is the Ricci tensor of (M′, g′);
3. there exists ρ2 > 0 such that for every vertical vector field Z,
d∑
i=1
‖AXiZ‖2 ≥ ρ2‖Z‖2;
4. there exists κ ≥ 0 such that for every horizontal vector field X ,
h∑
m=1
‖AXZi‖2 ≤ κ‖X‖2.
Then, the sub-Riemannian structure on M given by the submersion π : (M, g)→ (M′, g′)
satisfies the generalized curvature dimension inequality CD(ρ1, ρ2, κ, d).
Remark 2.29. If G is simple, then by Ad invariance, it is seen that
d∑
i=1
‖AXiZ‖2 =
‖A‖2
h
‖Z‖2,
and
h∑
m=1
‖AXZi‖2 ≤ ‖A‖2‖X‖2.
3 Second derivatives estimates
In this section, in the context of sub-Riemannian manifolds with transverse symmetries,
we develop some basic tools to obtain bounds on the second derivatives that will later be
used.
Let M be a sub-Riemannian manifold with transverse symmetries as in the previous
section. If X1, · · · , Xd is a local frame of horizontal vector fields, we define the tensor
δT (V ) =
d∑
ℓ=1
(∇XℓT)(Xℓ, V )
Motivated by the examples of the previous section, we set the following definition:
Definition 3.1. The sub-Riemannian manifold M is said to be of Yang-Mills type, if for
every horizontal vector field X ,
δT (X) = 0.
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For instance, Riemannian manifolds, CR Sasakian manifolds and Carnot groups of
step 2 are examples of sub-Riemannian manifolds with transverse symmetries of Yang-
Mills type.
Proposition 3.2. Suppose that M is of Yang-Mills type and that there exist constants
ρ1 ∈ R, ρ2 > 0 and κ ≥ 0 such that{
R(f) ≥ ρ1Γ(f) + ρ2ΓZ(f),
T (f) ≤ κΓ(f),
hold for every f ∈ C∞(M). Then, for f ∈ C∞(M), and ν > 0, one has
Γ(Γ(f)) ≤ 4Γ(f)
(
Γ2(f) + νΓ
Z
2 (f)−
(
ρ1 − κ
ν
)
Γ(f)
)
,
and
Γ(ΓZ(f)) ≤ 4ΓZ(f)ΓZ2 (f).
Proof. Let f ∈ C∞(M) and x0 ∈ M. We assume that ∇Hf(x0) 6= 0, otherwise the in-
equality is straightforward. We can find a local adapted frame {X1, · · · , Xd, Z1, · · · , Zh}
in the neighborhood of x0 such that
X1f = 0, · · · , Xdf = ‖∇Hf‖.
In this frame, we have
Γ(Γ(f)) = 4
(
d∑
i=1
(XiXdf)
2
)
Γ(f),
and
‖∇2Hf‖2 =
d∑
ℓ=1
(
X2ℓ f −
d∑
i=1
ωℓiℓXif
)2
+2
∑
1≤ℓ<j≤d
(
XjXℓ +XℓXj
2
f −
d∑
i=1
ωℓij + ω
j
iℓ
2
Xif
)2
.
By observing that XjXℓf = 0 if ℓ 6= d and XjXdf = ωdjdXdf +
∑h
m=1 γ
m
jdZmf we easily
reach the conclusion that
Γ(Γ(f))− 4‖∇2Hf‖2Γ(f) ≤ 2Γ(f)
d∑
ℓ=1
(
h∑
m=1
γmℓdZmf
)2
≤ 2Γ(f)
∑
1≤ℓ<j≤d
( h∑
m=1
γmℓjZmf
)2
Now, from (2.17) in Theorem 2.18 we have
Γ2(f) = ‖∇2Hf‖2 +R(f) + S(f).
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From this identity and the proof of Theorem 2.19, we obtain for every ν > 0
Γ2(f) + νΓ
Z
2 (f) ≥ ||∇2Hf ||2 −
κ
ν
Γ(f) +R(f). (3.1)
Therefore we have
Γ(Γ(f)) ≤ 4Γ(f)
(
Γ2(f) + νΓ
Z
2 (f) +
κ
ν
Γ(f)−R(f) + 1
2
∑
1≤ℓ<j≤d
( h∑
m=1
γmℓjZmf
)2)
.
From the Yang-Mills assumption we have
R(f)− 1
2
∑
1≤ℓ<j≤d
( h∑
m=1
γmℓjZmf
)2
=
d∑
k,ℓ=1
{( d∑
j=1
h∑
m=1
γmkjδ
ℓ
jm
)
+
d∑
j=1
(Xℓω
j
kj −Xjωkℓj)
+
d∑
i,j=1
ωijiω
ℓ
kj −
d∑
i=1
ωikiω
i
ℓi +
1
2
∑
1≤i<j≤d
(
ωℓijω
k
ij − (ωiℓj + ωjℓi)(ωikj + ωjki)
)}
XkfXℓf,
and thus
R(f)− 1
2
∑
1≤ℓ<j≤d
( h∑
m=1
γmℓjZmf
)2
≥ ρ1Γ(f).
Puttings things together, we conclude
Γ(Γ(f)) ≤ 4Γ(f)
(
Γ2(f) + νΓ
Z
2 (f)−
(
ρ1 − κ
ν
)
Γ(f)
)
.
The proof of
Γ(ΓZ(f)) ≤ 4ΓZ(f)ΓZ2 (f).
is easy and let to the reader.
In the sequel of this section we assume that M is complete and that there exist constants
ρ1 ∈ R, ρ2 > 0 and κ ≥ 0 such that (2.26) hold for every f ∈ C∞(M). The assumed
completeness of M implies that the Hypothesis 1.1 be satisfied, that is that there exists an
increasing sequence hk ∈ C∞0 (M) such that hk ր 1 on M, and
||Γ(hk)||∞ + ||ΓZ(hk)||∞ → 0, as k →∞.
Following an argument of Strichartz [53], (Theorem 7.3 p. 246 and p. 261), this implies
that the operators L and L + LZ are both essentially self-adjoint on the space C∞0 (M),
where we have let
LZ = −
h∑
m=1
Z∗mZm.
In the sequel, we will denote by D(L) the domain of the self-adjoint extension of L.
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Lemma 3.3. The operators L and L + LZ spectrally commute, that is for any bounded
Borel function Ψ : (−∞, 0]→ R and any f ∈ L2(M),
Ψ(L)Ψ(L+ LZ)f = Ψ(L+ LZ)Ψ(L)f.
Proof. Let f ∈ C∞0 (M). We first observe that∫
M
ΓZ(f, Lf)dµ ≤ 0. (3.2)
To see this we note that, thanks to Lemma 2.10, we have
2
∫
M
ΓZ(f, Lf)dµ =
∫
M
LΓZ(f)dµ−2
h∑
m=1
∫
M
Γ(Zmf)dµ = −2
h∑
m=1
∫
M
Γ(Zmf)dµ ≤ 0.
Next, we observe that for every f, g ∈ C∞0 (M) we have
0 =
∫
M
LZ(fg)dµ =
∫
M
fLZgdµ+
∫
M
gLZfdµ+ 2
∫
M
ΓZ(f, g)dµ.
With f ∈ C∞0 (M) and g = Lf , this gives
−2
∫
M
ΓZ(f, Lf)dµ = 2
∫
M
LfLZfdµ.
In view of (3.2) this gives for any f ∈ C∞0 (M)∫
M
LfLZfdµ ≥ 0.
In turn, this implies for all f ∈ C∞0 (M)∫
M
(Lf)2dµ ≤
∫
M
(Lf + LZf)2dµ. (3.3)
But then, the inequality (3.3) continues to be true for f ∈ D(L+LZ). Let now f ∈ D(L)
and consider the function,
φ(x, t) = LQtf(x),
where Qt is the heat semigroup associated with L + LZ . Since L and L + LZ commute
on smooth functions (see Lemma 2.10), we easily see that φ solves the heat equation
∂φ
∂t
= (L+ LZ)φ,
with initial condition φ(x, 0) = Lf(x). From (3.3), we have that for every t ≥ 0,∫
M
φ(x, t)2dµ < ∞. Thus by uniqueness in L2 of solutions of the heat equation, we
conclude that φ(x, t) = LQtf(x) = QtLf(x). By a similar argument, we may prove that
for every f ∈ L2(M), s, t ≥ 0
PsQtf = QtPsf,
which implies that L and L+LZ spectrally commute, see Reed and Simon [48] (Chapter
8, Section 5).
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Lemma 3.4. There is a constant C = C(ρ1, ρ2, κ) > 0 such that for every smooth func-
tion f belonging to D(L2), one has
0 ≤ −
∫
M
ΓZ(f, Lf)dµ ≤ C‖f‖2D(L2),
where
‖f‖2D(L2) =
∫
M
f 2dµ+
∫
M
(L2f)2dµ.
Proof. From Theorem 2.19 we have for every ν > 0
Γ2(f) + νΓ
Z
2 (f) ≥
(
ρ1 − κ
ν
)
Γ(f) + ρ2Γ
Z(f).
Since
2Γ2(f) = LΓ(f)− 2Γ(f, Lf),
and
2ΓZ2 (f) = LΓ
Z(f)− 2ΓZ(f, Lf),
we deduce by an integration over M that for ν > 0,∫
M
(Lf)2dµ+ ν
∫
M
LfLZfdµ ≥
(
ρ1 − κ
ν
)∫
M
Γ(f)dµ+ ρ2
∫
M
ΓZ(f)dµ.
(One should keep in mind that, since f ∈ C∞0 (M), we have
∫
M
LΓ(f)dµ =
∫
M
LΓZ(f)dµ =
0, and that − ∫
M
Γ(f, Lf)dµ =
∫
M
(Lf)2dµ, − ∫
M
ΓZ(f, Lf)dµ =
∫
M
LfLZfdµ.) The
latter inequality can be re-written as∫
M
(Lf)2dµ+ ν
∫
M
LfLZfdµ ≥
(
ρ1 − κ
ν
)∫
M
(−Lf)fdµ+ ρ2
∫
M
(−LZf)fdµ.
From Lemma 2.10, the diffusion operators L and L + LZ spectrally commute, therefore
from the spectral theorem, there is a measure space (Ω, α), a unitary map U : L2α(Ω,R)→
L2(M) and real valued measurable functions λ and λZ on Ω such that for x ∈ Ω,
U−1LUg(x) = −λ(x)g(x),
U−1LZUg(x) = −λZ(x)g(x).
From the previous inequality, we obtain
‖λU−1f‖2L2α+ν〈λU−1f, λZU−1f〉L2α ≥
(
ρ1 − κ
ν
)
〈λU−1f, U−1f〉L2α+ρ2〈λZU−1f, U−1f〉L2α.
Since it holds for every smooth and compactly supported functions, we deduce that for
every ν > 0, we have almost everywhere with respect to α,
λ2(x) + νλZ(x)λ(x) ≥
(
ρ1 − κ
ν
)
λ(x) + ρ2λ
Z(x).
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In particular, by choosing
ν = ρ2(λ(x) + 1)
−1,
we obtain the following inequality on the spectral measures
ρ2λ
Z
λ+ 1
≤ −
(
ρ1 − κ
ρ2
)
λ+
(
1 +
κ
ρ2
)
λ2. (3.4)
As a consequence, for any f ∈ D(L2),
ρ2
∫
M
(−LZf)fdµ ≤−
(
ρ1 − κ
ρ2
)(∫
M
(−Lf)fdµ+
∫
M
(Lf)2dµ
)
(3.5)
+
(
1 +
κ
ρ2
)(∫
M
(Lf)2dµ+
∫
M
(−Lf)(L2f)dµ
)
By denoting
R = ρ2(−L+ Id)−1,
we also deduce from 3.4 that for every f ∈ D(L),
ρ2
∫
M
(−LZf)(Rf)dµ ≤ −
(
ρ1 − κ
ρ2
)∫
M
−fLfdµ+
(
1 +
κ
ρ2
)∫
M
(Lf)2dµ.
By using now the above inequality with −Lf + f instead of f , and using (3.5) we obtain
the desired inequality.
Remark 3.5. The previous proof also shows the following inclusion of domains:
D(L2) ⊂ D(L+ LZ) ⊂ D(L).
As a consequence of the previous inequality , we obtain the following useful a priori
bounds.
Proposition 3.6. There exists a positive constant C = C(ρ1, ρ2, κ) > 0 such that for
every smooth function f belonging to D(L2),∫
M
ΓZ(f)dµ ≤ C‖f‖2D(L2),
∫
M
ΓZ2 (f)dµ ≤ C‖f‖2D(L2),
∫
M
(
Γ2(f) + Γ
Z
2 (f)− (ρ1 − κ) Γ(f)
)
dµ ≤ C‖f‖2D(L2).
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Proof. Let f ∈ C∞0 (M). According to Lemma 3.4, we have∫
M
ΓZ2 (f)dµ = −
∫
M
ΓZ(f, Lf)dµ ≤ C1‖f‖2D(L2).
Then, we get ∫
M
Γ2(f)dµ = −
∫
M
Γ(f, Lf)dµ =
∫
M
(Lf)2dµ ≤ ‖f‖2D(L2),
and ∫
M
(Lf)2dµ+ ν
∫
M
LfLZfdµ ≥
(
ρ1 − κ
ν
)∫
M
Γ(f, f)dµ+ ρ2
∫
M
ΓZ(f, f)dµ.
which implies ∫
M
ΓZ(f)dµ ≤ C2‖f‖2D(L2).
Putting things together, we conclude that for f ∈ C∞0 (M),∫
M
ΓZ(f)dµ ≤ C‖f‖2D(L2),
∫
M
ΓZ2 (f)dµ ≤ C‖f‖2D(L2),∫
M
(
Γ2(f) + Γ
Z
2 (f)− (ρ1 − κ) Γ(f)
)
dµ ≤ C‖f‖2D(L2).
The inequalities are then extended to the smooth functions of D(L2) by using the essen-
tial self-adjointness of L which implies the density of C∞0 (M) in D(L2) and the same
arguments as in Bakry [5, 6]. The details are let to the reader.
4 The heat semigroup and parabolic comparison theo-
rems
We now return to the general framework described in the introduction. Hereafter in this
paper, M will be a C∞ connected manifold endowed with a smooth measure µ and a
smooth, locally subelliptic operator L satisfying L1 = 0 and (1.3). We indicate with Γ(f)
the quadratic differential form defined by (1.4) and denote by d(x, y) the canonical dis-
tance (1.7) associated with such form. As we have said in the introduction throughout this
paper we assume that (M, d) be a complete metric space. Furthermore, we assume that M
be endowed with another smooth bilinear differential form, indicated with ΓZ , satisfying
(1.9) above. We thus have, in particular, ΓZ(1) = 0. As stated in the introduction, we
assume that ΓZ(f) ≥ 0 for every f ∈ C∞(M).
Curvature-dimension inequalities, etc. 47
From (1.3) we have that, as an operator defined on C∞0 (M), L is symmetric with
respect to the measure µ and non-positive: for f ∈ C∞0 (M), < Lf, f >≤ 0.
Then, following an argument of Strichartz [53], Theorem 7.3 p. 246 and p. 261, by us-
ing the completeness of (M, d), we conclude that L is essentially self-adjoint on C∞0 (M).
As a consequence, L admits a unique self-adjoint extension (its Friedrichs extension).
We shall continue to denote such extension by L. The domain of this extension shall be
denoted by D(L).
Hereafter, for 1 ≤ p ≤ ∞we will writeLp(M) instead ofLp(M, µ). IfL = − ∫∞
0
λdEλ
denotes the spectral decomposition of L in L2(M), then by definition, the heat semigroup
(Pt)t≥0 is given by Pt =
∫∞
0
e−λtdEλ. It is a one-parameter family of bounded operators
on L2(M). Since the quadratic formQ(f) = − < f, Lf > is a Dirichlet form in the sense
of Fukushima [31], we deduce that (Pt)t≥0 is a sub-Markov semigroup: it transforms pos-
itive functions into positive functions and satisfies
Pt1 ≤ 1. (4.1)
This property implies in particular
||Ptf ||L1(M) ≤ ||f ||L1(M), ||Ptf ||L∞(M) ≤ ||f ||L∞(M), (4.2)
and therefore by the Theorem of Riesz-Thorin
||Ptf ||Lp(M) ≤ ||f ||Lp(M), 1 ≤ p ≤ ∞. (4.3)
From the spectral definition of Pt, it is clear that for every t > 0, and every f ∈ L2(M),
Ptf ∈ D∞(L) = ∩k≥1D(Lk). Moreover, it can be shown as in [39]:
Proposition 4.1. The unique solution of the Cauchy problem{
∂u
∂t
− Lu = 0,
u(x, 0) = f(x), f ∈ Lp(M), 1 < p <∞,
that satisfies ‖u(·, t)‖p <∞, is given by u(x, t) = Ptf(x).
Due to the hypoellipticity of L the function (x, t)→ Ptf(x) is smooth on M× (0,∞)
and
Ptf(x) =
∫
M
p(x, y, t)f(y)dµ(y), f ∈ C∞0 (M),
where p(x, y, t) > 0 is the so-called heat kernel associated to Pt. Such function is smooth
and it is symmetric, i.e.,
p(x, y, t) = p(y, x, t).
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By the semi-group property for every x, y ∈M and 0 < s, t, we have
p(x, y, t+ s) =
∫
M
p(x, z, t)p(z, y, s)dµ(z) (4.4)
=
∫
M
p(x, z, t)p(y, z, s)dµ(z) = Ps(p(x, ·, t))(y).
We first establish a global comparison theorem in L2.
Proposition 4.2. Suppose that M satisfy the Hypothesis 1.1. Let T > 0. Let u, v : M ×
[0, T ]→ R be smooth functions such that:
(i) For every t ∈ [0, T ], u(·, t) ∈ L2(M) and ∫ T
0
‖u(·, t)‖2dt <∞;
(ii) ∫ T
0
‖√Γ(u)(·, t)‖pdt <∞ for some 1 ≤ p ≤ ∞;
(iii) For every t ∈ [0, T ], v(·, t) ∈ Lq(M) and ∫ T
0
‖v(·, t)‖qdt < ∞ for some 1 ≤ q ≤
∞.
If the inequality
Lu+
∂u
∂t
≥ v,
holds on M× [0, T ], then we have
PTu(·, T )(x) ≥ u(x, 0) +
∫ T
0
Psv(·, s)(x)ds.
Proof. Let f, g ∈ C∞0 (M), f, g ≥ 0. We claim that we must have∫
M
gPT (fu(·, T ))dµ−
∫
M
gfu(x, 0)dµ ≥ −‖
√
Γ(f)‖∞
∫ T
0
∫
M
(Ptg)
√
Γ(u)dµdt
(4.5)
− ‖
√
Γ(f)‖∞
∫ T
0
‖
√
Γ(Ptg)‖2‖u(·, t)‖2dt+
∫
M
g
∫ T
0
Pt(fv(·, t))dµdt,
where for every 1 ≤ p ≤ ∞ and a measurable F , we have let ||F ||p = ||F ||Lp(M). To
establish (4.5) we consider the function
φ(t) =
∫
M
gPt(fu(·, t))dµ.
Differentiating φ we find
φ′(t) =
∫
M
gPt
(
L(fu) + f
∂u
∂t
)
dµ
=
∫
M
gPt
(
(Lf)u+ 2Γ(f, u) + fLu+ f
∂u
∂t
)
dµ
≥
∫
M
gPt ((Lf)u+ 2Γ(f, u))dµ+
∫
M
gPt(fv)dµ.
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Since ∫
M
gPt ((Lf)u) dµ =
∫
M
(Ptg)(Lf)udµ
= −
∫
M
Γ(f, u(Ptg))dµ
= −
(∫
M
PtgΓ(f, u) + uΓ(f, Ptg)dµ
)
,
we obtain
φ′(t) ≥
∫
M
PtgΓ(f, u)dµ−
∫
M
uΓ(f, Ptg)dµ+
∫
M
gPt(fv)dµ.
Now, we can bound∣∣∣∣
∫
M
(Ptg)Γ(f, u)dµ
∣∣∣∣ ≤ ‖√Γ(f)‖∞
∫
M
(Ptg)
√
Γ(u)dµ,
and for a.e. t ∈ [0, T ] the integral in the right-hand side is finite in view of the assumption
(ii) above. We have thus obtained
φ′(t) ≥ −‖
√
Γ(f)‖∞
∫
M
(Ptg)
√
Γ(u)dµ−
∫
M
uΓ(f, Ptg)dµ+
∫
M
gPt(fv(·, t))dµ.
As a consequence, we find∫
M
gPT (fu(·, T ))dµ−
∫
M
gfu(x, 0)dµ
≥− ‖
√
Γ(f)‖∞
∫ T
0
∫
M
(Ptg)
√
Γ(u)dµdt−
∫ T
0
∫
M
uΓ (f, Ptg) dµdt+
∫ T
0
∫
M
gPt(fv(·, t))dµdt
≥− ‖
√
Γ(f)‖∞
∫ T
0
∫
M
(Ptg)
√
Γ(u)dµdt−
∫ T
0
‖u(·, t)‖2‖Γ(f, Ptg)‖2dt +
∫
M
g
∫ T
0
Pt(fv(·, t))dtdµ
≥− ‖
√
Γ(f)‖∞
∫ T
0
∫
M
(Ptg)
√
Γ(u)dµdt− ‖
√
Γ(f)‖∞
∫ T
0
‖u(·, t)‖2‖
√
Γ(Ptg)‖2dt
+
∫
M
g
∫ T
0
Pt(fv(·, t))dtdµ,
which proves (4.5). Let now hk ∈ C∞0 (M) be a sequence as in Hypothesis 1.1. Using hk
in place of f in (4.5), and letting k →∞, gives∫
M
gPT (u(·, T ))dµ−
∫
M
gu(x, 0)dµ ≥
∫
M
g
∫ T
0
Pt(v(·, t))dtdµ.
We observe that the assumption on v and Minkowski’s integral inequality guarantee that
the function x→ ∫ T
0
Pt(v(·, t))(x)dt belongs to Lq(M). We have in fact(∫
M
∣∣∣∣
∫ T
0
Pt(v(·, t))dt
∣∣∣∣
q
dµ
) 1
q
≤
∫ T
0
∣∣∣∣
∫
M
|Pt(v(·, t))|q dµ
∣∣∣∣
1
q
dt ≤
∫ T
0
∣∣∣∣
∫
M
|v(·, t)|q dµ
∣∣∣∣
1
q
dt
≤ T 1q′
(∫ T
0
∫
M
|v(·, t)|q dµdt
)1
q
<∞.
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Since this must hold for every non negative g ∈ C∞0 (M), we conclude that
PT (u(·, T ))(x) ≥ u(x, 0) +
∫ T
0
Ps(v(·, s))(x)ds,
which completes the proof.
The next theorem shows that Hypothesis 1.4 is redundant on complete sub-Riemannian
manifolds with transverse symmetries of Yang-Mills type if the sub-Laplacian L satisfies
the generalized curvature dimension inequality.
Theorem 4.3. Let L be the sub-Laplacian on a complete sub-Riemannian manifold with
transverse symmetries of Yang-Mills type. Suppose that L satisfies CD(ρ1, ρ2, κ, d), for
some ρ1 ∈ R. Then, the Hypothesis 1.4 is satisfied.
Proof. Let f ∈ C∞0 (M) and consider the functional
Φ(t) =
√
ΓZ(PT−tf).
We first assume that (x, t) → ΓZ(Ptf)(x) > 0 on M × [0, T ]. From Proposition 3.6
we have Φ(t) ∈ L2(M). Moreover Γ(Φ)(t) = Γ(ΓZ (PT−tf))
4ΓZ (PT−tf)
. So from Proposition 3.2,
we have Γ(Φ)(t) ≤ ΓZ2 (PT−tf). Therefore, again from Proposition 3.6 , we deduce that
Γ(Φ)(t) ∈ L1(M). Next, we easily compute that
∂Φ
∂t
+ LΦ =
ΓZ2 (PT−tf)√
ΓZ(PT−tf)
− Γ(Γ
Z(PT−tf))
4ΓZ(PT−tf)3/2
.
Thus, from Proposition 3.2, we obtain that
∂Φ
∂t
+ LΦ ≥ 0.
We can then use Proposition 4.2 to infer that√
ΓZ(PTf) ≤ PT
(√
ΓZ(f)
)
.
This implies that for every t ≥ 0, ΓZ(Ptf) ∈ Lp(M) for every 1 ≤ p ≤ ∞. If (x, t) →
ΓZ(Ptf)(x) vanishes on M× [0, T ], we consider the functional
Φ(t) = gε(Γ
Z(PT−tf)),
where, for 0 < ε < 1,
gε(y) =
√
y + ε2 − ε.
Since Φ(t) ∈ L2(M), an argument similar to that above (details are let to the reader)
shows that
gε(Γ
Z(PTf)) ≤ PT
(
gε(Γ
Z(f))
)
.
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Letting ε→ 0, we conclude that√
ΓZ(PTf) ≤ PT
(√
ΓZ(f)
)
.
Proving that (x, t) → Γ(Ptf)(x) is bounded is similar. For α ∈ R, we consider the
functional
Ψ(t) = e−α(T−t)
(√
Γ(PT−tf) + ΓZ(PT−tf)
)
,
and first assume that (x, t) → Γ(Ptf)(x) does not vanish on M × [0, T ]. From the pre-
vious inequality, Proposition 3.6 and Proposition 3.2, it is seen that Ψ(t) ∈ L2(M) and√
Γ(Ψ)(t) ∈ L1(M) + L2(M). Moreover,
∂Ψ
∂t
+ LΨ = e−α(T−t)
(
Γ2(PT−tf)√
Γ(PT−tf)
− Γ(Γ(PT−tf))
4Γ(PT−tf)3/2
+ 2ΓZ2 (PT−tf)
)
+ αΦ.
According to Proposition 3.2 we have for every f ∈ C∞(M), and ν > 0,
Γ(Γ(f)) ≤ 4Γ(f)
(
Γ2(f) + νΓ
Z
2 (f)−
(
ρ1 − κ
ν
)
Γ(f)
)
,
Choosing ν = 2
√
Γ(f) gives
Γ2(f)√
Γ(f)
− Γ(Γ(f))
4Γ(f)3/2
+ 2ΓZ2 (f) ≥ ρ1
√
Γ(f)− κ
2
.
We deduce
∂Ψ
∂t
+ LΨ ≥ e−α(T−t)
(
(α+ ρ1)
√
Γ(PT−tf) + αΓZ(PT−tf)
)
− κ
2
e−α(T−t).
Therefore, by choosing α large enough we obtain
∂Ψ
∂t
+ LΨ ≥ −κ
2
e−α(T−t).
As a consequence of Proposition 4.2, we find
√
Γ(PTf) + Γ
Z(PTf) ≤ eαT
(
PT (
√
Γ(f)) + PT (Γ
Z(f))
)
+
κ
2
eαT
∫ T
0
(Ps1)ds.
Since Ps1 ≤ 1, we conclude therefore:√
Γ(PTf) + Γ
Z(PTf) ≤ eαT
(
PT (
√
Γ(f)) + PT (Γ
Z(f))
)
+
κ
2
TeαT .
This implies that (x, t) → Γ(Ptf)(x) + ΓZ(Ptf)(x) ∈ L∞(M × [0, T ]). If (x, t) →
Γ(Ptf)(x) does vanish on M × [0, T ], then we consider the C∞ approximation of the
square root as above.
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We now prove that Pt1 = 1, that is that Pt is stochastically complete. A first con-
sequence of the fact that for every f ∈ C∞0 (M), and T ≥ 0, (x, t) → Γ(Ptf)(x) +
ΓZ(Ptf)(x) ∈ L∞(M × [0, T ]) is that in Proposition 4.2 we can now allow u to be in
L1. More precisely, under the very same assumptions as in Proposition 4.2 where (i) is
replaced by: For every t ∈ [0, T ], u(·, t) ∈ L1(M) and ∫ T
0
‖u(·, t)‖1dt <∞, we still have
the conclusion
PT (u(·, T ))(x) ≥ u(x, 0) +
∫ T
0
Ps(v(·, s))(x)ds.
The proof of this fact is identical to that of Proposition 4.2. With the notations of this
proof, Γ(P·g) ∈ L∞([0, T ]×M) is used to obtain the following bound∣∣∣∣
∫ T
0
∫
M
uΓ (f, Ptg) dµdt
∣∣∣∣ ≤ ‖√Γ(f)‖∞
∫ T
0
‖
√
Γ(Ptg)‖∞‖u(·, t)‖1dt.
This leads to an inequality where (4.5) is replaced by
∫
M
gPT (fu(·, T ))dµ−
∫
M
gfu(x, 0)dµ ≥ −‖
√
Γ(f)‖∞
∫ T
0
∫
M
(Ptg)
√
Γ(u)dµdt
(4.6)
− ‖
√
Γ(f)‖∞
∫ T
0
‖
√
Γ(Ptg)‖∞‖u(·, t)‖1dt+
∫
M
g
∫ T
0
Pt(fv(·, t))dµdt.
At this point the argument proceeds exactly as in the conclusion of the proof of Proposi-
tion 4.2.
With this L1 comparison result in hands, we can now come back to the stochastic
completeness problem. Let f ∈ C∞0 (M) and consider the functional
u(x, t) = eα(T−t)
(
Γ(PT−tf)(x) + ΓZ(PT−tf)(x)
)
.
We have
Lu(x, t) = eα(T−t)
(
LΓ(PT−tf)(x) + LΓZ(PT−tf)(x)
)
,
and
∂u
∂t
(x, t) = −αu(x, t)− 2eα(T−t) (Γ(PT−tf, LPT−t)(x) + ΓZ(PT−tf, LPT−t)(x)) .
Therefore we have
Lu(x, t) +
∂u
∂t
(x, t) = −αu(x, t) + 2eα(T−t) (Γ2(PT−tf)(x) + ΓZ2 (PT−tf)(x)) .
By using now the inequality CD(ρ1, ρ2, κ, d) with ν = 1, we obtain
Lu(x, t)+
∂u
∂t
(x, t) ≥ eα(T−t) ((2(ρ1 − κ)− α)Γ(PT−tf)(x) + (2ρ2 − α)ΓZ(PT−tf)(x)) .
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By choosing α ≤ 2min{ρ2, ρ1 − κ}, we thus get
Lu(x, t) +
∂u
∂t
(x, t) ≥ 0,
and we conclude by using the L1 version of Proposition 4.5 that
Γ(Ptf) + Γ
Z(Ptf) ≤ e−αt
(
PtΓ(f) + PtΓ
Z(f)
)
. (4.7)
We are now ready for the final argument leading to the stochastic completeness. Let f, g ∈
C∞0 (M), by (1.3) and (1.4) we have∫
M
(Ptf − f)gdµ =
∫ t
0
∫
M
(
∂
∂s
Psf
)
gdµds =
∫ t
0
∫
M
(LPsf) gdµds = −
∫ t
0
∫
M
Γ(Psf, g)dµds.
By means of Cauchy-Schwarz inequality and (4.7), we find∣∣∣∣
∫
M
(Ptf − f)gdµ
∣∣∣∣ ≤
(∫ t
0
e−
αs
2 ds
)√
‖Γ(f)‖∞ + ‖ΓZ(f)‖∞
∫
M
Γ(g)
1
2dµ. (4.8)
We now apply (4.8) with f = hk, where hk is the sequence whose existence is postulated
in the Hypothesis (1.1), and then let k → ∞. By Beppo Levi’s monotone convergence
theorem we have Pthk(x)ր Pt1(x) for every x ∈M. We conclude that the left-hand side
of (4.8) converges to ∫
M
(Pt1−1)gdµ. Since in view of the Hypothesis (1.1) the right-hand
side converges to zero, we reach the conclusion∫
M
(Pt1− 1)gdµ = 0, g ∈ C∞0 (M).
It follows that Pt1 = 1.
We point out that the stochastic completeness of the heat semigroup is classically
equivalent to the uniqueness in the Cauchy problem for initial data in L∞(M). Following
the classical approach (see for instance Theorem 8.18 in [33]), we in fact obtain:
Proposition 4.4. Suppose that M satisfy Hypothesis 1.1, Hypothesis 1.4. Then, for every
f ∈ L∞(M) the Cauchy problem{
Lu− ut = 0, in M× (0,∞),
u(x, 0) = f(x), f ∈ L∞(M),
admits a unique bounded solution, given by u(x, t) = Ptf(x).
We state the following L∞ global parabolic comparison theorem that will be easier to
use that Proposition 4.2 because it does not require a priori bounds on the derivatives.
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Proposition 4.5. Suppose that M satisfy Hypothesis 1.4. Let T > 0. Let u, v : M ×
[0, T ] → R be smooth functions such that for every T > 0, supt∈[0,T ] ‖u(·, t)‖∞ < ∞,
supt∈[0,T ] ‖v(·, t)‖∞ <∞; If the inequality
Lu+
∂u
∂t
≥ v
holds on M× [0, T ], then we have
PT (u(·, T ))(x) ≥ u(x, 0) +
∫ T
0
Ps(v(·, s))(x)ds.
Proof. Let (Xxt )t≥0 be the diffusion Markov process with semigroup (Pt)t≥0 and started
at x ∈ M (see for instance Chapter 7 in [31] for the construction of such process). From
Pt1 = 1, we deduce that (Xxt )t≥0 has an infinite lifetime. We have then for t ≥ 0,
u (Xxt , t) = u (x, 0) +
∫ t
0
(
Lu+
∂u
∂t
)
(Xxs , s)ds+Mt,
where (Mt)t≥0 is a local martingale. From the assumption one obtains
u (Xxt , t) ≥ u (x, 0) +
∫ t
0
v(Xxs , s)ds+Mt.
Let now (Tn)n∈N be an increasing sequence of stopping times such that almost surely
Tn → +∞ and (Mt∧Tn)t≥0 is a martingale. From the previous inequality, we find
E
(
u
(
Xxt∧Tn , t ∧ Tn
)) ≥ u (x, 0) + E(∫ t∧Tn
0
v(Xxs , s)ds
)
.
By using the dominated convergence theorem, we conclude
E (u (Xxt , t)) ≥ u (x, 0) + E
(∫ t
0
v(Xxs , s)ds
)
,
which yields the conclusion.
For later use, we also finally record the following gradient bounds that are conse-
quences of Hypothesis 1.4.
Corollary 4.6. Suppose that L satisfies CD(ρ1, ρ2, κ, d), for some ρ1 ∈ R and that Hy-
pothesis 1.4 is satisfied. There exists α ∈ R (α ≤ 2min{ρ2, ρ1 − κ} will do), such that
for every f ∈ C∞0 (M), one has
Γ(Ptf) + Γ
Z(Ptf) ≤ e−αt
(
PtΓ(f) + PtΓ
Z(f)
)
. (4.9)
As a consequence, for every f ∈ C∞0 (M) and 1 ≤ p ≤ ∞ one obtains
‖Γ(Ptf)‖Lp(M) ≤ e−αt
(‖Γ(f)‖Lp(M) + ‖ΓZ(f)‖Lp(M)) , t ≥ 0. (4.10)
and
‖ΓZ(Ptf)‖Lp(M) ≤ e−αt
(‖Γ(f)‖Lp(M) + ‖ΓZ(f)‖Lp(M)) , t ≥ 0. (4.11)
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Proof. The proof is identical to the proof of (4.7) except that we now use Proposition
4.5.
5 Entropic variational inequalities
Our objective in this section is proving a fundamental variational inequality which will
play a pervasive role in our study, see Theorem 5.2 below. We begin with some prelimi-
nary results. Henceforth, we will indicate C∞b (M) = C∞(M) ∩ L∞(M).
Lemma 5.1. Let f ∈ C∞b (M), f > 0 and T > 0, and consider the functions
φ1(x, t) = (PT−tf)(x)Γ(lnPT−tf)(x),
φ2(x, t) = (PT−tf)(x)ΓZ(lnPT−tf)(x),
which are defined on M× (−∞, T ). We have
Lφ1 +
∂φ1
∂t
= 2(PT−tf)Γ2(lnPT−tf).
If, furthermore, the Hypothesis (1.2) is valid, then
Lφ2 +
∂φ2
∂t
= 2(PT−tf)ΓZ2 (lnPT−tf).
Proof. Let for simplicity g(x, t) = PT−tf(x). A simple computation gives
∂φ1
∂t
= gtΓ(ln g) + 2gΓ(ln g,
gt
g
).
On the other hand,
Lφ1 = LgΓ(ln g) + gLΓ(ln g) + 2Γ(g,Γ(ln g)).
Combining these equations we obtain
Lφ1 +
∂φ1
∂t
= gLΓ(ln g) + 2Γ(g,Γ(ln g)) + 2gΓ(ln g,
gt
g
).
From (1.10) we see that
2gΓ2(ln g) = g(LΓ(ln g)− 2Γ(ln g, L(ln g)))
= gLΓ(ln g)− 2gΓ(ln g, L(ln g)).
Observing that
L(ln g) = −Γ(g)
g2
− gt
g
,
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we conclude that
Lφ1 +
∂φ1
∂t
= 2(PT−tf)Γ2(lnPT−tf).
In the same vein, we obtain
Lφ2 +
∂φ2
∂t
= gLΓZ(ln g) + 2Γ(g,ΓZ(ln g)) + 2gΓZ(ln g,
gt
g
).
On the other hand, this time using (1.11), we find
2gΓZ2 (ln g) = g(LΓ
Z(ln g)− 2ΓZ(ln g, L(ln g)))
= gLΓZ(ln g) + 2gΓZ(ln g,
Γ(g)
g2
) + 2gΓZ(ln g,
gt
g
).
From this latter equation it is now clear that, if the Hypothesis (1.2) is valid, then
Lφ2 +
∂φ2
∂t
= 2gΓZ2 (ln g).
This concludes the proof.
We now turn to our most important variational inequality. Given a function f ∈
C∞b (M) and ε > 0, we let fε = f + ε.
Suppose that T > 0, and x ∈ M be given. For a function f ∈ C∞b (M) with f ≥ 0 we
define for t ∈ [0, T ],
Φ1(t) = Pt ((PT−tfε)Γ(lnPT−tfε)) ,
Φ2(t) = Pt
(
(PT−tfε)ΓZ(lnPT−tfε)
)
.
Theorem 5.2. Suppose that the Hypothesis 1.1, 1.2, 1.4 be satisfied and that the curvature-
dimension inequality (1.12) holds for ρ1 ∈ R. Let a, b ∈ C1([0, T ], [0,∞)), γ ∈ C((0, T ),R)
be such that a′+2ρ1a− 2κa2b − 4aγd , b′+2ρ2a, aγ, aγ2 be continuous functions on [0, T ].
Given f ∈ C∞0 (M), with f ≥ 0, we have
a(T )PT (fεΓ(ln fε)) + b(T )PT
(
fεΓ
Z(ln fε)
)− a(0)(PTfε)Γ(lnPTfε)− b(0)ΓZ(lnPTfε)
≥
∫ T
0
(
a′ + 2ρ1a− 2κa
2
b
− 4aγ
d
)
Φ1ds+
∫ T
0
(b′ + 2ρ2a)Φ2ds
+
(
4
d
∫ T
0
aγds
)
LPTfε −
(
2
d
∫ T
0
aγ2ds
)
PTfε.
Proof. Let f ∈ C∞(M), f ≥ 0. Consider the function
φ(x, t) = a(t)(PT−tf)(x)Γ(lnPT−tf)(x) + b(t)(PT−tf)(x)ΓZ(lnPT−tf)(x).
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Applying Lemma 5.1 and the curvature-dimension inequality (1.12), we obtain
Lφ+
∂φ
∂t
= a′(PT−tf)Γ(lnPT−tf) + b′(PT−tf)ΓZ(lnPT−tf)
+ 2a(PT−tf)Γ2(lnPT−tf) + 2b(PT−tf)ΓZ2 (lnPT−tf)
≥
(
a′ + 2ρ1a− 2κa
2
b
)
(PT−tf)Γ(lnPT−tf)
+ (b′ + 2ρ2a)(PT−tf)ΓZ(lnPT−tf)
+
2a
d
(PT−tf)(L(lnPT−tf))2.
But,
(L(lnPT−tf))2 ≥ 2γL(lnPT−tf)− γ2,
and
L(lnPT−tf) =
LPT−tf
PT−tf
− Γ(lnPT−tf).
Therefore,
Lφ+
∂φ
∂t
≥
(
a′ + 2ρ1a− 2κa
2
b
− 4aγ
d
)
(PT−tf)Γ(lnPT−tf)
+ (b′ + 2ρ2a)(PT−tf)ΓZ(lnPT−tf)
+
4aγ
d
LPT−tf − 2aγ
2
d
PT−tf.
If now f ∈ C∞0 (M), f ≥ 0, we obtain the same differential inequality if we use fε instead
of f throughout. At that point we apply Proposition 4.5 to reach the desired conclusion.
The following corollary is of particular importance.
Corollary 5.3. Under the same assumptions of Theorem 5.2, let b : [0, T ]→ [0,∞) be a
non-increasing C2 function such that, with
γ
def
=
d
4
(
b′′
b′
+
κ
ρ2
b′
b
+ 2ρ1
)
, (5.1)
the functions b′γ, b′γ2 be continuous on [0, T ]. Then, we have for f ∈ C∞0 (M),
−b
′(T )
2ρ2
PT (fεΓ(ln fε)) + b(T )PT
(
fεΓ
Z(ln fε)
) (5.2)
+
b′(0)
2ρ2
(PTfε)Γ(lnPTfε)− b(0)ΓZ(lnPTfε)
≥−
(
2
dρ2
∫ T
0
b′γds
)
LPTfε +
(
1
dρ2
∫ T
0
b′γ2ds
)
PTfε.
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Proof. We choose a : [0, T ]→ [0,∞) of class C1 so that
b′ + 2ρ2a = 0.
With this choice, and with γ defined by (5.1), we obtain
a′ + 2ρ1a− 2κa
2
b
− 4aγ
d
= 0.
Applying Theorem 5.2 with these a, b and γ, we immediately reach the desired conclu-
sion.
6 Li-Yau type estimates
In this section, we extend the celebrated Li-Yau inequality in [40] to the heat semigroup
associated with the subelliptic operator L. Let us mention that, in this setting, related in-
equalities were obtained by Cao-Yau [17]. However, these authors work locally and the
geometry of the manifold does not enter in their study. Instead, our analysis in based on
the entropic inequalities established in Section 5 and, consequently, it hinges crucially on
our curvature-dimension inequality (1.12). As we have shown in the discussion of the ex-
amples in Section 2, such inequality is deeply connected to the sub-Riemannian geometry
of the manifold. We have mentioned in the introduction that, even when specialized to the
Riemannian case, the ideas in this section provide a new, more elementary approach of
the Li-Yau inequalities. For this aspect we refer the reader to the paper [15].
Theorem 6.1 (Gradient estimate). Assume the Hypothesis 1.1, 1.2, 1.4 and that the curvature-
dimension inequality (1.12) be satisfied for ρ1 ∈ R. Let f ∈ C∞0 (M), f ≥ 0, f 6≡ 0, then
the following inequality holds for t > 0:
Γ(lnPtf)+
2ρ2
3
tΓZ(lnPtf) ≤
(
1 +
3κ
2ρ2
− 2ρ1
3
t
)
LPtf
Ptf
+
dρ21
6
t−ρ1d
2
(
1 +
3κ
2ρ2
)
+
d
(
1 + 3κ
2ρ2
)2
2t
.
Proof. We apply Corollary 5.3, in which we choose b(t) = (T − t)3. With such choice,
(5.1) gives:
γ(t) =
d
2
(
ρ1 − 1
T − t
(
1 +
3κ
2ρ2
))
,
and thus b′γ, b′γ2 ∈ C([0, t]),R). Simple calculations give
∫ T
0
b′(t)γ(t)dt = −ρ1d
2
T 3 +
3d
4
(
1 +
3κ
2ρ2
)
T 2,
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and ∫ T
0
b′(t)γ(t)2dt = −3d
2
16
(
4ρ21
3
T 3 + 4
(
1 +
3κ
2ρ2
)2
T − 4ρ1
(
1 +
3κ
2ρ2
)
T 2
)
.
Using the latter two equations in (5.2) and letting ε→ 0, by the arbitrariness of T > 0 we
obtain the desired conclusion.
Remark 6.2. We notice that when ρ1 ≥ ρ′1, then one trivially has that:
CD(ρ1, ρ2, κ, d) =⇒ CD(ρ′1, ρ2, κ, d).
As a consequence of this observation, when (1.12) holds with ρ1 > 0, then also CD(0, ρ2, κ, d)
is true. Therefore, when ρ1 > 0, Theorem 6.1 gives in particular for f ∈ C∞0 (M), f ≥ 0,
Γ(lnPtf) +
2ρ2
3
tΓZ(lnPtf) ≤
(
1 +
3κ
2ρ2
)
LPtf
Ptf
+
d
(
1 + 3κ
2ρ2
)2
2t
. (6.1)
However, this inequality is not optimal when ρ1 > 0. It leads to a optimal Harnack in-
equality only when ρ1 = 0. Sharper bounds in the case ρ1 > 0 will be obtained in (10.4)
of Proposition 10.2 below by a different choice of the function b(t) in Corollary 5.3.
Remark 6.3. Throughout the remainder of the paper the symbol D will only be used with
the following meaning:
D = d
(
1 +
3κ
2ρ2
)
. (6.2)
With this notation, observing that the left-hand side of (6.1) is always nonnegative, and
that LPtf = ∂tPtf , when ρ1 ≥ 0 we obtain
∂t(ln(t
D/2Ptf(x))) ≥ 0. (6.3)
By integrating (6.3) from t < 1 to 1 leads to the following on-diagonal bound for the heat
kernel,
p(x, x, t) ≤ 1
tD/2
p(x, x, 1). (6.4)
The constant D
2
in (6.4) is not optimal, in general, as the example of the heat semi-
group on a Carnot group shows. In such case, in fact, one can argue as in [29] to show
that the heat kernel p(x, y, t) is homogeneous of degree −Q
2
with respect to the non-
isotropic group dilations, where Q indicates the corresponding homogeneous dimension
of the group. From such homogeneity of p(x, y, t), one obtains the estimate
p(x, x, t) ≤ 1
tQ/2
p(x, x, 1),
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which, unlike (6.4), is best possible. In the sub-Riemannian setting it does not seem easy
to obtain sharp geometric constants by using only the curvature-dimension inequality
(1.12). This aspect is quite different from the Riemannian case, for which the CD(ρ1, n)
inequality (1.2) does provide sharp geometric constants (see [7], [38]). However, in such
case our bound (6.4) is sharp as well, since if d = n = dim(M), and κ = 0, then (6.2)
gives D = n.
7 A parabolic Harnack inequality
In this section we generalize the celebrated Harnack inequality in [40] to solutions of the
heat equation Lu − ut = 0 on M which are in the form u(x, t) = Ptf(x), for some
f ∈ C∞b (M), f ≥ 0. Theorem 7.1 below should be seen as a generalization of (i) of
Theorem 2.2 in [40], in the case of a zero potential q. One should also see the paper [17],
where the authors deal with subelliptic operators on a compact manifold. As we have
mentioned, these authors do not obtain bounds which depend on the sub-Riemannian
geometry of the underlying manifold.
Theorem 7.1. Assume the Hypothesis 1.1, 1.2, 1.4 and that the curvature-dimension in-
equality (1.12) be satisfied for ρ1 ≥ 0. Given (x, s), (y, t) ∈ M× (0,∞), with s < t, one
has for any f ∈ C∞b (M), f ≥ 0,
Psf(x) ≤ Ptf(y)
(
t
s
)D
2
exp
(
D
d
d(x, y)2
4(t− s)
)
. (7.1)
Proof. Let f ∈ C∞0 (M) be as in the statement of the theorem, and for every (x, t) ∈
M× (0,∞) consider u(x, t) = Ptf(x) . Since Lu = ∂u∂t , in terms of u the inequality (6.1)
can be reformulated as
Γ(ln u) +
2ρ2
3
tΓZ(ln u) ≤ (1 + 3κ
2ρ2
)
∂ log u
∂t
+
d
(
1 + 3κ
2ρ2
)2
2t
.
Recalling (6.2), this implies in particular,
− ∂ ln u
∂t
≤ − d
D
Γ(ln u) +
D
2t
. (7.2)
We now fix two points (x, s), (y, t) ∈M× (0,∞), with s < t. Let γ(τ), 0 ≤ τ ≤ T be
a subunit path such that γ(0) = y, γ(T ) = x (for the definition of subunit path see [27]).
Consider the path in M× (0,∞) defined by
α(τ) =
(
γ(τ), t+
s− t
T
τ
)
, 0 ≤ τ ≤ T,
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so that α(0) = (y, t), α(T ) = (x, s). We have
ln
u(x, s)
u(y, t)
=
∫ T
0
d
dτ
ln u(α(τ))dτ
≤
∫ T
0
[
Γ(ln u(α(τ)))
1
2 − t− s
T
∂ ln u
∂t
(α(τ))
]
dτ.
Applying (7.2) for any ǫ > 0 we find
log
u(x, s)
u(y, t)
≤ T 12
(∫ T
0
Γ(ln u)(α(τ))dτ
)1
2
− t− s
T
∫ T
0
∂ ln u
∂t
(α(τ))dτ
≤ 1
2ǫ
T +
ǫ
2
∫ T
0
Γ(ln u)(α(τ))dτ − d
D
t− s
T
∫ T
0
Γ(ln u)(α(τ))dτ
− D(s− t)
2T
∫ T
0
dτ
t+ s−t
T
τ
.
If we now choose ǫ > 0 such that
ǫ
2
=
d
D
t− s
T
,
we obtain from the latter inequality
log
u(x, s)
u(y, t)
≤ D
d
ℓs(γ)
2
4(t− s) +
D
2
ln
(
t
s
)
,
where we have denoted by ℓs(γ) the subunitary length of γ. If we now minimize over all
subunitary paths joining y to x, and we exponentiate, we obtain
u(x, s) ≤ u(y, t)
(
t
s
)D
2
exp
(
D
d
d(x, y)2
4(t− s)
)
.
This proves (7.1) when f ∈ C∞0 (M). We can then extend the result to f ∈ C∞b (M)
by considering the approximations hnPτf ∈ C∞0 (M) , where hn ∈ C∞0 (M), hn ≥ 0,
hn →n→∞ 1 and let n→∞ and τ → 0.
The following result represents an important consequence of Theorem 7.1.
Corollary 7.2. Suppose that the Hypothesis 1.1, 1.2, 1.4 be valid, and that the curvature-
dimension inequality (1.12) be satisfied for ρ1 ≥ 0. Let p(x, y, t) be the heat kernel on M.
For every x, y, z ∈M and every 0 < s < t <∞ one has
p(x, y, s) ≤ p(x, z, t)
(
t
s
)D
2
exp
(
D
d
d(y, z)2
4(t− s)
)
.
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Proof. Let τ > 0 and x ∈ M be fixed. By the hypoellipticity of L − ∂t, we know that
p(x, ·, ·+ τ) ∈ C∞(M× (−τ,∞)), see [28]. From (4.4) we have
p(x, y, s+ τ) = Ps(p(x, ·, τ))(y)
and
p(x, z, t + τ) = Pt(p(x, ·, τ))(z)
Since we cannot apply Theorem 7.1 directly to u(y, t) = Pt(p(x, ·, τ))(y), we consider
un(y, t) = Pt(hnp(x, ·, τ))(y), where hn ∈ C∞0 (M), 0 ≤ hn ≤ 1, and hn ր 1. From
(7.1) we find
Ps(hnp(x, ·, τ))(y) ≤ Pt(hnp(x, ·, τ))(z)
(
t
s
)D
2
exp
(
D
d
d(y, z)2
4(t− s)
)
Letting n→∞, by Beppo Levi’s monotone convergence theorem we obtain
p(x, y, s+ τ) ≤ p(x, z, t + τ)
(
t
s
)D
2
exp
(
D
d
d(y, z)2
4(t− s)
)
.
The desired conclusion follows by letting τ → 0.
8 Off-diagonal Gaussian upper bounds for p(x, y, t)
Suppose that the assumption of Theorem 7.1 are in force. Fix x ∈M and t > 0. Applying
Corollary 7.2 to (y, t)→ p(x, y, t) for every y ∈ B(x,√t) we find
p(x, x, t) ≤ 2D2 e D4d p(x, y, 2t) = C(ρ2, κ, d)p(x, y, 2t).
Integration over B(x,
√
t) gives
p(x, x, t)µ(B(x,
√
t)) ≤ C(ρ2, κ, d)
∫
B(x,
√
t)
p(x, y, 2t)dµ(y) ≤ C(ρ2, κ, d),
where we have used Pt1 ≤ 1. This gives the on-diagonal upper bound
p(x, x, t) ≤ C(ρ2, κ, d)
µ(B(x,
√
t))
. (8.1)
The aim of this section is to establish the following off-diagonal upper bound for
the heat kernel. Before doing so, let us observe that from the general theory of Markov
semigroups, if the volume doubling property is assumed, then the on-diagonal bound
(8.1) implies an off-diagonal bound (see for instance [20]). However, in our framework,
the volume doubling property is only proved in the sequel paper [14] which relies on the
results in the present paper. Therefore, and we think this is interesting in itself, to prove
the off-diagonal upper bound, we completely bypass the use of uniform volume estimates
and instead rely in an essential way on the scale invariant parabolic Harnack inequality.
Curvature-dimension inequalities, etc. 63
Theorem 8.1. Assume the Hypothesis 1.1, 1.2, 1.4, and that the curvature-dimension
inequality (1.12) be satisfied for ρ1 ≥ 0. For any 0 < ǫ < 1 there exists a constant
C(ρ2, κ, d, ǫ) > 0, which tends to ∞ as ǫ → 0+, such that for every x, y ∈ M and t > 0
one has
p(x, y, t) ≤ C(d, κ, ρ2, ǫ)
µ(B(x,
√
t))
1
2µ(B(y,
√
t))
1
2
exp
(
−d(x, y)
2
(4 + ǫ)t
)
.
Proof. We suitably adapt here an idea in [17] for the case of a compact manifold without
boundary. Since, however, we allow the manifold M to be non-compact, we need to take
care of this aspect. Corollary 4.6 will prove crucial in this connection. Given T > 0, and
α > 0 we fix 0 < τ ≤ (1 + α)T . For a function ψ ∈ C∞0 (M), with ψ ≥ 0, in M× (0, τ)
we consider the function
f(y, t) =
∫
M
p(y, z, t)p(x, z, T )ψ(z)dµ(z), x ∈M.
Since f = Pt(p(x, ·, T )ψ), it satisfies the Cauchy problem{
Lf − ft = 0 in M× (0, τ),
f(z, 0) = p(x, z, T )ψ(z), z ∈M.
Notice that by the hypoellipticity of L − ∂t we know y → p(x, y, T ) is in C∞(M), and
therefore p(x, ·, T )ψ ∈ L∞(M). Moreover, (4.3) gives
||Pt(p(x, ·, T )ψ)||2L2(M) ≤ ||p(x, ·, T )ψ||2L2(M) =
∫
M
p(x, z, T )2ψ(z)dµ(z) <∞,
and therefore ∫ τ
0
∫
M
f(y, t)2dµ(z)dt ≤ τ
∫
M
p(x, z, T )2ψ(z)dµ(z)dt <∞. (8.2)
Invoking (4.9) in Corollary 4.6 we have
Γ(f)(z, t) ≤ e−αt (PtΓ(p(x, ·, T )ψ)(z) + PtΓZ(p(x, ·, T )ψ)(z)) .
This allows to conclude ∫ τ
0
∫
M
Γ(f)(z, t)2dµ(z)dt <∞. (8.3)
We now consider a function g ∈ C1([0, (1 + α)T ],Lipd(M)) ∩ L∞(M × (0, (1 + α)T ))
such that
− ∂g
∂t
≥ 1
2
Γ(g), on M× (0, (1 + α)T ). (8.4)
Since
(L− ∂
∂t
)f 2 = 2f(L− ∂
∂t
)f + 2Γ(f) = 2Γ(f),
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multiplying this identity by h2n(y)eg(y,t), where hn is a sequence as in Hypothesis 1.1, and
integrating by parts, we obtain
0 = 2
∫ τ
0
∫
M
h2ne
gΓ(f)dµ(y)dt−
∫ τ
0
∫
M
h2ne
g(L− ∂
∂t
)f 2dµ(y)dt
= 2
∫ τ
0
∫
M
h2ne
gΓ(f)dµ(y)dt+ 4
∫ τ
0
∫
M
hne
gfΓ(hn, f)dµ(y)dt
+ 2
∫ τ
0
∫
M
h2ne
gfΓ(f, g)dµ(y)dt−
∫ τ
0
∫
M
hne
gf 2
∂g
∂t
dµ(y)dt
−
∫
M
hne
gf 2dµ(y)
∣∣∣∣
t=0
+
∫
M
hne
gf 2dµ(y)
∣∣∣∣
t=τ
≥ 2
∫ τ
0
∫
M
h2ne
g
(
Γ(f) +
f 2
4
Γ(g) + fΓ(f, g)
)
dµ(y)dt+ 4
∫ τ
0
∫
M
hne
gfΓ(hn, f)dµ(y)dt
+
∫
M
hne
gf 2dµ(y)
∣∣∣∣
t=τ
−
∫
M
hne
gf 2dµ(y)
∣∣∣∣
t=0
,
where in the last inequality we have made use of the assumption (8.4) on g. From this we
conclude∫
M
hne
gf 2dµ(y)
∣∣∣∣
t=τ
≤
∫
M
hne
gf 2dµ(y)
∣∣∣∣
t=0
− 4
∫ τ
0
∫
M
hne
gfΓ(hn, f)dµ(y)dt.
We now claim that
lim
n→∞
∫ τ
0
∫
M
hne
gfΓ(hn, f)dµ(y)dt = 0.
To see this we apply Cauchy-Schwarz inequality which gives
∣∣∣∣
∫ τ
0
∫
M
hne
gfΓ(hn, f)dµ(y)dt
∣∣∣∣ ≤
(∫ τ
0
∫
M
h2ne
gf 2Γ(hn)dµ(y)dt
)1
2
(∫ τ
0
∫
M
egΓ(f)dµ(y)dt
)1
2
≤
(∫ τ
0
∫
M
egf 2Γ(hn)dµ(y)dt
)1
2
(∫ τ
0
∫
M
egΓ(f)dµ(y)dt
)1
2
→ 0,
as n→∞, thanks to (8.2), (8.3). With the claim in hands we now let n→∞ in the above
inequality obtaining∫
M
eg(y,τ)f 2(y, τ)dµ(y) ≤
∫
M
eg(y,0)f 2(y, 0)dµ(y). (8.5)
At this point we fix x ∈ M and for 0 < t ≤ τ consider the indicator function 1B(x,√t) of
the ball B(x,
√
t). Let ψk ∈ C∞0 (M), ψk ≥ 0, be a sequence such that ψk → 1B(x,√t) in
L2(M), with supp ψk ⊂ B(x, 100
√
t). Slightly abusing the notation we now set
f(y, s) = Ps(p(x, ·, T )1B(x,√t))(y) =
∫
B(x,
√
t)
p(y, z, s)p(x, z, T )dµ(z).
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Thanks to the symmetry of p(x, y, s) = p(y, x, s), we have
f(x, T ) =
∫
B(x,
√
t)
p(x, z, T )2dµ(z). (8.6)
Applying (8.5) to fk(y, s) = Ps(p(x, ·, T )ψk)(y), we find∫
M
eg(y,τ)f 2k (y, τ)dµ(y) ≤
∫
M
eg(y,0)f 2k (y, 0)dµ(y). (8.7)
At this point we observe that as k →∞∣∣∣∣
∫
M
eg(y,τ)f 2k (y, τ)dµ(y)−
∫
M
eg(y,τ)f 2(y, τ)dµ(y)
∣∣∣∣
≤ 2||eg(·,τ)||L∞(M)||p(x, ·, T )||L2(M)||p(x, ·, τ)||L∞(B(x,110√t))||ψk − 1B(x,√t)||L2(M) → 0.
By similar considerations we find∣∣∣∣
∫
M
eg(y,0)f 2k (y, 0)dµ(y)−
∫
M
eg(y,0)f 2(y, 0)dµ(y)
∣∣∣∣
≤ 2||eg(·,0)||L∞(M)||p(x, ·, T )||L∞(B(x,110√t))||ψk − 1B(x,√t)||L2(M) → 0.
Letting k →∞ in (8.7) we thus conclude that the same inequality holds with fk replaced
by f(y, s) = Ps(p(x, ·, T )1B(x,√t))(y). This implies in particular the basic estimate
inf
z∈B(x,√t)
eg(z,τ)
∫
B(x,
√
t)
f 2(z, τ)dµ(z) (8.8)
≤
∫
B(x,
√
t)
eg(z,τ)f 2(z, τ)dµ(z) ≤
∫
M
eg(z,τ)f 2(z, τ)dµ(z)
≤
∫
M
eg(z,0)f 2(z, 0)dµ(z) =
∫
B(y,
√
t)
eg(z,0)p(x, z, T )2dµ(z)
≤ sup
z∈B(y,√t)
eg(z,0)
∫
B(y,
√
t)
p(x, z, T )2dµ(z).
At this point we choose in (8.8)
g(y, t) = gx(y, t) = − d(x, y)
2
2((1 + 2α)T − t) .
Using the fact that Γ(d) ≤ 1, one can easily check that (8.4) is satisfied for this g. Taking
into account that
inf
z∈B(x,√t)
egx(z,τ) = inf
z∈B(x,√t)
e−
d(x,z)2
2((1+2α)T−τ) ≥ e −t2((1+2α)T−τ) ,
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if we now choose τ = (1 + α)T , then from the previous inequality and from (8.6) we
conclude that∫
B(x,
√
t)
f 2(z, (1 + α)T )dµ(z) ≤
(
sup
z∈B(y,√t)
e−
d(x,z)2
2(1+2α)T
+ t
2αT
)∫
B(y,
√
t)
p(x, z, T )2dµ(z).
(8.9)
We now apply Theorem 7.1 which gives for every z ∈ B(x,√t)
f(x, T )2 ≤ f(z, (1 + α)T )2(1 + α)d(1+ 3κ2ρ2 )e
t(1+ 3κ2ρ2
)
2αT .
Integrating this inequality on B(x,
√
t) we find
(∫
B(y,
√
t)
p(x, z, T )2dµ(z)
)2
= f(x, T )2 ≤ (1 + α)
d(1+ 3κ
2ρ2
)
e
t(1+ 3κ2ρ2
)
2αT
µ(B(x,
√
t))
∫
B(x,
√
t)
f 2(z, (1+α)T )dµ(z).
If we now use (8.9) in the last inequality we obtain
∫
B(y,
√
t)
p(x, z, T )2dµ(z) ≤ (1 + α)
d(1+ 3κ
2ρ2
)
e
t(1+ 3κ2ρ2
)
2αT
µ(B(x,
√
t))
(
sup
z∈B(y,√t)
e−
d(x,z)2
2(1+2α)T
+ t
2αT
)
.
Choosing T = (1 + α)t in this inequality we find
∫
B(y,
√
t)
p(x, z, (1 + α)t)2dµ(z) ≤ (1 + α)
d(1+ 3κ
2ρ2
)
e
(1+ 3κ2ρ2
)
2α(1+α)
+ 1
2α(1+α)
µ(B(x,
√
t))
(
sup
z∈B(y,√t)
e−
d(x,z)2
2(1+2α)(1+α)t
+ 1
2α(1+α)
)
.
(8.10)
We now apply Corollary 7.2 obtaining for every z ∈ B(y,√t)
p(x, y, t)2 ≤ p(x, z, (1 + α)t)2(1 + α)d
(
1+ 3κ
2ρ2
)
exp
(
1 + 3κ
2ρ2
2α
)
.
Integrating this inequality in z ∈ B(y,√t), we have
µ(B(y,
√
t))p(x, y, t)2 ≤ (1 + α)d
(
1+ 3κ
2ρ2
)
e
1+ 3κ2ρ2
2α
∫
B(y,
√
t)
p(x, z, (1 + α)t)2dµ(z).
Combining this inequality with (8.10) we conclude
p(x, y, t) ≤ (1 + α)
d(1+ 3κ
2ρ2
)
e
(1+ 3κ2ρ2
)(2+α)
4α(1+α)
+ 3
4α(1+α)
µ(B(x,
√
t))
1
2µ(B(y,
√
t))
1
2
(
sup
z∈B(y,√t)
e−
d(x,z)2
2(1+2α)(1+α)t
)
.
If now x ∈ B(y,√t), then
d(x, z)2 ≥ (d(x, y)−
√
t)2 > d(x, y)2 − t,
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and therefore
sup
z∈B(y,√t)
e−
d(x,z)2
2(1+2α)(1+α)t ≤ e 12(1+2α)(1+α) e− d(x,y)
2
2(1+2α)(1+α)t .
If instead x 6∈ B(y,√t), then for every δ > 0 we have
d(x, z)2 ≥ (1− δ)d(x, y)2 − (1 + δ−1)t
Choosing δ = α/(α+ 1) we find
d(x, z)2 ≥ d(x, y)
2
1 + α
− (2 + α−1)t,
and therefore
sup
z∈B(y,√t)
e−
d(x,z)2
2(1+2α)(1+α)t ≤ e−
d(x,y)2
2(1+2α)(1+α)2t
+ 2+α
−1
2(1+2α)(1+α)
For any ǫ > 0 we now choose α > 0 such that 2(1 + 2α)(1 + α)2 = 4 + ǫ to reach the
desired conclusion.
9 A generalization of Yau’s Liouville theorem
In his seminal 1975 paper [58], by using gradient estimates, Yau proved his celebrated
Liouville theorem that there exists no non-constant positive harmonic function on a com-
plete Riemannian manifold with non-negative Ricci curvature. The aim of this section is
to extend Yau’s theorem to the sub-Riemannian setting of this paper. An interesting point
to keep in mind here is that, even in the Riemannian setting, our approach gives a new
proof of Yau’s theorem which is not based on delicate tools from Riemann geometry such
as the Laplacian comparison theorem (1.14) for the geodesic distance. However, due to
the nature of our proof at the moment we are only able to deal with harmonic functions
bounded from two sides, whereas in [58] the author is able to treat functions satisfying a
one-side bound. In the sequel paper [14] we will remove this restriction.
We begin with a Harnack type inequality for the operator L.
Theorem 9.1. Assume the Hypothesis 1.1, 1.2, 1.4 and that the curvature-dimension in-
equality (1.12) be satisfied for ρ1 ≥ 0. Let 0 ≤ f ≤ M be a harmonic function on M,
then there exists a constant C = C(ρ2, κ, d) > 0 such that for any x0 ∈M and any r > 0
one has
sup
B(x0,r)
f ≤ C inf
B(x0,r)
f.
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Proof. We know that f ∈ C∞b (M), and f ≥ 0. Applying Theorem 7.1 to the function
u(x, t) = Ptf(x), we obtain for x, y ∈ B(x0, r)
Psf(x) ≤ Ptf(y)
(
t
s
)D
2
exp
(
Dr2
d(t− s)
)
, 0 < s < t <∞.
At this point we observe that, thanks to the assumption Lf = 0, the functions u(x, t) =
Ptf(x) and v(x, t) = f(x) solve the same Cauchy problem on M. By Proposition 4.4
we must have Ptf(x) = f(x) for every x ∈ M and every t > 0. Therefore, taking
s = r2, t = 2r2, the latter inequality gives
f(x) ≤
(√
2e
1
d
)D
f(y), x, y ∈ B(x0, r).
Theorem 9.2 (of Cauchy-Liouville type). Under the same assumptions of Theorem 9.1,
there exist no bounded solutions to Lf = 0 on M, other than the constants.
Proof. Suppose a ≤ f ≤ b on M. Consider the function g = f − inf
M
f . Clearly, 0 ≤ g ≤
M = b− a. If we apply Theorem 9.1 to g we find for any x0 ∈M and r > 0
sup
B(x0,r)
g ≤ C inf
B(x0,r)
g.
Letting r →∞ we reach the conclusion sup
M
f = inf
M
f , hence f ≡ const.
10 A sub-Riemannian Bonnet-Myers theorem
Let (M, g) be a complete, connected Riemannian manifold of dimension n ≥ 2. It is
well-known that if for some ρ1 > 0 the Ricci tensor of M satisfies the bound
Ric ≥ (n− 1)ρ1, (10.1)
then M is compact, with a finite fundamental group, and diam(M) ≤ π√
ρ1
. This is the
celebrated Myer’s theorem, which strengthens Bonnet’s theorem. Like the latter, Myer’s
theorem is usually proved by using Jacobi vector fields (see e.g. Theorem 2.12 in [19]).
A different approach is based on the curvature-dimension inequality CD((n−1)ρ1, n),
which as we have seen, one obtains from (10.1) (see (1.2)). When n > 2, in the paper
[38] (see also [10]) Ledoux uses ingenious non-linear methods, based on the study of the
partial differential equation
c(f p−1 − f) = −∆f, 1 ≤ p ≤ 2n
n− 2 ,
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to deduce from the curvature-dimension inequality CD((n−1)ρ1, n) the following Sobolev
inequality
n
(n− 2)ρ21
[(∫
M
|f |pdµ
)2/p
−
∫
M
f 2dµ
]
≤
∫
M
Γ(f)dµ, f ∈ C∞0 (M), (10.2)
where µ is the Riemannian measure. By a simple iteration procedure, the author shows
from (10.2) that the diameter of M is finite and bounded by π√
ρ1
. The non-linear methods
in [38] seem difficult to extend to the framework of the present paper.
A weaker version of the Myers theorem was proved by Bakry in [6] by using linear
methods only. We have been able to suitably adapt his approach, based on entropy-energy
inequalities (a strong form of log-Sobolev inequalities). In this section we establish the
following sub-Riemannian Bonnet-Myer’s compactness theorem.
Theorem 10.1. Assume the Hypothesis 1.1, 1.2, 1.4, and that the curvature-dimension
inequality (1.12) be satisfied for ρ1 > 0. Then, the metric space (M, d) is compact and we
have
diam M ≤ π√
ρ
1
2
√
3
√(
κ
ρ2
+ 1
)
D = 2
√
3π
√
ρ2 + κ
ρ1ρ2
(
1 +
3κ
2ρ2
)
d.
The proof of Theorem 10.1 will be accomplished in several steps. In the remainder of
this section we will tacitly assume the hypothesis of Theorem 10.1.
10.1 Global heat kernel bounds
Our first result is the following large-time exponential decay for the heat kernel.
Proposition 10.2. Let 0 < ν < ρ1ρ2
ρ2+κ
. There exist t0 > 0 and C1 > 0 such that for every
f ∈ C∞0 (M), f ≥ 0: ∣∣∣∣ ∂∂t lnPtf(x)
∣∣∣∣ ≤ C1e−νt, x ∈ M, t ≥ t0.
Proof. In Corollary 5.3, we choose
b(t) = (e−αt − e−αT )β, 0 ≤ t ≤ T,
with β > 2 and α > 0. With such choice a simple computation gives,
γ(t) =
d
4
(
2ρ1 − αβ − αβ κ
ρ2
− e−αT
(
α(β − 1) + αβκ
ρ2
)
b(t)−
1
β
)
.
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Keeping in mind that b(T ) = b′(T ) = 0, and that b(0) = (1− e−αT )β, b′(0) = −αβ(1 −
e−αT )β−1, we obtain from (5.2)
− αβ(1− e
−αT )β−1
2ρ2
Γ(lnPTf)− (1− e−αT )βΓZ(lnPTf) (10.3)
≥ − 2
dρ2
(∫ T
0
b′(t)γ(t)dt
)
LPTf
PTf
+
1
dρ2
(∫ T
0
b′(t)γ(t)2dt
)
.
Now, ∫ T
0
b′(t)γ(t)dt =− d
4
(
2ρ1 − αβ − αβ κ
ρ2
)
(1− e−αT )β
+
d
4
1
1− 1
β
(
αβ − α + αβ κ
ρ2
)
e−αT (1− e−αT )β−1,
∫ T
0
b′(t)γ(t)2dt =− d
2
16
(
2ρ1 − αβ − αβ κ
ρ2
)2
(1− e−αT )β
+
d2
8
(
2ρ1 − αβ − αβ κρ2
)(
αβ − α + αβ κ
ρ2
)
1− 1
β
e−αT (1− e−αT )β−1
− d
2
16
(
αβ − α+ αβ κ
ρ2
)2
1− 2
β
e−2αT (1− e−αT )β−2.
If we choose
α =
2ρ1ρ2
β(ρ2 + κ)
,
then
2ρ1 − αβ − αβ κ
ρ2
= 0, αβ − α + αβ κ
ρ2
= 2ρ1 − α,
and we obtain from (10.3):
0 ≤ ρ1
ρ2 + κ
Γ(lnPTf) + (1− e−αT )ΓZ(lnPTf) ≤ d(2ρ1 − α)
2ρ2
(
1− 1
β
)e−αT LPT f
PTf
(10.4)
+
d(2ρ1 − α)2
16ρ2
(
1− 2
β
) e−2αT
1− e−αT .
Noting that 2ρ1 − α = 2ρ1β(ρ2+κ)((β − 1)ρ2 + βκ) > 0, and that β > 2 implies α <
ρ1ρ2
ρ2+κ
,
(10.4) gives in particular the desired lower bound for ∂
∂t
lnPtf(x) with ν = α.
The upper bound is more delicate. We fix 0 < η = 2ρ1ρ2
β(ρ2+κ)
, and with γ = 2βρ1ρ2 we
now choose in (10.3)
α =
2ρ1ρ2 − γe−ηT
β(ρ2 + κ)
= η − γe
−ηT
β(ρ2 + κ)
.
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Clearly, α > 0 provided that T be sufficiently large. This choice gives
2ρ1 − αβ − αβ κ
ρ2
=
γe−ηT
ρ2
, αβ − α+ αβ κ
ρ2
= 2ρ1 − α− γe
−ηT
ρ2
.
We thus have∫ T
0
b′(t)γ(t)dt = −d
4
e−αT (1− e−αT )β−1
{
γ(1− e−αT )e−(η−α)T
ρ2
− β
β − 1(2ρ1 − α−
γe−ηT
ρ2
)
}
.
Noting that e−(η−α)T = e−
γTe−ηT
β(ρ2+κ) → 1, and α −→ 2ρ1ρ2
β(ρ2+κ)
as T →∞, we obtain
γ(1− e−αT )e−(η−α)T
ρ2
− β
β − 1(2ρ1−α−
γe−ηT
ρ2
) −→ γ
ρ2
− β
β − 1
(
2ρ1 − 2ρ1ρ2
β(ρ2 + κ)
)
.
Since by our choice of γ we have γ
ρ2
− β
β−1
(
2ρ1 − 2ρ1ρ2β(ρ2+κ)
)
> 0, it is clear that we have
∫ T
0
b′(t)γ(t)dt ≤ −d
8
(
γ
ρ2
− β
β − 1
(
2ρ1 − 2ρ1ρ2
β(ρ2 + κ)
))
e−αT (1− e−αT )β−1,
provided that T be large enough. We also have∫ T
0
b′(t)γ(t)2dt =− d
2
16
e−2αT (1− e−αT )β−2
{
β
β − 2(2ρ1 − α−
γe−ηT
ρ2
)2
+
γ2
ρ22
(1− e−αT )2e−2(η−α)T − 2 γ
ρ2
β
β − 1(1− e
−αT )(2ρ1 − α− γe
−ηT
ρ2
)e−(η−α)T
}
.
Using our choice of γ we see that, if we let T → ∞, the quantity between curly bracket
in the right-hand side converges to
β
β − 24ρ
2
1
(
(β − 1)ρ2 + βκ
β(ρ2 + κ)
)2
+ 4β2ρ21 −
8β2ρ21
β − 1
(β − 1)ρ2 + βκ
β(ρ2 + κ)
.
This quantity is strictly positive provided that
2β
β − 1
(β − 1)ρ2 + βκ
β(ρ2 + κ)
<
1
β − 2
(
(β − 1)ρ2 + βκ
β(ρ2 + κ)
)2
+ β,
and this latter inequality is true, as one recognizes by applying the inequality 2xy ≤
x2 + y2. From these considerations and from (10.3) we conclude the desired upper bound
for ∂
∂t
lnPtf(x).
Proposition 10.3. Let 0 < ν < ρ1ρ2
κ+ρ2
. There exist t0 > 0 and C2 > 0 such that for every
f ∈ C∞0 (M), with f ≥ 0,
e−C2e
−νtd(x,y) ≤ Ptf(x)
Ptf(y)
≤ eC2e−νtd(x,y), x, y ∈M, t ≥ t0.
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Proof. If we combine (10.4) (in which we take α = ν), with the upper bound of Proposi-
tion 10.2, we obtain that for x ∈M and t ≥ t0,
Γ(lnPtf)(x) ≤ C22e−2νt,
withC2 =
√
d(2ρ1 − ν)/2ρ2(1− β−1). We infer that the function u(x) = C−12 eνt lnPtf(x),
which belongs to C∞(M), is such that ||Γ(u)||∞ ≤ 1. From (1.7) we obtain that
|u(x)− u(y)| ≤ d(x, y), x, y ∈M.
This implies the sought for conclusion.
If we now fix x ∈M, and denote by p(x, ·, t) the heat kernel with singularity at (x, 0),
then according to Proposition 10.2 we obtain for t ≥ t0,∣∣∣∣∂ ln p(x, y, t)∂t
∣∣∣∣ ≤ C1 exp (−νt) , (10.5)
with 0 < ν < ρ1ρ2
κ+ρ2
. This shows that ln p(·, ·, t) converges when t→∞. Let us call ln p∞
this limit. Moreover, from Proposition 10.3 the limit, ln p∞(x, ·) is a constant C(x). By
the symmetry property p(x, y, t) = p(y, x, t), so that C(x) actually does not depend on x.
We deduce from this that the measure µ is finite. We may then as well suppose that µ is a
probability measure, in which case p∞ = 1. We assume this from now on.
We now can prove a global and explicit upper bound for the heat kernel p(x, y, t).
Proposition 10.4. For x, y ∈M and t > 0,
p(x, y, t) ≤ 1(
1− e−
2ρ1ρ2t
3(ρ2+κ)
)d
2
(
1+ 3κ
2ρ2
) .
Proof. We apply (10.4) with β = 3 and obtain
ρ1
ρ2 + κ
Γ(lnPtf) + (1− e−αt)ΓZ(lnPtf) ≤ ρ1
2ρ2
2ρ2 + 3κ
ρ2 + κ
e−αt
LPtf
Ptf
(10.6)
+
dρ21
12ρ2
(
2ρ2 + 3κ
ρ2 + κ
)2
e−2αt
1− e−αt ,
where α = 2ρ1ρ2
3(ρ2+κ)
. We deduce
∂ lnPtf
∂t
≥ −dρ1
6
2ρ2 + 3κ
ρ2 + κ
e−αt
1− e−αt .
By integrating from t to ∞, we obtain
− ln p(x, y, t) ≥ −d
2
(
1 +
3κ
2ρ2
)
ln(1− e−αt).
This gives the desired conclusion.
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10.2 Diameter bound
In this subsection we conclude the proof of Theorem 10.1 by showing that the diam M is
bounded. The idea is to show that the operator L satisfies an entropy-energy inequality.
Such inequalities have been extensively studied by Bakry (see chapters 4 and 5 in [6]). To
simplify the computations, in what follows we denote by D the number defined in (6.2),
and we set
α =
2ρ1ρ2
3(ρ2 + κ)
.
Proposition 10.5. For f ∈ L2(M) such that ∫
M
f 2dµ = 1, we have∫
M
f 2 ln f 2dµ ≤ Φ
(∫
M
Γ(f)dµ
)
,
where
Φ(x) = D
[(
1 +
2
αD
x
)
ln
(
1 +
2
αD
x
)
− 2
αD
x ln
(
2
αD
x
)]
.
Proof. From Proposition 10.4, for every f ∈ L2(M) we have
‖Ptf‖∞ ≤ 1
(1− e−αt)D2
‖f‖2.
Therefore, from Davies’ theorem (Theorem 2.2.3 in [23]), for f ∈ L2(M) such that∫
M
f 2dµ = 1, we obtain∫
M
f 2 ln f 2dµ ≤ 2t
∫
M
Γ(f)dµ−D ln (1− e−αt) , t > 0.
By minimizing over t the right-hand side of the above inequality, we obtain∫
M
f 2 ln f 2dµ ≤ − 2
α
x ln
(
2x
2x+ αD
)
+D ln
(
2x+ αD
αD
)
.
where x =
∫
M
Γ(f)dµ. It is now an easy exercise to recognize that the right-hand side of
the latter inequality is the same as Φ(x).
With Proposition 10.5 in hands, we can finally complete the proof of Theorem 10.1.
Proposition 10.6. One has
diam M ≤ 2
√
2
√
D
α
π = 2
√
3π
√
ρ2 + κ
ρ1ρ2
(
1 +
3κ
2ρ2
)
d.
Proof. The function Φ that appears in the Proposition 10.5 enjoys the following proper-
ties:
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• Φ′(x)/x1/2 and Φ(x)/x3/2 are integrable on (0,∞);
• Φ is concave;
• 1
2
∫ +∞
0
Φ(x)
x3/2
dx =
∫ +∞
0
Φ′(x)√
x
dx = −2 ∫ +∞
0
√
xΦ′′(x)dx < +∞.
We can therefore apply the beautiful Theorem 5.4 in [6] to deduce that the diameter of M
is finite and
diam M ≤ −2
∫ +∞
0
√
xΦ′′(x)dx.
Since Φ′′(x) = − 2D
x(2x+αD)
, a routine calculation shows
−2
∫ +∞
0
√
xΦ′′(x)dx =
π√
ρ
1
2
√
3
√(
κ
ρ2
+ 1
)
D.
Remark 10.7. The constant 2
√
3π
√
ρ2+κ
ρ1ρ2
(
1 + 3κ
2ρ2
)
d is not sharp. For instance, if M is
a Riemannian manifold, we can take d = n = dim(M), κ = 0, and we thus obtain
diam M ≤ 2
√
3π
√
n
ρ1
,
whereas it is known from the classical Bonnet-Myer’s theorem that
diam M ≤ π
√
n− 1
ρ1
.
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