Two-sided ideals in q-deformed Heisenberg algebras  by Hellström, Lars & Silvestrov, Sergei
Expo. Math. 23 (2005) 99–125
www.elsevier.de/exmath
Two-sided ideals in q-deformed Heisenberg algebras
Lars Hellströma, Sergei Silvestrovb,∗
aSand 216, SE-881 91 Solleftea˚, Sweden
bCentre for Mathematical Sciences, Department of Mathematics, Lund Institute of Technology, Lund
University, P.O. Box 118, SE-221 00 Lund, Sweden
Received 10 May 2004
Abstract
In this article, the structure of two-sided ideals in the q-deformed Heisenberg algebras deﬁned by
the q-deformed Heisenberg canonical commutation relation
AB − qBA= I
is investigated. We show that these algebras are simple if and only if q = 1. For q = 1, 0 we present
an inﬁnite descending chain of non-trivial two-sided ideals, thus deducing by explicit construction
that the q-deformed Heisenberg algebras are not just non-simple but also non-artinian for q = 1, 0.
We establish a connection between the quotients of the q-deformed Heisenberg algebras by these
ideals and the quotients of the quantum plane.We also present a number of reordering formulae in q-
deformed Heisenberg algebras, investigate properties of deformed commutator mappings, show their
fundamental importance for investigation of ideals in q-deformed Heisenberg algebras, and demon-
strate how to apply these results to the investigation of faithfulness of representations of q-deformed
Heisenberg algebras.
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1. Introduction
Themain objects considered in this article are the q-deformedHeisenberg algebrasH(q),
the parametric family of unital associative algebras with two generators and deﬁning com-
mutation relation
AB − qBA= I . (1)
Even in the classical, or undeformed, case when q = 1, the applications of this formula are
numerous. On one hand, AB = BA+ I is (up to a constant scaling factor) the Heisenberg
canonical commutation relation of Quantum Mechanics, but on the other hand, it is also an
abstract form of the elementary calculus Leibniz product rule
d
dx
(x · f (x))= x d
dx
f (x)+
(
d
dx
x
)
f (x).
The more general q-deformed Heisenberg algebras are already recognised as important
objects inmodern quantum physics [2,5,7,8,16–19,26,27], and they are a subject of growing
interest in many parts of mathematics [14,23,24,28].
This growing interest has several origins. In non-commutative geometry, and investiga-
tions on quantum groups and quantum spaces, the q-deformed Heisenberg algebras appear
as one of the key examples and as a building block for other non-commutative objects
[6,10,11,22,25]. In the calculus of q-difference operators and in q-difference equations —
a subject whose history goes back well over one and a half century, to Euler and Jackson
— the q-deformed Heisenberg commutation relation (1) plays the same fundamental role
as the undeformed commutation relation AB − BA = I in the differential calculus and
differential equations [9,12,21,29]. Partly thanks to this, the most efﬁcient way of obtaining
many central results in q-combinatorics and the theory of q-special functions is to make
use of q-deformed Heisenberg algebras and their representations.
For the study of any kind ofmathematical object, suitablemorphisms constitute important
tools, and algebras are no exception. In these, the kernels of morphisms show up as ideals,
whence the class of ideals by itself becomes an interesting object to describe. This is a
slightly more complicated thing in general associative algebras than it is in commutative
algebras, because there are three different ideal concepts that one might consider: left, right,
and two-sided.A left ideal is closed under multiplication by arbitrary elements from the left
and occurs as the kernel of a left module homomorphism, whereas a right ideal is closed
under multiplication by arbitrary elements from the right and occurs as the kernel of a right
module homomorphism. Two-sided ideals combine these concepts by being closed under
multiplication by arbitrary elements on either side, and are perhaps a bit more central in that
they occur as kernels of algebra homomorphisms. In what follows, we will only consider
two-sided ideals.
Despite the key role that two-sided ideals play in an associative algebra, the literature on
two-sided ideals in the Heisenberg algebraH(1) is not very large, but that is because there
are not that many two-sided ideals to say something about. The well-known result on the
matter is that the undeformed Heisenberg algebraH(1) is simple (i.e., the only two-sided
ideals are {0} and the algebra as a whole) whenever the scalar ﬁeldK has characteristic 0.
Since this pretty much closes the book on the matter, one might think that the only thing
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to do is to study something other than two-sided ideals, but there is also the possibility to
work with other algebras. As it turns out,H(1) over ﬁelds of characteristic zero are the
only simple members in the family of q-deformed Heisenberg algebras. In all other cases
there is a wealth of two-sided ideals to explore.
The proof thatH(1) is not simple whenK has characteristic p> 0 is fairly easy. The
standard representation ofH(1) is as linear operators on the vector spaceK[x], where
A is represented by the differentiation operator D = d/dx and B is represented by the
multiplication by the indeterminate x operatorMx :P(x) → xP (x). SinceD(xn)=nxn−1,
it follows that Dp(xn) = p!( n
p
)xn−p, but whenK has characteristic p> 0 the factorial
p! = 0 inK and hence Dp(xn) = 0 for all n ∈ N, i.e., the operator Dp maps everything
to zero, and hence Ap is represented by the zero operator. Therefore, the kernel of this
representation is a non-trivial two-sided ideal inH(1) which turns out to be generated by
Ap. Consequently this algebra is not simple.
We proved in [14, Theorem 8.3] that this example of a non-trivial ideal inH(1) extends
to precisely thoseH(q) algebras where q ∈ K\{1} is a root of unity, regardless of the
characteristic ofK. What changes in the calculations is merely that A is represented by
Jackson’s q-difference operator
Dq :P(x) → P(qx)− P(x)
qx − x
rather than by the differentiation operator D =D1. The Dq operators acts on the standard
basis polynomials xn in the following manner:Dq(xn)={n}qxn−1, where {n}q denotes the
nth q-natural number. This can be deﬁned for n> 0 by
{n}q =
n−1∑
k=0
qk
and it is convenient to deﬁne {0}q=0 and {−n}q=q−n{n}q , so that {n+m}q=qn{m}q+{n}q
for all n,m ∈ Z. Furthermore (q − 1){p}q = qp − 1 and hence {p}q = 0 whenever q = 1
is some p’th root of unity. More generally, {p}q = 0 implies {mp}q = 0 for all m ∈ Z and
thus
D
p
q (x
n)= {n}q{n− 1}q · · · {n− p + 1}qxn−p = 0
for all n. ThereforeDpq =0 as an operator onK[x], and hence the ideal inH(q) generated
by Ap is non-trivial.
What remains to check is the simplicity of H(q) algebras where q is not a root of
unity, and again the answer turns out to be negative. When q = 1 there is aK-algebra
epimorphism 1:H(q) −→K[x, x−1] that is deﬁned by
1(B)= x, 1(A)=
1
1− q x
−1 and 1(I )= 1.
SinceK[x, x−1] is commutative it immediately follows that 1(AB − BA)=1(AB)−
1(BA)=0, and hence the two-sided ideal ker 1 inH(q) cannot be trivial. Consequently,
the algebraH(q) is simple only if q=1 andK has characteristic zero. For all otherH(q)
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algebras there is a wealth of ideals to explore. This exploration is the main theme of this
paper.
In Section 2, we present some deﬁnitions and basic properties of the H(q) algebras.
In Section 3, we construct in Theorems 3.4 and 3.5 an inﬁnite descending chain of non-
trivial ideals inH(q) for q ∈ K\{0, 1}, thus deducing by explicit construction that the
q-deformed Heisenberg algebras are not just non-simple but also non-artinian. In Theorem
3.7, we establish a connection between the quotients of the q-deformedHeisenberg algebras
by these ideals and the quotients of the quantum plane. Then we use this correspondence to
construct in Theorem 3.10 several other families of proper ideals inH(q). In Section 4, we
present a number of useful reordering formulae involving the commutator [A,B] and its
powers. In particular, we deduce that the set of elements on the form [A,B]i , Bk[A,B]i ,
and [A,B]iAk constitute a basis for H(q). In Section 5, we introduce two families of
deformed commutator mappings and investigate their properties and in Section 6 we apply
these mappings to investigate general ideals inH(q).We show in particular that every non-
zero ideal inH(q) contains at least one, and thus inﬁnitely many, of the ideals in the family
constructed in Theorem 3.5. Finally, in Theorem 6.7, as an application of previous results
on ideals, we give a simple criterion for checking faithfulness of representations when q is
not root of unity, demonstrate its usefulness on important class of representations ofH(q),
and show also that non-faithful representations factor over representations of the algebra
deﬁned by quantum plane relations with one generator invertible and another nilpotent.
2. q-deformed Heisenberg algebras
In this section, for convenience of the readers, we brieﬂy describe a deﬁnition and some
basic properties of the q-deformed Heisenberg algebras. A more detailed treatment may be
found in [14]. Throughout the paperK will be a ﬁxed but arbitrary ﬁeld.
Recall that, for any  in some ringA, the (two-sided) ideal inA that is generated by  is
denoted 〈〉. Similarly if S ⊆A then 〈S〉 denotes the ideal generated by the elements of S.
Observe, however thatK〈〉 does not denote an ideal, but the associative unitalK-algebra
generated by the formal variable .
Deﬁnition 2.1. LetH(q) be the unital associative algebra with two generators A and B
whose only deﬁning relation is
AB − qBA= I , (2)
where I denotes the unit.
The algebraH(q) can be constructed as a quotient algebra
K〈a, b〉/〈ab− qba− 1〉
of the free associative algebra with two generators a and b by the ideal generated by
ab − qba − 1, where 1 is the unit of this free algebra. The generators ofH(q) are then
deﬁned byA=a+〈ab−qba−1〉,B=b+〈ab−qba−1〉, and I =1+〈ab−qba−1〉.We
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will use this point of view explicitly in Theorem 3.7, but most of our arguments treat A and
B simply as arbitrary objects which satisfy the identity (2). In those cases where we need
to show that two elements ofH(q) are distinct, we will base our proofs on the following,
more intuitive, results aboutH(q).
Proposition 2.2 (Hellström and Silvestrov [14, Theorem 3.1]). The set of all elements on
the form BkAl for k, l ∈ N is a basis forH(q).
Proposition 2.3 (Hellström and Silvestrov [14, Theorems 4.1 and 4.3]). Let the functions
deg, degA, degB :H(q) −→ N ∪ {−∞}
be deﬁned by deg 0= degA 0= degB 0=−∞ and by
deg
n∑
i=1
aiB
kiAli = max
1 in
(ki + li ), (3)
degA
n∑
i=1
aiB
kiAli = max
1 in
li , (4)
degB
n∑
i=1
aiB
kiAli = max
1 in
ki (5)
for all {ai}ni=1 ⊆K\{0} and distinct pairs {(ki, li)}ni=1 ⊂ N×N. If q ∈K\{0} then these
have the property that
deg = deg + deg , (6)
degA = degA + degA , (7)
degB = degB + degB  (8)
for all , ∈H(q).
A useful tool in the study ofH(q) is the following family of subspaces, which form a
gradation ofH(q).
Proposition 2.4 (Hellström and Silvestrov [14, Theorem 4.4]). For each n ∈ Z let
Hn = Span
({
BkAlk, l ∈ N and k − l = n
})
, (9)
where Span means “the linear span overK of”. Then {Hn}n∈Z is a Z-gradation ofH(q).
Of particular interest is the space H0, since this is in fact a commutative subalgebra of
H(q). The commutativity is not entirely obvious, but it follows from Corollary 4.5 below.
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3. The commutator
It was mentioned in the introduction that the element [A,B]=AB−BA is a member of
a non-trivial two-sided ideal inH(q)when q = 1. In fact it turns out to be the fundamental
building block of a very large class of ideals inH(q), so it is interesting to explore some
of its properties in more detail.
Lemma 3.1. For all q ∈K, the following relations hold inH(q):
A[A,B] = q[A,B]A,
[A,B]B = qB[A,B].
Proof. Note that A[A,B] =A(AB)− (AB)A=A(qBA+ I )− (qBA+ I )A= qABA−
qBA2 = q(AB − BA)A and that (AB − BA)B = (AB)B − B(AB) = (qBA + I )B −
B(qBA+ I )= qBAB − qB2A= qB · (BA− AB). 
In the operator representation that A is Jackson’s q-difference operator Dq and B is
the multiplication by x operatorMx , the commutator [A,B] corresponds to the q-dilation
operator Tq deﬁned by Tq(f )(x)=f (qx). That the operator Tq satisﬁes the above relations
with Dq andMx is well known and easy to see.
Theorem 3.2. If q ∈K\{0}, then for each  ∈H(q) there are ,  ∈H(q) such that
[A,B] = [A,B], (10)
[A,B]= [A,B] (11)
and deg  = deg  = deg . More generally, for every n ∈ N there are ,  ∈H(q) such
that
[A,B]n = [A,B]n, (12)
[A,B]n= [A,B]n (13)
and deg = deg = deg .
Proof. For each monomial  ∈ H(q) there exists, by Lemma 3.1, non-zero a, b ∈ K
such that
[A,B] = [A,B] · a, (14)
[A,B]= b · [A,B]. (15)
Hence, by linearity of multiplication, the theorem follows. 
One short statement that summarises Theorem 3.2 is that [A,B] belongs to the normaliser
of the algebraH(q), but it is convenient to have the relations explicit, and they can be made
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more precise still. IfP is any polynomial in two non-commuting variables, then the relations
in Theorem 3.2 can be reﬁned to
P(B,A)[A,B] = [A,B]P(q−1B, qA), (16)
[A,B]P(B,A)= P(qB, q−1A)[A,B], (17)
P(B,A)[A,B]n = [A,B]nP (q−nB, qnA), (18)
[A,B]nP (B,A)= P(qnB, q−nA)[A,B]n. (19)
In particular, if = P(B,A)=∑j,kaj,kBjAk then in (10) and (11) we get
= P(q−1B, qA)=
∑
j,k
aj,kq
k−jBjAk , (20)
= P(qB, q−1A)=
∑
j,k
aj,kq
j−kBjAk (21)
and in (12) and (13), we get
= P(q−nB, qnA)=
∑
j,k
aj,kq
n(k−j)BjAk , (22)
= P(qnB, q−nA)=
∑
j,k
aj,kq
n(j−k)BjAk . (23)
Observe in particular that for a homogeneous  ∈ Hm these formulae simplify to [A,B]n=
q−mn[A,B]n and [A,B]n= qmn[A,B]n.
Corollary 3.3. For all  ∈H(q) and n ∈ N, the following three conditions are equivalent:
1. There is some  ∈H(q) such that [A,B]n = .
2. There is some  ∈H(q) such that [A,B]n= .
3. There are some ,  ∈H(q) such that [A,B]n= .
Because of this equivalence, there is no difference between the claims that [A,B]n
divides something on the left or on the right. We will make use of divisibility by [A,B] in
Section 6.
Theorem 3.4. If q ∈K\{0, 1} then
I= 〈[A,B]〉 = { [A,B] |  ∈H(q) }
is a proper ideal inH(q).
Proof. It is obvious that I contains all the elements ofH(q) that can be written in the
form (AB−BA). To see thatI is exactly the set of those elements, it must be shown that
J = { (AB − BA) |  ∈H(q) }
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satisﬁes the axioms for a two-sided ideal. It is clear that J is closed under multiplication
from the left, since ((AB − BA))= ()(AB − BA) ∈ J for any two , ∈H(q). It
is also clear that J + J ⊆ which means that J is closed under addition. It is closure under
multiplication from the right that is tricky, but by (11), for any  ∈H(q) there exists some
 ∈H(q) such that (AB−BA)=(AB−BA). Thus for any (AB−BA) ∈ J it follows
that ((AB−BA))=((AB−BA))=((AB−BA))= ()(AB−BA) ∈ J . Thus,
J is indeed a two-sided ideal inH(q) and henceI= J .
To see that I is proper, it sufﬁces to observe that I /∈I. Had I been in I, then there
would have to be an  ∈ H(q) such that I = (AB − BA), but that would in particular
have to fulﬁl
0= deg I = deg((AB − BA))= deg + deg(AB − BA)
= deg + deg((q − 1)BA+ I )= deg + 2.
As deg  = −2 for all  ∈H(q), there is no  which solves (AB − BA)= I either, and
thus I /∈I. 
An obvious consequence of Theorem 3.4 is thatH(q) is not simple for q ∈K\{0, 1},
although this still leaves the q = 0 case unaccounted for. In Theorem 3.9, we will give
necessary and sufﬁcient conditions for the algebraH(q) to be simple.
When q ∈K\{1} is a root of unity, the result in Theorem 3.4 is quite different from the
situation in the algebra generated by the operatorsDq andMx . In that case, Tq = [Dq,Mx]
satisﬁes T nq = Tqn and hence for the n such that qn = 1 it follows that T nq is the identity
operator. Thus, the ideal generated by [Dq,Mx] in the algebra of operators is the whole of
that algebra.
Theorem 3.5. Let q ∈K\{0, 1}. The sets
Jn = { [A,B]n |  ∈H(q) } (24)
form an inﬁnite descending chain J0 ⊃ J1 ⊃ J2 ⊃ · · · ⊃ Jn ⊃ · · · of distinct two-sided
ideals inH(q). This demonstrates thatH(q) is not an artinian algebra.
Proof. That each Jn is a two-sided ideal is shown exactly as in the proof of Theorem 3.4
except that one uses (13) instead of (11). That Jn+1 ⊆ Jn is trivial. To see that the inclusion
is proper observe that [A,B]n ∈ Jn but [A,B]n /∈ Jn+1, because
deg[A,B]n = n deg(AB − BA)= 2n,
whereas for each non-zero  ∈H(q),
deg([A,B]n+1)= deg + (n+ 1) deg[A,B]2(n+ 1)> 2n. 
The algebrasH(q) are on the other hand noetherian for all q ∈K\{0}. This fact can be
deduced as an application of the non-commutative analogue of the Hilbert basis theorem
for Ore extensions, see [20, Theorem I.8.3] or [13, Theorem 1.12].
It turns out that the structure ofH(q) factored modulo one of the ideals in Theorem 3.5
has an alternative presentation, that is sometimes easier to analyse.
L. Hellström, S. Silvestrov / Expo. Math. 23 (2005) 99–125 107
Deﬁnition 3.6. Denote by Qn the associativeK-algebra
K〈x, x−1, y | qxy = yx, yn = 0〉
generated by two q-commuting variables x, which is invertible, and y, which is nilpotent.
Theorem 3.7. If q ∈K\{1} and n ∈ Z+ then
H(q)/〈[A,B]n〉Qn (25)
and there is aK-algebra homomorphism n:H(q) −→ Qn such that
n(B)= x, n(A)= 11−q x−1(1− y),
n(I )= 1, n([A,B])= y,
ker n = 〈[A,B]n〉.
Proof. Let ,, , ,  ∈K〈a, b, c, d〉 be deﬁned by
= ab− qba− 1,
= c− (ab− ba),
= d+ (q − 1)a
n−1∑
k=0
ck ,
= qbc− cb,
= (q − 1)a+ d(1− c).
It is easy to see that
H(q)K〈a, b〉/〈〉K〈a, b, c〉/〈,〉K〈a, b, c, d〉/〈,, 〉,
where the corresponding homomorphism 1:K〈a, b, c, d〉 −→H(q) obeys 1(a) = A,
1(b)= B, 1(c)= [A,B], and 1(d)= (1− q)A
∑n−1
k=0[A,B]k . Hence
K〈a, b, c, d〉/〈,, , cn〉H(q)/〈1(cn)〉 =H(q)/〈[A,B]n〉.
On the other hand,
Qn =K〈x, x−1, y | qxy = yx, yn = 0〉
K〈b, c, d〉/〈bd− 1, db− 1, , cn〉
K〈a, b, c, d〉/〈bd− 1, db− 1, , cn, 〉,
where the corresponding homomorphism 2:K〈a, b, c, d〉 −→ Qn satisﬁes 2(b) = x,
2(c) = y, 2(d) = x−1, and 2(a) = (1 − q)−1x−1(1 − y). Hence, the isomorphism of
the two algebras will be established once it has been shown that
〈,, , cn〉 = 〈bd− 1, db− 1, , cn, 〉.
This will furthermore demonstrate that there exists a homomorphism n fromH(q) onto
Qn such that n ◦ 1 = 2. The claims about the manner in which it maps elements are
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special cases of this equation, and the claim about its kernel follows from the isomorphism
of Qn to a quotient ofH(q).
That bd− 1, db− 1, ,  ∈ 〈,, , cn〉 follows from
bd− 1= b+ (+ )
n−1∑
k=0
ck + cn,
= b(q+ )− (+ )b,
= (1− c)+ (q − 1)acn,
db− 1= b− qncn +
n−1∑
k=0
(
(q − 1)a
k−1∑
i=0
ci(qc)k−1−i + (+ q)(qc)k
)
.
That conversely ,,  ∈ 〈bd− 1, db− 1, , cn, 〉 follows from
= 
n−1∑
k=0
ck + dcn,
(1− q)= b− b+ (bd− 1)(1− c)+ (db− 1)(qc− 1)− d,
(1− q)= − b+ qb+ q(bd− 1)(1− c)− (db− 1)(qc− 1)+ d.
Hence these are two sets of elements which generate the same ideal. 
The algebra Q1 has a particularly simple structure: it is the commutative algebra
K[x, x−1] of Laurent polynomials with coefﬁcients in K. This leads to the following
corollary.
Corollary 3.8. The ideal 〈AB−BA〉 is a prime ideal. The element [A,B] has no non-trivial
divisors.
Proof. Ifq=1 then [A,B]=I and the claims trivially hold. Ifq = 1 then the homomorphism
1 mapsH(q) onto Q1, which is an integral domain. Hence ker 1 = 〈AB − BA〉 is a
prime ideal. 
Theorem 3.9. The algebraH(q) is simple if and only if q = 1 andK has characteristic
zero.
Proof. If q = 1 then by Theorem 3.7, the mapping 1 is an algebra homomorphism and
hence ker 1 is a two-sided ideal inH(q). The ideal ker 1 = {0} since 1([A,B]) = 0
and ker 1 =H(q) since1(I )=1. Hence it is a non-trivial ideal andH(q) is not simple.
If q = 1 andK has characteristic p> 0 then, as mentioned in Section 1, the standard
representation ofA by the differentiation operatorD and ofB by themultiplication operator
Mx provides an example of a non-trivial two-sided ideal inH(q). Finally, thatH(q) is
simple if q = 1 andK has characteristic zero is a well-known fact; see for example [4,
Chapter 1, Proposition 1.3]. 
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Remark. Theorem 3.9 immediately generalises to the q-deformed Heisenberg algebra
H(q, J ) with more than two generators {Aj , Bj }j∈J and a set q={qj }j∈J of deformation
parameters in the following way:H(q, J ) is simple if and only ifK has characteristic zero
and qj = 1 for all j ∈ J .
The q-deformed Heisenberg algebraH(q, J ) is deﬁned as the unital associative algebra
with generators {Aj , Bj }j∈J and deﬁning relations
AjBj − qjBjAj = I ,
AjBk − BkAj = 0 when j = k,
AjAk − AkAj = BjBk − BkBj = 0
for j, k ∈ J .
The simplicity ofH(q, J ) whenK has characteristic zero and qj = 1 for all j ∈ J is
a well-known fact [4, Chapter 1, Propostion 1.3]. The non-simplicity ofH(q, J ) whenK
has positive characteristic and qj = 1 for all j ∈ J follows as forH(q) from considering
the standard representation ofH(q, J ) by differentiation and multiplication operators. In
order to demonstrate thatH(q, J ) is not simple when some qj = 1, one can use the algebra
endomorphism	:H(q, J ) −→H(q, J ) deﬁned by
	(Ak)=
{
Ak if k = j,
(1− qj )−1I if k = j,
	(Bk)=
{
Bk if k = j,
I if k = j,
	(I )= I
for all k ∈ J . That this 	 well deﬁned is easily veriﬁed, and since 	([Aj , Bj ]) = 0 but
	(I )= I it follows that ker 	 is a non-trivial two-sided ideal inH(q, J ).
Theorem 3.10. Let q ∈K\{1}. If P ∈K[x] does not satisfy P(x)= axn for any a ∈K
and n ∈ N, then 〈P(B)〉 and 〈P(A)〉 are (not necessarily distinct) proper ideals inH(q).
Proof. The arguments about P(B) and P(A) are completely analogous, hence only the
claim about P(B) will be shown. It is not the case that 〈P(B)〉 = {0}, because if P(B)= 0
then P(x) = 0 in contradiction with the conditions in the theorem. Thus what remains to
show is that 〈P(B)〉 =H(q). To that end, it is useful to observe that
1(〈P(B)〉)= 〈1(P (B))〉 = 〈P(1(B))〉 = 〈P(x)〉,
where equality uses that 1 is surjective. SinceK[x, x−1] is commutative, an element  ∈
K[x, x−1] satisﬁes 〈〉 =K[x, x−1] if and only if there is an inverse of  inK[x, x−1],
and the invertible elements of K[x, x−1] are precisely those on the form axn for some
a ∈ K\{0} and n ∈ Z. Hence for the P that satisfy the conditions in the theorem, P(x)
is not invertible in K[x, x−1] and 〈P(x)〉 = K[x, x−1]. Consequently 1(〈P(B)〉) =
1(H(q)) and thus 〈P(B)〉 =H(q) as claimed. 
If q is not a root of unity then there is a converse to this: every 〈An〉 or 〈Bn〉 is the whole
ofH(q). This will be shown in Section 5 below.
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Remark. Let q ∈K\{1}. In Q1, the ideals of the form 〈P(x)〉 for non-zero polynomials
P have ﬁnite codimension; if also the constant term of P is non-zero then the codimension
is precisely deg P . This implies that the inverse images inH(q) of these ideals also have
ﬁnite codimension. More precisely, for any non-zero polynomial P , the ideal
−11 (〈P(x)〉)= 〈P(B)〉 + ker 1 = 〈P(B), [A,B]〉
has ﬁnite codimension less than or equal to deg P . In particular, all ideals 〈B + aI 〉 for
a ∈K\{0} have codimension 1, since 〈x + a〉 ⊆ Q1 has ﬁnite codimension 1 and A(B +
aI)− (B + aI)A= [A,B] so that
−11 (〈x + aI 〉)= 〈B + aI 〉 + ker 1 = 〈B + aI , [A,B]〉 = 〈B + aI 〉.
On the other hand, and provided thatK has characteristic zero,H(1) has no left or right
ideals of ﬁnite codimension, because it has no ﬁnite-dimensional representations [3].
4. Reordering formulae
In this section, we present some formulae for reordering of elements in q-deformed
Heisenberg algebras. These formulae are useful in investigation of ideals and in many other
contexts. We prove here only those formulae which seem to be unavailable anywhere else
in the existing literature. Detailed proofs of other results may be found for example in [14]
(see also [9]).
The formulae (27)–(30) in the next theorem are well known, and are often useful in
computations. We will see how they are applied in investigation of ideals.
Proposition 4.1. Let A and B be some elements of an associative algebra with unit, which
satisfy the relation
AB − qBA= I , (26)
where q ∈K. If n ∈ Z+ then
ABn = qnBnA+ {n}qBn−1, (27)
AnB = qnBAn + {n}qAn−1. (28)
If n ∈ Z+ and q = 0 then
BAn = q−nAnB − q−1{n}q−1An−1 = q−nAnB − q−n{n}qAn−1, (29)
BnA= q−nABn − q−1{n}q−1Bn−1 = q−nABn − q−n{n}qBn−1. (30)
Lemma 4.2. The following holds for all q ∈K and P ∈K[x]:
AP(B)= P(qB)A+Dq(P )(B), (31)
P(A)B = BP(qA)+Dq(P )(A). (32)
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If q ∈K\{0} and P ∈K[x] then additionally
BP(A)= P(q−1A)B − q−1Dq(P )(q−1A), (33)
P(B)A= AP(q−1B)− q−1Dq(P )(q−1B). (34)
Proof. For P(x) = xn, the formulae (31)–(34) are exactly (27)–(30), respectively. These
former formulae are furthermore linear in P , and hence they must hold for general polyno-
mials P . 
One example of how these formulae can be applied is
q(
n
2 )BnAn(BA− {n}qI )= q(
n
2 )Bn(AnBA− {n}qAn) (by (28))
= q( n2 )Bn(qnBAn+1 + {n}qAn − {n}qAn)
= q( n+12 )Bn+1An+1.
A trivial induction on n in this formula yields
q(
n
2 )BnAn =
n−1∏
i=0
(BA− {i}qI ), (35)
a key identity in the proof of the next theorem. But ﬁrst we need a deﬁnition.
Deﬁnition 4.3. The Gauss polynomials {Gn(x; q)}∞n=0 are the elements ofK[x] which
are deﬁned by
Gn(x; q)=
n−1∏
i=0
(x − qi) for all n ∈ N. (36)
The q-binomial coefﬁcients are recursively deﬁned for all n, k ∈ N and q ∈K by(
n
0
)
q
= 1,
(
0
k + 1
)
q
= 0,
(
n+ 1
k + 1
)
q
=
(
n
k
)
q
+ qk+1
(
n
k + 1
)
q
.
Theorem 4.4. For all n ∈ N and q ∈K,
[A,B]n =
n∑
i=0
(q − 1)iq( i2 )
(
n
i
)
q
BiAi , (37)
Gn([A,B]; q)= (q − 1)nq( n2 )BnAn (38)
and if q = 0, 1 then
BnAn = q−( n2 )(q − 1)−n
n∑
i=0
q(
n−i
2 )
(
n
i
)
q
(−1)n−i[A,B]i . (39)
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Proof. The basic result is (38). Elementary calculations yield
Gn([A,B]; q)=
n∏
i=0
([A,B] − qiI )=
n∏
i=0
((q − 1)BA+ (1− qi)I )
= (q − 1)n
n∏
i=0
(BA− {i}qI )= (q − 1)nq(
n
2 )BnAn,
where the last step is by (35).
It is well known (see, for example, [14, Theorem C.17] or [1, Corollary 3.38]) that the
standard basis {xn}n∈N forK[x] and the Gauss basis {Gn(x; q)}n∈N are related by
xn =
n∑
i=0
(
n
i
)
q
Gi(x; q),
Gn(x; q)=
n∑
i=0
(−1)n−iq( n−i2 )
(
n
i
)
q
xi .
Substitution of [A,B] for x in these identities yields
[A,B]n =
n∑
i=0
(
n
i
)
q
Gi([A,B]; q)=
n∑
i=0
(
n
i
)
q
(q − 1)iq( i2 )BiAi ,
n∑
i=0
(−1)n−iq( n−i2 )
(
n
i
)
q
[A,B]i =Gn([A,B]; q)= (q − 1)nq( n2 )BnAn
which are the same as (37) and (39), respectively. 
Corollary 4.5. If q ∈K\{0, 1} then there is a basis forH(q) consisting of all elements
[A,B]k , Bl[A,B]k , and [A,B]kAl for k ∈ N and l ∈ Z+. Furthermore, {[A,B]k}k∈N is
a basis for H0 and for all l ∈ Z+, the set {Bl[A,B]k}k∈N is a basis for Hl and the set
{[A,B]kAl}k∈N is a basis for H−l .
5. Deformed commutator mappings
In this section, we consider two classes 
,t and ,t of linear mappings of an algebra
into itself, that are instrumental for investigation of ideals inH(q).
Deﬁnition 5.1. For any associativeK-algebraA, elements , ∈A, and scalar t ∈K,
deﬁne the mappings 
,t , ,t :A −→A by

,t ()= − t, (40)
,t ()= − t (41)
for all  ∈A.
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These mappings can be seen as deformations of the mapping that takes the commutator
with a ﬁxed element in the algebra, since

,1()= [, ] and ,1()= [,] for all  ∈A
regardless of the choice of , ∈ A. Our use of them here is very much inspired by the
use of the commutator in the classical proof thatH(1) is simple (see e.g. [4, Chapter 1,
Proposition 1.3]), and we will use them very much to similar ends, speciﬁcally considering
mappings 
A,qn and B,qn ofH(q) into itself. These deformed commutators do, however,
possess plenty of interesting properties that hold in much greater generality.
Lemma 5.2. All mappings 
,t and ,t map two-sided ideals into themselves.
Proof. IfA is aK-algebra, , ∈A, t ∈K, and I ⊆A is a two-sided ideal then for
any  ∈ I,

,t ()= − t ∈ I− tI ⊆ I− tI ⊆ I
and
,t ()= − t ∈ I− tI ⊆ I− tI ⊆ I. 
In many algebras, 
,t () and ,t () would usually be more complicated elements than
 and thus generate smaller ideals than  itself does. InH(q) there is however a fair chance
that 
A,qn() or B,qn() generate the same ideal as . In that case, these mappings can be
used to ﬁnd simpler sets of generators for given ideals.
Another aspect of the commutator with a ﬁxed element is that it, besides being linear,
satisﬁes the Leibniz product law
[, ] = [, ]+ [, ]
and thus is a derivation operator. The general 
,t and ,t operators satisfy generalised
forms of this identity.
Lemma 5.3. For any associative K-algebra A, elements ,, ,  ∈ A, and any
s, t ∈K,

,st ()= 
,s()+ s
,t (), (42)
,st ()= t,s()+ ,t (). (43)
In particular,

,t ()= 
,t (), 
,t ()= 
,t (),
,t ()= ,t (), ,t ()= ,t ().
Proof. These equalities follow directly from associativity and distributivity of multiplica-
tion. By deﬁnition,

,st ()= − st= (− s)+ s(− t)= 
,s()+ s
,t ()
114 L. Hellström, S. Silvestrov / Expo. Math. 23 (2005) 99–125
and
,st ()= − st= (− t)+ t (− s)= ,t ()+ t,s().
Furthermore 
,1()= [, ] = 0 and ,1()= [,] = 0. Hence

,1·t ()= 
,1()+ 
,t ()= 
,t (),

,t ·1()= 
,t ()+ t
,1()= 
,t (),
,1·t ()= t,1()+ ,t ()= ,t (),
,t ·1()= ,t ()+ ,1()= ,t (). 
Theorem 5.4. Let A and B be some elements of an associative algebra with unit element
I, that satisfy the relation
AB − qBA= I , (44)
where q ∈ K\{0}. Let t ∈ K, r ∈ N, and Pj ∈ K[x] for all j ∈ N. If Pj (A) = 0 and
Pj (B)= 0 for all j ∈ N such that j > r or j < 0, then

A,t

 r∑
j=0
Pj (B)A
j

= r+1∑
j=0
((Tq − tI )(Pj−1)(B)+Dq(Pj )(A))Bj , (45)
B,t

 r∑
j=0
Pj (B)A
j

= r∑
j=0
((qj − t)Pj (B)B + {j + 1}qPj+1(B))Aj , (46)

A,t

 r∑
j=0
Pj (A)B
j


=
r∑
j=0
((1− tq−j )Pj (A)A+ tq−(j+1){j + 1}qPj+1(A))Bj , (47)
B,t

 r∑
j=0
Pj (A)B
j


=
r+1∑
j=0
((I − tT q−1)(Pj−1)(A)+ q−1t (Tq−1 ◦Dq)(Pj )(A))Bj . (48)
L. Hellström, S. Silvestrov / Expo. Math. 23 (2005) 99–125 115
Proof. First we note that by (28),

 r∑
j=0
Pj (B)A
j

B = P0(B)B + r∑
j=1
Pj (B)(q
jBAj + {j}qAj−1)
= (P0(B)B + P1(B){1}q)
+
r−1∑
j=1
(qjPj (B)B + {j + 1}qPj+1(B))+ qrPr(B)BAr
=
r−1∑
j=0
(qjPj (B)B + {j + 1}qPj+1(B))Aj + qrPr(B)BAr
=
r∑
j=0
(qjPj (B)B + {j + 1}qPj+1(B))Aj ,
keeping in mind that Pr+1(B)= 0. The formula (46) follows directly from this and the fact
that Pj (B) and B commute. The formula (47) is proved using (30) as follows:

A,t

 r∑
j=0
Pj (A)B
j


= A

 r∑
j=0
Pj (A)B
j

− t

 r∑
j=0
Pj (A)B
j

A
=
r∑
j=0
Pj (A)AB
j − tP 0(A)A− t
r∑
j=1
Pj (A)(q
−jABj − q−j {j}qBj−1)
=
r∑
j=0
(1− tq−j )Pj (A)ABj +
r−1∑
j=0
tq−(j+1){j + 1}qPj+1(A)Bj
=
r∑
j=0
((1− tq−j )Pj (A)A+ tq−(j+1){j + 1}qPj+1(A))Bj ,
where it has been used that Pr+1(A)= 0 by convention.
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The formula (45) is proved using (31) as follows:

A,t

 r∑
j=0
Pj (B)A
j

= A

 r∑
j=0
Pj (B)A
j

− t

 r∑
j=0
Pj (B)A
j

A
=
r∑
j=0
(Pj (qB)A+ (DqPj )(B))Aj − t
r∑
j=0
Pj (B)A
j+1
=
r∑
j=0
(Pj (qB)− tP j (B))Aj+1 +
r∑
j=0
(DqPj )(B)A
j
=
r+1∑
j=0
(Pj−1(qB)− tP j−1(B)+ (DqPj )(B))Aj
=
r+1∑
j=0
((Tq − tI )(Pj−1)(B)+Dq(Pj )(A))Bj ,
where we have used that by convention Pr+1(B)= 0 and P−1(B)= 0. Finally, the formula
(48) is proved using (33) as follows:
B,t

 r∑
j=0
Pj (A)B
j

=

 r∑
j=0
Pj (A)B
j

B − tB

 r∑
j=0
Pj (A)B
j


=
r∑
j=0
Pj (A)B
j+1 − t
r∑
j=0
(Pj (q
−1A)B
− q−1(DqPj )(q−1A))Bj
=
r+1∑
j=0
(Pj−1(A)− tP j−1(q−1A)
+ q−1t (DqPj )(q−1A))Bj
=
r+1∑
j=0
((I − tT q−1)(Pj−1)(A)
+ q−1t (Tq−1 ◦Dq)(Pj )(A))Bj ,
where we have used that Pr+1(A)= 0 and P−1(A)= 0 by convention. 
When describing the actions of some 
A,qn or B,qn on elements ofH(q), it will be more
convenient to express these elements using the [A,B]-based basis of Corollary 4.5.
Lemma 5.5. If q ∈K\{0} then the following four identities hold for all i, j ∈ N, k ∈ Z+,
and n ∈ Z:

A,qn([A,B]iAj )= qi(1− q){n− i}q [A,B]iAj+1, (49)
L. Hellström, S. Silvestrov / Expo. Math. 23 (2005) 99–125 117

A,qn(Bk[A,B]i )= {n− i}qBk−1[A,B]i − qk{n− i − k}qBk−1[A,B]i+1, (50)
B,qn([A,B]iAk)= {n− i}q [A,B]iAk−1 − qk{n− i − k}q [A,B]i+1Ak−1, (51)
B,qn(B
j [A,B]i )= qi(1− q){n− i}qBj+1[A,B]i . (52)
Proof. By (18),

A,qn([A,B]iAj )= A[A,B]iAj − qn[A,B]iAj+1
= (qi − qn)[A,B]iAj+1 = qi(1− q){n− i}q .
Observe that (1− q)BA=−[A,B] + I . Then by (19) and Proposition 4.1,

A,qn(Bk[A,B]i )= ABk[A,B]i − qnBk[A,B]iA
= (qkBkA+ {k}qBk−1)− qnBk · q−iA[A,B]i
=Bk−1((qk − qn−i )BA+ {k}qI )[A,B]i
=Bk−1(qk{n− i − k}q(1− q)BA+ {k}qI )[A,B]i
=Bk−1(−qk{n− i − k}q [A,B] + {n− i}qI )[A,B]i .
The proofs of (51) and (52) are completely analogous. 
Using these formulae, we can easily demonstrate that 〈Bn〉 = 〈An〉 =H(q) when q ∈
K\{0, 1} is not a root of unity. By (50) and (51), respectively,

A,qn(Bn)= {n}qBn−1 − qn{n− n}qBn−1[A,B] = {n}qBn−1,
B,qn(A
n)= {n}qAn−1 − qn{n− n}q [A,B]An−1 = {n}qAn−1.
Hence
〈Bn〉  (
A,q ◦ 
A,q2 ◦ · · · ◦ 
A,qn)(Bn)= {1}q{2}q · · · {n}qI ,
〈An〉  (B,q ◦ B,q2 ◦ · · · ◦ B,qn)(An)= {1}q{2}q · · · {n}qI
which is non-zero. Hence the ideals generated by Bn and An, respectively, both contain I
and thus are equal to the whole ofH(q).
Lemma5.5makes it clear that theZ-gradation ofH(q) interacts nicelywith themappings

A,t and B,t . If  ∈ Hn for some n ∈ Z, then

A,t () ∈ Hn−1 and B,t () ∈ Hn+1.
There is also a connection to the 1 homomorphism, since
1(
A,t ())= 1(A)1()− t1()1(A)=
1− t
1− q x
−11(),
1(B,t ())= 1()1(B)− t1(B)1()= (1− t)x1();
the 
A,t and B,t mappings act very much like shift operators. They are however not exact
inverses of each other, and this can be employed to kill off terms that are irrelevant.
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The following theorem describes kernels of the mappings B,qr and 
B,qr .
Theorem 5.6. Let n ∈ N. If q ∈K\{0, 1} is not a root of unity then
ker B,qn = {  ∈H(q) | B,qn()= 0 } = {P(B)[A,B]n | P ∈K[x] }
and
ker 
A,qn = {  ∈H(q) | 
A,qn()= 0 } = { [A,B]nP (A) | P ∈K[x] }.
If instead q ∈K\{0, 1} is a root of unity and p ∈ Z+ is minimal such that qp = 1 then
ker B,qn = {  ∈H(q) | B,qn()= 0 } ⊇ {P(B,Ap)[A,B]n | P ∈K[x, y] }
and
ker 
A,qn = {  ∈H(q) | 
A,qn()= 0 } ⊇ { [A,B]nP (Bp,A) | P ∈K[x, y] }.
Proof. If q is a root of unity then let p> 0 be minimal such that qp=1, otherwise let p=0.
By (52),
B,qn(B
j [A,B]i )= B,qn(Bj [A,B]i )= qi(1− q){n− i}qBj+1[A,B]i
which is zero whenever {n− i}q = 0, i.e., when p | (n− i). Furthermore
B,qn(B
j [A,B]iAkp)= B,qn(Bj [A,B]i )Akp + Bj [A,B]i[B,Akp]
= B,qn(Bj [A,B]i )Akp
sinceAp is in the centre ofH(q). Hence B,qn(P (B,Ap)[A,B]n)=0 for allP ∈K[x, y].
Similarly by (49),

A,qn([A,B]iAj )= 
A,qn([A,B]iAj )= qi(1− q){n− i}q [A,B]iAj+1 (53)
which is zero whenever {n− i}q = 0 and hence 
A,qn([A,B]nP (Bp,A))= 0 for all P ∈
K[x, y], since Bp is in the centre of H(q). This has demonstrated the ⊇ parts of the
theorem.
In order to showequality in the ﬁrst two equations, it is convenient to seek themost general
form of a homogeneous element in the kernel. Since B,qn maps each Hm into Hm+1 and

A,qn maps each Hm into Hm−1, any element in the kernel in one of these mappings is a
sum of homogeneous elements in these kernels. Therefore once it has been shown that all
homogeneous kernel elements match the pattern in the theorem, it will follow that all kernel
elements match this pattern.
Thus the case is that q is not a root of unity. If  ∈ Hk for some k > 0 then
= Bk
l∑
i=0
ai[A,B]i
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for some {ai}li=0 ⊆K, and hence

A,qn()=
l∑
i=0
ai({n− i}qBk−1[A,B]i − qk{n− i − k}qBk−1[A,B]i+1)
=Bk−1
(
a0{n}qI + alqk{n− l − 1− k}q [A,B]l+1
+
l∑
i=1
(ai−1qk{n− i + 1− k}q + ai{n− i}q)[A,B]i
)
.
Thus 
A,qn()= 0 is equivalent to the homogeneous linear equation system
0= {n}qa0,
0= qk{n− i + 1− k}qai−1 + {n− i}qai for 1 i l,
0= qk{n− l − 1− k}qal ,
whose only solution is that ai = 0 for all i. For i < n this follows from the fact that the
coefﬁcient {n − i}q of ai is non-zero, whereas for in it follows from the fact that the
coefﬁcient {n− i + 1− k}q of ai−1 is non-zero. It follows that Hk ∩ ker 
A,qn = {0}.
The complementary case that  ∈ H−j for some j0 is easier. Clearly  = ∑li=0
ai[A,B]iAj for some {ai}li=0 ⊆K, and hence by (53),

A,qn()=
l∑
i=0
aiq
i(1− q){n− i}q [A,B]iAj+1.
Therefore 
A,qn()= 0 implies ai = 0 for i = n and hence
H−j ∩ ker 
A,qn = { a[A,B]nAj | a ∈K }
as claimed. The proof for B,qn is completely analogous. 
Lemma 5.7. Let = P(B)[A,B]n for some n ∈ N and P ∈K[x]. Then

A,qn()=Dq(P )(B)[A,B]n+1. (54)
Proof. LetQk(x)= xk for all k ∈ N. Then

A,qn(Qk(B)[A,B]n)= ABk[A,B]n − qnBk[A,B]nA
= (qkBkA+ {k}qBk−1)[A,B]n − BkA[A,B]n
=Bk−1((qk − 1)BA+ {k}qI )[A,B]n
= {k}qBk−1[A,B]n+1 =Dq(Qk)(B)[A,B]n+1.
Since every P is a linear combination of Qk’s, the equality (54) follows by linearity of

A,qn and Dq . 
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6. Ideals in H(q)
In this section, we use the 
A,qn and B,qn mappings to ﬁnd simple descriptions of ideals
inH(q). Most of our results concern only those q ∈K\{0, 1}which are not roots of unity.
Lemma 6.1. Let q ∈K\{0, 1}. If
= an[A,B]n + · · · + ak[A,B]k ,
where 0k <n, {n− k}q = 0, and ak = 0 then
= 
A,qn(B,qn())= bn−1[A,B]n−1 + · · · + bk[A,B]k ,
where bk = 0.
Proof. By Lemma 5.5,

A,qn(B,qn([A,B]m))= 
A,qn(qm(1− q){n−m}qB[A,B]m)
= qm(1− q){n−m}2q [A,B]m
− qm+1(1− q){n−m}q{n−m− 1}q [A,B]m+1.
Hence the value ofam canonly affectbm andbm+1.Thean[A,B]n termgives no contribution
at all because {n−m}q=0 form=n. Norwill the an−1[A,B]n−1 term give rise to an [A,B]n
term in , because {n−m− 1}q = 0 form= n− 1. Finally, bk = akqk(1− q){n− k}2q = 0
as claimed. 
Theorem 6.2. If q ∈K\{0, 1} is not a root of unity then for every non-zero  ∈ H0 there
is some k 12 deg  such that 〈〉 = 〈[A,B]k〉.
Proof. By Corollary 4.5, every non-zero  ∈ H0 can be written as
=
n∑
l=k
al[A,B]l
where 0kn and ak = 0. Clearly =[A,B]k∑n−kl=0 al[A,B]l ∈ 〈[A,B]〉 and 2k deg .
Conversely onemay letm=
A,qn−m ◦B,qn−m for all m and observe that m=(m−1◦· · ·◦
0)() belongs to the ideal generated by  and, by Lemma 6.1, has the form
∑n−m
l=k bl[A,B]l
where bk = 0. Hence [A,B]k ∈ 〈n−k〉 ⊆ 〈〉 and thus 〈〉 = 〈[A,B]k〉. 
Lemma 6.3. Let q ∈ K\{0, 1} and let  ∈ H(q) be non-zero. Let n ∈ N be arbitrary
such that ndegA . Then the element = B,qn() has the property that degA <n. If q
is furthermore not a root of unity, then [A,B]k |  for some kn if and only if [A,B]k | .
Proof. That degA <n follows directly from (46) in Theorem 5.4 by taking r = n and
t = qn, but for the second part of the lemma we need a description using [A,B]. The
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algebraH(q) has a basis consisting of all elements on the form Bi[A,B]j for i, j ∈ N
and all elements on the form [A,B]jAi for i ∈ Z+ and j ∈ N. By Lemma 5.5,
degA B,qn(Bi[A,B]j )= degA qj (1− q){n− j}qBi+1[A,B]j
j = degA Bi[A,B]j
with equality unless {n−j}q=0, in which case B,qn(Bi[A,B]j )=0.Also by that lemma,
degA B,qn([A,B]jAi)= degA[A,B]j (−qi{n− j − i}q [A,B] + {n− j}qI )Ai−1
j + 1+ (i − 1)= degA[A,B]jAi
with equality unless {n − j − i}q = 0, in which case degA B,qn([A,B]jAi)j + i − 1.
Thus if n = degA  then all basis elements which attain this A-degree will be mapped by
B,qn to something with lower A-degree and hence degA <n.
Now assume that there is some kn such that [A,B]k does not divide , and let k be the
least k with this property. Then there must be some aBi[A,B]k−1 or a[A,B]k−1Ai term
in . In the ﬁrst case, this term is mapped to aqk−1(1− q){n− k + 1}qBi+1[A,B]k−1 by
B,qn and since k − 1<n this term is non-zero. In the second case the term is mapped to
{n− k + 1}q [A,B]k−1Ai−1 − qi{n− k + 1− i}q [A,B]kAi−1,
in which the ﬁrst term is non-zero since n>k− 1. Furthermore, no two terms in  of these
types can contribute to the same term in B,qn(), and thus B,qn() will contain terms of
these types. Therefore [A,B]k cannot divide B,qn(). Conversely, if [A,B]k divides  then
it is immediate from Corollary 3.3 that it also divides B and qnB, which implies that it
divides their difference B,qn(). 
Theorem 6.4. If q ∈ K\{0, 1} is not a root of unity then for every non-zero  ∈ H(q)
there is some ndegA + degB  such that [A,B]n ∈ 〈〉.
Proof. Let l = degA  and deﬁne a sequence l ,l−1, . . . ,−1 ∈ 〈〉 by letting l = 
and generally k−1 = B,qk (k) for 0k l. Then degA kk for −1k l, because
degA l = l by deﬁnition and generally degA k−1<k by Lemma 6.3 since degA kk.
This implies in particular that−1=0 and hence there is amaximalm l such thatm−1=0.
Lemma 6.3 also says about each k that [A,B]i , where 0 ik, divides k if and only if
it divides k−1.In the particular case that i = k =m this implies that [A,B]m | m because
m−1=0=[A,B]m ·0. Hence there is some  ∈H(q) such that m=[A,B]m, and since
degA[A,B]m=mdegA m it must be the case that degA =0. Thus, there is a polynomial
P ∈K[x] such that = P(B) and consequently P(B)[A,B]m = m ∈ 〈〉.
Now the stage is set for applying Lemma 5.7, but ﬁrst we should ﬁnd a bound on the
degree of P . In general,
degB k−1 = degB(kB − qkBk) max{degB(kB), degB(qkBk)}
= degB k + degBB = degB k + 1
and hence degA k−1 + degB k−1degA k + degB k . Therefore degA k + degB k
degA + degB  and deg P = degB degB + l − 2m.
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Deﬁne the sequence m, m+1, . . . ∈ 〈〉 by letting m = m and generally k+1 =

A,qk (k) for km. Then by Lemma 5.7,
m+i =Diq(P )(B)[A,B]m+i
and thus in particular m+deg P = c[A,B]m+deg P for some c ∈ K\{0}, since the ith q-
difference Diq(P ) of a degree i polynomial P is a non-zero constant. Thus [A,B]n ∈ 〈〉
for n=m+ deg P degB + l −mdegA + degB . 
Corollary 6.5. If q ∈K\{0, 1} is not a root of unity, then every non-zero two-sided ideal
inH(q) contains some power of [A,B].
This shows that the inﬁnite chain of 〈[A,B]n〉 ideals that was exhibited in Theorem 3.5
is not just big, the tail of it will in fact sit inside every two-sided ideal. From that point
of view, a general two-sided ideal might be thought of as “a commutator power ideal with
some extra stuff in the front”. In conjunction with the n homomorphisms, this even makes
it practical to compare ideals inH(q). If S1, S2 ⊂ H(q) and  ∈ S2 is non-zero then
one can test whether 〈S1〉 ⊆ 〈S2〉 simply by checking whether n(S1) ⊆ 〈n(S2)〉 for
n= degA + degB , since
−1n (〈n(S2)〉)= 〈S2〉 + ker n = 〈S2〉 + 〈[A,B]n〉 = 〈S2〉.
The last step uses that [A,B]n ∈ 〈〉 ⊆ 〈S2〉 by Theorem 6.4. To check whether n(S1) ⊆
〈n(S2)〉 is generally less tricky than the direct S1 ⊆ 〈S2〉, because the former test is carried
out in the doubly graded algebra Qn.
Corollary 6.6. If q ∈K\{0, 1} is not a root of unity, then 〈[A,B]〉 is theminimumnon-zero
prime ideal inH(q).
Proof. Let I ⊆H(q) be a non-zero prime ideal. Then [A,B]n ∈ I for some n ∈ N by
Corollary 6.5. SinceI is prime, it follows that [A,B] ∈ I and thusI ⊇ 〈[A,B]〉. 
This corollary makes it easy to determine the prime spectrum ofH(q). Besides those
ideals which are inverse images of prime ideals in Q1, there is only the zero ideal {0}. In
the case thatK is algebraically closed, this means that the prime spectrum is
{{0}, 〈[A,B]〉} ∪ { 〈B + aI 〉 | a ∈K\{0} }.
The next consequence of Corollary 6.5 is so useful that it deserves to be a theorem. Recall
that a representation ofH(q) on aK-vector spaceV is simply an algebra homomorphism
fromH(q) to the algebra End(V ) of endomorphisms on V . A representation is said to be
faithful if it is injective.
Theorem 6.7. Assume q ∈ K\{0, 1} is not a root of unity. Then a representation  of
H(q) is faithful if and only if [(A),(B)]n = 0 for all n ∈ N.
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Proof. Clearly, if [(A),(B)]n = 0 for some n then
([A,B]n)= ([A,B])n = [(A),(B)]n = 0= (0),
and since [A,B]n = 0 by Theorem 4.4, this shows that  is not injective.
Conversely assume that  is not injective. Then ker  = {0} and hence by Corollary 6.5
there is some n such that [A,B]n ∈ ker . Thus
[(A),(B)]n = ([A,B])n = ([A,B]n)= 0
as claimed. 
We illustrate the use of this theorem with an example.
Example 6.8. Assume  ∈K is such that there exists some sequence {n}n∈Z ⊆K for
which 2n= qn+{n}q for all n ∈ Z. (The existence of such a sequence is trivial whenever
K is algebraically closed.) Let V be aK-linear space with basis {ek}k∈Z. Deﬁne linear
operators A˜ and B˜ on V by
A˜en = nen−1 and B˜en = n+1en+1.
It is easy to see that these operators satisfy the deﬁning q-deformedHeisenberg commutation
relation (1). Indeed,
A˜B˜en = A˜n+1en+1 = 2n+1en = (qn+1+ {n+ 1}q)en,
B˜A˜en = B˜nen−1 = 2nen = (qn+ {n}q)en
and hence
(A˜B˜ − qB˜A˜)en = ((qn+1+ {n+ 1}q)− q(qn+ {n}q))en
= ({n+ 1}q − q{n}q)en = en,
which exactly means that A˜B˜−qB˜A˜= I on V . Therefore (A)= A˜ and (B)= B˜ deﬁnes
a representation  ofH(q) on V . This representation can be viewed as a q-deformation
of the for Quantum Mechanics fundamental representations of Heisenberg commutation
relations obtained when q = 1.
Now assume q ∈K\{0, 1} is not a root of unity, so that Theorem 6.7 applies. The action
of the rth power of the commutator on a basis element en is easily calculated to be
[A˜, B˜]ren = (2n+1 − 2n)ren = ((qn+1+ {n+ 1}q)− (qn+ {n}q))ren
= ((qn+1 − qn)+ qn)ren = qnr((q − 1)+ 1)ren
and thus [A˜, B˜]r=0 if and only if qn((q−1)+1)=0 for alln ∈ Z, which happens precisely
for = 1/(1− q). Hence the representation  is faithful if and only if  = 1/(1− q).
Corollary 6.9. If q ∈K\{0, 1} is not a root of unity, then every non-faithful representation
ofH(q) factors over Qn for some n ∈ N.
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Proof. Let  be a non-faithful representation ofH(q). This means  is a non-injective
algebra homomorphismmappingH(q) into some otherK-algebra. Since is not injective,
there is some non-zero  ∈ ker  and hence [A,B]n ∈ ker  for n= degA + degB  by
Theorem 6.4. Thus  factors overH(q)/〈[A,B]n〉 by the third isomorphism theorem, and
that algebra is isomorphic to Qn by Theorem 3.7. 
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