Motivated by the construction of robust estimators via convex relaxations, known to be computationally efficient, we present conditions on the sample size which guarantee an augmented notion of Restricted Eigenvalue-type condition for Gaussian designs. Such notion is suitable for the construction of robust estimators of a multivariate Gaussian model whose samples are corrupted by outliers. Our proof technique relies on simultaneous lower and upper bounds of two different random bilinear forms so to balance the interaction between the parameter vector and the estimated corruption vector. This argument has the advantage of not relying on known bounds of the extreme singular values of the associated Gaussian ensemble nor on the use of mutual incoherence arguments. As a consequence, a sharper restricted eigenvalue constant can be obtained and the sparsity levels of the parameter vector and the corruption vector can be completely independent of each other.
Introduction
As it is widely known, high-dimensional inference problems suffer from the curse of dimensionality in the sense that the sample size n is much smaller than the dimension of the parameter (for which ones wishes to estimate according to certain risk measure). However, under sparsity assumptions, a celebrated methodology is to enforce variable selection over a lower dimensional subspace by using convex relaxations. Celebrated examples are the Lasso and Dantzig estimators via the ℓ 1 -norm [1, 2] and matrix estimation problems using the nuclear norm. A highlight of the convex relaxation approach is that the corresponding estimator can be efficiently computed even for largescale optimization problems. It should be noted, however, that certain assumptions on the data must be met in order for such approaches to work. Among them, a celebrated assumption is the restricted eigenvalue (RE) condition [3] . It turns out that such property is satisfied in highprobability for important problem instances, e.g., in case of the Lasso and Dantzig estimators with Gaussian designs [4, 5] .
On the other hand, an additional problem faced in a lot of problems in statistics and machine learning is the presence of unknown outliers during the data acquisition, a framework pertaining to the field of robust statistics [6] . In simple terms, such framework imposes that the acquired data is a mixture of the true data and an unknown corruption outlier. The outliers can be modeled as deterministic or pertaining to a family of distributions. A crucial point is that the frequency of the mixture and the distribution of the outliers are rarely known. Taken such features in consideration and recalling the high-dimensional setting addressed in the previous paragraph, a recent successful approach taken by some authors is to impose sparsity assumptions on the frequency of the corruptions' mixture, say, a fraction |O|/n of the acquired data is corrupted, where |O| is the number of corrupted experiments and n is the total sample size. We refer, e.g., to [7] [8] [9] [10] [11] [12] [13] [14] . In some of these works the constructed estimators use the convex relaxation methodology so to include efficient methods. A fundamental question that arises is how to ensure that a RE-type condition on the design matrices of such robust estimators hold with high-probability. The main purpose of this work is obtain such guarantees for some Gaussian models studied in some related previous literature [11, 14] .
To motivate our framework, we consider the following inference model which collects the multivariate data
where Y ∈ R n×p is a random matrix with i.i.d. N p (0, Σ) rows and E ∈ R n×p is an arbitrary corruption matrix. Here, the population covariance matrix Σ ∈ R p×p and the corruption matrix are supposed to be unknown. Also, we suppose E has |O| nonzero rows, where O ⊂ [n] := {1, . . . , n}. The above inference model corresponds to the framework where the statistician acquires an i.i.d. sample of size n of a p-dimensional Gaussian vector, |O| of which are corrupted by outliers.
One problem of interest is to estimate Σ. Another problem instance is to estimate the precision matrix Σ −1 (supposing Σ is non-singular). See e.g. [14] and references therein. The estimation of the precision matrix has applications in the high-dimensional inference of graphical models [15] . In this setting, besides (1), one wishes to "invert" the corrupted data Y via an additional constraint of the form YB * = Ξ.
Here B * ∈ R p×p is a matrix to be estimated solely on the basis of the measured data X. Also, Ξ ∈ R n×p is some random matrix for which we have a prior knowledge on its distribution conditionally on Y.
1 Without going on with further details (which are out of scope in our analysis), we remark that Ξ can be seen as a structured "noise" which relates Σ −1 with B * . Since XB * = Ξ + EB * , we are faced with the undesirable fact that (E, B) → EB is nonconvex. After normalizing by √ n for convenience, one possible way to surpass that is to solve (B * , Θ * ) for the equation
where M is the block matrix
The original corruption matrix can then be recovered via Θ * := 1 √ n EB * . The above relation motivates solving a least-squares problem for the augmented parameter (B * , Θ * ) with the augmented random design M ∈ R (p+n)×n . As a consequence, one is faced with the problem of guaranteeing a RE-type condition for M on a wider dimension-reduced cone defined on the augmented space (B * , Θ * ) ∈ R (p+n)×p . This cone can be much bigger than the Cartesian product of the dimensionreduced cones defined over the components B * ∈ R p×p and Θ * ∈ R n×p . We first make such definitions precise.
An augmented dimension-reduction cone and RE-type condition
We first present some notations. Given b ∈ R p and a subset S ⊂ [p] := {1, . . . , p}, b S will denote the vector defined by zeroing the coordinates of b in [p] − S. As usual, for q ∈ (0, ∞), b q will denote the ℓ q -norm of the vector b. For every matrix A ∈ R n×p , we shall denote by A •,j the j-th Then, for every matrix A ∈ R p×p , we shall define A J ∈ R p×p as the matrix obtained from A by zeroing all elements A i,j such that i / ∈ J j . For matrix mixed-norms, we shall use the following notation: for any matrix A ∈ R n×p and q 1 , q 2 ∈ (0, ∞],
The smallest and biggest singular values of a matrix A will be denoted by σ min (A) and σ max (A) respectively.
We say that the matrix M in (2) satisfies the RE p+n S,O (c, λ, γ) condition with constant κ > 0 if
Definition 2 (Augmented RE-condition for matrices).
We say that the matrix M in (2) satisfies the RE
We remark that the augmented dimension reduction cone in R (p+n)×p is possibly much bigger than the Cartesian product of the dimension reduction cones
and
for given c 1 , c 2 > 1. In particular, the above RE-type condition is a weaker condition than the RE-type condition obtained if in Definition 2 we replace C
. Another observation regarding Definition 2 is that the coordinates B and Θ are allowed to have different inclinations λγ and λ. These are important observations since typical estimators ( B, Θ) of (B * , Θ * ) only ensure that the augmented error ( B − B * , Θ − Θ * ) belong to the wider cone of Definition 2 with different penalization factors for the coordinates B and Θ. We refer to [14] for details. The same comments apply to the augmented reduction cone and RE-type condition in R p+n .
Main results
The following general theorems will be the key results in order to establish the augmented RE condition for the design M under sparsity assumptions on the parameter vector (or matrix) and on the number of nonzero rows |O| of the corruption vector (or matrix). We refer for Section 3 for a proof.
In the following, we suppose (1) holds where Y ∈ R n×p is a random matrix with i.i.d. N p (0, Σ) rows and E ∈ R n×p is an arbitrary corruption matrix. For simplicity, we shall assume that Σ is non-singular. Recall the augmented design matrix M ∈ R (p+n)×n defined in (2) and set ̺(Σ) := max j∈[p] Σ jj . Given positive numbers ǫ, α, β, σ and τ , we set ρ := (1 + τ )(1 + 1/σ),
Theorem 1 (The vector case). Set ǫ ∈ (0, 3/4) and positive numbers α, β, σ and τ . Then, for all n ≥ 2σ 2 log 2 (1+τ ) 2 µ 2 ǫ ∨ 10, with probability at least 1
n , the following holds: for all
Theorem 1 generalizes Theorem 1 in [5] for the augmented space R p+n and augmented design matrix M in (2). It generalizes Theorem 1 in [5] to include models corrupted by outliers.
We note that, as long as
n we can always choose ǫ ∈ (0, 3/4) and τ > 0 small enough and positive α, β and σ big enough so to have C n (E) > 0 for a sufficiently large sample size. For instance, for ǫ := 0.19, τ := 0.02, σ := 7.5, α := β := 20 and for any n ≥ 208, we have
24 with probability at least 1 − 2 exp (−n/297) .
Theorem 2 (The matrix case). Set ǫ ∈ (0, 3/4) and positive numbers α, β, σ and τ . Then, for all n ≥ 2σ 2 log 2 (1+τ ) 2 µ 2 ǫ ∨ 10, with probability at least 1
n , the following holds: for
As an example, for ǫ := 0.19, τ := 0.02, σ := 7.5, α := β := 20 and for any n ≥ 208, we have
≥ 0.138 with probability at least 1 − 2 exp (−n/297) . We next present the important consequence that the augmented RE-type condition holds for M in case Σ is non-singular and B * is |J |-sparse (seeing B * as a pn-dimensional vector as defined in Section 1.1) and the corruption matrix E has a sparse number of nonzero rows (with the same property holding for Θ * ).
Corollary 1 (Invertibility of Σ implies RE-condition for M). Under the assumptions of Theorem 2, suppose that Σ is non-singular.
} be the support of the parameter matrix B * as defined in Section 1.1 and O ⊂ [n] be the set of nonzero rows of the corruption matrix E (as well as of Θ * ).
Let any λ, γ > 0 such that log n n λ, log p n λγ.
If the sample size is large enough so that
for an explicit universal constant c 0 ∈ (0, 1), then, up to explicit universal constants defining n, λ and γ and κ in Definition 2, M satisfies the augmented RE-type condition in Definition 2 with probability at least 1
we obtain that, for (B, Θ) in the dimension reduction cone defined by (c, J , O, λ, γ) in Definition 2 (up to universal constants multiplying λ and γ), the following holds:
From the previous inequality,
and Theorem 2, we obtain that under the conditions stated in the corollary for n (so that c 0 is small enough), we have
for an explicit universal constant C 1 > 0. Since σ min (Σ) > 0 the conclusion follows.
We next comment on a meaningful application of Corollary 1.
Remark 1 (Compatible conditions for a robust precision matrix estimator). In [14] , an efficient convex robust estimator is proposed for the precision matrix Ω * := Σ −1 in the high-dimensional setting where
guarantee that the estimation error is in the augmented dimension reduction cone of Definition 2. Additionally, if the augmented RE condition in Definition 2 is met and the sample is large enough in the sense that
then, for a sufficient small c 1 ∈ (0, 1), non-asymptotic consistency holds and rates of convergence in the Frobenius norm · 2,2 for the proposed estimator are presented. We remark that their results provide a substantial improvement of O(p) in comparison to the low-dimensional regime which requires n = O(p 2 ). In [14] , however, the augmented RE property is assumed to hold a priori. A main contribution of Corollary 1 is to complement the findings of [14] by showing that, in the same sample size regime of (4) and with the same penalization factors in (3), the augmented RE condition is indeed satisfied with high-probability.
Proof of Theorem 1
We set some notations. By S k−1 we denote the unit sphere in R k and, with a slightly abuse of notation, R k will be identified with R k×1 . We first state some simplifications which will be corrected later.
(i) We will first obtain the lower bound of Theorem 1 over vectors v ∈ R p+n and assume Σ = I p . The case of correlated Gaussian designs will then be obtained by usual standardization arguments. The lower bound for matrices V ∈ R (p+n)×p in terms of mixed-norms will be obtained from the vector case applied to each column of the matrix.
(ii) We will first obtain a restricted version of Theorem 1 over vectors satisfying v ∈ V (r 1 , r 2 ).
Here
We define, for all r 1 , r 2 > 0, the set
and the sets
In the above definitions, we emphasize the presence of equality ℓ 2 -norm constraints in the sets V (r 1 , r 2 ) and V 1 (r 1 ). Differently, we use the relaxed ℓ 2 -norm constraints b 2 ≤ 1 and θ 2 ≤ 1 in the sets V 1 (r 1 ) and V 2 (r 2 ). As it will be clear later on, equality ℓ 2 -norm constraints turn out to be necessary to obtain lower bounds while the relaxed ℓ 2 -norm constraints in V 1 (r 1 ) and V 2 (r 2 ) are sufficient to obtain upper bounds. Taking (i)-(ii) for granted, we claim that a first step in order to prove the lower bound of Theorem 1 is to show that the restricted process
is upper bounded by a negative number as long as n are sufficiently small. For that purpose, we shall define the augmented matrix K ∈ R n×(p+n) by
and set
Hence, if we define
we have the following bound:
We thus aim in obtaining an upper bound for M (r 1 , r 2 , K) with high probability.
Bound in expectation
The first key step is to obtain an upper bound in expectation. This will be the most delicate part of the proof.
Lemma 1 (Bound in expectation)
. For any n ≥ 10, ǫ, α, β > 0 and r 1 , r 2 > 0 for which V (r 1 , r 2 ) is nonempty,
Remark 2. The constant 3/4 is taken for simplicity. Its derivation is based on the fact that for a Gaussian standard vector g ∈ R n , E[ g 2 ] = √ n + o( √ n). It can be replaced by any constant strictly less than 1 for a sufficiently large n.
To prove the previous lemma we shall need the two following intermediate results.
Lemma 2. For all n ≥ 10, t > 0 and r 1 > 0 for which V 1 (r 1 ) is nonempty, with probability at
Proof. The proof is essentially given in Lemmas 1-2 in [5] using Gordon's inequality and the Gaussian concentration inequality. We just make some minor remarks regarding numerical constants. First, since we only need a one sided tail inequality, the probability of the event can be improved to 1 − exp(−nt 2 /2) rather than 1 − 2 exp(−nt 2 /2) as given in the mentioned article. Second, the constant 2 in the inequality above is a consequence of Theorem 2.5 in [16] (while in [5] the constant presented is 9.)
The proof of the following lemma is postponed to the Appendix.
Lemma 3. For all r 2 , r 2 > 0 for which V (r 1 , r 2 ) is nonempty,
Before presenting the proof of Lemma 1, we make some remarks. The proofs of the bounds in Lemmas 2-3 use Gaussian comparison inequality techniques, a standard tool to bound the extreme singular values of a Gaussian ensemble [17] . A major difference in our analysis is that we can obtain improved bounds in the sparse setting imposing ℓ 1 -norm constraints, a technique developed in [5] to establish the standard RE-condition. In that sense, the proof of Lemma 3 is complementary to the proof of Lemma 2. However, to establish the augmented RE-type condition in Definition 2 some nontrivial differences arise. We make some comments regarding this issue.
As it will be clear in the proof of Lemma 1, a key additional difficulty in establishing sufficient conditions for Definition 2 is the fact that we require the balance between two different bounds of random bilinear forms. One of such bilinear forms requires an uniform inf-sup-type lower bound while the other requires an uniform upper bound. In a nutshell, this difficulty is justified by the facts that the parameter and corruption vectors b ∈ R p and θ ∈ R n interact and ℓ 2 -norm strict equality constraints are required if we wish to achieve lower bounds. A first step in the proof of Lemma 1 is to rewrite it equivalently in terms of the control of such two distinct bilinear forms.
More specifically, Lemma 3 establishes an uniform upper bound on the bilinear form
This controls the interaction between the parameter and corruption vectors b ∈ R p and θ ∈ R n . For that purpose, it is enough to have the relaxed ℓ 2 -norm constraints b 2 ≤ 1 and θ 2 ≤ 1 coupled with the ℓ 1 -norm constraints b 1 ≤ r 1 and θ 1 ≤ r 2 . For the purposes of Lemma 1, we shall only need the upper bound of Lemma 3 in expectation by means of Slepian's inequality [18] [19] [20] [21] .
On the other hand, Lemma 2 obtains an uniform lower bound on the square root of the quadratic form
Note that in this quadratic form the parameter vector b ∈ R p is independent of the corruption vector. Lemma 2 can be stated equivalently as an uniform lower bound of the inf-sup of the bilinear form
For that purpose, besides the ℓ 1 -norm constraint b 1 ≤ r 1 , it is crucial to have the ℓ 2 -norm equality constraint b 2 = 1. We remark that the proof of Lemma 1 requires the lower bound of Lemma 2 with exponential high-probability. This is obtained with the use of Gordon's inequality and a standard Gaussian concentration argument [5, 17] .
Proof of Lemma 1. In the following, we set M := M (r 1 , r 2 , K) for simplicity of notation. Let any In case (A) holds,
On the other hand, in case (B) holds, we have
where we have used: if
From (7), we obtain that
We thus conclude from the two previous chain of inequalities (after rearranging and taking the square root) that
From the above inequality and the fact that V (r 1 , r 2 ) ⊂ V 1 (r 1 ) × V 2 (r 2 ), to conclude the proof we need a lower bound of
, y := 1, λ := α and with x := 4 8r 2 2 log n n , y := 1, λ := β. We now estimate the expectation of the first term in the RHS of (8) . For all ǫ > 0, we define the event
From (8)- (9), the above relations and 1 = 1 Aǫ (r 1 ) + 1 A c ǫ (r 1 ), we obtain, for all ǫ, α, β > 0,
From Lemma 2, we know that P(A ǫ (r 1 )) = 1 − e −nǫ 2 /2 . This and (10) finish the proof.
Gaussian concentration inequality
From Lemma 1, we obtain that, for any n ≥ 10 and ǫ, α, β > 0,
where we have defined the quantity
A next step is to obtain an upper tail inequality for M (r 1 , r 2 , K) − E [M (r 1 , r 2 , K)]. Since the corruption vector θ acts as a bias, we may still control the variance using standard Gaussian concentration arguments.
Lemma 4 (Concentration around the mean). For any n ≥ 10, ǫ ∈ (0, 3/4), α, β, σ > 0 and r 1 , r 2 > 0 for which V (r 1 , r 2 ) is nonempty,
and similarly for M (r 1 , r 2 , K ′ )− M (r 1 , r 2 , K). We thus conclude that Y → M (r 1 , r 2 , K) is a n −1/2 -Lipschitz function. From this and the fact that Y ∈ R n×p is a Gaussian ensemble, we obtain from Theorem 5.6 in [16] that, for all t > 0,
Using (11) and letting t := 1 σ t ǫ (r 1 , r 2 ) above, we prove the claim.
Lifting to the augmented Euclidean space R p+n
We now aim in removing the constraints b 1 ≤ r 1 and θ 1 ≤ r 2 by using the following standard peeling argument.
Lemma 5 (A peeling argument). Suppose g : R 2 → R is a nonnegative strictly increasing function for which g(r 1 , r 2 ) ≥ µ > 0 for all r 1 , r 2 > 0. Suppose that h 1 : R p → R and h 2 : R n → R are nonnegative increasing functions, A ⊂ R n×p is a nonempty set and h(b, θ) := (h 1 (b), h 2 (θ)). Suppose further that f (·; X) : R n×p → R is random function dependent on some random vector X such that, for some 2 c > 0,
Then, for any τ > 0,
Proof. The proof follows closely the proof of Lemma 3 in reference [5] of the main article with two almost immediate changes. First, we note that that the same argument holds true for the Cartesian product of the sets {v = (b, θ) ∈ A :
Second, the argument still holds true with the factor 2 replaced by
By recalling the definition of V (r 1 , r 2 ), we now use the consecutive upper bounds in (6) and Lemma 4, (12) and Lemma 5 with the following setup: for ǫ ∈ (0, 3/4), α, β, σ > 0, we take
For τ > 0, we also set
We thus obtain that, for any n ≥ 10, ǫ ∈ (0, 3/4) and α, β, σ, τ > 0, with probability at least
the following bound holds: for all v ∈ S p+n−1 ,
We also remark that the expression in (13) can be lower bounded by 1
n , as long as
From this fact, definition (12) , the fact that for all nonzero v ∈ R p+n , v/ v 2 ∈ S p+n−1 , (14) and homogeneity of the norm in R p+n , we obtain the following property: for all ǫ ∈ (0, 3/4), positive α, β, σ and τ and n ≥ n , for all
In above, we have defined the constant
Final details
In the previous section, we obtained the bound (15) We now claim that the above column-wise set of inequalities implies that, for all V ∈ R (p+n)×n ,
with just a 1/ √ 3 factor worse on the constant. This will finish the claim of Theorem 2. Indeed, in the previous inequality, moving the negatives terms in the RHS to the LHS, squaring and then summing over j ∈ [p] gives The first sum in the LHS and the sums in the RHS above are, respectively, MV We thus conclude (16) , by using the previous bounds and taking the square root.
