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MATHEMATICS 
INTEGRATION VON ORTSFUNKTIONEN. II 
VON 
J. RIDDER 
(Communicated at the meeting of October 28, 1961) 
§ ll. Wie loc. cit. Ibis), Das abstr. Int. II, S. 221 durch ein Beispiel 
erlautert, brauchen I (§ 6) und J"'* (§ 10) durch den ErweiterungsprozeB 
nicht zur selben Klasse von (RS)l-integrierbaren Funktionen zu fiihren 
noch brauchen die Integralwerte fiir eine zu heiden Klassen geh6rende 
Funktion immer gleich zu sein. Um hier positive Resultate zu erhalten 
wird darum dem Vektorverband L, fiir dessen Funktionen ein nicht-
negatives lineares Funktional I definiert ist, noch folgende Bedingung 
auferlegt: 
~) Aus f E L folgt inf (/, l) E L, mit l die Ortsfunktion, fiir die 
~(a)=(3(a)= list aufjedem Soma a=FO; zu jedem f E L geh6rt ein kleinstes 
Soma ii(f), mit charakteristischer Ortsfunktion E L, und folgender Eigen-
schaft: fur jedes Soma c mit c 8 ii(f) =F 0 ist ~,[ c 8 ii(f)] = {31[ c 8 ii(f)] = 0 
(~,, f3t untere bzw. obere Grenze von f). 
Aus der Existenz von J(f) folgt somit die von J[inf (/, l)] und die von 
I[xa(f>]· 
Satz 9. 1st f~die Nullortsfunktion 0 und <P-mef3bar, so gilt dasselbe 
von inf (f, l ). 
Beweis. Es soli bewiesen werden, daB (inf (/, l), 0) <P-meBbar (§ 9), 
somit bei jeder Ortsfunktion h~O und EL (§ 7) (inf(/, l), O)·(h, 0) EK2 
ist; letzteres folgt aus (/, 0) E Ka und inf (1, h) E L, also (inf (1, h), 0) E K. 
Satz l 0. ~) Die Ortsfunktion l (aufzufassen als charakteristische 
Funktion von }B) ist <P-mef3bar, also auch jede auf }B konstante, endliche 
Funktion. {3) A us p konstant und f <P-mef3bar folgt das letzte auch fur 
sup (f, p) und inf (f, p). 
Beweis. DaB die Ortsfunktion l <P-meBbar ist, folgt mit Satz 9; 
dadurch dasselbe fiir jede auf }B konstante, endliche Funktion (vergl. 
Satz 7, ~)). Die Behauptung (3) folgt wie Satz 6. 
§ 12. Hilfssatz A. Ist f~O, gibt es eine Majorante (JoEL von f 
[ist also f;i,.go], und ist die (endliche) obere Schranke ho von f positiv 
(d.h. ist f;i,. die konstante Ortsfunktion ho, wobei der Wert von ho nicht 
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ernied.rigt werden kann 34)), so folgt aus O~p<p+h~ho fiir auBeres 
MaB tPa und inneres MaB t/Ji (§ 7) 
(24) h·tPa [(Xc(p+h), O)]~tPa [(sup (inf(p+h, f), p), p)]~h·tPa [(Xc(p), 0)] 
und 
(25) h·tPi [(Xc<p+h), O}]~tPt [(sup (inf(p+h, f), p}, p)~h·tPt [(Xc<ph 0)]; 
dabei ist Xc<P> die charakteristische Ortsfunktion des gri.:iBten Teilsomas 
c(p) von Soma a(go) (letzteres gemaB Bedingung b) zu go (EL} gehi.:irend}, 
auf welchem IXf;;;;_p ist, mit Xc<p+M analog definiert. 
Beweis. Nach Bedingung b) gehi.:irt zu go ein kleinstes Soma a(go), 
mit IXg.(b)=fJg.(b)=O, fiir jedes Soma b=i=O mit b Aa(go)=O, und mit 
charakteristischer Funktion X<i(u,> E L. 
Nun ist, wegen O~f~go, 1Xt(b)=flt(b)=0, somit 35) 
IXsup(inf(p+h,/),p) (b}={Jsup(inf(p+h,/),p) (b}=p. 
A us b " a(g0) = 0 folgt, bei c(p) gri.:iBtes Teilsoma von a(go) mit IX(/};;;;_ p, 
b "c(p) =0, und auf b h· Xc(p) +p=p (Xc<P> charakteristische Funktion von 
c(p)). 
Somit ist auf jedem b =1= 0 und mit b " a(go) = 0: 
(26) sup (inf(p+h, f), p)=h·xc<p>+P=P· 
Allgemein ist auf 58 
p+h;;;;_sup (inf (p+h, f), p) ;;;;_p, 
und auf c(p) 
h · Xc(p) + P = p + h, 
wodurch auf c(p) 
(27) sup (inf(p+h, f), p)~h·xc<p>+p=p+h. 
Aus O=i=d ~ a(go) 8 c(p) folgt 
1Xf(d) ~(J,(d) ~p, 
so mit 
IXsup(inf(p+h,f),p)(d} = fJsup(inf(p+h,/),p)(d} = p, 
dadurch auch auf d 
(28} sup (inf(p+h, f), p)=h·xc<P>+P=P· 
(26), (27) und (28} liefern allgemein auf 58: 
(29) p~sup (inf(p+h, f), p)~h·xc<P>+P~P+h. 
In analoger Weise leitet man auf 58 ab: 
(30) p~h·xc<p+M+p~sup (inf(p+h, f), p)~p+h. 
34) V ergleiche § 6, 1°. 
35) Siehe CARATHEODORY, lee. cit. 5), S. 101 (Satz 3), 102 (Satz 4). 
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Aus (29) und (30) folgt: 
(31) { f!>a [(h · Xc<p+h) + p, p)]-;?_ f!>a [(sup (inf(p + h, /}, p}, p)] 
-;?_f/>a[(h·xc<p>+P, p)] 36). 
Bei willkiirlich positivem 8 gibt es eine Uberdeckung von (h · Xc<p+h) + p, p) 
durch endlich viele paarweise fremde Ortsfunktionenpaare (g1 <J), gz <J>) 
(j = 1, ... , n), mit gt<i> ~ 0 und E L (i = 1, 2}, und g1 <1> ~g2 <1 > ~g1 <2> ~ ••• ~g1 <n> 
~g2 <n> ~p 37), und 
Nun ist 
mit 
n I f/>[(g1 (j), gz(il)]- f!>a[(h · Xc(p+h) + p, p)] < 8. 
i~l 
n 
g I {g1 (1) -gz<1>} E L, 
i~l 
n 
f/>[(g, 0)] = fm(RS)l g d f/> = 37bis) I f/>[(g1 (j), gz(j))] < 8 + f!>a[(h · Xc(p+h) + p, p) ]. 
i~l 
Da (h · Xc<p+h), 0) ~ (g, 0}, und 8 willkiirlich ist, folgt 
(32) f!>a [(h·Xc<P+hh 0}]-;?_f/>a [(h·xc<p+h)+p, p)]. 
Bei positivem 8 laBt sich, in analoger Weise wie g, eine Ortsfunktion 
m~O und EL finden mit (h·Xc<p+h), 0) ~ (m, 0) und 
f/> [(m, 0)]-f!>a [(h·xc<p+h), 0)]<8. 
Nach Axiom b) ist Xa<m> EL, somit auch n- p·xa<m>+m EL. Die Dif-
ferenz der Ortsfunktionenpaare (n, 0} und (p · Xa<m>' 0) enthalt, wegen 
Xc<p+h>-;;;_Xa<m>' das Ortsfunktionenpaar (h·xc<p+h)+p, p), wodurch: 
f!>a [ (h • Xc(p+h) + p, P)-;;;;_ f mn · df/>- f mP · Xa<m> · df/> = 37bis) 
= fm m d f/> = f/> [(m, 0)] < 8 + f!>a [(h · Xc(p+h), 0)]. 
Mit (32) liefert dies 
f!>a [(h·xc<p+h)+p, p)]=f!>a [(h·Xc(p+h), 0)]. 38) 
Der Beweis von (24) folgt nun leicht mit (31). 
Analog leitet man (25) ab. 
36) Dieses !lia-Mai3 existiert als endliche Zahl wegen der Inklusion 
(h · Xc(p) + p, p) ~ (ho · Aa(uo)' 0) und (ho · Aa(Uo)' 0) E K. 
37) Hier findet Anwendung Satz 2bis und eine Eigenschaft fUr K+ wie die fUr 
~ X R1 in § 5. 
37bis) Man wende hier die Satze 5, f1 und 4 an. 
38) Die Relation gilt auch mit c(p) statt c(p + h). 
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Hilfssatz B 39). Unter den gleichen Bedingungen fur f wie in 
Hilfssatz A folgt, bei yo=0<y1 < <yn=ho, und b=das Maximum der 
Differenzen y;-YJ-1, 
n 




(34) inneres <P-MaB von (f, 0)= lim ,L(y;-YJ-1)·<Pi[(Xc<YJ), 0)], 
0-+0 i~2 
wobei auch (Xc<y;), 0) durch (Xc<Y;- 1), 0) ersetzt werden darf. 
Beweis. Bei O~y~y~ho ist (sup (inf(y, f), y), g) oder (§ 4bis) (y,'fj)· 
· (f, 0) ~ (y, y) ·(go, 0) mit (y, y) ·(go, 0) E K 2 (Satz lOiX, §§ 9, 7). Das Lemma. 
in FuBn. 39 gibt somit 
n 
(35) { auBeres <P-MaB von (f, 0) = '¢2 <Pa [(sup (inf (y;, f), YJ-1), YJ-1)] + 
+ <Pa [(inf (Yb f), O)J 
und 
n 
(36) { inneres <P-MaB von (f, 0) = i~ <Pi [(sup (inf (y;, f), YJ-1), Y;-1)] + 
+<Pi [(inf (y1, f), 0)]. 
Mit Hilfssatz A folgt aus (35): 
( i (y;- YJ-1) · <Pa [(Xc(y;), 0)] ~ <Pa [(f, 0)] ~ i (y;- YJ-1) · (37) i~2 i~2 
· <Pa [(Xc<Y;-1), 0)] + Y1 · <P [(xa:(u,l• 0) ]. 
<Pa[(Xc(p), 0)] ist auf dem Segment [0, ho] eine beschrankte, monotone 
Funktion. Nach einer bekannten SchluBweise folgt dadurch daB jede 
der in (37) vorkommenden Summen einen Grenzwert, und zwar den-
selben, hat. Damit ist (33) bewiesen. 
Mit (36) und Hilfssatz A zeigt man analog (34). 
Sat z 11 . 1st 0 ~ f ~go mit go E L, und hat f eine positive obere Schranke 
h0, so ist zur <P-lntegrierbarkeit von f (in 'B) notwendig und hinreichend, 
daf3 fur jeden Wert p auf (0, ho), hiichstens abzahlbar unendlich viele ausge-
39) Der Beweis benutzt das Lemma: In (IE X R 1)+ (§ 4) folgen aus M 1 C::: P; 
(j = l, ... , n), jede Menge PiE K2 (§ 7), Pi, und Pi, disjunkt (/1 =/= j2) die Relationen 
n n n n 
1'>a( :2; M;) = :2; 1'>a(M;) und 1'>i( L MJ) = :2; 1'>i(M;). Beweis der ersten 
i~1 i~1 i~1 i~1 n 
Relation: Bei willki.irlich positivem s gibt es eine Menge P E K+ mit L JJ,f1 C::: P 
n i-1 
und 1'>(P) < 1'>a( L M;) + s. Dadurch ist 
i~1 
n n n n 
1'>a( :2; M;) ~ L 1'>a(M;) ~ L m.p(P·Pi) ~ 1'>(P) < 1'>a( 2, Mi) + s, 
i~1 i~1 i~1 i~1 
woraus mit s -+ 0 die erste Relation folgt. 
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nommen, ein grof3te$ Soma c(p) (Teil von ii(go)) existiert mit IXf~p, und 
Xc<p> @-mef3bar 40). Dann ist 
n-1 
(38) f'i8(RS)lld@= lim z [yi-YJ-1]·mq; [(Xc<111» 0)]; 
d--+0 i~2 
dabei ist () die grof3te der Intervalliingen (YJ-YJ-1) (j = 1, ... , n), wobei 
0=yo<Y1 < ... <yn=ho und jedes Soma c(yJ) (j = 1, ... , n-1) @-mef3bar. 
Bemerkung. AuBerdem Hi.Bt sich schreiben 
n~l 
(
Y1 ·mq; [(Xc<Ylh 0)] + z [YJ -YJ-1] ·mq; [(Xc<YJ)• 0)] ~ 
(38biS) i=2 n 
~ f'i8 (RS)l I d @~y~·@ [(Xii(u,>• 0)] + z [YJ-YJ-1] · mq; [Xc<YJ-lh 0)]. 
' i~2 
(38bis) lii.Bt sich umformen zu 
n-2 
ZYr{mq; [(Xc(yJ)• 0)]-mq; [(Xc<Ymh O)]}+Yn-1·mq; [(Xc(y,_l), 0)]~ 
i=l 
n-1 
~ f'i8 (RS)l ld @~y1·@ [(Xii(u,>• 0)] + z Yr {mq; [(Xc<YJ-th 0)] -mq; [(Xc<111>, 0)]} 
i~2 
woraus bei der gewahlten Teilung 0=yo<Y1 < ... <Yn=ho die Existenz von 
zwei Treppenortslunktionen {j, h E L* ( § 10) · folgt mit 
O~{i~l~h; ]q;*({j)~f'i8 (RS)l I d (/J~]q;* (h), 
und 
Der Beweis von Satz ll und Bemerkung folgt mit Hilfssatz B 41). 
§ 13. Der Vektorverband L (§ 6) und das nicht-negative lineare 
Funktional I (§ 6bis) ftihrten im Korper >S x R 1 (Satz 1) zu den Teilkorpern 
K, K+ und zugehoriger Mengenfunktion (/) (Satze 2, 2bis), aus welchen die 
Koq)er K2 und K3, fur deren Mengen ein mittels (/) gebildetes beschrankt 
additives und vollstandiges MaB mq; definiert ist, hervorgingen (nach der 
in § 7 angedeuteten Methode). Diejenigen in bezug auf(/) (RS)l-integrier-
baren Funktionen I, bei welchen die Paare (f+, 0), (f-, 0) (§ 9) der zuge-
horigen nicht-negativen Ortsfunktionen I+, 1- beide zur Klasse K 2 gehOren 
(siehe §§ 7 u. 9), nennen wir eigentlich integrierbar nach @, die iibrigen 
uneigentlich integrierbar nach (/) 42). 
Bei der Hinzufiigung der Bedingung b) enthalt der Vektorverband L* 
von Treppenortslunktionen (§ 10) nicht nur die Nullortsfunktion; das 
40) Oder c(p) lli-me13bar (§ 10). 
41) Vergl. meine Arbeit in Fund. math. 24, S. 72-117 (1935), insbes. S. 100--102 .. 
42) Die eigentlich integrierbaren Funktionen sind auch immer beschrankt. 
(\·gl. § 6, 1 °), 
174 
gleiche gilt vom V ektorverband L** von Treppenortsfunktionen, die eigent-
lich integrierbar nach t[J sind. Fiir Treppenfunktionen f E L** sind die 
zugehi.irigen Integrale I<~>**, definiert wie I<~>* in § 10, Elementarintegrale 
von nicht-negativem Typus, welche fiir diese Funktionen mit ihrem 
(RS)l-Integral nach t[J zusammenfallen. 
Sat z 1 2 . Der V ektorverband L ( § 6) und das Elementarintegral I 
( § 6bis) fuhren, mittels der in § 7 und § 9 angegebenen Verfahren, zur selben 
Klasse von nach tP eigentlich integrierbaren Ortsfunktionen wie der V ektor-
verband L** von (nach tP eigentlich integrierbaren) Treppenortsfunktionen 
'nnd das zugehorige Elementarintegral I<~>** unter Anwendung derselben 
V erfahren; die I ntegralwerte sind in beiden Fallen dieselben. 
Beweis. L+ und I fiihren zum Ki.irper K+ in (1.8 x R1)+ (Satze 2 u. 
2bis) mit beschrankt additiver nicht-negativer Mengenfunktion t!J. K+ laBt 
sich erweitern zu einem beschrankt additiven Ki.irper K1 von Summen 
endlich vieler disjunkter geordneter Ortsfunktionenpaare, fiir welche 
auBere und innere MaBe, tPa bzw. tPi, aus t[J abgeleitet sind (vergl. § 7). 
In gleicher Weise geht aus (L**)+ und I<~>** ein Ki.irper (K**)+ in 
(1.8 x R1)+ mit beschrankt additiver Mengenfunktion tP** hervor; (K**)+ 
laBt sich erweitern zu einem beschrankt additiven Ki.irper K1**, fiir 
dessen Mengen t!J** zu auBeren und inneren MaBen, tPa** bzw. t!Ji**, fiihrt. 
Mit Axiom b) (§ 11) und der Definition von L** (§ 13) folgt, daB jede 
Menge E K + enthalten ist in einer Menge E (K**)+; die Umkehrung folgt 
unmittelbar aus der Definition von L** und der von nach t[J eigentlich 
integrierbaren Funktionen (§ 13). Daraus folgt, daB die Ki.irper K1 und 
K1 ** identisch sind. 
Aus der Definition der auBeren und inneren MaBe geht hervor, daB fiir 
jede Menge E E K1 _ K1** gilt: 
t!Ji**(E) ;£ t!Ji(E) ;£ tPa(E) ;£ tPa**(E) 43). 
Daraus folgt fiir die aus K1- K1** (gemaB § 7) abzuleitenden Teilki.irper 
K 2 und K 2** von t!J- bzw. t!J**-meBbaren Mengen: 
Kz** ~ K2. 
Zu jeder Menge E E K2 und willkiirlich positivem s gibt es Mengen 
M1 EK, M2 EK mit 
und 
Weiter gibt es, wegen der Bemerkung zu Satz 11, Mengen N1 E K**, 
43) tPa**(E) ist untere Schranke aller tP**(G) mit G ~ E und E K**; es gibt 
dadurch auch Mengen Go~ E und E K, fiir die tP(Go) von tPa**(E) willkiirlich wenig 
abweicht. Damit folgt: tPa(E) ;£ tPa**(E). 
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N2 E K** mit 
und 
Daraus folgt die Existenz des !P**-MaBes von E mit 
daneben: 
K2 ~ K2**. 
Die Klassen K2 und K 2** fallen somit zusammen; fur ihre Mengen auch 
die zugehOrigen i!J- und !'P**-Maf3e. Dies enthalt den Satz. 
Bemerkung. Aus E E Ka, und FE K**, somit wegen K** ~ K2** 
- K 2 ~ K 3, auch E K 3 folgt E · F E K 3, also ebenfalls E K2 K2**; nach 
Definition folgt E E Ka**. Umgekehrt folgt in analoger Weise aus E E Ka** 
die Relation E E Ka. Somit fallen die Klassen Ka und Ka** zusammen 
ebenso wie die zugehorigen !'P- und !'P**-M af3e; dasselbe gilt dadurch fur 
die uneigentlichen !'P- und !'P**-Integrale. 
§ 14. Satz 13. Die im eigentlichen Sinne !'P-integrierbaren charak-
teristischen Ortsfunktionen gehoren zu Somen von 55, die einen Booleschen 
Verband, auch Korper Sfoo bilden, fur den das v.p-Maf3 (nach § 10} beschrankt 
additiv ist; dieses M af3 ist sogar vollstandig. 
Beweis. Es geniigt die letzte Behauptung zu zeigen. 
Zu dem Soma b ( E 55) geh6re bei willkiirlich positivem B ein Somenpaar 
a1, a2 E Sfoo mit 
Dann gilt fiir die zugeh6rigen charakteristischen Funktionen Xa1 , Xb, Xa2 : 
(Xa1 , 0) ~ (Xb, 0) ~ (Xa2 , 0) und m.p** [(Xa2 , 0)]-m.p** [(Xa1 , 0)]= 
= V.p(a2)- V.p(a1) <B. 
Da m.p** auf K2** vollstandig ist, und (xa1 , 0) E K2**, (xa2 , 0) E K2** folgt 
(xb, 0} E K2**. Dadurch ist auch bE Sf00 ; das V.p-MaB ist vollstandig. 
§ 15. Spezialisierung. Zu den Somen eines Booleschen Teilver-
bandes m des a-Booleschen Verbandes 55 geh6re ein beschrankt additives, 
nicht-negatives MaB u. Zu m geh6rt ein V ektorverband L von Treppenorts-
h -
funktionen _2crxaj, mit ajE55 (j=1, ... ,h), ah.ai2=0 (h#j2) und Cj 
i~l h 
endliche Konstanten (siehe § 10). Das elementare Integral J( _2 Cj · Xai) _ 
h i~l 
- _2 cru(aj} ist ein lineares Funktional von nicht-negativem Typus. 
i~l 
Die Verfahren von §§ 6, 6bis fiihren zu den zu diesem L geh6rigen 
Korpern K, K + (im Sinne von Satz 2) in 55 x R1 und der fiir die Mengen 
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von K, K + beschrankt additiven nicht-negativen Mengenfunktion C/J 
(Satz 2bis). 
Es laBt sich unschwer zeigen, daB fiir jedes Soma a Em die charakteris-
tische Ortsfunktion Xa mit der Nullortsfunktion 0 ein geordnetes Paar 
(xa, 0) gibt mit 
(39) C/J[(xa, 0)] =u(a). 
Sowohl K + [in (?S x R1)+] wie m [in )S] lassen sich (nach in § 7 angege-
benen Verfahren 44)) erweitern zu Klassen K 1 bzw. ~1 , fiir deren Mengen 
(von Ortsfunktionenpaaren) bzw. Somen auBere und innere C/J-MaBe 
C/Ja, c!J~, bzw. auBere und innere u-MaBe Ua, Ui definiert sind. Aus K1 geht 
(nach § 7) der Korper K2 von C/J-meBbaren Mengen (vollstandiges MaB 
m(j)), aus ~1 der Korper m2 von u-meBbaren Somen (vollstandiges MaB Vu) 
hervor. Mit (39) laBt sich zeigen, daB fiir jedes Soma c E 58"2 das geordnete 
Ortsfunktionenpaar (xc, 0) E K2, und umgekehrt fiir jedes Paar (xc, 0) E K2 
das zugehOrige Soma c E ~2 ist, wobei jedesmal 
(40) m4l[(xc, 0)] = vu(c). 
Mit der Definition von v4l (wie in § 10) und der von L** (wie in § 13) 
folgt, da(;J der Korper m2 zusammenfallt mit dem Korper der Somen von ?B, 
deren charakteristische Ortsfunktionen zu L** gehiiren, und da(;J fur ein 
solches Soma c dann 
( 40bis) 
ist. 
Auf dem hier eingefiihrten Vektorverband L erfiillt das zugehorige 
elementare Integral Axiom b) (§ ll). Somit gilt hier Satz ll, und Hi.Bt 
(38) sich andern in: 
n-1 
(41) fjl}(RS)l f d c!J= lim I' (Yi-Yi-1) · vu[c(yJ)], 
d~o i=2 
mit c(y1), d.h. das groBte Soma mit rx1 ~ Yi> u-meBbar; dabei ist fiir 
jeden Wert pin (0, h0 ), hOchstens abzahlbar unendlich viele ausgenommen, 
das zugehorige Soma c(p) u-meBbar. 
In anderer Weise als in diesem Par. wurden Produktstrukturen und 
zugehorige MaBe in der in FuBn. 1 zitierten Arbeit eingefiihrt. Durch 
Vergleichung von ( 41) mit den in der genannten Arbeit, §§ 5, 6, insbes. 
S. 179 angegebenen Resultaten folgt, da(;J unter den Bedingungen dieses 
Par. das hier behandelte Verfahren zur Bildung von Riemann-Stieltjesschen 
I ntegralen von Ortsfunktionen und das loc. cit. behandelte V erfahren . genau 
ebenso weit fuhren. 
§ 16. Wie ein Beispielloc. cit. Ibis), Das abstrakte Int. III, S. 361 (bei 
Beschrankung auf X- [ -1, 0)) zeigt, ist die hier folgende Bedingung e 
44) Vergl. auch loc. cit. 1), S. 169. 
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von den Bedingungen IX), {3), y), in § 6bis ftir das lineare Funktional 1 
gegeben, unabhangig; auch von Bedingung ~)in § 11, sogar wenn L aus 
Treppenfunktionen aufgebaut ist. 
In diesem Paragraphen machen wir die gleichen Annahmen wie in den 
Par. 4-6bis; daneben werden angenommen die Bedingungen: 
!5o. L ist aus Treppenfunktionen aufgebaut, welche Bedingung ~) 
erfilllen; und : 
e. aus In EL (n=1, 2, ... ), ln;;;;_ln+l und lim ln=O in m (d.h. auf 
n---->00 
jedem Soma a i= 0, Em 45)) folgt: lim I(fn) existiert und hat den Wert Null. 
n~oo 
Dies fiihrt zu einer zweiten Klasse von Riemann-Stieltjesschen Inte-
gralen bei Ortsfunktionen, anzugeben mittels (RS)2. 
Die Definition der (RS)2-Integrale im a-Booleschen Verband m ist gleich-
lautend mit der des (RS)l-Integrals in m (in §§ 7, 9) mit dem Unterschiede, 
daB auch die Erfilllung von bo und e durch L und I gefordert wird. 
Hilfssatz. Die Bedingungen IX, {3, y, !50 (§§ 6bis, 11, 16) sind gleich-
wertig mit der Existenz eines Booleschen Teilverbandes m des a-Booleschen 
Verbandes m mit zugehOrigem beschrankt-additivem, nicht-negativem 
(endlichem) MaB u. Dabei ist dann L die Menge aller Treppenfunktionen 
h -1cJ·x~, mit a1 Em (j=1, ... ,h), ail·a12=0 (hi=j2) und CJ endliche 
i~l 
Konstanten; umgekehrt ist ~die Menge aller Somen in m, deren charak-
teristische Funktionen zu L gehoren. Zwischen I und u gibt es die Relation 
h h 
I( 1 Cj' x~) = 1 Cj' u(aJ). 
i~l i~l 
Der Beweis ist evident (vergl. §§ 10, 15). 
Hilfssatz. Bei den im vorigen Hilfssatze angegebenen Zusammen-
hangen ist Bedingung e gleichwertig mit der a-Additivitat von u ffu die 
Somen von $S. 46) · 
Beweis. Es geniigt aus der a-Additivitat von u Bedingung e abzu-
leiten. 
Die Folge {In} von Treppenortsfunktionen (E L) sei nicht-zunehmend 
und konvergiere gegen die Nullortsfunktion 0 - I; c sei das zu m gehorende 
groBte Soma mit /I - 0 auf jedem zu c fremden Soma. Es laBt sich ein 
positives, willkiirlich kleines 'rJ wahlen, verschieden von den abzahlbar 
vielen Werten -1= 0, welche die Treppenfunktionen In (n= 1, 2, ... ) auf 
Somen von m annehmen. w egen 0 - I gibt es zu 'r} ein groBtes Teilsoma 
b'1(1) von c so daB ftir die obere Grenze f3t von I (§ 2): 
f3t(b'1(f)) ;?;,'Yj, wobei dann b'1(f) =C. 
45) Siehe CARATHEODORY, loc. cit. 5), S. 103. 
46) Also mit lim u(an) = u(a) bei a1 ~ a2 ~ ••• ~an ~ ... , lim an = a, an E )8, a E lB. 
Das kommt auf dassel be hinaus als daJ3 aus c1 2 c2 2 ... 2 Cn 2 ... , lim Cn = 0, Cn E lB 
folgt lim u(cn) = 0. 
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A us lim In= I folgt: 47) 
00 
c = bTJ(I) = lim b11(/.) =IT ! bTJ(f•+i) = 
V-->00 (v) i=O 
00 00 
= ! brJ(f•+i) = ! c•+i =lim Cn; 
i-O i-0 
dabei sei Cj- brJ(fj), also das groBte Teilsoma von c mit f3t1 ~'Yj; man hat 
jedes Cj E ~. und c1 ~ c2 ~ ... ~ en ~ .... Ist nun M Maximal wert von /1, 
so folgt aus dem Zusammenhang von I und u: 
II(fn)l ~M ·U(C-Cn) +'Y} ·U(Cn). 
Da die a-Additivitat von u lim u(cn) =u(c) liefert, ist lim I(fn) = 0. Bedin-
gung s ist erfiillt. 
Hilfssatz. Unter den Bedingungen ex), {3), y), b0) und s) ist u~O 
und beschrankt- und a-additiv fiir die Somen des Booleschen Teilver-
bandes 5S" von >B. 
a) ~ laBt sich erweitern zu einem kleinsten Booleschen Teilverband 
~2 von >8, und u dabei zu einem fiir die Somen von ~2 beschrankt-
additiven, vollstandigen MaBe '~'u· 
b) vu ist sogar a-additiv fiir die So men von ~2. 
Beweis. Behauptung a) folgt unmittelbar mit § 15. 
In bekannter Weise laBt 5S" mit u s'ich erweitern zu einem kleinsten, 
in bezug auf ~beschrankten a-Somenkorper m* 48) mit zugehorigem voll-
standigem und a-additivem MaB vu* 49). Wegen 5S"2 ~ )8* und Vu = vu* 
fiir die Somen von ~2 folgt b). 
Satz 14. In >B sei eine Folge {In} von nicht-abnehmenden oder nicht-
zunehmenden Ortslunktionen definiert. Jede Funktion In ebenso wie die 
Grenzortslunktion I besitze ein (RS)2-Integral nach !J>. Au{Jerdem sei g~ln~h 
(n= 1, 2, ... ) mit gEL, hE L; I(g) und I(h) sollen also existieren. Dann ist 
n-->oo 
Der Beweis folgt mit (41) [fiir (RS)2-Integration] und der a-Additivitat 
von Yu. 
Aile Eigenschaften des (RS)l-Integrals im vorangehenden gelten auch 
fiir das (RS)2-Integral. 
Durch Vergleichung von (41) fiir das (RS)2-Integral mit den loc. cit. 1), 
§§ 5, 6, insbes. S. 179, angegebenen Resultaten folgt, da{J unter den in 
47) Vergleiche CARATHEODORY, loc. cit. 5), S. 103. 
48) D.h.: aus a E 18, a1 ~a, a1 Em* (i = 1, 2, ... ) folgt a1 V a2 v ... V a1 V ... E 18*. 
49) Siehe etwa J. RIDDER, Die Einjuhrung von beschrankt- und total-additivem 
Ma/3. Proceed. Ak. Amsterdam, Series A, vol. 59 (1956), insbes. S. 147-150; dabei 
auch loc. cit. 1), S. 180-182. 
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diesem Paragraphen gegebenen Voraussetzungen, insbes. der Annahme der a-
Additivitiit von u fur die M eng en von m ( oder der Bedingung e fur L), 
das loc. cit. behandelte V erfahren zur Bildung von Riemann-Stieltjesschen 
Integralen und das in diesem Par. angegebene Verfahren ebenso weit fuhren. 
§ 17. Wie in § 16 sei $8 ein Boolescher Teilverband des a-Booleschen 
v erbandes m mit zugehorigem beschriinkt- und a-additivem nicht-negativem 
Maf.J u. Nach den heiden ersten Hilfssatzen von § 16 ist dies aequivalent 
h h 
mit den Bedingungen 1¥}, {J}, y), bo}, e), wobei I ( ~ Cf • Xa1) = ~ Cf • u(aJ), 
i=1 i-1 
mit a1 E $8 (j= 1, ... ,h), ail·at2=0 (}l#j2}, Cj endlich. 
Wie schon im vorigen Par. angedeutet, laBt m mit u sich erweitern zu 
einem kleinsten, in bezug auf ~ beschriinkten a-Somenkorper m* 48) mit 
zugehOrigem vollstiindigem und a-additivem MaB Vu* 49). Da m* auch 
Boolescher Teilverband von m mit vu* als ein zugehoriges, beschrankt-
und a-additives, nicht-negatives MaB ist, sind wieder Bedingungen 
1¥}, {J), y), bo), e) erfiillt, wobei nun das zugehorige lineare Funktional sich 
schreiben laBt: 
die gemaB § 6bis zugehorige Mengenfunktion in m X Rl sei cJJv*· 
.. 
Es gibt eine (RS)2-Integration (§ 16) in bezug auf 4>v*; diese liefert 
.. 
nach § 15, insbes. Forme! (41}, die Darstellung des eigentlichen Integrals 
einer nicht-negativen Ortsfunktion f: 
n-1 
(42) J'i8(RS)2jdcJJv*= lim~ (YJ-Yi-l}·Vv*[c(yJ)], 
.. 6-+0 i-2 .. 
wobei der Korper ~2* von vu*-meBbaren Somen (MaB '~~v*) aus m* und vu* 
.. 
nach demselben Vervollstandigungsverfahren hervorgeht, welches in § 15 
aus ~ und u zu dem Korper ~2 von u-meBbaren Somen (MaB v,.) fiihrte. 
Da jedoch Vu* schon ein fiir den in bezug auf m beschrankten a-Somen-
korper ~* vollstandiges, a-additives MaB ist, fallt ~2* mit ~* und v, * 
.. 
mit v,.* zusammen, und ist die bei (41) mogliche abzahlbare. Ausnahme-
menge von Werten (p) mit c(p) nicht meBbar hier fiir die Forme! (42), 
welche sich nun auch schreiben laBt, 
n-1 
(43) J'i8(RS)2 / d cJJv* =lim ~ (yi-YJ-1) · Vu*[c(yJ}], 
.. 6-+0 i=2 
immer leer. Dieses eigentliche Integral einer nicht-negativen Ortsfunktion 
ist dadurch als ein Lebesgue-Stieltjessches Integral in bezug auf cJJv* oder 
.. 
vu* aufzufassen 50). Die Erweiterung bei f von zweierlei Zeichen und die 
50) Das (LS)-Integral entsteht somit in zwei Etappen: erste Etappe ist die 
Erweiterung von u zu v,.*; zweite Etappe die Integration in bezug auf v,.* [mittels 
MaJ3bildungen in (~ X R 1)+]. Dies zeigt auch, daB unter den Bedingungen von 
§ 17 fiir u die (LS)-Integration in bezug auf v,.* die (RS)2-Integration in bezug auf 
u als Spezialfall umfaJ3t. 
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zu uneigentlichen lntegrationen gehen m gleicher Weise ww bei den 
{RS)1-Integrationen. 
Durch Vergleichung von (43) mit den loc. cit. 1), §§ 8, 9, insbes. S. 183, 
angegebenen Resultaten folgt, da[J unter den Bedingungen dieses Par. das 
hier behandelte V erfahren zur Bildung von Lebesgue-Stieltjesschen I ntegralen 
von Ortsfunktionen und das Zoe. cit. behandelte V erfahren genau eb.enso 
weit fuhren. 
§ 18. Bemerkung. (RS)r und (LS)-Integrationen von Ortsfunk-
tionen in Booleschen a-Verbanden umfassen selbstverstandlich (RS)r 
und (LS)-Integrationen bei Punktfunktionen in abstrakten Raumen. 
Umgekehrt ist (LS)-Integration von Ortsfunktionen zu (LS)-Integration 
von Punktfunktionen zuriickzufiihren, und zwar mittels eines LooMISschen 
Isomorphiesatzes, wie in R. SIKORSKI, Coll. math. 2, S. 20-26 (19,49) und 
in HAUPT-AUMANN-PAUC, Differential- und Integralrechnung III, S. 107-
109 (2e Aufl. 1955) gezeigt wird. 
