Transfinite diameter with generalized polynomial degree by Ma`u, Sione
TRANSFINITE DIAMETER WITH GENERALIZED
POLYNOMIAL DEGREE
SIONE MA‘U
Abstract. We prove a Chebyshev transform formula for a notion of (weighted)
transfinite diameter that is defined using a generalized notion of polynomial
degree. We also generalize Leja points to this setting. As an application of our
main formula, we prove that in the unweighted case, these generalized Leja
points recover the transfinite diameter.
1. Introduction
The usual grading of polynomials by (total) degree may be described geometri-
cally. Let
(1.1) Σ :=
{
(x1, . . . , xN ) ∈ RN+ : x1, . . . , xN ≥ 0, x1 + · · ·+ xN ≤ 1
}
be the standard n-dimensional unit simplex in RN+ . Then deg(p) ≤ n may be
reformulated as p ∈ Poly(nΣ), where
(1.2) Poly(nΣ) :=
{
p(z) =
∑
J∈nΣ∩Zd+
cJz
J : cJ ∈ C
}
.
Recent results in multivariate approximation theory ([7], [9]) suggest that it
is useful to generalize the notion of degree. Let C ⊂ RN+ be a compact convex
set which we will assume contains Σ. Given n ∈ N, define Poly(nC) to be the
collection of polynomials defined as in (1.2) above with nC replacing nΣ in the
sum over the exponents J . The generalized degree (depending on C, or C-degree)
of a nonconstant polynomial p is given by
(1.3) degC(p) := min{n ∈ N : p ∈ Poly(nC)},
which clearly reduces to deg(p) when C = Σ.
The classical theory of polynomial approximation and interpolation in CN in-
volves fundamental notions of pluripotential theory: the Siciak-Zaharjuta extremal
function associated to a compact set K ⊂ CN
(1.4) VK(z) := sup
{
1
deg p
log+ |p(z)| : ‖p‖K ≤ 1
}
,
complex equilibrium measure (ddcVK)
N , and Fekete-Leja transfinite diameter. All
of these quantities are fundamentally related to the classical notion of degree. They
must be appropriately generalized if one wants to prove approximation theorems
involving degC or Poly(nC).
This motivates recent work on the so-called C-pluripotential theory. The spaces
Poly(nC) and C-extremal function
VC,K(z) := sup
{
1
degC p
log+ |p(z)| : ‖p‖K ≤ 1
}
Key words and phrases. Chebyshev constant, Chebyshev transform, convex body, polynomial
degree, submultiplicative function, transfinite diameter.
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2 SIONE MA‘U
were defined in [1] and further studied in [7].∗ The equilibrium measure (ddcVC,K)N
and C-transfinite diameter δC(K) were studied in [2], using the L
2 energy methods
of Berman-Boucksom pioneered in [3],[4].
The Berman-Boucksom methods work more naturally in a general weighted set-
ting involving an admissible weight function w : K → [0,∞) and its logarithm
Q = − log |w|. These give weighted versions of all of the above notions, denoted
VC,K,Q(z), (dd
cVC,K,Q)
N , and δwC(K). Setting w ≡ 1 recovers the unweighted case.
In this paper, we study the weighted C-transfinite diameter δwC(K). Our main
theorem is the following.
Theorem (Theorem 4.6). Let K ⊂ CN be compact and w : K → [0,∞) an admis-
sible weight. Then we have the formula
δwC(K)
AN = exp
(
1
volN (C)
∫
int(C)
log Tw≺ (K, θ) dθ
)
.
Here, volN denotes real N -dimensional volume, dθ the corresponding volume mea-
sure where θ = (θ1, . . . , θN ) are coordinates in RN , and AN is a normalization
constant. The quantity Tw≺ (K, θ) is called a directional Chebyshev constant (for the
direction θ), and the function
int(C) 3 θ 7→ log Tw≺ (K, θ) ∈ [0,∞)
is called the Chebyshev transform. (We follow the terminology in [6] and [10].)
In the next section (Section 2), we construct directional Chebyshev constants and
the Chebyshev transform by a limiting process using submultiplicative functions (see
Definition 2.7). Our overall method is standard, but we encounter a new technicality
in the C-theory. The grevlex ordering on monomials, denoted in this paper by ≺
(see Definition 2.1), satisfies:
(1) If deg(zα) < deg(zβ) then zα ≺ zβ .
(2) If zα ≺ zβ then zα+γ ≺ zβ+γ for each γ.
Property (1) is needed for theorems that involve the notion of degree, and property
(2) is needed to create submultiplicative functions. If we replace deg with degC ,
then statement (1) fails for the grevlex ordering ≺; consider replacing it with some
global ordering on monomials (denoted by, say, ≺C) such that the following analog
holds:
(1C) If degC(z
α) ≺C degC(zβ) then zα ≺C zβ .
It is easy to verify that in cases where C is not a simplex, one can find α, β, γ such
that zα ≺C zβ but zα+γ 6≺C zβ+γ , i.e., the corresponding statement (2C) fails.
However, to define directional Chebyshev constants via a limiting process one can
get away with a weaker property.†
In Section 2 we use the grevlex ordering ≺ to construct a submultiplicative
function using discrete Chebyshev constants T≺k (νk, α). We construct directional
Chebyshev constants Tw≺ (K, θ) by a limiting process as k →∞. Then in Section 3,
we construct discrete Chebyshev constants TCk (νk, α) using a global ordering ≺C
satisfying (1C), as well as the associated directional Chebyshev constants T
w
C (K, θ).
The ordering ≺C needs to satisfy a certain technical property (property (†), that
holds for a generic convex body C) in order to prove that TwC (K, θ) is given by a
well-defined limit.‡
∗In those papers the convex body is denoted P and the terminology P -pluripotential theory,
P -extremal function, etc. is used.
†But note that submultiplicativity is needed to deduce other properties of these constants, cf.
Lemmas 2.9 and 2.10.
‡We conjecture that the limit exists in general.
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In Section 4, Theorem 4.6 is proved by suitably adapting the arguments in [8].
Then, the same estimates and some measure-theoretic arguments yield a similar
theorem with log TwC (K, θ) replacing log T
w
≺ (K, θ) in the integral formula.
Finally, in Section 5, we generalize the construction of Leja points, using the
ordering ≺C . In the unweighted case (w ≡ 1) we can use our estimates in Section
4 to deduce the asymptotic behaviour of these so-called C-Leja points. We show
that in the limit, they give the C-transfinite diameter.
2. Chebyshev constants from a submultiplicative function
In this section we construct a submultiplicative function from sup norms of
monic polynomials. We then construct directional Chebyshev constants using this
function. The basic properties of this construction are well-known, going back to
Zaharjuta [11]. They are given in Lemma 2.9, whose proof is omitted.§
We assume throughout that our convex body C ⊂ RN+ contains the simplex Σ
defined as in (1.1). By a calculation,
(2.1) r1C + r2C ⊆ (r1 + r2)C
holds for r1, r2 ∈ R+.
When k ∈ Z+ we obtain a grading of the polynomials C[z] =
⋃
k Poly(kC), and
(2.2) Poly(k1C)Poly(k2C) ⊆ Poly((k1 + k2)C), k1, k2 ∈ Z+
follows from (2.1).
Definition 2.1. Let ≺ denote the grevlex ordering on ZN , in which we set α ≺ β
if
• |α| < |β|; or
• |α| = |β|, and there exists k ∈ {1, . . . , N} such that αk < βk and αj = βj
for all j < k.
For monomials, we set zα ≺ zβ if α ≺ β.
It is straightforward to verify that ≺ is compatible with addition.
Lemma 2.2. If α ≺ β then α+γ ≺ β+γ ≺ β+δ for all γ, δ ∈ NN with γ ≺ δ. 
We next construct classes of monic polynomials. Given k ∈ N and α ∈ (kC∩ZN ),
let
(2.3) M≺k (α) :=
{
p ∈ Poly(kC) : p(z) = zα + ∑
β∈kC∩ZN
β≺α
aβz
β
}
.
Lemma 2.3. Let C ⊂ RN+ be a convex body containing the standard simplex Σ,
and let k1, k2 ∈ N. Then
M≺k1(α1)M≺k2(α2) ⊆M≺k1+k2(α1 + α2)
for all α1 ∈ k1C and α2 ∈ k2C.
Proof. Let p = zα1 +
∑
β∈k1C
β≺α1
aβz
β and q = zα2 +
∑
γ∈k2C
γ≺α2
cγz
γ . Write
pq = zα1+α2 +
∑
β,γ
aβcγz
β+γ .
By (2.1), β + γ ∈ (k1 + k2)C ∩ZN for all β, γ; and by Lemma 2.2, α1 +α2 ≺ β + γ
for all β, γ in the sum. Hence pq ∈M≺k1+k2(α1 + α2). 
§But see the paragraph above Lemmas 1.1–1.2 in [6].
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Recall that p ∈ Poly(kC) may be identified with the (entire) function a 7→
p(a) given by the usual evaluation of polynomials. But we can also fix a function
ϕ : CN → C (a weight) and identify p ∈ Poly(kC) with a 7→ ϕ(a)kp(a) (a weighted
evaluation), and use this to define function-theoretic norms.
In what follows, νk denotes a norm on Poly(kC). Examples of norms are:
(1) νk(p) = ‖ϕkp‖K , where K ⊂ Cn is compact and ϕ : K → C is continuous.
(2) νk(p) =
(∫
K
|ϕkp|2dµ
)1/2
, where ϕ,K are as in (1) and µ is a finite measure
on K.
Suppose for each k ∈ N, νk is as in either (1) or (2). Then we have the following.
Lemma 2.4. Let k,m ∈ N, let p ∈ Poly(kC) and let q ∈ Poly(mC). Then
pq ∈ Poly((k +m)C) and
(2.4) νk+m(pq) ≤ νk(p)νm(q).
Proof. If νk, νm are as in (1), then ‖ϕk+mpq‖K ≤ ‖ϕkp‖K‖ϕmq‖K and the conclu-
sion follows. If the norms are as in (2), use the Cauchy-Schwarz inequality. 
For each k ∈ N let νk be a norm on Poly(kC). The sequence of norms {νk}∞k=1
is submultiplicative if (2.4) holds for every k,m ∈ N.
Definition 2.5. Define the discrete Chebyshev constant T≺k (νk, α) by
T≺k (νk, α) := inf
{
νk(p) : p ∈M≺k (α)
}1/k
.
A polynomial t for which degC(t) = k and T
≺
k (νk, α) = νk(t)
1/k will be called a
Chebyshev polynomial of degree k.
Lemma 2.6. If {νk}∞k=1 is a submultiplicative sequence of norms, then
T≺k1+k2(νk1+k2 , α1 + α2)
k1+k2 ≤ T≺k1(νk1 , α1)k1T≺k2(νk2 , α2)k2 .
Proof. Let tk1 , tk2 be polynomials satisfying
(2.5) νk1(tk1) = T
≺
k1
(νk1 , α1)
k1 and νk2(tk2) = T
≺
k2
(νk2 , α2)
k2 .
Then tk1tk2 ∈M≺(k1 + k2, α1 + α2) by Lemma 2.2, and
T≺k1+k2(νk1+k2 , α1 + α2)
k1+k2 ≤ νk1+k2(tk1tk2) ≤ νk1(t1)νk2(tk2).
by submultiplicativity. Now put (2.5) into the above. 
Let Ω ⊂ Z+ × ZN+ be a set that is closed under addition (i.e., (k, α), (l, β) ∈ Ω
implies (k + l, α+ β) ∈ Ω).
Definition 2.7. A function Y : Ω→ [0,∞) is called submultiplicative if
(2.6) Y (k + l, α+ β) ≤ Y (k, α)Y (l, β).
As an immediative consequence of Lemma 2.6, we have the following.
Corollary 2.8. The function (k, α) 7→ Tk(νk, α)k is submultiplicative on the set
ΩC := {(k, α) : k ∈ Z+, α ∈ kC ∩ ZN}.

A submultiplicative function on ΩC yields a real convex function on int(C) by a
limiting process.
Lemma 2.9. Let Y : ΩC → [0,∞) be submultiplicative.
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(1) The limit
Y∞(θ) := lim
k→∞
α/k→θ
Y (k, α)1/k
exists for all θ ∈ int(C).
(2) We have
(2.7) Y∞(tθ + (1− t)φ) ≤ Y∞(θ)tY∞(φ)1−t for all θ, φ ∈ int(C) and t ∈ [0, 1].
Hence int(C) 3 θ 7→ log Y∞(θ) ∈ R is a convex function. 
In particular, part (2) shows that θ 7→ log Y∞(θ) is continuous, and hence uni-
formly continuous on compact subsets of RN+ . An exercise in the triangle inequality
then yields the following.
Lemma 2.10. Let Q ⊂ int(C) be compact. For each k ∈ N, consider the nodes
Q ∩ 1kZN under some enumeration {θj}Nkj=1, with 1kαj,k = θj. Then
sup
{
| log Y (αj,k)1/k − log Y∞(θj)| : j ∈ {1, . . . , Nk}
}
−→ 0 as k →∞.

Fix a compact set K ⊂ CN and a continuous weight w : K → [0,∞). With
the submultiplicative sequence of norms νk(p) := ‖wkp‖K , construct the submul-
tiplicative function Y (k, α) := T≺k (νk, α)
k on ΩC . Then for each θ ∈ int(C), set
Tw≺ (K, θ) := Y∞(θ), as constructed in Lemma 2.9. This yields the following corol-
lary.
Corollary 2.11. Lemmas 2.9 and 2.10 hold with T≺k (νk, α)
k, Tw≺ (K, θ) replacing
Y (k, α), Y∞(θ). 
Definition 2.12. The number Tw≺ (K, θ) is called a directional Chebyshev constant
(with direction θ) associated to (K,w), and the function θ 7→ log Tw≺ (K, θ) is called
the Chebyshev transform.
3. Chebyshev constants compatible with generalized degree
Now consider a modified grevlex ordering that is compatible with the grading
given by the convex body C. First, for α ∈ ZN+ define
r(α) := inf{r ∈ R+ : α ∈ rC}.
Then for j ∈ Z+, r(jα) = jr(α) is immediate, and
r(α+ β) ≤ r(α) + r(β), α, β ∈ ZN+
follows from (2.1). Thus
(3.1) r(jα+ kβ) ≤ jr(α) + kr(β), α, β ∈ ZN+ and j, k ∈ Z+.
Definition 3.1. Define ≺C on ZN+ by setting α ≺C β (and equivalently, zα ≺C zβ)
if
• r(α) < r(β); or
• r(α) = r(β) and zα ≺ zβ (where as before, ≺ denotes grevlex).
This is compatible with the grading: if α ≺C β then r(α) ≤ r(β), so
degC(z
α) = dr(α)e ≤ dr(β)e = degC(zβ).
For α ∈ kC, define the class of monic polynomials
MCk (α) :=
{
p ∈ Poly(kC) : p(z) = zα + ∑
β∈kC∩ZN
β≺Cα
aβz
β
}
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and the associated (discrete) Chebyshev constant
TCk (νk, α) := inf{νk(p) : p ∈MCk (α)}1/k,
where νk(p) = ‖wkp‖K , as before.
As mentioned in the Introduction: TCk (νk, α) does not yield a submultiplicative
function (unlike T≺k (νk, α)), essentially becauseMCk (α) uses the ordering ≺C which
is not compatible with addition of exponents. Hence we cannot apply Lemmas 2.9
and 2.10 directly. However, we do have the following.
Lemma 3.2. Let α ∈ kC. Then p ∈MCk (α) implies pj ∈MCjk(jα) for j ∈ Z+.
Proof. Write
p(z) = zα +
∑
β∈kC∩ZN
β≺Cα
aβz
β .
We claim that the leading term of pj with respect to ≺C is zjα. The monomial of
any other term is of the form zkα+(j−k)β for some β ≺C α and k < j. If r(β) < r(α)
then
r(kα+ (j − k)β) ≤ kr(α) + (j − k)r(β) < jr(α) = r(jα),
So kα+ (j − k)β ≺C jα.
If r(β) = r(α) then similarly, r(kα + (j − k)β) ≤ r(jα). We also have β ≺ α.
The latter gives kα + (j − k)β ≺ kα since grevlex is compatible with addition.
Altogether, we can conclude that kα+ (j − k)β ≺C jα holds in all cases. Thus the
leading term of pj is zjα, so pj ∈MCjk(jα). 
We need a slightly stronger property than p ∈ MCk (α) =⇒ pj ∈ MCjk(jα) to
apply the standard argument showing that the constants TCk (νk, α) give directional
limits:
(†) Given k, l ∈ Z+, α ∈ kC, and p ∈ MCk (α), there exists j0 ∈ Z+ such that
for any δ ∈ lC,
zδpj ∈MCjk+l(jα+ δ) for all j ≥ j0.
If C is a simplex, then ≺C is actually submultiplicative, which easily implies
(†). We can see this by elementary geometry. Put r1 = r(α) and r2 = r(α + δ).
Then ∂(r1C)∩RN+ and ∂(r2C)∩RN+ are on parallel hyperplanes, so translation by δ
sends all points of the first hyperplane into the second. It follows that r(β) ≤ r(α)
implies r(β + δ) ≤ r(α+ δ), and hence, β ≺C α implies β + δ ≺C α+ δ.
Another case for which (†) holds is when the scaled copies rC (r ∈ R+) cover
new points of ZN+ one at a time as r → ∞. In other words, whenever α 6= β we
have r(α) 6= r(β). (Clearly, this condition holds for a generic convex body C.)
To verify (†) in this case, let N(p) be the Newton polytope of p ∈ MCk (α), i.e.,
the convex hull in RN+ of all β ∈ ZN≥0 such that p contains the monomial zβ . Put
r = r(α); then by hypothesis, r(β) < r for all other terms of p (since zα is the
leading term), so α is the only point of N(p) on ∂(rC) ∩ RN+ .
For s > 0, a translation of N(p) by sδ takes α to a point α+sδ on ∂(r˜C) for some
r˜ > r. If we take s sufficiently close to zero, then only points in a small neighborhood
of α will move into the complement of rC. We can consider a neighborhood small
enough so that ∂(rC) and ∂(r˜C) are approximated by parallel hyperplanes. Then,
a translation of N(p) by sδ sends α to ∂(r˜C), but all other points of N(p) remain
in the interior of r˜C.
Now consider taking s = 1j for j ∈ Z+ sufficiently large. Next, note that N(pj) =
jN(p) by a straightforward calculation. With the polynomial pj , everything in the
previous paragraph scales by a factor of j, i.e., N(pj) = jN(p) ⊂ jrC, and jα + δ
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is the only point of N(pj) that translates to ∂(jr˜C); all other points remain in the
interior of jr˜C. See the picture below.
We have N(pj) + δ = N(zδpj), so the leading term of zδpj is given by zδ+jα.
Thus if zα is the leading monomial of p, then zjα+δ is the leading monomial of
zδpj , i.e., zδpj ∈MCjk+l(jα+ δ). This verifies condition (†).
Applying the argument of Lemma 1 in [11], we have the following.
Lemma 3.3. Suppose condition (†) holds for C. Then the limit
TwC (K, θ) := lim
k→∞
α/k→θ
TCk (νk, α)
exists for all θ ∈ int(C). 
We leave it as an open problem to relate Tw≺ (K, θ) to T
w
C (K, θ). Are these
directional Chebyshev constants equal?
4. Vandermonde determinant estimates
In this section, the compact set K and continuous weight w : K → [0,∞) are
fixed. We assume condition (†) of the previous section holds for C. We also use
the following notation:
Mk = number of points in kC ∩ ZN = dim Poly(kC),
hk = number of points in (kC \ (k − 1)C) ∩ ZN ,
Lk =
∑
α∈kC
deg(zα).
Remark 4.1. Note that Lk is the sum of the ordinary degrees of the monomials,
not the C-degrees. The normalization in equation (4.3) below uses an Lk-th root
so that transfinite diameter scales like a length.
We have the following limits. The first two are easy, and the last one is a bit more
involved—an explicit calculation is given in [2] (see Remark 2.17 of that paper.
Lemma 4.2. As k →∞,
hk
Mk
→ 0, (Mk!)1/kMk → 1, and Lk
kMk
→ AN ,
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where
AN =
1
volN (C)
∫
C
(θ1 + · · ·+ θN )dθ.
Here dθ = dθ1 ∧ · · · ∧ dθN denotes the N -dimensional volume measure in RN with
coordinates θ = (θ1, . . . , θN ). 
Definition 4.3. Let k ∈ N, and let {α(j)}Mkj=1 be an enumeration of kC ∩ ZN , so
that {zα(j)}Mkj=1 is a basis of Poly(kC). Given a finite collection of points {ζ1, . . . , ζs}
with s ≤Mk, define the Vandermonde matrix
VMwk (ζ1, . . . , ζs) :=
w(ζ1)
kzα1(ζ1) · · · w(ζs)kzα1(ζs)
...
. . .
...
w(ζ1)
kzαs(ζ1) · · · w(ζs)kzαs(ζs)
 = [w(ζl)kzαj (ζl)]sj,l=1,
as well as the Vandermonde determinant
(4.1) V DMwk (ζ1, . . . , ζs) := det
(
VMwk (ζ1, . . . , ζs)
)
.
For a set K ⊂ V , define
(4.2) V wk (K, s) := sup{|V DMwk (ζ1, . . . , ζs)| : {ζ1, . . . , ζs} ⊂ K}.
The quantity
(4.3) δwC,k(K) := (V
w
k (K,Mk))
1/Lk is the k-th order C-diameter of K,
and
δwC(K) := lim sup
k→∞
δwC,k(K) is the (weighted) C-transfinite diameter of K.
We compute upper and lower bounds for V wk (K,Mk).
Lemma 4.4. Fix k ∈ N. The inequality
V wk (K,Mk) ≤Mk!
Mk∏
j=1
T≺k (νk, α(j))
k
holds. The same inequality holds if we replace each factor T≺k (νk, α(j)) on the
right-hand side by TCk (νk, α(j)).
Proof. Enumerate the monomials {zα(j)}Mkj=1 according to the grevlex ordering, and
for each j ∈ {1, . . . ,Mk}, let
tj(z) = z
α(j) +
∑
l≺j clz
α(l)
denote the Chebyshev polynomial in Mk(α(j)), i.e., ‖wktj‖K = T≺k (K,α(j))k.
Now choose a set of Mk points such that V
w
k (K,Mk) = |V DMwk (ζ1, . . . , ζMk)|;
then
V DMwk (ζ1, . . . , ζMk) = det

wk(ζ1)z
α(1)(ζ1) · · · wk(ζMk)zα(1)(ζMk)
...
. . .
...
wk(ζ1)z
α(Mk−1)(ζ1) · · · wk(ζMk)zα(Mk−1)(ζMk)
wk(ζ1)tMk(ζ1) · · · wk(ζ1)tMk(ζMk)

since we may add multiples of other rows to the last, leaving the determinant
unchanged. Expanding and using the triangle inequality, we obtain
V wk (K,Mk) ≤
Mk∑
j=1
|wk(ζj)tMk(ζj)| · |V DMwk (ζ1, . . . , ζj−1, ζj+1, . . . , ζMk)|
≤Mk · T≺k (νk, α(Mk))kV wk (K,Mk − 1).
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A similar argument may be used to obtain
V wk (K,Mk − 1) ≤ (Mk − 1) · T≺k (νk, α(Mk − 1))kV wk (K,Mk − 2),
and further, V wk (K, j) ≤ j · T≺k (νk, α(j))kV wk (K, j − 1) for any smaller j. Putting
all of these inequalities together gives the desired inequality.
For the inequality involving the TCk (νk, α(j))
k constants, repeat the proof using
≺C to enumerate the monomials. 
Lemma 4.5. Fix k ∈ N. Then
V wk (K,Mk) ≥
Mk∏
j=1
T≺k (νk, α(j))
k.
The same result holds if we replace each factor T≺k (νk, α(j)) on the right-hand side
by TCk (νk, α(j)).
Proof. Fix k ∈ N, and let {zα(j)}Mkj=1 be the enumeration of the monomials in
Poly(kC) according to grevlex, i.e., zα(j) ≺ zα(k) if j < k.
Let us introduce the following notation: for j = 1, . . . ,Mk, set
Wj(ζ1, . . . , ζj) :=
∣∣∣∣∣∣∣det
w
k(ζ1)z
α(1)(ζ1) · · · wk(ζj)zα(1)(ζj)
...
. . .
...
wk(ζ1)z
α(j)(ζ1) · · · wk(ζj)zα(j)(ζj)

∣∣∣∣∣∣∣ .
Observe that for any collection of points {ζ1, . . . , ζMk} ⊆ K,
V wk (K,Mk) ≥WMk(ζ1, . . . , ζMk).
We now derive an inequality involving WMk−1. Fix {ζ1, . . . , ζMk−1} ⊆ K. Then,
by considering row operations as before, WMk(ζ1, . . . , ζMk−1, η) is equal to∣∣∣∣∣∣∣∣∣det

wk(ζ1)z
α(1)(ζ1) · · · wk(ζMk−1)zα(1)(ζMk−1) wk(η)zα(1)(η)
...
. . .
...
...
wk(ζ1)z
α(Mk−1)(ζ1) · · · wk(ζMk−1)zα(Mk−1)(ζMk−1) wk(η)zα(Mk−1)(η)
wk(ζ1)pMk(ζ1) · · · wk(ζMk−1)pMk(ζMk−1) wk(η)pMk(η)

∣∣∣∣∣∣∣∣∣
for any pMk ∈ M≺k (α(Mk)) and η ∈ K. We choose the particular multiples of
previous rows that give a polynomial satisfying pMk(ζ1) = · · · = pMk(ζMk−1) = 0.
Then pMk ∈M≺k (α(Mk)) and
V wk (K,Mk)
≥
∣∣∣∣∣∣∣∣∣det

wk(ζ1)z
α(1)(ζ1) · · · wk(ζMk−1)zα(1)(ζMk−1) wk(η)zα(1)(η)
...
. . .
...
...
wk(ζ1)z
α(Mk)(ζ1) · · · wk(ζMk−1)zα(Mk)(ζMk−1) wk(η)zα(Mk)(η)
0 · · · 0 wk(η)pMk(η)

∣∣∣∣∣∣∣∣∣
= |wk(η)pMk(η)| · |W1(ζ1, . . . , ζMk−1)|.
Choose η ∈ K that attains the sup norm, so that
|wk(η)pMk(η)| = ‖wkpMk‖K ≥ T≺k (νk, α(Mk))k;
then
(4.4)
V wk (K,Mk) ≥ |WMk(ζ1, . . . , ζMk−1, η)| ≥ |WMk−1(ζ1, . . . , ζMk−1)|T≺k (νk, α(Mk))k.
Observe that ζ1, . . . , ζMk−1 are arbitrary points of K in the above equation.
Now consider fixing ζ1, . . . , ζMk−2 and carry out a similar argument: construct a
polynomial pMk−1 ∈M≺k (α(Mk − 1)) with pMk−1(ζ1) = · · · = pMk−1(ζMk−2) = 0,
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substitute it for zα(Mk−1) in the second to last row, then choose the last point
η ∈ K such that |wk(η)pMk−1(η)| = ‖wkpMk−1‖K . This gives the inequality
(4.5) WMk−1(ζ1, . . . , ζMk−2, η) ≥WMk−2(ζ1, . . . , ζMk−2)T≺k (νk, α(Mk − 1))k.
Use (4.4) to estimate the left-hand side of (4.5), observing that the upper bound
on the left-hand side of (4.4) is valid for an arbitrary collection of Mk−1 points of
K. Hence
V wk (K,Mk) ≥WMk−2(ζ1, . . . , ζMk−2)T≺k (νk, α(Mk − 1))kT≺k (νk, α(Mk))k.
Now it is easy to see that the argument can be iterated to obtain the estimate
(4.6) V wk (K,Mk) ≥Ws(ζ1, . . . , ζs)
( Mk∏
j=s+1
T≺k (νk, α(j))
k
)
for successively lower values of s. The first statement of the lemma is proved when
s = 1.
To get the inequality with each T≺k (νk, α(j)) replaced by T
C
k (νk, α(j)), repeat
the proof word for word, but enumerate the monomials using ≺C . 
Using these estimates, we can now prove transfinite diameter formulas. As men-
tioned in (4.1), the Lk-th root is chosen so that the quantities δ
w
C,k, δ
w
C scale like a
length. However it is more natural to take the kMk-th root in the calculations that
follow.
Theorem 4.6. The limit Dw(K) := lim
k→∞
(V wk (K,Mk))
1/(kMk), exists, and
(4.7) Dw(K) = exp
(
1
volN (C)
∫
int(C)
log Tw≺ (K, θ)dθ
)
.
The transfinite diameter is then given by
δwC(K) = D
w(K)1/AN .
Proof. We have by Lemmas 4.4 and 4.5,
Mk∏
j=1
T≺k (νk, α(j))
k ≤ V wk (K,Mk) ≤Mk!
Mk∏
j=1
T≺k (νk, α(j))
k.
Let us take kMk-th roots in this inequality and let k →∞. Since (Mk!)1/(kMk) → 1
as k →∞,
Dw(K) = lim
k→∞
(V wk (K,Mk))
1/(kMk) = lim
k→∞
Mk∏
j=1
T≺k (νk, α(j))
k
1/(kMk) .
We need to show that the limit on the right-hand side of the above converges to
the right-hand side of (4.7). To see this, observe that the limit may be rewritten as
(4.8) lim
k→∞
exp
(
1
Mk
Mk∑
j=1
log T≺k (νk, α(j))
)
.
We look at the limit of the expression inside the parentheses. If we fix a compact
convex body Q ⊂ int(C), then
lim
k→∞
1
Mk
Mk∑
α(j)∈kQ
log T≺k (νk, α(j)) = lim
k→∞
1
Mk
∑
α(j)∈kQ
log Tw≺ (K, θj)
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where θj = α(j)/k, since for fixed k the difference between the quantities on each
side is bounded above by
sup
{| log |T≺k (νk, α(j))− log |Tw≺ (K, θj)| : j ∈ {1, . . . , Nk}} ,
and this goes to zero by Corollary 2.11 (to Lemma 2.10).
Since {θj : j = 1, . . . ,Mk} = 1kZN ∩ C, the discrete measure 1Mk
∑Mk
j=1 δθj , sup-
ported on a uniform grid, clearly converges weak-∗ on int(C) to the uniform measure
1
volN (C)
dθ as k →∞. Hence
lim
k→∞
1
Mk
∑
θj∈Q
log Tw≺ (K, θj) =
1
volN (C)
∫
Q
log Tw≺ (K, θ) dθ.
SinceQ was arbitrary, one can consider a sequence of compact convex sets increasing
to int(C) and obtain
lim
k→∞
1
Mk
Mk∑
j=1
log Tw≺ (K, θj) =
1
volN (C)
∫
int(C)
log Tw≺ (K, θ) dθ,
by a dominated convergence argument.
The formula for transfinite diameter follows by applying the third limit in Lemma
4.2. 
We have a corresponding integral formula in terms of TwC (K, θ).
Theorem 4.7. We have
Dw(K) = exp
(
1
volN (C)
∫
int(C)
log TwC (K, θ)dθ
)
.
Proof. By Lemmas 4.4 and 4.5 we have
(4.9) 1Mk!V
w
k (K,Mk) ≤
∏
α∈kC
TCk (νk, α)
k ≤ V wk (K,Mk) for any k ∈ N,
and taking logs we obtain
(4.10)
− log(Mk!)
kMk
+ log V wk (K,Mk)
1
kMk ≤ 1
Mk
∑
α∈kC
log TCk (νk, α) ≤ log V wk (K,Mk)
1
kMk .
We will apply measure theory to this estimate. But first we will take care of some
technicalities before returning to the proof. 
Introduce the following notation. Given α ∈ ZN , let
Eα,k := {θ ∈ RN : |θ − α/k| < |θ − β/k| for any β ∈ ZN},
and let Eα,k be its closure. By ele-
mentary geometry, Eα,k is an open N -
dimensional cube centered at α/k, with
side length 1/k and faces parallel to the
coordinate hyperplanes. The collection
{Eα,k}α∈ZN forms a grid in RN .
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Define the following subsets of ZN :
Nk := {α ∈ ZN : α ∈ kC},
N k := {α ∈ ZN : Eα,k ∩ C 6= ∅},
∂Nk := {α ∈ ZN : Eα,k ∩ ∂C 6= ∅},
N ◦k := N k \ ∂Nk.
By the notation defined earlier, Mk is the size of Nk. We will denote by Mk, Bk
and M◦k the sizes of the other three sets, respectively. (So M
◦
k = Mk −Bk.)
Lemma 4.8. We have
N ◦k ⊆ {α ∈ ZN : Eα,k ⊆ int(C)} and N ◦k ⊆ Nk ⊆ N k.
Also, BkMk = O(
1
k ), so that
Bk
Mk
, BkM◦k
→ 0 and MkMk ,
M◦k
Mk
→ 1 as k →∞.
Proof. If α ∈ kC then Eα,k ∩ C 6= ∅, so Nk ⊆ N k follows. If α ∈ N ◦k , then
Eα,k ∩ ∂C = ∅. It follows, since C and Eα,k are connected, that Eα,k ⊆ int(C).
This also implies that α ∈ int(kC), so N ◦k ⊆ Nk. The first statement is proved.
By construction, {Eα}α∈Nk and {Eα}α∈∂Nk are precisely those cubes that cover
C and ∂C respectively. We claim that Mk = O(k
N ) and Bk = O(k
N−1), which
is the same as saying that the box-counting dimensions of C, ∂C are N,N − 1
respectively. This is true because C is a convex set in RN with nonempty inte-
rior.¶ Hence Mk = O(kN ) and Bk = O(kN−1), and the second statement follows
immediately. 
Define the function `k : C → [0,∞) by
(4.11) `k(θ) :=
∑
α∈Nk
log TCk (νk, α)χEα,k(θ)
where χEα,k denotes the characteristic function of Eα,k. So `k(θ) = T
C
k (νk, α) for
θ ∈ Eα,k; in particular, when |θ − α/k| ≤ N2k . Together with Lemma 3.3, we have
(4.12) `k(θ)→ log TwC (K, θ) pointwise, as k →∞.
Now ∫
int(C)
`k(θ)dθ =
∑
α∈Nk
log TCk (νk, α)volN (Eα,k ∩ C),
so by the first statement of Lemma 4.8, we have the bounds
(4.13)∑
α∈N◦k
log TCk (νk, α)volN (Eα,k) ≤
∫
int(C)
`k(θ)dθ ≤
∑
α∈Nk
log TCk (νk, α)volN (Eα,k).
Similarly,
(4.14)
M◦k
kN
=
∑
α∈N◦k
volN (Eα,k) ≤ volN (C) ≤
∑
α∈Nk
volN (Eα,k) =
Mk
kN
.
Lemma 4.9. We have∣∣∣∣∣ 1volN (C)
∫
int(C)
`k(θ)dθ − 1
Mk
∑
α∈Nk
log TCk (νk, α)
∣∣∣∣∣→ 0 as k →∞.
¶In particular, ∂C is locally the graph of a Lipschitz map, so the box-counting dimension is
the same as that of an (N − 1)-dimensional hyperplane (i.e., N − 1).
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Proof. We will prove the lemma by showing that
(4.15) lim sup
k→∞
(
1
volN (C)
∫
int(C)
`k(θ)dθ − 1
Mk
∑
α∈Nk
log TCk (νk, α)
)
≤ 0
and
(4.16) lim inf
k→∞
(
1
volN (C)
∫
int(C)
`k(θ)dθ − 1
Mk
∑
α∈Nk
log TCk (νk, α)
)
≥ 0.
By (4.13), (4.14) and the fact that volN (Eα,k) =
(
1
k
)N
for all α,
1
volN (C)
∫
int(C)
lk(θ)dθ ≤ k
N
M◦k
∑
α∈Nk
log TCk (νk, α)
(
1
k
)N
=
1
M◦k
∑
α∈Nk
log TCk (νk, α).
Hence
1
volN (C)
∫
int(C)
`k(θ)dθ − 1
Mk
∑
α∈Nk
log TCk (νk, α)
≤ 1
M◦k
∑
α∈Nk
log TCk (νk, α)−
1
Mk
∑
α∈N◦k
log TCk (νk, α)
=
(
1
M◦k
− 1
Mk
) ∑
α∈N◦k
log TCk (νk, α) +
1
M◦k
∑
α∈∂Nk
log TCk (νk, α)
≤
(
1
M◦k
− 1
Mk
)
M◦k logR+
1
M◦k
Bk logR
=
(
1− M◦kMk + BkM◦k
)
logR −→ 0 as k → 0
by Lemma 4.8. Hence we obtain (4.15). Next, using (4.13), (4.14) to estimate from
below, we obtain by a similar calculation that
1
volN (C)
∫
int(C)
`k(θ)dθ − 1
Mk
∑
α∈Nk
log TCk (νk, α) ≥
(
M◦k
Mk
− M◦kMk − BkMk
)
logR
−→ 0 as k → 0,
which proves (4.16). 
End of the proof of Theorem 4.7. By the estimate (4.10) and Theorem 4.6,
lim
k→∞
(
1
Mk
∑
α∈Nk
log TCk (νk, α)
)
= logDw(K).
Applying Lemma 4.9,
lim
k→∞
(
1
volN (C)
∫
int(C)
`k(θ)dθ
)
= logDw(K).
Finally, using (4.12) and the dominated convergence theorem, the theorem follows.

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5. C-Leja points
To define C-Leja points, (called Leja points from now on, for convenience) we
use the modified grevlex ordering ≺C ; enumerate the monomials {zα(j)}∞j=1 in
increasing order according to ≺C . We will also write
V DM(ζ1, . . . , ζj) := V DM
w
k (ζ1, . . . , ζj)
where k = k(j) := degC(z
α(j)) and w is a fixed weight function on K.
A sequence of Leja points for K is a sequence
L := {ζj}∞j=1 =
⋃
s∈N
Ls,
where Ls = {ζj}sj=1 is constructed inductively: first set L1 := {ζ1} for some ζ1 ∈ K
for which w(ζ1) 6= 0; then given Ls, form Ls+1 := Ls ∪ {ζs+1} by picking ζs+1 ∈ K
that satisfies
|V DM(ζ1, . . . , ζs, ζs+1)| = sup
η∈K
|V DM(ζ1, . . . , ζs, η)|.
The Leja points of order k are those of the set LMk .
Assume condition (†) of Section 3 holds for C. We now show that in the un-
weighted case (w ≡ 1), Leja points give the transfinite diameter δC(K). The
statement for weighted Leja points is an open conjecture, even in the classical case
C = Σ.
Theorem 5.1. Let {ζj}∞j=1 be a sequence of (unweighted) Leja points for K, and
let Ls := V DM(ζ1, . . . , ζs). Then
(5.1) lim
k→∞
(LMk)
1/Lk = δC(K).
Before beginning the proof, note that by definition, LMk ≤ VMk , so δC(K) is an
upper bound for the lim sup of the left-hand side as k →∞. To get a lower bound
for the lim inf we will bound LMk from below. The argument is similar to that of
Proposition 3.7 in [5]. First we need a lemma comparing Chebyshev constants.
Lemma 5.2. Let α ∈ ZN and j, k ∈ N with α ∈ jC ⊂ kC. Then
TCk (νk, α)
k = TCj (νj , α)
j .
Proof. By the definition of≺C , we haveMCj (α) =MCk (α), as all lower terms for the
latter class are in jC. Since the classes are the same, the Chebyshev constants are
the same: if p is a polynomial in the class that maximizes ‖p‖K , then TCk (νk, α)k =
‖p‖K = TCj (νj , α)j . 
Remark 5.3. The above proof only works in the unweighted setting. If w 6≡ 1 and
j 6= k then ‖wkp‖K and ‖wjp‖K are not necessarily equal.
Lemma 5.4. Let s ∈ N. Then Ls ≥ TCk (α(s))kLs−1.
Proof. By the definition of Ls, the point ζs ∈ K maximizes V DM(ζ1, . . . , ζs−1, η)
over all η ∈ K, which by the proof of Lemma 4.5, maximizes
|V DM(ζ1, . . . , ζs−1)| · |p(η)|
over all η ∈ K for some polynomial p ∈MCk (α(s)). Hence
Ls = |V DM(ζ1, . . . , ζs)|
= |p(ζs)| · |V DM(ζ1, . . . , ζs−1)|
= ‖p‖K |V DM(ζ1, . . . , ζs−1)| = ‖p‖KLs−1 ≥ TCk (α(s))kLs−1.

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Proof of Theorem 5.1. Let k ∈ N. By repeatedly applying the previous lemma for
all indices in kC \ (k − 1)C, we obtain
LMk ≥ LMk−1
Mk∏
s=Mk−1+1
TCk (α(s))
k.
Iterating the above estimate another k − 1 times, we obtain
LMk ≥
k∏
j=0
 Mj∏
s=Mj−1+1
TCj (α(s))
j
 = Mk∏
s=1
TCk (α(s))
k
where the last equality follows from Lemma 5.2. Putting the right-hand side into
the estimate (4.9), we obtain
LMk ≥ 1Mk!Vk(K,Mk).
Taking Lk-th roots and letting k →∞, the result follows by Theorem 4.6. 
Remark 5.5. Let µk :=
1
Mk
∑Mk
j=1 δζj be the discrete probability measure at the
Leja points of order k. Putting together Theorem 5.1 and Corollary 6.5 from [2],
we have weak-∗ convergence to the equilibrium measure:
µk → (ddcVC,K)N as k →∞.
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