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Abstract 
We present an improvement of the force-directed method of undirected graph layout generation by 
maximizing the step length of the iterative optimization process. We show that the upper bound on the 
step length value depends only on graph characteristics and remains constant throughout the 
optimization process. Our algorithm finds the largest possible step length that does not result in 
divergence of the process, therefore it reduces the number of iterations needed to achieve the optimal 
graph layout. 
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1 Introduction 
Data visualization is an area of Informatics which purpose is representing information in a 
structured human-readable fashion. Many researchers face the necessity to process large volumes of 
data. Therefore, it is important to create ways of visual representation of data that would make it easier 
to reveal patterns and connections in datasets. The problem of data visualization is now being studied 
by a multitude of researchers. 
Sometimes datasets can be naturally represented in the form of graphs consisting of a set V of 
vertices (or nodes) and a set E of connections (edges) between them. Such datasets usually represent 
various network structures, like scientific paper citation networks, computer networks, etc. 
Visualization of such graph structures requires to find appropriate positions for all the graph vertices 
in the target space in such a way that graph topology, relations between vertices, and other relevant 
features are preserved. This set of positions is generally referred to as a graph layout. 
Information about the relations between the vertices can be represented by the matrix of distances 
between all pairs of vertices, which has high dimensionality. On the other hand, the target space 
dimensionality is usually low (either 2 or 3). Therefore, the problem of graph visualization can be 
viewed as the problem of reducing the dimensionality of the dataset while maximally preserving the 
distances between vertices. 
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Methods of graph layouts generation have a long history of development. Finding vertex 
coordinates in the target space may be viewed as a process of finding a minimum of some function of 
all those coordinates. This minimum should correspond to the optimal positions of the graph vertices. 
The graph can be treated as a system of interacting physical objects in space, and the function being 
optimized - as the energy of this system. Then the layout can be found iteratively starting from some 
initial configuration and moving towards the energy minimum. The direction of vertex movement is 
the opposite of the energy gradient, which is by definition the vector of force applied to the vertex. 
Therefore, such layout methods are commonly referred to as force-directed methods. 
Eades [1] and Fruchterman and Reingold [2] describe force-directed methods of vertex placement 
where there are repulsive forces acting between all pairs of vertices. At the same time, there are 
spring-like attractive-repulsive forces between adjacent vertices (those which are connected by an 
edge). Since this algorithm calculates forces between all pairs of vertices, its complexity is O(|V|2) per 
iteration, where |V| is the number of vertices in the graph. 
Kamada and Kawai [3] propose a method where spring-like forces are acting between all pairs of 
nodes, and their ideal distances are proportional to graph-theoretical shortest distances between nodes. 
The drawback of this method is that it requires to know the full distance matrix of a graph, which 
takes O(|V|3) time to calculate using the Floyd-Warshall algorithm [7]. 
The high computational complexity of these methods results in poor scalability to large graphs. 
There are several ways to reduce computational costs of force-directed methods. Some of them are 
based on a multi-scale approach: first a coarsening procedure is applied multiple times, which yields a 
sequence of progressively simplified representations of the original graph; then the layout of the 
coarsest level is found and iteratively refined by adding more details to the graph, moving from 
coarser to finer representations [4], [5], [6]. 
With the advancements in graphics processing units (GPU) technology it became possible to run 
highly parallel computationally heavy algorithms more efficiently than on CPU. Many researchers 
developed layout generation algorithms for GPU, which were able to significantly outperform existing 
CPU implementations [11], [12], [13]. 
One important question that needs to be answered when we apply an iterative optimization process 
is the choice of the iteration step length. This value affects how many iterations are needed to achieve 
the minimum, therefore it affects computation time. The larger step lengths result in fewer iterations, 
however, when the step length is chosen too large, the system becomes divergent and fails to achieve a 
minimum. Some researchers propose various "cooling schedules" for updating the step length during 
the optimization process, such as reducing the step length uniformly with each iteration [6]. This 
allows making large movements at the beginning of the process and more precise movements as the 
vertices approach their energy minima. 
Others use more refined procedures of adaptive selection. Yifan Hu [8] uses the notion of 
"progress" made by the system. The progress is a value that increases by 1 every time the iteration 
reduces the energy of the system and resets to 0 otherwise. The step length update procedure is as 
follows: if the energy of the system has been decreasing for several iterations in a row, the step length 
is increased; conversely, each time the energy rises, the step length is decreased. The change of the 
step length is made by multiplying or dividing it by some value slightly greater than 1. 
We present a different approach to step length selection based on Wolfe conditions [9]. These 
conditions are formulated as a set of inequalities aimed to improve convergence of inexact line search. 
We present an algorithm that uses these conditions to maximize the step length and determine the 
factors that limit the maximum step length for a particular setup. 
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2 Force-Directed Layout Model 
 
In our algorithm for finding the graph layout, we implemented a process similar to the gradient 
descent optimization process. We apply forces of electrostatic repulsion between each pair of vertices, 
and spring-like forces between vertices that are directly connected by an edge. 
Let ir
&
be the coordinate of the i-th vertex. Then the electrostatic force exerted on the i-th vertex by 
the j-th vertex is 
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where qi is the electric charge of the i-th vertex and jiji rrr
&&&  , is the vector from the vertex j to 
the vertex i. 
The spring force between the same pair of vertices is 
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where K is the stiffness of the spring and di,j is its ideal length. 
The total force iF
&
experienced by a vertex is treated as the descent vector on the current iteration. 
The new position of the i-th vertex is calculated as 
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Here k is the iteration number and sk is the step length on the k-th iteration. Note that this does not 
mean that all vertices are displaced by the same distance, since the vector iF
&
 may have different 
length for different i. Conversely, the step size sk is the same for all vertices and acts as a magnifying 
or diminishing factor. 
The potential energy of the i-th vertex in the presence of all the other vertices is 
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where adj(i) is the set of all vertices adjacent to i. The total energy of the system is the sum of Ei 
over the set of all vertices: 
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The sum must be divided by 2 because every pair of vertices is accounted for twice. 
3 Choosing the Step Length 
We choose the step length sk that satisfies the Wolfe conditions that can be written as the following 
inequalities [9]: 
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Here kR
&
is the vector composed of all the positions of the graph vertices at the k-th iteration, and 
kP
&
is the vector composed of all forces acting on the vertices at the k-th iteration. These vectors both 
have Vd  components, where d is the dimensionality of the target space. C1 and C2 are constants in 
the interval (0, 1). The constant C1 is usually chosen close to 0, while C2 is close to 1. We found the 
values of C1=0.1 and C2=0.9 to be reasonable. 
Vector kkkk PsRR
&&&  1 is the vector of vertex positions in the next iteration after they have 
been moved using step length sk. For brevity, we will sometimes denote energy value at the k-th 
iteration as )( kk REE
& further in the paper. 
The meaning of these inequalities can be articulated in the following way: 
x The first inequality ensures that the energy will be reduced sufficiently at the current 
iteration. By setting C1 to 0 this condition can be weakened so that is would require 
kk EE d1 . 
x The second inequality ensures that the gradient will either change its direction significantly, 
or its module will be reduced significantly. The closer C2 is to 1, the weaker this condition 
becomes. 
To improve convergence one should find a value for sk that satisfies both of these conditions. 
It is important to note that the energy gradient is opposite to the vector of force at the same 
iteration: 
kk PRE
&&   )(  (8) 
Therefore in order to apply Wolfe conditions one must calculate the dot products kk PP
&&  and
1 kk PP && and multiply them by -1. 
Ideally we would have to find an appropriate value for sk at each iteration before we displace the 
vertices and continue to the next iteration. However, that would be prohibitively expensive, since at 
each iteration we would have to perform multiple search sub-iterations to calculate forces, energies 
and dot products for different values of sk. Instead, we limit the number of search sub-iterations by 
some small number. If the appropriate step length has not been found for this number of sub-iterations, 
the algorithm uses the current step length, even if it does not satisfy the Wolfe conditions. We expect 
the algorithm to modify the step length over many iterations, finally arriving at an optimum value. 
We modify the step length using the following considerations: 
x If the first condition is not true, the energy has not been reduced enough or even has been 
increased. It can happen in two scenarios: either the new vector 1kR
&
is too close to the 
previous one (i.e. the step length is too small), or it is so far away that we overshoot the 
minimum along the descent direction (i.e. the step length is too large). In the first case, the 
second condition should also be false, since the new descent direction 1kP
&
is too similar 
to kP
&
. In the second case, the second condition is true, since 
1kP
&
 is now pointing in the 
opposite direction to kP
&
. 
x If the first condition is true, but the second one is not, we can move vertices further along 
kP
&
 and the energy will continue to decrease (i.e. there is an opportunity to increase the 
step length). 
With that said, we now can formulate the algorithm for modifying the step length (Algorithm 1): 
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if condition1 == TRUE AND condition2 == FALSE: 
 step ← increase(step) 
end if 
 
if condition1 == FALSE AND condition2 == FALSE: 
 step ← increase(step) 
end if 
 
if condition1 == FALSE AND condition2 == TRUE: 
 step ← decrease(step) 
end if 
Algorithm 1: Modifying the step length according to Wolfe conditions 
We tested several implementations of the functions increase and decrease to explore how it 
affects the convergence rate. In general, their implementation may be written as follows (Algorithm 
2): 
 
function increase(step): 
 return step + getRate() 
end function 
 
function decrease(step): 
 return step - getRate() 
end function 
Algorithm 2: Functions for modifying the step length 
Here the function getRate() returns the rate of change of the step length. In the simplest case 
the step length is changed by some small constant value. In other cases, the change rate is not constant 
but depends on the characteristics of the system. 
4 Implementation details 
The process of computing forces acting on each vertex can easily be parallelized vertex-wise since 
it only depends on the previous positions of the vertices. We took advantage of this fact by using a 
graphics processing unit (GPU) for force computation and vertex displacement. GPUs are known for 
their highly parallel architecture that makes them especially suitable for our purposes [10]. The 
drawing of the graph was also done on the GPU, which eliminated the need to communicate the 
computation results back to the CPU, yielding an additional gain in performance. For both drawing 
and computation, we used the Microsoft DirectX11 API, which includes the DirectCompute 
technology for general purpose GPU (GPGPU) calculations. 
To calculate the total energy Ek we first need to calculate the energy Ei
k of the i-th vertex and then 
sum over the set of all vertices. Calculation of the dot products 
kk PP
&&  and 1 kk PP && involves 
summation of Vd  values. The decision whether to delegate these calculations to the GPU may not 
be necessarily obvious. We made two implementations of the summation algorithm: one that works 
purely on CPU, and another one that offloads summations within the thread blocks to the GPU and 
performs the final summation on the CPU. We assessed their respective performance when working 
on various graphs. The GPU-CPU version generally performed better for larger graphs, since running 
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a GPU session involves making expensive graphical API calls, which can only be amortized when the 
amount of computation is large enough. 
5 Results 
The algorithm was tested on various procedurally generated graphs, as well as on graphs built from 
real network data. We define the critical step length scrit as the maximum value for step length that 
does not result in divergence of the optimization process. This critical value was found to be 
dependent only on the graph characteristics, namely, on the maximum degree of the vertices, and on 
the constant factors in force calculations (such as spring stiffness and electric charge). This means scrit 
does not change throughout the whole optimization process. Our algorithm successfully approximated 
the scrit by performing several search sub-iterations during each iteration (Figure 1). In fact, we found 
that it was sufficient to perform only one sub-iteration, modifying the step length just once per 
iteration according to Algorithm 1. Since the critical step length is constant for a particular graph, it is 
sufficient to find some step length s* close to (but smaller than) scrit and end the step search procedure, 
using s* until the optimization process is complete. 
In attempt to speed up the procedure of finding s* we examined different approaches to selecting 
the rate of change rstep of the step length. The simplest approach was to use some constant value as 
rstep. Another idea was to change rstep according to the rate at which the energy decreases. We define 
the energy decrease at the k-th iteration as 
1 ' kkk EEE  (9) 
 
and calculate the rate of change rstep using the relation 
0/~ EEr kkstep ' , (10) 
where the factor of proportionality depends on constant values used in force calculations. 
The main idea behind that relation is to allow to change the step length in large steps at the 
beginning of the optimization procedure, and to restrict the change rate to smaller values as sk gets 
closer to its critical value scrit. Experiments showed that with this selection of rstep the step length 
approaches scrit in fewer iterations, quickly getting into the vicinity of scrit at the very beginning of the 
procedure (Figure 1). 
For the initial step length s0 we always picked a value small enough to guarantee convergence of 
the procedure. We also imposed additional restrictions on rstep to force it to stay within certain limits 
which depend on concrete values for spring stiffness and vertex charges. 
Upon finding the stable value of sk the step search procedure may be terminated for performance 
reasons. We assumed the value of sk to be stable if it was used unchanged for a specified number of 
iterations in a row, though some more refined methods may be used. 
Figure 2 shows drawings of the benchmark graphs that we used. The graphs were laid out in 
3-dimensional space and rendered in a fully interactive visualization environment that allowed 
changing the angle of view and zooming in on particular areas. The graphs presented here are 
collaboration networks between scientists in the areas of general theory of relativity (5242 nodes, 
28980 edges) and high energy physics (9877 nodes, 51971 edges) [14]. The desired quality of layouts 
was typically achieved in 5000-10000 iterations with these graphs. 
 
Improved Force-Directed Method Dmitry Egorov and Alexey Bezgodov
694
  
 
 
 
6 Conclusion 
We present a way to improve convergence of force-directed graph layout methods by using 
adaptive step length. To our knowledge, the presented method of step length selection based on Wolfe 
conditions has not been applied to the problem of graph layout generation. We find that the step length 
is bounded from above by some critical value that depends on the structure of a graph, namely, the 
maximum degree of a node (the maximum number of connections a node has). Therefore, a particular 
graph always has the same critical value for step length (under the condition that all the constant 
factors in force calculations are the same). The presented algorithm automatically finds the optimal 
step length for laying out a particular graph without the need for user intervention, which speeds up 
Figure 2: Drawings of the 5242-node graph (a) and the 9877-node graph (b) 
Figure 1: Typical values of the step length sk in arbitrary units during the optimization process for the
5242-node graph (a) and the 9877-node graph (b) 
 
5242 nodes, 28980 edges 9877 nodes, 51971 edges 
(a) (b) 
(a) (b) 
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the process of finding the layout. This algorithm can be used as a subroutine in a multi-scale algorithm 
for drawing larger graphs. 
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