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Abstract
We develop a non-Markovian extension to the caldeira-leggett master equation for
quantum Brownian motion by using the timescale of the bath as a small parameter around
which to perform a perturbative expansion. This framework allows us to deal directly
with the time non-locality of the non-Markovian regime. We derive an exact description
of the evolution of the reduced density matrix and obtain a new quantum master equa-
tion with non-Markovian corrections added perturbatively to the standard Lindblad form.
The resulting simulations show new dynamics and a strong deviation from Markovian
behaviour. We observe that quantum coherences survive far longer than in the Marko-
vian limit. In particular, when the system is fully non-Markovian, quantum phenomena
experience a form of decoherence that behaves functionally like an inverse-power law.
These results may have important implications in quantum technologies and biology as
they suggest environments can be engineered to support long-lived quantum coherence.
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Chapter 1
Introduction
Although quantum mechanics is not necessary to describe every physical system, all physical pro-
cesses ultimately rely on quantum phenomena. Studying the interface between the classical and
quantum domains is a necessary step in furthering our understanding of how quantum physics can
be used in technological applications. Utilising quantum phenomena depends on the window of time
in which a physical system transitions from quantum to classical. This time window is usually re-
ferred to as the decoherence time. A shorter decoherence time provides less opportunity for quantum
features to be exploited.
The theory of open quantum systems (OQS) is the study of quantum systems interacting with
their environment [1]. This interaction can have significant effects upon the system’s behaviour. In
nature the environment is generally considered to cause the disappearance of quantum phenomena.
Therefore, by focusing on the properties of the environment we are able to further our understanding
of the quantum properties of the system of interest.
In this thesis we will discuss a mechanism for slowing down decoherence - utilising the emergent
dynamics produced through memory effects [6], particularly in the context of biological systems
[7–9]. These memory effects are dependent on the structure of the environment and the nature of
the interaction between environment and the system of interest. Memoryless dynamics assume an
environment into which information is dissipated very rapidly, and result in Markovian behaviour for
the system of interest. In contrast, memory requires a non-trivial interaction in which information
flows back from the environment to the system. Such interactions are present in many real-world
physical systems, and therefore theoretical analysis offers valuable insight into physical phenomena
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that emerge in nature.
In this thesis we will study a single particle undergoing quantum Brownian motion. The coupling
between the system and the environment is reflected by interaction terms in the Lagrangian, which
prevent the system and environment from being expressed as isolated systems. Unpacking the dy-
namics and constructing a quantum master equation for the system of interest in the non-Markovian
case is difficult as the evolution is no longer local in time [1]. Rather than one event leading directly
to the next, memory requires earlier events to be taken into account. This prevents the dynamics of
the system from being broken up into a chain of events local in time. Hence the dynamics of an open
quantum system with memory will be described through a non-local time evolution.
1.1 Quantum Mechanics
Quantum mechanics describes matter at the microscale and thereby provides the foundations for many
fields of physics, from particle physics to condensed matter. At the heart of quantum mechanics is
the observation of wave-like behaviour of matter which is absent in the Newtonian, or classical,
description of the universe. The experimental evidence of quantum mechanics, and its incongruity
with classical mechanics, is demonstrated nicely by the double slit experiment [2, 3].
(a) Classical behaviour of a beam of particles. (b) Quantum behaviour of a beam of particles.
Figure 1.1: The difference between quantum physics and the more intuitive classical physics demon-
strated by the double slit experiment. The experimental set-up comprises of a measuring device
(detector), which results in the quantum behaviour in Figure a) and its absence in Figure b).
Figures 1.1a and 1.1b show the results of the double slit experiment, in which a beam of particles
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passes through two slits. We see that when measured the dynamics of the particles are governed by
Newtonian mechanics. However, when we stop observing the particles by removing the detector, the
particles exhibit wave-like behaviour. This behaviour, and by extension the entire quantum state of a
particle, is governed by its wavefunction. Wave-particle duality is also exhibited by larger and more
complex physical objects such as atoms and even molecules [4]. This experiment shows that mea-
suring a quantum system can destroy quantum behaviour and thereby causes the system to behave
classically. The divide between the quantum and classical domains is highlighted by the failure of
conventional probability to predict the behaviour of quantum phenomena. This leads to a new con-
ception of probability, described by wavefunctions, and the development of a theory which describes
the quantization of a system’s observable quantities [2].
Furthermore, unlike classical mechanics, the fundamental principles of quantum mechanics, such
as the Heisenberg uncertainty principle, prevent a complete description of a quantum mechanical
system from being known. A result of this uncertainty is that our knowledge of the system will
depend on the type of measurement we make. This means no quantum system can be fully described
without prior knowledge. Furthermore, the no-cloning theorem shows that no unknown state can be
perfectly replicated, and therefore prevents any attempt to get around the issue of uncertainty through
repeated measurements on a cloned system [10].
Quantum superposition and quantum entanglement [5] are examples of phenomena which can
only be explained with quantum mechanics. The principle of quantum superposition asserts that any
linear combination of quantum states is itself a state of the system. Quantum entanglement occurs
when different states mix in such a way that they are not separable, thereby exhibiting non-local
correlations between different systems. These are distinctly non-classical traits, which find their roots
in quantum mechanics. Entanglement within quantum systems is characterised through quantum
coherence, and the loss of entanglement is described by the process of decoherence.
Quantum mechanics is necessary to understand fundamental properties of nature. The derivation
of the Pauli exclusion principle in quantum field theory, for instance, explains why particles exist in
two different classes, fermions and bosons. Whilst many bosons can co-exist in the same quantum
state, fermions cannot. The exclusion principle is utterly fundamental and governs all matter, success-
fully describing its properties, from the stability of atoms to the structure of neutron stars. Quantum
mechanics is also vital in other disciplines. For instance, quantum chemistry is a clear example of the
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fundamental role played by quantum mechanics. The energetics of molecules in chemical reactions
require quantum mechanics to be modelled accurately.
Similarly, the exploitation of quantum phenomena has created technologies that would have previ-
ously been impossible to realise. One of the earliest and most effective implementations of quantum
technology is the use of Josephson junctions inside superconducting quantum interference devices
(SQUIDs). With this technology, incredibly sensitive magnetometers can be integrated into medical
imaging devices, creating MRI machines which scan biological matter in a penetrating yet harmless
way, revolutionising the medical imaging industry and saving many lives in the process. Nuclear
Magnetic Resonance (NMR) is a great example of the new opportunities quantum physics presents to
technological progress. It is worth emphasising here that to maintain their precision, SQUIDs require
constant cooling from liquid Hydrogen, which isolates the quantum systems from any interaction with
the environment.
Another timely example of the practical relevance of quantum mechanics is the realisation of the
quantum computer. One of the most promising instances of a quantum computer is a trapped ion
quantum computer. Like SQUIDs, trapped ions must be isolated from the surrounding environment
to protect quantum phenomena from decoherence.
A common assumption made across these examples is that decoherence occurs following exposure
to the environment. This is consistent with the double slit experiment discussed previously, where the
detector can be treated as the environment of the system of interest, performing a measurement on it.
The suitability of this assumption is something we shall be discussing in later sections.
It is then natural to ask the question as to whether quantum mechanics play a role in biologi-
cal phenomena as well. The incorporation of quantum mechanics into biology, however, remains
a burgeoning field. Clear examples of quantum biology are generally elusive given the interdepen-
dent nature of biological processes which makes the isolation and study of well-controlled physical
phenomena difficult.
We have now identified the environment, and therefore environment-induced decoherence, as a
limiting factor to the survival of quantum coherences and exploiting the non-trivial quantum phenom-
ena they exhibit. If we are to understand natural or artificial quantum physical systems then clearly
the environment must be taken into account in our models.
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1.2 Open Quantum Systems
The theory of open quantum systems provides a framework for describing quantum systems coupled
to the environment. Figure 1.2 illustrates the difference between an isolated quantum system and an
open one. In reality, all quantum systems interact with their environments even though the consid-
eration of a system’s environment is not always necessary or even useful. For instance, if we take
the case of a heavily isolated ion trap, then environmental interactions are negligible. However, in
general the environment plays a role in the dynamics of many systems in nature and the Theory of
OQS needs to be applied. OQS theory gives a description of the evolution of an ensemble. This is in
contrast to the deterministic Schro¨dinger equation approach, which is unable to describe a processes
such as decoherence. To capture the collective dynamics of a quantum statistical ensemble we require
an entirely different formulation of the system’s state and of how it propagates.
Figure 1.2: A visualisation of closed and open quantum systems.
In fact, states within the quantum system of interest will be correlated to environmental degrees of
freedom when they interact with their environment. This creates an ensemble of states in which sys-
tem and environment are entangled and cannot be separated. Therefore, the system and environment
must be treated as a statistical ensemble. Such a description is provided by the density matrix, and
goes beyond the pure states of the Schro¨dinger equation, allowing the process of decoherence to be
modelled and understood. To effectively derive the dynamics of the system of interest alone we inte-
grate over the environmental degrees of freedom. The resulting dynamics are describe by the reduced
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density matrix, and are captured by a quantum master equation which describes the non-unitary time
evolution of the system.
The theory of open quantum systems is necessary to understand quantum Brownian motion.
Brownian motion is a diffusion process [11], classically described by the Fokker-Planck Equation,
whose dynamics can be represented in terms of a Langevin equation, in which a particle follows a
random trajectory. Diffusion processes are intrinsically linked with how a system interacts with its
environment, and this relationship is described by the fluctuation-dissipation theorem (FDT) [12] .
So-called normal diffusion generally occurs at equilibrium and corresponds to the mean square dis-
placement of the Brownian particle scaling linearly with time. By modelling a Brownian particle as
a quantum system interacting with its environment we can derive a quantum master equation that can
be translated into the Fokker-Planck equation through Wigner transformations [11]. This replicates
familiar classical equations of motion in the classical limit and demonstrates how the theory of open
quantum systems can provide a bridge between quantum and classical mechanics. Furthermore, we
can use it to explain macroscopic physical phenomena in nature. An example is anomalous diffusion,
which occurs away from equilibrium and describes starkly different behaviours [13] to standard dif-
fusion. We see this in plasma physics, where quantum dynamics manifest themselves directly at the
macroscale [14].
Another challenge created by the analysis of OQS is to understand thermodynamics in the quan-
tum domain and the implications this has for classical thermodynamics. One example of quantum en-
tropy is Von-Neumann entropy [15], which is a quantum equivalent of classical Shannon entropy [15].
The total entropy of an open quantum system cannot necessarily be calculated through the addition
of its subsystems and requires a non-extensive description [16, 19], where entropy is independent of
a system’s size. This highlights the non-trivial thermodynamical behaviour and properties of open
quantum systems. The dissolution of boundaries is characterised by a flow of quantum information
from system to environment. If the environment is an infinite heat bath then information will dis-
sipate. However, information can flow back and forth between the two systems in the presence of
a structured environment. This exchange is heavily related to the concept of Markovianity and the
dynamics it describes.
An important concept which deserves further discussion is decoherence and its relationship with
classical physics. The density matrix captures a system’s behaviour in both classical and quantum
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regimes. In a quantum regime, off-diagonal matrix elements are present and correspond to quan-
tum coherences. The remaining elements situated on the diagonal can be interpreted as a statistical
mixture of states with no superposition. The diagonal elements lead to classical dynamics following
decoherence, whereby the environment interacts destructively with the quantum coherences. This can
be modelled by non-unitary dynamical terms which describe coherences leaking from the density ma-
trix as quantum information is dissipated into the environment. Although this description leads to the
dominance of classical components in the density matrix, it does not capture wavefunction collapse
and provide a complete transition of quantum mechanics to classical mechanics. Zurek posited an
argument for tying measurement and wavefunction collapse into the description of decoherence [17].
In this approach the diagonal elements of the density matrix are associated with “pointer states”. De-
coherence is replaced with “environment induced superselection” which creates a distinction between
classical and quantum aspects of the system. This superselection ensures the classical components
survive following the system’s interaction with the environment.
Decoherence is tied also into the eigenstate thermalistation hypothesis (ETH) [18]. For dynamics
systems which are ergodic the time average of the system’s dynamics are equal to the space average,
meaning every point in space is visited in some uniform manner. In classical systems ergodicity is
a result of thermalisation: the process of a system’s observables converge upon equilibrium values
and remain there, allowing microcanonical predictions to be prescribed, and the problem of under-
standing the system becomes a matter of standard statistical mechanics. Within quantum systems
thermalisation is described by the ETH, which bridges the gap between quantum mechanics and
statistical mechanics. Following thermalisation, the physical observables of a quantum system, de-
scribed by eigenstates, can be predicted by the microcanonical ensemble of its classical counterpart.
In this scenario, each eigenstate contains a thermal state which is hidden by quantum coherence and
as decoherence occurs the thermal states within are revealed.
1.3 Non-Markovianity
The simplest description of a quantum master equation for the reduced density matrix relies on the
Markov approximation. This is a common approximation made when calculating the equation of
motion for the quantum system of interest, in which we neglect the effect of a system’s history on its
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future evolution. In other words, this system lacks memory and as a result of information dissipating
rapidly into the environment. A common physical justification for making this approximation is that
the environment is effectively an infinite reservoir, such as a heat bath [11]. This approximation vastly
simplifies the calculation but neglects much of the system’s dynamics.
Figure 1.3: A visualisation as to the difference in behaviour of a dynamical system under Markovian
and non-Markovian regimes. In the Markovian regime, at any instant of time the future state of the
system is predicted by its current state only. In the non-Markovian regime, instead modelling the state
of the system in the next time step requires knowledge of its past.
By relaxing the Markov approximation, we can create a more realistic physical model that allows
for a backflow of information from environment to system. A non-Markovian regime considers prior
dynamics, see Fig 1.3, which manifest through what are called memory effects. Unfortunately, it
is very difficult to model a system’s entire history because the interaction with its environment is
generally non-trivial. Approximations can be introduced to overcome this challenge, such as a weak
coupling between the system of interest and the environment. The Bloch-Redfield master equation
[20], for instance describes systems weakly coupled to their environments [21] and can be extended
into a non-Markovian regime through perturbations with this coupling. The Redfield master equations
are very closely related to, and can indeed be transformed into, a more general class of quantum
master equations - the so-called Lindblad class. Both version, Markovian and non-Markovian, can be
applied to the spin-boson model, which is relevant to quantum information theory [20]. It is important
to note at this stage that non-Markovianity is most appropriate not only for strongly coupled systems,
but for systems at low temperature, thereby illustrating that the weak-coupling approximation is only
appropriate under specific circumstances.
More general descriptions of non-Markovian systems do exist, although these have their own
limitations. One instance is the HPZ master equation [22] - an important development in understand-
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ing non-Markovianity as it provided a complete description of quantum Brownian motion, which
makes no assumption about the coupling. The derivation of the HPZ master equation is achieved
by approximating convolution integrals and introducing time-dependent coefficients alongside a new
source term to incorporate history. The resulting non-Markovian quantum master equation must be
computed numerically. Although it is rather difficult to solve beyond the simplest cases, this mas-
ter equation provides a characterisation of quantum Brownian motion at arbitrary temperature and
system-environment coupling. It has been shown that quantum correlations in these systems can be
protected from decoherence by memory effects, with the decay times of entangled states increasing.
Stochastic equations can also be constructed to describe non-Markovian quantum Brownian motion
and solved perturbatively [8, 23].
Rather than constructing a non-Markovian quantum master equation from the perturbative ex-
pansion of an equation of motion with the system-environment coupling strength as a small ex-
pansion parameter, it is possible to use a timescale to expand around instead. The condition for
non-Markovianity we shall be looking at in later chapters is implemented by the definition of an
environment where information will not be irreversibly dissipated. Instead of approximating it as a
heat bath of oscillators with frequencies up to infinity, we will introduce an upper cut-off frequency.
We will do so by modelling the propagation of a Brownian particle, including memory effects, with-
out making any of the restrictive approximations mentioned in other derivations (although we will
introduce our own). Understanding open quantum systems in which system and environment have
comparable timescales is challenging because the dynamics of each is significant and therefore the
designation of “system” and “environment” becomes poorly defined. It seems intuitive to believe that
such circumstances are common in nature.
1.4 Quantum Biology
Quantum biology is the study of non-trivial quantum mechanics in the context of biological systems,
where quantum phenomena are a necessary component of a biological process. There are a number of
biological mechanisms for which a quantum mechanical model has been proposed such as quantum
random walks in photosynthesis [9,24–31], avian magnetoreception [32–35], and electron and proton
transport in enzyme action [36–41]. This is not an exhaustive list of examples where non-trivial
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quantum mechanics may play a role in biological processes.
Figure 1.4: Diagram of the Fenna-Matthews-Olson protein complex.
The energy transfer within light harvesting protein antennae is a subject of current interest in quan-
tum biology. Under certain conditions photosynthetic energy transfer can be over 90% efficient. The
transport networks within complex photosynthetic systems are vast molecular mazes thereby making
efficient navigation particularly difficult to achieve, as we can see from Figure 1.4. Nevertheless,
one possible means of achieving efficient energy transport in a disordered environment is through
quantum mechanics [24–28].
A notable physical phenomenon identified in these photosynthetic systems is so-called quantum
beating, characterised by oscillating quantum coherences of excitons detected spectroscopically. The
importance of this beating to the energy transfer within these networks is a contentious issue. The
presence of quantum beating alone is not proof that that these biological processes utilize quantum
coherences. In fact, quantum coherences could simply be the byproduct of a classical process despite
the benefits offered to evolution by quantum-assisted energy transfer [29]. Interaction with the sur-
rounding physical environment has been identified as an overlooked characteristic and [24, 27, 29],
in order to accurately simulate this process a more complete mathematical model of the system is
required. Overall, it is important to acknowledge that this is an ongoing area of research in which
both classical [42] and quantum models [24] have been proposed to explain energy transport in pho-
14
tosynthesis.
Quantum biology considers the mechanics of magnetoreception in many animals, including the
most celebrated example, the European Robin [32–35]. To investigate this mechanism, birds were
isolated from the Earth’s magnetic field, and their behaviour monitored whilst in the presence of an
artificial magnetic field. Robins were found to use biological compasses in order to navigate across the
Earth. Furthermore, magnetoreception has been identified in salmon [43], tadpoles [44], chicken [45],
and butterflies [46].
Figure 1.5: The free radical pair production in Cryptochrome [34].
The proposed quantum mechanism for the magnetoreception of European Robins uses a light
induced radical pair reaction to sense an external magnetic field [35]. Light activates an electron
donor-pair, inducing it to transfer an electron which creates a radical pair, two molecules each with
an unpaired electron spin. The quantum state of this radical pair enters a superposition of singlet
and triplet states. The external magnetic field will affect the probability of the two states produced,
and is proposed to give the robin’s internal magnetic compass a chemical mechanism with which to
function. The primary chemical candidate for producing a radical pair in the robin’s physiology is a
photosensitive protein, Cryptochrome. This protein is a photoactive pigment in the bird’s eye, so the
light required to create a radical pair is readily available. Once a radical pair has been created from
Cryptochrome, the products of this radical pair’s decay would depend on the strength and direction of
the magnetic field in the environment. The generation of the two different products of this reaction,
singlet and triplet, is shown by Figure 1.5. The products of this reaction would then allow the bird
15
to not only sense, but also navigate using the Earth’s magnetic field. Unfortunately, the manner in
which nature could produce radical pair receptors allowing for such a precise detection of the Earth’s
magnetic field is unknown. The theory for avian magnetoreception is still developing and the debate
on how it functions is far from over.
Olfaction (smell) involves the detection of volatile molecules known as odorants. This process
is achieved through the binding of these odorants to specific sites on olfactory receptors [36]. The
result of this process is a biological system that can detect the presence of certain chemical groups in
molecules through a signature odour. The full biological mechanism behind olfaction is still unknown,
and because of its high accuracy in discriminating between different odorants, the detection process
might require the sensitivity of a quantum system to function.
Many models have been proposed for olfaction. Some are simple “lock and key” models, in
which the odorant can only fit into the correctly shaped receptor [37]. Such models did not account
for the multiple complexities that olfactive systems require and exhibit. Further models have been
proposed that would improve the ability of olfactory receptors to identify compounds. One is the
vibrational theory of olfaction, in which the detection of odors is based on a spectrum of energies
that correspond to the vibrational modes of a chemical bond in an odorant, this detection would then
involve electron tunnelling within the receptor. The vibrational theory of olfaction has proved to be
highly controversial, and is part of an ongoing debate on the roles that vibrational spectra play in
the identification of an odorant. Without a quantum sensor, vibrational theory has been criticised as
too primitive [37, 38]. On the other hand, this quantum model of olfaction has been described as
implausible [39]. Frameworks for the analysis of such a model have been outlined and provide the
foundations for corroborative experimental tests [40, 41].
These examples illustrate how quantum mechanics provides a framework with which to under-
stand biological processes outside of classical physics. However, cellular environments are wet,
noisy, and warm. Environments with these characteristics are associated with the rapid decoher-
ence of quantum phenomena, which implies that biological systems in nature are incompatible with
any of the previously proposed quantum models. Therefore, we have identified a significant problem
for quantum biology: how can biological systems utilise quantum mechanics when cellular environ-
ments are hostile to quantum phenomena? The solution to this problem may lie in the structure of
these environments.
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1.5 Non-Markovian Dynamics in Quantum Biology
Rapid decoherence is a problem that biological systems must overcome in order to exploit quantum
phenomena. Typical timescales of biological processes are far greater than the timescale of decoher-
ence in a cellular environment. One feature of these systems which could influence decoherence times
is memory. We hypothesise that non-Markovianity can shield quantum phenomena from rapid deco-
herence and, in doing so, extend the window of time in which they can be utilised. Many biological
processes described by classical physics already require non-Markovian frameworks to be properly
understood. For instance, the reaction which initiates protein transformation can be sensitive to envi-
ronmental interactions [47]. Unfortunately, there are many obstacles preventing the identification of
quantum phenomena within biological systems and understanding their functionality [48]. However,
it is possible to identify non-trivial quantum mechanics in non-Markovian systems by deriving theo-
retical models and then identifying potential realisations of these models experimentally. For instance,
the non-Markovian transport of excitations through quantum networks in the presence environmental
noise can be modelled with Lindblad operators [49]. This can then be verified experimentally through
a laser-pumped atomic system and has implications for photosynthetic networks.
Certain characteristics of biological systems can be used in order to identify whether a system
requires a non-Markovian description. For example, it is common for the relaxation time of biolog-
ical environments to be slower than the electronic energy transfer dynamics within photosynthetic
networks, which means that the Markov approximation is no longer appropriate [50]. Quantum phe-
nomena propagate in these network through the transmission of entangled states. When the excitation
transport is optimised these entangled states vanish, suggesting that they play no functional role.
This highlights a problem with constructing theoretical models for particular systems which cannot
be verified; there are examples of quantum coherences increasing the efficiency of excitation en-
ergy transfer, of inhibiting it, and of having no effect [51]. Entanglement-driven transport has been
successfully applied to photosynthetic systems [50] which puts it at odds with the previous results
discussed. The quantum model of energy transport is built from a Hamiltonian describing the ground
states and excited states at different sites in the network and the coupling between them (see Figure
1.6). A path integral is constructed from these dynamics and then numerically calculated, in the pres-
ence of a non-Markovian environment the results obtained are qualitatively identical to those obtained
from a classical approach using the hierarchical equations of motion. None of these results are clear
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demonstrations of how non-Markovianity can lengthen decoherence times in a biological context. By
deriving a non-Markovian master equation for a more general system it will be possible to identify
the role memory effects can play in biological systems.
Figure 1.6: Energy transport through molecular complexes labelled 1, 2, and 3 illustrated through
the blue arrows. Green arrows show the interactions between the red particles which compose the
surrounding thermal reservoir.
The difficulty of deriving master equations for complex systems has led to various techniques
with which to capture complete descriptions of dynamics. One technique is the reaction coordinate
method, which involves defining a collective degree of freedom within the environment which can
be incorporated into our characterisation of the ensemble’s dynamics. This method has been used to
study non-Markovian effects within a multilevel maser system coupled to a heat bath [54]. Memory
effects are found to increase the efficiency of these microscopic systems. Given that these models
are very similar to biological systems and the two level spin-boson models discussed earlier, these
are very relevant findings. Conversely, non-Markovian quantum dynamics fails to model the experi-
mental data of fluorescence dynamics of Purple Bacteria [52, 53]. If a parameter can be found which
characterises how non-Markovian a system is, then a series expansion around this parameter will al-
low the leading order contribution from memory to be characterised. This opens the possibility of
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constructing theoretical non-Markovian frameworks within quantum biology in order to understand
and learn from nature.
1.6 Numerical Approaches to Non-Markovianity
As eluded to in the prior section, the propagation of a quantum systems is captured a path integral.
Calculating a path integral is very involved as it contains all possible path trajectories of a system over
all time. This can be simplified by separating classical and non-classical (quantum) paths and breaking
up each path into intervals in time and space. In the case of a harmonic oscillator this can even be used
to obtain an analytical description [2]. In the non-Markovian case, memory prevents the path from
being broken up and therefore the same approach cannot be taken. In such situations the path integral
non-Markovian memory terms may be perturbatively expanded and the path integral skeletonized.
Another approach is to compute the entire path integral, which can only be done numerically.
One approach to the path integral is the use of Monte Carlo methods [55]. For Markovian systems
the Metropolis–Hastings algorithm can be used in which random samples are drawn from a probability
distribution. Each sample is taken iteratively, with each succeeding sample being dependent on that
which came before. In the case of a path integral, each sample corresponds to a different path. In this
manner, the evolution of random paths can be constructed and the path integral approximated. This
method treats the paths as a Markov chain, therefore making it unsuitable for non-Markovian systems.
This can be adapted to incorporate memory effects. This is done by formulating the dynamics as an
ensemble of stochastic equations [56]. The coupling between system and environment is split into
components which act on the system and environment. This stochastic description is still too complex
to calculate, but by focusing on a single observable its entire history can be captured and calculated.
Because information is lost over time in the presence of dissipative environment, it can be argued
that memory has a finite region of influence over the propagation of a quantum system. In order to
exploit this argument, the path integral of the system must be described through tensor multiplication
[57]. The tensor describing the reformulated path integral is known as a propagator tensor. In this
regime, after the environmental degrees of freedom are integrated out, the interaction between system
and environment is captured by the influence functional. The influence functional is broken into a
series of individual influence functions which are related to the evolution of independent states, this
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approach is known as the quasi-adiabatic path integral (QUAPI). The final result of this approach
is a series of Redfield-like equations formulated as a tensor which capture a substantial amount of a
system’s non-Markovian behaviour up to infinitely long times. This method, known as the augmented
diffusion tensor (ADT) method can be further generalised and made more efficient through the time-
evolving matrix product operator (TEMPO) algorithm which provides exact numerical results for
quantum systems coupled to environments modelled as a collection of quantum harmonic oscillators
[58].
Tensors can be applied to different open quantum system problems. By incorporating machine
learning, the quantum state of the environment and the propagation of vibronic wavefunctions of
molecules can be calculated non-perturbatively [59]. The obstacle in calculating these systems is
overcoming the very large number of degrees of freedom present in their environments. This is done
by reasonably assuming that most of the Hilbert space of the systems is not explored and can be
considered redundant to any calculation. Using Density Functional Theory (DFT) the evolution of
the wavefunction of a many body system can be captured. Although this provides a framework to
exactly calculate the evolution of the system’s wavefunction, it is virtually impossible to compute.
Therefore, the explored space is approximately modelled by using machine learning to construct a
network of tensors which describe the behaviour of the wavefunction as it evolves through time. All
time dependency, hence memory, is expressed in the tensor network which is continually updated,
therefore preserving non-Markovianity. This method is made even more efficient when the tensor
network is compressed through a renormalisation.
1.7 Hypothesis
We hypothesize that non-Markovian dynamics will describe longer decoherence times of quantum
coherences compared to the Markovian case, thereby demonstrating the potential application of the
study of non-Markovian systems within quantum technology and existing physical systems in na-
ture. Moreover, such results would suggest a mechanism for biological systems to sustain quantum
phenomena for significant times.
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1.8 Aim
We aim to extend the existing framework of Markovian quantum Brownian motion given by Caldeira-
Leggett [11] to include additional non-Markovian effects. The emergent dynamics will capture the
propagation of quantum coherences through the system, and hence their corresponding decoherence
times. By extending the Caldeira-Leggett approach and relaxing the Markovian approximation, a
non-Markovian quantum master equation will be constructed from which decoherence times can be
extracted.
1.9 Outline
This thesis is structured as follows:
In Chapter 2, we cover the theoretical background of non-Markovian open quantum systems.
We start with a derivation of the density matrix, followed by descriptions of its evolution via both
the Lindblad equation and the Nakajima-Zwanzig equation. The path integral formalism is then
introduced and developed for the cases of a free particle and a quantum harmonic oscillator.
In Chapter 3, we provide a thorough derivation of the Caldeira-Leggett master equation, its de-
scription of Brownian motion, and the resulting Markovian master equation. Within this derivation we
comment upon the density of states and some issues with the original derivation. We then build upon
this description of quantum Brownian motion with the derivation of the Hu-Paz-Zhang (HPZ) mas-
ter equation which is considered to give a complete description of the corresponding non-Markovian
dynamics.
In Chapter 4, we extend the Caldeira-Leggett approach to include a non-Markovian propagator
through a series expansion. This exact description of the system’s evolution is truncated to construct
a non-Markovian quantum master equation. We then model the dynamics of quantum coherences
by numerically integrating the master equation and calculating the decoherence times. We then in-
vestigate the effect of different potentials on the evolution of quantum coherences. This chapter is
concluded with an analysis of whether the non-Markovian system obeys the uncertainty principle and
therefore conserves positivity.
In Chapter 5, we comment on the terms found in the non-Markovian quantum master equation
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and how they contribute to the results we observe. We then discuss the decoherence process and the
functional behaviour of this decay process. At the end of this chapter we investigate the potential
applications of the framework derived in this paper and how it can be built upon.
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Chapter 2
Theoretical Background
2.1 Density Matrix and the Born-Markov Master Equation
The density operator, ρˆ , is a general way to describe a quantum system as a probabilistic ensemble
of states. ρˆ is a Hermitian operator, with Tr{ρ} = 1 and Tr{ρ2} ≤ 1. A pure ensemble can be
qualitatively described using the following expression
ρˆ = |ψ〉〈ψ| , (2.1.1)
where |ψ〉 is a state of a quantum system. For a set of orthogonal states {|ψi〉} then we obtain
ρˆ =∑
i
pi |ψi〉〈ψi| . (2.1.2)
where the probability of the system being in state |ψi〉 is pi. We can use equation (2.1.2) to find the
expectation value of some observable O,
〈O〉=∑
i
pi 〈ψi| Oˆ |ψi〉 . (2.1.3)
We now introduce a complete set of basis states {|φ j〉}
|ψi〉=∑
j
c(i)j |φ j〉 . (2.1.4)
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Expressed with this new set of states, the expectation value of observable O becomes
〈O〉=∑
j
∑
k
[
∑
i
c(i)∗j pic
(i)
k
]
〈φ j| Oˆ |φk〉=∑
k
∑
j
ρk jO jk, (2.1.5)
where
ρk j =∑
i
c(i)∗j pic
(i)
k = 〈φk| ρˆ |φ j〉 . (2.1.6)
The density matrix formalism allows the effects of measurement, decoherence, dissipation and other
non-unitary processes to be observed. The off-diagonal elements of this matrix describe how dif-
ferent quantum states are superposed, these correspond to the quantum coherences described in the
introduction. A measurement of this system will cause it to become classical because all off-diagonal
quantum coherences in the density matrix become zero and just one of the physically realisable states
on the diagonal is picked out. By taking the time derivative of equation (2.1.2) we obtain the time
evolution of the ensemble of states
∂ ρˆ
∂ t
=∑
i
pi
(
∂ |ψi〉
∂ t
〈ψi|+ |ψi〉 ∂ 〈ψi|∂ t
)
. (2.1.7)
The Schro¨dinger equation,
∂ |ψi〉
∂ t
=
−i
h¯
Hˆ |ψi〉 , and ∂ 〈ψi|∂ t =
i
h¯
〈ψi| Hˆ (2.1.8)
can be substituted into Equation (2.1.7),
∂ ρˆ
∂ t
=∑
i
pi
(−i
h¯
Hˆ |ψi〉〈ψi|+ ih¯ |ψi〉〈ψi| Hˆ
)
. (2.1.9)
This leads to the compact form,
ih¯
∂ ρˆ
∂ t
= [Hˆ, ρˆ], (2.1.10)
known as the Liouville-Von Neumann equation which describes the unitary evolution of a density ma-
trix. A general expression of the density operator evolving through time can be therefore constructed,
starting from a time t0,
ρˆ(t0) =∑
i
pi |ψ(t0)i〉〈ψ(t0)i| . (2.1.11)
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We introduce the unitary time evolution operator, U(t, t0), to map our system from time t0 to t. Since
it is unitary, we can describe ρ(t0) as
ρˆ(t0) =∑
i
piU(t, t0) |ψ(t0)i〉〈ψ(t0)i|U†(t, t0). (2.1.12)
We thus obtain a description of the time evolution of the density operator,
ρˆ(t) =U(t, t0)ρˆ(t0)U†(t, t0), (2.1.13)
and have a means of describing the way a quantum system evolves through time, whilst also identi-
fying quantum phenomena and the effects of decoherence. The next step is to outline a framework
with which to describe an ensemble of quantum states interacting with the environment. In order to
significantly simplify our calculations, we prepare the density matrix such that the degrees of freedom
of the system and those of the bath are factorised at initial times,
ρˆ(t0) = ρˆS(t0)⊗ ρˆB(t0) (2.1.14)
where ρˆS is the density matrix of the system and ρˆB is the density matrix of the environment. We
take this factorisation by assuming that our bath is so large that it is not significantly affected by the
presence of the system of interest, this is a reasonable approximation for many real systems. This
results in a time-independent bath and factorisation at all times,
ρˆ(t) = ρˆS(t)⊗ ρˆB. (2.1.15)
This is the Born approximation. The degrees of freedom of the system are now separated from those
of the bath by taking the partial trace
TrB {ρˆS(t)⊗ ρˆB}= ρˆS(t), (2.1.16)
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an operation which will become very important later in the derivation. Following from equation
(2.1.10), we consider the Hamiltonian
Hˆ = HˆS+ HˆB+αHˆI, (2.1.17)
where HS is the Hamiltonian of the system of interest, HB is the Hamiltonian of bath, HI describes
the system-bath interaction, and α is a real constant that provides the strength of the system-bath
interaction. The interaction Hamiltonian acts on both Hilbert subspaces
HˆI =∑
λ
Aλ ⊗Bλ (2.1.18)
where A denotes the subspace of the system of interest, and B denotes that of the bath. Equation
(2.1.10) becomes
ih¯
dρˆ
dt
=
[
HˆS+ HˆB+αHˆI, ρˆ
]
. (2.1.19)
To transform this into the interaction picture we make use of the following identities
HˆI(t) = e
i
h¯(HˆS+HˆB)tHˆIe−
i
h¯(HˆS+HˆB)t (2.1.20)
=∑
λ
e
i
h¯ HˆSAλ e
− ih¯ HˆS⊗Bλ e
i
h¯ HˆBe−
i
h¯ HˆB, (2.1.21)
=∑
λ
Aλ (t)⊗Bλ (t) (2.1.22)
and
ρˆ(t) = e
i
h¯(HˆS+HˆB)t ρˆe−
i
h¯(HˆS+HˆB)t . (2.1.23)
Using the identity
d
dt
(
e
i
h¯(HˆS+HˆB)t ρˆe−
i
h¯(HˆS+HˆB)t
)
=
(
d
dt
e
i
h¯(HˆS+HˆB)t
)
ρˆe−
i
h¯(HˆS+HˆB)t + e
i
h¯(HˆS+HˆB)t ρˆ
(
d
dt
e−
i
h¯(HˆS+HˆB)t
)
+ e
i
h¯(HˆS+HˆB)t
(
d
dt
ρˆ
)
e−
i
h¯(HˆS+HˆB)t
=
i
h¯
[
HˆS+ HˆB, ρˆ
]
+ e
i
h¯(HˆS+HˆB)t
(
d
dt
ρˆ
)
e−
i
h¯(HˆS+HˆB)t
=
d
dt
ρˆ(t), (2.1.24)
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we transform the Liouville-Von Neumann equation (2.1.19) to obtain
∂
∂ t
ρˆ(t) =− i
h¯
α
[
HˆI(t), ρˆ(t)
]
, (2.1.25)
from which it follows that
ρˆ(t) = ρˆ(t0)− ih¯α
∫ t
0
[
HˆI(t ′), ρˆ(t ′)
]
dt ′. (2.1.26)
Equation (2.1.26) can be substituted back into equation (2.1.25)
∂
∂ t
ρˆ(t) =− i
h¯
α
[
HˆI(t), ρˆ(t0)
]− α2
h¯2
[
HˆI(t),
∫ t
0
[
HˆI(t ′), ρˆ(t ′)dt ′
]]
, (2.1.27)
we could continue to substitute equation (2.1.26) in an iterative manner, but by taking the Born ap-
proximation we assume that the coupling between system and bath is weak and discard any α terms
greater than second order of magnitude. We now integrate out the bath degrees of freedom by taking
a partial trace
∂
∂ t
ρˆS(t) =−TrB
{
i
h¯
α
[
HˆI(t), ρˆ(t0)
]}−TrB{α2
h¯2
[
HˆI(t),
∫ t
0
[
HˆI(t ′), ρˆ(t ′)dt ′
]]}
. (2.1.28)
The first term of equation (2.1.28) can be simplified, given that
−TrB
{
i
h¯
α
[
HˆI(t), ρˆ(t0)
]}
=− i
h¯
αTrB
{[
HˆI(t), ρˆS(t0)⊗ ρˆB(t0)
]}
=− i
h¯
α∑
λ
TrB {[Aλ (t)⊗Bλ (t), ρˆS(t0)⊗ ρˆB]}
=− i
h¯
α∑
λ
〈Bλ (t)〉B [Aλ (t), ρˆS(t0)] . (2.1.29)
〈Bλ (t)〉B can be considered as a thermal average over the interaction Hamiltonian. If the bath is in a
thermalised steady state then
〈Bλ (t)〉B = 0. (2.1.30)
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Alternatively, the system Hamiltonian HS can be redefined such that this term can be neglected re-
gardless. Thus equation (2.1.29) becomes
d
dt
ρˆS(t) =−TrB
{
α2
h¯2
[
HˆI(t),
∫ t
0
[
HˆI(t ′), ρˆ(t ′)dt ′
]]}
, (2.1.31)
which shows that the evolution of ρˆ(t) is proportional to α2. The next step is to take the Markov
approximation, in which we assume that our environment is unstructured and memoryless. Like the
Born approximation, this is a reasonable assumption for many real systems and both approximations
together provide a realistic description of a system coupled to a large thermal reservoir, a very simple
and general environment. This approximation consists of two steps, the first step is to assume that
the density matrix varies slower than the the bath correlation functions, which are therefore rapidly
decaying, thus t ′ τB, where τB is a characteristic timescale of the bath. We can therefore extract ρˆ
from the integral by replacing ρˆ(t ′) with ρˆ(t) equation (2.1.31),
d
dt
ρˆS(t) =−TrB
{
α2
h¯2
[
HˆI(t),
∫ t
0
[
HˆI(t ′), ρˆ(t)dt ′
]]}
. (2.1.32)
We see that the equation of motion depends only on the present state ρˆ(t), and thus has no memory.
Furthermore, because of the rapid decay of the bath correlation functions, the integrand decays very
quickly for long times. This allows us to freely extend the upper limit of the integral to infinitys:
∂
∂ t
ρˆS(t) =−
∫ ∞
0
TrB
{
α2
h¯2
[
HˆI(t),
[
HˆI(t ′), ρˆ(t)
]]}
dt ′. (2.1.33)
Finally, we substitute ρˆ(t) = ρˆS(t)⊗ ρˆB to produce the Born-Markov master equation,
∂
∂ t
ρˆS(t) =−α
2
h¯2
∫ ∞
0
TrB
{[
HˆI(t),
[
HˆI(t ′), ρˆS(t)⊗ ρˆB
]]}
dt ′, (2.1.34)
which describes the Markovian dynamics of the reduced system.
2.2 The Lindblad Equation
We now consider the mapping of a reduced density matrix from an initial time t0 to t [60]. This is a
dynamical mapping which corresponds to the evolution described by equation (2.1.13). We introduce
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the superoperator V
ρˆS(t) = V(t)ρˆS(t0)≡ TrB
{
U(t, t0) [ρˆS(t0)⊗ ρˆB(t0)]U†(t, t0)
}
(2.2.1)
and take a spectral decomposition of the reduced density matrix of the environment
ρˆS(t) =∑
α
λα |ψi(t)〉〈ψi(t)| (2.2.2)
where λα are non-negative real numbers. By substituting equation (2.2.2) back into equation (2.2.1),
and taking an interval between t1 and t2 we obtain
ρˆS(t2) = V(t2, t1)ρˆS(t1) =∑
αβ
Wαβ (t2, t1)ρˆS(t1)W
†
αβ (t2, t1) (2.2.3)
where
Wαβ (t2, t1) =
√
λβ 〈ψα |U(t2, t1) |ψβ 〉 , (2.2.4)
∑
α,β
Wαβ (t2, t1)W
†
αβ (t2, t1) = IˆS, (2.2.5)
where IˆS is the identity matrix with a dimension matching that of the reduced system. Therefore
Tr{V(t, t0)ρˆS(t0)}= Tr{ρˆS(t)}= 1, (2.2.6)
which means the dynamical map conserves probability and positivity. This expression of evolution
is still non-Markovian as it describes the whole future of the reduced density matrix. We make the
Markov approximation by neglecting memory effects, so
V(t3, t2)V(t2, t1) = V(t3, t1) (2.2.7)
where t1, t2 and t3 ≥ 0. As t must be positive, the family of dynamical maps described by V can only
map the density operator forward in time, not backwards. For this reason, V is defined as a dynamical
semigroup. We now use dynamical maps to construct a generalisation of the Liouville-Von Neumann
equation through the Louivillian L and the generator of the dynamical semigroup V, we do this by
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differentiating equation (2.2.1)
∂
∂ t
ρˆS(t) =
(
∂
∂ t
V(t, t0)
)
ρˆS(t0). (2.2.8)
Therefore, using
V(t, t0) = exp [Lt] (2.2.9)
we can describe the evolution of the reduced density matrix with a perturbative expansion by intro-
ducing the parameter ε ,
ρˆS(t+ ε) = V(t+ ε, t)ρˆS(t) = exp [Lε] ρˆS(t). (2.2.10)
We expand around ε and obtain
ρˆS(t)+ ε
∂
∂ t
ρˆS(t)+ ...= ρˆS(t)+ εLρˆS(t)+ ... (2.2.11)
which reduces back to equation (2.2.8) as ε → 0. To construct a general form of L we consider a
Hilbert space Hs of dimension N. This means that the corresponding Liouville space, a product of
two Hilbert spaces, will be a space of dimension N2. We then define a complete basis of orthonormal
operators, Fˆi, such that
〈Fˆi, Fˆ j〉 ≡ Tr
{
Fˆ†i Fˆ j
}
(2.2.12)
where i = 1,2, ...,N2. We now choose a condition whereby only one of the basis operators is propor-
tional to the identity matrix
FˆN2 =
1√
N
IS, (2.2.13)
which means the remaining operators are traceless,
Tr
{
Fˆi
}
= 0, (2.2.14)
for i = 1,2, ...,N2−1. The equation (2.2.1) can now be rewritten
V(t, t0)ρˆS(t0) =
N2
∑
i, j=1
= ci j(t)FˆiρˆS(t0)Fˆ†j , (2.2.15)
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where
ci j(t)≡∑
αβ
〈Fˆi,Wαβ (t)〉〈Fˆ j,Wαβ (t)〉∗ , (2.2.16)
and for any N2-dimensional complex vector
∑
i j
ci j(t) =∑
αβ
∣∣∣∣∣〈∑i iFˆi,Wαβ (t)
〉∣∣∣∣∣
2
≥ 0, (2.2.17)
we can therefore conclude that ci j is both Hermitian and positive. Revisiting equation (2.2.4), we
derive a description of L from our new definitions of V,
LρˆS(t) = lim
ε→0
(V(t+ ε, t)ρˆS(t)− ρˆS(t))
= lim
ε→0
[
1
N
cN2N2(t+ ε)−N
ε
ρˆS(t)+
1√
N
N2−1
∑
i=1
(
ciN2(t+ ε)
ε
FˆiρˆS(t)+
cN2i(t+ ε)
ε
ρˆS(t)Fˆ†i
)
+
N2−1
∑
i, j=1
ci j(t+ ε)
ε
FˆiρˆS(t)Fˆ†j
]
, (2.2.18)
where we have collected terms depending on their dependency on FN2 , which we chose earlier. For
convenience we define the following:
ai j(t) = lim
ε→0
ci j(t+ ε)
ε
where i, j = 1,..., N2−1, (2.2.19)
F(t) =
1√
N
lim
ε→0
N2−1
∑
i=1
ciN2(t+ ε)
ε
Fˆi, (2.2.20)
G(t) =
1
2N
lim
ε→0
cN2N2(t+ ε)−N
ε
+
1
2
(
F†+F
)
, (2.2.21)
and
H(t) =
h¯
2i
(
F†(t)−F(t)
)
. (2.2.22)
We now rewrite equation (2.2.18)
LρˆS(t) =− ih¯ [H(t), ρˆS(t)]+{G(t), ρˆS(t)}+
N2−1
∑
i, j=1
ai j(t)FˆiρˆS(t)Fˆ†j , (2.2.23)
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and because the dynamic map must be trace preserving, then
Tr [LρˆS(t)] = 0 = Tr
[(
2G(t)+
N2−1
∑
i, j=1
ai j(t)FˆiFˆ
†
j
)
ρˆS(t)
]
, (2.2.24)
from which we can obtain
G(t) =−1
2
N2−1
∑
i, j=1
ai j(t)FˆiFˆ
†
j . (2.2.25)
By substituting equation (2.2.25) into equation (2.2.23) and diagonalising the Hermitian matrix ai j
we obtain our most general form of a Markovian quantum master equation
LρˆS(t) =− ih¯ [H(t), ρˆS(t)]+
N2−1
∑
i=1
γi
(
AiρˆS(t)A†i −
1
2
{
AiA
†
i , ρˆS(t)
})
, (2.2.26)
where
Fˆi =
N2−1
∑
i=1
ukiAk. (2.2.27)
The first part of the right hand terms in equation (2.2.26) describes the unitary evolution of the density
matrix. The Hermitian operator H is a Hamiltonian containing the dynamics of the reduced system
S and the interaction of the system with its environment. The operators Ai in the second part of the
Lindblad equation are known as Lindblad operators. The non-unitary Lindblad operator contains the
contribution of the reduced system S to the interaction between system and bath. If the Lindblad op-
erators are Hermitian then their treatment produces observables, and therefore the Lindblad equation
describes a quantum measurement process. From non-Hermitian Lindblad operators we obtain the
dynamics of dissipation and decoherence, both of which will be relevant in later chapters. The param-
eters γi are the relaxation rates for different processes of the open quantum system. In this formalism
the equation of motion for the total system will contain any non-unitary evolution, and its evolution
is therefore the unitary process described by the prior quantum master equation (2.1.25).
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2.3 The Nakajima-Zwanzig Equation and Projection Operator
Techniques
We further develop the concept of mapping the density matrix to derive the dynamics of the reduced
density matrix ρˆS, often referred to as the relevant part, by introducing 2 new projectors, P and Q [1].
Firstly, we define the following properties of these projectors,
P+Q= I, (2.3.1)
P2 = P, (2.3.2)
Q2 = Q, (2.3.3)
and
[P,Q] = 0. (2.3.4)
Trivially, we see that
ρˆ(t) = (P+Q) ρˆ(t), (2.3.5)
and
Qρˆ(t) = ρˆ(t)−Pρˆ(t), (2.3.6)
where our density matrix is split into two parts, Pρˆ which contains the relevant part for which we
derive an equation of motion for the reduced density matrix and an irrelevant part Qρˆ . Projector P is
obtained so that:
Pρˆ(t) = TrB {ρˆ(t)}⊗ ρˆB(t)≡ ρˆS(t)⊗ ρˆB(t). (2.3.7)
We are now able to construct an equation of motion for the reduced density matrix. To do so we rewrite
the time dependent Liouville-Von Neumann equation (2.1.19) in order to describe the evolution of
both the relevant and irrelevant parts discussed earlier,
∂
∂ t
P
Q
 ρˆ(t) =
P
Q
 ∂∂ t ρˆ(t) = α ∂∂ t
P
Q
L(t)ρˆ(t). (2.3.8)
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We can use equation (2.3.1) to rewrite equation (2.3.8)
∂
∂ t
P
Q
 ρˆ(t) = α
P
Q
L(t)
P
Q
 ρˆ(t)+α
P
Q
L(t)
Q
P
 ρˆ(t) (2.3.9)
the solution for the second line of the equation (2.3.9) may be written as
Qρˆ(t) = G(t, t0)Qρˆ(t0)+α
∫ t
t0
G(t,s)QL(s)Pρˆ(s)ds (2.3.10)
where
G(t,s) = T← exp
[
α
∫ t
s
QL(s′)ds′
]
(2.3.11)
and T← is the time ordering operator. From equation (2.3.11) it is clear that
∂
∂ t
G(t,s) = αQL(t)G(t,s) (2.3.12)
with the initial condition,
G(s,s) = I. (2.3.13)
Substituting equation (2.3.10) into the equation of motion for the relevant part, described by the first
line of equation (2.3.9), we obtain
∂
∂ t
Pρˆ(t) = αPL(t)G(t, t0)Qρˆ(t0)+αPL(t)Pρˆ(t)+α2
∫ t
t0
PL(t)G(t,s)QL(s)Pρˆ(s)ds. (2.3.14)
Equation (2.3.14) is the Nakajima-Zwanzig equation, and it is an exact equation of motion for the
reduced density matrix. The integral term on the right hand side contains all memory from initial
time t0 to some time t, the term over which we are integrating is therefore known as a memory ker-
nel or convolution. Because of its complete description of memory, the Nakajima-Zwanzig equation
(2.3.14) contains the complete non-Markovian dynamics of the reduced system. If we use the condi-
tion described in equation (2.1.14) then
αPL(t)G(t, t0)Qρˆ(t0) = 0, (2.3.15)
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and by defining the convolution as
K(t,s) = α2PL(t)G(t,s)QL(s)P, (2.3.16)
we arrive at a more compact form of the Nakajima-Zwanzig equation
∂
∂ t
Pρˆ(t) = αPL(t)Pρˆ(t)+
∫ t
t0
K(t,s)ρˆ(s)ds. (2.3.17)
Despite containing the non-Markovian dynamics of the reduced system, we face the same issues
when solving the Nakajima-Zwanzig equation (2.3.17) as the Louville-Von Neumann equation. The
complex dynamics created by physical memory are reflected in the challenge presented in solving
the equation of motion, and led to Markov approximation in equation (2.2.26). The first step in
simplifying this equation can be done through assuming that the odd moments of the interaction
Hamiltonian vanish when we take the trace
TrB {HI(t1)HI(t2)...HI(t2n+1)ρˆB}= 0 (2.3.18)
for n = 0,1,2..., and therefore
PL(t1)L(t1)...L(t2n+1)P= 0. (2.3.19)
If the relation shown by equation (2.3.19) holds for n = 0 then
αPL(t)P= 0, (2.3.20)
and equation (2.3.17) reduces to
∂
∂ t
Pρˆ(t) =
∫ t
t0
K(t,s)ds. (2.3.21)
We can further simplify this integro-differential equation by expanding the convolution integral per-
turbatively, using the coupling strength, α , as the small parameter. By taking this expansion to second
order we create the quantum master equation,
∂
∂ t
Pρˆ(t) = α2
∫ t
t0
PL(t)G(t,s)QL(s)Pρˆ(s)ds. (2.3.22)
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This is the same structure seen in the Born-Markov equation (2.1.34) derived earlier and written in
terms of projection operators. It is possible to use a timescale of the system as the small parameter in
the perturbative expansion. Such an expansion means we do not need to assume a weak system-bath
coupling. The Nakajima-Zwanzig can then be extended to create the time-convolutionless projection
operator (TCL) technique [61]. Removing the convolution integral from the description of the dy-
namics of the system creates a description of the quantum master equation that is local in time. By
substituting the projector identity (2.3.1) into equation (2.1.25) we obtain
∂
∂ t
ρˆ(t) =− i
h¯
αPρˆ(t) = αL(t)(P+Q) ρˆ(t), (2.3.23)
where α again denotes the coupling strength between system and bath. Integrating this we obtain the
relation
ρˆ(s) = G′(t,s)(P+Q) ρˆ(t), (2.3.24)
where
G′(t,s) = T← exp
[
α
∫ t
s
ρˆ(s′)ds′
]
, (2.3.25)
and T← is the anti-chronological time ordering operator. We revisit our description of the irrelevant
part of the density matrix, equation (2.3.10), introducing (2.3.23) to obtain
Qρˆ(t) = G(t, t0)Qρˆ(t0)+αΣ(t)(P+Q) ρˆ(t)ds (2.3.26)
where
Σ(t) = α
∫ t
t0
G(t,s)QL(s)PG′(t,s)ds. (2.3.27)
We write equation (2.3.26) in terms of Σ(t)
(1−Σ(t))Qρˆ(t) = G(t, t0)Qρˆ(t0)+Σ(t)Pρˆ(t). (2.3.28)
If we make the assumption that the time interval over which our system evolves is short, or that the
coupling between system and environment is weak, then we can invert the operator (1−Σ(t)) such
that
Qρˆ(t) = (1−Σ(t))−1 (G(t, t0)Qρˆ(t0)+Σ(t)Pρˆ(t)) . (2.3.29)
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Equation 2.3.29 can be substituted into the evolution of the reduced system described by equation
(2.3.9),
∂
∂ t
Pρˆ(t) = αPL(t)Pρ(t)+αPL(t)(1−Σ(t))−1 (G(t, t0)Qρˆ(t0)+Σ(t)Pρˆ(t)) . (2.3.30)
Finally, we simplify this expression to obtain the following equation of motion
∂
∂ t
Pρˆ(t) = K(t)Pρˆ(t)+ I(t)Qρˆ(t0), (2.3.31)
where K(t) is known as the TCL generator and takes the form
K(t) = αPL(t)(1−Σ(t))−1P (2.3.32)
and we now rewrite the inhomogeneous term
I(t) = αPL(t)(1−Σ(t))−1G(t, t0)P. (2.3.33)
Through deriving equation (2.3.31) we have removed the convolution integral and produced a time-
local master equation which has no dependence on its future history because of the introduction of
the anti-chronological term G′(t,s). This provides the foundations of a framework which can be
expanded to describe, among other things, non-Markovian dynamics. This expansion begins with the
propagation term, superoperator Σ(t),
(1−Σ(t))−1 =
∞
∑
n=o
(Σ(t))n , (2.3.34)
if we treat α as a small parameter we can further expand this expression,
Σ(t) =
∞
∑
n=1
αnΣ(n)(t). (2.3.35)
Writing the equation in this way requires the assumption of a weak system-environment coupling
and/or short time intervals over which our system evolves. Therefore the following expansion can
only be done under particular regimes. By expanding equation 2.3.32, we can describe the TCL
37
generator as a family of equations that we can approximate to a chosen order of α
K(t) = αPL(t)
∞
∑
n=o
(Σ(t))nP=
∞
∑
n=o
αnK(n)(t), (2.3.36)
K(1)(t) = PL(t)P, (2.3.37)
K(2)(t) = PL(t)Σ(1),(t)P (2.3.38)
K(3)(t) = PL(t)
((
Σ(1)(t)
)2
+Σ(2)
)
P, (2.3.39)
which is applicable up to O
(
α4
)
. We use condition (2.3.19) to solve this family of equations, the
derivation of this is quite involved however after solving for Σ(n) and K(n) recursively [1] we find the
general form
K(n)(t) =
∫ t
0
dt1
∫ t
1
dt2...
∫ t
n−2
dtn−1kn (t, t1, ..., tn−1) (2.3.40)
and
kn(t, t1, ..., tn−1) =∑(−1)qPL(t)...L(ti)PL(t j)...L(tl)P...L(tm)P...P. (2.3.41)
kn are ordered cumulants that contain the sum of every possible permutation of q projectors P inserted
between L(ti), whilst the chronological time ordering is preserved so t ≥ ...≥ ti, t j ≥ ...≥ tk, tl ≥ ...≥
tm, etc. The inhomogeneous term receives a similar treatment,
I(t) =
∞
∑
n=o
αnI(n)(t). (2.3.42)
Similarly to K(t) if we expand this we obtain another family of equations
I(1)(t) = PL(t)Q, (2.3.43)
I(2)(t) =
∫ t
t0
dt1PL(t)L(t1)Q, (2.3.44)
and
I(3)(t) =
∫ t
0
dt1
∫ t
0
dt2 (PL(t)L(t1)QL(t2)Q−PL(t)L(t2),PL(t1)Q) (2.3.45)
which is again applicable up to O
(
α4
)
. As previously stated, the inhomogeneous term describes the
entanglement between the system and environment of the initial state of our total system. If it is as-
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sumed that there is no entanglement (and it is possible to completely factorise the states of the system
of interest and the environment) then the inhomogeneous term vanishes. Without this assumption we
must introduce several new terms and operators to perturbatively expand the inhomogeneity. Firstly,
ρˆ(t0) =Aρeq(t0) (2.3.46)
where A is an arbitrary superoperator acting on the Hilbert space HS, and ρeq is the density matrix
of the combined system at equilibrium which was in a factorising state at some time −τ where τ ≥ t0
such that Qρeq(−τ) = 0. Applying the same method used to expand the TCL generator yields
Qρeq(t0) = RPρeq(t0) (2.3.47)
where
R= (1−ΣT (t0))−1ΣT (t0) (2.3.48)
and
ΣT (t0) = α
∫ t0
−τ
G′(t0,s)QL(s)PG(t0,s)ds. (2.3.49)
As with prior operators in the TCL method we can expand R around α
R=
∞
∑
n=1
αnR(n). (2.3.50)
We expand ΣT as we did for Σ and obtain another family of equations,
R(1) =
∫ t0
−τ
dt1QL(t1)P, (2.3.51)
R(2) =
∫ t0
−τ
dt1
∫ t1
−τ
dt2 (QL(t1)QL(t2)P−QL(t2)PL(t1)) , (2.3.52)
and
R(2) =
∫ t0
−τ
dt1
∫ t1
−τ
dt2 (QL(t1)QL(t2)P−QL(t2)PL(t1)) . (2.3.53)
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We revisit equation (2.3.42)
I(t)Qρ(t0) = I(t)ARPρeq(t0)
=
(
α2I(1)(t)AR(1)+α3
(
α2I(1)(t)AR(2)+α2I(2)(t)AR(1)
)
+α4
(
I(1)(t)AR(3)+ I(2)(t)AR(2)+ I(3)(t)AR(1)
))
Pρeq(t0)
+O
(
α5
)
. (2.3.54)
We have now laid out a framework with which to approximate systems that are weakly coupled to the
environment, non-Markovian, and entangled in their initial state. Throughout these derivations we
have made numerous assumptions to simplify our calculations which resulted in non-trivial solutions.
Furthermore, if we wish to model a non-Markovian quantum system that is strongly coupled to the
environment then these methods would not be suitable. Path integrals provide a framework which we
can use to derive a quantum master equation that is less restricted than those derived thus far.
2.4 Density Matrices in the Path Integral Formalism
In classical mechanics there exists a single unique path that a system follows as it evolves through
time. Quantum mechanics introduces fluctuations that create paths deviating from the classical path.
To understand this we shall follow the derivation outlined in [2] and developed upon in [62]. We con-
sider two important quantities: the Lagrangian,L , and the action, S. The Lagrangian is a description
of the dynamics of a system, while the action is the integral of the Lagrangian over time,
S =
∫ tb
ta
L (q˙,q, t)dt, (2.4.1)
where the time interval is between ta and tb. The unique classical path, q(t), can be determined through
the principle of least action, which is defined by a stationary point of the action. We obtain this by
imposing a condition on the action in which there is no first order change, δS, when the path is varied
by δq(t):
δS = S[q(t)+δq(t)]−S[q(t)] = 0. (2.4.2)
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The substitution of equation (2.4.1) into (2.4.2) results in the one-dimensional Euler-Lagrange equa-
tion,
d
dt
(
∂L
∂ q˙
)
− ∂L
∂q
= 0, (2.4.3)
which dictates the equations of motion, and therefore must be satisfied by the classical trajectory.
However, in the quantum domain the classical path is not alone in describing the possible paths a
physical system can follow as it evolves. Quantum mechanics presents additional alternative paths
that greatly change the dynamics of the system and its evolution. These are referred to as quantum
fluctuations in [2]. As a result, quantum systems differ greatly in their behaviour from purely classical
systems.
(a) 3 possible paths of a particle through slits. (b) 3 possible paths of a particle without slits.
Figure 2.1: Paths of a particle through space.
The following thought experiment was made famous by Richard Feynman [2]. Consider figure
2.1a which shows a particle passing through multiple slits from point A to point B, where it is de-
tected. There are numerous possible paths that could have been taken, but all are constrained by the
environment. If the space between both points is empty, then we see the free paths shown in fig-
ure 2.1b. Under constant measurement the particle will behave classically and will only take one of
these paths. Unmeasured, the wave-like behaviour of quantum particles allows them to take multiple
paths simultaneously. These additional dynamics have implications for the evolution and interactions
quantum systems that we can now take into consideration. In particular, the definition of probability
in quantum theory is key in progressing from describing the evolution of a classical system to the
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evolution of a quantum system,
P(b,a) = |K(b,a)|2 (2.4.4)
where P(b,a) is the probability of a quantum mechanical system evolving in space and time from
event a to event b, and K(b,a) is a sum of probability amplitudes contributed by each possible path
that the physical system can take,
K(b,a) = ∑
paths from a to b
φ [q(t)]. (2.4.5)
Extending this even further will allow for a complete path, φ , to be described,
φ [q(t)] = lim
ε→0
N−1
∏
i=0
K(qi+1, ti+1;qi, ti). (2.4.6)
where N is the total number of paths [2, 64]. Furthermore, each contribution of a path has a phase
proportional to the action S
φ [q(t)] =Ce
i
h¯ S[q(t)], (2.4.7)
where C is some normalisation constant.Equation (2.4.4) explicitly links the probability amplitude
with the dynamics of a particular path. We now see that the quantum mechanical probability takes
contributions from alternate paths into account. Fortunately, this is still compatible with classical
physics. When we take the classical limit h¯→ 0 the most significant contribution to P(b,a) is from
the classical path, as the quantum fluctuations destructively interfere and become negligible. This
means that the probability of a process is dictated by a single classical path and we therefore return to
the physics described by equation (2.4.2). The probability amplitude, K, is also called the propagator
as it describes how a physical system propagates through time and space. For instance, the following
expression is a description of several successive measurements taking place on a particle travelling
from a to d,
K(qa, ta;qd, td) =
∫ ∞
−∞
∫ ∞
−∞
K(qa, ta;qb, tb)K(qb, tb;qc, tc)K(qc, tc;qd, td)dqbdqc. (2.4.8)
Furthermore, the propagator can provide a description of how a statistical ensemble of quantum states
evolves.
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Now that the foundations of the path integral framework have been introduced, the manner in
which this will be used to describe how a quantum system evolves and interacts with an environment
can also be outlined. Using the path integral approach, the probability amplitude of the transition of
a state χn(qa) through to χm(qb) is described by
Am,n =
∫ ∫
χ∗m (qb)K(b,a)χn (qa)dqbdqa
=
∫ ∫ ∫
χ∗m (qb)exp
[
i
h¯
S [q(t)]
]
χn (qa)Dq(t)dqbdqa, (2.4.9)
and
Dq(t) =
1
CN
N−1
∏
N=1
dqN , (2.4.10)
where C−N is a normalizing factor. Following on from this, the probability of the transition is,
P[χm(qb);χn(qa)] =
∣∣∣∣∫ ∫ χ∗m (qb)K(b,a)χn (qa)dqbdqa∣∣∣∣2
=
∫ ∫ ∫ ∫
χ∗m(qb)χm(q
′
b)K(b,a)K
∗(b′,a′)χ∗n (q
′
a)χn(qa)dqbdq
′
bdqadq
′
a, (2.4.11)
integrating over all space. The propagator terms can be collected together to make
K(b,a)K∗(b′,a′) =
∫ qb
qa
∫ q′b
q′a
exp
[
i
h¯
S [q(t)]−S[q′(t)]
]
Dq(t)Dq′(t). (2.4.12)
This description can be further expanded upon with the inclusion of some external force in our de-
scription, f (t), acting upon a physical system. We do this by choosing a quantum mechanical system
whose unperturbed action is S [q(t)], such that
S f [q(t)] = S [q(t)]+
∫
q(t) f (t)dt, (2.4.13)
this results in a further term being added to the action. Equation (2.4.8) now becomes
K(b,a)K∗(b′,a′) =
∫ ∫
exp
[
i
h¯
S [q(t)]−S[q′(t)]
]
exp
[
i
h¯
∫
[q(t)−q′(t)] f (t)dt
]
Dq(t)Dq′(t).
(2.4.14)
If the analytical form of the external force is explicitly known then the probability of transition can
then be calculated. Otherwise the external force can only be approximated in terms of probability,
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Pf [ f (t)]D f (t). This approximation means that the probability of transition is now calculated with an
f (t) that has a corresponding probabilistic weighting. This produces
P[χm(qb);ψn(qa)] =
∫ ∫ ∫ ∫
χ∗m(qb)χm(q
′
b)J(qb,q
′
b;qa,q
′
a)χ
∗
n (q
′
a)χn(qa)dqbdq
′
bdqaq
′
a. (2.4.15)
where J is a propagating term,
J(qb,q′b;qa,q
′
a) =
∫ q(tb)
q(ta)
∫ q′(tb)
q′(ta)
∫ f (tb)
f (ta)
exp
[
i
h¯
S [q(t)]−S[q′(t)]
]
× exp
[
i
h¯
∫
[q(t)−q′(t)] f (t)dt
]
Pf [ f (t)]D f (t)Dq(t)Dq′(t). (2.4.16)
The terms describing the external force are collected into a single function,
Φ[q(t)−q′(t)] = exp
[
i
h¯
∫
[q(t)−q′(t)] f (t)dt
]
Pf [ f (t)]D f (t), (2.4.17)
where Φ is known as the characteristic functional and is the Fourier transform of the probability
distribution Pf [ f (t)]. We now arrive at a compact form of an otherwise complex expression,
J(qb,q′b;qa,q
′
a) =
∫ q(tb)
q(ta)
∫ q′(tb)
q′(ta)
∫ f (tb)
f (ta)
exp
[
i
h¯
S [q(t)]−S[q′(t)]
]
Φ[q(t)−q′(t)]Dq(t)Dq′(t).
(2.4.18)
This formalism can be developed to incorporate the presence of an external environment interacting
with a quantum system. This will ultimately lead to the description of an open quantum system. We
denote the general coordinates of the system of interest as q(t), and those of the environment shall be
denoted as Q(t). The action of this ensemble of the system of interest and environment is
S [q(t),Q(t)] = SSOI [q(t)]+Senv [Q(t)]+Sint [q(t),Q(t)] , (2.4.19)
where SSOI is the action of the system of interest, Senv is the action of the environment, and Sint is the
action of the interaction between environment and the system. Using these dynamics, the probability
amplitude, Am f ,ni, of the environment being in state χm after being prepared in state χn, and the system
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of interest being in state ψi then ψ f , is
Am f ,ni =
∫
χ∗m(qb)ψ
∗
f (Qb)exp
[
i
h¯
S [q(t),Q(t)]
]
χn(qa)ψi(Qa)Dq(t)DQ(t)×dqbdQbdqadQa.
(2.4.20)
Describing the probability of the transition as
Pm f ,ni = Am f ,niA∗m f ,ni =
∫
χ∗m(qb)χm(q
′
b)ψ f (Qb)ψ
∗
f (Q
′
b)J(q,q
′;Q,Q′)χ∗n (qa)χn(q
′
a)ψi(Qa)ψ
∗
i (Q
′
a)
×dqbdQbdqadQa×dq′bdQ′bdq′adQ′a, (2.4.21)
where J now takes the form
J(q,q′;Q,Q′) =
∫ q(tb)
q(ta)
∫ q′(tb)
q′(ta)
∫ Q(tb)
Q(ta)
∫ Q′(tb)
Q′(ta)
exp[
i
h¯
(SSOI[q(t)]−SSOI[q′(t)]+Senv[Q(t)]−Senv[Q′(t)]
+Sint[q(t),Q(t)]−Sint[q′(t),Q′(t)])]Dq(t)Dq′(t)DQ(t)DQ′(t). (2.4.22)
Following the example of the characteristic functional, J can be simplified by grouping the integration
over environmental system coordinates into a single term, which we shall denote as F . Because there
are no measurements on the environmental system then we can sum over all possible final states of
the environment, as all final states of the environment are possible. Therefore, F is given by
F
[
q(t),q′(t)
]
= ∑
final
∫ Q(tb)
Q(ta)
∫ Q′(tb)
Q′(ta)
exp[i(Senv[Q(t)]−Senv[Q′(t)]
+Sint[q(t),Q(t)]−Sint[q′(t),Q′(t)])]DQ(t)DQ′(t). (2.4.23)
This new term is the influence functional, and it describes the environment and its interaction with the
system. The introduction of F simplifies equation (2.4.22) into
J(q,q′;Q,Q′) = ∑
final
∫ q(tb)
q(ta)
∫ q′(tb)
q′(ta)
exp[i(SSOI[q(t)]−SSOI[q′(t)])]
×F [q(t),q′(t)]Dq(t)Dq′(t). (2.4.24)
We have now successfully used the dynamics of these systems to define the probability of state tran-
sitions whilst the environment interacts with the system. With the influence functional F , we can
use the propagator J to construct the following equation for the time evolution of the reduced density
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matrix:
ρ˜(q,q′, t) =
∫ ∫
dQdQ′J
(
q,q′, t;Q,Q′, t ′
)
ρ˜
(
Q,Q′, t ′
)
. (2.4.25)
2.5 Propagation of a Free Particle in the Path Integral Formal-
ism
In order to understand the obstacles present when calculating path integrals we begin with the simplest
case: a free particle. This derivation begins with a system with canonical coordinates, denoted by
position q and momentum p. The relationship between these quantities is as follows;
qˆ |q〉= q |q〉 , pˆ |p〉= p |p〉 , [qˆ, pˆ] = ih¯, , and [qˆ, qˆ] = [pˆ, pˆ] = 0. (2.5.1)
For a general system in one dimension the Hamiltonian takes the form
H(p,q) =
p2
2m
+V (q), (2.5.2)
in the case of the free particle V (q) = 0. We observe these states in the Schrodinger picture, and so
time evolution is described by
|q, t〉= e− ih¯ H(pˆ,qˆ)(t−ti) |q, ti〉= Uˆ(t, ti) |α, ti〉 , (2.5.3)
where the operator Uˆ(t, ti) describes the unitary time evolution of the state |q, ti〉. Returning to the
canonical coordinates of the path along which a particle is propagating, if a particle travels from qi
at time ti to q f at t f then the probability amplitude of such a series of events is described by the
propagator
K(q f , t f ;qi, ti) = 〈q f |Uˆ(t f , ti) |qi〉= 〈q f |e−
i
h¯ H(pˆ,qˆ)(t f−ti) |qi〉 . (2.5.4)
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If we break the time interval into N chunks of time and apply the operator Uˆ to each chunk then we
obtain a chain of operators each propagating infinitesimally
K(q f , t f ;qi, ti) = 〈q f |e−
i
h¯ H(pˆ,qˆ)(t f−ti) |qi〉
= 〈q f |e−
iε
h¯ H(pˆ,qˆ)e−
iε
h¯ H(pˆ,qˆ) . . .e−
iε
h¯ H(pˆ,qˆ)︸ ︷︷ ︸
N factors
|qi〉 . (2.5.5)
To identify the infinitesimal elements of space and time within the interval, we introduce a new
formalism
ti = t0 and t f = tN . (2.5.6)
Following equation (2.5.5) the time interval over the entire path becomes
ε =
t f − ti
N
, (2.5.7)
where
q f = qN , qi = q0 and tN = t f . (2.5.8)
At this point the completeness equations:
∫ ∞
−∞
dq |q〉〈q|= Iˆ and
∫ ∞
−∞
d p
2pi h¯
|p〉〈p|= Iˆ, (2.5.9)
can be used. Inserting equations (2.5.9) into equation (2.5.5) yields
K(q f , t f ;qi, ti) =
1
A
∫ ∞
−∞
dqN−1
A
∫ ∞
−∞
dqN−2
A
· · ·
∫ ∞
−∞
dq1
A
(2.5.10)
×〈q f |e− iεh¯ H(pˆ,qˆ) |qN−1〉〈qN−1|e− iεh¯ H(pˆ,qˆ) |qN−2〉 . . . |q1〉〈q1|e− iεh¯ H(pˆ,qˆ) |qi〉 (2.5.11)
=
1
A
∫ ∞
−∞
N−1
∏
n=1
dqn
A
N−1
∏
n=0
〈qn+1|e− iεh¯ H(pˆ,qˆ) |qn〉 . (2.5.12)
Therefore, for a free particle we can write our path integral compactly as
K
(
q f , t f |qi, ti
)
= 〈q f , t f |qi, ti〉= 1A
∫
e
i
h¯ S[q(t)]Dq(t) (2.5.13)
where
S [q(t)] =
∫ t f
ti
m
2
q˙(t)dt (2.5.14)
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and
Dq(t) =
N−1
∏
n=1
dqn
A
. (2.5.15)
To calculate the normalisation constant of the path integral, we utilise the propagation of a wavefunc-
tion over time ε to yield the following propagation
ψ (qn, tn−1+ ε) =
1
A
∫ ∞
∞
exp
[
im
2h¯
(
qn−qn−1
ε
)2]
ψ (qn−1, tn−1)dqn−1. (2.5.16)
We introduce a change of coordinate, β = qn−1− qn, and dβ = dqn−1, and Taylor expand ψ on the
LHS and RHS around ε and β respectively. For simplicity we shall call tn−1 = t and qn = q,
ψ (q, t)+ ε
∂
∂ t
ψ (q, t)+ ...=
1
A
∫ ∞
∞
exp
[
im
2h¯
(
β
ε
)2]
ψ (q+β , t)dβ .
=
1
A
∫ ∞
∞
exp
[
im
2h¯
(
β
ε
)2](
ψ (q, t)+β
∂
∂q
ψ (q, t)+ ...
)
dβ .
=
1
A
(
2piih¯ε
m
) 1
2
ψ (q, t)+O (ε) . (2.5.17)
By comparing coefficients we find that
A =
(
2piih¯ε
m
) 1
2
. (2.5.18)
We return to the derivation by discretising the action described by equation (2.5.14),
Sn =
∫ tn+1
tn
m
2
(
qn+1−qn
tn+1− tn
)2
dt =
m
2
(
qn+1−qn
tn+1− tn
)2
(tn+1− tn) = m2
(qn+1−qn)2
ε
. (2.5.19)
By using the value for the normalisation constant (2.5.18) as it is described in equation (2.5.13) we
obtain the propagation of a free particle over a small interval
K (qn+1, tn+1|qn−1, tn−1) =
∫ ∞
∞
K (qn+1, tn+1|qn, tn)K (qn, tn|qn−1, tn−1)dqn
=
( m
2piih¯ε
) 2
2
∫ ∞
−∞
exp
[
im
2h¯ε
((
qn+1−qn
ε
)2
+
(
qn−qn−1
ε
)2)]
dqn
=
(
m
2piih¯(2ε)
) 1
2
exp
[
im
2h¯(2ε)
(qn+1−qn−1)2
]
. (2.5.20)
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If we continue with this method to find the propagation through to the next interval we obtain
K (qn+2, tn+2|qn−1, tn−1) =
∫ ∞
∞
K (qn+2, tn+2|qn+1, tn+1)K (qn+1, tn+1|qn−1, tn−1)dqn+1
=
(
m
2piih¯(2ε)
) 2
2 ∫ ∞
−∞
exp
[
im
2h¯ε
((
qn+2−qn+1
ε
)2
+
(
qn+1−qn−1
(2ε)
)2)]
dqn+1
=
(
m
2piih¯(3ε)
) 1
2
exp
[
im
2h¯(3ε)
(qn+1−qn−1)2
]
. (2.5.21)
By continuing iteratively we reach the final form of the propagation of a free particle over all intervals,
and therefore the complete path can be expressed as
K
(
q f , t f |qi, ti
)
=
(
m
2piih¯(Nε)
) 1
2
exp
[
im
2h¯(Nε)
(qN−q0)2
]
=
(
m
2piih¯
(
t f − ti
)) 12 exp[ im
2h¯
(
q f −qi
)2
t f − ti
]
. (2.5.22)
The method outlined here will be expanded upon when we consider the propagation of open quantum
systems.
2.6 Propagation of a Quantum Harmonic Oscillator in the Path
Integral Formalism
A forced quantum harmonic oscillator provides a more complicated system to tackle with the theory
outlined thus far. We begin with the same general propagation,
K
(
q f , t f |qi, ti
)
= 〈q f , t f |qi, ti〉= 1A
∫
e
i
h¯ S[q(t)]Dq(t), (2.6.1)
in which the action,
S [q(t)] =
∫ t f
ti
L [q(t)]dt, (2.6.2)
contains the Lagrangian dynamics of a forced harmonic oscillator
L [q(t)] =
m
2
q˙2(t)− ω
2
2
q2(t)−ωq(t), (2.6.3)
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where the oscillator has mass m and moves at frequency ω . We use the Euler-Lagrange equation to
find the equation of motion for this system
d
dt
(
∂L
∂ q˙
)
− ∂L
∂q
= mq¨(t)−ω2(t)q(t)−ω = 0. (2.6.4)
As discussed earlier, paths can be treated as quantum fluctuations δq(t) around a classical path qc(t),
and so it is appropriate to write
q(t) = qcl(t)+δq(t). (2.6.5)
The classical path can be written as
qcl(t) = qi
sin
(
ω
(
t f − t
))
sin(ωT )
+q f
sin(ω (t− ti))
sin(ωT )
, (2.6.6)
where
qcl(ti) = qi and qcl(t f ) = q f (2.6.7)
Because the fluctuations are around the classical path, which lies between two fixed points, we can
apply initial and boundary conditions upon δq(t) to obtain the only two
δq(ti) = X and δq(t f ) = X (2.6.8)
where X is a fixed point. It is important to mention here that these initial conditions are chosen
to simplify the later integration of Lagrangians. If the initial and final conditions of the quantum
fluctuations were different then the effect on our result would be small and can be removed through
normalisation. We continue the derivation by separating the Lagrangian into three parts,
L [qcl(t)+δqcl(t)] =L [qcl(t)]+L ′ [δq(t)]+δL [qcl(t),δq(t)] , (2.6.9)
where
L [qcl(t)] =
m
2
q˙2cl(t)−
mω2
2
q2cl(t)−ωqcl(t), (2.6.10)
L ′ [δq(t)] =
m
2
δ q˙2(t)− ω
2
2
δq2(t), (2.6.11)
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and
δL [qcl(t),δq(t)] = mq˙cl(t)δ q˙(t)−ω2δq(t)qcl(t)−ωδq(t). (2.6.12)
By using equations (2.6.4) and (2.6.8) when integrating δL we can show that its contribution to the
overall action of the system must vanish
∫ t f
t0
δL [qcl(t),ωδq(t)]dt =
∫ t f
t0
(
mq˙cl(t)δ q˙(t)−ω2δq(t)qcl(t)−δq(t)
)
dt
=
∫ t f
t0
(
m
d
dt
(q˙cl(t)δq(t))−mq¨cl(t)q(t)−ω2δq(t)qcl(t)−ωδq(t)
)
dt
= m [q˙cl(t)δq(t)]
t f
ti −
∫ t f
t0
(
mq¨cl(t)+ω2qcl(t)+ωδq(t)
)
dt
= 0. (2.6.13)
Following the same method used to derive equation (2.5.15) to define the normalisation of the measure
we can calculate the path
K
(
q f , t f |qi, ti
)
= exp
[
i
h¯
S [qcl(t)]
]∫
exp
[
i
h¯
∫ t f
ti
L ′ [δq(t)]dt
]
Dq(t)
= exp
[
i
h¯
S [qcl(t)]
]
K′
(
δq f , t f |δqi, ti
)
(2.6.14)
where we have separated the contribution of quantum fluctuations to the propagation into a single
term, K′. By substituting equation (2.6.6) into the action we can obtain the classical contribution
S [qcl(t)] =
∫ t f
ti
(
m
2
q˙2cl(t)−
mω2(t)
2
q2cl(t)−ωqcl(t)
)
dt
=
mω
2
((
q2cl(ti)+q
2
cl(t f )
)
cos(ωT )−2qcl(ti)qcl(t f )
sin(ωT )
)
− (qcl(ti)+qcl(t f ))(cos(ωT )−1sin(ωT )
)
. (2.6.15)
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We discretise the path integral and collect the exponent into a single term Q,
K′
(
δq f , t f |δqi, ti
)
=
∫
exp
[
i
h¯
m
2
∫ t f
ti
(
δ q˙2(t)−ω2δq(t))dt]Dq(t)
=
∫ N−1
∏
n=1
( m
2piih¯ε
) 1
2 exp
[
ε
i
h¯
m
2
N−1
∑
n=0
((
δqn−δqn−1
ε
)2
−ω2δq2n
)]
dδqn
=
∫ N−1
∏
n=1
( m
2piih¯ε
) 1
2 exp
[
ε
i
h¯
m
2
Q
]
dδqn. (2.6.16)
We relabel δqn = yn for simplicity and diagonalise the matrix [65] to identify the following relation-
ships that will be necessary to calculate the path integral
Q =
N−1
∑
n=0
((
yn− yn−1
ε
)2
−ω2y2n
)
=
y20+ y
2
N−2y1y0−2yNyN−1
ε2
−ω2y2N +Q′ (2.6.17)
where
Q′ =~yT A~y, (2.6.18)
~y = (y1,y2, ...,yN−1) (2.6.19)
and Q′ is defined as
Q′ =
1
ε2

2−ω2ε2 −1 0 0 0 . . .
−1 2−ω2ε2 −1 0 0 . . .
0 −1 2−ω2ε2 −1 0 . . .
0 0 −1 2−ω2ε2 −1 . . .
...
...
...
... . . . . . .
. . . . . . . . . . . . −1 2−ω2ε2

(2.6.20)
Extraction of determinants from this matrix will be important later in the derivation. If one takes Q′
to be an n×n matrix and labels it Q′n+1, then using this formalism for the determinant, we can write
det
(
Q′n+1
)
=
(
2−ω2ε2)det(Q′n)−det(Q′n−1). (2.6.21)
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We choose two conditions
det
(
Q′0
)
= 0 and det
(
Q′1
)
= 1. (2.6.22)
With the use of the recursive relationship derived in Appendix A1 we find
det
(
Q′n
)
=
sin(n(ωε))
sin(ωε)
. (2.6.23)
We diagonalise Q′ such that we can simplify this matrix and obtain its characteristic properties,
OT Q′O = P (2.6.24)
where Pnm = λnδnm, O describes the transformation of our vectors into orthogonal vectors,
~y = O~z, (2.6.25)
which removes the off-diagonal terms in our description of Q, two further identities that will be of
use are
OP−1OT = Q′−1, (2.6.26)
and
N−1
∑
k=1
On,k
1
λk
Om,k =
(
Q′−1
)
n,m . (2.6.27)
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Returning to equation (2.6.16) and transforming our coordinates with equations (2.6.26) and (2.6.27),
we yield the following expression for Q,
Q =
y20+ y
2
N
ε2
−ω2y2N +Q′
=
y20+ y
2
N
ε2
−ω2y2N +2yN
N−1
∑
n=1
ON−1,nzn−2y0
N−1
∑
n=1
O1,nzn+2y0
N−1
∑
n=1
λnz2n
=
y20+ y
2
N
ε2
−ω2y2N +
N−1
∑
n=1
λn
(
zn− ON−1,nyN +O1,ny0λn
)2
− y2N
(
Q′−1
)
N−1,N−1− y20
(
Q′−1
)
1,1− y0yN
(
Q′−1
)
1,N−1
=
y20+ y
2
N
ε2
−ω2y2N +
N−1
∑
n=1
λnx2n
− y2N
(
Q′−1
)
N−1,N−1− y20
(
Q′−1
)
1,1− y0yN
(
Q′−1
)
1,N−1 (2.6.28)
where,
xn = zn− ON−1,nyN +O1,ny0λn . (2.6.29)
We now define (Q′)−1, which can do element-by-element finding the determinant multiplied by the
relevant sign. We obtain the following expressions for the terms in the inverse matrix found in equa-
tion (2.6.17),
(
Q′
)−1
N−1,N−1 =
(−1)(N−1)+(N−1) det(Q′N−1)
det
(
Q′N
) = sin((N−1)(ωε))
sin(N (ωε))
, (2.6.30)
(
Q′
)−1
1,1 =
(
Q′−1
)
N−1,N−1 , (2.6.31)
and (
Q′
)−1
N−1,1 =
(−1)1+(N−1) (−1)(N−2)
det
(
Q′N
) = sin(ωε)
sin(N (ωε))
. (2.6.32)
Because the transformations of the coordinates has been done using the orthogonal matrix O, the
Jacobian is unity so
∞
∏
n
dyn =
∞
∏
n
dxn. (2.6.33)
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We return to the propagator K′ and transform it with the substitution of our new definitions of Q
K′ (yN , tN |y0, t0) =
∫ N−1
∏
n=1
( m
2piih¯ε
) 1
2 exp
[
ε
i
h¯
m
2
(
y20+ y
2
N
ε2
−ω2y2N
)
+Q′
]
dyn
=
( m
2piih¯ε
)N
2 exp
[
ε
i
h¯
m
2
(
y20+ y
2
N
ε2
−ω2y2N
)]
× exp
[
i
h¯
m
2
(
y20
(
Q′−1
)
1,1+ y
2
N
(
Q′−1
)
N−1,N−1−2y0yN
(
Q′−1
)
N−1,1
ε
)]
×
∫ N−1
∏
n=1
exp
[
im
2pi h¯ε
N−1
∑
n=1
λnx2n
]
dxn
=
( m
2piih¯ε
)N
2 exp
[
i
h¯
m
2
(
y20+ y
2
N
ε
− εω2y2N
)]
× exp
[
i
h¯
m
2ε
((
y20+ y
2
N
)
sin((N−1)(ωε))−2y0yN sin(ωε)
sin(N (ωε))
)]
×
(
2piih¯ε
m
)N−1
2 N−1
∑
n=1
√
1
λn
=
( m
2piih¯ε
) 1
2 exp
[
i
h¯
m
2
(
y20
(
1− sin((N−1)(ωε))
sin(N(ωε))
))]
× exp
[
i
h¯
m
2
(
y2N
(
1−ω2ε2− sin((N−1)(ωε))
sin(N(ωε))
)
−2y0yN sin(ωε)sin(N (ωε))
)]
×det(Q′) 12 . (2.6.34)
By calculating the determinant and reintroducing both the original limits and coordinates we can
conclude this derivation:
K′
(
δq f , t f |δqi, ti
)
= lim
ε→0
N→∞
(
msin(ωε)
2piih¯ε sin(ω (Nε))
) 1
2
× exp
[
i
h¯
m
2
((
δq20+δq
2
N
)
cos(ω (Nε))−2δq0δqN sin(ωε)sin(N (ωε))
)]
=
(
mω
2piih¯sin
(
ω
(
t f − ti
))) 12 exp[ i
h¯
m
2
((
δq20+δq
2
N
)
cos
(
ω
(
t f − ti
))−2δq0δqN)]
=
(
mω
2piih¯sin(ωT )
) 1
2
exp
[
i
h¯
m
2
((
δq20+δq
2
N
)
cos(ωT )−2δq0δqN
)]
(2.6.35)
where T = t f − ti.
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Chapter 3
Quantum Brownian Motion
As seen in Section 2.4 of the last chapter, considering environmental interactions in models of quan-
tum systems dramatically increases their complexity. Our system of interest is again described as a
reduced density matrix, but calculating the path integral in the manner outlined previously is made
vastly more complicated by the environmental degrees of freedom that have been introduced. Further-
more, the distinction between system and environment, and their separation as they both propagate,
is unclear unless approximations are made.
We will build on a model of Brownian motion, in which a heavy particle through a thermally
equilibriated medium [62], to investigate whether non-Markovianity has a significant impact on de-
coherence timescales of quantum systems in nature. Given the complexity of quantum systems in
nature, quantum Brownian motion is an appropriate toy model with which to test our hypothesis.
But before this we shall give an overview of Markovian quantum Brownian motion and the result-
ing dynamics. Brownian motion describes the movement of a particle through a thermal reservoir -
a system of particles described by Maxwell-Boltzmann statistics. As the particle interacts with the
surrounding environment it dissipates energy into the bath as heat and experiences drag. Also, the
trajectory of the particle becomes erratic, and exhibits fluctuations in position and velocity, see fig.
3.1. These two phenomena, dissipation and fluctuation, are considered together in a theorem that is
of great importance in thermodynamics: the fluctuation-dissipation theorem.
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Figure 3.1: Brownian motion of a particle (blue) through a thermal bath composed of other particles
(red).
Because environmental interactions play a fundamental role in the propagation of a Brownian
particle, a quantum mechanical description requires the entire ensemble to be treated as an open
quantum system. The Caldeira-Leggett master equation, derived in [11], treats the Brownian particle
as a reduced system the propagation of which is described using path integrals. As we shall see,
this approach is drastically simplified by the Markov approximation. Nevertheless, it provides a
framework which can be extended in order to investigate the application of non-Markovianity to
systems in nature.
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3.1 The Path Integral Approach
Figure 3.2: A particle (the system) interacting with a bath of harmonic oscillators (the environment).
The classical equation of motion for a Brownian particle, also known as the Langevin equation, takes
the form:
Mx¨(t)+M
∫ t
−∞
dt ′x˙(t ′)γ(t− t ′)+ ∂V (x)
∂x
= ξ (t) (3.1.1)
where x describes the position of the Brownian particle, M is its mass, V (x) is the potential energy,
γ(t) is the memory-friction kernel which contains non-local behaviour, and ξ (t) is a stochastic force
that emerges from interaction with the environment, effectively describing noise. For the Brownian
particle, the stochastic force is governed by Gaussian statistic and described by the following averages
〈ξ (t)〉= 0 (3.1.2)
and
〈ξ (t)ξ (t ′)〉= χcl(t− t ′). (3.1.3)
For a system in the presence of white noise, there is no memory and equation (3.1.1) becomes
Mx¨(t)+Mγ+
∂V (x)
∂x
= ξ (t), (3.1.4)
and
χcl(t− t ′) = 2MγKBTδ (t− t ′). (3.1.5)
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We introduce the frequency induced damping coefficient and the Green-Kubo formula [62]
γ˜(ω) =
∫ ∞
∞
dteiωtγ(t)
=
1
MkBT
∫ ∞
0
dt〈ξ (t)ξ (0)〉cleiωt (3.1.6)
where 〈ξ (t)ξ (0)〉cl is an autocorrelation function of the fluctuating force and captures its stochastic
behaviour.
In order to obtain a quantum description, the thermal reservoir through which a Brownian particle
travels is modelled as a bath of quantum harmonic oscillators, see fig. 3.2. In this case, the bath is
treated as a lattice of massive oscillating particles each coupled with springs to the position coordinate
of the system of interest. The distribution of oscillators is defined by the density of states, which plays
an important role in how we choose to define our ensemble. The dynamics of the system are described
by the following Lagrangian,
Ltot =LA+LB+LI, (3.1.7)
where
LA[x(t)] =
M
2
x˙2(t)−V [x(t)], (3.1.8)
LB[Rk(t)] =∑
k
(m
2
R˙2k(t)−
m
2
ω2k R
2
k(t)
)
, (3.1.9)
and
LI[x(t),Rk(t)] =−x(t)∑
k
(CkRk(t)) , (3.1.10)
where R is the coordinate of the environment, V is the potential, m is the mass of each oscillator in the
environment, and ωk are their frequencies. We see the interaction Lagrangian LI is described by a
spring coupling which is linear in bath coordinates, this will become important later in the derivation.
The Lagrangian and action of this system is related by:
SA+SB+SI =
∫ h¯β
0
dτ (LA+LB+LI) , (3.1.11)
where β = (kbT )−1. Substituting our Lagrangian dynamics into equation (2.4.24) yields the following
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action [2, 64]
S(k)B,I[x(t),Rk,R
′
k] = S
(k)
B [Rk,R
′
k]+S
(k)
I [x(t),Rk,R
′
k]
=
mωk
2sin(ωkτ)
[
(R2k +R
′2
k )cos(ωkτ)−2RkR′k
]
+
mωk
2sin(ωkτ)
[
Rk
2ck
mωk
∫ tb
ta
x(t)sin(ωk(t− ta))dt+R′k
2ck
mωk
∫ tb
ta
x(t)sin(ωk(tb− t))dt
]
− mωk
2sin(ωkτ)
[
2c2k
m2ω2k
∫ tb
ta
dt
∫ t
ta
x(t)x(s)sin(ωk(tb− t))sin(ωk(s− ta))ds
]
, (3.1.12)
where τ = tb− ta, x(t) = x, x(0) = x′, Rk(t) = Rk, and Rk(0) = R′k, and T is the temperature of the
environment. We assume that the environment is initially in equilibrium and therefore define the
density matrix of a canonical ensemble. Introducing the Hamiltonian, the equilibrium density matrix
of the entire system, ρE , takes the form:
ρE =
1
Z
exp
[
β HˆB
]
=
1
Z
∞
∑
n=0
exp [βEn] |n〉〈n| , (3.1.13)
where
HˆB =
1
2m
pˆ2+
1
2
mω2k xˆ
2, (3.1.14)
and Z is the partition function, which acts as a normalisation factor such that Tr [ρE(x′,x)] = 1. The
operator, exp
[
β HˆB
]
, is related to the more familiar time evolution operator seen in earlier sections,
exp
[− ih¯HˆBt], by a Wick rotation [62]. This operator describes the cumulative history of all paths,
where the quantum fluctuations have a phase of h¯β , a point we shall return to. Given that
HˆB |n〉= h¯ωk
(
n+
1
2
)
|n〉 (3.1.15)
we find
Z =
1
sinh
(
h¯ωk
kbT
) . (3.1.16)
and therefore
〈x|n〉=
(
1
pi
) 1
4 ( c
2nn!
) 1
2 exp
[
−c
2x2
2
]
Hn(cx) (3.1.17)
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where Hn is an nth degree Hermite polynomial and
c =
(mωk
h¯
) 1
2
. (3.1.18)
This results in the following description of the density matrix in the coordinate representation,
〈R′k|ρE(0) |Q′k〉= ρE(R′,Q′,0)≡∏
k
ρ(k)E (R
′
k,Q
′
k,0) (3.1.19)
where
ρE
(
R′,Q′,0
)
=
mωk
2pi h¯sinh
(
h¯ωk
kbT
) exp
 −mωk
2pi h¯sinh
(
h¯ωk
kbT
) ((R′2k +Q′2k )cosh( h¯ωkkbT
)
−2R′kQ′k
) .
(3.1.20)
Following the path integral approach, as outlined in Section 2.4, we obtain conjugate coordinates of
the system, y(t), and the bath, Qk(t). In the coordinate representation our density operator becomes
〈xR|ρE(t)|yQ〉=
∫
dx′dy′dR′dQ′K
(
x,R, t;x′,R′,0
)〈x′R′|ρ(0)|y′Q′〉K∗ (y,Q, t;y′,Q′,0) . (3.1.21)
As with the derivation of the Born-Markov equation, we shall assume that in their initial states the
system and a surrounding bath are uncorrelated with each other. Thus,
ρE(0) = ρ˜(0)ρB(0), (3.1.22)
where ρ˜ is the density matrix describing the state of the system and ρB is that of the bath. Following
the path integral formalism, the propagation of the reduced density matrix, ρ˜ , now takes the form
ρ˜ (x,y, t) =
∫ ∫
dx′dy′J
(
x,y, t;x′,y′, t ′
)
ρ˜
(
x′,y′,0
)
, (3.1.23)
where we have traced out the environmental degrees of freedom and
J
(
x,y, t;x′,y′, t ′
)
=
∫ ∫
Dx(t)Dy(t)exp
[
− i
h¯
∫
LA[x(t)]dt
]
F [x(t),y(t)]exp
[
i
h¯
∫
LA[y(t)]dt
]
.
(3.1.24)
61
The influence functional contains information about the bath and its interaction with the system of
interest,
F [x(t),y(t)]≡
∫ ∫ ∫
dR′dQ′dRρE(R′,Q′,0)
∫ R
R′
∫ Q
Q′
[dQ(t)][dR(t)]
× exp
[
i
h¯
((S(k)I [x(t),R(t)]−S(k)I [y(t),Q(t)])+(S(k)B [x(t),R(t)]−S(k)B [y(t),Q(t)]))
]
.
(3.1.25)
Substituting equations (3.1.20) and (3.1.12) into (3.1.25) yields
F [x(t),y(t)]≡∏
k
∫ ∫ ∫
dR′kdQ
′
kdRk
 mωk
2pi h¯sinh
(
h¯ωk
kbT
)

× exp
 −mωk
2h¯sinh
(
h¯ωk
kbT
)
((R′2k +Q′2k )cosh( h¯ωkkbT
)
−2R′kQ′k
)
×
(
mωk
2piisin(ωkτ)
) 1
2
exp
[
i
h¯
S(k)[x(t),Rk,R′k]
]
×
(
mωk
2pi(−i)sin(ωkτ)
) 1
2
exp
[−i
h¯
S(k)[y(t),Rk,Q′k]
]
. (3.1.26)
The R2k terms cancel, and the remaining exponential terms are δ -functions. Thus
∫
dRk exp
[
i2mωk
2h¯sin(ωkτ)
Rk
(
−R′k +Q′k +
ck
mωk
∫ tb
ta
x(t)sin(ωk(t− ta))dt
)]
=
2pi h¯sin(ωkτ)
mωk
δ
(
−R′k +Q′k +
ck
mωk
∫ tb
ta
x(t)sin(ωk(t− ta))dt
)
. (3.1.27)
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Integrating over Q′k involves substituting of the accompanying terms in the δ -function. Thus,
F [x(t),y(t)]≡∏
k
1
sinh
(
h¯ωk
2kbT
)
× exp
[
− 1
2h¯
(
c2k
mωk
)(
1
sin(ωkτ)
)2
×
((∫ tb
ta
[x(t)− y(t)]sin(ωk(t− ta))dt
)2
+
(∫ tb
ta
[x(t)− y(t)]sin(ωk(tb− t))dt
)2
+2
(∫ tb
ta
[x(t)− y(t)]sin(ωk(t− ta))dt
×
∫ tb
ta
[x(t)− y(t)]sin(ωk(tb− t))dt
)
cos(ωkτ)
)
coth
(
h¯ωk
2kbT
))]
× exp
[
i
h¯
(
c2k
mωk
)(
1
sin(ωkτ)
)2((∫ tb
ta
[x(t)+ y(t)]sin(ωk(tb− t))dt
)
×
(∫ tb
ta
[x(t)− y(t)]sin(ωk(t− ta))dt
)
−2
(∫ tb
ta
dt
∫ t
ta
x(t)x(s)sin(ωk(tb− t))sin(ωk(s− ta))ds
)
sin(ωkτ)
)]
. (3.1.28)
To complete this integral and get it into the same form as [11] we manipulate both the integrals and
their limits. This involved derivation is outlined in Appendix B1. The resulting propagator is
J(x,y, t;x′,y′,0) =
∫ x
x′
∫ y
y′
[dx(t)][dy(t)]exp
[
i
h¯
(SR[x]−SR[y])
− i
h¯
η
2
∫ t
0
(x(τ)x˙(τ)− y(τ)y˙(τ)+ x(τ)y˙(τ)− y(τ)x˙(τ))dτ
]
× exp
[
−1
h¯
η
pi
∫ Ω
0
ω coth
(
h¯ω
2kT
)∫ t
0
∫ τ
0
[x(τ)− y(τ)]
× cos(ω(τ− s))[x(s)− y(s)] dτdsdω
]
. (3.1.29)
We can rewrite the propagator in a more compact form,
J(x,y, t;x′,y′,0) =
∫ x
x′
∫ y
y′
Dx(t)Dy(t)exp
[
i
h¯
(SR[x]−SR[y])
]
× exp
[
− i
h¯
∫ t
0
∫ τ
0
f−(τ) αIm(τ− s) f+(s)dsdτ
]
× exp
[
−1
h¯
∫ t
0
∫ τ
0
f−(τ) αRe(τ− s) f−(s)dsdτ
]
=
∫ x
x′
∫ y
y′
Dx(t)Dy(t)exp
[
i
h¯
F0
]
× exp
[
− i
h¯
FIm
]
× exp
[
−1
h¯
FRe
]
, (3.1.30)
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in which
SR[x] =
∫ t
0
(
M
2
x˙2(τ)− v(x)
)
dτ, (3.1.31)
J0 = SR[x]−SR[y], (3.1.32)
FIm =− ih¯
∫ t
0
∫ τ
0
f−(τ) αIm(τ− s) f+(s)dsdτ, (3.1.33)
FRe =−1h¯
∫ t
0
∫ τ
0
f−(τ) αRe(τ− s) f−(s)dsdτ, (3.1.34)
f−(τ) = [x(τ)− y(τ)], f+(τ) = [x(τ)+ y(τ)],
αIm(τ− s) =−∑
k
C2k
2mωk
sin(ωk(τ− s)) , and (3.1.35)
αRe(τ− s) =∑
k
C2k
2mωk
coth
(
h¯ωk
2kBT
)
cos(ωk(τ− s)) . (3.1.36)
In the context of a density matrix, f−(τ) describes the off-diagonal elements of a matrix in the coor-
dinate basis, whilst f−(τ) describes the on-diagonal elements, this means they describe non-classical
and semi-classical behaviour respectively. The α terms are memory kernels, and are directly related
to the memory-friction term, γ(t), seen in the classical Langevin equation (3.1.1) by the following
equation [62]:
−1
h¯
(αRe(τ)+ iαIm(τ)) =
MkBT
h¯
∫ ∞
0
dtγ(t)
∂
∂ t
 sinh
(
2pi th¯β
)
cosh
(
2pi th¯β
)
− cosh
(
2pi τh¯β
)
 , (3.1.37)
we see that the memory kernels depend upon the memory-friction term, and therefore are reliant upon
the noise present in the system. We make the following approximation:
kBT =
1
h¯β
 h¯ω. (3.1.38)
This limit can be somewhat confusing, although it is evident that it restricts this model to high temper-
ature regimes. Under a different high temperature limit, h¯β→ 0, the influence of quantum fluctuations
to the dynamics of the system are significantly reduced and the description is brought closer to the
classical limit, at which stage the system is described by Boltzmann statistics [62]. Although simi-
lar, The high temperature limit seen in equation (3.1.38) instead requires h¯β , sometimes known as the
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thermal or quantum time of the system, to be several orders of magnitude smaller than all values of ω .
This establishes a relationship between the frequency of harmonic oscillators in the environment and
the phase of the quantum paths, thereby controlling their contribution to the overall system dynamics.
This is high temperature limit leads to an unphysical description of quantum Brownian motion in
which energy dissipation of the quantum system is not fully captured, producing positivity violations.
This problem is resolved in Chapter 4.
which allows for the Taylor expansion:
αRe(τ− s) = kBTmh¯ ∑k
C2k
ω2k
cos(ωk(τ− s))+ h¯12mkBT ∑k
C2k cos(ωk(τ− s))+ ... (3.1.39)
By taking the leading order in the expansion we find,
αRe(τ− s)≈ kBTmh¯ ∑k
C2k
ω2k
cos(ωk(τ− s)) . (3.1.40)
If we take a continuum of oscillators then the sum over k will become
kBT
mh¯ ∑k
C2k
ωk
cos(ωk(τ− s))→ kBTmh¯
∫ ∞
0
C2(ω)
ω2
ρD(ω)cos(ω(τ− s))dω, (3.1.41)
where C(ω) is the coupling constant and ρD(ω) is the density of the oscillating particles in the envi-
ronment. We define
D(ω) =C2(ω)ρD(ω) (3.1.42)
where D(ω) is the spectral density, describing how the oscillators in the environment are distributed.
The kernels now take the form
αIm(τ− s)≈− 12m
∫ ∞
0
D(ω)
ω
sin(ωk(τ− s))dω, (3.1.43)
and
αRe(τ− s)≈ kBTmh¯
∫ ∞
0
D(ω)
ω2
cos(ωk(τ− s))dω. (3.1.44)
The α terms are the memory kernels, which include dynamics of the interaction between system
and environment. This is important because these terms capture the system’s history and will dictate
whether the dynamics are Markovian or non-Markovian. The structure of the kernels is reliant on the
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density of states, which is also therefore important in the description of our system.
3.2 Density of States
The density of states describes the distribution of states within the environment. In the Caldeira-
Leggett approach, the density of the Debye model for harmonic oscillators is used. In this context
our environment is a bath of oscillating particles with frequency ω . Ultimately, the Debye model
is chosen to engineer an Ohmic environment linear in ω . To this end the coupling constants, C(ω)
is constant whilst ρ(ω) ∝ ω2. The Ohmic environment in the high temperature limit provides a
direct link between this model of quantum Brownian motion and the classical Langevin equation
(3.1.1). The Debye model is employed in solid state physics to describe the physical properties
that emerge from a lattice of quantum harmonic oscillators. This allows for the thermal energy of
systems to be understood, from which valuable information such as the heat capacity can be extracted
[63]. Furthermore, the environment is characterised by a cut-off. This can be engineered through
introducing decaying functions as a soft cut-off or implementing discontinuities as a hard cut-off. The
latter results in the introduction of Ω, the hard cut-off frequency, beyond which we do not consider
any states. The implementation of a hard cut-off and a constructing an Ohmic environment result in
the following description
D(ω) =

2mηω2
pi , |ω| ≤Ω,
0, |ω|>Ω,
(3.2.1)
Figure 3.3: The Debye density of states D(ω) with a hard cut-off at some frequency Ω [11].
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and when plotted the density of states looks like figure 3.3. With this density of states we find the
following form of the memory kernels,
αIm(τ− s)≈ η2pi
d
d(τ− s)
∫ Ω
−Ω
cos(ω(τ− s))dω, (3.2.2)
and
αRe(τ− s)≈ 2ηkBTpi h¯
∫ Ω
0
cos(ω(τ− s))dω. (3.2.3)
To make these kernels memoryless, thereby making the Markov approximation, we take the limitΩ→
∞. By doing this, we are increasing the magnitude of the resonant frequency of oscillation of particles
in the environment. At this limit we find a description of our system of interest interacting with an
infinitely large environment. This is equivalent to an instantaneous interaction between the system of
interest and environment, described by the δ function, which destroys any time-dependent behaviour
that could be regarded as memory. This manifests itself in the following Markovian structure
αIm(τ− s)≈ η2pi
d
d(τ− s)
sin(Ω(τ− s))
(τ− s)
Ω→∞−−−→ η d
d(τ− s)δ (τ− s), (3.2.4)
and
αRe(τ− s)≈ 2ηkBTpi h¯
sin(Ω(τ− s))
(τ− s)
Ω→∞−−−→ 2ηkBTδ (τ− s). (3.2.5)
These delta functions simplify the convolution integrals significantly whilst eliminating any terms
with history. The reduced density matrix of time, t, is therefore
ρ˜(x,y, t) =
∫ ∫
dy′dy′J
(
x,y, t;x′,y′,0
)
ρ˜
(
x′,y′,0
)
, (3.2.6)
where the propagator in the Markovian limit becomes
J(x,y, t;x′,y′,0) =
∫ x
x′
∫ y
y′
[dx(t)][dy(t)]exp
[
i
h¯
(SR[x]−SR[y])
]
× exp
[
− iη
h¯
∫ t
0
∫ τ
0
f−(τ)
d
d(τ− s)δ (τ− s) f+(s)dsdτ
]
× exp
[
−2ηkBT
h¯
∫ t
0
∫ τ
0
f−(τ) δ (τ− s) f−(s)dsdτ
]
. (3.2.7)
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If we integrate the terms in the second exponential in equation (3.2.7) we obtain
J(x,y, t;x′,y′,0) =
∫ x
x′
∫ y
y′
[dx(t)][dy(t)]exp
[
i
h¯
(SR[x]−SR[y])
]
× exp
[
− iη
h¯
∫ t
0
(
(x2(τ)− y2(τ))δ (0)+ 1
2
(x(τ)− y(τ))(x˙(τ)+ y˙(τ))
)
dτ
]
× exp
[
−2ηkBT
h¯
∫ t
0
∫ τ
0
f−(τ) δ (τ− s) f−(s)dsdτ
]
. (3.2.8)
The term containing δ (0) is divergent and unphysical requiring renormalisation to be removed. In [11]
this divergence is solved by replacing it with an equivalent term
ηδ (0) = lim
Ω→∞
ηΩ
pi
. (3.2.9)
and by appropriately redefining the Lagrangian. The validity of this substitution will become clearer
after the method used to derive the non-Markovian model is outlined. We continue by defining two
more parameters
γ ≡ η
2M
, (3.2.10)
and
(∆ω)2 ≡ 4γΩ
pi
, (3.2.11)
where γ is the relaxation constant of the system and ∆ω a frequency shift. Finally, we obtain the
propagator,
J(x,y, t;x′,y′,0) =
∫ x
x′
∫ y
y′
Dx(t)Dy(t)exp
[
i
h¯
(
S˜R[x]− S˜R[y]
)]
× exp
[
− iMγ
h¯
∫ t
0
(x(τ)− y(τ))(x˙(τ)+ y˙(τ))dτ
]
× exp
[
−2MγkBT
h¯2
∫ t
0
(x(τ)− y(τ))2 dτ
]
, (3.2.12)
in which we have defined the renormalized action as
S˜R[x] =
∫ t
0
(
M
2
x˙2(τ)− vR[x]
)
dτdτ, (3.2.13)
68
and the renormalized potential as
vR[x] =
∫ t
0
(
v˜[x]−M
2
(∆ω)2 x2(τ)
)
dτ. (3.2.14)
It is important to note that some extensions and manipulations have been applied to the Lagrangian
previously mentioned so as to make our method applicable to the desired system, this is outlined in
the Appendix B2.
3.3 The Markovian Quantum Master Equation
To extract the master equation we must manipulate the path integral to find the equation of motion for
the reduced density matrix. Rather than computing the entire path integral, we decrease the integration
interval and consider the evolution of our system from a time t to t+ε [2]. The master equation takes
the form
ρ˜(x1,y1, t+ ε) =
∫ ∫
dx0dy0J(x1,y1, t+ ε;x0,y0, t)ρ˜(x0,y0, t). (3.3.1)
For a small time interval any regular path can be approximated by a straight line, therefore when ε is
small we can rewrite the propagator from equation (3.2.12) as
J(x1,y1, t+ ε;x,0 ,y0t)≈ 1A2 exp
[
i
h¯
∫ t+ε
t
((
M
2
x˙2(τ)− vR[x]
)
−
(
M
2
y˙2(τ)− vR[y]
))
dτ
]
× exp
[
− iMγ
h¯
∫ t+ε
t
(x(τ)− y(τ))(x˙(τ)+ y˙(τ))dτ
]
(3.3.2)
× exp
[
−2MγkBT
h¯2
∫ t+ε
t
(x(τ)− y(τ))2 dτ
]
. (3.3.3)
We introduce an appropriate notation for the spatial coordinates following the discretisation of time
x(t+ ε) = x1, y(t+ ε) = y1, x(t) = x0, y(t) = y0. (3.3.4)
Therefore in the limit ε → 0 we obtain
x˙≈ x1− x0
ε
, y˙≈ y1− y0
ε
, (3.3.5)
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and ∫ t+ε
t
f (x(τ))dτ ≈ ε f
(
x1+ x0
2
)
(3.3.6)
We further define
βx = x1− x0, and βy = y1− y0. (3.3.7)
With the above notation, we transform equation (3.3.2) and obtain an entirely discretised expression
for the propagator
J(x1,y1, t+ ε;x,0 ,y0t)≈ 1A2 exp
[
i
h¯
(
M
2
(
x1− x0
ε
)2
− vR
(
x1+ x0
2
))
ε
]
− exp
[
i
h¯
(
M
2
(
y1− y0
ε
)2
− vR
(
y1+ y0
2
))
ε
]
× exp
[
− iMγ
h¯
((
x1+ x0
2
)
−
(
y1+ y0
2
))((
x1− x0
ε
)
+
(
y1− y0
ε
))
ε
]
× exp
[
−2MγkBT
h¯2
(
x1+ x0
2
− y1+ y0
2
)2
ε
]
≈ 1
A2
exp
[
i
h¯
M
2
(
β 2x −β 2y
ε
)
− i
h¯
(
vR
(
x1− βx2
)
− vR
(
y1− βy2
))
ε
]
× exp
[
− iMγ
h¯
(
(x1− y1)+
(
βx−βy
2
))
(βx+βy)
]
× exp
[
−2MγkBT
h¯2
(
(x1− y1)−
(
βx−βy
2
))2
ε
]
. (3.3.8)
Clearly the limit ε → 0 will lead to terms proportional to ε−1 exploding. This explosion causes the
integral to oscillate wildly leading to negligible contributions from the integral. Therefore the main
contribution will come when
M
2h¯
(
β 2x
ε
)
≈ M
2h¯
(
β 2y
ε
)
∝ 1, (3.3.9)
therefore βx ≈ βy ∝ ε 12 . We can use this to keep and discard terms depending on the order of ε . At
this point in the Caldeira-Leggett derivation two different variables are introduced
β ′x0 = βx0− γ (x1− y1)ε , and β ′y0 = βy0 + γ (x1− y1)ε, (3.3.10)
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and so clearly
βx0 = β
′
x0 + γ (x1− y1)ε , and βy0 = β ′y0− γ (x1− y1)ε. (3.3.11)
Substituting these new variables into the master equation yields
J(x1,y1, t+ ε;x,0 ,y0t)≈ 1A2 exp
[
i
h¯
M
2
(
β ′2x −β ′2y
ε
)
+
i
h¯
Mγ
(
β ′x+β
′
x
)
(x1− y1)
]
× exp
[
− i
h¯
(
vR
(
x1− β
′
x
2
− γ (x1− y1)ε
2
)
− vR
(
y1−
β ′y
2
+
γ (x1− y1)ε
2
))
ε
]
× exp
[
− i
h¯
Mγ
(
(x1− y1)+
(β ′x−β ′y
2
)
+ γ (x1− y1)ε
)(
β ′x+β
′
y
)]
× exp
[
−2MγkBT
h¯2
(
(x1− y1)+
(β ′x−β ′y
2
)
+ γ (x1− y1)ε
)2
ε
]
. (3.3.12)
Equation (3.3.12) is in a form that can be expanded in orders of ε . We expand the terms inside the
exponent and substitute the propagator back into the quantum master equation
ρ˜(x1,y1, t+ ε)≈
∫ ∫
dβ ′xdβ
′
y
1
A2
exp
[
i
h¯
M
2
(
β ′2x −β ′2y
ε
)]
× exp
[
− i
h¯
n
∑
n=0
(
v(n)R (x1)
(
β ′x
2
+
γ (x1− y1)ε
2
)n
− v(n)R (y1)
(
β ′x
2
+
γ (x1− y1)ε
2
)n)
ε
]
× exp
[
− i
h¯
Mγ
(
(x1− y1)
(
β ′x+β
′
y
)
γε+
(
β 2′x0 −β 2′y0
2
))]
× exp
[
−2MγkBTε
h¯2
(
(x1− y1)2 (1+ γε)2
)]
× exp
[
−2MγkBTε
h¯2
(
(x1− y1)(1+ γε)
(β ′x−β ′y
2
)
+
(β ′x−β ′y
2
)2)]
× ρ˜(x1−
(
β ′x+ γ (x1− y1)ε
)
,y1−
(
β ′y− γ (x1− y1)ε
)
, t). (3.3.13)
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After some simplification of equation (3.3.13), we can expand every appropriate exponential and
obtain the following form of the master equation
l
∑
l=0
1
l!
ρ˜(0,0,l)(x1,y1, t)ε l ≈
∞
∑
m=0
1
m!
∫ ∫
dβ ′xdβ
′
y
1
A2
exp
[
i
h¯
M
2
(
β ′2x −β ′2y
ε
)]
(
− i
h¯
∞
∑
n=0
1
n!
(
v(n)R (x1)
(
β ′x
2
+
γ (x1− y1)ε
2
)n
− v(n)R (y1)
(
β ′x
2
+
γ (x1− y1)ε
2
)n)
ε
− i
h¯
Mγ
(
(x1− y1)
(
β ′x+β
′
y
)
γε+
(
β 2′x −β 2′y
2
))
− 2MγkBTε
h¯2
(
(x1− y1)2 (1+ γε)2
)
− 2MγkBTε
h¯2
(
(x1− y1)(1+ γε)
(β ′x−β ′y
2
)
+
(β ′x−β ′y
2
)2))m
×
j
∑
j=0
k
∑
k=0
1
j!k!
ρ˜( j,k,0) (x1,y1, t)
(
β ′x− γ (x1− y1)ε
) j (β ′y+ γ (x1− y1)ε)k
)
.
(3.3.14)
We further simplify equation (3.3.14) by using βx and βy as the small parameters as βx ≈ βy ≈ 0.
Again, we use an expansion to find
ρ˜+
∂ ρ˜
∂ t
ε+ ...=
∫ ∫
dβ ′xdβ
′
y
1
A2
exp
[
i
h¯
M
2
(
β ′2x −β ′2y
ε
)]
− i
h¯
(
1− (vR (x1)(1+ (β ′x+ γ (x1− y1)ε)+ ....) −vR (y1)(1+ (β ′y− γ (x1− y1)ε)+ ...))ε
− i
h¯
Mγ
(
(x1− y1)
(
β ′x+β
′
y
)
γε
)− 2MγkBTε
h¯2
(
(x1− y1)2 (1+ γε)2
)
+ ...
)
×
(
ρ˜+
∂ ρ˜
∂x1
(
β ′x+ γ (x1− y1)ε
)
+
∂ ρ˜
∂y1
(
β ′y+ γ (x1− y1)ε
)
+
1
2
∂ 2ρ˜
∂x21
(
β ′x+ γ (x1− y1)ε
)2
+
1
2
∂ 2ρ˜
∂y21
(
β ′y− γ (x1− y1)ε
)2
+
∂ 2ρ˜
∂x1∂y1
(
β ′x+ γ (x1− y1)ε
)(
β ′y− γ (x1− y1)ε
)
+ ...
)
. (3.3.15)
Discarding higher order terms in ε , we collect terms that will contribute to the normalisation of the
reduced system (the zeroth order terms) and the propagation of the reduced system (the first order
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terms),
ρ˜+
∂ ρ˜
∂ t
ε =
∫ ∫
dβ ′xdβ
′
y
1
A2
exp
[
i
h¯
M
2
(
β ′2x −β ′2y
ε
)]
×
(
− i
h¯
(vR (x1)− vR (y1)) ρ˜−
(
2MγkBTε
h¯2
(x1− y1)2
)
ρ˜
+
∂ρ
∂y1
(
β ′y+ γ (x1− y1)ε
)
+
∂ ρ˜
∂x1
(
β ′x+ γ (x1− y1)ε
)
+
1
2
∂ 2ρ˜
∂x21
β ′2x +
1
2
∂ 2ρ˜
∂y21
β ′2y +
∂ 2ρ˜
∂x1∂y1
β ′xβ
′
y
)
. (3.3.16)
(3.3.17)
But first we must complete the integral, from which we can compare and equate coefficients of corre-
sponding orders of ε on either side of the equation,
ρ˜+
∂ ρ˜
∂ t
ε =
1
A2
M
2piε h¯
(
(1− γε)− iε
h¯
(vR (x1)− vR (y1)) ρ˜−
(
2MγkBTε
h¯2
(x1− y1)2
)
ρ˜
−
(
∂ ρ˜
∂y1
− ∂ ρ˜
∂x1
)
γ (x1− y1)ε − h¯i
ε
2M
(
∂ 2ρ˜
∂x21
− ∂
2ρ˜
∂y21
))
. (3.3.18)
For equation (3.3.18) to be normalized then clearly1
A2 =
2piε(1− γε)h¯
M
, (3.3.19)
and therefore we can write,
1
A2
=
M
2piε(1− γε)h¯ =
M
2pi h¯
(
1
ε
+ γ+ ...
)
. (3.3.20)
We truncate the series to the first term as we have no higher order epsilon terms. From the zeroth
order terms we find the Caldeira-Leggett normalisation constant
1
A2
=
M
2piε h¯
. (3.3.21)
1We note two observations: Firstly, regardless of the variable transformation introduced the result is the same, making
the step outlined by equation (3.3.10) irrelevant. Secondly, the normalisation constant is in fact subtly different to that
noted in the Caldeira-Leggett approach.
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The normalisation will become a matter of some contention when we encounter the non-Markovian
description of this system. Returning to the derivation, by equating corresponding terms in the first
order in epsilon we find the following equation of motion,
∂ ρ˜
∂ t
=
(
− i
h¯
(vR (x)− vR (y)) ρ˜−
(
2MγkBT
h¯2
(x− y)2
)
ρ˜
−
(
∂ ρ˜
∂y
− ∂ ρ˜
∂x
)
γ (x− y)− h¯
i
1
2M
(
∂ 2ρ˜
∂x2
− ∂
2ρ˜
∂y2
))
. (3.3.22)
In ref [11] this equation is translated into the operator representation
∂ ρ˜
∂ t
=− i
h¯
[HR, ρ˜]− iγ2h¯ [{p,x} , ρ˜]−
D
h¯2
[x, [x, ρ˜]]+
∆
h¯2
([x, ρ˜ p]− [p, ρ˜x]) , (3.3.23)
where HR is the renormalized Hamiltonian of the system of interest, D = ηkBT is the diffusion con-
stant, and ∆ = −ih¯γ is the difference between different diffusive terms [66]. In this form equation
(3.3.23) is a Lindblad quantum master equation with two additional diffusive terms. This Lindblad-
like quantum master equation is derived through the quantization of complex canonical coordinates of
dissipative systems and does not satisfy certain equilibirum conditions. One issue with the Caldeira-
Leggett method is that equation of motion violates positivity, this has been resolved with more com-
plete quantum master equations [69, 70]. The term [HR, ρ˜] describes how pure states of the density
matrix evolve through time. The additional terms in the QME result from fluctuation and dissipation
of the system of interest in the presence of an environment. We rewrite equation (3.3.23) in a compact
form,
∂ ρ˜
∂ t
= LˆMρ˜ , (3.3.24)
where LˆM is the Liouvillian operator in the Markov limit defined as
LˆMρ˜ =− ih¯
[
HˆR, ρ˜
]− γ [(x− y)( ∂
∂x
− ∂
∂y
)
+
(x− y)2
λ 2T
]
ρ˜. (3.3.25)
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Figure 3.4: Markovian decoherence of the coherences
To investigate the evolution of the Markovian system, we numerically integrate equation (3.3.24).
We take the mass to be that of a proton, M = 1× 10−27kg, our system to be at room temperature,
T = 300K. Furthermore, in order for our results to be relevant to realistic scenarios we choose the
separation of the states described by the off-diagonal coherences to be of the order of angstroms,
x = 2× 10−10m. Following [17] for our initial condition we populate the density matrix with four
Gaussians. Two on the diagonal and therefore characterise classical states, along with two off the
diagonal which describes quantum coherences. The initial condition chosen for this system is
ρ(x,y,0) = exp
(−(x+2)2− (y+2)2)+ exp(−(x−2)2− (y−2)2)
+ exp
(−(x+2)2− (y−2)2)+ exp(−(x−2)2− (y+2)2) (3.3.26)
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Figure 3.5: Markovian evolution of the reduced density matrix with no system-environment coupling,
the parameters are M = 1u, γ = 10−14s, and T = 300K.
We use the l1-norm definition of coherence, Cl1 , as a measure of quantum coherence [73]. In this
regime we define the total coherence of the system by summing over all off-diagonal populations,
Cl1(ρ) =∑
i, j
i 6= j
|ρi, j|, (3.3.27)
this allows us to characterise the purely quantum coherences. In the coordinate representation this
becomes
Cl1(t) =
∫
|ρ˜o f f (x,y, t)|dxdy, (3.3.28)
where ρ˜o f f is the density matrix without diagonal elements. The resulting behaviour is shown by Fig.
3.6.
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Figure 3.6: Markovian evolution of the reduced density matrix of a free particle, the parameters are
M = 1u, γ = 10−14s, and T = 300K.
The decoherence experienced by the quantum coherences behaves as an exponential function
described by
Cl1(t) ∝ exp
[
−2MγkT
h¯2
(x− y)2 t
]
≡ exp
[
− t
τD
]
(3.3.29)
where τD is the decoherence time, we see that this description of decoherence is confirmed by Figure
3.4.
3.4 Hu-Paz-Zhang Non-Markovian Master Equation
Multiple frameworks exist to construct a description of quantum Brownian motion which incorporates
memory effects. In this section, we will follow the derivation of Hu, Paz, and Zhang [22]. We begin
with the same action used in Caldeira Leggett, where we specify the potential felt by the quantum
particle as it moves through an environment of harmonic oscillators to be that of a quantum harmonic
oscillator. We note that this approach can only be followed with a quadratic potential. The action
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takes the form
S[x,q] =
∫ t
0
ds
(
M
2
(
x˙2−Ω2x2)+ ∞∑
n
(mn
2
(
R˙2n−ω2n R2n
))
+ x
∞
∑
n
(−CnRn)
)
. (3.4.1)
We introduce the propagator for the reduced density matrix Jr,
Jr
(
x f ,y f , t|xi,yi,0
)
=
∫ x f ,y f
xi,yi
DxDyexp
[
i
h¯
(S [x]−S [y])
]
F [x,y]
=
∫ x f ,y f
xi,yi
DxDyexp
[
i
h¯
A [x,y]
]
(3.4.2)
where x f and xi are the final point and initial point respectively. The influence functional takes the
following form:
F [x,y] =
∫ ∞
−∞
dR f
∫ ∞
−∞
dRi
∫ ∞
−∞
dR′i
∫ R f
Ri
dR
∫ R f
R′i
dR′
× exp
[
i
h¯
(
(SB [R]+SB [x,R])−
(
S [y]+S
[
y,R′
]))]
ρ (xi,yi,0)
= exp
[
i
h¯
δA [x,y]
]
(3.4.3)
where R are the coordinates of the heat bath and we have collected the interaction terms into the
function δA [x,y] so
A[x,y] = S[x]−S[y]+δA[x,y]. (3.4.4)
Similar to the Caldeira-Leggett approach, we can rearrange and then simplify the influence functional
into a kernel structure,
F [x,y] = exp
[
− i
h¯
∫ t
0
ds1
∫ s1
0
ds2 (x(s1)− y(s1))η(s1− s2)(x(s2)+ y(s2))
]
×exp
[
− i
h¯
∫ t
0
ds1
∫ s1
0
ds2 (x(s1)− y(s1))v(s1− s2)(x(s2)− y(s2))
]
(3.4.5)
where
v(s) =
∫ ∞
0
dω I(ω)coth
(
h¯ω
2kBT
)
cos(ωs), (3.4.6)
and
η(s) =
d
ds
γ(s) (3.4.7)
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are the propagating terms we find in the kernel for which
γ(s) =
∫ ∞
0
dω
I(ω)
ω
cos(ωs), (3.4.8)
and the spectral density I(ω) is of the form
I(ω) =
∞
∑
n
δ (ω−ωn) C
2
n
2mnωn
. (3.4.9)
We introduce a formalism to further simplify the expression of the influence functional (3.4.5)
δA[x,y] =−2
∫ t
0
ds1
∫ s1
0
ds2 ∆(s1)η(s1− s2)Σ(s2)
+i
∫ t
0
ds1
∫ s1
0
ds2 ∆(s1)v(s1− s2)∆(s2) (3.4.10)
where
∆(s) =
1
2
(x(s)+ y(s)) , (3.4.11)
and
Σ(s) = (x(s)− y(s)) . (3.4.12)
Unlike the derivation of the Caldeira-Leggett master equation, in which a small interval of propagation
between t and t+dt is considered, the path integral between 0 and t+dt is divided into 2 components
[22]. Thus, ∫ t+dt;x f
0;x0
Dx =
∫ ∞
−∞
dxm
∫ t;xm
0;x0
D x¯
∫ t+dt;x f
t;xm
D x˜m. (3.4.13)
The path x(t) is defined within this interval as x(0) = x0 and x(t +dt) = x f . For the further paths in
x¯(0) = x0, x¯(t) = xm = x˜(t), and x˜(t+dt) = x f . We divide up the exponent of the influence functional
A[x,y] = A[x¯, y¯]+A[x˜, y˜]+Ai[x¯, y¯, x˜, y˜] (3.4.14)
where Ai is a term that mixes the two histories x˜ and x¯, and appears due to the non-locality of non-
Markovian evolution. The path integral is then approximated by reducing the history of the paths to
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that of a straight line through the interval and therefore
x˜(s) = xm+βx
(s− t)
dt
. (3.4.15)
where βx = x f −xm.This point is very important in the context of this work. As will be seen in Section
4.1, we derive the history of the paths without making any such approximation of their behaviour. By
setting h¯ = 1 and using equation (3.4.13) alongside equation (3.4.15) to remove x f we can rewrite the
integration of the influence functional:
∫ t+dt;x f ,y f
0;xi,yi
DxDyexp [iA [x,y]] = N(t)
∫ ∞
−∞
dxm
∫ ∞
−∞
dym exp
[
i
h¯
A [x˜, y˜]
]
×
∫ t;xm,ym
0;xi,yi
D x¯D y¯ exp
[
i
h¯
A [x¯, y¯]
]
exp
[
i
h¯
Ai[x¯, y¯, x˜, y˜]
]
, (3.4.16)
where N(t) is the normalisation constant. The approximation described by equation (3.4.15) is now
introduced, and we expand the convolution integrals contained in (3.4.16) around dt which yields
A [x˜, y˜]≈ 1
2dt
(
β 2x −β 2y
)−Ω2dt (x2f − y2f )+ ... (3.4.17)
and
Ai[x¯, y¯, x˜, y˜]≈−dt
∫ t
0
dsJΣ(s)Σ¯(s)+ idt
∫ t
0
J∆(s)∆¯(s)+ ..., (3.4.18)
where the propagation has been collected and written in terms of source terms JΣ and J∆, which
describe the following propagation
JΣ(s) =
2
dt
∫ t+dt
t
ds′ ∆˜(s′)η(s′− s)
≈ 2(x f − y f )η(t− s)+ ... (3.4.19)
and
J∆(s) =
1
dt
∫ t+dt
t
ds′ ∆˜(s′)v(s′− s)
≈ 2(x f − y f )v(t− s)+ ... (3.4.20)
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The next step follows that of the Caldeira-Leggett approach. We take βx as the integration variable
and rewrite the propagation of the reduced system, Jr, discarding higher orders of β
Jr
(
x f ,y f , t+dt|xi,yi,0
)≈ N(t)∫ ∞
∞
dβx
∫ ∞
∞
dβy exp
[
i
2dt
(
β 2x −β 2y
)]
× (1− idt (V (x f )−V (y f ))) J˜r (xm,ym, t|xi,yi,0; [b]) , (3.4.21)
where J˜r is obtained from the last term of equation (3.4.16):
J˜r (xm,ym, t|xi,yi,0; [b])≈
∫ t;xm,ym
0;xi,yi
D x¯D y¯ exp [iA [x¯, y¯]]exp [iAi[x¯, y¯, x˜, y˜]]
≈
∫ t;xm,ym
0;xi,yi
D x¯D y¯ exp [iA[x¯, y¯]]
× exp
[
−i
(
dt
∫ t
0
dsJΣ(s)Σ(s)+ idt
∫ t
0
dsJ∆(s)∆(s)
)]
, (3.4.22)
and b is a vectorlike notation
b=
JΣ
J∆
 (3.4.23)
that contains two source terms in the propagation. Equation (3.4.22) contains the functions A [x¯, y¯]
and Ai [x¯, y¯, x˜, y˜]], it therefore captures the history of the system. Computing the path integral relies on
proving the following identity
J˜r (xm,ym, t|xi,yi,0; [b]) = Jr (xm,ym, t|xi,yi,0; [b])×W (xm,ym,xi,yi,dt) . (3.4.24)
Following [22], equations (3.4.19) and (3.4.20) are used to show that W is given by:
W = 1+ idtΓ0
(
∆ f σ˙ f +
i∆2f
β h¯
+ ...
)
(3.4.25)
where β = 1kBT and Σ˙ f =
βx+βy
dt . This is still parallel to the derivation of the Caldeira-Leggett approach,
which can be completed by taking the Markovian limit and then expanding equation (3.4.21) in both
βx and βy before integrating the result to extract the quantum master equation. Despite the prior
assumptions stated by equation (3.4.15) regarding memory, the following steps to obtaining a non-
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Markovian description of propagation are very involved. The first is the separation of the paths into
classical and quantum components, reminiscent of the treatment applied to the harmonic oscillator in
earlier sections,
Σ(s) = χ1(s)+Σcl(s) (3.4.26)
and
∆(s) = χ2(s)+∆cl(s) (3.4.27)
where Σcl and ∆cl are the classical paths, whilst χ describes quantum fluctuations. Because of this
formulation we can apply our knowledge of the classical paths, which are solutions to the following
equations of motion
Σ¨cl(s) =Ω2Σcl(s)+2
∫ s
0
ds′ η(s− s′)Σcl(s′) = 0, (3.4.28)
Σcl(0) = Σi, Σcl(t) = Σm, and Σcl(t+dt) = Σ f (3.4.29)
and
∆¨cl(s) =Ω2∆cl(s)+2
∫ s
0
ds′ η(s− s′)∆cl(s′) = 0, (3.4.30)
∆cl(0) = ∆i, ∆cl(t) = ∆m, and ∆cl(t+dt) = ∆ f . (3.4.31)
Substituting this new definition of the paths into the propagation, we rewrite equation (3.4.22)
J˜r (xm,ym, t|xi,yi,0; [b]) = J˜r (0,0, t|0,0,0; [b])
× exp
[
i
(
A [Σcl,∆cl]−dt
∫ t
0
(JΣ(s)Σcl(s)+ iJ∆(s)∆cl(s))
)]
(3.4.32)
where
J˜r (0,0, t|0,0,0; [b]) =
∫ t;χ1=0
0;χ1=0
Dχ1
∫ t;χ2=0
0;χ2=0
Dχ2 exp
[
i
∫ t
0
ds1
∫ t
0
ds2χ (s1)
Oˆ(s1,s2)
2
χ (s2)
]
× exp
[
i
∫ t
0
dsχ (s)B(s)
]
, (3.4.33)
and we have written both the paths and the sources as in a vector form to simplify this expression
χ =
χ1
χ2
 (3.4.34)
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and
B =
 −dtJΣ
−idtJ∆+ iJ˜∆
 , (3.4.35)
J˜∆ is an additional source that has been included to accommodate the non-locality of non-Markovian
evolution, and mixes the classical paths
J˜∆(s)−
∫ t
0
ds′ ∆cl(s′)v(s− s′) (3.4.36)
whilst Oˆ describes the propagation of the quantum fluctuations
Oˆ =
 0
(
d2
ds21
+Ω2
)
δ (s1− s2)+2θ(s2− s1)η(s1− s2)(
d2
ds21
+Ω2
)
δ (s1− s2)+2θ(s1− s2)η(s1− s2) 2iv(s1,s2)
 .
(3.4.37)
The inverse operator of Oˆ is now introduced, Oˆ−1 = Gˆ. This can be shown to transform equation
(3.4.33) and provides an expanded equation of motion,
J˜r (0,0, t|0,0,0; [b])≈ Z0(t)
(
1+
dt
2
∫ t
0
ds1
∫ t
0
ds2 JΣ(s1)(G12(s1,s2)+G21(s2,s1)) J˜∆(s2)
)
(3.4.38)
where G12 and G21 are matrix elements of G, and Z0(t) is a normalisation constant. The derivation of
equation 3.4.38 is equivalent to the derivation of Caldeira-Leggett equation of motion whilst keeping
the convolution integrals intact [22]. The elements of the inverse matrix are now treated as Green’s
functions with which we can find the structure outlined in equation 3.4.25
W (xm,ym;xi,yi,dt) = 1+
dt
2
(
−2i
∫ t
0
ds JΣ(s)Σcl(s)−
∫ t
0
ds J∆(s)∆cl(s)
+
∫ t
0
ds1
∫ t
0
ds2 JΣ(s1)(G12(s1,s2)+G21(s2,s1)) J˜∆(s2)
)
. (3.4.39)
The intention of Hu, Paz, and Zhang in [22] is to describe the propagation of the density matrix
without breaking up the convolution integrals by using the boundary conditions of the paths and
classical solutions. To achieve this goal they introduce elementary functions, u1,2, which are solutions
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to equations (3.4.28) and (3.4.30),
Jr
(
x f ,y f , t+dt|xi,yi,0
)
= N(t)
∫ ∞
−∞
dβx
∫ ∞
−∞
dβy exp
[
i(βx−βy)
2dt
](
1+ idt
(
V (x f )−V (y f )
))
Jr (xm,ym, t|xi,yi,0)
(
1+dt
(
i∆ f (d1(t)σi+d2(t)σ f )
)
+ (e2(t)− c1(t))∆i∆ f +(e1(t)− c2(t))∆2f
)
(3.4.40)
where we have introduced the initial and final conditions defined by equations (3.4.29) and (3.4.31),
and time dependent coefficients within which we have placed the integrals, and therefore the history
of this system
ci(t) =
∫ t
0
ds1
∫ t
0
ds2
∫ t
0
ds3 η(t− s1)(G12(s1,s2)+G21(s2,s1))(s2− s3)ui(s3), (3.4.41)
di(t) = 2
∫ t
0
ds η(t− s)ui(s), (3.4.42)
and
ei(t) = 2
∫ t
0
ds v(s)ui(s). (3.4.43)
We expand equation (3.4.40) around βx and βy, integrate the resulting expression, and then compare
coefficients to find an equation of motion:
∂
∂ t
Jr
(
x f ,y f , t|xi,yi,0
)
=
(
−1
2
(
∂
∂x2
− ∂
∂y2
)
+Ω2
(
x2f − y2f
)
+
(
d1(t)Σi∆ f +d2(t)Σ f − i(e2(t)− c1)∆i∆ f − i(e1(t)− c2)∆2f
))
Jr
(
x f ,y f , t|xi,yi,0
)
. (3.4.44)
We have obtained the dynamics of propagation without introducing the density matrix. Prior to finding
the quantum master equation, some simplification is required, firstly we assume that the external
potential is quadratic and we use equation (3.4.33) to derive the following equations
∆iJr(t,0) =
(
u˙2(t)
u˙2(0)
+
i
u˙2(0)
∂
∂Σ f
)
Jr(t,0) (3.4.45)
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and
ΣiJr(t,0) =
(
− u˙2(t)
u˙1(0)
+ i
(
a11(t)
u˙1(t)
+2
a12(t)
u˙1(t)
u˙2(t)
u˙2(0)
)
∆ f
+
i
u˙1(t)
∂
∂∆ f
+
a12(t)
u˙1(t)u˙2(0)
∂
∂Σ f
)
Jr(t,0) (3.4.46)
where
ai j(t) =
1
2
∫ t
0
ds1
∫ t
0
ds2 ui(s1)v(s1− s2)u2(s2). (3.4.47)
By substituting equations (3.4.45) and (3.4.46) into equation (3.4.44) we remove the explicit depen-
dence on initial coordinates, given that we require a suitable partial differential equation to describe
non-Markovian propagation. We multiply both sides by ρ(xi,yi,0) and integrate over the initial co-
ordinates to obtain the final quantum master equation, more commonly known as the HPZ master
equation,
ih¯
∂
∂ t
ρ˜(x,y, t) =
(
∂ 2
∂x2
− ∂
2
∂y2
)
ρ˜(x,y, t)+
Ω2
2
(
x2− y2) ρ˜(x,y, t)+ δΩ2(t)
2
(
x2− y2) ρ˜(x,y, t)
− ih¯Γ(t)(x− y)
(
∂
∂x
− ∂
∂y
)
ρ˜(x,y, t)
−Γ(t)h(t)(x− y)2ρ˜(x,y, t)
+Γ(t) f (t)(x− y)
(
∂
∂x
+
∂
∂y
)
ρ˜(x,y, t) (3.4.48)
where
Γ(t) =
d1(t)
2u˙1(t)
, (3.4.49)
δΩ2(t) = d2(t)−2Γ(t)u˙2(t), (3.4.50)
f (t) = 2
a12(t)
u˙2(0)
+
e2(t)− c1(t)
2Γ(t)u˙2(0)
, (3.4.51)
and
h(t) = u˙2(t) f (t)+8a11(t)+
e1(t)− c2(t)
Γ(t)
. (3.4.52)
There are known issues with how non-locality is approached in the Hu-Paz-Zhang derivation [74]
which will be expanded upon in the Conclusion of this paper.
85
Chapter 4
Results
4.1 Derivation of the Non-Markovian Caldeira-Leggett Propaga-
tor
To develop a non-Markovian framework with which to describe quantum Brownian motion we extend
the Caldeira-Leggett approach. The memory kernels found in Chapter 3 are greatly simplified by the
Markov approximation, which results in the structure of equations (3.2.4) and (3.2.5). If we relax this
approximation and keep Ω finite then the kernels retain their structure
αIm(τ− s)≈ ηpi
d
d(τ− s)
sin(Ω(τ− s))
(τ− s) , (4.1.1)
and
αRe(τ− s)≈ 2ηkBTpi h¯
sin(Ω(τ− s))
(τ− s) . (4.1.2)
The simplification of the Markovian approximation become apparent following substitution of the
kernels into the convolution integrals of the propagator
J(x,y, t;x′,y′,0) = exp
[
i
h¯
(SR[x]−SR[y])
]
× exp
[
− i
h¯
∫ t
0
∫ τ
0
f−(τ)
2Mγ
pi
d
d(τ− s)
sin(Ω(τ− s))
(τ− s) f+(s)dsdτ
]
× exp
[
−1
h¯
∫ t
0
∫ τ
0
f−(τ)
4MγkBT
pi h¯
sin(Ω(τ− s))
(τ− s) f−(s)dsdτ
]
. (4.1.3)
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It is not possible to directly integrate the convolutions present in (4.1.3). We employ Laplace trans-
formations to compute the convolution integral,
L
{∫ τ
0
g(τ− t) f (t)dt
}
= G(s)F(s) (4.1.4)
and yield
L
{∫ τ
0
sin(Ω(τ− t)) f−(t)dt
}
(s) =L {sin(Ω(τ− t))}(s){ f−(t)}(s). (4.1.5)
The Laplace transformation of functions within the kernels provides a pathway to perform the inte-
gration of the convolution analytically
L
{
sin(Ω(τ− t))
(τ− t)
}
(s) =L
{
sin(Ωu)
u
}
(s) =L
{
∞
∑
n=0
(
(−1)nu2nΩ2n+1
(2n+1)!
)}
(s). (4.1.6)
The transformation (4.1.6) can be done using the following identities
L {un}= n!
sn+1
, for n > 0, (4.1.7)
L
{
∞
∑
n=0
(
(−1)nu2nΩ2n+1
(2n+1)!
)}
(s) =
∞
∑
n=0
(
(−1)n 2n!s2n+1Ω2n+1
(2n+1)!
)
=
∞
∑
n=0
(
(−1)n (Ωs )2n+1
(2n+1)
)
(4.1.8)
which can now be evaluated with the identities
∞
∑
n=0
(
(−1)n (Ωs )2n+1
(2n+1)
)
= arctan(
Ω
s
), for
∣∣∣∣Ωs
∣∣∣∣< 1 (4.1.9)
∞
∑
n=0
(
(−1)n (Ωs )2n+1
(2n+1)
)
=
pi
2
− arctan( s
Ω
), for
∣∣∣∣Ωs
∣∣∣∣> 1. (4.1.10)
We shall assume
∣∣Ω
s
∣∣> 1 as Ω→ ∞. So:
L
{
sin(Ω(τ− t))
(τ− t)
}
(s) =
∞
∑
n=0
(
(−1)n (Ωs )2n+1
(2n+1)
)
=
pi
2
− arctan( s
Ω
) =
pi
2
−
∞
∑
n=0
(
(−1)n ( sΩ)2n+1
(2n+1)
)
,
(4.1.11)
and
L
{∫ τ
0
sin(Ω(τ− t)) f−(t)dt
}
(s) =
pi
2
F−(s)−
∞
∑
n=0
(
(−1)n ( sΩ)2n+1
(2n+1)
)
F−(s). (4.1.12)
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Now we have an expression of our integral in increasing orders of 1Ω . This expansion has previously
been successfully followed for classical dynamics in order to construct a non-Markovian Langevin
equation [68]. Building upon this, we find inverse Laplace transformations with the following identi-
ties:
L
{
f (n)(t)
}
(s) = snF(s)− s(n−1) f (0)− s(n−2) f ′(0)− ...− f (n−1)(0)
= sn f (s)−
(n−1)
∑
m=0
(
f m(0)s(n−1)−m
)
, (4.1.13)
and
L −1 {sn}(t) = δ (n)(t), for n > 0 . (4.1.14)
This leads to the following expression
L −1 {snF(s)}= f (n)(t)+
(n−1)
∑
m=0
(
f (m)(0)L −1
{
s((n−1)−m)
})
= f (n)(t)+
(n−1)
∑
m=0
(
f (m)(0)s(n−1)−m
)
= f (n)(t)+
(n−1)
∑
m=0
(
f (m)(0)s((n−1)−m)
)
= f (n)(t)+
(n−1)
∑
m=0
(
f (m)(0)δ ((n−1)−m)(t)
)
, (4.1.15)
which we can use to calculate the convolution integral. Doing this, we find
L −1
{{∫ τ
0
sin(Ω(τ− t)) f−(t)dt
}
(s)
}
(τ)
=
pi
2
f−(τ)−
∞
∑
n=0
(
1
Ω
)2n+1( (−1)n
(2n+1)
)
L −1
{
s2n+1F−(s)
}
(τ)
=
pi
2
f−(τ)−
∞
∑
n=0
(
1
Ω
)2n+1 (−1)n
(2n+1)
(
f (2n+1)(τ)+
2n
∑
m=0
(
f (m)(0)δ (2n−m)(τ)
))
, (4.1.16)
and therefore
FRe = 2ηkT
(∫ t
0
f−(τ)
pi
2
f−(τ)dτ
−
∫ t
0
f−(τ)
∞
∑
n=0
(
1
Ω
)2n+1 (−1)n
(2n+1)
(
f (2n+1)(τ)+
2n
∑
m=0
(
f (m)(0)δ (2n−m)(τ)
))
dτ
)
, (4.1.17)
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which provides a non-Markovian memory kernel. We now approach JIm:
FIm =
∫ t
0
∫ τ
0
[x(τ)− y(τ)]αIm(τ− s)[x(s)+ y(s)]ds dτ
=
∫ t
0
∫ τ
0
[x(τ)− y(τ)]η
∫ Ω
0
ω
2pi
sin(ω(τ− s))dω[x(s)+ y(s)]ds dτ
=
∫ t
0
∫ τ
0
f−(τ)η
∫ Ω
0
ω
2pi
sin(ω(τ− s))dω f+(s)ds dτ
=
∫ t
0
∫ τ
0
f−(τ)η
(
1
4pi
d
d(τ− s)
∫ Ω
−Ω
cos(ω(τ− s))dω
)
f+(s)ds dτ
=
∫ t
0
∫ τ
0
f−(τ)η
(
1
2pi
d
d(τ− s)
sin(Ω(τ− s))
(τ− s)
)
f+(s)ds dτ. (4.1.18)
Evaluating as before, we use the Laplace transform to find our expression in ascending orders of 1Ω ,
L
{∫ τ
0
(
d
d(τ− t)
sin(Ω(τ− t))
(τ− t)
)
f+(t)dt
}
(s)
=L
{∫ τ
0
sin(Ω(τ− t))
(τ− t)
(
d
d(τ− t) f+(t)
)
dt+
∫ τ
0
d
d(τ− t)
(
sin(Ω(τ− t))
(τ− t) f+(t)
)
dt
}
(s)
=L
{
−
∫ τ
0
sin(Ω(τ− t))
(τ− t)
(
d
dt
f+(t)
)
dt−
∫ τ
0
d
dt
(
sin(Ω(τ− t))
(τ− t) f+(t)
)
dt
}
(s)
=L
{
−
∫ τ
0
sin(Ω(τ− t))
(τ− t)
(
d
dt
f+(t)
)
dt−
∣∣∣∣sin(Ω(τ− t))(τ− t) f+(t)
∣∣∣∣τ
0
}
(s)
=L
{
−
∫ τ
0
sin(Ω(τ− t))
(τ− t)
(
d
dt
f+(t)
)
dt−Ω f+(τ)+ sin(Ω(τ))τ f+(0)
}
(s)
=−pi
2
F ′+(s)+
∞
∑
n=0
(
1
Ω
)2n+1((−1)ns2n+1
(2n+1)
)
F ′+(s)−ΩF+(s)
+
(
pi
2
−
∞
∑
n=0
(
1
Ω
)2n+1((−1)ns2n+1
(2n+1)
))
f+(0), (4.1.19)
and
L −1
{{∫ τ
0
η
(
1
2pi
d
d(τ− t)
sin(Ω(τ− t))
(τ− t)
)
f+(t)dt
}
(s)
}
(τ)
=−pi
2
d
dτ
f+(τ)+
∞
∑
n=0
(
1
Ω
)2n+1( (−1)n
(2n+1)
)(
f (2n+2)+ (τ)+
(2n)
∑
m=0
(
δ (2n−m+1)(τ) f (m+1)+ (0)
))
−Ω f+(τ)+ pi2 δ (τ) f+(0)−
∞
∑
n=0
((
1
Ω
)2n+1( (−1)n
(2n+1)
)
δ (2n+1)(τ) f+(0)
)
. (4.1.20)
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Therefore we find,
FIm =
∫ t
0
η f−(τ)
(
− pi
2
d
dτ
f+(τ)−Ω f+(τ)+ pi2 δ (τ) f+(0)
+
∞
∑
n=0
(
1
Ω
)2n+1( (−1)n
(2n+1)
)(
f (2n+2)+ (τ)+
(2n)
∑
m=0
(
δ (2n−m+1)(τ) f (m+1)+ (0)
))
−
∞
∑
n=0
((
1
Ω
)2n+1( (−1)n
(2n+1)
)
δ (2n+1)(τ) f+(0)
))
dτ
=
∫ t
0
η f−(τ)
(
−pi
2
d
dτ
f+(τ)−
(
Ω− pi
2
δ (τ)
)
f+(τ)
×
∞
∑
n=0
(
1
Ω
)2n+1( (−1)n
(2n+1)
)(
f (2n+2)+ (τ)+
(2n)
∑
m=0
(
δ (2n−m+1)(τ) f (m+1)+ (0)
)
−
(
δ (2n+1)(τ) f+(0)
))
dτ. (4.1.21)
Substituting these terms into equation (4.1.3) our propagator yields,
J(x,y, t;x′,y′,0) =
∫ x
x′
∫ y
y′
[dx(t)][dy(t)]exp
[
i
h¯
(SR[x]−SR[y])
]
× exp
[
− i
h¯
∫ t
0
η
pi
f−(τ)
(
−pi
2
d
dτ
f+(τ)−
(
Ω− pi
2
δ (τ)
)
f+(τ)
+
∞
∑
n=0
(
1
Ω
)2n+1( (−1)n
(2n+1)
)(
f (2n+2)+ (τ)+
(2n)
∑
m=0
(
δ (2n−m+1)(τ) f (m+1)+ (0)
)
−
(
δ (2n+1)(τ) f+(0)
)))
dτ
]
× exp
[
−1
h¯
2ηkT
pi
(∫ t
0
f−(τ)
pi
2
f−(τ)dτ
−
∫ t
0
f−(τ)
∞
∑
n=0
(
1
Ω
)2n+1 (−1)n
(2n+1)
(
f (2n+1)− (τ)+
2n
∑
m=0
(
f (m)− (0)δ
(2n−m)(τ)
))
dτ
)]
.
(4.1.22)
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After doing the integrals over the delta functions, we find
J(x,y, t;x′,y′,0) =
∫ x
x′
∫ y
y′
[dx(t)][dy(t)]exp
[
i
h¯
(SR[x]−SR[y])
]
× exp
[
− i
h¯
η
pi
(∫ t
0
(
−pi
2
f−(τ)
d
dτ
f+(τ)−
(
Ω− pi
2
δ (τ)
)
f−(τ) f+(τ)
)
dτ
+
∞
∑
n=0
(
1
Ω
)2n+1 (−1)n
(2n+1)
(∫ t
0
f−(τ) f
(2n+2)
+ (τ)dτ
)
+
∞
∑
n=0
((
1
Ω
)2n+1 (−1)n
(2n+1)
(
2n
∑
m=0
f (2n−m+1)− (τ) f
(m+1)
+ (0)−
(
f (2n+1)− (τ) f+(0)
))))]
× exp
[
−1
h¯
2ηkT
pi
(
pi
2
∫ t
0
f−(τ) f−(τ)dτ
−
∞
∑
n=0
(
1
Ω
)2n+1 (−1)n
(2n+1)
(∫ t
0
f−(τ) f
(2n+1)
− (τ)dτ
)
+
∞
∑
n=0
((
1
Ω
)2n+1 (−1)n
(2n+1)
2n
∑
m=0
(
f (2n−m)− (τ) f
(m)
− (0)
)))]
, (4.1.23)
and this can be expressed as
J(x,y, t;x′,y′,0) =
∫ x
x′
∫ y
y′
[dx(t)][dy(t)]P(τ,Ω)exp
[
i
h¯
(SR[x]−SR[y])
]
× exp
[
− i
h¯
η
pi
(∫ t
0
(
−pi
2
f−(τ)
∂
∂τ
f+(τ)−
(
Ω− pi
2
δ (τ)
)
f−(τ) f+(τ)
)
dτ
+
∞
∑
n=0
(
1
Ω
)2n+1 (−1)n
(2n+1)
(∫ t
0
f−(τ) f
(2n+2)
+ (τ)dτ ))
]
× exp
[
−1
h¯
2ηkT
pi
(
pi
2
∫ t
0
f−(τ) f−(τ)dτ
−
∞
∑
n=0
(
1
Ω
)2n+1 (−1)n
(2n+1)
(∫ t
0
f−(τ) f
(2n+1)
− (τ)dτ
) ]
, (4.1.24)
where
P(τ,Ω) =
exp
[
− i
h¯
η
pi
(
∞
∑
n=0
(
1
Ω
)2n+1 (−1)n
(2n+1)
(
2n
∑
m=0
f (2n−m+1)− (τ) f
(m+1)
+ (0)−
(
f (2n+1)− (τ) f+(0)
)))]
× exp
[
−1
h¯
2ηkT
pi
(
∞
∑
n=0
((
1
Ω
)2n+1 (−1)n
(2n+1)
2n
∑
m=0
(
f (2n−m)− (τ) f
(m)
− (0)
))))]
. (4.1.25)
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4.2 Derivation of the Non-Markovian Caldeira-Leggett Quan-
tum Master Equation: Zeroth Order in Ω−1
Before constructing a non-Markovian propagation we consider the Champman-Kolmogorov equation
describing the Markovian evolution for some function f ,
f20(x2, t2;x0, t0) =
∫
f21(x2, t2;x1, t1) f10(x1, t1;x0, t0)dx1. (4.2.1)
The Markovian propagation used to compute the time evolution of the reduced density matrix ρ˜
follows the same logic
ρ˜(x f ,y f , t f ) =
∫∫
dxidyi J(x f ,y f , t f ;xi,yi,0) ρ˜ (xi,yi,0) , (4.2.2)
By definition, non-Markovian propagation cannot follow this structure as the time evolution is not
local and we do not know how the reduced density matrix ρ˜ will change under our non-Markovian
propagation. To resolve this we assume that the propagation of ρ˜ from ti results in some unknown
function f˜ at t f . So:
f˜ (x f ,y f , t f ) =
∫∫
dxidyi J(x f ,y f , t f ;xi,yi,0) ρ˜ (xi,yi,0) , (4.2.3)
where we can consider the propagation of ρ˜ into f˜ as an effect of memory. In the standard Markovian
case, the function f˜ would coincide with ρ˜ , and (4.2.3) would be the standard Markovian evolution
equation for the reduced density matrix. Our definition provides instead a way of incorporating non-
Markovian effects in the time evolution of the system. Returning to the propagator, we progress the
interval to t + 2ε so as to accommodate higher order derivatives which contain prior history. Again
noting that any regular path can be approximated by a straight line, we can rewrite the propagator
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from equation (3.2.12) as
J(x2,y2, t+2ε;x,1 ,y1, t+ ε)≈ 1A2 exp
[
i
h¯
∫ t+2ε
t+ε
((
M
2
x˙2(τ)− vR[x]
)
−
(
M
2
y˙2(τ)− vR[y]
))
dτ
]
× exp
[
− iMγ
h¯
∫ t+2ε
t+ε
(x(τ)− y(τ))(x˙(τ)+ y˙(τ))dτ
]
× exp
[
−2MγkBT
h¯2
∫ t+2ε
t+ε
(x(τ)− y(τ))2 dτ
]
× exp
[
− i2Mγ
h¯piΩ
∫ t+2ε
t+ε
(x(τ)− y(τ))(x¨(τ)+ y¨(τ))dτ
]
× exp
[
4MγkBT
h¯2piΩ
∫ t+2ε
t+ε
(x(τ)− y(τ))(x˙(τ)− y˙(τ))dτ
]
. (4.2.4)
As ε → 0 we can make further approximations on the integrals. Note that we used the Dirac delta
functions to contract the integrations. Alongside the previous definition of
x(t+ ε) = x1, y(t+ ε) = y1, x(t) = x0, y(t) = y0
x(t+2ε) = x2, y(t+2ε) = y2,
we further define
βy0 = y1− y0, βx0 = x1− x0, βx1 = x2− x1, and βy1 = y2− y1, (4.2.5)
x˙≈ x1− x0
ε
=
βx0
ε
, y˙≈ y1− y0
ε
=
βy0
ε
.
To calculate the second order derivative we use the following approximation
x¨≈ (x2− x1)− (x1− x0)
ε2
=
βx1−βx0
ε2
, y¨≈ (y2− y1)− (y1− y0)
ε2
=
βy1−βy0
ε2
,
and ∫ t+2ε
t+ε
f (x(τ))dτ ≈ ε f
(
x2+ x1
2
)
. (4.2.6)
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The propagator described by equation (3.2.12) then becomes
J(x2,y2, t+2ε;x1,y1, t+ ε)≈ 1A2 exp
[
i
h¯
(
M
2
(
βx1
ε
)2
− vR
(
x2− βx12
))
ε
]
× exp
[
− i
h¯
(
M
2
(
βy1
ε
)2
− vR
(
y2− βy12
))
ε
]
× exp
[
− iMγ
h¯
(
(x2− y2)−
(
βx1−βy1
2
))(
βx1 +βy1
ε
)
ε
]
× exp
[
−2MγkBT
h¯2
(
(x2− y2)−
(
βx1−βx1
2
))2
ε
]
× exp
[
− i2Mγ
h¯piΩ
(
(x2− y2)−
(
βx1−βy1
2
))((
βx1−βx0
ε2
)
+
(
βy1−βy0
ε2
))
ε
]
× exp
[
4MγkBT
h¯2Ω
(
(x2− y2)−
(
βx1−βy1
2
))(
βx1−βy1
ε
)
ε
]
, (4.2.7)
and, after some further simplifications, this can be written as
J(x2,y2, t+2ε;x1,y1, t+ ε)≈ 1A2 exp
[
i
h¯
(
M
2
(
β 2x1−β 2y1
ε
))
ε
]
× exp
[
− iMε
h¯
(
∞
∑
n=0
(−1)n
n!
v(n)R (x2)
(
βx1
2
)n)]
(4.2.8)
× exp
[
iMε
h¯
(
∞
∑
n=0
(−1)n
n!
v(n)R (y2)
(
βy1
2
)n)]
(4.2.9)
× exp
[
−2MγkBT
h¯2
(
(x2− y2)−
(
βx1−βx1
2
))2
ε
]
× exp
[
− i2Mγ
h¯piΩ
(
(x2− y2)−
(
βx1−βy1
2
))((
βx1−βx0
ε
)
+
(
βy1−βy0
ε
))]
× exp
[
4MγkBT
h¯2Ω
(
(x2− y2)−
(
βx1−βy1
2
))
(βx1−βy1)
]
. (4.2.10)
One issue is that, as ε → 0, we have further terms proportional to ε−1 which will diverge. We must
collect these terms into an exponent and normalise the expression. The remaining terms can be Taylor
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expanded,
J(x2,y2, t+2ε;x1,y1, t+ ε)≈ 1A2 exp
[
i
h¯
M
2
2
(
β 2x1−β 2y1
ε
)]
× exp
[
− i2Mγ
h¯piΩ
(
(x2− y2)−
(
βx1−βy1
2
))
×
((
βx1 +βy1
ε
)
−
(
βx0 +βy0
ε
))]
×
∞
∑
m=0
1
m!
((
i
h¯
Mγ (βx1 +βy1)(x1− y1)
)
+
(
− i
h¯
(vR (x1−βx1)− vR (y1−βy1))ε
)
+
(
− i
h¯
Mγ
(
(x1− y1)+
(
βx1−βy1
2
))
(βx1 +βy1)
)
+
(
−2MγkBT
h¯2
(
(x1− y1)+
(
βx1−βy1
2
))2
ε
)
+
(
4MγkBT
h¯2Ω
(
(x2− y2)−
(
βx1−βy1
2
))
× (βx1−βy1)
))m
. (4.2.11)
Before we proceed, we rewrite equation (4.2.3)
f˜ (x2,y2, t+ ε)+ ε
∂
∂ t
f˜ (x2,y2, t+ ε) =
∫∫
dβxdβy J(x2,y2, t+2ε;x1,y1, t+ ε) ρ˜ (x1,y1, t+ ε)
= WˆNMρ˜ (x2,y2, t+ ε)+ εLˆNMρ˜ (x2,y2, t+ ε)+ ... (4.2.12)
where the operator WˆNM captures the zeroth order epsilon terms in the propagation of ρ˜ , which are
associated with normalisation in the Markovian case, and PˆNM contains terms that are accompanied
by first order epsilon in the expansion, thereby describing the equation of motion.
Collecting terms of orders of epsilon, we keep all terms below the orderO(ε1) in the exponent and
Taylor expand the remaining terms. Repeating the steps followed in the derivation of the Caldeira-
Leggett master equation [11], we find additional non-Markovian terms complicate the simplification
of equation (3.3.20). We find a different expression for the normalisation constant,
1
A2
=
M
2pi h¯
(
1
ε
(
2γ+piΩ
piΩ
)
+ γ+O (ε)
)
, (4.2.13)
which returns to the Markovian form in the limitΩ→∞. However, after integrating the propagator we
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find an additional term in the zeroth order of our expansion in epsilon alongside a further contribution
to the equation of motion from the expansion of the normalisation,
f˜ (x2,y2, t+ ε)+ ε
∂
∂ t
f˜ (x2,y2, t+ ε) =
(
1−2 γ
piΩ
(x− y)
(
∂
∂x
− ∂
∂y
))
ρ˜ (x2,y2, t+ ε)
− ε2 γ
2
piΩ
(x− y)
(
∂
∂x
− ∂
∂y
)
ρ˜ (x2,y2, t+ ε)+O
(
ε2
)
+ ε
(
LˆM (x2,y2, t+ ε)+ LˆNMρ˜ (x2,y2, t+ ε)
)
, (4.2.14)
where LˆM is once again effectively the Markovian master equation and LˆNM contains the analogous
non-Markovian terms that we find from integrating the propagator. In order to find the non-Markovian
master equation we collect all terms of order epsilon. From equation 4.2.14 we see that the zeroth
order terms are
f˜ (x2,y2, t+ ε) =
(
1−2 γ
piΩ
(x− y)
(
∂
∂x
− ∂
∂y
))
ρ˜ (x2,y2, t+ ε) , (4.2.15)
and similarly our first order terms in ε can be collected to describe the evolution of f˜ ,
∂
∂ t
f˜ (x,y, t+ ε) =
(
LˆM (x,y, t+ ε)+ LˆNMρ˜ (x,y, t+ ε)
)
−2γ(x− y)
(
∂
∂x
− ∂
∂y
)
ρ˜ (x,y, t+ ε) . (4.2.16)
When we unpack this equation we find the following expression of the equation of motion for f˜ ,
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∂
∂ t
f˜ (x,y, t+ ε) =
(
− h¯
i
1
2M
(
∂ 2
∂x2
− ∂
2
∂y2
)
− γ
(
∂
∂y
− ∂
∂x
)
(x− y)− 2MγkBT
h¯2
(x− y)2
− i
h¯
(vR (x)− vR (y))
)
ρ˜ (x,y, t+ ε)
+
γ
piΩ
(
2
h¯
i
1
2M
(
∂ 2
∂x2
− ∂
2
∂y2
)
+4γ (x− y)
(
∂
∂x
− ∂
∂y
)
+ 8
2MγkBT
h¯2
(x− y)2
+
i
h¯
(x− y)
(
2(vR(x)− vR(y))
(
∂
∂x
− ∂
∂y
)
+
(
∂vR(x)
∂x
− ∂vR(y)
∂y
))
+
2MγkBT
h¯2
(x− y)3
(
∂
∂x
− ∂
∂y
)
−4 i
h¯
kBT (x− y)
(
∂
∂x
+
∂
∂y
)
+ 2γ(x− y)2
(
∂ 2
∂x2
−2 ∂
2
∂x∂y
+
∂ 2
∂y2
))
ρ˜ (x,y, t+ ε)
− γ
piΩ
(
2γ(x− y)
(
∂
∂x
− ∂
∂y
)
ρ˜ (x,y, t+ ε)
)
. (4.2.17)
By substituting equation (4.2.15) into equation (4.2.16) we can construct a time-local quantum master
equation in terms of ρ˜ , thereby providing a direct comparison between the Markovian and Non-
Markovian case. First we simplify our notation and rewrite equation (4.2.15) as
f˜ =
[
1−2
( γ
piΩ
)
(x− y)
(
∂
∂x
− ∂
∂y
)]
ρ˜. (4.2.18)
We proceed with the substitution of equation (4.2.18) and find a new Master Equation for the reduced
density matrix of the system, to leading order in Ω−1:
∂ ρ˜
∂ t
=
[
LˆM+RΩ
(
LˆK+LˆNU+LˆV+LˆRD+LˆAS+LˆP
)]
ρ˜ (4.2.19)
where we have introduced the ratio
RΩ =
γ
piΩ
, (4.2.20)
which establishes how our relaxation, or damping, timescale directly relates to the memory, or deco-
herence, timescale. This is something we will later discuss. In equation (4.2.19), LˆM is the Markovian
Liouvillian and the new, non-Markovian, terms are
LˆK =− ih¯M
(
∂ 2
∂x2
− ∂
2
∂y2
)
(4.2.21)
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LˆNU =− ih¯M
[
(x− y)
2
(
∂
∂x
− ∂
∂y
)(
∂ 2
∂x2
− ∂
2
∂y2
)
+
2(x− y)
λ 2T
(
∂
∂x
+
∂
∂y
)]
(4.2.22)
LˆV =
3i
h¯
(x− y)
(
dV
dx
− dV
dy
)
+
4i
h¯
(x− y)(V (x)−V (y))
(
∂
∂x
− ∂
∂y
)
(4.2.23)
LˆRD = 6γ (x− y)
(
∂
∂x
− ∂
∂y
)
+
16γ
λ 2T
(x− y)2 , (4.2.24)
LˆAS = 4γ (x− y)2
(
∂
∂x
− ∂
∂y
)2
, (4.2.25)
and
LˆP =
3γ
λ 2T
(x− y)3
(
∂
∂x
− ∂
∂y
)
, (4.2.26)
where
λT =
h¯√
2MkBT
. (4.2.27)
The Liouvillian operators in Eqs. (4.2.21–4.2.26) provide a compact way of expressing the com-
plicated equation of motion (4.2.17). We can learn how these new non-Markovian terms effect the
system’s dynamics by solving the quantum master equation and modelling its evolution through time.
4.3 Numerical Simulations of Non-Markovian Quantum Master
Equations: Free Particle
In order to understand dynamics under the new non-Markovian quantum master equation, we follow
the previous steps and populate a density matrix with 4 Gaussians, on- and off-diagonal. In order to
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simulate such a system, we have the following initial system:
ρ˜(x,y,0) = exp
(−(x+2)2− (y+2)2)+ exp(−(x−2)2− (y+2)2)
+ exp
(−(x+2)2− (y−2)2)+ exp(−(x−2)2− (y−2)2) . (4.3.1)
In the absence of an environment, equation (4.3.1) evolves far slower. Analogous to diffusion in a
heat equation, from figure 4.1 we see a diffusion of both the classical and non-classical components
of the density matrix as they remain stationary.
Figure 4.1: The time evolution of the density matrix described by equation (4.3.1) in the absense of
an environment. The mass is taken to be M = 1u, γ = 10−14s,, where u is the unified atomic mass
unit (1.6×10−27).
Figure 4.3 shows how classical populations and quantum coherences evolve over time under the
new framework. From this figure we can see that quantum coherences survive in the non-Markovian
system for longer times, and that these coherences travel towards the diagonal. To find the decoher-
ence time, we again use equation (3.3.28) to calculate the l1-norm [73] of coherence
Cl1(t) =
∫
|ρ˜o f f (x,y, t)|dxdy.
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When RΩ = 0 the system is Markovian and we see that Cl1 behaves like an exponential function,
which is in agreement with predicted behaviour of Markovian decoherence [17]. AsΩ→ γ then RΩ→
1
pi and the system becomes increasingly non-Markovian. Notably, the decoherence deviates from the
exponential behaviour and we see from the points in Figure 4.4 that the decoherence increasingly
behaves functionally like an inverse-power law in time as we approach this limit. In order to suggest
our observation, we fit the data with a function that is a combination of stretched exponential and
inverse power law,
Cfit(t) =
A
A+ tα
exp(−Btβ ) (4.3.2)
which allows the observation of the transition from one regime to another and model its behaviour.
The log-log plot in Figure 4.4 shows that the fitted curves obtained from equation (4.3.2) are a
mixture of stretched exponential and inverse-power law behaviour in the intermediate case of non-
Markovianity (RΩ = 0.1). In order to check if movement occurs on the same timescale in the interme-
diate case, we plot the evolution of the system, shown in Figure 4.2 and observe that it indeed does.
In the fully non-Markovian case, when RΩ = 0.3, the parameter B becomes 0 and the fitted curve is
entirely described as an inverse power law.
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Figure 4.2: The time evolution of the density matrix described by equation (4.3.1) for a free particle
with RΩ = 0.1.
Figure 4.4: Time evolution of coherences. The points are a result of the numerical integration of
equation (4.2.19) for different values of RΩ. Equation (4.3.2) is used to find fitted curves with which
to model the system’s behaviour. In the Markovian case α = 0, showing a pure exponential behaviour
which is verified in the inset log-linear plot. The system becomes increasingly non-Markovian as
RΩ increases, the fitting returns decreasing values of B until B = 0 for RΩ = 0.3. This shows a full
compatibility with inverse-power law behaviour.
In order to calculate the timescale for decoherence, τD, as the system becomes increasingly non-
Markovian we integrate the fitted curves to calculate Cl1 for a range of values of RΩ to show how
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Figure 4.3: The time evolution of the density matrix in both the Markovian case (left column) vs. the
non-Markovian case, via equation (4.2.19) (right column). The parameters are M = 1u, γ = 10−14s,
and T = 300K, where u is the unified atomic mass unit (1.6×10−27).
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decoherence times change
τD =
∫ ∞
0
Cl1(t)dt (4.3.3)
for the different fitted curves [76]. In Figure 4.5 we plot these timescales against RΩ.
Figure 4.5: Decoherence timescales plotted against the dimensionless RΩ. As the ratio increases we
see the timescale increase until is reaches the extreme case of RΩ→ 0.3. The divergent behaviour for
this case is caused by α decreasing below 1, which makes the inverse-power law not integrable.
4.4 Numerical Simulations of Non-Markovian Quantum Master
Equations: Potentials
Both the HPZ master equation [22], and the master equation derived by Fleming, Hu, and Roura [74]
can only be derived for a free particle or a system with a quadratic potential. Although the latter
provides a complete description of a system’s non-Markovian dynamics, it cannot be derived for a
general case.
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(a) Harmonic potential, VH(x). (b) Symmetric double-well potential, VS(x).
(c) Asymmetric double-well potential, VA(x).
Figure 4.6: The three different potentials used in the numerical integration of equation (4.2.19).
These will contribute to the Markovian master equation and in the non-Markovian case through equa-
tion (4.2.23).
Conversely, the perturbative expansion method outlined here has no restrictions and we find a
master equation for a general potential of the system of interest V (x). There are several terms in
equation (4.2.19) that are dependent on the potential and its derivatives. To investigate the effect
these terms have on the system’s dynamics we simulate three cases of system, each with a different
potential: a harmonic potential, a symmetric double-well potential, and an asymmetric double-well
potential. The shapes of these potentials are shown in Figure 4.6. The evolution of the density matrix
of the system in the presence of a harmonic potential, shown in Figure 4.7, does not demonstrate
noticeably different behaviour from the free particle. We note that the barrier of the potentials have a
height comparable to the energy associated with the temperature [72], as VS(0)kBT ≈ 0.5 and
VA(0)
kBT
≈ 0.6.
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Figure 4.7: The time evolution of the density matrix with an harmonic potential from 0 f s to 0.25 f s
following the numerical integration of equation (4.2.19).
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Figure 4.11: The time evolution of the density matrix with an asymmetric potential from 0 f s to
0.25 f s following the numerical integration of equation (4.2.19). The figures on the left hand column
shows the travelling of the populations from above. A mechanism which allows the coherences to
survive for longer times. The right hand column shows the height of the populations as the system
evolves. We observe that the decoherence rates are different for the coherences on either side of the
diagonal. The parameters are M = 1u, γ = 10−14s, and T = 300K.
We numerically integrate equation (4.2.19) and observe how the system evolves. We can see the
time evolution in the case of an asymmetric potential in Figure 4.11. To investigate the effect these
potentials have on the behaviour of decoherence we calculate the l1-norm with equation (3.3.28) for
each case.
(a) Time evolution of coherences in the fully Markovian regime where
RΩ = 0.
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(b) Time evolution of coherences in a non-Markovian regime where
RΩ = 0.1.
(c) Time evolution of coherences in a non-Markovian regime where
RΩ = 0.25.
(d) Time evolution of coherences in the fully non-Markovian regime
where RΩ = 0.3.
Figure 4.12: The points correspond to the coherences calculated from the numerical evaluation of
equation (3.3.28) at different levels of non-Markovianity for each case of potential. As the systems
become increasingly non-Markovian, the difference in systems and therefore the contribution from
the potential terms becomes more significant. We observe the slower rate of decay in the symmetric
and asymmetric cases than that of a free particle. Interestingly, the harmonic potential appears to
increase the rate of decoherence.
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RΩ 0 0.1 0.25 0.26 0.27 0.28 0.29 0.3
System Timescale (fs)
Free Particle 0.0078 0.0145 0.0263 0.0274 0.0279 0.0286 0.0290 ∞
Harmonic Potential 0.0078 0.0142 0.0211 0.0228 0.0243 0.0251 0.0278 ∞
Symmetric Potential 0.0080 0.0144 0.0246 0.0454 0.1040 0.1450 1.8170 ∞
Asymmetric Potential 0.0080 0.0156 0.0272 0.0286 0.0413 0.0560 0.1070 ∞
Table 4.1: Decoherence timescales for different potentials at different levels of non-Markovianity.
The divergent behaviour for RΩ→ 0.3 persists. At the non-Markovian limit we see that the lowest
decoherence timescales are in the presence of a harmonic potential whereas the symmetric potential
yields the highest.
From Figure 4.12 we see that in the Markovian regime there is no difference in the behaviour of
quantum coherences despite the presence of a potential. For the non-Markovian systems we see
different decay behaviour in each case of potential. As the level of non-Markovianity increases, as
do the differences in each case of potential. In a fully non-Markovian regime (see Figure 4.12d) we
observe that the decoherence in the case of a harmonic potential is more rapid than that of a free
particle. In the same figure we see that the symmetric and asymmetric potentials result in a slower
rate of decoherence. We find fitted curves using the same combination of exponential and inverse
power law behaviour described by equation (4.3.2). Again, we integrate the fitted curves to find the
decoherence timescales. These timescales, shown by Table 4.1, confirm our observation that in the
case of the harmonic potential the timescales are lower relative to the surrounding cases. Conversely,
the asymmetric and symmetric potentials increase the decoherence timescale. These differences are a
result of equation (4.2.23). The first term introduces decoherence whereas the second is a dissipative
term. We can conclude that shape of the potential is mirrored in the magnitude of the decoherence
terms and the motion of the off-diagonal elements. We can see from Figure 4.6 that the symmetric
double well potential does not lead to much decoherence initially whereas the harmonic potential will
do this. Furthermore, the double-well potentials will both encourage movement as the off-diagonal
peaks travel closer to the diagonal, whereas the harmonic potential will not do this.
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4.5 Conserving Positivity
Despite being mathematically consistent, an underlying issue with the Caldeira-Leggett master equa-
tion is that it violates the uncertainty principle. This violation manifests as a non-positive values of
the Wigner transformation of the Moyal product of the density matrix [67]. Physically, this results in
no accounting for energy dissipation by the quantum master equation [70]. This can be rectified by
two different, but equivalent approaches: introducing terms neglected following the high temperature
limit made in equation (3.1.39) [70], and by taking the bath to be a scalar field followed by completing
the functional integrals [69]. To check whether the Markovian and non-Markovian quantum systems
considered in this work violate positivity, we follow the method outlined in [71] by calculating the
uncertainty and purity of the system. If the system is physical, then it must not violate the uncertainty
principle,
σxσy ≥ h¯2 (4.5.1)
and purity, pγ must remain in the following interval
1≥ pγ ≥ 0. (4.5.2)
In the coordinate representation, the uncertainty of the system is calculated using the following equa-
tion,
σxσy =
√(
〈x2〉−〈x〉2
)√(
〈p2〉−〈p〉2
)
=
((∫ ∞
∞
∫ ∞
∞
dxdyρ(x,y)xˆ2δ (x− y)
)
−
(∫ ∞
∞
∫ ∞
∞
dxdyρ(x,y)pˆδ (x− y)
)2)
=
((∫ ∞
∞
∫ ∞
∞
dxdyρ(x,y)pˆ2δ (x− y)
)
−
(∫ ∞
∞
∫ ∞
∞
dxdyρ(x,y)xˆδ (x− y)
)2)
, (4.5.3)
whilst the purity of the system takes the following form,
pγ = Tr(ρˆ2) =
∫ ∞
∞
dxdyρ2(x,y)δ (x− y). (4.5.4)
The time evolution of σxσy and pγ is shown by Figures 1, 2, and 3. We observe that both the Markovian and
non-Markovian systems do not deviate from the equalities described by equations (4.5.2) and (4.5.1). The
uncertainty of non-Markovian systems have significantly different behaviour to their Markovian counterparts.
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This implies that memory, and therefore the environment, affects the information that can be extracted from
the system by a measurement. For the free particle and in the case of a harmonic potential, non-Markovianity
dramatically increases the purity of the system.
(a) The time evolution of uncertainty for the dif-
ferent values or RΩ.
(b) The time evolution of purity for the different
values or RΩ.
Figure 4.13: Checks for positivity of the Free Particle modelled under the Caldeira-Leggett frame-
work.
(a) The time evolution of uncertainty for the dif-
ferent values or RΩ.
(b) The time evolution of purity for the different
values or RΩ.
Figure 4.14: Checks for positivity of a quantum system in the case of a harmonic potential modelled
under the Caldeira-Leggett framework.
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(a) The time evolution of uncertainty for the dif-
ferent values or RΩ.
(b) The time evolution of purity for the different
values or RΩ.
Figure 4.15: Checks for positivity of a quantum system in the case of a symmetric potential modelled
under the Caldeira-Leggett framework.
4.6 Wigner Transforms
By mapping a quantum master equation onto phase space and taking the classical limit, h¯→ 0, we can discern
how the dynamics of a quantum system manifest at the classical level. In order to do this we perform a Wigner
transformation of the master equation. The Wigner function in position space q and momentum p takes the
form
W (q, p) =
1
h
∫
ei
qu
h¯ 〈p+ u
2
|ψ〉〈ψ|p− u
2
〉du (4.6.1)
where ψ is a wavefunction the squared magnitude of which is described by |ψ|2. We proceed sequentially
through the terms in equation (4.2.21):
(
LˆKρ
)
W =
4
h¯2
∂W (q, p)
∂q
, (4.6.2)
(
LˆNUρ
)
W =
4
h¯2
∂
∂ p
(
p2W (q, p)
)
+ i
8kBT
h¯
∂W (q, p)
∂ p
, (4.6.3)
(
LˆVρ
)
W = 3
∞
∑
n=o
(−ih¯)2n+1 1
(2n+1)!
1
22n
∂
∂q
(
∂ 2n+1V (q)
∂q2n+1
∂ 2n+2W (q, p)
∂ p2n+2
)
+
∞
∑
n=o
(−ih¯)2n+1 1
(2n+1)!
1
22n
∂ 2n+1V (q)
∂q2n+1
∂
∂q
(
∂ 2n+2W (q, p)
∂ p2n+2
)
, (4.6.4)
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(
LˆRDρ
)
W =−6ih¯γ
∂ 2W (q, p)
∂q∂ p
−32MγkBT ∂
2W (q, p)
∂ p2
, (4.6.5)
(
LˆASρ
)
W =−4h¯2γ
∂ 4W (q, p)
∂ p2∂q2
, (4.6.6)
and
(
LˆPρ
)
W = ih¯6MγkBT
∂ 4W (q, p)
∂ p2∂q2
. (4.6.7)
Going through each term, we can identify the novel behaviour of the master equation (4.2.19) in phase space
and at the classical limit:
• The transformed kinetic term, (LˆKρ)W , will remain as h¯→ 0. This term is otherwise unremarkable given
that it is of the same form as Markovian terms.
• The transformed non-unitary term, (LˆNUρ)W , is the second non-Markovian term which will persist as
we take the classical limit. The structure of this term is entirely new and could have a significant effect
upon the Fokker-Planck equation as it evolves and therefore the classical dynamics of non-Markovian
Brownian motion.
• We observe that the general form of the transformed potential term, (LˆVρ)W , results in its expression as
a sum. This term vanishes as we take the classical limit and h¯→ 0.
• Like the transformed kinetic term, the second term in (LˆRDρ)W is the same form as the Markovian
decoherence term and does not vanish as the approach the classical limit.
• Both (LˆASρ)W and (LˆPρ)W are non-trivial terms, but will not contribute to the Fokker-Planck equation
as h¯→ 0.
To conclude, we see a combination of non-Markovian terms with the same structure as a Markovian coun-
terpart and entirely new non-Markovian terms which will remain as h¯→ 0. This demonstrates that we will
observe non-trivial non-Markovian classical dynamics emerging from this quantum system.
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Chapter 5
Discussion
5.1 Non-Markovian Terms in the Quantum Master Equation
The parameters in these simulations were chosen to describe processes of relevance in biology: they describe
a particle with the mass of a proton, at room temperature, whose size is of the order of angstroms. The first
feature of our non-Markovian system is the restoration of the Markovian quantum master equation (3.3.24)
from equation (4.2.19) when we take the Markovian limit Ω γ . Despite not being in the initial expansion, we
find the dimensionless parameter RΩ = γ(piΩ)−1 accompanying non-Markovian terms in the master equation.
This is an interesting outcome as this dimensionless ratio of timescales provides us with a measure of non-
Markovianity of the system and formalises the relationship between γ and Ω, which we had only considered
only qualitively. An important observation regarding our expansion is the physical constraints created following
its truncation. Following its truncation in Laplace space we find that this the small parameter of this series
becomes γ(piΩ)−1 in the time domain. This means the limiting factor of our approximation is the magnitude
of are only dependent on the magnitude of Ω in relation to γ . This means our approximation is justified for
small values of RΩ, whilst the error in the approximation increases as RΩ does. Therefore, for our “fully”
non-Markovian additional terms may be required to adequately describe the system’s dynamics.
The timescales of the system are another feature which provide insight into the observed non-Markovian
behaviour. We identify τB ∼Ω−1 as the memory, or decoherence, timescale of the environment, [70], which is
equivalent to the period of the fastest harmonic oscillator in the bath. The timescale τA = γ−1 corresponds to the
relaxation or damping, timescale of the system of interest, which is also the timescale of for energy dissipation.
RΩ is therefore a ratio between the rates of dissipation and decoherence. With this in mind, we can see that RΩ
can be seen as an effective measure of Markoviantity since it indicates the amount of information that remains
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in the system as the memory timescale of the system increases or the dissipation timescale decreases. If we take
the Markovian limitΩ γ , then RΩ→ 0 whilst justifying the reduction of the dynamics obtained by integrating
over the fast degrees of freedom of the environment. However, our treatment of the environment in reference
to the system of interest implicitly requires the condition τB < τA to be fulfilled even if τB is finite, thereby
providing the lower bound Ω > γ . In the case of Ω ∼ γ , the system and environment are indistinguishable in
terms of timescales and the distinction between system and environment. As our treatment of these systems is
reliant on their separation, the description of quantum coherence from the system of interest dissipating into
its surroundings no longer has physical meaning in our framework, thereby providing an upper bound for our
model: RΩ < pi−1. We can conclude that the ratio defined by equation (4.2.20) is a measure of how significantly
quantum behaviour is suppressed in a quantum system [69].
The terms found in equation (4.2.19) are responsible for the observed new behaviour of the coherences. Of
particular interest are any terms which contribute to the mechanism that allows for the coherences to survive
for longer times. By studying the structure of the non-Markovian quantum master equation we can gain insight
into how these terms produce the results seen in sections 4.4 and 4.3:
• The kinetic energy term, LˆK, is described by equation (4.2.21) and is a hermitian term which renormalizes
the Hamiltonian.
• In contrast, LˆNU, described by equation (4.2.22), is a non-hermitian term that contributes to the non-
unitary evolution of the reduced density matrix. These terms are associated with decay processes al-
though we found that they have no substantial effect on the decoherence times with respect to the Marko-
vian dynamics with the parameters chosen. Physically, this term spreads the off-diagonal elements rather
than producing any significant decoherence.
• The potential dependent-term LˆV is described by equation (4.2.23) and is shown to have a significant
effect upon the systems dynamics depending on the potential chosen. Figures 4.12 show that the sym-
metric double well potential produces the longest decoherence time at the non-Markovian limit, whereas
the harmonic potential produces the shortest. Despite these differences in both instances decoherence
behaves functionally the same as it did in the case of a free particle. An asymmetric double well potential
leads to increased decoherence times of quantum coherences depending on their position in the density
matrix. However, this difference is not reflected in the timescale of decoherence, as shown by Table
4.1. This term can be engineered to produce a number of effects that act upon the density matrix, and
therefore provide a degree of control over the evolution of this system.
• The term LˆRD is described by equation (4.2.24) and contains a combination of relaxation and decoherence
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terms of the same analytical form as those found in the Caldeira-Leggett Markovian master equation
(3.3.25). The first term in LˆRD leads to movement similar to the Markovian diffusion term found in
equation (3.3.25), whereas the second is a decoherence term. Because of the difference in sign, LˆRD
reduces the strength of existing Markovian behaviour and lengthens the decoherence times of the system.
• The significant contribution from the term LˆAS, which is described by equation (4.2.25), is the diffusional
spread of density matrix components due to the presence of the second order spatial partial derivatives.
• The final term LˆP is described by equation (4.2.26). We have found that LˆP is responsible for the move-
ment of off-diagonal components of the reduced density matrix towards the diagonal, which reduces the
magnitude of decoherence and thereby protects coherences. The cubic term in the prefactor (x− y)3
increases the magnitude of this movement significantly such that it dominates observed behaviour.
The observed dynamics are dominated by the reduction of Markovian decoherence by LˆRD and the motion
described by LˆP which protects quantum coherences from decoherence by moving them to regions of the density
matrix where it is less significant. This movement in of itself, as seen from the earlier discussion of the second
term in equation (3.3.25) and LˆRD, is not novel. The diffusion term in (3.3.24) is proportional to (x−y) whereas
LˆP is proportional to (x− y)3. This ensures the travel is far more pronounced and it is through this mechanism
that we see an increase in decoherence timescales and the emergence of inverse power law behaviour. We can
see from our analysis that the non-Markovian phenomena are a result of the mixing and
When we take the Wigner transformation of these terms, we see that the non-trivial dynamics are reflected
in the derivatives of the Wigner function. Interestingly, if we take the classical limit h¯→ 0 we will clearly see
contributions from the new non-Markovian terms in the resulting classical Fokker-Planck equation. This is a
subject worth investigating but will not be covered in this thesis.
5.2 Non-Markovian Decoherence and Inverse Power Laws
Our measurement of non-Markovianity RΩ increases as Ω decreases. Therefore, if τB =Ω−1 is the timescale of
the environment then the system becomes more non-Markovian as τB increases and γ remains constant. Like-
wise, the relaxation timescale τA = γ−1 plays a role in the memory effects of the environment. AsΩ approaches
γ then RΩ increases and the contribution from non-Markovian terms becomes more significant. As τB → τA
then our designations of system and environment are increasingly blurred as both become indistinguishable.
When both timescales are equal information is no longer being dissipated from the system of interest into the
environment and our treatment is no longer mathematically consistent. Therefore, we keep the upper bound
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RΩ < 1/pi in our simulations, beyond which any results are unphysical. Our interpretations of the timescales
are corroborated by Figure 4.4 which shows that there is a significant change in the evolution of coherence as
RΩ increases and approaches the Ω = γ limit. The data points corresponding to Markovian behaviour show
decoherence behaving as an exponential function, see Figure 4.4. The non-Markovian process is functionally
different, in that the decay of the quantum coherences can be seemingly described by an inverse power law.
Our observation is confirmed the elimination of the exponential component by our fitting of the data.
We observe that the decoherence timescale diverges as the system approaches our proposed limit RΩ= pi−1.
This is reminiscent of [58] where a system-environment coupling is identified and then varied in order to
establish a relationship between decoherence and the coupling. A similar result is found, where the decay rate
diverges rapidly onto zero following the system crossing some critical coupling value. This is a characteristic
of the Berezinskii–Kosterlitz–Thouless (BKT) phase transition [78], where the system’s correlations decay in
a power-law fashion beneath a certain critical value, and then decay in an exponential after crossing it. This
is reminiscent of the behaviour observed here and suggests that we are observing such a phase transition. It
is possible that RΩ = pi−1 is a critical value which is reached as the model approaches Ω = γ , at which point
our system drastically changes its behaviour and memory effects can survive for far longer times. However,
such phenomena is generally observed at low temperatures, it is therefore interesting that we see such phase
transitions at finite temperatures.
At low temperatures, decoherence is known to persist. At this limit, low amounts of energy can still
randomly dissipate into the environment through spontaneous emission. It has been noted that because photon
emissions localise the system, thereby causing decoherence, that at zero temperature the decoherence time will
therefore be the inverse of the average rate of spontaneous emission [6]. However, in the results of this work
we observe an inverse power law behaviour emerge from the decoherence of our system at finite temperature.
In particular we see a transformation from stretched exponential behaviour of the decoherence function to an
inverse power law. This is indicative of Mittag-Leffler functions appearing in the solutions to the system’s
equation of motion, and therefore fractional dynamics which are known to manifest in systems with memory
[80]. Such power law behaviour has been observed in the multiple trapping model, [77]. It is possible that the
phenomena observed here is analogous - the movement from one state to another is a form of protection from
normal diffusive behaviour which results in longer decoherence times which act like stretched exponentials
and inverse power laws. Another notable characteristic of inverse power laws is scale-invariance, something
intrinsically linked to diverging timescales [77]. To conclude, it is both interesting and encouraging to see
inverse power law behaviour manifesting when the assumption of memorylessness, related to exponential decay
processes, is relaxed.
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5.3 Application
At the beginning of this thesis we asked the question: How can biological systems utilise quantum mechanics
despite cellular environments being hostile to quantum phenomena? Our results demonstrate that if the system
is non-Markovian, we can expect to see a lengthening of decoherence times alongside functionally different
decay processes of the quantum coherences. As hypothesized, this creates a wider window of opportunity for
quantum phenomena to be exploited within the cellular environment by biological systems and opens a door to
further research into the feasibility of such mechanisms existing in nature. This is despite the system evolving
at room temperature, which is normally associated with rapid decoherence. Moreover, we have found that
the linear relationship between decoherence and temperature observed in the Markovian case is undone as we
transition to a non-Markovian regime. Within the context of the complex non-Markovian dynamics, the most
important characteristic to delaying decoherence appears to be the existence of comparable timescales of the
system and the environment. In molecular environments, where non-Markovian interactions are known to occur
at the classical level, such timescales are certainly possible and are perhaps even probable in biology. However,
such conclusions are still speculation. To develop this further the model must be adapted to more realistically
mimic biological environments. Nevertheless, this project can be regarded as a proof-of-concept study which
confirms our hypothesis.
Our results could have implications in quantum technology too. The longer survival of coherence in quan-
tum systems strongly coupled to the environment is particularly relevant for condensed matter systems. By
delaying decoherence, quantum phenomena can be manipulated for longer times and information contained
within quantum states protected for longer. Moreover, the previously understood relationship between envi-
ronment and system can be fundamentally changed. With the non-Markovian approach discussed here, efforts
invested into isolating quantum systems can be redirected towards open quantum systems and their relationship
with the environment. Furthermore, artificial systems can exploit this coupling by optimising environmental
dynamics and thereby engineering the optimal emergent dynamics to prevent decoherence.
5.4 Future Work
We have built upon the path integral approach of Caldeira and Leggett for Markovian quantum Brownian
motion and developed a perturbative expansion in powers of Ω−1. Under the resulting dynamics of the new
quantum master equation we derived here, quantum coherences survive far longer than in the Markovian limit
and experience a form of decoherence that behaves functionally like an inverse-power law. This suggests that
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the classical counterpart of these dynamics is non-standard thermodynamics, characterized by anomalous diffu-
sional processes, non-standard entropy function, violation of the fluctuation dissipation theorem. Furthermore,
the simulations calculated for the potentials in this work had parameters such that the thermal fluctuations could
lead to tunneling through the potential barriers [72]. Tunneling in the presence of memory effects is an inter-
esting avenue of research that could be followed, however deriving a non-local description of tunneling is a
foreseeable obstacle that must be overcome before any observations can be drawn from our model.
As we have seen, a common approach to account for non-Markovianity in OQS is to assume that in-
teractions between system and environment are weak. Using the framework derived, we can relax this as-
sumption, and investigate the influence of memory effects upon physics at the macroscale, drastically different
off-equilibrium dynamics, and the changes to entropy as the distinction between system and environment be-
come fuzzy. Understanding the impact of the dynamics of non-Markovian OQS upon the thermodynamical
properties of matter is a timely and fundamental area of research, relevant to the development of quantum tech-
nologies. The results of this project provide a clear opportunity to contribute to an active area of research by
developing a general methodology to describe the classical thermodynamics corresponding to a non-Markovian
quantum picture. In fact, despite much successful work being done on deriving standard thermodynamics out
of Markovian quantum mechanical descriptions, the equivalent theoretical understanding is lacking when non-
Markovian dynamics are considered.
The classical dynamics of a system similar to that proposed here have been investigated recently, as the
same expansion is applied to derive the classical Langevin equation [68]. A natural extension of our model
is to derive the classical limit from the non-Markovian OQS model derived, through the corresponding non-
Markovian Wigner functions, leading to generalized Fokker-Planck equations. The first step to find the Fokker-
Planck equation from our non-Markovian quantum master equations is a transformation from the coordinate
representation into the operator representation, followed by a Wigner transformation. We can simulate the
resulting Fokker-Planck equation with which it will be interesting to explore the nature of diffusion. This
can be done by deriving and solving a new Langevin equation from which a relationship between the mean
square displacement and time can be extracted. This will likely require a new non-Markovian formulation
of the Fluctuation Dissipation Theorem. By deriving a non-Markovian Langevin equation for this system,
we will also be able to model off-equilibrium dynamics and the fluctuations of time dependent observables.
This is a good opportunity to derive models for alternative or extended systems to Brownian motion, with
strong violations of FDT. Given the context of this project it would be astute to investigate this aspect of a
non-Markovian framework with strong system-environment coupling.
Entropy is an essential quantity required to characterise the fundamental thermodynamical properties of
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matter. The entropy of a system describes the time irreversibility of thermodynamic processes and is quanti-
fied by the distinguishability of states [83]. Much effort has gone in recent years into constructing different
definitions of entropy, such as the extensive Renyi entropy [19] of which Shannon entropy is a subset, and the
non-extensive Tsallis entropy [16]. The nature of the interaction between two systems has a significant impact
upon whether the ensemble entropy is additive, and whether we use an extensive or non-extensive form of
entropy to describe the thermodynamics of the system.
Quantum thermodynamics is also a timely area of fundamental research. In a quantum system wherein
the distinguishability of quantum states and their relationship to respective macroscopic states of the ensemble
system are not clearly defined, entropy becomes difficult to characterize. The extension of classical thermo-
dynamic to quantum systems includes reformulations of entropy and fluctuation relations in off-equilibrium
dynamics. For instance, an extension of the Jarzynski equality can be extended to characterise the relationship
between the free energy difference and the work done by quantum states [79,81]. The description of work here
requires the Von Neumann entropy which is an analogous description of Gibbs entropy for quantum systems
calculated with the density matrix.
The thermodynamical properties of non-Markovian systems when strongly coupled to an environment are
hard to characterise and require a numerical implementation [84]. We can extend our analysis of quantum
thermodynamics when memory effects are present to produce an analytical description of a system’s thermody-
namic properties such as quantum entropy functions, work, and Jarsynski relation. Entropy can be calculated
from the density matrix following discretisation. Properties such as the Jarsynski relation will require the work
of the system to be calculated. Modelling these purely quantum descriptions will be enlightening, particularly
when compared to their classical counterparts and the reaction coordinate technique. Characterising entropy
within these novel non-Markovian systems will present a challenge because as the coupling between system
and environment changes, so shall the regime used to characterise entropy. The clear path forwards is to char-
acterise the entropy of these systems in both Re´nyi and Tsallis regimes before seeking comparison with the
phenomenological forms of both. As before we can model the entropy functions and analyse the results. By
doing this, we further our understanding of non-ordinary statistical mechanics and quantum information theory.
5.5 Conclusion
To summarise this research project, we derived a novel quantum master equation for non-Markovian quantum
Brownian motion which unsurprisingly required several involved calculations and techniques, the majority
of which are outside of the original Markovian derivation. We found an exact expression of the propagator
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in terms of a series expansion which was then truncated to obtain the simplest non-Markovian expression in
this regime. This master equation was then simulated to replicate Zurek’s analysis of decoherence in quantum
Brownian motion [17]. The decay process of quantum coherences was then identified and fit, which allowed the
decoherence time to be calculated. By identifying a parameter which can act as a proxy for non-Markovianity,
we were able to collect results from a range of simulations thereby allowing us to observe the significance of
memory effects in the decoherence processes of OQS.
We observed that the memory effects protect quantum coherences through a novel mechanism. This mech-
anism relies on the non-Markovian dynamics reducing Markovian decoherence and a purely non-Markovian
phenomenon: the travelling of the coherent components of the density matrix towards the diagonal, where the
strength of decoherence becomes progressively weaker. The coherences thereby survive for longer and exhibit
entirely new behaviour: we identified a form of non-Markovian decoherence which behaves functionally like
an inverse-power law. This observation was then corroborated by fitting functions to the data. We saw signif-
icant increases in the timescale of decoherence as we approached the upper bound (RΩ = 0.3), at which point
the results are unphysical. Our initial results were calculated by simulating the system as a free particle, and
we then introduced three different potentials: a harmonic potential, a symmetric double-well potential, and an
asymmetric double-well potential. All four cases were identical in the Markovian limit. As the system became
more non-Markovian we saw the new potential terms increasingly contribute to the resulting dynamics, which
significantly effected the decoherence timescales.
This work can be compared to the HPZ master equation which provides a complete description of the evo-
lution of the reduced density matrix [22]. Although the framework outlined here uses a perturbation expansion,
it is novel by comparison as it describes a non-Markovian system with a general potential. Furthermore, the
treatment of integro-differential equations and non-locality in the derivation of the HPZ master equation has
been brought into question [74]. This shortcoming has been addressed by constructing a description of quantum
Brownian motion in terms of reduced Wigner functions and Green’s functions [74]. Unfortunately, describing
a quantum system in this way prevents any direct comparison to the non-Markovian quantum master equation
derived here.
As discussed earlier, the parameters for the simulations were chosen to be biologically relevant and provide
some insight into how quantum mechanics might exist inside a cellular environment. We set our system to be
at room temperature despite low temperatures often being seen as necessary if coherences are to survive for
significant times. In light of this, it is interesting that we have identified significant non-Markovian mecha-
nisms for protecting quantum coherences at higher temperatures. Similar mechanisms might be used to allow
quantum phenomena to play a role in biological processes in the wet, noisy, and warm environments of the cell.
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Furthermore, the non-Markovian framework derived in this research project may have applications in the de-
velopment of quantum technologies. Our results may also have interesting implications for the thermdynamical
properties of these systems. Following on from this, we have noted that a space this research could expand into
is the resulting quantum and classical thermodynamics that emerge from the information-rich dynamics found
in this non-Markovian regime.
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Appendix A
Path Integrals
A1 Recursive Relationship of the Determinants in the Derivation
for the Path Integral of the Harmonic Oscillator
To identify and utilise the recursive relationship of the matrix Q′ [65], we begin with its definition
Q′ =
1
ε2

2−ω2ε2 −1 0 0 0 . . .
−1 2−ω2ε2 −1 0 0 . . .
0 −1 2−ω2ε2 −1 0 . . .
0 0 −1 2−ω2ε2 −1 . . .
...
...
...
...
. . . . . .
. . . . . . . . . . . . −1 2−ω2ε2

. (A1.1)
Extraction of determinants from this matrix will be important later in the derivation. If one takes the takes Q′
to have n rows and n columns and labels it Q′n+1, then using this formalism for the determinant we can write
det
(
Q′n+1
)
=
(
2−ω2ε2)det(Q′n)−det(Q′n−1). (A1.2)
We shall now choose two conditions
det
(
Q′0
)
= 0 and det
(
Q′1
)
= 1 (A1.3)
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and begin to solve for general det(Q′n), we introduce the constants α and β to create a general form,
det
(
Q′n+1
)−α det(Q′n)= β (det(Q′n)−α det(Q′n−1)) . (A1.4)
We compare the coefficients of equations (A1.2) and (A1.3) to find
α+β = 2− ε2ω2 (A1.5)
and
αβ = 1. (A1.6)
From these equations we find that α and β are the solutions to
t2− (2− ε2ω2) t+1 = 0. (A1.7)
From equation (A1.4) we recursively find
det
(
Q′n+1
)−α det(Q′n)= β (det(Q′n)−α det(Q′n−1))= ...= β n (det(Q′1)−α det(Q′0)) . (A1.8)
Substituting equations (A1.3) into (A1.8) we obtain
det
(
Q′n+1
)−α det(Q′n)= β n, (A1.9)
det
(
Q′n+1
)−β det(Q′n)= αn (A1.10)
and therefore
det
(
Q′n
)
=
β n−αn
β −α . (A1.11)
Then we calculate from equation (A1.7) we obtain
t =
(
2−ω2ε2)± i√4− (2−ω2ε2)2
2
= eiφ (A1.12)
where
cos(φ) =
(
2−ω2ε2)
2
(A1.13)
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and
sin(φ) =
√
4− (2−ω2ε2)2
2
. (A1.14)
We now substitute α = e−iφ and β = eiφ into equation (A1.11) to reach the conclusions of this derivation
det
(
Q′n
)
=
sin(nφ)
sin(φ)
(A1.15)
and
det
(
Q′
)
= det
(
Q′N
)
=
sin(Nφ)
sin(φ)
. (A1.16)
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Appendix B
Methods Used In Caldeira-Leggett
B1 Fubini’s Theorem and Nested Integrals
Fubini’s Theorem states that the order of integration is arbitrary, hence
∫ b
a
∫ d
c
g(t,s)dsdt =
∫ d
c
∫ b
a
g(t,s)dtds. (B1.1)
Additionally, we can manipulate the limits of the nested integrals, alongside the variables of the functions. This
produces a very useful identity,
∫ tb
ta
∫ t
ta
g(t,s)dsdt =
∫ tb
ta
∫ tb
s
g(t,s)dsdt. (B1.2)
To get the imaginary kernel in our desired form, we must prove
∫ tb
ta
f (s)sin(ω(tb− s))ds
∫ tb
ta
f (t ′)sin(ω(t ′− ta))dt ′
− sin(ωT )
∫ tb
ta
f (t ′)
∫ t ′
ta
f (s)sin(ω(s− ta))dsdt ′
= 2
∫ tb
ta
f (t ′)sin(ω(tb− t ′))
∫ t ′
ta
f (s)sin(ω(s− ta))dsdt ′. (B1.3)
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We split the interval of the first integral in the first term on the LHS into at time t ′. We then use equations B1.1
and B1.2 to express this term as,
∫ tb
ta
f (s)sin(ω(tb− s))ds
∫ tb
ta
f (t ′)sin(ω(t ′− ta))dt ′
=
∫ tb
ta
f (t ′)sin(ω(tb− t ′))
∫ t ′
ta
f (s)sin(ω(s− ta))dsdt ′
+
∫ tb
ta
f (t ′)sin(ω(tb− t ′))
∫ tb
t ′
f (s)sin(ω(s− ta))dsdt ′. (B1.4)
The second term can also be rearranged in a similar manner,
sin(ωT )
∫ tb
ta
f (t ′)
∫ t ′
ta
f (s)sin(ω(s− ta))dsdt ′ (B1.5)
=
∫ tb
ta
f (t ′)sin(ω(t ′− ta))
∫ t ′
ta
f (s)sin(ω(tb− s))dsdt ′
−
∫ tb
ta
f (t ′)sin(ω(tb− t ′))
∫ t ′
ta
f (s)sin(ω(s− ta))dsdt ′
=−
∫ tb
ta
f (t ′)sin(ω(tb− t ′))
∫ t ′
ta
f (s)sin(ω(s− ta))dsdt ′
+
∫ tb
ta
f (t ′)sin(ω(tb− t ′))
∫ tb
t ′
f (s)sin(ω(s− ta))dsdt ′. (B1.6)
Combining equations (B1.5) and (B1.4), we can prove (B1.3),
∫ tb
ta
f (s)sin(ω(tb− s))ds
∫ tb
ta
f (t)sin(ω(t ′− ta))dt ′
− sin(ωT )
∫ tb
ta
f (t ′)
∫ t ′
ta
f (s)sin(ω(s− ta))dsdt ′
=
∫ tb
ta
f (t ′)sin(ω(tb− t ′))
∫ t ′
ta
f (s)sin(ω(s− ta))dsdt ′
+
∫ tb
ta
f (t ′)sin(ω(tb− t ′))
∫ tb
t ′
f (s)sin(ω(s− ta))dsdt ′
+
∫ tb
ta
f (t ′)sin(ω(tb− t ′))
∫ t ′
ta
f (s)sin(ω(s− ta))dsdt ′
−
∫ tb
ta
f (t ′)sin(ω(tb− t ′))
∫ tb
t ′
f (s)sin(ω(s− ta))dsdt ′
= 2
∫ tb
ta
f (t ′)sin(ω(tb− t ′))
∫ t ′
ta
f (s)sin(ω(s− ta))dsdt ′, (B1.7)
where we have used the identity,
sin(A−B)sin(s− t) = sin(t−A)sin(B− s)− sin(t−B)sin(A− s). (B1.8)
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The terms in the real kernel receive a similar treatment,
∫ tb
ta
∫ tb
ta
f (t ′) f (s)cos(ω(t ′− s))dsdt ′
=
∫ tb
ta
∫ tb
t ′
f (t ′) f (s)cos(ω(t ′− s))dsdt ′+
∫ tb
ta
∫ t ′
ta
f (t ′) f (s)cos(ω(t ′− s))dsdt ′
=
∫ tb
ta
∫ tb
t ′
f (t ′) f (s)cos(ω(t ′− s))dsdt ′+
∫ tb
ta
∫ tb
t ′
f (s) f (t ′)cos(ω(s− t ′))dt ′ds
= 2
∫ tb
ta
∫ t ′
ta
f (t ′) f (s)cos(ω(t ′− s))dt ′ds. (B1.9)
To produce the imaginary kernel, we use the following identity after proving it,
∫ tb
ta
∫ t ′
ta
[x(t ′)+ y(t ′)][x(s)− y(s)]sin(ω(tb− t ′))sin(ω(s− ta))dsdt ′
=
∫ tb
ta
∫ t ′
ta
(
x(t ′)x(s)− y(t ′)y(s)+ x(s)y(t ′)− x(t ′)y(s))sin(ω(tb− t ′))sin(ω(s− ta))dsdt ′
=
∫ tb
ta
∫ t ′
ta
(
x(t ′)x(s)− y(t ′)y(s))sin(ω(tb− t ′))sin(ω(s− ta))dsdt ′
+
∫ tb
ta
∫ t ′
ta
(
x(s)y(t ′)
)
sin(ω(tb− t ′))sin(ω(s− ta))dsdt ′
−
∫ tb
ta
∫ tb
t ′
(
x(t ′)y(s)
)
sin(ω(tb− t ′))sin(ω(s− ta))dsdt ′
=
∫ tb
ta
∫ t ′
ta
(
x(t ′)x(s)− y(t ′)y(s))sin(ω(tb− t ′))sin(ω(s− ta))dsdt ′. (B1.10)
By applying this to equation we can get the propagator in the same form as it appears in [11],
J(x,y, t;x′,y′,0) =
∫ x
x′
∫ y
y′
[dx(t)][dy(t)]exp
[
i
h¯
(SR[x]−SR[y]
−η
2
∫ t
0
(x(τ)x˙(τ)− y(τ)y˙(τ)+ x(τ)y˙(τ)− y(τ)x˙(τ))dτ
]
× exp
[
− 1
h¯
η
pi
∫ Ω
0
ω coth
(
h¯ω
2kT
)∫ t
0
∫ τ
0
[x(τ)− y(τ)]
× cos(ω(τ− s))[x(s)− y(s)] dτdsdω
]
. (B1.11)
B2 Coupling to Velocities
If we wish to consider the motion of a particle coupled to a reservoir, with a Lagrangian described by
L˜ (x, x˙,q, q˙,τ) =
M
2
x˙2(τ)− v[x]+∑
k
(
x(τ)ekq˙2k(τ)+
m
2
q˙2k(τ)−
m
2
ω2k q
2(τ)
)
(B2.1)
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to get this into the same form as equation (3.1.7) a set of coordinates is defined
yk(τ) = mq˙k(τ)+ x(τ)ek (B2.2)
so now equation (B2.1) becomes
L˜ (x, x˙,y, y˙,τ) =
M
2
x˙2(τ)− v[x]+∑
k
(
e2kq
2
k(τ)
2m
+
yk(τ)ekx(τ)
m
+
y˙2k(τ)
2mω2k
− y
2
k(τ)
2m
)
(B2.3)
which simplifies when we define a variable, Rk, where
Rk(τ)≡ yk(τ)mωk (B2.4)
so
L˜ (x, x˙,R, R˙,τ) =
M
2
x˙2(τ)− v[x]+∑
k
(
C2k x
2(τ)
2mωk
+CkRk(τ)x(τ)+
mR˙2k(τ)
2
− mω
2
k R
2
k(τ)
2
)
, (B2.5)
where
Ck ≡ ekωk. (B2.6)
To get equation (B2.5) in the same form as (3.1.7), we define a new potential
v˜[x] = v[x]+∑
k
C2k x
2(τ)
2mω2k
. (B2.7)
We now note the form of the renormalized potential,
v˜R[x] = v˜[x]−M (∆ω)
2 x2(τ)
2
. (B2.8)
As described in [11] the Markovian limit collapses the timescale and means that
M (∆ω)2 = 2∑
k
C2k
2mω2k
cos(ωk(τ− s))
∣∣∣∣∣
τ=s
= 2∑
k
C2k
2mω2k
. (B2.9)
This shift in frequency is the same as that introduced in equation ( 3.2.11). Now the second term in the new
potential described in equation (B2.8) cancels with that in (B2.7) This transformed Lagrangian matches the
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Markovian Lagrangian and we can proceed studying the new Lagrangian defined by equation (B2.1) with the
framework we have outlined thus far.
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