The free dendrite growth of aluminum-4.5 mass%copper alloy has been investigated using a three-dimensional phase-field model with thin-interface-limit parameters. The dendrite growth velocity and the tip radius of curvature are measured for a given value of anisotropy intensity of the interface energy, and the stability parameters are determined at different degrees of undercooling. The dendrite growth velocities are compared with those obtained by LKT (Lipton, Kurz and Trivedi) model, and the role of the stability parameter is quantitatively discussed.
Introduction
Understanding dendritic solidification is of great importance because the scale of a dendrite determines the segregation patterns, microstructures, and consequently the properties of the material. For this reason, this process has been extensively studied both theoretically and experimentally for several decades. Over half a century ago, Ivantsov 1) analyzed this problem using a simplified limit, where both capillary and kinetic effects at the interface were neglected. Temkin 2) and Trivedi 3) proposed models, that have a nonisothermal interface with curvature undercooling determined by the Gibbs-Thomson condition and kinetic undercooling. The solutions, however, do not independently predict growth velocity, V, and the tip radius of curvature, &, but only their product. Therefore the maximum-velocity criterion, in which & is determined so as to maximize V under a given undercooling condition, is assumed for independently predicting the values of V and &. The criterion, however, is not successful in explaining the V À & relationship obtained by the experimental results of succinonitrile dendrite growth. 4) Langer and Mueller-Krumbhaar [5] [6] [7] proposed the marginalstability criterion, that the tip radius of a dendrite becomes equal to the marginal wavelength of perturbation, ! S , which is proportional to the geometrical mean of capillary length, d 0 , and diffusion length, l T ,
, a is thermal diffusivity, ' 0 is interface energy, T m is melting temperature, C p is heat capacity per volume and ÁH is latent heat of fusion. They performed linear-stability analysis on an Ivantsov dendrite and determined the stability parameter, ' Ã , as 1=4% 2 . Kurz and Fisher 8) developed the model using the marginal-stability criterion so as to analyze the dendrite growth of alloys. The model was extended to the LGK (Lipton, Glicksman, Kurz) model 9) and the LKT model, 10) and a large number of useful results for industrial applications were obtained using the models.
In the late 1980s, solvability theory showed that the anisotropy of interface energy plays an essential role in dendritic evolution, and that tip splitting always takes place when there is no anisotropy of interface energy. 11) Since then, different types of computational approaches have been developed to simulate the complete time-dependent evolution of a free dendrite. [12] [13] [14] [15] In particular, the phase-field method has emerged as a powerful algorithm for simulating the evolution of a dendrite. This approach has the advantage that it facilitates front tracking by forming the spatially diffused phase boundaries using scalar fields that naturally separate different phases. Recently, a large number of studies have shown its applicability to a wide range of problems, as shown in review articles. [16] [17] [18] [19] Most three-dimensional simulations are, however, carried out for pure materials, 20, 21) and there are still only a limited number of reports on quantitative simulations for alloys. 22) In this study, three-dimensional simulations of the free dendrite growth of an aluminum-copper alloy have been investigated using a thin-interface-limit phase-field model. 23) In the model, the anisotropy of interface energy is applied consistently using cubic crystallographic symmetry, and a numerical technique for improving computational efficiency is applied in the program. The dendrite growth velocity and the tip radius of curvature are determined at different degrees of undercooling, and the value of the stability parameter is estimated. Dendrite growth velocity by phase-field simulations is compared with that obtained by the LKT model, and the differences are discussed from the viewpoint of practical applications of the model.
Phase-Field Model for Three-Dimensional Simulation
In the model, phase field, 0, is defined as zero at liquid phase and unity at solid phase, and it varies continuously from zero to unity at the interfacial region. The phase-field equation for solidification is given by
where f is free-energy density, and M and " are phase-field parameters. The free-energy density of an alloy is defined as the sum of the fraction-weighted free energies of liquid and 
where superscripts S and L indicate solid and liquid phases, respectively, f L and f S are the free energies of the liquid and solid phases, and W is the height of the imposed interfacial potential. The solid-fraction function, hðxÞ, is a monotonically increasing function from hð0Þ ¼ 0 to hð1Þ ¼ 1, and the interfacial potential, gðxÞ, is a parabolic function with gð0Þ ¼ 0 and gð1Þ ¼ 0. They are given by
The equation for solute diffusion is given using the freeenergy density,
where D is the diffusion coefficient. By assuming a dilute solution, the terms in eq. (1) and (4) are given by
where c e L and c e S are the equilibrium compositions of the solid and liquid phases, respectively. Note that the solute content at the interface region is given as the sum of the fractionweighted solute contents of the solid and liquid phases.
Note that the solid and liquid solute contents are obtained from the condition of equichemical potentials in both solid and liquid phases, which is given for a dilute solution as
In the solidification of metals, the cubic anisotropies of interface energy and interface kinetics should be taken into account. Both anisotropies have the same dependence on crystallographic orientation, and the anisotropy of interface energy is directly related to that of the gradient energy coefficient, ", in phase-field models. Therefore, the phasefield equation of eq. (1) should be modified so as to include these anisotropies of interface energy and interface kinetics. They are written using an interface normal vector as
where # and # k are the anisotropy intensities of interface energy and the interface kinetic coefficient, respectively. 24) From the definition of the interface normal vector, the third terms on the right sides of eqs. (9) and (10) are rewritten using the spatial derivatives of the phase field.
By substituting eq. (11) into eq. (9), the first term of the right side of eq. (1) can be rewritten as
The phase-field parameters of " 0 and W are related to the interface energy, ' 0 , and interface width, 2!, and the parameter, M, is related to the kinetic coefficient, 0 ð¼ 1=" 0 Þ, where " 0 is the linear kinetic coefficient. These parameters are obtained at the thin-interface limit and are given as. 23, 25) 
where k e is the equilibrium partition coefficient and m e is the slope of the liquidus line.
Numerical Calculations
For the simulation, Equations (1) and (5) are discretized using an explicit finite difference scheme. To obtain the steady-state growth velocity of a three-dimensional dendrite shape, a large number of calculation meshes are required. Therefore three-dimensional phase-field simulations are restricted not only by computational efficiency but also by usable memory size. Therefore, a numerical technique for improving the computational efficiency and reducing the memory size should be applied. The small mesh size, dx, is necessary so as to accurately calculate the phase field. The phase field varies markedly only near the interface, and it is constant in both liquid and solid regions. We used the following method for calculating the phase field efficiently. Initially, a cube of 30 Â 30 Â 30 is allocated for the phasefield calculation, and a small spherical solid particle is initially placed at the corner of the cube. The region is then periodically expanded, keeping the cube boundary within a fixed distance from the tip depending on the growth of the dendrite. To calculate the solutal field, a larger region is required, particularly in the case of low undercooling. To reduce the memory limitation, an adaptive mesh algorithm is applied, although the difficulty of adaptive meshing is significantly increased in three-dimensional simulations. The mesh size of each region is changed depending on the distance from the interface, and a large mesh size for the region far away from the interface is adopted. The mesh sizes used in the calculations are shown in Fig. 1 and they are 3dx in region A, 9dx in region B, 27dx in region C and 81dx in region D. In the figure, a symmetric boundary line is drawn, and the connections between the regions with different mesh sizes are shown. Note that the flux calculation at the region boundaries is simplified because the ratio of the mesh sizes between two neighboring regions is three. As a result, the program achieved sufficient execution efficiency using a computer with a PentiumD CPU of 3.73 GHz.
In the calculations, all variables are rewritten as dimensionless forms using the following units: capillary length, d 0 ; time, d 2 0 =D; and temperature, ÁT 0 , which is the solidification range of the alloy. The physical properties of the Al-4.5 wt%Cu alloy used in the calculation are shown in Table 1 . For three-dimensional calculations, a cube of 425 Â 425 Â 425 meshes is prepared. The simulations were performed with different degrees of undercooling. The mesh sizes in the calculations are from 0.8 to 2.0. Note that a reduced interface width for solutal diffusion is applied in the simulations so as to avoid an abnormal effect in the thininterface-limit model. 26) 
Results and Discussion
Before three-dimensional simulations, the effect of a thermal field on the dendrite growth of an alloy is examined in two-dimensional simulations, in which the growth velocity is calculated with and without coupling to the heat conduction equation. Figure 2 shows the relationship between dimensionless growth velocity and dimensionless undercooling, in which open circles and crosses show the results in pure solutal and thermal solutal cases, respectively. Both are in good agreement and the effect of the thermal field is negligible. Therefore, three-dimensional simulations are hereafter carried out for a pure solutal dendrite. Figure 3 shows the evolution of dendrite morphology for Á ¼ 0:13 at dimensionless times of 20262600, 81050403 and 12575604. A dendrite with well-developed secondary arms is not shown in Fig. 3 . This is simply due to the fact that the calculation time or the calculation area is not sufficiently large to form the secondary arms. To form well-developed secondary arms, the large growth distance of a dendrite tip of about hundred times larger than & is required. On the contrary, the steady growth of a tip is easily attained, and the necessary growth distance is about 1/10 of that for a welldeveloped dendrite. Therefore, the dendrite tip shown in Fig. 3(b) is already in the steady-growth stage, and its growth velocity and radius of curvature remain constant. In the present work, the steady-state growth of the tip is ensured by confirming that the difference in growth velocity between a certain time steps becomes less than 1%. Figure 4 shows the stability parameter obtained for different degrees of dimensionless undercooling. The stability parameter changes slightly with undercooling and its mean value is 0.57. As described in the introduction, the wavelength of perturbation is proportional to the geometrical mean of the capillary length and diffusion length. The stability parameter is defined as the following constant. Open circles and crosses symbols show the results in pure solutal and thermal-solutal cases, respectively. From the results of two-and three-dimensional simulations, the stability parameters for a pure material are evaluated for different values of anisotropy intensity, as shown in Fig. 5 . In the figure, open and closed circles show the results obtained by three-dimensional phase-field simulations, 20, 24) and open and closed squares show those obtained by two-dimensional phase-field simulations 27) and boundary element simulations, 11) respectively. Note that the results of boundary element simulations are obtained in an one-sided problem, and that the value is reduced to a half of the reported value. Barbieri and Langer 28) have reported that the stability parameter is proportional to the 7/4th power of anisotropy intensity. Therefore, the least-mean-square curve fitted to all data is shown as a solid line in Fig. 5 , which is given as
Because the solute diffusion in the solid phase is negligible, the solutal dendrite growth is regarded as a one-sided problem, and thus the value of the stability parameter, ' Ã D , is twice that for a pure material. It is estimated to be 0.53, and is nearly equal to the values shown in Fig. 4 . Figure 6 shows the relationship between dimensionless dendrite growth velocity and dimensionless undercooling. Figure 7 shows the simulated dendrite shape on the x-z plane. In the figure, a circle is drawn to demonstrate the tip radius of curvature evaluated using the values of the phase-field around the tip, 20) and the solid parabolic curve shows the interface shape assumed in the LKT model, whose tip radius is calculated from the stability parameter of 0.05 and the obtained growth velocity. The parabolic curve fits the simulated interface shape well. Therefore, one can conclude that the dendrite shape is almost parabolid although it is not exactly that formed by the parabolic revolution and that the LKT model can be used to predicts the growth velocity of alloy dendrites for practical applications.
Conclusions
Three-dimensional phase-field simulations of the free dendrite growth of aluminum-4.5 wt%copper alloy have been successfully performed. Using the model, the growth 3DPFM [18] 2DPFM [25] One−sided 2DBEM [9] Fitted curve velocity and the tip radius of curvature for the alloy dendrite are evaluated at different undercoolings, and the stability parameter is estimated. It is approximately equal to twice the value for the pure material with the same anisotropy intensity of the interface energy. The prediction obtained by the LKT model using the stability value of 0.05 is compared with the phase-field simulations and both are in good agreement.
