Context. We present a detailed analysis of 26 barium stars, including dwarf barium stars, providing their atmospheric parameters (T eff , log g, [Fe/H], v t ) and elemental abundances. Aims. We aim at deriving gravities and luminosity classes of the sample stars, in particular to confirm the existence of dwarf barium stars. Accurate abundances of chemical elements were derived. Abundance ratios between nucleosynthetic processes, by using Eu and Ba as representatives of the r-and s-processes are presented. Methods. High-resolution spectra with the FEROS spectrograph at the ESO-1.5m Telescope, and photometric data with Fotrap at the Zeiss telescope at the LNA were obtained. The atmospheric parameters were derived in an iterative way, with temperatures obtained from colour-temperature calibrations. The abundances were derived using spectrum synthesis for Li, Na, Al, α-, iron peak, s-and r-elements atomic lines, and C and N molecular lines. Results. Atmospheric parameters in the range 4300 < T e f f < 6500, -1.2 < [Fe/H] < 0.0 and 1.4 ≤ log g < 4.6 were derived, confirming that our sample contains giants, subgiants and dwarfs. The abundance results obtained for Li, Al, Na, α-and iron peak elements for the sample stars show that they are compatible with the values found in the literature for normal disk stars in the same range of metallicities. Enhancements of C, N and heavy elements relative to Fe, that characterise barium stars, were derived and showed that [X/Ba] 
Introduction
Barium stars were recognized as a distinct group of peculiar stars by Bidelman & Keenan (1951) . Initially, the objects included in this group were only G and K giants which showed strong lines of s-process elements, particularly Ba II at λ4554 Å and Sr II at λ4077 Å, as well as enhanced CH, CN and C 2 molecular bands. However, the discovery by Tomkin et al. (1989) that the dwarf star HR 107 showed chemical composition similar to that of a mild barium giant, has pushed the Tables 5 and 15 are only available in elecronic at the CDS via anonymous ftp to cdsarc.u-strasbg.fr/Abstract.html ⋆⋆⋆ Present address: Observatório do Valongo/UFRJ, Ladeira do Pedro Antonio 43, 20080-090 Rio de Janeiro, RJ, Brazil search for less evolved barium stars . Some studies have proposed that these stars could be ancestors of the barium giants (North et al. 1994; Barbuy et al. 1992) . McClure et al. (1980) revealed that most barium stars, maybe all of them, show variations in radial-velocity suggesting the presence of companions. This has been confirmed by McClure (1983 McClure ( , 1984 and Udry et al. (1998a,b) . Böhm-Vitense (1980) and Böhm-Vitense & Johnson (1985) observed an ultraviolet excess in the barium stars ζ CAP and ξ Ceti, which could be explained by white dwarf companions.
The binarity hypothesis for all barium stars has provided an interesting explanation for their peculiarity. In this context, the more massive of them evolves through the thermal pulse -asymptotic giant branch (TP-AGB) phase, when s-process occurs, and afterwards the third dredge-up brings to the surface carbon and s-process elements. The enriched material is then transferred to the companion, which becomes a barium star. Bond et al. (2003) observed a planetary nebula (PN) in Cassiopeia, with a late type star, showing overabundance in carbon and s-process elements typical of a barium star. This discovery confirmed the hypothesis about their origin. In the PNs Abell 35 (Jacoby 1981; Thévenin & Jasniewicz 1997) and LoTr5 (Jasniewicz et al. 1996; Thévenin & Jasniewicz 1997) barium and s-elements rich stars were also observed. There is a central hot star in each of these nebulae detected with IUE (International Ultraviolet Explorer). Jeffries & Smalley (1996) observed the binary system 2REJ0357+283 consisting of a white dwarf and an s-element rich K dwarf star, where the high rotation can be attributed to the mass transfer from the white dwarf progenitor, during the AGB phase.
However, several IUE spectra of barium stars analysed by Dominy & Lambert (1983) showed no UV excess, putting in check the hypothesis that all barium stars have a white dwarf companion. Böhm-Vitense et al. (2000) observed UV excess for most of their barium stars, but the estimated cooling time for some of the companion white dwarfs, was too long or larger than the evolution time of the barium star. If the binarity hypothesis is not confirmed for all stars of the group, another explanation for their origin would be needed.
In Sect. 2 the observations are reported. In Sect. 3 the atmospheric parameters are derived. In Sect.4 the abundances derivation is described. In Sect. 5 conclusions are drawn.
Observations
The sample stars were selected from Gómez et al. (1997) and North et al. (1994) where the authors suggested that there were less evolved barium stars among the giants of their sample. The star HR 107 from Tomkin et al. (1989) was also included in the sample. Mennessier et al. (1997) identified HD 5424, HD 13551, HD 116869 and HD 123396 as halo stars.
Optical spectra were obtained at the 1.52m telescope at ESO, La Silla, using the Fiber Fed Extended Range Optical Spectrograph (FEROS) (Kaufer et al. 2000) , on February and October/2000, January and October/2001, January and July/2002. The total spectrum coverage is 356-920 nm with a resolving power of 48,000. Two fibers, with entrance aperture of 2.7 arcsec, recorded simultaneously star light and sky background. The detector is a back-illuminated CCD with 2948×4096 pixels of 15 µm size. Reductions were carried out through a special pipeline package for reductions (DRS) of FEROS data, in MIDAS environment. The data reduction proceeded with subtraction of bias and scattered light in the CCD, orders extraction, flatfielding, and wavelength calibration with a ThAr calibration frame. Radial velocities were taken into account by using IRAF tasks RVIDLINE and DOPCOR. The spectra were cut in parts of 100 Å each using the SCOPY task, and the normalization was carried out with the CONTINUUM task.
The photometric observations were obtained using the FOTRAP (Fotômetro Rápido) at the ZEISS 60cm telescope at LNA (Laboratório Nacional de Astrofísica) in June, August and September/2001 and May and July/2002 . Data reductions were done using the appropriate code available at LNA. The colours obtained were (B-V), (V-R), (R-I) and (V-I). The log of observations is presented in Table 1 . Table 1 . Log of spectroscopic (sp) and photometric (pho) observations. The S/N ratio was measured in the of λ5000 Å region. Radial velocity v r (km/s) is shown in column 6. References used to build this sample: 1 - Gómez et al. (1997) ; 2 - North et al. (1994); 3 -Tomkin et al. (1989 
Atmospheric Parameters

Extinction
Reddening values shown in Table 3 were derived according to Cardelli et al. (1989) , using effective wavelengths by Bessell & Brett (1988) and Bessell (1979) . The visual extinction A v was considered null for stars nearer than 70 pc according to Vergely et al. (1998) , and for the other stars, A v was determinated according to Chen et al. (1998) . Distances were taken from Mennessier et al. (1997) . Including Hipparcos parallaxes as input, these authors used a Maximum Likelihood method, which they considered to provide better results for the distances than the ones obtained directly from the parallaxes. The distances missing in Mennessier et al., were obtained directly from Hipparcos parallaxes. In cases where no parallax values were available in the Hipparcos Catalogue, initial distances were estimated assuming that these stars are subgiants of absolute magnitude M v = 3.3 from Gómez et al. (1997) , or dwarfs of M v = 4.5. The V magnitudes in these cases were taken from SIMBAD available at the web address http://simbad.u-strasbg.fr/Simbad. Distances are shown in Table 2 . Table 2 . Equatorial and galactic coordinates of the sample barium stars. The errors on last decimals are given in parenthesis. Distances D M are from Mennessier et al. (1997) Table 3 . Reddening values for sample stars (see Sect. 3.1). (Perryman et al. 1997, (B-V) H and V, shown in the columns 3 and 8 of Table 4 , respectively). For sample stars missing in the Hipparcos Catalogue, (B-V) values were taken from SIMBAD. Photometric data used are shown in Table 4 .
The colour-temperature calibrations were adopted from Alonso et al. (1996) for stars of log g > 3.6, Alonso et al. (1999) for log g ≤ 3.6 and Lejeune et al. (1998) Meléndez & Ramirez (2003) for dwarfs and Ramírez & Meléndez (2004) for giants. The transformations between photometric systems were obtained from Carpenter (2001) , Bessell & Brett (1988) , Alonso et al. (1996) and Alonso et al. (1999) .
The G band affects the spectrum in the λ < 4320Å region. It is possible to see some alteration in the black body distribution in the far infrared, probably due to dust in the binary system (Catchpole et al. 1977; Hakkila 1989) . The colour (B-V) is affected by the CN and C 2 bands, causing in the spectrum the depression of Bond & Neff (1969) , making the stars red-der and as a consequence the temperatures derived from this colour can be lower. Colours (R-I) and (V-I) are more affected by molecular bands and blanketing effects in K and M stars than (V-K). The calibrations resulted in slightly different temperatures. In general, Lejeune et al. (1998) provide higher temperatures than Alonso et al. (1996) and Alonso et al. (1999) . The resulting temperatures of the Geneva system are generally higher than those from the (B-V) index (see Tables 6 and 7 ). Given that some indicators tend to increase and others to reduce the temperature, effective temperatures adopted were the mean values obtained from the (B-V) Hipparcos, (B-V), (V-I), (V-R) and (R-I) from LNA, and (V-K) 2MASS indices and the colours of the Geneva system (B 2 -V 1 ), (B 2 -G) and (B 1 -B 2 ). This is shown in column 2 of Table 9 . The uncertainties were estimated to be ±100 K, taking into account the errors from the colour-temperature calibrations.
In order to check photometric temperatures, the excitation temperatures T exc were derived by imposing excitation equilibrium. Lines of Fe  and Fe  that give metallicities differing between the average and median of ∆[Fe/H] > 0.01 dex were eliminated. This procedure prevents blended lines to affect the results. Resulting T exc are given in column 3 of Table 9 , and illustrated in Figure 1 . 
Surface Gravity
Surface gravities (log g) were determined using two methods: 1) Spectroscopic gravities were derived by imposing ionization equilibrium of Fe  and Fe  (Figure 3) , and given in Bertelli et al. (1994) with sample stars overplotted (black squares).
column 4 of Table 9 . The gravity log g was varied until the two curves of growth give a same [Fe/H] value, where Fe  lines are more sensitive to gravity variations. According to Nissen et al. (1997) , this method presents a problem because Fe  lines are affected by NLTE effects. The uncertainty was estimated as ±0.1 dex.
2) The classical equations of stellar evolution (equation 1) as a function of the distances, according to Nissen et al. (1997) and Allende Prieto et al. (1999) :
where M * is the stellar mass, V • is the V corrected magnitude, BC is the bolometric correction and D is the distance derived as explained in Sect. 3.1. For the Sun, T e f f ⊙ = 5781 K (Bessell et al. 1998) ; log g ⊙ = 4.44; M bol⊙ = 4.75 (Cram 1999) were adopted.
Stellar masses in equation 1 were adopted from Bertelli et al. (1994) isochrones, as shown in Figure 2 , and reported in column 9 of Table 10, corresponding to metallicities and temperatures as close as possible to those of the sample (columns 7 (or 6) and 2 of Table 9 , respectively). Fig. 3 . Fe  and Fe  curves of growth for the star HD 89948. 'W' are the equivalent widths. log(a(sun)) = log(n x /n H ), where n x and n H are the numerical densities of an element and hydrogen, respectively; log g f : oscillator strength; Γ = (W/λ)(n H /n x )(g f ) −1 , as defined in Cayrel & Jugaku (1963) and Spite & Spite (1975) . The iron abundance is given by the horizontal distance between the linear part of the curve of growth and the 45
• line through the origin.
Uncertainties were estimated as ± 0.1 M ⊙ . These log g values are shown in column 5 of Table 9 . According to Nissen et al. (1997) , the gravities resulting from the first method are systematically lower than those of the second, but there is no clear explanation. It could reside in NLTE effects in Fe  lines, uncertainties on masses or temperatures.
Oscillator Strengths
The Fe  line list and respective oscillator strengths from National Institute of Standards & Technology (NIST) library (Martin et al. 1988 (Martin et al. , 2002 and Fe  oscillator strengths renormalized by Meléndez & Barbuy (2006) were adopted. The list of Fe  and Fe  lines is given in Table 5 . Damping constants for neutral lines were computed using the collisional broadening theory of Barklem et al. (1998 Barklem et al. ( , 2000 , and references therein), as described in Zoccali et al. (2004) and Coelho et al. (2005) . The oscillator strengths for the elements other than Fe and respective sources are shown in Table 15 . For α-and iron peak elements, most values are from NIST. Laboratory values were preferred over theoretical ones.
For lines of Cu I, Eu II, La II, Ba II and Pb I, hyperfine structure (hfs) was taken into account employing a code made available by McWilliam, following the calculations described by Prochaska et al. (2000) . The hfs constants were taken from Rutten (1978) for Ba II, Lawler et al. (2001a) for La II, Lawler et al. (2001b) for Eu II and Biémont et al. (2000) for Pb I. The final hfs components were determined by using the solar isotopic mix by Lodders (2003) and total log gf values from laboratory measurements, as shown in Table 15 . For copper, the hfs from Biehl (1976) was used, with isotopic fractions of 0.69 for 63 Cu and 0.31 for 65 Cu. In this case, small corrections were applied such that the total log gf equals the gf-value adopted in this work. The lines for which hfs were used were checked using the solar spectrum (Kurucz et al. 1984 ). 
Metallicities and Microturbulent Velocities
Equivalent widths were measured with IRAF, and Fe  and Fe  lines with 10 < W λ < 160 mÅ were considered. Photospheric 1D models were extracted from the NMARCS grid (Plez et al. 1992) , originally developed by Bell et al. (1976) and Gustafsson et al. (1975) for gravities log g < 3.3. For less evolved stars, with log g ≥ 3.3 the models by Edvardsson et al. (1993) were adopted. Table 4 . Colours and magnitudes. V magnitudes are from the Hipparcos database, otherwise from SIMBAD (marked with *); K s from 2MASS Point Source Catalog; B 1 , B 2 , V 1 and G are Geneva magnitudes; "H": Hipparcos; "S": SIMBAD; "L": LNA. Uncertainties for Hipparcos database are of ± 0.01 whereas for SIMBAD they were estimated in ± 0.05. The uncertainties on the metallicity are due to uncertainties on the input parameters: temperature, log g and microturbulent velocity. The variation of these parameters affects the iron abundance ǫ(Fe), as follows
where ∆ǫ(Fe) T , ∆ǫ(Fe) lg and ∆ǫ(Fe) v are the differences on the iron abundances due to variations on temperature, log g and microturbulent velocity, respectively. The contributions of the equivalent widths (from 0.5 to 0.9 mÅ) to the uncertainty in metallicity are negligible (Cayrel 1989) , where uncertainties on continuum placement are not taken into account.
For HD 5424, a variation of ∆T = 100 K in the temperature results in ∆ǫ(Fe) T = 1.940 × 10 6 , ∆ log g = 0.3 dex in log g results in ∆ǫ(Fe) lg = 2.855 × 10 6 and ∆v t = 0.1 km/s in v t results in ∆ǫ(Fe) v = 0.803 × 10 6 in the ǫ(Fe). For HD 150862, ∆ǫ(Fe) T = 5.65 × 10 5 for ∆T = 100 K, ∆ǫ(Fe) lg = 1.69 × 10 6 for ∆ log g = 0.1 dex and ∆ǫ(Fe) v = 0.113 × 10 6 for ∆v t = 0.1 km/s. The quantity of interest is the logarithm of ǫ(Fe), such that σ log ǫ(Fe) = (σ ǫ(Fe) )/(ǫ(Fe) ln 10). Consequently, σ [Fe/H] = σ 2 log ǫ(Fe) + σ 2 log ǫ(Fe)⊙ , resulting σ [Fe/H] = 0.18 for HD 5424, and this result should be typical for all sample stars with log g < 3.3. For HD 150862, σ [Fe/H] = 0.04, this uncertainty being adopted for stars with log g ≥ 3.3.
Adopted Atmospheric Parameters
The atmospheric parameters were derived in an iterative way, adopting initial values of log g and [Fe/H] according to North et al. (1994) and Gómez et al. (1997) . The lines of Fe  and Fe  were used separately in order to test the ionization equilibrium (see Sect. 3.3) . In this first iteration, one searchs for values of log g, [Fe/H] and v t corresponding to the ionization equilibrium in order to verify the trend of the results. Using the average of the temperatures and masses from isochrones, the surface gravity was determined from equation 1, in order to be compared with that from the ionization equilibrium.
In the first iteration, values different from the ones adopted initially for [Fe/H] and log g from equation 1 were obtained. In this case, these new values were used as input in the colourtemperature calibrations and the procedure was restarted. The procedure was repeated until the input parameters matched the output ones, providing a consistent set of atmospheric parameters. After several iterations, it was possible to define a set of atmospheric parameters for each star, shown in Table 9 . These results indicate that our sample contains giants, subgiants and dwarfs. Table 11 shows atmospheric parameters for barium stars found in the literature. Alonso et al. (1996) or Alonso et al. (1999) and for the Geneva system those by Meléndez & Ramirez (2003) for subgiants or dwarfs and Ramírez & Meléndez (2004) for giants. The use of models by Gustafsson et al. (1975) Edvardsson et al. (1993) and Plez et al. (1992) In Table 10 are given the bolometric corrections BC(V) determined according to Alonso et al. (1995) for dwarfs and subgiants and to Alonso et al. (1999) for giants, with good agreement with values determined from a linear interpolation on Lejeune et al. (1998) grids. The uncertainties on BC(V) were estimated by computing how the uncertainties on temperatures modify its value; from equations 4 to 12, one obtains the absolute magnitude M v , the bolometric magnitude M bol , the luminosity (L * /L ⊙ ), the radius (R * /R ⊙ ) and the mass (M * /M ⊙ ), providing as input the distance D(pc), A v , V and log g:
Recalling that g = 10 log(g) and σ g = g ln(10)σ log(g)
For masses computed with equation 12 and log g from ionization equilibrium, the results are those shown in column 8 of Table 10 . These masses are lower than those derived from the isochrones (column 9), resulting in higher values for log g computed from equation 1.
Our derivations are essentially compatible with Mennessier et al. (1997) masses for barium stars, according to their luminosity classes: 1 -1.6 M ⊙ for dwarfs, and 1 -3 M ⊙ for giants and subgiants.
For stars with no Hipparcos parallaxes, distances also had to be derived iteratively. In the cases where extinction was null, Table 6 . Temperatures based on Lejeune et al. (1998) the determination of the colours was straight forward, the temperatures and the other parameters, log g, [Fe/H] and BC. The distance can be determined by setting the mass. In the case of extinction variation on which an average of A v was adopted, the distance obtained can be different from that used by computing A v . In this case, the new distance was used to restart the procedure, computing new A v , colours and temperatures. The procedure was repeated until the output distance matched the input one. In both cases, the calculation was made for several masses inside the range given by Mennessier et al. (1997) and the absolute magnitudes were used to derive the masses from isochrones in order to be compared with the input masses. The log g was obtained with equation 1. The mass chosen was that for which log g from the equation 1 was inside the range of 0.3 dex of the spectroscopic one. Once the mass was set, the distances were recalculated, as shown in Table 8 .
According to Thévenin & Idiart (1999) , the NLTE affects Fe  lines more than Fe  ones, and it directly affects the log g derived from ionization equilibrium. For this reason, the gravities adopted were those resulting from expression 1, whereas for the metallicities, Fe  lines were used, as shown in column 7 of Table 9 . It is worth noting that using the gf-values for Fe  lines by Meléndez & Barbuy (2006) , the abundances of Fe derived from the Fe  and Fe  lines are closer to each other and the log g from ionization equilibrium increases by 0.2 dex relative to the case of the gf-values from NIST. (30) Table 9 . Stellar parameter results. T e f f : photometric temperature; T exc : excitation temperature; logg(C): logg related to curve of growth; logg(D): logg related to masses from isochrones. Numbers in parenthesis are errors in last decimals. from the colours indices in the present work for HD 27271 and HD 147609 are lower than those found in the literature. Furthermore, the metallicities used were those derived from Fe  lines instead of ionization equilibrium. Also the masses derived using log g from ionization equilibrium are very small (see column 8 of Table 10 ), therefore we preferred to use log g derived by using masses from isochrones, and Fe  lines for the determination of metallicities.
Abundances
The LTE abundance analysis and the spectrum synthesis calculations were performed using the codes by Spite (1967, and Table 10 . Bolometric corrections, absolute magnitudes, liminosities, radii and masses for the sample stars. BC a (V): bolometric corrections using Alonso et al. (1996) for dwarfs and subgiants and Alonso et al. (1999) for giants; BC l (V): bolometric corrections using Lejeune et al. (1998) ; M * /M ⊙ : stellar masses from curve of growth; M i /M ⊙ : stellar masses from isochrones. Numbers in parenthesis are errors in last decimals.
-0.43(6) -0.47(7) 1.9(3) 1.4(3) 21 (6) (5) 13(6) 3.0(6) 1.3(6) 1.4 HD 116869 -0.37(4) -0.38(5) 0.2(5) -0.1 (5) 88(40) 14(4) 0.9(5) 1.2 HD 123396 -0.57(7) -0.61(7) -0.7(8) -1.3 (8) 255(180) 28(10) 0.4(3) 0.8 HD 123585 -0.10(4) -0.06(1) 3.7(2) 3.6(2) 2.8(6) 1.4(2) 1.1 (4) 1.1 HD 147609 -0.10(1) -0.09(1) 4.7(2) 4.6(2) 1.2(2) 1.02(9) 0.07 (2) 1.0 HD 150862 -0.07(1) -0.06(1) 4.7(3) 4.7(3) 1.1(3) 0.9(1) 1.1 (4) 1.1 HD 188985 -0.10(1) -0.09(1) 4.1(2) 4.0(2) 1.9(4) 1.2(1) 1.1 (2) 1.1 HD 210709 -0.53(6) -0.45(7) 1.1(4) 0.5(4) 48 (20) 11(2) 0.8(4) 1.1 HD 210910 -0.45(6) -0.50(7) 2.0(4) 1.6(4) 19 (6) 7 (1) 0.2(1) 1.0 HD 222349 -0.12(1) -0.11(1) 3.1(2) 2.9 (2) 5(1) 2.0(2) 1.2(4) 1.2 BD+18 5215 -0.10(1) -0.08(1) 3.8(3) 3.7 (3) 3 (1) 1.4(2) 1.1(4) 1.1 HD 223938 -0.31(4) -0.28(2) 1.9(4) 1.6(4) 18 (6) 6(1) 0.6(2) 1.4 subsequent improvements in the last thirty years), described in Cayrel et al. (1991) and Barbuy et al. (2003) . Table 15 shows the resulting abundances (log ǫ(X) and [X/Fe]) for all atomic lines, whereas Tables 16 and 17 For most elements, the solar abundances used were extracted from Grevesse & Sauval (1998) , otherwise references are indicated in Table 17 .
For the stars HD 749, HD 13551, HD 27271, HD 123396, HD 147609, HD 210910 and HD 223938, the difference between the metallicities derived from Fe  and Fe  lines, Table 9 ). There are several possible explanations for it, such as the NLTE effect in lines of Fe , imprecision in stellar parameters (T e f f , log g, v t ), blends in Fe  and Fe  lines. Simmerer et al. (2004) also observed this effect in their sample of 159 giants and dwarfs. They established relations between ∆[Fe/H] and T e f f or log g and, despite having a dispersion, it is possible to note that the differences seem to be larger at lower temperatures. attributed this effect to an inadequacy of model atmospheres. Yong et al. (2003) observed a similar behaviour in the relation between ∆[Fe/H] and T e f f for giants of the metal-poor globular cluster NGC 6752, also becoming more pronounced for the cooler stars.
For the 7 stars mentioned before, the resulting [X/Fe] were very low, as shown by the starred symbols of Figures 11 to 14, and for this reason, the abundances were also determined by using metallicities from Fe  lines, as shown in Figures 11 to  14 and Tables 15, 16 and 17, and they were used in Figures 4, The abundance results of the sample stars are essentially homogeneous, even considering the different luminosity classes, as shown in Figures 11 to 14. Regarding Al, Na, α-and iron peak elements, the behaviour of [X/Fe] vs. [Fe/H] is in agreement with disk stars. For heavy elements, there is a variation that could be explained by the amount of enriched material that each star received from the more evolved companion. The sample is too small to reveal differences between the 4 halo stars and the disk ones. The overabundance found for the s-elements in the sample stars is expected for barium stars and this peculiarity is independent of the luminosity class. Literature abundance data for the present sample barium stars are shown in Table 20 . Fig. 4 . Lithium abundance as a function of temperatures. Symbols: squares: dwarf stars (log g ≥ 3.7); triangles: subgiants (2.4 < log g < 3.7); circles: giants (log g ≤ 2.4). The arrows indicate an upper limit. 
Lithium
Lithium is among the yields of primordial nucleosynthesis. It can also be produced in stars with M ≤ 8 M ⊙ , through spallation by cosmic rays and the ν-process suggested for the first time by Domogatskii et al. (1977) and later by Woosley et al. (1990) and Timmes et al. (1995) . Red Giant Branch or Asymptotic Giant Branch stars possibly produce Li (Sackmann & Boothroyd 1992 ) and some of them become Lithium Rich Giants (Brown et al. 1989; Castilho et al. 1998) . However, Li is mainly destroyed during the life of a star, and for this reason, it can be used as an appraiser of its age. Cooler stars have a deeper convective zone, Table 12 . Derived abundances of Li, C and N. The stars codes in the header are: e1 -HD 749; e2 -HR 107*; e3 -HD 5424; e4 -HD8270*; e5 -12392; e6 -13551*; e7 -HD 22589; e8 -HD 27271; e9 -HD 48565*; e10 -HD 76225*; e11 -HD 87080*; e12 -HD 89948*; e13 -HD 92545*; e14 -HD 106191*; e15 -HD 107574*; e16 -HD 116869; e17 -HD 123396; e18 -HD 123585*; e19 -HD 147609*; e20 -HD 150862*; e21 -HD 188985; e22 -HD 210709; e23 -HD 210910*; e24 -HD 222349*; e25 -BD+18 5215*; e26 -HD 223938. The G band covers the region λλ4295 -4315 Å. The stars with '*' show an upper limit for N. consequently, Li is brought to inner regions where it is completely destroyed. For low metallicity dwarfs there is an upper limit of the temperature where the convective zone acts such that surface Li can be preserved, forming the Spite's plateau (Spite & Spite 1982) . Castilho et al. (2000) showed that the globular cluster NGC 6397 presents a Li dilution curve where for T e f f ≈ 6000 K, log ǫ(Li) ≈ 2.2 and T e f f ≈ 4200 K, log ǫ(Li) ≈ -0.8, indicating an additional Li destruction. Other causes for Li depletion have been suggested such as rotationally induced mixing and mass loss. Most AGB stars rich in O and C are poor in Li (Boesgaard 1970; Denn et al. 1991; Kipper & Wallerstein 1990) . Therefore, a barium star considered as a result of the mass transfer from the companion AGB should be also Li-poor. The Li I lines at λ6708 Å in the present sample are very weak. For 14 of them it was possible to derive an upper limit for Li abundances. Table 13 shows the Li abundances and Figure 4 shows their behaviour with temperature. The abundances usually obtained for dwarfs are higher than for giants, even taking into account that in several cases it was possible to compute only an upper limit. For the dwarf star BD+18 5215, T e f f = 6300 K and log ǫ(Li) = 1.67 and for the coolest star in the sample HD 123396, T e f f = 4360 K and log ǫ(Li) = -0.14.
Carbon
C abundances were derived using molecular synthesis of the C 2 Swan (0,0) λ5165.2 Å, C 2 Swan (0,1) λ5635.5 Å band heads and the G band (CH A 3 ∆ -X 3 π) at λ4290-4315 Å. Examples of spectrum synthesis are shown in Figure 7 . Figure 5 shows that the sample stars are C-rich as compared with normal stars of the disk and halo, this being characteristic of barium stars (Bidelman & Keenan 1951; Warner 1965) . Despite the dispersion, the results show an increasing trend in [C/Fe] toward lower metallicities, except for the halo giant HD 123396. Barbuy et al. (1992) 71, 0.46, 0.64 (see Table 20) , which values are higher than the present analysis for the same stars (0.31, 0.24, 0.30, Table 13 ). For the star HD 87080, Pereira & Junqueira (2003) found [C I/Fe] = 0.61, also higher than in this work (0.33), but it is well known that the triplet at λ7115 -λ7120 Å used by them is subject to strong NLTE effects (Przybilla et al. 2001) . Comparing the results of [C/Fe] by North et al. (1994) with the stars in common with the present sample shown in Tables 20 and 13,  a Figure 5 , and, if it is a halo giant, then it is C-rich relative to most stars of the halo and instead compatible with Crich halo stars (Rossi et al. 2005 ). Figure 5 also shows that the less evolved stars tend to have higher C abundances than more evolved ones, since they did not reach yet the first dredge-up (see Sect. 4.3). Table 13 ). Barbuy et al. (1992) In the present work, nitrogen abundances were determined by synthesis of CN lines in the regions λλ6476 -6480 Å, λλ6703 -6709 Å and λλ8030 -8041 Å, with C abundance previously established from the average of the synthesis of C 2 and CH (Sect. 4.2). Figure 8 illustrates the fits to CN bands. The CN bands are very weak in stars with higher temperatures, and for them only an upper limit was given, as indicated in Figure 5 and Table 13 . The results are shown in Tables 12 and 13. [N/Fe] seems to increase toward lower metallicities, except for the star HD 123396, as shown in Figure 5 . The dispersion is probably due to different degrees of mixing. Barbuy et al. (1992) noted that the barium giants of their sample are rich in both N and C. Figure 5 and Table 13 show that the same applies to the present sample. For the star in common HD 27271, a nitrogen abundance 0.23 dex lower than Barbuy et al. (1992) 
The CNO excess provides clues on the origin of the material rich in heavy elements that polluted the envelope of the barium stars, by comparing them with normal stars. During the main sequence, the H burning through CNO cycle conserves the number of nuclei of C, N and O. During the first dredge-up the atoms of 12 C capture protons forming 13 C or 14 N, and, as a result, the 12 C is depleted by ≈ 0.2 dex and the N increases by ≈ 0.3 dex. Some normal giants can reach [N/Fe] = 0.55 and in metal-poor stars the mixing is more efficient. The barium giants have already passed by the first dredge-up, and therefore they should carry the characteristics of this event in addition to their peculiarities. Once the O abundance is not modified and N increases for every star after the first dredge-up, the C is considered the main responsible for the CNO excess in barium stars relative to normal stars, suggesting that the origin of the material that has polluted the envelope is the He burning shell. The fact that the less evolved barium stars are rich in N suggests that N is also responsible for the CNO excess in these stars. Table  13 
Sodium and Aluminum
It is probable that the production of Na, Mg and Al occurs through C and N burning in massive stars, and for this reason, probably the SN II are the main sources of α-, Na and Al in the disk. Sharing the same production site, the pattern of abundances are expected to show similarities, and Figure 11 
Na I with two doublets were used. For 7 stars the difference between the lines is within ± 0.25 and ± 0.30. For one star, the difference is 0.40 dex. For the other sample stars there is good agreement between the lines.
The Al and Na excesses relative to Ba show an increase toward higher metallicities (see Figure 16 and Table 18 Figure 17 and Table 18 ). 
α-elements
The observations show that the α-elements tend to be overabundant at low metallicities, with [X/Fe] reaching ≈ 0.5 at -4 < [Fe/H] < -1 (e.g. Barbuy 1988; Cayrel et al. 2004 Oxygen: It is the third most abundant element in the Universe after H and He. It is produced during He burning in the interior of massive stars, and is released through SN II events.
Abundances of oxygen for the present sample were determined through spectrum synthesis of the forbidden lines of [O I] at λ6300.3 Å and λ6363.8 Å. These lines are reliable since they are not subject to NLTE effects. The resolution of the program stars spectra is such that the Sc  line at λ6300.7 Å is not blended with the [O I] line at λ6300.3 Å. Telluric lines are displaced thanks to their radial velocities and do not blend the oxygen line in the sample stars. For 2 stars, HD 147609 and HD 87080, the sky emission line is present preventing the determination of the O abundance. For HD 13551, HD 22589 and HD 107574, an upper limit was derived.
The Ni I line at λ6300.335 Å was taken into account in the oxygen abundance calculations. The adopted abundance for Ni was the average of other ten lines and the atomic constants are shown in Table 15 .
The solar abundance adopted was log ǫ(O) = 8.74, which is the value by Asplund et al. (2005) through a 3D atmosphere model, log ǫ(O) = 8.66, corrected by 0.08 for 1D, according to Allende Prieto et al. (2001) .
The O abundance results obtained shown in Figure 11 , are in good agreement with Figure 4 by François et al. (2004) in the same range of metallicities.
Magnesium: Similarly to oxygen, magnesium is also produced by massive stars, but in this case carbon and neon burning is responsible for its production. Silicon: SNae of ≈ 20 M ⊙ could be the main sources of Si . Prochaska et al. (2000) found a high overabundance of Si and an increasing abundance trend toward lower metallicities for stars of the thick disk in the For the present sample 5 lines were used. All lines give similar abundances, except the line λ5948.5 Å that gives values 0.5 dex higher for some stars, possibly due to an unknown blend. Most results give [Si/Fe] ≈ 0, except for the star HD 123396, a halo giant, for which the abundance is higher, as shown in Figure 11 . The results are in agreement with the chemical evolution model by François et al. (2004) for this range of metallicities. The odd-even effect observed by Arnett (1971) , where Mg and Si are overabundant relative to Na and Al, is confirmed for some sample stars. For several stars, Na and Al abundances are higher than Si and Mg, with -0
Calcium: According to McWilliam (1997) , the abundance of Ca is expected to behave similarly to Si, given that SN II of moderate mass is the main source of both elements , and they can be also released by SN Ia (Nomoto et al. 1997b ). The similarity of behaviour between Ca and Si was verified by Prochaska et al. (2000) as well as for the barium stars of the present sample (Figure 11) , except for the star HD 210910. Six Ca lines were used, being some of them very strong in some sample stars (Table 15 ). For 16 stars the difference between abundances derived from those lines is from 0.2 to 0.5 dex, and for the others, there is a better agreement.
Titanium: Ti is usually included in the α-elements list because its overabundance in metal-poor stars is similar to that of α-elements , but its nucleosynthesis is unclear . For this reason, Ti abundance can be different from that of Ca and Si, as observed by Prochaska et al. (2000) . According to François et al. (2004) , Ti and Mg abundances have a similar behaviour, though the dispersion is larger for Mg in their Figure 4 .
In the present work, Ti abundances are usually lower than those of Ca, Si and Mg, as shown in Figures 11 and 12 . Twelve lines of Ti I were used. For 4 stars, the abundance from the λ5210.4 Å line is different from the other lines. The reason for that difference is unclear. If the problem were in the atomic constants, the difference would be observed for all stars. In general, the abundance results from the 12 lines are in agreement.
Iron peak elements
At the last moments of the life of a massive star, the iron and the iron peak elements are formed in large amounts . The process that precedes the explosion of SN Ia also produces these elements, but in lower amounts relative to massive stars. However, the SN Ia ejecta contain larger amounts of those elements than SN II, because part of the yield is restrained in the neutron star newly formed. Figure 12 of McWilliam (1997) shows abundances from previous work, and it is possible to observe the trends of [X/Fe] The usual notations were adopted: log ǫ(A) = log(N A /N H )+12 and [A/B] = log(N A /N B ) * -log(N A /N B ) ⊙ , where N A and N B are the numerical particle density of "A" and "B", respectively.
relative to metallicity for iron peak elements. In the present work, this trend is unclear. However, in average, [pFe/Fe] ≈ 0 at -1.2 < [Fe/H] < 0, as shown in Figure 10 , being pFe the average of V, Cr, Co and Ni abundances.
The stellar yield of iron peak elements is uncertain given that it depends on several process not well established such as the amount of mass released during supernovae events, the mass retained in the proto neutron star, the energy of the explosion and the neutron flux. References on solar abundances: 1 -Asplund et al. Scandium: Zhao & Magain (1990) have found Sc overabundances of ≈ 0.25 dex in metal-poor stars. suggested that such result was a consequence of gf-values adopted. Prochaska et al. (2000) found Sc overabundance ≈ 0.20 dex at [Fe/H] ∼ -0.5, with a decreasing trend for lower metallicities, using log gf from Vanadium: Few studies on vanadium were found. The V I lines are very sensitive to temperature. They are usually weak for all stars of the present sample, but they are weaker for hotter stars. As an example, only 2 lines are available for the stars HD 123585 and BD+18 5215. Despite the strength of the lines, the abundances derived show a good agreement. A larger difference, of 0.5 dex was obtained for 2 lines of the star HD 210910 (see Table 15 ). All abundances are in the range -0.40 < [V/Fe] < 0.2, as shown in Figure 12 .
Chromium: Cayrel et al. (2004) found an increasing trend of [Cr/Fe] in the range -4 ≤ [Cr/Fe] ≤ -2 for very metal-poor stars. Figure 6 from François et al. (2004) shows that for higher metallicities, the data remain around [Cr/Fe] ∼ 0. In the present work, 6 lines of Cr were used, resulting in the range -0.2 ≤ [Cr/Fe] ≤ 0.2, consistent with François et al. (2004) . For the star HD 210910 the result is lower than for other stars.
Cobalt:
In the same range of metallicity, Prochaska et al. (2000) found an overabundance of Co relative to Fe reaching ∼ 0.2 dex, whereas found a deficiency of 0.1 dex. The lines of Co are sensitive to temperature. For the hotter stars of the sample, the equivalent widths are very small and in some cases, they had to be discarded. Differences in the abundances from different lines are shown in Table 15 , and Figure 12 shows that -0.15 < [Co/Fe] < 0.4. , Edvardsson et al. (1993) , Peterson et al. (1990) , McWilliam et al. (1995) and Ryan et al. (1996) 0. In the present work, 10 lines of Ni were used with small differences between them. Figure 12 shows that -0.13 ≤ [Ni/Fe] ≤ 0.12, in agreement with François et al. (2004) .
Nickel:
Copper: The analysis of Cu as a function of metallicity by Sneden & Crocker (1988) and Sneden et al. (1991) showed a linear decrease of [Cu/Fe] toward decreasing metallicities, reaching [Cu/Fe] ∼ -1 at [Fe/H] ∼ -3. This trend was confirmed by Mishenina et al. (2002) , who extended the sample for halo field giants, and by Simmerer et al. (2003) , whose sample included 117 giant stars in 10 globular clusters in the range of metallicities -2.4 ≤ [Fe/H] ≤ -0.8.
The nucleosynthetic sites of Cu are not well established yet. Sneden et al. (1991) suggested that the Cu nucleosynthesis occours mainly through the weak component of the s-process and a small contribution of the explosive burning in SN II. The additional source of Cu could be SN Ia or SN II (Matteucci et al. 1993; Timmes et al. 1995; Baraffe & Takahashi 1993) .
In the present work, 3 lines of Cu were used taking into account the hyperfine structure. For some stars, abundance results derived from the line λ5218.2 Å are higher than those from the other 2 lines, λ5105.5 Å and λ5782.1 Å. It could be due to the gf-value, taken from a different source. However, for only one star the abundance difference between λ5218.2 Å and the other lines reaches 0.4 dex and for 3 stars, this difference is 0.25 to 0. (see Figure 12 ), in agreement with previous work (McWilliam 1997; François et al. 2004) .
Zinc: Sneden & Crocker (1988) and Sneden et al. (1991) obtained a constant behaviour for Zn with [Zn/Fe] = 0, and this result was confirmed by Mishenina et al. (2002) Similarly to Cu, Zn can be produced by a sum of nucleosynthetic processes (Mishenina et al. 2002) , the weak component of the s-process , SN Ia (Matteucci et al. 1993 ) and SN II (Timmes et al. 1995) .
In the present work, 4 atomic lines were used in order to compute Zn abundance. Generally, the results derived from different lines are in good agreement. For 6 stars a larger difference was observed from 0.25 to 0.6 dex, usually between the lines λ4680.1 Å and λ6362.3 Å. This difference should not be due to atomic constants, once for most stars a good agreement was found. [Zn/Fe] 
s-elements
In the s-elements list we included those elements that have more than 50% of s-process contribution for their abundances, according to Arlandini et al. (1999) . Molibdenium was also included in this list, given that the s-process contribution for its abundance, although lower than 50%, is much larger than r-and p-processes. Details of the s-, r-and p-processes contributions for heavy elements abundances of sample stars will be found in the forthcoming paper by Allen & Barbuy (2006, paper II) . The difficulty in computing Sr abundance is the strength of the line λ4077.7 Å, which characterises barium stars. However, for most stars the abundance derived from this line was very close to that from λ4161.8 Å, as shown in difference is for HD 147609 (0.80 dex) followed by HD 12392 (0.45 dex) and HD 188985 (0.30 dex). Lines of Sr  usually result in lower abundances than Sr  ones. This effect is also seen in the solar abundances computed by Gratton & Sneden (1994) . Figure 13 shows that the relation [Sr/Fe] Gratton & Sneden (1994) , Jehin et al. (1999) , Tomkin & Lambert (1999) and Edvardsson et al. (1993) found an increasing trend of [Y/Fe] toward higher metallicities, excluding the peculiar stars in their samples. In the present work, Y abundance was computed using synthesis of 12 lines of Y . In general the results derived from different lines are in good agreement. A few lines result in different abundances that can reach 0.7 dex for some stars, as can be seen in Table 15 . The gf-values for the lines of Y  were those from Hannaford et al. (1982) , except for the line λ6795.4 Å, with log gf from McWilliam & Rich (1994) . The gf-values from Hannaford et al. (1982) were also used by Gratton & Sneden (1994) resulting in log ǫ ⊙ (Y) = 2.21 ± 0.02 for the solar abundance, in agreement with Grevesse & Sauval (1998) value of log ǫ ⊙ (Y) = 2.24 ± 0.03. Gratton & Sneden (1994) Gratton & Sneden (1994) and Tomkin & Lambert (1999) Figure 13 .
Sr, Y and Zr form the first peak of abundance of the sprocess. The reason is that they have one isotope with a neutron magic number (N=50), 88 Sr, 89 Y and 90 Zr. The larger contribution for the abundance of those elements comes from those isotopes. Figure 13 shows that [Sr,Y,Zr/Fe] Molybdenum: According to Arlandini et al. (1999) , the Mo abundance in the solar system has a contribution of 49.76% from s-process, 26.18% from r-process and 24.06% from p- process. For the latter process, Mo is responsible for an abundance peak.
In the present sample, only the line λ5570.4 Å was available, for which the log gf from Biémont et al. (1983) was used. For the same line and log gf, Smith et al. (2000) obtained 1.97 for the solar abundance, close to the value by Grevesse & Sauval (1998) Barium: Spite & Spite (1978) verified that [Ba/Fe] increases in the range -3 < [Fe/H] ≤ -1.5, that they called as "halo enrichment". For [Fe/H] > -1.5 the Ba enrichment is very slow, or null. This effect is confirmed by Burris et al. (2000, and references therein) , Gratton & Sneden (1994) , Mashonkina & Gehren (2001) and Tomkin & Lambert (1999) Lanthanum: Burris et al. (2000, and references therein) and Gratton & Sneden (1994) In the present work, 8 lines of La  were used taking into account the hyperfine structure. For some stars abundance differences between lines can reach 0.7 dex, mainly involving the line λ4086.7 Å. The origin of this difference is not related to the atomic constants since for several stars the agreement is very good. As an example, the abundance obtained from this line for HD 5424 was lower than from the line λ5797.6 Å, while for HD 22589 the result is inverted. If the problem were in the atomic constants, the difference pattern would be always the same. The range obtained was 0.6 ≤ [La/Fe] ≤ 1.70 (see Figure 13) , showing the large La overabundance relative to Fe for barium stars, in contrast to normal stars.
Cerium: Gratton & Sneden (1994) and Jehin et al. (1999) Neodymium: Gratton & Sneden (1994) , Tomkin & Lambert (1999) , Jehin et al. (1999) and Burris et al. (2000, and references therein) show that [Nd/Fe] behaves similarly to Ba, La and Ce. According to Figure 5 In the calculation of Nd abundance for the present sample, the hyperfine structure was neglected. According to Hartog et al. (2003) , only the odd isotopes 143 Nd and 145 Nd show hyperfine structure, accounting for 20.5% of the abundance, hence the effect can be ignored. The abundances derived from 9 lines of Nd  were computed, and they show a good agreement, with a few exceptions, similar to previous elements described here. Pb and 208 Pb. The last is doubly magical (neutron magic in N=126 and proton magic in Z=82) being the responsible for the third abundance peak of the s-process. The best lines for the abundance calculation are λ3639.6 Å, λ3683.5 Å, λ3739.9 Å, λ4057.8 Å and λ7229 Å. Wavelengths λ < 4000 Å are not reliable with the FEROS spectra and the λ7229 Å line is too weak. For these reasons, the Pb abundance was determined using the line λ4057.8 Å, for which blends have been taken into account. The results are in the range -0.2 ≤ [Pb/Fe] ≤ 1.6, showing a large dispersion. According to Arlandini et al. (1999) , the s-process is responsible for 46% of the Pb abundance with no contribution from the r-process. The missing abundance is generally attributed to the strong component of the s-process.
r-elements
We included in the r-elements list only those with more than 50% of r-process contribution for their abundances, according to Arlandini et al. (1999) .
Europium: Gratton & Sneden (1994) , Burris et al. (2000) , Jehin et al. (1999) , Woolf et al. (1995) and Mashonkina & Gehren (2001) provide an increasing linear relation between log ǫ(Eu) and [Fe/H] . On the other hand, [Eu/Fe] decreases toward higher metallicities.
In the present work the lines λ4129.7 Å, λ4205 Å, λ6437.7 Å and λ6645.1 Å were used for computing Eu abundances, taking into account the hyperfine structure. The abundances derived from these 2 first lines are usually lower than those derived from the 2 last lines (see Table 15 ). The 2 first lines show a blend with CN lines in the cooler stars, whereas for the hotter stars, this blend is negligible. Figure 17 and Table 18 show the relation between [Eu/H] and abundance excess of α-and iron peak elements relative to Eu, showing a larger dispersion than Figure Table 15 .
Samarium: Gratton & Sneden (1994) (Figure 14) .
The Sm lines are very weak and the hfs of the 5 lines can be neglected. The abundances derived from several lines are in good agreement, as can be seen in Table 15 .
Gadolinium: Gadolinium abundances are essentially not found in the literature, at least, in the range of metallicities of the present sample. The lines are very weak or even invisible in the spectra. Furthermore, they are only present at λ < 5000 Å with several blends.
In the present work 3 lines of Gd were used. For most of them there was good agreement among the abundances derived from different lines (see Table 15 ). Dysprosium: Gratton & Sneden (1994) Figure 14 . Two lines were available in the spectra of the sample stars, from which a good agreement was obtained.
Uncertainties
The abundance uncertainties were calculated by verifying how much the variation of each input parameter changes the output value log A p . Table 19 shows the values taken into account in this calculation and the resulting uncertainties for each element. The procedure was adopted for 2 stars, HD 5424 of low log g = 2.0 and HD 150862 of high log g = 4.6.
The uncertainty on the output value is given by
where ∆A T , ∆A lg , ∆A v and ∆A m are the differences in A p due to variations of 1σ in the temperature, log g, microturbulent velocity and metallicity, respectively. The average value of A p (A pm ) is obtained by averaging individual abundances of several lines, and not from several measurements of the same line. In the latter case, the standard deviation could be used to calculate the uncertainty on A pm . Considering this, we found more suitable to apply propagation of errors taking into account the uncertainty calculated with equation 14. Thus, the uncertainty on A pm is
where n is the number of lines. The uncertainty on the logarithm of A pm is
The abundance log ǫ(X) is related to the output of the synthesis program by log ǫ(X) = log A pm + [Fe/H]. Therefore, the uncertainty is
The relation between the abundance excess relative to iron [X/Fe] and the output value of the synthesis program is [X/Fe] = log A pm -log ǫ(X) ⊙ , where log ǫ(X) ⊙ is the solar abundance of the element "X". The uncertainty is calculated by
The uncertainty on [α/Fe], which contains the contribution of the uncertainty on the abundance of each element taken into account in the calculation of the α's, is given by
where n is the number of elements "X" used in the calculation of α, ǫ(α) = 10 log ǫ(α) . In this work, n=5 for most stars. For 2 stars, HD 87080 and HD 147609, n=4 because the oxygen was excluded from the calculation. The σ log ǫ(α) ⊙ is similar to expression 20.
For the iron peak elements, the uncertainty is similar to expression 19.
In Figures 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 17, 18 are shown the maximum value of uncertainties on each axis. In the corresponding tables it is possible to check all the values.
Conclusions
The barium stars have been studied throughout more than five decades, however several open questions still remain relative to their origin and characteristics. The aim of the present work was to increase the knowledge about this class of peculiar stars.
For the first time a detailed study on the behaviour of abundance ratios for a large number of elements is presented for a relatively large sample of barium stars.
As the first outcome of this work, the results of the atmospheric parameters show that the sample consisted of stars of different luminosity classes with 4300 ≤ T e f f ≤ 6500 K and 1.4 ≤ log g ≤ 4.6.
The For 7 stars a significant difference was found between the metallicities resulting from Fe  and Fe  lines, (∆[Fe/H] ≥ 0.2 dex). It is very important this to be understood in order to be possible to determine reliable abundances, given that the errors in metallicities affect the resulting abundances. The difference appears when one determines the surface gravities through the classical equation, which requires the mass values. In the present work, two methods were adopted. In the first case, the masses were derived from isochrones and then the surface gravities were determined. In the second case, the surface gravities were derived from ionization equilibrium and then the masses. The difference between the surface gravities determined from the two methods can reach 0.6 dex and in the worst case, over 1 dex for the star HD 147609. This difference reflects in the differences between the metallicities derived from lines of Fe  and Fe . One point to discuss is the fact that the masses determined using the log g from ionization equilibrium are very small for these 7 stars. Another point is that ∆[Fe/H] depends on the gf-values adopted (see Sect. 3.5). Fe  lines are less affected by NLTE effects than Fe , and more accurate gf-values for Fe  lines were used (Meléndez & Barbuy 2006) , reducing the difference in log g by 0.2 dex.
There is a good agreement between the present results and literature data. The abundance results obtained for the sample stars show that there are no correlations with the luminosity classes. The abundances found for the α-, iron peak, Li, Al and Na are compatible with the values of [X/Fe] given in the literature for normal disk stars in the same range of metallicities, and the s-overabundance is independent of luminosity class. There are not enough halo stars in the present sample to identify differences between halo and disk barium stars. The range of metallicities is too small to allow a well-defined trend in the [X/Fe] vs. [Fe/H] of α-and iron peak elements. For heavy elements, there is a small variation that can be explained by the variable amount of enriched material that each star received from the more evolved companion.
The Li abundance decreases toward lower temperatures. This result is consistent with the discussion in the literature that the Li is depleted along the red giant branch evolution.
Less evolved stars show higher C abundances, and [C/O] is approximately constant with metallicity. Besides being C-rich, the barium stars of the present sample are N-rich. It happens for all stars including the less evolved ones, suggesting that N is also responsible for the CNO excess in these stars.
For most stars, the excesses of Na, Al, Mg, Si and Ca relative to Fe are within -0. [Ni/Fe] , identifying Ti more as iron peak than an α-element. For some stars the odd-even effect, where Mg and Si are overabundant relative to Na and Al, can be observed, however, for several stars the abundances of Na and Al are higher than those of Si and Mg.
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