Abstract In pervasive environments, privacy is likely to be a major issue for users, and users will want to be notified of potential data capture. To provide notice to users, this paper argues for what it calls labeling protocols, technical mechanisms through which users can be informed of data requests and their consequences. Recent experiences with the Platform for Privacy Preferences Project (P3P), an attempt to provide privacy mechanisms for the Web, suggest important lessons for the design of a next generation labeling protocol that will be usable and useful in pervasive environments. This paper examines the P3P lessons and open issues with an eye to pervasive requirements.
Introduction
Next generation computational environments will be pervasive, ubiquitous, and perceptual. However, to gain wide-scale acceptance and adoption, a critical problem-privacy-must be ameliorated or solved.
In pervasive environments, privacy will become increasingly important and visible as a problem for users: -Because of the envisioned large number of sensors, location-awareness, and fusion systems, the sheer volume of identifiable data will necessarily increase greatly. -Pervasive environments, as envisioned, include perceptual interfaces that can recognize users and can detect pointing gestures and certain facial expressions.
Export of image or acoustic information by independent agents in such an environment, especially when offered in an unfettered data marketplace, could allow third parties to recognize when a person was present in a situation. -Pervasive environments offer the potential of tracking and capturing substantial portions of users' activities. Regardless of whether this is an actual threat, users' perceptions that such possibilities exist may deter them from using and adopting pervasive environments. -Some of the envisioned outcomes of having this data, e.g., automatic configuration and personalized services, will be highly public and visible to users. Privacy failures will also be public and visible.
In short, users may feel increasingly unable to maintain their privacy. As a result, some have called privacy the killer threat to pervasive environments. Finding a solution to this real or perceived threat will be of considerable importance to the adoption of pervasive environments.
There are many ways to ameliorate the likely privacy problem in ubiquitous environments. For example, one could legally eliminate data transfers where the user was identifiable. However, this would remove a large number of potential applications. Another solution might be to make subsequent reuse of personal data illegal. This is unlikely in the current US political climate. Yet another way might be to provide users with the information they need about data requests and their consequences, and let them make informed decisions about when and how to release their personal data. For this to occur, the environment or the objects in the environment must somehow provide this information to the user. Technical mechanisms to facilitate these informed decisions will be critical in pervasive environments. In this paper, I will refer to a technical mechanism through which users can be informed of data requests and their consequences as a labeling protocol. This paper's goal is to examine what will be required to construct usable and useful labeling protocols. By doing so, the paper will also construct an understanding of what will be required in pervasive environments to suitably facilitate individuals' privacy.
The paper proceeds as follows: after a brief examination of the social requirements in dealing with privacy, the paper will survey the various technical mechanisms that have been employed to date for facilitating privacy. One of these is the labeling protocol. The paper will go into some detail on the Platform for Privacy Preferences Project (P3P), the first and most significant example of a labeling protocol. While P3P is an attempt to find privacy mechanisms for the Web, its lessons will be important for next generation environments. Therefore, the paper first describes P3P as a technical mechanism. More importantly, it then discusses the lessons and issues in the P3P experience for future labeling protocol mechanisms. The paper concludes by examining these lessons with regards to pervasive environments and their new requirements.
The social side of privacy
Before moving to technical mechanisms, it is important to first step back and examine what ''privacy'' is and how users conceptualize it. What is meant by ''privacy''? A simple but useful definition of privacy is ''the ability of an individual to control the terms under which their personal information is acquired and used'' [1] . As such, privacy is about individuals' capabilities in a particular social situation to control what they consider to be personal data. Loss of one's privacy when one does not expect it can be psychologically devastating; some people become incensed. Yet, an individual's privacy is always defined in conjunction with capabilities of others to transact business and even to control their own privacy, leading to an inherent tension. Privacy may have to be traded off in certain transactions, such as for the access to credit or to maintain the quality of health care [2] . Indeed, societal needs may also transcend an individual's privacy concerns, as in the case of public health.
Computer users in general are quite concerned with their privacy. Most published reports are about Web or network use, but, presumably, concerns extend to other types of computer use as well. Fisher [3] reported ''41% of Web buyers surveyed last year by Forrester Research of Cambridge, MA, USA, said they have contacted a site to be taken off their databases because they felt that the organization used their information unwisely (pp [20] [21] .'' A Business Week/Harris Poll [4] found that over 40% of online shoppers were very concerned over the use of personal information, and 57% wanted some sort of laws regulating how personal information is collected and used. Culnan [1] argued that privacy concerns were a critical reason why people do not go online and why they provide false information online.
It should be noted that this concern about privacy is not unjustified. The 1998 FTC privacy study found that a majority of online businesses ''had failed to adopt even the most fundamental elements of fair information practices'' ( [1] , p 8). Indeed, relatively few consumers believe that they have much control over how personal information from online activity is used or sold by businesses [5] . Current business practices, consumer fears, and media pressure have combined to make consumers seriously concerned about privacy.
Tackling privacy, however, is not an easy matter. If nothing else, privacy discussions often turn heated very quickly: some people consider privacy to be a fundamental right. For example, Davies [6] argues that it has become a squandered right. Others would create a marketplace for personal data. Still others argue against any form of privacy: Etzioni [7] argues that privacy is societally illegitimate. For the purposes of this paper, I will not favor any particular viewpoint, wishing to examine merely why privacy is a difficult but critical problem in pervasive environments. In this paper, both users and organizations may have legitimate but sometimes conflicting goals and agendas. This is in the nature of most societal issues.
More to the point, however, privacy is a hard problem because individuals wish to control their personal information in a very detailed and nuanced manner. Goffman [8] noted that people must control their presentation of self, their face, to others. People need to be able to control what others think of them, and find it disconcerting when they cannot. Even more, people find it disconcerting when the rules of everyday conduct appear to change, as they can with new technologies. In these situations, people may feel that they have been unfairly treated or that they have not received proper notice [1] .
As a social requirement for system construction, it is important to note that individuals do not view the ''privacy problem'' uniformly. The population is segmented by types of concerns and degree of concern. First, people have differing types of concerns. Culnan and Armstrong [5] make the argument that people have two kinds of privacy concerns. First, they are concerned over unauthorized access to personal data from security breaches or the lack of internal controls. Second, people are concerned about the risk of secondary use; that is, the reuse of their personal data for unrelated purposes without their consent. This secondary use includes sharing with third parties who were not part of the original transaction. It also includes the aggregation of transaction data and other personal data to create a profile. Smith et al. [9] raise two additional concerns: people have a generalized anxiety about personal data being collected, and people are also concerned over their inability to correct any errors.
Another way in which people differ is in their level of concern. Overall, the research literature describes a general anxiety and its extent, but there is some research providing more detail. A persistent finding is that it is useful to consider US consumers not as one homogenous group. Westin [10] found three separate groups: the marginally concerned, the privacy fundamentalists, and the pragmatic majority. These groups differ significantly in their privacy preferences and attitudes. The marginally concerned group is mostly indifferent to privacy concerns; privacy fundamentalists, on the other hand, are quite uncompromising about their privacy. The majority of the US population, however, are members of the pragmatic majority. They are concerned about their privacy, but are willing to trade personal data for some benefit (e.g., customer service). These groupings have been consistent across studies (e.g., [11, 12] ). (Spiekermann et al. [12] divided the pragmatics into those who were concerned with revealing their identity and those who were more concerned about making their personal profiles available.) In Ackerman et al. [11] , these groups were 27% marginally concerned, 17% privacy fundamentalists, and 56% pragmatic majority. Spiekermann et al. [12] noted a larger group of privacy fundamentalists and fewer marginally concerned in Germany. It should be noted that, despite these groupings, consumers still want adequate measures to protect their information from inappropriate sale, accidental leakage or loss, and deliberate attack [13] . Indeed, in Ackerman et al. [11] , the concerns of pragmatists were often significantly reduced by the presence of privacy protection measures such as privacy laws or privacy policies on Web sites.
In summary, then, privacy has been shown to be important in a long series of attitudinal surveys. While there is some discrepancy between people's reported preferences and their actual behavior, the vast majority of people wish to have protection. At a social-theoretic level, the ''privacy problem'' is important to people because of their strong need to control their presentation of self to others. Nonetheless, it is critical to note that people differed widely in their types and degrees of concern about their privacy. The majority weighs data release against the benefits, and, presumably, the consequences, of that release.
The following section surveys the various technical mechanisms that have been suggested to ameliorate these privacy concerns.
Privacy technologies
A number of useful technical mechanisms have been developed for dealing with the ''privacy problem.'' In this discussion, I bracket off the use of regulation and law, which has been argued as an adequate protection. Regulation and law are important design considerations, both as constraints and as enforcement mechanisms, and I will return to them later. Opinions vary considerably, but certainly, a wide range of regulation has not kept up adequately with technical changes (see, for example, the problems with FCC regulation of media discussed in [14] ). There is increasing sentiment that regulation is required for privacy protection (perhaps in combination with technical mechanisms), but regardless, the following technologies are still useful.
Technical mechanisms can be roughly broken into four broad categories. These categories include encryption and security mechanisms, anonymizing mechanisms, infrastructures, and labeling protocols. Some form of each is appropriate in pervasive environments, although existing examples are more for the Web and general information systems. The first three mechanisms will be discussed briefly in turn; this is followed with a lengthy discussion of labeling protocols and P3P in particular.
First, encryption and other security mechanisms provide some privacy capabilities. It must be noted that security is necessary but not sufficient for privacy. Even with the tightest security mechanisms, some disclosure will be required (e.g., to provide services to a specific person). On the other hand, one cannot control the dissemination and use of private data without secure transmission and storage. Therefore, security is necessary for privacy, but security is not sufficient to safeguard against subsequent use, to minimize the risk of sensor-based disclosure, or to reassure users.
The second broad category is the so-called privacy enhancement technologies (PETs). These include a variety of anonymizing and de-identifying mechanisms. Anonymous and pseudo-anonymous remailers, or tools to hide the identity of an e-mail's sender, include, for example, Mixmaster. These are often quite useful for reporting abuse, crime, or human rights violations, where one must cloak one's identity for safety. Another example, digital cash, affords users the capabilities of real cash in that it cannot be tracked and does not leave a digital trace. One such form of digital cash has been ECash [15] . Digital cash, however, has not caught on. Non-traceable identifiers for Web use have included the AT&T Crowds [16] and the ZKS Freedom systems. For providing anonymity at the network layer, routing mechanisms such as Onion routing [17] have been proposed. Other PETs and anonymizing mechanisms are discussed in Cranor [18] .
There are often situations where anonymity is not appropriate or disclosure is required. Anonymous remailers, for example, have been abused by people providing copyrighted materials (although this is hotly debated). Social cohesion and norms in e-communities are thought to be reduced by the presence of anonymous users. Therefore, a class of so-called Gentle PETs [19] offers pseudo-anonymity instead of anonymity, where users can be traced in case of illegal actions, but generally are anonymous. Many, however, still have the same social issues. In addition, often some disclosure is required or warranted-the user may wish a product shipped to her address, or the user may trust the recipient.
Recently, substantial research has been done on providing anonymity in location-aware services for pervasive environments. Systems such as Cricket [20] allow users to determine their position without providing it to a location service. Other work has provided algorithms for cloaking location.
The third broad category consists of middleware layers to facilitate the construction of privacy-aware software systems. This line of research is relatively recent. Hong [21] is perhaps the most recent and most advanced. He proposes an architecture that combines aspects of data flow and blackboard architectures for sensor-based environments. Of particular interest is that each datum can be tagged with privacy preferences. Moreover, Hong's system supports what he terms optimistic privacy control, where privacy abuses are detected on the basis of log files. This allows open sharing, but with some protection. His system also includes pessimistic privacy control, or restriction on access, as well as mixed-initiative control, where users are asked for permission. The nature of Hong's privacy preference tags is not described in [21] ; however, it appears that only relatively simple preferences are currently supported. To my knowledge, no other infrastructure is as advanced.
The final privacy mechanism is one that I term here as a labeling protocol. Again, in order for there to be informed consent, especially in situations where anonymity is impossible or not desired, some mechanism must exist to both describe and announce the required or preferred personal data, the data collection's scope, and the data collection's intended use and consequences. Labeling protocols, then, are required to provide a vocabulary for detailing what the collected personal data might be and potentially to announce their collection or intended collection. If such labeling protocols will be an important part of pervasive privacy solutions, it is important to discuss in depth the major attempt at a labeling protocol, the P3P project [18, 22] . The next section does so.
P3P: a labeling protocol
P3P by the World Wide Web Consortium (W3C) is the major labeling protocol to date. In this section, the concern will be to discuss how P3P works and what lessons and open issues P3P offers to future privacy solutions. This technical overview will be followed by a discussion of P3P's lessons.
P3P is an ongoing effort to create a privacy standard for the Web. It was initially touted as a large-scale solution to privacy for e-commerce and other Web services. Now, P3P is best considered as attempting to be a partial privacy solution; it is now a straightforward labeling protocol. (See [18] and [23] for a history.) P3P's target is restricted to the Web.
P3P allows services and individual users to come to agreement on the release of personal data. It also allows users to understand, to some extent, what the consequences of their disclosure will be. Essentially, P3P deals with how people manage their private information with regards to other people, companies, and institutions:
The goal of P3P is to enable users to exercise preferences about Web sites' privacy practices. P3P applications will allow users to be informed about Web site practices, delegate decisions to their computer agent when they wish, and tailor relationships with specific sites [24] .
P3P is both an architecture and a protocol. P3P's basic architecture, as defined in architecture specifications (e.g., [22, 25] ), consists of a two-way relationship between a Web-based service and some user agent. (See Fig. 1 .)
The user agent (or set of agents) acts on behalf of the user. The user agent may consist of a manually controlled interface, an intelligent agent (or set of agents), or a third party. The data repository, which can be used to store personal data, is optional; if it exists, it might be embedded or moved to a third-party intermediary.
The P3P protocol functions within this architecture to send proposals (i.e., a service's data requests and privacy statements) and to match them with users' privacy preferences:
P3P is designed to help users reach informed agreements with services (Web sites and applications that declare privacy practices and make data requests). As the first step towards reaching an agreement, a service sends a machine-readable P3P proposal..., in which the organization responsible for the service declares its identity and privacy practices... Proposals can be automatically parsed by user agents such as Web browsers and compared with privacy preferences set by the user. If there is a match between service practices and user preferences, a P3P agreement is reached. Users should be able to configure their agents to reach agreement with, and proceed seamlessly to, services that have certain types of practices; users should also be able to receive prompts or leave when encountering services that engage in potentially objectionable practices. Thus, users need not read the privacy policies at every Web site they visit to be assured that information exchanged (if any) is going to be appropriately used [24] . [Emphasis added.] User agents are required to have an embedded trust engine in order to match preferences and proposals. With P3P, the ''appropriate'' release of data is to be defined by the user, as described by the user's privacy preferences. These preferences are then matched against the services' data collection and use policies.
The site's policy statements (see below) are matched against the user preferences. The user preferences themselves can be stated in any manner; they may be machine learnt or explicitly set by the user, for example. Another manner of setting the preferences might be to 
Automatically transferring data occurs in the current version only when the data is clickstream or otherwise readily available. While the original intention of P3P was to automatically negotiate the release of personal data to services that followed appropriate privacy practices, it was found that users did not want the automatic transfer of most personal data [11] .
P3P proposals
P3P proposals are extensively described in Cranor [18] as well as in the W3C specifications (e.g., [22] ). P3P proposals are XML-based statements that include ''slots'' for access to identifiable data, dispute resolution mechanisms, desired data, consequence of data release, purpose of data collection, recipients of the data, and data retention policy. These slots have extremely limited options for values. For example, a P3P statement can have as its data retention disclosure only the values of no-retention, stated-purpose, legal-requirement, business-practices, and indefinitely. The site can have a human-readable retention policy as well, but the machine-readable portion is limited to these five values.
An example of a P3P proposal can be seen in Table 1 . This proposal states that the TheCoolCatalog.com Web site collects data for personalization and their own development. They keep the data indefinitely and do not provide access. They also provide URLs for obtaining information about dispute resolution, a link to their third-party oversight, and an English text privacy policy statement.
P3P technologies
A number of auxiliary technologies have been constructed for P3P. Aside from policy generators and trust engines, prototype user interfaces (e.g., AT&T Privacy Bird [18] ) and user agents have been constructed. One set of augmentative agents consists of the Privacy Critics system [26] . These agents note discrepancies in privacy policies, check privacy statements against third-party databases of problems, and provide other useful assistance to users. I believe that a similar mechanism may also be of use in pervasive environments.
P3P's use has also been extended. Langheinrich [27] proposes the use of P3P in ''privacy beacons'' to enable users to know when sensor environments will capture private data (such as location or physical presence).
In summary, as Hockheiser [23] noted, P3P is an attempt to construct:
... a standardized, machine-readable format for these (privacy) policies, along with a protocol for finding them. By making privacy policies easier to find and understand, P3P might help users find the information that they need to make informed decisions regarding sites they visit [23] .
P3P as success
P3P has been adopted with some success. While there is a perception, especially in the policy community, that P3P was late for its window of opportunity, many major sites label themselves with P3P, and Web browsers (e.g., Internet Explorer 6.0+, Netscape 7) use P3P. On the other hand, adoption by smaller sites has been slower. (See [28] for adoption patterns and rates.) P3P did take a significant amount of time to design and deploy. In retrospect, some of this was perhaps inevitable. P3P was the first social protocol [24] . As such, it had adoption issues that come with new technologies. For users to adopt P3P, sites had to label their practices; for sites to adopt, users had to use suitable user agents and trust engines. In addition, regulators had to feel comfortable with P3P (especially in Europe). It still remains for courts to consider whether P3P is enforceable. Nonetheless, if it were not for the expectation failure that P3P would ''solve'' the privacy problem on the Web, P3P would be seen entirely as an adoption success. Even more importantly than adoption, the P3P effort shows what a labeling protocol can accomplish. With the Web, a labeling protocol and its resulting architecture are critical: users need to be informed of the data requests and consequences. P3P is, at the least, a necessary first step. As argued above, for users to have privacy, they must be warned of potential dissemination of their personal data. Indeed, for adequate opt-in or opt-out procedures, a user must be notified of the exact request. This requires some protocol like P3P. In addition, for users to feel as though they are in control, they must have an adequate understanding of any consequences. For this, they must understand to whom they are releasing data, the purposes for which the data are requested, and the redress they might have. Again, this requires some protocol like P3P.
Only a labeling architecture and protocol can help in this situation, and P3P shows that such an architecture and protocol could be constructed. This is a critically important lesson. For the rest of this paper, it is assumed that these protocols and architectures are possible, but that they will need to be refined and augmented for future pervasive environments.
Therefore, distilling the tradeoffs, limitations, and open issues from the P3P effort is essential to understanding what needs to be done for next generation labeling protocols. The critics of P3P have been quite vocal, and they have pointed out some important issues. Many other issues became obvious through the effort itself. These open issues indicate the changes and continued research needed for next generation labeling protocols. These critiques, open issues, and lessons are examined next.
P3P critiques, open issues, and lessons
P3P has been critiqued from a number of directions, but here, I will consider three types of critiques. The first involve the political-economic context of the P3P effort. Another set of critiques basically questions the usability of the system overall. These usability critiques present important lessons and open issues. In addition, there are a number of issues and lessons that arose from the design process itself. After briefly describing the politicaleconomic critiques, this section will discuss the usability and design process issues and lessons.
Political-economic critiques
The first set of critiques examines P3P in its politicaleconomic context. In some critiques, P3P is perceived as a political ''tool'' of corporate interests that wanted to stall or foreclose privacy regulations on the Internet [29] . In this view, these corporate interests were unwilling or uninterested in cooperating fully, and P3P was only a tactic for delaying attempts to properly regulate the Internet.
Other political-economic critiques have examined P3P as potentially creating a marketplace or negotiated space of personal data. This line of critique follows from P3P's nature: P3P is a ''social protocol'' in Cranor and Reagle's [30] terms; it is an attempt to create a computer-based protocol to augment social interaction. As such, it is necessarily political, in that any attempt to regulate or facilitate social interaction has political and power consequences. P3P carries with it a number of implications about privacy: how ''privacy'' should be approached, what the fundamental ''components'' of ''privacy'' should be, and what kinds of attention should be paid to these components.
Many advocates (e.g., [29] ) and researchers feel that privacy is a fundamental right instead of a commercial interest. P3P appears to stand in harsh contrast; these advocates see P3P as promoting a potential marketplace for personal data, eroding other viewpoints. Furthermore, certain aspects of privacy are thought to be important by these advocates to furthering privacy as a right. Some, especially access and subsequent use, are thought to be absent from P3P. (One might argue whether including such aspects was realistic in a conservative-dominated US.)
These criticisms essentially object to P3P on ideological grounds. These grounds may or may not be valid with regard to privacy on the Web. But if they are valid, then it is likely that labeling protocols will also further a potential marketplace for personal data in pervasive environments.
Labeling protocols, like many technologies, can be used in a variety of political scenarios. Here, we have assumed the utility of informing users and letting them decide how to act. In the current US political environment, substantial regulation is not feasible, and mechanisms using labeling protocols may be the best that can be achieved. For the remainder of the paper, issues concerning the political-economic context and implications will be bracketed off from further consideration.
Usability critiques and lessons
Another set of critiques focuses on the usability of P3P. These critiques are more central to the technology itself and, therefore, must be examined in depth. The usability concerns come from a number of directions.
One usability criticism is that P3P's vocabulary and structure may be too complex for nave users to incorporate and use [23] . Hockheiser [23] , for example, felt that P3P's vocabulary might appear to users as though the terms are common and understandable. However, the terms, as used by services, have meanings that are restricted or not obvious. In his critique, the vocabulary is structured around the processes and needs of services, rather than the empirically derived preferences of users. (There was, in actuality, some testing of the terms and preferences in [31] .) Hockheiser [23] does point out that P3P suffers from an inherent tradeoff between the simplicity needed by users and the complexity required for a concrete and grounded understanding of preference and policy terms. This is a tension that must be managed with P3P, labeling protocols in general, and many user-centric technologies, since it involves the conflict between a vocabulary that is succinct and controllable vs. a vocabulary that is completely explanatory. Hockheiser [23] also notes usability issues for the user agents (or user clients, in his terms).
Hockheiser [23] derives other usability arguments from [31, 32] . In this analysis, privacy is a wicked problem (in the computer science sense of ''wicked,'' meaning an ill-formed, intractable problem). Overall, the vocabulary and user agent issues are but symptoms of the general problem of user control with privacy technologies.
This intractability comes from fundamental social requirements. First, if we follow Goffman [8] , users want to control their ''face'' with respect to different groups, persons, and institutions. People make decisions about what information to release to others everyday. Within a technology, however, this requires controlling their information transfer in two dimensions-in one dimension by each recipient of the personal data (i.e., all potential recipients, perhaps including any interaction effects among recipients) and in the other dimension by each datum (i.e., all possible pieces of private information, as defined by the user). This is essentially an infinite twodimensional space.
Also, except in unusual circumstances, people do not have to stop to deliberate about what to say or withhold. Nor do we need to interrupt conversations to laboriously switch modes. To require users in the middle of a social interaction to change modes or set properties to control their personal data is likely to disrupt the user experience.
The P3P protocol, accordingly, presents a difficult HCI challenge. The P3P protocol currently allows for the expression of up to ten dimensions, not just two. With some important exceptions, these ten dimensions within P3P incorporate most details of everyday data exchange. But, one can easily assert that no one knows how to construct a suitable user interface for such a tendimensional protocol. Without a completely accurate grouping mechanism (or some manner of collapsing categories in a meaningful way), few users will be able to correctly categorize a situation without errors. Fewer yet may take the time to categorize, since normal social activity does not require this explicit categorization. Machine learning technologies have yet to be robust and precise enough for use with privacy, since if the learning is wrong even once, the user will likely walk away from the system. Moreover, one can also assert that no one knows how to construct a user interface that is suitably flexible but does not require the user to interrupt social interaction.
Labeling protocols are not unique in this. Elsewhere, I have argued that there are no current technical mechanisms to straightforwardly mechanize the naturally occurring, everyday social activity of handling personal information in its entirety. This social-technical gap [31, 32] leads to information systems that are often brittle. They are not sufficiently capable of handling human nuance, flexibility, and ambiguity. Given the difficulty with information handling in general, we can expect a long road to finding adequate HCI mechanisms for handling privacy.
To summarize, several usability issues, then, remain for further work. More work will be required on suitable mechanisms for user control. In P3P, because of the nature of Web privacy (as explained in the previous section), satisfactory user control was often difficult if not impossible to achieve. In a Web environment, users are in a position where they must handle an essentially infinite information space, which places an impossible burden on user interface mechanisms. For future labeling protocols, the user control mechanisms must be simplified to the point where their complexity can be handled by most, if not all users, but their utility is still valuable [31] . The great concern, of course, is that they will be simplified to the point where their utility is minimal. Further research work will be required to find suitable user control mechanisms. The success for next generation user interfaces and next generation protocols will likely be found in constraining this problem appropriately.
In addition, P3P requests, if not handled proactively and adequately by a user agent, would be disruptive to normal social interaction. P3P provides the raw materials for users' decisions about their personal data, but either they need to provide attention to the P3P statements or suitable user mechanisms will be required. As will be argued below, the sheer volume of requests in a pervasive environment is likely to be overwhelming to most users. This is not merely a user interface problem; the problem is conditioned also by the underlying social requirement that there be apparently seamless changes between social states and roles. While perhaps more obvious in hindsight, P3P efforts wrestled with this problem, but did not offer a solution. New labeling protocols will need to continue to struggle with this problem.
Other lessons and open issues
Several non-usability lessons for future protocols can also be garnered from the P3P experience. These involve the design process for P3P as a social protocol.
Firstly, the P3P design inhabits the intersection of law and technology. P3P contains mechanisms for understanding who is responsible for the data and what would happen to the data. These mechanisms are critical for users to believe in the efficacy of the system and its help in maintaining their privacy. In the P3P design process, a significant tension existed between the precision required for computational support and the ambiguity required for commercial and legal approval. More importantly, the Web environment adds enormous complexity to describing legal entities (often across geographical and regulatory boundaries), consequences (resulting in very broad categories), and redress. A very large effort in the P3P design went into resolving the issues of responsibility and in dissemination, but some parts of P3P still ended up with overly broad categorizations. In future protocols, one would prefer to reduce the complexity when unnecessary in new environments, such as pervasive situations, and to increase the granularity of categorization when helpful in more constrained situations.
In addition, the P3P effort showed that future labeling protocols should start as research projects, with their longer time frames and their ability to prototype. P3P suffered from a too-early level of public scrutiny. It began as an industry-led W3C effort as an outgrowth of an earlier W3C project (PICS). Early participants included privacy advocates, W3C staff, and some corporate interests (e.g., direct marketers). It grew quickly, as the W3C reached out to include W3C corporate members (e.g., computer companies and banks) and interested parties (e.g., academics). The P3P effort was, by its nature, semi-public. The specifications are written within working groups, and these working groups are limited to W3C members and invited participants. When a specification is ready, however, there is a period of public comment before the specification is finalized by a vote of W3C members. In general, W3C follows the process of setting standards. In addition to this normal process, considerable effort was made to include privacy advocates (of all degrees) and government entities (e.g., privacy commissioners). This all was quite beneficial.
However, the perceived need for an immediately available technology by the largely commercial members of the W3C led to severe pressures on the specification process. The technology was over-promised and overhyped, given the available time frame and the early stage of understanding what such a protocol might be and what it might have to include. There was no gestation time for the specifications, nor time to run empirically based evaluations of alternative designs.
New social protocols in general and new labeling protocols specifically will need to have additional time. One way to do this is to create such protocols as research projects; the research community can then vet alternative designs and underlying mechanisms. The resulting technology may be more florid and abstruse than strictly necessary, but just as the Web resulted from the efforts of the hypertext community, a new widely deployed privacy protocol could result from such a research effort. In addition, a number of research alternatives could serve as a resource for policy makers in their relatively short window of interest.
To summarize all of these lessons, P3P allows users and services to agree upon the conditions of data release and dissemination. This was a success, which shows that labeling protocols can be effective and useful. However, P3P's current state needs to be augmented (and some would say fixed) with resolution of issues in usability-particularly user control and seamlessness-as well as statements about responsibility and dissemination. Furthermore, additional time needs to be allowed for the maturing of any future protocols.
The next section argues that privacy will get only worse in pervasive environments, that a labeling protocol will be required, and that the lessons from P3P carry to these next generation environments.
Privacy in pervasive environments
As important as privacy has been for Web activity, it will be even more important for the acceptance of pervasive environments. Ubiquitous computing will exacerbate a problem already present and critical in users' minds.
To date, no technical mechanisms exist within pervasive architectures to notify individuals about what is being requested (or taken) and the effect of that provision. Some labeling protocol will be required. A next generation labeling protocol, as did P3P, will at least reduce or eliminate the non-symmetric barter for private information-the individual can at least determine what is desired and what will be done with the data. No such protocol currently exists for pervasive environments, although there is substantial research interest. A next generation labeling protocol, designed for pervasive environments, is necessary.
However, new stresses will exist for this next generation labeling protocol:
-In a context-aware environment with a suite of context-aware applications, an individual will operate within many social and organizational contexts, and surrounding social and organizational environments may make use of many individuals' data. A pervasive software environment, consisting of many systems, may be in a complex relation to ''the user.'' The P3P effort showed how difficult it was to concretely demark the responsible entities and consequences. This will need to be tackled head-on for large-scale ubiquitous environments. (However, it may be possible to restrict the problem initially in intra-organizational settings.) -If only because of the volume of data requests, most users will have an increasingly difficult time controlling their data, given the increased volume, invisibility of the technology, and uncertain regulatory environment. The time needed to investigate the impact of various systems on their privacy rights and then take steps necessary (even where available) to protect their privacy is likely to be daunting. The P3P effort showed that new efforts will be required to find basic user interface mechanisms for notifying users. -Individuals will need help in determining what to do.
Relatively few people understand the full implications of data transfer; this is especially true as the ubiquitous computing world begins. A new civility, with shared assumptions about social obligations and relationships, will take some time to come together. Within the current regulatory and political environment, it is not clear that any privacy promise made with regard to particular data will be respected. This cannot be satisfied merely by cryptography; that is, cryptographic security is a necessary but not sufficient condition for privacy. At this point, the cost to an individual for determining and correcting a privacy mishap (intentional or accidental) is too high. People will need new tools to weigh the truthfulness and the consequences of privacy situations and of privacy statements. In addition, the P3P experience says that some sort of enforcement-organizational, regulatory, or legal-will be key.
If, as argued above, labeling protocols are required for pervasive environments, and as argued above, there are new stresses on even the P3P mechanisms, additional time and efforts are required to find proper solutions. This again argues for working out any new labeling protocols while pervasive environments remain research prototypes.
Conclusions
P3P is the first ''social protocol'' to address privacy technically. Best seen as a labeling protocol for describing the consequences of disclosing personal information, P3P's goal is to help users control their privacy on the Web according to their own preferences. Some similar mechanism will be required for ubiquitous computing. At times, identification and authentication is required, and some mechanism for signaling the consequences must be created for pervasive environments. The P3P project raised significant technical and socio-technical issues that must be addressed again in the next generation labeling protocol. However, with the additional time made possible by creating and evaluating numerous research alternatives and prototypes, it is entirely possible that we can help users control their privacy in the upcoming pervasive environments.
