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The aim of the paper is to solve the convolution equation of the type f  μ = g, where
f μ is the convolution of f and μ deﬁned by ( f μ)(x) = ∫
R
f (x− y)dμ(y), g is a given
function and μ is a compactly supported absolutely continuous measure with a density
function equal to a ﬁnite linear combination of indicator functions of intervals. It is shown
that the operator Cμ( f ) = f  μ maps the space of all r times continuously differentiable
functions Cr(R) onto the space of all r + 1 times continuously differentiable functions
Cr+1(R) provided the density function of μ is not equal to zero almost everywhere.
© 2012 Published by Elsevier Inc.
1. Introduction
Most of the linear translation invariant systems like ﬁlters and sensors are modeled by the following convolution type of
integral equation:∫
R
f (x− y)dμ(y) = g(x), (1.1)
where f is the input signal and μ is the system input response function and g is the output signal. In the above equation
f μ is the weighted average of f . Also the information contained in f is lost and gets smoothed out by the ﬁltering process.
We consider the problem of reconstructing f from f  μ when the density function of μ is a ﬁnite linear combination of
indicator functions and g is a smooth function. Such a situation arises when there is a simultaneous sensing of a single
signal by several sensors and their combined effect is measured. Delsarte [3] was interested in solving the equations of the
type
1
τ
x+ τ2∫
x− τ2
f (t)dt = g(x). (1.2)
Eq. (1.2) can be obtained as a particular case of Eq. (1.1) by taking the density function of μ to be 1τ χ[− τ2 , τ2 ] . In [19], Laurent
Schwartz has analyzed the particular case of Eq. (1.1) when g = 0 and gave an intrinsic characterization of solutions. The
solutions are called mean-periodic functions. Eq. (1.1) was analyzed by many authors [1,2,6,8,9,13,20–22] on various groups
when g = 0. Erich Novak and Inder K. Rana [15] have analyzed the special case of the non-homogeneous equation (1.1)
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pact support van der Pol [16,17] has obtained reconstruction formula using the two-sided Laplace transform. An explicit
construction of a solution is obtained in [18] for the non-homogeneous equation (1.1) on the three-dimensional Euclidean
space using plane wave decomposition when μ is the indicator function of a ball in R3 and g has a plane wave decompo-
sition. When μ is ﬁnitely supported, Eq. (1.1) gets reduced to a non-homogeneous constant coeﬃcient difference equation.
In [7], Edgar and Rosenblatt have studied the corresponding homogeneous equation (i.e., when g = 0). They have given a
characterization that a complex-valued function f has linearly independent translates precisely when f does not satisfy
a nontrivial homogeneous difference equation. Another special case of Eq. (1.1), namely ﬁnitely supported measures μ, is
analyzed in [4,5] and an explicit construction of solution is given when g is an arbitrary continuous function.
An analogous convolution equation of the type
P (D)u = f , (1.3)
where P (D) is a constant coeﬃcient partial differential operator and f is a given function, was analyzed by Malgrange [14],
Ehrenpreis [10], John [11], and Hörmander [12]. A criterion was given by Hörmander for the existence of solution u ∈ D ′F (Ω)
for an arbitrary f ∈ D ′F (Ω) on an open set Ω ⊆Rn .
In general, no necessary and suﬃcient conditions for the existence of solutions of the non-homogeneous equation (1.1)
are known. It is easy to see the following statements:
(i) When μ is absolutely continuous with a compactly supported continuous density function and g is a non-smooth
function, Eq. (1.1) has no solution in C(R).
(ii) If f0 is a particular solution of Eq. (1.1), then every other solution f can be written as f = f0 + h, where h  μ = 0.
(iii) If the Fourier–Laplace transform μˆ(λ) = 0 for some λ ∈ C and if there exists a solution to Eq. (1.1), then there are
inﬁnitely many solutions (refer [13] and references therein) to Eq. (1.1).
The transform techniques of [16,17] cannot be applied to continuous functions on R as these functions need not be
integrable and hence not suitable for the method. Further, the method of [15] does not work if the number of indicator
functions involved is more than one and in such cases the problem becomes too complex. In this paper we analyze the
case when μ is absolutely continuous with a density function which is a ﬁnite linear combination of indicator functions of
intervals. We construct a solution f ∈ Cr(R) when the density function of μ is a linear combination of indicator functions
of intervals and g ∈ Cr+1(R).
2. Notations and preliminaries
Deﬁnition 2.1. We say a Borel measure on R is a discrete Borel measure, if supp(μ)∩[−n,n] is a ﬁnite subset of R for every
n ∈N. The set of all discrete Borel measures on R is denoted by Md(R).
We note that if a discrete Borel measure μ on R is compactly supported, then there exists a ﬁnite set of distinct real
numbers x1, x2, . . . , xn and nonzero complex constants c1, c2, . . . , cn such that μ(E) =∑ni=1 ciδxi (E) for every Borel set E .
We denote by Mcd(R) the set of all compactly supported discrete Borel measures on R. The set of all compactly supported
regular Borel measures on R is denoted by Mc(R). We use the notation Cr(R) for r times continuously differentiable
functions, i.e., Cr(R) = { f :R→C: f (r) ∈ C(R)}.
Deﬁnition 2.2. For f ∈ C(R) and μ ∈ Mc(R), the convolution of f with μ is deﬁned as
( f  μ)(x) =
∫
R
f (x− y)dμ(y).
When μ =∑ni=1 ciδxi ∈ Mcd(R), the above convolution is reduced to
( f  μ)(x) =
n∑
i=1
ci f (x− xi).
Also when μ is absolutely continuous with a density function equal to
∑n
i=1 ciχ[ai ,bi ] , the convolution becomes
( f  μ)(x) =
n∑
i=1
ci
bi∫
ai
f (x− y)dy.
The discrete measures we have considered need not be compactly supported and hence the convolution of a general
continuous function with such a measure may not make sense. However, it exists for certain types of continuous functions.
Moreover, the regularity properties are also true for the convolution operator. These are obtained in the following lemmas:
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or supp( f ) ⊂ (α,∞) and supp(μ) ⊂ (β,∞) for some α,β ∈R, then ( f  μ)(x) is well deﬁned for every x ∈R.
Proof. Suppose that supp( f ) ⊂ (−∞,α) and supp(μ) ⊂ (−∞, β).
Then
( f  μ)(x) =
β∫
−∞
f (x− y)dμ(y).
If x > α + β , then x− y > α for y < β and hence ( f  μ)(x) = 0. Also if x α + β , then f (x− y) is zero for y  x− α. As
μ vanishes for y > β , we have
( f  μ)(x) =
β∫
x−α
f (x− y)dμ(y).
Since μ ∈ Md(R), [x− α,β] ∩ supp(μ) is a ﬁnite subset of R and hence ( f  μ)(x) can be written as
ci1 f (x− xi1) + ci2 f (x− xi2) + · · · + cik f (x− xik ),
where the number of terms in the sum depends on x. Therefore ( f  μ)(x) is either zero or a ﬁnite sum and hence well
deﬁned.
On the other hand, suppose that supp( f ) ⊂ (α,∞) and supp(μ) ⊂ (β,∞).
Now
( f  μ)(x) =
∞∫
β
f (x− y)dμ(y).
If x < α + β , then ( f  μ)(x) = 0. If x α + β , then [β, x− α] ∩ supp(μ) is a ﬁnite set.
Therefore
( f  μ)(x) = ci1 f (x− xi1) + ci2 f (x− xi2) + · · · + cik f (x− xik ),
where the number of terms in the sum depends on x. Thus in any case, ( f  μ)(x) is either zero or a ﬁnite sum and hence
well deﬁned. 
Lemma 2.2. For μ ∈ Md(R) and f ∈ Cr(R), the following hold:
(1) If μ =∑∞j=1 c jδ− jD for some D > 0 and supp( f ) ⊂ (−∞,α) for some α ∈R, then f μ ∈ Cr(R), ( f μ)(r)(x) = ( f (r) μ)(x),
and supp( f  μ) ⊂ (−∞, β) for some β ∈R.
(2) If μ =∑∞j=1 c jδ jD for some D > 0 and supp( f ) ⊂ (α,∞) for some α > 0, then f  μ ∈ Cr(R), ( f  μ)(r)(x) = ( f (r)  μ)(x),
and supp( f  μ) ⊂ (β,∞) for some β ∈R.
Proof. By Lemma 2.1, ( f  μ)(x) is well deﬁned for both the cases.
(1) We can write
( f  μ)(x) =
∞∑
j=1
c j f (x+ jD). (2.1)
As f vanishes outside (−∞,α), f (x + jD) = 0 if x + jD > α. I.e., if x > α − jD , then f (x + jD) = 0. Consider the partial
sums of the series (2.1),
sk(x) =
n∑
j=1
c j f (x+ jD).
Then the i-th derivative of the partial sum is
s(i)k (x) =
n∑
c j f
(i)(x+ jD).j=1
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for some a,b ∈ R. Choose N such that a + ND > α. Then s(i)n (x) − s(i)m (x) = 0 for all x ∈ K and m,n N . Therefore s(i)n (x) is
uniformly convergent on compact sets. Hence
( f  μ)(i)(x) =
∞∑
j=1
c j f
(i)(x+ jD)
and
( f  μ)(r)(x) = ( f (r)  μ)(x).
Thus f  μ ∈ Cr(R) and supp( f  μ) ⊂ (−∞,α − D + 1).
(2) The proof follows by analogous arguments. 
Deﬁnition 2.3. We say a linear combination
∑n
i=1 ciχ[ai ,bi ] of indicator functions of intervals is in canonical form if the
following hold:
(i) ai < bi for 1 i  n.
(ii) [ai,bi] ∩ [a j,b j] = ∅ or [ai,bi] ∩ [a j,b j] is a singleton set for i 
= j.
(iii) If [ai,bi] ∩ [a j,b j] is a singleton set for i 
= j, then ci 
= c j .
Certain linear combinations
∑n
i=1 ciχ[ai ,bi ] of indicator functions can be reduced to zero almost everywhere (a.e.) without
all ci being zero. This can be seen from Example 2.1. However, such a situation does not arise if we use the canonical
representation. Moreover, Lemma 2.3 ensures that every ﬁnite linear combination of indicator functions can be written in
the canonical form. As χ[a,b] = 0 a.e. if a = b, whenever we write χ[a,b] we always mean a < b.
Example 2.1. Consider λ(x) = χ[0,2](x) − χ[0,1](x) − χ[1,2](x). Then λ(x) = 0 a.e.
Lemma 2.3.
(1) For every ﬁnite linear combination
∑n
i=1 ciχ[ai ,bi ] of indicator functions of intervals, there exists a canonical representation∑k
j=1 α jχ[s j ,t j ] such that
∑n
i=1 ciχ[ai ,bi ] =
∑k
j=1 α jχ[s j ,t j ] a.e.
(2) If
∑n
i=1 ciχ[ai ,bi ] is in the canonical form, then
∑n
i=1 ciχ[ai ,bi ] = 0 a.e. if and only if ci = 0 for every i.
Proof. (1) We prove by induction on n. First we shall prove the case n = 2. Suppose that λ(x) = c1χ[a1,b1](x) + c2χ[a2,b2](x).
If either [a1,b1] ∩ [a2,b2] is singleton and c1 
= c2 or [a1,b1] ∩ [a2,b2] is empty, then λ(x) is already in canonical form. On
the other hand if [a1,b1] ∩ [a2,b2] is singleton and c1 = c2, then the canonical form for λ(x) is either c1χ[a1,b2] or c1χ[a2,b1] .
Other possibilities are: a1 < a2 < b1 < b2, a2 < a1 < b2 < b1, a1 < a2 < b2 < b1 and a2 < a1 < b1 < b2. If a1 < a2 < b1 < b2,
then we can write the canonical representation as λ(x) = c1χ[a1,a2](x) + (c1 + c2)χ[a2,b1](x) + c2χ[b1,b2](x) a.e. Similarly we
can write for the other cases.
Assume that every ﬁnite linear combination of n indicator functions can be represented in the canonical form. Now
suppose that λ(x) is a ﬁnite linear combination of n + 1 terms, say, ∑n+1i=1 ciχ[ai ,bi ] . By assumption ∑ni=1 ciχ[ai ,bi ] has a
canonical representation, say
∑L
j=1 α jχ[s j ,t j ] . Let
I = { j/length([s j, t j] ∩ [an+1,bn+1])> 0}.
Also for j ∈ I , let I j = [s j, t j] ∩ [an+1,bn+1].
Then [s j, t j] \ I j is either empty or its closure is either a union of two disjoint intervals say J ′j and J ′′j or a single interval.
We denote the closure of [s j, t j] \ I j by J j . Hence whenever J j is not empty, χ J j can be written in a canonical form.
Also by writing the closure of the set
[an+1,bn+1] \
L⋃
j=1
[s j, t j]
as a union of disjoint intervals, say
[an+1,bn+1] \
L⋃
[s j, t j] =
k⊔
I ′i,
j=1 i=1
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λ(x) =
∑
j /∈I
α jχ[s j ,t j ] +
k∑
j=1
cn+1χI ′j +
∑
j∈I
(α j + cn+1)χI j +
∑
j∈I, J j 
=∅
α jχ J j a.e.
Thus λ(x) is a ﬁnite linear combination of indicator functions of intervals such that the intersection of any two such intervals
is either empty or singleton, i.e., λ(x) =∑mi=1 βiχ[pi ,qi ] a.e. such that pi < qi and [pi,qi]∩[p j,q j] is either empty or singleton
for i 
= j. Now we adjoin two intervals and form a new interval if [pi,qi] ∩ [p j,q j] is singleton and βi = β j for i 
= j and
obtain the canonical representation.
(2) Choose continuous functions φi such that φi(x) 0 and φi vanishes outside [ai,bi] and
∫
R
φi(x)dx = 1. Then we get∫
R
φi(x)λ(x)dx = ci . Therefore we conclude that λ(x) = 0 a.e. if and only if ci = 0 for every i. 
3. Existence theorem
Theorem 3.1 (Main Theorem). Let μ ∈ Mc(R) be absolutely continuous with a density function equal to a ﬁnite linear combinations
of indicator functions of intervals and let the density function of μ be not equal to 0 a.e. Then for g ∈ Cr+1(R), there exists f ∈ Cr(R)
such that f  μ = g.
We shall ﬁrst prove the following theorem which is crucial for proving the above theorem and other related theorems.
Theorem 3.2. For μ ∈ Md(R) and g ∈ C(R), the following hold:
(1) If supp(μ) ⊂ (−∞,α) and supp(g) ⊂ (−∞, β) for some α,β ∈ R, then there exits f ∈ C(R) such that f  μ = g. Further, if
g ∈ Cr(R), then f ∈ Cr(R).
(2) If supp(μ) ⊂ (α,∞) and supp(g) ⊂ (β,∞) for some α,β ∈ R, then there exits f ∈ C(R) such that f  μ = g. Moreover, if
g ∈ Cr(R), then f ∈ Cr(R).
Proof. (1) Let x0 = Max{supp(μ)}. Then we can write μ = c0δx0  (δ0 + ν), where c0 
= 0 and ν ∈ Md(R) with supp(ν) ⊂
(−∞,−α1) for some α1 > 0. We denote the m-fold convolution of ν with itself by νm . As supp(ν) ⊂ (−∞,−α1), we have
supp(νn) ⊂ (−∞,−nα1).
Now(
g( j)  νn
)
(x) =
∫
R
g( j)(x− y)dνn(y)
=
−nα1∫
−∞
g( j)(x− y)dνn(y).
Also, for y ∈ (−∞,−nα1), x− y > x+nα1 > β for suﬃciently large n. Therefore, for every x, (g( j)  νn)(x) = 0 for n suitably
large and for every n, (g( j)  νn)(x) = 0 for all x > β − nα1 for 0 j  r.
Now
f  μ = g ⇔ f  c0δx0  (δ0 + ν) = g
⇔ f  (δ0 + ν) = g  δ−x0
c0
.
We deﬁne
f (x) :=
(
δ−x0
c0

(
g(x) +
∞∑
m=1
(−1)m(g  νm)
))
(x). (3.1)
Let us consider the following partial sums:
sn(x) =
(
δ−x0
c0

(
g(x) +
n∑
k=1
(−1)k(g  νk)
))
(x).
Then
s( j)n (x) =
(
δ−x0
c0

(
g( j)(x) +
n∑
(−1)k(g( j)  νk)
))
(x).k=1
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Then K ⊂ [a,b] for some real numbers a and b. Choose N such that a + nα1 > β and b + nα1 > β , for n N . For x a and
y < −nα1, x− y  a + nα1 > β . Therefore
s( j)n (x) − s( j)m (x) =
(
δ−x0
c0

(
n∑
k=m+1
(−1)k(g( j)  νk)
))
(x) = 0,
for nm N .
Thus the sequence of functions {s( j)k (x)} is uniformly Cauchy on every compact set and hence converges uniformly on
every compact set for 0 j  r.
As the partial sums sk(x) and their derivatives s
( j)
k (x) of the series (3.1) converge uniformly on compact sets, we get
f ( j)(x) :=
(
δ−x0
c0

(
g( j)(x) +
∞∑
n=1
(−1)n(g( j)  νn)
))
(x)
for 0 j  r.
Therefore f (r) is continuous and hence f (r) ∈ Cr(R). It is very easy to check that
f  (δ0 + ν) = g  δ−x0
c0
and hence f  μ = g .
The second statement can be proved by analogous arguments. 
Remark 3.1. The discrete measure ν in the proof of the ﬁrst part of the above theorem has support inside (−∞,−α1) for
some α1 > 0. As supp(g) ⊂ (−∞, β), supp( f ) ⊂ (−∞, β − α1 − x0).
The special case, namely when the density function of μ consists of two indicator functions is dealt with separately in
the following theorem, as the corresponding proof requires a slightly different frame work.
Theorem 3.3. Let g ∈ Cr+1(R) and μ ∈ Mc(R) be absolutely continuous with a density function in the canonical form c1χ[a1,b1] +
c2χ[a2,b2] . Then the following hold: If c1, c2 
= 0 and either supp(g) ⊂ (−∞, β) or supp(g) ⊂ (β,∞) for some β ∈R, then there exists
f ∈ Cr(R) such that f  μ = g.
Proof. Let Mi = ai+bi2 and Di = bi−ai2 . Then we can write the density function of μ as
c1χ[−D1,D1]  δM1 + c2χ[−D2,D2]  δM2 .
As the density function of μ is in the canonical form, we may assume that a1 < b1  a2 < b2.
Case (1): Suppose that supp(g) ⊂ (−∞, β).
Consider the following difference equation:
1
c1
[ ∞∑
j=0
g1
(
x+ M1 + (2 j + 1)D1
)]+ 1
c2
[ ∞∑
j=0
g1
(
x+ M2 + (2 j + 1)D2
)]
= 1
c2
[ ∞∑
j=0
g
(
x+ M2 + (2 j + 1)D2
)]
. (3.2)
The above equation can be written as
g1  ν = h, (3.3)
where
ν = 1
c1
[ ∞∑
j=0
δ−M1−(2 j+1)D1
]
+ 1
c2
[ ∞∑
j=0
δ−M2−(2 j+1)D2
]
and
h(x) = 1
c2
[ ∞∑
g
(
x+ M2 + (2 j + 1)D2
)]
.j=0
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h(x) = (g  ψ)(x), where
ψ = 1
c2
∞∑
j=0
δ−M2−(2 j+1)D2 .
By Lemma 2.2, h ∈ Cr+1(R) and supp(h) ⊂ (−∞,α1) for some α1 ∈R.
We shall show that ν 
= 0. We note that
supp
(
1
c1
[ ∞∑
j=0
δ−M1−(2 j+1)D1
])
⊂ (−∞,−M1 − D1)
and
supp
(
1
c2
[ ∞∑
j=0
δ−M2−(2 j+1)D2
])
⊂ (−∞,−M2 − D2).
Take m =max{−M1 − D1,−M2 − D2}. Since b1 < b2, we can ﬁnd r > 0 such that
−M1 − D1 ∈ (m − r,m + r), −M2 − D2 /∈ (m − r,m + r) and −M1 − 2D1 <m − r.
Choose a continuous function φ such that φ(x) = 0 for x <m − r and φ(m) = 1. Then∫
R
φ(x)dν = 1
c1

= 0.
Therefore ν 
= 0.
Hence by Theorem 3.2, Eq. (3.3) has a solution g1 ∈ Cr+1(R). Using Remark 3.1, supp(g1) ⊂ (−∞, γ ) for some γ ∈R. We
use this g1 to construct a solution f .
Deﬁne
f (x) = −
(
g′1 
(
1
c1
∞∑
j=0
δ−M1−(2 j+1)D1
))
(x).
Now
( f  c1χ[a1,b1])(x) = c1( f  δM1  χ[−D1,D1])(x)
= −
∞∑
j=0
D1∫
−D1
g′1
(
x+ (2 j + 1)D1 − y
)
dy
= g1(x).
Also differentiating Eq. (3.3), we get
(
g′1  ν
)
(x) = h′(x).
I.e.,
−
(
g′1 
(
1
c1
∞∑
j=0
δ−M1−(2 j+1)D1
))
(x) −
(
g′1 
(
1
c2
∞∑
j=0
δ−M2−(2 j+1)D2
))
(x) = −(g′  ψ)(x).
The above equation may be rewritten as
f (x) =
(
g′1 
(
1
c2
∞∑
δ−M2−(2 j+1)D2
))
(x) − (g′  ψ)(x). (3.4)j=0
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( f  c2χ[−D2,D2])(x) = c2( f  δM2  χ[−D2,D2])(x)
=
∞∑
j=0
D2∫
−D2
g′1
(
x+ (2 j + 1)D2 − y
)
dy −
∞∑
j=0
D2∫
−D2
g′
(
x+ (2 j + 1)D2 − y
)
dy
= −g1(x) + g(x)
= −( f  c1χ[−D1,D1])(x) + g(x).
Hence f  μ = g .
Case (2): By analogous arguments, the case supp(g) ⊂ (β,∞) can be proved. 
Theorem 3.4. Let μ ∈ Mc(R) be absolutely continuous with a density function equal to a ﬁnite linear combination of indicator func-
tions of intervals and g ∈ Cr+1(R). If supp(g) ⊂ (−∞, β) or supp(g) ⊂ (β,∞) for some β ∈ R and the density function of μ is not
equal to 0 a.e., then there exists f ∈ Cr(R) such that f  μ = g.
Proof. Let
∑n
i=1 ciχ[ai ,bi ] be the canonical representation of the density function of μ. Without loss of generality, we may
assume that ci 
= 0 by removing terms for which ci = 0. As the density function of μ is not equal to 0 a.e., we get n 1. By
reindexing, we may assume that a1 < b1  a2 < b2  · · · < bn−1  an < bn . For n = 2, the result follows from Theorem 3.2
and hence we assume that n > 2. Let Mi = ai+bi2 and Di = bi−ai2 , for 1 i  n. Then we can write the density function of μ
as
∑n
i=1 ciχ[−Di ,Di ]  δMi .
Case (i): Suppose that supp(g) ⊂ (−∞, β).
Deﬁne
ψ = 1
cn
∞∑
j=0
δ−Mn−(2 j+1)Dn ,
μ1 = 1
c1
∞∑
j=0
δ−M1−(2 j+1)D1 .
Also for 2 k n − 1, deﬁne
ψk = ckc1
∞∑
j=0
δ−M1−(2 j+1)D1+Mk−Dk ,
ηk = ckc1
∞∑
j=0
δ−M1−(2 j+1)D1+Mk+Dk .
Clearly ψ,μ1,ψk, ηk ∈ Md(R) and
supp(ψ) ⊂ (−∞,−Mn − Dn],
supp(μ1) ⊂ (−∞,−M1 − D1],
supp(ψk) ⊂ (−∞,−M1 − D1 + Mk − Dk], and
supp(ηk) ⊂ (−∞,−M1 − D1 + Mk + Dk].
Consider the following convolution equation:
g1  ν = h, (3.5)
where
ν = μ1 + (η2 + η3 + · · · + ηn−1)  ψ − (ψ2 + ψ3 + · · · + ψn−1)  ψ and
h = g  ψ.
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β1 ∈R. To solve Eq. (3.5), we have to show that ν 
= 0. We have
supp(ηk  ψ) ⊂ (−∞,−M1 − D1 − Mn − Dn + Mk + Dk],
supp(ψk  ψ) ⊂ (−∞,−M1 − D1 − Mn − Dn + Mk − Dk].
As bk − bn < 0 and ak − bn < 0, we get
−M1 − D1 − Mn − Dn + Mk + Dk < −M1 − D1
and
−M1 − D1 − Mn − Dn + Mk − Dk < −M1 − D1.
Choose r > 0 such that, for 2 k n − 1,
−M1 − D1 − Mn − Dn + Mk + Dk < −M1 − D1,
−M1 − D1 − Mn − Dn + Mk − Dk < −M1 − D1,
−M1 − 2D1 /∈ (−M1 − D1 − r,−M1 − D1 + r).
Also choose a continuous function φ such that φ(x) = 0 for x < −M1 − D1 − r and φ(−M1 − D1) = 1. Then
∫
R
φ(x)dν =
1
c1

= 0. Hence ν 
= 0.
By Theorem 3.2, there exists a solution g1 ∈ Cr+1(R) such that g1  ν = h. We use this g1 to construct a solution f .
For 2 k n − 1, set
gk = g1  (ηk − ψk) and
gn = g − g1 − g2 − · · · − gn−1.
Then g2, g3, . . . , gn ∈ Cr+1(R) and g = g1 + g2 + · · · + gn .
Deﬁne
f = −g′1  μ1. (3.6)
Now
( f  c1χ[a1,b1])(x) = ( f  c1δM1  χ[−D1,D1])(x)
=
(
−g′1 
(
1
c1
∞∑
j=0
δ−M1−(2 j+1)D1
)
 c1δM1  χ[−D1,D1]
)
(x)
=
(
−g′1 
( ∞∑
j=0
δ−(2 j+1)D1
)
 χ[−D1,D1]
)
(x)
= −
∞∑
j=0
( D1∫
−D1
g′1
(
x+ (2 j + 1)D1 − y
)
dy
)
= g1(x).
For 2 k n − 1,
( f  ckχ[ak,bk])(x) =
(−g′1  μ1  ckδMk  χ[−Dk,Dk])(x)
=
(
−g′1 
(
1
c1
∞∑
j=0
δ−M1−(2 j+1)D1
)
 ckδMk  χ[−Dk,Dk]
)
(x)
=
(
−g′1 
(
ck
c1
∞∑
j=0
δ−M1+Mk−(2 j+1)D1
)
 χ[−Dk,Dk]
)
(x)
= − ck
c1
∞∑
j=0
Dk∫
g′1
(
x+ M1 − Mk + (2 j + 1)D1 − y
)
dy−Dk
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c1
∞∑
j=0
g1
(
x+ M1 − Mk + (2 j + 1)D1 − Dk
)
− ck
c1
∞∑
j=0
g1
(
x+ M1 − Mk + (2 j + 1)D1 + Dk
)
= (g1  (ηk − ψk))(x)
= gk(x).
We observe that
g1  ν = h ⇒ g1  μ1 + g1  (η2 − ψ2)  ψ + g1  (η3 − ψ3)  ψ + · · · + g1  (ηn−1 − ψn−1)  ψ = g  ψ
⇒ g1  μ1 + g2  ψ + g3  ψ + · · · + gn−1  ψ = g  ψ
⇒ g1  μ1 = (g − g1 − g2 − · · · − gn−1)  ψ
⇒ g1  μ1 = gn  ψ.
Differentiating and then multiplying by −1, we get
−g′1  μ1 = −g′n  ψ. (3.7)
Using Eqs. (3.6) and (3.7) we obtain
f (x) = − 1
cn
∞∑
j=0
g′n
(
x+ Mn + (2 j + 1)Dn
)
.
Convolving both sides with cnδMn  χ[−Dn,Dn] , we get
( f  cnδMn  χ[−Dn,Dn])(x) = −
∞∑
j=0
(
g′n  δMn  χ[−Dn,Dn]
)(
x+ Mn + (2 j + 1)Dn
)
= −
∞∑
j=0
(
g′n  χ[−Dn,Dn]
)(
x+ (2 j + 1)Dn
)
= −
∞∑
j=0
Dn∫
−Dn
g′n
(
x+ (2 j + 1)Dn − y
)
dy
= gn(x).
Thus we have g1 + g2 + · · · + gn = g and f  ciχ[ai ,bi ] = gi for 1 i  n. Hence f  μ = g .
Case (ii): By similar arguments, the case supp(g) ⊂ (β,∞) can be proved. 
Proof of the Main Theorem. For  > 0, choose φ ∈ Cr+1(R) such that supp(φ) ⊂ (−, ) and
∫
−
φ(x)dx = 1.
Deﬁne η1, η2 ∈ C(R) by
η1(x) :=
⎧⎨
⎩
0 if x−k,
x+k
2k if − k x k,
1 if x k,
η2(x) :=
⎧⎨
⎩
1 if x−k,
k−x
2k if − k x k,
0 if x k.
It is simple to check that η1(x)+η2(x) = 1 for all x ∈R. Convolving both sides with φ , we get (η1 φ)(x)+ (η2 φ)(x) = 1
for all x ∈R.
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g1(x) = g(x)(η1  φ)(x) and g2(x) = g(x)(η2  φ)(x).
Then g1, g2 ∈ Cr+1(R) and supp(g1) ⊂ [−k − 2,∞) and supp(g2) ⊂ (−∞,k + 2]. Also, we have g1 + g2 = g .
By Theorem 3.4, there exist f1, f2 ∈ Cr(R) such that f1  μ = g1 and f2  μ = g2. The function f = f1 + f2 satisﬁes
f  μ = g . 
Remark 3.2. The operator Cμ deﬁned by Cμ( f ) = f  μ is 1–1 if we restrict the domain of Cμ to the space of integrable
functions L1(R). This can be seen as follows: Suppose f  μ = 0 and f ∈ L1(R), then fˆ μˆ ≡ 0. Since μ is compactly sup-
ported, the Fourier transform of μ namely μˆ is holomorphic on C. Hence the zeros of μˆ are isolated. If f 
≡ 0, | fˆ | > 0 on a
non-empty interval, making fˆ μˆ ≡ 0 impossible. Therefore, we get f = 0 a.e.
Remark 3.3. The convolution operator is not 1–1 over the space of continuous functions on R. This may be seen from the
following example: Take the density function of μ to be χ[0,1] + χ[2,3] and h(x) = ei2nπx. Then h  μ = 0. Hence Cμ is not
1–1. By Theorem 3.1, there exists a solution f0 to the convolution equation f  μ = g . One easily veriﬁes ( f0 + ch)  μ = g
for every c ∈C and hence there are inﬁnitely many solutions to the equation f  μ = g .
Remark 3.4. Theorem 3.1 is possible even if g ∈ L1(R) with gˆ(λ) 
= 0 and the Fourier–Laplace transform μˆ(λ) = 0 for some
λ ∈C.
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