Abstract: Explicit total variation diminishing finite-volume schemes are being adopted on a widespread basis for the solution of depth-averaged hydrodynamic equations. Explicit schemes are constrained by the Courant-Friedrichs-Lewy condition for stability purposes, and therefore require use of a small time step. As grid resolution increases, the ratio of run time to integration time may approach unity, so strategies to reduce run times are sought. This paper characterizes the performance gains of two parallel computing optimizations exercised on two different computer architectures. The optimizations include removal of explicit synchronization mechanisms ͑Level 1͒ and conversion of blocking to nonblocking communications ͑Level 2͒. Our findings show that Level 1 always improves speed-up over Level 0, while the effectiveness of Level 2 over Level 1 is mixed. Level 2 results in the best performance on a system with a relatively small bandwidth ͑100 Mb͒ interconnect switch, but in a few cases involving a system with a gigabit interconnect switch, Level 2 actually leads to slow-down as compared to Level 1. Level 2 was found to be more difficult to implement than Level 1, and the resulting code was less modular and more difficult to read. Overall, the marginal performance improvements of nonblocking communications ͑Level 2͒ cannot justify the effort to realize the optimization and the cost of a less readable program. In the context of algorithm development, we emphasize delaying optimizations until a correct parallel implementation has been obtained. The benefit is that optimizations best suited to the underlying hardware architecture can be identified.
Introduction
Numerical models based on depth averaged hydrodynamic and transport equations have been called the workhorses of open channel hydraulic modeling ͑Abbott 1997͒. Such models are the platform most commonly employed by engineers for studies of circulation, sediment transport, and contaminant transport in rivers, estuaries, lagoons, harbors, and other water bodies with shallow depths and a near-hydrostatic pressure distribution. Strategies to improve the accuracy and overall quality of model predictions have been and continue to be of great interest to numerical model developers. In addition to accuracy, the utility of a numerical model is measured by the algorithm efficiency and meshing characteristics, which control the pace at which various flow and transport scenarios can be simulated for subsequent analysis. Solution algorithms based on the finite-volume method have recently been the subject of considerable research, because finite-volume models perform well under both subcritical and supercritical flow, are able to resolve discontinuities without introducing spurious oscillations, and can be designed for both structured and unstructured grids.
Guinot ͑2003͒ provides a good introduction to finite-volume schemes, and Toro ͑2001͒ describes finite-volume schemes for free-surface flows. Most, though not all, research has focused on explicit finite-volume schemes. Explicit schemes tend to require fewer computations per time step than implicit schemes, but the time saved on a per-time-step basis can be lost on a persimulation-period basis because the time step of explicit schemes, unlike that of implicit methods, is constrained by the CourantFriedrichs-Lewy ͑CFL͒ condition. This leads to a significant amount of computations. For example, in a 24 h simulation with depth and grid spacing of roughly 1 m, the maximum time step that satisfies the CFL condition is 1/3 of a second. This corresponds to O͑10 5 ͒ time steps. In comparison, an implicit approach to the same simulation conditions may have a time step as large as 15 min, albeit at the loss of accuracy, which means that the program executes only O͑10 2 ͒ time steps. Run times can be reduced if multiple processors share the computational burden. Explicit schemes are generally thought to be better candidates for parallelization than implicit schemes, because the latter involves coupled update equations while the former involves uncoupled update equations. Anderson ͑1995͒ gives a good overview of the tradeoffs between implicit and explicit schemes.
Motivated by an explicit finite-volume scheme, this paper describes a viable strategy for parallelization, which can adapt and perform well under various distributed environments. Beginning with the fundamental concepts of parallel computing architectures and algorithm decomposition models, the paper then describes the development strategy. The strategy is simply to view parallelization and performance optimizations as two separate issues. Although the aim of parallelization is to increase performance, the separation of implementation and optimizations allows for subsequent testing of the effectiveness of each optimization, or a combination of optimizations. These tests can then demonstrate which modifications are applicable within any parallel computing environment. It is important to run these tests because some "optimizations" actually deteriorate the performance of the parallel program. The paper will provide a specific example of how the development plan is used in an application-an explicit finite-volume model for predicting circulation and transport in tidal wetlands, California Tidal Wetland Modeling System ͑CalTWiMS͒ ͑Arega and Sanders 2004͒. To measure the flexibility of the parallel implementation, the program was run on two Beowulf clusters: the Advanced Micro Devices ͑AMD͒ Athlon cluster at the University of Michigan, and the Medium Performance Computing ͑MPC͒ cluster at the University of California, Irvine. Distributed memory systems such as these have become germane to university computing facilities, because they are relatively inexpensive compared to shared memory systems, and both systems use the same Fortran compiler, which allows us to isolate the effects of algorithm design and network architecture. After running these tests, we were able to select the appropriate combinations of optimizations for parallel CalTWiMS that lead to the best performance on each of these clusters.
The paper is organized as follows: First, we present an overview of parallel computing that includes a synopsis of parallel computing architectures, methods to decompose a serial application into parallel form, and a high-level process for working towards an optimized parallel code. Second, we describe details of the finite-volume shallow-water model that is the focus of this case study. Third, we report on the performance of the parallelized finite-volume model as it passes through various levels of optimization and discuss tradeoffs between performance gains and coding complexity. Recognizing that hydrodynamic codes continuously evolve as model features are added and algorithm components are upgraded, and that many researchers may participate in upgrading the model, a marginal improvement in runtime efficiency is not worthwhile if it comes at the expense of a highly complex load balancing and message passing implementation.
Overview of Parallel Computing

Parallel Computing Architectures
Scientific applications that are computationally intensive must exploit physical concurrency-that is, the code actually executes simultaneously across multiple processors-rather than logical concurrency, which mimics the former type through interleaved instruction execution on a single processor ͑Bic and Shaw 2003͒. Two types of architectures support physical concurrency: multiprocessor computers that share an address space and multicomputers that have separate memory spaces. Some systems are hybrids, in that each independent machine of a cluster contains multiple processors ͑Hennessy and Patterson 1998͒.
There are unique advantages that are associated with each type of architecture. In multiprocessor systems where the memory is centralized, data can be efficiently exchanged between processes as information is transferred implicitly through the shared memory. Processes do not incur the overhead of message passing, which is the typical method of communication used to synchronize information across separate memory address spaces. Instead, communication can take place in the natural form of memory reads and writes; this implies that multiprocessors require specialized hardware to support shared memory. This special hardware constrains the expandability of the system. Multicomputer systems, on the other hand, only need relatively inexpensive network cards and software support for message passing. Scalability and low costs of individual nodes in a distributed-memory environment have led to widespread employment of distributed systems for parallel computing ͑Buyya 1999͒. In particular, Beowulf computing clusters are becoming increasingly commonplace. These clusters are simply a group of nodes that run on the Linux operating system, and the network connecting these nodes is dedicated to the cluster itself. To communicate with outside parties, one of the nodes is given an additional network interface and specialized to process external requests.
Decomposition Models for Parallel Algorithms
Regardless of the hardware architecture, there are general principles that guide the decomposition of an application into a parallelized form. In general, a parallel program can be classified as either a centralized or a decentralized application ͑Tanenbaum and van Steen 2002͒.
Centralized applications always select one process out of a collection of processes to provide special services for the others. A controller/workers decomposition is centralized because a single process acts as the coordinator to allocate work to the other processes and to gather their results for analysis. This approach is attractive for accomplishing on-the-fly load balancing, because the controller has a global view of process performance. The disadvantage with centralized algorithms is that the controller becomes a bottleneck point. Concurrency is lost when worker processes must halt their computations and wait in a queue until the controller is ready to respond to their individual needs.
Decentralized programs strive to provide equal functionalities to all participating processes. No single process can acquire a global view of the group status unless all other processes have the same capability. As there is no notion of a more privileged node in decentralized programs, the computational group consists of peer processes. Decentralized decompositions are more difficult to attain in practice, particularly when loads are balanced on the fly, but they generally yield better performance and are more scalable than centralized schemes.
Development Strategy for Parallel Programs
To tackle the complexities of parallelization, it is necessary to structure the process into distinct phases. These phases occur in the following order: decomposition design, implementation, verification, and optimization. In particular, the communications optimizations belong in a separate stage from the initial implementation.
Decomposing a serial algorithm into a parallel equivalent requires the designer to select the appropriate decomposition model for the specific application. From the beginning, the designer already must take computational load balancing into consideration. If the algorithm designer assumes that the program will always operate in a homogeneous environment, then the computational load can be balanced statically. The problem size is simply divided equally among the worker nodes, and this size remains unchanged during the program's execution. In a heterogeneous system, however, a parallel program can dynamically shift the workload to faster nodes. This can compensate for the slower workers and thus reduce total runtime. Without a proper load distribution framework, no amount of subsequent optimizations will yield desirable performance from the program.
Although parallel applications are developed for optimized performance, correctness always maintains a higher priority over speed. One of the greatest challenges of parallelization is ensuring the correctness of the implementation in all possible parallel computing environments. Although the issue of correctness will not be discussed in this paper, there is a treatment of robustness and safe message passing practices in Pacheco ͑1997͒. Only after the correctness of the parallel implementation can be guaranteed should the program be tuned for better performance.
Following the derivation of a parallel implementation that is correct under all systems, the final phase strives to optimize the correct implementation. These optimizations should not be introduced in the initial implementation phase. The separation of functionality and performance is crucial, because optimizations degrade the readability of the program source code. Lower readability then frustrates future efforts to correct, adapt, and maintain the application. As a result, delaying optimizations facilitates the overall development effort. Furthermore, isolating optimizations from the rest of the program design allows one to easily keep track of the changes that have been made. It is then possible to measure the effectiveness of each individual technique to determine whether or not it is appropriate for a given system architecture. To allow for flexibility, the program can be built to allow for the activation or deactivation of each optimization.
Having reviewed the fundamental concepts of parallel computing, we will now consider a specific problem domain and apply the discussed parallelization principles.
Model Description
Governing Equations
The CalTWiMS was developed to simulate circulation and transport in shallow lagoons, flood control channels, and marshes along the southern California Bight ͑Arega and Sanders 2004͒. Depth-integrated continuity and momentum equations are the basis of the hydrodynamic model. Under the assumption that the fluid pressure is hydrostatic, these equations can be written for a domain ⍀ with a boundary ‫ץ‬⍀ in integral form as
where U = ͑h hū hv͒ T ; and
͑3͒
Where hϭdepth; and ū and vϭvertically averaged velocities in the x and y directions, respectively. The terms x w , b x , and v x ϭwind stress, bed resistance, and vegetative resistance in the x direction, respectively. Similar terms are used for stresses in the y direction. The elevation of the bed above an arbitrary datum is denoted by z b ; and g * = g͑1+⌬ / o ͒ϭgravitational parameter that accounts for variations in fluid density, consistent with the Boussinesq approximation, where o ϭreference density, ⌬ = − o ; ϭdepth-averaged fluid density; and gϭgravitational constant. The parameter f represents the Coriolis acceleration, which varies with geographic latitude but can be assumed constant for any single wetland. For channelized wetlands with depths of a few meters or less, it is unnecessary to include the Coriolis term in the formulation.
Dissolved scalars are modeled by solving depth-integrated transport equations that account for advection, turbulent diffusion, dispersion, and source and sink terms. These equations appear in integral form as
where Q = ͑hc 1 hc 2 . . . hc N ͒ T ; and
where c i ϭdepth-averaged concentration of the ith dissolved scalar; Tϭturbulent diffusion; Dϭdispersion; and s i ϭgeneralized source/sink/reaction term. Elder ͑1959͒ showed that the sum of turbulent diffusion and dispersion in the longitudinal direction is given by
where lϭlongitudinal direction; u l ϭvelocity component in the longitudinal direction; and E L = 5.93u * hϭlongitudinal dispersion coefficient. Here, u * = ͱ b / o represents the shear velocity, which is computed based on the bed stresses,
Turbulent diffusion and dispersion in the transverse direction is given by
where t v ϭtransverse direction; u t v ϭvelocity component in the transverse direction ͑which is zero on a depth-averaged basis, but not necessarily on a point-wise basis͒; and E T = ␤u * hϭ turbulent diffusion ͑or eddy diffusion͒ coefficient. The parameter ␤ varies in the range of 0.2-1.0 depending on the channel geometry ͑Ward 1974; Fischer et al. 1979͒ . Smaller values of ␤ have been reported for smooth flumes free from secondary currents, while larger values have been reported for natural channels. According to Fischer et al. ͑1979͒, ␤ϭ0.6±50% is typical of natural channels and is consistent with observations in tidal channels by Ward ͑1974͒, though Ward reported that ␤ is closer to 0.2 in straight channels and as large as 1.0 in a channel bend. Elder ͑1959͒ reported that ␤ϭ0.23, based on experiments in wide channels. In CalTWiMS, we uniformly set ␤ϭ0.6, though it could potentially be varied across the spatial domain from 0.2 to 1.0 depending on the sinuosity of the channels.
Using the longitudinal dispersion and transverse eddy diffusion coefficients, the dispersion tensor is computed as
and the dispersive/diffusive fluxes appearing in Eq. ͑5͒ are resolved as follows:
This formulation assumes that predictions are only of interest for times greater than the Lagrangian time scale t L , or after the so-called convective period ͑Fischer 1967͒. This time scale can be estimated as
Assuming a depth of roughly a meter, a velocity of half a meter per second, and drag coefficient of 0.003, t L Ϸ9 min.
Numerical Method
Numerical solutions of the hydrodynamic and solute transport models are obtained using a finite-volume scheme that closely follows the development presented by Bradford and Katopodes ͑1999͒ and Bradford and Sanders ͑2002͒. Key features of the model include the Monotone Upwind Scheme for Conservation Laws ͑MUSCL͒ approach for a piecewise linear description of the spatial variability of the solution ͑Van Leer 1979͒, Hancock's method of time stepping ͑Van Albada et al. 1982͒, and Roe's method to compute mass and momentum fluxes ͑Roe 1981͒. The approach to parallelize the model is illustrated in the context of the corrector step, which appears as follows:
which represents the direct discretization of Eq. ͑1͒ for a quadrilateral cell, whereby Uϭsolution variables in conservative form; F Ќ ϭcomponent of the fluxes normal to the cell face; and Sϭall sources and sinks. An analogous discretization is used for Eq. ͑5͒. Note that S j n+1/2 should be interpreted as the integral over the cell's spatial domain of the terms contained by S, evaluated at the half-time level, and normalized by the area of the cell. Here, jϭcell index; k1 , . . . ,k4ϭindices of the four faces surrounding each cell numbered counterclockwise starting from the bottom; and sϭlength of each cell face. As is implied by Eq. ͑11͒, the present formulation is designed to run on an unstructured grid of nonorthogonal quadrilateral cells. The grid uses a separate numbering system for node data ͑i = 1 , . . . ,N n ͒, cell data ͑j = 1 , . . . ,N c ͒, and face data ͑k = 1 , . . . ,N f ͒. This approach, stands in contrast to the structured grid approach which identifies data with two indices that correspond to column and row number. The unstructured grid approach requires more computational overhead to keep track of the cells, nodes, and faces that surround each cell, but it is more flexible with respect to gridding the networks of waterways that weave around islands, and it saves memory space as compared to the structured grid approach because the latter requires masking of computational cells that cover dry land such as islands. Nevertheless, the findings of this study should be equally applicable to structured and unstructured grid models, because a simple channel geometry is used for testing purposes.
Parallel Implementation of CalTWiMS
As was discussed in the introduction, the parallel version of CalTWiMS is motivated by the need for tidal time-scale simulations ͑weeks to months͒ using a time step of roughly 1 s that is constrained by the CFL condition. Consider a typical application involving O͑10
5 ͒ cells and a water depth of roughly 1 m. To integrate 24 h, O͑10 5 ͒ time steps are required, so the operation count is minimally O͑10 10 ͒. Using an implicit model, one might use only O͑10 2 ͒ time steps ͑accuracy issues aside͒, in which case the operation count is minimally O͑10 7 ͒. A three-dimensional model using O͑10 3 ͒ time steps and 10 layers would still have a order of magnitude smaller operation count than the explicit two-dimensional ͑2D͒ model, minimally O͑10 9 ͒. However, the 2D model would have an order of magnitude smaller memory requirement. Therefore, the parallel version of CalTWiMS was designed with time-integration speed-up in mind, and without particular concern for memory constraints. The parallel version of CalTWiMS is organized with one head node ͑the zero node͒ and N p worker nodes. Preprocessing is performed in a controller/workers mode, while time stepping is performed in a decentralized mode. In the preprocessing step, the head node reads all of the inputs and assigns a fixed load size to each worker corresponding to a portion of the domain. The domain decomposition is illustrated in Fig. 1͑a͒ where each subdomain is labeled with a processor ͑worker͒ number ͑P1-P4͒ and separated by heavy lines. If the application is constrained to run on a limited number of nodes, one node can take on two roles-worker and controller-because the zero node has relatively little work to do once time-stepping begins. A separate zero node was adopted for this study for precise load balancing, which is useful when interpreting test results. Time-invariant data are assigned to each of the workers by the head node in a preprocessing step, i.e., prior to initiating the time-integration loop. This is illustrated by the arrows from "P0" in Fig. 1͑b͒ .
Data for each subdomain are stored with each processor, including node data, cell data, and face data, as is illustrated in Fig. 1͑c͒ . Because the model updates the solution explicitly using local data, as is indicated by Eq. ͑11͒, each processor works independently of the others but requires data from neighboring workers to update the solution along subdomain boundaries. The horizontal arrows denote the exchange of data between processors. The key feature of this exchange is that only data lining the edge of subdomains needs to be transferred. However, multiple transfers per time step are needed because predictor-corrector time stepping is used.
Finally, data are returned to the head node for output purposes. It is possible for any process to read input and write output by taking advantage of the MPIគIO attribute, which can improve performance when significant amounts of time-dependent input or output are transferred. For tidal time-scale predictions with CalTWiMS, results are typically produced at hourly intervals while time steps are on the order of a second. Hence, output only occurs once every hundred or thousand time steps, so its effect on run times ͑in controller/worker mode͒ tends to be small, less than 1% of compute times.
The domain decomposition illustrated in Fig. 1͑a͒ is onedimensional ͑1D͒, meaning that data are essentially swapped along one coordinate direction. In surface water applications, channel networks are discretized by many more cells in the streamwise direction than the cross-stream direction, so it is logical to decompose the domain into reaches of channels, and it is only necessary to share information at the inflow and outflow boundaries of subdomains. Usually, this corresponds to two boundaries per processor, but at a channel junction, it may be necessary to share information with three or even four processors. In areas with large open water areas such as oceans, 1D decomposition becomes inefficient as compared to 2D decomposition, as the number of worker processors becomes large ͑i.e., scalability͒. Consider a square domain discretized by N ϫ N cells and divided into N p subdomains. With 1D decomposition, there will be 2͑N p −1͒ messages containing N data points per variable array. With 2D decomposition, there will be 4͑N p − N p 1/2 ͒ messages containing N / N p 1/2 data points per variable array. For 1D decomposition on a per process basis, this corresponds to two messages sent and two messages received, each containing N data points; for 2D decomposition, this corresponds to four messages sent and four messages received, each containing N / N p 1/2 data points. As N p becomes larger than four, the latter appears favorable, although there are also latency issues that prevent this from being a clear-cut advantage.
The preprocessing step performed by the head node involves loading grid files, reading input files, and initializing many arrays including the solution arrays. In this step, many messages are sent to workers, but this does not significantly affect the runtimes, because time integration is by far the most time-consuming portion of the program. Fig. 2 shows the Level 0 implementation of parallel CalTWiMS, where the time integration loop is divided into a series of subroutines that operate on data ͑Limiter, Predictor, Fluxes, Corrector, and Transport͒ and complementary subroutines that share data resulting from each subroutine ͑Slope-Share, PredictorShare, FluxShare, CorrectorShare, and TransportShare͒. TransportShare actually consists of several independent communication subroutines that have been grouped together for convenience. Each message passing subroutine is responsible for determining its adjacent workers and synchronizing cell, node, and face data with its neighbors. When messages are passed, all floating point data ͑variable values͒ of double precision are placed into a single array ͑buffer͒ and passed using blocking MPIគSEND and MPIគRECV commands. Once data are passed, they are unpacked from the buffer by the receiver and used to update variable values. At the end of each communication subroutine, MPIគBARRIERs are called to ensure that the entire group of workers have completed their transfers before each process can proceed further with its computations.
For correctness, it is critical that at each processor: ͑1͒ incoming data are unpacked and boundary data are updated before the subdomain sweep begins; and ͑2͒ outgoing data are updated via subdomain sweeps before being packed into the buffer and sent to neighboring processors. The modular design of the Level 0 algorithm shown in Fig. 2 enforces this correctness and also makes the code easy to upgrade and adapt, which is useful for community model development purposes. However, it places computation and communication in a serial, which is likely to be suboptimal. The performance of this design, as well as Level 1 and Level 2 designs that involve additional optimizations, are presented and discussed in the following section.
Performance Analysis
Testing Environments
Model simulations were performed on two Beowulf clusters with different architectural features but similar software packages. Particular hardware characteristics and software applications that were deemed influential to the performance of CalTWiMS are reported subsequently. In addition to the processor speed, main memory sizes, and network bandwidth, we also considered the sizes of the Beowulf clusters, measured by the number of nodes in the cluster and the number of processors per node. When the cluster is small, there is a higher tendency for the elapsed wallclock time of a trial run of CalTWiMS to greatly exceed its reported CPU time, because the job must wait in the queue while other jobs finish executing. On clusters that support shared memory processing, communication delays can be reduced because data are transported across buses rather than the slower network cables. In preliminary testing, we found that performance also depended strongly on the compiler suite supported by the cluster, so we only report results from systems running the fourth version of the Portland Group Parallel Suite of Compilers.
Beowulf clusters are fairly frequently upgraded as processing and communication systems improve. At the time of our testing, the MPC cluster at the University of California, Irvine, consisted of 12 single-processor nodes. Each node had an AMD Athlon 1.33 GHz processor and 512 MB of RAM. These nodes were interconnected by a 100 Mb switch. The AMD cluster at the University of Michigan was also used. It is larger than the MPC cluster and has a broader bandwidth. The AMD cluster is partitioned into two distinct groups named after their respective head nodes, Morpheus and Hypnos. Our tests were conducted on the Morpheus group, which has 50 nodes. At the time of our testing, each node contained two AMD Athlon 1,600 MP processors ͑1.4 GHz͒, and there was 1 GB of RAM for each processor, or 2 GB per node. On the AMD cluster, nodes were linked together by a gigabit switch.
Formulation of Test Conditions
Simulation Parameters
To test the efficiency of parallel CalTWiMS, we employed a simple test problem involving a rectangular basin with a length Lϭ4,000 m, width Wϭ2,500 m, and a uniform still water depth of 6 m. The basin was closed on three boundaries and open on the fourth, where it was forced by a harmonic ocean tide with an amplitude of 1 m and a period of 6 h. The initial condition was given by a velocity of zero, a uniform water level corresponding to high tide, and a dissolved scalar concentration of zero. Only a single nonreactive dissolved scalar was introduced into the system. Each simulation consisted of integrating the solution for a period of 2 h using a time step consistent with a courant number of 0.8. All predictions can be expected to scale linearly with the integration time, making longer simulations unnecessary. Tests were run using grids of 40ϫ40, 80ϫ80, 120ϫ120, 160ϫ160, 200ϫ200, and 240ϫ240 computational cells. An N ϫ N grid of a square is simply a limiting case of an unstructured nonorthogonal grid; and use of such a grid makes the results of this case study equally applicable to popular structured grid finite-volume models.
Runtime Environment
Processor number was varied to include one head node and two, four, or six worker processors. The serial version of CalTWiMS was also executed for purposes of comparison. On the MPC cluster, however, nodes are very limited; system policies restrict any user from acquiring exclusive use of more than five processors at any given time. As a result, no data was obtained for six processors on that cluster. ͑More than 100 MPC processors may be acquired in a shared mode, but results from such a system are difficult to interpret.͒ On both clusters, every MPI process was assigned to one unique central processor that was dedicated to the CalTWiMS application. Because the nodes of the AMD cluster have dual processors, two workers were assigned to each AMD node.
Results of Original Parallel Implementation
Simulation results are summarized in Fig. 3 , where the runtimes and speed-ups, defined as the ratio of the serial runtime to the parallel runtime, are plotted. Several trends can be observed. First, runtimes scale with the number of computational cells. Possibly obscured by the fact that the x-axis in Fig. 3 corresponds to ͱ N c , runtime actually varies linearly with N c . Second, the overall runtimes on the AMD cluster are significantly shorter than those on the MPC cluster. As the processor speeds of the nodes in AMD and MPC are comparable ͑1.4 and 1.333 GHz, respectively͒, the AMD cluster's advantage lies in greater memory space and network bandwidth. Finally, from speed-up trends, we see that CalTWiMS does not scale on the MPC cluster. Even as four workers are assigned to the task, speed-ups peak at 2.5. These disappointing speed-ups are actually due to the MPC cluster's relatively slow network connection ͑100 MB versus GB͒ and not to its memory size ͑512 MB versus 1 GB͒. The memory requirement on the largest grid ͑240ϫ240͒ is only 4.4 MB, assuming 10 double precision ͑8 byte͒ arrays in the model dimensioned the size of the grid. Hence, the results of the initial implementation show potential for better speed-ups if the communication routines in CalTWiMS are optimized.
Drawbacks of Initial Implementation
One reason the Level 0 implementation of parallel CalTWiMS performs poorly is that it relies too heavily upon both explicit and implicit synchronization mechanisms to generate correct output. Explicit synchronization involves MPIគBARRIER calls, while implicit synchronization includes any point-to-point or group communications operating in blocking mode. MPIគBARRIER calls facilitate the algorithm design and testing phases of development, because they force the worker processes to wait until the entire group is ready before advancing, but they also degrade performance for many reasons. First, synchronizing all processes within a pool of worker nodes, called a communicator in MPI terminology, can reduce the network bandwidth when all processes attempt to make network calls simultaneously. This is true when the underlying network does not utilize an interconnect switch, but rather relies on a peer-to-peer or a common bus scheme to deliver packets of data. When an interconnect switch is present, "communication between two units will not interfere with communication between any other two units. So ͓interconnect switches͔ don't suffer from the problems of saturation that we ͓encounter͔ with buses." ͑Pacheco 1997͒. CalTWiMS and many other single-program multiple-data programs ͑SPMD͒ are susceptible to this problem because the worker processes step through identical source codes. On homogeneous clusters, a scenario may develop that has two or more workers executing the same sequence of instructions more or less in unison. When one process reaches a network routine, the other synchronized processes will likely be requesting usage of the network as well, thus reducing the bandwidth.
More importantly, using blocking mode message transfers with the originally designed communication pattern results in serialization at the synchronization points. Every process is expected to synchronize with the process immediately below its own rank prior to synchronizing with the process with higher rank. As shown in Fig. 4 , however, processes with high ranks simply wait until the lower ranks are finished before they can proceed. As a result, communications do not occur concurrently, but rather in succession, and this results in poor performance. To avoid serialization with blocking mode transfers, the communications should be decomposed into two steps. In the first step, all the odd rank processes send their data while the even rank processes receive. In the next step, these roles are reversed. By imposing this rule, a process only needs to wait for its immediate neighbors and not for the entire group ͑Pacheco 1997͒ ͑Fig. 5͒.
The final drawback of the Level 0 implementation is that it does not exploit knowledge of message information. Because every process must share information with its neighbors, the synchronization data is always located on the borders of a subdomain. Many opportunities for optimization arise from the realization of this data locality, which leads to the Level 1 and Level 2 optimizations discussed next.
General Strategies for Optimized Implementation
Reduce Synchronization
Explicit synchronization mechanisms, such as the group coordination routine MPIគBARRIER, and implicit synchronization points at blocking sends and receives need to be avoided for the aforementioned reasons. When MPIគBARRIER calls precede group communication functions that are operating in the blocking mode, the barrier can almost always be removed during optimization without sacrificing correctness. Blocking mode routines are already a point of synchronization between processes; thus, preceding any blocking function with a MPIគBARRIER call would be redundant and wasteful.
If, for some reason, a barrier absolutely must be used within an MPI-based parallel program, then the minimal set of workers that need to be synchronized should be identified. If only a subset of the processes need to be synchronized, then a new MPIគCOMMUNICATOR should be created. Communicators are useful in these situations, because they define a set of processes that may communicate with each other. Because communicators can be created dynamically and multiple communicators may exist concurrently during the execution of an MPI program, a separate communicator should be used for the subset of processes that need to be synchronized. In this manner, processes that are not directly related to the synchronization will not be hindered by a MPIគBARRIER call. Instead of waiting for the others, a process that is not included in the synchronizing communicator can immediately move beyond the barrier to perform more computations.
For the Level 1 implementation of parallel CalTWiMS, all MPIគBARRIER calls have been replaced by either broadcasts or blocking point-to-point operations, or they have simply been eliminated. The instructions that have been converted from MPIគBARRIERs to blocking mode routines can be optimized further because they are candidates for nonblocking transfers ͑Pacheco 1997͒. Fig. 3 . Runtimes and speedups measured for Level 0 CalTWiMS. Each simulation was repeated three times and the average runtime was computed. Measurements were taken in accordance with the suggestion by Gropp and Lusk ͑1999͒. The top row corresponds to the AMD cluster at the University of Michigan, and the second row corresponds to the MPC cluster at UC Irvine.
Overlap Computations with Communications
Significant performance improvements may also be achieved when nonblocking message-passing routines are used in place of blocking calls. This corresponds to the Level 2 implementation of parallel CalTWiMS. Nonblocking routines allow for the desirable overlap between communications and computations; they simply initialize a message transfer and then return to the calling procedure to resume computational work. The burden of managing data transmissions is shifted to an input/output ͑I/O͒ coprocessor, which can typically be found in most modern computer architectures ͑Hennessy and Patterson 1998͒.
In order to use nonblocking functions, we must know whether or not there are computations that can be overlapped with communications. Because data that needs to be synchronized in parallel CalTWiMS is localized along subdomain boundaries, we can operate on these data first. The process can then immediately begin transferring the synchronization data while it continues to operate on data from the interior of the subdomain. As the grid size increases, the number of computational cells grows quadratically, while the amount of boundary data only increases linearly. As a result, the potential for overlapping communications and operations should increase as well.
Fig. 4.
Original communication pattern using blocking MPIគSENDs and MPIគRECVs leads to sequential message transfers, as each worker must wait for lower ranked workers to complete their communications before it can proceed. Process ranks should not be associated with priority. They are only meant to serve as a global ID tag for every single process in the group. Also, note that a separate subroutine is responsible for handling communications, so there is no opportunity for overlapping communications with any significant amount of computations. 
Considerations before Using Non-Blocking Routines
There are several caveats to bear in mind before attempting to optimize a parallel program with nonblocking routines.
Role of I/O Coprocessor
First, if the nodes that constitute a computer cluster lack I/O coprocessors, then there is no perceivable advantage to using nonblocking message-passing routines on that cluster. The central processor of each node will continue to be responsible for servicing the network calls, which stalls computations. The entire cost of the message transfers will still be reflected in the total execution time of the parallel program. On the other hand, even if the current system does not have the capability to fully express the desired mode of operation, incorporating nonblocking routines in the implementation of the program may not necessarily be a wasted effort. Considering the frequent changes to hardware, particularly on clusters that boast high performance, it is likely that the program will eventually run on a cluster that supports I/O coprocessors. Also, if the parallel application is distributed to other users, then these users will be able to fully utilize the potential of their hardware resources. In general, the lack of I/O coprocessors alone is an insufficient reason not to use nonblocking communication functions.
Operations on Disjoint Data Sets
The semantics of nonblocking communications dictate that the central processor and the coprocessor manipulate disjoint data sets. When a nonblocking routine begins to transfer the data in a buffer from one process to another process, none of the elements in the buffer may be altered until the routine completes. The difficulty lies in finding significant computations to perform when the data buffer of interest is restricted from modification. If memory usage is not the primary concern, then a possible solution is to replicate the data buffer. One buffer can be used for the message transfer while the other is used for the computations. This approach, however, will be beneficial only to the sender side, because the sending process has access to the data prior to the message transfer. On the receiver side, replication will not serve any useful purpose, because all computational results performed on the duplicated buffer will later be overwritten by the newly received data or vice versa. Duplication on the receiver end will not improve performance without losing correctness. Under these circumstances, it is not even necessary to change the receive routine from the blocking to nonblocking mode. In MPI-based parallel programs, nonblocking sends can be coupled to blocking receives; in other words, data from a nonblocking send can be correctly transferred to a blocking receive. The opposite scenario is also true, where the send is in blocking mode and the receive is nonblocking.
Placement of WAIT Statements
The last issue concerning nonblocking communication is that it requires an additional MPIគWAIT command to specify the end of a message transfer. For example, if the initialization of a nonblocking event, such as MPIគISEND or MPIគIRECV, is immediately followed by its corresponding wait statement, then it is equivalent to using the blocking mode of the same operation. Determining where to place the wait statement that corresponds to a given nonblocking transfer is vital to a parallel program's performance. To optimize parallel programs-especially programs that deal with a large volume of network traffic-such that that their execution times can scale with the number of working processes, it is necessary to use nonblocking communications ͑Pacheco 1997; Tanenbaum and van Steen 2002͒. To use nonblocking communications effectively, however, requires analysis of the source code and a break from the modular algorithm design shown in Fig. 2 . The algorithm must be coded to first sweep over all cells, nodes, and/or faces with data needed by neighboring processes, second to initialize nonblocking messages that pass these data to neighboring processes, third to finish sweeping over the remaining data within the subdomain, and fourth to wait for incoming messages to arrive. With proper load balancing, the third and fourth steps will occur concurrently. The mixing of communications and calculations leads to the algorithm design shown in Fig. 6 . The unattractive aspect of mixing processing and message passing statements within subroutines is that it makes the code more difficult to follow and subsequently upgrade. Hence, runtime saved by this optimization must be weighed against slower programming time during future model upgrades.
Categorizing Optimizations and Adaptation to Environment
The benefit of delaying optimizations is that each optimizing technique ͑Level 1 and Level 2͒ can be independently tested for effectiveness. With this flexibility, we are able to deploy a specific configuration of CalTWiMS that is most appropriate to the environment in which the application is run. Recall that Level 1 corresponds to the removal of explicit synchronization routines such as MPIគBARRIER, but it adheres to the modular algorithm design shown in Fig. 2 . Level 2 corresponds to the overlapping of computations with communications and does not adhere to the Operations are first performed on subdomain boundary data to be passed to neighboring processes, nonblocking messages are initialized, and then operations are performed on subdomain interior data.
same modular algorithm design. Hence, the numerical labels for each level of optimization indicate a degree of complexity from an algorithm design perspective ͑Fig. 7͒.
Results of Optimized Implementations
Figs. 8 and 9 show the results of Level 0, 1, and 2 implementations of parallel CalTWiMS on the MPC and AMD clusters. Several trends can be identified, some of which are present on both the AMD and MPC clusters, while others are distinct to a particular environment.
Trends Common to Both Environments
Across both clusters, when given any fixed N p , greater improvements in performance occur at the smaller grid sizes. This is reasonable, because both levels of optimization are targeted at reducing communication costs. For simulations involving smaller grids, communication is proportionally more expensive than that for larger grid simulations, because network latency contributes to a constant amount of overhead. Regardless of the size of the message or the network's bandwidth, there is a minimal price to pay for transferring even a single bit of information over the network. For this reason, the trend still manifests itself on both the AMD and MPC, even though their bandwidths are different by one full order of magnitude. As latency leads to higher communication costs for the smaller grids simulations, these simulations benefit the most from optimized communications.
A second trend found in both systems is that the optimizations result in progressively better performance as more processors are used. We see from the speed-up charts of Figs. 8 and 9 that the separation between Level 0 and any other levels grows as N p rises. This observation is reinforced quantitatively by the righthand graphs in the figures. In other words, the optimizations are more effective for larger groups of workers. One reason is that there are fewer messages that are sent with smaller values of N p , and thus the communication savings are not as significant. Also, nonblocking message transfers are intended to avoid the situation depicted in Fig. 4 . For the case of two workers, however, the communication pattern is the same with or without optimizations, because process 2 will always wait until Process 1 completes communications before it begins its own transfers.
Trends Unique to Each Environment
From Figs. 8 and 9, we can also see different trends between the AMD and the MPC clusters, which reflect the disparity of the optimizations' effectiveness. Level 1 and 2 implementations had marginal improvements over Level 0 in the AMD as compared to the results on the MPC. When four workers from the AMD cluster are allocated to a 240ϫ240 grid simulation, the best optimization yielded a 9% increase over the unoptimized version. For the equivalent simulation on the MPC, there was a 21% increase in performance. For several simulations on the AMD, however, the Level 2 implementation was actually slower than Level 1. The AMD cluster's fast network connection may lead to such marginal runtime reductions-after all, the optimizations are targeted at improving the performance of communications-that the gains do not compensate for the overhead of restructuring the program to allow overlap between communications and computations. Another possibility for the slow-downs is that, when two MPI processes run on the same physical node, the processes may contend for shared resources such as the network. For hybrid architectures, it may be more appropriate to adopt a programming style that utilizes shared memory programming features within one given node and message passing between nodes.
These results show that simply removing the MPIគBARRIER calls can lead to better performance than incorporating nonblocking communications. This is not the case for the lower-bandwidth MPC cluster, which continues to have better performance as the optimization level increases. 
Summary and Conclusions
This study highlights the benefit of delaying optimizations until a correct parallel implementation of an application has been derived. By separating performance tuning into its own phase of the development process, it is possible to evaluate the optimizations themselves and not just the program as a whole. Each individual technique can be isolated from the others and measured for its effectiveness in a particular parallel computing environment. It can be useful to evaluate each optimization in the context of its runtime settings, because some techniques actually hinder performance.
Based on our experiences parallelizing CalTWiMS and testing it on systems with relatively few workers ͑less than 8͒, we believe that it is most advantageous to begin optimizing parallel code with the reduction of explicit synchronization calls. This technique can be easily implemented, always leads to improvements in performance, is applicable across different parallel computing environments, and allows use of the modular algorithm design shown in Fig. 2 . The technique of converting blocking communications into nonblocking message passing routines can be applied subsequently if the former is insufficient, i.e., Level 2 shown in Fig. 6 . However, as seen on the AMD cluster, nonblocking calls potentially reduce the performance of an application. In addition, Level 2 is considerably more difficult to implement than Level 1 and will degrade the readability and modularity of the source code. Further testing is warranted to examine the relative benefits of these optimizations when the CalTWiMS is run on much larger parallel systems with dozens or even hundreds of processors.
