Abstract. Consider the following nonlocal integro-differential operator: for α ∈ (0, 2),
then ∂ t −L (2) has a smooth fundamental solution. In 1967, Hörmander [14] first proved this result by using the analytic argument. Later, in 1976, Malliavin [25] provided a probabilistic proof. Malliavin's idea was further developed by Bismut [6] , Kusuoka-Stroock [22, 23] , Watanabe [36] , Norris [27] where a is a bounded smooth and strictly positive function. See also [2, 11, 1] etc. for some related works about this equation. The physical motivation of studying equation (1.5 ) is refereed to [38] . Another motivation is linked with a linear model of spatially inhomogeneous Boltzmann equation without an angular cutoff (see [26, 2] ). Notice that the operator in equation (1.5) is degenerate, and can be written as (1.4) with nonlinear σ and linear b by the change of variables.
On the other hand, let us consider the following stochastic nonlinear oscillators studied in [13, 32, 9] etc.:
H(z(t), u(t))dt, i = 2, · · · , d − 1, du i (t) = −[∂ z i H(z(t), u(t)) + γ i u i (t)]dt
where L 
The typical examples of potential functions V and U are V(z) = |z| The Hamiltonian H describes a chain of particles with nearest-neighbor interaction. We remark that the generator of stochastic equation (1.6) also takes the form (1.4) with constant σ and nonlinear b, which is a typical Hörmander's type operator if we assume U ′′ > 0 (cf. [12] ). In the present work, we are interested in the following problem: Under what degenerate conditions on σ and b appearing in (1.4), we can prove a similar theorem for integro-differential operator L (α) σ,b as in Hörmander's theorem. The purpose of this paper is to give partial results under Hörmander's type conditions.
Main results.
Let B 1 (x) := σ(x) and for j ∈ N, define
(1.7)
Our first result is the following existence of the heat kernel to L (α)
σ,b and the L 1 -continuity of the heat kernel with respect to the first variable.
with bounded partial derivatives of first order. Assume that for each x ∈ R d and some n = n(x) ∈ N, 
and set A 0 := {A 1 , · · · , A d } and
Compared with (1.3) , in the definition of A j , all the Lie bracket is taken only with the drift vector field A 0 .
About the smoothness of ρ t (x, y), we have the following partial result.
Theorem 1.3.
Assume that σ(x) = σ is constant, b has bounded partial derivatives of all orders and for some j 0 ∈ N,
Then there exists a probability density function 11) and such that
with lim t↓0 ρ(t, x, y) = δ y (x) in the distributional sense. [30] first established this result under (1.10) , and Kulik [18] also showed that (1.10) is necessary for the existence of smooth fundamental solutions (see also [34] for the related studies). In the nonlinear case, when j 0 = 2, this result was proven in [40] . Here an open question is the smoothness of ρ t (x, y) for the general non-constant σ(x). We will study this problem in a subsequent work [42] . 
Remark 1.4. In the linear case of b(x) = Bx, Priola and Zabczyk
It is well known that the generator of this SDE is given by L (α) σ,b . Our task is thus to show that X t (x) admits a L 1 -continuity density ρ t (x, y) under (1.8), and which is smooth under (1.10) when σ(x) = σ is constant. Let (W t ) t 0 be a d-dimensional standard Brownian motion and (S t ) t 0 an independent α/2-stable subordinator. Then (W S t ) t 0 (also called subordinated Brownian motion) is a rotationally invariant α-stable process, and we shall assume
As in [21, 39, 40] , by taking regular conditional probability with respect to S · , the solution X t (x) can be regarded as a Brownian functional so that we can use the classical Malliavin calculus to study the density of X t (x).
Let us now recall some well known results about the smooth density for SDEs with jumps. In [7] , Bismut first introduced the analogue of the Malliavin calculus for SDEs with jumps by the perturbation of jump sizes and using Girsanov's transformation. In [5] , Bichteler, Gravereaux and Jacod systematically studied the smooth density for SDEs driven by nondegenerate jump noises. In [29] , Picard used the difference operator to give another criterion for the smoothness of the distribution density of Poisson functionals, and also applied it to SDEs driven by pure jump Lévy processes. By combining the classical Malliavin calculus and Picard's difference operator argument, Ishikawa and Kunita in [15] obtained a new criterion for the smooth density of Wiener-Poisson functionals. In [21] , Kusuoka developed the Malliavin calculus for subordinated Brownian functionals as mentioned above. The advantage of this method lies in the fact that it is not necessary to develop a new Malliavin calculus for jump processes (see [37, 39, 40, 41] for more applications). It is noticed that in all these results, the jump noises of SDEs are assumed to be nondegenerate. On the other hand, Cass in [10] established a Hörmander's type theorem for SDEs with jumps by proving a Norris' type lemma for discontinuous semimartingales, but the Brownian diffusion term can not disappear. In the pure jump degenerate case, by using a Komatsu-Takeuchi's estimate proven in [17] for discontinuous semimartingales, Takeuchi [35] and Kunita [19, 20] also obtained similar Hörmander's theorems. Unfortunately, the estimate in [17] seems incomplete, and which will be discussed below.
As usual, in the proof of Theorem 1.1, we only need to check the invertibility of the Malliavin covariance matrix Σ t (x) defined by (2.9) below. To obtain the L 1 -continuity of the density, we shall use a criterion proved by Bogachev [8, Corollary 9.6 .12] about the convergence of a family of Wiener functionals with respect to the total variation distance (see also [24, 4, 12] ). While in the proof of Theorem 1.3, the main difficulty is to prove the L p -integrability of the inverse of Σ t (x), where the key point is to prove a Norris' type lemma for discontinuous semimartingales (cf. [10] ). In the continuous diffusion case, Komatsu-Takeuchi [16] used a new estimate for continuous semimartingales to give a simplified probabilistic proof for Hörmander's theorem. Later, in [17] , they also extended it to the case of discontinuous semimartingales so that they can prove a Hörmander's type theorem for the SDEs driven by general jump processes. However, it seems that there is a gap in their proofs. Here, we shall provide a slightly different and simplified proof for their estimate. In particular, the parameters appearing in the estimate are explicitly computed, which is crucial for our proof. As in [10] , the difference with [17] is that the jump size of the discontinuous part has to be small.
Layout and Notations.
This paper is organised as follows: In Section 2, we give some preliminaries about the Malliavin calculus and some necessary lemmas for later use. In particular, the Malliavin covariance matrix is calculated. In Section 3, we prove Theorem 1.1. In Section 4, we prove a Komatsu-Takeuchi's estimate for discontinuous semimartingales by using different calculations. In Section 5, Theorem 1.3 will be proven.
Before concluding this introduction, we collect some notations and make some conventions for later use.
• Write R + = (0, ∞) and
• The inner product in Euclidean space is denoted by x, y or x · y.
The Schwardz space of rapidly decreasing smooth functions.
The space of all smooth bounded functions with bounded partial derivatives of all orders.
• ∇ = (∂ 1 , · · · , ∂ d ) denotes the gradient operator, and D the Malliavin derivative operator.
• For a smooth function f :
• The asterisk * denotes the transpose of a matrix or a column vector, or the dual operator.
• The capital letter C (resp. the small letter c) with or without index will denote an unimportant constant with values in [1, ∞) (resp. (0, 1)).
Preliminaries
We first introduce the canonical space of a subordinated Brownian motion W S t . Let (W, H, µ W ) be the classical Wiener space, i.e., W is the space of all continuous functions from R + to R d with vanishing values at starting point 0, H ⊂ W is the Cameron-Martin space consisting of all absolutely continuous functions with square integrable derivatives, µ W is the Wiener measure so that the coordinate process W t (w) := w t is a d-dimensional standard Brownian motion. Let S be the space of all càdlàg increasing functions from R + to R + with ℓ 0 = 0. Suppose that S is endowed with the Skorohod metric and a probability measure µ S so that the coordinate process
is a pure jump subordinator with Lévy measure ν S satisfying
Consider now the following product probability space
Conditional Malliavin calculus on Ω.
Let us now recall some basic notions and facts about the Malliavin calculus (cf. [28] ). Let U be a real separable Hilbert space. Let C (W; U) be the class of all U-valued smooth cylindrical functionals on W with the form:
where
The Malliavin derivative of F is defined by
By an iteration argument, for any k ∈ N, the higher order Malliavin derivative
. For every p 1 and k ∈ N, we introduce a norm on C (W; U) by
is defined as the closure of C (W; U) with respect to the above norm. The dual operator D * of D (also called divergence operator) is defined by relation
The following Meyer's inequality holds (cf. [28, p.75, Proposition 1.5.4]). For any p > 1 and
and define
and
Below we simply write
The following criterion about the L 1 -continuity of the densities of a random field can be found in [8, Corollary 9.6.12] (see also [24, 4, 12] 
Proof. First of all, by (H2) and Fubini's theorem, for µ S -almost all ℓ ∈ S, Σ X ℓ λ (w) is invertible for µ W -almost all w. Thus, by (H1) and Bouleau-Hirsch's criterion [28, p.92, Theorem 2.1.1], the law of X ℓ λ is absolutely continuous with respect to the Lebesgue measure, and so does X λ . 6 The density is denoted by ρ λ (x). Let λ n → λ. By (H1) and Bogachev's criterion [8, Corollary 9.6.12] (see also [24, Corollary 2.2]), we obtain that for µ S -almost all ℓ ∈ S,
which, by the dominated convergence theorem, implies that
The desired continuity follows by noticing
and (2.20).
The following theorem about the criterion that a random vector admits a smooth density in the Malliavin calculus can be found in [28, p.100-103].
Theorem 2.2. Assume that F
and H α (F, G) are recursively defined by
As a consequence, for any p 1, there exist p 1 , p 2 , p 3 > 1 and n 1 , n 2 ∈ N such that
In particular, the law of F possesses an infinitely differentiable density ρ ∈ S(R d ).
Malliavin covariance matrix.
Consider the following SDE driven by subordinated Brownian motion W S t :
where b :
with bounded partial derivatives of first order. It is well known that {X t (x), t 0, x ∈ R d } forms a C 1 -stochastic flow (cf. [31] ). For 0 r < t, let J r,t (x) solve the following linear matrix-valued SDE:
(2.8)
Here and below, t r always means (r,t] . We have the following explicit expression about the Malliavin covariance matrix of X t (x). Lemma 2.3. Let (Σ t (x)) i j be the Malliavin covariance matrix of X t (x) defined by (2.4) . We have
Proof By definitions (2.3) and (2.4), it suffices to prove that
H . For any h ∈ H, it is by now standard to prove that
By the formula of constant variations or Fubini's theorem, we have
Let {h n , n ∈ N} be an orthonormal basis of H. We have
where for a vector x ∈ R d , x ⊗ x := (x i x j ) i j . From this, we then obtain (2.12) by noticing that (cf. [41, Lemma 4.4])
The proof is complete.
2.3. Three useful lemmas. In the remainder of this paper, we make the following assumption on ν S : For some α ∈ (0, 2),
We use the following filtration: 
and , du) be the Poisson random measure associated with S t , i.e.,
(2.14)
LetÑ S (dt, du) be the compensated Poisson random measure of N S (dt, du), i.e.,
By Lévy-Itô's decomposition (cf. [33] ), we can write 
On the other hand, since for any κ ∈ (0, 1) and x − log k,
κx,
, we have
Substituting this into (2.17) and using (AS α ), we obtain the desired estimate.
Lemma 2.5. Under (AS
Proof. First of all, by (AS α ), there exists a constant C 1 such that for all ε ∈ (0, 1),
For any ε ∈ (0, 1), letting m := [log 2 (1/ε)] + 1, we have
which implies that for some C 1,
By (2.1) and the change of variables, we have
Lemma 2.6. Under (AS α ), we have
Proof. Define a stopping time τ := inf{t > 0 : S t > 0} = inf{t > 0 : ∆S t > 0}. As in the proof of [40, Lemma 2.1], it suffices to prove that
Let N S (ds, du) be defined by (2.14). For any ε ∈ (0, 1), we have
which, together with (AS α ) and letting ε → 0, implies that
3. Proof of Theorem 1.1
In order to prove Theorem 1.1, it suffices to check the conditions of Theorem 2.1, and (1.9) follows by Itô's formula. First of all, we have Lemma 3.1. Assume that b, σ ∈ C ∞ has bounded partial derivatives of first order. For each ℓ ∈ S, p 2 and all (t, x) ∈ (0, ∞) × R d , we have
Moreover, for fixed t > 0 and x ∈ R d , there exists a µ S -null set S 0 such that for all ℓ S 0 ,
In particular, (H1) of Theorem 2.1 holds.
Proof. First of all, by equations (2.12) and (2.13), since b, σ ∈ C 1 b , it is easy to prove that for any p 2 and
which gives (3.1). Let us prove (3.2). For fixed x, y ∈ R d , set
y). By equation (2.13), we have
Let {h n , n ∈ N} be an orthonormal basis of H. Since
by Burkholder's inequality (cf. [21] 
where C only depends on p, and I t (x, y) denotes the remaining terms. By Gronwall's inequality, we derive that
On the other hand, we similarly have
Combining the above estimates and noticing that for fixed t and µ S -almost all ℓ, s → ℓ s is continuous at t, we thus obtain the desired continuity (3.2).
The remaining task is to verify (H2) of Theorem 2.1 under (1.8), i.e., to prove the invertibility of the Malliavin covariance matrix Σ t (x) given in (2.9).
Let N(dt, dz) be the Poisson random measure associate to L t = W S t , i.e.,
The compensated Poisson random measure of N(dt, dz) is defined bỹ
Choose δ > 0 being small and fixed so that 2δ ∇σ ∞ 1. Notice that for almost all ω, the path t →L δ t (ω) has this property. Let X t solve the following SDE:
and J r,t solve the following linear matrix-valued SDE:
By (3.5), it is easy to see that
(3.7)
By (3.6), we have for all t ∈ [λ, T ],
By (3.3), this is well defined and
We have Lemma 3.2. For each t ∈ [λ, T ], the matrix J λ,t is invertible and K λ,t := (J λ,t ) −1 solves
Moreover, for any p 2, we have
Proof. For simplicity of notations, we drop the superscript " ". By Itô's formula, we have
By the definition of Q(x, z), one sees that
Hence,
Estimate (3.10) is standard by (3.9) and Gronwall's inequality. The proof is complete.
be a matrix-valued smooth function. Let us first introduce two functions:
By Itô's product formula and Lemma 3.2, we have
Noticing that
where H V and G V are defined by (3.11) and (3.12), we obtain
which gives the desired result.
We have
Lemma 3.4. There exists a sequence of numbers
Proof. Since b and σ are linear growth, by using a standard stopping time technique, we may assume that σ, V and ∇V are bounded so that
By Doob's maximal inequality, we have
which tends to zero as ε ↓ 0 by (3.10) and (3.16) . We complete the proof by choosing a suitable sequence ε n ↓ 0.
By [31, p.68 , Theorem 23], we also have Lemma 3.5. For n ∈ N, let t k := (kT )/n ∨ λ. There exists a subsequence n m → ∞ such that
Now we are in a position to prove the following main result of this section. Proof. Below we drop the variable "x", and divide the proof into four steps.
(1) We first prove that t → J t,T has a càdlàg modification on [0, T ).
(3.17)
Let τ 0 := 0 and define a sequence of stopping times by
Recalling equation (2.8) and by (3.5) 
is invertible for any t ∈ [τ n , τ n+1 ), 15 and the inverse K τ n ,t := J −1
In particular,
Since for each t ∈ [τ n , τ n+1 ), by the uniqueness of solutions to equation (3.18) ,
s., which together with (3.19) gives (3.17) .
(2) In order to prove the invertibility of Σ T , by (2.9) we only need to prove that
If we set I := {t : ∆S t > 0}, then it suffices to prove that
which, by Lemma 2.6, (3.17) and the right continuity of t → X t , is equivalent to
Furthermore, by (3.7) and taking regular conditional probability with respect to the large jump L δ · , it is enough to prove that for each càdlàg satisfying (3.6),
Let λ be defined by (3.8) . By Lemma 3.2, we have for all t ∈ [λ, T ],
Thus, it reduces to prove 3 ). We want to prove that for each ω ∈Ω,
If this is proven, then by Lemmas 3.3, 3.4 and 3.5, we immediately obtain (3.20). 16 Below, for simplicity of notations, we drop "ω". Now suppose that
We shall use the induction to prove that for any n ∈ N,
If this is proven, then by letting t ↓ λ, we obtain uB n (X λ ) = 0, ∀n ∈ N, which implies u = 0 by (1.8), and so (3.21).
(4) Suppose now that (3.22) holds for some n ∈ N. In view of ω ∈ Ω 
From this, we have uB n (X λ ) = 0 
which implies that for any ε ∈ (0, δ),
On the other hand, since ν L is symmetric, by (3.14) and (3.12), we have for any t ∈ [λ, T ),
and in view of ω ∈ Ω B n 2 , by Lemma 3.4,
Thus, we obtain that for any t ∈ [λ, T ),
= 0, which together with (3.23) yields
By the right continuities of s → K λ,s , X s , we obtain (3.22). The proof is complete.
Komatsu-Takeuchi's estimate for discontinuous semimartingales
In this section we shall prove a version of Komatsu-Takeuchi's estimate (cf. [16, 17] 
LetÑ(ds, dz) := N(ds, dz) − dsν(dz) be the compensated Poisson random measure. Let S m be the class of m-dimensional semimartingales with the following form: 
Here and below, we use the following convention: If an index appears twice in a product, then it will be summed automatically. For example,
For κ 1, let S κ m be the subclass of S m with
We first prepare the following easy result about the exponential supermartingales. Hence, t → E t (X) is a positive local martingale (and also a supermartingale), which then implies (4.2). As for (4.3), it follows by |e x − x − 1| 2x 2 , ∀|x| 1, and a direct calculation.
We are now in a position to prove the following Komatsu-Takeuchi's estimate. provided t t 0 and δ δ 1 for some δ 1 small enough. Therefore, combining (5.14)-(5.16), we obtain that for all t ∈ (0, t 0 ) and δ ∈ (0, δ 1 ), where γ is the same as in (5.13) .
Proof. WriteΣ
