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© 2012 Elsevier Inc. All rights reserved.
1. Introduction
We study the quasiperiodically forced circle homeomorphisms, which are isotopic to the identity
of the form
(ω, f ) : Tm ×T→ Tm ×T,
(ϕ, θ) → (ϕ +ω,θ + f (ϕ, θ)), (1)
where Tm =Rm/2πZm , the ﬁbre maps fϕ(·) := · + f (ϕ, ·) are all orientation preserving circle home-
omorphisms and ω = (ω1, . . . ,ωm) with (1,ω1, . . . ,ωm) being rational independent. We denote the
set of these homeomorphisms by F . If f is analytic, we call (ω, f ) a Cω-qpf circle diffeomorphism,
denoted by Fω the set of these diffeomorphisms.
Skew-products transformations like these occur in various situations in physics and have been
extensively studied as a source of examples of interesting dynamics. For instance, the Harper map,
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model of quasiperiodic crystals [8]. The qpf Arnold circle map is another example that can be taken
as a model of oscillators forced with two or more incommensurate frequencies [5].
In the one-dimensional case (i.e., m = 0), namely, the unforced circle map, there are fruitful re-
sults, one of which is an elegant classiﬁcation theorem, the Poincaré classiﬁcation theorem. It asserts
that the circle map f has a periodic orbit of period q if and only if the rotation number is rational
ρ = pq [1].
It is natural to generalize this result to higher dimensions, that is to homeomorphisms of the
torus Tn . However, even when n = 2, the problem is much more complicated, since there is no rota-
tion number. The corresponding concept is the rotation vector, yet in most cases, the rotation vectors
form a rotation set rather than a single vector, since they depend on the orbit. Thus, in this paper, we
focus on the quasiperiodically forced circle diffeomorphisms, for which the ﬁbred rotation number is
well deﬁned [10].
In the topological aspect, due to the aperiodicity of the forcing rotation, there is no ﬁxed or pe-
riodic points for homeomorphisms (1). The appropriate analogue concept is the invariant graph or
p,q-invariant graph [12]. However, an invariant graph does not necessarily have any topological struc-
ture. So, Jäger and Stark [12] generalized this concept to invariant strip and for m = 1, they gave a
Poincaré-like classiﬁcation of the qpf circle homeomorphisms:
• If (ω, f − id) is ρ-bounded, then either there exists a p,q-invariant strip and (ω,ρ f (ω, f −
id)) is rationally dependent or (ω, f − id) is semi-conjugate to the irrational torus translation
(ω,ρ f (ω, f − id)).
• If (ω, f − id) is ρ-unbounded, then neither of these alternatives can occur and the map is always
topologically transitive.
Recently, Huang and Yi [11] gave an elaborate discussion of the dynamical and topological behaviors
of minimal sets in almost periodically forced circle ﬂow, which is more general than quasiperiodically
forced circle ﬂow.
However, there is few other information for qpf circle homeomorphisms, such as the regularity
about the invariant bounding graphs of the invariant strip, even in the analytic category. Numerical
experiments show that it is possible to have ρ-bounded qpf -circle homeomorphism with rational
rotation numbers, but no continuous invariant graph [7]. Yet, we know little about the regularity of
the invariant bounding graph in stronger conditions, for instance (ω, f ) ∈Fω .
In the analytic aspect, Herman [9] proved that if the base frequency ω is Diophantine and the
ﬁbred rotation number ρ is Diophantine with respect to ω, then the system (ω,ρ+ f ) is linearizable,
provided f is analytically small. Recently, Krikorian et al. [13] generalized this result, proving that if
the base frequency α ∈R\Q is not super-Liouvillean and the ﬁbred rotation number ρ is Diophantine
with respect to α, then the system (α,ρ + f ) is C∞ linearizable for f analytically small. Notice that,
all of the above results requires that the ﬁbred rotation number is Diophantine with respect to the
base frequency.
So far, little is known when the ﬁbred rotation number is rational with respect to the base
frequency in the analytic case. If the diffeomorphism comes from the projective action of the
analytic quasiperiodic SL(2,R) cocycle, it does have an invariant torus in the local region, since
Eliasson [6] proved that if the SL(2,R) cocycle is close to constant, the base frequency ω is Dio-
phantine, the ﬁbred rotation number is Diophantine or rational with respect to ω, then it is re-
ducible. This result motivated us to consider the existence of invariant torus for general Cω-qpf
circle diffeomorphisms, when (ω,ρ f ) is rational dependent. In this paper, we are concerned with
the Cω-qpf circle diffeomorphisms (ω, 〈 pq ,ω〉 + ε f ) which is close to constant one (ω, 〈 pq ,ω〉). We
prove that if ω is Diophantine and the ﬁbred rotation number remains constant in a neighbor-
hood of ε = 0, then for suﬃciently small ε, the map has at least one invariant torus of the form
θ = u(ϕ).
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nience.
Deﬁnition 1.1 (q-invariant torus). (See [12].) Let F = (ω, f ) ∈F , q ∈N. A q-invariant torus is a contin-
uous function u : Tm → Tq∗ , via ϕ → (u1(ϕ), . . . ,uq(ϕ)), with
Π2 ◦ F
({(
ϕ,u1(ϕ)
)
, . . . ,
(
ϕ,uq(ϕ)
)})= {(ϕ +ω,u1(ϕ +ω)), . . . , (ϕ +ω,uq(ϕ +ω))} (2)
for ϕ ∈ Tm , such that u cannot be decomposed into disjoint subtori u1, . . . ,uk , which also satisfy (2).
If u ∈ Cr(Tm,Tq∗) (1  r ∞,ω), we call it a Cr q-invariant torus. For q = 1, u is called a simple
invariant torus or an invariant torus for simplicity.
Now we are in the position to state the main theorem:
Theorem 1.1. Let γ > 0, τ > m − 1  0, r > 0, t > 0. We assume that ω ∈ DC(γ , τ ) and f ∈ Cωr,t(Tm ×
T,R).1 If there is ε1 > 0, such that the ﬁbred rotation number of the qpf circle diffeomorphism (ω,ε f )
equals to 0 for 0  ε < ε1 (or −ε1 < ε  0), then there exists ε0 = ε0( f , γ , τ , t, r) > 0, so that if
0 ε <min{ε0, ε1} (resp. −min{ε0, ε1} < ε  0), then the map (ω,ε f ) has a Cω invariant torus.
Remark 1.1. For general perturbations, the resonant torus of the unperturbed system will be break into
at least two invariant tori. However, we cannot expect more than one if no other limitation is added
on the perturbation except smoothness and smallness. The other invariant tori may be destructed
by perturbation. Moreover, the behavior of the survived invariant torus cannot be predicted, since it
depends on the perturbation. For instance, if consider the following diffeomorphism{
θ1 = θ + ε(cos θ + 1),
ϕ1 = ϕ +ω,
there is only one ﬁxed point for the ﬁbred map, which with the base rotation is the only invariant
torus.
Remark 1.2. It can be seen from the proof, the smallness of ε depends on the perturbation f and we
have to reduce ε to assure the existence of roots of g(θ) as in (3). Thus, the requirement that for all
the perturbed maps the ﬁbred rotation number is zero2 cannot be get rid of technically. We do not
know whether it is essential yet. However, this hypothesis is not very restrictive from the following
point of view: Lerman [14] proved that for the map{
θ1 = θ + ε f (ϕ, θ),
ϕ1 = ϕ +ω,
if [ f (ϕ, θ)]ϕ has a simple zero θ∗ , then it has an isolated invariant torus in the O (|ε| 12 )-neighborhood
of the unperturbed torus {θ = θ∗}, provided ε is small enough. Hence, the ﬁbred rotation number is
zero for any ε small enough.
Corollary 1.1. Let γ > 0, τ >m − 1 0, r > 0, t > 0. Assume that ω ∈ DC(γ , τ ) and f ∈ Cωr,t(Tm × T,R).
If there is ε1 > 0, such that the ﬁbred rotation number of the qpf circle diffeomorphism (ω, 〈 pq ,ω〉 + ε f )
equals to 〈 pq ,ω〉 for 0  ε < ε1 (or −ε1 < ε  0), then there exists ε0 = ε0( f , γ , τ , t, r) > 0, such that if
1 See Section 2.1 for the deﬁnition of this notation.
2 Mode-locking [2] is included in our content.
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torus.
Remark 1.3. The q-invariant torus we ﬁnd is among one case of Huang and Yi’s classiﬁcation of the
minimal sets in almost periodically forced circle ﬂow [11]. It is obvious that the map we consid-
ered admits mean-motion (i.e., it is ρ-bounded) and the q-invariant torus is a strict q-1 extension
of Tm .
We just point out that the method in dealing with the projective action of the quasiperiodic
SL(2,R) cocycle used in [6] cannot be simply performed to general qpf circle diffeomorphisms, since
the approach strongly depend on the linear structure. In this paper, we mainly use the KAM iteration
introduced in [17] to obtain the main result. We shall show that after some conjugations, the problem
can be reduced to the existence of invariant torus for the following map:
{
θ1 = θ + εg(θ)+ ε2 f (ϕ, θ, ε),
ϕ1 = ϕ +ω.
(3)
As mentioned above, Lerman [14] proved the existence of an invariant torus for (3) provided that
g(θ) has a simple zero θ∗ and ε is small enough. However, the zero point of g(θ) may be degenerate.
Recently, Xu and Jiang [15] considered the reducibility of a class of nonlinear quasiperiodic differential
equations with degenerate equilibrium point under small perturbation, i.e.,
x˙ = x2d+1 + h(x,ωt)+ f (x,ωt),
where ω is Diophantine, h = O (x2d+2) (x → 0) is a higher order term and f is a small perturbation
term. They proved that it is reducible and thus obtained a quasiperiodic solution (invariant torus in
our context) near the equilibrium point x = 0. The corresponding Poincaré map of this equation is
one case we may encounter, i.e., the case when g(θ) has a zero of odd order.
The most challenging diﬃculty is what happens when the order of the zero points of g(θ) are
all even, i.e., g(θ) dose not cross the zero axis. This may actually arise even if (ω, f ) is determined
by the projective action of a quasiperiodic SL(2,R) cocycle. In this situation, the invariant torus may
be eliminated by some special perturbations, for example f (ϕ, θ, ε) ≡ 1, if no further assumption
is granted. Here, the assumption that the ﬁbred rotation number is 0 for all ε suﬃciently small
(phase-locking) assures that there must exist at least one interval on which g(θ) cannot be totally
lifted up the zero axis, we shall prove that one of the unperturbed invariant torus could not be
removed. However, there may be only one invariant torus surviving under the perturbation in this
case.
I would also like to mention that in a different setting, Cheng [3,4] considered the perturbation
of the resonant tori in Hamiltonian systems with n degrees of freedom. In [3], with some convexity
and Diophantine conditions, he obtained that at least one (n − 1)-dimensional torus survives the
perturbation. As far as the author knows, it is the ﬁrst result concerning the resonant result without
presenting any other restricting on the perturbation besides smallness and analyticity. Later, Cheng [4]
improved his result to at least two (n − 1)-dimensional tori surviving, but with some restrictions on
the action variable.
Outline of the paper. We will construct two types of iteration schemes according to whether the
zero points are removed out or not at the iterative step to prove the main theorem. In Section 2,
we give some notations and preliminaries including Diophantine condition and the ﬁbred rotation
number. In Section 3, we use KAM iteration to prove the main theorem in three different cases. In
Section 4, we prove some basic lemmas and properties that have been used in Section 3 for com-
pleteness.
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2.1. Notations
In the following, let
r,t
(
Tm ×T)= {(ϕ, θ) ∈Cm/2πZm ×C/2πZ: |Imϕ| < r, |Im θ | < t},
D(r, s) = {(ϕ, θ) ∈Cm/2πZm ×C: |Imϕ| < r, |θ | s},
Tmr =
{
ϕ ∈Cm/2πZm: |Imϕ| < r}, Iε0 = [−ε0, ε0],
T
q∗ =
{(
θ1, . . . , θq
)
: θ j ∈ T1, θ i = θ j if i = j},
where Imϕ , Im θ are the imaginary part of ϕ and θ respectively. For a bounded real analytic function
f : Tm ×T→R deﬁned on r,t , let
∥∥ f (ϕ, θ)∥∥r,t = sup
(ϕ,θ)∈r,t
∣∣ f (ϕ, θ)∣∣,
and denote by Cωr,t(T
m×T,R) the set of all these bounded analytic functions. And we denote Cω(Tm×
T,R) all the analytic functions for t, r > 0, i.e., Cω(Tm ×T,R) =⋃r>0,t>0 Cωr,t(Tm ×T,R). If f (ϕ, θ) ∈
Cω(Tm ×T,R), we denote f̂k(θ) =
∫
Tm
f (ϕ, θ)e−i〈k,ϕ〉 dϕ and [ f (ϕ, θ)]ϕ =
∫
Tm
f (ϕ, θ)dϕ . If f (ϕ, θ, ε)
is real analytic on r,t × Iε0 , it can be expanded as a Taylor series in ε:
f (ϕ, θ, ε) =
∞∑
l=0
fl(ϕ, θ)ε
l
for |ε| ε0. We deﬁne the truncation operator ΓK by
ΓK f (ϕ, θ, ε) =
K−1∑
l=0
fl(ϕ, θ)ε
l,
and the projection operator RK by
RK f (ϕ, θ, ε) =
∑
lK
fl(ϕ, θ)ε
l.
Deﬁne a norm by
∣∣∣∣∣∣ f (ϕ, θ, ε)∣∣∣∣∣∣r,t,ε0 = sup|ε|ε0
∞∑
l=0
∥∥ fl(ϕ, θ)∥∥r,tεl.
We denote f ∈ Cω(r,t × Iε0 ,R) if f (ϕ, θ, ε) is real analytic on r,t × Iε0 and ||| f (ϕ, θ, ε)|||r,t,ε0 < ∞.
Then the coeﬃcients are denoted by fkl(θ) =
∫
Tm
∂l f
l (ϕ, θ,0)e
−i〈k,ϕ〉 dϕ .
∂ε
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For x ∈R, we use the notation
‖x‖ = inf
k∈Z
|x− k|.
We say that ω = (ω1, . . . ,ωm) ∈ Rm is a Diophantine vector if for every k = (k1, . . . ,km) ∈ Zm \ {0},
we have ∥∥〈k,ω〉∥∥ γ|k|τ ,
where |k| = |k1| + · · · + |km|, γ > 0, τ >m− 1 and we denote this set by DC(γ , τ ).
Let ω ∈ Rm , ρ ∈ T. We say that ρ is Diophantine with respect to ω, if there exist γ > 0, τ >m,
such that ∥∥〈k,ω〉 + lρ∥∥ γ
(|k| + |l|)τ , for 0 = (k, l) ∈ Z
m+1,
denoted by DCω(γ , τ ).
2.3. The ﬁbred rotation number
Suppose (ω, f − id) is a qpf circle homeomorphism. Given any lift of (ω, f − id),
(ω, F ) : Tm ×R→ Tm ×R,
(ϕ, θ) → (ϕ +ω, Fϕ(θ))
and n ∈N, let
Fnϕ := Fϕ+(n−1)ω ◦ · · · ◦ Fϕ.
Then the limit
ρ(F ) = lim
n→∞
Fnϕ(θ)− θ
n
(4)
exists and does not depend on (ϕ, θ) ∈ Tm ×R. Furthermore, the convergence in (4) is uniform [10].
Then we call ρ( f ) = ρ(F ) mod 1 the ﬁbred rotation number of (ω, f − id), and we denote it by
ρ f (ω, f − id).
3. Proof of Theorem 1.1 and Corollary 1.1
We consider the quasiperiodically forced circle diffeomorphism F :{
θ1 = θ + ε f (ϕ, θ),
ϕ1 = ϕ +ω (5)
where θ ∈ T1,ϕ ∈ Tm , ω ∈ DC(γ , τ ), f (ϕ, θ) ∈ Cω(Tm × T), ‖ f ‖r,t  1, ε is seen as a parameter and
we take ε  0 for convenience. Moreover, the ﬁbred rotation number of this system is 0 for 0 ε < ε1.
The purpose of this paper is to ﬁnd an invariant torus of (5) for ε small enough.
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ish. And then the system shall be reduced to
{
θ1 = θ + εK g(θ)+ εK+1 f (ϕ, θ, ε),
ϕ1 = ϕ +ω,
where g(θ) ∈ Cωr
2
(T,R) and f (ϕ, θ, ε) ∈ Cω( r
2 ,
t
2
× Iε0 ,R) for ε0 small enough and ﬁxed. Then due
to the assumption that the ﬁbred rotation number remains 0 for 0  ε < ε1, we can minish ε to
guarantee the existence of zero point of g(θ). According to the parity of the order of zero, we will
construct two types of iteration schemes afterwards.
3.1. Eliminate the non-resonant terms
Let r, t, γ > 0, τ >m− 1, 0< σ0 < t4 , 0< δ0 < r4 , ω ∈ DC(γ , τ ) and 0< ε0 < (
σ0γ δ
m+τ
0
29(m+τ+2) )
2. Set
t0 = t, r0 = r,
σn = σ0
2n
, δn = δ0
2n
,
tn+1 = tn − σn, rn+1 = rn − δn.
Let
Ω(rn, tn, ε0) =
{
f (ϕ, θ, ε) ∈ Cω(rn,tn × Iε0): f (ϕ, θ, ε) =
∞∑
l=0
fl(ϕ, θ)ε
l for |ε| < ε0
}
.
Deﬁne for n 1,
A(rn, tn, ε0, γ , τ ,n) =
{
f (ϕ, θ, ε) ∈ Ω(rn, tn, ε0):
∥∥ fl(ϕ, θ)∥∥rn,tn < A(n,m, l, τ )
(
2m+τ+1
σ0γ δ
m+τ
0
)l+2n−1}
,
and
B(rn, tn, ε0, γ , τ ,n) =
{
f (ϕ, θ, ε) ∈ Ω(rn, tn, ε0):
∥∥ fl(ϕ, θ)∥∥rn,tn < B(n,m, l, τ )
(
2m+τ+1
σ0γ δ
m+τ
0
)l+2n−1}
,
where
A(n,m, l, τ ) = (2m+τ+1)∑n−1j=0( 2l+2n2 j ( j+1)+∑ j−1i=0 i+12i 2 j) · 4∑n−1j=0 l+2n2 j ( j+1),
B(n,m, l, τ ) = 2
(n+1)(m+τ )
γ δm+τ0
A(n,m, l, τ ).
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3
2 )
n
0
provided ε0 < (
σ0γ δ
m+τ
0
29(m+τ+2) )
2.
3.1.1. KAM step
The following lemma gives one cycle of KAM iteration.
Lemma 3.1. Let r, t, γ > 0, τ > m − 1, and σn, δn, tn, rn are deﬁned as above. If f ∈ A(rn, tn, ε0, γ , τ ,n)
and ω ∈ DC(γ , τ ), then there exists h(ϕ, θ, ε) ∈ B(rn − δn2 , tn, ε0, γ , τ ,n) such that H(ϕ, θ, ε) = (ϕ, θ +
ε2
n
h(ϕ, θ, ε)) conjugates the map
{
θ1 = θ + ε2n f (ϕ, θ, ε),
ϕ1 = ϕ +ω
to
{
θ1 = θ + ε2n g(θ, ε)+ ε2n+1 f˜ (ϕ, θ, ε),
ϕ1 = ϕ +ω
(6)
where g(θ, ε) =∑2n−1l=0 [ fl(ϕ, θ)]ϕεl and f˜ ∈A(rn+1, tn+1, ε0, γ , τ ,n+ 1).
Proof. Under the transformation θ = θ + ε2nh(ϕ, θ, ε), the ﬁbre map becomes
θ1 = θ + ε2nh(ϕ, θ, ε)− ε2nh(ϕ +ω,θ1, ε)+ ε2n f
(
ϕ, θ + ε2nh(ϕ, θ, ε), ε). (7)
The homological equation is
h(ϕ +ω,θ, ε)− h(ϕ, θ, ε) = Γ2n
(
f (ϕ, θ, ε)− [ f (ϕ, θ, ε)]
ϕ
)
.
Then
h(ϕ, θ, ε) =
∑
k =0
2n−1∑
l=0
fkl(θ)
ei〈k,ω〉 − 1ε
lei〈k,ϕ〉 :=
2n−1∑
l=0
hl(ϕ, θ)ε
l.
Since f ∈A(rn, tn, ε0, γ , τ ,n), we can obtain that
∥∥hl(ϕ, θ)∥∥rn− δn2 ,tn =
∥∥∥∥∑
k =0
fkl(θ)
ei〈k,ω〉 − 1e
i〈k,ϕ〉
∥∥∥∥
rn− δn2 ,tn

∑
k =0
|k|τ ‖ fl‖rn,tn
γ
e−|k|δn/2
<
‖ fl‖rn,tn
γ (δn/2)m+τ
= 2
(n+1)(m+τ )
γ δm+τ0
‖ fl‖rn,tn .
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∣∣∣∣∣∣ε2nh(ϕ, θ, ε)∣∣∣∣∣∣rn− δn2 ,tn,ε0 
2n−1∑
l=0
‖hl‖rn− δn2 ,tnε
2n+l
0
<
2n−1∑
l=0
(
ε0 · 28(m+τ+2)
σ0γ δ
m+τ
0
)2n+l
< 2
(
ε
1
2
0
)2n
<
σ0
2n+1
= σn
2
,
provided ε0 < (
σ0γ δ
m+τ
0
29(m+τ+2) )
2. Therefore,
∣∣Im(θ + ε2nh(ϕ, θ, ε))∣∣< tn, for (ϕ, θ) ∈ rn− δn2 ,tn− σn2 .
Suppose that
θ1 = θ + ε2n g(θ, ε)+ ε2n+1 f˜ (ϕ, θ, ε),
where g(θ, ε) =∑2n−1l=0 [ fl(ϕ, θ)]ϕεl . Substitute it to (7), we get
ε2
n+1
f˜ (ϕ, θ, ε) = ε2n
∞∑
l=2n
fl(ϕ, θ)ε
l + ε2n f (ϕ, θ + ε2nh(ϕ, θ, ε), ε)
− ε2n f (ϕ, θ, ε)+ ε2nh(ϕ +ω,θ, ε)
− ε2nh(ϕ +ω,θ + ε2n g(θ, ε)+ ε2n+1 f˜ (ϕ, θ, ε), ε).
That is
f˜ (ϕ, θ, ε) =
∞∑
l=0
fl+2n(ϕ, θ)εl +
∞∑
p=0
ε2
n·p
{
1
(p + 1)!
∂ p+1 f
∂θ
p+1 (ϕ, θ, ε)h
p+1(ϕ, θ, ε)
−
p+1∑
k=[ p2 ]+1
1
k!C
p+1−k
k
∂kh
∂θk
(ϕ +ω,θ, ε)g2k−p−1(ϕ, θ, ε) f˜ p+1−k(ϕ, θ, ε)
}
.
We suppose f˜ can be expanded as a Taylor series in ε formally
f˜ (ϕ, θ, ε) =
∞∑
l=0
f˜ l(ϕ, θ)ε
l.
Then comparing the coeﬃcients for 2n · p0  l < 2n · (p0 + 1) on both sides, we get
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p0∑
p=0
{
1
(p + 1)!
∑
l1+···+lp+2=l−2n·p
0l2,...,lp+2<2n
∂ p+1 fl1
∂θ p+1
hl2 · · ·hlp+2
−
p+1∑
k=[ p2 ]+1
C p+1−kk
k!
∑
l1+···+lk+1=l−2n·p
0l2,...,l2k−p<2n
∂khl1
∂θk
gl2 · · · gl2k−p f˜l2k−p+1 · · · f˜ lk+1
}
. (8)
In what follows, we will prove f˜ ∈A(rn+1, tn+1, ε0, γ , τ ,n+ 1) by induction of p0.
For p0 = 0, i.e., 0 l < 2n , we have
f˜ l(ϕ, θ) = fl+2n(ϕ, θ)+
∑
l1+l2=l
∂ fl1(ϕ, θ)
∂θ
hl2(ϕ, θ)−
∑
l1+l2=l
∂hl1(ϕ +ω,θ)
∂θ
gl2(ϕ, θ).
Then
‖ f˜ l‖rn+1,tn+1  ‖ fl+2n‖rn,tn +
∑
l1+l2=l
∥∥∥∥∂ fl1
∂θ
∥∥∥∥
rn+1,tn+1
‖hl2‖rn+1,tn+1 +
∑
l1+l2=l
∥∥∥∥∂hl1
∂θ
∥∥∥∥
rn+1,tn+1
‖gl2‖rn,tn
 A
(
n,m, l + 2n, τ )( 2m+τ+1
σ0γ δ
m+τ
0
)l+2n+2n−1
+ 2 · 2n A(n,m, l1, τ )B(n,m, l2, τ )2
n+1
σ0
(
2m+τ+1
σ0γ δ
m+τ
0
)l+2n+2n−2

(
1+ 2 · 2n(2m+τ+1)−n2)A(n,m, l + 2n, τ )( 2m+τ+1
σ0γ δ
m+τ
0
)l+2n+1−1
< A(n + 1,m, l, τ )
(
2m+τ+1
σ0γ δ
m+τ
0
)l+2n+1−1
.
When p0 = 1, i.e., 2n  l < 2 · 2n ,
f˜ l(ϕ, θ) = fl+2n +
∑
l1+l2=l
∂ fl1
∂θ
hl2 −
∑
l1+l2=l
∂hl1
∂θ
gl2 +
1
2!
∑
l1+l2+l3=l−2n
∂2 fl1
∂θ2
hl2hl3
−
∑
l1+l2=l−2n
∂hl1
∂θ
f˜ l2 −
1
2!
∑
l1+l2+l3=l−2n
∂2hl1
∂θ2
gl2 gl3
= fl+2n +
∑
l1+l2=l
∂ fl1
∂θ
hl2 −
∑
l1+l2=l
∂hl1
∂θ
gl2 +
1
2!
∑
l1+l2+l3=l−2n
∂2 fl1
∂θ2
hl2hl3
−
∑
l1+l2=l
∂hl1
∂θ
fl2 −
∑
l1+l2+l3=l−2n
∂hl1
∂θ
∂ fl2
∂θ
hl3 +
∑
l1+l2+l3=l−2n
∂hl1
∂θ
∂hl2
∂θ
gl3
− 1
2!
∑
l +l +l =l−2n
∂2hl1
∂θ2
gl2 gl3 .1 2 3
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‖ fl+2n‖rn,tn  A
(
n,m, l + 2n, τ )( 2m+τ+1
σ0γ δ
m+τ
0
)l+2n+1−1
,
∥∥∥∥∂ fl1
∂θ
hl2
∥∥∥∥
rn+1,tn+1
 A(n,m, l1, τ )A(n,m, l2, τ )
(
2m+τ+1
)n( 2m+τ+1
σ0γ δ
m+τ
0
)l+2n+1−1
 A
(
n,m, l + 2n, τ )(2m+τ+1)−n2( 2m+τ+1
σ0γ δ
m+τ
0
)l+2n+1−1
,
∥∥∥∥∂hl1
∂θ
gl2
∥∥∥∥
rn+1,tn+1
 A
(
n,m, l + 2n, τ )(2m+τ+1)−n2( 2m+τ+1
σ0γ δ
m+τ
0
)l+2n+1−1
,
∥∥∥∥∂2 fl1
∂θ2
hl2hl3
∥∥∥∥
rn+1,tn+1
 A(n,m, l1, τ )A(n,m, l2, τ )A(n,m, l3, τ )
(
2m+τ+1
)2n( 2m+τ+1
σ0γ δ
m+τ
0
)l+2n+1−1
 A
(
n,m, l + 2n, τ )(2m+τ+1)−2·(n2+n)(2m+τ+1)2n( 2m+τ+1
σ0γ δ
m+τ
0
)l+2n+1−1
= A(n,m, l + 2n, τ )(2m+τ+1)−2n2( 2m+τ+1
σ0γ δ
m+τ
0
)l+2n+1−1
,
∥∥∥∥∂hl1
∂θ
f˜ l2
∥∥∥∥
rn+1,tn+1
 A(n,m, l1, τ )A(n + 1,m, l2, τ )
(
2m+τ+1
)n( 2m+τ+1
σ0γ δ
m+τ
0
)l+2n+1−1
 A
(
n,m, l + 2n, τ )(2m+τ+1)−n2+ l2n−1 (n+1)4 l+2n2n (n+1)( 2m+τ+1
σ0γ δ
m+τ
0
)l+2n+1−1
,
∥∥∥∥∂2hl1
∂θ2
gl2 gl3
∥∥∥∥
rn+1,tn+1
 A
(
n,m, l + 2n, τ )(2m+τ+1)−2n2( 2m+τ+1
σ0γ δ
m+τ
0
)l+2n+1−1
.
Thus,
‖ f˜ l‖rn+1,tn+1 
{
1+ 2 · 2n(2m+τ+1)−n2 + 2 · 1
2!
(
2n
)2(
2m+τ+1
)−2n2
+ 2n(2m+τ+1)−n2+ l2n−1 (n+1)4 l+2n2n (n+1)}A(n,m, l + 2n, τ )( 2m+τ+1
σ0γ δ
m+τ
0
)l+2n+1−1
 A(n + 1,m, l, τ )
(
2m+τ+1
σ0γ δ
m+τ
0
)l+2n+1−1
.
Suppose that for 0 p0  N − 1 we have
‖ f˜ l‖rn+1,tn+1  A(n+ 1,m, l, τ )
(
2m+τ+1
σ0γ δ
m+τ
0
)l+2n+1−1
.
Then for p0 = N , i.e., 2n · N  l < 2n · (N + 1), by the relation (8) we have the following estimates:
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(
n,m, l + 2n, τ )( 2m+τ+1
σ0γ δ
m+τ
0
)l+2n+1−1
,
∥∥∥∥∂ p+1 fl1
∂θ p+1
hl2 · · ·hlp+2
∥∥∥∥
rn+1,tn+1
 A(n,m, l1, τ )A(n,m, l2, τ ) · · · A(n,m, lp+2, τ )
(
2m+τ+1
)(p+1)n( 2m+τ+1
σ0γ δ
m+τ
0
)l+2n+1−1
< A
(
n,m, l + 2n, τ )(2m+τ+1)−(p+1)(n2+n)(2m+τ+1)(p+1)n( 2m+τ+1
σ0γ δ
m+τ
0
)l+2n+1−1
= A(n,m, l + 2n, τ )(2m+τ+1)−(p+1)n2( 2m+τ+1
σ0γ δ
m+τ
0
)l+2n+1−1
for p  p0,∥∥∥∥∂k+1hl1
∂θk+1
gl2 · · · gl2k−p f˜l2k−p+1 · · · f˜ lk+1
∥∥∥∥
rn+1,tn+1
 A(n,m, l1, τ )A(n,m, l2, τ ) · · · A(n,m, l2k−p, τ )
· A(n+ 1,m, l2k−p+1, τ ) · · · A(n + 1,m, lk+1, τ )2(m+τ+1)kn
(
2m+τ+1
σ0γ δ
m+τ
0
)l+2n+1−1
 A
(
n,m, l + 2n, τ )(2m+τ+1)−n2k+2( l2n +1−k)(n+1)
· 4(
l2k−p+1+···+lk+1
2n
+2p+2−2k)(n+1)
(
2m+τ+1
σ0γ δ
m+τ
0
)l+2n+1−1
for [ p2 ] + 1 k p + 1. Thus,
‖ f˜l‖rn+1,tn+1 
{
1+
p0∑
p=0
1
(p + 1)!
(
2n
)p+1(
2m+τ+1
)−(p+1)n2
+
p+1∑
k=[ p2 ]+1
C p+1−kk
k! (p0 + 1− p)
p−k+1(2n)k(2m+τ+1)−n2k+2( l2n +1−k)(n+1)
· 4( l2n +p+2−2k)(n+1)
}
A
(
n,m, l + 2n, τ )( 2m+τ+1
σ0γ δ
m+τ
0
)l+2n+1−1
 A(n+ 1,m, l, τ )
(
2m+τ+1
σ0γ δ
m+τ
0
)l+2n+1−1
.
It can be calculated directly that f˜ ∈ Cω(rn+1,tn+1 × Iε0) and the above proof veriﬁed that f˜ ∈
A(rn+1, tn+1, ε0, γ , τ ,n+ 1). 
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Firstly, we shall illustrate that the map (5) can be conjugated to (ω,εg(θ(1)) +ε2 f˜ (ϕ, θ(1), ε))
with f˜ ∈A(r1, t1, ε0, γ , τ ,1), provided ε0 is small enough. Then we will distinguish two cases
• g(θ(1)) ≡ 0 for θ(1) ∈ T1: In this case, the map (10) becomes{
θ
(1)
1 = θ(1) + ε2 f1
(
ϕ, θ(1), ε
)
,
ϕ1 = ϕ +ω,
(9)
where f1(ϕ, θ(1), ε) ∈A(r1, t1, ε0, γ , τ ,1). Then we can apply Lemma 3.1 for n = 1.
• g(θ(1)) ≡ 0 for θ(1) ∈ T1: In this case, we will stop the operations in this section and turn to the
operations in the following sections, for which we shall also classify into two cases by the value
of g(θ(1)) on T1.
Considering the map (5), ε f (ϕ, θ) =∑∞l=0 fl(ϕ, θ)εl , where fl ≡ 0 except f1(ϕ, θ) = f (ϕ, θ). With-
out lose of generality, we assume that ‖ f (ϕ, θ)‖r,t  1. For this system, the same as in Lemma 3.1,
let θ = θ + εh(ϕ, θ), where h ∈ Cωr,t(Tm ×T,R). Then the homological equation on the ﬁbre is
h(ϕ +ω,θ)− h(ϕ, θ) = f (ϕ, θ)− [ f (ϕ, θ)]
ϕ
.
We get
h(ϕ, θ) =
∑
k =0
f̂k(θ)
ei〈k,ω〉 − 1e
i〈k,ϕ〉.
Suppose {
θ1 = θ + εg(θ)+ ε2 f˜ (ϕ, θ, ε),
ϕ1 = ϕ +ω,
(10)
where g(θ) = [ f (ϕ, θ)]ϕ . Then
ε f˜ (ϕ, θ, ε) = h(ϕ +ω,θ)− h(ϕ +ω,θ + εg(θ)+ ε2 f˜ (ϕ, θ, ε))
+ f (ϕ, θ + εh(ϕ, θ))− f (ϕ, θ).
That is,
f˜ (ϕ, θ, ε) =
∞∑
p=0
{
1
(p + 1)!
∂ p+1 f
∂θ
p+1 (ϕ, θ, ε)h
p+1(ϕ, θ)
−
p+1∑
k=[ p2 ]+1
1
k!C
p+1−k
k
∂kh
∂θk
(ϕ +ω,θ)g2k−p−1(θ) f˜ p+1−k(ϕ, θ, ε)
}
εp .
We suppose that
f˜ (ϕ, θ, ε) =
∞∑
f˜ l(ϕ, θ)ε
ll=0
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f˜ l = 1
(l + 1)!
∂ l+1 f
∂θ l
hl+1
−
l∑
p=0
p+1∑
k=[ p2 ]+1
1
k!C
p+1−k
k
∂kh
∂θk
g2k−p+1
∑
l1+···+lp+1−k=l−p
f˜l1 · · · f˜ lp+1−k .
Then
‖ f˜0‖r1,t1 =
∥∥∥∥∂ f
∂θ
h − ∂h
∂θ
g
∥∥∥∥
r1,t1
 2 · 2
m+τ+1
σ0γ δ
m+τ
0
< A(1,m,0, τ )
2m+τ+1
σ0γ δ
m+τ
0
.
And
‖ f˜1‖r1,t1 =
∥∥∥∥ 12! ∂2 f∂θ2 h2 − ∂h∂θ g − ∂h∂θ f˜0 − 12! ∂
2h
∂θ2
g2
∥∥∥∥
r1,t1
< A(1,m,1, τ )
(
2m+τ+1
σ0γ δ
m+τ
0
)2
.
We suppose that for 0  l  N , we have ‖ f˜ l‖r1,t1  A(1,m, l, τ )( 2
m+τ+1
σ0γ δ
m+τ
0
)l+1. Then for l = N + 1, the
following estimate holds
‖ f˜ N+1‖r1,t1 =
∥∥∥∥ 1(N + 2)! ∂N+2 f∂θN+1 hN+2
−
N+1∑
p=0
p+1∑
k=[ p2 ]+1
1
k!C
p+1−k
k
∂kh
∂θk
g2k−p+1
∑
l1+···+lp+1−k=l−p
f˜l1 · · · f˜ lp+1−k
∥∥∥∥
r1,t1
 A(1,m,N + 1, τ )
(
2m+τ+1
σ0γ δ
m+τ
0
)N+2
.
Then f˜ ∈A(r1, t1, ε0, γ , τ ,1). We ﬁnish the ﬁrst cycle.
By the above discussion, there are two cases for (5):
Case 1: for any n  0, gn(θ(n), ε) ≡ 0 for θ(n) ∈ T1 , and ε ∈ Iε0 ﬁxed. Then by Lemma 3.1, (5) can be
conjugated to Fn:
{
θ
(n)
1 = θ(n) + ε2
n
fn
(
ϕ, θ(n), ε
)
,
ϕ1 = ϕ +ω
by the transformation Hn−1(ϕ, θ(n), ε) = H0 ◦ H1 ◦ · · · ◦ Hn−1(ϕ, θ(n), ε), where ε−2νΠ2 ◦ (Hν − id) ∈
B(rν − δν2 , tν, ε0, γ , τ , ν) for 0  ν  n − 1, and fn(ϕ, θ(n), ε) ∈ A(rn, tn, ε0, γ , τ ,n). Then by direct
computation, we get that
J. Wang / J. Differential Equations 253 (2012) 1489–1543 1503∣∣∣∣∣∣Π2 ◦ (Hn−1 −Hn)∣∣∣∣∣∣rn,tn,ε0  2ε( 32 )n0 ,∣∣∣∣∣∣ε2n fn∣∣∣∣∣∣rn,tn,ε0 < ε( 32 )n0 .
Denote by H∞ the limit of the sequence Hn . Passing to the limit in F ◦Hn =Hn ◦ Fn , we get F ◦H∞ =
H∞ ◦ F∞ , where F∞ = id. That is to say F can be conjugated to identity by H∞ . Then for any θ∗ ∈ T1,
{θ ≡ θ∗} is an invariant torus of F∞ . By Lemma A.4, {θ = Π2 ◦H∞(ϕ, θ∗)} is an invariant torus of F
for every θ∗ ∈ T1.
Case 2: there exists n  0, such that gn(θ(n)∗ , ε) = 0 for some θ(n)∗ ∈ T1 , and ε ∈ Iε0 ﬁxed. Select n0 as the
smallest n such that gn(θ(n), ε) ≡ 0. By Lemma 3.1, (5) is conjugated to (6) with θ = θ(n0) , n = n0,
g = gn0 and f˜ = fn0+1. Since gn0(θ(n0), ε) =
∑2n0−1
l=0 (gn0)l(θ(n0))εl , then there exists 0  l  2n0 − 1
such that (gn0)l(θ
(n0)) ≡ 0. Denote l0 as the smallest l such that (gn0 )l(θ(n0)) ≡ 0. Then the map can
be rewritten as {
θ1 = θ + ε2n0+l0 g(θ)+ ε2n0+l0+1 f (ϕ, θ, ε),
ϕ1 = ϕ +ω,
(11)
where we denote θ(n0) by θ for simplicity, g(θ) = (gn0)l0 (θ) and f (ϕ, θ, ε) =
∑∞
l=0 fl(ϕ, θ)εl , with
fl(ϕ, θ) =
{
(gn0)l0+1+l(ϕ, θ) if l 2n0 − 2− l0,
( fn0+1)l0+1+l−2n0 (ϕ, θ) if l 2n0 − l0 − 1.
Then we will stop the operations in this section and turn to the following processing.
In what follows in this section, we will give the estimate of f (ϕ, θ, ε) in rn0+1,tn0+1 × Iε0 :
For 0 l 2n0 − 2− l0,
∥∥ fl(θ,ϕ)∥∥rn0+1,tn0+1 = ∥∥(gn0)l0+1+l∥∥rn0+1,tn0+1
 A(n0,m, l0 + l + 1, τ )
(
2m+τ+1
σ0γ δ
m+τ
0
)l0+1+l+2n0−1

(
2m+τ+1
)4(2l0+2l+2+2n0 )+2n0+244(l0+l+1+2n0 )( 2m+τ+1
σ0γ δ
m+τ
0
)l0+l+2n0
 2(m+τ+2)8
(
29(m+τ+2)
σ0γ δ
m+τ
0
)l0+l+2n0
.
And for l 2n0 − 1− l0, we have
∥∥ fl(θ,ϕ)∥∥rn0+1,tn0+1 = ∥∥( fn0+1)l0+1+l−2n0 (θ,ϕ)∥∥tn0+1,rn0+1
 A
(
n0 + 1,m, l0 + 1+ l − 2n0 , τ
)( 2m+τ+1
σ0γ δ
m+τ
0
)l0+1+l−2n0+2n0+1−1
 2(m+τ+2)8
(
29(m+τ+2)
σ0γ δ
m+τ
0
)l0+l+2n0
.
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∣∣∣∣∣∣ f (θ,ϕ, ε)∣∣∣∣∣∣rn0+1,tn0+1,ε0 
∞∑
l=0
∥∥ fl(θ,ϕ)∥∥tn0+1,rn0+1εl0
 2(m+τ+2)8
(
29(m+τ+2)
σ0γ δ
m+τ
0
)l0+2n0 ∞∑
l=0
(
29(m+τ+2)
σ0γ δ
m+τ
0
ε0
)l
 2(m+τ+2)8
(
29(m+τ+2)
σ0γ δ
m+τ
0
)l0+2n0
· 2
 C(n0,m, γ , τ ,σ0, δ0),
provided ε0 < (
σ0γ δ
m+τ
0
29(m+τ+2) )
2. Let
ε  ε0 <
1
2C(n0,m, γ , τ ,σ0, δ0)
.
Then g(θ) must have a zero point on T1. Otherwise, due to the compactness of T1, there exists ς > 0,
such that minθ∈T1 g(θ) ς (or maxθ∈T1 g(θ)−ς ). Taking
ε  ε0 <min
{
min{1, ς}
2C(n0,m, γ , τ ,σ0, δ0)
,
(
σ0γ δ
m+τ
0
29(m+τ+2)
)2}
(12)
then g(θ) ς > 2ε||| f (ϕ, θ, ε)|||rn0+1,tn0+1,ε0 . Namely, g(θ)+ε f (ϕ, θ, ε)
ς
2 (resp. g(θ)+ε f (ϕ, θ, ε)
− ς2 ) for every (ϕ, θ) ∈ Tm × T. This implies that the ﬁbred rotation number of (11) must be larger
(resp. smaller) than 0, which contradicts the assumption, since the ﬁbred rotation number does not
change under the transformations close to identity.
In this situation, without lose of generality, we consider the following type of maps
{
θ1 = θ + εg(θ)+ ε2 f (ϕ, θ, ε),
ϕ1 = ϕ +ω,
(13)
where g(θ) is real analytic in θ , f (ϕ, θ, ε) is a real analytic function in all variables, with
‖ f (ϕ, θ, ε)‖r,t,ε0  C(n0,m, γ , τ ,σ0, δ0), and the ﬁbred rotation number of this map is 0 for |ε| < ε1.
Moreover, for |ε| <min{ε1, ε0}, there exists θ∗ ∈ T1 such that g(θ∗) = 0. Since f (ϕ, θ, ε) is uniformly
bounded for |ε| <min{ε1, ε0}, we can assume that ||| f (ϕ, θ, ε)|||r,t,min{ε1,ε0}  1 for simplicity.
We now distinguish the map into two classes according to the order of the zero points of g(θ),
and turn to the steps in the next sections:
• g(θ) = 0 has a root of odd order;
• all roots of g(θ) = 0 are of even order.
3.2. Case 2.1: g(θ) = 0 has a root of odd order
We suppose the zero point of odd order is θ∗ with order 2d + 1 (d ∈N).
If d = 0, i.e. g(θ) has a simple zero θ∗ , then by the following theorem, there is an isolated invariant
torus for the map (13) in an O (
√|ε| )-neighborhood of the torus {θ = θ∗} for ε small enough.
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exists ε0 = ε0(γ , τ ,‖ f ‖) such that if |ε| < ε0 , then in an O (√|ε| )-neighborhood of the torus {θ = θ∗}, there
is an isolated invariant torus for the map (13).
For deﬁniteness, we assume ε is positive. If d  1, we ﬁrst expand g in θ − θ∗ for |θ − θ∗| sθ =
O (ε
1
2d+1 ), then
g(θ) = 1
(2d + 1)!
∂2d+1g(θ∗)
∂θ2d+1
(θ − θ∗)2d+1 + O
(
(θ − θ∗)2d+2
)
.
Denoting a = 1
(2d+1)!
∂2d+1g(θ∗)
∂θ2d+1 and θ
(0) = θ − θ∗ . After substituting this into (13), the ﬁbre map for
|θ(0)| sθ = O (ε 12d+1 ) becomes
θ
(0)
1 = θ(0) + εa
(
θ(0)
)2d+1 + ε f˜ (ϕ, θ(0), ε),
where f˜ (ϕ, θ(0), ε) is a real analytic function in all variables and ‖ f˜ ‖D(r,sθ ) = O (ε). Here and after-
wards, we denote ∥∥ f (ϕ, θ)∥∥D(r,s) = sup
(ϕ,θ)∈D(r,s)
∣∣ f (ϕ, θ)∣∣.
Thus we come to a map F :{
θ
(0)
1 = θ(0) + εa
(
θ(0)
)2d+1 + ε f˜ (ϕ, θ(0), ε),
ϕ1 = ϕ +ω,
(14)
where a is a non-zero constant that does not depend on ε and f˜ (ϕ, θ(0), ε) is a real analytic function
in all variables with ‖ f˜ ‖D(r,sθ ) = O (ε). We assume a = 2 and ‖ f˜ ‖D(r,sθ )  ε for simplicity.
Outline of the proof. The theorem in this situation will be proved by KAM iteration which involves
an inﬁnite sequence of coordinate transformations. As we will see, at each step of the KAM scheme,
a family of maps Fn {
θ
(n)
1 = θ(n) + εgn
(
θ(n)
)+ ε fn(ϕ, θ(n)),
ϕ1 = ϕ +ω,
deﬁned on the complex neighborhood D(rn, sθ,n) = {(ϕ, θ) ∈Cm/2πZm×C: |Imϕ| < rn, |θ | sθ,n} is
considered near an m-dimensional torus {θ(n) = 0}, where Imϕ is the imaginary part of ϕ , gn(θ(n)) =∑i∗n
l=1 a
(n)
l (θ
(n))l , 1  i∗n  2d + 1, |a(n)l | < 1 for 1  l < 2d + 1 and |a(n)2d+1| < 4 (if i∗n = 2d + 1) are all
constants, and the functions satisfy:
‖ fn‖D(rn,sθ,n)  ns2d+1n ,∣∣gn(θ(n))∣∣ c0s2d+1n α− 12d+1n , for ∣∣θ(n)∣∣ sθ,n,
s2d+1n < gn(s1,n) < 3s2d+1n , −3s2d+1n < gn(s2,n) < −s2d+1n
for some s1,n, s2,n satisfying −sθ,n/10  s2,n < 0 < s1,n  sθ,n/10. Here and afterwards, c0 = 3 ·
102d+1C , the constant C is deﬁned in Lemma A.3.
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1
2d+1 .
We will distinguish two cases according to the value of |a(n)1 |:
• If |a(n)1 sθ,n| is relatively large comparing to |
∑i∗n
l=2 a
(n)
l (θ
(n))l|, we will use ﬁxed point theorem to
prove the existence of invariant torus.
• If |a(n)1 sθ,n| is relatively small, we shall prove that there is a change of variables
Hn :
(
ϕ, θ(n+1)
) → (ϕ, θ(n))
deﬁned in a smaller domain Dn+1, such that H−1n ◦ Fn ◦ Hn = Fn+1:{
θ
(n+1)
1 = θ(n+1) + εgn+1
(
θ(n+1)
)+ ε fn+1(ϕ, θ(n+1)),
ϕ1 = ϕ +ω,
satisﬁes ‖ fn+1‖Dn+1  ‖ fn‖κDn , κ > 1.
In what follows, we will give one cycle of step precisely.
3.2.1. KAM step
Suppose we have come to the nth step with the above properties. For simplicity, we drop the sub-
script and the superscript, and the functions and variables without subscript and superscript denote
those of the nth step, while those with subscript + denote the functions and variables of the (n+1)th
step.
Throughout this section, we consider a family of maps F :{
θ1 = θ + εg(θ)+ ε f (ϕ, θ),
ϕ1 = ϕ +ω, (15)
deﬁned in D(r, sθ ) with g(θ) =∑i∗l=1 alθ l , 1 i∗  2d + 1.
We assume that g(θ), f (ϕ, θ) satisfy the following properties:
‖ f ‖D(r,sθ )  s2d+1, (16)
s2d+1
si
∗
θ
 α
1
4d+2 , (17)
si
∗+1
θ  C˜0s2d+1α
1
4d+2 , (18)∣∣g(θ)∣∣ c0s2d+1α− 12d+1 , for |θ | sθ , (19)
where C˜0 = 102d+2, c0 = 3 · 102d+1C , the constant C is deﬁned in Lemma A.3. Moreover, there are
s1, s2 with −sθ /10 s2 < 0< s1  sθ /10, such that
−3s2d+1 < g(s2) < −s2d+1, s2d+1 < g(s1) < 3s2d+1. (20)
Remark 3.2. In this section, for given  , s, we denote by
α =  8d+416d2+18d+3 , s+ = αs, + = 1+κ , κ = 1
12d + 1 .
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• |a1sθ | > 3max|θ |sθ |g(θ)− a1θ |;• |a1sθ | 3max|θ |sθ |g(θ)− a1θ |.
Case (1): |a1sθ | > 3max|θ |sθ |g(θ) − a1θ |. Through the following lemma, we can obtain an invariant
torus in the O (sθ )-neighborhood of the torus {θ = 0} for the map (15) in this case.
Lemma 3.2. For any |a1| < ε−1 , if g(θ), f (ϕ, θ) satisfy (16)–(20) and |a1sθ | > 3max|θ |sθ |g(θ) − a1θ |,
then there is an isolated invariant torus of the map (15) in the O (sθ )-neighborhood of the torus {θ = 0}.
Proof. We look for invariant torus of the form θ = u(ϕ) for the map (15). Then the equation for
function u is
u(ϕ +ω) = (1+ εa1)u(ϕ)+ ε f˜
(
ϕ,u(ϕ)
)
, (21)
or
u(ϕ) = 1
1+ εa1 u(ϕ +ω)−
1
1+ εa1 ε f˜
(
ϕ,u(ϕ)
)
,
where f˜ (ϕ, θ) = g(θ)−a1θ + f (ϕ, θ). If a1 < 0, we set the linear operator Lϕ acting on Cω(Tm,R) as
follows:
Lϕu = u(ϕ +ω)− (1+ εa1)u(ϕ).
Otherwise, we set
Lϕu = u(ϕ)− 1
1+ εa1 u(ϕ +ω).
Since the approaches in dealing with these two cases are similar, we just take into account the ﬁrst
one. Because |a1sθ | > 3max|θ |sθ |g(θ)− a1θ |, we have
|a1sθ | > |a1s1| =
∣∣g(s1)− (g(s1)− a1s1)∣∣
 g(s1)− max|θ |sθ
∣∣g(θ)− a1θ ∣∣> s2d+1 − 1
3
|a1sθ |,
which implies |a1sθ | > 34 s2d+1. Therefore,
|a1sθ | = 5
6
|a1sθ | + 1
6
|a1sθ | > 5
2
max
|θ |sθ
∣∣g(θ)− a1θ ∣∣+ 1
8
s2d+1 > 5
2
‖ f˜ ‖D(r,sθ ). (22)
Let u(ϕ +ω)− (1+ εa1)u(ϕ) = v(ϕ), then by the Fourier expansion, we get
u(ϕ) =
∑
m
v̂k
ei〈k,ω〉 − (1+ εa1)e
i〈k,ϕ〉.
k∈Z
1508 J. Wang / J. Differential Equations 253 (2012) 1489–1543Since |ei〈k,ω〉 − (1+ εa1)| |εa1|, we have the following estimate
∥∥u(ϕ)∥∥r  ‖v‖rε|a1| . (23)
The series converges absolutely and uniformly in ϕ . Therefore, u ∈ Cω(Tmr ,R), and we get a unique
solution for the equation Lϕu = v . Furthermore, by (23), we obtain ‖L−1‖ 1ε|a1| .
By Eq. (21), we get Lϕu(ϕ) = ε f˜ (ϕ,u(ϕ)), then u(ϕ) = L−1ϕ (ε f˜ (ϕ,u)). Let Tu = L−1(ε f˜ (ϕ,u)).
Denote by Psθ /2 = { f ∈ Cω(Tmr ,R): ‖ f ‖r  sθ2 }.
Claim 1. T :Psθ /2 →Psθ /2 is a contracting map.
Proof. If ‖u‖r  sθ2 , then ‖Tu‖r  ‖L−1‖‖ε f˜ ‖D(r,sθ /2) 
ε‖ f˜ ‖D(r,sθ )
ε|a1| <
sθ
2 by (22). So T maps Psθ /2 into
itself.
For any u1,u2 ∈Psθ /2, we have
‖T u1 − T u2‖ =
∥∥L−1(ε f˜ (ϕ,u1))− L−1(ε f˜ (ϕ,u2))∥∥

∥∥L−1∥∥∥∥∥∥ε ∂ f˜∂θ
∥∥∥∥
D(r,sθ /2)
‖u1 − u2‖
<
ε
ε|a1|
‖ f˜ ‖D(r,sθ )
sθ /2
‖u1 − u2‖ < 4
5
‖u1 − u2‖. 
The space Psθ /2 is complete, then by ﬁxed point theorem, the map (15) has an invariant torus of
the form θ = u(ϕ). We ﬁnish the proof of Lemma 3.2. 
Case (2): |a1sθ | 3max|θ |sθ |g(θ) − a1θ |. In this case, we will prove that the map (15) can be con-
jugated to F+ with smaller perturbation f+ on the ﬁbre, which also satisﬁes the properties (16)–(20)
in a smaller domain provided that max{s, sθ } <  < γστ+m2 with 0 < σ < r, τ > m − 1, γ > 0 and
ω ∈ DC(γ , τ ), which is the content of the following lemma.
Lemma 3.3. For any r > 0, s > 0, sθ > 0, γ > 0,  > 0, τ >m−1, 0< σ < r, if g(θ), f (ϕ, θ) in the map (15)
satisfy (16)–(20), ω ∈ DC(γ , τ ), |a1sθ | 3max|θ |sθ |g(θ)− a1θ | and max{s, sθ } <  < γσ
τ+m
2 , then there
exists a function h˜, real analytic in D(r − σ , sθ+) with ‖˜h‖D(r−σ ,sθ+)  2 and ‖ ∂h˜∂θ+ ‖D(r−σ ,sθ+)  α
1
4d+2 ,
such that the transformation (ϕ, θ) = H(ϕ, θ+) = (ϕ, θ+ + h˜(ϕ, θ+)) conjugates the map (15) to{
θ+1 = θ+ + εg+(θ+)+ ε f+(ϕ, θ+),
ϕ1 = ϕ +ω,
satisfying the inductive properties (16)–(20) with sθ+ , + , α+ , s+ , s1+ , s2+ .
Proof. Since
max
|θ |sθ
∣∣g(θ)− a1θ ∣∣ 1
4
(
max
|θ |sθ
∣∣g(θ)− a1θ ∣∣+ |a1sθ |) 1
4
max
|θ |sθ
∣∣g(θ)∣∣> s2d+1
4
,
we obtain sθ > 14 s
2d+1
2 and i∗  2.
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θ1 = θ + εh(ϕ, θ)− εh(ϕ +ω,θ1)+ εg
(
θ + εh(ϕ, θ))+ ε f (ϕ, θ + εh(ϕ, θ)).
The homological equation is
h(ϕ +ω,θ)− h(ϕ, θ) = f (ϕ, θ)− [ f (ϕ, θ)]
ϕ
.
Then
h(ϕ, θ) =
∑
k =0
f̂k(θ)
ei〈k,ω〉 − 1e
i〈k,ϕ〉,
and the norm of h in D(r − σ , sθ ) is
‖h‖D(r−σ ,sθ ) 
‖ f ‖D(r,sθ )
γ σ τ+m
<
α
1
4d+2 s2θ
γ σm+τ
<
sθ
2
, (24)∥∥∥∥ ∂h
∂θ
∥∥∥∥
D(r−σ , sθ2 )
 2‖ f ‖D(r,sθ )
sθγ σ τ+m
, (25)
for  < γσ
τ+m
2 , since sθ <  .
The map on the ﬁbre becomes
θ1 = θ + εg(θ)+ ε f̂0(θ)+ εP1(ϕ, θ),
where f̂0(θ) = [ f (ϕ, θ)]ϕ , θ ∈ [−sθ /2, sθ /2] and
P1(ϕ, θ) = h(ϕ +ω,θ)− h
(
ϕ +ω,θ + εg(θ)+ ε f̂0(θ)+ εP1(ϕ, θ)
)
+ g(θ + εh(ϕ, θ))− g(θ)+ f (ϕ, θ + εh(ϕ, θ))− f (ϕ, θ).
The estimate of P1 in D(r − σ , sθ /2) is bounded by ‖ ∂h
∂θ
‖‖εg‖ + ‖ ∂ g
∂θ
‖‖εh‖ + ‖ ∂ f
∂θ
‖‖εh‖. In view of
(19), (16), (24) and (25), the following estimates in D(r − σ , sθ /2) hold:∥∥∥∥ ∂h
∂θ
∥∥∥∥‖εg‖ ε 2‖ f ‖D(r,sθ )sθγ σ τ+m c0s2d+1α− 12d+1
 c0ε
2s2d+1
γ σm+τ
4s2d+1α−
1
2d+1
s
2d+1
2
= 8c0εs2d+1 s
2d+1
2
γ σm+τ α
1
2d+1
 2s2d+1,
since s
2d+1
2  s 32 <  32 .
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∂θ
∥∥∥∥‖εh‖ 2s2d+1,∥∥∥∥∂ f
∂θ
∥∥∥∥‖εh‖ 2s2d+1.
That is to say,
‖P1‖D(r−σ ,sθ /2)  32s2d+1. (26)
Let g(θ) = g(θ)+ f̂0(θ) and L = {θ ∈ [s2, s1]: |g(θ)| 2s2d+1+ }. Since s1, s2 ∈ [−sθ /2, sθ /2], and
g(s1) = g(s1)+ f̂0(s1) s2d+1 − s2d+1 > 1
2
s2d+1, (27)
g(s2) = g(s2)+ f̂0(s2)−s2d+1 + s2d+1 < −1
2
s2d+1, (28)
there exists a point θ∗ ∈ [s2, s1] such that g(θ∗) = 0 and the order of θ∗ is odd. Denote L1 = [s2, s1],
the connected component of L which contains θ∗ . Moreover, we can select θ∗ such that g(s2) =
−2s2d+1+ , g(s1) = 2s2d+1+ . By Taylor series expansion at θ∗ , we have
g(θ) = g˜(θ+)+ f˜0(θ+),
where θ+ = θ − θ∗ , g˜(θ+) =∑i∗l=1 al+θ l+ , f˜0(θ+) =∑li∗+1 ∂l f̂0∂θ l (θ∗) 1l! θ l+ .
The following lemma will give the Lebesgue measure estimation of L, which is essential in the
sequent estimates.
Lemma 3.4.
|L| 2C0α 2d+1i∗ s1,
where |L| denotes the Lebesgue measure of L and C0 = 4(2+ 3+ · · · + (2d + 1)+ 22d+4).
Proof. Suppose θ∗ is the selected zero point of g satisfying the above conditions. Denote s˜2 = s2 − θ∗ ,
s˜1 = s1 − θ∗ and without lose of generality, we assume that | s˜2| s˜1. Then
L = {θ+ ∈ [ s˜2, s˜1]: ∣∣g(θ+ + θ∗)∣∣ 2s2d+1+ },
with θ+ = θ − θ∗ . Since
∣∣ f˜0(θ+)∣∣= ∣∣∣∣ ∑
li∗+1
f˜0lθ
l+
∣∣∣∣= ∣∣∣∣ ∫ ∂ i∗+1 f̂0
∂θ i
∗+1+
∣∣∣∣< ‖ f̂0‖D(r,sθ )(sθ /2)i∗+1 s˜ i∗+11 < s2d+1 < s
2d+1+
2
, (29)
we can obtain that
L ⊂ L =
{
θ+ ∈ [ s˜2, s˜1]:
∣∣˜g(θ+)∣∣ 5
2
s2d+1+
}
.
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∫
stands for
∫ θ+
0 · · ·
∫ θ+
0︸ ︷︷ ︸
i∗+1
. In view of (27), (28) and (29), we have
max
θ+∈[ s˜2 ,˜s1]
∣∣˜g(θ+)∣∣ 1
2
s2d+1.
Thus, by Lemma A.2
|L| |L| C0α 2d+1i∗ s˜1 < 2C0α 2d+1i∗ s1. 
Then we shall introduce the choice of s1+ and s2+ . Due to the selection of L1, we have θ∗ ∈ L1
and s1 − θ∗  |L| < 2C0α 2d+1i∗ s1. Moreover,
g˜
(
s2 − θ∗
)
< −3
2
s2d+1+ , g˜
(
s1 − θ∗
)
>
3
2
s2d+1+ ,
by (29). Therefore, there exist s1+, s2+ with s2 − θ∗ < s2+ < 0< s1+ < s1 − θ∗ , such that
g˜(s1+) = 3
2
s2d+1+ , g˜(s2+) = −
3
2
s2d+1+ . (30)
Furthermore, if θ+ ∈ [s2 − θ∗, s1 − θ∗] ⊂ [s2 − θ∗, s1 − θ∗], we have
∣∣˜g(θ+)∣∣ ∣∣g(θ)∣∣+ ∣∣ f˜0(θ+)∣∣< 5
2
s2d+1+ ,
by (29). Then
∣∣˜g(θ+)∣∣< 5
2
s2d+1+ , (31)
for θ+ ∈ [s2+, s1+]. Without lose of generality, we suppose that |s2+| s1+ . Then
s1+  s1 − θ∗ < 2C0α 2d+1i∗ s1. (32)
The following estimate will be used to prove the convergence of the coeﬃcients of g and thus the
convergence of normal form series.
Lemma 3.5.
|al+ − al| < 22d+2α
1
4d+2 , for l = 1, . . . , i∗.
Proof. In view of (17), we have
|al+ − al| 1l!
∣∣∣∣∂ l g
∂θ l
(
θ∗
)− ∂ l g
∂θ l
(0)
∣∣∣∣+ ∣∣∣∣∂ l f̂0
∂θ l
1
l!
∣∣∣∣
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ls2d+1
slθ
< 22d+1
(
s1 + α 14d+2
)
< 22d+2α
1
4d+2 . 
Now g˜(θ+) is already in normal form. But if s1+ is too small, we cannot get the result of
Lemma 3.5 in the next KAM step which is crucial in proving the convergence of the normal form
series. Hence, we will discard some higher order terms of g˜ according to max{s1+, |s2+|}. In what
follows, we shall give the selection of i∗+, sθ+ according to s1+ . Here, without lose of generality, we
assume that |s2+| s1+ , otherwise, we replace s1+ by |s2+|.
If si
∗
1+  +s
2d+1+ α
1
4d+2+ , then choose i∗+ be the integer such that
s1+ ∈
((
+s2d+1+ α
1
4d+2+
) 1
i∗+ ,
(
+s2d+1+ α
1
4d+2+
) 1
i∗++1
]
,
otherwise, let i∗+ = i∗ . In the latter case, we have
si
∗+1
1+ 
(
2C0α
2d+1
i∗ s1
)i∗+1
= (2C0)i∗+1α2d+1α 2d+1i∗ si∗+11
 C˜0(2C0)2d+2s2d+1+ α
1
4d+2α
2d+1
i∗
< +s2d+1+ α
1
4d+2+ ,
by (18). That is
s
i∗++1
1+  +s
2d+1+ α
1
4d+2+ , (33)
in both cases.
Since g˜(s1+) = 32 s2d+1+ =
∑i∗
l=1 al+sl1+ < 2s1+ , we have
s1+ >
3
4
s2d+1+  +s2d+1+ α
1
4d+2+ .
It implies that i∗+  1.
Deﬁne
sθ+ =
⎧⎨⎩10s1+α−
1
(2d+1)i∗++ if s
i∗+
1+ ∈
(
+s2d+1+ α
1
4d+2+ , +s2d+1+ α
− 14d+2+
)
,
10s1+ otherwise.
Here, we assume |s2+| s1+ , otherwise we replace s1+ by |s2+|.
• If si∗+1+ ∈ (+s2d+1+ α
1
4d+2+ , +s2d+1+ α
− 14d+2+ ), then
+s2d+1+
s
i∗+
θ+
= +s
2d+1+
10i
∗+ s
i∗+
1+α
− 12d+1+
<
+s2d+1+
10i
∗++s2d+1+ α
1
4d+2+ α
− 12d+1+
<α
1
4d+2+ .
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+s2d+1+
s
i∗+
θ+
= +s
2d+1+
10i
∗+ s
i∗+
1+
 +s
2d+1+
10i
∗++s2d+1+ α
− 14d+2+
<α
1
4d+2+ .
That is
+s2d+1+
s
i∗+
θ+
 α
1
4d+2+ , (34)
for both cases.
If i∗+  2, we have sθ+ < 2C0α
− 1
(2d+1)i∗++ α
2d+1
i∗ sθ  2C0α
− 14d+2+ α
2d+1
i∗ sθ by (32). Otherwise, we have
sθ+ = 10s1+ , since s1+ > 34 s2d+1+ > +s2d+1+ α
− 14d+2+ , which implies that sθ+ < 2C0α
2d+1
i∗ sθ . Therefore,
we have
sθ+
sθ
< 2C0α
− 14d+2+ α
2d+1
i∗ . (35)
Moreover, in view of the deﬁnition of sθ+ , together with (33), the following estimate holds:
• If si∗+1+ ∈ (+s2d+1+ α
1
4d+2+ , +s2d+1+ α
− 14d+2+ ), then
s
i∗++1
θ+ = 10i
∗++1si
∗++1
1+ α
− 12d+1
i∗++1
i∗++
 102d+2
(
+s2d+1+ α
− 34d+2+
) i∗++1
i∗+
 102d+2
(
+s2d+1+ α
− 34d+2+
)1+ 12d+1
 102d+2+s2d+1+ α
1
4d+2+ ,
since s+ < + .
• Otherwise,
s
i∗++1
θ+ = 10i
∗++1si
∗++1
1+  10
2d+2+s2d+1+ α
1
4d+2+ ,
by (33).
Therefore,
s
i∗++1
θ+  C˜0+s
2d+1+ α
1
4d+2+ , (36)
with C˜0 = 102d+2.
Hence,
max
|θ+|sθ+
∣∣∣∣∣
i∗∑
l=i∗ +1
al+θ l+
∣∣∣∣∣ 8si∗++1θ+ < +s2d+1+3 , (37)
+
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∑i∗+
l=1 al+θ
l+ . Then by (37) and (30), we obtain
s2d+1+ < g+(s1+) < 3s2d+1+ , −3s2d+1+ < g+(s2+) < −s2d+1+ . (38)
Moreover, we have
∣∣g+(θ+)∣∣ ∣∣˜g(θ+)∣∣+
∣∣∣∣∣
i∗∑
l=i∗++1
al+θ l+
∣∣∣∣∣< 3s2d+1+ , (39)
for θ+ ∈ [s2+, s1+], by (37) and (31). Then the following lemma can be easily veriﬁed.
Lemma 3.6.
max
|θ+|sθ+
∣∣g+(θ+)∣∣ c0α− 12d+1+ s2d+1+ , (40)
where c0 = 3 · 102d+1C, the constant C is deﬁned in Lemma A.3.
Proof. In view of (39), Lemma A.3 and the deﬁnition of sθ+ , we have
max
|θ+|sθ+
∣∣g+(θ+)∣∣ i∗+∑
l=1
∣∣al+slθ+∣∣ i
∗+∑
l=1
|al+|10lsl1+α
− l
(2d+1)i∗++
 10i∗+α−
1
2d+1+
i∗+∑
l=1
|al+|sl1+
 10i∗+Cα−
1
2d+1+ max
0θ+s1+
∣∣∣∣∣
i∗+∑
l=1
al+θ l+
∣∣∣∣∣
 c0α
− 12d+1+ s2d+1+ . 
Then the map on the ﬁbre becomes
θ+1 = θ+ + εg+(θ+)+ ε
∑
li∗++1
al+θ l+ + ε P˜1(ϕ, θ+),
where P˜1(ϕ, θ+) = P1(ϕ, θ+ + θ∗). When |θ+| sθ+ , we have |θ | = |θ+ + θ∗| sθ+ + s1 < sθ2 . There-
fore,
∥∥ P˜1(ϕ, θ+)∥∥D(r−σ ,sθ+) = ∥∥P1(ϕ, θ+ + θ∗)∥∥D(r−σ ,sθ+)

∥∥P1(ϕ, θ)∥∥D(r−σ ,sθ /2)
 32s2d+1 < +s
2d+1+
3
,
due to (26). By (35) and (16), we have
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li∗+1
al+θ l+
∣∣∣∣ ‖ f̂0‖D(r,sθ )(sθ /2)i∗+1 si∗+1θ+  22d+2s2d+1(2C0α−
1
4d+2+ α
2d+1
i∗
)i∗+1
<
+s2d+1+
3
.
Together with (37), we have
θ1+ = θ+ + εg+(θ+)+ ε f+(ϕ, θ+),
with
‖ f+‖D(r−σ ,sθ+)  +s2d+1+ . (41)
Therefore, (15) is conjugated to{
θ+1 = θ+ + εg+(θ+)+ ε f+(ϕ, θ+),
ϕ1 = ϕ +ω,
under the transformation (ϕ, θ) = H(ϕ, θ+) = (ϕ, θ+ + θ∗ + εh(ϕ, θ+ + θ∗)), where g+, f+ satisfy the
properties (16)–(20) with + , s+ , sθ+ , s1+ , s2+ by (41), (34), (36), (40) and (38). Moreover,∥∥Π2 ◦ (H − id)∥∥D(r−σ ,sθ+)  s1 +  < 2, (42)∥∥∥∥ ∂∂θ+Π2 ◦ (H − id)
∥∥∥∥
D(r−σ ,sθ+)
 α
1
4d+2 . (43)
This ﬁnishes the proof of Lemma 3.3, which is also one cycle of the KAM step in Case (2). 
3.2.2. Iteration and convergence
For any given 0, s0, r0 > 0,0< σ0  4r0, we deﬁne some sequences inductively:
σν = σ0
2ν
, rν = rν−1 − σν−1,
ν = 1+
1
12d+1
ν−1 , αν = 
8d+4
16d2+18d+3
ν , sν = αν−1sν−1,
Dν =
{
(ϕ, θ): |Imϕ| < rν, |θ | sθ,ν
}
,
where sθ,ν >
s2d+1ν
2 depends on each step and cannot be deﬁned uniformly.
In the beginning, g0(θ(0)) = 2(θ(0))2d+1, ‖ f0(ϕ, θ(0))‖D(r,sθ,0)  ε. Then g0(θ(0)), f0(ϕ, θ(0)) satisfy
the properties (16)–(20) with
s1,0 = −s2,0 = s0 = ε 12d+2 ,
sθ,0 = 10s1,0,
0 = ε
1
2d+2
16d2+18d+3
16d2+18d+5 ,
α0 = 
8d+4
16d2+18d+3
0 .
Since a(0)1 = 0 and max{s0, sθ,0} < 0 < γσ
m+τ
2 for ε small enough, then by Lemma 3.3, the map
(14) can be conjugated to
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θ
(1)
1 = θ(1) + εg1
(
θ(1)
)+ ε f1(ϕ, θ(1)),
ϕ1 = ϕ +ω,
by the transformation (ϕ, θ(0)) = H0(ϕ, θ(1)) = (ϕ, θ(1) + h˜0(ϕ, θ(1))). Moreover, g1, f1 satisfy the
properties (16)–(20) with 1, s1, sθ,1, s1,1, s2,1 which ﬁnishes the ﬁrst cycle of KAM step.
Then for n 1, there are two cases:
Case 2.1.1. There exists n0  1, such that∣∣a(n0)1 sθ,n0 ∣∣> 3 max|θ(n0)|sθ,n0
∣∣gn0(θ(n0))− a(n0)1 θ(n0)∣∣
and |a(n)1 sθ,n| 3max|θ(n)|sθ,n |gn(θ(n))−a(n)1 θ(n)| for n< n0. Then by Lemma 3.3 and Lemma 3.2, there
exists an invariant torus in the O (sθ,n0 )-neighborhood of the torus {θ(n0) = 0}. Since the conjugation
H˜ = H0 ◦ · · · ◦ Hn0−1(ϕ, θ(n0)) is real analytic in D(rn0 , sθ,n0 ) and
∥∥Π2 ◦ (H˜ − id)∥∥D(rn0 ,sθ,n0 ) 
n0−1∑
i=0
∥∥Π2 ◦ (Hi − id)∥∥D(ri+1,sθ,i+1)  40.
Then, there is an invariant torus for the map (14).
Therefore, there exists an invariant torus for map (13) in O (|ε| 12d+2 )-neighborhood of the torus
{θ = θ∗}.
Case 2.1.2. For every n  1, we have |a(n)1 sθ,n|  3max|θ(n)|sθ,n |gn(θ(n)) − a(n)1 θ(n)|. By the deﬁnition
of n , sn and sθ,n , we have
sn < n, sθ,n < n.
Then by Lemma 3.3, we can ﬁnd a sequence of change of variables
Hn :
(
ϕ, θ(n+1)
) → (ϕ, θ(n))
which is real analytic in D(rn+1, sθ,n+1), with∥∥Π2 ◦ (Hn − id)∥∥D(rn+1,sθ,n+1)  2n,∥∥∥∥ ∂∂θ(n+1) Π2 ◦ (Hn − id)
∥∥∥∥
D(rn+1,sθ,n+1)
 α
1
4d+2
n ,
such that Hn conjugates Fn: {
θ
(n)
1 = θ(n) + εgn
(
θ(n)
)+ ε fn(ϕ, θ(n)),
ϕ1 = ϕ +ω,
satisfying (16)–(20) with n , sn , sθ,n , s1,n , s2,n , into Fn+1:{
θ
(n+1)
1 = θ(n+1) + εgn+1
(
θ(n+1)
)+ ε fn+1(ϕ, θ(n+1)),
ϕ1 = ϕ +ω,
satisfying (16)–(20) with n+1, sn+1, sθ,n+1, s1,n+1, s2,n+1.
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Lemma 3.7 (Iterative lemma). If 0 , s0 are suﬃciently small, and the following preserves for ν  0: Let gν , fν
satisfy (16)–(20) with  = ν , s = sν , sθ = sθ,ν , r = rν and |a(n)1 sθ,n| 3max|θ(n)|sθ,n |gn(θ(n)) − a(n)1 θ(n)|.
Then there exists a change of variables Hν : Dν+1 → Dν with ‖Π2 ◦ (Hν − id)‖Dν+1  2ν , and ‖ ∂∂θ(ν+1) Π2 ◦
(Hν − id)‖Dν+1  α
1
4d+2
ν such that the map Fν+1 = H−1ν ◦ Fν ◦ Hν , deﬁned on Dν+1 has the form
Fν+1 = id+ (ω,εgν+1 + ε fν+1),
with gν+1(θ(ν+1)) =∑i∗ν+1l=1 a(ν+1)l (θ(ν+1))l . Moreover, Fν+1 satisﬁes the estimates:
‖ fν+1‖Dν+1  ν+1s2d+1ν+1 , (44)
max
|θ(ν+1)|sθ,ν+1
∣∣gν+1(θ(ν+1))∣∣ c0s2d+1ν+1 α− 12d+1ν+1 ,
∣∣a(ν+1)l − a(ν)l ∣∣ cα 14d+2ν for l = 1, . . . , i∗ν, (45)
ν+1s2d+1ν+1
s
i∗ν+1
θ,ν+1
 α
1
4d+2
ν ,
s
i∗ν+1+1
θ,ν+1  C˜0ν+1s
2d+1
ν+1 α
1
4d+2
ν+1 ,
where c0 , c, C˜0 are all constants that only depend on d. Furthermore, there are s1,ν+1 , s2,ν+1 with − sθ,ν+110 
s2,ν+1 < 0< s1,ν+1  sθ,ν+110 such that
−3s2d+1ν+1 < gν+1(s2,ν+1) < −s2d+1ν+1 , s2d+1ν+1 < gν+1(s1,ν+1) < 3s2d+1ν+1 .
Now we can prove the main theorem in this situation. In this case, the assumptions of the Iterative
lemma is satisﬁed for ν = 0 and we can apply it for ν  0, provided ε is suﬃciently small. Inductively,
we obtain the following sequences:
Hν = H0 ◦ · · · ◦ Hν−1 : Dν → D0, ν  1,
H−1ν ◦ F ◦Hν = Fν = id+ (ω,εgν + ε fν) on Dν . (46)
In view of (42) and (43), we have
∥∥Π2 ◦ (Hν − id)∥∥Dν+1  2ν,
∥∥∥∥ ∂∂θ(ν+1) Π2 ◦ (Hν − id)
∥∥∥∥
Dν+1
 α
1
4d+2
ν .
Consequently, Hν is real analytic on Dν and its derivative is bounded from above and below by the
numbers
C =
∏(
1+ α
1
4d+2
ν
)
, c =
∏(
1− α
1
4d+2
ν
)
.
This implies that Hν is a diffeomorphism of Dν , and the sequence Hν converges uniformly on⋂
ν0 Dν = D∞ = D(r0 − 2σ0,0) to a map H∞ that is real analytic in ϕ .
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g∞
(
θ(∞)
)= i∞∑
l=1
a(∞)l
(
θ(∞)
)l
,
where i∞ varies from 2 to 2d + 1 depending on the perturbation. Moreover, fν converges to f∞ ,
where
f∞
(
ϕ, θ(∞)
)= 0 for (ϕ, θ(∞)) ∈ D∞,
by (44).
The convergence of Hν , gν , fν implies that we can take the limit for (46), and get
H−1∞ ◦ F ◦H∞ = F∞ = id+ (ω,εg∞) on D∞ = D(r0 − 2σ0,0).
That is F∞:
{
θ
(∞)
1 = θ(∞) + εg∞
(
θ(∞)
)
,
ϕ1 = ϕ +ω.
(47)
Then {θ(∞) = 0} is an invariant torus for the map F∞ .
Therefore, we can ﬁnd an invariant torus for the map (14) by Lemma A.4. Namely, there exists an
invariant torus in the O (|ε| 12d+2 )-neighborhood of the torus {θ = θ∗}. And this ﬁnishes the proof of
the case that there exists some odd zero of g(θ).
3.3. Case 2.2: all roots of g(θ) = 0 are even order
That is to say, for any θ ∈ T, g(θ)  0 or g(θ)  0. Without lose of generality, we assume that
g(θ) 0 for every θ ∈ T. Since g ∈ Cω(T,R), there exist ﬁnite zero points of g(θ) on T. We suppose
these zero points are θ(0)∗,1, θ
(0)
∗,2, . . . , θ
(0)
∗,N0 and the orders are 2d1,2d2, . . . ,2dN0 respectively. Further-
more, g(θ) has ﬁnite extremal points on T, denoted by θ∗j ,1 j  N˜ . It is obvious that N˜ > N0, then
let
δ =min{g(θ): θ ∈ {θ∗j , j = 1, . . . , N˜} \ {θ(0)∗, j , j = 1, . . . ,N0}}> 0.
By Taylor series expansion at the zero points in the complex domains I j,0 = {θ ∈C/2πZ: |θ − θ(0)∗, j |
sθ, j,0 = ε
1
2d j+1 } respectively, we come to
g(θ) = a2d j , j
(
θ − θ(0)∗, j
)2d j + O 2d j+1(θ − θ(0)∗, j ),
for θ ∈ I j,0, where a2d j , j > 0 is independent of ε. Let
ε <min
{(
δ
2a2d , j
) 3
2
,
(
a2d j , j
2
)2d j+1
, j = 1, . . . ,N0
}
.j
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g(θ) < 2a2d j , jε
2d j
2d j+1  2a2d j , jε
2
3 < δ. (48)
Thus, there is no extremal point on Θ j,0 except θ
(0)
∗, j .
Let
s1, j,0 = 110ε
1
2d j+1 , s2, j,0 = − 110ε
1
2d j+1 , sθ, j,0 = 10s1, j,0,
 j,0 =
(
1
5a2d j , j
ε
1
2d j+1
) 16d2j+2d j−1
16d2j+2d j+1 ,
α j,0 = ( j,0)
8d j
16d2j+2d j−1 , s j,0 = 110
(
a2d j , j
2
ε
2d j
2d j+1
) 1
2d j
,
I j,0 =
{
θ :
∣∣θ − θ(0)∗, j ∣∣ sθ, j,0},
Θ j,0 =
[
θ
(0)
∗, j − sθ, j,0, θ(0)∗, j + sθ, j,0
]
,
D j,0 =
{
(ϕ, θ): |Imϕ| < r0,
∣∣θ − θ(0)∗, j ∣∣ sθ, j,0}.
We rewrite the map (13) as {
θ1 = θ + εg0(θ)+ ε f0(ϕ, θ),
ϕ1 = ϕ +ω, (49)
where g0+ f0 is real analytic in both ϕ and θ , g0(θ)|I j,0 = a2d j , j(θ−θ(0)∗, j )2d j , f0(ϕ, θ)|D j,0 = ε f (ϕ, θ)+∑
l2d j+1 al, j(θ − θ(0)∗, j )l , g0(θ) = g(θ) and f0(ϕ, θ) = ε f (θ,ϕ) for |Imϕ| < r0, θ ∈ T \
⋃N0
j=1Θ j,0. Then
for ε small enough, g0(θ), f0(ϕ, θ) satisfy the following properties:
‖ f0‖D j,0 
(
1+ 2|a2d j+1, j|
)
ε <  j,0s
2d j
j,0 ,
 j,0s
2d j
j,0
s
2d j
θ, j,0
< (α j,0)
1
4d j ,
s
2d j+1
θ, j,0 = 102d j+1 j,0s
2d j
j,0α
1
4d j
j,0 ,
g0
(
θ
(0)
∗, j + s1, j,0
)= g0(θ(0)∗, j + s2, j,0)= 2s2d jj,0 ,
max
θ∈I j,0
∣∣g0(θ)∣∣< (s j,0)2d jα− 12d jj,0 ,
g0(θ) 0> − j,0s2d jj,0 for θ ∈
[
θ
(0)
∗, j + s2, j,0, θ(0)∗, j + s1, j,0
]
.
Since zero points of g(θ) is isolated, we can select ε small enough, such that
Θ j,0 ∩Θk,0 = ∅ for 1 j,k N0, j = k.
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g0(θ)  min
{
δ, g
(
θ
(0)
∗, j ± sθ, j,0
)
, j = 1, . . . ,N0
}
 min
{
δ,
a2d j , j
2
ε
2d j
2d j+1 , j = 1, . . . ,N0
}
 ε.
Furthermore, for θ ∈ [θ(0)∗, j − sθ, j,0, θ(0)∗, j + s2, j,0)∪ (θ(0)∗, j + s1, j,0, θ(0)∗, j + sθ, j,0],
g0(θ) > g0
(
θ
(0)
∗, j + s1, j,0
)= 2s2d jj,0 >  j,−1s
2d j
j,−1
2
, ∀ j ∈ {1, . . . ,N0},
where 
1+κ j
j,−1 =  j,0, α j,−1s j,−1 = s j,0, κ j = 124d j+2 , α j,−1 = 
8d j
16d2j+2d j−1
j,−1 .
Outline of the proof. In this situation, the problem is more complicated since the zero points of g(θ)
might disappear under an arbitrarily small perturbation. Then we will use the fact that the ﬁbred
rotation number of the map (13) is 0 and it does not change under a continuous transformation close
to the identity. The theorem in this situation will be proved by KAM iteration that involves an inﬁnite
sequence of coordinate transformations. As we will see, at each step of the KAM scheme, a family of
maps {
θ
(n)
1 = θ(n) + εgn
(
θ(n)
)+ ε fn(ϕ, θ(n)),
ϕ1 = ϕ +ω,
(50)
deﬁned on Tmrn × T is considered. And there are Nn mutually disjoint complex domains D j,n =
{(ϕ, θ(n)): |Imϕ| < rn, |θ(n) − θ(n)∗, j |  sθ, j,n}, j = 1, . . . ,Nn , restricted on which, gn + fn is real an-
alytic, and gn|I j,n =
∑i(n)∗, j
l=2 a
(n)
l, j (θ
(n) − θ(n)∗, j )l with 2 i(n)∗, j  2d, d equals to some d j for 1 j  N0 and
I j,n = {θ(n): |θ(n) − θ(n)∗, j | sθ, j,n}, j = 1, . . . ,Nn . Moreover, the functions satisfy: if D j,n ⊂ D j0,0, then
‖ fn‖D j,n   j0,ns
2d j0
j0,n
,
max
θ(n)∈I j,n
∣∣gn(θ(n))∣∣ c j0 s2d j0j0,nα− 12d j0j0,n ,
s
i∗, j,n+1
θ, j,n  C j0 j0,ns
2d j0
j0,n
α
1
4d j0
j0,n
,
s
2d j0
j0,n
< gn
(
s1, j,n + θ(n)∗, j
)
, gn
(
s2, j,n + θ(n)∗, j
)
< 3s
2d j0
j0,n
,
for some s1, j,n, s2, j,n satisfying −sθ, j,n/10  s2, j,n < 0 < s1, j,n  sθ, j,n/10. Here, C j0 = (10 ·
20d j0−1d j0 )
2d j0+1, c j0 = 12(20d j0d j0 )2d j0 C , the constant C is deﬁned in Lemma A.3.
As for these kind of maps, we shall prove that there is a change of variables
Hn :
(
ϕ, θ(n+1)
) → (ϕ, θ(n))
deﬁned in a smaller domain Tmr ×T, such that H−1n ◦ Fn ◦ Hn = Fn+1:n+1
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θ
(n+1)
1 = θ(n+1) + ε g˜n+1
(
θ(n+1)
)+ ε f˜n+1(ϕ, θ(n+1)),
ϕ1 = ϕ +ω,
for which we can ﬁnd some other smaller domains D j,n+1 ⊂ D jn,n for some 1  jn  Nn , restricted
on which, g˜n+1 = a(n+1)0, j +
∑i(n+1)∗, j
l=2 a
(n+1)
l, j (θ
(n+1) − θ(n+1)∗, j )l , and ‖ f˜n+1‖D j,n+1  ‖ fn‖κD jn ,n , κ > 1.
Afterwards, we will distinguish these domains into three cases according to the value of a(n+1)0, j :
• If a(n+1)0, j is large enough, then g˜n+1 can be totally lifted up;
• if a(n+1)0, j is small enough, then g˜n+1 cross over the real axis, which coincide with the situation of
Section 3.2 (i.e., Case 2.1);
• otherwise, we put a(n+1)0, j into f˜n+1.
By the deﬁnition of the ﬁbred rotation number, we know that at least one of the last two cases must
occur, for which we will come to the next step. In the following, we shall give one cycle of the step
in detail.
3.3.1. KAM step
Suppose that we have got to the nth step with the above properties. Moreover, the intervals
Θ j,n = [θ(n)∗, j − sθ, j,n, θ(n)∗, j + sθ, j,n] are mutually disjoint for 1 j  Nn and for each 1 j  Nn there
exists some j0 ∈ {1, . . . ,N0}, such that Θ j,n ⊂ [θ(0)∗, j0 − sθ, j0,0, θ
(0)
∗, j0 + sθ, j0,0]. Then on the complex
neighborhood I j,n = {θ(n): |θ(n) − θ(n)∗, j | sθ, j,n}, we have
gn
(
θ(n)
)= i
(n)
∗, j∑
l=2
a(n)l, j
(
θ(n) − θ(n)∗, j
)l
,
where 2  i(n)∗, j  2d j0 , |a(n)l, j | < 2 for l < 2d j0 and |a(n)2d j0 , j| < 2a
(0)
2d j0 , j0
provided i(n)∗, j = 2d j0 . Moreover,
gn + fn is real analytic on the complex domains D j,n = {(ϕ, θ(n)) ∈Cm/2πZm ×C/2πZ: |Imϕ| < rn,
|θ(n) − θ(n)∗, j | sθ, j,n} with j = 1, . . . ,Nn .
For simplicity, we drop the superscription and subscription n, and the functions and variables
without subscription denote those of the nth step, while those with subscription + (resp. −) denote
the functions and variables of the (n+ 1)th (resp. (n− 1)th) step.
Throughout this section, we consider the following maps F :{
θ1 = θ + εg(θ)+ ε f (ϕ, θ),
ϕ1 = ϕ +ω, (51)
where restricted on D j = {(ϕ, θ): |Imϕ| < r, |θ −θ∗, j| sθ, j} ⊂ D j0,0 for some j0 ∈ {1,2, . . . ,N0}, we
have g(θ) =∑i∗, jl=2 al, j(θ − θ∗, j)l , 2 i∗, j  2d j0 , |al, j | < 2 for l < 2d j0 , and |al,2d j0 | < 2a(0)2d j0 , j0 provided
i∗, j = 2d j0 .
Remark 3.3. In this section, for given  j0 , s j0 , we denote by
α j0 = 
8d j0
16d2j0
+2d j0−1
j0
, s j0,+ = α j0 s j0 ,
 j0,+ = 
1+κ j0
j0
, κ j0 =
1
24d j0 + 2
,
Θ j = [θ∗, j − sθ, j, θ∗, j + sθ, j].
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‖ f ‖D j   j0 s
2d j0
j0
, (52)
 j0 s
2d j0
j0
s
i∗, j
θ, j
 α
1
4d j0
j0
, (53)
s
i∗, j+1
θ, j  C j0 j0 s
2d j0
j0
α
1
4d j0
j0
, (54)
max
|θ−θ∗, j |sθ, j
∣∣g(θ)∣∣ c j0α− 12d j0j0 s2d j0j0 , (55)
where C j0 = (10 · 20d j0−1d j0 )2d j0+1, c j0 = 12(20d j0d j0 )2d j0 C , j0 ∈ {1,2, . . . ,N0}, the constant C is de-
ﬁned in Lemma A.3.
There are s1, j , s2, j with −sθ, j/10 s2, j < 0< s1, j  sθ, j/10 such that
g(θ)− j0 s
2d j0
j0
for θ ∈ [θ∗, j + s2, j, θ∗, j + s1, j], (56)
g(θ) >
 j0,−s
2d j0
j0,−
2
, for θ ∈ Θ j \ [θ∗, j + s2, j, θ∗, j + s1, j], (57)
s
2d j0
j0
< g(s1, j + θ∗, j), g(s2, j + θ∗, j) < 3s2d j0j0 . (58)
Moreover,
g(θ)  ∣∣ f (ϕ, θ)∣∣ for θ ∈ T \ N⋃
j=1
Θ j, |Imϕ| < r. (59)
It follows from (58) that sθ, j >
s
d j0
j0
2 .
The same as in Lemma 3.3, let
(ϕ, θ) = H j(ϕ, θ) =
(
ϕ, θ + εh j(ϕ, θ)
)
, (60)
for θ ∈ [θ∗, j + s2, j, θ∗, j + s1, j] and the homological equation is
h j(ϕ +ω,θ)− h j(ϕ, θ) = f (ϕ, θ)−
[
f (ϕ, θ)
]
ϕ
.
Then
h j(ϕ, θ) =
∑
k =0
f̂k(θ)
ei〈k,ω〉 − 1e
i〈k,ϕ〉,
and by (52) and (53), the norm of h j in D j = {(ϕ, θ): |Imϕ| < r − σ , |θ − θ∗, j| sθ, j} is
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‖ f ‖D j
γ σ τ+m

α
1
4d j0
j0
s2
θ, j
γ σm+τ
<
sθ, j
2
, (61)
if  j0 <
γστ+m
2 , since sθ, j <  j0 . Moreover,∥∥∥∥∂h j
∂θ
∥∥∥∥
D˜ j

2‖ f ‖D j
sθ, jγ σ τ+m
, (62)
where D˜ j = {(ϕ, θ): |Imϕ| < r −σ , |θ − θ∗, j| sθ, j2 }. Therefore, h j is real analytic in D˜ j , and has the
estimates (61) and (62).
After the above transformation, the map on the ﬁbre becomes
θ1 = θ + εg(θ)+ ε f̂0(θ)+ εP1(ϕ, θ),
where f̂0(θ) = [ f (ϕ, θ)]ϕ , θ ∈ [θ∗, j + s2, j, θ∗, j + s1, j] and
P1(ϕ, θ) = h j(ϕ +ω,θ)− h j
(
ϕ +ω,θ + εg(θ)+ ε f̂0(θ)+ εP1(ϕ, θ)
)
+ g(θ + εh j(ϕ, θ))− g(θ)+ f (ϕ, θ + εh j(ϕ, θ))− f (ϕ, θ).
The estimate of P1 in D˜ j is bounded by ‖ ∂h j∂θ ‖‖εg‖+ ‖
∂ g
∂θ
‖‖εh j‖+ ‖ ∂ f∂θ ‖‖εh j‖. In fact, the same as in
Lemma 3.3, we have
‖P1‖D˜ j  32j0 s
2d j0
j0
. (63)
Since the intervals [θ∗, j + s2, j, θ∗, j + s1, j] are mutually disjoint for 1  j  N , we can ﬁnd mutually
disjoint open set U1, . . . ,UN , such that [θ∗, j + s2, j, θ∗, j + s1, j] ⊂ U j ⊂ (θ∗, j − sθ, j4 , θ∗, j + sθ, j4 ). Let U0 =
T \⋃Nj=1[θ∗, j + s2, j, θ∗, j + s1, j]. Thus ⋃Nj=0 U j is an open cover of T. Then we can ﬁnd {λ j}Nj=0, a C∞
partition of unity subordinate to the open cover {U j}Nj=0. Deﬁne
H : Tmr−σ ×T→ Tmr ×T,
as
H(ϕ, θ) =
N∑
j=0
λ j(θ)H j(ϕ, θ) ∈ C∞
(
Tm ×T),
where H0 = id, and H j is deﬁned as (60) for 1 j  N .
In what follows, we will analysis the new map under the transformation H , i.e., H−1 ◦ F ◦ H . First
of all,
∣∣Π2 ◦ (H(ϕ, θ)− id)∣∣=
∣∣∣∣∣Π2 ◦
(
N∑
j=0
λ j(θ)H j(θ,ϕ)− id
)∣∣∣∣∣
 max
0 jN
∥∥Π2 ◦ (H j − id)∥∥D j
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max1 j0N0{ j0 s
2d j0
j0
}
γ σm+τ
<max{ j0 , j0 = 1, . . . ,N0}.
After then,
• If θ ∈ [θ∗, j + s2, j, θ∗, j + s1, j] for some 1 j  N , then we have λ j(θ) = 1 and λk(θ) = 0 for k = j.
Hence,
H(ϕ, θ) = H j(ϕ, θ),
for θ ∈ [θ∗, j + s2, j, θ∗, j + s1, j], and H j is analytic in D˜ j . Then H−1 ◦ F ◦ H becomes{
θ1 = θ + εg(θ)+ ε f̂0(θ)+ εP1(ϕ, θ),
ϕ1 = ϕ +ω
for θ ∈ [θ∗, j + s2, j, θ∗, j + s1, j].
• If θ ∈ U j \ [θ∗, j + s2, j, θ∗, j + s1, j] for some 1  j  N , then θ ∈ U j ∩ U0 and λ j(θ) + λ0(θ) = 1.
Thus,
H(ϕ, θ) = λ j(θ)H j(ϕ, θ)+ λ0(θ)H0(ϕ, θ)
(
ϕ, θ + εh(ϕ, θ)).
The ﬁbred map of H−1 ◦ F ◦ H becomes
θ1 = θ + εg(θ)+ εg
(
θ + εh(ϕ, θ))− εg(θ)
+ εh(ϕ, θ)− εh(ϕ +ω,θ1)+ ε f
(
ϕ, θ + εh(ϕ, θ))
 θ + εg(θ)+ ε f˜ (ϕ, θ).
By (55), together with
s
d j0
j0
2 < sθ, j , we get |g(θ)| < sθ, j8 for θ ∈ U j . Since
∣∣h(ϕ, θ)∣∣= 1
ε
∣∣Π2 ◦ (H − id)(ϕ, θ)∣∣= ∣∣λ j(θ)h j(ϕ, θ)∣∣

∣∣h j(ϕ, θ)∣∣  j0 s2d j0j0
γ σm+τ
 s2d j0j0 <
sθ, j
4
,
then |θ +εh(ϕ, θ)−θ∗, j | < sθ, j/2, and |θ1−θ∗, j | < sθ, j/2, for θ ∈ U j , |Imϕ| < r−σ which implies
|θ1 − θ(0)∗, j0 | < s
(0)
θ, j0
. We get
∣∣g(θ + εh(ϕ, θ))− g(θ)∣∣< ε 2c j0 s2d j0j0 α
− 12d j0
j0
sθ, j
·  j0 s
2d j0
j0
γ σm+τ
<  j0 s
2d j0
j0
,
∣∣ f (ϕ, θ + εh(ϕ, θ))∣∣<  j0 s2d j0j ,0
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γ σm+τ
  j0,−s
2d j0
j0,−,
for θ ∈ U j , |Imϕ| < r − σ . By (57), together with the above estimates, we obtain that
g(θ)  ∣∣ f˜ (ϕ, θ)∣∣,
for θ ∈ U j \ [θ∗, j + s2, j, θ∗, j + s1, j], |Imϕ| < r − σ .
• If θ ∈ U0 \⋃Nj=1 U j , then λ0(θ) = 1. Thus,
H(ϕ, θ) = id.
Then the ﬁbre map of H−1 ◦ F ◦ H keeps the same
θ1 = θ + εg(θ)+ ε f (ϕ, θ).
By (59), (52) and (57), we have
g(θ)  ∣∣ f (θ,ϕ)∣∣,
for θ ∈ U0 \⋃Nj=1 U j , |Imϕ| < r − σ .
Since the ﬁbred rotation number remains the same under the continuous transformations close to the
identity, then ρ f (H−1 ◦ F ◦ H) = 0. Through the above discussions, we know that there must exists
some point θ∗ ∈⋃Nj=0[θ∗, j + s2, j, θ∗, j + s1, j], such that
g
(
θ∗
)+ f̂0(θ∗) 2‖P1‖D˜ j
provided θ∗ ∈ [θ∗, j + s2, j, θ∗, j + s1, j], for some 1 j  N , which assures that some zero point cannot
be removed out and we can come to the next cycle.
The next task is to analysis the map H−1 ◦ F ◦ H in ⋃Nj=1 D˜ j , i.e.
θ1 = θ + g(θ)+ f̂0(θ)+ P1(θ,ϕ),
where ‖P1‖D˜ j  32j0 s
2d j0
j0
, provided [θ∗, j − sθ, j, θ∗, j + sθ, j] ⊂ [θ(0)∗, j0 − s
(0)
θ, j0
, θ
(0)
∗, j0 + s
(0)
θ, j0
].
Let g(θ) = g(θ) + f̂0(θ) and L j = {θ ∈ [θ∗, j + s2, j, θ∗, j + s1, j]: g(θ)  2s2d j0j0,+}. Since g(θ) +
f (ϕ, θ) is real analytic in D j , g(θ) =
∫
Tm
(g(θ) + f (ϕ, θ))dϕ is also analytic for |θ − θ∗, j |  sθ, j/2.
Hence, the number of connected components of L j is ﬁnite, denoted by L j,1 = [s2, j,1, s1, j,1], L j,2 =
[s2, j,2, s1, j,2], . . . , L j,M j = [s2, j,M j , s1, j,M j ]. Since for θ ∈ [θ∗, j + s2, j, θ∗, j + s1, j], we have
g(θ) = g(θ)+ f̂0(θ)− j0 s
2d j0
j0
−  j0 s
2d j0
j0
= −2 j0 s
2d j0
j0
 −s2d j0j0,+, (64)
then for every k = 1, . . . ,M j , g(θ) will reach its minimum at a point of L j,k , denoted by θ∗, j,k respec-
tively. There are two cases of these intervals L j,k:
• g(θ∗, j,k)   j0 s
2d j0
j0
, in which case, we denote all these intervals by L(ye)j . By Lemma 3.8, the
number of these intervals is no more than d j0 .
• g(θ∗, j,k) >  j0 s
2d j0
j , and these intervals are denoted by L
(no)
j .0
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we have
g(θ) >  j0 s
2d j0
j0
  j0,+s
2d j0
j0,+ > 3
2
j0
s
2d j0
j0
,
for θ ∈ L j,k , in which case, g(θ) is totally lifted up. Now, since g(θ∗, j) = g(θ∗, j) + f̂0(θ∗, j)  j0 s
2d j0
j0
,
there exists at least one interval contained in [θ∗, j + s2, j, θ∗, j + s1, j] meets the ﬁrst case, i.e.,
−2 j0 s
2d j0
j0
 g(θ∗, j,k)  j0 s
2d j0
j0
. (65)
Lemma 3.8. The number of intervals contained in L(ye)j , denoted by #L
(ye)
j , is bounded by [ i∗, j2 ] d j0 .
Proof. For θ ∈ [θ∗, j + s2, j, θ∗, j + s1, j], if g(θ) s2d j0j0,+ , then
g(θ) = g(θ)+ f̂0(θ) s2d j0j0,+ +  j0 s
2d j0
j0
< 2s
2d j0
j0,+.
Thus,
L˜ j =
{
θ ∈ [θ∗, j + s2, j, θ∗, j + s1, j]: g(θ) s2d j0j0,+
}⊂ L j .
Then the connected components of L˜ j , the number of which is denoted by #˜L j , are contained in the
connected components of L j . Moreover, if there is some connected component of L j that does not
contain the intervals of L˜ j , denoted by L j,∗ , then for θ ∈ L j,∗ , we have
g(θ) = g(θ)+ f̂0(θ) > s2d j0j0,+ −  j0 s
2d j0
j0
>  j0 s
2d j0
j0
.
This means that L j,∗ /∈ L(ye)j . Thus, #L(ye)j  #˜L j .
Since g(θ) =∑i∗, jl=2 al, j(θ − θ∗, j)l , the number of solutions of the equation
g(θ) = s2d j0j0,+
is no more than i∗, j , which implies the lemma. 
The lemma below will give the estimation of the Lebesgue measure of L j , which will further give
the estimation of s1, j,k − θ∗, j,k and θ∗, j,k − s2, j,k , with k = 1, . . . ,M j .
Lemma 3.9.
|L j| 2C j0α
2d j0
i∗, j
j0
s1, j, (66)
where |L j | denotes the Lebesgue measure of L j and C j0 = 4(2+ 3+ · · · + 2d j0 + 22d j0+3).
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(65), and we denote it by L j,∗ . We suppose that the minimum point of g(θ) in this interval is θ∗ .
Denote s˜2, j = s2, j + θ∗, j − θ∗, s˜1, j = s1, j + θ∗, j − θ∗ and without lose of generality, we assume that
| s˜2, j| s˜1, j . By Taylor series expansion at θ∗ , we get
g(θ) = g(θ∗)+
i∗, j∑
l=2
al+, j(θ − θ∗)l +
∑
li∗, j+1
∂ l f̂0
∂θ l
(θ∗)
1
l! (θ − θ∗)
l.
Denote θ˜ = θ − θ∗ , g˜(θ˜ ) =∑i∗, jl=2 al+, j θ˜ l , f˜0(θ˜) =∑li∗, j+1 ∂l f̂0∂θ l (θ∗) 1l! θ˜ l . For θ˜ ∈ [ s˜2, j, s˜1, j], we have
∣∣ f˜0(θ˜ )∣∣= ∣∣∣∣ ∑
li∗, j+1
f˜0lθ˜
l
∣∣∣∣= ∣∣∣∣ ∫ ∂ i∗, j+1 f̂0
∂θ˜ i∗, j+1
∣∣∣∣
<
‖ f̂0‖D j
(sθ, j/2)i∗, j+1
s˜
i∗, j+1
1, j <  j0 s
2d j0
j0
< s
2d j0
j0,+/2, (67)
where
∫
stands for
∫ θ˜
0 · · ·
∫ θ˜
0︸ ︷︷ ︸
i∗, j+1
. Therefore, for θ˜ + θ∗ ∈ L j , we have
g˜(θ˜ ) = g(θ˜ + θ∗)− g(θ∗)− f˜0(θ˜) 2s2d j0j0,+ + 2 j0 s
2d j0
j0
+  j0 s
2d j0
j0
< 3s
2d j0
j0,+,
g˜(θ˜ ) = g(θ˜ + θ∗)− g(θ∗)− f˜0(θ˜ )−2 j0 s
2d j0
j0
−  j0 s
2d j0
j0
−  j0 s
2d j0
j0
> −3s2d j0j0,+,
by (64) and (67). Then
L j ⊂ L j =
{
θ˜ ∈ [˜s2, j, s˜1, j]:
∣∣˜g(θ˜)∣∣ 3s2d j0j0,+}.
Moreover, we have
g˜( s˜1, j) = g(s1, j + θ∗, j)− g(θ∗)− f˜0(˜s1, j)
 s2d j0j0 −  j0 s
2d j0
j0
−  j0 s
2d j0
j0
−  j0 s
2d j0
j0
>
1
2
s
2d j0
j0
.
Then
max
θ˜∈[ s˜2, j ,˜s1, j ]
∣∣˜g(θ˜ )∣∣ 1
2
s
2d j0
j0
.
Thus, by Lemma A.2,
|L j| |L j| C j0α
2d j0
i∗, j
j0
s˜1, j < 2C j0α
2d j0
i∗, j
j0
s1, j . 
In what follows, we shall analysis the properties of g in L(ye)j . For the connected components L j,k
that included in L(ye)j , by Taylor series expansion at θ∗, j,k on L j,k , we get
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i∗, j∑
l=2
al+, j,k(θ − θ∗, j,k)l +
∑
li∗, j+1
∂ l f̂0
∂θ l
(θ∗, j,k)
1
l! (θ − θ∗, j,k)
l.
Let
s˜2, j,k = s2, j,k − θ∗, j,k, s˜1, j,k = s1, j,k − θ∗, j,k,
g˜ j,k(θ) =
i∗, j∑
l=2
al+, j,k(θ − θ∗, j,k)l,
f˜0, j,k(θ) =
∑
li∗, j+1
∂ l f̂0
∂θ l
(θ∗, j,k)
1
l! (θ − θ∗, j,k)
l.
Without lose of generality, we suppose that | s˜2, j,k| s˜1, j,k . Then by the deﬁnition of L j,k , we have
s˜1, j,k  |L j| < 2C j0α
2d j0
i∗, j
j0
s1, j . (68)
Furthermore, if θ ∈ [s2, j,k, s1, j,k], then we have
∣∣˜g j,k(θ)∣∣ ∣∣g(θ∗, j,k)∣∣+ ∣∣g(θ)∣∣+ ∣∣ f˜0, j,k(θ)∣∣ 2 j0 s2d j0j0 + 2s2d j0j0,+ +  j0 s2d j0j0 < 52 s2d j0j0,+, (69)
by (65) and (67). Moreover,
g˜ j,k(s1, j,k) = g(s1, j,k)− g(θ∗, j,k)− f˜0, j,k(s1, j,k)
 2s2d j0j0,+ −  j0 s
2d j0
j0
−  j0 s
2d j0
j0
>
3
2
s
2d j0
j0,+.
Similarly, we get g˜ j,k(s1, j,k) <
5
2 s
2d j0
j0,+ . Hence,
3
2
s
2d j0
j0,+ < g˜ j,k(s1, j,k), g˜ j,k(s2, j,k) <
5
2
s
2d j0
j0,+. (70)
The following estimate will be used to prove the convergence of the coeﬃcients of g and thus the
convergence of normal form series. Similar as in Lemma 3.5, we have
|al+, j,k − al, j| α
1
4d j0
j0
, for l = 2, . . . , i∗, j . (71)
In what follows, we will give the deﬁnitions of i∗+, j,k and sθ+, j,k according to max{ s˜1, j,k, | s˜2, j,k|},
and they may be veriﬁed later accordingly. Let
s1+, j,k = s˜1, j,k, s2+, j,k = s˜2, j,k.
Without lose of generality, we assume that |s2+, j,k|  s1+, j,k in the sequel. Otherwise, we replace
s1+, j,k by |s2+, j,k|.
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i∗, j
1+, j,k   j0,+s
2d j0
j0,+α
1
4d j0
j0,+ , then select i∗+, j,k being the integer such that
s1+, j,k ∈
((
 j0,+s
2d j0
j0,+α
1
4d j0
j0,+
) 1
i∗+, j,k ,
(
 j0,+s
2d j0
j0,+α
1
4d j0
j0,+
) 1
i∗+, j,k+1
]
,
otherwise, let i∗+, j,k = i∗, j .
Since 32 s
2d j0
j0,+ < g˜ j,k(s1+, j,k + θ∗, j,k)=
∑i∗, j
l=2 al+, j,ks
l
1+, j,k4s21+, j,k , we have s21+, j,k > j0,+s
2d j0
j0,+α
1
4d j0
j0,+ ,
which implies that i∗+, j,k  2.
Deﬁne
sθ+, j,k =
⎧⎨⎩10s1+, j,kα
− 1
(2d j0
)i∗+, j,k
j0,+ if s
i∗+, j,k
1+, j,k ∈
(
 j0,+s
2d j0
j0,+α
1
4d j0
j0,+ ,  j0,+s
2d j0
j0,+α
− 14d j0
j0,+
)
,
10s1+, j,k otherwise.
Similar as in Lemma 3.3, we can check that
s
i∗+, j,k+1
1+, j,k   j0,+s
2d j0
j0,+α
1
4d j0
j0,+, (72)
 j0,+s
2d j0
j0,+
s
i∗+, j,k
θ+, j,k
 α
1
4d j0
j0,+, (73)
sθ+, j,k
sθ, j
< 2C j0α
− 14d j0
j0,+ α
2d j0
i∗, j
j0
, (74)
s
i∗+, j,k+1
θ+, j,k  10
2d j0+1 j0,+s
2d j0
j0,+α
1
4d j0
j0,+ . (75)
Let
g˜ j,k,+(θ) =
i∗+, j,k∑
l=2
al+, j,k(θ − θ∗, j,k)l.
Then the same as in Lemma 3.6, we have
max
|θ−θ∗, j,k|c( j0)·sθ+, j,k
∣∣˜g j,k,+(θ)∣∣ c˜ j0α− 12d j0j0 s2d j0j0,+, (76)
where c( j0) = 2 · 20d j0−1d j0 , c˜ j0 = 3(20d j0d j0 )2d j0 C , C is the constant deﬁned in Lemma A.3, and we
will prove that [θ∗, j,k − c( j0) · sθ+, j,k, θ∗, j,k + c( j0) · sθ+, j,k] does not extend [θ∗, j + s2, j, θ∗, j + s1, j]
later. In view of (76), together with (67), (65) and (75), we have
max
|θ−θ∗, j,k|c( j0)·sθ+, j,k
∣∣g(θ)∣∣< 2˜c j0α− 12d j0j0 s2d j0j0,+. (77)
However, the deﬁned intervals Θ j,k = [θ∗, j,k − sθ+, j,k, θ∗, j,k + sθ+, j,k] may intersect that does not
satisfy the assumption. In this case, we will redeﬁne s1+, j,k , s2+, j,k , sθ+, j,k accordingly. By Lemma 3.8,
there are at most d j0 intervals Θ j,k have to be considered for ﬁxed j, and put them in order. Assume
1530 J. Wang / J. Differential Equations 253 (2012) 1489–1543there are l¯ j intervals, l¯ j  d j0 . Without lose of generality, we still denote these intervals by Θ j,k . If
Θ j,k1 ∩Θ j,k2 = ∅, then Θ j,k1 ∪Θ j,k2 is also an interval. In this way, we take the intersectant intervals
as one. Then we get
Θ
(1)
j,1 =
k1⋃
k=1
Θ j,k, . . . , Θ
(1)
j,l1
=
l j⋃
k=kl1−1+1
Θ j,k.
As for Θ(1)j,1, we pick θ˜
(1)
∗, j,1 ∈ {θ∗, j,k,1 k k1}, such that
g
(
θ˜
(1)
∗, j,1
)=min{g(θ∗, j,k), 1 k k1}.
Let
s(1)
θ+, j,1 =max
{
10
(∣∣θ∗, j,k − θ˜ (1)∗, j,1∣∣+ s1+, j,k),10(∣∣θ∗, j,k − θ˜ (1)∗, j,1∣∣+ |s2+, j,k|),∣∣θ∗, j,k − θ˜ (1)∗, j,1∣∣+ sθ+, j,k,k = 1, . . . ,k1},
then
s(1)
θ+, j,1 < 10(2sθ+, j,1 + 2sθ+, j,2 + · · · + 2sθ+, j,k1).
We can similarly deﬁne θ˜ (1)∗, j,2, . . . , θ˜
(1)
∗, j,l1 , s
(1)
θ+, j,2, . . . , s
(1)
θ+, j,l1 , with
s(1)
θ+, j,2 < 10 · 2(sθ+, j,k1+1 + · · · + sθ+, j,k2),
. . . ,
s(1)
θ+, j,l1 < 10 · 2(sθ+, j,kl1−1+1 + · · · + sθ+, j,l¯ j ).
We denote Θ(1)j,k = [θ˜ (1)∗, j,k − s(1)θ+, j,k, θ˜ (1)∗, j,k + s(1)θ+, j,k]. Again, if Θ(1)j,p1 ∩ Θ
(1)
j,p2
= ∅, then do the similar
operations as above. Since the number of intervals Θ j,k is no more than d j0 , we can ﬁnally get
l˜ j( l¯ j) mutually disjoint intervals Θ˜ j,1, . . . , Θ˜ j,˜l j , with
Θ˜ j,k = [θ˜∗, j,k − s˜θ+, j,k, θ˜∗, j,k + s˜θ+, j,k],
g(θ˜∗, j,k) =minθ∈Θ˜ j,k g(θ), and
s˜θ+, j,k < 20d j0−1(sθ+, j,1 + · · · + sθ+, j,l j )
 10 · 20d j0−1α
− 14d j0
j0,+ (s1+, j,1 + · · · + s1+, j,l j )
 10 · 20d j0−1α
− 14d j0
j0,+ |L j|
< 20d j0 C j0α
− 14d j0
j0,+ α
2d j0
i∗, j
j0
s1, j,
by Lemma 3.9. Let
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p
{θ∗, j,p − θ˜∗, j,k + s1+, j,p, where θ∗, j,p ∈ Θ˜ j,k and θ∗, j,p  θ˜∗, j,k}
 1
10
s˜θ+, j,k,
s˜2+, j,k =min
p
{θ∗, j,p − θ˜∗, j,k + s2+, j,p, where θ∗, j,p ∈ Θ˜ j,k and θ∗, j,p  θ˜∗, j,k}
− 1
10
s˜θ+, j,k.
For θ ∈ Θ˜ j,k , by expanding the expression g(θ) into a Taylor series with respect to θ − θ˜∗, j,k , we get
g(θ) = g(θ˜∗, j,k)+
i∗, j∑
l=2
a˜l+, j,k(θ − θ˜∗, j,k)l +
∑
li∗, j+1
1
l!
∂ l f̂0
∂θ l
∣∣∣∣
θ˜∗, j,k
(θ − θ˜∗, j,k) l.
Denote
g˜ j,k(θ) =
i∗, j∑
l=2
a˜l+, j,k(θ − θ˜∗, j,k)l, f˜ 0, j,k(θ) =
∑
li∗, j+1
1
l!
∂ l f̂0
∂θ l
∣∣∣∣
θ˜∗, j,k
(θ − θ˜∗, j,k) l.
Then we will verify that g˜ satisﬁes the properties (55) and (58) with s˜θ+, j,k , s˜1+, j,k , s˜2+, j,k by dis-
carding some higher order terms in g˜ .
Suppose that
sθ+, j,pk =maxp {sθ+, j,p, where θ∗, j,p ∈ Θ˜ j,k},
and take i˜∗+, j,k = i∗+, j,pk . Since s˜θ+, j,k maxp{sθ+, j,p: θ∗, j,p ∈ Θ˜ j,k}, that is s˜
i˜∗+, j,k
θ+, j,k  s
i∗+, j,pk
θ+, j,pk . Then
 j0,+s
2d j0
j0,+
s˜
i˜∗+, j,k
θ+, j,k

 j0,+s
2d j0
j0,+
s
i∗+, j,pk
θ+, j,pk
 α
1
4d j0
j0,+ (78)
by (73). Moreover, since
s˜θ+, j,k  20d j0−1d j0 sθ+, j,pk
 20d j0d j0 s1+, j,pkα
− 1
(2d j0
)i∗+, j,pk
j0,+
 2 · 20d j0d j0C j0α
− 1
(2d j0
)i∗+, j,pk
j0,+ α
2d j0
i∗, j
j0
s1, j
 α
1
2d j0
j0
s1, j, (79)
then by (75), we have
s˜
i˜∗+, j,k+1 
(
20d j0−1d j0
)2d j0+1si∗, j,pk+1
θ+, j,p  C j0 j0,+s
2d j0
j ,+α
1
4d j0
j ,+, (80)θ+, j,k k 0 0
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max
|θ−θ˜∗, j,k|˜sθ+, j,k
∣∣∣∣∣
i∗, j∑
l=˜i∗+, j,k+1
a˜l+, j,k(θ − θ˜∗, j,k) l
∣∣∣∣∣<  j0,+s2d j0j0,+α
1
8d j0
j0,+ . (81)
The inequality (79) as well as (74) also cast that
s˜θ+, j,k
sθ, j
< C˜ j0α
− 14d j0
j0,+ α
2d j0
i∗, j
j0
, (82)
where C˜ j0 = 2 · 20d j0−1d j0C j0 . Let
g˜+, j,k(θ) =
i˜∗+, j,k∑
l=2
a˜l+, j,k(θ − θ˜∗, j,k) l.
By (67), (77), (79) and (81), we can obtain that
max
|θ−θ˜∗, j,k| s˜θ+, j,k
∣∣˜g+, j,k(θ)∣∣ max|θ−θ˜∗, j,k| s˜θ+, j,k
∣∣g(θ)∣∣+ max
|θ−θ˜∗, j,k| s˜θ+, j,k
∣∣ f˜ 0, j,k(θ)∣∣
+ ∣∣g(θ˜∗, j,k)∣∣+ max|θ−θ˜∗, j,k| s˜θ+, j,k
∣∣∣∣∣
i∗, j∑
l=˜i∗+, j,k+1
a˜l+, j,k(θ − θ˜∗, j,k) l
∣∣∣∣∣
 max
|θ−θ∗, j,pk |2˜sθ+, j,k
∣∣g(θ)∣∣+ max
|θ−θ˜∗, j,k| s˜θ+, j,k
∣∣ f˜ 0, j,k(θ)∣∣
+ ∣∣g(θ˜∗, j,k)∣∣+ max|θ−θ˜∗, j,k| s˜θ+, j,k
∣∣∣∣∣
i∗, j∑
l=˜i∗+, j,k+1
a˜l+, j,k(θ − θ˜∗, j,k) l
∣∣∣∣∣
 c j0α
− 12d j0
j0,+ s
2d j0
j0,+. (83)
Moreover, by the selection of s˜1+, j,k and s˜2+, j,k , the following equality holds
g˜+, j,k(θ˜∗, j,k + s˜1+, j,k) = g(θ˜∗, j,k + s˜1+, j,k)−
i∗, j∑
l=˜i∗+, j,k+1
a˜l+, j,k˜s l1+, j,k
− f˜ 0, j,k(θ˜∗, j,k + s˜1+, j,k)− g(θ˜∗, j,k)
= g(θ∗, j,qk + s1+, j,qk )−
i∗, j∑
l=˜i∗+, j,k+1
a˜l+, j,k˜s l1+, j,k
− f˜ 0, j,k(θ˜∗, j,k + s˜1+, j,k)− g(θ˜∗, j,k),
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s
2d j0
j0,+ < g˜+, j,k(θ˜∗, j,k + s˜1+, j,k), g˜+, j,k(θ˜∗, j,k + s˜2+, j,k) < 3s
2d j0
j0,+. (84)
In what follows, we will illustrate that Θ˜ j,k does not extend [θ∗, j + s2, j, θ∗, j + s1, j]. When |θ −
θ˜∗, j,k| s˜θ+, j,k , we have |θ − θ∗, j| = |θ − θ˜∗, j,k + θ˜∗, j,k − θ∗, j | s˜θ+, j,k + 2s1, j < sθ, j2 . Together with
g(θ∗, j + s1, j) > s2d j0j0 −  j0 s
2d j0
j0
, g(θ˜∗, j,k + s˜1+, j,k) = 2s2d j0j0,+,
which implies that g(θ∗, j + s1, j)− g(θ˜∗, j,k + s˜1+, j,k) > 12 s
2d j0
j0
, we obtain
θ∗, j + s1, j − (θ˜∗, j,k + s˜1+, j,k) >
sθ, jα
1
2d j0
j0
4c j0
> s˜θ+, j,k.
Thus, [θ˜∗, j,k − s˜θ+, j,k, θ˜∗, j,k + s˜θ+, j,k] ⊂ [s2, j + θ∗, j, s1, j + θ∗, j]. And the ﬁbre map in D+, j,k =
{(ϕ, θ): |Imϕ| < r − σ , |θ − θ˜∗, j,k| s˜θ+, j,k} ⊂ D˜ j is
θ1 = θ + ε g˜+, j,k(θ)+ εg(θ˜∗, j,k)+ ε f˜ 0, j,k(θ)+ ε
i∗, j∑
l=˜i∗+, j,k+1
a˜l+, j,k(θ − θ˜∗, j,k)l + εP1(ϕ, θ).
Then ∥∥P1(ϕ, θ)∥∥D+, j,k  32j0 s2d j0j0 ,
by (63). Through (52) and (82), we have
∣∣ f˜ 0, j,k(θ)∣∣=
∣∣∣∣∣ ∑
li∗, j+1
a˜l+, j,k(θ − θ∗, j,k)l
∣∣∣∣∣ ‖ f̂0‖D jsi∗, j+1
θ, j
s˜
i∗, j+1
θ+, j,k < 
1+2κ j0
j0
s
2d j0
j0,+.
Together with (81), we have
θ1 = θ + ε g˜+, j,k(θ)+ εg(θ˜∗, j,k)+ ε f˜+, j,k(ϕ, θ),
in D+, j,k , where
‖ f˜+, j,k‖D+, j,k   j0,+s
2d j0
j0,+α
1
10d j0
j0,+ . (85)
We suppose {
θ1 = θ + ε g˜+(θ)+ ε f˜+(ϕ, θ),
ϕ1 = ϕ +ω.
• If θ ∈ [θ∗, j + s2, j, θ∗, j + s1, j] \⋃k Θ˜ j,k , we let g˜+(θ) = g(θ), f˜+(ϕ, θ) = P1(ϕ, θ). Then g˜+(θ) >
 j0 s
2d j0
j0
 |˜ f+(ϕ, θ)|.
• When (ϕ, θ) ∈ D+, j,k , we let g˜+(θ) = g˜+, j,k(θ)+ g(θ˜∗, j,k), f˜+(ϕ, θ) = f˜+, j,k(ϕ, θ).
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θ1 = θ + ε g˜+(θ)+ ε f˜+(ϕ, θ),
ϕ1 = ϕ +ω,
for which, there exist ﬁnite mutually disjoint intervals Θ˜ j,k with j = 1, . . . ,N , k = 1, . . . ,M(ye)j . In the
domains D+, j,k , the map F˜+ is real analytic, and
g˜+(θ) = g(θ˜∗, j,k)+
i˜∗+, j,k∑
l=2
a˜l+, j,k(θ − θ˜∗, j,k) l,
∥∥ f˜+(ϕ, θ)∥∥D+, j,k   j0,+s2d j0j0,+α
1
10d j0
j0,+ . (86)
Outside
⋃
j,k Θ˜ j,k , we have g˜+(θ)  |˜ f+(ϕ, θ)|, for any |Imϕ| < r − σ .
However, there is g(θ˜∗, j,k) in g˜+(θ), which may be an obstruction. In the following, we classify
these domains D+, j,k into 3 cases according to the value of g(θ˜∗, j,k).
1. If g(θ˜∗, j,k)−
 j0,+s
2d j0
j0,+
2 , then
g˜+(θ˜∗, j,k) = g(θ˜∗, j,k)−
 j0,+s
2d j0
j0,+
2
 − j0,+s
2d j0
j0,+α
1
10d j0
j0,+ ,
and
g˜+( s˜1+, j,k + θ˜∗, j,k) > s2d j0j0,+   j0,+s
2d j0
j0,+α
1
10d j0
j0,+ .
This comes back to the case of Section 3.2 (i.e., Case 2.1). And then we just focus on this domain,
in which case we will obtain an invariant torus in the end.
2. If g(θ˜∗, j,k)
 j0,+s
2d j0
j0,+
2 , then by the deﬁnition of θ˜∗, j,k , on the interval Θ˜ j,k , we have
g˜+(θ) 
 j0,+s
2d j0
j0,+
2
− 32j0 s
2d j0
j0
−  j0,+s
2d j0
j0,+α
1
10d j0
j0,+
  j0,+s
2d j0
j0,+α
1
10d j0
j0,+ 
∣∣ f˜+(ϕ, θ)∣∣.
3. If −  j0,+s
2d j0
j0,+
2 < g(θ˜∗, j,k) <
 j0,+s
2d j0
j0,+
2 , then let
g+(θ) =
i˜∗+, j,k∑
l=2
a˜l+, j,k(θ − θ˜∗, j,k)l, f+(ϕ, θ) = f˜+(ϕ, θ)+ g(θ˜∗, j,k)
in D+, j,k . We have
‖ f+‖D+, j,k 
 j0,+s
2d j0
j0,+ +  j0,+s
2d j0
j0,+α
1
10d j0
j0,+ <  j0,+s
2d j0
j0,+. (87)2
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g+(θ) = g(θ)− g(θ˜∗, j,k)+ P1(ϕ, θ)− f˜+(ϕ, θ)
−∥∥P1(ϕ, θ)∥∥D+, j,k − ∥∥ f˜+(ϕ, θ)∥∥D+, j,k
−32j0 s
2d j0
j0
−  j0,+s
2d j0
j0,+α
1
10d j0
j0,+
> − j0,+s
2d j0
j0,+. (88)
If θ ∈ Θ˜ j,k \ [θ˜∗, j,k + s˜2+, j,k, θ˜∗, j,k + s˜1+, j,k], we have
g+(θ) = g(θ)+ P1(θ,ϕ)− f+, j,k(θ)
>  j0 s
2d j0
j0
− 32j0 s
2d j0
j0
−  j0,+s
2d j0
j0,+
>
 j0 s
2d j0
j0
2
. (89)
Then {
θ1 = θ + εg+(θ)+ ε f+(ϕ, θ),
ϕ1 = ϕ +ω,
satisﬁes the properties (52)–(58) in D+, j,k , with  j0,+, s j0,+, s˜θ+, j,k, s˜1+, j,k , s˜2+, j,k by (87), (78),
(80), (83), (88), (89) and (84).
If the situation 2 happens for all j, k, then we get
g˜+(θ) 
∣∣ f˜+(ϕ, θ)∣∣,
for all θ ∈ T, |Imϕ| < r −σ , which contradicts the assumption that the ﬁbred rotation number of the
map is 0. Therefore, there must exists at least one interval Θ˜ j,k ⊂ [θ(0)∗, j0 − s
(0)
θ, j0
, θ
(0)
∗, j0 + s
(0)
θ, j0
], on which,
case 1 or case 3 occurs.
If case 1 takes place for some domain D+, j,k , then by the discussions in Section 3.2, there exists
an invariant torus near the unperturbed torus {θ = θ(0)∗, j0 }, and we stop the step of this section.
Otherwise, there exist intervals Θ j,k on which case 3 happens. Rearrange these intervals along T
and relabel them as Θ j,+ = [θ∗+, j − sθ+, j, θ∗+, j + sθ+, j]. Moreover, the intervals Θ j,+, j = 1, . . . ,N+
are mutually disjoint. By the above discussions, we have
g+(θ) 
∣∣ f+(ϕ, θ)∣∣ for θ ∈ T \ N+⋃
j=1
Θ j,+, |Imϕ| < r − σ .
We ﬁnishes one cycle of the step.
3.3.2. Iteration and convergence
For any given r0 > 0, 0 < σ0 < 4r0,  j0,0, s j0,0 > 0, j0 = 1, . . . ,N0, we deﬁne some sequences in-
ductively as follows:
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2ν
, rν = rν−1 − σν−1,
 j0,ν = 
1+κ j0
j0,ν−1, κ j0 =
1
24d j0 + 2
,
α j0,ν = 
8d j0
16d2j0
+8d j0−1
j0
, s j0,ν = α j0,ν−1s j0,ν−1,
D j,ν =
{
(ϕ, θ): |Imϕ| < rν,
∣∣θ − θ(ν)∗, j ∣∣ sθ, j,ν},
Θ j,ν =
[
θ
(ν)
∗, j − sθ, j,ν , θ(ν)∗, j + sθ, j,ν
]
where θ(ν)∗, j ∈ T, sθ, j,ν >
s
d j0
j0,ν
2 (provided D j,ν ⊂ D j0,0 for some 1 j0  N0) depends on each step and
cannot be deﬁned uniformly.
Let  j0,0, s j0,0, j0 = 1, . . . ,N0, be deﬁned as in the beginning of Section 3.3. Then the arguments
after the deﬁnition indicates that the map (13) satisﬁes the properties (52)–(59). Then by the discus-
sions in Section 3.3.1, we have sθ, j,ν , s j0,ν <  j0,ν if  j0,0, s j0,0, j0 = 1, . . . ,N0 are suﬃciently small.
Hence, for n 0, there are two cases:
Case 2.2.1. There exists some n0  1, J ∈ N, such that gn0(s1)  ‖ fn0‖D J ,n0 , gn0 (s2)  −‖ fn0‖D J ,n0
for some s1, s2 ∈ [− sθ, J ,n010 + θ(n0)∗, J ,
sθ, J ,n0
10 + θ(n0)∗, J ], with gn0 , fn0 satisfy the properties (52)–(55). Then
the map satisﬁes the assumptions of Section 3.2. Therefore, there exists an invariant torus in the
O (ε
1
2d j0
+1
)-neighborhood of the unperturbed torus {θ = θ(0)∗, j0 }, provided D J ,n0 ⊂ D j0,0.
Case 2.2.2. For every n  1, j = 1, . . . ,Nn , −
 j0,ns
2d j0
j0,n
2 < gn−1(θ
(n)
∗, j ) <
 j0,ns
2d j0
j0,n
2 , where gn−1 = gn−1 +∫
Tm
fn−1 dϕ , then there exists a sequence of change of variables
Hn−1 : Tmrn ×T→ Tmrn−1 ×T, via
(
ϕ, θ(n)
) → (ϕ, θ(n−1)),
which is C∞ in θ(n) , real analytic in ϕ , and also real analytic in the domains D j,n ( j = 1, . . . ,Nn),
with ∥∥Π2 ◦ (Hn−1 − id)∥∥C0 <max{ j0,n−1, j0 = 1, . . . ,N0},∥∥Π2 ◦ (Hn−1 − id)∥∥D j,n <max{ j0,n−1, j0 = 1, . . . ,N0},∥∥∥∥ ∂∂θ(n) Π2 ◦ (Hn−1 − id)
∥∥∥∥
D j,n
<max{ j0,n−1, j0 = 1, . . . ,N0},
such that Hn−1 conjugates Fn−1{
θ
(n−1)
1 = θ(n−1) + εgn−1
(
θ(n−1)
)+ ε fn−1(ϕ, θ(n−1)),
ϕ1 = ϕ +ω,
satisfying the properties (52)–(59) with  j0,n−1, s j0,n−1, sθ, j,n−1, s2, j,n−1, s1, j,n−1 ( j0 = 1, . . . ,N0, j =
1, . . . ,Nn−1) into Fn: {
θ
(n)
1 = θ(n) + εgn
(
θ(n)
)+ ε fn(ϕ, θ(n)),
ϕ = ϕ +ω,1
J. Wang / J. Differential Equations 253 (2012) 1489–1543 1537satisfying the properties (52)–(59) with  j0,n , s j0,n , sθ, j,n , s2, j,n , s1, j,n ( j0 = 1, . . . ,N0, j = 1, . . . ,Nn).
In this case, the exists at least one sequence of domains D j0,0 ⊃ D j1,1 ⊃ · · · ⊃ D jn,n ⊃ · · · , such that
the transformation Hn−1 is real analytic in D jn,n .
Summarizing the above arguments, we get the following Iterative lemma:
Lemma 3.10. If  j0,0 , s j0,0 ( j0 = 1, . . . ,N0) are suﬃciently small, and the following preserves for ν  0: Let
gν , fν satisfy (52)–(59) with  j0 =  j0,ν , s j0 = s j0,ν , sθ, j = sθ, j,ν , s1, j = s1, j,ν , s2, j = s2, j,ν , r = rν , then
there exists a change of variables Hν : Tmrν+1 × T → Tmrν × T with ‖Π2 ◦ (Hν − id)‖C0 < max{ j0,ν , j0 =
1, . . . ,N0}, such that the map Fν+1 = H−1ν ◦ Fν ◦ Hν , deﬁned on Tmrν+1 ×T, has the form
Fν+1 = id+ (ω,ε g˜ν+1 + ε f˜ν+1),
with g˜ν+1(θ(ν+1))|D j,ν+1 = a(ν+1)0, j +
∑i(ν+1)∗, j
l=2 a
(ν+1)
l, j (θ
(ν+1)−θ(ν+1)∗, j )l , ‖ f˜ν+1‖D j,ν+1 <  j0,ν+1s
2d j0
j0,ν+1α
1
10d j0
j0,ν+1
and a(ν+1)0, j <
 j0,ν+1s
2d j0
j0,ν+1
2 , provided D j,ν+1 ⊂ D jν ,ν ⊂ D j0,0 . Moreover, Hν is real analytic in the domains⋃Nν+1
j=1 D j,ν+1 , with ‖Π2 ◦ (Hν − id)‖D j,ν+1 <  j0,ν , ‖ ∂∂θ(ν+1) Π2 ◦ (Hν − id)‖D j,ν+1 <  j0,ν .
Fν+1 satisﬁes the following estimates:
max
|θ(ν+1)−θ(ν+1)∗, j |sθ, j,ν+1
∣∣˜gν+1(θ(ν+1))− a(ν+1)0, j ∣∣ c j0α− 12d j0j0,ν+1s2d j0j0,ν+1,
∣∣a(ν+1)l, j − a(ν)l, jν ∣∣ c j0α 14d j0j0,ν for l = 1, . . . , i(ν)∗, jν ,
 j0,ν+1s
2d j0
j0,ν+1
s
i∗, j,ν+1
θ, j,ν+1
 α
1
4d j0
j0,ν+1,
s
i∗, j,ν+1+1
θ, j,ν+1  C j0 j0,ν+1s
2d j0
j0,ν+1α
1
4d j0
j0,ν+1,
where c j0 , c j0 ,C j0 are all constants that only depend on d j0 . There are s1, j,ν+1 , s2, j,ν+1 with − sθ, j,ν+110 
s2, j,ν+1 < 0< s1, j,ν+1  sθ, j,ν+110 , such that
s
2d j0
j0,ν+1 < g˜ν+1
(
θ
(ν+1)
∗, j + s1, j,ν+1
)− a(ν+1)0, j , g˜ν+1(θ(ν+1)∗, j + s2, j,ν+1)− a(ν+1)0, j < 3s2d j0j0,ν+1.
Furthermore,
1. If there exists some j∗ ∈ {1, . . . ,Nν+1}, such that a(ν+1)0, j∗ < −
 j0,ν+1s
2d j0
j0,ν+1
2 , then we can ﬁnd θ
∗
j,1, θ
∗
j,2 ∈
[θ(ν+1)∗, j∗ +s2, j∗,ν+1, θ
(ν+1)
∗, j∗ +s1, j∗,ν+1], such that g˜ν+1(θ∗j,1) s
2d j0
j0,ν+1  ‖ f˜ν+1‖D j,ν+1 and g˜ν+1(θ∗j,2)
−  j0,ν+1s
2d j0
j0,ν+1
2  −‖ f˜ν+1‖D j,ν+1 .
2. Otherwise, Fν+1 := id+ (ω,εgν+1 + ε fν+1), with gν+1|D j,ν+1 = g˜ν+1 − a(ν+1)0, j , fν+1|D j,ν+1 = f˜ν+1 +
a(ν+1)0, j satisﬁes
•
‖ fν+1‖Dν+1, j   j0,ν+1s
2d j0
j0,ν+1;
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gν+1
(
θ(ν+1)
)
− j0,ν+1s
2d j0
j0,ν+1
for
θ(ν+1) ∈ [θ(ν+1)∗, j + s2, j,ν+1, θ(ν+1)∗, j + s1, j,ν+1];
•
gν+1
(
θ(ν+1)
)
>
 j0,ν s
2d j0
j0,ν
2
for
θ(ν+1) ∈ Θ j,ν+1 \
[
θ
(ν+1)
∗, j + s2, j,ν+1, θ(ν+1)∗, j + s1, j,ν+1
];
•
gν+1
(
θ(ν+1)
) ∣∣ fν+1(ϕ, θ(ν+1))∣∣
for
θ(ν+1) ∈ T \
Nν+1⋃
j=1
Θ j,ν+1, |Imϕ| < rν+1.
Now we are in a position to prove the main theorem. By the selection of  j0,0, s j0,0, sθ, j0,0 in the
beginning of Section 3.3, the map (49) satisﬁes the assumptions of Lemma 3.10, and we can apply it
for ν  0, provided ε is small enough. There are two cases by the Iterative lemma.
• If case 1 of Lemma 3.10 occurs for some ν , J and (ϕ, θ(ν)) ∈ D J ,ν , then it satisﬁes the assump-
tions of Lemma 3.7, for which we have proved the existence of invariant torus. Hence, there is
an invariant torus in the O (ε
1
2d j0
+1
)-neighborhood of the unperturbed torus {θ = θ(0)∗, j0 }, provided
D J ,ν ⊂ D j0,0.• Otherwise, we obtain the following sequences:
D j0,0 ⊃ D j1,1 ⊃ · · · ⊃ D jν ,ν ⊃ · · · ,
Hν = H0 ◦ · · · ◦ Hν−1 : D jν ,ν → D j0,0, ν  1,
which is real analytic in the domain D jν ,ν , and
H−1ν ◦ F ◦Hν = Fν = id+ (ω,εgν + ε fν) on D jν ,ν .
The same as in Section 3.2.2, H∞ conjugates the map F into F∞ on D∞ = D(r0 − 2σ0,0), with
F∞: {
θ
(∞)
1 = θ(∞) + εg∞
(
θ(∞)
)
,
ϕ = ϕ +ω,1
J. Wang / J. Differential Equations 253 (2012) 1489–1543 1539where g∞(θ(∞)) = ∑i∞l=2 a(∞)l (θ(∞))l, i∞  2d j0 . Then {θ(∞) = 0} is an invariant torus for the
map F∞ . Due to Lemma A.4, there exists an invariant torus in the O (|ε|
1
2d j0
+1
)-neighborhood of
the torus {θ = θ(0)∗, j0 }. We ﬁnishes the whole proof of the main theorem. 
3.4. Proof of Corollary 1.1
We consider the Cω-qpf circle map F
⎧⎨⎩ θ1 = θ +
〈
p
q
,ω
〉
+ ε f (ϕ, θ) (mod 1),
ϕ1 = ϕ +ω,
(90)
with ρ f (ω, 〈 pq ,ω〉+ε f ) = 〈 pq ,ω〉. Iterating the map F q times, we get to F˜ = (qω, 〈p,ω〉+ε
∑q−1
j=0 f ◦
F j) with the ﬁbred rotation number equals to 〈p,ω〉 mod 1. Let H(ϕ, θ) = (ϕ, θ + 〈p,ϕ〉). Then F˜ is
converted to the map F (ϕ, θ) = H−1 ◦ F˜ ◦ H(ϕ, θ):
⎧⎪⎨⎪⎩ θ1 = θ + ε
q−1∑
j=0
f ◦ F j(ϕ, θ + 〈p,ϕ〉) θ + ε f˜ (ϕ, θ),
ϕ1 = ϕ + qω,
(91)
where f˜ (ϕ, θ) is 2π -periodic in both θ and ϕ . Then by the following proposition, we can ﬁnally
assume the ﬁbred rotation number of F is 0.
Proposition 3.1. The ﬁbred rotation number of (91) is 0.
Proof. Since
F N(ϕ, θ) = H−1 ◦ F N ◦ H(ϕ, θ),
we have
Π2 ◦ F N(ϕ, θ)− θ = Π2 ◦ H−1 ◦ F˜ N ◦ H(ϕ, θ)− θ
= Π2 ◦ F˜ N ◦ H(ϕ, θ)− 〈p,ϕN 〉 − θ
= Π2 ◦ F˜ N ◦ H(ϕ, θ)−Π2 ◦ H(ϕ, θ)− 〈p,Nω〉.
Since ρ f ( F˜ ) = 〈p,ω〉, we obtain ρ f (F ) = 0. 
Then by Theorem 1.1, the system (91) has an invariant torus of the form θ = u(ϕ). Therefore, we
can ﬁnd an invariant torus for the map F˜ by Lemma A.4. Hence, there is a q-invariant torus for the
map F . 
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The following Lemma A.1 has been proved in some literatures [16,17]. We include it for self-
completeness.
LemmaA.1. Suppose that g(θ) is an nth differentiable function on the closure I of I , where I ⊂R is an interval.
Let Ih = {θ : |g(θ)| < h}, h > 0. If there is some constant δ > 0, such that |g(n)(θ)|  δ for every θ ∈ I , then
|Ih| < ch 1n , where |Ih| denotes the Lebesgue measure of Ih and c = 2(2+ 3+ · · · + n+ δ−1).
Proof. Let Ih,n−1 = {θ : |g(n−1)(θ)| < h 1n }. Since for any θ ∈ I , we have
∣∣(g(n−1)(θ))′∣∣= ∣∣g(n)(θ)∣∣ δ > 0,
then Ih,n−1 has at most one connected component which also implies that |Ih,n−1|  2h
1
n
δ
. More-
over, I − Ih,n−1 = {θ ∈ I: |g(n−1)(θ)|  h 1n } has at most two connected components, denoted by
I(1)h,n−1, I
(2)
h,n−1. Thus,
∣∣(g(n−2)(θ))′∣∣= ∣∣g(n−1)(θ)∣∣ h 1n , for θ ∈ I(1)h,n−1 ∪ I(2)h,n−1.
Let Ih,n−2 = {θ : |g(n−2)| < h 2n }. In the same way as above, Ih,n−2 ∩ I(1)h,n−1 and Ih,n−2 ∩ I(2)h,n−1 have at
most one connected component in I(1)h,n−1 and I
(2)
h,n−1 respectively. Then we have
∣∣Ih,n−2 ∩ I(1)h,n−1∣∣ 2h 1n , ∣∣Ih,n−2 ∩ I(2)h,n−1∣∣ 2h 1n .
Therefore,
|Ih,n−2|
∣∣Ih,n−2 ∩ (I − Ih,n−1)∣∣+ |Ih,n−2 ∩ Ih,n−1|

∣∣Ih,n−2 ∩ I(1)h,n−1∣∣+ ∣∣Ih,n−2 ∩ I(2)h,n−1∣∣+ |Ih,n−2 ∩ Ih,n−1|
 4h 1n + 2δ−1h 1n = 2(2+ δ−1)h 1n .
And then, I − Ih,n−2 = {θ ∈ I: |g(n−2)(θ)| h 2n } has at most three connected components.
Let Ih,1 = {θ : |g′(θ)| < h n−1n }. In the same way as above, we have
|Ih,1| 2
(
2+ 3+ · · · + n− 1+ δ−1)h 1n ,
and I − Ih,1 has at most n connected components, denoted by I(1)h,1, . . . , I(n)h,1. Let Ih,0 = {θ : |g(θ)| < h}.
Then
∣∣Ih,0 ∩ I(1)h,1∣∣ 2h 1n , . . . , ∣∣Ih,0 ∩ I(n)h,1∣∣ 2h 1n .
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|Ih,0|
∣∣Ih,0 ∩ (I − Ih,1)∣∣+ |Ih,n−2 ∩ Ih,1|

(
2n+ 2(2+ 3+ · · · + n− 1+ δ−1))h 1n
= 2(2+ 3+ · · · + n+ δ−1)h 1n .
Notice that Ih,0 = Ih , so we have |Ih| ch 1n . 
The next lemma is a basic lemma that shall be used times in proof of the main theorem.
Lemma A.2. Suppose g(θ) =∑nl=1 alθ l is a polynomial of order n, which satisﬁes
max
θ∈[s2,s1]
∣∣g(θ)∣∣ 1
2
sN .
Let
L = {θ ∈ [s2, s1]: ∣∣g(θ)∣∣ 2sN+ = 2(αs)N}.
Then we have
|L| C0
(
s+
s
) N
n
s1 = C0α Nn s1,
where |L| denotes the Lebesgue measure of L, and C0 = 4(2+ 3+ · · · + n+ 2n+3).
Proof. Without lose of generality, we assume that |s2| s1, s1 > 0. Consider an auxiliary polynomial
P (u) =
n∑
l=1
als
l
1
sN
ul,
with u = θs1 . Then P (u) is a well deﬁned function in [
s2
s1
,1] ⊂ [−1,1], with
max
u∈[ s2s1 ,1]
∣∣P (u)∣∣ 1
2
.
Then, there must exists some n0  n, such that
an0 s
n0
1 s
−N  (n0!)−12−n0−1. (A.1)
Let n0 be the largest number such that (A.1) is satisﬁed. Then,
dn0
du
P (u) (n0)!an0 sn01 s−N −
n∑
l=n0+1
∣∣∣∣ l!(l − n0)!alsl1s−Nul
∣∣∣∣
 2−n0−1 − 2−n0−1
n−n0∑
˜
1
l˜!2˜l  2
−n0−3,l=1
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L =
{
s1u: u ∈
[
s2
s1
,1
]
,
∣∣P (u)∣∣ 2 sN+
sN
}
,
by Lemma A.1, we have
|L| = s1
∣∣∣∣{u ∈ [ s2s1
]
:
∣∣P (u)∣∣ 2 sN+
sN
}∣∣∣∣
 2
(
2+ 3+ · · · + n0 + 2n0+3
)
2
1
n0
(
s+
s
) N
n0
s1
 4
(
2+ 3+ · · · + n+ 2n+3)α Nn s1. 
Lemma A.3. (See [17].) Suppose thatΩ is the space of polynomial of order n deﬁned in a ﬁnite interval I . Then
the following two norms
∣∣g(θ)∣∣=max
θ∈I
∣∣∣∣∣
n∑
l=1
alθ
l
∣∣∣∣∣, ∥∥g(θ)∥∥=maxθ∈I
n∑
l=1
∣∣alθ l∣∣,
in Ω are equivalent, that is, there is a constant C depending only on n, such that∣∣g(θ)∣∣ ∥∥g(θ)∥∥ C ∣∣g(θ)∣∣.
The following lemma states that the invariant torus is kept under conjugation.
Lemma A.4. If two quasiperiodically forced maps F (ϕ, θ), G(ϕ, θ) with the same base frequencies ω are in
the same conjugacy class (i.e., there exists a homeomorphism H, such that F = H−1 ◦ G ◦ H together with
Π1 ◦ H(ϕ, θ) = id), and θ = u(ϕ) is an invariant torus for F , then θ = Π2 ◦ H(ϕ,u(ϕ)) is an invariant torus
for G.
Proof. Since u(ϕ) is an invariant torus for F , then we have
Π2 ◦ F
(
ϕ,u(ϕ)
)= u(Π1 ◦ F (ϕ,u(ϕ))).
Moreover, because F , G are quasiperiodically forced map with the same base frequencies, then
Π1 ◦ F (ϕ, θ) = Π1 ◦ G(ϕ, θ).
Thus, for θ = Π2 ◦ H(ϕ,u(ϕ)), we come to
Π2 ◦ G(ϕ, θ) = Π2 ◦ H ◦ F ◦ H−1(ϕ, θ)
= Π2 ◦ H ◦ F ◦ H−1
(
ϕ,Π2 ◦ H
(
ϕ,u(ϕ)
))
= Π2 ◦ H ◦ F
(
ϕ,u(ϕ)
)
= Π2 ◦ H
(
Π1 ◦ F
(
ϕ,u(ϕ)
)
,u
(
Π1 ◦ F
(
ϕ,u(ϕ)
)))
= Π2 ◦ H
(
Π1 ◦ G
(
ϕ,u(ϕ)
)
,u
(
Π1 ◦ G
(
ϕ,u(ϕ)
)))
.
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θ1 = Π2 ◦ H
(
ϕ1,u(ϕ1)
)
,
where (ϕ1, θ1) = G(ϕ, θ). Thus, θ = Π2 ◦ H(ϕ,u(ϕ)) is an invariant torus for G . 
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