A Variant of AIC based on the Bayesian Marginal Likelihood by Kawakubo, Yuki et al.
ar
X
iv
:1
50
3.
07
10
2v
5 
 [s
tat
.M
E]
  1
9 O
ct 
20
17
A Variant of AIC based on the Bayesian Marginal
Likelihood
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Abstract
We propose information criteria that measure the prediction risk of a predictive
density based on the Bayesian marginal likelihood from a frequentist point of view.
We derive criteria for selecting variables in linear regression models, assuming a prior
distribution of the regression coefficients. Then, we discuss the relationship between
the proposed criteria and related criteria. There are three advantages of our method.
First, this is a compromise between the frequentist and Bayesian standpoints because
it evaluates the frequentist’s risk of the Bayesian model. Thus, it is less influenced by a
prior misspecification. Second, the criteria exhibits consistency when selecting the true
model. Third, when a uniform prior is assumed for the regression coefficients, the re-
sulting criterion is equivalent to the residual information criterion (RIC) of Shi and Tsai
(2002).
Keywords: AIC; BIC; Consistency; Kullback–Leibler divergence; Linear regression
model; Residual information criterion; Variable selection.
1 Introduction
The problem of selecting appropriate models has been studied extensively in the literature
since the work of Akaike (1973, 1974), who derived the so-called Akaike information criterion
(AIC). There are several approaches to solving the model selection problem: information
criteria, such as the AIC or BIC (Schwarz, 1978); shrinkage methods, such as the lasso
(Tibshirani, 1996); Bayesian techniques; among others. With regard to Bayesian techniques,
O’Hara and Sillanpaa (2009) provide a good review of the key works in this field, including
Kuo and Mallick (1998), Dellaportas et al. (1997), and George and McCulloch (1993, 1997).
In addition, a Bayesian lasso procedure based on a spike-and-slab prior has attracted much
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recent attention (Xu and Ghosh, 2015). However, although these methods are useful and
important, we focus on information criteria in this study.
Two of the fundamental information criteria are the AIC and the BIC. Because the AIC
and its variants are based on the risks of predictive densities with respect to the Kullback–
Leibler (KL) divergence, they are able to select good models in terms of their predictive
ability. In fact, Shibata (1981), Shao (1997), and others have shown that the model selected
by the AIC minimizes the prediction error asymptotically. However, it is known that AIC-
type criteria do not have the property of consistency; that is, the probability that the criteria
will select the true model does not converge to 1. On the other hand, the BIC, based on
the Bayesian marginal likelihood, does exhibit consistency in certain specific models (Nishii,
1984), but does not select models as effectively in terms of their predictive ability. Therefore,
we propose a hybrid of the AIC and the BIC that uses the empirical Bayesian method, which
has the property of consistency, but also selects models well in terms of predictive ability.
Our approach is to measure the prediction risk of a predictive density based on the
Bayesian marginal likelihood from a frequentist point of view. Specifically, we focus on the
variable selection problem for normal linear regression models, assuming a prior distribution
of the regression coefficients in order to derive the criterion. In Section 3, we consider two
prior distributions, namely the normal distribution and the uniform prior distribution. There
are three advantages of our method. First, this is a compromise between the frequentist
and Bayesian standpoints because it evaluates the frequentist’s risk of the Bayesian model.
Thus, the method should be less influenced by a prior misspecification. Second, the criteria
exhibits consistency when selecting the true model. At the same time, our proposed criteria
can select a good model, in the sense that the prediction risk is small, because the criteria
are based on the KL divergence. Lastly, a non-informative improper prior can be also used
to construct criteria using our approach. If we consider the Bayesian risk, which is the
KL risk, integrated out with respect to the parameters based on the prior distribution, it
diverges when the prior is improper. On the other hand, when we assume a uniform improper
prior for the regression coefficients in the normal linear regression model, we can formally
derive the marginal likelihood. In this case, the resulting marginal likelihood is the so-called
residual likelihood (Patterson and Thompson, 1971), and the proposed information criterion
is equivalent to the residual information criterion (RIC) of Shi and Tsai (2002). Thus, our
approach can be considered a theoretical justification of the RIC.
The rest of the paper is organized as follows. In Section 2, we provide a unified framework,
which we use to derive the proposed information criteria, that can produce various informa-
tion criteria, including the AIC, BIC, and RIC. Then, we propose a new approach that uses
the Bayesian marginal likelihood in the general framework, and compare various information
criteria that are based on a Bayesian model. In Section 3, we derive our information criteria
for the variable selection problem in a normal linear regression model, assuming a prior dis-
tribution of the regression coefficients. In this section, we also prove the consistency of the
criteria. In Section 4, we use simulations to verify the numerical performance of the proposed
criteria. Lastly, Section 5 concludes the paper.
2
2 General
2.1 Conventional information criteria
In this section, we describe the concept of information criteria from a general point of view.
Let y be an n-variate observable random vector, with density f(y|ω) for a vector of unknown
parameters ω. Let fˆ(y˜;y) be a predictive density of f(y˜|ω), where y˜ is an n-variate inde-
pendent replication of y. Here, we evaluate the predictive performance of fˆ(y˜;y) in terms
of the following risk:
R(ω; fˆ) =
∫ [∫
log
{
f(y˜|ω)
fˆ(y˜;y)
}
f(y˜|ω)dy˜
]
f(y|ω)dy. (1)
Because this is interpreted as a risk with respect to the KL divergence, we call it the KL risk.
The spirit of AIC suggests that we can provide an information criterion for model selection
as an (asymptotically) unbiased estimator of the information, as follows:
I(ω; fˆ) =
∫∫
−2 log{fˆ(y˜;y)}f(y˜|ω)f(y|ω)dy˜dy
= Eω
[
−2 log{fˆ(y˜;y)}
]
,
(2)
which is part of (1) (multiplied by 2), where Eω denotes the expectation, with respect to the
distribution, of f(y˜,y|ω) = f(y˜|ω)f(y|ω). Let ∆ = I(ω; fˆ) − Eω[−2 log{fˆ(y;y)}]. Then,
the AIC variant based on the predictor fˆ(y˜;y) is defined by
IC(fˆ) = −2 log{fˆ(y;y)}+ ∆̂, (3)
where ∆̂ is an (asymptotically) unbiased estimator of ∆ and fˆ(y;y) is the value of the
function fˆ(y˜;y) evaluated at y˜ = y.
Note that IC(fˆ) produces the AIC and BIC for specific predictive densities.
(AIC) Use fˆ(y˜;y) = f(y˜|ω̂) as the maximum likelihood estimator ω̂ of ω. Then,
IC(f(y˜|ω̂)) is the exact AIC, or is the corrected AIC suggested by Sugiura (1978) and
Hurvich and Tsai (1989), which is approximated by the AIC of Akaike (1973, 1974) as
−2 log{f(y|ω̂)}+ 2dim(ω).
(BIC) Use fˆ(y˜;y) = fπ0(y˜) =
∫
f(y˜|ω)π0(ω)dω as a proper prior distribution π0(ω).
It is evident that I(ω; fπ0) = Eω[−2 log{fπ0(y)}]. Thus, we have ∆ = 0, so that IC(fπ0) =
−2 log{fπ0(y)}, which is the Bayesian marginal likelihood. Note that −2 log{fπ0(y)} is ap-
proximated by BIC = −2 log{f(y|ω̂)}+ log(n) · dim(ω).
2.2 Proposed approach
The criterion IC(fˆ) in (3) can produce not only the conventional AIC and BIC, but also
various other criteria. Hereafter, we consider that ω is divided as ω = (βt, θt)t, for a p-
dimensional parameter vector of interest β, and a q-dimensional nuisance parameter vector
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θ, respectively. We assume that β has prior density π(β|λ, θ), with hyperparameter λ. The
model is given as follows:
y|β ∼ f(y|β, θ),
β ∼ π(β|λ, θ),
where θ and λ are estimated from the data. An inference based on such a model is called an
empirical Bayes procedure. Here, we consider the predictive density fˆ(y˜;y) as
fˆ(y˜;y) = fπ(y˜|λ̂, θ̂) =
∫
f(y˜|β, θ̂)π(β|λ̂, θ̂)dβ
for some estimators, λ̂ and θ̂. Then, the information given in (2) is
I(ω; fπ) =
∫∫
−2 log{fπ(y˜|λ̂, θ̂)}f(y˜|β, θ)f(y|β, θ)dy˜dy, (4)
and the resulting information criterion is
IC(fπ) = −2 log{fπ(y|λ̂, θ̂)}+ ∆̂fpi , (5)
where ∆̂fpi is an (asymptotically) unbiased estimator of ∆fpi = I(ω; fπ)−Eω[−2 log{fπ(y|λ̂, θ̂)}].
There are three motivations for considering the information I(ω; fπ) in (4) and the infor-
mation criterion IC(fπ) in (5).
First, the precision of the Bayesian predictor fπ(y˜|λ̂, θ̂) is characterized by the risk
R(ω; fπ) in (1), which is based on a frequentist point of view. On the other hand, the
Bayesian risk is defined by
r(ψ; fˆ) =
∫
R(ω; fˆ)π(β|λ, θ)dβ, (6)
which measures the prediction error of fˆ(y˜;y), under the assumption that the prior infor-
mation is correct, where ψ = (λt, θt)t. The resulting Bayesian criteria, such as the PIC
(Kitagawa, 1997) or the DIC (Spiegelhalter et al., 2002), are sensitive to a prior misspecifica-
tion because they depend on the prior information. However, because R(ω; fπ) can measure
the prediction error of the Bayesian model from a frequentist standpoint, the resulting crite-
rion IC(fπ) is less influenced by a prior misspecification.
Second, this criterion has the property of consistency. In Section 3, we derive criteria for
the variable selection problem in normal linear regression models, and prove that the criteria
select the true model with probability tending to one. The BIC and marginal likelihood
are known to exhibit consistency, while most AIC-type criteria are not consistent. However,
AIC-type criteria can choose a good model in the sense of minimizing the prediction error.
Our proposed criterion should include both properties, namely consistency when selecting the
parameters of interest β, and the tendency to select a good model in terms of its predictive
ability.
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Lastly, we can construct the information criterion IC(fπ) even when the prior distribution
of β is improper, because the information I(ω; fπ) in (4) can be defined formally for the cor-
responding improper marginal likelihood. However, because the Bayesian risk r(ψ; fπ) does
not exist for the improper prior, we cannot obtain the corresponding Bayesian criteria or use
the Bayesian risk. Note that our criterion is equivalent to the residual information criterion
(RIC) of Shi and Tsai (2002) if we assume a uniform prior on the regression coefficients. In
general, the marginal likelihood based on an improper prior depends on an arbitrary scalar
constant, which can be included in the prior, but that might be problematic when selecting
the model. However, the criterion based on our approach, using a uniform prior, can work
as a variable selection criterion. This is discussed further in Remark 1 in Section 3.
2.3 Other information criteria based on a Bayesian model
To clarify our proposed approach, we first explain related information criteria that are based
on a Bayesian model. When the prior distribution π(β|λ, θ) is proper, we can treat the
Bayesian prediction risk r(ψ; fˆ) in (6). When ψ = (λt, θt)t is known, the predictive den-
sity fˆ(y˜;y) that minimizes r(ψ; fˆ) is the Bayesian predictive density (posterior predictive
density) f ∗π(y˜|y,ψ), given by∫
f(y˜|β, θ)π(β|y,λ, θ)dβ =
∫
f(y˜|β, θ)f(y|β, θ)π(β|λ, θ)dβ∫
f(y|β, θ)π(β|λ, θ)dβ
.
When ψ is unknown, we can consider the Bayesian risk of the plug-in predictive den-
sity f ∗π(y˜|y, ψ̂). In this case, the resulting criterion is known as the predictive likelihood
(Akaike, 1980a) or the PIC (Kitagawa, 1997). The deviance information criterion (DIC) of
Spiegelhalter et al. (2002) and the Bayesian predictive information criterion (BPIC) of Ando
(2007) are related criteria based on the Bayesian prediction risk r(ψ; fˆ).
Akaike’s Bayesian information criterion (ABIC) (Akaike, 1980b) is another information
criterion based on the Bayesian marginal likelihood, given by
ABIC = −2 log{fπ(y|λ̂)}+ 2dim(λ),
where the nuisance parameter θ is not considered. The ABIC measures the following KL
risk: ∫ [∫
log
{
fπ(y˜|λ)
fπ(y˜|λ̂)
}
fπ(y˜|λ)dy˜
]
fπ(y|λ)dy,
which is not the same as either R(ω; fˆ) or r(ψ; fˆ). The ABIC is used to choose the hyperpa-
rameter λ in the same manner as the AIC. However, note that the ABIC works as a model
selection criterion for β because it is based on the Bayesian marginal likelihood.
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3 Application to Linear Regression Models
3.1 Criteria
In this section, we derive variable selection criteria for normal linear regression models. First,
we consider a collection of candidate models, defined as follows. Let the n × pω matrix Xω
consist of all explanatory variables, and assume that rank (Xω) = pω. In order to define
candidate models using the index set j, suppose that j denotes a subset of ω = {1, . . . , pω}
containing pj elements (i.e., pj = #(j)) and that Xj consists of pj columns of Xω indexed
by the elements of j. We define the class of candidate models as J = P(ω), namely the
power set of ω, where ω denotes the full model. We assume that the true model exists in
the class of the candidate models J , which is denoted by j∗. Note that the dimension of the
true models is pj∗ , which we abbreviate to p∗.
The candidate model j is the linear regression model
y =Xjβj + ε, (7)
where y is an n × 1 observation vector of the response variables, Xj is an n × pj matrix
of the explanatory variables, βj is a pj × 1 vector of the regression coefficients, and ε is an
n× 1 vector of the random errors. Here, ε has the distribution Nn(0, σ2V ), where σ2 is an
unknown scalar and V is a known positive definite matrix.
We consider the problem of selecting the explanatory variables, and assume that the true
model can be expressed by each candidate model. This is the common assumption used to
derive an information criterion. Under this assumption, the true mean of y can be written
as
E(y) =Xjβ
∗
j ,
where β∗j is a pj×1 vector, the pj−p∗ components of which are exactly 0, and the remaining
components are not 0. Hereafter, we omit the model index, j, for notational convenience.
Furthermore, we abbreviate β∗j as β.
Now, we construct the variable selection criteria for the regression model (7), which has
the form (5). We consider the following two situations.
[i] A normal prior for β. We first assume a normal prior distribution for β,
π(β|σ2) ∼ N (0, σ2W ),
where W is a p × p matrix, suitably chosen with full rank. Examples of W are W =
(λX tX)−1 for λ > 0, when V is the identity matrix, as introduced by Zellner (1986), or
more simply, W = λ−1Ip. For the moment, we assume that λ is known. We discuss how
to determine it in Section 3.2. Because the likelihood is f(y|β, σ2) ∼ N (Xβ, σ2V ), the
marginal likelihood function is
fπ(y|σ
2) =
∫
f(y|β, σ2)π(β|σ2)dβ
= (2πσ2)−n/2 · |V |−1/2 · |WX tV −1X + Ip|
−1/2 · exp
{
−ytAy/(2σ2)
}
,
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where A = V −1 − V −1X(X tV −1X +W−1)−1X tV −1. Note that A = (V + B)−1 for
B =XWX t; that is fπ(y|σ2) ∼ N (0, σ2(V +B)). Then, we take the predictive density as
fˆ(y˜;y) = fπ(y˜|σˆ2), and the information (4) can be written as
Iπ,1(ω) = Eω
[
n log(2πσˆ2) + log |V |+ log |WX tV −1X + Ip|+ y˜
t
Ay˜/σˆ2
]
, (8)
where σˆ2 = ytPy/n, P = V −1−V −1X(X tV −1X)−1X tV −1, and Eω denotes the expecta-
tion with respect to the distribution of f(y˜,y|β, σ2) = f(y˜|β, σ2)f(y|β, σ2) for ω = (βt, σ2)t.
Note that β is the parameter of interest, and σ2 is the nuisance parameter corresponding to
θ in the previous section. Then, we propose the following information criterion.
Proposition 1 The information Iπ,1(ω) in (8) is unbiasedly estimated by the information
criterion
ICπ,1 = −2 log{fπ(y|σˆ
2)}+
2n
n− p− 2
, (9)
where
−2 log{fπ(y|σˆ
2)} = n log(2πσˆ2) + log |V |+ log |WX tV −1X + Ip|+ y
tAy/σˆ2;
that is, Eω(ICπ,1) = Iπ,1(ω).
If n−1W 1/2X tV −1XW 1/2 converges to a p × p positive definite matrix as n → ∞,
log |WX tV −1X+Ip| can be approximated as p log n, which is the penalty term of the BIC.
In that case, ICπ,1 is approximately expressed as
IC∗π,1 = n log(2πσˆ
2) + log |V |+ p log n+ 2 + ytAy/σˆ2
when n is large.
Note that only the first term of ICπ,1 can work as a variable selection criterion because
fπ(y|σ2) is the Bayesian marginal likelihood. The difference between them is
2n
n− p− 2
= 2 +
2(p+ 2)
n
+O(n−2).
In other words, ICπ,1 has a slight additional penalty, of order n
−1. We compare the perfor-
mance of the criteria using simulations in Section 4.
Alternatively, the KL risk r(ψ; fˆ) in (6) can be used to evaluate the risk of the predictive
density fπ(y˜|σˆ
2) because the prior distribution is proper. Then, the resulting criterion is
ICπ,2 = n log(2πσˆ
2) + log |V |+ p logn + p, (10)
which is an asymptotically unbiased estimator of Iπ,2(σ
2) = Eπ[Iπ,1(ω)], where Eπ denotes
the expectation with respect to the prior distribution π(β|σ2); that is EπEω(ICπ,2)→ Iπ,2(σ2)
as n → ∞. Interestingly, ICπ,2 is analogous to the criterion proposed by Bozdogan (1987),
known as the consistent AIC, who suggested replacing the penalty term 2p in the AIC with
p+ p logn.
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[ii] Uniform prior for β. We next assume a uniform prior for β, namely β ∼ uniform(Rp).
Although this is an improper prior distribution, we can obtain the marginal likelihood func-
tion formally, as follows:
fr(y|σ
2) =
∫
f(y|β, σ2)dβ
= (2πσ2)−(n−p)/2 · |V |−1/2 · |X tV −1X|−1/2 · exp
{
−ytPy/(2σ2)
}
,
which is known as the residual likelihood (Patterson and Thompson, 1971). Then, we take
the predictive density as fˆ(y˜;y) = fr(y˜|σ˜2), and the information (4) can be written as
Ir(ω) = Eω
[
(n− p) log(2πσ˜2) + log |V |+ log |X tV −1X|+ y˜tP y˜/σ˜2
]
, (11)
where σ˜2 = ytPy/(n − p), which is the residual maximum likelihood (REML) estimator of
σ2, based on the residual likelihood fr(y|σ2). Next, we propose the information criterion.
Proposition 2 The information Ir(ω) in (11) is unbiasedly estimated by the infomation
criterion
ICr = −2 log{fr(y|σ˜
2)}+
2(n− p)
n− p− 2
, (12)
where
−2 log{fr(y|σ˜
2)} = (n− p) log(2πσ˜2) + log |V |+ log |X tV −1X|+ ytPy/σ˜2;
that is, Eω(ICr) = Ir(ω).
Note that ytPy/σ˜2 = n − p. If n−1X tV −1X converges to a p × p positive definite matrix
as n → ∞, log |X tV −1X| can be approximated by p logn. Then, we can approximate the
criterion as
IC∗r = (n− p) log(2πσ˜
2) + log |V |+ p logn+
(n− p)2
n− p− 2
, (13)
for large n. Note that IC∗r is equivalent to the RIC proposed by Shi and Tsai (2002). Noting
that (n − p)2/(n − p − 2) = (n + 2) + {4/(n − p − 2) − p}, we can see that the difference
between IC∗r and the RIC is n + 2 − p log(2πσ˜
2); that is IC∗r = RIC + n + 2 − p log(2πσ˜
2).
Note too that the criterion based on fr(y|σ2) and r(ψ; fr) cannot be constructed because its
KL risk diverges to infinity.
Remark 1 As discussed in Section 2.2, the marginal likelihood based on an improper prior
depends on an arbitrary scalar constant, which can, in general, be problematic when selecting
the model. However, our ICr, or its equivalent RIC, can work as a variable selection criterion.
In order to show that, we compare ICr with the AIC and BIC. When V = In, the AIC and
BIC for the normal linear regression model can be expressed as
IC = n log(2π) + n log(n−1RSS) + n + g(p),
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where the first three terms are the likelihood part, and the last term g(p) is the penalty,
which depends on p. Here, g(p) = 2(p + 1) for the AIC and g(p) = p log(n) for the BIC.
Then, RSS is the residual sum of squares, defined as RSS = ‖y−Xβ̂‖2 = nσˆ2. On the other
hand, ICr in (12) can be rewritten as
ICr = n log(2π) + n log(n
−1RSS) + n + h(p),
where the first three terms are the same as those of the AIC and BIC, and h(p) is
h(p) = p{log(n− p)− log(n−1RSS)− log(2π)− 1}+ log |X tX| − p log(n)
+ n log{n/(n− p)}+ 2 +O(n−1).
Thus, h(p) can represent the penalty for the large model because log |X tX | − p log(n) is
asymptotically negligible, and the value in the braces of the first term is positive when n is
at least moderately large, noting that n−1RSS becomes small as p becomes large.
3.2 Typical examples of the linear regression models
In the derivation of the criteria, we assumed that the scaled covariance matrix V of the
vector of error terms is known. However, it is often the case that V is unknown, and is
some function of the unknown parameter φ, namely V = V (φ). In that case, V in each
criterion is replaced with its plug-in estimator V (φ̂), where φ̂ is some consistent estimator
of φ. This strategy is also used in many other studies, for example in Shi and Tsai (2002),
who proposed the RIC. We suggest that the φ be estimated based on the full model. The
scaled covariance matrix W of the prior distribution of β is also assumed to be known. In
practice, its structure should be specified, and we have to estimate the parameter λ in W
from the data. In the same manner as V ,W in each criterion is replaced with W (λˆ). Note
that λ should be estimated based on each candidate model under consideration, because the
structure of W depends on the model. We propose that λ is estimated by maximizing the
marginal likelihood fπ(y|σˆ
2, λ), after substituting in the estimate σˆ2.
Here, we give three examples for the regression model (7): a regression model with con-
stant variance, a variance components model, and a regression model with ARMA errors.
The second and the third models include the unknown parameter in the covariance matrix.
[1] Regression model with constant variance. When V = In, (7) represents a multiple
regression model with constant variance. In this model, the scaled covariance matrix V does
not contain any unknown parameters.
[2] Variance components model. Consider a variance components model (Henderson,
1950), described as follows:
y =Xβ +Z2v2 + · · ·+Zrvr + η, (14)
where Zi is an n×mi matrix with V i = ZiZ
t
i, vi is anmi×1 random vector with distribution
Nmi(0, θiImi) for i ≥ 2, η is an n× 1 random vector with η ∼ Nn(0,V 0 + θ1V 1) for known
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n× n matrices V 0 and V 1, and η, v2, . . . , vr are mutually independently distributed. The
nested error regression model (NERM) is a special case of a variance components model,
given by
yik = x
t
ikβ + vi + ηik, (i = 1, . . . , m; k = 1, . . . , ni), (15)
where vi and ηik are mutually independently distributed as vi ∼ N (0, τ 2) and ηik ∼ N (0, σ2),
respectively, and n =
∑m
i=1 ni. Note that the NERM in (15) is given by θ1 = σ
2, θ2 =
τ 2, V 1 = In and Z2 = diag (1n1, . . . , 1nm), where 1l is the l-dimensional vector of ones, for
the variance components model (14). This model is often used for clustered data, where vi
is considered the random effect of the cluster (Battese et al., 1988). For such a model, when
we are interested in a specific cluster or in predicting the random effects, an appropriate
criterion is the conditional AIC, as proposed by Vaida and Blanchard (2005), which is based
on the conditional likelihood given the random effects. However, when we wish to predict
the fixed effects, namely xtikβ, the NERM can be seen as a linear regression model and
the random effects are part of the error term. In other words, we consider ε = Z2v2 + η,
V = V (φ) = φV 2 + In for (7), where φ = τ
2/σ2 and V 2 = Z2Z
t
2 = diag (Jn1, . . . ,Jnm) for
J l = 1l1
t
l. In this case, our proposed variable selection procedure is useful.
[3] Regression model with autoregressive moving average errors. Consider the
regression model (7), assuming the random errors are generated by an ARMA(q, r) process
defined by
εi − φ1εi−1 − · · · − φqεi−q = ui − ϕ1ui−1 − · · · − ϕrui−r,
where {ui} is a sequence of independent normal random variables, with mean 0 and variance
τ 2. A special case of this model is the regression model with AR(1) errors, satisfying ε1 ∼
N (0, τ 2/(1 − φ2)), εi = φεi−1 + ui, and ui ∼ N (0, τ 2) for i = 2, 3, . . . , n. When we define
σ2 = τ 2/(1− φ2), the (i, j)-element of the scaled covariance matrix V in (7) is φ|i−j|.
3.3 Consistency of the criteria
In this subsection, we prove that the proposed criteria exhibit consistency. Our asymptotic
framework is that n tends to infinity and the true dimension of the regression coefficients p∗
is fixed. Following Shi and Tsai (2002), we first show that the criteria are consistent for the
regression model with constant variance and pre-specifiedW . Then, we extend the result to
the regression model with a general covariance matrix and the case where W is estimated.
We divide J into two subsets, J+ and J−, where J+ = {j ∈ J : j∗ ⊆ j} and J− = J \J+.
Note that the true model j∗ is the smallest model in J+, and that E(y) =X j∗βj∗ , abbreviated
to X∗β∗, where β∗ is a p∗ × 1 vector of the true regression coefficients. Let ˆ denote the
model selected by some criterion. Following Shi and Tsai (2002), we make the following
assumptions:
(A1) E(ε41) <∞.
(A2) 0 < lim inf
n→∞
min
j∈J
|X tjX j/n| and lim sup
n→∞
max
j∈J
|XtjXj/n| <∞.
(A3) lim inf
n→∞
n−1 inf
j∈J−
‖X∗β∗ −HjX∗β∗‖
2 > 0, where Hj =Xj(X
t
jXj)
−1X tj .
10
We can now obtain the asymptotic properties of the criteria for the regression model with
constant variance.
Theorem 1 If assumptions (A1)–(A3) are satisfied, J+ is not empty, the εi’s are indepen-
dent and identically distributed (iid), and W j in the prior distribution of βj is pre-specified,
then the criteria ICπ,1, IC
∗
π,1, ICπ,2, ICr, and IC
∗
r are consistent; that is P (ˆ = j∗) → 1 as
n→∞.
The proof of Theorem 1 is given in Appendix B.
We next consider the regression model with a general covariance structure and the case
whereW j is estimated from the data. In this case, V andW j are replaced with their plug-in
estimators V (φ̂) and W j(λˆj), respectively.
Theorem 2 Assume that φ̂ − φ0 and λˆj − λj,0 tend to 0 in probability as n → ∞, for all
j ∈ J . In addition, assume that the elements of V (φ) andW j(λj) are continuous functions
of φ and λj, respectively, and that V (φ) andW j(λj) are positive definite in the neighborhood
of φ0 and λj,0, respectively, for all j ∈ J . If assumptions (A1)–(A3) are satisfied when Xj
and ε are replaced with V −1/2Xj and ε
∗ = V −1/2ε, respectively, J+ is not empty and ε∗i are
iid. Then, the criteria ICπ,1, IC
∗
π,1, ICπ,2, ICr, and IC
∗
r are consistent.
For the proof of Theorem 2, we use the same techniques as those used in the proof of
Theorem 1.
4 Simulations
In this section, we compare the numerical performance of the proposed criteria, ICπ,1 and ICr,
with that of conventional criteria, namely the AIC, BIC, DIC, and the marginal likelihood
(ML). We consider two regression models: a regression model with constant variance and a
regression model with AR(1) errors. These models are taken as examples of the linear model
(7) given in Section 3.2. The matrix of explanatory variables are randomly generated as
vec (Xω) ∼ Nn×pω(0, Ipω ⊗Σ) for Σ = 0.9In + 0.111
t in each simulation.
When deriving the criterion ICπ,1, we set the prior distribution of β as Np(0, σ
2λ−1Ip);
that is, W = λ−1Ip. The unknown parameter φ in V for the AR(1) model is estimated
using the maximum likelihood estimator based on the full model. The hyperparameter λ
is estimated by maximizing the marginal likelihood fπ(y|σˆ2, λ), after substituting in the
estimate σˆ2 = ytPy/n of σ2. Note that φ is estimated based on the full model, while σ2 and
λ are estimated from each candidate model using the plugged-in version of V (φˆ).
As a competitor for ICπ,1, we consider the criterion that uses fπ(y|σˆ2) only, which is
the so-called the marginal likelihood commonly used in Bayesian analyses. Another com-
petitor is the DIC, which is also popular in Bayesian analyses. When deriving the DIC, we
consider the same prior distribution of β as that assumed when deriving ICπ,1, namely β ∼
Np(0, σ2λ−1Ip). In fairness to the other criteria, we take σ2 as an unknown parameter and do
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not assume a prior distribution for the derivation of the DIC. LetD(β) = −2 log{f(y|β, σ2)}.
When σ2 is known, the DIC is
DIC(σ2) = 2Eβ|y[D(β)]−D(β˜),
where Eβ|y denotes the expectation with respect to the conditional distribution of β, given
y and β˜ = Eβ|y(β). Because β|y ∼ Np(β˜, σ
2(X tV −1X +W−1)−1) for β˜ = (X tV −1X +
W−1)−1X tV −1y, the first term of the DIC is
2Eβ|yE[D(β)] = 2tr
[
X tV −1X{σ2(X tV −1X +W−1)−1 + β˜β˜
t
}
]
/σ2 − 4ytV −1Xβ˜/σ2
+ (the term which is irrelevant to the model),
and the second term is D(β˜) = (y−Xβ˜)tV −1(y−Xβ˜)/σ2+ (the term that is irrelevant to
the model). Then, we use DIC(σˆ2), where σˆ2 is substituted into DIC(σ2).
[Experiment 1] First, we confirm that ICπ,1, ICr, and the BIC are consistent. We con-
sider the regression model with constant variance for two cases of the values of regression
coefficients β = (1, 1, 1, 1, 0, 0, 0)t and β = (1, 1, 0, 0, 0, 0, 0)t, namely pω = 7 and p∗ = 2 or
p∗ = 4. We also control the signal-to-noise ratio (SNR = {var(xtiβ)/var(εi)}
1/2
) at 1, 3, and
5. Note that var(xtiβ) = p∗. We select a best model by each criterion among all subsets of
the full model, that is, we consider 27 − 1 candidate models. Figure 1 shows the number
of simulations that select the true model among 1000 simulations. The results show that
each criterion is consistent. When the data are noisy (i.e., the SNR is weak), ICr does not
perform as well as ICπ,1 and the BIC in terms of selecting the true model. Although we omit
the detail, the results for the AR(1) model are similar to those of the model with constant
variance.
[Experiment 2] Next, we investigate the performance of the criteria in terms of the predic-
tion error. In this experiment, we set β1, . . . , βp∗ i.i.d. ∼ N (0, 1) and (βp∗+1, . . . , βpω)
t = 0 in
each simulation. Note that some of the values of β1, . . . , βp∗ might be close to 0, which makes
us difficult to distinguish the true model from the models that include the true model. In this
case, it is more appropriate to evaluate the performance of the information criteria in terms
of prediction error than in terms of selecting the true model. The prediction error of the
selected model is defined as ‖X ˆβ̂ˆ −X∗β∗‖
2/n, where β̂ˆ = (X
t
ˆV (φˆ)
−1X ˆ)
−1X tˆV (φˆ)
−1y
(i.e., the GLS estimator). We consider several settings of pω, p∗, and SNR for regression
model with constant variance and for AR(1) model with φ = 0.5. For pω = 5, 10 cases, we
consider all subsets of the full model as a class of candidate models, and for pω = 20 case,
we consider a class of nested candidate models jα = {1, . . . , α} for α = 1, . . . , pω. Tables 1–6
show the mean value of the prediction error among 1000 simulations. In each case, we put
two asterisks at the minimum value of the prediction error and one asterisk at the second
minimum value. First, we look at the results for the regression model with constant variance,
which are shown in Tables 1–3. When the true model is small (i.e., p∗ = 2), ICπ,1 performs
best or second best in all cases. Although the marginal likelihood (ML) performs similar to
ICπ,1, the latter is slightly better. When the true model is large relative to the full model,
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Figure 1: The number of simulations that select the true model by the criteria in 1000
realizations of the regression model with constant variance. The left three figures are the
result for p∗ = 2, and the right three figures are for p∗ = 4.
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Table 1: The mean of the prediction error among 1000 simulations for the regression model
with constant variance. The full model is pω = 5.
SNR ICπ,1 ICr AIC BIC DIC ML
p∗ = 2
n = 50
1 0.134∗∗ 0.167 0.154 0.134∗ 0.185 0.135
3 0.0126∗∗ 0.0137 0.0166 0.0134 0.0209 0.0127∗
5 0.00430∗∗ 0.00447 0.00588 0.00462 0.00765 0.00432∗
n = 100
1 0.0671∗ 0.0789 0.0790 0.0644∗∗ 0.0974 0.0671
3 0.00628∗∗ 0.00658 0.00842 0.00650 0.01084 0.00631∗
5 0.00195∗∗ 0.00207 0.00301 0.00219 0.00397 0.00197∗
p∗ = 4
n = 50
1 0.433 0.394∗∗ 0.409 0.469 0.394∗ 0.430
3 0.0471 0.0434∗ 0.0430∗∗ 0.0447 0.0437 0.0470
5 0.0164 0.0155∗ 0.0152∗∗ 0.0155 0.0158 0.0164
n = 100
1 0.220 0.201∗ 0.206 0.247 0.199∗∗ 0.219
3 0.0231 0.0218∗ 0.0217∗∗ 0.0227 0.0225 0.0231
5 0.00764 0.00734∗ 0.00727∗∗ 0.00734 0.00774 0.00764
Table 2: The mean of the prediction error among 1000 simulations for the regression model
with constant variance. The full model is pω = 10.
SNR ICπ,1 ICr AIC BIC DIC ML
p∗ = 2
n = 50
1 0.231∗ 0.327 0.289 0.213∗∗ 0.384 0.234
3 0.0185∗∗ 0.0224 0.0316 0.0215 0.0437 0.0185∗
5 0.00591∗∗ 0.00672 0.0117 0.00789 0.0162 0.00594∗
n = 100
1 0.106∗ 0.139 0.140 0.0908∗∗ 0.192 0.106
3 0.00893∗∗ 0.0101 0.0162 0.00956 0.0228 0.00895∗
5 0.00262∗∗ 0.00288 0.00542 0.00317 0.00788 0.00264∗
p∗ = 8
n = 50
1 1.71 1.59∗∗ 1.67 1.88 1.59∗ 1.71
3 0.204 0.181∗ 0.181∗∗ 0.196 0.181 0.202
5 0.0690 0.0632 0.0616∗∗ 0.0646 0.0629∗ 0.0689
n = 100
1 0.912 0.798∗∗ 0.838 1.052 0.801∗ 0.911
3 0.0945 0.0872∗ 0.0866∗∗ 0.0930 0.0884 0.0944
5 0.0321 0.0302∗∗ 0.0303∗ 0.0306 0.0316 0.0320
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Table 3: The mean of the prediction error among 1000 simulations for the regression model
with constant variance. The full model is pω = 20.
SNR ICπ,1 ICr AIC BIC DIC ML
p∗ = 2
n = 50
1 0.148∗ 0.529 0.269 0.117∗∗ 0.793 0.158
3 0.0123∗ 0.0123 0.0319 0.0122∗∗ 0.0894 0.0123
5 0.00363∗ 0.00356∗∗ 0.01046 0.00389 0.0320 0.00370
n = 100
1 0.0686∗ 0.0959 0.103 0.0533∗∗ 0.394 0.0703
3 0.00558∗ 0.00550 0.01102 0.00552∗∗ 0.0442 0.00558∗
5 0.00187∗∗ 0.00190 0.00410 0.00199 0.0161 0.00188∗
p∗ = 18
n = 50
1 7.58 7.23∗ 7.28 11.18 7.22∗∗ 7.42
3 0.795 0.792∗ 0.782∗∗ 0.787 0.805 0.794
5 0.272 0.273 0.277 0.270∗∗ 0.286 0.271∗
n = 100
1 3.61 3.59 3.53∗∗ 6.77 3.57∗ 3.60
3 0.384∗∗ 0.387 0.389 0.388 0.404 0.384∗
5 0.135∗∗ 0.137 0.140 0.136 0.146 0.135∗
Table 4: The mean of the prediction error among 1000 simulations for AR(1) with φ = 0.5.
The full model is pω = 5.
SNR ICπ,1 ICr AIC BIC DIC ML
p∗ = 2
n = 50
1 0.203 0.194∗∗ 0.213 0.224 0.236 0.202∗
3 0.0211 0.0204∗∗ 0.0228 0.0220 0.0271 0.0211∗
5 0.00711 0.00698∗∗ 0.00786 0.00740 0.00935 0.00709∗
n = 100
1 0.0964 0.0915∗∗ 0.100 0.116 0.142 0.0963∗
3 0.00976∗ 0.00952∗∗ 0.0105 0.0104 0.0143 0.00977
5 0.00368∗ 0.00362∗∗ 0.00395 0.00384 0.00449 0.00368
p∗ = 4
n = 50
1 0.492 0.430∗∗ 0.472 0.552 0.448∗ 0.490
3 0.0530 0.0472∗ 0.0482 0.0526 0.0464∗∗ 0.0529
5 0.0191 0.0172 0.0172∗∗ 0.0180 0.0172∗ 0.0191
n = 100
1 0.239 0.206∗∗ 0.225∗ 0.289 0.229 0.237
3 0.0263 0.0239 0.0238∗ 0.0268 0.0237∗∗ 0.0263
5 0.00937 0.00897 0.00875∗∗ 0.00905 0.00878∗ 0.00936
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Table 5: The mean of the prediction error among 1000 simulations for AR(1) with φ = 0.5.
The full model is pω = 10.
SNR ICπ,1 ICr AIC BIC DIC ML
p∗ = 2
n = 50
1 0.273∗ 0.291 0.314 0.292 0.355 0.272∗∗
3 0.0252∗ 0.0254 0.0322 0.0280 0.0397 0.0250∗∗
5 0.00869∗∗ 0.00835 0.0118 0.0101 0.0172 0.00871∗
n = 100
1 0.114∗∗ 0.123 0.139 0.125 0.176 0.115∗
3 0.0107∗∗ 0.0110 0.0149 0.0120 0.0198 0.0107∗
5 0.00349∗ 0.00348∗∗ 0.00528 0.00398 0.00702 0.00350
p∗ = 8
n = 50
1 1.53 1.41∗ 1.48 1.66 1.43∗ 1.53
3 0.184 0.156∗ 0.161 0.178 0.156∗∗ 0.183
5 0.0616 0.0535∗∗ 0.0553 0.0585 0.0548∗ 0.0614
n = 100
1 0.794 0.706∗∗ 0.756 0.928 0.724∗ 0.788
3 0.0830 0.0754∗∗ 0.0759∗ 0.0850 0.0761 0.0830
5 0.0287 0.0266∗ 0.0265∗∗ 0.0281 0.0268 0.0287
Table 6: The mean of the prediction error among 1000 simulations for AR(1) with φ = 0.5.
The full model is pω = 20.
SNR ICπ,1 ICr AIC BIC DIC ML
p∗ = 2
n = 50
1 0.205∗ 0.341 0.355 0.182∗∗ 0.681 0.208
3 0.0193∗∗ 0.0197 0.0392 0.0200 0.0760 0.0195∗
5 0.00622∗ 0.00617∗∗ 0.0140 0.00676 0.0271 0.00624
n = 100
1 0.0889∗ 0.0900 0.120 0.0786∗∗ 0.303 0.0901
3 0.00861∗ 0.00860∗∗ 0.0131 0.00862 0.0340 0.00864
5 0.00293∗ 0.00292∗∗ 0.00470 0.00299 0.0122 0.00294
p∗ = 18
n = 50
1 6.02 6.02 5.94∗ 7.91 6.02 5.92∗∗
3 0.667 0.669 0.668 0.658∗∗ 0.686 0.666∗
5 0.227∗ 0.229 0.234 0.229 0.241 0.227∗∗
n = 50
1 2.74 2.77 2.70∗∗ 3.65 2.76 2.73∗
3 0.286∗∗ 0.289 0.292 0.287 0.302 0.286∗
5 0.102 0.102 0.104 0.102∗∗ 0.108 0.102∗
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ICr performs best or second best in many cases. It is also interesting to point out that ICπ,1,
BIC and ML have good performance when the true model is small while ICr, AIC and DIC
perform well when the true model is large. This might be because the first three criteria tend
to select parsimonious models while the last three criteria tend to select larger models. The
results for AR(1) model, which are shown in Tables 4–6, are similar to those for the regression
model with constant variance except that the performance of ICr in the case of pω = 5 and
p∗ = 2 (upper part of Table 4) is good while that in the same case for the regression model
with constant variance (upper part of Table 1) is not very good.
5 Concluding Remarks
We have derived variable selection criteria for normal linear regression models relative to
the frequentist KL risk of the predictive density, based on the Bayesian marginal likelihood.
We have proved the consistency of the criteria and, using simulations, have shown that they
perform well in terms of the prediction.
Although our theoretical approach is general, the derivation of the criterion depends on the
normal distribution. If we assume a conjugate prior distribution for the parameter of interest
when deriving the criterion, it is easy to extend our approach to other models. However, for
the class of generalized linear models, which includes the Poisson and the logistic regression
models, it is difficult to consider a prior distribution where the marginal likelihood can be
evaluated analytically. In such models, we have to rely on some computational method,
which we leave for future research.
Variable selection for the mixed effects models, such as the variance components model
(14) in Section 3.2, is another important problem. As discussed, it is appropriate to consider
the KL divergence based on the conditional density, given the random effects, when the
objective is to predict the random effects, as in the conditional AIC (cAIC). An extension of
our approach to the cAIC-type criterion is also left to future research.
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A Derivations of the Criteria
In this section, we show the derivations of the criteria. To this end, we first obtain the
following lemma, which was shown in Section A.2 of Srivastava and Kubokawa (2010).
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Lemma 1 Assume that C is an n × n symmetric matrix, M is an idempotent matrix of
rank p, and that u ∼ N (0, In). Then,
E
[
utCu
ut(In −M )u
]
=
tr (C)
n− p− 2
−
2tr [C(In −M)]
(n− p)(n− p− 2)
.
A.1 Derivation of ICpi,1 in (9)
It is sufficient to show that the bias correction ∆π,1 = Iπ,1(ω) − Eω[−2 log{fπ(y|σˆ2)}] is
2n/(n− p− 2), where Iπ,1(ω) is given by (8). It follows that
∆π,1 = Eω(y˜
t
Ay˜/σˆ2)− Eω(y
tAy/σˆ2)
= Eω(y˜
t
Ay˜) · Eω(1/σˆ
2)− Eω(y
tAy/σˆ2).
First,
Eω(y˜
t
Ay˜) = Eω[(y˜ −Xβ +Xβ)
tA(y˜ −Xβ +Xβ)]
= σ2tr (AV ) + βtX tAXβ. (16)
Second, noting that nσˆ2 = ytPy = σ2ut(In −M)u for
u = V −1/2(y −Xβ)/σ,
M = In − V
−1/2X(X tV −1X)−1X tV −1/2,
(17)
and that PX = 0, we obtain
Eω(1/σˆ
2) = nEω
(
1
ytPy
)
= nEω
[
1
σ2ut(In −M)u
]
=
n
σ2(n− p− 2)
. (18)
Finally,
Eω(y
tAy/σˆ2) = nEω
(
ytAy
ytPy
)
= nEω
[
σ2utV 1/2AV 1/2u+ βtX tAXβ
σ2ut(In −M)u
]
= n×
{
tr (AV )
n− p− 2
−
2tr (AV PV )
(n− p)(n− p− 2)
+
βtX tAXβ
σ2(n− p− 2)
}
. (19)
The latter equation derives from Lemma 1. Combining (16), (18), and (19), we have
∆π,1 =
2n · tr (AV PV )
(n− p)(n− p− 2)
.
Therefore,
tr (AV PV ) = tr {(V +B)−1(V +B −B)PV }
= tr (PV )− tr {(V +B)−1BPV }
= tr (In −M) = n− p, (20)
because BP =XWX tP = 0. Then, we obtain ∆π,1 = 2n/(n− p− 2). 
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A.2 Derivation of ICpi,2 in (10)
From the fact that Eω(ICπ,1) = Iπ,1(ω) and that EπEω(ICπ,1) = Eπ[Iπ,1(ω)] = Iπ,2(σ
2), it
suffices to show that EπEω(ICπ,1) is approximated by
EπEω(ICπ,1) ≈ EπEω[n log(2πσˆ
2) + log |V |+ p logn+ 2 + ytAy/σˆ2]
≈ EπEω[n log(2πσˆ
2) + log |V |+ p logn+ p] + (n + 2) = EπEω(ICπ,2) + (n+ 2),
when n is large. Note that n+ 2 is irrelevant to the model. It follows that
Eω
(
ytAy
σˆ2
)
= n×Eω
[
yt{V −1 − V −1X(X tV −1X +W−1)−1X tV −1}y
yt{V −1 − V −1X(X tV −1X)−1X tV −1}y
]
= n+ n× Eω
[
ytV −1X(X tV −1X +W−1)−1W−1(X tV −1X)−1X tV −1y
yt{V −1 − V −1X(X tV −1X)−1X tV −1}y
]
= n+
n
σ2(n− p− 2)
×Eω
[
ytV −1X(X tV −1X +W−1)−1W−1(X tV −1X)−1X tV −1y
]
= n+
n
σ2(n− p− 2)
×
[
σ2 · tr {(X tV −1X +W−1)−1W−1}
+ βtX tV −1X(X tV −1X +W−1)−1W−1β
]
,
and that
Eπ[β
tX tV −1X(X tV −1X +W−1)−1W−1β] = σ2 · tr [X tV −1X(X tV −1X +W−1)−1].
If n−1X tV −1X converges to a p × p positive definite matrix as n → ∞, tr [(X tV −1X +
W−1)−1W−1]→ 0 and tr [X tV −1X(X tV −1X+W−1)−1]→ p. Then, we have EπEω(y
tAy/σˆ2−
n)→ p, which we want to show. 
A.3 Derivation of ICr in (12)
We show that the bias correction ∆r = Ir(ω)−Eω [−2 log{fr(y|σ˜2)}] is 2(n− p)/(n− p− 2),
where Ir(ω) is given by (11). Then,
∆r = Eω(y˜
t
P y˜/σ˜2)− Eω(y
tPy/σ˜2)
= Eω(y˜
t
P y˜) · Eω(1/σ˜
2)− (n− p).
Since Eω(y˜
t
P y˜) = (n − p)σ2 and Eω(1/σ˜2) = (n − p)/{σ2(n − p − 2)}, we have ∆r =
2(n− p)/(n− p− 2). 
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B Proof of Theorem 1
We only prove the consistency of ICπ,1. The proof of the consistency of the other criteria can
be shown in the same manner. Because we have
P (ˆ = j) ≤ P{ICπ,1(j) < ICπ,1(j∗)}
for any j ∈ J \ {j∗}, it suffices to show that P{ICπ,1(j) < ICπ,1(j∗)} → 0, or equivalently,
that P{ICπ,1(j)− ICπ,1(j∗) > 0} → 1 as n→∞ for j ∈ J \ {j∗}. When V = In, we obtain
ICπ,1(j)− ICπ,1(j∗) = I1 + I2 + I3,
where
I1 = n log(σˆ
2
j/σˆ
2
∗) + y
tAjy/σˆ
2
j − y
tA∗y/σˆ
2
∗,
I2 = log |X
t
jXj +W
−1
j | − log |X
t
∗X∗ +W
−1
∗ |,
I3 = log{|W j|/|W ∗|}+
2n
n− pj − 2
−
2n
n− p∗ − 2
,
for σˆ2j = y
t(In − Hj)y/n, σˆ
2
∗ = σˆ
2
j∗ , Aj = In − Xj(X
t
jXj +W
−1
j )
−1X tj , Aj∗ = A∗,
and W ∗ = W j∗ . We evaluate the asymptotic behaviors of I1, I2, and I3 for j ∈ J−, and
j ∈ J+ \ {j0}, separately.
[Case of j ∈ J−]. First, we evaluate I1. We decompose I1 = I11 + I12, where I11 =
n log(σˆ2j /σˆ
2
∗) and I12 = y
tAjy/σˆ
2
j − y
tA∗y/σˆ
2
∗. It follows that
σˆ2j − σˆ
2
∗ = (X∗β∗ + ε)
t(In −Hj)(X∗β∗ + ε)/n− ε
t(In −H∗)ε/n
= ‖X∗β∗ −HjX∗β∗‖
2/n+ op(1).
Then, we have
n−1I11 = log
(
1 +
σˆ2j − σˆ
2
∗
σˆ2∗
)
= log
{
1 +
‖X∗β∗ −HjX∗β∗‖
2
nσ2
}
+ op(1), (21)
and it follows from the assumption (A3) that
lim inf
n→∞
log
{
1 +
‖X∗β∗ −HjX∗β∗‖
2
nσ2
}
> 0. (22)
Because ytAjy/(nσˆ
2
j ) = 1 + op(1) and y
tA∗y/(nσˆ
2
∗) = 1 + op(1), we obtain
n−1I12 = op(1). (23)
Second, we evaluate I2. It follows that
log |X tjXj +W
−1
j | = pj logn+ log |X
t
jX j/n+W
−1
j /n| = pj log n+O(1).
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In addition, log |X t∗X∗ +W
−1
∗ | = p∗ logn +O(1). Then,
n−1I2 = (pj − p∗)n
−1 log n+ o(1) = o(1). (24)
Lastly, it is easy to see that
n−1I3 = o(1). (25)
From (21)–(25), it follows that
P{ICπ,1(j)− ICπ,1(j∗) > 0} → 1, (26)
for all j ∈ J−.
[Case of j ∈ J+ \ {j∗}]. First, we evaluate I1. From
σˆ2∗ − σˆ
2
j = ε
t(Hj −H∗)ε/n = Op(n
−1), (27)
it follows that
(logn)−1I11 = (log n)
−1 · n log
{
σˆ2∗ − (σˆ
2
∗ − σˆ
2
j )
σˆ2∗
}
= (log n)−1 · n · log{1 +Op(n
−1)} = op(1). (28)
For I12, from (27) and y
tAjy − y
tA∗y = Op(1), we obtain
I12 = y
tAjy/σˆ
2
j − y
tA∗y/σˆ
2
∗
= (ytAjy − y
tA∗y)/σˆ
2
∗ +Op(1) = Op(1).
Then,
(logn)−1I12 = op(1). (29)
Second, we evaluate I2. Since pj > p∗ for all j ∈ J+ \ {j∗},
lim inf
n→∞
(logn)−1I2 = pj − p∗ > 0. (30)
Finally, it is easy to see that
(log n)−1I3 = o(1). (31)
From (28)–(31), it follows that
P{ICπ,1(j)− ICπ,2(j∗) > 0} → 1, (32)
for all j ∈ J+ \ {j∗}.
Combining (26) and (32), we obtain
P{ICπ,1(j)− ICπ,1(j∗) > 0} → 1,
for all j ∈ J \ {j∗}, which shows that ICπ,1 is consistent. 
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