In performing Bayesian analysis of insurance losses, one usually chooses a parametric conditional loss distribution for each risk and a parametric prior distribution to describe how the conditional distributions vary across the risks. Young (1997) applies techniques from nonparametric density estimation to estimate the prior and uses the estimated model to calculate the predictive mean of future claims given past claims. A shortcoming of this method is that, in estimating the prior, one assumes the average claim amount equals the conditional claim. In this paper, we consider a Glass of priors obtained by perturbing the one determined nonparametrically, as in Young (1997). We thereby reflect the uncertainty in the prior that arises from the randomness in the claim data. We, then, calculate intervals for the corresponding predictive means. We illustrate our method with data from Dannenburg et al. (1996) and compare the intervals of the predictive means with nonparametric confidence intervals.
INTRODUCTION
Analyzing insurance losses is an important task for actuaries. Accurately predicting insurance losses aids in creating equitable premiums for policyholders -one wishes the premium to be low enough for the insurance product to be competitive while large enough for the insurance company to remain solvent. In performing Bayesian analysis of insurance losses, one usually chooses a parametric conditional loss distribution for each risk and a parametric prior distribution to describe how the conditional distributions vary across the risks. A criticism of Bayesian analysis is that the prior distribution can be difficult to choose and the resulting model might not represent the loss data very well. ASTIN BULLETIN, VoL 28, No. I, 1998. pp. 187-203 Young (1997) applies nonparametric density estimation to estimate the prior from the claim data and uses the estimated model to calculate the predictive mean of future claims. A shortcoming of this nonparametric method is that, in estimating the prior, one assumes the average claim amount of a risk equals the conditional mean of that risk. The method given by Young (1997) , thus, does not reflect the uncertainty in the prior that arises from the randomness of the claim data.
As in Young (1997) , we use a semiparametric mixture model to represent the insurance losses of a portfolio of risks: We choose a parametric conditional loss distribution for each risk with unknown conditional mean that varies across the risks. We apply techniques from nonparametric density estimation to estimate a prior for the distribution of the conditional means, 7r0. Semiparametric methods in statistics provide a bridge between nonparametric and parametric methods. Nonparametric methods do not yield 'tight' results when one has information about the loss distributions involved; however, parametric methods do not give reliable results when one uses the 'wrong' loss distributions.
One reason that a semiparametric method is appropriate for analyzing insurance losses is that actuaries often have information about the loss distributions for individual policyholders or homogeneous risk classeseither through historical claim data or theoretical considerations. Thus, parametric loss distributions for the risk classes', or the policyholders', claims are reasonable to use in this case. However, actuaries are not always able to describe a prior distribution for the conditional means without using the data, this 'second-level' information is otherwise difficult to specify. Therefore, we propose estimating the prior nonparametrically.
By using the data to estimate the prior, one should reflect the uncertainty in the prior ~r0 that arises from the randomness of the claim data. To do this, we consider a class of priors obtained by locally perturbing ~r0 based on the variability of the claim data. Local perturbation priors are recommended by Wasserman (1990b) to account for uncertainty in a given prior. We calculate the range of the predictive mean as given by the infimum and supremum of the predictive means over this set of priors. Such a procedure of calculating a quantity, like the predictive mean, over a class of priors is part of robust Bayesian analysis, an important area in Bayesian statistics (Berger, 1994) .
In Section 2, we briefly review Young (1997) and set the notation for this paper. In Section 3, we describe how local perturbation priors can be defined via the Dempster-Shafer theory of belief functions, (Dempster, 1967 (Dempster, , 1968 and (Sharer, 1979) . By relying on the Dempster-Shafer theory, calculating the range of the conditional expectations is simplified, (Wasserman, 1990a, b) and (Walley, 1991) . We illustrate the computations with an analytically tractable example. Finally, in Section 4, we apply our method to data from Dannenburg et al. (1996) and compare the intervals of the conditional expectations with nonparametric confidence intervals.
Notation and Assumptions
Assume that the underlying claim of risk i per unit of exposure is a conditional random variable YlOi, i = 1, 2, ..., I, with probability density functionf(ylOi ). For each of the I risks, one observes the average claims per unit of exposure xi = (xn, x;2, ..., XiT,.), with an associated exposure vector wi = (wil, wi2, ..., WIT, ) , i = I, 2, ..., I. Thus, the observed average claim x, is the arithmetic average of wit claims, each of which is an independent realization of the conditional random variable YlOi. For example, if a risk is a class of homogeneous policies, then xit may be the average claim per policy in the t th policy period of the i th risk class, and wit may be the number of policies in the i th class during the t th policy period.
Assume that the parameter 0 is the conditional mean,
Assume that parameters, other than the conditional mean, are fixed across the risks. The loss distribution of a given risk is, therefore, characterized by its conditional mean, although that mean is generally unknown. Denote the probability density function of 0 by 7r(0), also called the structure function (Bi.ihlmann, 1967 (Bi.ihlmann, , 1970 . The structure function characterizes how the conditional mean 0 varies from risk to risk. Note that our model is a special case of the one given by Bfihlmann and Straub (1970) .
The goal of credibility theory is to estimate the conditional mean E [Y{O] of a risk, given that the risk's claim experience is x and exposure is w. As in Young (1997) , set the credibility formula equal to the predictive mean E[YI.2], given the weighted sample average .2, weighted by the exposure w. Also restrict attention to parametric conditional distributions for which E[YIO ] = 0, 1 the sample mean is a sufficient statistic for O, and the functional form off(ylO ) is closed under averaging. 2 Families of densities that satisfy these properties are (1) the normal, with mean 0 and fixed variance 0 -2, (2) the gamma, with mean 0 = ~ and fixed shape parameter o~, and (3) conditional means 01, 02, ..., 0/, then the kernel density estimate of 7r(0) with kernel K would be given by
in which hi is a positive parameter called the whTdow width, or bandwidth.
Assume that the kernel is symmetric. Because one observes only data xi and wi and not the true conditional means 0i, one might use the sample mean ~i to estimate Oi consistently, i = l, 2, ..., I, (Serfling, 1980) . In the expression in (2.1), one might wish to weight the terms in the sum according to the relative number of claims for the i th risk so that the expectation of 0 is the sample mean ; : EL, GL-', w,,x,, ELi --, m which wi = ~ir__'l wit. Young, therefore,
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in which wto, = Y~J_~j wi. One problem with using the sample mean 5:i to estimate Oi is that for small sample sizes, the sample mean might not give a good estimate of Oi. One can measure the strength of the estimate by the standard error of Yci, se(Yci):
In practice, we propose using the standard error ofS:i, i = i, ..., 1, to perturb 7r0 and thereby create a class of local perturbation priors 0Vasserman, 1990b). This class of priors accounts for the randomness inherent in using the sample mean ~ to estimate 0~. We define local perturbation priors in the next section after giving a summary of the Dempster-Shafer theory of belief functions.
LOCAL PERTURBATION PRIORS
Local perturbation priors can be defined readily by using the DempsterSharer theory of belief functions. One can also use that theory and results of Wasserman (1990a,b) and Walley ( 1991) to calculate intervals of conditional expectations. Therefore, we first summarize Dempster-Shafer's theory, then show how local perturbation priors are defined using this theory, and finally show how to calculate conditional expectations.
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Belief functions are set functions that are numerical representations of uncertainty, as in the uncertainty surrounding a prior distribution in Bayesian credibility theory. The theory of belief functions began when Dempster (1967 Dempster ( , 1968 A probability measure P on (O, B(O)) is said to be compatible with Bel and PI if, for every A E B(O), one has Bel(A) < P(A) < PI(A). Let 1Hnet be the set of all probability measures compatible with Bel and PI. i It can be shown that IIn~t is nonempty and that for each A E B(O),
2)
PEI-IBel (Sharer, 1979) . Thus, Bel and PI may be thought of as the lower and upper bounds, respectively, of a class of probability measures. For this reason, Bel and PI are also called lower and upper probabilities, respectively. The class fIn,,l of probability measures compatible with Bel and PI is useful in robust Bayesian analysis.
Walley (1991) provides a behavioral interpretation for upper and lower probabilities. For example, let At = {0 : 0 > 1 } be the subset of risks with conditional mean larger than t. In this case, P(At) is the supremum buying price for the gamble that pays $1 if a risk chosen at random has conditional mean 0 larger than t. Conversely, P(Ai) is the infimum selling price for the gamble that pays $1 if a randomly chosen risk has 0 larger than t. Note that P(AI) is also 1 minus the supremum betting rate at which one will bet that a randomly chosen risk has 0 less than or equal to t; that is, /~(A,) = 1 -P(A~), as previously observed. To avoid sure loss in this setting, one has that P(A) <_ P(A), for all A E B(O), which follows from (3.1) and (3.2).
Wasserman (I 990b) defines a class of local perturbations of a given prior zr0 on (@, B(O)) as follows. Let (O, B(@), 7r0,1 ~) be the source, for which 1-' : @ ~ B(O) is a function such that 0 E F(0). The set P(0) represents one's uncertainty about the probability of 0. The class of local perturbation priors of ~0 is defined to be the class lIse/ generated by such a multi-valued mapping r. 
Conditional Expectations
To apply robust Bayesian analysis to the credibility context of this paper, one calculates a range of predictive means (or posterior means of 0, in this case) over the collection of local perturbation priors of 7r0, given .~.
Specifically, one determines the lower conditional expectation 
in which ~Y[Z(O)]=sup/Z(O)d(e(o)) is the upper (unconditional)
Pen d expectation of Z. Thus, one can express conditional expectations in terms of unconditional ones. Upper and lower (unconditional) expectations of a function Z of 0 can be calculated by (Wasserman, 1990a, b) and f = / inf Z(0*)rr0(8) dO, 
E[2(O)I~ ] = inf f Z(O) d(Pe(O)).
Similarly for the upper conditional expectation -simply replace ~e inf with ~'Zs~p.
Recall that P (0) (Young, 1998) . In the following example, we use the formulas in (3.9) and (3.10) to calculate expectations; however, we use (3.7) and (3.8) in the example in Section 4. It is straightforward to check that one obtains the same expectations by using (3.7) and (3. 
Example 3.1 (continued)."
E[(O -~,,)L(0)] 2. Define %+1 = ~,, + 2 ----- ELL(0)] + ELL(0)] ' n = 0, 1
ILLUSTRATIVE EXAMPLE
In this section, we apply our robust Bayesian method to data from Dannenburg et al. (1996, Section 2.4) and calculate a credibility estimate of future claims Y given 5: and corresponding lower and upper conditional expectations. Consider an insurance portfolio of nine fleets of cars, i = 1, 2, .... 9, which have been observed for ten years, t = 1, 2, ..., 10. For the i th fleet in yeart, xit is the average insurance claim over wit cars. See Table 2 .1 in Dannenburg et al. (1996, p. 35) for a list of the data. In Table 4 .1, we give the average for each fleet 2i, together with the standard error of 2i, and exposure wi (= car years). Assume that the conditional density of the underlying individual claim YiO is given by a normal density with mean 0 and known variance 0.2; that is,
Given that a risk's claim experience is x = (xl, ..., xs) with exposure w = (wt, ..., "9), the likelihood of 0 is, up to a constant multiple, 
9(10-1)
Two commonly used symmetric kernels are (I) the Gaussian kernel, G, 
G(t) = ---~e-rr, -~ < t < cx~, v" 2Tr
and (2) the Epanechnikov kernel, Epa,
In this example, we use the Epanechnikov kernel because its domain is bounded, and one can, therefore, easily restrict the support of 7r0 (0) to lie in the nonnegative real numbers.
There are many techniques for choosing the window width hi; see, for example, Silverman (1986, Section 3.4) . We use a (modified) fixed window width selected by reference to a standard distribution (Silverman, 1986, Section 3.4.2) . The window width h that minimizes the mean integrated squared error is given by
To approximate this optimal window width h, assume that 7r (0) Table 4 .2a. In Table 4 .2b are the differences between the lower conditional expectations and the base conditional expectation, as well between the upper and base conditional expectations. Note in Table 4 Table 4 .2a, depends on the fleet's exposure and on the location of its sample mean relative to the other sample means. For comparison, we also include the Biihimann-Straub credibility estimates in Table 4 .3, along with the estimates +1 and ±2 standard errors, (Dannenburg et al., 1996) or (Frees et al., 1998) . Note that the standard error of a fleet's credibility estimate, a measure of the confidence one has in the estimate, varies inversely with the fleet's exposure and is not related to the location of its sample mean. In other words, the width of the B~ihlmann-Straub confidence intervals accounts only for the exposure of the fleet, while ignoring the 'likelihood' of observing the given sample mean. On the other hand, the intervals of the conditional expectations for the local perturbation priors depend on both the exposure and the location of the sample mean. They implicitly treat 'unusual' sample means, observations in the tails of the distribution, as being less reliable. We have presented a method for calculating robust Bayesian confidence intervals for the predictive mean of future insurance claims given the sample mean of past insurance claims. We showed how our method can be framed in the context of the Dempster-Shafer theory of belief functions. Within this framework, one can calculate robust Bayesian intervals numerically by using an iterative algorithm given by Walley (1991) . We demonstrated our procedure with insurance claim data from Dannenburg et al. (1996) . We showed that robust Bayesian intervals account for both the randomness of the data and for the location of the sample mean relative to the other sample means, while (classical) nonparametric confidence intervals account for the former but not the latter. Berger (1994, p. 8) 
