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lntroduction
Scanning white-light interferometry (WLI) is a wellestablished method of determining the shape of objects with height variations from a few nanometers to several hundred micrometers. In this paper, we will discuss WLI on rough surfaces ("coherence radar" [!] ) and how to improve its accuracy. WLI on rough surfaces is based on interference in individual speckles. The interference patterns (correlograms) in each individual speckle are subject to a random longitudinal shift, and the surface shape can only be determined within statistical measurement uncertainty. This measurement uncertainty is significant: Dresel et al. [1] and Ettl et al. [2, 3] have shown that the standard -deviation (measurement uncertainty) er (the "c" stands for "measured by coherence radar") ofthe measured shape data is given by the roughness ofthe surface under test [2] . The random shift in each correlogram is due to the complex signal formation from the optically unresolved surface microtopology. The inherent error in each measured pixel depends on the brightness of the individual speckle: a bright speckle yields a smaller measurement error than a dark speckle. In a very dark speckle, an additional effect becomes important: the contrast ofthe interferogram may fall below the noise level of the camera. In this case, the measurement of this camera pixel will fail and an outlier occurs.
Our novel approach aims to reduce the inherent measurement uncertainty and the number of outliers. The basic idea: we manipulate the illumination in a way that the camera sees a (temporal) series of statistically independent speckle pattems instead of only one. We choose the best (brightest) speckles from each pattern and combine the results in a depth map that eventually displays a much better accuracy than standard WLI does.
Rough Surfaces
In this section, the signal formation at rough surfaces is explained. Figure ! cohere~ce light source is used, and interference signals will appear only for approximately equal path l~ngths . B;y va.rying the optical path difference, e.g., VIa a lonptudinal scan of the object arm, the interference s1gnal ("correlogram") is acquired. The signal formation for smooth surfaces and for rough surfaces is significantly different [_:JJ: optically smooth surfaces have a height variation of less than A-/4 within the diffraction-limited resolution area (Airy disk) of the optical system. Surfaces are optically "rough" if they display a height variation considerably greater than A-/ 4, within the resolution area of the optical system. It is important to understand that the terms "smooth" and "rough" do not only depend on the surface roughness, but also on the .lat~ral resolution of the observing system. S1gmficant work has been done on optimizing . the measurement of smooth surfaces in the nanometer regime by understanding the various effects that contribute to the interference signal [Q,6] , whereas the measurement of rough surfaces has not been much ~iscussed and is not fully optimized. Why are optically rough surfaces still a problem?
Interferometric measurements exploit the fact that the height of a scattering element on the sample surface translates into a phase variation of the reflected wave. Because of diffraction a lateral averging ofthe complex amplitude u(x,y) over neighborIng scattering elements takes place. This lateral averaging is denoted by the brackets in Eq. (1)
(1)
The averaging leads to completely different results for smooth and rough surfaces [3, 7] : at smooth surfaces, where the phase variation-<5-;p of the scattered waves is smaller than ±n /2, we never see destructive interference within the diffraction spot and hence, we never see fully developed speckles. For very smooth surfaces, where 8cp << n /2, Eq. 
(2)
Here z(x,y) denotes the surface profile of the object under test .
On optically rough surfaces, the phase variation of scattered wavelets is greater than n. Now the resulting image signal (urough} is no Ionger given by the average over z(x ,y) but instead by does not indicate the real shape but includes some physically unavoidable uncertainty [3] .
A different issue is the signal-to-no!Se-ratio (SNR): on a macroscopic scale, the nonlinear "chaotic" encoding of the intensity leads to the occurrence of a speckle pattern. The properlies of speckle patterns are w~ll kn~wn from statistical optics [ §,~] : the phase and Intenslty vary statistically from speckle to sp~~kle-darker speckles have a much higher probability of occurrence than bright ones. It is obvious that ~ reliable measurement commonly requires a sufficient S~R. In the case ofrough surfaces, the interference Signal from very dark speckles displays low contrast and, hence, a low SNR. . Figure ~ ill~strates the situation: it displays the Interference Signal for six camera pixels. There are two significant features of the interference signal from the speckle pattern caused by the rough surface: first, there is varying interference contrast which influences the SNR. This will affect the qualit; of the measurements from very dark speckles.
Second, and more important, there is a source of uncertainty nearly independent of the camera noise-the position ofthe signal envelope. The measured shape zc(x,y) ofthe object is acquired from the position ofthe maximum ofthe correlogram envelope [10] . Because the interferogram phase is arbitrary and depends on the microtopography ofthe object, it contains no useful information. The measured data zc(x,y) include the true shape information and, in addition, a random uncertainty, as explained above. Therefore, we can ask for the reliability of the measured height values zc(x,y). It was shown that the standard deviation ~(I) of the measured height values zc (x ,y) depends on the true surface roughness CJ 0 (the index "o" stands for the true object surface roughness), the average speckle intensity (I), and the individual speckle intensity [~, [10] [11] [12] :
1{(i}
The consequence is far reaching because Eq. ( 4) reveals that every measured height value is assoc!ated with an intrinsic physical measurement uncertainty. The uncertainty is larger the darker the speckles are. This offers an option for improving WLI for rough surfaces. Our approach is: we look for bright speckles and try to replace the dark speckles by bright speckles. It is the aim of this paper to demonstrate that this idea can be realized and is quite useful. But first we have to discuss the other fundamental source of noise: electronic noise.
Camera Noise versus Speckle-lnduced Uncertainty
Besides the inherent speckle-induced measurement uncertainty, electronic noise has to be taken into account. An experiment will demonstrate this: a rough surface was measured 10 times. The signalwas acquired by our standard Michelson setup, as shown in Fig. ! ; see also [!] . The object surface was imaged onto the camera sensor by the imaging system with a numerical aperture of 0.17 and a field of 5 mmx 5 mm. Correlograms were acquired with a sampling interval of 40 nm. The light source was an 840 nm LED with a coherence length of about 10 Jlm. The contrast was measured from sequential samples and smoothed by a sliding average to generate the envelope and the position of the correlogram maximum. The lens was stopped down so that the size of a single speckle corresponded tothe size of a camera pixel [ §] . To make sure that each camera pixel measured the same speckle in repeated experiments, the object under testwas kept in the same position. Figure ~ displays a cross section through the measured surface. The speckle pattern was the same for all measurements in Fig. ~ . so the measured height values should remain unchanged as well. The spread of the measurement values for each pixel over the 10 measurements is caused by pure camera noise. In Fig. ~ . a dark and a bright speckle are highlighted. The SNR is much lower in the dark speckle, and, correspondingly, the spread of the measured height values is larger. In a very dark speckle, the interference contrast may even be small enough to cause complete failure of the measurement, and an outlier occurs. We will specifically address the different role of camera noise and the uncertainty resulting by the speckle statistics: the camera noise reduces the SNR ofthe measured signal, which will cause severe measuring uncertainty (only) for very dark speckles. For bright speckles, the camera noise will not affect the measuring uncertainty very much, because the maximum of the correlogram envelope will be found with high repeatability, much better than the surface roughness~ There is an intrinsic uncertainty of this maximum location, even if there would be no camera noise at all. Equation 4 tells us about this uncertainty.
It would be possible to reduce the spread of the height values by decreasing the camera noise, for example, by cooling the CCD sensor ofthe camera or by applying Ionger exposure time. However, this will not improve the physical error caused by the random shift of the correlograms. With less camera noise, one would achieve good repeatability but one can rely on the. measured results only within the physical uncertainty introduced by the speckle pattern! We therefore have to reduce the inherent physical error, caused by speckle statistics. By improving this error, the error caused by camera noise can be minimized as well, but not vice versa. The consequences can be summarized as follows:
~ght speckles give more reliable height
• Bright speckles avoid outliers.
• Bright speckles improve the repeatability.
As a consequence, one has to look for bright speckles. Unfortunately, the probability of a dark speckl~ _ on a specific camera pixel is much higher tha~ bright speckle [8, 9] . Aposteriori solutions such as filtering ofthe meäsured height map arenot an appropriate approach because this has to be paid for by lateral resolution. Consequently, we will look for a physical solution.
Choice of the Brightest Speckles
The standard procedure used in scanning WLI is to scan the object space along the z axis (optical axis) and thus sample the correlogram by taking one image at each position zi. Our basic idea is as follows: we take several camera images I b I 2 , I 3 , I 4 at each position zi. We modify the illumination in such a way that each ofthe images I 1 , I 2 , I 3 , I 4 displays a different speckle pattern, uncorrelated to the others. So in fact we acquire several correlograms C 1 , C 2 , C 3 , C 4 . Each of these correlograms corresponds to a standard measurement and can be evaluated separately, according to established procedures [5, 13] , to deliver a height map zJ. (x,y), z2(x,y), z3(x , y~ z4(x,y) of the object. In principal, one could calculate an average over the different height maps, to improve the result. However, this would be inefficient-there is a much more efficient way to handle the data by taking into account speckle statistics. In each speckle pattern I 1 , 1 2 , 1 3 , I 4 , dark speckles occur with the highest probability, but now we have access to several speckle patterns and the option to look for the brightest speckle in each pixel (x,y). As a consequence, the most likely speckle intensity is shifted to higher values, for each pixel (x ,y).
We will briefly summarize this: for each pixel (x ,y) measurements are performed, with one certain correlogram C 1 , or C 2 , or C 3 , or C 4 . Foreach pixel, only the correlogram is chosen, which is generated from the brightest speckle (displaying the highest interference contrast). Equation (~) tells us that this procedure should improve the data quality significantly.
The crucial question is: how can we generate noncorrelated speckle patterns for the different correlograms? There are at least two options. In principal, noncorrelated speckle patterns can be generated by different wavelengths [14] . However, this needs a large surface roughnessand a wide range of wavelengths. The roughness of most technical objects is only a few micrometers, so, in fact, multiwavelength illumination is not an easy option for those surfaces.
The second option is to change the direction of the illumination. This can readily be achieved by a spatial shift of the ("point") light source; see Fig. !-A lat- eral movement of the light source will move the objective speckles across the observation pupil. The corresponding subjective speckle pattern in the image plane will then change. The subjective speckle pattern will be completely decorrelated with respect to the initial pattern if the objective speckle pattern travels over a distance at least equal to the diameter of the observation pupil.
We implemented four light sources, so that their images are located at the rim ofthe observation pupil, as shown in Fig. ±· The distance of the light sources from the optical axis is adapted to the observation aperture. If the light sources are too far apart from each other, their images reflected from the reference mirror will not be going through the observation pupil. With subsequent illumination by the four sources, the camera sees a temporal sequence offour speckle patterns that are highly uncorrelated. The correlation between the speckle fields decreases with the spatial distance of the light sources across the s~urces, equally distributed at the rim of the pupil, d1splay sufficiently independent speckle patterns.
More sources might help a little bit more, in spite of some correlation between the speckles, but the experiments show that this is not necessary, given the necessary measuring time.
The camera is synchronized with the light sources in an obvious way: the camera sends a trigger signal for each camera frrune, which switches the light sources on and off sequentially. This makes sure that each camera frame is exposed by only one light source, i.e., only one of the four speckle patterns. The four signals in each camera pixel are separated into four correlograms corresponding to the four statistically independent speckle patterns. Subsequently, each of the signals is evaluated but only that height value at position (x,y) is chosen, which displays the best SNR. We call this method "choice of the brightest speckle."
For sure, nature does not give any presents, so one has to pay for the better reliability. In this case we pay by a fourfold reduction of the actual frame rate but we are rewarded by a significantly better accu~ racy and by a reduction of outliers.
Is there another option to acquire the final height mapzc(x,y) from a weighted average ofthe four measurements? Let O'ß(IB) be the best standard deviation according to Eq. (~) and 0' 2 , 0' 3 , and 0' 4 the standard deviations of the other three speckle patterns with O'ß ~ 62, O'ß ~ 63, and 6ß ~ 0 '4. In this case, the resulting standard deviation O'R of all four patterns is (5) According to Eq. (5), the best result that could be achieved is a twofold improvement of O'R, however, only if all four values O'ß, 0' 1 , · · · have the same value, which is quite improbable. Much more probable is that one ofthe four measured height values is an outlier. Consequently, we do not consider averaging but prefer the best-of-four method.
A. Results
This section will describe the experimental verification ofthe ideas above. Four LEDs with a central wavelength of 840 nm (and a bandwidth of about 30 nm) are used as light sources. The LEDs are placed in front of a collimator and are sequentially switched on and off as described above. The object under test is a rough planar (gold-coated) glass plate, with a roughness Ra = 0.5 Jlm. The signals are recorded with a standard 50 Hz camera (785 x 582 pixels). As mentioned above, the SNR value of each correlogram cll c2, ... for each camera pixel has tobe evaluated to choose the brightest speckle, i.e., the one that displays the highest SNR. The SNR is estimated in the following way: the "signal" is the maximum interference cantrast in the center ofthe correlograms. The "noise" is the standard deviation of the recorded signal taken from the incoherent background.
As a first test, Fig. 5a displays histograms showing the number ofpixels that have a specific SNR. This is displayed for the standard method using only one speckle pattern, for "the best of 2" and for the "the best of 4" patterns. Obviously the "best of ... " histograms display much fewer pixels with low SNR than the standard method. Figure 5b displays the region up to a SNR < 6 in detail (from Fig. 5a ). This region is specifically interesting when onediscusses outliers. Experimental experience shows that we need a SNR :2:: 3 to avoid outliers. With the best-of-four the number of outliers is practically reduced to zero:
We will now discuss the evolution of the histograms from "one pattern" to the best-of-four. We give some simple estimation ofthe expected effect: let P 1 be the probability to end up with a SNR < T in one camera pixel using a single speckle field, where T is an arbitrary threshold. Then the probability P for h "b n t e est of n patterns" produce a SNR < T is (6) This is only true if the speckle patterns are noncorrelated. Figure  § shows the fraction of pixels with SNR < 4 (from Fig. 5a ) on a logarithmic scale. We have added a measurement for the "best of three" to this figure that is not shown in Figs. 5a and 5b. The experiment displays the expected exponential behavior, in good agreement with Eq. (6). We take this as proof of our basic idea. As mentioned above, an SNR > 3 is necessary and normally sufficient to avoid outliers, so the percentage of pixels with the chosen value of SNR < 4 displayed in Fig. 6 is also a measure of the appearance of outliers. is a significant improvement of the SNR using the best-of-four method. The good agreement between P 4 (calculated) and .f4 (measured) shows that the considerations made for Eq. ( §) are justified. We interpret the small difference between P 4 (calculated)
and .f4 as originating from a residual correlation of the four speckle patterns.
Measurement Examples
To demonstrate the achievable quality advantage by exploiting several speckle patterns, we measured the surface of a two-Euro-co in and three roughness standards.
In Fig.  § . measurements of a two-Euro coin are presented. Measurements with a standard setup and the best-of-four method are depicted. Compared to . the measurement with one pattern, the number of outliers is greatly reduced with the new method and the surface is better represented. Table 1 :. show that with high SNR and using the best-of-four method, the measured surface roughness approximates well to the surface roughness measured with a mechanical tough probe.
Conclusions
Standard WLI for rough surfaces does not display the true surface shape. Instead, the measured data suffer from speckle-induced "uncertainty." We , have demonstrated that this uncertainty can be significantly reduced by proper variation of the illumination direction and by the evaluation ofinterferograms from only the brightest speckles.
