[1] Probing techniques are useful to provide diagnostic evaluations of air quality models and to indicate the responses of model predictions to changes in emissions. Three probing tools are available in a three-dimensional air quality model, CAMx: the Decoupled Direct Method (DDM), the Ozone Source Attribution Technology (OSAT), and Process Analysis (PA). These tools are evaluated in terms of consistency, complementarity, accuracy and robustness, and computational requirements using the 7-15 July 1995 O 3 episode over the eastern United States. The NO x -versus VOC-sensitivity of O 3 chemistry and relative role of chemistry and transport predicted by the three tools are qualitatively consistent, except that OSAT predicts an NO x -limited O 3 chemistry at a few locations where both DDM and PA predict a VOC-sensitive O 3 chemistry. DDM and OSAT agree well on the top 10 contributors to O 3 formation, but they predict different rankings, with greater importance given to biogenic VOC emissions by DDM and greater importance given to surface anthropogenic NO x emissions by OSAT. The major difference in the DDM and OSAT predictions on the relative impact of sources is that DDM predicts both positive and negative sensitivities whereas OSAT always predicts positive contributions. Compared to the single-perturbation method (brute force method), DDM predicts accurate model responses under the 25% VOC or NO x emission reduction scenarios but inaccurate results under the 75% NO x emission reduction scenario. OSAT predicts accurate model responses under the 25% VOC emission reduction scenario, but inaccurate responses under the 25% and 75% NO x emission reduction scenarios. While these tools provide valuable and complementary information regarding O 3 formation, each of them has limitations in terms of its design and application for the design of emission control strategies. DDM is suitable for such an application for small-to-moderate emission reductions of <40%. OSAT leads to incorrect results for VOC-limited areas because it does not account for the titration/inhibition effect of NO x and/or VOC. PA provides an in-depth understanding of the processes involved in controlling O 3 formation locally. It can be used to understand some of the differences between the results of OSAT and DDM.
Introduction
[2] Probing tools can be organized into two major groups: Mass balance analysis (MBA) techniques and sensitivity analysis (SA) techniques. MBA provides quantitative information on the contribution of the various processes (e.g., transport and chemical reactions) to the modeled ambient concentrations, whereas SA provides quantitative information on the response of these concentrations to changes in the air pollution system. MBA techniques are appropriate for diagnostic evaluations of the air quality models (AQMs) (i.e., to identify which chemical transformation pathways and which physical transport processes govern O 3 concentrations). MBA techniques may be useful to identify which sources contribute to O 3 concentrations [Seigneur et al., 1999; Dunker et al., 2002b] ; however, since MBA techniques cannot provide a quantitative measure of the response of species concentrations to changes in emissions unless that response is linear, it is not possible a priori to know how well a MBA technique can approximate the response of a nonlinear system such as O 3 chemistry. Examples of mass balance analysis techniques include the Counter Species Method (CSM) [Leone and Seinfeld, 1984] ; the Ozone Assignment Method (OAM) [Bowman and Seinfeld, 1994] ; the Geographic Ozone Assessment Technology (GOAT) [Yarwood et al., 1997] ; the Ozone Precursor Participation Assessment Technology (OPPAT) [Yarwood et al., 1997] ; the Threaded Source Apportionment Modeling System (TSAMS) [Deuel et al., 1997] ; the Process Analysis (PA) [Tonnesen, 1990 [Tonnesen, , 1995 Jang et al., 1995; Dennis, 2000a, 2000b] ; the original Ozone Source Apportionment Technology (OSAT) [Yarwood et al., 1996a [Yarwood et al., , 1996b [Yarwood et al., , 1997 ; and the Anthropogenic Precursor Culpability Assessment (APCA) [Yarwood et al., 1997] .
[3] To obtain quantitative information on the response of O 3 concentrations to changes in the emission levels, SA techniques must be used. That information can be used to understand which model parameters and input variables (e.g., emission sources) influence the model output. The SA technique is useful in air quality planning when concentrations are at a level to be of interest [e.g., Odman et al., 2002] . Examples of sensitivity analysis techniques include the Decoupled Direct Method (DDM) [Dunker, 1981 [Dunker, , 1984 Milford et al., 1992; Gao et al., 1995; Yang et al., 1997] ; the Automatic Differentiation in FORTRAN (ADIFOR) [Carmichael et al., 1997; Zhang et al., 1998 ]; the variational techniques [Koda et al., 1979; Gautier et al., 1985] ; the perturbation theory techniques [Marchuk, 1975; Uliasz, 1983] ; the Green's function techniques [Dougherty et al., 1979; Demilrap and Rabitz, 1981; Cho et al., 1987; Vuilleumier et al., 1997] ; the indirect method (also known as the brute force method or single-perturbation method) [e.g., Seigneur et al., 1981; Sillman et al., 1990; Milford et al., 1994; Gao et al., 1996; Hanna et al., 1998; Dennis et al., 1999] ; the Fourier amplitude sensitivity test method [Koda et al., 1979; Falls et al., 1979; Tilden and Seinfeld, 1982] ; and the stochastic methods [Costanza and Seinfeld, 1981; Shorter and Rabitz, 1997; Chen et al., 1997; Tatang et al., 1997; Pun, 1998 ].
[4] Three probing techniques have been incorporated into the comprehensive air quality model with extensions (CAMx): DDM, OSAT, and PA [ENVIRON International Corporation, 2002; Yarwood et al., 2003] . These tools are evaluated in terms of consistency, complementarity, accuracy and robustness, and computational/implementation requirements in this work. The first component, consistency, refers to the ability of different probing techniques to provide consistent results for a specific application (e.g., O 3 sensitivity to NO x or VOCs; relative importance of chemistry and transport). Clearly, different probing techniques will by design provide results that differ quantitatively; however, it is important that those results be consistent qualitatively. If not, the reason for the inconsistency must be elucidated. The second component, complementarity, refers to the fact that some probing techniques can provide information that others cannot provide. The third component, accuracy and robustness, addresses the range over which a probing technique can be considered reliable. The fourth component, computational requirements, characterizes the practical aspects of the probing technique computations (e.g., a probing technique can in theory be able to provide very detailed and comprehensive information, but it may not be feasible computationally). A detailed evaluation protocol can be found in Zhang et al. [2002] .
[5] Since ozone (O 3 ) concentrations are a nonlinear function of their precursors, MBA and SA will provide different types of information on the air quality modeling system. It is important to note at the outset of this analysis that the three techniques are significantly different in their design and, as a result, we cannot expect them to give exactly the same answers. However, these tools have been used to understand the processes that lead to the O 3 concentrations simulated by AQMs. For example, DDM and OSAT have been used to provide information on the source areas or source categories that influence or contribute most to the simulated O 3 concentrations. Most importantly, they are often used to obtain the same type of information to guide the development of emission control strategies. Therefore the two types of analyses should be evaluated in terms of their consistency and complementarity. Our objectives are to evaluate the extent to which these three distinct probing tools give results that are consistent among them and to identify the possible discrepancies and, when feasible, to explain those discrepancies.
Probing Tools and Simulation Design
[6] The focus of this work is the evaluation of the probing techniques. We provide below a brief description of the theoretical basis of the three probing tools and their specific implementation in CAMx. Note that some of the implementation are specific to CAMx and may not be generic to their implementations in other air quality models and our evaluation of these tools is pertinent to these tools as implemented in CAMx. Detailed information on these techniques can be found elsewhere [e.g., Tonnesen, 1990 Tonnesen, , 1995 ENVIRON International Corporation, 2002; Yarwood et al., 2003; Dunker et al., 2002a Dunker et al., , 2002b .
Description of the Probing Tools
[7] DDM is a SA technique; as implemented in CAMx, it uses local, time-dependent first-order derivatives to characterize the response of the O 3 concentrations to changes in NO x and VOC emission levels and boundary conditions (BCs) [Dunker et al., 2002a [Dunker et al., , 2002b :
where C i is the time-varying concentration of species i, and x j represents an input parameter or variable such as emission or initial concentration of NO x . To compare sensitivities with dependent and independent variables of different orders of magnitude and/or different units, seminormalized local sensitivities or normalized local sensitivities (i.e., dimensionless sensitivities) are typically used [e.g., Samuelson, 1983; Gao et al., 1995; Yang et al., 1997; Zhang et al., 1998; Lohman et al., 2000] . In this study, the seminormalized DDM first-order sensitivities, calculated in CAMx, were used:
Given a parameter x j , its variation is defined as x j = e j X j , where X j is the unperturbed parameter, which can vary in time and space; e j represents a scaling variable with a nominal value of 1. The sign of S* ij (t) gives the direction of the response of C i (t) to the relative variation of x j . The positive values indicate that C i (t) increases with an increase in x j , while the negative values mean a decrease in C i (t) when increasing x j .
[8] One limitation in the DDM sensitivities is that the local first-order sensitivities are only representative of small perturbations (i.e., perturbations small enough to be represented by first-order derivatives). For the nonlinear system of O 3 formation, sensitivities predicted by DDM are expected to be accurate for small-to-moderate changes (i.e., up to 40% perturbations) but inaccurate for large changes [Dunker et al., 2002a] . Also, the sum of the firstorder derivatives characterizes only a fraction of the O 3 concentration (typically, 60 to 65%). Higher-order derivatives are required to represent large perturbations and characterize a greater fraction of the total O 3 concentration [Hakami et al., 2003] . In the CAMx implementation, DDM is therefore a suitable technique to assess the effect on O 3 concentrations of changes in nitrogen oxides (NO x ) or volatile organic compounds (VOC) emissions that do not exceed about 40%. Such conditions may be appropriate for emission control scenarios designed to address many nonattainment issues (i.e., when the exceedance concentration and the regulatory standard concentration fall within the linear response range, then SA can be used to address attainment issues). Note that DDM has the capability to characterize the chemistry of the system such as the calculations of sensitivities of model predictions to chemical rate constants and product yields, but the current implementation of DDM does not allow this capability, since DDM in CAMx is set up and run to get O 3 sensitivities to the total aggregated VOC emissions instead of the VOC species simulated in CBM-IV chemical mechanism.
[9] OSAT is an MBA technique that tracks NO x and VOC emissions/BCs, using DDM sensitivity coefficients to attribute O 3 formation to either NO x or VOC emissions/ BCs. In the version 3.1 of CAMx, instantaneous ratios of the local H 2 O 2 and HNO 3 production rates with a cutoff of 0.35 were used in OSAT to determine NO x -or VOClimited chemistry [ENVIRON International Corporation, 2002] . The version of OSAT that we evaluated here is a newer version used in version 4.03 and 4.10 of CAMx [ENVIRON International Corporation, 2004] , in which the local sensitivity to VOC and NO x emission groups calculated by DDM is used as an indicator of NO x -or VOClimited chemistry and O 3 production is then allocated in proportion to those DDM sensitivities in each grid cell at each time step. The two versions of OSAT have been compared in Dunker et al. [2002b] and Yarwood et al. [2003] ; they found that the results from the two versions are consistent, indicating that the results performed here should be representative. In the newer version of OSAT, the apportionment of O 3 production into VOC-and NO xlimited portions is as follows:
where F VOC and F NOx are the VOC-and NO x -limited fractions. Equation (3) is used because the sensitivity to NO x (and occasionally to VOCs) can be negative, and in such cases all O 3 production is allocated to the species with the positive sensitivity. When both sensitivities are positive, O 3 production is allocated in proportion to the VOC and NO x sensitivities. OSAT then estimates the fractions of O 3 transported to the receptor that were formed en-route under VOC-or NO x -limited conditions using O 3 reaction tracers.
[10] The use of DDM sensitivities as an indicator of NO x -or VOC-limited chemistry is approximate since DDM does not apply, in theory, to the whole O 3 amount but only to the fraction explained by the first-order derivatives. In addition, the negative sensitivities to NO x or VOCs are interpreted as zero contributions (in such cases F NOx or F VOC = 0) in the allocation of O 3 production in OSAT. Such negative sensitivities result from the titration of O 3 concentrations and inhibition of O 3 formation by NO x and, in some cases, VOCs. These limitations may cause inaccuracies in determining the NO x -or VOC-limited chemistry.
[11] PA is also an MBA technique [Jeffries and Tonnesen, 1994; Tonnesen, 1995] . It includes both the Integrated Process Rate Analysis (IPR) and the Integrated Reaction Rate Analysis (IRR). The IRR method provides detailed reaction rate information for all reactions in the chemical mechanism for selected grid cells and can be used to determine important characteristics of different chemical mechanisms. This is particularly useful for investigating mechanistic differences under different chemical regimes, because the dominant reactions are different for NO xand VOC-sensitive regimes. The IPR method provides detailed process rate information for chemistry and physical processes such as advection, diffusion, and deposition. In its CAMx implementation with IPR and a reduced form of IRR, PA provides a comprehensive analysis of the contribution of both chemical reactions and physical transport processes to O 3 concentrations at a given location and time [ENVIRON International Corporation, 2002] .
[12] PA has been mainly used as an explanatory tool to gain an understanding of some of the important processes in the model such as the mass budgets of HO x , NO y , and O 3 . In this study, we explore the use of chemical process analysis (CPA) outputs in CAMx to determine whether the system is NO x -versus VOC-limited for a specific receptor. In PA, the ratio of the production rates of P(H 2 O 2 )/P(HNO 3 ) is used as an indicator of P(O 3 ) and P(O x ) sensitivity to VOCs and NO x . Ratios of P(H 2 O 2 )/ P(HNO 3 ) < 0.06, between 0.06 to 0.2 and >0.2 imply radical-limited (VOC-sensitive) conditions, ridgeline conditions (i.e., approximately equally sensitive to VOC and NO x changes) and NO x -limited (NO x -sensitive) conditions for P(O x ), respectively [Tonnesen and Dennis, 2000a] . There is uncertainty in the particular value of P(H 2 O 2 )/ P(HNO 3 ) that demarks the transition from VOC-sensitive to NO x -sensitive conditions [e.g., Sillman et al., 1997; Kumar and Lurmann, 1997] . For example, Sillman first found that a ratio of P(H 2 O 2 )/P(HNO 3 ) = 0.35 indicated conditions of equal O 3 concentration sensitivity to VOCs and NO x but later revised the value to 0.2 [Sillman, 1995; Sillman et al., 1997] . Tonnesen and Dennis [2000a] evaluated P(O x ) sensitivity to precursor emissions and found that the value of P(H 2 O 2 )/P(HNO 3 ) that demarked the transition was not constant and varied as a function of the O 3 concentration. In addition to this uncertainty, the PA approach has several other limitations. For example, since PA cannot be used to predict the response of O 3 concentrations to the changes in model input variables, this approach can only provide the NO x -versus VOC-sensitivity of the local O 3 production in a very qualitative sense. Also, since PA, as implemented in grid models such as CAMx, does not account for the history of the air parcels, the estimated NO x -versus VOC-sensitivity only reflects that for the local instantaneous O 3 production in a specific grid cell (by contrast, DDM and OSAT account for the history of O 3 formation). This approach is thus similar to the extent parameter approach used in Chang et al. [1997] and Blanchard et al. [1999] . In addition to the use of P(H 2 O 2 )/P(HNO 3 ), it may be possible to attribute O x or O 3 production to the individual VOC species in PA. This calculation was routinely performed for trajectory models and box models. It typically has not been performed in a grid model because of the complexity of the bookkeeping required to attribute organic intermediates to their parent species.
[13] Figure 1 shows the OTAG modeling domain with 12-km and 36-km horizontal resolutions. The 7 -15 July 1995 OTAG episode was simulated using CAMx with DDM, OSAT and PA. A spin-up period of four days (7 -10 July) was used to minimize the influence of ICs. A number of base case simulations with the OTAG Environmental Protection Agency (EPA) 2007 base emission scenario and sensitivity simulations with different emission scenarios (i.e., 25% anthropogenic NO x or VOCs emission reduction scenarios and 75% anthropogenic NO x emission reduction scenarios) were conducted for this episode. The CBM-IV gas-phase mechanism [Gery et al., 1989] was used in all CAMx base and sensitivity simulations. All these simulations were conducted with two grids: a fine grid with a horizontal resolution of 12 km Â 12 km and a vertical resolution of 7 nonuniformly spaced layers from ground level up to 4 km and a coarse grid with a horizontal resolution of 36 km Â 36 km and a vertical resolution of 5 nonuniformly spaced layers from ground level up to 4 km. Both grids were run in a single simulation with twoway nesting. The meteorological fields were obtained by running the Regional Atmospheric Modeling System (RAMS) [Pielke et al., 1992] with three nested grids (108 km Â 108 km, 36 km Â 36 km, 12 km Â 12 km, with the latter two domains being the same as those for CAMx). The RAMS simulations were nudged to observations using four-dimensional data assimilation.
[15] For applications of DDM and OSAT, the modeling domain was divided into 17 geographic source areas (see Figure 1) . A number of source regions such as 4, 5, 7, 8, and 11 -17 are entirely covered by 36-km and 12-km grid cells. For each source area, three different emission categories (biogenic, surface anthropogenic, and elevated OSAT uses the DDM sensitivities to determine whether the O 3 formation is NO x -or VOC-sensitive; however, it does not account for the titration/inhibition effect of NO x (or VOCs) on O 3 chemistry (i.e., the negative sensitivities). PA cannot characterize well the transition regime because the dominant reactions are not well defined in the transition regime. Both OSAT and DDM can predict the relative importance of local sources versus sources in upwind locations (i.e., photochemistry versus transport). PA can only provide the local and instantaneous relative importance of photochemistry, transport (horizontal and vertical), and deposition in a specific grid cell, but it will be computationally expensive to trace O 3 production in the grid cell back to the upwind sources of the precursors. The current implementation of DDM does not allow calculations of sensitivities of model predictions to chemical rate constants and product yields. Note that DDM has the capability to characterize the chemistry of the system, if DDM is set up and run to get O 3 sensitivities to individual VOC species instead of the grouped VOC emissions approach that was used in this work.
d
OSAT source contributions and DDM sensitivities can be used to provide information on the rankings of O 3 contributors and the relative importance of source groups and other model inputs on O 3 formation. While OSAT is designed to track a large number of source groups from many geographical regions, the number of source groups and geographical regions is limited by the computational burden when DDM is used to obtain such information. e Since both OSAT and DDM provide information local to the base case, extrapolation to a different emission scenario involves some assumptions by the user. The most likely assumption is linearity, i.e., that DDM first-order sensitivities will provide an adequate description and that OSAT source contributions will scale linearly with emissions. For the nonlinear system of O 3 formation in this work, sensitivities predicted by DDM are accurate for small changes (i.e., about 40% perturbations) but inaccurate for large changes. The linear scaling of OSAT results is valid for small changes in VOC emissions but inaccurate for small or large changes in NO x emissions.
f PA, as implemented in CAMx, provides no photochemical reactivity information although its IRR component can be modified to provide such information for individual VOCs.
anthropogenic emissions) were considered in DDM base runs. To quantify the contribution of on-road mobile sources, the surface anthropogenic emission category was further split into two emission categories (on-road mobile and the other surface anthropogenic emissions) for the OSAT base run with 17 source areas and one DDM base run with one region-wide source area over the domain. In addition to 17 source areas, the O 3 sensitivities to and contributions from ICs and BCs are calculated by DDM and OSAT, respectively. We have selected four geographical locations (receptors) for detailed assessments. These locations include three urban receptors: Atlanta, GA (area 15); Chicago, IL (area 14); and New York City, NY (area 16) and one rural receptor: Altoona, PA (area 17). Altoona is located predominantly downwind of the Detroit, Chicago, and Ohio River Valley source areas while being upwind of New York City. Each of these receptor areas exhibits a distinct O 3 air quality problem in terms of precursor concentrations, emissions, and meteorology. The selected receptors provide contrasts for NO x versus VOC sensitivity (e.g., Atlanta versus Chicago), long range transport (LRT) of O 3 versus dominant local sources (New York City/Altoona versus Atlanta/Chicago), anthropogenic versus biogenic sources (New York City versus Atlanta/Chicago), and urban versus rural areas (New York City/Chicago/ Atlanta versus Altoona). In particular, Altoona has been in attainment of the 1-hour O 3 NAAQS; however, it had an 8-hour O 3 problem during the past few years. Analysis of CAMx simulation results at such a nonattainment rural receptor will provide some useful information on the processes governing 8-hour O 3 concentrations and the most effective emission reduction strategies suitable for nonattainment rural areas.
[16] In analyzing the simulation results for each receptor area, we divided each receptor area into 9 aggregated subareas (36 km Â 36 km) to capture high emission density regions (downtown) and the downwind peak O 3 locations. Each subarea is composed of 9 fine grid cells (12 km Â 12 km) with a total of 81 fine grid cells for each receptor area. For each receptor area, we analyzed the results for the 9 subareas by aggregating the results over the 9 fine grid cells in each subarea and those for the whole receptor area by aggregating the results over the 81 fine grid cells in each receptor area. The average peak O 3 concentrations and corresponding O 3 sensitivities or O 3 contributions for the 9 subareas and the whole receptor were calculated for high O 3 days (i.e., 11-15 July). The dominant O 3 contributors and the emission characteristics in each subarea and each receptor area were identified and discussed. The OSAT and DDM results for these grid cells were analyzed for the surface layer only and the PA results were analyzed for all 7 model layers to quantify the relative contributions of photochemistry and transport to local O 3 formation. Since we focus our analyses on high O 3 concentrations (>80 ppb) at each receptor, no cutoff was used for analyzing O 3 concentrations. Instead, we used 6 stratified O 3 levels with O 3 concentration of <80 ppb, 80 -90 ppb, 90 -100 ppb, 100-110 ppb, 110 -120 ppb, and >120 ppb. We refer to emission sources that correspond to the receptor areas as local. The emission sources located in a region surrounding a receptor area are referred to as surrounding emissions (e.g., area 8 for Atlanta and area 4 for Chicago). Other emission sources that affect a receptor area are referred to as upwind sources. Areas that are distant from the western, northern or southern boundaries are referred to as the core Figure 1 . The OTAG modeling domain with a fine grid (12-km horizontal resolution, bounded by dashed lines) and a coarse grid (36-km horizontal resolution, bounded by solid lines) and the 17 geographic source areas for the application of OSAT and DDM probing tools.
source areas (there are 11 core source areas); the boundary source areas are source areas 1, 2, 3, 6, 9, and 10.
Consistency Among DDM, OSAT, and PA
[17] Consistency among the probing tools is evaluated for both spatial distribution and at specific receptors for two important characteristics of O 3 formation for base simulations: (1) NO x -or VOC-sensitivity of O 3 chemistry; and (2) relative importance of chemistry and transport in O 3 formation. Such an evaluation is conducted qualitatively because of the inherent differences among the three probing tools. The scientific rationale for using the two characteristics of O 3 formation as measures of consistency testing and their detailed evaluation are presented in detail below.
NO x -or VOC-Sensitivity of O 3 Chemistry
[18] Several approaches have been developed to determine the NO x -or VOC-sensitivity of O 3 . These approaches include (1) the use of an O 3 isopleth diagram generated as a function of NO x and VOC emissions; (2) the sensitivity analysis of 3-D photochemical models using the indirect method or other sensitivity analysis tools such as DDM; (3) [Trainer et al., 1993; Milford et al., 1994; Sillman, 1995; Tonnesen and Dennis, 2000b] or the extent parameters of atmospheric chemical reactions [Chang et al., 1997; Blanchard et al., 1999] (note that these are indicators of the sensitivity of peak O 3 concentrations to VOCs and NO x ); (4) the use of dominant reactions for different chemical regimes (e.g., VOC-versus NO x -limited regimes) and (5) the use of differences in O 3 concentrations between weekdays and weekends [Pun et al., 2003] . These approaches can be generally classified into two major groups in terms of their treatment of the trajectory of the air parcels:
[19] 1. Approaches that account for the history of the air parcels and determine the NO x -or VOC-sensitivity of peak O 3 formation based on the integrated concentrations of indicator species or integrated first-order sensitivities during the day (i.e., O 3 that has been formed). Examples include those used in DDM, OSAT, and Sillman [1995] .
[20] 2. Approaches that do not account for the history of the air parcels and determine the NO x -or VOC-sensitivity of local O 3 formation based on the local and instantaneous concentrations of indicator species or extent parameters (i.e., O 3 that is to be formed). Examples include those used in PA, Chang et al. [1997] and Blanchard et al. [1999] .
[21] Figure 2 shows the results predicted by each probing tool on 15 July 1995. These include a spatial distribution of the differences in the O 3 sensitivities to the total NO x and VOC emissions predicted at 1400 local standard time (LST) by DDM, the differences in the O 3 contributions from the total NO x and VOC emissions predicted at 1400 LST by OSAT, and the differences in the accumulative daily total O x (i.e., odd oxygen = O 3 + NO 2 + O( 15 July, DDM predicts that more O 3 is produced under VOC-sensitive conditions in Minneapolis, MN and its vicinity area, over a large area of Lake Michigan and Chicago, IL, Pittsburgh, PA and its vicinity area, Boston, MA, New York City, NY, Indianapolis, IN, Cincinnati, OH, Columbus, OH, Memphis, TN, Houston, TX and its vicinity area, Baton Rouge, LA, and Tampa, FL. OSAT predicts that more O 3 is produced under NO x -limited conditions in all those regions except for a small area in the southwestern portion of Lake Michigan, Baton Rouge, LA and Tampa, FL. The VOC-sensitive regions predicted by PA are quite similar to those predicted by DDM. It predicts that more O x production is VOC-sensitive in a large area over Lake Michigan and Chicago, IL, a small portion in southern Lake Huron and its southern coastal areas in the eastern Michigan, Indianapolis, IN, Louisville, KY, Columbus, OH, Cincinnati, OH, Pittsburgh, PA and its vicinity area, Boston, MA, New York City, NY, and Memphis, TN.
[22] [Milford et al., 1989 [Milford et al., , 1994 Sillman, 1995; OTAG, 1998; Pun et al., 2003] . The VOC-sensitive (or NO x -sensitive) percentages predicted by DDM and OSAT differ by 1-10% in Atlanta, 4 -50% in Chicago and 6 -48% in New York City, and 5-36% in Altoona.
[23] The large discrepancies between the DDM and OSAT results occur for all cases when the averaged DDM O 3 sensitivities in a subarea or a whole receptor area are Figure 2 . The spatial distribution of the differences in (a) the O 3 sensitivities to total NO x and VOCs predicted by DDM at 1400 LST on 15 July, (b) the O 3 contributions from total NO x and VOCs predicted by OSAT at 1400 LST on 15 July, and (c) the accumulative daily total O x production under NO x -and VOC-sensitive conditions predicted by PA on 15 July. All results were obtained under the EPA 2007 base emission scenario. While DDM and OSAT results are available for the coarse grid (36-km resolution) simulations, PA results are only available from the fine-grid (12-km resolution) simulation. negative or cases when the averaged O 3 sensitivities in a subarea or the whole receptor area are positive but O 3 sensitivities in some grid cells in that subarea or some subareas of that receptor area are negative. A negative O 3 sensitivity to the NO x (or VOC) emissions indicates that O 3 concentrations decrease with increased NO x (or VOC) emissions (i.e., the effect of NO x (or VOC) titration/ inhibition on O 3 chemistry). The discrepancies between DDM and OSAT predictions on the NO x -versus VOCsensitive O 3 chemistry are due primarily to the fact that the NO x (or VOC) inhibition is accounted for by DDM but not accounted for by OSAT (see equation (3)). The degree of discrepancies between DDM and OSAT largely depends on whether and how much O 3 is NO x -or VOC-sensitive. Figure 3 shows an association between the DDM-predicted VOC-sensitive fractions of O 3 and the differences in the predicted VOC-sensitive fractions by DDM and OSAT in New York City. It provides the range of discrepancies that likely occurs between DDM and OSAT predictions for specific VOC-sensitive fractions predicted by DDM for a receptor area. The four O 3 chemistry regimes predicted by DDM are 70% or more NO x -sensitive (i.e., 30% or less VOC-sensitive) (Regime I), 50-70% NO x -sensitive (i.e., 30 -50% VOC-sensitive) (Regime II), 50 -80% VOC-sensitive (Regime III), and 80% or more VOCsensitive (Regime IV). The corresponding percentage differences in the VOC-sensitive fractions predicted by DDM and OSAT are within 3%, 3 -24%, 14 -30%, and 30-60% for Regimes I, II, III, and IV, respectively. When O 3 chemistry in a specific grid cell/receptor area is NO x -limited (i.e., Regimes I and II), the discrepancies between OSAT and DDM are relatively small (<24%). The largest discrepancies between DDM and OSAT results For an approximate comparison to OSAT and DDM results, the VOC-sensitive and equal sensitive P(Ox) are summed together to obtain P(Ox) and O 3 chemistry that are VOC-limited. occur when O 3 chemistry is in Regime IV (80% or more VOC-sensitive), ranging from 30% to 60%. Such an association generally exists for all four receptors, although such a correlation can be slightly different among receptors because of different source-receptor relationships.
[24] It is expected that PA predicted results that were consistent with those of DDM and OSAT in Atlanta and Altoona, because the effect of NO x titration on O 3 formation was relatively small at both locations and the local emissions dominated O 3 chemistry in Atlanta. The differences between the PA and DDM results in Chicago and New York City are due to the fact that the historical transport along the air parcel back trajectory, which contributed to O 3 production at those locations, was taken into account by DDM, whereas the PA results described only the local chemical production of O x within the receptor area. For example, PA estimated an NO x -sensitive local O x formation in some subareas in Altoona on 14 July, whereas DDM estimated a VOC-sensitive integrated O 3 formation in the same subareas on the same day, because O 3 in those subareas may be transported from upwind locations where O 3 formation is VOC-sensitive.
Relative Importance of Chemistry and Transport
[25] All three probing tools can provide some information on the relative importance of photochemistry versus transport. Both OSAT and DDM can predict the relative importance of local sources versus sources in upwind locations (i.e., local photochemistry versus transport) and allow one to resolve the impacts of surface and elevated point source emissions in separate geographic regions. While both OSAT and DDM reflect the time history of the air parcel at the receptor, PA can only provide the local and instantaneous relative importance of photochemistry and transport (horizontal and vertical) on O 3 formation at a specific grid cell.
[26] Figures 4 and 5 show the O 3 sensitivities/contributions to/of total VOC and NO x emissions from 17 source areas, ICs, and BCs predicted by DDM and OSAT at 1500 LST on 15 July under the EPA 2007 base emission scenario in Atlanta and New York City, respectively. In Atlanta, both DDM and OSAT predict that the local and surrounding sources (i.e., source areas 15 and 8) are overwhelmingly more important than the upwind sources, contributing to 90% of the total O 3 sensitivity by DDM and 86% of the total O 3 concentration by OSAT. The contributions from the upwind sources and BCs are small (<9% for DDM and <12% for OSAT). This indicates that O 3 concentrations in Atlanta are mainly affected by local photochemistry. In New York City, the contributions by source area predicted by DDM and OSAT are also quite similar. The local and surrounding sources only account for 40% of the total O 3 sensitivity by DDM and 37% of the total O 3 concentration by OSAT. The contributions from all upwind sources and BCs are 52% and 8% of the total O 3 sensitivity by DDM and 52% and 11% of the total O 3 concentration by OSAT, respectively. Therefore O 3 formation in New York City is strongly affected by long-range transport of air pollutants from upwind regions. The most important upwind sources include the emissions from the source areas 4, 1, 7, 11, and 3, contributing 8%, 8%, 9%, 11%, and 7% of the total O 3 sensitivity by DDM and 10%, 10%, 9%, 8%, and 7% of the total O 3 concentration by OSAT, respectively. [27] Figure 6 shows hourly O 3 change from different processes as a function of time on 15 July in Atlanta and New York City predicted by the IPR component of PA. In Atlanta, chemistry was the most important process to the local and instantaneous O 3 production at the peak O 3 hour, followed by lateral boundary transport, deposition, and top boundary transport (where transport terms combine the effects of advection and diffusion). The latter two processes only contributed to a small change (<À0.6 and À0.3 ppb, respectively) in peak hourly O 3 concentration. In New York City, chemistry and lateral boundary transport were almost equally important, but their effect was just the opposite, with a contribution of 4 ppb and À3 ppb to the peak hourly O 3 concentration, respectively. Although the results from PA cannot be directly compared to those from DDM and OSAT, the PA results indicated the relative importance of chemistry and transport that was somewhat qualitatively consistent with those from DDM and OSAT. As expected, PA also predicted results that were inconsistent with those from DDM and OSAT. For example, DDM and OSAT predicted that upwind emissions contributed to 40% of the total O 3 sensitivity and 27.5% of the total O 3 concentrations at the peak O 3 hour in Chicago on 15 July, whereas PA predicted a negative net effect of lateral transport for this receptor. These differences are due to the fact that DDM and OSAT accounted for the time history of the air parcels whereas PA provided information on local and instantaneous O 3 formation.
Complementarities and Differences
[28] As shown above, the three probing tools can provide information that is to some extent comparable (although the results may differ in some cases). They also provide several different types of information that are complementary including detailed chemical analysis (by PA only), ranking of O 3 contributors (by DDM and OSAT), importance of sources (by DDM and OSAT) and model responses to changes in model inputs (by DDM and OSAT). In addition to these complementarities, there are other important differences among the three probing techniques that are worth mentioning: (1) OSAT source apportionment is not unique for a species like O 3 that is formed in a nonlinear system, whereas the DDM sensitivities have a unique mathematical derivation [Dunker et al., 2002b; ENVIRON International Corporation, 2002] ; (2) OSAT gives information on O 3 only, whereas DDM and PA give information on all modeled species; (3) DDM and PA can provide information on the effects of changing the spatial or diurnal distribution of emissions (and other inputs) whereas OSAT cannot. The complementary features of these probing tools and their strengths and weaknesses are identified, analyzed, and compared in detail in this section.
Detailed Chemical Analysis
[29] Among the three probing tools implemented in CAMx, PA is the only tool that can provide important information on chemical pathways and identify key chemical characteristics via its IRR component. PA can provide production and destruction of O x , initiation of OH and HO 2 radicals, the amount of OH reacted with CO, CH 4 and isoprene, the amount of NO x converted to HNO 3 by various pathways, as well as the net production efficiency of O x per NO x converted to HNO 3 (P(O x )/P(HNO 3 )). This information is particularly useful for investigating mechanistic differences under different chemical regimes or between different mechanisms and the relationships between O 3 and its precursors.
Ranking of O 3 Sensitivities and Contributions
[30] DDM calculates the O 3 sensitivities with respect to VOCs and NO x emissions of different source groups and OSAT calculates O 3 contributions of those emission source groups. The ranking of those O 3 sensitivities or contributions provides information on which source group(s) has (have) the largest effects on O 3 formation in a particular receptor region and therefore is (are) of the most interest for designing O 3 control strategies. In comparing the DDM and OSAT rankings, we ranked the top 10 O 3 contributors by source area and by source group at each receptor for 6 stratified O 3 levels of <80 ppb, 80-90 ppb, 90-100 ppb, 100-110 ppb, 110-120 ppb, and >120 ppb on 11 -15 July 1995. The ranking is conducted for both the 1-hour and the 8-hour O 3 concentrations. Table 3 compares the top 10 contributors predicted by DDM and OSAT by source group at four receptors for 4 stratified O 3 levels of 80-90 ppb, 90-100 ppb, 100 -110 ppb, and 110-120 ppb. The top 10 contributors at all receptors show a good agreement, with common contributors of 6 to 9 (regardless of their rankings). On average, DDM and OSAT agree well on the most important contributors on all O 3 levels, but disagree on about 22%. These results are generally consistent with those of Dunker et al. [2002b] , in which they found that the OSAT and DDM results, on average, agreed on 4 of the top 5 contributors to O 3 concentrations for O 3 > 80 ppb.
[31] Although DDM and OSAT agree well on the top 10 contributors, they predict different rankings for those contributors. In Atlanta, for the highest 1-hour average O 3 concentrations (110 to 120 ppb, not shown), DDM gives greater importance to VOC emissions from upwind areas (e.g., source areas 4 and 11) whereas OSAT gives greater importance to NO x emissions from upwind areas (e.g., source areas 5 and 7). For 1-hour and 8-hour average O 3 concentrations in the 80 to 110 ppb range, DDM shows slightly greater importance of biogenic VOC emissions from local and upwind source areas (e.g., B-15/VOC, B-5/VOC, B-12/VOC), whereas OSAT shows slightly greater importance of surface/elevated NO x and surface anthropogenic VOC emissions from local and upwind source areas (e.g., S-5/NO x , E-5/NO x , S-12/NO x , S-15/VOC). In Chicago and New York City, DDM predicts a negative sensitivity to the local NO x emissions for all O 3 levels, whereas OSAT always predicts a positive O 3 contribution from the local NO x emissions. Therefore the OSAT ranking of O 3 contributors is not suitable for the development of O 3 control strategies in regions where there is a large titration or inhibition effect of NO x (or VOC) on O 3 formation. For high 1-hour and 8-hour average O 3 concentrations (>80 ppb) in Chicago, DDM gives more importance to local surface NO x emissions (but with a negative sensitivity) (i.e., S-14/NO x ) and biogenic VOC emissions from local, surrounding and other upwind areas (i.e., B-4/VOC, B-5/VOC, B-14/VOC). OSAT gives more weight to NO x emissions from local, surrounding and upwind source areas (e.g., S-4/NO x , B-4/NO x , E-4/NO x , E-14/NO x , S-5/NO x ). For high 1-hour and 8-hour average O 3 concentrations (>90 ppb) in New York City, DDM gives greater importance to biogenic VOC emissions from local, surrounding and other upwind source areas (i.e., B-11/VOC, B-7/VOC, B-16/VOC, B-13/VOC) whereas OSAT gives greater importance to NO x emissions from those source areas (i.e., S-16/NO x , S-7/NO x , E-11/ NO x , E-13/NO x , E-7/NO x ). In Altoona, for high 1-hour and 8-hour average O 3 concentrations (>90 ppb), DDM gives greater importance to upwind biogenic VOC emissions (e.g., B-7/VOC, B-5/VOC, B-11/VOC, B-8/VOC) whereas OSAT gives greater importance to NO x emissions from local and upwind source areas (e.g., E-7/NO x , S-7/NO x , S-4/NO x , E-4/NO x , B-4/NO x , S-5/NO x , E-5/NO x ).
[32] The contributors and their rankings obtained for the 8-hour average O 3 concentrations (>80 ppb) are similar to those obtained for the 1-hour average O 3 concentrations in New York City and Altoona but differ in Atlanta and Chicago. For example, in Atlanta, DDM predicts that NO x emissions from source area 12 (i.e., S-12/NO x , E-12/NO x ) are important contributors (ranked 6th and 8th, respectively) to the hourly O 3 concentrations of 80-90 ppb, but they are not among the top 10 contributors for 8-hour average O 3 concentrations of >80 ppb. The different rankings/contrib- utors suggest that different emission control strategies may be needed for 1-hour and 8-hour average O 3 concentrations in Atlanta and Chicago. Table 4 shows the top 2 contributors to 1-hour O 3 levels of >120 ppb by source group predicted by DDM and OSAT for 9 subareas within each receptor. Two important results can be found. First, the top 2 contributors predicted by DDM and OSAT for subareas do not always agree with each other. Overall, DDM gives greater importance to biogenic VOC emissions whereas OSAT gives greater importance to surface anthropogenic NO x emissions. Second, the rankings of the top two O 3 contributors from both DDM and OSAT varied among subareas for a given receptor region. For example, the 2 nd contributor predicted by DDM is B-15/VOC in subareas 4 and 5 and E-15/NO x in subareas 6 -9 in Atlanta. This variability indicates the difficulty of designing emission control strategies that are both simple, yet effective over an entire airshed.
Source Apportionment Versus Source Sensitivity
[33] Both OSAT source contributions and DDM sensitivities can be used to provide information on the relative importance of various source groups based on geographic area and emissions category. While OSAT attributes total O 3 concentration to all source groups, DDM implemented in CAMx calculates first-order sensitivity of O 3 to all source groups. OSAT can track a larger number of source groups than DDM because OSAT uses reactive weighted tracers; the number of source groups and geographical regions treated with DDM is limited by the associated computational burden. OSAT results are naturally interpretable as source apportionments because they are based on the proportional contribution of emissions to the O 3 forming process; namely, the sum of O 3 contributions from all source groups always equals the predicted O 3 concentration. On the other hand, DDM correctly accounts for the negative sensitivities, but DDM sensitivities cannot be strictly interpreted as source apportionments because DDM provides sensitivities and the sum of all first-order sensitivities will not account for all of the O 3 concentration (it usually accounts for 60-65% of the total O 3 concentration); therefore DDM provides relative importance of sources to a fraction of the O 3 concentration (60 -65%). It is, however, this fraction that is mainly affected by small to moderate changes in emission levels, although the remaining fraction (determined by higher order terms) may also be affected by those changes. Although the relative impact of sources expressed in terms of the percentage of the sum of the first-order sensitivities of O 3 predicted by DDM are not equivalent to that expressed in terms of the percentage of total O 3 concentration predicted by OSAT, a qualitative comparison between the DDM and OSAT results provides the relative importance of all source groups.
[34] The spatial distributions of DDM sensitivities and OSAT source contributions for all source categories are generally consistent, although the magnitudes of DDM sensitivities and OSAT source contributions differ for biogenic VOC and NO x emissions from all source categories. As an example, Figures 7a -7d show the spatial distribution of O 3 sensitivities/contributions predicted by DDM and OSAT at 1400 LST on 15 July under the EPA 2007 base emission scenario for emissions from biogenic VOC and other surface anthropogenic NO x emissions. There are three major differences between the DDM and OSAT predictions. First, DDM predicts negative sensitivities for a few areas where OSAT always predicts positive contributions (e.g., see Figures 7a versus 7b and Figures 7c versus 7d) . For example, DDM predicts negative sensitivities for NO x emissions from the elevated anthropogenic, the on-road mobile, and the other surface anthropogenic sources for the southern Lake Michigan and Chicago area (Figure 7a) . Second, the magnitudes of OSAT source contributions and DDM sensitivities for biogenic VOC emissions and NO x emissions from all source categories are quite different. The DDM sensitivities for biogenic VOC emissions are larger than OSAT source contributions for biogenic VOC emissions in many areas in the domain (see Figures 7a versus 7b) . The OSAT source contributions for NO x emissions from all source categories are much larger than the corresponding DDM sensitivities for NO x emissions in many areas in the entire domain (see Figures 7c versus 7d) . Third, the relative importance of various source groups predicted by DDM and OSAT is different in some locations. For example, in Atlanta, DDM predicts that the mobile NO x emissions and the biogenic VOC emissions are the most important sources, followed by the elevated NO x emissions, the other surface anthropogenic NO x and VOC emissions and the mobile VOC emissions. By comparison, OSAT predicts that the NO x emissions from mobile, other surface anthropogenic, and elevated sources and the biogenic VOC emissions are the most important sources, followed by the other surface anthropogenic VOC emissions, the biogenic NO x emissions and the mobile VOC emissions. Dunker et al. [2002b] compared the spatial distributions of the sensitivities and source contributions for different emission categories, source regions and boundaries in the Lake Michigan region for the O 3 episode of 7 -13 July 1995. While our results are generally consistent with those of Dunker et al. [2002b], some differences do exist. For example, in regions where NO x significantly inhibited O 3 formation such as in the southern Lake Michigan and Chicago area, OSAT predicted much larger positive source contributions for elevated NO x sources in this study than those reported by Dunker et al. [2002b] (10-25 ppb versus 4 -10 ppb).
[35] Table 5 shows the percent contributions by VOC and NO x emissions from four source categories, ICs, and BCs at the four receptors to the total first-order sensitivity predicted by DDM and the total source contribution predicted by OSAT, at 1500 LST on 15 July under the EPA 2007 base emission scenario. The relative impact predicted by DDM and OSAT are very similar in Atlanta, but somewhat different in New York City and Altoona and significantly different in Chicago. In New York City, DDM predicts that the biogenic VOC emissions are the most important sources and OSAT predicts that the other surface anthropogenic NO x emissions are the most important sources. While both DDM and OSAT basically agree on the importance of S-NO x , M-NO x and E-NO x as well as their relative rankings, they differ significantly on B-VOC (29.4% for DDM versus 11.7% for OSAT). In Altoona, DDM and OSAT basically agree on the importance of E-NO x , S-NO x and M-NO x and their relative rankings. There is also a large disagreement on the relative importance for B-VOC (25.3% for DDM versus 11.5% for OSAT). For these two receptors, these four categories explain about 73-79% of the total O 3 concentrations. But, they are allocated differently between DDM and OSAT, with OSAT attributing the great majority (84% of the contributions from the four categories) into NO x emissions and DDM allocating two-thirds contributions (63% and 68%) to NO x . In both New York City and Altoona, the relative impacts of the total surface anthropogenic sources (i.e., M-VOC + M-NO x + S-VOC + S-NO x ) predicted by DDM are lower by 8 -9% than those predicted by OSAT, and the relative impacts of the biogenic sources (B-VOC + B-NO x ) predicted by DDM are higher by 10-15% than those of OSAT.
[36] In Chicago, DDM and OSAT disagree on the importance of B-VOC, E-NO x , S-NO x and M-NO x . The relative contribution of the total surface anthropogenic sources (i.e., M-VOC + M-NO x + S-VOC + S-NO x ) predicted by DDM is 19%, which is much lower than that predicted by OSAT (30%). The corresponding relative contribution of the biogenic sources (B-VOC + B-NO x ) predicted by DDM is 71%, which is significantly higher than that of OSAT (33%). This is because OSAT does not account for the titration effect of anthropogenic NO x and VOCs thus overestimating the relative impacts of the surface anthropogenic sources and underestimating the relative impacts of the biogenic sources (note that M-NO x and S-NO x sources contribute to À12% of total O 3 sensitivity). Considering the fact that the sum of DDM sensitivities only explains about 61% of the total O 3 concentration in Chicago, the 71% of 60.4 ppb O 3 by the biogenic sources is equivalent to 43% of the total O 3 concentration (99.8 ppb), implying that the relative impact of the biogenic emissions (mostly VOCs) to the total O 3 concentration predicted by DDM is at least 43% and could be higher if higher-order sensitivities were calculated in DDM. Pun et al. [2002] found that the contributions of the biogenic emissions to O 3 production range from 22% to 34% in urban areas in the eastern United States. The DDM results obtained in Atlanta and New York City are generally consistent with those of Pun et al. [2002] , OSAT tends to underestimate. The relative impacts of the biogenic sources to the O 3 production predicted by DDM in Chicago are much higher and cannot be compared to the results of Pun et al. [2002] that did not include Chicago in the modeling domain. The relative impacts of ICs and BCs to the total O 3 sensitivity or concentration predicted by DDM and OSAT for all receptors are relatively small (<0.4% for ICs and in the range of 3 -9% by DDM and 6 -12% by OSAT for BCs, respectively).
[37] The above results have shown that there is a fundamental disagreement between DDM and OSAT. For all receptors except Atlanta, OSAT is consistently emphasizing attribution to NO x emissions much more than does DDM and DDM emphasizes B-VOC. The DDM and OSAT results can also be used to estimate the relative impact of emissions from different source regions to O 3 concentrations, as shown in section 3.2. This information is very useful to analyze the relative importance of the local versus upwind sources (i.e., local photochemistry versus transport) and allows one to resolve the impacts of the surface and elevated point source emissions in separate geographic regions. However, OSAT shows some severe limitations because of its inability to account for titration/inhibition effect of NO x on O 3 .
Model Responses to Changes in ICs, BCs, and Emissions
[38] Both OSAT and DDM can be used to predict model responses to changes in input parameters or variables such as ICs, BCs, and emissions. However, there is a major difference in characterizing the model responses to perturbations in inputs between OSAT and DDM. DDM is more directly applicable to predicting the response to changes in emissions because the sensitivity coefficients directly address this issue. This information is particularly useful in developing emission control strategies for many nonattainment areas. The main limitation is that the firstorder sensitivities are only accurate for small-to-moderate perturbations [Dunker et al., 2002b] for a nonlinear system such as O 3 chemistry. This limitation will be further discussed in section 5.
[39] OSAT is less applicable to quantitative prediction of the response to changes in emissions because OSAT does not calculate sensitivities and the extrapolation of the OSAT results to a different emission scenario involves some assumptions by the user. The most likely assumption that the user will make is linearity, i.e., that OSAT source contributions will scale proportionately with emissions. As shown in section 5.2, applying linear scaling to the OSAT results is reasonably accurate for small perturbations in VOCs emission levels (e.g., the errors are less than 10% for a 25% reduction in VOC emissions) but less accurate for both small and large perturbations in NO x emissions (e.g., the errors are up to À32% and À45% for a 25% or 75% reduction in NO x emissions, respectively). Therefore caution should be taken when using the OSAT results to extrapolate from a base simulation to a different emission scenario.
Accuracy and Robustness
[40] The range of conditions for a valid application has been tested and identified for some of the probing tools by the original developers or earlier users [Yarwood et al., 1996a [Yarwood et al., , 1996b Morris et al., 1998; EPA, 1998; Dunker et al., 2002b] . In this study, the responses of the three probing tools to variations in emissions and local chemical conditions are evaluated by conducting sensitivity runs for 25% and 75% reductions in anthropogenic emissions of NO x only, and a 25% reduction in emissions of VOCs only. In the following sections, we evaluate the accuracy and robustness of OSAT and DDM for moderate (i.e., 25% emission reduction) and large perturbations (i.e., a 75% reduction in anthropogenic emissions of NO x , under which one chemical regime could change to another chemical regime). This evaluation helps verify the accuracy, robustness, and reliability of these tools under atmospheric conditions that are representative of future emission scenarios.
O 3 Prediction From the DDM Sensitivities Under Different Emission Scenarios
[41] For DDM, we evaluated whether the sensitivity coefficients can be used to predict the change in O 3 concentrations due to changes in emissions. The O 3 concentrations and the DDM sensitivities from the base simulation can be used to predict the resulting O 3 concentration for an emission reduction scenario as follows:
where C l=0 and C l=Àd are the concentrations of O 3 obtained from the base simulation and the simulation with 25% or 75% reductions in anthropogenic emissions, respectively; S l=0 is the sensitivity of O 3 with respect to changes in the anthropogenic VOC or NO x emissions calculated from the base simulation (note that the sensitivity with respect to changes in biogenic VOC or NO x emissions should be excluded); d is the perturbation in parameter l (i. [42] The percentage differences and absolute differences in the calculated O 3 concentrations (calculated based on equation (4) using the O 3 concentrations and sensitivities predicted from DDM base run) and the simulated O 3 concentrations (obtained from DDM brute force sensitivity runs with 25% or 75% perturbation in emissions) were calculated in all 81 fine grid cells in the four receptor areas. The percentage differences were calculated in terms of (calculated O 3 À simulated O 3 ) * 100/simulated O 3 , and the absolute differences were calculated in terms of (calculated O 3 À simulated O 3 ). The calculated O 3 concentrations for most fine grid cells in all receptors are higher than the simulated O 3 concentrations, with small percentage differences (<9.5%) for a 25% reduction in anthropogenic VOC or NO x emissions but large percentage differences (up to 98.2%) for a 75% reduction in anthropogenic NO x emissions. It is noted that large percentage differences (>45%) always occurred for grid cells with high O 3 concentrations (>80 ppb) in all the four receptor areas for a 75% reduction in anthropogenic NO x emissions. In particular, those large percentage differences are always associated with large negative sensitivity coefficients predicted by DDM in Chicago. For example, for the 24 th grid cell in Chicago, the simulated O 3 concentrations at 1500 LST on 15 July for the base emission and a 75% reduction in anthropogenic NO x emissions scenarios are 147.5 ppb and 115.7 ppb, respectively. The predicted sensitivity of O 3 to changes in anthropogenic NO x emissions is À109.1 ppb, resulting in a calculated O 3 concentration of 229.3 ppb and a percentage difference of 98.2% between the calculated and simulated O 3 for this grid cell, as shown in Figure 8 .
[43] For a 25% reduction in anthropogenic VOC and NO x emissions, the percentage differences in the calculated and simulated O 3 concentrations in all receptor areas are small (<2.4% and <10%, respectively). For a 75% reduction in anthropogenic NO x emissions, the differences in the simulated and calculated O 3 are significant. They range from 25.6% to 48.7% in Atlanta, 19.7% to 98.2% in Chicago, 20.6% to 48.0% in New York City, and 18.6% to 30.2% in Altoona, with an average difference of 25.6%, 42.5%, 28.4%, and 21.4%, respectively. The absolute differences in the calculated and simulated O 3 concentrations range from 8.3 to 45.5 ppb in Atlanta, 9.5 to 113.6 ppb in Chicago, 9.6 to 38.9 ppb in New York City, and 8.9 to 21.1 ppb in Altoona, with an average absolute difference of 20.0, 35.1, 16.9, and 11.7 ppb, respectively. These results indicate that the DDM sensitivities are accurate for a 25% emission reduction scenario, but inaccurate for a 75% emission reduction scenario for the sources that we studied here.
O 3 Predictions From the OSAT Source Attribution Under Different Emission Scenarios
[44] To evaluate the ability of OSAT to predict model responses, we compare O 3 concentrations calculated with the OSAT source contributions from the base simulation using equation (4) against the actual O 3 concentrations predicted from the 25% and 75% emission reduction scenarios. However, in the calculation for OSAT, S l=0 is the O 3 source contribution (rather than the O 3 sensitivities) of the anthropogenic VOC or NO x emissions calculated from the base simulation. C l=Àd is first calculated with d = 0.25 or 0.75 and then compared to O 3 concentrations obtained from the 25% or 75% anthropogenic emission reduction scenarios. The calculated O 3 concentrations for most fine grid cells in all receptors are lower than the simulated O 3 concentrations, with small percentage differences (<9.1%) for a 25% reduction in anthropogenic VOC emissions but large percentage differences for 25% and 75% reductions in anthropogenic NO x emissions (up to À31.9% and À45.3%, respectively). For example, for a 75% reduction in anthropogenic NO x emissions, the differences in the simulated and calculated O 3 range from À16.1% to 1.2% in Atlanta, À45.3% to 10.5% in Chicago, À33.2% to À3.5% in New York City, and À19.0% to À6.7% in Altoona, with an average difference of À8.7%, À6.6%, À13.7%, and À14.5%, respectively. The absolute differences in the calculated and simulated O 3 concentrations range from À7.8 to 1.1 ppb in Atlanta, À53.1 to 11.7 ppb in Chicago, À22.4 to À2.8 ppb in New York City, and À8.6 to À4.6 ppb in Altoona, with an average absolute difference of À4.2, À4.1, À7.7, and À7.6 ppb, respectively. These results indicate that applying linear scaling to the OSAT results is reasonably accurate for a case with a 25% reduction in anthropogenic VOC emissions, but less accurate for cases with a 25% or 75% reduction in anthropogenic NO x emissions.
[45] The large percentage differences for 25% or 75% reductions in anthropogenic NO x emissions are due to the fact that OSAT does not account for the effect of NO x titration on O 3 formation. For some grid cells in Atlanta, Chicago and New York City, the percentage differences for the 25% NO x emission reduction scenario are even higher than those for the 75% NO x emission reduction scenario. This indicates that neglecting the effect of NO x inhibition/ titration of O 3 has less impact on the O 3 predictions of Figure 8 . (a) The percent differences and (b) absolute differences in the calculated O 3 concentrations using the O 3 concentrations and sensitivities predicted from DDM and the simulated O 3 concentrations from DDM sensitivity runs in all 81 fine grid cells in Chicago at 1500 LST on 15 July 1995. Labels on the x axis correspond to fine grid cell indices for each receptor starting from the NW corner and proceeding row-wise.
OSAT for the 75% NO x emission reduction scenario than for the 25% NO x emission reduction scenario in those grid cells, as O 3 chemistry changes from VOC-limited to NO x -limited in Chicago or from NO x -limited to more NO x -limited in Atlanta and New York City when the anthropogenic NO x emission reduction percentage changes from 25% to 75%.
Computational/ /Implementation Requirements
[46] A simulation of CAMx for the 7 -15 July 1995 episode with no probing tool took 4.4 CPU hours on a 1 GHz Pentium III Linux computer (0.49 CPU hour per simulation day). The simulations with CAMx and PA increased the memory requirements by 67% but only increased the computational burden by 23%. This is because the PA runs in this study provided process rates and reaction rates for only 4 receptor areas plus gridded outputs of CPA calculated within CAMx (e.g., OH chain length, etc.) for the entire domain. The PA outputs for a larger region may take more memory and CPU time. The simulations with CAMx and OSAT increased the memory and the CPU time by a factor of 3.8 and 3.5-7.0, respectively. The simulations with CAMx and DDM imposed the largest computational burden among all tools, increasing the memory and the CPU time by a factor of 3.3-9.6 and 5.6 -18.1, respectively. A single DDM run to provide sensitivity information that is comparable to that from OSAT would require much more memory ($2.3 GBs) than the OSAT run and was not practical at the time when those simulations were conducted. Therefore the DDM base and sensitivity runs were split into several runs to keep the run size under 1 GB RAM.
[47] There are several challenges in developing and implementing the three probing tools. For PA, the challenges include: (1) extracting accurate process rate information for every process that affects model-predicted concentrations. The PA algorithms must be accurate to provide a useful description of how the model-predictions were obtained; (2) implementing the PA algorithms without changing the results from the underlying model; (3) providing a flexible interface for specifying what PA information to extract so that the volume of output is not overwhelming. For OSAT, the challenges include: (1) accounting not only for the presence of O 3 precursors from a given source area at a given receptor area, but also accurately estimating the cumulative contribution to O 3 production of those precursors while they were en-route to the receptor; (2) ensuring compatibility with the underlying AQM formulation so that derived source-receptor relationships will be consistent with model response to emission changes; (3) providing sufficient spatial and temporal resolution while managing, within practical constraints, the computer resources required to run the software tool. For DDM, the challenges include: (1) ensuring accuracy by using consistent numerical methods for concentrations and sensitivities; (2) optimizing the efficiency of the sensitivity coefficient calculations without compromising accuracy; (3) proving a flexible user interface that allows calculation of sensitivities to all sources and precursors.
[48] Note that each probing tool cannot be used at the same time as the other two probing tools because PA, OSAT, and DDM share internal data structures to minimize the total memory resources required by CAMx. The O 3 sensitivities to VOCs and NO x calculated from DDM are used in OSAT to allocate O 3 production into VOC-and NO x -sensitive portions. Those sensitivities are calculated within the OSAT option and no separate DDM run is needed.
Conclusion
[49] Three probing tools, DDM, OSAT, and PA, implemented in CAMx were evaluated systematically with a number of base and sensitivity simulation results using the OTAG 7 -15 July 1995 O 3 episode over the eastern United States. Four receptor areas were selected according to various selection criteria: Chicago, Atlanta, New York City, and a rural area, Altoona, in central Pennsylvania. The entire modeling domain was divided into 17 source areas including the four receptor areas (i.e., local sources).
[50] The consistency evaluation shows that the NO xversus VOC-sensitivity of O 3 chemistry predicted by the three probing tools is similar over most of the domain except in a few locations such as Chicago and New York City, where O 3 formation is predicted to be VOC-sensitive by DDM and PA but NO x -limited by OSAT. The large discrepancies in the predictions in these locations are due primarily to the fact that OSAT does not account for the NO x inhibition of O 3 formation in the urban areas, whereas DDM does account for this effect. The discrepancy between DDM and OSAT results increases as the DDM-predicted VOC-limited fraction increases. Therefore, in its present formulation, OSAT should not be used to infer VOC-or NO x -sensitivity of O 3 chemistry in areas where negative sensitivities are likely to play a major role. PA, on the other hand, predicts that local O x production is VOC-sensitive for some days and NO x -sensitive for other days in Chicago and New York City. It also identifies the particular grid cells for which O x production is inhibited by high NO x concentrations. The results of PA and DDM differ in terms of sensitivity to VOCs and NO x because DDM predicts the effects of changes in emissions along the air parcel trajectories, whereas PA provides a local mass budget explanation of the sensitivity of O x production in the receptor region. However, the PA predictions of NO x inhibited O 3 photochemistry in the base case for Chicago and New York are qualitatively consistent with the DDM predictions of NO x disbenefits for these regions.
[51] The consistency evaluation also shows that the relative importance of chemistry and transport predicted by DDM and OSAT in the four receptor areas is generally consistent. Atlanta is mostly affected by local photochemistry. New York City and Altoona are strongly influenced by long-range transport of pollutants. Both transport and local photochemistry could be important to O 3 formation in Chicago. The PA results are qualitatively consistent with those of DDM and OSAT for cases where local emissions dominate O 3 formation (e.g., in Atlanta) but inconsistent with the DDM and OSAT results for cases where transport is important to local O 3 formation (e.g., Chicago, New York City, and Altoona). This is due to the fact that DDM and OSAT account for the time history of the air parcels whereas PA provides only local information.
[52] The three probing tools provide results that are complementary if they are used and interpreted properly, taking into account their respective limitations. PA is the only tool that provides detailed chemical analysis among the three probing tools implemented in CAMx. Such information is particularly useful for investigating the O 3 -precursor relationships and the mechanistic differences under different chemical regimes or between different mechanisms. Both OSAT source contributions and DDM sensitivities can be used to provide information on the rankings of O 3 contributors and the relative importance of various source groups and other model inputs. For the ranking of O 3 contributors, DDM and OSAT agree well on the sets of top 10 O 3 contributors by source area and by source group, however, they predict different rankings among those sets of top 10 contributors for high 1-hour and 8-hour average O 3 concentrations for each receptor region and for some subareas for a specific receptor region. Such a variability implies considerable difficulties in designing integrated control strategies for both the 1-hour and 8-hour average O 3 concentrations and for all the subareas within the same receptor region. For the relative impact of sources, the major differences in the DDM and OSAT predictions are that for all receptors except Atlanta, OSAT is consistently emphasizing attribution to NO x emissions much more than does DDM and DDM emphasizes B-VOC. This is because DDM predicts both positive and negative sensitivities whereas OSAT always predicts positive contributions. OSAT results are naturally interpretable as source apportionments because they are based on the proportional contribution of emissions to the O 3 forming process; namely, the sum of O 3 contributions from all source groups always equals the predicted O 3 concentration. However, OSAT may overestimate the contribution of some sources (e.g., surface anthropogenic sources) and underestimate the contribution of other sources (e.g., biogenic sources) because it does not account for the titration/inhibition effect of NO x (or VOCs) on O 3 chemistry. On the other hand, DDM correctly accounts for the negative sensitivities, but DDM sensitivities cannot be strictly interpreted as source apportionments because the sum of all first-order sensitivities will not account for all of the O 3 concentration.
[53] For model responses to changes in model inputs, both DDM and OSAT predict accurate model responses under the 25% VOC emission reduction scenario. For the 25% NO x emission reduction scenario, DDM predicts accurate model responses, whereas OSAT predicts inaccurate responses (with errors up to À31.9%) due to the fact that OSAT does not account for the effect of NO x titration on O 3 formation. For the 75% NO x emission reduction scenario, both DDM and OSAT predict inaccurate responses, with smaller errors in the OSAT predictions than the DDM predictions (up to À45.3% and 98.2%, respectively). DDM is more directly applicable to predicting such responses because the sensitivity coefficients directly address this issue. This information is particularly useful in developing emission control strategies for many nonattainment areas in the United States. The main limitation of DDM is that first-order sensitivities are only representative of small to moderate changes (<40%) for nonlinear systems, and are not expected to be accurate for large changes that require higher-order derivatives to characterize the model response. OSAT is less applicable to quantitative prediction of the response to changes in emissions because the extrapolation of the OSAT results to a different emission scenario involves some assumptions (e.g., a linear scaling between source contributions and emission changes) by the user. Our evaluation of OSAT under different emission reduction scenarios shows that applying linear scaling to the OSAT results is reasonably accurate for small perturbations in VOC emission levels but less accurate for both small and large perturbations in NO x emissions. Therefore caution is advised when using the OSAT results to extrapolate from a base simulation to an emission scenario with a perturbation in NO x emissions.
[54] The results from our evaluation have important implications for the selection of a probing tool for the design of emission control strategies. Both DDM and OSAT are designed to develop emission control scenarios. DDM is suitable for such an application since it is accurate for smallto-moderate emission reductions of <40% (note that few emission control strategies will exceed 40%). OSAT works well for NO x -limited areas but we may not know a priori if the area is NO x -limited or not. Caution, therefore, is advised to be taken for applications with OSAT since OSAT leads to incorrect results for VOC-limited areas where the titration/ inhibition effect of NO x or VOCs may be significant. Although it is not designed for such an application, PA provides an in-depth understanding of processes in controlling O 3 formation locally and it can be used to understand some of the differences between the results of OSAT and DDM.
