A method of fundamental solutions has been used to study adiabatic transition amplitudes in two energy level systems for a class of Hamiltonians allowing some simplifications of Stokes graphs corresponding to such transitions. It has been shown that for simplest such cases the amplitudes take the Nikitin -Umanski form but for more complicated ones they are formed by a sum of terms strictly related to a structure of Stokes graph corresponding to such cases. PACS number(s): 03.65.-W , 03.65. Sq , 02.30.Lt , 02.30.Mv 
Introduction
In our previous paper [1] we have shown how to use a formalism of fundamental solutions to obtain formulae for adiabatic transition amplitudes in two level energy systems. The corresponding formulae have been obtained under quite general assumptions about a nature of Hamiltonians perturbing a system adiabatically. In the present paper we shall make these assumptions more specified distinguishing a frequently met class of Hamiltonians for which the general compact forms of the adiabatic transition amplitudes of the paper [1] simplify greatly to be transformed into an interfering sum of terms defined by simplified structure of corresponding Stokes graphs.
To formulate these assumptions let us remind that, in general (see [1] ), any two energy level system is formally equivalent to a one-half spin system put into an external magnetic field B(t). Its Hamiltonian H(t) is given then by H(t) = 1 2 µB(t) · σ , where σ = (σ x , σ y , σ z ) are Pauli's matrices so that two energy levels E ± (t) of H(t) are given by E ± (t) = ± µ 2 B(t) where B(t) = B 2 (t). When adiabatic transitions between the two energy levels E ± (t) are considered then the following properties of the field B(t) are typically assumed: 1 0 B(t) is real being defined for the real t, −∞ < t < +∞; 2 0 B(t) can be continued analytically off the real values of t as a meromorphic function defined on some t-Riemann surface R B . A sheet of R B from which B(t) is originally continued is called physical; 3 0 On the physical sheet B(t) is analytic in an infinite strip Σ = {t : |ℑt| < δ, δ > 0}, without roots in the strip and achieves there finite limits for ℜt = ±∞ , i.e. B(ℜt = ±∞) = B ∞ = 0 in the strip;
The field B(t) depends additionally on a parameter T (> 0) i.e. B(t) ≡ B(t, T ) which introduces a "natural" scale of time to the system, so that its time evolution is expressed most naturally in units of T . If T is small in comparison with the actual period of the process considered then the latter is "fast" or "sudden". If, however, T is large in this comparison then the process is "slow" or "adiabatic".
In the adiabatic process of the system the following is assumed about B(t, T ): 4 0 A dependence of B(t, T ) on T is such that a rescaled field B(sT, T ) has the following asymptotic behavior for T → +∞
while its s-Riemann surface R B /T approaches 'smoothly' the topological structure of the Riemann surface corresponding to the first term B 0 (s) of the expansion (1). 5 0 With respect to its dependence on s the field B 0 (s) satisfies properties 1 0 − 3 0 above with substitutions t → s and B(s) → B 0 (s). 6 0 For purposes of this paper we shall assume also an algebraic dependence of B(sT, T ) on s so that its asymptotic behaviour in the strip Σ as s → ±∞ is the following:
where α 1 , . . . , α k , are assumed to be rational. The time-dependent Schrödinger equation corresponding to H(t) takes a form
The adiabatic regime of evolution of the wave function Ψ(s, T ) corresponds now to taking a limit T → +∞ in (3) .
The main problem of the adiabatic limit in the considered case is to find in this limit the transition amplitude between the two energy levels of the system for s → +∞ under the assumptions that Ψ(−∞, T ) coincides with one of the two possible eigenstates Ψ ± (−∞, T ) of H(−∞) (= H(+∞)) (corresponding to E ± (−∞) (= E ± (+∞)) and that there is no level crossing for real t i.e. lim inf
In comparison with the previous paper [1] a more transparent (but equivalent) formulation of the method of fundamental solutions for the case considered is obtained when Hamiltonian H(t) is considered as a sum H(t) = H 0 (t) + H 1 (t) with H 0 (t) = µ(B x (t)σ x + B y (t)σ y ) and where H 0 (t) and H 1 (t) are considered as free and perturbing Hamiltonians respectively. Then coming to the "interaction" picture we get:
where
Representing the wave function Ψ I (s, T ) as
we get from (4):ȧ
where dots over a ± (s, T ) mean s-derivatives and
The adiabatic limit transition problem can be now formulated as what is a − (+∞, T ) when a + (−∞, T ) ≡ 1 and the limit T → +∞ is taken.
As in the case of our earlier paper [1] the system (6) can be rewritten further as the following linear system of second order equations
where the amplitudes a ± decouple from each other being however still related by (6) . By the following transformations
we bring the equations (8) to Schrödinger types
so that for real s (and T ) we have
while a dependence of the function q − (s, T ) on T is given by
By (12) we get a corresponding dependence of q + (s, T ) on T . Let us note that because B(±∞, T ) ≡ B ∞ (i.e. the limiting fields are the same and independent of T ) we can assume that B ∞ ≡ (0, 0, B ∞ ) with B ∞ = B 2 ∞ = 0. Taking the above assumption into account as well as (1) and (7) we get the following asymptotic behaviors of c(s, T ) and ω(s, T ) for large s:
For our further considerations it will be necessary to know the asymptotic behaviour for q − (s, T ). First of all we shall assume in accordance with our further considerations that q − (s, T ) vanishes nowhere on the real s-axis so that we can choose its square root with the positive sign on this axis. Then as it follows easily its asymptotic behavior for large real s is:
and
for large T . These are the Eqs. (10)- (17) for which the method of fundamental solutions can be formulated. We send the reader to our paper [1] for the construction of both fundamental solutions and Stokes graphs accompanying them as well as for a discussion of a possible evolution of these objects in the adiabatic limit when T → +∞.
Systems which are not essentially different from their adiabatic limits
We shall assume further also that our two level energy systems are adiabatic limit reducible (ALR) systems according to a definition of such systems given in [1] .
A general form of the results obtained in the paper [1] has been strictly related to a general assumption 1 0 -5 0 about the field B listed above and the form of the "potentials" q ± (s, T ) in Eq.(10). First of all Stokes graphs corresponding to these potentials do not coincide with the ones corresponding to their adiabatic limit forms q (0)
0 (s) since their sets of zeros and singularities differ in their structure. A possible relation between the two sets of zeros and singularities as well as their expected behaviour in the limit T → +∞ have been discussed in our previous paper [1] . In particular there can be singularities of q ± (s, T ) which are not present in q (0) ± (s) and which vanish in the adiabatic limit i.e. do not approach any singularity q (0) ± (s) in this limit. There can be also zeros of q ± (s, T ) which collaps into corresponding ones of q (0) ± (s) but they are rather a splitting of the latter zeros leading to essential deformations of Stokes graphs corresponding to q − (s). All these poles disappear when the adiabatic limit is taken. There are also additional zeros around these poles. All these modify a center of the corresponding Stokes graph shown in Fig.2 in such a way that it does not allow us for a "safe" canonical continuation of the solution b −,1 (s, T ) to the sector 2 of the figure along other path than γ1 →2 shown on the figure. Fig.1 . It is just this graph which strictly corresponds to the properties 1 0 -6 0 of the field B for the considered case since as it follows from (13) it is just the field B which determines the limiting properties of respective amplitudes.
Consider however a Stokes graph corresponding to some q
It is a reduced graph resulting in the adiabatic limit from the original one corresponding to q − (s, T ). It follows from our assumptions that such a graph has the following important properties (see Fig.3 ):
1. It consists of sectors distributed symmetrically with respect to the real axis;
2. There is a strip in the s-plane containing the full real axis and symmetric with respect to it in which B of the reduced graph are the adiabatic limits of the corresponding sectors S 1 , S1, S n+1 , S n+1 of the original graph; of the reduced graph. An example of a class of fields B with the NED property has been considered recently by Berman et al [3] . The fields are defined by putting B z (sT, T ) = B ∞ , B x (sT, T ) = f (s) cos(ω 0 sT ), B y (sT, T ) = f (s) sin(ω 0 sT ) with f (s) having the properties 1 0 − 3 0 of the field B and vanishing at both infinities of the real axis.
Transition amplitudes for NED systems
As it follows from the discussion of the previous section systems with the NED properties allow us for as easy canonical continuations of fundamental solutions of interests as they are for their corresponding adiabatically reduced forms. Therefore for such systems we can consider just their adiabatical limits to get correct results for adiabatical limit transition amplitudes.
To get the relevant result consider a Stokes graph corresponding to such a general NED system shown in Fig.3 . The solution b −,1 (s, T ) determining the amplitude a − (s, T ) (see (9)) and related with the sector1 of the graph has to be continued canonically to the sectors n + 1 and n + 1 from which it is subsequently continued to +∞ of the real s-axis. According to the figure this canonical continuation can be done by representing b −,1 (s, T ) first as a linear combination of the next two fundamental solutions b −,2 (s, T ) and b −,2 (s, T ) defined in the respective sectors 2 and2. Next the latter two solutions have to be expressed in the same way by a pair of fundamental solutions of the sectors 3 and3 and so on up to the moment when the fundamental solutions of the sectors n + 1 and n + 1 enter this procedure. Representing the corresponding fundamental solutions in the form
this chain of operations can be handled by the following multiplications of matrices
Rewriting the second of Eqs.(9) as
we get
since the second term in (20) vanishes in the limit s → +∞ along the real axis. The normalization constant A can be obtained from the second of Eqs.(6) providing the following condition:
which using (21) gives
Therefore for the final formula we get:
It should be stressed that the above formula is exact. In this form because of the complicated structure of the matrix element M 21 it looks however very complicate.
Nevertheless in the adiabatic limit T → +∞ the formula (25) simplifies greatly since then all χ's coefficients of M 21 become equal to 1 and in the multiplication of the limiting matrices M k 's, k = 1, . . . , n, all terms containing powers of the α factor higher than first have to be neglected. Taking all these into account we get in this limit It is understood that when the adiabatic limit is taken only these contributions of the exponents are left which are at most linear in T . It should be also noticed that in the last two factors of (26) the exponent of the first factor is real (and negative) while the exponents of the sum of the second factor are pure imaginary.
A formula similar to (26) has been found by Joye, Mileti and Pfister [4] . In fact if one takes into account the adiabatic limit of q − (s, T ) which follows from (13) then the last two factors coincide with the essential part of the formula of the authors mentioned.
Example of a NED system
As an example of application of the formula (26) let us take the Hamiltonian of Berman et al [3] mentioned earlier. For the latter we have c(s, T ) = − i 2 µf (t)e iT ω 0 s and ω = µB ∞ so that for the corresponding q − (s, T ) we get
where Ω = ω − ω 0 .
From (27) we get the following leading asymptotic behaviour for q − (s, t) when
It then follows from (28) 
Most of the integrals appearing in the above formula can be calculated explicitly. First, all these in the first exponential which contain even functions of s vanish simply while these in the remaining exponentials which contain the derivative of f (s) are calculable directly (see Appendix) so that the final form which the formula can be given is the following
This form of the above formula has been obtained earlier by Nikitin and Umanskii [5] as well as by Crothers [6] and by Davies and Pechukas [7] using the steepest-descent methods.
Discussion and conclusions
In our present calculations of the adiabatic limit for the transition amplitudes in the two energy level systems we have taken into account possible simplifications of the general formula we have obtained in our previous paper [1] . These simplifications can happen if the systems considered have the NED properties, i.e. their corresponding Stokes graphs do not differ essentially from their adiabatic limit forms. These assumptions have been done from the very beginning by the authors of the reference [4] so that the results obtained by them had to be similar to ours. Nevertheless we have criticised (in reference [1] ) the results of these authors as incorrect noticing that the latter had forms incompatible with such general demands as unitarity.
A formula (26) which gives the corresponding transition amplitudes in the adiabatic limit shows that these amplitudes result as an interference of contributions coming from all complex conjugated pairs of turning points lying on the same complex conjugated Stokes lines of the respective limiting Stokes graph.
A particularly simple formula for the transition amplitudes follows from a general one (26) when the latter is applied to the NED systems considered by Berman et al [3] . Namely, it obtains then the form (30) found earlier by Nikitin and Umanskii [5] as well as by Crothers [6] and by Davies and Pechukas [7] using the steepest-descent methods. For the integral I 1 we get (putting x = f 2 ):
The integration in I 2 is a little bit more complicated. Going again to the variable x = f 2 we have to integrate first from f 2 (0) to −Ω 2 /µ 2 above the real axis and next deforming this contour to the upper infinity we transform this integration into another two, both along the real axis of the x-plane: the one -from −∞ to −Ω 2 /µ 2 and the other -from f 2 (0) to +∞. In this way we get: 
