Quality of Service, Traffic Conditioning and Resource Management in Universal Mobile Telecommunication System (UMTS) by Li, Frank Yong
Quality of Service, Traffic Conditioning
and Resource Management
in Universal Mobile Telecommunication
System (UMTS)
Frank Yong Li
A DISSERTATION SUBMITTED IN PARTIAL FULFILLMENT
OF THE REQUIREMENTS FOR THE DEGREE OF
DOKTOR INGENIØR
Department of Telematics
Norwegian University of Science and Technology
January 2003
Norwegian University of Science and Technology
Department of Telematics
N-7491 Trondheim
Norway
Doktor ingeniøravhandling 2003:6
Rapportnr. 1:2003
ISBN 82-471-5553-2
ISSN 0809-103X
c© Copyright by Frank Yong Li 2003
except where otherwise stated
All Rights Reserved
Printed by NTNU-trykk, 2003.
To my family

Abstract
The successful deployment of Universal Mobile Telecommunication System (UMTS) is
heavily dependent on Quality of Service (QoS) to be achieved. This thesis addresses a few
facets of the QoS issues in UMTS, including traffic shaping and policing, conformance
consistency, Call Admission Control (CAC) and resource allocation.
The main focus of this thesis is traffic conditioning related issues for QoS provision-
ing in UMTS. Assuming an end-to-end QoS scenario supported by IntServ or/and Diffserv
architectures, the thesis initially presents an all nodes traffic conditioning-enabled frame-
work in UMTS. Under this framework, the traffic generated at each User Equipment (UE)
is regulated by a traffic shaper in the form of a token bucket, and the conformance of the
traffic flow is policed at the policing node. The performance of imposing traffic shaping
at the UE is studied and compared with the case without shaping. Next, having observed
that the performance of the traffic conditioned system is sensitive to the values of the token
bucket parameters, the thesis proposes a heuristic approach for searching local and global
QoS-aware token bucket parameters. By tuning the system operating at the obtained ’opti-
mal’ shaping parameters, the requirements for all concerned QoS attributes are guaranteed.
Furthermore, the thesis studies conformance consistency in a traffic conditioned multi-hop
network, by monitoring the conformance status of a traffic flow using an identical token
bucket for both traffic shaping and policing. In the presence of variable packet size, the
thesis gives a quantitative result, for a simple case, on how much percent of the originally
conformant packets may misbehave at further policing node(s). The performance of the ag-
gregated traffic flows and the measures to minimize the effect of conformance deterioration
are also studied in the thesis.
Another facet of the QoS issues in UMTS, CAC together with resource allocation, is
also studied in the thesis. A priority-oriented framework for QoS management of mul-
timedia services in UMTS is proposed. Based on a traffic class priority definition, the
framework is implemented through a priority-oriented CAC, channel congestion control
and adaptive bandwidth allocation.
v
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Part I
Introduction

Part I: Introduction
Third Generation (3G) mobile networks, especially Universal Mobile Telecommunication
System (UMTS), have been an extremely hot topic in recent years, both academically and
commercially. In addition to its up to 2 Mbps high bitrate services, UMTS also promises to
provide Internet Protocol (IP)-based multimedia services. While 3G standardization work
is still undergoing intensively by 3rd Generation Partnership Project (3GPP), the novel
trend is the convergence of traditional mobile telecommunications and IP technologies. As
one of the most important issues in 3G networks, end-to-end Quality of Service (QoS)
plays a vital role to the success of UMTS.
This thesis addresses some of the issues within the area of QoS in UMTS. The thesis is
composed of two parts, an introduction chapter (Part I) and four included papers (Part II).
The introductory part presents background information to the issues dealt with in Part II of
this thesis. It functions as a guidance for the reader to understand what I have done during
the past three and half years. Part II deals with, more specifically, four aspects within this
area.
The chapter starts with a general overview of QoS in UMTS in Section 1. The archi-
tecture, end-to-end QoS scenarios for QoS provisioning are outlined first. Then the section
explains how the work in this thesis falls into the umbrella of QoS in UMTS. As an im-
portant functionality for QoS provisioning, traffic conditioning is presented in Section 2,
followed by a discussion on the concept of traffic shaping and policing, as well as shap-
ing/policing schemes. Employing Token Bucket (TB) algorithm as the default shaping
algorithm, the difficulty of determining suitable TB parameters is addressed in Section 3,
which leads to a heuristic approach on TB parameters determination. Next, in order to
evaluate the performance of the shaped traffic flow, we investigate what happens at other
intermediate node(s) along the path to the peer node in Section 4 and Section 5. Another
aspect of the thesis work, Call Admission Control (CAC) and radio resource management,
is addressed in Section 6. Later on, Section 7 goes briefly through two interesting potential
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research topics. Finally, Section 8 summarizes the contributions of each included paper in
Part II.
I have to stress here that it is not the objective of this thesis to provide a comprehensive
overview of the QoS issues in UMTS. For authoritative descriptions on this issue, please
refer to the latest version of 3GPP Technical Specifications (TSs), for instance TS 23.107
[3] and TS 23.207 [2]. What is showing in this chapter intents to present a perspective of
a big picture of QoS in UMTS, and then subsequently presents deeper insight into some of
the relevant issues within this scope, which probably still touches only partially the topic
of QoS in UMTS.
1 Overview
A significant contribution of 3GPP Release 99 is the definition of a layered architecture
for the provision of end-to-end QoS in UMTS. The contracted QoS is supported through
interaction of bearer services at different layers, which means each bearer service on a
specific layer offers its individual services using services provided by the layers below.
1.1 QoS Architecture in UMTS - a 3GPP Perspective
The objective of the UMTS services is to provide appropriate end-to-end QoS guarantees
to the end users. Here end-to-end means from a Terminal Equipment (TE) to another. On
its way from one TE to another TE, the traffic is conveyed over several underlying networks
(not only UMTS). Figure 1 shows a layered service architecture defined by 3GPP [3], which
promises guaranteed QoS for multimedia services.
The architecture provides mapping of end-to-end QoS to services provided by the
User Equipment (UE), UMTS Terrestrial Radio Access Network (UTRAN), Core Network
(CN), and external networks. The external networks could be traditional Public Switched
Telephone Network (PSTN), Integrated Services Digital Network (ISDN), or IP-based net-
work, depending on type of the service.
Based on this architecture, 3GPP has defined four traffic classes with associated QoS
attributes, as well as QoS management function in UMTS [3]. The traffic classes are dis-
tinguished based on their delay sensitivity and the defined four classes are, conversational
class, streaming class, interactive class and background class. The QoS attributes are max-
imum bitrate, delivery order, maximum Service Data Unit (SDU) size, SDU format in-
formation, SDU error ratio, residual bit error ratio, delivery of erroneous SDUs, transfer
4
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Bearer Service
Physical
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Figure 1: QoS architecture in UMTS defined by 3GPP.
delay, guaranteed bit rate, traffic handling priority and allocation/retention priority. The
QoS management functions are implemented in two planes, i.e., the control plane and the
user plane.
1.2 End-to-End QoS Scenarios in UMTS
Even though the QoS architecture shown in Figure 1 covers both Circuit Switched (CS)
and Packet Switched (PS) domains, more recent 3GPP releases (Release 5 onwards) focus
mainly on packet switched networks. Furthermore, the novel trend in 3G networks is to
integrate more and more Internet Engineering Task Force (IETF) standards, Request For
Comments (RFCs), into 3GPP TSs. Consequently, six all-IP end-to-end QoS scenarios
have been proposed by 3GPP 1, as tabulated below in Table 1 [2, 26]:
Basically, the scenarios can be categorized according to the capability of each network
device and the location of the IP bearer service manager. Each network device could be a
1Reduction to fewer scenarios are currently under discussion, but there are still 6 scenarios in Version
5.3.0 of TS 23.207.
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UE, a Gateway GPRS Support Node (GGSN) or an external IP network. The symbol X in
each scenario specifies where the IP Bearer Service (BS) manager and Packet Data Proto-
col (PDP) context are implemented, and furthermore whether the network device supports
one of the two IP QoS architectures presented in the next subsection or not, that is, In-
tegrated Services (IntServ) [11] architecture/Resource ReSerVation Protocol (RSVP) [12]
and Differentiated Services (DiffServ) architecture. For example, scenario 1 does not sup-
port IntServ/RSVP at the UE, but from GGSN to external IP network, it is DiffServ capable.
Table 1: Summary of the 3GPP end-to-end all-IP QoS scenarios.
Scenario
1
UE Gateway
(GGSN)
External
IP Net
PDP
Context
X X
IP BS
Manager
X
RSVP
(IntServ)
DiffServ X X
Scenario
2
UE Gateway
(GGSN)
External
IP Net
PDP
Context
X X
IP BS
Manager
X X
RSVP
(IntServ)
DiffServ X X X
Scenario
3
UE Gateway
(GGSN)
External
IP Net
PDP
Context
X X
IP BS
Manager
X X
RSVP
(IntServ)
X
DiffServ X X X
Scenario
4
UE Gateway
(GGSN)
External
IP Net
PDP
Context
X X
IP BS
Manager
X X
RSVP
(IntServ)
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1.3 IntServ and DiffServ Architectures from IETF
To evolve traditional best effort only IP network to a modern end-to-end QoS capable In-
ternet, a fundamental change on Internet architecture is necessitated. Among many service
models and mechanisms proposed by IETF, two distinct approaches, IntServ/RSVP and
DiffServ architectures, are most notable solutions.
Aiming at providing end-to-end QoS, the IntServ architecture is characteristic of re-
source reservation. The application must set up paths and reserve resources before data
transmission. The architecture uses explicit setup mechanism, e.g., RSVP, to convey in-
formation to routers so that they can provide requested resources to the flows. In addition
to best effort service, IntServ is mainly focusing on two new services, i.e., the Controlled
Load (CL) service [75] and the Guaranteed Service (GS) [66].
DiffServ intends to meet the need for simple and coarse methods of providing differ-
entiated classes of services over Internet. The DiffServ architecture is characterized by a
relative-priority scheme, which marks packets into predefined service classes with different
codepoints. Packets in different classes receive different services. By aggregating packets
with the same codepoint, the flow receives a particular forwarding treatment, or Per-Hop-
Behavior (PHB), at each network node. To enable QoS, preferential treatments on, for
example, buffer management and scheduling mechanisms, are given to flows marked with
Expedited Forwarding (EF) [38] or Assured Forwarding (AF) [34] classes.
The most salient distinction between these two approaches is their different treatment
of packet streams. IntServ emphasizes on guaranteeing QoS on a per-flow basis. It requires
explicit signaling to reserve network resources along the path to the other end. Having
difficulty in monitoring and processing possibly millions of flow states on a per-flow basis,
IntServ is harassed by the problem of scalability. On the other hand, instead of focusing
on per-flow treatment, DiffServ prioritizes the flows on an aggregated basis, i.e., a set of
micro-flows with similar service requirements are treated the same based on its codepoint.
By different treatment of a limited number of classes of services, the performance of the ag-
gregated flow is guaranteed based on its PHB. However, DiffServ applies only to large scale
networks and thus cannot provide end-to-end QoS. As a solution, a framework combining
both IntServ and DiffServ has been proposed by IETF [5], where the DiffServ domains are
viewed as a network element in the total IntServ end-to-end path. Based on this approach,
a promising framework for end-to-end QoS could be embodying IntServ in the edge clouds
and DiffServ in the core network.
7
1. OVERVIEW
1.3.1 SLA and SLS
Since QoS is meaningful over the whole Internet (end-to-end), the service is provided based
upon a set of technical parameters that both the customers and the service providers will
have to agree upon. This is known as a Service Level Agreement (SLA). The SLA is a
service contract between a customer and a service provider that specifies the forwarding
service a customer should receive [6]. An SLA may include traffic conditioning rules
which constitute a traffic conditioning agreement in whole or in part. The SLA contains
both technical and non-technical terms and conditions.
The technical specification of the IP connectivity service is given in Service Level Spec-
ifications (SLSs). An SLS is a set of technical parameters and their values, which together
define the service, offered to a traffic stream by a DiffServ domain [30]. The SLS is associ-
ated with several attributes, for example, ingress and egress interfaces, flow identification,
traffic envelop and traffic conformance parameters. The traffic conformance parameters
include data flow specifications described below.
1.3.2 FlowSpec
In order to reach a service level agreement, the data flow must be represented by a set
of parameters. For example, source and destination addresses, available path bandwidth,
minimum path latency, path MTU, token bucket specification etc. [70, Chapter 15]. The
TOKEN BUCKET TSPEC (see description below), which is part of the sender traffic spec-
ification and takes the form of a token bucket specification r, b plus a peak rate p, maximum
packet size M and minimum policed unit m, is one of these parameters [67]. It is used for
setting up a negotiable contract [76].
To represent a data flow, different notations, for instance, Traffic Specification (Tspec),
TOKEN BUCKET TSPEC, or FlowSpec, are used in the literature. They might have
slightly different meanings. But to simplify our notation, the thesis purposely does not
distinguish the difference among them in the context. Therefore, we claim that the infor-
mation about a data source’s generated traffic is explicitly represented by the following
5-tuples (p, r, b,M,m) [67], [2, Annex C], often referred to as FlowSpec in this thesis.
– Peak traffic rate p, measured in bytes of IP datagrams per second. Values of this
parameter may range from 1 byte per second to 40 terabytes per second;
– Token bucket rate r, measured in bytes of IP datagrams per second permitted by
the token bucket. Values of this parameter may range from 1 byte per second to 40
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terabytes per second;
– Token bucket size b, measured in bytes. Values of this parameter may range from 1
byte to 250 gigabytes;
– Maximum packet size M , measured in bytes, the biggest packet unit allowed to enter
the network. Any packets of larger size sent into the network may not receive QoS-
controlled service, since they are considered not to meet the traffic specification;
– Minimum policed unit m, measured in bytes. This size includes the application data
and all protocol headers at or above the IP level (IP, Transmission Control Protocol
(TCP), User Data Protocol (UDP), Real-time Transport Protocol (RTP), etc.). All IP
datagrams less than size m are treated as being of size m for purposes of resource
allocation and policing.
As a summary of this subsection, the end-to-end QoS in Internet is provided based on ei-
ther IntServ/RSVP, DiffServ architecture, or a combination of both. The service is achieved
according to the contract negotiated between the customer and the service provider, based
on an agreed upon SLA. The FlowSpec, represented by 5-tuples (p, r, b,M,m), constitutes
the basis for SLA negotiation. Even though the SLA encompasses more contents, it is as-
sumed, for the sake of simplicity in this thesis, that the SLA contract is established in terms
of these 5-tuples.
1.4 About Thesis Topic
According to 3GPP definitions, the QoS management functions cover both control plane
and user plane. The control plane is responsible for coordinating overall management
procedures, such as signaling, DiffServ edge function or RSVP function. The user plane is
responsible for transport of user data traffic within the limits defined by QoS attributes. The
QoS management functions of the UMTS bearer service in the user plane are summarized
as follows [3, 2]:
– Classification. The classification function assigns user data units received from ex-
ternal or local services for appropriate treatment, usually according to the header
information.
– Traffic conditioning. The traffic conditioner, which is optional in the UE and manda-
tory at the Gateway node, provides conformance of the user data traffic with the QoS
attributes of the relevant UMTS bearer service.
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– Mapping. The mapping function marks each data unit with the specific QoS indi-
cated to the bearer service performing the transfer of the data unit. The function
includes mapping among different protocol layers and mapping between the UMTS
domain and the external domains.
– Resource management. Each of the resource managers of a network entity is re-
sponsible for a specific resource. They perform scheduling, queueing management,
and power control for the radio bearer, in order to distribute the available resources
among the established services appropriately.
Having in mind the big picture of QoS in UMTS, we are solely interested in the user
plane functions in this thesis. In other words, the signaling in the control plane is not con-
sidered. More precisely, among the QoS management functions in the user plane discussed
above, the thesis addresses such issues as call admission control, resource allocation, traf-
fic shaping, traffic policing, and conformance consistency. Furthermore, adopting QoS
scenario 4 shown in Table 1, we face a framework of encompassing IntServ in UTRAN
and DiffServ in CN. Therefore we have a traffic conditioning-enabled network, which con-
stitutes the fundamental framework for our more detailed discussions in the subsequent
sections.
Before proceeding the descriptions in the following sections, we initiate briefly the
basic concepts of traffic shaping, admission control, and policing here. Traffic shaping is
a technique to control the volume of traffic entering the network, along with controlling
the rate at which it is transmitted. Admission control is a measure to discriminate which
traffic is admitted to the network at the connection set-up phase. Policing is a measure to
determine, on a hop-by-hop basis within the network beyond the ingress point, whether
the traffic being presented is compliant with pre-negotiated traffic shaping policies or not.
Typically, traffic shaping and admission control need to be implemented at the network
edge node, and traffic policing , on the other hand, is employed on intermediate nodes on
the way to the other end of the network. The reader should also note that traffic shaping
is not always necessary in a network. In fact it depends on what type of applications we
are considering. For instance, a real-time application with strict jitter demands may not be
traffic shaping applicable, since traffic shaping would introduce more delay.
Admission control and traffic shaping can be used as stand-alone technologies, or used
integrally with other technologies, such as in IntServ architecture [25]. In this thesis, we
intent to treat call admission control and traffic shaping/policing separately. In the fol-
lowing descriptions, the traffic conditioning and conformance evaluation related issues are
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presented in Sections 2, 3, 4 and 5, and the admission control and resource management
issues are addressed later in Section 6.
2 Traffic Conditioning in UMTS
No matter which approach, IntServ, DiffServ, or IntServ over DiffServ is employed, traffic
conditioning always plays an important role in an end-to-end QoS model. Traffic condi-
tioning has three major functions [56]. First, a flow can regulate its traffic according to a
specification so that the network knows the characteristic of the traffic flow to be expected.
Second, the network can allocate its resources, based upon the traffic specification of the
flow, to reach a service agreement at setup phase. Third, the network can monitor whenever
necessary the flow’s behavior and ensure that the flow is performing as it promised.
2.1 Traffic Shaping and Policing: a Reference Model
A generic reference model for a traffic conditioning capable network with policing and
shaping functions, similar to the one shown in [54, Chapter 6], is shown in Figure 2. Here
a Traffic shaper regulates packets within a traffic flow to make sure it satisfies a predefined
traffic specification. A traffic policer verifies whether incoming traffic flow conforms to a
specific contract. The primary objective of traffic policing is to prevent users from violating
the contract so that other users suffer from this misuse. Traffic conditioning is a control
function which performs rules, including metering, marking, shaping, and policing to the
traffic flows.
Network AUser X Network B User Y
Shaping Policing Reshaping
Traffic Conditioning
Reshaping Policing
Traffic Conditioning
Traffic Conditioning
Policing Reshaping
Reshaping Policing
Traffic Conditioning
Shaping
Figure 2: Reference network for placement of shaping and policing functions.
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As depicted in the figure, a traffic conditioner, which may contain meter, marker, drop-
per and shaper, is usually located at the network edge node. In Figure 2, the traffic con-
ditioner encompasses only a traffic shaper at each source node (User X or User Y), and
both traffic policer and (re)shaper at each network node (Network A or Network B). The
reshaping function may be performed to the traffic flow at the intermediate node(s), when
necessary.
Throughout the context, we differentiate the terminologies shaping and reshaping by
implementing shaping function only at the source node and reshaping function only at the
intermediate network node(s). In general terms, a flow may be shaped at the source node,
and policed or reshaped into profile again in case of misbehaving at other node(s).
2.2 Traffic Shaping and Policing in UMTS
Applying the above generic reference model into the UMTS architecture, we obtain an
IntServ for UTRAN and DiffServ for CN framework as a traffic conditioning-enabled
UMTS network. With this framework, we can employ traffic shaping at the UE(s) and
traffic policing at the Gateway (GGSN) 2. Moreover, referring to Figure 2, we have UE as
User X, UTRAN as Network A, and CN as Network B. The studies in Part II of this thesis
cover nodes UE, UTRAN in Papers B, C and D, and nodes UE, UTRAN and CN in Paper
A.
Now we have a traffic conditioning-enabled UMTS network which provides confor-
mance between the negotiated QoS for an application and the data unit traffic by performing
shaping or policing at the UE or the Gateways node(s) respectively. Usually in this thesis,
it is assumed that the UE conditioner has only traffic shaper embedded and the Gateway
node conditioner has both traffic policer and reshaper implemented.
Among all issues relating to this framework, the thesis is mainly interested in the per-
formance of the traffic conditioned system in terms of several concerned QoS attributes
[46]. The shaping and policing schemes, among others, deserve further discussions below.
For shaping scheme, the token bucket algorithm is further discussed in Subsection 2.3. For
traffic policing, there are two kinds of policing functions applied in this thesis. In Paper
B and C, we consider channel congestion status as the criterion for policing function. In
Paper A, we employ a token bucket with the same (r, b) parameters as the policer. The for-
mer scheme is actually not a ’recommended’ policing scheme described in RFC 2212 [66],
but a specific measure employed in this thesis. The latter case will be further addressed in
2We hypothesize in this thesis that the RNC is also traffic conditioning-enabled.
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Sections 4 and 5.
2.3 Traffic Shaping/Policing Algorithms
The first paper on traffic shaping was published in early 1980’s [62], where the output
process was regulated by not permitting interdeparture times less that a specific value. Later
on the Leaky Bucket (LB) algorithm and the TB algorithm were adopted as the default
shaping algorithms for Asynchronous Transfer Mode (ATM) and IP networks respectively.
This thesis deals with only TB algorithm together with its variants. It can be adopted
either as a traffic shaper or as a traffic policer, depending on the location and the implemen-
tation of the algorithm.
<TBC <TBC >TBC
1
1 2 3
+r* ∆
1
OK OK Non−compliant
Time
TBC
b
L L L
b−L
Tb−L
Figure 3: Token bucket algorithm.
2.3.1 Token Bucket Algorithm
To verify the conformance of the traffic, a well known token bucket algorithm has been
described in RFC 2215 [67]. A token bucket traffic specification consists of two parameters:
a token replenishment rate r and a bucket size b. The token rate r specifies the continually
sustainable data rate, i.e., the number of bytes of IP datagrams per second permitted by the
token bucket. The bucket size b specifies the amount by which the data rate can exceed r
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for short periods of time. One internal variable Token Bucket Counter (TBC) is used to
record the number of the remaining tokens at any time.
The algorithm, adopted by 3GPP in [3, Annex B], operates as follows :
• TBC is usually increased by r in each small time unit. However, TBC has upper
bound b and the value of TBC shall never exceed b;
• When a packet #i with length Li arrives, the receiver checks the current TBC. If the
TBC value is equal to or larger than Li, the packet arrival is judged compliant, i.e.,
the traffic is conformant. At this moment tokens corresponding to the packet length
is consumed, and TBC value decreases by Li.
• When a packet #j with length Lj arrives, if TBC is less than Lj , the packet arrival
is non-compliant, i.e., the traffic is not conformant. At this moment, no tokens are
consumed and the value of the TBC continues to increase by r∗∆T since last arrival
3
.
2.3.2 Variants of the Token Bucket Algorithm
There exists several variants of the token bucket algorithm in the literature. For example,
Send-Now and No-Delay do not allow any delay on arriving traffic, while Send-Smooth
allows a packet to be delayed up to the point when the next packet arrives [71, 57]. Token
bucket with leaky bucket rate control has the capacity of limiting the peak rate p of a source
[56]. This variant is also referred to as Complex Token Bucket (CTB) in [29].
In this thesis, we refer to the standard TB algorithm depicted in Figure 3 as traffic
tagging where a packet not finding enough tokens upon arrival is simply deemed and tagged
as non-conformant. Another variant, referred to as traffic conforming in this thesis, delays
a packet up to its conformance point if there are not enough tokens upon arrival. In Paper
B of part II, this version is also referred to as Simple Token Bucket (STB) algorithm. These
two forms of the token bucket algorithm are frequently used in this thesis.
The reason why we employ both traffic tagging and traffic conforming in this thesis
is explained as follows. We adopt TB algorithm as both traffic shaper and traffic policer.
When a TB is placed at the source node, it functions as a traffic shaper. With traffic con-
forming, it shapes the traffic so that all packets not larger than bucket size are conformant.
3The last sentence of this paragraph in 3GPP TS 23.107v5.5.0 [3] is: In this case, the value of TBC is not
updated. But the author of this thesis insists on re-writing this sentence as above because the value of the
TBC is indeed updated by r∗∆T at this moment, since last arrival. The author has proved through simulation
that, without this modification, it may lead to wrong result.
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With traffic tagging, it only acts as a marker, which marks the packets as conformant or
not. When a TB is placed at the intermediate node, it functions as a traffic policer. Traffic
tagging is in this case employed for traffic policing in the thesis. Traffic conforming may
also be used at any intermediate node as a reshaper if we want to reshape the traffic flow.
Table 2 summaries the functions and locations of a TB as a traffic shaper or policer used in
the thesis.
Table 2: Summary of the TB functions and locations.
Variant of TB Algorithm Location
Source node Intermediate node
Traffic tagging Shaper (Marker) Policer
Traffic conforming Shaper Reshaper
A fundamental assumption on packets generation in this thesis is that no segmentation
happens to the generated packets. With this assumption, packets larger than the bucket
size will be judged as non-conformant. If we set bucket size at least as large as maximum
packet size (Paper A), all packets are conformant after traffic conforming. However, if
we allow smaller-than-MTU bucket size (Paper B and C), packets larger than b are still
non-conformant after traffic conforming. With traffic tagging, there always exists both
conformant and non-conformant packets, independent of whether b is larger or smaller
than M .
On the other hand, if we allow segmentation at the source node, we can truncate the
packets at b so that all truncated segments are not larger than the bucket size. In this case,
all packets can be kept as conformant. But the shaping delay to a packet is more complex
because it is then an accumulation of the shaping delays to all data segments belonging to
the same packet. Nevertheless, this case is beyond the consideration of this thesis.
3 How to Determine TB Parameters
The token bucket traffic shaper consists of two parameters, r and b. In many cases, the
token rate r is specified as the average data rate of a flow. But it could also be sensible to
specify r as the peak rate of a flow [3]. The bucket size b decides the maximum allowable
burstiness of the flow.
As described in Section 1, the values of r and b specified by the RFCs are intentionally
at a large range, in order to support capacities achievable in future networks. However, one
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needs to determine the specific (r, b) values when designing a traffic conditioning capable
network, since the performance of the system is heavily dependent upon the values of the
TB parameters.
3.1 Problem Identification
The motivation of this part of the thesis work is trying to find a sensible method for deter-
mining TB parameters in a traffic conditioned system. To identify the problem, let’s first
summarize four methods found in the literature.
Method I:
The RFCs do not specify how (r, b) values are determined. However, according to RFC
2212 [66], for guaranteed service in IntServ architecture, the end-to-end delay Dete can be
expressed as:
Dete =
b−M
R
× p−R
p− r +
M + Etot
R
+ Dtot p > R ≥ r (1)
where M is the maximum packet size, R is the bitrate of the link connected to the traffic
shaper, and p is the peak rate of the source. Etot and Dtot correspond to total accumulated
values of a rate dependent error term E and a rate independent error term D [66, 28].
Setting a targeted end-to-end delay Dete, we can re-write the above equation by putting
r on the left hand side of the equation as:
r =
(b−M)(p−R) + (M + Etot)p− (Dete −Dtot)pR
(M + Etot)− (Dete −Dtot)R (2)
Formula (1) implies that the token bucket size should not be smaller than the maximum
packet size M . Formula (2) shows that there is a strong dependency among the bucket size,
the token rate, and the link bitrate. Given Dete, R and b, we can obtain the corresponding
token rate r which guarantees the end-to-end delay from Formula (2) 4.
Method II:
Most straightforwardly, one can simply set r as the peak rate or the average rate of the
traffic flow, and bucket size b as [3]:
b = N ×M (N = 1, 2, 3, ...) (3)
4If we put R on the left hand side of the equation, we can also determine the required bitrate for R to
satisfy Dete requirement in an IntServ/RSVP framework.
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where M is the maximum packet size and N is an integer. For Release 99 of 3GPP TSs,
N = 1 is recommended.
Method III:
The bucket size decided by Methods I and II is at least as large as the maximum packet
size M 5. But as bucket size b specifies the burstiness tolerable to the network, we could
also set a comparatively smaller b to have a ’smoother’ traffic flow injected into the network
when lower bitrate flow is concerned.
Alternatively, 3GPP [2, Annex C] has recommended to use the peak bitrate p for to-
ken bucket b calculation, and the average bitrate for token rate calculation. The sampling
interval of the source data δT and a protocol header Lh are included in the calculation, as
follows:
b = p · δT + Lh (4)
Consequently the b value decided by Formula (4) could be smaller than M for certain
flows. An example in [2, Annex C] shows that an H.263 video flow with peak rate 40 kbps
ends up with a bucket size of 373 bytes.
Method IV:
Empirically we argued in [45] that the bucket size defined by equation (4) was too
conservative since the bursty property of the traffic flow had not been considered. Therein
we proposed to define the bucket size, denoted by bˆ there, using the following equation:
bˆ = b · β = b · p
a
= (p · δT + Lh) · p
a
(5)
where the burstiness of a flow is defined by the ratio between the peak rate p and the average
rate a, as β = p
a
. We have also compared the performance of a traffic conditioned system
using the definitions in Eqs. (4) and (5) in Paper C.
As a summary, any one of the above four described methods could be used to obtain
a pre-designed (r, b) pair. But these methods are neither standardized calculation, nor
generally true for arbitrary traffic patterns. This leads to the problem of identifying suitable
TB parameters.
5Normally M = MTU in Internet = 1500 bytes, and M = SDU in UMTS = 1502 or 1500 octets, depending
on type of connection.
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3.2 Approaches to TB Parameters Determination
Generally speaking, the determination of the sensible (r, b) parameters is application-dependent
or case sensitive. In addition to the above four methods, various approaches have been pro-
posed in the literature [71, 29, 64, 52, 4, 13], from different perspectives. We have classified
these approaches for determining TB parameters into two categories in [43]: deterministic
or measurement based.
But still, an analytical solution to this problem could not be feasible for general traffic
patterns. Therefore, a heuristic method is proposed in Paper B of this thesis. The problem
is expressed in a way that the ’optimal’ TB values can be obtained by exhaustive search.
In particular, after the determination of a set of possible values for token bucket parameters
accomplished locally at the UE, the RNC selects, in the sets provided by all UEs, the pair
of (r, b) parameters that should be used to limit the packet loss ratio. We claim that this
approach is QoS-aware, in a sense that the designer knows explicitly to what degree the
QoS will be achieved using the obtained TB parameters.
4 Traffic Policing and Conformance Deterioration
In a traffic conditioning capable network, it must be possible to check whether a flow is
indeed keeping its traffic in the way it promised when the flow was set up. This is done
by traffic policing. The policer monitors the behavior of a flow at the policing node and
enforces the flow to be in profile again by proper means when necessary.
4.1 Traffic Policing
According to RFC 2212 [66], there are two forms of policing. One form is simple policing
in which arriving traffic is compared against a TB specification. This form is executed by
traffic tagging algorithm in this thesis. The other form is reshaping, where an attempt is
made to restore possibly distorted traffic’s shape to conform to the TB specification. This
form is executed by traffic conforming algorithm in this thesis.
The location of the traffic policer is often situated at the gateway entry of the network.
Obviously, to monitor the behavior of a traffic flow, a policer should be employed at every
intermediate node along the path to the other end.
In order to verify conformance consistency of a flow, it is quite straightforward to apply
the same TB algorithm with identical (r, b) parameters for traffic policing, and reshape the
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traffic if necessary. This is the second form of traffic policing mentioned above, and it will
be further discussed in the next subsection. Traffic policing can also be jointly considered
together with CAC policies, as discussed in [78].
4.2 Conformance Deterioration
The motivation of this part of my thesis work is to verify conformance consistency in a traf-
fic conditioning-enabled multi-hop network. A system model for verifying conformance
consistency between two nodes is depicted in Figure 4, where two token buckets with iden-
tical (r, b) parameters are employed as the shaper and the policer respectively. Throughout
the context, the shaping node and the policing node are also referred to as ingress node and
egress node respectively. Accordingly, the ingress node could be a UE and the egress node
could be the RNC. With another case, where reshaping is done at the RNC, the RNC is
regarded as the ingress node and the next hop to the RNC is regarded as the egress node.
This does not mean any modifications to any IETF terminologies, but is only used for de-
scribing the concerned system model in this thesis, as shown in Figure 4. Furthermore, we
assume that the ingress is directly connected to the egress node, which implies that other
network components between them are neglected here.
λ
Traffic generator
bSize
Rate r
Ingress Node
Traffic
Shaper
Size b
Rate r
Egress Node
Traffic
Policer
C
Bucket
Token
Bucket
Token
Figure 4: System model for conformance deterioration – the same token bucket with iden-
tical (r, b) parameters at both ingress and egress nodes.
As shown in the figure, the ingress node and the egress are connected using a link of
constant speed of C bps. The shaping function guarantees that all packets are conformant
at the departure instant from the ingress node. The policing node checks the performance
of the shaped traffic flow at the egress node by monitoring whether the incoming traffic
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conforms to the same TB specification.
Referring to this system model, it has been demonstrated that, in the presence of vari-
able packet length, an originally conformant packet may become non-conformant at the
egress node [32]. A terminology, conformance deterioration, is introduced in Paper A of
this thesis for describing this non-intuitive phenomenon. The objective of this part of the
thesis work is to provide better quantitative understanding of this phenomenon and de-
rive proper means to minimize the effect without introducing much burden for the traffic
reshaper. As a quantitative measurement, the probability of conformance deterioration,
denoted by η, is introduced and defined as the probability that an originally conformant
packet at the ingress becomes non-conformant at the egress node.
Briefly, the study answers the following questions:
– Is an originally conformant packet still conformant after transmission? If not,
– How much percent of the traffic flow may become non-conformant?
– Can these deteriorated packets become conformant again? By which means?
4.2.1 Static TB Status: a Simple Case
Considering a simple case, static TB status, we have deduced a closed form expression
for the probability of conformance deterioration in Paper A of this thesis [47]. In this
subsection, we describe a few more facets of conformance deterioration which are not
covered there. To better understand the rest of this section and Section 5, the reader should
probably read Paper A, or at least the summary of Paper A in Section 8 first.
Before we proceed, we have to clarify that the analytical result obtained in Paper A is
obtained under the following three direct or implicit fundamental assumptions:
Assumption I The token bucket is full when the first packet arrives at both the ingress and
the egress nodes;
Assumption II The two consecutive packets concerned are sent back-to-back;
Assumption III The packets are independent and identically distributed (i.i.d.), and more
precisely, uniformly distributed.
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4.2.1.1 Another Example of Conformance Deterioration An example of how con-
formance deterioration happens has been shown in Figure 2 of Paper A, where the second
packet arrives exactly at the same instant when the first packet arrives at the egress. In fact,
there are three possibilities regarding the time spacing between two consecutive packets.
The second packet could arrive either before, at , or after the instant when the first packet
arrives at the egress node. With the first two cases, two packets are sent back-to-back. Fig-
ure 2 of Paper A has already covered these two cases. The third case, the second packet
arrives after the first one has finished its transmission, is depicted here in Figure 5.
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TBC OK Non−conformant
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t
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r
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C
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Figure 5: Another example of conformance deterioration: the packets are not sent back-to-
back.
The same as in Paper A, two packets of length L1 and L2 bits are denoted as L1 and L2
respectively. Note now the packets are not sent back-to-back, but with a time spacing of δ
seconds. That is, L2 arrives at the ingress δ seconds after L1 has reached the egress node.
At the ingress, the interarrival time between L1 and L2 is T ing = t3 − t1 = ∆1 + δ. At the
egress, the interarrival time between L1 and L2 becomes T egr = t4 − t2 = δ + ∆2. Here
∆1 = L1/C and ∆2 = L2/C represent transmission time for L1 and L2 respectively. The
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difference between T ing and T egr makes it possible that L2 becomes non-conformant at the
egress, as the example shown in the figure.
The careful reader may notice that the size of the second packet in this example, even
with the same notation, is larger 6 than the size of L2 in Figure 2 of Paper A. It is therefore
less likely that L2 becomes deteriorated in this case, as δ increases. In fact, the interarrival
time of the flow has impact on the probability of conformance deterioration. For further
details, read Section 5.
4.2.1.2 Comments on Accuracy of the Analytical Result We have illustrated in Paper
A that the simulation results roughly meet the analytical result. This roughness is indeed
caused by the three fundamental assumptions described above. In addition to the status of
the token bucket, interarrival time between two consecutive packets and the distribution of
the packet length are two other factors affecting the accuracy of the analytical result. A
separate section, Section 5, is devoted to further analyze the impact of the packet length
and interarrival time distributions to the probability of conformance deterioration.
4.2.1.3 Deterioration Elimination with Larger Bucket As a measure to eliminate
conformance deterioration, we have shown in Paper A that, by doubling the policing TB
bucket size, the intensity of deterioration has been dramatically reduced. We illustrate here
in Figure 6 that, by further enlarging the policing bucket size to b = 4 MTUs, the proba-
bility of conformance deterioration η has reached a quite low value of η = 10−3. In fact,
identifying the size of the reshaping TB needed to reduce the egress non-conformance to
an acceptable level is also an interesting aspect of this study. It has been shown in [32]
that a relatively small bucket size (b = 4 ∼ 9 MTUs) is sufficient to ensure a conformance
deterioration probability of less than 10−5. However, since large bucket size leads to very
bursty traffic, we still recommend not to facilitate too large bucket size at the policing node
in a QoS ensured network.
4.2.2 Stochastic TB Status: a More Complex Case
The first fundamental assumption on static TB status is obviously also too idealistic since
in practice it is impossible to control the TBC value at any given instant. The TB status is
thus a stochastic variable due to the fact that the number of available tokens at any instant
6More accurately, by rδ bits.
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Figure 6: Probability of conformance deterioration with different bucket sizes.
is affected by the packet arrival process which is stochastic. In Appendix, we formulate the
problem of conformance deterioration in a more realistic model and present a stochastic
approach to this more sophisticated case.
5 Analyses on Conformance Deterioration: The Static Case
The discussions in this section are probably more detailed than just an introduction, com-
pared with other sections in Part I. This is because this part of the thesis work has not yet
been formed as a paper for further publication.
To continue our analysis on conformance deterioration, we first remove the 3rd funda-
mental assumption on Page 20 and the corresponding results are described in Subsection
5.1. Then both the 2nd and the 3rd assumptions are lifted, and the results are presented in
Subsection 5.2. But in this section the status of the TB is still assumed to be static and the
bucket is full when the first packet arrives at both nodes. The assumption is of course naive,
but it allows us to proceed the analyses below. An approach where all three assumptions
are lifted is later presented in the appendix.
Furthermore, in order to verify the analytical results in this section, it is possible to
emulate the first fundamental assumption by observing only the first two packets of the
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whole flow in simulation. By doing so, it is guaranteed that the bucket is full at both nodes
when the first packet arrives. If we repeat this procedure to a statistically large enough
number, we can compare the analytical results on the probability of conformance deteri-
oration shown below with the simulation results, for given packet length and interarrival
time distributions.
5.1 Arbitrary Packet Length Distribution
Using the same notation as in Paper A, we denote C for link speed, r for token rate, b for
bucket size and α = r/C for the ratio between r and C. Packet length L1 and L2 are hereby
denoted by two random variables U and V respectively. U and V are arbitrarily distributed
within (0, b] with Probability density functions (PDFs) fu(x) and fv(x). The joint PDF of
U and V is fuv(x). Generally we have the distributions of U and V as Fu(x) = P (U <
x) =
∫ x
0
fu(u) du and Fv(x) = P (V < x) =
∫ x
0
fv(v) dv.
5.1.1 Probability of Conformance Deterioration for Arbitrarily Distributed Packets
Following the same reasoning on conformance deterioration in Section III of Paper A, the
probability of conformance deterioration η can be re-written as
η =
P ( b−L1
1−α < L2 ≤ b + (α− 1)L1)
P (L2 ≤ b + (α− 1)L1)
=
P [(L2 +
L1
1−α >
b
1−α) ∩ (L2 + (1− α)L1 ≤ b)]
P (L2 + (1− α)L1 ≤ b) (6)
Substituting L1 and L2 by U and V , we can simply obtain the probability of confor-
mance deterioration for arbitrary packet length distribution ηarb as
ηarb =
P [(V + U
1−α >
b
1−α) ∩ (V + (1− α)U ≤ b)]
P (V + (1− α)U ≤ b)
=
∫∫
(V + U
1−α>
b
1−α )∩(V +(1−α)U≤b)
fuv(u, v)dudv
∫∫
V +(1−α)U≤b
fuv(u, v)dudv
(7)
Now let us assume again that U and V are i.i.d. random variables. Hence we have
fuv(u, v) = fu(x)fv(x) and fu(x) = fv(x) ≡ f(x). The probability of conformance
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deterioration for i.i.d. packet length distribution ηiid can be obtained from Equation (7) as
ηiid =
∫ b
b
2−α
f(u)[
∫ b−(1−α)u
b−u
1−α
f(v)dv]du∫ b
0
f(u)[
∫ b−(1−α)u
0
f(v)dv]du
(8)
Note the upper and lower limits of the integrations in Equation (8) are obtained from the
conditions of the integrations, V + U
1−α ≥ b1−α ∩V +(1−α)U ≤ b and V +(1−α)U ≤ b.
Equations (7) and (8) give the analytical results on the probability of conformance de-
terioration for arbitrarily distributed and i.i.d. packets, respectively. In the following sub-
subsections, three examples are given for further illustrating this result.
5.1.2 Example I: Uniformly Distributed i.i.d. Packets
Assuming uniformly distributed i.i.d packet sizes within (0, b], we have PDF
funi(x) =
{
1
b
for 0 ≤ x ≤ b
0 for x < 0 , x > b
(9)
Inserting funi(x) into Equation (8), we can easily get
ηuni =
∫ b
b
2−α
1
b
[
∫ b−(1−α)u
b−u
1−α
1
b
dv]du∫ b
0
1
b
[
∫ b−(1−α)u
0
1
b
dv]du
=
∫ b
b
2−α
1
b
1
b
[b− (1− α)u− b−u
1−α ]du∫ b
0
1
b
1
b
[b− (1− α)u]du
=
α(1−α)
2(2−α)
1+α
2
=
α− α2
2 + α− α2 (10)
This result is exactly the same as our conclusion in Equation (8) of Paper A.
5.1.3 Example II: Exponentially Distributed i.i.d. Packets
Now we have fu(x) = fv(x) = f exp(x) as
f exp(x) = λe−λx, λ > 0, x ≥ 0 (11)
The numerator of Equation (8) becomes
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∫ b
b
2−α
λe−λx[
∫ b−(1−α)u
b−u
1−α
λe−λxdv]du =
∫ b
b
2−α
λe−λx[−e−λbeλ(1−α)u + e− λb1−α e λu1−α ]du
=
1
α
e−(1+α)λb − 2− α
α
e−
2λb
2−α +
1− α
α
e−λb (12)
The denominator of Equation (8) becomes
∫ b
0
λe−λx[
∫ b−(1−α)u
0
λe−λxdv]du =
∫ b
0
λe−λu[−e−λbe(1−α)λu + 1]du
=
1
α
e−(1+α)λb − 1 + α
α
e−λb + 1 (13)
Thus by putting them together, we obtain the probability of conformance deterioration
for exponentially i.i.d. packets ηexp as
ηexp =
1
α
e−(1+α)λb − 2−α
α
e−
2λb
2−α + 1−α
α
e−λb
1
α
e−(1+α)λb − 1+α
α
e−λb + 1
(14)
Different from our result with uniform i.i.d. packets, the probability of conformance
deterioration for exponential i.i.d. packets is not only a function of α, but also related to
the ration between bucket size and average packet length, λb. Figure 7 illustrates ηexp in
three dimensions as a function of α and λb, with α ranging between (0,1] and λb ranging
between (0,5].
Looking at the convex curve from x-axis, it is shown theoretically that the peak value
for ηexp could reach as high as about 10% and it is achieved when α is around 0.5 and λb
close to 0. This is quite similar to the result with uniformly i.i.d. packet in Paper A. The
exact peak value of ηexp with corresponding α and λb values can be obtained by solving
the joint partial differentiation equations ∂ηexp
∂α
= 0 and ∂ηexp
∂λb
= 0, and inserting the results
into Equation (14). But in reality, we have λb > 1 because all generated packets are not
larger than b. The maximum value for ηexp is therefore about 6.8% at λb  1.
Observing Figure 7 from y-axis, it is shown that the larger the λb is, the smaller the ηexp
becomes. Figure 3 in Paper A and the lower integral limits in the numerator of Equation
(8) show that the first packet in a back-to-back packet pair must be larger than certain value
for conformance deterioration. The traffic is hence more seriously deteriorated when there
are more large packets in a flow.
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Figure 7: Probability of conformance deterioration for exponentially i.i.d. packets ηexp as
a function of α and λb, where x-axis = α, y-axis = λb and z-axis = ηexp.
5.1.4 Example III: Beta Distributed i.i.d Packets
Beta distribution is used to describe continous random variable whose values have a lower
bound a and an upper bound b. The PDF of the beta distribution is
f beta(x) =
{
(x−a)p−1(b−x)q−1
(b−a)p+q−1B(p,q) for a ≤ x ≤ b
0 for x < a, x > b, p > 0 , q > 0 , b > a
(15)
where the beta function is defined as B(p, q) =
∫ 1
0
xp−1(1− x)q−1dx.
In our case where the packet size is restricted to (0, b], we have a = 0. Inserting
Equation (15) into Equation (8) gives the probability of conformance deterioration for beta
distributed i.i.d. packets
ηbeta =
∫ b
b
2−α
xp−1(b−x)q−1
bp+q−1B(p,q) [
∫ b−(1−α)u
b−u
1−α
xp−1(b−x)q−1
bp+q−1B(p,q) dv]du∫ b
0
xp−1(b−x)q−1
bp+q−1B(p,q) [
∫ b−(1−α)u
0
xp−1(b−x)q−1
bp+q−1B(p,q) dv]du
(16)
27
5. ANALYSES ON CONFORMANCE DETERIORATION: THE STATIC CASE
The above integral cannot generally be solved in closed form for arbitrary p and q. But
for some given p and q values, it is possible to express ηbeta explicitly. For the simplest case
where p = 1, q = 1, we can easily get
ηbeta(1,1) =
∫ b
b
2−α
x0(b−x)0
bB(1,1)
[
∫ b−(1−α)u
b−u
1−α
x0(b−x)0
bB(1,1)
dv]du∫ b
0
x0(b−x)0
bB(1,1)
[
∫ b−(1−α)u
0
x0(b−x)0
bB(1,1)
dv]du
=
α− α2
2 + α− α2 (17)
This is again exactly the same result as in Equation (10), because the beta distribution
becomes a uniformly continuous distribution when p = 1, q = 1.
Any other expressions for ηbeta(p,q) are pretty lengthy. Table 3 lists calculated ηbeta values
from Equation (16) for three simple examples, (p = 1, q = 1), (p = 3, q = 2) and (p =
2, q = 3). Note here α cannot be 1 for ηbeta(3,2) and ηbeta(2,3) because (1 − α) appears as a
denominator in Equation (16).
From the property of the beta distribution, we know that (p = 3, q = 2) represents much
higher probability of large packets compared with the case of (p = 2, q = 3). This leads to
a much higher ηbeta for (p = 3, q = 2). A similar trend has been observed with exponential
distribution, where smaller λb leads to higher ηexp.
Table 3: Comparison of ηbeta for three simple cases.
α = r/C 0 0.2 0.4 0.5 0.6 0.8 0.99 1
ηbeta(1,1) (%) 0 7.40 10.71 11.11 10.71 7.41 0
ηbeta(3,2) (%) 0 10.18 15.18 15.19 13.54 6.17 0.02
ηbeta(2,3) (%) 0 2.51 2.73 2.22 1.53 0.30 0
5.2 Arbitrary Interarrival Time Distribution
Recall that the arrival of a packet means the arrival of the last bit of the packet. The
interarrival time here represents the time difference between the arrival instant of the last
bit from two consecutive packets. As depicted in Figure 5, the interarrival time between
L1 and L2 at the ingress TB shaper is T ing = ∆1 + δ where ∆1 is the transmission time
for Packet L1. With δ ≤ 0, packets are sent back-to-back and these two cases have been
analyzed in the above subsection. We are now interested in the third case, δ > 0, where
two packets are not sent back-to-back, but with a gap δ > 0 between them.
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Refer to Figure 5 for the following descriptions and still follow the reasoning on confor-
mance deterioration in Section III of Paper A. Now packet L2 is conformant at the ingress
if
L2 ≤ b− L1 + (L1
C
+ δ)r (18)
i.e.,
L2 + (1− α)L1 − δr ≤ b (19)
It becomes non-conformant if
b− L1 + (∆2 + δ)r = b− L1 + (L2
C
+ δ)r < L2 (20)
i.e.,
L2 +
L1
1− α −
δr
1− α >
b
1− α (21)
Denote δ by a random variable W with PDF fw(x), and substitute L1 and L2 by U
and V . The probability of conformance deterioration for arbitrary interarrival time ηint is
therefore decided by the following equation, where fuvw(x) is the joint PDF of U , V and
W .
ηint =
P [(V + U
1−α − Wr1−α > b1−α) ∩ (V + (1− α)U −Wr ≤ b)]
P (V + (1− α)U −Wr ≤ b)
=
∫∫∫
(V + U
1−α− Wr1−α> b1−α )∩(V +(1−α)U−Wr≤b)
fuvw(u, v, w)dudvdw
∫∫∫
V +(1−α)U−Wr≤b
fuvw(u, v, w)dudvdw
(22)
Note now even though interarrival time T ing is independent of packet length U and V ,
the third concerned random variable W is dependent of U , because of W = T ing −∆1 =
T ing − U
C
, where T ing is the random variable representing T ing. This means that Equation
(22) can not be further simplified because of fuvw(u, v, w) 	= fuv(u, v)fw(w).
Ultimately, by combining Equations (8) and (22), we conclude that the probability of
conformance deterioration for static TB status, ηstatic, given interarrival time and packet
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length are arbitrarily distributed, can be expressed as
ηstatic =


∫∫
(V + U1−α > b1−α )∩(V +(1−α)U≤b)
fuv(u,v)dudv
∫∫
V +(1−α)U≤b
fuv(u,v)dudv
for δ ≤ 0
∫∫∫
(V + U1−α− Wr1−α > b1−α )∩(V +(1−α)U−Wr≤b)
fuvw(u,v,w)dudvdw
∫∫∫
V +(1−α)U−Wr≤b
fuvw(u,v,w)dudvdw
for δ > 0
(23)
6 Radio Resource Management
Radio Resource Management (RRM) is of paramount importance for provisioning of 3G
services, since the wireless bandwidth is the bottleneck of the UMTS network. The RRM
module is responsible for distributing the available resources among all users sharing the
same resource. The available resources are distributed according to the required QoS.
Functionalities for RRM include handover control, power control, CAC, load control
and bandwidth allocation, packet scheduling and code management [3, 35, 40]. Typically,
power control and handover control commands are implemented at the UE, and Node B
is responsible for code generation in addition to power control. All other functions are
performed at the RNC, based on information gathered from the UEs and the Node B. Figure
8 illustrates the locations of the RRM functions in UTRAN [35] [40].
Node B
UTRAN Control Functions
− Power Control − Power Control
− Handover Control
− Handover Control
− Power Control
− Code Generation
RNC
RRM RRM
UE
− CAC
− Code Management
− Packet Scheduling
− Load Control
Figure 8: Typical locations of RRM algorithms in UTRAN.
Usually, connection requests are initiated by UEs, either through a new call or a han-
dover call. The negotiation of a service contract is conducted between the RNC and the UE,
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based on available resources within the system. Various functionalities are co-ordinated via
UTRAN control functions.
This part of my thesis work is restricted to the UTRAN part of UMTS which is Wide-
band Code Division Multiple Access (WCDMA)-based. The network resource considered
is actually bandwidth on wireless channel. Among various RRM functionalities mentioned
above, only CAC and load control/bandwidth allocation are addressed in this thesis. More
detailed discussions on power control and handover control can be found in [35, Chapter
9] and [40, Chapter 4], and on packet scheduling in [22, 49]. For general descriptions on
resource management in UMTS, see [24] and [3].
6.1 Call Admission Control
As an essential function of traffic control, CAC has been intensively investigated from
both data communication and telecommunication communities. The objective of CAC
schemes is to accommodate, in an optimal way, a maximum number of connection requests,
and at the same time, maintain the agreed QoS for existing connections. This is done by
managing the available network resources and allocating them according to a particular
strategy, among the users [23].
Conventional CAC policies in wireline networks are complete sharing, complete parti-
tioning and threshold. In the complete sharing policy, calls of all classes share the band-
width resource. Whereas, in the complete partitioning policy, bandwidth for each class is
exclusively reserved. In the threshold policy, a newly arriving call is blocked if the number
of calls of each class is greater than a predefined threshold [17]. A survey and comparison
of CAC schemes in ATM networks can be found in [58]. In an IP network, CAC could also
be jointly considered with policing, shaping and resource allocation [78].
For a CDMA-based system like UMTS, the CAC strategies can be roughly classified
into two approaches [37]:
– Number-based CAC: a new call is rejected if the number of ongoing connections has
already reached system limit.
– Interference-based CAC: a new call is rejected if the observed interference level ex-
ceeds a predefined threshold.
The interference-based CAC uses Signal-to-Interference Ratio (SIR) to ensure that the
interference created after adding a new call does not exceed a pre-specified threshold [73,
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51], and it is more often adopted in the literature. Usually, the interference from other
existing connections within the same cell and the neighboring cells are considered in SIR
calculation. One can also consider CAC in a system comprising of hierarchical cells [59].
In order to verify the performance of various CAC strategies, blocking probability for
new calls and outage probability of existing calls are commonly used as the criteria for
decision making. Since dropping a call is more annoying for a user than being blocked as a
new call, Grade of Service (GoS), which is equal to the sum of the blocking probability plus
ten times of the dropping probability [74, Chapter 9], is utilized for performance evaluation.
More recent work defined a more complex GoS by weighting the blocking probability,
handoff failure and QoS loss in the summation [60]. The ultimate result of CAC, either
calculated or measurement-based [31], is usually a hard-decision.
In a practical system, the CAC function involves both uplink and downlink interfer-
ence calculation and decision making. A new call should only be admitted if it passes both
downlink and uplink admission algorithm [61, Chapter 7]. While most CAC schemes ap-
peared in the literature are focusing on uplink, research results on downlink CAC schemes
are relatively fewer [77, 55]. Like many other studies, the CAC scheme proposed in this
thesis also considers only uplink traffic.
As UMTS services are characteristic of high bandwidth, multiple QoS requirements
and asymmetric traffic, we have to face a heterogeneous traffic environment. The delay
tolerance could also be considered in a CAC scheme. Basically, delay tolerable traffic
class(es) can be treated differently from delay stringent traffic class(es). Lots of approaches
have been proposed regarding CAC for multimedia/heterogeneous traffic, see, for example,
[16, 65, 41, 18, 50, 33].
Based on traffic class definition by 3GPP in [3], we have proposed a so-called priority-
oriented CAC paradigm in [44]. In practice, the priority definition could be more flexible
as described in [78]. In our approach, we hypothesize that the certain traffic classes have
multiple rate connections and the lower priority users are willing to release their bandwidth
occupation to more important users whenever necessary. Under this assumption, we have
achieved quite low overall blocking probability for new calls. But overload may happen if
we don’t have resource management after CAC phase. This triggered our work in Paper D
[48], where a general framework combining CAC, load control and bandwidth allocation
is studied.
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6.2 Load Control and Bandwidth Allocation
As an important functionality of RRM, load control, or congestion control, is a measure to
ensure that the system is stable and not overloaded. At the same time, bandwidth allocation
is a measure to maximize the usage of the air interface resources. With these measures, the
system is optimally utilized, thus guaranteeing QoS from various service requirements.
As a well-planned system with CAC and packet scheduling, overload situation is excep-
tional. However, once congestion happens, load control and bandwidth allocation should
be able to react efficiently until the targeted load is reached. Means for load control could
include, but not exhaustive [35, 39], the following:
– Bandwidth reservation, part of the resources are reserved for certain connections;
– Reduce the Eb/No targets for certain users;
– Handover traffic to other cells or systems;
– Decrease bitrates of certain users;
– Drop calls in a controlled fashion.
Among various means, bandwidth reservation can guarantee the on-demand occupation
of the resources for some ’important’ users. But, it can overestimate the amount of reserved
bandwidth thus lowering bandwidth utilization. Reducing the Eb/No targets of ’less impor-
tant’ users can release certain amount of bandwidth, but it is generally annoying for those
’unlucky’ users. Handover traffic to other cells or systems could be another solution, but it
depends on the network architecture of an operator.
In included Paper D, we employed the last two means on the above list for our load
control and bandwidth re/allocation scheme. There are four traffic applications in consid-
eration, i.e., voice, video, World Wide Web (WWW) and email. Basically, we assume that
video and WWW traffic have multiple bitrates and are delay tolerable. When the channel
is overloaded, the video/WWW users are requested to reduce their bitrates but still con-
nected. In the worst cases, the connection is interrupted for a time period, but it may not be
noticeable to the end users. If the waiting time in the buffer is too long, the call is dropped.
One distinction of our work from other literature is that we have also observed the amount
of time when a user is satisfied with the service he/she receives.
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7 Future Work
The following issues are also quite interesting, but left for future work.
• QoS parameters mapping
QoS attribute mapping is also an important issue in UMTS [3, Clause 8]. Basically,
this problem is twofold. On the one hand, the QoS parameters defined within UMTS
should be mapped vertically among different levels. For example, how transfer delay
for radio access bearer service is meant to UMTS bearer service (See Figure 1). On
the other hand, the QoS parameters defined in UMTS domain should be translated
horizontally to CN domain. For example, maximum bitrate in UMTS could easily be
mapped to peak data rate in RSVP, but how about SDU loss ratio?
According to 3GPP discussions, part of the QoS mapping problems is an operator
choice or implementation issue, but the remaining issues are far from being well
studied. A framework on end-to-end QoS mapping was presented in [36]. Paper [21]
studied how cell loss ratio and delay can be mapped between two protocol layers
vertically. Another paper studied how packet loss ratio and delay can be interpreted
horizontally between IntServ and DiffServ services [14]. A more recent paper dis-
cussed the mapping between UMTS traffic classes and DiffServ AF/EF PHB classes
[53]. However, more research effort is needed on this topic.
• Network calculus issues
One powerful solution to the problem of QoS mapping between IntServ and DiffServ
is a tool known as network calculus [14]. But the beauty of the network calculus is
far more than dealing with QoS mapping. Pioneered by the work in [19, 20], the
theory of network calculus has been extensively studied in the literature [10, 15].
Network calculus is a theory of deterministic queueing system, which provides a set
of rules and models of network entities for determining performance of the packet
data networks, for instance end-to-end delay. The mathematical foundation of net-
work calculus is min plus algebra. With the concept of arrival curve and service
curve, the deterministic bounds on delay and backlog in a lossless network can be
achieved, thus guaranteed QoS is provided.
The theory of network calculus can be applied to for instance the guaranteed service
of ATM Variable Bit Rate (VBR), the guaranteed service networks [8, 72], and the
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hybrid IntServ and DiffServ framework [7]. However, very little literature can be
found on how network calculus applies to UMTS networks.
8 Contributions and Summary
The remainder of this thesis is composed of four papers already submitted to or published
in journal or international conferences. As each publication is written as a self-contained
paper, all relating to my thesis topic, redundancy among papers is unavoidable. However,
the overlapping has been minimized by the selection process itself.
The main contributions of this dissertation, in the order of the included papers appearing
in Part II of the thesis, are outlined as follows:
☞ A Study on Traffic Shaping, Policing and Conformance Deterioration for QoS
Contracted Networks (Paper A)
The objective of this paper is to better understand conformance consistency in a traf-
fic conditioned multi-hop network. After reiterating a recent finding that an originally
conformant packet may become non-conformant even transmitted at a constant bi-
trate [32], the probability of this non-intuitive phenomenon, which is referred to as
conformance deterioration, is analyzed for a simple case. We demonstrate that up
to 11% of the originally conformant packets may be deteriorated in the worst case,
which occurs exactly when the link speed is twice as high as the token rate. In or-
der to eliminate conformance deterioration, two measures, enlarging bucket size or
reshaping at the policing node, are investigated by simulation. Conformance deterio-
ration for aggregated traffic flows is also studied and compared with the results from
an individual traffic flow.
The major contribution of this paper is the quantitative result on probability of con-
formance deterioration. Various means to minimize conformance deterioration and
the performance of the aggregated flows are also studied.
☞ Local and Global QoS-aware Token Bucket Parameters Determination for Traf-
fic Conditioning in 3rd Generation Wireless Networks (Paper B)
Due to the difficulty of determining TB parameters analytically, a heuristic approach
for searching ’optimal’ (r, b) values is proposed in this paper. We refer to this method
as local and global QoS-aware token bucket parameter determination technique for
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traffic conditioning in 3G wireless networks, in a sense that the system is aware of the
QoS level to be achieved. The local QoS-awareness is achieved by bounding either
shaping delay or out-of-profile probability at the UE, and the global QoS-awareness
is obtained by the tradeoff between a local attribute and the global attribute, packet
loss ratio for conformed packets, at the RNS level. By tuning the system operating on
the obtained global ’optimal’ shaping parameters, the requirements for all concerned
QoS attributes are guaranteed.
The major contribution of this paper is the heuristic approach for TB parameters
determination for designing a QoS-aware traffic conditioned system.
☞ QoS Provisioning using Traffic Shaping and Policing in 3rd-Generation Wire-
less Networks (Paper C)
A framework of traffic conditioning with QoS provisioning in 3G radio access net-
work is proposed in this paper. The main idea of our traffic conditioning approach
is to employ traffic shaping at each UE and traffic policing at the RNC. The traffic
generated at each UE is regulated by a traffic shaper in the form of a token bucket,
and the conformance of the traffic is policed at the RNC according to traffic policing
policies. A system model based on the proposed framework is implemented. The
simulation results regarding the impact of traffic shaping on packet discarding prob-
ability, the tradeoff between probability of non-compliance and shaping delay are
presented.
The major contribution of this paper is a framework of having all network nodes
traffic conditioned. Our conclusion is that it is advantageous to implement traffic
shaping at the UE, as a required functionality.
☞ A Priority-oriented QoS Management Framework for Multimedia Services in
UMTS (Paper D)
Triggered by 3GPP traffic class and QoS ranking definition in [3], we propose a
priority-oriented QoS management framework for multimedia services provision in
this paper. There are three basic components in our framework, i.e., the priority-
oriented CAC, CDMA channel congestion control, and adaptive bandwidth allo-
cation. Our approach ensures uninterrupted service provision to ’more important’
traffic class(es) while trying to accommodates negotiated QoS parameters to other
classes. To investigate the performance of the proposed framework, we also present
36
our observations on such parameters as forced delay, dropping probability, time sat-
isfactoriness and transmission status in this paper, based on our system level sim-
ulation. The joint consideration of our framework with traffic control mechanism
envisages a paradigm for QoS provisioning in UMTS.
The major contribution of this paper is a priority-oriented QoS management frame-
work. The performance of the proposed system is manipulated through CAC, con-
gestion control and bandwidth (re)allocation.
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