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Abstract
When data is partially missing at random, imputation and importance weighting are often
used to estimate moments of the unobserved population. In this paper, we study 1-nearest
neighbor (1NN) importance weighting, which estimates moments by replacing missing data
with the complete data that is the nearest neighbor in the non-missing covariate space. We
define an empirical measure, the 1NN measure, and show that it is weakly consistent for the
measure of the missing data. The main idea behind this result is that the 1NN measure is
performing inverse probability weighting in the limit. We study applications to missing data
and mitigating the impact of covariate shift in prediction tasks.
1 Introduction
Issues of representation in sampling have plagued data analysis ever since the first survey was taken.
A typical situation is when we sample a variable Y from a population, and wish to calculate EY ,
but we cannot trust that the average is a consistent estimator because we know that our sampling
procedure was not uniform but rather biased. Horvitz-Thompson estimation [14], also known as
importance weighting, inverse probability weighting, or propensity scoring, is a method by which
the sampling probability of sample i, call this pii > 0, can be used to correct for sampling bias by
importance weighting:
∑
i Yi/pii. In the event that these sampling probabilities are all positive,
then this estimate is unbiased for the population mean. Unfortunately, this requires us to know the
sampling probabilities which is often unknown in problems with partially missing data including
covariate shift in prediction.
Partial missingness is a prevalent feature of real world datasets. Often there are missing response
variables, Yi, but the probability of sample i being missing is unknown. This problem is made
tractable if we have covariates, Xi, that are non-missing, and we believe that the missingness is only
dependent on X—a situation called missing at random. Many methods have been proposed that
estimate the sampling probability pii from the covariates using density estimation, or will estimate
the missingness probability with a soft predictor.
Nearest neighbor hot-deck imputation is a simple method imputing missing data by which the
missing observations are replaced with one of their nearest neighbors in the covariate space. One
could estimate the expectation of Y for the missing population by simply summing the imputed
values (and dividing by the number of missing data). We can write this as
∑
iWiYi where Wi is
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the number of times the ith non-missing sample is the 1NN for a missing sample. This is similar to
importance sampling, except that we replace pi−1i with Wi. In this paper, we will show that under
mild conditions this is not just a heuristic, but rather is implicitly performing importance weighting
in the large data limit.
The analysis of 1NN importance weighting can be reduced to studying the 1NN measure, which
is an approximation of a desired population measure, µ0 (over the Borel sigma field in Rp‘). Suppose
that we are given data points X1, . . . , Xn drawn iid from µ1, which is our biased sampling procedure.
For an integrable function η, we would like to approximate
∫
η(x)dµ0(x). (In the context of missing
at random data, we should think of η(x) = E[Y |X = x].) We wish to estimate this moment only
with evaluations over the data, and without access to the density ratio f0/f1 (we assume that both
measures have densities and µ0 is absolutely continuous with respect to µ1). Let X(1)(x) be the
nearest neighbor of x in Euclidean distance within X1, . . . , Xn. We will approximate the action of
µ0 by the 1NN measure, Q1, which we define as,
Q1(η) =
∫
η(X(1)(x)) dµ0(x). (1)
Theorem 1 establishes that Q1(η) →
∫
ηdµ0 in L
2 norm. This limit point can be written as∫
pi−1(x)·η(x)dµ1(x) where pi(x) = f1(x)/f0(x) which is also the limit of the ideal Horvitz-Thompson
estimator.
Main Contribution: In this paper, we establish that the 1NN measure is importance
weighting in the large data limit. To demonstrate this we prove that the 1NN measure,
Q1, is weakly consistent for the desired population measure.
In addition to the main theoretical aim of this work, we look at implications for missing data
and prediction under covariate shift. We demonstrate that as a corollary NN importance weighting
is consistent and use it to estimate the total number of slaves embarked from Africa in the trans-
Atlantic slave trade (TAST) database [1]. We outline a method for prediction under covariate
shift—when the training and test populations differ in a prediction task—in which any penalized
empirical risk minimizer is adapted to deal with covariate shift with NN importance weighting. We
provide a preliminary result in this context: a universal law of large numbers for function classes
with bounded bracketing number.
1.1 Related work
Since the seminal work of [25], researchers have developed a rich understanding of K-nearest neighbor
(KNN) methods for classification and regression [4], and density estimation [18, 11]. [8] showed that
the expected misclassification rate of the 1NN predictor bounds the best misclassification rate by
a constant factor, but to achieve diminishing excess risk one requires that K → ∞. Much of this
theory is based on Stone’s lemma which states that, in Euclidean space, the number of data points of
which a single point can be a nearest neighbor is bounded by a universal constant. In general metric
spaces, it has been shown that we only require Lebesgue differentiability [6] for KNN methods to
be risk consistent. More recently, [15] proposed a penalized variant of the 1NN predictor in order
to obtain a risk consistent predictor over metric spaces with more user friendly risk bounds. These
settings differ from ours because they are done in the absence of covariate shift and do not address
consistency of the 1NN measure. Recently, other uses of NN methods, such as entropy estimation
[21], and estimating residual variance [10] have stretched the theoretical limits of Stone’s lemma,
and have required a more nuanced understanding of the asymptotic properties of NN methods. In
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[9], they show that in Euclidean space the µ-measure of a Voronoi cell, for n data points drawn from
µ, is approximately 1/n. It is reasonable to guess from this result that the µ0-measure of a Voronoi
cell, for n data points drawn from µ1 approaches their relative density divided by n, which is our
main result.
[17] outlines many of the common methods for dealing with missing data, including imputation,
importance weighting, and likelihood based methods (such as the EM algorithm). Importance
weighting, or propensity scoring, is commonly used for correcting sampling selection bias [23], which
arises in survey sampling and causal inference. Tree-based methods and SVMs have been used to
obtain estimates of the ideal importance weights in [20, 16]. Hot-deck imputation, where missing
data is imputed with non-missing data with similar covariates, has been studied empirically in
[22, 12, 2] but is not a commonly used as model-based approaches.
Predictive methods that account for covariate shift are said to perform domain adaptation.
Domain adaptive methods can be divided into two broad camps: specialized learning algorithms
that are designed to target the test distribution, and weighting based modifications to existing
learning algorithms. If the testing and training distributions are known, then it is natural to use
importance weighted losses in training [26]. [7] demonstrated excess risk bounds in this setting
for hypothesis classes that are finite or have bounded pseudo-dimension. That work also considers
importance weighting with imperfect weights, but those bounds leave the quality of the weights
unknown (which this paper addresses for 1NN). [28] considers estimating the importance weights
via kernel mean matching, which we can think of as a kernelized version of the 1NN method that we
consider. [5] considers a modified objective for discriminative learning that simultaneously learns
the weights and predictor, but little is known about its theoretical performance. [3] considers an
active KNN algorithm for covariate shift problems, and proves a risk bound in this setting, but this
result is not directly comparable to ours due to the active learning setting, and the fact that they
are able to use standard theoretical tools for KNN because they let K →∞.
2 Weak consistency of the 1-nearest neighbor measure
For the remainder of the section, we will, without loss of generality, assume that we are given data
X1, . . . , Xn drawn iid from µ1. We will consider measurable functions of the covariates X, η(X),
and would like to estimate the expectation with respect to the measure µ0 (the missing population)
but only with samples from µ1 (non-missing population) using Q1, (1).
Another interpretation of the 1NN measure is by the µ0-measure of Voronoi cells. Consider the
Voronoi cells, which are the points in Rp such that Xj is the closest element of {Xk}nk=1,
Sj =
{
x ∈ Rp : ‖Xj − x‖ = min
k∈[n]
‖Xk − x‖
}
,
where throughout we use [n] = {1, . . . , n}. Thus, we can rewrite the 1NN measure in terms of the
Voronoi cells,
Q1(η) =
n∑
j=1
µ0(Sj) · η(Xj). (2)
What follows is the main conclusion of this section, the weak consistency of the 1NN measure.
Let µ0, µ1 have densities f0, f1. Recall that the Renyi divergence for q0 > 1 is
Dq0(µ0||µ1) =
1
q0 − 1 ln
∫ (
f0
f1
)q0
dµ1(x).
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Furthermore, we can take q0 → 1 to obtain the KL-divergence (D1). Throughout we will assume
that q0, q1 ≥ 1 are Ho¨lder conjugates (q−10 + q−11 = 1).
Assumption 1. We will assume that µ0, µ1 have densities with respect to the Lebesgue measure
(λ), f0, f1 respectively, and that µ0  µ1. (This means that f0/f1 < ∞ without loss of generality,
although there are situations in which this could be unbounded at an accumulation point.) Let q0 ≥ 1
be a constant then assume that
Dq0(µ0||µ1) <∞.
Assumption 2. Let q1 = 1/(1 − q−10 ). The test function η is µ1-measurable and has finite 2q1
moment, ∫
|η(x)|2q1dµ1(x) <∞.
Notice that a bounded Dq0(µ0||µ1) is much less restrictive then assuming that the density ratio
is bounded uniformly.
Theorem 1. Under Assumptions 1, 2, the 1NN measure is consistent for µ0, namely,
Q1(η)→
∫
ηdµ0,
in L2 norm as n→∞.
Theorem 1 is the main result of this section, and we will divide the proof into two thrusts:
demonstrating asymptotic unbiasedness and diminishing variance.
2.1 Implicit importance sampling and asymptotic unbiasedness
The main observation that we make in this section is the 1NN measure implicitly performs impor-
tance sampling. Specifically, we will see that nE[µ0(S1)|X1 = x] → f0(x)/f1(x), which in light of
(2) justifies this claim (after establishing dominated convergence). This is a generalization of the
observation in [9], which addresses the case that µ0 = µ1. To make this leap, we need to be specific
regarding our Lebesgue points, which is a µ1 measure 1 set over which this limit holds.
Lemma 1. For any probability measure µ with a density over Rp. There exists a set X such that
µ1(X ) = 1 and the following properties hold:
(1) For any x ∈ X and x′ 6= x, µ(B(x′, ‖x′ − x‖)) > 0 and
(2) for any x ∈ X and any δ > 0 there exists an η > 0 depending on x such that if µ(B(x′, ‖x −
x′‖)) ≤ η for some x′ 6= x then we have that ‖x− x′‖ < δ.
Proof. Let A be the set of all x such that for some x′ 6= x, µ(B(x′, ‖x′ − x‖)) = 0, and call the set
of all such balls, F . Let Z be
Z =
⋃
B∈F
int(B).
Since it is the union of open sets, Z is open, and by the Lindelo¨f Covering Theorem, there is a count-
able subset of F , G, such that the interiors of the balls cover Z. Thus, by countable subadditivity
of measures,
µ(Z) ≤ µ
( ⋃
B∈G
int(B)
)
≤
∑
B∈G
µ(int(B)) = 0.
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We have that A\Z is σ-porous in the sense that there is an α ∈ (0, 1) such that every element
x ∈ A\Z there is an r0 > 0 such that 1/r0 ∈ Z where for any r < r0, there exists a y ∈ Rp with
B(y, αr) ⊂ B(x, r)\(A\Z).
To see this let y be on the segment between x′ and x in the above construction and α ≤ 1/2. By
the Lebesgue differentiation theorem, porous sets have Lebesgue measure 0. Hence, µ(A\Z) = 0
since σ-porous sets are countable unions of porous sets, by countable subadditivity, and µ λ. Let
XC = A, and we have that µ(X ) ≥ 1− µ(A\Z)− µ(Z) = 1.
We will show (2) by supposing its contradiction, that for some x ∈ X and δ > 0, for every
γ > 0 there exists a x′ 6= x such that ‖x − x′‖ ≥ δ and µ(B(x′, ‖x′ − x‖)) ≤ γ. This implies that
there exists a sequence of points {zl}∞l=1, such that ‖zl − x‖ = δ and µ(B(zl, δ)) ≤ 1/l2. Define
Am = ∪∞l=mB(zl, δ) then we have that µ(Am)→ 0 as m→∞. By the Bolzano-Weierstrass theorem
there exists an accumulation point of zl, z
′ with ‖z′ − x‖ = δ (by continuity of ‖.‖). The interior
of B(z′, δ) is contained in Am for all m. By absolute continuity with respect to Lebegue measure,
µ(int(B(z′, δ))) = µ(B(z′, δ)) = µ(B(z′, ‖z′ − x‖)) > 0 by the fact that x ∈ X . This contradicts the
fact that µ(Am)→ 0.
It has been shown by [6] that the consistency of nearest neighbor classifiers is reliant on the
existence of a Lebesgue differentiation theorem (LDT) over the covariate space. In [9], it was shown
that when data was drawn from distribution µ with a density in Rp then the measure of a Voronoi
cell has the limit, E[µ(S1)|X1] ∼ 1/n, to which (3) reduces when µ0 = µ1. This intuitive result can
be extended to the case when we measure the Voronoi cell with µ0 when the data is generated from
µ1. The following theorem makes precise our claim that the µ0-measure of Voronoi cells approaches
the density ratio in the limit.
Lemma 2. Under Assumption 1, in expectation, the µ0-measure of a Voronoi cell around X1 con-
ditional on X1 converges to the density ratio in the limit, namely,
lim
n→∞nE[µ0(S1)|X1 = x] =
f0(x)
f1(x)
, (3)
for µ1-almost all x (where the Lebesgue points are those described in Lemma 1 for µ = µ1). Fur-
thermore, we have the following bound,
lim sup
n→∞
n2E[µ2(S1)|X1 = x] ≤ 2
(
f0(x)
f1(x)
)2
. (4)
Remark 1. The proof, in the appendix, borrows heavily from the corresponding result in [9], although
we must adapt their proof to accommodate µ1 6= µ0. There seems to be an issue with the validity of
the proof of Theorem 2.1(i) in [9], particularly how the Lebesgue differentiation theorem applied to
fixed points v and x can then translate to the similar result uniformly over X (which is a draw from
µ0). Our more complete study of the Lebesgue points in Lemma 1 resolves this oversight, completing
and generalizing the proof.
We can now use this to show that the 1NN measure is (weakly) asymptotically unbiased for µ0.
The expected 1NN measure is,
E[Q1(η)] = E [η(X1) · nE[µ0(S1)|X1]] .
Given this equation, Lemma 2 gives credence to the claim that the 1NN measure is performing
importance sampling in the limit. What remains is to establish dominated convergence.
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Theorem 2. Let q0, q1 be Ho¨lder conjugates (q0, q1 ≥ 1), under Assumption 1, suppose also that
E|η(X1)|q1 <∞. Then
lim
n→∞E
[∫
η(X(1)(x))dµ0(x)
]
=
∫
η(x)dµ0(x).
Proof. We have pointwise convergence by (3),
η(X1) · nE [µ0(S1)|X1]→ f0(X1)
f1(X1)
η(X1),
almost everywhere, and the RHS has expectation
∫
ηdµ0. We can establish dominated convergence
by
Q1(η) =
∫
η(X(1)(x))
f0(x)
f1(x)
dµ1(x) ≤
(∫ (
f0(x)
f1(x)
)q0
dµ1(x)
) 1
q0 ·
(∫
ηq1(X(1)(x))dµ1(x)
) 1
q1
(5)
where q0, q1 are Ho¨lder conjugates. By assumption the first term on the RHS is bounded, what
remains is to bound the second nearest neighbors term. This can be established by theory developed
primarily by Stone in [25]. A direct application of Lemma 4 to (5) concludes our proof.
2.2 1NN measure variance bound
We have established that the 1NN measure is asymptotically unbiased, but consistency remains to
be shown. Our main tool for showing this consistency is the following variance bound, which holds
without any additional assumptions then those stated within. Lemma 3 demonstrates that as long
as µ0 and µ1 are not too dissimilar, the variance of the 1NN measure is bounded by the discrepancy
between the first and second nearest neighbor interpolants.
Lemma 3. Let q0, q1 be Ho¨lder conjugates then,
V (Q1(η)) ≤ 2
(∫ (
f0(x)
f1(x)
)q0
dµ1(x)
) 1
q0
(∫ [
η(X(1)(x))− η(X(2)(x))
]2q1
dµ1(x)
) 1
q1
.
Proof. We will appeal to the Efron-Stein inequality, which states the following: LetX′ = (X ′1, . . . , X
′
n)
be an iid copy of X = (X1, . . . , Xn) and X
(i) = (X1, . . . , Xi−1, X ′i, Xi+1, . . . , Xn), then for any func-
tion F (X)
VF (X) ≤ 1
2
n∑
i=1
E[F (X)− F (X(i))]2.
Let F (X) = Q1(η) and denote Q(i) as the 1NN measure formed from the data, X(i). Due to
exchangeability,
1
2
n∑
i=1
E[Q1(η)−Q(i)(η)]2 = n
2
E[Q1(η)−Q(1)(η)]2.
Let X−(1)(x) and Q
− denote the 1NN within and the 1NN measure formed from the reduced data
X2, . . . , Xn. We have that
E[(Q1 −Q(1))(η)]2 ≤
(
(E[(Q1 −Q−)(η)]2) 12 + (E[(Q− −Q(1))(η)]2) 12
)2
= 4E[(Q1 −Q−)(η)]2.
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In order for η(X−(1)(x)) to differ from η(X(1)(x)) it must be that X(1)(x) = X1 and X
−
(1)(x) = X(2)(x).
Thus,
Q1(η)−Q−(η) =
∫
1{X(1)(x) = X1}
[
η(X1)− η(X(2)(x))
]
dµ0(x),
and so,
E[Q1(η)−Q−(η)]2 ≤ E
∫
1{X(1)(x) = X1}
[
η(X1)− η(X(2)(x))
]2
dµ0(x)
=
1
n
n∑
j=1
E
∫
1{X(1)(x) = Xj}
[
η(Xj)− η(X(2)(x))
]2
dµ0(x)
=
1
n
E
∫ [
η(X(1)(x))− η(X(2)(x))
]2
dµ0(x).
Let f = f0/f1 be the density ratio. Considering this term,∫ [
η(X(1)(x))− η(X(2)(x))
]2
dµ0(x) =
∫ [
η(X(1)(x))− η(X(2)(x))
]2
f(x)dµ1(x)
=
∫ [
η(X(1)(x))− η(X(2)(x))
]2
f(x)dµ1(x)
≤
(∫
f(x)q0dµ1(x)
) 1
q0
(∫ [
η(X(1)(x))− η(X(2)(x))
]2q1
dµ1(x)
) 1
q1
.
Although it is outside of the context of this work, the fact that the measures µ0, µ1 have densities
f0, f1 is not required. If one were to replace f0/f1 with the Radon-Nikodym derivative, ∂µ0/∂µ1,
then the result would still hold. Assumptions 1, 2 are not required for Lemma 3 to hold, and all
that is required is µ0  µ1 (and the iid data is drawn from µ1). We conclude this subsection by
showing that the 1NN measure has diminishing variance.
Theorem 3 (1NN measure variance). Under Assumptions 1 and 2, we have that
V (Q1(η))→ 0, as n→∞.
Proof. In Lemma 7 (in Appendix) we establish that under Assumption 2 we have that for X ∼ µ1,
E|η(X(1)(X))− η(X(2)(X))|2q1 → 0.
This result uses lemmata from the study of nearest neighbors regressors in [4]. Under Assumption
1, we have that E(f0(X)/f1(X))q0 is bounded. Applying Lemma 3 we reach our conclusion.
3 Explanation and examples
We will examine a few examples which put this theory to the test, and see numerically the con-
vergence guaranteed in Theorem 1. Our variance bound in Lemma 3 is determined by the Lq1(µ1)
norm of η and Dq0(µ0||µ1). It is instructive to outline the proof of Lemma 2, because the proof
indicates which models will yield more slowly diminishing bias than others.
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3.1 Proof sketch of Lemma 2
Recall that S1 is the Voronoi cell around X1. As was done in [9] (in the case that µ0 = µ1), we
observe that for X0 ∼ µ0,
E[µ0(S1)|X1 = x] = P{X0 ∈ S1|X1 = x} = P {∩ni=2 {Xi /∈ B(X0, ‖X0 − x‖)}} = E
[
(1− Z(x))n−1] ,
where Z(x) = µ1(B(X0, ‖X0 − x‖)). The Lebesgue differentiation theorem (LDT) states that
limr→0 µj(B(x, r))/λ(B(x, r)) = fj(x) for j = 0, 1. In the appendix, we use the LDT and Lemma 1
to make precise the following string of approximations
µ1(B(X0, ‖X0−x‖)) ≈ f1(x)λ(B(X0, ‖X0−x‖)) = f1(x)λ(B(x, ‖X0−x‖)) ≈ f1(x)
f0(x)
µ0(B(x, ‖X0−x‖)),
and it is straightforward to see that Z0(x) = µ0(B(x, ‖X0 − x‖)) has a uniform distribution. The
main challenge is showing that these approximations hold uniformly over X0, and for that reason
we required the expanded definition of Lebesgue points in Lemma 1. For the uniform distribution,
nE
[(
1− f1(x)
f0(x)
Z0(x)
)n−1]
→ f0(x)
f1(x)
,
which gives us (3). We can see the necessity of the assumption that these have densities with respect
to the Lebesgue measure due to our use of the Haar measure property, λ(B(X0, ‖X0 − x‖)) =
λ(B(x, ‖X0 − x‖)). One way to slow this convergence is to choose µ0, µ1 pairs such that the LDT
converges slowly or non-uniformly.
3.2 Examples
Example 1. Let µ1 be Beta(1.25, 1) and µ0 be Beta(.75, 1). Then f0(x) ∝ x−0.25 and f1(x) ∝
x0.25, hence the density ratio f0(x)/f1(x) ∝ x−0.5 is diverging as x→ 0. This is an example where
µ0, µ1 have the same compact support. An unbounded density ratio causes challenges for the 1NN
measure because it means that near 0 there is a significant amount of mass in µ0 but few data from
µ1 to evaluate η. We assessed the measure µ0(Si) by Monte Carlo sampling with 1M samples from
µ0.
Figure 1 (right) depicts the density ratio and the µ0-measure of the Voronoi cells. Because the
Voronoi cells are random, we have that the measure is only on the average approaching the density
ratio, and there is significant spread around the density ratio for a given location Xi = x. Let
η(x) = x−0.25, and we can see that D2(µ0||µ1) <∞ and
∫
η(X1)
4 <∞, satisfying the assumptions.
Despite having unbounded density ratio, Q1(η) converges to its limiting expectation (1.5) as we can
see in Table 1. We can see that the spread of µ0(S1)|X1 = x is greater for the larger density ratios,
and furthermore, for finite samples this is biased downward for x near 0.
Example n = 1e2 1e3 1e4 1e5 ∼ µ0
1. Beta 1.472 1.483 1.492 1.493 1.5
2. Gaussian 1.774 1.991 2.063 2.083 2.1
3. Fat Cantor 1.587 1.842 1.970 1.997 2
Table 1: Monte Carlo samples ofQ1(η) with n samples from µ1 for the three example. For comparison
purposes, a sample from µ0 is provided, the expectation of which is the limit of Q1(η).
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Figure 1: 1NN interpolation from distributions: left, the Gaussian(0, 1) (µ1) to Gaussian(1, 2.1)
(µ0); right, the Beta(1.3, 1) (µ1) to the Beta(.7, 1) (µ0). The µ0-measure of the Voronoi cell, Si,
around sample Xi ∼ µ1 is plotted and the density ratio f0(Xi)/f1(Xi).
Example 2. Let µ0 be Gaussian(0, σ
2 = 2.1), µ1 be Gaussian(0, 1), and η(x) = x
2. The estimation
of
∫
x2dµ0 is natural as the second moment of the unobserved population. This is an example where
both densities are fully supported over R. The density ratio, f0(x)/f1(x) ∝ exp(0.262x2), is not only
unbounded but growing exponentially. We can see from Figure 1 that near the origin the spread
of µ1(Si) is low, but far from the origin there is a larger spread and downward bias (in the finite
sample). Due to this bias, the convergence of this example to its expectation is somewhat slower
with a 0.8% relative error at 10K samples (Table 1).
Example 3. In order to see the effect of non-uniform convergence of the LDT we will use a
pedagogical construction, the fat Cantor set (the Smith-Volterra-Cantor set). This set is constructed
by the following algorithm: start with C = [0, 1]; for each l = 1, 2, . . . remove the middle 1/4l of the
remaining intervals, thereby splitting each interval into two parts. In simulation, we only perform
5 iterations due to our fine grid. The remaining set C has λ measure of 1/2 but does not contain
any open intervals (it is entirely boundary and has no interior). Let µ1 be uniform(0, 1) and µ0 be
uniform(C). We can make η(x) = 2 · 1{x ∈ C} and so ∫ ηdµ0 = 2. This example has bounded f0, f1
over a compact domain, and bounded η.
The fractal nature of this example causes non-uniform convergence of the LDT because we know
that the µ0 measure of a small enough interval around x approaches either 0 (if x /∈ C) or 1 (if x ∈ C).
However, the Fat Cantor set looks from afar as if it does have low and high density regions, and this
is manifested in the fact that for x within small intervals that were removed, µ0(S1)|X1 = x is non-
zero. In the subfigure to the right of Figure 2, we can see the density ratio is 0 in small intervals but,
because these are surrounded by elements within C, the Voronoi cells have large measure, µ0(Si).
Due to the fractal nature of the fat Cantor set, for any sample size n, this effect will always be
manifested at some location at a small enough scale.
Regardless of this non-uniform convergence of the LDT, we observe that Q1(η) converges to its
limit, because these regions where the LDT has not yet converged are increasingly small. We see in
Table 1 that with 10K samples, we achieve a relative error of 0.15%.
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Figure 2: 1NN interpolation from the uniform(0, 1) (µ1) to the uniform distribution over the fat
Cantor set C (µ0). The µ0-measure of the Voronoi cell, Si, around sample Xi ∼ µ1 is plotted and
the density ratio f0(Xi)/f1(Xi) = 1C(Xi) (the indicator function over C). The full range (left) and
a sub-interval (right) are plotted.
4 1NN importance weighting for missing data
4.1 Imputation of missing data
Throughout, we will assume that there are fully observed covariates Xi ∈ Rp for i ∈ [N ] :=
{1, . . . , N} which are continuous random variables. Assume that our partially missing variable
is Yi ∈ Rd. We will also denote the missingness of Yi with an indicator variable (Mi = 1 if Yi is
non-missing and 0 otherwise). If the missingness is completely at random (MCAR) then this means
that there is no dependence between the missingness M and the data X,Y . In this case, nothing
needs to be done in order to consistently estimate moments of the populations, we can just compute
their empirical counterparts on the non-missing data. Instead, we will assume we are in the more
realistic situation, that our data is missing at random (MAR), which means that the missingness
M is independent of the (possibly unobserved) response Y conditional on the covariate X. The
directed Markov graph consistent with this independence assumption is M ← X → Y . While this
assumption adds significant challenges to any estimation, it is not intractable, because we have the
chance to understand the missingness mechanism and then correct for it.
We will consider statistics that are aggregates of non-linear elementwise operations (i.e. empirical
moments). Most common operations on data-frames, such as sum, mean, variance, covariance, and
count along with grouping operations and filters can be expressed in this way. Specifically, let
g : Rp × Rd → R be a possibly non-linear integrable function then we will focus on estimating the
following functional,
G := E [g(X,Y )|M = 0] ,
which is the expectation of g(X,Y ) for the missing population. For example, suppose we would
like to express the following query, select mean(log(Y)) where X < 1 and M = 0, we could use
the function g(x, y) = 1{x < 1} log y (in this example, p = d = 1). Of course, we are not able to
make such a query because it is based on unobserved data. In words, this is to take the mean of
the log of Y ’s such that X is less than 1, but only for the missing data. Similarly, grouping can be
accomplished by using multiple g’s for each filter corresponding to that group (equivalently, using
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a vector g). In addition to these queries, other common linear predictors such as kernel smoothers
and local linear regression can be expressed with a dictionary of functions g.
Single imputation replaces a missing observation Yi (where Mi = 0) with Y˜i. Regression based
imputation typically uses some estimate of E[Y |Xi], such as the K-nearest neighbors, linear regres-
sion, or random forests prediction. This can result in an imputed functional G˜ that is severely biased
for G because E[g(Xi, Yi)|Xi] 6= g(Xi,E[Yi|Xi]) in general. Hot-deck imputation, selects an imputed
variable Y˜i from the non-missing data, and ideally, Y˜i is distributionally similar to the unobserved
Yi (when we condition on Xi). This has the potential to alleviate our biasedness problem because
non-linear moments are unbiased if Y˜i is drawn iid to Yi|Xi, so this will mean that G˜ may be a good
point estimate for G. Hot-deck imputation has been used in various forms [22, 12, 2] but is typically
less commonly used, partly due to our heretofore lack of theoretical understanding.
Assume that we have arranged our data such that the partially missing variable, Yi, is non-
missing for i ∈ [n] for n < N and missing for i ∈ [N ]\[n]. Let ji ∈ [n] be the 1NN within the
non-missing data for partially missing datum i ∈ [N ]\[n]. We can estimate G with the following
1NN weighted estimate
G˜ :=
1
N − n
N∑
i=n+1
g(Xji , Yji) =
n∑
j=1
∑
i 1{ji = j}
N − n g(Xj , Yj). (6)
So, we can think of this as a weighted sum of the non-missing samples {g(Xj , Yj) : j ∈ [n]}, where
the weight is the proportion of times j is the 1NN for a missing entry. In this way, that proportion
acts as a surrogate to pi−1i in a Horvitz-Thompson estimator. One important distinction between
this method of imputation and standard imputation is that we not only fill in the missing data Yi,
but also augment the covariates Xi to replace g(Xi, Yi) with its non-missing nearest neighbor. If g
is only dependent on Y then these methods result in the same estimate G˜, and only when the query
is dependent on the covariates does this matter.
4.2 Theoretical guarantees for MAR data
In order to apply Theorem 1, let η(X) = E[g(X,Y )|X] the expectation conditional on the covariate.
The following corollary demonstrates consistency of G˜ under some conditions on the function g.
Corollary 1. In addition to Assumptions 1, 2 (applied to η), assume that V[g(X,Y )|X] ≤ v2
for some constant v. The statistic G˜ converges in probability to G as N − n, n → ∞ as long as
n/(N − n)2 → 0.
Remark 2. Notice that η is the conditional expectation, and so by Jensen’s inequality, E|η(X)|2q1 ≤
E
[|g(X,Y )|2q1] (there the expectation is over the non-missing population). Hence, Assumption 2 is
implied by the moments of g(X,Y ) existing for the non-missing population.
This result suggests that one can approximate any valid query with a 1NN weighted version of
the non-missing data, and have the result be consistent. When the query is only a function of the
response variable then (6) is equivalent to imputing the response variable with its 1NN. Despite
these promising results they are restricted to functionals that are of this form. Also, using 1NN
imputation when the missing data is very distributionally dissimilar to the non-missing data can
invalidate the asympototic results.
4.3 Trans-Atlantic Slave Trade Database
The trans-Atlantic slave trade (TAST), also known as the middle passage, refers to the slave ship
the voyages that brought African slaves to the Americas. The middle passage is reported to have
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forcibly migrated over 10 million Africans to the Americas over a roughly 3 century time span. This
number of slaves that embarked from Africa is especially important since the number of slaves taken
from Africa can impact other estimates that result from this. For example, when estimating the
population of Africa in a given decade, demographers will use population growth models and more
recent census data [19]. However, if the population growth is stifled by the slave trade, then past
populations will tend to be underestimated because the growth rate is overestimated. To account
for this, models need to take into account the drain on the population due to the TAST.
In this paper, we will do a preliminary analysis of the use of 1NN weighting for estimating missing
population level quantities in the TAST. The database that we use is the 2010 extended version of the
Voyages database, [1]. Some of the variables that we used are the number of slaves at embarkation,
number of slaves at disembarkation (arrival), nationality of the ship, the year, destination, and origin
of the voyage. There is a significant amount of missingness throughout the database, with 76.5%
of the voyages has missing number of slaves at embarkation. We will focus on estimating the total
number of slaves that embarked on the middle passage in the database.
After exploratory data analysis, we determined that unsurprisingly, the number of slaves at em-
barkation is dependent on the number of slaves at disembarkation and the year for the voyage. Other
variables, such as nationality and locational information did not display a significant association with
the variable of interest (assessed via visualizations and goodness-of-fit tests in regressions). We es-
timate the total number of slaves embarked with 1NN weighting, by finding the nearest neighbor
of a datum with missing embarkation number within the non-missing data. In the event that the
covariates, such as number of slaves disembarked, is missing then we impute that with its median.
We also include the missingness indicator for the number of slaves disembarked as a covariate. While
these create point masses in the distribution of the non-missing population in the covariate space,
we still use the 1NN weighting estimator. It is outside of the scope of this work to deal theoretically
with distributions with point masses, and one can think of adding a small jitter to each datum to
make them continuous random variables. After standardizing the variables we use the Euclidean
norm for nearest neighbor calculation, and in the event of ties we randomly break them.
The 1NN weighted estimate of the total number of slaves embarked from Africa is 10,644,376
captives, while the naive estimate which assumes missing completely at random is 11,569,160. In
Figure 3, we can see the non-missing data and the 1NN imputed data. Since, we can think of the
1NN weighting estimate as the sum over 1NN imputed data (i.e. g(Xji , Yji)), it is informative to
see which non-missing data are weighted more heavily than others. The 1NN weights are higher
in earlier years, which is unsurprising since earlier years have a higher proportion of missingness.
Also, in the earlier years, slave ships tended to be smaller, so the number of slaves embarking on
those voyages is smaller. Because the naive estimate does not take the voyage year into account it
produces an over-estimate of total number of embarking slaves.
5 Covariate shift and domain adaptation
Typically, in statistical learning we assume that our test and training sets are random draws from
the same population, but there are situations in which this may be violated. When the training
and test datasets have different covariate distributions, then we have covariate shift [24]. We think
of our training data as our non-missing entries, M = 1, and our test data as our missing entries,
M = 0, we will assume that the joint distribution X,Y,M is missing at random in this context as
well (which is the covariate shift assumption).
Non-representative training data is a serious concern when we consider possible policy effects of
our predictors. Several questions naturally arise when faced with possible covariate shift. First, can
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Figure 3: Scatterplot of slave trade voyage’s number of slaves embarked (y-axis), voyage year (x-
axis), number of slaves disembarked (color), and the 1NN weight (size). The missing and 1NN
imputed number of slaves arrived in Americas are on the left and non-missing values are on the
right.
we detect covariate shift so that we can correct for it, or even resample the training data? Second, if
we fit a predictor to our training data, can we estimate the test error, thereby assessing the impact of
covariate shift without explicitly taking the shift into account? Third, can we adapt our predictors
to target test error given that we have observed covariate shift?
Detecting covariate shift is essentially a two sample testing problem, where we are determining
if the covariates come from the sample population between training and test samples. Two-sample
tests have been used for covariate shift in [13], and we will not address this problem. With that
said, a condition that we require is that the training and test distributions are not too dissimilar in
terms of Chi-squared divergence. It would be best to use these methods in concert with a covariate
shift detector, to assess the existence and severity of covariate shift.
5.1 Estimating test error under covariate shift
While detecting covariate shift with a two sample test is an important first step to addressing bias
in training, it would perhaps be more informative to estimate the resulting test error for the shifted
dataset. A change in covariate distribution will not result in poor prediction performance if the
shift occurs in a way that does not change the predictions or response distribution. Our result can
apply to arbitrary output dimension, and the assumptions are on the resulting loss, so assume that
Y ∈ Rd. In order to assess test error, we will consider splitting our training set into training (Ω0)
and validation (Ω1) sets; let Ω
C be the test set. By training a predictor hˆ : Rp → Rd to the smaller
training set Ω0, we can then obtain the validation losses Li = `(hˆ(Xi), Yi) for each i ∈ Ω1. Then
we can impute the losses for the test set with their nearest neighbors where the non-missing losses
are restricted to the validation set. By conditioning on the new training data Ω0, we fix hˆ, and
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thereby this setting is the same as the standard MAR data setting of the previous subsection, where
g(X,Y ) = `(hˆ(X), Y ). The test error is then estimated according to (6), and denote this estimator,
E˜.
Corollary 2. Suppose that the losses have finite conditional variance, V[`(hˆ(X), Y )|X] < v2 for
almost all X, and that the test set and training set covariate measures, µ0, µ1, satisfy Assumptions
1, 2 with η(X) = E[`(hˆ(X), Y )|X]. The 1NN imputation of the test losses from the validation set is
consistent for test risk (recall that M = 0 is a test point),
E˜ → E[`(hˆ(X), Y )|M = 0],
in probability as |Ω1|, |ΩC | → ∞ (the validation and test set increase) with |Ω1|/|ΩC |2 → 0.
Cor. 2 is a restatement of Cor. 1 in this context. When h(X) is bounded, then the assumed
variance bound holds in the classification setting (with misclassification error), and for squared error
loss with noise that has finite fourth moment. One can use folds to cross-validate with 1NN weighting
by repeating the above process over training folds and averaging their results.
5.2 Domain adaptation with 1NN weighting
Adapting one’s predictors to the test population is called domain adaptation or transfer learning.
Instead of relying on a predictor that is unaware of the covariate shift, we will consider modifying
the predictor in order to ensure that the result is adapted to the test population. We would like to
select a predictor that minimizes the true risk (expected loss) for the test population,
R0(h) := E[`(h(X), Y )|M = 0] = E
[
f0(X)
f1(X)
· `(h(X), Y )|M = 1
]
,
for h ∈ H where H is a set of predictors. [27] proposes estimating a surrogate for the density
ratio f0/f1, and then use inverse probability weighting with a plug-in estimate of the density ratio.
Instead, we propose to estimate the risk by using a 1NN weighted estimate on the test set to obtain
a shift-aware training set, and use this to train the predictor by minimizing the new risk estimate.
Domain adaptation requires us to augment the training process when we have detected that
covariate shift has taken place. Naturally, we replace the empirical measure of the training set
with the 1NN measure. To prove that this process is correct, we will require a uniform law of
large numbers for the 1NN measure. It is certain that such a uniform law will not hold for all
function classes, as is the case in empirical process theory. A (weak) 1NN Glivenko-Cantelli
class (1NN-GC) (for measures µ0, µ1) is a function class F such that
sup
η∈F
∣∣∣∣Q1η − ∫ ηdµ0∣∣∣∣→ 0, (7)
in probability as the number of samples from µ1 increase.
For domain adapted training, we impute the test points (ΩC) with the training points (Ω), then
we can compute a 1NN empirical risk
R1NN(h) =
1
|ΩC |
∑
i∈ΩC
`(h(Xji), Yji),
where ji ∈ Ω is the 1NN of the test point i ∈ ΩC . As in empirical risk minimization, we select
the predictor that minimizes this functional, hˆ ∈ arg min{R1NN(h) : h ∈ H}. As before, we use
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η(X) = E[`(h(X), Y )|X], and denote N as the class of η generated by h ∈ H. In this paper we
will not address the portion of the risk that is dependent on Y . We anticipate that this will require
uniform entropy conditions on the class of losses, which would arise from VC theory, for example.
Instead, let’s focus on the excess risk that is a direct result of the 1NN imputation,
|E [R1NN(h)|X]−R0(h)| ≤
∣∣∣∣∣ 1|ΩC |∑
i/∈Ω
η(X˜i)−
∫
ηdµ0
∣∣∣∣∣ ,
where X refers to all covariates. The RHS is bounded by the quantity in (7), so if N is a 1NN-GC
class then this component of the excess risk is diminishing.
We can see that classes that are bracketing are 1NN-GC classes. Specifically, let an -bracket be
a set of µ0-measurable functions {lj , uj}Bj=1 such that
∫
(uj − lj)dµ0 ≤  and for all η ∈ H we have
that lj(X) ≤ η(X) ≤ uj(X) almost surely for some j. Let N[](,H, µ0) be the minimal B such that
there exists an -bracket.
Corollary 3. Suppose that N[](,N , µ0) <∞ for any , then N is (weak) 1NN-Glivenko Cantelli.
6 Discussion
The 1NN measure is a natural object to study as it can be applied to any situation in which we want
to approximate the action of one distribution with samples from another. We anticipate that this
result will be useful in other contexts. We have proven that 1NN importance weighting, as described
in (6), is a consistent estimator for moments over the missing population. This method should be
seen as another form of importance weighting and not an imputation method (even though in some
instances it is equivalent to imputation and then estimating moments). Imputation can be a fraught
activity, because releasing imputed data may lead researchers to compute statistics that are not
necessarily valid.
Much research on the use of 1NN weighting is left open by this work, and we only touch on its
uses for missing data and covariate shift. For example, we do not estimate standard errors of our
estimates in any way in this paper, and we reserve this for future work. We have only introduced the
use of 1NN imputation for domain adaptation, and a complete theoretical and empirical analysis of
this method remains to be done.
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A Lemmata
Lemma 4 ([4] Lemma 9.1). Suppose that X,X1, . . . , Xn are drawn iid from a measure with a density
in Rp. Let g : Rp → R be a Borel measurable function such that E|g(X)|q <∞. Then
E|g(X(1)(X))|q ≤ γpE|g(X)|q,
where γp is a universal constant depending on dimension p.
Lemma 5 (Stone’s Lemma, [25]; [4] Lemma 10.7). Suppose that X,X1, . . . , Xn are drawn iid from µ
(a measure over the Borel σ-field on Rp), and let X(k)(X) denote the kNN of X within X1, . . . , Xn.
Let v1, . . . , vn denote a probability weight vector such that v1 ≥ . . . ≥ vn. Let g : Rp → R be a Borel
measurable function such that E|g(X)| <∞. Then
E
n∑
k=1
vk|g(X(k)(X))| ≤ 2γpE|g(X)|,
where γp is the minimum number of cones of angle pi/12 that cover Rp.
Lemma 6 ([4] Lemma 10.2). Suppose that X,X1, . . . , Xn are drawn iid from µ (a measure over
the Borel σ-field on Rp), and let X(k)(X) denote the kNN of X within X1, . . . , Xn. Let q ≥ 1, and
g : Rp → R be a Borel measurable function such that E|g(X)|q < ∞. Suppose that the following
conditions hold:
(i) There is a C such that for every Borel measurable g, for all n ≥ 1,
E
(
n∑
i=1
|Wni(X)||g(Xi)|
)
≤ CE|g(X)|.
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(ii) There is a constant D ≥ 1 such that for all n ≥ 1,
P
{
n∑
i=1
|Wni(X)| ≤ D
}
= 1.
(iii) For all a > 0,
n∑
i=1
|Wni(X)|1{‖Xi −X‖ > a} → 0 in probability.
Then
E
∣∣∣∣∣
n∑
i=1
Wni(X) (g(Xi)− g(X))
∣∣∣∣∣
q
→ 0.
Lemma 7. Suppose that X,X1, . . . , Xn are drawn iid from µ (a measure over the Borel σ-field on
Rp), and let X(k)(X) denote the kNN of X within X1, . . . , Xn. Let q ≥ 1, and g : Rp → R be a
Borel measurable function such that E|g(X)|q <∞, then
E
∣∣g(X(1)(X))− g(X(2)(X))∣∣q → 0.
Proof. Let Wni(X) =
1
2 (1{X(1)(X) = Xi} − 1{X(2)(X) = Xi}), then letting v1 = 1/2, v2 = 1/2 we
see that condition (i) in Lemma 6 holds by Lemma 5. (ii) holds trivially by selecting D = 1. (iii)
holds by Lemma 2.2 in [4] which states that for x ∈ supp(µ), ‖X(k) − x‖ → 0 almost surely (for
k/n→ 0).
B Proof of Corollaries 1, 3.
Proof of Cor. 1. Throughout, let X[N ] denote the random variables X1, . . . , XN . Let m = N − n
and Nj =
∑
i 1{ji = j} (which marginally has Binomial(m,µ0(Sj)) distribution). Then
V
[
G˜|X[N ]
]
=
1
m2
∑
j
N2j V[g(Xj , Yj)|X[N ]] ≤ v2
∑
j
N2j
m2
. (8)
The second moment of the Binomial yields,
E
∑
j
N2j |X[n]
 = ∑
j
m2µ0(Sj)
2 +m
∑
j
µ0(Sj) =
∑
j
µ0(Sj)
2 +
1
m
,
because
∑
j µ0(Sj) = 1. By Theorem 2,
lim sup
n→∞
nE
∑
j
µ0(Sj)
2|X[n]
 ≤ 2 1
n
∑
j
f0(Xj)
f1(Xj)
.
and the RHS has expectation 2. We can establish dominated convergence by
E
∑
j
µ0(Sj)
2|X[n]
 ≤ E
∑
j
µ0(Sj)|X[n]
 = 1.
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Hence,
lim
n→∞E
∑
j
µ0(Sj)
2
 = 0.
Thus, by (8),
lim
n,m→∞E
[
V
[
G˜|X[N ]
]]
= 0.
Denote,
G¯ := E
[
G˜|X[N ]
]
=
1
m
∑
j
Njη(Xj).
Notice that
E[G¯|X[n]] =
∑
j
µ0(Sj)η(Xj) = Q1(η).
And by Theorem 3,
V
[
E[G¯|X[n]]
]→ 0.
Then we can use the Efron-Stein inequality to bound E[V[G¯|X[n]]]. Let X ′i be an iid copy of Xi for
i ∈ [N ]\[n], and G¯(i) be the random variable derived by replacing Xi ← X ′i. Then by E-S inequality,
V[G¯|X[n]] ≤ 1
2
∑
i
E[G¯− G¯(i)]2. (9)
Let j′i be the new index of the 1NN for X
′
i within [n]. Then
G¯− G¯(i) = 1
m
(
η(Xji)− η(Xj′i)
)
.
Thus,
E
[
(G¯− G¯(i))2|X[n]
]
=
1
m2
∑
j,j′
µ0(Sj)µ0(Sj′) (η(Xj)− η(Xj′))2
=
2
m2

∑
j
µ0(Sj)η(Xj)
2
−
∑
j
µ0(Sj)η(Xj)
2

≤ 2
m2
∑
j
µ0(Sj)η(Xj)
2
 = 2
m2
Q1(η2).
By (9),
V[G¯|X[n]] ≤ n
m2
E[Q1(η2)].
By Theorem 2,
min
n→∞E[Q1(η
2)] =
∫
η2dµ0 <∞,
by applying Ho¨lder’s inequality (we know that the 2q1 moment exists with q1 ≥ 1). So as long as
n/m2 → 0,
lim
n,m→∞E
[
V[G¯|X[n]]
]
= 0.
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We conclude by noting that
V[G˜] = E[V[G¯|X[n]]] + V
[
E[G¯|X[n]]
]
+ E
[
V
[
G˜|X[N ]
]]
.
Proof of Cor. 3. Let µ0(η) =
∫
ηdµ0, then for fixed  > 0,
sup
η
|(Q1 − µ0)η| ≤ max
j
|(Q1 − µ0)uj |+ |µ0(uj − η)| ≤ max
j
|(Q1 − µ0)uj |+ .
By letting |Ω|, |ΩC | → ∞ we have that maxj(Q1 − µ0)uj → 0. Thus, because  was arbitrary, we
have our result.
B.1 Proof of Lemma 2
Proof of Lemma 2. Throughout, let C be some constant and x be a Lebesgue point as in Lemma 1
(for µ1) within supp(µ0). Let X0 ∼ µ0 and notice that
E[µ0(S1)|X1 = x] = P{X0 ∈ S1|X1 = x} = P {∩ni=2 {Xi /∈ B(X0, ‖X0 − x‖)}} = E
[
(1− Z(x))n−1] ,
where Z(x) = µ1(B(X0, ‖X0 − x‖)). By integration by parts,
nE
[
(1− Z(x))n−1] = n ∫ 1
0
P
{
(1− Z(x))n−1 > u} du = n(n− 1)∫ 1
0
P {Z(x) ≤ z} (1− z)n−2dz.
By the Lebesgue differentiation theorem,
lim
δ→0
sup
x0:‖x−x0‖≤δ
∣∣∣∣µ0(B(x, ‖x0 − x‖))λ(B(x, ‖x0 − x‖)) − f0(x)
∣∣∣∣ = 0.
Notice that if ‖x0 − x‖ → 0, the sets, B(x0, ‖x0 − x‖) converges regularly to x, in the sense that
B(x0, ‖x0 − x‖) ⊆ B(x, 2‖x0 − x‖),
and by the doubling property of λ,
λ(B(x0, ‖x0 − x‖)) ≥ Cpλ(B(x, 2‖x0 − x‖)),
where Cp is a constant based on dimension, p. Hence,
sup
x0:‖x0−x‖≤δ
∣∣∣∣µ1(B(x0, ‖x0 − x‖))λ(B(x0, ‖x0 − x‖)) − f1(x)
∣∣∣∣
≤ sup
x0:‖x0−x‖≤δ
∫
B(x0,‖x−x0‖) |f1(x′)− f1(x)|dx′
λ(B(x0, ‖x0 − x‖))
≤ 1
Cpλ(B(x, 2δ))
∫
B(x,2δ)
|f1(x′)− f1(x)|dx′ → 0,
as δ → 0 again by the LDT. Because λ(B(x, ‖x0 − x‖)) = λ(B(x0, ‖x0 − x‖)) we have that,
lim
δ→0
sup
x0:‖x0−x‖≤δ
∣∣∣∣µ1(B(x0, ‖x0 − x‖))µ0(B(x, ‖x0 − x‖)) − f1(x)f0(x)
∣∣∣∣ = 0. (10)
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For γ > 0 let δ be such that for any x0 with ‖x0 − x‖ ≤ δ,
(1 + γ)−1
f1(x)
f0(x)
≤ µ1(B(x0, ‖x0 − x‖))
µ0(B(x, ‖x0 − x‖)) ≤ (1− γ)
−1 f1(x)
f0(x)
.
Let η ∈ (0, 1) guaranteed in Lemma 1 (ii) based on x, δ.
n(n− 1)
∫ 1
η
P{Z(x) ≤ z}(1− z)n−2dz ≤ n(1− η)n−1 → 0,
as n→∞.
Thus, if we denote Z0(x) = µ0(B(x, ‖X0 − x‖)),
n(n− 1)
∫ η
0
P
{
f1(x)
f0(x)
Z0(x) < (1− γ)z
}
(1− z)n−2dz
≤ n(n− 1)
∫ η
0
P{Z(x) < z}(1− z)n−2dz
≤ n(n− 1)
∫ η
0
P
{
f1(x)
f0(x)
Z0(x) < (1 + γ)z
}
(1− z)n−2dz.
Because Z0(x) follows a uniform(0, 1) distribution then
lim
n→∞n(n− 1)
∫ η
0
P
{
f1(x)
f0(x)
Z0(x) < (1 + γ)z
}
(1− z)n−2dz
= lim
n→∞
(
f0(x)
f1(x)
(1 + γ)
)
n(n− 1)
∫ η
0
z(1− z)n−2dz ≤ f0(x)
f1(x)
(1 + γ),
for n→∞. Similarly,
lim
n→∞n(n− 1)
∫ η
0
P
{
f1(x)
f0(x)
Z0(x) < (1− γ)z
}
(1− z)n−2dz ≥ f0(x)
f1(x)
(1− γ).
Hence, by setting γ arbirarily small,
lim
n→∞n(n− 1)
∫ η
0
P{Z(x) < z}(1− z)n−2dz = f0(x)
f1(x)
.
In order to establish (4), we will follow a similar procedure. Let X0, X
′
0 ∼ µ0 independently.
E[µ20(S1)|X1 = x] = P{X0, X ′0 ∈ S1|X1 = x}
= P {∩ni=2 {Xi /∈ B(X0, ‖X0 − x‖) ∪B(X ′0, ‖X ′0 − x‖)}} = E
[
(1− Z2(x))n−1
]
,
where Z2(x) = µ1(B(X0, ‖X0 − x‖) ∪B(X ′0, ‖X ′0 − x‖)). Define
Z˜2(x) := max{µ1(B(X0, ‖X0 − x‖)), µ1(B(X ′0, ‖X ′0 − x‖))},
then Z2(x) ≥ Z˜2(x). As before, by integration by parts,
nE
[
(1− Z2(x))n−1
]
= n(n− 1)
∫ 1
0
P {Z2(x) ≤ z} (1− z)n−2dz
≤ n(n− 1)
∫ 1
0
P
{
Z˜2(x) ≤ z
}
(1− z)n−2dz.
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By (10), for any γ > 0 we can select a δ such that for any x0, x
′
0 ∈ B(x, δ),
(1 + γ)−1
f1(x)
f0(x)
≤ max{µ1(B(x0, ‖x0 − x‖)), µ1(B(x
′
0, ‖x′0 − x‖))}
max{µ0(B(x, ‖x0 − x‖)), µ0(B(x, ‖x′0 − x‖))}
Let η be selected as before,∫ η
0
P
{
Z˜2(x) ≤ z
}
(1− z)n−2dz ≤
∫ η
0
P
{
f1(x)
f0(x)
Z3(x) ≤ (1 + γ)z
}
(1− z)n−2dz
where Z3(x) = max{µ0(B(x, ‖X0 − x‖)), µ0(B(x, ‖X ′0 − x‖))}. The elements in the maximum are
independent uniform(0, 1) random variables, and so the maximum has a
√
U distribution for uniform
U . ∫ η
0
P
{
f1(x)
f0(x)
Z3(x) ≤ (1 + γ)z
}
(1− z)n−2dz ≤
∫ 1
0
(
f0(x)
f1(x)
)2
(1 + γ)2z2(1− z)n−2dz
=
(
(1 + γ)
f0(x)
f1(x)
)2
2
n(n+ 1)(n− 1) .
Also, as before
n2(n− 1)
∫ 1
η
P
{
Z˜2(x) ≤ z
}
(1− z)n−2dz → 0.
Finally, by setting γ arbitrarily small
lim sup
n→∞
n2(n− 1)
∫ 1
0
P
{
Z˜2(x) ≤ z
}
(1− z)n−2dz ≤ 2
(
f0(x)
f1(x)
)2
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