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a b s t r a c t
In this paper, we rigorously show the existence of multiple positive periodic solutions for
a system of the first order nonautonomous differential equations in the form of{
x˙ = xF1(t, x, y),
y˙ = yF2(t, x, y).
The proof relies on some analytical techniques and coincidence degree theory. As an
application, we study two classes of biological population models, both of which have at
least four positive periodic solutions.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we are concerned with the following first order nonautonomous differential system:{
x˙(t) = x(t)F1(t, x(t), y(t)),
y˙(t) = y(t)F2(t, x(t), y(t)), (1.1)
where Fi : R× R2 to R (i = 1, 2) is continuous, and ω-periodic with respect to the first variable.
Various types of two-dimensional biological population models can be obtained from system (1.1) by taking different
forms of Fi(t, x(t), y(t)) (i = 1, 2). Some typical models are given as follows:
The competitive population system:{
x˙(t) = x(t)(a1(t)− b1(t)x(t)− c1(t)y(t)),
y˙(t) = y(t)(a2(t)− b2(t)x(t)− c2(t)y(t)),
the competitive population system with functional response:
x˙(t) = x(t)
(
a1(t)− b1(t)x(t)− c1(t)y(t)d1(t)+ x(t)
)
,
y˙(t) = y(t)
(
a2(t)− b2(t)y(t)− c2(t)x(t)d1(t)+ x(t)
)
,
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the competitive system with exploited terms:{
x˙(t) = x(t)(a1(t)− b1(t)x(t)− c1(t)y(t))− h1(t),
y˙(t) = y(t)(a2(t)− b2(t)x(t)− c2(t)y(t))− h2(t),
the predator–prey system:{
x˙(t) = x(t)(a1(t)− b1(t)x(t)− c1(t)y(t)),
y˙(t) = y(t)(−a2(t)− b2(t)y(t)+ c2(t)x(t)),
the predator–prey system with exploited terms:{
x˙(t) = x(t)(c1(t)− c2(t)x(t)− c3(t)y(t))− h(t),
y˙(t) = y(t)(−d1(t)− d2(t)y(t)+ d3(t)x(t))− k(t),
the predator–prey system with functional response:
x˙(t) = x(t)
(
a1(t)− b1(t)x(t)− c1(t)y(t)d1(t)+ x(t)
)
,
y˙(t) = y(t)
(
−a2(t)− b2(t)y(t)+ c2(t)x(t)d1(t)+ x(t)
)
,
the ratio-dependent predator–prey system with exploited terms:
x˙(t) = x(t)
(
a1(t)− b1(t)x(t)− c1(t)y(t)x(t)+ d1(t)y(t)
)
− h1(t),
y˙(t) = y(t)
(
−a2(t)+ c2(t)x(t)x(t)+ d1(t)y(t)
)
− h2(t),
the predator–prey system with functional response and exploited terms:
x˙(t) = x(t)
(
a1(t)− b1(t)x(t)− c1(t)y(t)d1(t)x(t)+ y(t)
)
− h(t),
y˙(t) = y(t)
(
−a2(t)− b2(t)y(t)+ c2(t)x(t)d1(t)x(t)+ y(t)
)
− k(t),
and the predator–prey system with Beddington–Deangelis functional response:
x˙(t) = x(t)
(
a(t)− b(t)x(t)− c(t)y(t)
α(t)+ β(t)x(t)+ γ (t)y(t)
)
,
y˙(t) = y(t)
(
−d(t)+ f (t)x(t)
α(t)+ β(t)x(t)+ γ (t)y(t)
)
− h(t),
where the coefficients are all positive continuous ω-periodic functions. These biological population models have been
investigated widely, for example, see [1–6] and the references therein.
In the recent years, coincidence degree theory has been developed a powerful and effective tool to study the existence of
periodic solutions. Many good results have been obtained, for example, see [5–9]. Recently combined with some analytical
techniques, coincidence degree theory has been applied to detect the multiplicity of periodic solutions for a system of
differential equations which has always been a difficult research subject. But references are very scarce; see [3]. To the
best of our knowledge, the multiplicity of periodic solutions of system (1.1) has not been investigated. In this paper, by
combining with coincidence degree theory, we develop a new rigorous analytical technique to investigate the existence of
multiple periodic solutions to system (1.1). The obtained results can determine the existence of multiple periodic solutions
for some biological models as mentioned above.
We organize this paper as follows. In Section 2, we rigorously derive the existence conditions for multiple positive
periodic solutions of system (1.1). In Section 3, the obtained results in Section 2 are used to check the existence of four
positive periodic solutions of two kinds of biological population models.
2. Positive periodic solutions of system (1.1)
We recall some basic tools in the frame work of Mawhin’s coincidence degree [10] that will be used to investigate the
existence of periodic solutions.
Let X , Z be Banach spaces, L: Dom L ⊂ X → Z be a linearmapping andN : X → Z be a continuousmapping. Themapping
Lwill be called a Fredholm mapping of index zero if dim Ker L = codim Im L <∞ and Im L is closed in Z . If L is a Fredholm
mapping of index zero, then there exist continuous projectors P : X → X and Q : Z → Z such that Im P = Ker L and Im
L = Ker Q = Im (I − Q ). It follows that L /Dom L∩Ker P : (I − P)X → Im L is invertible. We denote the inverse of the map
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L /Dom L∩Ker P by Kp. IfΩ is an open bounded subset of X , themappingN will be called L-compact on Ω¯ if (QN)(Ω¯) is bounded
and Kp(I − Q )N : Ω¯ → X is compact. Since Im Q is isomorphic to Ker L, there exists an isomorphism J: Im Q → Ker L.
Now we state the Mawhin continuation theorem.
Lemma 2.1 (Continuation Theorem). Let L be a Fredholm mapping of index zero and N be L-compact on Ω¯ . Suppose
(a) Lx 6= λN(x),∀ λ ∈ (0, 1), x ∈ ∂Ω;
(b) QN(x) 6= 0,∀ x ∈ Ker L ∩ ∂Ω;
(c) deg(JQNx,Ω ∩ Ker L, 0) 6= 0.
Then Lx = Nx has at least one solution in Dom L ∩ Ω¯ .
Our main results in this paper are stated as follows:
Theorem 2.1. Assume that the following conditions hold:
(i) There exist two positive constants A and B with B < A such that
max
t∈[0,ω]
F1(t, ex, ey) < 0, when x ≥ A or x ≤ B;
(ii) There exist two positive constants D and C with D < C such that
max
t∈[0,ω]
F2(t, ex, ey) < 0, when y ≥ C or y ≤ D, B < x < A;
(iii) There exist two positive constants l± with B < l− < l+ < A such that
min
t∈[0,ω] F1(t, e
x, ey) > 0, when l− ≤ x ≤ l+, D < y < C;
(iv) There exist two positive constants u± with D < u− < u+ < C such that
min
t∈[0,ω] F2(t, e
x, ey) > 0, when u− ≤ y ≤ u+, B < x < A.
Then system (1.1) has at least four positive ω-periodic solutions.
Proof. We first need to make the change of variables:
x(t) = eu1(t), y(t) = eu2(t), (2.1)
then system (1.1) can be rewritten as{
u′1(t) = F1(t, eu1(t), eu2(t)),
u′2(t) = F2(t, eu1(t), eu2(t)). (2.2)
Let
X = {u = (u1, u2)T ∈ C(R, R2) : u(t + ω) = u(t)} = Z .
Define
‖u‖ = max
t∈[0,ω]
|u1(t)| + max
t∈[0,ω]
|u2(t)|, u ∈ X .
Equipped with the above norm ‖ · ‖, it is obvious that X and Z are Banach spaces. Let us define the operators:
N : X → Z by
Nu =
(
f1(t)
f2(t)
)
=
(
F1(t, eu1(t), eu2(t))
F2(t, eu1(t), eu2(t))
)
, u ∈ X
and L : Dom L = C1(R, R2)⋂ X → Z by
Lu = u′ = du(t)
dt
.
By introducing the continuous projectors:
Pu = 1
ω
∫ ω
0
u(t)dt, u ∈ X and Qz = 1
ω
∫ ω
0
z(t)dt, z ∈ Z,
we easily know that Ker L = R2, Im L = {z ∈ Z : ∫ ω0 z(t)dt = 0} is closed in Z, dimKer L = 2 = codim Im L and
Im P = Ker L, KerQ = Im L = Im(I − Q ). Hence, L is a Fredholm mapping of index zero. Furthermore, the generalised
inverse (to L) KP : Im L→ Ker P ∩ Dom L is given by
Kp(z) =
∫ t
0
z(s)ds− 1
ω
∫ ω
0
∫ s
0
z(t)dtds.
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Then, we have
QNu =

1
ω
∫ ω
0
f1(s)ds
1
ω
∫ ω
0
f2(s)ds

and
Kp(I − Q )Nu =

∫ t
0
f1(s)ds− 1
ω
∫ ω
0
∫ t
0
f1(s)dsdt +
(
1
2
− t
ω
)∫ ω
0
f1(s)ds∫ t
0
f2(s)ds− 1
ω
∫ ω
0
∫ t
0
f2(s)dsdt +
(
1
2
− t
ω
)∫ ω
0
f2(s)ds
 .
Evidently, QN and Kp(I − Q )N are continuous and QN(Ω¯) is bounded. It is not difficult to show that Kp(I − Q )N(Ω¯) is
compact for any open bounded set Ω ⊂ X by using the Arzela–Ascoli theorem. Thus, N is L-compact on Ω¯ with any open
bounded setΩ ⊂ X .
Corresponding to the operator equation Lx = λNx, λ ∈ (0, 1), we have{
u′1(t) = λf1(t),
u′2(t) = λf2(t).
(2.3)
Assume that u ∈ X is a solution of system (2.3) for some λ ∈ (0, 1). Then there exist ξi, ηi ∈ [0, ω] such that
ui(ξi) = max
t∈[0,ω]
ui(t), ui(ηi) = min
t∈[0,ω] ui(t), i = 1, 2.
It is clear that u′i(ξi) = 0, u′i(ηi) = 0, i = 1, 2. From this and system (2.3), we obtain{
f1(ξ1) = 0, (a)
f2(ξ2) = 0 (b) (2.4)
and {
f1(η1) = 0, (a)
f2(η2) = 0. (b) (2.5)
Eq. (2.4)(a) implies
max
t∈[0,ω]
F1(t, eu1(ξ1), eu2(ξ1)) ≥ f1(ξ1) = 0,
from which, together with condition (i) in Theorem 2.1, we obtain
B < u1(ξ1) < A. (2.6)
From (2.5)(a) it follows that
max
t∈[0,ω]
F1(t, eu1(η1), eu2(η1)) ≥ f1(η1) = 0,
from which, together with condition (i) in Theorem 2.1, we have
B < u1(η1) < A. (2.7)
By Eq. (2.4)(b), we obtain
max
t∈[0,ω]
F2(t, eu1(ξ2), eu2(ξ2)) ≥ f2(ξ2) = 0,
from which, together with condition (ii) in Theorem 2.1, we have
D < u2(ξ2) < C . (2.8)
Eq. (2.5)(b) leads to
max
t∈[0,ω]
F2(t, eu1(η2), eu2(η2)) ≥ f2(η2) = 0,
from which, together with condition (ii) in Theorem 2.1, we obtain
D < u2(η2) < C . (2.9)
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From (2.6)–(2.9) it follows that, for ∀ t ∈ [0, ω],
B < u1(t) < A, (2.10)
and
D < u2(t) < C . (2.11)
Eq. (2.4)(a) also implies
min
t∈[0,ω] F1(t, e
u1(ξ1), eu2(ξ1)) ≤ f1(ξ1) = 0,
from which, together with condition (iii) in Theorem 2.1, we have
u1(ξ1) > l+ or u1(ξ1) < l−. (2.12)
From (2.5)(a), a parallel argument to (2.12) gives
u1(η1) > l+ or u1(η1) < l−. (2.13)
By Eq. (2.4)(b), we also obtain
min
t∈[0,ω] F2(t, e
u1(ξ2), eu2(ξ2)) ≤ f2(ξ2) = 0, (2.14)
from which, together with condition (iv) in Theorem 2.1, we have
u2(ξ2) > u+ or u2(ξ2) < u−. (2.15)
From (2.5)(b), a parallel argument to (2.15) gives
u2(η2) > u+ or u2(η2) < u−. (2.16)
From (2.10), (2.12), (2.13) and condition (iii), we can obtain, for ∀ t ∈ [0, ω],
l+ < u1(t) < A or B < u1(t) < l−. (2.17)
In fact, we only need to prove that if u1(η1) < l−, then u1(ξ1) < l−. Otherwise, there must exist t0 ∈ [0, ω] such that
u1(t0) = l− and u′1(t0) ≤ 0. From this and condition (iii), it follows that u1(t0) = l− > l+ or l− < l−. Obviously, this is a
contradictive result. Hence (2.17) is true.
Similarly, from (2.11), (2.15), (2.16) and condition (iv), we have, for ∀ t ∈ [0, ω],
u+ < u2(t) < C or D < u2(t) < u−. (2.18)
It is easily seen that constants l±, u±, A, B, C,D are independent of λ. Now let
Ω1 = {u = (u1, u2)T ∈ X : u1(t) ∈ (B, l−), u2(t) ∈ (D, u−)},
Ω2 = {u = (u1, u2)T ∈ X : u1(t) ∈ (B, l−), u2(t) ∈ (u+, C)},
Ω3 = {u = (u1, u2)T ∈ X : u1(t) ∈ (l+, A), u2(t) ∈ (u+, C)},
and
Ω4 = {u = (u1, u2)T ∈ X : u1(t) ∈ (l+, A), u2(t) ∈ (D, u−)}.
It is clear that set Ωi (i = 1, 2, 3, 4) is bounded open subset of X and Ωi ∩ Ωj = φ, i 6= j, i, j = 1, 2, 3, 4, and
Ωi (i = 1, 2, 3, 4) satisfies (a) in Lemma 2.1.
Now we show that (b) in Lemma 2.1 holds. Suppose it is not true, then there exists u ∈ ⋃4i=1(∂Ωi⋂ R2) such that
QNu = (0, 0)T , that is
1
ω
∫ ω
0
F1(s, eu1 , eu2)ds = 0,
1
ω
∫ ω
0
F2(s, eu1 , eu2)ds = 0.
By this, similar to the arguments of (2.17) and (2.18), we have
l+ < u1 < A or B < u1 < l−
and
u+ < u2 < C or D < u2 < u−.
Thus u ∈⋃4i=1(Ωi⋂ R2). This contradicts the hypothesis. Therefore, (b) in Lemma 2.1 is satisfied.
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Finally, we show that (c) in Lemma 2.1 holds. To this end, we define a mapping φ : Dom L× [0, 1] → X by
φ(u1(t), u2(t), µ) = µ

1
ω
∫ ω
0
F1(t, eu1(t), eu2(t))dt
1
ω
∫ ω
0
F2(t, eu1(t), eu2(t))dt
+ (1− µ)(−A1 − A2e2u1(t) + A3eu1(t)−B1 − B2e2u2(t) + B3eu2(t)
)
,
where µ ∈ [0, 1] is a parameter, Ai, Bi (i = 1, 2, 3, 4) are some positive constants such that
A23 > 4A1A2, B
2
3 > 4B1B2,
eB <
A3 −
√
A23 − 4A1A2
2A2
< el− < el+ <
A3 +
√
A23 − 4A1A2
2A2
< eA,
eD <
B3 −
√
B23 − 4B1B2
2A2
< eu− < eu+ <
B3 +
√
B23 − 4B1B2
2B2
< eC .
We need to prove that when u ∈ ⋃4i=1(∂Ωi⋂Ker L), φ(u1, u2, µ) 6= (0, 0)T . Otherwise, there is u ∈ ⋃4i=1(∂Ωi⋂Ker L)
such that φ(u1, u2, µ) = (0, 0)T , that is
µ
ω
∫ ω
0
F1(t, eu1 , eu2)dt + (1− µ)(−A1 − A2e2u1 + A3eu1) = 0, (a)
µ
ω
∫ ω
0
F2(t, eu1 , eu2)dt + (1− µ)(−B1 − B2e2u1 + B3eu2) = 0. (b)
(2.19)
We make the following claims.
Claim 1. u1 < A. Otherwise, u1 ≥ A. Then, by condition (i) in Theorem 2.1, we have,
if µ 6= 1, then
0 = µ
ω
∫ ω
0
F1(t, eu1 , eu2)dt + (1− µ)(−A1 − A2e2u1 + A3eu1)
≤ (1− µ)(−A1 − A2e2u1 + A3eu1) < 0.
This is a contradiction.
If µ = 1, then
0 = 1
ω
∫ ω
0
F1(t, eu1 , eu2)dt < 0,
which is also a contradiction. Hence, it follows that u1 < A.
Similar argument to Claim 1, we have
Claim 2. u1 > B.
Claim 3. u2 < C . Otherwise, u2 ≥ C . Then, by condition (ii) in Theorem 2.1, we have
if µ 6= 1, then
0 = µ1
ω
∫ ω
0
F2(t, eu1 , eu2)dt + (1− µ1)(−B1 − B2e2u2 + B3eu2)
< (1− µ)(−B1 − B2e2u2 + B3eu2) < 0.
This is a contradiction.
If µ = 1, then
0 = 1
ω
∫ ω
0
F2(t, eu1 , eu2)dt < 0.
This is also a contradiction. Thus, this claim is true.
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Similar argument to Claim 3, we have
Claim 4. u2 > D.
Claim 5. u1 > l+ or u1 < l−. Otherwise, l− ≤ u1 ≤ l+. Observing condition (iii) in Theorem 2.1, we have
if µ 6= 1, then
0 = µ
ω
∫ ω
0
F1(t, eu1 , eu2)dt + (1− µ)(−A1 − A2e2u1 + A3eu1)
> (1− µ)(−A1 − A2e2u1 + A3eu1) > 0.
This is a contradiction.
If µ = 1, then
0 = 1
ω
∫ ω
0
F1(t, eu1 , eu2)dt > 0,
which is also a contradiction. So Claim 5 holds.
By condition (iv), using the similar argument to Claim 5, we have
Claim 6. u2 < u− or u2 > u+.
From Claim 1–6, we have
B < u1 < l− or l+ < u1 < A
and
D < u2 < u− or u+ < u2 < C .
Thus u ∈⋃4i=1(Ωi⋂ ker L), which contradicts to u ∈⋃4i=1(∂Ωi⋂ ker L). The above discussion implies
φ(u1, u2, µ) 6= (0, 0)T , u ∈
4⋃
i=1
(
∂Ωi
⋂
Ker L
)
, λ ∈ [0, 1].
We know ker L = ImQ , by taking J = I , it follows from homotopy invariance that, for i = 1, 2, 3, 4,
deg{JQNu,Ωi ∩ Ker L, (0, 0)T } = deg{φ(u1, u2, 1),Ωi ∩ Ker L, (0, 0)T }
= deg{φ(u1, u2, 0),Ωi ∩ Ker L, (0, 0)T }
= deg{(−A1 − A2e2u1 + A3eu1 ,−B1 − B2e2u2 + B3eu2)T ,Ωi ∩ Ker L, (0, 0)T }.
Note that the following equations:{−A1 − A2e2u1 + A3eu1 = 0,
−B1 − B2e2u2 + B3eu2 = 0
have four distinct solutions:
(x∗1, y
∗
1) = (ln x−, ln y−), (x∗2, y∗2) = (ln x−, ln y+),
(x∗3, y
∗
3) = (ln x+, ln y−), (x∗4, y∗4) = (ln x+, ln y+),
where
x± =
A3 ±
√
A23 − 4A1A2
2A2
, y± =
B3 ±
√
B23 − 4B1B2
2B2
.
Obviously, (x∗i , y
∗
i ) ∈ Ωi, i = 1, 2, 3, 4.
By the direct computation, we have
deg{JQNu,Ωi ∩ Ker L, (0, 0)T } = sign
∣∣∣∣−2A2(x∗)2 + A3x∗ 00 −2B2(y∗)2 + B3y∗
∣∣∣∣
(x∗,y∗)=(ex∗i ,ey∗i )
= sign[(−2A2x∗ + A3)(−2B2y∗ + B3)]
(x∗,y∗)=(ex∗i ,ey∗i ),
which leads to
deg{JQNu,Ω1 ∩ Ker L, (0, 0)T } = sign
{√
A23 − 4A1A2
√
B23 − 4B1B2
}
= 1,
deg{JQNu,Ω2 ∩ Ker L, (0, 0)T } = sign
{
−
√
A23 − 4A1A2
√
B23 − 4B1B2
}
= −1,
deg{JQNu,Ω3 ∩ Ker L, (0, 0)T } = sign
{
−
√
A23 − 4A2A3
√
B23 − 4B1B2
}
= −1,
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and
deg{JQNu,Ω4 ∩ Ker L, (0, 0)T } = sign
{√
A23 − 4A1A2
√
B23 − 4B1B2
}
= 1.
This indicates that deg{JQNu,Ωi ∩ Ker L, (0, 0)T } 6= 0. Therefore, all the assumptions in Lemma 2.1 are satisfied for
Ωi (i = 1, 2, 3, 4). Then we conclude that Eq. (2.2) has at least four ω-periodic solutions. By (2.1), Eq. (1.1) have at least
four ω-periodic positive solutions. The proof is complete. 
Remark. Indeed there exist positive constants Ai and Bi (i = 1, 2, 3) used in the proof of Theorem 2.1. For example, we can
take
A1 = [el++l− + ε(el+ − el−)+ ε2]A2, A3 = (eu+ + eu−)A2
and
B1 = [eu++u− + ε(eu+ − eu−)+ ε2]B2, B3 = (eu+ + eu−)B2,
where A2 and B2 are any fixed positive constants, ε > 0 is small enough. All the desired inequalities can be obtained as
follows:
eB <
A3 −
√
A23 − 4A1A2
2A2
<
A3 −
√
A23 − 4A1A2
2A2
+ ε = el− < el+
=
A3 +
√
A23 − 4A1A2
2A2
− ε <
A3 +
√
A23 − 4A1A2
2A2
< eA,
eD <
B3 −
√
B23 − 4B1B2
2B2
<
B3 −
√
B23 − 4B1B2
2B2
+ ε = eu− < eu+
=
B3 +
√
B23 − 4B1B2
2B2
− ε <
B3 +
√
B23 − 4B1B2
2B2
< eC ,
A23 − 4A1A2 = [(el+− = el−)2 − 4ε(el+ − el−)− 4ε2]A22 > 0,
and
B23 − 4B1B2 = [(eu+ − eu−)2 − 4ε(eu+ − eu−)− 4ε2]B22 > 0.
3. Application to biological population models
In this section, we apply Theorem 2.1 to establish the existence of at least four positive periodic solutions for two kinds
of biological models. For the sake of convenience, we introduce some notations as follows:
f M = max
t∈[0,ω]
f (t), f l = min
t∈[0,ω] f (t),
where f is a continuous ω-periodic function.
Example 1. Consider the ratio-dependent predator–prey system with exploited terms:
x˙(t) = x(t)
(
a1(t)− b1(t)x(t)− c1(t)y(t)x(t)+ d1(t)y(t)
)
− h1(t),
y˙(t) = y(t)
(
−a2(t)+ c2(t)x(t)d1(t)y(t)+ x(t)
)
− h2(t),
(3.1)
where all coefficients in system (3.1) are positive continuous ω-periodic functions.
Corresponding to Theorem 2.1,
F1(t, ex, ey) = a1(t)− b1(t)ex − c1(t)e
y
ex + d1(t)ey − h1(t)e
−x
and
F2(t, ex, ey) = −a2(t)+ c2(t)e
x
d1(t)ey + ex − h2(t)e
−y.
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When x ≥ ln( aM1
bl1
)
def= A, we have
max
t∈[0,ω]
F1(t, ex, ey) ≤ aM1 − bl1ex − hl1e−x −
c l1e
y
ex + dM1 ey
< aM1 − bl1ex ≤ 0.
When x ≤ ln( hl1
aM1
)
def= B, it follows that
max
t∈[0,ω]
F1(t, ex, ey) < aM1 − hl1e−x ≤ 0.
When B < x < A and y ≥ ln( cM2 aM1
al2b
l
1d
l
1
)
def= C , then
max
t∈[0,ω]
F2(t, ex, ey) ≤ −al2 +
cM2 e
x
dl1ey + ex
− hl2e−y
< −al2 +
cM2 a
M
1
dl1b
l
1ey
< 0.
When B < x < A and y ≤ ln( hl2
cM2
)
def= D, then
max
t∈[0,ω]
F2(t, ex, ey) < cM2 − hl2e−y ≤ 0.
Furthermore, there exist two positive constants
l−
def= ln
a
l
1 − c
M
1
dl1
−
√(
al1 − c
M
1
dl1
)2
− 4bM1 hM1
2bM1
 and l+ def= ln
a
l
1 − c
M
1
dl1
+
√(
al1 − c
M
1
dl1
)2
− 4bM1 hM1
2bM1

satisfying B < l− < l+ < A. By simple computation, when D < y < C and l− < x < l+, we have
min
t∈[0,ω] F1(t, e
x, ey) ≥ al1 − bM1 ex −
cM1 e
y
ex + dl1ey
− hM1 e−x
> al1 − bM1 ex −
cM1
dl1
− hM1 e−x
= −e−x
(
hM1 − al1ex + bM1 e2x +
cM1
dl1
ex
)
> 0.
We can also find another two positive constants
u−
def= ln
 c
l
2 − aM2 − hM2 dM1 −
√
(c l2 − aM2 − hM2 dM1 )2 − 4aM2 dM1 h
M
2 a
M
1
bl1
2dM1 a
M
2

and
u+
def= ln
 c
l
2 − aM2 − hM2 dM1 +
√
(c l2 − aM2 − hM2 dM1 )2 − 4aM2 dM1 h
M
2 a
M
1
bl1
2dM1 a
M
2

satisfying B < l− < l+ < A. When B < x < A and u− < y < u+, a direct computation can derive
min
t∈[0,ω] F2(t, e
x, ey) ≥ −aM2 +
c l2e
x
dM1 ey + ex
− hM2 e−y
= −1
(dM1 ey + ex)ey
(hM2 d
M
1 e
y + hM2 ex − c l2ex+y + aM2 ey+x + aM2 dM1 e2y)
>
−1
(dM1 ey + ex)ey
[
aM2 d
M
1 e
2y + hM2 dM1 ey +
hM2 a
M
1
bl1
− (c l2 − aM2 )
hl1
aM1
ey
]
> 0.
To sum up, if
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(H1)
1 <
hl1
aM1
<
al1 − c
M
1
dl1
−
√(
al1 − c
M
1
dl1
)2
− 4bM1 hM1
2bM1
<
al1 − c
M
1
dl1
+
√(
al1 − c
M
1
dl1
)2
− 4bM1 hM1
2bM1
<
aM1
bl1
and
(H2)
1 <
hl2
cM2
<
c l2 − aM2 − hM2 dM1 −
√
(c l2 − aM2 − hM2 dM1 )2 − 4a
M
1 a
M
2 d
M
1 h
M
2
bl1
2aM2 d
M
1
<
c l2 − aM2 − hM2 dM1 +
√
(c l2 − aM2 − hM2 dM1 )2 − 4a
M
1 a
M
2 d
M
1 h
M
2
bl1
2aM2 d
M
1
<
cM2 a
M
1
al2b
l
1d
l
1
,
then all conditions in Theorem 2.1 are satisfied. Thus we have the following result:
Theorem 3.1. Assume that (H1) and (H2) hold. Then system (3.1) has at least four positive ω-periodic solutions.
Example 2. Consider the competitive population system with functional response and exploited terms:
x˙(t) = x(t)
(
a1(t)− b1(t)x(t)− c1(t)y(t)d1(t)+ x(t)
)
− k(t),
y˙(y) = y(t)
(
a2(t)− b2(t)y(t)− c2(t)x(t)d1(t)+ x(t)
)
− h(t),
(3.2)
where all coefficients in system (3.2) are positive continuous ω-periodic functions.
Corresponding to Theorem 2.1, we have
F1(t, ex, ey) = a1(t)− b1(t)ex − c1(t)e
y
d1(t)+ ex − k(t)e
−x
and
F2(t, ex, ey) = a2(t)− b2(t)ey − c2(t)e
x
d1(t)+ ex − h(t)e
−y.
Let
A = ln
(
aM1
bl1
)
, B = ln
(
kl
aM1
)
, C = ln
(
aM2
bl2
)
, D = ln
(
hl
aM2
)
,
l± = ln
a
l
1 − c
M
1 a
M
2
dl1b
l
2
±
√(
al1 − c
M
1 a
M
2
dl1b
l
2
)2
− 4kMbM1
2bM1

and
u± = ln
al2 − c l2 ±
√
(al2 − c l2)2 − 4bM2 hM
2bM2
 .
It is easily checked that if the following conditions hold
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(G1)
1 <
kl
aM1
<
al1 − c
M
1 a
M
2
bl2d
l
1
−
√(
al1 − c
M
1 a
M
2
bl2d
l
1
)2
− 4kMbM1
2bM1
<
al1 − c
M
1 a
M
2
bl2d
l
1
+
√(
al1 − c
M
1 a
M
2
bl2d
l
1
)2
− 4kMbM1
2bM1
<
aM1
bl1
and
(G2)
1 <
hl1
aM2
<
al2 − c l2 −
√
(al2 − c l2)2 − 4hMbM2
2bM2
<
al2 − c l2 +
√
(al2 − c l2)2 − 4hMbM2
2bM2
<
aM2
bl2
,
then all hypotheses in Theorem 2.1 are true. Therefore, we have the following theorem.
Theorem 3.2. Assume that (G1) and (G2) hold. Then system (3.2) has at least four positive ω-periodic solutions.
Finally, we want to point out that the method in this paper can be extended to deal with the multiplicity of periodic
solutions of n-dimensional systems (n > 2).
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