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EXECUTIVE SUMMARY 
America’s aging infrastructure systems are facing a significant challenge due to the limited 
renovation funding. Given the expanding capital gap, the American Society of Civil Engineers 
(ASCE) states that “fostering optimization of infrastructure investments for society” is one of the 
two grand civil engineering challenges in the 21st century. The most cost-effective strategy to 
improve the overall conditions of America’s road infrastructure is through the Preventive 
Maintenance, i.e., a planned treatment to an existing roadway system and its appurtenances before 
deficiencies develop. Making robust preventive maintenance decisions can be a nontrivial task, 
due to various factors that need to be considered in the calculation. Even in a small area, different 
sections of a road can be in varying conditions and under continuous changes. The temporal data 
of road damages are critical to the prediction of future performance. As a result, effective 
preventive decision-making requires large amounts of high-quality live data about the road 
pavement conditions, especially the critical damages that can lead to major maintenance problems. 
Road damage data is usually collected during the road inspection. The current practice of road 
inspection relies heavily on a manual process. Region 6 DOTs have published inspection standards 
such as Texas Pavement Management Information System Rater’s Manual to guide the manual 
inspection. However, the reliability of this manual inspection process is often affected by the 
potential evaluation bias of inspectors, the inconsistent evaluation criteria due to the subjective 
interpretation of the standards, and the limited inspection frequency and coverage due to the shortage 
of workforce. DOTs have also applied the automated sensing technologies in road damage 
inspection, such as LiDAR scanning, ground penetration radar, and imagery sensors. These sensing 
methods, although accurate and efficient, are often too expensive to deploy in a larger area to have 
a wide impact on the sustainability and resilience of Region 6 roads. 
To overcome the foreseeable challenges in system-level road maintenance decision-making, this 
study aims to test a method, system, and corresponding algorithms that predict major road damages 
based on running vehicles’ vibration data, via sensors built in most smartphones, to collect high 
resolution live data about road conditions for better preventive maintenance decision-making. The 
technical objectives include: (1) Develop and test a vehicle vibration-based road damage data 
collection system; (2) Model the relationship between vehicle vibrations and the ground truth of 
major road damages; (3) Validate and test the road damage detection model enabled by vehicle 
vibration patterns. 
This study will advance our knowledge about deep learning-enabled automated road damage 
inspection via a crowdsourcing system. The findings will enable the development of an intelligent 
and economic road condition evaluation method by monitoring the vibration patterns of running 
vehicles on the road. Based on that, decision-makers will be able to develop precise road 
deterioration models to predict the temporal change of conditions. It will ultimately help optimize 
the preventive maintenance activities to preserve the functional condition of the road system at the 
minimum cost, without significantly increasing the structural capacity. This has the potential to 
completely transform our current infrastructure maintenance science from an ad hoc to a more 
data-driven paradigm. In the same vein, the findings are expected to improve our understanding of 
the long-term durability of road infrastructure.  A large amount of empirical data collected in this 
study will help build the holistic view of road infrastructure system in the selected areas. The 
maintenance decision-making will be driven by the system science of all interdependent factors 
instead of local optimization. Eventually, this study will help promote societal efforts in citizen 
x 
science and engineering, i.e., relying on the intelligence of regular population (e.g., car drivers) in 
challenging engineering problems that machines cannot solve alone. 
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1. INTRODUCTION 
America’s aging infrastructure systems are facing a significant challenge due to the limited 
renovation funding. The estimated cost of fixing America’s failing infrastructure is $3.6 trillion by 
2020, with only 55% committed (1). Given the expanding capital gap, the American Society of 
Civil Engineers (ASCE) states that “fostering optimization of infrastructure investments for 
society” is one of the two grand civil engineering challenges in the 21st century (2). Among all the 
infrastructure systems, road infrastructure is the one that is most directly related to everybody’s 
daily life. Unfortunately, according to the latest Infrastructure Report Card (3), America’s road 
infrastructure only received a GPA of D. For Region 6, there are total 659,404 miles of public 
roads with average 22% in poor conditions (3). The Federal Highway Administration estimated 
that $170 billion in capital investment would be needed on an annual basis to significantly improve 
the conditions of road infrastructure (4). The deteriorating road condition is also the main 
contributor to traffic accidents. According to a US DOT report to Congress (5), in the US, 12.2% 
of auto accidents were attributed to the poor road conditions. In Region 6, the average high 
temperature in summers can present an additional challenge to the road condition: as illustrated in 
Figure 1, high temperature can speed up the pavement distress development, causing major road 
damages that may significantly affect driving comfort and safety (6).  
 
 
Figure 1. Region 6’s high temperature speeds up road damages, left: High temperature speeds up road damage (adapted 
from (6)), right: Typical road damages in high-temperature regions (source: internet). 
The most cost-effective strategy to improve the overall conditions of America’s road infrastructure 
is through the Preventive Maintenance, i.e., a planned treatment to an existing roadway system 
and its appurtenances before deficiencies develop (7). Empirical and laboratory data indicate that 
the development of pavement distress follows a predictable course (8). Based on the established 
knowledge of pavement distress development, preventive maintenance aims to preserve the system, 
retard deterioration, and maintain the functional condition of the system without significantly 
increasing the structural capacity (Figure 2) (9).   
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Figure 2. Preventive Maintenance is the most cost-effective way of preserving the existing road infrastructure (Adapted 
from (9)). 
However, making robust preventive maintenance decisions on a relatively large section of roads 
can be a nontrivial task, due to various factors that need to be considered in the calculation. Even 
in a small area, different sections of a road can be in varying conditions. More importantly, road 
damages are under continuous development and changes. Decision-makers must be able to identify 
the critical sections, predict the temporal deterioration of every section of the roads, and ultimately 
distribute limited resources in a holistic way to optimize the long-term performance of the entire 
system, instead of local sections. As a result, fast detection and notification of undesired road 
conditions (such as potholes and rutting) is in a pressing need in Region 6 to improve the durability, 
sustainability, resilience of the critical road infrastructure, and ultimately assist the government 
efforts in infrastructure renovation and improve driving comfort and safety for the general public. 
It requires large amounts of high-quality live data about the road pavement conditions. Specifically, 
we must address the following technical difficulties: 
1. How to collect high fidelity data of road pavement conditions in near real-time at the 
minimum cost (by leveraging existing technologies and hardware)? 
2. How to enable the precise and reliable detection of the major road damages using 
technologies that are easily accessible for the public? 
3. Following point 2, if the new technologies for road damage inspection are accessible 
for the public, how to leverage the concept of crowdsourcing to enable a participatory 
road inspection? 
4. Finally, how to validate and test the road damage inspection results based on the 
crowdsourced data? 
 
To address the technical challenges about intelligent and economic road inspection, this study aims 
to test an automated, crowdsourcing based approach that predicts road conditions based on running 
vehicles’ vibration data via sensors built in most smartphones. A cloud-based smartphone app was 
developed to deploy in regular vehicles to enable participatory crowdsourcing in road damage data 
collection. We recognize that the vehicle vibration data as an instrument for road damage detection 
is challenged by the low quality and variability of the collected data, as it can be affected by the 
different models, ages, conditions of the vehicles, as well as the varying driving behaviors of the 
drivers. As a result, we tested the use of the latest advances in Deep Learning methods, including 
Sparse Coding and Self-Taught Learning (STL) to deal with data quality issues. Evidence shows 
that Deep Learning is robust to low-quality (but potentially large amount) data.  Specifically, the 
3 
STL method has been proven to be effective when there is no enough labeled data for model 
training. The remainder of the report will introduce the background, methodology, and analysis 
results of the proposed method.
4 
2. OBJECTIVES 
The main objective of this research is to develop a participatory, economical and intelligent method 
that automatically predicts road damages based on the vibration patterns of vehicles running on 
the road, via sensors built in most smartphones of the daily drivers. By leveraging the power of 
numerous regular vehicles and Deep Learning technologies, the outcome of this research project 
will help optimize the maintenance decisions in Region 6, and significantly improve the durability, 
sustainability, and resilience of the roads in Region 6. The technical objectives include: 
 
Objective 1: Develop and test a vehicle vibration-based road damage data collection method 
using smartphones  
This research aims to leverage millions of regular vehicles to provide a significant amount of raw 
data that implies the rough information about road conditions. Vehicle vibration is closely related 
to the road condition and thus is a valuable data source for road damage detection. In order to 
reduce the technology cost, the vibration data collection was done with the personal smartphones 
of drivers. Most smartphones have built-in high-accuracy accelerometers and gyroscope sensors 
that can help recover the vibration patterns of the vehicles. Objective 1 will leverage the use of 
smartphones to collect road damage data, including imagery data of road damages and vehicle 
vibrations, for the model training. It also involves the labeling of specific road damages based on 
the imagery data to build the ground truth for model training. 
 
Objective 2: Model the relationship between vehicle vibrations and the ground truth of 
major road damages 
Classic vibration data classification methods rely on features extracted from the frequency 
domain, such as Spectrum Analysis. The challenge pertaining to the vehicle vibration data is the 
obvious noise contained in data– for example, different brands and conditions of vehicles, 
different weathers, different traffic conditions, and varying diving behaviors can all affect the 
quality and consistency of the collected data. As a result, the second objective is to analyze the 
data using the latest deep learning technologies, such as Sparse Coding. Evidence has shown that 
deep learning is very good at processing low-quality data if the data size is sufficient (10). The 
quality of vehicle vibration data is low in terms of telling the precise road conditions, but the 
amount of data can be dramatically attributed to the big number of vehicles running on roads. As 
a result, the noise contained in the raw data can be filtered out by leveraging the power of deep 
learning technologies and the big data size. 
 
Objective 3: Validate and test the road damage detection model enabled by vehicle vibration 
patterns 
Finally, we aim to collect direct evidence about the effectiveness and efficiency of the proposed 
vehicle vibration-based road inspection method in comparison with the existing methods. We will 
also discuss the methods of encouraging broader participation of the public in the crowdsourcing 
of road inspection data.  In order to enable the participation of a broader population, we developed 
a Cloud-based smartphone app that has the following features: 1) it does not require users to 
download and install the app; instead, users can use the built-in apps, such as web browsers 
available in most of the smartphones, to access the app. To achieve this objective, we will test the 
use of JavaScript that is characterized as dynamic, weakly typed, prototype-based and multi-
paradigm; and 2) it allows the users to upload and download collected data to a centralized cloud 
server automatically. A centralized server will help us better manage the dataset and avoid 
potential data missing and duplicate. 
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3. LITERATURE REVIEW 
3.1. Current Road Inspection Practices 
At present, road surface inspection in region 6 is usually done with a manual process, such as shown 
in Figure 3 (11). DOTs have published standard procedures for manual inspection (12), such as 
Texas Pavement Management Information System Rater’s Manual (13). The manual approach 
brings two potential problems: variation in inspection results due to inspectors’ personal bias, and 
the difficulty of high-frequent inspection and coverage area. To overcome the limitations of manual 
inspection, a variety of automated road surface inspection methods have been proposed (14; 15). 
Representative technologies include vision-based method (11; 16-19), laser scanning (20), ground 
penetration radar (GPR) (11; 21), natural lighting method (22) and a combination of multiple sensors 
(23). For example, Huang and Xu (19) developed a road surface inspection method based on the grid 
cell analysis of the collected grey images of the road surface. Zhang et al. (24) tested the use of deep 
Convolutional Neural Network (CNN) in categorizing pavement damages based on imagery data. 
Zhang et al. (24), Ouyang and Xu (25), and Laurent et al. (26) tested the use of car-mounted 3D laser 
scanners in automated road surface inspection. 
 
 
Figure 3. The state of the art of road inspection – subjective manual inspection and expensive sensors, left: Manual road 
inspection is subjective, time-consuming, and disruptive, right: Sensor-based road inspection is more accurate but 
expensive and difficult to deploy. 
However, these sensors-based technologies also have their limitations. Despite the accuracy and 
effectiveness of these sensing methods, they are usually costly, and thus the coverage and 
collection frequency can remain insufficient for detecting the dynamically changing road 
conditions. This project proposes to adopt a machine learning approach to predict road conditions 
based on running vehicles’ vibration data, via sensors built in most smartphones. First, regular 
vehicles will be leveraged to provide a big amount of raw data that implies the rough information 
about road conditions. Vehicle vibration is closely related to the road condition and thus is a 
valuable data source for road condition prediction. The challenge pertains to the obvious noise 
contained in data– for example, different brands and conditions of vehicles, different weathers, 
different traffic conditions, and varying diving behaviors can all affect the quality and consistency 
of the collected data. As a result, the second step is to analyze the data using deep learning 
technologies, such as Sparse Coding. Evidence has shown that deep learning is very good at 
processing low-quality data if the data size is sufficient (10). The quality of vehicle vibration data 
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is low in terms of telling the precise road conditions, but the amount of data can be dramatically 
attributed to the big number of participants. As a result, the noise contained in the raw data can 
be filtered out by leveraging the power of deep learning technologies. 
 
3.2. International Roughness Index (IRI) Studies 
In addition, many DOTs have widely adopted the International Roughness Index (IRI) in road 
inspection (27-29). IRI is the roughness index most commonly obtained from measured 
longitudinal road profiles, by using a quarter-car vehicle math model, whose response is 
accumulated to yield a roughness index with units of slope (in/mi, m/km, etc.) (30). Since its 
introduction in 1986, IRI has become an index that is most commonly used worldwide for 
evaluating and managing road systems. In the US, The measurement of IRI is required for data 
provided to the United States Federal Highway Administration (FHA), covered in several ASTM 
standards including ASTM E1926 – 08 (31), ASTM E1364 - 95(2005) (32), etc. IRI is usually 
obtained by a direct inspection to road profile. Recently, literature has begun the investigation into 
the use of vehicle vibrations in automated IRI calculation (33-36). For example, Douangphachanh 
and Oneyama (36) developed and tested a car carried smartphone system that can identify the 
features and relationship of acceleration vibration that are useful in predicting the levels of IRI. 
This research contributes to the exiting, IRI literature by expanding the IRI level prediction into a 
high-fidelity road damage prediction. In our pilot study we found that vehicle vibration data has 
the potential to predict not only the level of IRI, but also the specific road damage types such as 
raveling, rutting, cracks and potholes etc. By leveraging the power of deep learning techniques, 
we expect to obtain semantically rich information about the specific road damages. 
3.3. Vehicle Vibration for Road IRI Assessment 
Literature has tested quarter-car vehicle models for assessing road conditions using IRI (37). 
Roadroid (38) is an Android smartphone application that surveys road condition and classifies it 
as good, satisfactory, unsatisfactory, and poor based on calculated and estimated IRI. Li and 
Goldberg (39) calculated a proxy-IRI value that is linearly related to IRI. Although IRI is a 
common road roughness index measure worldwide, it sometimes fails to recognize isolated faults 
on smooth roads as it is calculated for a stretch of road using the road’s profile. Lepine, Rouillard, 
and Sek (40) implemented different machine learning algorithms to separate non-stationary 
vibrations, and transient shocks present road vehicle vibration (RVV) signals using accelerometer 
data. He concludes that machine learning algorithms can be optimized and tuned to achieve high 
accuracy in detecting road vehicle vibration shocks. However, the road vehicle vibration signals 
he used were artificially generated using non-stationary random vibration and shock impulses that 
reproduce typical vehicle dynamic behavior. Allouch et al. (41) used machine learning techniques 
such as C4.5 Decision Tree, SVM, and Naïve Bayes to label road conditions as ‘Smooth’ or 
‘Potholed’. Bhoraskar et al. (42) used k-means clustering and SVM to label road conditions as 
‘Smooth’ or ‘Bumpy’. Silva et al. (43) approached the problem with data mining using Scikit-learn 
and Weka to detect unlevelled manholes, short bumps, and long bumps. Several other works use 
similar techniques and focus on either estimating a roughness metric or detecting potholes only 
(44-47). However, effective road lifecycle management requires timely maintenance in stages 
prior to pothole formation such as cracking, shoving, delamination, etc. Crack detection using 
accelerometers is challenging due to its subtle vibration pattern and vehicle vibration noise. 
Several video image processing techniques have been suggested (48; 49), but these techniques are 
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memory and computation intensive. With significant advancements in big data analytics and a 
push for smart cars in recent years, the high volume of driving data can be collected from users 
and processed to obtain useful information. Li and Goldberg (39) and Masino (50) proposed the 
use of crowd-sensing to obtain data and classify road conditions.  
To summarize the literature review, there are certain areas that can be explored or improved for 
road damage detection using smartphone sensors. The majority of the current literature focuses on 
binary classifications using simple machine learning techniques or threshold-based heuristics to 
assess levels of IRI, or significant damages only, such as potholes. The multiclass classification 
has not been explored for different stages of road deterioration and different types of road damages. 
Data used for road damage detection only focus on vibration signals collected from acceleration 
data in the direction of gravity. Information and relationships between data that may be present in 
other directions orthogonal to the direction of gravity are not taken into consideration. Finally, the 
use of neural networks for multiclass classification has not been explored. Our research aims to 
analyze different machine learning techniques for multiclass classification to classify diverse road 
damages. 
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4. METHODOLOGY 
This research developed a deep learning approach to enable real-time, economic, and automatic 
road condition inspection based on vehicle vibrations. Eventually, precise real-time road 
condition prediction can be achieved to support informed decision-making. Figure 4 illustrates 
the methodology of this research. 
 
 
Figure 4. Research methodology. 
The proposed method advances state of the art in three ways: First, it is economic. The proposed 
method adopts a crowdsourcing approach in automated road inspection tasks. Crowdsourcing is 
an emerging paradigm in computing that employs the power of human workers’ knowledge and 
expertise to help solve problems that machines cannot solve alone (51). Recently, there has been 
increasing interest among researchers in employing crowdsourcing to tackle a wide range of 
complex engineering problems (52-56). Millions of regular vehicles, and personal smartphones 
provide the least expensive data collection solution. Second, the proposed method enables a 24/7, 
full coverage road inspection. As long as there are vehicles traveling on the road, the road 
condition data will be continuously fed into the central database for analysis. Moreover, unlike 
the manual inspection or sensor-based inspection, the coverage of data sampling is also 
outstanding. Third, the proposed method enables a longitude analysis that can help build a precise 
temporal prediction model of road deterioration. Since vehicle vibration-based road condition 
data can be collected seamlessly, it is possible to develop a longitudinal model (i.e., road condition 
change over time) based on the existing civil engineering knowledge and the big data analytics 
framework. By connecting the data points collected in a relatively long period of time (e.g., a year), 
engineers can project the trend of pavement distress development. Decision-makers and drivers 
can be notified of possible dangerous areas before the real damages happen. Government agencies 
can make preventive maintenance decisions that are much more proactive and effective. For end-
users (government decision-makers and drivers), the proposed method has the great potential to 
provide an intelligent, user-friendly interface for road condition warnings.  
The research team involves two faculty members from two institutions: Dr. Changbum Ahn 
(previously Dr. Jing Du) at Texas A&M University (TAMU), and Dr. Chao Wang at Louisiana 
State University (LSU). In addition, two graduate students from two institutions were supported 
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by this project to assistant in the research activities. To enhance the collaboration between two 
institutions, the PIs held virtual meetings on a weekly basis, and face-to-face meetings every 
semester. The graduate students supported by this project were co-advised by the PIs from two 
institutions. Meanwhile, an advisory board was established to monitor and evaluate the progress 
of the proposed research activities. The team created a shared cloud server to store files, 
documents, progress reports, presentations, etc. for all members.  
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5. ANALYSIS AND FINDINGS 
5.1. Data Collection and Processing 
Our first task was to collect road condition data (image and labeling) and the corresponding vehicle 
vibration data for model training.  
5.1.1. Collect and Label Imagery Data of Road Damages 
We installed a DJI Osmo Gimbal 12.76 MP Ultra HD Action Camera (4K) on the hook of a vehicle 
to collect the imagery data of pavement damages; the camera was mounted to the hook of a running 
vehicle (Figure 5) while pointing to the ground. Videos of the road surface were collected at the 
frame rate of 120 fps, and the resolution of 4K (4096*2160). The car was set to a cruise control 
mode with a constant speed of 30 miles per hour, and hence the preliminary analysis was more 
accurate. We collected at least 10 minutes of video on each of the selected road sections. It 
represents 5 miles of pavement imagery data. 
 
 
Figure 5. Car mounted 4K camera. 
Then we developed a program in Matlab to divide the 4K video into each frame for later labeling. 
To reduce the amount of data, we applied an image processing algorithm to highlight the frames 
with significant patterns or those highly susceptible to potential pavement damages. Figure 6 
illustrates the image processing results of a few example of pavement damages that are beyond 
our preset threshold. The other frames that did not present significant patterns were associated with 
less concerned road sections and were discarded. 
 
 
Figure 6. Image processing results of significant pavement damages beyond the set threshold. 
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Once we have the imagery data, we needed to label the pavement damages to establish the ground 
truth for model training. We shared the filtered images of pavement damages with 10 Construction 
Science graduate students at TAMU who were taking COSC 644 – Advanced Construction 
Systems and 10 construction management graduate students at LSU who were attending CM 7010 
– Research Methods in Construction Management.  The students were required to label the 
damages based on their best knowledge. The final label of each identified pavement damage was 
determined by the percentage of voting.  
5.1.2. Collect Vehicle Vibration Data  
We also collected the vehicle vibration data and synchronized it with the labeled pavement 
damages. To enable vibration data collection and labeling, we developed an iOS app that can 
record vehicle vibration in real-time at the frequency of 100 Hz (Figure 7a). It also records the 
current GPS location of the device and calculates the speed of the vehicle based on the change in 
GPS coordinates. The app registers precise UNIX timestamp of each data point for further analysis. 
Then, in order to train the model, we also collected 4K images of the road conditions, synchronized 
with the vibration data based on the UNIX timestamp. A DJI Osmo 4k Handheld camera with 
Gimbal was used to record the video of the road ahead to label the data collected (Figure 7b). The 
gimbal acted as a self-balancing mechanism to avoid motion blur as well as rotation/movement 
due to vibration and acceleration. The device is capable of recording videos at 4k, but for our 
purposes, the specs are set to record 720p videos at 60fps. The device was placed on the moving 
vehicle using the DJI OSMO 3 suction car mount shown in the pictures. The videos collected were 
used only for training purposes to label the training vibration data based on the road condition. 
Last, we developed an analysis program to predict road conditions based on the moving vehicle’s 
vibration patterns (Figure 7c). We developed an iOS app for vehicle vibration collection and data 
synchronization.  
 
 
Figure 7. The developed iOS app and program for training data collection and labeling, left: Self-developed iOS app, 
middle: Vehicle and camera used in the experiments, right: Self-developed data analysis program. 
We deployed the iOS app on 3 cars and collected 310 miles of road surface imagery data and 
corresponding vehicle vibration data in College Station, TX, and Baton Rouge, LA. We also 
developed a Google Map add-in to visualize the paths and vehicle vibration levels, as shown in 
Figure 8. 
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Figure 8. Data collection in both Texas and Louisiana. 
5.1.3. Data Preprocessing 
Data acquired were pre-processed in several stages to make it more coherent and pragmatic. First, 
the acceleration data collected needed to be virtually reoriented to a global frame of reference to 
remove variations due to the phone’s position and orientation. The acceleration and gyroscope 
measurements are recorded in a three-dimensional Cartesian coordinate system concerning the 
phone’s frame of reference, as shown in Figure 9. To maintain uniformity and integrity of the data 
collected from multiple data runs, the phone’s frame of reference was transformed to a global 
frame of reference concerning the ground, as shown in Figure 10. 
 
 
Figure 9. Cartesian coordinate axes of iPhone accelerometer and gyroscope. 
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Figure 10. The global frame of reference: Cartesian coordinate axes w.r.t. ground. 
The reorientation algorithm performs accelerometer data reorientation using Euler’s angles, which 
form a representation of the spatial orientation of a certain reference frame as a combination of 
three orthogonal elemental rotations. Ideally, when a car is at rest on a flat surface, the acceleration 
values would be:  
𝑎𝑎𝑥𝑥=0m/s2, 𝑎𝑎𝑦𝑦=9.81m/s2 and 𝑎𝑎𝑧𝑧=0m/s2 
 
Equations [1] to [4] are used to calculate two of the three Euler angles and reorient acceleration 
values to the global frame of reference [30]. 𝑎𝑎′𝑥𝑥,𝑎𝑎′𝑦𝑦 𝑎𝑎′𝑧𝑧 are the acceleration values with respect to 
the global reference frame while 𝛼𝛼 and 𝛽𝛽 are the roll and pitch angles, respectively. Figure 11 
shows the plot of the acceleration data of a 1.5s window before and after reorientation. 
 [1] 
𝑎𝑎′𝑥𝑥 = cos(𝛽𝛽)𝑎𝑎𝑥𝑥 + sin(𝛽𝛽) sin(𝛼𝛼) 𝑎𝑎𝑦𝑦 + cos(𝛼𝛼) sin(𝛽𝛽)𝑎𝑎𝑧𝑧  [2] 
𝑎𝑎′𝑦𝑦 = cos(𝛼𝛼) 𝑎𝑎𝑦𝑦 − sin(𝛼𝛼) 𝑎𝑎𝑧𝑧  [3] 
𝑎𝑎′𝑧𝑧 = − sin(𝛽𝛽)𝑎𝑎𝑥𝑥 + cos(𝛽𝛽) sin(𝛼𝛼)𝑎𝑎𝑦𝑦 + cos(𝛼𝛼) cos(𝛽𝛽)𝑎𝑎𝑧𝑧  [4] 
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Figure 11. Reorientation of acceleration data to a global frame of reference. 
The next stage of pre-processing requires the road surface condition to be labeled in order to obtain 
the ground truth for our supervised machine learning algorithms. Road pavement surface was 
classified as Potholes, Deep Transverse Cracks or Smooth Road by following guidelines and 
descriptions provided in pavement maintenance manuals from the Texas Department of 
Transportation (example shown in Figure 12). Transverse cracks that created a pavement elevation 
or depression of over 0.5 inches at the position of the crack were considered to be Deep Transverse 
Cracks. 
 
  
Figure 12. Instances of road damages: Deep transverse crack and pothole. 
A custom software application was developed to label the video data that was recorded. It enabled 
the user to perform standard video playback operations such as play, pause, fast-forward, rewind, 
and view frame-by-frame. Since our interest lies only in the section of the road that the car tires 
travel over, it also provided a feature to overlay the projected tire-trajectory onto the video frames 
as shown in Figure  13 Instances where the car tires partially travel over a road anomaly was 
labelled as an anomaly if it covered at least 60% of the tire width. Finally, the user assigns a label 
to the road segment by selecting a certain frame and specifying the anomaly, and the current 
timestamp displayed.  
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Figure 13. Road condition classifier software with tire-trajectory overlay. 
Next, in order to geographically localize the instances of road conditions recorded, the recorded 
GPS data was synced with the vibration data collected using the timestamps. The speed of the 
vehicle was calculated based on the rate of change in GPS coordinates. However, due to the 
difference in the sampling rate of the Accelerometer/Gyroscope and the GPS sensor, the GPS data 
and the vehicle speed was interpolated using a spline transformation. This provided a reasonably 
accurate estimation of the location and speed at a higher sampling rate.  
Furthermore, to remove certain driving conditions that are not related to the quality of road surface 
such as acceleration, stopping, braking, lane changing, turning, etc., the acceleration data in the 𝑋𝑋′ 
and 𝑍𝑍′ axis was filtered with a Butterworth high-pass filter of order 11, cut-off frequency of 3Hz 
and attenuation of 80dB. The filter removes low-frequency components related to these events 
while preserving any high-frequency changes due to road anomalies, as shown in Figure 14. To 
analyze the information contained in higher frequency bands due to the anomalies, a low pass filter 
or smoothing filter was not applied. 
   
 
Figure 14. Acceleration signal in the X’ and Z’ axis before and after filtering. 
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The continuous filtered data was then converted into segments of data windows of length 100 
data samples with a 50% overlap of windows. Labeled anomalies and smooth road segments 
were extracted and stored separately for further processing described in the feature extraction 
section. From all data collected, a dataset of 209 window segments was taken into consideration 
which contained 155 pothole instances, 34 deep crack instances, and 20 bump instances window 
segments. 
5.1.4. Data Augmentation 
A problem we met was the lack of high-quality training data for the model. Especially at this point, 
we have only identified ~200 locations in TX and LA with main road pavement damages. As a 
result, we tested the use of data augmentation to expand the effective database. Data augmentation 
methods, i.e., a set of techniques for generating artificial data through the expansion of an original 
dataset(57). The augmenters, such as jittering, scaling, magnitude warping, and time warping, help 
expand the dataset through probabilistic processing while still preserving the main features. Here 
we present the following examples: 
 
Figure 15. Methods of data augmentation. 
Jittering simulates additive sensor noise. Scaling changes the magnitude of the data in a window 
by multiplying a random scale.  Magnitude changes the magnitude of each sample by convolving 
the data window with a smooth curve varying around one. Time-warping distorts the time intervals 
between samples. 
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Figure 16. Sample codes for data augmentation. 
5.2. Model Training – Traditional Machine Learning Methods 
5.2.1. Feature Extraction 
Previous works in literature only used a few selected features that were considered to provide good 
distinction between road conditions. However, we wanted to comprehensively explore various 
possible features to extract any useful information provided by them. After reviewing various 
possible parameters mentioned by Gadelmawla et al. and previous literature, various time-domain 
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measures such as Maximum Value, Minimum Value, Mean Value, RMS Value, Peak-to-Peak 
Value and Ten-Point Average Value were calculated from the time domain signal, its peaks, 
troughs, and signal envelopes. 
In the frequency domain, the power spectral density of vibration signals provides beneficial 
information that could be used to distinguish different road conditions. The power spectral density 
was calculated for the windowed signals, and the entire bandwidth was divided into smaller bands 
of 5Hz each. For each of these bands, average band power, RMS band value, and maximum band 
value were considered as frequency-domain features. 
In the wavelet domain, Mortlet wavelets and Daubechies wavelets were deemed suitable to analyze 
vibration patterns due to road conditions. We conducted a study to determine suitable mother 
wavelets by comparing Haar, Mortlet, Mexican Hat, and Daubechies 6 and 10. She concluded that 
the Mortlet wavelet, as well as Daubechies 6 and 10 wavelets, could be used to effectively analyze 
road vehicle vibrations. Upon preliminary study, scales 4 and 5 for each of the three wavelets 
showed the most distinguishable characteristics for different road conditions. RMS values and ten-
point averages of these scales were considered as wavelet domain features. 
In previous literature, as mentioned in the introduction section, acceleration in the 𝑌𝑌′ direction was 
considered to contain most of the features needed to adequately distinguish road anomalies. 
Accelerations in 𝑋𝑋′  and 𝑍𝑍′  directions were considered for driving events only. However, we 
believe that more information regarding road anomalies are present in the 𝑋𝑋′ and 𝑍𝑍′ directions. For 
example, when a car hits a pothole with its left front wheel, there is a sudden deceleration in the 
𝑍𝑍′  direction as well as a sudden tilt in the 𝑋𝑋′  direction. Such information may contribute to 
distinguishing cracks and potholes, considering cracks tend to span the entire width of the road 
whereas potholes are more localized. In total, 54 features were extracted from the accelerometer 
data for each of the three axes. Hence, each feature vector consisted of 162 feature values that were 
saved as a .MAT file. 
5.2.2. Overview of Classic Machine Learning Methods 
Machine Learning is an application of Artificial Intelligence (AI) that provides computer systems 
the ability to learn and improve from experience without explicit programming. Once a computer 
algorithm is trained, the algorithm can apply the relationship learned during training to solve 
similar problems. For example, the retail industry, such as Amazon utilizes machine learning 
algorithms to provide highly personalized services. Data collected from prior purchases or searches 
are used as training data to classify online recommendations to specific users. This type of machine 
learning that divides analyzed data into discrete clusters or classes is referred to as the 
“classification problem”. Another kind of machine learning problem, known as “regression 
problem”, finds continuous relationships between data variables instead of clustering data into 
different classes.  
Figure 17 shows the general workflow for both classification and regression type of machine 
learning approaches. It begins with a dataset of raw data whose class labels are previously known. 
For the case of road vehicle vibration, this is the acceleration signals recorded by the smartphone 
which are labeled with different road conditions. This input dataset is processed to obtain various 
attributes of the data called features that are compatible with machine learning algorithms. Once 
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the features and class labels are extracted, the features list and corresponding class labels are 
partitioned into three sets, the training dataset, validation dataset, and testing dataset. All three sets 
have the same distribution of classes in terms of proportion. The training set is used to train the 
algorithm and develop the classifier model. The validation dataset is then used to validate the 
performance of the trained classifier. If there is not enough data to create a validation set, there are 
several other approaches for validation of models such as cross-validation where the entire data is 
used for both training and validation. The validation phase is useful to compare and correlate the 
performance of different models and choose the best one that fits the problem. To test the model 
on new data, the testing dataset is used as input to the final model to predict output data labels. 
 
Figure 17. General workflow diagram of machine learning algorithms. 
Various machine learning classification algorithms have been developed, which makes the 
selection of a classifier a problematic task. Since there is no standardized nomenclature in machine 
learning, similar classification algorithms may be expressed with different names. MATLAB® 
incorporates the Statistics and Machine Learning Toolbox, which included implementations of 
various machine learning classifiers. These classifiers can be primarily divided into seven 
categories- Naive Bayes Classification, Discriminant Analysis, Ensembles, Decision Trees, 
Nearest Neighbors, Support Vector Machines (SVM), and Neural Networks. For our study, SVM, 
Decision Trees, and Neural Networks were chosen as they are popular and reliable techniques used 
for classification of road vibration data. 
The complete dataset is randomized and divided into training and testing dataset with an 80:20 
ratio, keeping the proportion of the classes in both datasets constant. To investigate whether the 
models trained with input features extracted from all three axes perform better than using features 
from 𝑌𝑌′ axis only, two datasets containing 162 features and 54 features were created for each case 
respectively. The parameters used to analyze and quantify results are discussed in the Model 
Evaluation Parameters section. 
5.2.3. Support Vector Machines (SVM) 
Support Vector Machine is a supervised machine learning model that evaluates input data and 
recognizes patterns for classification and regression analysis. SVM performs classification by 
finding the hyperplane that maximizes the margin between data point clusters corresponding to 
different classes. SVMs are versatile, memory-efficient, and effective in high-dimensional spaces. 
Generally, SVM is used to classify data that have two distinct labels. In order to execute multi-
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class SVM, MATLAB® incorporated the ‘ClassificationECOC’ class in their Statistics and 
Machine Learning Toolbox. ClassificationECOC is an Error-Correcting Output Code (ECOC) 
classifier used to perform multiclass learning by reducing the classifier to simple binary classifiers 
such as SVMs. An ECOC model reduces a classification problem involving at least three classes 
into a set of binary classifiers. If 𝑀𝑀 is the coding design matrix with elements 𝑚𝑚𝑘𝑘𝑘𝑘 and 𝑠𝑠𝑘𝑘 is the 
predicted classification score for the positive class of learner 𝑙𝑙, a new observation is assigned to 
the class  hat minimizes the aggregation of losses for the 𝐿𝐿 binary learners given by Equation 5. 
 [5] 
For this study, SVM was implemented in two ways- the Simple SVM and Cross Validated SVM. 
The Simple SVM implementation uses the default SVM binary learners and one-versus-one coding 
design to train the SVM model. However, this type of model tends to have the problem of over-
fitting. In order to try and overcome this problem, a subset of data called a validation set is used to 
test the model during the training phase. Cross-validation techniques such as 5-fold cross-
validation, 7-fold cross-validation, 10-fold cross-validation, and Leave One Out cross-validation 
are implemented for our analysis. 
  
5.2.4. Decision Tree 
Decision tree, also known as classification trees and regression trees, predict output responses 
based on input data. Following the decisions in the tree from the root node to the leaf node gives 
the output response to that particular input data. The decision tree is an algorithm that classifies 
data through a cascade of statistical tests, as shown in Figure 18. These tests compare the value 
that is input to a node with a threshold value that splits the tree’s path. Tests can have multiple 
results, and different tree paths can follow to the same output class label. The complexity of the 
tree is defined by the number of branch splits and depending on its complexity; they have quick 
training and prediction speeds, moderate predictive accuracy, and low computational memory 
requirements. 
 
Figure 18. Decision tree structure. 
The MATLAB® Statistics and Machine Learning Toolbox were used to train a binary 
classification decision tree for multiclass classification. Similar to our approach to SVM, we 
develop a simple classification decision tree, and a cross-validated tree to reduce over-fitting.  
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5.2.5. Neural Networks 
Neural networks are a popular machine learning framework that attempts to imitate the learning 
pattern of natural biological neural networks in the brain. A typical neural network consists of 
inter-connected arithmetic processors called neurons which produce a sequence of real-valued 
activation outputs. Neurons present in the input layer of the neural network gets activated through 
sensor data perceiving the environment, while neurons present in other layers get activated through 
weighted connections from previously active neurons. Neural network algorithms link the feature 
vectors (input layer) to the class labels (output layer) using multilayered networks called hidden 
layers, as shown in Figure 19. The complexity of the classification problem determines the number 
of hidden layers needed. Although neural networks are powerful, high accuracy algorithms, 
training them requires a large dataset. The size of the required dataset also increases as the number 
of hidden layers increases. 
 
 
Figure 19. Structure of a Neural Network classifier with two hidden layers. 
A multilayer perceptron (MLP) is a class of feedforward neural networks that comprises at least 
one hidden layer and uses backpropagation for training its models. Each neuron in the hidden 
layers uses a nonlinear activation function which distinguishes it from a linear perceptron. Each 
neuron inputs values from neurons in the previous layer and outputs the result of a weighted linear 
summation followed by a non-linear activation function. The output layer receives the values from 
the final hidden layer and outputs the class that is predicted for that input data. 
To realize MLP networks, the scikit-learn library for supervised Neural Network was used. The 
training data and the testing data goes through additional pre-processing where the features are 
standardized by removing the mean and scaling to unit variance. This standardization step is a 
common requirement for various machine learning algorithms, including MLPs as they may 
perform poorly if the individual features do not resemble a standard normal distribution. The 
MLPClassifier class available in scikit-learn creates a model that optimizes the log-loss function 
using LBFGS or stochastic gradient descent. It includes various parameters such as activation 
function, hidden layer size, weight optimization solver, regularization factor, weight update 
learning rate, etc. to tune the model to the specific problem. After evaluating the performance of 
the classifier for all permutations of parameters, the MLP classifier that provided reliable results 
with high accuracy consisted of 7 to 10 hidden layers, an LBFGS weight optimization solver, a 
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constant learning rate for weight update and an activation function of ‘Tanh’ or ‘ReLU’. 
LBFGS is a limited memory optimizer in the family of quasi-Newton methods that approximates 
the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm. For MLPs, the LBFGS solver can 
converge faster and performs well when dealing with small datasets. A comparison of activation 
functions ReLU, Tanh, and logistic sigmoid discussed in the Results Section showed that ReLU 
and Tanh perform better.  
 
 
Figure 20. Activation function plots for Sigmoid, Tanh, and ReLU. 
Since deep neural networks can be used with raw data and perform feature extraction implicitly, 
similar MLP classifiers were designed by providing the raw acceleration data as the input instead 
of the extracted features. As a window size of 100 data points was considered, each input vector 
had a length of 100 for the single 𝑌𝑌′ axis and 300 when all three axes were considered. Providing 
direct data to a neural network eliminates the process of manual feature extraction and hence saves 
time and memory in the training stage. However, such networks require a huge dataset in order to 
extract useful features and may not give high accuracy for the limited dataset we possess. 
Therefore, we not only explore the use of neural network classifiers in classifying feature vectors 
but also classifiers that can classify raw data directly. The results are provided in the Results 
section using the performance evaluation parameters discussed in the next section.  
 
5.2.6. Model Evaluation 
Evaluation Metrics: To evaluate the performance of the classifiers described in the previous 
section, various performance evaluation metrics are used for machine learning models. For each 
of the classifiers, we consider relevant and essential parameters which best enable us to derive a 
conclusion on its performance. 
A confusion matrix is a specific tabular representation of the performance of a supervised machine 
learning algorithm. Each column represents the number of instances of the predicted class while 
each row represents the number of instances of an actual class. Most classification metrics are 
derived from the confusion matrix based on the number of true positives (TP), true negatives (TN), 
false positives (FP), and false negatives (FN). A classifier’s accuracy, precision, and recall are 
described below:  
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑎𝑎𝐴𝐴𝐴𝐴 =
(𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇)
(𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 + 𝐹𝐹𝑇𝑇)
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𝑇𝑇𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑠𝑠𝑃𝑃𝑃𝑃𝑃𝑃 =
𝑇𝑇𝑇𝑇
(𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇)
  
𝑅𝑅𝑃𝑃𝐴𝐴𝑎𝑎𝑙𝑙𝑙𝑙 =
𝑇𝑇𝑇𝑇
(𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇)
 
 
To evaluate the performance of the Simple SVM and Simple Decision Tree classifier, the average 
training loss, and average test accuracy for the trained classifier are recorded. The average training 
loss is the average in-sample loss of the trained classifier model using the training dataset while 
the average test accuracy is the average classification accuracy using the testing dataset for n 
iterations. The average precision and average recall for the three distinct classes predicted by the 
model are also recorded to analyze what proportion of identifications were correct and what 
proportion of actual positives were correctly identified. For cross-validated SVM and cross-
validated Decision Tree, average training loss, and cross-validation error rates for k-fold, and 
leave-p-out cross-validations are recorded. Graphs of these parameters give an intuitive 
understanding of their reproducibility. Similarly, for the MLP classifier, the average training 
accuracy and average test accuracy is recorded for each of the selected combinations of parameters. 
This provides an overview of the classifier’s performance while the Precision and Recall rates for 
each of the three classes provide more specific insights into the classifier’s performance. We 
analyzed the obtained results and evaluate each of the machine learning model’s capability for 
detecting road anomalies. The parameters used to measure and quantify performance are described 
in the previous section. The algorithms were run on an HP ENVY x360 convertible notebook 
running on Microsoft Windows 10 Home OS with an Intel® core™ i5-6200 processor, 2.30GHz 
CPU, and 8GB RAM. SVM and Decision tree algorithms were implemented using the Statistics 
and Machine Learning Toolbox on MATLAB® 2017, while Neural Network MLP 
implementation was carried out using Scikit-learn on Python 3.6 environment. 
SVM Performance: The Simple SVM was implemented with one hundred iterations, each using 
distinct combinations of instances for the training and testing datasets while maintaining the same 
proportion of classes. Average values of evaluation parameters for these iterations were considered 
to evaluate the generalized performance of the algorithm. As discussed earlier, the SVM was 
trained separately using features from all three axes as well as features from only 𝑌𝑌′ axis to conduct 
a comparative analysis of performance. The simple SVM models trained were one-vs-one 
classifiers with equal misclassification cost and a linear kernel function. The training loss, testing 
accuracy, precision, and recall rates are tabulated in Table 1. The precision and recall rates are 
displayed for each of the three classes to analyze bias. 
Table 1. Simple SVM implementation results. 
Parameter  All Axes   Y’ Axis Only  
Avg. Training Loss  0.0279   0.0773  
Avg. Test Accuracy  0.8855   0.9015  
 Crack Pothole Smooth Crack Pothole Smooth 
Avg. Precision 0.4025 0.7221 0.9442 0.3862 0.7479 0.9417 
Avg. Recall 0.4375 0.6776 0.9471 0.2100 0.6568 0.9823 
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Figure 21. Simple SVM: Training and testing error rates using 162 features from 3 axes and 54 features from 1 axis.  
The cross-validated SVM model also implements a one-vs-one classifier with a linear kernel 
function and measures performance using different cross-validation methods. The results of the 
cross-validation ECOC classifier for SVM is tabulated in Table 2. 
Table 2. Cross validated SVM implementation results. 
Parameter All Axes Y’ Axis Only 
Avg. Training Loss 0.0149 0.0663 
Avg. 5-fold Loss 0.0822 0.0990 
Avg. 7-fold Loss 0.0851 0.0990 
Avg. 10-fold Loss 0.0842 0.0941 
Avg. Leave One Out Loss 0.0812 0.0931 
 
From Table 1, it is observed that the classifier trained with features from all three axes has a lower 
loss and performs much better than the classifier trained with features from 𝑌𝑌′ axis only. The 
average training loss is lower, and the average testing accuracy is higher for the former case. The 
precision and recall rates for the individual classes are also higher when all three axes are used. 
The recall rate for cracks shows the most significant improvement, going up by over 20%, while 
the recall for smooth road reduces by about 3.5%. The precision and recall rates for potholes 
remain very comparable. Table 2 shows that the cross-validated classifier with features from all 
three axes has a lower training loss, and lower cross-validated errors as well. 
Decision Tree Performance: The decision trees are implemented similarly to SVM, with five 
hundred iterations of the simple decision tree being implemented with unique sets of training and 
testing data for each iteration. Decision trees are faster to train. However, they create a highly 
varying set of hyperparameters with each iteration such as a number of nodes and node thresholds. 
There exists a tradeoff between speed and reproducibility. The training loss, testing accuracy, 
precision, and recall rates of the simple decision tree implementation are tabulated in Table 3. The 
results of the cross-validated ECOC classifier for Decision Tree is tabulated in Table 4. 
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Table 3. Simple decision tree implementation results. 
Parameter  All Axes   Y’ Axis Only  
Avg. Training Loss  0.0199   0.0248  
Avg. Test Accuracy  0.8835   0.8734  
 Crack Pothole Smooth Crack Pothole Smooth 
Avg. Precision 0.4348 0.6663 0.9497 0.2925 0.6581 0.9442 
Avg. Recall 0.4121 0.6716 0.9470 0.3080 0.6462 0.9471 
 
 
 
Figure 22. Simple decision tree: Training and testing error rates using 162 features from 3 axes and 54 features using 1 
axis. 
Table 4. Cross validated decision tree implementation results. 
Parameter All Axes Y’ Axis Only 
Avg. Training Loss 0.0188 0.0267 
Avg. 5-fold Loss 0.1178 0.1257 
Avg. 7-fold Loss 0.1208 0.1109 
Avg. 10-fold Loss 0.1010 0.1218 
Avg. Leave One Out Loss 0.0970 0.1317 
 
From Table 3, it is observed again that the classifiers trained with features from all three axes 
perform better than the classifiers trained with only 𝑌𝑌′  axis. Precision and Recall for cracks 
increase by over 10% each, and training loss, and testing accuracy shows slight improvements. 
However, from Figure 20, it is observed that the test accuracy is not very consistent across different 
iterations. This is expected as each iteration is trained well to a set of training data and may not 
perform as well with the testing data. Table 4 shows that the cross-validated classifier with all axes 
also performs better and shows lower training loss and cross-validation errors. However, when 
compared to SVM performance, the cross-validation errors are higher. 
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Neural Network Performance: The preliminary analysis stage of implementing an MLP neural 
network classifier involved a comparison of test accuracy, precision, and recall for the various 
combinations of parameters that were chosen. Twenty iterations of each set of parameters were 
implemented, and on inspection of the output performance metrics, the following conclusions were 
made: classifiers that implemented the Adam weight optimization solver gave a slightly better 
overall test accuracy than the LBFGS when used with activation function ReLU and comparable 
accuracy when used with activation function Tanh. However, the individual precision and recall 
rates for Crack and Pothole were much lower for Adam as compared to LBFGS. Classifiers that 
implemented LBFGS converged faster than Adam when the number of hidden layers was small 
but increased as the neural network grows deeper with more hidden layers. Comparison of 
precision and recall rates showed that the Tanh activation function gave poor precision and recall 
for cracks which were compensated in overall accuracy by high precision and recall for the smooth 
road. After the analysis, it was concluded that a classifier that implements LBFGS solver and 
hidden layer size 7 and 8 gave the most optimal results. However, there was a trade-off existed 
between ReLU, which yielded better precision for cracks and Tanh, which yielded better precision 
for the smooth road but gave very poor precision rates for cracks. 
The final analysis stage compared the performance of the MLP neural networks for input feature 
vector lengths 162 and 54 while implementing ReLU and Tanh with LBFGS. The test accuracy, 
precision, and recall for these models are tabulated in Table 5 and Table 6. 
 
Table 5. MLP implementation using ReLU- results. 
MLP Hidden Layer 
Count  
All 
Axes   
Y’ Axis 
Only  
Avg. Test Accuracy       
7  0.9212   0.8921  
8  0.9190   0.8919  
Avg. Precision Rates       
 Crack Pothole Smooth Crack Pothole Smooth 
7 0.559 0.769 0.969 0.350 0.674 0.962 
8 0.550 0.769 0.964 0.345 0.688 0.959 
Avg. Recall Rates       
 Crack Pothole Smooth Crack Pothole Smooth 
7 0.611 0.799 0.962 0.342 0.723 0.953 
8 0.585 0.781 0.963 0.365 0.708 0.952 
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Table 6. MLP implementation using Tanh- results. 
MLP Hidden Layer 
Count  
All 
Axes   
Y’ Axis 
Only  
Avg. Test Accuracy       
7  0.9122   0.8978  
8  0.9149   0.8950  
Avg. Precision Rates       
 Crack Pothole Smooth Crack Pothole Smooth 
7 0.486 0.757 0.964 0.395 0.705 0.961 
8 0.491 0.754 0.967 0.364 0.708 0.958 
Avg. Recall Rates       
 Crack Pothole Smooth Crack Pothole Smooth 
7 0.498 0.774 0.959 0.409 0.738 0.956 
8 0.529 0.782 0.958 0.416 0.718 0.955 
 
Based on Table 5 and Table 6 it can be observed that the average test accuracy, precision, and 
recall rates are higher for the MLP models using features from all three axes compared to only a 
single axis. Considering models trained using features from only one axis, using Tanh as the 
activation function yields higher precision and recall rates among the three classes. However, when 
considering features from all three axes, ReLU stands out in its high precision and recall rates for 
cracks. The precision and recall rates for pothole and smooth remains quite similar between the 
two activation functions.  
In order to test the performance of the MLP Neural Network classifiers in classifying road 
vibration data without manually performing feature extraction prior to training, the acceleration 
data is directly used as the input to the neural network and is evaluated over 20 iterations. The 
single-axis input vector has length 100 and input vector with all axes has length 300 with data each 
ax concatenated end to end. An initial analysis regarding the choice of activation function showed 
that Tanh activation function failed to produce significant precision and recall rates for cracks. 
Therefore, only ReLU was considered for analyzing MLP classifiers using direct data. The average 
test accuracy, precision, and recall for direct data input using ReLU activation function is tabulated 
in Table 7. 
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Table 7. MLP using direct data for ReLU- results. 
MLP Hidden Layer 
Count  
All 
Axes   
Y’ Axis 
Only  
Avg. Test Accuracy       
7  0.8027   0.8157  
8  0.7946   0.8112  
Avg. Precision Rates       
 Crack Pothole Smooth Crack Pothole Smooth 
7 0.283 0.329 0.918 0.271 0.423 0.911 
8 0.408 0.301 0.906 0.258 0.469 0.905 
Avg. Recall Rates       
 Crack Pothole Smooth Crack Pothole Smooth 
7 0.139 0.672 0.912 0.156 0.607 0.911 
8 0.142 0.673 0.919 0.141 0.621 0.921 
 
It is observed that the average test accuracy of MLP models using direct data is lower compared 
to MLP models trained using extracted features as input. The average precision and recall rates for 
the case of cracks and potholes are also lower.  However, it was already anticipated that training 
neural networks without features would require a large dataset, and we are limited by the size and 
composition of our data. The main advantage of using Neural Networks without feature extraction 
is the time saved in feature extraction when realizing real-time systems. Earlier, we saw that on 
average, the feature extraction requires approximately 70ms and 25ms for the case of 3 axes and 
1 axis respectively. Table 8 shows the average time required to classify a single data window using 
data from all three axes for different trained machine learning algorithms discussed in this paper. 
Since each of the classifiers take classification times in the order of microseconds, using MLP with 
direct data as the input would save computation time for feature extraction. When realizing such a 
system in real-time, this saves significant computation time. 
 
Table 8. Classifier performance: Testing time. 
Classifier Avg. Time to Classify One Window (μs) 
SVM 29.372 
Decision Tree 4.8032 
MLP 36.0142 
MLP (Direct Data) 72.078 
5.3. Model Training – Deep Learning 
5.3.1. Sparse Coding 
Then we tested Sparse Coding to examine if it can further improve model performance. Sparse 
coding is a class of unsupervised methods that learn data patterns based on extracted overcomplete 
bases. Although initially designed for image recognition, sparse coding has recently been used in 
classifying vibration data. The vibration of the moving vehicles is the combination of engine 
vibration and response of pavement. The pavement damages could cause acute abnormal impulses 
in the vibration signals. It is assumed that the vibration patterns of the auto engine are consistent 
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during driving. The acute impulses are regarded as the most characteristic patterns of the pavement 
distresses, and inspecting the abnormal impulses is equivalent to inspecting the vibration patterns 
of pavement damage. Therefore, the atoms of vibration signals can be learned by capturing the 
abnormal impulses and the pavement conditions videos, used to manually label the class of 
damage. In our experiments, 30 atoms, each with a length of 100-point (1 second of data) were 
learned from the Y-axis vibration signals labeled as pavement distresses (Figure 23). The reason 
for choosing the length of 100-point is that pavement damage would result in an impulse lasting 
less than 100-point. The dictionary learning process can adapt the most characteristic patterns, i.e., 
the abnormal impulse, in the vibration signals with the 100-point length.  
 
 
Figure 23. The learned atoms; atoms are the fundamental elements obtained from the sparse coding analysis that can be 
used to reproduce all raw vibration data. 
Without loss of generality, three pavement damage conditions were tested respectively, including 
smooth pavement, big cracks, and potholes. We reconstructed the vibrations using the sparse 
representation, which is a linear combination of learned atoms, of the raw signals. The mean 
absolute reconstruction error of pothole, pothole part, and cracking are 0.11, 0.12, 0.11 amplitude, 
respectively. Figure 24 illustrates how Sparse Coding was used to reconstruct the temporal 
vibration data of a crack. 
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Figure 24. Comparison between a pothole Y-axis signal and its reconstruction based on atoms. 
Then we performed the Sparse Dictionary Learning to find a dictionary that would adapt well to 
the raw data. The dictionary was applied with vibration data to solve the sparse representation of 
input signals, which would be utilized as sparse features for further classification. Figure 25 
illustrates five sample signals and their corresponding sparse representations. It indicates that 
sparsity was evident for each signal’s features, and vibrations signals could be represented as a 
sparse linear combination of atoms. 
 
Figure 25. The original Y-axis signals and their corresponding sparse features, i.e., the linear combination coefficients of 
all atoms. 
Finally, Support Vector Machines (SVMs) method was used to classify the road pavement 
damages. SVM is a supervised learning method for classification, regression, and outliners 
detection, which is defined by a separating hyperplane. Given labeled training data, the classifier 
would output a hyperplane which separates classes. SVM is effective in high dimensional spaces 
and versatile with a different kernel function.  
5.3.2. Self-Taught Learning (STL) 
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To further improve classification performance, we also examined the latest advances in deep learning 
methods, including Transfer Learning (TL) and Self-Taught Learning (STL), to make the best use of 
unlabeled data in model training. TL refers to a machine learning method that focuses on storing 
knowledge gained while solving one problem and applying it to a different but related problem(58). 
For example, assume we do not have enough labeled data of driver i on a certain type of road damage 
but have a lot of labeled data of driver j on the same type of road damage. TL finds that user j’s data 
can be used to train the model for user i, because features should be logically relevant. STL, in contrast, 
takes a more aggressive approach by including unlabeled data of completely irrelevant classes(59), 
such as using driver i’s data of damage a to train and predict driver j’s data of damage b (note, damages 
are different too). According to increasing literature that supports STL(59-62), STL is effective in 
many cases possibly because different classes data, although seemingly totally irrelevant (like pothole 
induced vibrations vs. ravelling induced vibrations),  may contain fundamentally similar basic patterns 
as they all follow the same physics rules. TL and STL have been widely applied in image classification 
but have not yet been widely tested in vibration learning. We proposed and tested the following 
algorithm sparse coding enabled STL: 
 
5.3.3. Deep Learning Results 
In comparison with sparse features, Y-axis amplitude time sequences were used as time-domain 
features, that is, 200 amplitude features were selected for each signal with a length of 100-point.  
The dictionary with a set of atoms was learned using the minibatch dictionary learning in scikit-
learn toolbox. Then apply the dictionary to the Y-axis vibration signals to extract the sparse 
features for each sample. Pavement damage recognition on these features was performed using 
SVM classifier found in the scikit-learn toolbox.  Table 1 shows the recognition results for the 
SVM classifier. Overall, recognition is highest for a pothole, which was 76% and 80% based on 
time sequence features and sparse features, respectively. The sparse features approach has little 
improvement compared to time-domain method. The recognition accuracy is low for bump and 
cracking because of lack of data. The other reason why bump and cracking have low recognition 
rates and misclassified as a pothole is that bump and cracking both involve the similar vibration 
pattern of the pothole. In particular, it was found that cracks with wider gaps and bumps with 
higher elevation, which create a high level of vibrations, were misclassified as potholes.  
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Table 9. Summary of classification results using time-domain features and sparse features. 
Type of  Number of Precision rates (%)  
damage samples Time-domain features Sparse features 
Pothole 155 76.12 80.65 
Crack 34 44.11 52.94 
Bump 20 30.00 45.00 
 
5.4. Cloud-based Smart Phone App Development for Test and Validation 
Finally, to encourage the adoption of the proposed method/system, and to validate the system in a 
larger area, we developed a Cloud-based smart phone app. The App, developed with JavaScript, 
does not require any installation for use. Figure 24 illustrates the screenshots of the app.  
 
Figure 26. The cloud-based smart phone app for road damage detection using vehicle vibrations. 
The App was developed using React, Node.js, and MongoDB.  
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Figure 27. The architecture of the app. 
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6. CONCLUSIONS 
This study proposed and tested an automated road pavement damage recognition method based on 
the vibration patterns of moving vehicles. The vibration features of regular moving vehicles were 
extracted to classify specific road pavement damages. To reduce the deployment cost and 
difficulties, regular phones equipped with accelerometers were used in vibration data collection. 
Compared to the special equipment used in similar vibration studies, using regular phones makes 
data collection much easier and broader, but it led to low-quality issues of data. 310 miles of road 
surface imagery data and corresponding vehicle vibration data in College Station, TX, and Baton 
Rouge, LA, were collected using a video camera and the smartphone application developed by the 
research team. The initial effort to use classic machine learning methods, including Support Vector 
Machine, Decision Tree, Neural Networks, provided the accuracies of 90.15%, 88.35%, and 
91.90%. These methods reliably distinguished damaged surfaces from smooth surfaces, but they 
failed to provide a reliable classification between damaged surface types (i.e., pothole, crack, and 
bump) due to noises in vibration data.  
To improve the effectiveness of using low-quality data, this study used Sparse Coding, a deep 
learning method that finds a sparse representation of the input raw data in the form of a linear 
combination of basic elements called bases or atoms. The dimensionality of the raw temporal 
vibration data is, therefore significantly reduced. The study was performed with vehicle vibration 
data collected in College Station, Texas. The study found that the classification model using the 
features extracted from Sparse Coding were able to classify potholes, cracks, and bumps at the 
accuracies of 80.65%. 52.94%, and 45%, respectively. The low accuracies in classifying cracks and 
bumps might be largely due to the imbalanced data samples and fewer instances on those damage 
types within the current dataset, and the planned data collection using crowdsourcing platforms 
would contribute to addressing this issue and enhancing the classification performance.   
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