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Zusammenfassung
Zum wirkungsvollen Schutz der Gesundheit der Bevo¨lkerung haben viele La¨nder nationale
U¨berwachungssysteme aufgebaut, die fortlaufend Daten fu¨r eine Reihe meldepflichtiger Krankheit-
en sammeln. Die Analyse und Modellierung solcher Meldedaten tra¨gt wesentlich dazu bei, die
Ausbreitung von Krankheiten zu begrenzen und zu verhindern. In der vorliegenden Arbeit wird
statistische Methodik fu¨r die Analyse von multivariaten Zeitreihen von Za¨hldaten entwickelt, wie
sie von U¨berwachungseinheiten im Rahmen des Infektionsschutzes gesammelt werden. Ziel dieser
Dissertation ist es ein flexibles Modell bereitzustellen mit dem sowohl zeitliche und ra¨umlich-
zeitliche Trends in den Daten, als auch Abha¨ngigkeiten zwischen verschiedenen Krankheit-
en erkla¨rt werden ko¨nnen. Um eine einfache Benutzung der Modelle zu gewa¨hrleisten, wurde
sa¨mtliche Methodik im frei erha¨ltlichen R-Paket ‘surveillance’ implementiert.
Die Modellierung von Ausbru¨chen und Unregelma¨ßigkeiten in den Daten stellt eine besondere
Herausforderung dar. Ausgehend von einem Verzweigungsprozess wird dies mittels einer au-
toregressiven Formulierung erreicht. Mo¨gliche Abha¨ngigkeiten zwischen mehreren Krankheiten
ko¨nnen durch die Einfu¨hrung krankheitsspezifischer Parameter untersucht werden. Die Anal-
yse von wo¨chentlichen Influenza und Meningokokken Fallzahlen weist empirisch darauf hin,
dass eine vorangehende Influenza-Erkrankung die Infektion mit Meningokokken begu¨nstigt. Um
die ra¨umliche Ausbreitung einer Krankheit besser widerzuspiegeln, ko¨nnen in einem ra¨umlich-
zeitlichen Kontext auch externe Daten, wie z.B. Informationen u¨ber das Reiseverhalten, genutzt
werden.
Die Formulierung des nicht-linearen autoregressiven Modells wird erweitert um regionale Un-
terschiede bezu¨glich der U¨bertragung und Inzidenz bei in hohem Maße stratifizierten Zeitreihen
beru¨cksichtigen zu ko¨nnen. Regionale Heterogenita¨t kann durch Unterschiede in der Alters- und
Geschlechtsstruktur, dem Impfstatus der Bevo¨lkerung oder der Umweltbedingungen in der jew-
eiligen Region verursacht werden. Abha¨ngig davon ob geeignete Information bezu¨glich solcher
Faktoren vorhanden ist oder nicht werden zwei Modellerweiterungen entwickelt.
Der erste Ansatz schließt unkorrelierte und ra¨umlich korrelierte zufa¨llige Effekte im Modell mit
ein. Inferenz fu¨r dieses Modell basiert auf einem penalisierten Likelihood Ansatz. Varianz Param-
eter werden mittels marginaler Likelihood gescha¨tzt. Fu¨r die Scha¨tzung korrelierter zufa¨lliger
Effekte wird das Scha¨tzverfahren entsprechend angepasst. Da klassische Modellwahlkriterien wie
AIC oder BIC bei Vorliegen zufa¨lliger Effekte problematisch sein ko¨nnen, basiert die Modellwahl
auf Ein-Schritt-Vorhersagen und Proper Scoring Rules. In zwei Anwendungen wird gezeigt, dass
sich die pra¨diktive Gu¨te bei Beru¨cksichtigung von bestehender Heterogenita¨t mittels zufa¨lliger
Effekte verbessert.
Wenn Heterogenita¨t durch bekannte und beobachtbare Faktoren bedingt ist kann diese Infor-
mation mit Hilfe eines Regressionsansatzes direkt in Bezug zu den autoregressiven Parametern
gesetzt werden. Solch ein Regressionsansatz ermo¨glicht auch die Spezifikation zeitlich variieren-
der autoregressive Parameter, beispielsweise um die Wirkung von Interventionen abzubilden.
In einer Anwendung auf Masern Surveillance Daten aus Deutschland werden la¨nderspezifische
Durchimpfungsraten genutzt um regionale Unterschiede im Verlauf der Inzidenz zu erkla¨ren.

Abstract
To meet the threats of infectious diseases, many countries have established surveillance systems
for the routine collection of infectious disease data. The analysis and modelling such notifica-
tion data is essential in the attempt to control and prevent disease. In this thesis, statistical
methodology for the analysis of multivariate time series of counts as collected in surveillance
systems on notifiable diseases is developed. The aim is to provide a flexible model which is
able to explain the temporal and spatio-temporal patterns in the data, as well as account for
dependencies between different pathogens. The methodology is implemented in the open-source
R-package ‘surveillance’ which facilitates its use in practice.
A particular challenge is the modelling of outbreaks and irregularities in the data. Motivated
by a branching process formulation, well-known in infectious disease epidemiology, the epidemic
behavior is modelled via an autoregressive formulation. Possible dependencies between related
diseases are analyzed by introducing disease-specific parameters. An analysis of weekly influenza
and meningococcal disease counts shows empirical evidence that influenza infections predispose
meningococcal disease. In a spatio-temporal context, we propose incorporating external data
such as travel intensities between regions to better reflect the regional spread of a disease.
The non-linear autoregressive model formulation is further extended to integrate regional hetero-
geneity in disease transmission and incidence for highly multivariate time series. Such differences
may be due to age, sex, vaccination status or environmental conditions. Two approaches to ad-
dress heterogeneity are developed, depending on whether or not suitable covariate information
about such factors is available.
In the first approach, uncorrelated and spatially correlated random effects are included in the
model. The random effects may describe heterogeneity in disease incidence levels as well as in
the autoregressive coefficients, relating disease incidence to past counts in the same or neigh-
boring regions. Inference for this non-standard model is based on penalized likelihood method-
ology. Variance parameters are estimated using marginal likelihood. The estimation procedure
is adapted to handle correlated random effects. As classical model choice criteria such as AIC
or BIC can be problematic in the presence of random effects, model choice is performed using
one-step-ahead predictions and proper scoring rules. As exemplified by two applications, the
predictive performance improves if existing heterogeneity is accounted for via random effects.
When heterogeneity is due to known and observable factors, this information can be directly
related to for example the autoregressive parameters via a regression formulation. Such a formu-
lation also permits the autoregressive parameter to vary over time, for instance to reflect public
health interventions. In an application to German measles surveillance data, region-specific
vaccination coverage levels are used to explain regional differences in the incidence pattern.
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Introduction
Infectious diseases pose a major threat to the health of humans and animals. The availability
of vaccines and antibiotics has lessened the disease burden, while newly emerging pathogens
such as HIV or SARS, as well as existing pathogens such as malaria, continue to cause major
morbidity and mortality (M’ikanatha, Lynfield, Julian, Van Beneden and de Valk, 2007). Since
the end of the 19th century, many countries have thus established surveillance systems for the
reporting of various infectious diseases to control and prevent the spread of infections (Giesecke,
2002, Chapter 13). The systematic and standardized reporting at a national and regional level
aims to recognize all outbreaks quickly, even when aberrant cases are dispersed in space.
Traditionally, notification data, i.e. counts of cases confirmed according to a specific definition
and reported daily, weekly or monthly on a regional or national level, are used for surveillance
purposes. Other data sources include hospital admission data or syndromic data such as over-
the-counter sales of drugs. For illustration, Figure 1 shows weekly notification data for four
selected diseases reported to the Robert Koch Institute (RKI) as part of the German ‘Protec-
tion Against Infection Act’ (Infektionsschutzgesetz, IfSG). Each time series comprises the total
number of laboratory confirmed cases of a specific disease in Germany, and may be further
stratified by e.g. region or age. As seen from the figure, many diseases undergo considerable
seasonal variation, while others also display long-term trends. A typical feature is the occasional
occurrence of irregularities (outbreaks).
The modelling of infectious diseases is central to our understanding of pathogen evolution and
ecology as well as to the prediction of disease dynamics, and is a precondition for effective
surveillance. In this thesis, a statistical modelling and inference approach for the analysis of
multiple time series of reported counts, as exemplified in Figure 1, is developed. The primary
objective is to identify outbreaks and spatio-temporal patterns, and to explore interdependencies
between different pathogens using a flexible statistical model. The proposed count data model
accounts for serial and spatio-temporal correlation, as well as for heterogeneity in incidence levels
and disease transmission. Statistical inference is based on (penalized) likelihood methodology,
software for estimating and comparing the models was implemented in the freely available R (R
Development Core Team, 2010) package surveillance (Ho¨hle, 2007). Particular focus is on the
analysis of person-to-person transmitted communicable infections such as influenza or common
childhood infections. This is mainly done in a retrospective manner to explore past outbreaks
and diseases patterns for a fixed data set. Furthermore, the model can be used as a predictive
tool and eventually may be applied to prospective (on-line) detection of outbreaks. Here, data
are recorded sequentially over time, and the decision concerning whether or not incidence has
increased is made sequentially, based on the data collected thus far.
In the following, an overview of various mechanistic and empirical models that are used to
study infectious diseases is given. Mechanistic models are based on our understanding of the
underlying epidemiological processes and aim to describe the disease transmission mechanism,
while empirical models are mainly specified by exploring data and aim to explain the variability
in the observations (Pawitan, 2001, Section 1.2). Of course, the distinction between those
two classes is not clear-cut and there is a range of intermediate models which contain both
mechanistic and empirical components. The use of different models as tools for early outbreak
detection is outlined. Finally, the count time series based modelling approach, which forms the
basis for this thesis, is introduced.
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Figure 1.: Weekly number of cases of four diseases reported to the Robert Koch Institute, Germany, in
the years 2001–2006 as part of the IfSG. Data were obtained from http://www3.rki.de/SurvStat.
1 Analysis of infectious diseases
There is one unique feature of infectious diseases that makes the modelling different from mod-
elling other non-infectious diseases (see the introductory chapters by Giesecke, 2002; or Becker,
1989): the infectious disease can be acquired by contact with an infectious agent. Transmis-
sion may either occur directly between individuals or indirectly through the environment (e.g.
contaminated water or food) or intermediate hosts (e.g. mosquitos). The majority of viral and
bacterial infections—such as measles, chickenpox, HIV, hepatitis B, influenza or meningococcal
disease—are directly transmitted.
Figure 2 shows a schematic representation of the disease progress in an individual for an infec-
tious disease which results in lifelong immunity. An example are childhood infections. At some
point in time, the susceptible individual comes into contact with the infectious agent. This
is the start of the latent period, during which the individual is not yet infectious but carries
the pathogen. It is followed by the infectious period, during which the person can transmit
the disease. Symptoms of the disease will appear after the incubation period. Note that the
infectious and symptomatic periods do not necessarily coincide. Finally, the individual recovers
and, in this example, is immune to further infection. For other infections, the individual may
be susceptible again after recovery, either immediately or after some time period.
The disease transmission between individuals depends on three factors: the presence of an
infectious individual, the presence of a susceptible individual, and the occurrence of effective
contacts between those two groups. In short, an epidemic can be described by listing who
infected who and when (Grassly and Fraser, 2008). An important quantity for the spread of
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Figure 2.: Schematic illustration of the timeline of infection and disease status in an individual for a
hypothetical infection. Here, it is assumed that once an individual is recovered, it is not susceptible
anymore. The sum of average latent and average infectious period is called the average generation
time of infection (Anderson and May, 1991, p. 14).
the disease in a population is the average generation time, that is the average time between
successive ‘generations’ of infectives. It is defined by Anderson and May (1991, p. 14) as the
sum of average latent and average infectious period (see also Figure 2).
The epidemic process is usually not completely observable. For instance, it is virtually impossible
to know the exact time point at which the infection occurred or how long the infectious period
lasted. This makes it very difficult to obtain detailed and precise data, which in turn complicates
inference about key parameters even in simple mechanistic models (Andersson and Britton,
2000). Moreover, notification data are typically not individual-based, but aggregated according
to a specific partition of gender, age and location. As a consequence of the disease transmission
mechanism, the observations in the resulting time series of infectious disease counts are inherently
dependent. The analysis of surveillance data may be further complicated by underreporting or
other reporting artefacts. Finally, when faced with outbreaks of infectious diseases, there may
only be little time for investigations before one has to decide on preventive actions. In this
regard, it is particularly advantageous if such decisions can be based on statistical analyses
where results are readily available. Complex models requiring e.g. computer-intensive Markov
chain Monte Carlo (MCMC) methods may be impractical.
1.1 Mechanistic epidemic modelling
Compartmental models
Depending on an individual’s ability to transmit the infectious agent, the population may be
divided into three compartments of individuals (see Figure 2): those susceptible to infection
(S), those currently infectious (I), and those recovered (R) and immune to infection. This
fundamental classification into a few compartments builds the basis for most epidemic models.
Greater detail and realism can be achieved by adding additional compartments such as e.g. a
class of exposed (E), i.e. latent but not yet infectious individuals. For other infections, where
it is impossible to acquire immunity, the class R of immune individuals may be omitted. A full
model for the dynamics of the disease is obtained by specifying transition rates, which quantify
how many individuals move from one compartment to another. In the following, the standard
deterministic SIR model (Kermack and McKendrick, 1927), which models the average evolution
of the epidemic process and does not allow for randomness, is outlined. A comprehensive
introduction to the deterministic SIR model and related compartmental models, as well as their
stochastic counterparts, is given in the books by Anderson and May (1991), Andersson and
Britton (2000) and Keeling and Rohani (2008).
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Let S(t), I(t), and R(t) denote the fractions of susceptible, infectious, and recovered individuals,
respectively, at time t in a closed population of fixed size. Then
S(t) + I(t) +R(t) = 1 , for all t.
Individuals are first susceptible, they may then get infected and stay infectious for some time
before they recover. Initially, there are no recovered individuals and a known fraction of in-
fectious individuals. The standard deterministic SIR model is then defined by the differential
equations
dS(t)
dt
= −βS(t)I(t)
dI(t)
dt
= βS(t)I(t)− γI(t) (1)
dR(t)
dt
= γI(t),
where β is the transmission rate, and γ is the recovery rate with its reciprocal 1/γ determining the
mean infectious period. The crucial term here is βS(t)I(t), which states that infections occur at
high rate only when there are both many susceptible and many infectious individuals (Andersson
and Britton, 2000, Section 1.4).
The potential for an infection to spread within a population is governed by the basic reproductive
ratio R0, i.e. the average number of individuals who are directly infected by an initial case in a
totally susceptible population (Keeling and Rohani, 2008, p. 20). Rewriting the second equation
in (1) as
dI(t)
dt
= βI(t)
[
S(t)− γ
β
]
,
it follows that, if the initial proportion of susceptibles S(0) is less than the relative removal rate
γ/β, then dI(t)/dt < 0 and the infection dies out (Kermack and McKendrick, 1927). The inverse
of the relative removal rate represents the basic reproductive ratio R0. Hence, an epidemic can
only occur if R0 > 1/S(0), or if R0 > 1 in an entirely susceptible population with S(0) = 1.
This threshold property is of paramount importance when investigating the effectiveness and
impact of control strategies such as vaccination or school closures.
The above standard SIR model assumes a population of homogeneous individuals who mix, i.e.
meet each other, with equal probability. However, this is rarely realistic as there will always
be some contacts that are more likely than others. Differences in contacts may be attributed
to geographical, behavioral or social factors. Individuals may vary in their susceptibility to
infection or in how infectious the individual is when infected or in both. See Becker and Brit-
ton (1999) or Grassly and Fraser (2008) for a further discussion of factors influencing disease
transmission. In the simplest cases of non-random mixing, the population can be separated into
a few homogeneous subpopulations, depending upon certain characteristics that may influence
the risk of infection and disease transmission, such as age or gender. In those subpopulations,
individuals are similar with respect to both their infectiousness and susceptibility to infection
and multitype epidemic models can be used (Britton, 1998). Other extensions of the SIR model
which account for further heterogeneity are discussed in Keeling and Rohani (2008).
In practice, infectious disease data are collected at time intervals, rather than continuously.
If the infectious period is short compared to the latent period, new infections will occur in
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Generation: 0 1 2 3
. . .
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Figure 3.: Schematic illustration of the Galton-Watson branching process. Individuals are represented
as bullets, the gray ones produce no offspring.
successive generations and it is natural to consider models in discrete time, where the unit of
time corresponds to the generation time (Andersson and Britton, 2000, p. 4). See Becker (1989)
or Daley and Gani (1999) for a discussion of SIR models in discrete time, so-called chain binomial
models.
Branching processes
Information about the number of susceptibles is rarely available, especially for large populations
in a surveillance setting. Here, the theory of branching processes proves to be useful for making
inference about the reproductive ratio (Becker, 1989, Chapter 8; Andersson and Britton, 2000,
Section 3.3). Branching processes are individual-based models for the evolution of populations
in terms of generations. They provide an approximation to the epidemic process by assuming
an unlimited amount of susceptibles so that the spread of infection depends only on the number
of infectious individuals.
Harris (1989) and Haccou, Jagers and Vatutin (2007) provide a comprehensive discussion of
general branching processes. In the following, the (Bienayme´-)Galton-Watson process, which
represents the oldest and simplest discrete time branching process with non-overlapping gener-
ations, is introduced. Figure 3 shows a schematic representation of the process. Let Zn denote
the population size (the number of infectious individuals) in the n-th generation. The process
starts with an initial population of Z0 individuals which produce, independently of each other,
a random number of offspring and then die. The total number of offspring determines the pop-
ulation size of the first generation, Z1. These individuals then produce the second generation,
and so on. If the number of offspring of the i-th individual belonging to generation n − 1 is
denoted by Xi, then the population size in generation n is given by (Haccou et al., 2007, p. 14)
Zn =
Zn−1∑
i=1
Xi,
where for each generation theXi are independently and identically distributed (iid), non-negative
and integer-valued random variables. The distribution of Xi is called the offspring distribution.
Clearly, once a generation is empty the population dies out. Suppose there is one initial indi-
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vidual, Z0 = 1, and the offspring distribution has mean λ = E(Xi). Then the expected size of
the n-th generation is given by
E(Zn) = E(E(Zn|Zn−1)) = λE(Zn−1) = . . . = λn .
As n → ∞, the average size of the population goes to zero when λ < 1, whereas it grows
exponentially when λ > 1 (Haccou et al., 2007, p. 19). In applications to infectious diseases, the
offspring mean λ is identified as the reproductive ratio (Becker, 1989, pp. 176f).
The above branching process models the evolution of a closed population. It can be extended
to a branching process with immigration (Haccou et al., 2007, Section 2.10), where a random
number of immigrants, In, may arrive during each reproduction period n:
Zn =
Zn−1∑
i=1
Xi + In. (2)
Here, In and Xi are assumed to be mutually independent and the In are iid with finite mean
ν = E(In). Provided that λ < 1, the process (2) has a stationary distribution with mean
µ =
ν
1− λ (3)
(Guttorp, 1995, p. 99). Thus, the population cannot ultimately die out due to the immigration.
Statistical inference
As the infection process typically is only partially observed, the detailed data required for esti-
mating the parameters in a mechanistic epidemic model are rarely available. Especially in com-
plex compartmental models allowing for heterogeneity and biological details to achieve greater
realism, it is often necessary to assume values for the required parameters and to compare ob-
served data on outbreaks with simulations from the model (Breto´, He, Ionides and King, 2009).
The question is how to derive sensible values in the absence of empirical information. Strong
modelling assumptions may be necessary and extensive sensitivity analyses are required. The
usefulness of such models may be unclear if the model leads to a wide range of predicted ef-
fects, and observed data are consistent with many different (and possibly conflicting) interpreta-
tions (Cox, Donnelly, Bourne, Gettinby, McInerney, Morrison and Woodroffe, 2005; Cauchemez,
Valleron, Boe¨lle, Flahault and Ferguson, 2008). This emphasizes the need of statistical methods
to estimate key parameters of mechanistic models and the associated standard errors based on
available data. For a discussion of the statistical challenges inherent to the analysis of infectious
diseases, see Becker and Britton (1999) or O’Neill (2002).
Various approaches to make statistical inferences for (complex) mechanistic models based on
observed infectious disease time series are proposed in the literature. Much work considers the
analysis of measles dynamics, as quite detailed data are available for this disease. For instance,
Ellner, Bailey, Bobashev, Gallant, Grenfell and Nychka (1998) suggested a semi-mechanistic
SEIR model, where the transmission rate β(t) is fitted by a regression model. Finkensta¨dt and
Grenfell (2000) later proposed a discrete-time version of the SIR model that may be fitted to ob-
served time-series of disease incidence in a two-stage approach. First, the unobserved susceptible
class is reconstructed using data on births and deaths. Then the transmission equation is fitted
using this reconstructed class of susceptibles as a covariate. This model was further developed
in Finkensta¨dt, Bjørnstad and Grenfell (2002) and Xia, Gog and Grenfell (2005). These dis-
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crete time models require the epidemic and data collection processes to have similar time scales.
Recently, Cauchemez and Ferguson (2008) and Breto´ et al. (2009) proposed a likelihood-based
analysis of continuous time compartmental models. The former obtain maximum likelihood
estimates by approximating the SIR epidemic process by a more analytically tractable diffusion
process, while the latter employ iterated filtering methods. Further likelihood-based inference
approaches for the analysis of infectious diseases other than measles are proposed e.g. by Koelle
and Pascual (2004), or Ho¨hle (2009).
Alternatively, Bayesian approaches using MCMC may be used for inference (O’Neill and Roberts,
1999; Morton and Finkensta¨dt, 2005; Lekone and Finkensta¨dt, 2006; Forrester, Pettitt and
Gibson, 2007; Jewell, Kypraios, Neal and Roberts, 2009). An advantage here is that MCMC
methods usually allow the imputation of missing data, such as the unobserved infection times,
in a rather straightforward manner. However, analyses may be very time-consuming, especially
for large populations and complex models.
An up-to-date overview of existing statistical inference approaches for epidemic models is given
by O’Neill (2010). For an account of statistical models based on branching processes see Far-
rington, Kanaan and Gay (2003) and the references therein.
1.2 Empirical modelling
Empirical models are mainly used for description and prediction of the disease incidence, or in
conjunction with monitoring. Typical features of infectious disease data are long-term trends,
seasonality and occasional outbreaks (compare Figure 1). First and foremost, a model has to
take the epidemic nature, i.e. the inherent dependence of observations, into account. Following
Cox (1981), auto-dependencies on the individual level can be represented by either parameter- or
observation-driven processes. In parameter-driven models, autocorrelation is introduced through
a latent process while in observation-driven models past responses enter directly into the model
formulation. Various statistical models are suggested for the analysis of (multivariate) times
series of infectious disease counts in the literature. These include, amongst others, generalized
linear (mixed) models (GL(M)Ms) and time series approaches.
The applicability of those two model classes for the analysis of surveillance time series data, as
presented in Figure 1, is discussed in the following. For this purpose, let yit denote the number
of cases observed in unit i = 1, . . . , I at time point t = 1, . . . , T , where units might represent
different age groups or regions. For a specific partition of age, in small areas, or when analyzing
rare infectious diseases, the considered time series will contain low numbers of counts. The use
of Gaussian models is then not appropriate.
In a regression setting, GL(M)Ms (McCullagh and Nelder, 1989; Fahrmeir and Tutz, 2001) are
frequently used to model such non-Gaussian correlated responses. Typically, log-linear Poisson
models are applied, where the counts yit are assumed to be Poisson distributed with mean E(yit)
which is related to an unknown linear predictor ηit via the log link: log(E(yit)) = ηit. Long-term
trends and seasonal variation can easily be incorporated in the linear predictor via linear and
cyclic functions of time, for example
ηit = α+ βt+
S∑
s=1
(γs sin(ωst) + δs cos(ωst)), (4)
where S is the number of sine and cosine pairs to include and ωs are Fourier frequencies, e.g.
ωs = 2pis/52 for weekly data. This formulation goes back to Serfling (1963) and has since
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then been frequently used to model seasonal variation in infectious disease data (e.g. Zeger and
Karim, 1991; Le Strat and Carrat, 1999; Held, Ho¨hle and Hofmann, 2005; Nelson and Leroux,
2006). Heterogeneity between units may be addressed by adding suitable covariates, if available,
to the right hand side of (4). In the absence of such information, unit-specific random effects
may be used (Zeger and Karim, 1991; Kleinman, Lazarus and Platt, 2004).
The above formulation takes regular dependence into account. However, it does not allow for
occasional outbreaks. In a parameter-driven formulation, this could be achieved by including
time-dependent latent effects that follow an autoregressive structure (Zeger, 1988; Nelson and
Leroux, 2006). Alternatively, the number of cases in the past may enter as additional explanatory
variable into the model. In the following, such observation-driven formulations are discussed for
a univariate time series of cases yt observed in a specific region i, so the index i is dropped.
Models belonging to the class of autoregressive (integrated) moving average (AR(I)MA) models
(Box and Jenkins, 1976; Diggle, 1990) are popular as empirical descriptors for an autocorrelated
Gaussian time series. An ARMA model of order (p,q) assumes that the observation at time t is
given by a linear combination of p previous observations and q previous random shocks:
yt =
p∑
j=1
φjyt−j + t +
q∑
k=1
θkt−k , with t
iid∼ N (0, σ2) . (5)
Here, φ1, . . . , φp and θ1, . . . , θq are unknown parameters of the model. Note that, to fit this
model, the time series must be stationary. This requires that trends and seasonality are removed
from the original data e.g. by differencing, as is done in ARIMA models. Many authors have used
this model class to analyze infectious disease surveillance data (e.g Helfenstein, 1986; Watier,
Richardson and Hubert, 1991; Allard, 1998; Trottier, Philippe and Roy, 2006). However, ARIMA
models are designed for real-valued time series, whereas in a surveillance setting time series of
counts are typically available. Especially for rare infectious diseases or diseases in smaller areas,
methods for non-negative integer-valued data may be more appropriate.
Various generalizations of AR(MA) models to the non-Gaussian case have been suggested. These
may be divided into two classes: a) integer valued AR(MA) models as discrete analogues of the
real-valued AR(MA) model (5) and b) GLM-based approaches which combine predictors such
as (4) with additional AR(MA) components. See Grunwald, Hyndman, Tedesco and Tweedie
(2000), and Kedem and Fokianos (2002, Chapters 4–5) for a comprehensive review. In the
following, the main focus is on AR structures. Models of the first class will be called INAR
models, whereas models of the second class will be called generalized AR models. Although
INAR models have been applied to infectious disease data (Cardinal, Roy and Lambert, 1999),
generalized AR models seem to be the more fruitful approach. In INAR models it is not possible
to simply remove trends and seasonal variation by transforming the original time series in analogy
to Gaussian AR models, because the count data nature needs to be preserved (Enciso-Mora,
Neal and Rao, 2009). In contrast, the inclusion of trends and seasonal variation via covariates
is natural for generalized AR models.
One can further distinguish generalized AR models depending on whether or not an identity link
is used to relate the mean to past responses. A Poisson model with identity link corresponds to
an additive model, whereas the use of the log link results in a multiplicative model (see Paper
II by Paul, Held and Toschke, 2008). A simple additive AR(1) model is given by
yt|yt−1 ∼ Po(µt), with µt = λyt−1 + ν, λ > 0, ν > 0. (6)
It corresponds to the autoregressive representation of a branching process with Poisson offspring
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and immigration as given in (2) on page 6 (see also Kedem and Fokianos, 2002, Section 5.1.1).
Likelihood-based inference for model (6) (with an additional moving average term) is discussed
by Fokianos, Rahbek and Tjøstheim (2009). For the analysis of infectious disease surveillance
data, Held et al. (2005) and Held, Hofmann, Ho¨hle and Schmid (2006) start from model (6)
and incorporate features such as seasonality and overdispersion by letting ν vary over time and
replacing the Poisson by the negative binomial distribution. Held et al. (2005) also discuss an
extension to the multivariate case. This multivariate formulation forms the basis of Papers II–IV
in this thesis and is further discussed in Section 2.
A simple multiplicative AR(1) model analogous to (6) has mean µt = exp(λyt−1 + ν). However,
this formulation poses some problems as discussed by Zeger and Qaqish (1988). They suggested
an alternative model with a modified AR term, which is outlined in Paper II. Further gener-
alizations of this model are proposed by Benjamin, Rigby and Stasinopoulos (2003), who also
discuss alternative multiplicative model formulations.
1.3 Surveillance
The systematic ongoing collection and analysis of public health data for the purpose of disease
control and prevention is termed surveillance. The scope and values of surveillance are intro-
duced e.g. in M’ikanatha et al. (2007). One major goal of surveillance is the timely detection
of outbreaks, i.e. aberrations in the space-time pattern of incident cases, as they arise. Over
the past decade there has been increasing research interest in developing statistical models for
prospective outbreak detection. The critical word here is ‘prospective’, which poses diverse
statistical challenges (Unkel, Farrington, Garthwaite, Robertson and Andrews, 2010). In partic-
ular, data from surveillance systems usually suffer from under-reporting and reporting-delays.
Thus, detailed mathematical modelling is often not appropriate for public health surveillance
and the purpose of early outbreak detection.
In practice, the methods by e.g. Stroup, Williamson and Herndon (1989) and Farrington, An-
drews, Beale and Catchpole (1996) or variants thereof are commonly used for routine on-line
monitoring. Those methods are based on relatively simple statistical models and the repeated
use of confidence intervals to decide on aberrations. Note that the latter implies that only the
last time point is used for the decision. In recent years, many surveillance algorithms have been
inspired by statistical process control techniques, which accumulate information and account
for multiple testing, to detect shifts in mean incidence (Woodall, 2006). For instance, Ho¨hle
and Paul (2008) suggest count data regression charts based on the generalized likelihood ratio
to monitor changes in the mean incidence of a specific infectious disease. They investigate the
early detection of both multiplicative shifts in the mean incidence, as well as the appearance
of an additional autoregressive component as in the model by Held et al. (2005). Systems that
are specifically designed for the surveillance of a single infection may be based on more elab-
orate models (e.g. Diggle, Rowlingson and Su, 2005; Heisterkamp, Dekkers and Heijne, 2006;
Mart´ınez-Beneito, Conesa, Lo´pez-Qu´ılez and Lo´pez-Maside, 2008).
For a comprehensive review of statistical methods for detecting aberrations, see Unkel et al.
(2010), Farrington and Andrews (2004) or Sonesson and Bock (2003). Selected methods in
veterinary public health are discussed by Ho¨hle, Paul and Held (2009) in Paper I of this thesis.
Many methods consider the univariate case where a single time series is monitored, although
surveillance systems usually track more than just one time series. If multiple time series relate
to the same underlying process (e.g. one disease stratified by age groups), the consideration of
dependencies between time series is likely to be of benefit. The multivariate modelling approach
proposed in this thesis is well-suited as basis for multivariate prospective outbreak detection.
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For instance, an extension of the univariate regression charts proposed in Ho¨hle and Paul (2008)
to such multivariate modelling seems feasible.
2 Model framework
In the following, the basic building block of the multivariate modelling approach, which is used
throughout this thesis, is introduced. Further model extensions are summarized in relation to
one another, and parameter estimation and model choice are outlined.
2.1 Formulation
Suppose that a specific disease is observed in i = 1, . . . , I units such as different regions, age
groups, or related pathogens. Starting from the univariate branching process formulation in (6),
Held et al. (2005) suggest the following model for the analysis of multivariate time series of
counts: given past data, the counts yit are Poisson distributed with conditional mean
µit = λyi,t−1 + φ
∑
j 6=i
yj,t−1 + nitνit , (λ, φ, νit > 0) (7)
where nit is an offset representing for example the population size of unit i at time t. Here, the
first two additive components represent an autoregression on past counts in the same unit i and
in other units j. The second component should capture dependency across units as epidemics
often spread across regions. The third component is called the ‘endemic’ component and models
regular trend and seasonal patterns in the disease incidence and essentially corresponds to a
log-linear regression model as given in (4):
log(νit) = αi + βt+
S∑
s=1
(γs sin(ωst) + δs cos(ωst)). (8)
Note that here, unit-specific intercepts αi are used to deal with differences in incidence lev-
els. The Poisson distribution for the observed counts may be replaced by a negative binomial
distribution to account for overdispersion (Hilbe, 2007, Chapter 6).
Although temporal and spatio-temporal dependence can be accounted for in this model, it may
still not be satisfactory in applications. Therefore, further model generalizations may be useful.
For instance, the use of
∑
j 6=i yj,t−1 as explanatory covariate might not be able to adequately
capture the spatio-temporal spread of a disease across regions. In Paper II, a weighted sum of
past cases is considered, where fixed weights reflect how cases in other regions relate to cases in
region i. Such weights may incorporate travel information.
Furthermore, model (7) assumes that disease transmission is equal for all units and also constant
over time. However, factors such as age, vaccination status or environmental conditions might
influence disease transmission. Changes in vaccination coverage or public health interventions
will have an effect on the disease incidence pattern. In Paper II, heterogeneity between units is
allowed for by unit-specific parameters, e.g. λi or φi. Such an approach is feasible if the number
of units is not too large. In particular, this extension is useful for the joint analysis of several
related diseases as different pathogens usually are not equally infectious or might show different
seasonality. For instance, there is both clinical and epidemiological evidence that influenza in-
fections predispose meningococcal disease. This is investigated in Paper II based on surveillance
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Figure 4.: Number of influenza (blue) and meningococcal disease (black) cases simulated from the second
model in Table 2 of Paper II. The autoregressive parameters are specified as λflu = 0.74, and λmen =
0.10. The influence of past influenza cases on the meningococcal disease incidence is quantified by
φflu→men = 0.005.
data from Germany. Results of the analysis support this statement although the evidence is not
particularly strong. For illustration, Figure 4 displays simulated data from a bivariate model
for influenza and meningococcal disease infections, where the number of meningococcal disease
cases in week t depends to some extent on the number of influenza cases in the previous week.
The realized incidence pattern nicely agrees with the observed incidence as shown in Figure 1
on page 2.
For highly multivariate time series of counts, the use of unit-specific parameters is no longer
feasible, as estimation and identifiability problems may occur. Therefore, a random effects
formulation is implemented by Paul and Held (2010) in Paper III. Here, random effects may be
assumed to be either uncorrelated or spatially correlated. Alternatively, when heterogeneity is
due to some known (and observable) factor, this information could be directly related to e.g. the
autoregressive parameter via a regression formulation as λi = exp(x
>β). Herzog, Paul and Held
(2010) use region-specific vaccination coverage to explain regional differences in the incidence
pattern of measles in Paper IV. With such a regression formulation, it would also be possible to
let the autoregressive parameter vary over time.
2.2 Parameter estimation
Statistical inference for model (7) is performed by maximum likelihood (ML) as is done by
Held et al. (2005). Alternatively, a fully Bayesian approach could have been used for inference,
as is suggested in Held et al. (2006) for the analysis of univariate time series. However, this
requires the use of computer-intensive MCMC methods, whereas results are readily available
in a likelihood based approach. The estimation procedure for fitting any model of this thesis
was implemented in the R package surveillance. The procedure is programmed in a general
manner and its usage is illustrated in a software tutorial in Appendix III.
The additive decomposition of the mean (7) in combination with (8) implies that the model
is non-linear in parameters and does not belong to the class of GLMs. Hence, the Poisson (or
negative binomial) log-likelihood `(θ) is optimized using suitable optimization routines to obtain
ML estimates θˆ. For fixed effects models, ML estimates are obtained by solving the (non-linear)
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score equations
s(θ) :=
∂`(θ)
∂θ
= 0
e.g. by means of the iterative Newton-Raphson (NR) method which proceeds as follows: Starting
with initial estimates θ0, the next estimates θt are computed as the root of a linear Taylor
expansion of the score function around the current estimate θt−1
θt = θt−1 + [F (θt−1)]−1s(θt−1) , t = 1, 2, . . .
Here, F (θ) := −∂2`(θ)/(∂θ∂θ>) is the observed Fisher information matrix. Convergence is
reached if the score equation is satisfied, s(θt) ≈ 0, and differences between successive iterates
become small, e.g. ||θt − θt−1|| < .
The NR algorithm requires first and second derivatives of the log-likelihood. If analytic deriva-
tives are not available or involve cumbersome computations, numerical approximations may be
used. The analytical score function and Fisher information matrix for a general formulation of
model (7) are given in Appendix II. Their use considerably improves the time needed to obtain
convergence.
The major advantage of the NR method is its rapid convergence. However, good initial values
are required even in well-behaved problems, as the algorithm may fail to converge if θ0 is not
sufficiently close to the solution. In particular, the observed Fisher information matrix F (θ) may
not be positive definite if θ is far from θˆ. Dennis and Schnabel (1996, Chapter 6) discuss several
modifications of the NR method to obtain a globally convergent method, see also Paper III.
For the models considered in this thesis, the optimization routine implemented in the R function
nlminb turned out to be well-suited and more reliable than the optimizers implemented in optim.
It is generally advisable to start with simple models that require only few parameters to be
estimated. Those estimates can then serve as initial values for parameters in extended mod-
els. For instance, Figure 5 displays a contour plot of the estimated log relative likelihood,
`(λ, α, γˆ, δˆ)− `(λˆ, αˆ, γˆ, δˆ), for a 4-parameter model with mean
µt = λyt−1 + exp
{
α+ γ sin
(
2pi
52
t
)
+ δ cos
(
2pi
52
t
)}
applied to the meningococcal disease data shown in Figure 1. Note that the autoregressive
parameter λ is optimized on log-scale to ensure positive values. Suitable initial values may be
obtained by setting the seasonal parameters to zero, γ0 = δ0 = 0. The plot of the incidence in
Figure 1 shows that there is little epidemic behavior and thus a small value for the autoregres-
sive parameter, say λ0 = 0.1, is reasonable. Initial values for the intercept α in the endemic
component may then be obtained by equating the observed mean y¯ to the stationary mean µ
in (3) and solving for α.
When random effects are contained in a model, parameter estimation becomes more complicated.
The estimation of parameters involves integration of the likelihood with respect to the random
effects which cannot be done analytically in non-Gaussian models. Inference in GLMMs is
already quite involved, especially if correlated random effects are included. Numerical integration
is usually more accurate than approximation methods to the integrand, such as those using
first-order Laplace approximations. However, the former is much slower and infeasible if the
dimension of the integrals is too large. In Paper III, possible methods for solving the respective
integrals are outlined. A penalized likelihood approach is implemented based on methodology
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Figure 5.: Contour plot of the estimated log relative likelihood, `(λ, α, γˆ, δˆ)−`(λˆ, αˆ, γˆ, δˆ), for the meningo-
coccal disease data. The red cross shows the ML estimates (αˆ, λˆ), and the green line corresponds to
possible initial values obtained by equating y¯ = exp(α)/(1−λ0) and solving for α given a fixed value
λ0.
for survival data by Kneib and Fahrmeir (2007). Here, estimates of variance components are
obtained by optimizing an approximated marginal likelihood which is obtained via a first-order
Laplace approximation. The estimation procedure is adapted to handle correlated random
effects. See Appendix II for further details.
2.3 Model choice
Model choice is a fundamental part of data analysis. It includes the selection of relevant co-
variates, random effects, or the distribution of the response. Classical model choice criteria
such as Akaike’s information criterion (Akaike, 1974, AIC) or the Bayesian information criterion
(Schwarz, 1978, BIC) are widely used. Both criteria combine a measure for model fit with a
penalty for model complexity. The AIC is defined by
AIC = −2 log(L) + 2p ,
where log(L) is the maximized log-likelihood and p denotes the number of estimable parameters
in the considered model. The BIC replaces the penalty term by p log(n), where n denotes the
sample size. The model with the smallest AIC (BIC) is considered the best.
While model selection based on such information criteria is well explored and understood for
models that correspond to fixed-effects likelihoods, their use turns out to be problematic once
models include random effects (Burnham and Anderson, 2002, p. 316). The arising difficulties
are outlined in Paper III.
For model selection in time series models, the comparison of successive one-step-ahead fore-
casts with the actually observed data is suggested (Dawid, 1984). In this context, the use of
strictly proper scoring rules, such as the logarithmic score or the ranked probability score, is
recommended (Gneiting and Raftery, 2007; Czado, Gneiting and Held, 2009). These criteria are
described and used for model selection for the random effects models in Paper III.
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Thesis Summary
This thesis consists of four papers, presented in chronological order. Their content is briefly
summarized in the following:
Paper I
Paper I, Statistical approaches to the monitoring and surveillance of infectious dis-
eases for veterinary public health by Michael Ho¨hle, Michaela Paul and Leonhard Held,
provides an overview of methodology for the prospective and retrospective surveillance of rou-
tinely collected count data in veterinary public health. Particular emphasis is placed on the
time series nature of the data. Various methods for the prospective detection of aberrations
are discussed, most of which use statistical process control techniques. Statistical modelling
approaches such as the model by Held et al. (2005) allow a retrospective investigation of tem-
poral and spatio-temporal patterns in the data. The applicability of the presented methods
is illustrated with data from the monitoring of rabies among fox in the federal state of Hesse,
Germany.
This work stems from a joint talk by L. Held and M. Ho¨hle at the GisVet 2007 conference in
Copenhagen. M. Ho¨hle was the main investigator and drafted the manuscript. I performed
the computations for the retrospective analysis of the rabies data using the fitting procedure
implemented by me in preparation for Paper II. Together, L. Held and I wrote the section about
this retrospective analysis and commented on the other parts of the manuscript. The paper was
finalized by M. Ho¨hle.
The main contribution of this paper is the description of powerful statistical methods for uni-
variate and hierarchical surveillance using the example of rabies monitoring. The existence of a
readily available implementation of these methods in the R package surveillance (Ho¨hle, 2007)
facilitates their use in practice.
Paper II
In Paper II, Multivariate modelling of infectious disease surveillance counts by Michaela
Paul, Leonhard Held and Andre´ M. Toschke, the model proposed in Held et al. (2005) is extended
to analyze (directed or directionless) dependencies between related diseases observed in one area,
and dependencies between a specific disease observed in several areas. The method is illustrated
through a joint analysis of weekly influenza and meningococcal disease counts in Germany. In a
second application, air travel information is included in the model to analyze the spatio-temporal
spread of influenza in the USA. Model choice is based on AIC.
This work is based on initial work in the Master’s thesis of Toschke (2005), supervised by L. Held.
The model formulation and estimation approach were refined by L. Held and me. I implemented
and integrated the extended fitting procedure in the R package surveillance. In consultation
with L. Held, I conducted all analyses and did most of the writing. A. M. Toschke commented
on the manuscript which was finalized by L. Held and me.
The main contribution of this work is to provide a flexible model-based approach for the analysis
of multivariate time series data on counts of infectious diseases. Different types of variation and
correlation can be incorporated within a single model. For instance, it is possible to explore
potentiating effects of one infection on another, or directionless associations between infections
transmitted via the same route which might be induced by varying contact rates. A comparison
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with the multiplicative Markov regression model by Zeger and Qaqish (1988) shows empirical
evidence of a better fit of the proposed additive model formulation.
Paper III
In Paper III, Predictive assessment of a non-linear random effects model for mul-
tivariate time series of infectious disease counts by Michaela Paul and Leonhard Held,
region-specific random effects are introduced in the model by Paul et al. (2008) to account for
heterogeneous incidence levels or varying disease transmission. The random effects are assumed
to be uncorrelated or spatially correlated. Inference is based on penalized likelihood methodol-
ogy for mixed models (Breslow and Clayton, 1993; Kneib and Fahrmeir, 2007). In a case study,
the model is applied to monthly counts of meningococcal disease in 94 departments of France
and weekly counts of influenza cases in 140 districts of Southern Germany.
This work extends Paper II to analyze surveillance data reported in a large number of regions.
After discussion of the inference approach with L. Held, I worked out the methodological details,
implemented the fitting procedure, conducted all analyses and wrote a draft of the manuscript.
L. Held commented on the draft, which I finalized.
The main contribution of this paper is the formulation via (possibly spatially correlated) ran-
dom effects. This enables a realistic analysis of a large number of parallel time series, where
heterogeneity and correlations across regions are very likely to exist. Random effects may enter
into each of the three model components, and correlations are allowed both across regions as well
as across components. Classical model choice criteria such as AIC or BIC can be problematic in
the presence of random effects. Thus models are compared by means of one-step-ahead predic-
tions and proper scoring rules. As exemplified by the applications, the predictive performance
improves, if existing heterogeneity is accounted for using random effects.
For further information, Appendix I presents an early version of Paper III which is published in
the proceedings of the 16th European Young Statisticians meeting in Bucharest, 24–28th August
2009. In this version, the special case of uncorrelated random effects in a model formulation
without the spatio-temporal component is discussed. The diagonal structure of the random
effects covariance matrix simplifies matters compared to the more general formulation in Paper
III. The paper also contains preliminary results for the French meningococcal disease data.
Paper IV
In Paper IV, Heterogeneity in vaccination coverage explains the size and occurrence
of measles epidemics in German surveillance data by Sereina A. Herzog, Michaela Paul
and Leonhard Held, the link between local measles outbreaks in Germany and vaccination cover-
age levels is characterized, given that most cases during such outbreaks occurred in unvaccinated
people. This is investigated by introducing region-specific vaccination coverage levels as explana-
tory variable in the multivariate time-series model proposed by Held et al. (2005). Model choice
is based on AIC, the behavior of which is investigated in a simulation study.
This work originated from an idea of L. Held which was initially explored in the Master’s thesis
of Herzog (2008), supervised by L. Held and in part by me. S. Herzog wrote a first draft based
on her thesis. After discussion with L. Held and S. Herzog, I revised the manuscript in a second
draft. S. Herzog carried out the simulation study, I conducted the analyses of the measles data
using R functions from S. Herzog’s Master’s thesis. Together, we finalized the paper, with L. Held
giving comments.
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Heterogeneity in diseases transmitted by person-to-person contact can be caused by various fac-
tors such as vaccination status, age, genetic variation in individuals or environmental conditions.
Compared to Papers II and III the main contribution of Paper IV is to present an alternative
approach to address heterogeneity in disease incidence and transmission when suitable covariate
information about such factors is available. Results of the analysis of German measles surveil-
lance data show a clear association between vaccination coverage and the overall incidence of
measles in the federal states of Germany.
Appendix II presents details about the estimation procedure for the most general formulation of
the model including correlated random effects as presented in Paper III. Additional covariates
as discussed in Paper IV may also be included in the model formulation.
The estimation procedure was implemented by me in a general manner, and is integrated in the
R package surveillance. Appendix III presents a software tutorial to illustrate its usage.
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1. Introduction
The specific aim of diseasemonitoring and surveillance,
which has a long history in veterinary sciences as
described in e.g. Wilkinson (1992), is the early detection
of emerging and re-emerging diseases in order to prepare
contingency plans to contain those diseases. Following
Christensen (2001) we shall differentiate between animal
disease monitoring as the ongoing efforts directed at
assessing the health and disease status of a given
population and disease surveillance, which describes a
more active system and implies that some form of directed
action will be taken if the data indicate aberrations in
disease level. An example of monitoring could be the
process of keeping track of a known disease, e.g. foot an
mouth disease, classical swine fever or rabies. This is in
contrast to the detection of non-specific signals as part of
early detection for specific infections not present in the
population. Such surveillance could, e.g. be the monitoring
of mortality in poultry triggering sampling and testing for
highly pathogenic avian influenza in the affected poultry
flocks. However, as described in Doherr and Audige´ (2001)
it is common to use the term disease monitoring and
surveillance system (MOSS) as umbrella term for the two
activities and we shall adopt this terminology in what
follows.
The focus of this paper is on statistical methodology for
performing prospective outbreak detection and retro-
spective modelling in time series of disease counts
resulting from continuous data collection within a disease
MOSS. This task has become increasingly important as the
amount of data gathered through automatic data collec-
tion increases. For a general overview on statistical
challenges for survey design and diagnostic testing in
veterinary MOS systems, see Salman (2003).
Examples from human epidemiology include the
monitoring of notifiable diseases, congenital malforma-
tions, surgical outcomes and bioterrorism syndromes
(Widdowson et al., 2003; Chen, 1978; Steiner et al.,
2000; Bravata et al., 2004). Examples in veterinary
epidemiology are themonitoring of salmonella in livestock
reports (Kosmider et al., 2006) or abortions in dairy cattle
(Carpenter et al., 2007). One issue in adapting statistical
outbreak detectionmethods fromhumans to animals is the
fundamental differences in terms: Animal MOS systems
have to deal with diverse species and completely different
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living conditions (e.g. production, wild, or companion
animal) resulting in different entities of interest (e.g.
individual or herd) and different professionals interacting
with the population. As a consequence the possibility and
cost of investigation and control strategy depends heavily
on character of living and the mobility of the animal
population. However, as much as the human and
veterinary MOS systems differ, zoonoses like salmonello-
sis, rabies or emerging zoonoses (e.g. avian flu) underline
the need for a comparative and co-operative approach in
monitoring and surveillance.
Data quality is a major practical concern in the analysis
of MOSS data, which complicates the statistical analysis.
Examples are the lack of a clear case definition, imperfect
diagnostic tests, under-reporting, reporting delays and
reporting of only test positives with no information on the
total number of tests conducted (lack of denominator
data). In this paper the focus is however on the statistical
challenges of analysing the resulting univariate and
multivariate time series containing daily, weekly or
monthly counts. This task shall – following Lawson and
Kleinman (2005) – be denoted as statistical surveillance of
count data time series.
The first part of the article deals with prospective
statistical surveillance. Several known methods from the
literature are treated, but also new methodological
developments such as weighting timeliness of data is
presented. One important question in the MOSS is
deciding on the best level of aggregation. To this end a
new scheme for hierarchical disease detection is intro-
duced. Our presentation thus emphasizes the time series
nature of the data as an alternative to spatial and spatio-
temporal cluster detection methods, e.g. scan statistics
(Kulldorff, 2001; Rogerson, 2001) or point-process
oriented approaches (Diggle et al., 2005). The second
part of the text describes a stochastic model for the
analysis of multivariate surveillance data. This model can
be used to detect temporal and spatio-temporal depen-
dencies in multivariate time series of MOSS counts.
Applicability of the presented methods is illustrated
throughout the text with data from the monitoring
database of the WHO rabies surveillance program
(WHO Collaboration Centre for Rabies Surveillance and
Research, 2007).
2. Prospective surveillance
In this section, statistical methods for univariate and
hierarchical disease surveillance are discussedwith a focus
on outbreak detection for count data with seasonality.
Broader surveys of outbreak detection methods can be
found in Farrington and Andrews (2003); Sonesson and
Bock (2003); Lawson and Kleinman (2005); Buckeridge
et al. (2005).
2.1. Univariate surveillance
For many surveillance problems univariate time
series of counts are readily available. If not additional
preprocessing is performed, e.g. by aggregating geo-
referenced outbreak data to an appropriate level or by
time-wise aggregation of event time data. We denote the
resulting univariate time series by fyt; t ¼ 1;2; . . .g. Pro-
spective outbreak detection can be seen as a classification
task: based on the observed values y1; . . . ; yn it is to be
decided if there is an aberration at time n or not. In what
follows two classes of methods that address the problem
are described.
2.1.1. Farrington method
The core of the method by Farrington et al. (1996) is to
predict the observed value yn using a set of reference
values taken from the observed values y1; . . . ; yn1. To
handle long-term trends and seasonality, only values from
awindow of size 2wþ 1 around time n upto b years back in
time are taken. Thus, the set of reference values consists of
recent values with similar conditions as at time n and can
formally be defined as
Rðw; bÞ ¼
[b
i¼1
[w
j¼w
ynirþ j
0
@
1
A;
where r is the period of the observations, e.g. for monthly
data r is 12. Thus no observations from the current year are
used. Poisson regression with overdispersion is then used
to model the ð2wþ 1Þb reference values, i.e. for yt 2Rðw; bÞ
EðytÞ ¼ mt; with logmt ¼ aþ bt and VarðytÞ ¼ fmt:
Based on the estimated model a one-sided ð1 kÞ  100%
prediction interval for yn can be formed. The classical way
to compute such a prediction interval is based on the
normal distribution, however, as the skewness of the
Poisson distribution with meanm is 1=
ffiffiffiffi
m
p
, for low valued
m this is a bad approximation. Therefore a (2/3)-power
transformation is applied to normalize the distribution
before computing the interval. The resulting back-
transformed upper limit of the prediction interval for yn
is then
Un ¼ mˆn 1þ
2
3
z1k 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fˆmˆn þ VarðmˆnÞ
mˆ2n
vuut
8<
:
9=
;
3=2
;
where mˆn ¼ exp ðaˆþ nbˆÞ and z1k is the 100ð1 kÞ%
quantile of the standard normal distribution. Subse-
quently, if yn >Un an alarm is sounded. To ease exposition
some details of the algorithm have been left out in the
above description; e.g. the linear trend is only included if it
is significant at the 5% level and a second round of
estimation is performed with observations weighted by
their inverse residuals. The latter corrects for possible past
outbreaks in the reference values. Furthermore, protection
against preposterous alarms is made by post-processing
alarms and only reporting those where enough cases have
been seen.
One virtue of the Farrington method is its simple yet
flexible modelling depending on only one user specified
parameter k. Hence, virtually no time series specific tuning
is required, which becomes advantageous when applying
the method to multiple surveillance time series. One
shortcoming is that only a moving window of historical
values is taken for estimation with no values taken from
the current year. A simple extension would be to include
M. Ho¨hle et al. / Preventive Veterinary Medicine 91 (2009) 2–10 3
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seasonal terms into the linear predictor of the Poisson
regression
logmt ¼ aþ bt þ
XS
s¼1
gssin
2p
r
s  t
 
þ dscos 2p
r
s  t
  
;
(1)
where r is the known period. Reference values could
then consist of all historical values or all values within a
moving window of b years. However, sequential
estimation becomes more complicated and careful
selection of the parameter S is required. Such modelling
is thus only of interest for time series where perfor-
mance is vital or where additional information is
immediately available in order to extend (1) with
further covariates.
Another shortcoming is the recomputing of prediction-
intervals at every time instance. As a consequence,
sustained shifts become hard to detect as deviations are
not accumulated. Performance on such shifts can be
improved by exploiting methods from statistical process
control (SPC), which accumulate information. The cumu-
lative sum (CUSUM) scheme described in the following
section is such a method.
2.1.2. CUSUM likelihood ratio detectors
Statistical process control has its root in the quality
control of manufactured goods, but has since found
numerous application in health care (Woodall, 2006) by
providing a more formal setting for surveillance methods.
In our treatment we shall put special emphasis on the
count data character of the time series – a feature which is
less typical for SPC methods.
Central in SPC is the prospective detection of change-
points.With n observations and known change-point t one
assumes the following model:
ytjzt; t
f u0 ðjztÞ for t ¼ 1; . . . ; t  1ðin-controlÞ
f u1 ðjztÞ for t ¼ t; t þ 1; . . . ðout-of-controlÞ

where zt denotes known covariates at time t and f u is, e.g.
the Poisson probability function with its mean m being a
function of u and zt . Objective of prospective change-point
detection is to use the observations y1; . . . ; yn to decide at
time n whether a change-point has occurred during
1; . . . ;n. One approach to do this is to use the so called
cumulative sum likelihood ratio detector (Lai, 1995; Frise´n,
2003)
N ¼min n1 : max 1tn
Xn
t¼t
log
f u1 ðyt jztÞ
f u0 ðytjztÞ
( )" #
 c
( )
:
(2)
For a specific n the above detector computes the log
likelihood ratio (LR) statistic for testing the hypothesis that
all observations originate from the in-control distribution
against the alternative that from change-point t on they
stem from the out-of-control distribution. Maximizing the
LR statistic for each possible change-point 1  t  nmeans
finding the maximum likelihood estimator, tˆ, for the most
likely location of the change-point. If LRðtˆÞ is above a pre-
specified threshold c, then there is enough information at
time n to say that a change-point happened at tˆ.
Otherwise, no decision is made and the monitoring
continues at time nþ 1.
Without covariates andwith pre-specified u0 and u1 the
above detector can be written in the well known CUSUM
recursive form
l0 ¼ 0; ln ¼max 0; ln1 þ log
f u1 ðynÞ
f u0 ðynÞ
( ) !
; n1 (3)
where the first alarm is given at time N ¼min fn : ln cg.
This detector can be shown to be optimal (in some
technical sense) for the detection of a shift from u0 to u1.
Evaluating the performance of the proposed schemes is a
question about which performance criterion to consider.
Typical choices are location parameters of the run length
distribution, e.g. the average run lengths (ARLs)
ARL0 ¼ EðNjt ¼ 1Þ, i.e. expected waiting time until the
first false alarm, or ARL1 ¼ EðNjt ¼ 0Þ, i.e. expected time
until detection of the change, when this change occurs
immediately. Alternatives include the conditional
expected delay EðN  tjt;N tÞ or the probability of false
alarm within the first m time points PðN  mjt ¼ 1Þ.
Frise´n (2003) gives a thorough treatment of the various
criteria and available optimality results. One can also use
the classification framework to discuss performance using
sensitivities, specificities and ROC curves (Kleinmann and
Abrams, 2006).
Lucas (1985) covers the CUSUM likelihood ratiomethod
for the Poisson distributionwith constant parametersm0 ¼
u0 andm1 ¼ u1. In a surveillance contextmain interest is in
detecting upward changes, thus typically u1 > u0. Dividing
by an appropriate constant in (3) one obtains for this
upward detection the equivalent form
Sn ¼max ð0; Sn1 þ ðyn  kÞÞ;
where k ¼ ðm1 m0Þ=ðlog ðm1Þ  log ðm0ÞÞ and S0 ¼ 0. A
commonway to selectm0 is to use a period known to be in-
control to estimatem0. In addition,m1 is the change, which
is to be detected quickly. Note that if the in-control
assumption in the m0 estimation is violated, e.g. if the
training data contain outbreaks, an incorrect in-control
parameter is estimated.
When the in-control mean is time varying due to long-
and short-term trends (such as seasonality) matters
become more complicated and only few approaches exist
in the literature. Two methods operating with time-
varying parameters for count data are the method by Rossi
et al. (1999) and Rogerson and Yamada (2004a). Letting
m0;t be the time varying in-control mean the first suggests
a transformation to normality by looking at
xt ¼
yt  3m0;t þ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m0;t  yt
p
2
ffiffiffiffiffiffiffiffiffim0;tp (4)
and applying a Gaussian CUSUM to these transformed
values. However, simulation studies show that in case of
low-counts the resulting ARLs are far away from the
anticipated ARLs as computed for the Gaussian CUSUM
(Rogerson and Yamada, 2004a; Ho¨hle and Paul, 2008). This
lead Rogerson and Yamada (2004a) to propose time-
varying control parameters of the Poisson CUSUM in order
M. Ho¨hle et al. / Preventive Veterinary Medicine 91 (2009) 2–104
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to obtain a specific in-control ARL0 value of g . Their
CUSUM is
Sn ¼ max ð0; Sn1 þ hnðxn  knÞÞ; with
kn ¼
m1;n m0;n
log ðm1;nÞ  log ðm0;nÞ
;
and m1;n being a multiple of standard deviations larger
than m0;n. The factor hn ¼ c=cn scales the contribution of
ðxn  knÞ at each time point. The threshold cn is determined
at each time point as the threshold of a time-constant
Poisson CUSUMwith reference value kn having ARL0 equal
to g , which can be computed, e.g. by the algorithm of
Hawkins (1992). Finally, c is the threshold of an ordinary
Poisson CUSUM with constant in-control mean parameter
m0, e.g. selected as the mean of the training period
observations. An alarm is given if Sn c.
As an alternative Ho¨hle and Paul (2008) suggest using
(2) directly, which makes allowance for quite flexible
models for m1;t at the cost of loosing the recursive
computation in (3) and having to compute performance
criterion by Monte-Carlo simulation. Big advantage of the
CUSUM methods is their ability for optimal detection of
change-points from m0;t to m1;t , however relying on these
models being adequate. Care thus has to be exercised in
order to specify a reasonable in-control model such as (1).
When monitoring massive amounts of time series such
care is not always possible. Also, for extremely low counts
it can be beneficial to monitor the number of zero count
periods before a period with one or more counts by the
geometric distribution (Bourke, 1992).
2.2. Multivariate and hierarchical surveillance
Practical statistical surveillance typically means con-
sideringmultiple time series simultaneously, e.g. series for
different diseases and serotypes, age groups or distinct
geographical regions. A naive way to performmultivariate
monitoring of m time series fyi;t; i ¼ 1; . . . ;mg is to apply
the univariate method of choice to each time series
separately and report all alarms. However, this approach
ignores any correlations between the time series and thus
leads to inferior detection. Multivariate change-point
detection methods such as multivariate CUSUMs take
correlations into account, but they are only developed for
the continuous case. Rogerson and Yamada (2004b)
investigate one of several proposals for a multivariate
CUSUM in a surveillance context. However, the more
detailed the partition due to serotype, age or region, the
rarer the cases. Continuous approximations are thus
unsound, butmethods for handling correlatedmultivariate
count data time series, e.g. Tourneret et al. (2002), are still
scarce. As a consequence, operating with multiple uni-
variate detectors is still the pragmatic choice.
One issue also not dealt with in the literature is the
important question of choosing the appropriate level of
aggregation for the MOSS time series. Fig. 1 shows a
hierarchy of time series resulting from aggregation of three
levels, e.g. spatial aggregationwith top level being the total
aggregated number of cases in a country and lower levels
representing the series for administrative regions and
districts.
The simple, yet very effective idea is now to monitor all
m time series independently by univariate methods. To
keep in-control alarm rates comparable between levels
one would use higher thresholds at the lower levels. A
subsequent plot showing all generated alarms provides a
good overview of aggregation effects and outbreak sizes.
2.3. Results
As an example of statistical surveillance in veterinary
public health, Fig. 2 shows the 1985–2006 time series of
monthly incidence of rabies among foxes in the federal
state of Hesse, Germany. These data are part of the
monitoring database kept by the Collaboration Centre for
Rabies Surveillance and Research (WHO Collaboration
Centre for Rabies Surveillance and Research, 2007).
A drastic decrease in the number of cases is seen as a
consequence of the oral rabies vaccination program started
in 1985 using Tu¨bingen baits. However, several set-backs
for the boarder region betweenHesse and Bavaria occurred
as mentioned in Mu¨ller et al. (2005) and shown in the
following analyses. To illustrate seasonality of the time
series we proceed as in Harnos et al. (2006) and divide the
monthly cases by the respective yearly average and
compute monthly means of this detrended time series
Fig. 1. Hierarchical time series structure. Each time series yX;t is formed by aggregating its immediate descendants in the graph, e.g. yt ¼
Pl0
i¼1 yi;t .
Fig. 2. Monthly number of rabies cases in Hesse, Germany.
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as shown in Fig. 3. Strong seasonality of the rabies data can
be seen – the increased incidence of up to 1.5 times the
yearly average in spring and autumn corresponds to the
mating season and dispersal of young foxes (Thulke et al.,
2000).
Fig. 4 shows the result of prospective surveillance for
the Hesse time series, beginning from January 1998. To
obtain the time varying m0;t values for each time point t, a
seasonal Poisson model as in (1) is fitted to the observed
values from January 1985 up to December 1997. As
observations close to t are considered more informative, a
weighted Poisson regression is performed, where each
observation is weighted according to its distance to t in
time. This fitted model is then used to compute the
predicted in-control mean for all future yt . Lines show the
resulting m0;t values and the resulting value of the LRðnÞ
statistic for a 50% increase, i.e. withm1;t ¼ ð3=2Þ m0;t .With
a threshold of c ¼ 4:0 the probability for a false alarm
within themonitored 98 timepoints is calculated to be 0.04
– with this threshold the first outbreak is detected March
2000. After the alarm the detector is reset by re-estimating
the Poisson model now using values up to March 2000 as
historical values. Subsequent predictions for the in-control
mean are then used to continue monitoring from April
2000 until the next alarm. This procedure continues until
the end of the monitoring period is reached – resulting
alarms (triangles) and in-control mean,mre0;t , obtained after
re-fitting following each alarm, are shown in Fig. 4.
As a second step taking spatial aggregation into account
we consider the three levels of aggregation arising from the
administrative division in Hesse, see Fig. 5. However, due
to an administrative reform data on district level are only
available from 1990. Fig. 6 shows surveillance of all time
series of the hierarchy beginning from January 1998. To
avoid careful tuning, the Farrington method with w ¼ 2
and b ¼ 4 is used.
It is immediately clear that the outbreak during 2000
for the entirety of Hesse was due to problems in the
southern region – especially district 06435 (Main-Kinzig-
Kreis) located at the border to Bavaria. Investigations
showed that there were problems with synchronising
Fig. 3. Seasonality in the rabies cases illustrated by the monthly average
relative to yearly average for each month.
Fig. 4. Statistical surveillance of the Hesse data using the LR-CUSUM method.
Fig. 5. Map of Hesse, Germany. The shaded regions indicate the three
different administrative regions (south, middle, north), the numbers are
the unique identifiers (Gemeindeschlu¨ssel) of the 26 (14þ 5þ 7) districts
of Hesse.
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aerial and hand distribution of the oral rabies vaccination
in this and the neighbouring city of Offenbach (06413)
(Mu¨ller et al., 2005). Fig. 7 summarizes the results in a so
called alarm plot, which shows a problem in district 06532
(Lahn-Dill-Kreis), causing alarms for region middle at the
turn of 1999.
3. Retrospective analysis of surveillance data
The focus of prospective surveillance, described in the
previous section, is on outbreak detection. In contrast,
retrospective surveillance tries to explain temporal and
spatio-temporal patterns in the data through statistical
modelling. FollowingHeld et al. (2005), one possiblemodel
approach for the analysis of multivariate surveillance data
is presented.
3.1. Multivariate modelling
As in Section 2.2, let yi;t , i ¼ 1; . . . ;m, t ¼ 1; . . . ;n, denote
a multivariate time series of counts. The main feature of
the model proposed by Held et al. (2005) is the additive
decomposition of the incidence into an endemic and an
epidemic componentwith rates hi;t and ni;t , respectively. In
the simplest case, the observed counts yi;t in region i at
time t are assumed to be Poisson distributed with mean
mi;t ¼ hi;t þ ni;t :
Endemic incidence is persistent with a stable temporal
pattern. The endemic component ni;t thus may include
terms for long-term trends and seasonality and is basically
modelled as in (1). Region-specific intercepts allow for
Fig. 6. Surveillance results for each of them ¼ 30 time series having at least one case in themonitored period. Top-left plot is of all cases in Hesse followed by
the three administrative regions and the districts. For better visualization the y-axis is truncated at the value 40.
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different incidence levels in the m regions. All in all, ni;t is
specified as
logni;t ¼ ai þ bt þ
XS
s¼1
gssin
2p
r
s  t
 
þ dscos 2p
r
s  t
  
:
The epidemic component hi;t should be able to explain
occasional outbreaks and capture spatio-temporal depen-
dence caused by the spread of the disease across regions.
One possible approach is to let the number of previous
counts in the region and in neighbouring regions enter as
autoregressive covariates in the epidemic component, i.e.
hi;t ¼ lyi;t1 þ f
X
j i
y j;t1
where j i denotes all regions adjacent to region i. As all
conditioning is on previous values model inference can be
performed by maximum likelihood (ML) (Held et al., 2005;
Paul et al., 2008).
In many applications the Poisson assumption of equal
mean and variance is not realistic. To adjust for possible
overdispersion, Held et al. (2005) suggest a negative
binomial model with additional dispersion parameter
c>0, where the mean remains the same but the variance
increases to mi;t þm2i;t=c.
3.2. Results
To illustrate the modelling approach described in
Section 3.1 we consider the monthly number of rabies
cases in Hesse and Bavaria. The data are analysed on two
aggregation levels: state level and district level. Data on
district level are not available until 1990, hence we only
use data for 1990–2006. As described in Section 2.3, there
is a strong seasonality and the number of cases is
decreasing as a consequence of the vaccination program.
Therefore, seasonal terms and a linear time trend are
always included.
Separate univariate analyses of the counts in Hesse and
in Bavaria showed that incidence levels and the slopes of
the linear trend differ whereas seasonality is similar in
both federal states. Likelihood-ratio tests suggest to use
S ¼ 2 seasonal terms. Furthermore, there is evidence for
overdispersion because the negative binomial models
result in a significant increase in terms of maximised
log-likelihood compared to the corresponding Poisson
models.
Table 1 shows results for the joint analysis on state
level. In all models, S ¼ 2 seasonal terms and a state-
specific linear trend are included in the endemic compo-
nent. Inclusion of an autoregressive parameter l leads to a
pronounced increase of the likelihood. The ML estimate of
l is 0.69 (0.05), clearly indicating a temporal dependence
after adjustment for seasonal effects. Inclusion of the
autoregressive parameter f does improve the fit only
slightly and is not required according to the AIC model
choice criterion.
On district level, we restrict our attention to 12 districts
in the boarder region between Hesse and Bavaria (nine
Fig. 7. Alarmplot resulting from the hierarchical surveillance of them ¼ 1þ 3þ 26 time series using the Farringtonmethod. The solid lines divide the series
according to their hierarchy (at bottom is lvl. zero), dashed lines group descendants.
Table 1
Summary ofML estimates (standard errors) of different negative binomial
models for the rabies data in Hesse and Bavaria (state level), log L denotes
the maximised log likelihood, p is the number of parameters and
AIC ¼ 2log Lþ 2p.
lˆML (se) fˆML (se) cˆML (se) log L p AIC
– – 1.04 (0.12) 829.1 9 1676.2
0.69 (0.05) – 4.76 (0.96) 702.8 10 1425.6
0.68 (0.05) 0.022 (0.019) 4.87 (0.99) 701.9 11 1425.8
Table 2
Summary of ML estimates (standard errors) of different models for the
rabies data in 12 districts in the boarder region of Hesse and Bavaria, log L
denotes the maximised log likelihood, p is the number of parameters and
AIC ¼ 2log Lþ 2p.
lˆML (se) fˆML (se) cˆML (se) log L p AIC
– – 0.22 (0.02) 1359.2 16 2750.5
0.57 (0.05) – 0.82 (0.12) 1167.8 17 2369.7
0.55 (0.05) 0.041 (0.008) 0.91 (0.14) 1146.6 18 2329.3
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districts in Hesse and three districts in Bavaria). Two
districts have been defined to be adjacent if they share a
common border. Results for several models on this district
level are shown in Table 2. As above, we chose the negative
binomial model and included a linear trend and S ¼ 1
seasonal terms in the linear predictor, higher terms for
seasonality did not lead to a significant improvement in
the likelihood. Again, there is evidence for temporal
dependence. In addition, there exists spatial dependence:
the autoregressive parameter f that captures the influence
of neighbouring districts contributes markedly to a better
fit. This finding is consistent with the spread of the disease
across districts described in Mu¨ller et al. (2005).
4. Discussion
Surveillance andmonitoring in veterinary public health
is an important contribution for the detection and control
of diseases in veterinary epidemiology. An important
criterion for selecting the appropriate outbreak detection
method in the MOS system is the number of time series to
monitor. If performance is premium making the cost of
tuning second-rank, the Rogerson and Yamada (2004a) or
the direct LR-CUSUMmethod from Section 2.1.2 should be
used. When there is uncertainty about the correct
parameter of the alternative so called generalized like-
lihood ratio (GLR) detectors can be used, which estimate
the unknown parameter (Ho¨hle and Paul, 2008).
Statistical surveillance of multivariate count time series
is an active research area. Our approach of multiple
univariate surveillance ignores correlations between the
series. With an appropriate time series model explaining
seasonality the remaining correlation is often negligible or
caused by auto-regression due to disease transmission. One
possibility is thus to let the out-of-control model contain an
autoregressive component for transmission within and
between units as suggested in Section 3.2. One challenge in
veterinary applications of such multivariate disease mon-
itoring is the heterogeneity between farms, e.g. when
looking atmortality or abortions. If detection is based onper
farm basis, the statistical parameter estimation guarantees
that monitoring occurs at the level specific to each farm.
However, when operating on data of clusters of farms other
strategies have to be adopted. Furthermore, we did not
discuss the actions taken once the outbreak detection
algorithms sound an alarm, because the specific control
options depend very much on the objectives of the
veterinary MOSS as discussed, e.g. in Christensen (2001).
A retrospective analysis of surveillance data may give
clues about temporal and spatio-temporal patterns of the
disease considered. In Section 3.2, we were able to identify
a significant autoregressive coefficient between neigh-
bouring units, which is one way of quantifying the spatio-
temporal behaviour of fox rabies using a time series
oriented approach with a persistent spatial pattern of
districts or regions. In current work we consider extended
model approaches for the analysis of spatio-temporal
surveillance data (Paul et al., 2008; Ho¨hle, 2008).
As a consequence of the continuing efforts on rabies
surveillance, Germany was as of 1 April 2008 declared
rabies free (Freuling et al., 2008). This shows the
importance of a structured MOSS for disease eradication
and underlines that rabies efforts are worthwhile. In many
aspects rabies is an overlooked disease, because whilst in
industrial countries it is about to go extinct, it still causes a
substantial number of deaths in developing countries as
accentuated, e.g. by the 2008 World Rabies Day (Anon-
ymous, 2008). Other examples of monitoring the effect of
control measures during outbreak control are the foot and
mouth disease outbreak in the UK (Ferguson et al., 2001) or
classical swine fever in the Netherlands (Stegeman et al.,
1999).
All statistical outbreak detection methods covered in
this paper are available in surveillance (Ho¨hle, 2007)– a
software package for disease outbreak detection using the
free software environment for statistical computing and
graphics ‘‘R’’ (R Development Core Team, 2008).
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SUMMARY
This paper describes a model-based approach to analyse multivariate time series data on counts of infectious
diseases. It extends a method previously described in the literature to deal with possible dependence
between disease counts from different pathogens. In a spatio-temporal context it is proposed to include
additional information on global dispersal of the pathogen in the model. Two examples are given: the first
describes an analysis of weekly influenza and meningococcal disease counts from Germany. The second
gives an analysis of the spatio-temporal spread of influenza in the U.S.A., 1996–2006, using air traffic
information. Maximum likelihood estimates in this non-standard model class are obtained using general
optimization routines, which are integrated in the R package surveillance. Copyright q 2008 John
Wiley & Sons, Ltd.
KEY WORDS: infectious disease surveillance; multivariate time series of counts; space–time models
1. INTRODUCTION
A major challenge in infectious disease epidemiology remains the analysis of data on notifiable
diseases typically collected by national surveillance systems. Time series on counts of infectious
diseases often show a regular pattern over time such as long-term trends or seasonality but also
occasional outbreaks. This mixture of endemic and epidemic behaviours has to be taken into
account when modelling such data. Another characteristic is overdispersion with respect to the usual
Poisson assumption. Besides, issues such as under-reporting or reporting delays are quite common.
The probably best-studied stochastic models for the spread of an infectious disease over time
are mechanistic models such as the chain-binomial model and related continuous time models such
as the SIR model [1, 2]. These models directly describe the infection process of the spread from
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person-to-person on an individual level. A key quantity is the basic reproduction number, which
together with the number of infectious and susceptibles, allows to provide answers, e.g. about the
size and duration of outbreaks or the effect of vaccination programs.
However, a major requirement of epidemic models is that the epidemic process is completely
observed. In particular, one has to know at each time point the number of infected and the number
of susceptible individuals. If information about susceptibles is not available, the chain-binomial and
SIR models can be approximated by a branching process where one assumes an unlimited amount of
susceptibles [2]. In large populations such an approximation is especially good since the depletion
of susceptibles in the population is, at least at initial stages of an outbreak, negligible. Provided
that the proportion of infected individuals stays small relative to the number of susceptibles, the
branching process approximation will continue to hold throughout the course of an outbreak [3, 4].
In a surveillance setting, the available data are often spatially and temporally aggregated and
information about susceptibles is rarely available. For example, Finkensta¨dt et al. [5, 6] reconstruct
the number of susceptibles using data on cases and on births in order to explain extinction
and recurrence of epidemics observed in measles. In general, pure mechanistic modelling is too
ambitious for routinely collected surveillance data and alternative approaches have been developed.
Purely empirical models, such as log-linear Poisson regression, are not able to capture epidemic
outbreaks adequately, so several extensions of Poisson regression models have been suggested.
For instance, Zeger and Qaqish [7] propose a Markov regression model with a multiplicative
effect of past observations on the disease incidence. For multivariate time series, Knorr-Held and
Richardson [8] describe a model where previous counts also enter multiplicatively, modulated by
latent binary indicators, which are assumed to follow a two-stage hidden Markov model.
In contrast, Held et al. [9] proposed a model based on a branching process with immigration and
Poisson offspring. By construction, previous counts now enter additively rather than multiplica-
tively. The model is extended to allow for seasonality and overdispersion and can be estimated with
the maximum likelihood (ML) techniques. This approach yielded promising results in the analysis
of univariate and multivariate time series on a specific disease caused by a single pathogen.
However, interdependencies between diseases caused by different pathogens might particularly
be of interest to further understand the dynamics of such diseases. For example, viral infections
may cause physical damage to respiratory cells and thus facilitate bacterial adherence, clearing the
way for bacterial disease [10]. Several studies give both clinical and epidemiological support that
influenza infections predispose meningococcal disease [11–14]. For Illustration, Figure 1 shows
the weekly number of influenza (labelled as FLU) and meningococcal disease cases (labelled
as MEN) in Germany, 2001–2006, obtained from the German national surveillance system for
notifiable diseases, administered by the Robert Koch Institute (RKI) [15]. The influenza counts
show yearly outbreaks of different severity during the winter. The meningococcal disease counts
also display a seasonal pattern with small outbreaks during the winters of 2003 and 2005, which
seem to coincide with the two biggest outbreaks of influenza.
Another possible scenario is that several infections are transmitted via the same route. If there
is an underlying increase in transmission, e.g. due to varying contact rates, this will induce a
directionless correlation between the diseases considered. For example, Farrington et al. [16]
analyse data on several airborne infections while De Angelis et al. [17] consider several sexually
transmitted diseases.
In this paper we extend the multivariate model introduced in Held et al. [9] to analyse data from
different pathogens. In particular, overdispersion as well as seasonality is allowed to vary across
diseases and additional parameters capturing a directed influence from one disease to the other are
Copyright q 2008 John Wiley & Sons, Ltd. Statist. Med. 2008; 27:6250–6267
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Figure 1. Weekly number of influenza (FLU) and meningococcal disease (MEN)
cases in Germany, 01/2001–52/2006.
introduced as described in Section 2. In Section 3.1 we use this model framework to investigate
a possible directed association between influenza and meningococcal disease cases for the data
described above. Furthermore, this analysis gives empirical evidence of the better fit of additive
rather than multiplicative models.
The multivariate branching process model proposed in Held et al. [9] can also be applied to
spatio-temporal surveillance data. In Section 2.1, we describe a further extension of the model
by including additional weights. External data such as information on travel intensities between
spatial units can now be incorporated. As an example, in Section 3.2 we consider the weekly
number of deaths from influenza and pneumonia in the U.S.A., previously analysed in Brownstein
et al. [18]. A multivariate model including air traffic information provides a better fit than simple
adjacency-based models or models without interdependencies between geographical regions. We
close with some discussion in Section 4.
2. THE MODEL FRAMEWORK
To begin, let yi,t denote the number of cases observed in ‘unit’ i at time t , i =1, . . . ,m, t =1, . . . ,T .
A unit might represent not only a single disease observed, e.g. in several geographical regions
or in different age groups, but also different pathogens observed in one location. We might, for
example, be interested in multiple diseases transmitted via the same route, e.g. airborne infections.
A simple version of the model considered assumes that the counts are negative binomial distributed,
yi,t |yi,t−1 ∼NegBin(i,t ,), with conditional mean
i,t =yi,t−1+exp(i,t ) (1)
and conditional variance
i,t (1+i,t )
Copyright q 2008 John Wiley & Sons, Ltd. Statist. Med. 2008; 27:6250–6267
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here >0 is an additional overdispersion parameter, see below for details. The disease incidence
i,t can thus be decomposed additively into two parts. Following Held et al. [9] we call the first
part i,t =yi,t−1 (where  is an unknown autoregressive parameter) the ‘epidemic’ component,
and the second part i,t =exp(i,t ) the ‘endemic’ component. In Section 2.2 we describe parametric
approaches to model i,t .
The epidemic component should be able to capture occasional outbreaks whereas the endemic
component explains a baseline rate of cases that is persistent with a stable temporal pattern. For
example, it is quite common to distinguish ‘sporadic’ and epidemic outbreaks in the incidence
analysis of meningitis [8].
The negative binomial model allows for possible overdispersion due to, for example, under-
reporting or unobserved covariates that affect the disease incidence. For =0 the negative binomial
model reduces to a Poisson model where the conditional variance is equal to the conditional mean
i,t . Note that Held et al. [9] use 1/ as the overdispersion parameter.
In the above model, overdispersion is identical in every unit. If the units are age groups or
regions, this may be a realistic assumption. However, when the units correspond to different types
of diseases this assumption is unlikely to hold and unit-specific overdispersion parameters i may
be used instead.
2.1. Epidemic component
The epidemic component in (1) is modelled by an autoregression on the number of cases yi,t−1
in unit i at the previous time point t −1. The inclusion of previous cases allows for temporal
dependence beyond seasonal patterns within a unit. However, the model will not be able to explain
the spread of a disease across units. Hence, Held et al. [9] suggest to include the sum of the
previous number of cases y j,t−1 in other units j = i as a potential explanatory variable for the
disease incidence in unit i . Depending on the context, the other units may be e.g. all other units
or solely geographically neighbouring units.
Here, we consider a more general version of the epidemic component
i,t =i yi,t−1+i
∑
j =i
w j i y j,t−l (2)
where y j,t−l denotes the number of cases observed in unit j at time t −l with lag l ∈{1,2, . . .},
and w j i are suitably chosen weights. The simplest choice for the weights is w j i =1 for all j = i ,
more elaborate choices will be discussed in the following.
The additional autoregressive parameters i quantify the influence of y j,t−l , j = i , on yi,t .
Unit-specific autoregressive parameters are useful if the units correspond to different types of
diseases. Depending on the duration of the incubation and infectious period it might also be
necessary to look at lagged counts y j,t−l with lag l>1. For example, consider both influenza
and meningococcal infections. There is experimental as well as epidemiological evidence that
respiratory viral infections predispose for bacterial disease [10]. Studies showed that patients
with severe meningococcal disease were more likely than control subjects to show serological
evidence of recent influenza infection [11, 14]. A possible directed association between influenza
and subsequent meningococcal disease in Germany will be analysed in Section 3.1.
Suppose surveillance data on the same pathogen are available for several geographic locations
i =1, . . . ,m. Possible choices for the weights are then, e.g. w j i =1( j ∼ i), where 1 is the indicator
function and j ∼ i denotes all units that are adjacent to i . Then only regions adjacent to region i
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are taken into account and the sum of counts in adjacent regions enters as an explanatory variable.
Such binary weights have been used in Held et al. [9] to analyse the weekly number of measles
cases in the districts of Lower Saxony, Germany.
However, perhaps more natural is w j i =1( j ∼ i)/|k ∼ j |, where |k ∼ j | denotes the number of
neighbours of region j . Thereby we assume that a proportion of infected individuals, say 80
per cent, stays in region j thus being able to infect other individuals in this region. The remaining
20 per cent spread out uniformly among adjacent regions, i.e. individuals in a certain region i
(adjacent to j) can also be infected by 20/|k ∼ j | per cent of cases introduced from region j . This
assumption is made for all regions.
The dispersal of cases in space is not necessarily only local but also global. Linking of parallel
time series based on adjacencies may then be unrealistic. For instance, SIR-type models on a local
level (i.e. cities) have been combined with air transportation data to model the spatio-temporal
spread of infectious diseases such as influenza and SARS [19–21]. An alternative choice would be
to include travel information in the weights w j i if such information is available. In Section 3.2 we
will use the number of airline passengers obtained from the TranStats database, U.S. Department
of Transportation [22], to analyse influenza mortality in the U.S.A.
2.2. Endemic component
The endemic component includes terms to describe differences between units and seasonality and
is specified as
log(i,t )=i,t =i +
S∑
s=1
(	s sin(
s t)+s cos(
s t)) (3)
where S is the number of harmonics to include and 
s are Fourier frequencies, e.g. 
s =2s/52 for
weekly data. Modelling seasonal variation of infectious diseases through superposition of harmonic
waves goes back to Serfling [23] and has since then been used in various models (e.g. [13, 24]).
An alternative representation of the seasonal terms in (3) as
	s sin(
s t)+s cos(
s t)= As sin(
s t +s)
with As =
√
	2s +2s and tan(s)=s/	s is easier to interpret. Thus, the parameter As marks the
amplitude of the seasonal component s, while s represents the phase difference [25].
The parameter i in (3) allows for different incidence levels in each of the m units (age groups,
regions or pathogens). This assumption is reasonable since, e.g. the willingness of a sick person
to seek medical advice might depend on the age of that person, for example if case severity does
depend on age. Also, the compliance of general practitioners or local public health offices to report
cases might differ by area. A further extension of the model is to also let the seasonality terms
vary across units, i.e.
log(i,t )=i,t =i +
Si∑
s=1
(	i,s sin(
s t)+i,s cos(
s t)) (4)
Note that the number of harmonic waves Si might also depend on unit i . If we are interested in
modelling related diseases, pathogen-specific seasonality is a sensible assumption.
An additional modification is to consider different (standardized) population sizes ni,t by
assuming i,t =i,t +ni,ti,t . Time-dependent population adjustment ni,t might be useful for
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subgroups (age, geographical region, etc.) with a varying distribution over time. However,
relatively long time series (covering several years up to decades, say) are typically needed for a
pronounced change in population proportions. Adjustment for different but constant proportions
among units, ni , is not necessary since this will be completely absorbed by the unit-specific
incidence levels i .
2.3. Likelihood inference
Conditional on yi,t−1, . . . , yi,t−l , i =1, . . . ,m, the counts yi,t are assumed to be negative binomial
distributed with mean
i,t (hi )=i,t =i,t +i,t (5)
where i,t is given in (2), i,t is given in (4) and hi =(i ,i ,i ,	i,1, . . . ,	i,Si ,i,1, . . . ,i,Si )T. Those
parameters that are not specified are omitted. With h=(h1, . . . ,hm,1, . . . ,m)T the log-likelihood
is given as
l(h)=∑
i,t
li,t (hi ,i )
where
li,t (hi ,i )∝ log
(
yi,t + 1
i
)
− log
(
1
i
)
+ 1
i
log
(
1
1+ii,t (hi )
)
+yi,t log
(
ii,t (hi )
1+ii,t (hi )
)
is the log-likelihood contribution of observation yi,t and (·) is the gamma function [26, p. 255].
If =0 and for fixed , model (1) corresponds to a log-linear generalized linear model (GLM)
and can be fitted with standard software for GLMs to obtain the ML estimates hˆ [27]. Otherwise,
the log-likelihood l(h) needs to be optimized numerically using generic optimization routines
such as the quasi-Newton method BFGS implemented in the R function optim. Held et al. [9]
used numerical approximations of the score function and Fisher information matrix to fit the
model, whereas we use analytical derivatives to speed up the computation of the ML estimates.
The fitting procedure is implemented in the R package surveillance [28] available from
the Comprehensive R Archive Network at http://cran.r-project.org. Implementation
details can be found in Appendix A.
3. APPLICATION TO DATA
3.1. Influenza and meningococcal disease
Associations between influenza and subsequent rates and severities of meningococcal disease have
been well documented in the literature (see e.g. References [11–14] or the reviews of Hament
et al. [10], Brundage [29] and references therein). We analysed the influence of influenza on
invasive meningococcal disease based on the weekly number of cases of both disease types in
Germany, 2001–2006 as discussed in Section 1 and shown in Figure 1.
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Table I. Univariate analysis of meningococcal infections
in Germany, 01/2001–52/2006.
S ˆ (s.e.) ˆ (s.e.) log L p AIC
1 — 0 (fixed) −872.1 3 1750.2
1 — 0.06 (0.01) −850.2 4 1708.3
1 0.16 (0.06) 0.05 (0.01) −845.6 5 1701.2
2 0.16 (0.06) 0.05 (0.01) −845.5 7 1705.0
The log-likelihood is denoted by log L , p is the number of param-
eters and AIC =−2log L +2p.
Note that the influenza data suffer from under-reporting: the observed counts comprise only
laboratory confirmed cases and thus, only a fraction of all influenza cases is actually recorded
since the illness caused by influenza is often too slight to warrant medical attention. Nevertheless,
the data are still able to reflect the temporal course of the disease. On the other hand, a capture–
recapture-analysis showed that the degree of ascertainment for meningococcal disease (reported
to the RKI) is quite high [30].
Table I summarizes results from a univariate analysis of the meningococcal disease data alone.
Based on S =1 seasonal term, a negative binomial model instead of the Poisson model with fixed
=0 results in a significant increase of the maximized log-likelihood from −872.1 to −850.2.
Additional inclusion of the autoregressive parameter  leads to a further substantial improvement of
the maximized log-likelihood. The ML estimate of  is 0.16 (0.06) indicating a weak dependence
on the number of cases in the previous week after adjustments for seasonal effects. Higher degrees
S for seasonality give only slight improvements of the maximized log-likelihood, so the best model
according to the model choice criterion AIC is the negative binomial model with S =1 seasonal
term and the autoregressive parameter , see Table I.
Based on a similar univariate analysis of the influenza data, the best model according to AIC
includes the overdispersion parameter, an autoregressive term and S =3 seasonal terms.
Table II now summarizes the results of selected multivariate models. The conditional mean of
the most general formulation is specified as(
men,t
flu,t
)
=
(
men men
flu flu
)(
MENt−1
FLUt−1
)
+
(
men,t
flu,t
)
The first model shown does not allow for any interdependencies between influenza and meningo-
coccal disease (i.e. men =flu =0) and is based on the respective best univariate models with
log L being the sum of the log-likelihood values from the univariate analyses. The AIC for this
model is 3807.5. The second model, which includes an influence from influenza on meningococcal
disease (denoted by ‘flu → men’ in Table II), shows a better fit than the model without interaction
(AIC=3791.9). We also looked at the ‘reverse’ model that includes an influence from meningo-
coccal disease on influenza (‘men → flu’). Since the inclusion of past meningococcal disease
cases plays no role, ˆflu ≈0, this supports that the association between meningococcal disease and
influenza is directed. Finally, we also fitted a model that includes both ‘flu → men’ and ‘men →
flu’. Results for this model are virtually identical to those obtained based on the second model
without the additional ‘men → flu’ term. Indeed, the additional parameter does not improve the
log-likelihood log L , therefore AIC is increased by 2 to AIC =3793.9.
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Table II. Multivariate analysis of influenza and meningococcal disease in Germany, 01/2001–52/2006.
ˆ (s.e.) ˆ (s.e.) ˆ (s.e.)
flu men men → flu flu → men flu men log L p
0.74 (0.05) 0.16 (0.06) — — 0.29 (0.04) 0.05 (0.01) −1889.7 14
0.74 (0.05) 0.10 (0.06) — 0.005 (0.001) 0.29 (0.04) 0.04 (0.01) −1881.0 15
0.74 (0.05) 0.16 (0.06) 4e−07 (1e−04) — 0.29 (0.04) 0.05 (0.01) −1889.7 15
0.74 (0.05) 0.10 (0.06) 4e−07 (1e−04) 0.005 (0.001) 0.29 (0.04) 0.04 (0.01) −1881.0 16
The endemic component i,t includes S =3 seasonal terms for the FLU data and S =1 seasonal term for the
MEN data. The log-likelihood is denoted by log L and p is the number of parameters.
Figure 2 shows the observed influenza and meningococcal disease cases together with the fitted
means ˆflu,t and ˆmen,t for the model with interaction ‘flu → men’. The means are separated into
two, respectively, three additive components: an endemic and an autoregressive component for the
FLU data and an endemic, an autoregressive and an ‘influenza-driven’ component for the MEN
data. The two outbreaks of meningococcal disease in 2003 and 2005 are explained primarily by
the influence of influenza, which indicates an association between influenza cases and subsequent
meningococcal disease cases. Overall, the model gives a quite good fit to the data and is able
to explain the seasonality and the outbreaks in the meningococcal disease data, as well as the
different severity of the influenza outbreaks.
Deviance residuals (see e.g. [31]) and corresponding autocorrelation functions are also shown in
Figure 2. The residuals seem to be roughly uncorrelated, perhaps with the exception of the lag two
autocorrelation for influenza. We also looked at the cumulative periodogram of the residual series
to assess compatibility with white noise: no obvious deviation from white noise could be seen.
Such tests for white noise, however, neglect the effects of parameter estimation and are therefore
only indications and not strictly valid [32].
So far, only the number of influenza cases in week t−1 (lag l=1) has been considered as explanatory
variable for the meningococcal disease incidence in week t . To further investigate the relationship
between influenza and meningococcal disease we also considered a delayed effect of influenza towards
meningococcal disease of up to three weeks. Table III lists the ML estimates of men for several
negative binomial models with conditional mean for the meningococcal disease data specified as
men,t =menMENt−1+menFLUt−l +men,t
where the endemic component men,t includes S =1 seasonal term, and lags l ∈{−3, . . . ,3}. Forward
lags were also included in the analysis to assess whether the association is unidirectional in time
(compare with the analysis in [12]). If there is a directed association the estimated values for men
should be asymmetric around lag zero. As in Hubert et al. [12] there is still a positive association
for negative lags, but the estimated effect is largest for lag one and slightly smaller for lag zero. This
indicates that changes in the incidence rate of influenza might be associated with one-week delayed
(l =1) or with simultaneous (l =0) changes in the incidence rate of meningococcal disease although
the evidence is not very strong. Since we only know the week when a case was reported and do not
have the exact dates of infection, some event times might be misclassified, which would weaken the
autocorrelation and disturb the lag.
For comparison, we also fitted a ‘multiplicative’ autoregressive conditional model as suggested
in Zeger and Qaqish [7] to the meningococcal disease data. In their model, the deviation of the
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Figure 2. Observed number of influenza and meningococcal disease cases with fitted mean, deviance
residuals and corresponding autocorrelation function of the model with interaction ‘flu → men’.
logarithm of the observed counts yt−1 at time t −1 from the linear predictor t−1 at time t −1
enters as an explanatory variable:
log(t )=t +(log(y∗t−1)−t−1)
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Table III. Analysis of meningococcal disease data with several
lagged influenza counts as explanatory variables.
lag l ˆ×103 (s.e.×103)
3 2.92 (1.30)
2 4.54 (1.41)
1 5.32 (1.42)
0 5.30 (1.39)
−1 4.68 (1.31)
−2 3.73 (1.26)
−3 2.30 (1.22)
The mean is specified as men,t =menMENt−1+menFLUt−l +
men,t , where the endemic component men,t includes S =1
seasonal term.
To avoid non-existence of the logarithm, any zero values of yt−1 are replaced by a constant c,
0<c<1, i.e. y∗t−1 =max{yt−1,c}. Note that past cases yt−1 are not simply added directly to the
linear predictor t as would seem natural, because such a model cannot describe positive association
without growing exponentially in time [33, Section 10.4]. The conditional mean t of yt |yt−1 is
thus given by
t =exp(t )
[ y∗t−1
exp(t−1)
]
(6)
so past counts y∗t−1 act multiplicatively on the conditional mean t relative to exp(t−1). Exten-
sions and alternative forms of this autoregressive conditional model have been suggested else-
where [34, 35].
The exact form of the conditional mean t for the meningococcal disease data can be found
in Table IV. Throughout, a negative binomial observation model is used and the linear predictor
t always contains S =1 seasonal term. For the multiplicative model (6) any zero values of MENt
or FLUt are replaced with c=0.1. All AIC values given in Table IV are computed using the
log-likelihood contributions of only the MEN data. Letting previous counts of both meningococcal
disease and influenza act multiplicatively instead of additively on the mean t gives a worse fit
according to AIC. Besides, the introduction of an arbitrary constant c to avoid non-existence of
the logarithm is not necessary for the additive model and the parameters are easier to interpret.
3.2. Influenza in the U.S.A.
As part of its national influenza surveillance effort, the Centers for Disease Control and Prevention
(CDC) receive weekly mortality reports from 122 cities and metropolitan areas in the U.S.A. within
2–3 weeks from the date of death. These reports summarize the total number of deaths occurring
in these cities/areas each week, as well as the number due to pneumonia and influenza. Figure 3
shows the weekly number of deaths from influenza and pneumonia obtained from the CDC 121
Cities Mortality Reporting System for weeks 40/1996 to 39/2006 in nine major geographic regions
of the U.S.A. [36]. A map of these regions is shown in Figure 4.
These data have been analysed in Brownstein et al. [18]. The authors studied the influence of
long-range airline travel on the inter-regional influenza spread and found empirical evidence that
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Table IV. Comparison of ‘additive’ and ‘multiplicative’ models for the meningococcal disease data.
Additive model AIC Multiplicative model AIC
t =exp(t )+MENt−1 1701.2 t =exp(t )
[
MEN∗t−1
exp(t−1)
]1
1703.3
t =exp(t )+MENt−1+FLUt−1 1685.7 t =exp(t +2 log(FLU∗t−1))
[
MEN∗t−1
exp(˜t−1)
]1
1700.4
t =exp(t )+FLUt−1 1686.5 t =exp(t +2 log(FLU∗t−1)) 1704.9
The endemic component t=exp(t ) includes S=1 seasonal term, MEN∗t =max{MENt ,0.1}, FLU∗t =max{FLUt ,
0.1} and ˜t−1 =t−1+2 log(FLU∗t−2).
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Figure 3. Weekly number of deaths from influenza and pneumonia in the U.S.A. 40/1996–39/2006.
air travel plays a role in the annual spread of influenza in the U.S.A. We applied our model to these
data and compared several weights w j i in the epidemic component: weights based on geographic
adjacencies and weights including air travel information.
With regard to the form of seasonality S =4 seasonal terms are included in the endemic compo-
nent i,t . The epidemic components includes an autoregressive parameter  as well as region-specific
parameters i , i =1, . . . ,9. As weights in (2) we use firstly w j i =1( j ∼ i), i.e. only neighbouring
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Figure 4. Map of nine major geographical regions of the U.S.A. as defined by the CDC.
regions are considered. Two regions are defined to be neighbours if they share a common border.
Secondly, we use geographic weights 1( j ∼ i)/|k ∼ j | as discussed in Section 2.1. Finally, we use
average numbers of passengers travelling by air from region j to region i relative to the population
in region j . Data on the yearly number of passengers travelling by air within the U.S.A. were
obtained from the TranStats database, U.S. Department of Transportation [22] and data on state
population estimates were obtained from the Population Estimates Program, U.S. Bureau of the
Census [37]. Denote ni the population in region i (in the year 2000) and
p ji = # passengers per week from j → i (average over years 1996–2006)
p ji (yearly) = # passengers per week from j → i (average per year)
That means that the weights p ji/n j are constant for all time points t =1, . . . ,522, whereas the
weights p ji (yearly)/n j change each year.
Results of these models are summarized in Table V. Note that only the smallest and largest
value of the ˆi ’s are given in the table instead of all nine values. It can be seen that the inclusion
of both the autoregressive parameters  and i improves the fit according to AIC. There is not
much difference in terms of maximized log-likelihood between the two models that use geographic
weights, the second model that includes the number of neighbours |k ∼ j | performing slightly
better. Both models that include travel information perform better than the models with geographic
weights, the model using time-varying weights p ji (yearly)/n j being the best.
The actual value of i depends on the magnitude of
∑
j w j i y j,t−1, therefore a direct comparison
of these values from different models is not useful. However, one can look at another quantity.
The general model can also be written in a multivariate fashion as
lt =Kyt−1+mt (7)
where lt , yt−1 and mt are vectors of length m and K is a m×m matrix with elements i on
the diagonal and elements ()i j =iw j i for i = j . For constant mt model (7) corresponds to a
multivariate branching process with immigration. If the largest eigenvalue of K is smaller than
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Table V. Multivariate analysis of influenza mortality in the U.S.A.
w j i ˆ (s.e.) ˆi (s.e.) ˆ (s.e.) AIC maxEV
— — — 0.04 (0.001) 40300.5 —
— 0.34 (0.01) — 0.03 (0.001) 39693.6 0.34
1( j ∼ i) 0.30 (0.01) 0.01 (0.01)–0.23 (0.08) 0.03 (0.001) 39632.2 0.45
1
|k∼ j | ·1( j ∼ i) 0.30 (0.01) 0.01 (0.02)–0.68 (0.25) 0.03 (0.001) 39631.6 0.44
p ji/n j 0.28 (0.01) 0.89 (3.13)–31.58 (6.04) 0.03 (0.001) 39617.0 0.45
p ji (yearly)/n j 0.28 (0.01) 0.84 (1.09)–28.68 (5.02) 0.03 (0.001) 39593.5 ∗
The endemic component i,t includes S =4 seasonal terms. AIC =−2log L +2p and maxEV denotes the
maximum eigenvalue of the estimated matrix Kˆ in (7). The maximum eigenvalues of the model with time-varying
weights (∗) are shown in Figure 5.
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Figure 5. Maximum eigenvalues (circles) of Kˆ for the model with time-varying weights
p ji (yearly)/n j summarized in Table V (left axis). The triangles show the yearly number of
passengers per 106 (right axis).
unity, the process is ergodic [38]. The largest eigenvalues of Kˆ in the models considered are shown
in Table V. Taking spatial variation into account by additional inclusion of i
∑
w j i y j,t−1 in the
epidemic component leads to an increased maximum eigenvalue compared with the model, which
only includes an autoregressive parameter . For the model with time-varying weights, the matrix
Kˆ changes each year. The respective maximum eigenvalues are shown in Figure 5 together with the
yearly number of passengers
∑
p ji (yearly)/106. The development of the number of passengers
is mirrored in the curve of the largest eigenvalues.
4. DISCUSSION
In this paper we have proposed a flexible class of statistical models for the analysis of multivariate
time series of infectious disease counts. All analyses were done using standard optimization
routines where results are readily available in contrast to computer-intensive methods based on
Markov chain Monte Carlo (MCMC). A main feature of the model is the decomposition of the
disease incidence into an endemic and an epidemic component, which allows to capture occasional
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outbreaks in the data. The motivation of the epidemic component comes from a branching process
formulation well known in infectious disease epidemiology. Note that the interpretation of the
branching process as an approximation is only appropriate if the generation time, i.e. the time
between ‘generations’ of infectives, equals the observation time at which data are collected (i.e.
days, weeks or months). However, simulation studies showed that a Poisson branching process,
aggregated to coarser time intervals, can be approximated by a branching process with additional
overdispersion [9].
In our example from Section 3.1 the assumption of disease-specific parameters proved to be
reasonable. There are much more influenza cases than meningococcal disease cases and therefore
the amplitudes of the seasonal patterns differ a lot. Besides, the influenza and meningococcal
disease data showed a different amount of overdispersion. The use of weights w j i in the epidemic
component may lead to a better accounting for spatial dependence. For instance, the analysis of
influenza and pneumonia mortality in nine major regions of the U.S.A. in Section 3.2 showed that
the inclusion of air travel information yielded a better model in terms of AIC.
A further model generalization, which we are currently considering, is the introduction of random
effects in the endemic or epidemic component (e.g. for incidence levels or for the autoregressive
parameters). If the number of units m is large, the number of unit-specific parameters may otherwise
get large rather quickly, which might lead to identifiability problems. Estimates of parameters can
then be obtained by optimizing the marginal likelihood, which involves integration of the likelihood
with respect to the distribution of the random effects. This integral cannot be computed explicitly
and must be approximated, e.g. using adaptive Gaussian quadrature or the Laplace approximation
for the integrand.
Seasonality is modelled with superposition of sine and cosine terms in the endemic component,
which implies that the phase and the amplitude of the seasonal pattern is constant across all
considered periods. This might not always be adequate, e.g. if there is a year-by-year variation in
the starting point of the seasonal pattern. The formulation is, however, not restricted to this specific
modelling of seasonal variation, other choices would also be possible. For example, Fanshawe
et al. [39] use harmonic regression to model seasonal variations in particulate matter concentrations.
To deal with yearly variation of the seasonal pattern the static parameters 	 and  of the sine and
cosine terms are replaced with independent random walks.
In this paper a retrospective analysis of time series of counts of infectious diseases was of
main interest. The comparison of the different models was based on the model choice criterion
AIC. An alternative is to use BIC, in particular if the quality of one-step-ahead predictions is of
interest [40]. If the prediction of future observations is a main goal, the validity of models can
also be assessed with proper scoring rules that evaluate a model based on the prediction and the
actual observed value [41, 42].
Another extension not considered here is the introduction of time-varying parameters, in partic-
ular time-varying autoregressive parameters t or t as suggested by Held et al. [25] where the
autoregressive parameter  is allowed to change over time according to a Bayesian change-point
model with unknown number of change-points. The inclusion of a time-varying autoregressive
parameter t is especially suited if outbreak detection is the primary focus, which was not the case
in this paper. However, such modifications may also be useful in a retrospective analysis if the
infectiousness of a disease changes through public health measures such as increasing vaccination
coverage or the reduction of infected person’s contact rates by prescribed quarantine. If informa-
tion on such measures is available, a regression approach might be considered, linking t with
the known explanatory variables xt , e.g. through t =exp(xt). This would have the advantage
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that statistical inference is still possible using ML without the need for a fully Bayesian analysis
using MCMC.
APPENDIX A: IMPLEMENTATION DETAILS
The log-likelihood given in Section 2.3 needs to be maximized numerically. We use the quasi-
Newton method BFGS to obtain the ML estimates and the corresponding standard errors. To
ensure positivity of the dispersion parameters i and the autoregressive parameters i and i ,
these parameters are optimized on the log-scale, i.e. ˜i = log(i ), ˜i = log(i ) and ˜i = log(i ) are
used instead. The ML estimates and the corresponding standard errors for the original parameters
are obtained using the invariance of the ML estimate and the delta method.
In the following, we will give details for the model without unit-specific parameters, i.e. h˜i =
(˜, ˜,i ,	1, . . . ,	S,1, . . . ,S)
T
, i =1, . . . ,m. The treatment of the general case is similar. It is not
necessary to supply analytic derivatives of the log-likelihood function in optim to obtain the ML
estimates. However, as the score function
s(h˜)= 
h˜
l(h˜)=∑
i,t

h˜
li,t (h˜i ,)
can be derived analytically for our model, we use this information since it speeds up the computation
of the ML estimates considerably.
Denote an element of the parameter vector h˜ as ˜k ; the score function contribution of observation
yi,t is then given as

˜k
li,t (h˜i , ˜)= − exp(−˜)
exp(−˜)+i,t (h˜i )
· 
˜k
i,t (h˜i )+
y
i,t (h˜i )
· 
˜k
i,t (h˜i )
− yi,t
exp(−˜)+i,t (h˜i )
· 
˜k
i,t (h˜i )

˜
li,t (h˜i , ˜)= (−(yi,t +exp(−˜))+(exp(−˜))− log(exp(−˜))−1
+ log(exp(−˜)+i,t (h˜i ))+
exp(−˜)+ yi,t
exp(−˜)+i,t (h˜i )
) ·exp(−˜)
where (z)=d log((z))/dz is the digamma function [26, p. 258] and

˜
i,t (h˜i )= exp(˜) · yi,t−1

˜
i,t (h˜i )= exp(˜) ·
∑
j =i
w j i y j,t−l


i,t (h˜i )= i,t
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
	s
i,t (h˜i )= i,t ·sin(
s t)

s
i,t (h˜i )= i,t ·cos(
s t)
The observed Fisher information matrix F(h˜)=−s(h˜)/h˜ can also be derived analytically and
used to obtain standard errors of the ML estimates.
Newton–Raphson-type methods for optimization require that the initial values are sufficiently
close to the solution to guarantee convergence. Far away from the solution, the algorithm can
diverge. In addition, it is possible that the optimization algorithm converges to points which are
not global optima. Poor convergence or convergence to such local optima occurs much more
frequently in multivariate problems involving many parameters than in univariate problems [43].
It is therefore recommended to try multiple starting values to find the global maximum. Even so,
results are nearly instantly available.
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Infectious disease counts from surveillance systems are typically observed in
several administrative geographical areas. In this paper, a non-linear model
for the analysis of such multiple time series of counts is discussed. To ac-
count for heterogeneous incidence levels or varying transmission of a pathogen
across regions, region-specific and possibly spatially correlated random effects
are introduced. Inference is based on penalized likelihood methodology for
mixed models. Since the use of classical model choice criteria such as AIC or
BIC can be problematic in the presence of random effects, models are com-
pared by means of one-step-ahead predictions and proper scoring rules. In a
case study, the model is applied to monthly counts of meningococcal disease
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of influenza cases in 140 administrative districts of Southern Germany. The
predictive performance improves if existing heterogeneity is accounted for by
random effects.
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1. Introduction
Surveillance data on various notifiable diseases collected by national surveillance systems
usually consist of multiple time series of counts of new infections. Data for a single disease
are typically reported in several strata defined through administrative geographical areas
and / or age groups (Giesecke; 2002, Chapter 13). The statistical analysis of the resulting
multivariate time series of daily, weekly or monthly counts is an important task in
infectious disease epidemiology.
The data are not available at an individual level but aggregated and often also sub-
ject to underreporting and reporting delays, which may give rise to overdispersion and
blurred dependencies. Thus, detailed (mechanistic) modelling of the epidemic process
is not feasible. On the other hand, purely empirical models such as log-linear Pois-
son regression are not able to adequately capture occasional outbreaks. Such temporal
dependence beyond regular patterns can be addressed by including past counts as addi-
tional explanatory variables in the predictor (Zeger and Qaqish; 1988; Benjamin et al.;
2003; Fokianos et al.; 2009). In particular, Held et al. (2005) suggest a Poisson regression
model with identity link for the mean, i.e. the disease incidence, which is divided into
three additive components: the first two components represent an autoregression on past
counts in the same and in other regions, respectively, whereas the third component deals
with trends and seasonal variation in a usual log-linear formulation. Overdispersion can
be allowed for by replacing the Poisson with a negative binomial distribution. Maximum
likelihood (ML) estimates are obtained using general optimization routines because the
resulting model no longer fits into a generalized linear model (GLM) framework.
When analyzing spatially stratified time series, the assumption of equal transmission
rates or incidence levels across all regions is questionable. For example, disease transmis-
sion might be influenced by factors such as age, sex, vaccination status, genetic variation
in individuals or environmental factors (Becker and Britton; 1999). Such factors could
be incorporated into the model framework of Held et al. (2005) as covariates if they are
observable and available. Alternatively, to allow for varying transmission of a pathogen
across a few regions, region-specific autoregressive parameters are introduced in Paul
et al. (2008). However, this approach is limited to a small to moderate number of
strata. For highly multivariate time series the estimation procedure can get unstable
and identifiability problems may occur.
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A common approach to account for unobserved heterogeneity is by means of random
effects. For infectious disease data, Li et al. (2003) allowed for household-dependent
heterogeneity in infection rates by assuming that the probability of avoiding infection
varies randomly in a chain binomial model. Similarly, Davis et al. (2006) considered
heterogeneity in transmission probabilities due to household-specific random effects when
estimating vaccine efficacy based on outbreak size household data. Zeger and Karim
(1991) and Lin and Zhang (1999) used a generalized linear (additive) mixed model for
the analysis of longitudinal data on respiratory infection in Indonesian children.
In this paper we introduce random effects in the model discussed in Held et al. (2005)
and extended in Paul et al. (2008) to deal with heterogeneous disease transmission and
incidence levels. In particular, we focus on how to obtain parameter estimates and on how
to compare different models. The estimation of parameters involves integration of the
likelihood with respect to the random effects which cannot be done analytically. There
are several possible methods for approximating of the integral. For instance, the integral
can be solved numerically using adaptive Gauss-Hermite (AGH) quadrature or Monte
Carlo integration techniques. Alternatively, the integrand can be approximated such
that the integral over the resulting approximation is a closed-form expression. This can
be done using first or higher order Laplace approximations or penalized quasi-likelihood
(PQL) approaches. See e.g. Breslow (2004) or Tuerlinckx et al. (2006) and references
therein for details about these methods in generalized linear mixed models (GLMM).
However, since the model considered in this paper is not linear in parameters, methods
for GLMMs cannot be used. Inference is thus based on methodology suggested by
Kneib and Fahrmeir (2007) for the analysis of survival data. Estimates of the regression
coefficients are derived using penalized likelihood and estimates of variance components
are obtained by optimizing the (approximated) marginal likelihood. The estimation
procedure corresponds to a variant of the PQL approach as discussed in Breslow and
Clayton (1993).
Alternatively, a Bayesian approach could have been used for inference. For exam-
ple, Held et al. (2006) have proposed a Markov chain Monte Carlo (MCMC) algorithm
for a univariate time series model with an autoregressive parameter following a piece-
wise constant change-point model with unknown number of change-points. This model
is extended to a multivariate setting in Hofmann (2007). An extension to a multi-
variate additive time series model with random effects seems feasible. Knorr-Held and
3
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Richardson (2003) have considered Bayesian inference via MCMC in a somewhat re-
lated multivariate model with multiplicative structure. However, model choice in such
highly parameterized Bayesian hierarchical models remains a challenge. Of course, the
deviance information criterion (DIC) (Spiegelhalter et al.; 2002) can be computed, but
recent work (Plummer; 2008) has shown that it tends to prefer too complex models in
situations with many random effects.
Similar challenges arise in a frequentist setting where model choice is often based on
Akaike’s information criterion (Burnham and Anderson; 2002)
AIC = −2 log(L(θˆ|data)) + 2p , (1)
where log(L(θˆ|data)) is the maximized log-likelihood of a model and p is the number
of estimable parameters in this model, or related criteria. Extending the AIC to mixed
models raises some issues: First of all, one has to decide on parameters of primary inter-
est in order to choose the appropriate likelihood and the correct number of parameters
in equation (1) (Vaida and Blanchard; 2005). In a marginal point of view the marginal
likelihood integrated over the random effects is used and the number of estimable pa-
rameters is given as the sum of the number of fixed effects and the number of variance
parameters. This formulation is appropriate if fixed population effects are of interest.
However, if future observations share the same random effects as the observed data (as
is the case in our situation), the AIC should be based on the conditional likelihood given
the random effects (Vaida and Blanchard; 2005; Greven and Kneib; 2010). The effective
number of parameters then lies between that of a model without random effects and
that of a model where the random effects are replaced by corresponding fixed effects.
Obtaining an unbiased estimator for the effective number of parameters is computation-
ally quite complex already for linear mixed models (Vaida and Blanchard; 2005; Liang
et al.; 2008) and not clear for GLMMs. Besides, the use of either the conditional or the
marginal AIC for model selection has serious shortcomings e.g. if one wants to decide
whether the inclusion of a random effect is necessary or not, i.e. whether the variance is
non-zero or zero (Greven and Kneib; 2010).
When using the Bayesian information criterion BIC = −2 log(L(θˆ|data)) + p log(n)
the above considerations concerning the choice of an appropriate likelihood and the
corresponding number of parameters remain. Furthermore, the effective sample size n is
also ambiguous because of the correlation between observations, see e.g. (Pauler; 1998;
4
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Jiang et al.; 2008).
A more natural approach for model selection in time series models than the use of
classical model choice criteria is the comparison of successive one-step-ahead forecasts
with the actually observed data (Dawid; 1984; Smith; 1985). The usage of proper scoring
rules has been recently advocated in this context (Gneiting and Raftery; 2007). The
most widely known scoring rule is the logarithmic score which corresponds to the log
predictive density at the observed value. In the case of time series where data are
inherently ordered, BIC is an approximation of the log marginal likelihood (integrated
over unknown parameters), which can be written as the sum of the one-step-ahead
logarithmic scores. See Dawid (1984) or Gneiting and Raftery (2007) for further details.
Calculation of successive one-step-ahead forecasts with MCMC is very difficult. Spe-
cific algorithms such as particle filters have been suggested (Doucet et al.; 2001) but
application to highly multivariate time series data seems not feasible. In contrast,
the likelihood-based approach proposed in this paper allows for successive re-fitting the
model and calculating the one-step-ahead forecasts.
The rest of the paper is organized as follows. In Section 2 the model described in
Paul et al. (2008) is extended for the analysis of highly multivariate time series with
heterogeneity in some of the model coefficients by means of (correlated) random effects.
Statistical inference based on mixed model methodology is described. Software for fit-
ting the models is currently incorporated in the development version of the R package
surveillance (Ho¨hle; 2007) at http://surveillance.r-forge.r-project.org/. The
predictive properties are investigated by means of one-step-ahead predictions and proper
scoring rules, as outlined in Section 3. In Section 4.1 we apply our model to monthly
meningococcal disease counts in the 94 departments of France excluding Corsica from
1985 to 1999, previously analyzed in Knorr-Held and Richardson (2003). The incidence
for meningococcal disease is rather low, resulting in a sparse dataset. In a second exam-
ple in Section 4.2 we consider a more common disease, namely influenza cases observed
in the 140 districts of the two German states Baden-Wu¨rttemberg and Bavaria from
2001–2008. We close with some discussion in Section 5.
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2. Model formulation and inference
2.1. Model
To begin, let yrt denote the number of cases of a specific disease in ‘unit’ r = 1, . . . , R
at time t = 1, . . . , T . Units might represent several geographical regions or different age
groups. In the following, we consider spatially stratified counts where a unit corresponds
to a certain region. The counts are assumed to be Poisson distributed, yrt|yr,t−1 ∼
Po(µrt), with conditional mean
µrt = λryr,t−1 + φr
∑
q 6=r
wqryq,t−1 + νrt , λr, φr, νrt > 0 , (2)
see (Paul et al.; 2008). The first two components of µrt include as covariates the number
of past cases at time t− 1 observed in the same and in other regions, respectively. The
weights wqr are assumed to be known and define how cases in other regions relate to cases
in region r. In this paper we use wqr = 1(q ∼ r)/nq, where 1 is the indicator function,
q ∼ r denotes that region q is a neighbor of region r, and nq denotes the number of
neighbors of region q. See Paul et al. (2008) for a discussion of other possible weights.
This observation-driven part of the conditional mean rate should capture occasional
outbreaks and, following Held et al. (2005), is called the “epidemic component”. The
third component νrt is the “endemic component” and parametrically models seasonal
variation and trends.
The specification of the unknown quantities, λr, φr, and νrt, in the predictor (2) is
discussed in more detail later on. At first, we motivate the chosen additive decompo-
sition. There has been much literature on how to generalize the well-known Gaussian
autoregressive moving average (ARMA) models to observation-driven models for non-
Gaussian time series data, e.g. (Zeger and Qaqish; 1988; Benjamin et al.; 2003; Fokianos
et al.; 2009). In the case of a univariate Poisson time series, many models use the GLM
framework with log link function and regress log(µt) on past values of the response to
address autocorrelation (e.g. references in Fokianos et al.; 2009). However, it is not pos-
sible to account for positive association in a stationary model if past counts are directly
included as explanatory variables. Instead, a suitable transformation of yt−1 is neces-
sary, (e.g. Benjamin et al.; 2003; Paul et al.; 2008). Models belonging to the class of
conditional linear autoregressive models use an identity link and directly regress µt on
past cases without further transformations. For instance, Fokianos et al. (2009) suggest
6
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the following model for a time series of counts {yt}:
yt| (History up to time t) ∼ Po(µt), µt = aµt−1 + byt−1 + d, a, b, d > 0.
Without the moving average term aµt−1, this model represents a univariate version
of model (2). It corresponds to a Bienayme´-Galton-Watson branching process with
immigration (Haccou et al.; 2007). Branching processes play a fundamental role in
the mechanistic modelling of infectious diseases and provide an approximation of the
epidemic process assuming an unlimited amount of susceptibles (Farrington et al.; 2003).
In a surveillance setting, the number of susceptibles is rarely available and branching
processes provide a useful model approximation.
Formulation (2) of our empirical model is based on this branching process formulation
and can also be written in a multivariate fashion as
µt = Λyt−1 + νt (3)
with suitably defined column vectors µt,yt−1 and νt. The matrix Λ has entries λr on
the diagonal and off-diagonal entries φrwqr (Paul et al.; 2008). Stationarity holds if the
largest eigenvalue of the matrix Λ is smaller than 1 (Held et al.; 2005).
The unknown quantities in (2) are now decomposed additively on the log scale
log(λr) = α
(λ) + b(λ)r (4)
log(φr) = α
(φ) + b(φ)r (5)
log(νrt) = α
(ν) + b(ν)r + γ1t+
S∑
s=1
{
γ2s sin(ωst) + γ2s+1 cos(ωst)
}
+ log(ert) (6)
where α(λ), α(φ), α(ν) are component-specific intercepts, b
(λ)
r , b
(φ)
r , b
(ν)
r are random effects,
γ1 is a trend parameter, γ2, . . . , γ2S+1 are seasonal parameters, ωs denotes a specific
Fourier frequency, and ert is a region-specific and time-dependent offset. For instance,
ωs = 2pis/52 is used for weekly data (Diggle; 1990). The offset ert might e.g. comprise
yearly varying population numbers. All in all, the vector of the fixed (unpenalized) effects
is given by β = (α(λ), α(φ), α(ν), γ1, . . . , γ2S+1)
>. However, the parametric modelling of
trends and seasonal variation is not restricted to the formulation given in (6). For
instance, one could choose a quadratic instead of a linear trend.
Note that to address heterogeneity, the component specific intercepts α(λ), α(φ), and
α(ν) were allowed to vary across regions in Paul et al. (2008). Such a formulation
7
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is feasible as long as the number of regions is low to moderate. In this paper, each
component (4)–(6) instead includes an (optional) random effect. The stacked vector
b = (b(λ)>, b(φ)>, b(ν)>)> containing all random effects from the three components is
assumed to be normally distributed with mean 0 and positive definite covariance matrix
Σ = diag(σ2λI, σ
2
φI, σ
2
νI) , (7)
where σ2λ, σ
2
φ and σ
2
ν are unknown variance parameters, and I is the R × R identity
matrix. Note that we use the identity matrix for all components, i.e. all elements of b
are assumed to be uncorrelated.
However, this assumption might not always be realistic. To allow for correlation
between different components, the covariance matrix for the stacked vector b can be
specified as
Σ = Ω⊗ I , (8)
where Ω is an unknown 3× 3 covariance matrix, and ⊗ denotes the Kronecker product.
Positive definiteness of Σ can be ensured by using a suitable parameterization for Ω.
See Pinheiro and Bates (1996) for a comparison of several parameterizations for un-
structured covariance matrices. We use a computationally stable factorization in terms
of standard deviations and correlations which is based on the Cholesky decomposition
of Ω in spherical coordinates, see Appendix A for further details.
In hierarchical models for spatio-temporal data, the independence assumption for a
vector of random effects might be questionable and random effects are often assumed to
be spatially correlated. As the observation-driven formulation (2) is able to incorporate
temporal and spatio-temporal correlation, the inclusion of independent and identically
distributed (IID) Gaussian effects in (2) might be sufficient to address possible further
heterogeneity. However, the IID random effects within a component might also be re-
placed by spatially correlated ones.
For example, one might adopt a conditional autoregressive (CAR) model (Besag et al.;
1991; Rue and Held; 2005) for b(ν), say, i.e. effects in neighboring regions are assumed to
be more alike than effects in distant regions. The respective identity matrix in (7) is then
replaced by a matrix K with non-diagonal entries kqr = −1 if q ∼ r, and diagonal entries
kqq = nq (Rue and Held; 2005, p. 102). As the rows and columns of K sum to zero,
this matrix is not of full rank but of rank g < R, leading to an improper distribution.
8
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The rank-deficiency of K equals R − g = 1 if all regions are connected and there are
no islands. The inverse of K, which is needed to obtain a marginal likelihood estimate
for the unknown variance parameter, does thus not exist. However, the vector b(ν) can
be re-expressed via a one-to-one transformation in terms of a (R− g)-dimensional fixed,
i.e. unpenalized parameter vector and a g-dimensional parameter vector which is IID
Gaussian (Kneib and Fahrmeir; 2007; Rue and Held; 2005, p. 91).
Model (2) assumes a Poisson distribution for the counts. This is usually suitable for
counts of less prevalent diseases such as e.g. the meningococcal disease data analyzed in
Section 4.1. For counts of more prevalent diseases, such as e.g. influenza, overdispersion
is more likely (Farrington et al.; 1996). The model formulation can be easily adjusted
for overdispersion by replacing the Poisson distribution with the negative binomial, i.e.
assuming yrt|yr,t−1 ∼ NegBin(µrt, ψ), where the conditional mean µrt is specified exactly
as in the Poisson case but the conditional variance increases from µrt to µrt(1 + ψµrt)
(Held et al.; 2005; Paul et al.; 2008). Thus, the negative binomial model simplifies to
the Poisson model for ψ = 0. Also note that in applications, each component (4)-(6) of
the conditional mean may be omitted in parts or as a whole and the vector β then only
contains the included fixed effects. Analogously, the vector b only contains the specified
random effects with corresponding covariance matrix Σ.
2.2. Inference
Maximum likelihood estimates in the model formulation without random effects can
be obtained by directly maximizing the respective Poisson or negative binomial log-
likelihood using numerical optimization routines. See Paul et al. (2008) for further
details. In the presence of random effects, inference is more complex. In this paper, we
use penalized likelihood approaches (Kneib and Fahrmeir; 2007; Breslow and Clayton;
1993; Schall; 1991; Ogata; 1996; Cai et al.; 2002) to obtain parameter estimates. That
is, variance components are treated as fixed when estimating the fixed and random
effects. The variance components itself are estimated through maximizing the marginal
likelihood after integration with respect to the fixed and random effects. As there is no
analytical solution to this integral, a Laplace approximation to the marginal likelihood
is used (see e.g. Kneib and Fahrmeir; 2007; Breslow and Clayton; 1993).
In brief, the following alternating algorithm for the estimation of all parameters is used:
First update regression coefficients given the current variance parameters, then update
9
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variance components given current regression coefficients via Newton steps. Iterate these
two steps until convergence is reached, i.e. parameter estimates do no longer change.
Inference for the regression parameters β, b, given known variance components, is
based on the penalized log-likelihood
`pen(β, b; Σ) = `(β, b) + log p(b|Σ) . (9)
For simplicity, we assume that the counts are Poisson distributed. The corresponding
log-likelihood in (9) is then given by
`(β, b) =
∑
r,t
yrt log(µrt)− µrt − log Γ(yrt + 1) ,
where Γ(·) denotes the Gamma function. In the case of overdispersed data, the above
Poisson log-likelihood is replaced by the negative binomial log-likelihood, see Paul et al.
(2008). The penalty term log p(b|Σ) in (9) corresponds to the log distribution of the
vector of random effects b, i.e. a multivariate Gaussian. After dropping terms that are
constant with respect to b, we have
log(p(b|Σ)) = −1
2
b>Σ−1b .
The score vector spen(β, b; Σ) can be partitioned into two parts defined by the first-
order derivatives of (9) with respect to the fixed and random vectors β and b. Analo-
gously, the observed Fisher information matrix Fpen(β, b; Σ), i.e. the negative second-
order derivatives of (9), can be partitioned with respect to β and b. See Appendix A.1 for
details. These quantities spen(·) and Fpen(·) allow the computation of updated estimates
for the regression coefficients given the variances in a Newton algorithm.
Estimates of the variance components are obtained by maximizing the marginal like-
lihood
Lmarg(Σ) =
∫
exp
{
`pen(β, b; Σ)
}
dβdb. (10)
The above integral cannot be solved analytically and one has to resort to numerical
methods or approximations. Solving the integral in (10) by means of a Laplace approxi-
mation (Tierney and Kadane; 1986) is a relatively simple approach and computationally
less complex than other methods mentioned in Section 1. AGH quadrature can pro-
vide a more accurate approximation in some situations since the Laplace approximation
corresponds to AGH quadrature with a single quadrature point (Liu and Pierce; 1994).
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However, the computational complexity of AGH quadrature rapidly increases with the
dimension of the random effects vector.
In general, the performance of first order Laplace approximations depends on the va-
lidity of the normal approximation. PQL approaches for GLMMs (Breslow and Clayton;
1993) have been found to yield seriously biased estimates of variances and regression
parameters with sparse binary outcome data where data are far from normal (Breslow
and Lin; 1995; Lin and Breslow; 1996). However, in many situations Laplace approxima-
tions work quite well and there is no need for more elaborate approximations. Breslow
(2004) investigated several situations and concluded that PQL performs adequately for
Poisson GLMMs with mean greater than 5 or even lower for many problems. Kneib and
Fahrmeir (2007) showed that the use of a Laplace approximation in their mixed model
based inference performed quite similar compared to MCMC based inference for survival
data.
Applying a Laplace approximation to the marginal likelihood (10) results in
`marg(Σ) ≈ `(βˆ, bˆ)− 1
2
log |Σ| − 1
2
bˆ>Σ−1bˆ− 1
2
log |Fpen(β, b; Σ)|,
where | · | denotes the determinant of a matrix. Note that both βˆ and bˆ are estimated for
given Σ and thus depend on the variance parameters. In GLMMs (Breslow and Clay-
ton; 1993), generalized additive models (Kneib; 2006) and Cox-type hazard rate models
(Kneib and Fahrmeir; 2007), small changes in the variance parameters hardly affect the
regression coefficients. We thus assume also that both `(βˆ, bˆ) and bˆ vary only slowly
when changing the variance components. Then, the first term of the approximation can
be ignored and the log marginal likelihood reduces to
`marg(Σ) ≈ −1
2
log |Σ| − 1
2
b>Σ−1b− 1
2
log |Fpen(β, b; Σ)| (11)
where b, β denote a fixed value not depending directly on the variances, i.e. a current
estimate. This expression can be maximized numerically via Newton steps to obtain
estimates of the variance parameters.
First and second derivatives of the approximate log marginal likelihood (11) can be
derived based on differentiation rules for matrices (see e.g. Harville; 1997). See Ap-
pendix A for further details about the estimation procedure and the implementation in
the R package surveillance (Ho¨hle; 2007).
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3. Predictive model assessment using proper scoring rules
A classical approach to measure the performance of a model is to use e.g. the mean
squared error of several point predictions. However, such an approach does not take into
account the uncertainty associated with the point predictions. Instead, probabilistic
predictions in the form of a predictive probability distribution P should be considered.
In recent years, the use of strictly proper scoring rules has been advocated to evaluate
probabilistic predictions (Gneiting and Raftery; 2007; Czado et al.; 2009). Scoring rules
measure the predictive quality by assigning a numerical score, S(P, y), based on a stated
predictive distribution P and the later observed true value y. They can be seen as
negatively oriented penalties that are to be minimized. A scoring rule is said to be
proper, when its expected value under the stated probability distribution P becomes
minimal if the observed value y is indeed a realization from P (Gneiting and Raftery;
2007). It is strictly proper if this minimum is unique. Strict propriety is thereby essential
to ensure that a scoring rule simultaneously addresses sharpness – the concentration of
the predictive distribution – and calibration – the statistical consistency between the
predicted and the later observed probability distributions. See Gneiting and Raftery
(2007) for further details.
Each scoring rule has differing properties and strengths. Unless there is a clearly
defined unique underlying decision problem which calls for a specific scoring rule, it
may often be appropriate to investigate several scores in applications (Czado et al.;
2009). In the following, we briefly describe a selection of proper scoring rules for count
data discussed in Czado et al. (2009). Denote P(Y = k) the probability mass function,
P(Y ≤ k) the cumulative distribution function and µP the first (finite) moment of the
predictive probability distribution. Furthermore let y denote the count that materializes.
A traditional summary measure of predictive performance is the squared error score
SES(P, y) = (y − µP )2
defined in analogy to the mean squared error. This scoring rule depends on the predictive
distribution only through the first moment µP and is proper, but not strictly proper.
Nevertheless, we consider this score in Section 4 for comparison, due to its widespread
use. Perhaps the most popular strictly proper scoring rule is the logarithmic score (Good;
12
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1952)
logS(P, y) = − log(P(Y = y)).
The logarithmic score is a local score. It gives no credit for assigning high probabilities
to values near but not identical to the count y that materializes. At the same time it
is highly sensitive to extreme cases as it strongly penalizes low probability events. A
strictly proper scoring rule which is less sensitive to extreme events than the logarithmic
score is the ranked probability score (Epstein; 1969; Czado et al.; 2009)
RPS(P, y) =
∞∑
k=0
(
P(Y ≤ k)− 1(y ≤ k)
)2
.
The RPS adds particular weight to situations with unusually high observed or predicted
counts. In such situations, differences between competing models are blown up (Czado
et al.; 2009).
Typically, mean scores over a set of predictions are used to rank and compare dif-
ferent models. This is mostly done informally by ordering the obtained mean scores.
However, the question whether score differences between models are significant can also
be addressed more formally via tests (Diebold and Mariano; 1995; Jolliffe; 2007). Here
we will look at a series of one-step-ahead predictions for each considered model. Two
models are compared with a Monte Carlo permutation test for paired individual scores
(Ludbrook and Dudley; 1998). As test statistic the difference between mean scores from
model A and mean scores from model B is used. Both scores are averaged over a set
of n individual scores. Under the null hypothesis of no difference, the actually observed
difference between mean scores should not be notably different from the distribution of
the test statistic under permutation. For each permutation, we first randomly assign
the membership of the n individual scores to either model A or B with probability 0.5.
We then compute the respective difference in mean for model A and B in this permuted
set of scores. As the computation of all possible permutations is only feasible for small
datasets, a random sample of permutations is used to obtain the null distribution. The
Monte Carlo p-value is then given by
1 + {number of permuted differences larger than observed difference (in absolute value)}
1 + number of permutations
.
For the model presented in Section 2, the Poisson distribution is used as predictive
distribution. The required parameters of the distribution are obtained through plugging
13
Paper III - 69 -
in the estimates of the fixed and random effects. Although such an approach ignores
parameter uncertainty, it is the most common and feasible method to obtain a predictive
distribution. Fixing the parameters at their estimated values may in exceptional cases
lead to identical scores for models of different complexity. For instance, a model with
an estimated zero random effects variance would have the same predictions and thus the
same scores as a corresponding simpler model without these random effects. In that case
a heuristic solution is to always prefer the more parsimonious model among models with
equal scores. Such a situation would not occur e.g. in a fully Bayesian approach where
the model with random effects would yield a larger predictive variance than the model
without these effects and thus lead to different scores.
Note that for a series of one-step-ahead predictions, the model needs to be re-fitted at
each time-point. However, the optimizing algorithm usually converges after a few steps
when using the previous estimates as initial values because estimates hardly change.
A simpler but cruder approach would be not to update the parameter estimates (see
e.g. Brix and Diggle; 2001).
4. Applications
In the following we analyze and assess the predictive performance of the proposed model
using two spatio-temporal datasets. The first dataset consists of monthly cases of
meningococcal disease caused by the Neisseria meningitidis bacterium and observed
in the 94 departments of France. The incidence of meningococcal disease is low and
there is evidence of geographical heterogeneity within France (Knorr-Held and Richard-
son; 2003). The second dataset comprises the weekly number of laboratory confirmed
influenza A and B cases in 140 administrative districts in Southern Germany, obtained
from the German national surveillance system operated by the Robert Koch Institute
(RKI) (Robert Koch Institute; 2009). The incidence of influenza is very high and the
disease spreads across regions in seasonal waves.
In both applications, we consider several models that differ depending on whether
autoregressive parameters are included or not, and on whether parameters are treated as
fixed or as random. At first, we only consider models with fixed and IID random effects.
In the case where there are IID random effects in more than one component, these
effects are assumed to be correlated, as this correlated formulation is more flexible than
14
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the formulation with uncorrelated effects. Among all models considered, the best model
with lowest mean scores is selected. This model is then compared to a corresponding
model with CAR instead of IID effects.
4.1. Meningococcal disease in France
Knorr-Held and Richardson (2003) proposed a complex hierarchical model for the analy-
sis of meningococcal disease incidence. Latent parameters are used to capture temporal,
seasonal and spatial trends. Potential autoregressive effects of counts in the same or
neighboring regions at previous time points are modulated by latent binary indicators.
These indicators are assumed to follow a two-stage hidden Markov model. Thus past
counts act multiplicatively on the disease incidence instead of additively as in (2). Fully
Bayesian inference is done using MCMC techniques.
In a case study, the model was applied to data on monthly counts of meningococcal
disease in the 94 departments of France (excluding Corsica) from 1985 to 1997. Dif-
ferent specifications for the functional form of the autoregressive term, including and
excluding spatial neighbors, were compared based on the criterion DIC. Additional data
for the years 1998 and 1999 were available for the purpose of prediction but have not
been included in the analysis. The main focus was placed on model fit and predictive
performance was touched only briefly.
Figure 1 shows the monthly number of cases for the whole of France for the years
1985–1999. A clear seasonal pattern with peaks in winter can be seen. Also shown is a
map of the mean yearly incidence per 100 000 habitants averaged over the 15 years. The
incidence is regionally varying, with the lowest incidence concentrated in central regions
of France. Note that this heterogeneity could be partly due to differences in reporting
practices since the data correspond to the compulsory cases notified by clinicians (Knorr-
Held and Richardson; 2003). The location of four selected departments that also served
as illustration in Knorr-Held and Richardson (2003) are indicated in the map.
Note that in a few regions there seem to have been artefacts in the data collection
because a period with no cases at all is followed by a period with regular pattern of
cases. To determine such regions we assumed a Poisson-gamma model with a single
change-point in mean of unknown location and compared it to a Poisson-gamma model
with constant mean (Denison et al.; 2002, Section 3.2.1 and Appendix B.5) for each
region. If the posterior probability of the change-point model, assuming equal prior
15
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Figure 1: Monthly number of meningococcal disease cases in the whole of France (left)
and mean yearly incidence per 100 000 habitants in the 94 departments, aver-
aged over the years 1985− 1999 (right).
probability for both models, was larger than 0.8, the zero counts for the first month
up to the estimated change-point were set to missing for the analysis. Eventually, the
first two years in de´partement “Maine-et-Loire” and the first three years in departments
“Calvados” and “Marne” were treated as missing.
Since the data are quite sparse we assume a Poisson model. Table 1 summarizes the
results for different model formulations. All models contain a quadratic trend, S =
1 seasonal components and include expected cases ert calculated by indirect age-sex
standardization as offset in (6). See Knorr-Held and Richardson (2003) for further
details on the calculation of expected cases. Table 1 also shows the log-likelihood values
for each model. For models without random effects, there is no penalty term involved
and accordingly, the marginal likelihood `marg is denoted by NA in the table. In this case,
`pen corresponds to the usual Poisson likelihood and could be used for model comparison.
In the presence of random effects, both likelihoods are given. However, note that they
cannot be used for model comparison.
The first three models in Table 1 contain no autoregression: The intercept α(ν) is
either treated as fixed (denoted by 0 in the label of the model) or as fixed region-specific
(1) or as IID (2). The estimates for the quadratic trend and the seasonal components
are very similar for all three models and thus not included in the Table. Including the
expected cases as offset causes a varying incidence level in model A0. However, it is
16
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Table 1: Analysis of meningococcal disease in the 94 departments of France.
model exp(αˆ(λ)) αˆ(ν) σˆ2λ σˆ
2
ν ρˆλν maxEV `pen (`mar)
(se) (se)
no autoregression
A0 –
−0.168
– – – – −10781 (NA)
(0.022)
A1 – ? – – – – −10431 (NA)
A2 –
−0.253
– 0.14 – – −10480 (−146)
(0.046)
fixed intercept α(λ)
B1
0.076
? – – – 0.08 −10387 (NA)
(0.009)
B2
0.079 −0.327
– 0.14 – 0.08 −10436 (−139)
(0.009) (0.047)
IID random effects b(λ)
C2
0.087 −0.339
0.28 0.14 −0.27 0.22 −10422 (−162)
(0.010) (0.047)
fixed intercept α(λ), CAR random effects b(ν)
D
0.079 −0.328
– 0.50 – 0.08 −10438 (−139)
(0.009) (0.025)
Shown are parameter estimates with standard errors in brackets. All models contain a quadratic
trend and S = 1 seasonal term. The maximum eigenvalue of the estimated matrix Λ in (3) is
denoted by maxEV. Fixed but region-specific intercepts are indicated by ?. The numerals in
the model labels correspond to 0: fixed intercept α(ν), 1: region-specific intercept α
(ν)
r 2: IID
random effects b(ν).
not clear whether the heterogeneity of the disease incidence as visible in the map in
Figure 1 can thus be captured adequately. Therefore, each region gets its own (fixed)
intercept in model A1 which substantially improves the log-likelihood from −10 781 to
−10 431. Finally, model A2 assumes that the incidence levels are IID random effects
with estimated variance σˆ2ν = 0.14.
The predictive quality of the models is assessed through one-step-ahead predictions of
the last 7 years. Table 2 shows the mean scores based on these 94×84 predictions. The
results clearly indicate that a single fixed intercept α(λ) (A0) yields the worst predictive
performance and regional heterogeneity should be taken into account. According to
all scores, a formulation with random effects (A2, B2) is to be preferred compared to
the corresponding formulation with region-specific fixed effects (A1, B1). Note that in a
regression context it is well-known that the use of plug-in ML or Least Squares estimates
17
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Table 2: Mean scores based on 94×84 one-step-ahead predictions for the meningococcal
disease data.
model logS (p-value) RPS (p-value) SES (p-value)
no autoregression
A0 0.5920 (0.0001) 0.2009 (0.0001) 0.3245 (0.0001)
A1 0.5845 (0.0011) 0.1973 (0.0016) 0.3146 (0.0033)
A2 0.5823 (0.0420) 0.1970 (0.0185) 0.3140 (0.0240)
fixed intercept α(λ)
B1 0.5825 (0.0022) 0.1965 (0.0016) 0.3128 (0.0003)
B2 0.5802 (0.2260) 0.1962 (0.2730) 0.3121 (0.0451)
IID random effects b(λ)
C2 0.5813 (0.0090) 0.1966 (0.0255) 0.3133 (0.0301)
fixed intercept α(λ), CAR random effects b(ν)
D 0.5799 0.1961 0.3119
Model D is compared to the remaining models, the Monte Carlo p-values are based on permuta-
tion tests for paired observations (9999 permutations).
can be suboptimal in prediction problems due to overfitting. Copas (1983, 1997) suggests
shrinkage estimates for normal and logistic regression to improve predictive performance.
Basically all models including an autoregression perform better than models excluding
autoregression with respect to all scores. The autoregressive parameter αˆ(λ) in those
models is estimated to be quite small, exp(αˆ(λ)) ≈ 0.08. Accordingly, the maximum
eigenvalue of Λˆ is also small. We did not include the quantity φr, which measures the
influence of adjacent regions, into the model, as it seems to have a very small effect and
is hardly estimable from the meningococcal disease dataset.
Note that a model formulation with region-specific fixed autoregressive parameters
α
(λ)
r cannot be fitted while a formulation with random effects b(λ) is possible. Figure 2
displays the estimated IID random effects from model C2. The scatterplot shows that
there is a moderate negative correlation between bˆ(ν) and bˆ(λ), in accordance with the
estimate ρˆλν = −0.27, see Table 1. The estimated autoregressive coefficients λˆr are
also mapped. There is considerable heterogeneity across regions with highest values in
some northern and western departments. However, no clear spatial pattern can be seen.
Although the variance σ2λ is estimated fairly large in model C2 with IID autoregressive
parameter, mean scores for this model are larger than for the respective model B2 with
a single fixed parameter.
The best model with lowest mean score among models with only fixed or IID random
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Figure 2: Estimated random effects from model C2. Shown is a scatterplot of the esti-
mated random effects in the endemic component bˆ(ν) and in the autoregressive
component bˆ(λ) (left), and a map of the estimated autoregressive parameters
λˆr (right).
effects is model B2, which includes a single autoregressive parameter α(λ) and IID effects
b(ν) in the endemic component. For comparison, we also fitted a corresponding model
(D) with CAR instead of IID effects. This formulation leads to a further (if only minor)
reduction of all mean scores. Figure 3 shows the estimated mean for this model in the
four selected departments. The mean in each de´partement is separated into two additive
components: the grey area shows the estimated endemic component νˆrt and the blue
area corresponds to the autoregressive contribution exp(αˆ(λ))yr,t−1. The incidence is
clearly dominated by the endemic component, which is in agreement with the maximum
eigenvalue shown in Table 1.
To judge the differences between the best model D and all competing models more
formally, we carried out permutation tests based on 9999 permutations for paired obser-
vations. The corresponding Monte Carlo p-values for these tests can be found in Table 2.
There is a significant difference to models without autoregression. However, there seems
to be no significant difference between the CAR and an IID formulation for the random
effects in the endemic component according to both logS and RPS.
A comparison with the results obtained by Knorr-Held and Richardson (2003) is not
straightforward due to substantial differences in the model formulation. Also, Knorr-
Held and Richardson (2003) have included only data up to 1997 for fitting and have
not considered one-step-ahead forecasts for model comparison. Instead, they have used
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Figure 3: Fitted values for model D for meningococcal disease data in selected depart-
ments of France.
DIC (Spiegelhalter et al.; 2002) which has selected a model with two autoregressive
terms on the number of counts in the same region and the number of counts in neigh-
boring regions, respectively, as the best model. Note that past counts only enter in
a dichotomized form (1 if there was at least one case and 0 otherwise) modulated by
additional region-specific latent hidden Markov models. Our approach has identified
a significant autoregression on past counts in the same region, but not in neighboring
regions.
4.2. Influenza in Southern Germany
As a second application we consider the weekly number of laboratory confirmed in-
fluenza cases in 140 administrative districts of the two Southern German states Baden-
Wu¨rttemberg and Bavaria for years 2001 to 2008 (Robert Koch Institute; 2009). Note
that the number of regions is too large to fit models with region-specific fixed intercepts.
Instead, we apply the proposed methodology with random effects to account for regional
heterogeneity.
Figure 4 shows the total number of influenza cases per week in all districts. A clear
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Figure 4: Weekly number of influenza cases in the whole of German states Baden-
Wu¨rttemberg and Bavaria (left) and mean yearly incidence per 100 000 habi-
tants in the 140 administrative districts, averaged over the years 2001− 2008
(right).
seasonal pattern with steep increases of the number of cases in winter can be seen. Also
shown in Figure 4 is a map of the average yearly incidence per 100 000 habitants over
the years 2001–2008. The incidence ranges from 0 to 70 cases and is much higher than
for the meningococcal disease data. However, note that the influenza data suffer from
substantial underreporting. Only a fraction of all influenza cases is actually recorded
since the illness caused by influenza is often too slight to warrant medical attention.
We consider several models that differ depending on whether quantities λr, φr are
included in the model or not, and if yes, whether they enter as fixed or random effects.
The number of cases is assumed to be negative binomial distributed with overdispersion
parameter ψ. All models include random incidence levels b(ν), a linear trend, S = 3
seasonal terms and population fractions pr/
∑
r pr, where pr denotes the population in
region r at 31.12.2001 as offset. Note that S = 3 components are used because the
superposition of only one sine and cosine wave could not adequately model the distinct
peaks, compare Paul et al. (2008).
Table 3 shows estimated parameters and standard errors for the different models.
The overdispersion parameter ψ is always estimated to be larger than 1. There seems
to be little variation in the autoregressive coefficient λr since the variance σˆ
2
λ is esti-
mated to be quite small. Consequently, estimation of models including IID effects in
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Table 4: Mean scores based on 140 × 104 one-step-ahead predictions for the influenza
data.
model logS (p-value) RPS (p-value) SES (p-value)
no autoregression, IID random effects b(ν)
A0 0.5988 (0.0001) 0.5258 (0.0001) 8.1394 (0.0001)
A1 0.5913 (0.0001) 0.5030 (0.0001) 6.7258 (0.0001)
A2 0.5882 (0.0001) 0.4815 (0.0001) 6.2256 (0.0001)
fixed intercept α(λ), IID random effects b(ν)
B0 0.5686 (0.0006) 0.4472 (0.0001) 5.2607 (0.6144)
B1 0.5652 (0.0353) 0.4427 (0.0001) 5.1883 (0.9952)
B2 0.5633 0.4363 5.1878
IID random effects b(ν), IID random effects b(ν)
C0 0.5685 (0.0018) 0.4461 (0.0001) 5.2682 (0.5107)
C1 0.5648 (0.0830) 0.4414 (0.0007) 5.2182 (0.7227)
C2 0.5635 (0.5979) 0.4346 (0.0438) 5.2088 (0.7399)
fixed intercept α(λ), IID random effects b(φ), CAR random effects b(ν)
D 0.5638 (0.1840) 0.4361 (0.5485) 5.1969 (0.4263)
Model B2 is compared to the remaining models, the Monte Carlo p-values are based on permu-
tation tests for paired observations (9999 permutations)
the autoregressive component turned out to be more difficult than estimation of the re-
maining models in Table 3. On the other hand there is considerable variation concerning
the “neighbor-driven” coefficient φr with σˆ
2
φ ≈ 1. While the estimated correlation ρˆφν in
models A2, B2, C2, with IID effects in both the neighbor-driven and endemic component
is considerable, IID effects in the autoregressive and endemic component are estimated
to be nearly uncorrelated in models C0 and C2. Note that IID and CAR effects in the
neighbor-driven and endemic component, respectively, are assumed to be uncorrelated
in model D. Both quantities λr and φr characterizing the spatio-temporal spread seem
to be important for the model fit. The maximum eigenvalue of Λˆ is quite large in most
models which indicates considerable “epidemic” behavior.
The predictive performance of the models is assessed through one-step-ahead predic-
tions of the last 104 weeks, i.e. the last two years. Mean scores based on these 140×104
predictions are shown in Table 4. Most models yield comparable mean scores, except
for models without autoregressive and neighbor-driven component (A0, A1, A2) which
have a clearly higher score. According to the mean logarithmic score, model B2 with
a fixed autoregressive parameter performs best, closely followed by model C2 with IID
autoregressive parameter. Both models contain IID effects in the neighbor-driven and in
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Figure 5: Fitted values for model B2 for influenza data in selected administrative districts
of Southern Germany.
the endemic component. Replacing the IID effects in the endemic component of model
B2 by CAR effects in model D leads to a slightly higher mean logS. It seems that such a
spatial effect is not needed in addition to the neighbor-driven component, which already
accounts for spatio-temporal dependence. The ranking of models with respect to RPS
is similar except for the best two models with interchanged ordering.
We compared each model to model B2. Models including both autoregressive and
neighbor-driven component have a lower mean score (p-values of the Monte Carlo per-
mutation tests < 0.0018 for logS and equal to 0.0001 for RPS). According to the Monte
Carlo p-values from the respective permutation tests there is, however, no clear prefer-
ence for the form of the parameters (i.e. fixed or random).
Figure 5 shows a plot of the fitted incidence from the best model according to logS,
B2, in four selected administrative districts indicated in the map in Figure 4. Grey,
blue and orange areas correspond to the endemic, autoregressive and neighbor-driven
part of the mean. In some regions, such as LK Kitzingen or SK Stuttgart, the cases in
surrounding districts considerable contribute to the mean incidence. The importance of
φr and λr for the predictive performance is also clear when looking at successive maps
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of the weekly number of cases.
5. Discussion
In this paper, we have extended the model for the analysis of multiple time series of
infectious disease counts suggested by Held et al. (2005) and Paul et al. (2008) to ac-
count for different incidence levels or varying disease transmission via possibly correlated
random effects. Especially for highly multivariate time series, heterogeneity is very likely
to exist and should be accounted for. This is done by including region-specific random
effects which are assumed to be either independent, identically distributed Gaussians or
follow a conditional autoregressive model. Random effects in the different components
of the mean may also be assumed to be correlated.
Inference is based on methodology for mixed models as discussed e.g. in Kneib and
Fahrmeir (2007). Estimates for regression parameters are obtained by numerically op-
timizing the penalized likelihood and estimates of variance parameters are obtained by
optimizing an approximate marginal likelihood in an alternating algorithm.
Extension of classical model choice criteria to mixed models is challenging. There
are versions of AIC or BIC which can be used to address certain questions, e.g. which
fixed effects to select in models with given random effects structure or whether or not
to include a random effect in models with given fixed effects structure. However these
criteria are not suitable for the comparison of several models in any situation. Therefore,
we compared models based on one-step-ahead predictions and proper scoring rules which
can be used in any situation.
While a formulation where each region gets its own fixed intercept can be applied for
the analysis of disease counts in a low to moderate number of regions, this is no longer
feasible when the number of regions is large. For instance, the analysis of the second
dataset would not be possible with the formulation in Paul et al. (2008). The analysis
of the meningococcal disease and influenza data showed that the induced shrinkage of
region-specific estimates towards the overall mean improves the predictive performance
in the presence of heterogeneity.
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A. Inference
In the following we provide further details about the estimation procedure described in
Section 2.2 for the model with mean (2) specified as in Equations (4)-(6), and covariance
matrix Σ for the IID random effects given by (8). To ensure positive definiteness of the
covariance matrix, we use a parameterization based on the Cholesky decomposition of
Ω in spherical coordinates (Pinheiro and Bates; 1996). Note that the diagonal elements
of the lower triangular Cholesky matrix must be positive and the off-diagonal elements
must be in (0, pi) to ensure uniqueness. These restrictions can be guaranteed by using
suitable transformations (see e.g. Rapisarda et al.; 2007). The resulting parameterization
is then given by
Ω(θ) =

exp(2s1)
r1 exp(s2+s1)√
r21+1
exp(2s2)
r2 exp(s3+s1)√
r22+1
(
r1 r2
√
r23+1+r3
)
exp(s3+s2)√
r21+1
√
r22+1
√
r23+1
exp(2s3)

where the vector θ = (s1, s2, s3, r1, r2, r3)
> contains the unknown variance parameters
which can take values on the whole real line. For the sake of clarity only the lower
triangular of the symmetric matrix Ω(θ) is displayed. Note that the diagonal elements
correspond to the variances of the random effects in the autoregressive (4), neighbor-
driven (5), and endemic component (6). For instance, we have σ2λ = exp(2s1). Similarly,
we obtain the correlation parameters, e.g. ρλφ = r1/
√
r21 + 1.
A.1. Estimation of regression parameters
First, let i and j denote any element of the stacked vector of fixed and random effects.
The score vector with first derivatives of (9) with respect to β and b is given by
spen(β, b; Σ) =
∂`pen(β,b)∂β
∂`pen(β,b)
∂b
 =
 s(β)
s(b)−Σ−1b
 ,
where the elements of the unpenalized score vector are given by
s(i) =
∑
r,t
yrt
µrt
∂µrt
∂i
− ∂µrt
∂i
.
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Analogously, the observed Fisher information matrix is partitioned as
Fpen(β, b; Σ) =
−∂
2`pen(β,b)
∂β∂β> −
∂2`pen(β,b)
∂β∂b>
−∂2`pen(β,b)
∂b ∂β> −
∂2`pen(β,b)
∂b ∂b>
 =
F[ββ] F[βb]
F[βb] F[bb] + Σ−1
 , (12)
where F[ij] denotes the block of the unpenalized Fisher information matrix correspond-
ing to the parameter vectors i and j, and has elements
F[ij] = −
∑
r,t
{
− yrt
µ2rt
∂µrt
∂i
∂µrt
∂j
+
yrt
µrt
∂2µrt
∂i∂j
− ∂
2µrt
∂i∂j
}
.
In the following, let ξ(λ) contain all parameters in the autoregressive component (4),
i.e. α(λ), b(λ), and let x
(λ)
rt denote the corresponding design vector in region r at time t,
i.e. x
(λ)
rt = (1,ur)
> where the r-th element of the R-dimensional vector ur is 1 and 0
otherwise. The vectors ξ(φ), x
(φ)
rt and ξ
(ν), x
(ν)
rt are defined in analogy for components
(5) and (6), respectively. First and second partial derivatives of µrt are then given by
∂µrt
∂ξ(λ)
= λrtyr,t−1 x
(λ)
rt ,
∂µrt
∂ξ(φ)
= φrt
∑
q 6=r
wqryq,t−1 x
(φ)
rt ,
∂µrt
∂ξ(ν)
= νrt x
(ν)
rt
and
∂2µrt
∂ξ(λ)∂ξ(λ)>
= λrtyr,t−1 x
(λ)
rt x
(λ)>
rt ,
∂2µrt
∂ξ(φ)∂ξ(φ)>
= φrt
∑
q 6=r
wqryq,t−1 x
(φ)
rt x
(φ)>
rt ,
∂2µrt
∂ξ(ν)∂ξ(ν)>
= νrt x
(ν)
rt x
(ν)>
rt .
Second partial derivatives of µrt with respect to parameters belonging to different com-
ponents are zero.
A.2. Estimation of variance parameters
First note that
log |Σ| = log(|Ω(θ)⊗ I|) = log(|Ω(θ)|R|I|3) = 2R
(
3∑
i=1
si − 1
2
3∑
i=1
log(r2i + 1)
)
.
Let k and l denote any element of the vector with variance parameters θ. Furthermore,
the dependence of the observed Fisher information matrix (12) on both regression and
variance parameters will be suppressed in the following for notational convenience. The
score vector smarg(Σ) with first derivatives of (11) with respect to θ then has elements
∂`marg(Σ)
∂k
= −R
3∑
i=1
(
1(k = si)− ri
r2i + 1
1(k = ri)
)
+
1
2
b>Σ−1
∂Σ
∂k
Σ−1b− 1
2
tr
(
F−1pen
∂Fpen
∂k
)
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where tr(·) denotes the trace of a matrix. The elements of the observed Fisher informa-
tion matrix Fmarg(Σ) are given as
∂2`marg(Σ)
∂k∂l
=−R
3∑
i=1
(
r2i − 1
(r2i + 1)
2
1(k = l = ri)
)
− 1
2
b>Σ−1
(
− ∂
2Σ
∂k∂l
+
∂Σ
∂k
Σ−1
∂Σ
∂l
+
∂Σ
∂l
Σ−1
∂Σ
∂k
)
Σ−1b
− 1
2
tr
(
−F−1pen
∂Fpen
∂l
F−1pen
∂Fpen
∂k
+ F−1pen
∂2Fpen
∂k∂l
)
.
The derivation of first and second derivatives of Ω(θ) with respect to θ, and thus
Σ and Fpen, is straightforward and omitted here. Note that for uncorrelated random
effects, the block diagonal structure of the covariance matrix Σ can be exploited to
obtain simplified expressions for the score vector smarg(Σ) and the Fisher information
matrix Fmarg(Σ).
A.3. Implementation
In applications, the likelihood functions described in Section 2 might be flat and con-
torted due to the additive decomposition of the mean. This complicates maximization.
In principle, estimates of both regression and variance components can be obtained using
the iterative Newton algorithm. At each iteration, the score function is approximated
by a local quadratic model and solved for the root, i.e. the maximum of the likelihood.
Close to the maximum, the Fisher information matrix must be positive definite and the
Newton method guarantees fast convergence (Thisted; 1988). However, far away from
the maximum the Fisher information matrix might not be positive definite. If initial
values are poor, the Newton algorithm may fail.
There are several modifications to obtain a globally convergent Newton algorithm
without sacrificing the good local convergence properties, see e.g. Dennis and Schnabel
(1996, Chapters 5, 6). For instance, the Fisher information matrix can be modified
such that it is always positive definite. Convergence from poor initial values can be
improved by using a trust-region approach (Dennis and Schnabel; 1996, Chapter 6.4).
The trust region approach provides at each iteration a region in which the quadratic
approximation can be trusted to adequately model the score function. The root of
the approximation is picked as new iterate and the goodness of the approximation is
evaluated. If the approximation is not good enough, the region is shrunken until an
acceptable new iterate is found.
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The optimization problem gets harder the more parameters are involved and the choice
of good initial values is especially important. In nonlinear models, it is often advisable
to use several initial values and select estimates resulting in the highest likelihood should
the optimization algorithm lead to different results (e.g. Paul et al.; 2008). In the current
context, however, it is not clear how to deal with differing results for the alternating al-
gorithm from Section 2.2. The penalized likelihood can not be used for deciding between
two sets of parameter estimates because it depends on the variance parameters. Thus,
results with larger variance parameters tend to be preferred.
The estimation procedure is currently incorporated in the development version of the
R package surveillance (Ho¨hle; 2007) available from http://surveillance.r-forge.
r-project.org/. We use the R function nlminb as default optimizer which can either
use analytical second derivatives or numerical approximations to the Hessian. Although
a single computation of the analytical Fisher information matrix is more expensive than
the use of numerical approximations, the use of the analytical Fisher information matrix
makes convergence faster in the long run and is to be preferred. The function nlminb
also implements a trust region approach which enhances convergence. In all applications
considered, the algorithm always lead to the same solution after convergence when using
different initial values.
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SUMMARY
The objective of this study was to characterize empirically the association between vaccination
coverage and the size and occurrence of measles epidemics in Germany. In order to achieve this
we analysed data routinely collected by the Robert Koch Institute, which comprise the weekly
number of reported measles cases at all ages as well as estimates of vaccination coverage at the
average age of entry into the school system. Coverage levels within each federal state of Germany
are incorporated into a multivariate time-series model for infectious disease counts, which
captures occasional outbreaks by means of an autoregressive component. The observed incidence
pattern of measles for all ages is best described by using the log proportion of unvaccinated
school starters in the autoregressive component of the model.
Key words : Infectious disease epidemiology, measles (rubeola), MMR vaccination, modelling.
INTRODUCTION
Measles is a highly contagious disease and still an
important health concern [1]. Numerous efforts such
as routine childhood vaccination programmes or
the WHO measles elimination plan have significantly
reduced the incidence of measles in Europe. The epi-
demic pattern has changed from a roughly biennial
cycle to an irregular sequence of outbreaks [2].
However, disease has not been eradicated. The inci-
dence of measles varies widely, with large outbreaks
in Romania, Germany, UK, Switzerland and Italy
in 2006 and 2007, whereas in other countries such as
Finland, Slovakia and Hungary almost no cases were
reported [1]. Since most measles cases were un-
vaccinated or incompletely vaccinated, the differences
in incidence are likely to be due to differences in the
success of national vaccination programmes [1, 2].
For instance, there have been several outbreaks in
some of the 16 federal states of Germany in recent
years [3–6]. Detailed investigations of selected out-
breaks showed that most cases occurred in un-
vaccinated individuals [4].
National surveillance systems such as that at the
Robert Koch Institute (RKI), Germany, typically
provide weekly time-series of counts stratified by for
example, region, age or sex. Accordingly, statistical
methods for the analysis of multivariate time-series
of counts are needed. It is of public health interest
to investigate empirically the relationship between
vaccination coverage and the occurrence and size of
measles epidemics using such data.
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Cummings et al. [7] used a linear model to analyse
the sum of measles cases over 5 years in several pro-
vinces of Cameroon, including vaccination coverage
among other covariates. However, the time-series
aspect was not considered. Multivariate time-series
methods for counts of infectious diseases have only
recently been developed and applied to epidemiologi-
cal data. However, these models are not able to cope
with occasional large outbreaks. For instance, Frank
et al. [8] investigated the association between human
infection with Shiga toxin-producing Escherichia coli
(STEC) and cattle density based on German notifi-
cation data. A Bayesian Poisson regression model was
used to analyse the weekly number of cases in each
age group and district of Germany. The model ac-
counted for temporal and seasonal trends, spatial
variation and cattle density as explanatory factors.
No large STEC gastroenteritis outbreaks occurred in
the time period considered. Hens et al. [9] modelled
the yearly, age-stratified incidence of hepatitis B in
Bulgaria using a log-additive Poisson model, where
age and time were modelled as non-parametric func-
tions. The impact of vaccination was taken into
account by including indicators for various immuniz-
ation programmes as covariates. The log-additive
Poisson model chosen was justified since the data
contained no outbreaks.
If there are outbreaks in the data, a more realistic
formulation for (multivariate) time-series of infec-
tious disease counts has been suggested by Held et al.
[10]. The model decomposes the disease incidence into
two additive components. One component represents
an autoregression on past counts which allows for
temporal dependence beyond regular patterns, i.e.
epidemic behaviour. The other component accounts
for regular, endemic behaviour. However, this method
did not consider the inclusion of covariates.
The aim of this paper is to investigate the as-
sociation between vaccination coverage and the size
and occurrence of measles epidemics. We first de-
scribe the data about measles incidence [11] and
vaccination coverage [12] in Germany obtained from
the RKI. The approach of Held et al. [10] is extended
to allow for the inclusion of covariates and applied
to the measles data using vaccination coverage
as an explanatory variable. Different formulations
of the proposed model are compared based on
Akaike’s Information Criterion (AIC [13]). A simu-
lation study is performed in order to further investi-
gate the ability of AIC to identify the underlying true
model.
DATA
Measles incidence
In Germany, introduction of the measles vaccine had
reduced the incidence of measles to a historical low of
0.2 cases/100 000 inhabitants in 2004 [3], before the
disease re-emerged due to outbreaks in a few regions.
We used measles surveillance data from Germany for
the years 2005–2007, which contain weekly counts
of cases for all ages in all 16 federal states reported to
the RKI [11]. Figure 1 shows the notified measles
cases in the years 2005–2007 for six selected federal
states to illustrate the different incidence patterns.
Large outbreaks occurred in Hesse and Bavaria in
2005 [3], in North Rhine-Westphalia in 2006 [4] and
in North Rhine-Westphalia and Bavaria in 2007 [5].
The majority of cases (y80%) occurred in children
and adolescents. About 12% occurred in infants aged
<2 years. This pattern was very similar in all three
years considered. A brief summary of the number
of reported cases in each state is shown in Table 1
together with population numbers at 31 December
2006 obtained from the Federal Statistical Office of
Germany [14].
Measles-mumps-rubella (MMR) vaccination
Coverage levels of the combined MMR vaccine were
derived from vaccination cards presented at medical
examinations, which are conducted by local health
authorities at school entry [12]. Records include in-
formation about receipt of the first and second doses
of MMR, but no information about dates or age of
the child at vaccination. Age at school entry ranges
between states from 4 to 7 years [15], therefore the
information collected typically refers to vaccinations
received 3–5 years previously [16].
The estimated coverage data do not include any
information from children who did not present a
vaccination card on the day of the medical examin-
ation (5–13% of children attending the school entry
examination in different states). This is likely to
overestimate true coverage, because the vaccination
status of children with vaccination cards is generally
more complete than in those without a card [4, 17].
However, there are no national data about the degree
of overestimation. We made an assumption, which
was used in a previous German study [18], that
for each dose, the percentage of children without a
vaccination card, ‘non-card holders ’ was half that
of ‘card holders ’. We applied this adjustment to all
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analyses and conducted a sensitivity analysis to
examine the robustness of the assumption.
Coverage levels for both the first and the second
dose were higher in the new, re-established states in
East Germany (Brandenburg, Mecklenburg-Western
Pomerania, Saxony, Saxony-Anhalt, Thuringia) than
in West Germany (Table 1). This might reflect
continuing adherence to different childhood vacci-
nation policies before re-unification [15, 19]. Immuniz-
ation is voluntary in Germany now, but it was
mandatory in the former German Democratic Re-
public.
METHODS
To investigate a possible association between the oc-
currence of measles epidemics and MMR vaccination
coverage, we first examined the correlation between
the number of observed cases in a region and region-
specific vaccination coverage. One possibility is to
apply the variance-stabilizing transformation for
Poisson counts [20], i.e. taking the square root
of cases, before estimating the empirical correlation
coefficient which might improve the goodness of the
corresponding confidence intervals. An alternative
approach, based on a Poisson regression model
[21, 22], assumes that the sum of cases in region
i, aggregated over all three years, has mean
mi=exp(a+bxi), (1)
where xi denotes the coverage in state i. For example,
to adjust for regionally varying population numbers,
the right hand side of equation (1) can be multiplied
by an offset ni. Conclusions about the effect b of the
covariate xi in equation (1) remain the same when
considering the weekly number of cases instead of
the sum of cases, assuming that the weekly counts are
independent. However, a multivariate time-series
analysis of counts is able to incorporate autocorre-
lation and provides many more possibilities compared
to the analysis of temporally aggregated data.
In the following, yi,t denotes the number of cases
of a specific disease in a defined geographical region
i=1, …, I at time t=1, …, T. A fundamental as-
sumption of a Poisson regression model is that the
response variables yi,t are independent given the co-
variates. Thus the above model is not suited for the
analysis of the measles data as the weekly counts
are clearly dependent. Regular temporal dependence
can easily be accounted for by including covariates
for long-term or seasonal trends in the model. For
instance, seasonal variation can be modelled para-
metrically using a superposition of harmonic waves
[10, 23] or non-parametrically [9, 24]. However, such
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Fig. 1. Number of weekly measles cases in selected German federal states for the years 2005–2007. Note that the y-axis is not
the same for all states.
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a model may still not adequately capture occasional
outbreaks typical for infectious diseases.
A natural way to incorporate temporal dependence
beyond seasonal variation is to consider the number
of past cases as additional explanatory variables in the
model. Held et al. [10] suggest a Poisson regression
model with an identity link, where the (conditional)
mean mi,t of yi,t is additively decomposed into two
parts
mi, t=lyi, tx1+ni, t: (2)
The first part with conditional rate lyi,tx1 is called the
‘epidemic ’ component and the second part with rate
ni,t the ‘endemic ’ component. The former component
captures occasional (epidemic) outbreaks whereas the
latter describes regular (endemic) patterns.
To include region-specific covariate information,
we allow the autoregressive parameter l in equation
(2) to vary across regions, i.e. we switch notation from
l to li and model li as a function of these covariates.
Furthermore, covariates can also be considered in the
other component ni,t. Note that the conditional mean
mi,t needs to be non-negative. This can be ensured by
modelling both li and ni,t on a log-scale.
Our first model (type A) assumes that the cover-
age levels in all states, xi, enter into the epidemic
component and the model is given by
log(li)=b0+b1xi, (3)
log(vi, t)=a0+{c sin(2pt=f )+d cos(2pt=f )}+log(ni),
(4)
where b0 is an intercept and b1 quantifies the influence
of vaccination coverage. The parameter a0 denotes
the intercept of the endemic component and the offset
log(ni) represents population fractions, computed
from Table 1. The terms in curly brackets in equation
(4) are used to model seasonal variation. The number
of data points per season is denoted by f. For in-
stance, for a season of 1 year and weekly data f=52.
For ease of interpretation, the seasonal terms can be
written equivalently as a sine wave with amplitude A
describing the magnitude, and phase difference Q de-
scribing the onset of the seasonal pattern [23]. In the
second model, the term b1xi is omitted in equation (3)
and the coverage levels xi are included instead in the
endemic component with coefficient a1. Altogether,
the model (type B) is given by
log(li)=b0 , (5)
log(vi, t)=a0+a1xi+{c sin(2pt=f )+d cos(2pt=f )}
+log(ni): (6)
Table 1. Measles cases and estimated vaccination coverage in the 16 federal states of Germany
State Population
Measles cases Coverage (%)
Presented
cards (%)Max. Sum 1st dose 2nd dose
Baden-Wu¨rttemberg (BW) 10 738 753 12 162 93.7 78.7 92.1
Bavaria (BY) 12 492 658 47 606 91.7 75.7 93.4
Bremen (HB) 663 979 1 4 94.6 76.9 86.9
Hamburg (HH) 1 754 182 3 29 93.9 84.0 91.7
Hesse (HE) 6 075 359 34 336 94.8 81.2 92.4
Lower Saxony (NI) 7 982 685 12 144 95.4 81.6 91.2
North Rhine-Westphalia (NW) 18 028 745 165 2036 95.2 81.6 88.5
Rhineland-Palatinate (RP) 4 052 860 9 85 94.9 80.8 91.4
Saarland (SL) 1 043 167 0 0 95.2 85.6 91.1
Schleswig-Holstein (SH) 2 834 254 8 89 94.7 83.6 89.8
Berlin (BE) 3 404 037 8 104 93.8 83.6 91.9
Brandenburg (BB) 2 547 772 2 18 97.1 89.8 93.5
Mecklenburg-Western Pomerania (MV) 1 693 754 1 4 97.5 91.6 92.1
Saxony (SN) 4 249 774 2 18 97.3 85.0 93.9
Saxony-Anhalt (ST) 2 441 787 2 12 97.7 89.8 92.6
Thuringia (TH) 2 311 140 3 8 97.4 88.3 94.6
Population estimated at 31 December 2006; maximum and total number of weekly measles cases from week 1, 2005 to week
52, 2007; coverage at school entry for the first and second dose of MMR vaccine in 2006 estimated from children presenting
vaccination cards at school entry examinations ; percentage of children with a vaccination card.
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To investigate the impact of the explanatory variable,
we also consider a model of type C, given by equa-
tions (4) and (5), where no covariate is included.
Additionally, a standard log-linear Poisson regression
model without the autoregressive component is fitted
(model D).
For the model of type A we use the log proportion
of unvaccinated school starters as explanatory variable
xi in equation (3) in accordance with the mass action
principle [25]. This principle assumes that the rate of
disease spread is proportional to the product of the
density of susceptibles (unvaccinated school starters)
multiplied by the density of infected individuals
(reported cases). Taking the logarithm of the pro-
portion of unvaccinated school starters produces the
multiplicative relation (model A0). Similarly, the log
proportion of all school starters who received at most
one dose of MMR vaccine is used as an explanatory
variable. We used the same covariates in the model of
type B.
Maximum likelihood (ML) estimates of parameters
and standard errors (S.E.) are obtained by numerically
maximizing the respective Poisson log-likelihood.
Standard software for linear Poisson regression can-
not be used because of the nonlinearity of the par-
ameters. Therefore, the quasi-Newton BFGS method
implemented in the R [26] function optim is used for
optimization. The fitting procedure and the measles
data are integrated in the R package surveillance
([27] ; http://surveillance.r-forge.r-project.org). Note
that models involving more than one covariate, time-
varying covariates or additional seasonal terms at
higher frequencies [28] can also be fitted with this
function in surveillance.
The models investigated in the Results section are
compared based on the model choice AIC criterion.
We were particularly interested in the ability of AIC
to distinguish between the model types A and B. In
order to investigate this we conducted a simulation
study (see Appendix).
RESULTS
The sum of cases over the years 2005–2007 in each
state is negatively correlated with coverage for both
the first and second dose of MMR vaccine (Table 2).
Absolute correlation increases slightly when taking
the square root of cases. However, the statistical evi-
dence for correlation is weak, since the upper 95%
confidence limits are always positive.
We describe here an analysis of the multivariate
time-series of counts to further investigate the measles
incidence patterns. The generation time [25] for
measles, i.e. the average time between the onset of
symptoms in one case and the onset of symptoms in
a second case directly infected by the first, is about
10 days [25, 29]. We therefore aggregate measles
cases in successive bi-weekly periods to better reflect
this characteristic time-scale [30, 31]. AIC is used as a
model choice criterion. The simulation study, dis-
cussed in detail in the Appendix, showed that this
criterion is suitable for the comparison of the different
model formulations.
The results of the analysis of the bi-weekly ag-
gregated measles data are summarized in Table 3. All
considered models contain an overall intercept a0,
a seasonal term and population fractions ni as offset.
The last two models in the table contain no cov-
ariates. When including only an intercept in the
epidemic component (model C), the fit improves
substantially compared to a model without auto-
regression (model D). The ML estimate of l=exp(b0)
is quite high, l^=0.85 (S.E.=0.02), which indicates a
strong dependence on the number of counts at the
previous time point after adjustment for seasonal ef-
fects. Consequently, the use of a Poisson regression
model (without autoregression) seems inappropriate
for these data. Indeed, the series of deviance residuals
obtained from model D showed considerable auto-
correlation compared with model C, which showed
almost no autocorrelation.
Table 2. Estimated Pearson’s correlation coefficient, r, with 95% confidence
intervals
Adjusted vaccination coverage
1st dose 2nd dose
r 95% CI r 95% CI
Sum of cases x0.34 x0.71 to 0.19 x0.34 x0.72 to 0.19
Square root of sum of cases x0.44 x0.77 to 0.07 x0.48 x0.79 to 0.02
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In the next step, we investigated the impact of the
inclusion of vaccination coverage in either the epi-
demic or endemic component compared to model C.
Inclusion of the log proportion of unvaccinated
school starters in the epidemic component (model A0)
leads to a considerably better fit.
The effect of the covariate b1 in model A0 is clearly
significant (P<0.0001). Note that the estimated
coefficients in the endemic component remain similar
as in model C while the autoregressive parameter now
varies across states. Inclusion of the covariate into the
endemic component (model B0) also improves the fit
compared to model C but is worse compared to model
A0 according to AIC.
The above conclusions also hold when including
the log proportion of school starters with at most one
dose of MMR vaccine (models A1, B1). However, the
model fit is considerably worse in terms of AIC. All
results in Table 3 are based on the assumption that
the coverage levels of the non-card holders are half
those of card holders (adjustment factor 0.5). We tried
several adjustment factors to investigate the robust-
ness of our results. The ranking of the models ac-
cording to AIC does not change for an adjustment
factor <0.6. With regard to AIC an adjustment fac-
tor of 0.2 yields the best fit.
Figure 2 shows the estimated parameters li and
corresponding 95% confidence intervals for models
Table 3. Analysis of bi-weekly aggregated measles data
Model log(L) p AIC
Epidemic component Endemic component
b0 (S.E.) b1 (S.E.) a0 (S.E.) a1 (S.E.) A (S.E.) Q (S.E.)
Log proportion of unvaccinated school starters
A0 x1778.1 5 3566.1 3.01 (0.52) 1.38 (0.23) 1.78 (0.06) — 0.66 (0.08) x0.10 (0.12)
B0 x1783.4 5 3576.8 x0.17 (0.02) — 5.43 (0.69) 1.52 (0.29) 0.73 (0.09) x0.10 (0.39)
Log proportion of school starters who received at most 1 dose of MMR vaccine
A1 x1787.1 5 3584.1 1.34 (0.31) 1.02 (0.21) 1.76 (0.06) — 0.65 (0.08) x0.08 (0.13)
B1 x1790.7 5 3591.4 x0.17 (0.02) — 3.59 (0.45) 1.17 (0.29) 0.71 (0.09) x0.09 (0.41)
No covariates
C x1799.4 4 3606.8 x0.16 (0.02) — 1.76 (0.06) — 0.66 (0.08) x0.06 (0.12)
D x5213.9 3 10433.8 — — 3.25 (0.03) — 1.65 (0.04) x0.52 (0.02)
The log-likelihood is denoted by log(L) ; p is the number of parameters and Akaike’s Information Criterion
(AIC)=x2log(L)+2p ; lower AIC values indicate better fit. The parameters b0 and a0 denote intercepts ; b1 and a1 denote the
effect of the covariate ; A and Q denote the amplitude and onset of the seasonal pattern. The standard error is denoted by S.E.
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Fig. 2. Estimated autoregressive parameters l^i and corresponding 95% confidence intervals for models A0 ($) and A1 (r).
For comparison, the horizontal line denotes the estimated parameter l^ for model C without covariates with the dashed lines
representing the corresponding 95% confidence intervals. For definition of state abbreviations see Table 1.
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A0 and A1 for each state. There is considerable het-
erogeneity across states. The ML estimates for the five
states in East Germany are markedly lower than esti-
mates for the remaining states. Vaccination coverage
is considerably higher in these states. Note that model
A0 which includes the log proportion of unvaccinated
school starters in the epidemic component performs
better in terms of AIC than a model with the original
(untransformed) proportion.
The analysis of the multivariate time-series of
measles surveillance counts showed that there is an
association between vaccination coverage and the
occurrence and size of measles epidemics within
states, with model A0 fitting best. Figure 3 shows the
fitted number of cases, decomposed into endemic and
epidemic components, for this model in three of the
states shown in Figure 1 for illustrative purposes. The
estimated mean is clearly dominated by the epidemic
component.
DISCUSSION
We observed a significant association between esti-
mated vaccination coverage at school entry and the
overall incidence of measles in the federal states
of Germany (Table 3). The inclusion of the log pro-
portion of unvaccinated school starters in the epi-
demic component of the model is the most suitable
formulation to describe the occurrence and size of
measles epidemics. This is plausible since the pro-
portion of unvaccinated school starters acts as a
proxy for the population of susceptibles, and the
number of cases at a future time point depends on the
number of infectious cases in the present as well as on
the number of individuals susceptible to infection.
A strength of the proposed model is the decompo-
sition of the disease incidence into an endemic and
an epidemic component. Compared to a standard log-
linear Poisson regression model our formulation is
able to account for occasional outbreaks by including
an autoregressive component. This is particularly
important for the analysis of highly infectious diseases
such as measles. In addition, information about vac-
cination coverage was included to cope with regional
heterogeneity.
There are some limitations to this study. The RKI
also provides estimates of vaccination coverage at
school entry for children aged 4–7 for the years 2005
and 2007. However, the measles data comprise cases
of all ages. Thus, changes in age-specific vaccination
coverage may lead to shifts in the age distribution of
the number of cases, but it will be impossible to dis-
cern such shifts from age-aggregated surveillance
data. In addition, there is uncertainty about the true
vaccination status, when obtained from school entry
examinations. Hence small changes in coverage levels
in successive years are not expected to be particularly
meaningful. Therefore, we used only data for 2006 as
an approximate measure of the overall immunization
status in each state in all age groups.
We were aware that vaccination coverage was
probably overestimated because vaccination uptake
in school starters who presented vaccination cards is
assumed to be higher [12]. Roughly 10% of school
starters did not present vaccination cards and cover-
age for them is unknown. To assess the sensitivity of
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Fig. 3. Fitted mean for model A0, which includes the log proportion of unvaccinated school starters as covariate in the
epidemic component, in selected states.
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the assumed coverage for those without cards (0.5
times that of card holders) we considered values
ranging from the same coverage as children who
presented cards (corresponding to 1) to all children
who did not present cards being unvaccinated (cor-
responding to 0). In terms of AIC, model B where the
covariate is included in the endemic component is
not very sensitive with regard to the assumed cover-
age. In contrast, the AIC for model A where the co-
variate is included in the epidemic component changes
considerably. When coverage for non-card holders
is >0.6 times that of card holders, model B is pre-
ferred.
Wichmann et al. [4] investigated a local outbreak
in a school in Duisburg (North Rhine-Westphalia)
in 2006. They estimated that receipt of one dose of
MMR in the 22% without cards was 75% (signifi-
cantly lower than the coverage of 95% in students
with vaccination cards). This corresponds to a cover-
age level for non-card holders around 0.8 times that of
card holders. However, this investigation involved
only one school and no information about uncer-
tainty around the estimated 75% coverage was given.
The results are probably not generalizable to data
at state level in this study. According to AIC, the
measles data in our study are best described assuming
coverage in non-card holders of 0.2 times that of card
holders and using a model in which the proportion
of unvaccinated school starters is incorporated in the
epidemic component of the model.
To investigate the ability of AIC to identify the
correct type of the model, we conducted a simulation
study (Appendix). We used a simple model, com-
parable to the model of type A, where vaccination
coverage influences the epidemic component. The
simulation study showed that AIC identifies the true
underlying model as long as the influence of vacci-
nation coverage is strong or non-existent.
The proposed model approach allows us to
consider infectious disease counts with several
time-varying covariates. If quarterly, age-specific
vaccination coverage was available, it could also be
investigated whether vaccination-related trends in
age-specific incidence [32] are observable using such
notification data. Another interesting aspect would
be to investigate the behaviour of the model where
vaccination coverage is simultaneously included as an
explanatory variable in both components. In this case,
attention should be paid to potential issues related
to multicollinearity or identifiability of parameter
estimates.
In order to apply the proposed model to data at
a finer spatial resolution we would need more detailed
information about vaccination coverage because
there are great regional and local differences leading
to immunization gaps [6, 15]. For example, coverage
levels for one dose of MMR vaccine ranged from
77.5% to 98% in the 77 health districts of Bavaria
at school entry examinations 2005/2006 [33]. At a
finer spatial resolution, it might also be necessary
to account for spatio-temporal dependence, e.g.
due to commuting. This could be done by including
the previous number of cases in adjacent regions in
the epidemic component [10, 23].
Although the data on measles incidence and vacci-
nation coverage have some limitations, clear associ-
ations were observed. The pattern observed in the
reported measles cases for all ages is best described by
including the log proportion of unvaccinated school
starters as an explanatory variable in the auto-
regressive (epidemic) component of the model.
APPENDIX : Simulation study
We investigated whether AIC identifies the correct
structure of the model with a simulation study.
Multivariate time-series of length T=156 (3 years of
weekly data) were simulated based on a model where
the number of cases yi,t in region i at time t is influ-
enced by vaccination coverage as a covariate. Each
Table 4. Population sizes (Ni) and corresponding
vaccination coverage levels (xi) used in the simulation
study
Region State Ni ni xi log(1–xi)
1 Bavaria 12 492 658 0.44 0.90 x2.30
2 Lower Saxony 7 982 685 0.28 0.85 x1.90
3 Saxony 4 249 774 0.15 0.85 x1.90
4 Berlin 3 404 037 0.12 0.80 x1.61
The states used in the simulation study were selected at
random. The population fraction is denoted by ni.
Table 5. Models for the simulation analysis
Model
Epidemic component
log(li)=b0+
Endemic component
log(ni)=log(ni)+a0+
A b1 log(1xxi) —
B — a1 log(1xxi)
C — —
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simulated dataset is analysed with different models
and AIC is calculated.
We assumed that vaccination coverage influences
the epidemic component, which also contains an in-
tercept. The endemic component contains no seasonal
terms, an overall intercept a0 and population frac-
tions ni as offset. Four randomly selected regions are
used where the population sizes Ni are selected from
population data of Germany in 2006 and artificial vac-
cination coverage levels xi are attached (see Table 4).
The coverage levels xi differ between the regions
and have been transformed with log(1 – xi) as in the
measles analysis. The simulation model corresponds
to model A in Table 5 and is similar to model A0 for
the measles data (Table 3).
We chose different values for the yearly incidence c
(10x4, 10x5) and the basic level of the epidemic com-
ponent not influenced by covariates, l (0.5, 0.8).
Furthermore, we assumed that vaccination coverage
has either no (b1=0), a small (b1=0.1), or a strong
(b1=0.5) influence. All combinations of these values
give 12 different simulation scenarios. For each of
these scenarios, 1000 datasets have been simulated.
The incidence c and the population size Ni are used to
calculate the mean number of cases for the first week
mi,1 for each region with mi,1=cNi /52. The parameter l
is used to calculate the intercept b0 as a basic level
b0=log(l)xmean(b1log(1xxi)):
Next, the epidemic component li is calculated as in
model A (Table 5) and used for the simulation. The
endemic component n is calculated with the stationary
mean equation [10]
ni=mi, t
(1xl)
ni
=
cNi
52
(1xl)
P
i Ni
Ni
=
c
52
(1xl)
X
i
Ni
and is the same for all regions. The cases yi,t are
simulated for each region i and point in time t as
follows:
yi, t  Po nin
1xli
 
(t=1),
yi, t  Po(liyi, tx1+nin) (t=2, . . . ,T):
For the analysis of each simulated dataset three dif-
ferent models, listed in Table 5, have been considered.
The models differ with regard to the influence of vac-
cination coverage : in the epidemic component, in the
endemic component, or none. Note that the values of
the covariates used in the analysis are the same as in
the simulation.
The results of the analysis are shown in Table 6. In
all simulations where there was no influence of vacci-
nation coverage the true underlying model C resulted
most frequently in the lowest AIC value (i.e. highest
AIC %). When there was a small influence of vacci-
nation coverage in the epidemic component, AIC in
general preferred model C with no influence, followed
by model A with influence in the epidemic compo-
nent. When there was a strong influence, model A is
clearly preferred. In summary, AIC identifies the true
Table 6. Results for the simulation study
Sim
Fixed parameters Average number of cases AIC % of model
True
modelc l b1 Reg 1 Reg 2 Reg 3 Reg 4 A B C
1 10x4 0.5 0 3813 2296 1201 1061 10.1 8.8 81.1 C
2 10x4 0.5 0.1 3587 2613 1332 1014 26.1 19.8 54.1 A
3 10x4 0.5 0.5 3232 2294 1259 1246 81.9 18.1 0.0 A
4 10x4 0.8 0 4004 2396 1318 660 10.9 10.6 78.5 C
5 10x4 0.8 0.1 3139 2377 1080 997 48.3 22.0 29.7 A
6 10x4 0.8 0.5 2111 2247 1214 2162 99.3 0.7 0.0 A
7 10x5 0.5 0 364 223 129 96 12.6 12.4 75.0 C
8 10x5 0.5 0.1 376 249 141 98 14.1 11.6 74.3 A
9 10x5 0.5 0.5 305 295 127 132 62.7 12.6 24.7 A
10 10x5 0.8 0 333 256 206 107 13.7 13.8 72.5 C
11 10x5 0.8 0.1 413 258 183 76 20.9 13.6 65.5 A
12 10x5 0.8 0.5 234 146 146 359 87.1 3.9 9.0 A
AIC, Akaike’s Information Criterion.
Parameter values are shown for the simulations (Sim), the mean number of cases for each region (Reg), and how often each
model has the lowest AIC value (AIC % of model).
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underlying model as long as the influence of vacci-
nation coverage is strong or non-existent.
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Abstract
In this paper we discuss a likelihood-based framework for analysing time series of infectious
disease surveillance counts typically observed in several geographical areas. The model is ex-
tended to account for heterogeneous incidence levels or varying transmission of a pathogen
across regions. This is done by introducing region-specific random effects in the predic-
tor. Inference is based on variants of methodology for mixed models. For illustration, the
model is applied to data on meningococcal disease in France. The predictive properties are
investigated by means of one-step-ahead predictions and proper scoring rules.
Keywords: Multivariate time series of counts, infectious diseases, random effects, proper
scoring rules.
1. Introduction
Surveillance data on infectious diseases usually consist of counts of new infections ob-
served in defined geographical areas at regular time intervals. A simple modelling approach
for such data is log-linear Poisson regression which accounts for temporal trends and seasonal
variation in the mean. However, such a model can only describe regular patterns and cannot
adequately capture occasional outbreaks typical for infectious diseases. Hence, a natural way
to incorporate temporal dependence beyond seasonal variation is to consider the number of
past cases as additional explanatory variables in the model.
Paul et al. (2008) [7] use a Poisson regression model with identity link where the dis-
ease incidence is divided into two additive components. The first component represents
an autoregression on past counts, thus allowing for temporal dependence. The autoregres-
sive parameter can either be the same or different across regions if the transmission of the
pathogen differs across regions e.g. due to heterogeneous immunisation levels or other un-
known factors. Similarly, the second component can account for varying incidence levels.
However, in the case of a large number of regions this approach of using region-specific
(fixed) parameters can be problematic because some regions may contain only little infor-
mation about the parameters leading to identifiability problems. Instead we will introduce
random effects to deal with heterogeneity in some of the model coefficients. Inference is
based on mixed model methodology [1, 4].
In this paper, we investigate the performance of the model including random effects. The
predictive properties are investigated by means of one-step-ahead predictions and proper
scoring rules. For illustration, the model is applied to meningococcal disease in France.
Appendix I - 107 -
Michaela Paul, Leonhard Held
16th EYSM, Bucharest 2009
2. Modelling approach
2.1. Model
Denote yi,t the number of cases in region i = 1, . . . , I at time t = 1, . . . , T . The counts
are assumed to be Poisson distributed, yi,t|yi,t−1 ∼ Po(µi,t), with conditional mean
µi,t = λiyi,t−1 + νi,t , λi, νi,t > 0. (1)
As in Paul et al. (2008) [7] the first additive component of the conditional mean with rate
λiyi,t−1 is called the `epidemic' component and the second component with rate νi,t is called
the `endemic' component. The former should capture occasional outbreaks whereas the latter
should describe long-term trends and regular seasonal patterns.
The unknown coefficients log(λi) and log(νi,t) in (1) are decomposed additively
log(λi) = βλ + bλ,i (2)
log(νi,t) = βν + bν,i + τt+
S∑
s=1
(
γs sin(ωst) + δs cos(ωst)
)
+ log(ni,t) (3)
with Fourier frequencies ωs = 2pis/12 for monthly data and offset ni,t, e.g. yearly varying
population numbers.
To account for heterogeneity across units, a random intercept is included in both compo-
nents (2) and (3) of the mean. The parameters bλ = (bλ,1, . . . , bλ,I)
T and bν = (bν,1, . . . , bν,I)
T
are assumed to be normally distributed with mean vector 0 and covariance matrix
Σ = diag(σ2λII , σ
2
νII), (4)
where II is the I×I identity matrix. Hence, the vectors of the fixed (unpenalised) and random
(penalised) coefficients are given by the vectors β = (βλ, βν , τ ,γ1, . . . , γS, δ1, . . . , δS)
T and
b = (bTλ , b
T
ν )
T .
2.2. Estimation
The estimation procedure is based on variants of the mixed model methodology proposed
by Breslow and Clayton (1993) [1] and developed further for survival data in Kneib and
Fahrmeir (2007) [4]. It can be viewed as penalised likelihood inference from a frequentist
perspective or as an empirical Bayes approach from a Bayesian perspective. While flat and
Gaussian priors are specified for the fixed and random effects, respectively, the variance
components are treated as fixed and are estimated in advance from the data by maximising
the (approximate) marginal likelihood. This leads to the following alternating algorithm for
the estimation of all parameters.
1. Estimation of regression parameters for given variance components
Inference for the regression parameters, given σ2λ, σ
2
ν , is based on the penalised log-likelihood
lpen(β, b;Σ) =
∑
i,t
yi,t log(µi,t)− µi,t −
∑
r∈{λ,ν}
1
2σ2r
bTr br. (5)
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First and second derivatives with respect to the regression parameters can be easily derived
and allow the computation of updated estimates βˆ and bˆ given the variances via Newton-
Raphson steps.
2. Estimation of variance components for given regression parameters
Estimates of the variance components are obtained by maximising the marginal likelihood
Lmarg(Σ) =
∫
exp
{
lpen(β, b,Σ)
}
dβdb.
The above integral cannot be solved analytically. Applying a Laplace approximation to the
integrand and assuming that small changes in the variance parameters do hardly affect the
estimates of the regression coefficients [4] results in an approximate marginal log-likelihood
lmarg(Σ) ≈ −1
2
log |Σ| − 1
2
bTΣ−1b− 1
2
log |Fpen(β, b;Σ)| (6)
where | · | denotes the determinant of a matrix and Fpen(β, b;Σ) denotes the observed Fisher
information matrix for the regression parameters based on the penalised likelihood (5).
First and second derivatives of (6) can be derived based on differentiation rules for
matrices. The score function smarg(Σ) has elements
sr =
∂lmarg(Σ)
∂σ2r
= − I
2σ2r
+
1
2σ4r
bTr br +
1
2σ4r
tr(Grr) (7)
where tr(·) denotes the trace of a matrix and Grr is the diagonal block of the inverse of the
Fisher information matrix F−1
pen
(β, b;Σ) corresponding to br, r ∈ {λ, ν}. The elements of
the observed Fisher information Fmarg(Σ) are given as
Fqr = −∂
2lmarg(Σ)
∂σ2qσ
2
r
= − 1
2σ4qσ
4
r
tr(GqrGrq)− 1(q = r)
[
I
2σ4r
− 1
σ6r
bTr br −
1
σ6r
tr(Grr)
]
, (8)
where 1(·) denotes the indicator function. Updated variances can be obtained via Newton-
Raphson steps using the score vector (7) and the Fisher information matrix (8).
3. Iterate steps 1. and 2. until convergence
2.3. Predictive model assessment
Since the validation of models based on one-step-ahead predictions is particularly suited
for the analysis of time series, we will assess the predictive properties of the model based
on proper scoring rules [3] as an alternative to classical model choice criteria. Scoring rules
evaluate a model based on the prediction and the actual observed value. They are negatively
oriented penalties that are to be minimised.
Perhaps the most widely known scoring rule is the logarithmic score
logS(P, y) = − log(P(Y = y)),
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Table 1: Analysis of meningococcal disease in France. The parameter A =
√
β2γ + β
2
δ denotes
the amplitude and ϕ = arctan(βδ/βγ) the phase difference of the seasonal component in (3)
(see [7]), ? indicates fixed but unit-specific intercepts. Average scores are based on 94 × 84
one-step-ahead predictions with p-values based on permutation tests for paired observations
(9999 permutations) with model 3 as the reference model.
model exp(βˆλ) βˆν βˆτ Aˆ ϕˆ σˆ
2
λ σˆ
2
ν lpen logS RPS
(se) (se) (se) (se) (se) (p-value) (p-value)
1 
0.168 −0.0020 0.345 1.037
  -10831
0.5970 0.2026
(0.027) (0.0003) (0.020) (0.018) (0.0001) (0.0001)
2
0.085
?
−0.0019 0.351 1.095
  -10427
0.5867 0.1977
(0.009) (0.0003) (0.022) (0.019) (0.0012) (0.0080)
3
0.086 −0.028 −0.0019 0.352 1.097
 0.18 -10468 0.5844 0.1975
(0.009) (0.055) (0.0003) (0.029) (0.019)
4
0.089 −0.049 −0.0019 0.356 1.120
0.41 0.19 -10447
0.5852 0.1978
(0.010) (0.057) (0.0003) (0.022) (0.019) (0.1027) (0.2019)
where P is the predictive distribution and y denotes the count that materialises. Another
scoring rule which is less sensitive to extreme events is the ranked probability score
RPS(P, y) =
∞∑
k=0
(
P(Y ≤ k)− 1(y ≤ k)
)2
.
See Czado et al. (2009) [2] for a discussion of these scores.
Typically mean scores over a set of predictions are used to rank and compare different
models informally or via tests. Here we will look at a series of one-step-ahead predictions
for each considered model. Two models are compared with a permutation test for paired
observations [6].
3. Meningococcal disease in France
In the following, we analyse the monthly incidence of meningococcal disease in the 94
départments of France excluding Corsica from 1985 to 1999. The data have been previously
analysed in Knorr-Held and Richardson (2003) [5]. Table 1 summarises the obtained esti-
mates for selected models. The validity of the models is assessed through average scores
based on one-step-ahead predictions of the last five years. All models contain a linear trend,
S = 1 seasonal component and include expected cases ei,t, calculated by indirect age-sex
standardisation [5], as offset in (3).
The estimates for the linear trend and the seasonal components are nearly identical for
all models. Inclusion of some form of autoregression in the model clearly improves the fit and
the predictive performance. Models 3 with random intercepts bν performs significantly better
with respect to both scores than models 1-2 with a single and region-specific fixed intercepts,
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respectively. Although the variance σ2λ is estimated fairly large in model 4, which indicates
considerable heterogeneity in the autoregressive coefficients, the average scores are slightly
larger than for model 3. However, these score differentials are not important according to
the p-values of the permutation tests.
4. Discussion
In this paper we have discussed the incorporation of random effects in a likelihood-
based model for the analysis of multivariate time series of infectious disease counts. If
heterogeneity is present, the induced shrinkage of region-specific estimates towards the overall
mean improves the predictive performance.
The model formulation can easily be adjusted for overdispersion by replacing the Poisson
distribution with the negative binomial. The inclusion of an additional autoregression on
the number of past cases in other regions to model dependencies between regions is also
straightforward. See Paul et al. (2008) [7] for further information.
The algorithm assumes that the random effects are uncorrelated and priors are proper
as is the case in this paper. However, this assumption is not too restrictive because the
covariance matrix needs to be not necessarily the identity matrix [4]. For instance, instead
of an i.i.d. Gaussian prior one could assume a spatial smoothness prior for the incidence
levels bν or let the seasonal parameters γ1, δ1 change smoothly over time.
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APPENDIX II
Inference details

Inference details
In the following we discuss details of the estimation procedure for a general formulation of the
model proposed in Papers I – IV. The model includes both (correlated) random effects and
covariates. Maximum likelihood estimation in mixed effects models is numerically challenging,
as the log-likelihood function involves a multidimensional integral. In most cases, a closed-
form solution is not available. Several methods to compute the integral have been suggested
in the literature, see e.g. Breslow and Clayton (1993); Pinheiro and Bates (1995); Wolfinger
(1999); Rabe-Hesketh, Skrondal and Pickles (2002), and references therein. Approaches include
numerical integration procedures such as adaptive Gaussian quadrature, and approximations to
the log-likelihood such as Laplace approximations to avoid the integration.
In the following a penalized likelihood approach (e.g. Kneib and Fahrmeir, 2007; Breslow and
Clayton, 1993) is adapted, as discussed in Paper III. Here, integration over the random effects is
avoided at the cost of having to jointly maximize the log-likelihood with respect to both fixed and
random effects. Variance estimates are obtained in a second step using an approximate marginal
likelihood based on a first-order Laplace approximation (Tierney and Kadane, 1986). Higher-
order approximations may be used to improve the accuracy of the approximation (Raudenbush,
Yang and Yosef, 2000). Alternatively, the random effects could have been integrated out using
numerical techniques or Monte Carlo approaches to obtain estimates of the fixed and variance
effects. Such an approach might be more accurate in some situations. However, it is also
computationally much more demanding.
To make this appendix self-contained, the model formulation is first presented based on the nota-
tion introduced in Paper III. Afterwards, log-likelihoods, score functions and Fisher information
matrices required for the estimation procedure proposed in Paper III are derived.
1 Model formulation
Let yrt denote the number of cases of a specific disease in ‘unit’ r = 1, . . . , R at time t = 1, . . . , T
and yt = (y1,t, . . . , yR,t)
> the vector of counts at time t. We mainly consider spatially stratified
counts where a unit corresponds to a certain region. However, a unit might just as well represent
e.g. different age groups. In the following, we use the terms ‘region’ and ‘unit’ interchangeably.
The counts are assumed to be either Poisson distributed, yrt|yt−1 ∼ Po(µrt), or negative binomial
distributed, yrt|yt−1 ∼ NegBin(µrt, ψ) with conditional mean
µrt = λrtyr,t−1 + φrt
∑
q 6=r
wqryq,t−1 + νrt , (λrt, φrt, νrt > 0) , (1)
and conditional variance
vrt =
{
µrt for Poisson
µrt(1 + ψµrt) , ψ > 0, for negative binomial.
(2)
In the following, the three additive components of the mean µrt in (1) will be called the au-
toregressive, neighbor-driven, and endemic component, respectively. The unknown quantities
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log(λrt), log(φrt) and log(νrt) are decomposed additively
log(λrt) = α
(λ) + b(λ)r + x
(λ)>
rt β
(λ) (3)
log(φrt) = α
(φ) + b(φ)r + x
(φ)>
rt β
(φ) (4)
log(νrt) = α
(ν) + b(ν)r + x
(ν)>
rt β
(ν) + log(ert) (5)
where α(λ), α(φ), α(ν) are component-specific intercepts, β(λ) = (β
(λ)
1 , . . . , β
(λ)
I )
>, β(φ) = (β(φ)1 ,
. . . , β
(φ)
J )
>, β(ν) = (β(ν)1 , . . . , β
(ν)
K )
> are vectors of unknown parameters, x(λ)rt , x
(φ)
rt , x
(ν)
rt are
the corresponding covariate vectors which contain possibly region-specific and time-dependent
covariate information, and log(ert) is an offset. In particular, the covariate vector x
(ν)
rt in (5)
may contain a trend variable, or sine and cosine functions of time to account for seasonal
variation (Serfling, 1963). For instance, for weekly data, a linear trend and two pairs of harmonic
terms in the endemic component correspond to x
(ν)
rt = (t, sin(ω1t), cos(ω1t), sin(ω2t), cos(ω2t))
>,
with Fourier frequencies ωs = 2pis/52, s = 1, 2. All in all, the vector of fixed (unpenalized)
effects is given by β = (α(λ), α(φ), α(ν),β(λ)>,β(φ)>,β(ν)>)>.
Random effects specification
The stacked vector b = (b(λ)>, b(φ)>, b(ν)>)> containing all random effects from the three com-
ponents is assumed to follow a normal distribution with mean 0 and positive definite covariance
matrix
Σ = Σ(θ) = blockdiag(σ2λ IR, σ
2
φ IR, σ
2
ν IR) , (6)
where θ = (σ2λ, σ
2
φ, σ
2
ν)
> are unknown variance parameters and IR denotes the R × R identity
matrix.
The use of the identity matrix implies that all random effects are assumed to be uncorrelated.
Although this assumption is convenient, it might be restrictive in some applications. To allow
for correlations between different components, the covariance matrix (6) is replaced by
Σ(θ) = Ω(θ)⊗ IR , (7)
where Ω(θ) is an unknown 3×3 covariance matrix and ⊗ denotes the Kronecker product. As the
identity matrix IR is positive definite and the Kronecker product of positive definite matrices is
again positive definite, the covariance matrix Σ(θ) is positive definite if Ω(θ) is positive definite.
Note that with this formulation, the vector of random effects within a component, say b(ν), is
uncorrelated across regions. The case of spatially correlated random effects will be covered later
on. First, a suitable parameterization of Ω(θ) is discussed.
Parameterization of the random effects covariance matrix
Pinheiro and Bates (1996) compared several parameterizations for unstructured covariance ma-
trices that ensure positive definiteness and allow the use of unconstrained optimization routines.
The authors suggest a parameterization based on the Cholesky decomposition combined with
spherical coordinates.
We choose to factorize the 3 × 3 covariance matrix Ω(θ) in terms of standard deviations and
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correlations, so that
Ω(θ) = STT>S ,
where S = diag(σ1, σ2, σ3) is a diagonal matrix with standard deviations and T is a lower trian-
gular matrix with elements corresponding to the Cholesky decomposition of a 3× 3 correlation
matrix.
Such a parameterization ensures positive definiteness and is computationally simple and sta-
ble (Pinheiro and Bates, 1996). However, it lacks a direct interpretation of θ in terms of the
variances and correlations in Ω(θ). Therefore, we parameterize the matrix T in terms of spher-
ical coordinates (Pinheiro and Bates, 1996)
T =
 1cos(t1) sin(t1)
cos(t2) cos(t3) sin(t2) sin(t3) sin(t2)

(non-given entries are zero).
To ensure uniqueness of the spherical parameterization, it is required that σi > 0, i = 1, 2, 3,
and ti ∈ (0, pi), i = 1, 2, 3. This can be obtained by setting si = log(σi) and ri = pi/2 −
arctan(ti) (Rapisarda, Brigo and Mercurio, 2007). The matrix T can be simplified through
basic trigonometric equalities. The final parameterization of the covariance matrix is given by
Ω(θ) =

exp(2s1)
r1 exp(s2+s1)√
r21+1
exp(2s2)
r2 exp(s3+s1)√
r22+1
(
r1 r2
√
r23+1+r3
)
exp(s3+s2)√
r21+1
√
r22+1
√
r23+1
exp(2s3)
 (8)
with θ = (s1, s2, s3, r1, r2, r3)
>. For the sake of clarity, only the lower triangular of the symmetric
matrix Ω(θ) is displayed.
The diagonal elements correspond to the variances of the random effects in the autoregres-
sive (3), neighbor-driven (4), and endemic component (5). For instance, we have σ2λ = exp(2s1).
Similarly, we obtain the correlation parameters, e.g. ρλν = r2/
√
r22 + 1. In the case of uncorre-
lated random effects, the matrix T corresponds to a 3-dimensional identity matrix and Ω(θ) is
a diagonal matrix with elements exp(2si), i = 1, 2, 3.
Spatially correlated (CAR) random effects
In hierarchical models for spatio-temporal data, it is often reasonable to assume spatially cor-
related random effects rather than independently and identically distributed (IID) ones. For
instance, one might adopt a conditional autoregressive (CAR) model (Besag, York and Mollie´,
1991; Rue and Held, 2005, Section 3.3.2) for the vector of random effects b(ν), say.
The CAR model assumes that effects in adjacent regions are more alike than effects in distant
regions. The respective identity matrix in (6) is then replaced by an adjacency matrix K with
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elements (Rue and Held, 2005, p. 102)
krs =

nr if r = s
−1 if r ∼ s
0 otherwise,
(9)
where nr denotes the number of neighbors of region r, and r ∼ s denotes that region r is a
neighbor of (shares a common border with) region s. As the rows and columns of K sum to
zero, K is not of full rank but of rank g < R, leading to an improper distribution. If all regions
are connected, i.e. there are no ‘islands’, the rank deficiency equals R−g = 1. Otherwise, higher
rank deficiencies are obtained. In this thesis, only connected regions are considered and thus,
rank(K) = g = R− 1.
The rank deficiency of K implies that its inverse, which is needed to obtain marginal likelihood
estimates for the variance components, does not exist. Following Rue and Held (2005, p. 91) and
Kneib and Fahrmeir (2007), the parameter vector b(ν) can be decomposed into a one-dimensional
unpenalized (fixed) part, and a g–dimensional penalized part, which is IID Gaussian of the form
b(ν) = (1,Z)
(
α˜(ν)
b˜(ν)
)
= α˜(ν) + Zb˜(ν) . (10)
Here, 1 denotes the R-dimensional vector of ones, which forms a one-dimensional basis of the
null space (Harville, 1997, p.139) of K, and is orthogonal to Z. The R × g matrix Z can be
obtained from the spectral decomposition (Harville, 1997, p. 537) of K = QDQ>, where the
g × g diagonal matrix D contains the positive eigenvalues of K in descending order, and the
R×g orthogonal matrix Q contains the corresponding eigenvectors. By setting L = QD1/2, the
matrix Z is then constructed by
Z = L(L>L)−1. (11)
Such a decomposition (10) has properties (Kneib and Fahrmeir, 2007):
1. rank( (1,Z) ) = R
2. 1>Z = 0
3. 1>K1 = 0
4. Z>KZ = Ig
Thus, the composed matrix (1,Z) represents a one-to-one transformation of b(ν). The parameter
α˜(ν) is unpenalized and the g–dimensional vector b˜(ν) is IID Gaussian, b˜(ν) ∼ N (0, σ2νIg).
The endemic component (5) can thus always be written as
log(νrt) = α
(ν) + z
(ν)>
rt b
(ν) + x
(ν)>
rt β
(ν) + log(ert),
where α(ν) is a (fixed) intercept and
• assuming b(ν) follows a CAR model: the (R − 1) × 1 vector z(ν)rt corresponds to the r-th
row of the matrix Z in (11), and b(ν) ∼ N (0, σ2νIR−1);
• assuming b(ν) are IID Gaussians: the R × 1 vector z(ν)rt corresponds to a R-dimensional
unit vector whose r-th element equals 1 and the remaining R − 1 elements equal 0, and
b(ν) ∼ N (0, σ2νIR).
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To facilitate the writing down of derivatives in the following section, the vector of all fixed
and random parameters may be divided into sub-groups of parameters as follows: Let ξ(ν) =
(α(ν),β(ν), b(ν))> contain all fixed and (possibly reparameterized) random parameters in the
endemic component (5), and let u
(ν)
rt = (1,x
(ν)>
rt , z
(ν)>
rt )
> denote the corresponding design vector
in region r at time t. The vectors ξ(λ), u
(λ)
rt and ξ
(φ), u
(φ)
rt are defined in analogy for components
(3) and (4), respectively. The stacked vector ξ = (ξ(λ)>, ξ(φ)>, ξ(ν)>)> thus contains all fixed
and random parameters except the overdispersion parameter ψ in (2). Moreover, let β contain
all fixed parameters and, if applicable, the log overdispersion parameter ψ˜ = − log(ψ). Note
that in applications, each component (3)–(5) of the conditional mean may be omitted in parts
or as a whole, and the parameter and design vectors are specified accordingly.
2 Inference
Parameter estimates are obtained via the alternating algorithm discussed in Paper III. First,
random effects with associated improper distribution (CAR) are reparameterized to obtain ran-
dom effects with proper distribution (IID). Then, the following two steps are iterated until
convergence is reached:
1. Update the regression parameters given the current variance components through Newton
steps.
2. Update variance components given current regression parameters through Newton steps.
Because the (penalized) log-likelihood is not necessarily log-concave, the standard Newton-
Raphson (NR) algorithm requires initial values close to the optimum to ensure convergence.
Far from the solution, the NR method may run into numerical problems as the Fisher informa-
tion matrix may not be positive definite. Also, the algorithm might get stuck and not converge
to the global maximum in the case of poor initial values. Such difficulties may be dealt with by
adequate modifications leading to a globally convergent NR algorithm (see Dennis and Schnabel,
1996, Chapter 6).
In Paper II, ML estimates in a fixed-effects model are obtained using the BFGS method imple-
mented in the R (R Development Core Team, 2010) function optim. In applications, a grid of
initial values is used to find the global maximum. Should the optimization algorithm lead to
different results, the estimates resulting in the highest likelihood are chosen. In a model with
random effects, however, it is not clear how to deal with differing results for the alternating
algorithm. The penalized likelihood can not be used for deciding between two sets of parameter
estimates because it depends on the variance parameters. Thus, results with larger variance pa-
rameters tend to be preferred. Instead of using a grid of initial values to deal with problems due
to poor initial values, convergence may be improved by using a trust-region approach (Dennis
and Schnabel, 1996, Chapter 6.4), as implemented for example in the R function nlminb (Gay,
1983).
The function nlminb is now used as default optimizer to update parameters in steps 1 and 2,
compare Appendix III. In all applications considered, the algorithm always lead to the same
solution after convergence when using different initial values, see Paper III for further details.
In the following, the score vectors and Fisher information matrices required in steps 1 and 2 are
given.
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2.1 Estimation of β and b
Given known variance components θ in Σ(θ), inference for the parameters β and b is based on
the penalized log-likelihood
`pen(β, b; Σ(θ)) = `(β, b) + log p(b|Σ(θ)) . (12)
The corresponding log-likelihood in (12) is, up to additive constants, given as
`(β, b) =
∑
r,t
lrt
with either Poisson log-likelihood contributions
lrt = {yrt log(µrt)− µrt} ,
or negative binomial log-likelihood contributions
lrt =
{
log Γ
(
yrt + exp(ψ˜)
)
− log Γ
(
exp(ψ˜)
)
+ exp(ψ˜) log
(
exp(ψ˜)
exp(ψ˜) + µrt
)
+ yrt log
(
µrt
exp(ψ˜) + µrt
)}
,
where Γ(·) denotes the gamma function (Abramowitz and Stegun, 1964, p. 255).
The vector of random effects b is assumed to follow a multivariate Gaussian distribution with
density
p(b|Σ(θ)) = (2pi)− dim(b)/2|Σ(θ)|− 12 exp
{
−1
2
b>Σ(θ)−1b
}
,
where | · | denotes the determinant of a matrix. After dropping terms that are constant with
respect to b, the penalty term log p(b|Σ(θ)) in (12) equals
log(p(b|Σ(θ))) = b>Σ(θ)−1b .
The score vector with first derivatives of (12) with respect to the fixed and random parameters
can be partitioned as
spen(β, b; Σ(θ)) =
∂`pen(β,b;Σ(θ))∂β
∂`pen(β,b;Σ(θ))
∂b
 =
 s(β)
s(b)−Σ(θ)−1b
 , (13)
where s(i) = ∂`(β, b)/∂i corresponds to the unpenalized score vector with respect to the pa-
rameter vector i. Analogously, the observed Fisher information matrix can be partitioned as
Fpen = Fpen(β, b; Σ(θ)) =
−∂2`pen(β,b;Σ(θ))∂β∂β> −∂2`pen(β,b;Σ(θ))∂β∂b>
−∂2`pen(β,b;Σ(θ))
∂b ∂β> −
∂2`pen(β,b;Σ(θ))
∂b ∂b>

=
F[ββ] F[βb]
F[βb] F[bb] + Σ(θ)−1
 , (14)
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where F[ij] = ∂2`(β, b)/(∂i∂j>) denotes the block of the unpenalized Fisher information matrix
corresponding to the parameter vectors i and j.
Poisson model
For the Poisson distribution, the unpenalized score vector in (13) is given by
s(ξ) =
∑
r,t
yrt
µrt
∂µrt
∂ξ
− ∂µrt
∂ξ
,
where ξ denotes the stacked vector of all fixed and random effects. The unpenalized Fisher
information matrix for the regression parameters in (14) has elements
F[ij] = −
∑
r,t
{
− yrt
µ2rt
∂µrt
∂i
∂µrt
∂j
+
yrt
µrt
∂2µrt
∂i∂j
− ∂
2µrt
∂i∂j
}
,
where i and j denote the i-th and j-th element of ξ, respectively.
First and second partial derivatives of µrt with respect to fixed and random parameters are
given by
∂µrt
∂ξ(λ)
= λrtyr,t−1 u
(λ)
rt ,
∂µrt
∂ξ(φ)
= φrt
∑
q 6=r
wqryq,t−1 u
(φ)
rt ,
∂µrt
∂ξ(ν)
= νrt u
(ν)
rt ,
and
∂2µrt
∂ξ(λ)∂ξ(λ)>
= λrtyr,t−1 u
(λ)
rt u
(λ)>
rt ,
∂2µrt
∂ξ(φ)∂ξ(φ)>
= φrt
∑
q 6=r
wqryq,t−1 u
(φ)
rt u
(φ)>
rt ,
∂2µrt
∂ξ(ν)∂ξ(ν)>
= νrt u
(ν)
rt u
(ν)>
rt .
Second partial derivatives of µrt with respect to parameters belonging to different components
are zero.
Negative binomial model
For the negative binomial distribution, the unpenalized score vector in (13) has elements
s(ξ) =
∑
r,t
{
− exp(ψ˜)
exp(ψ˜) + µrt
+
yrt
µrt
− yrt
exp(ψ˜) + µrt
}
∂µrt
∂ξ
,
s(ψ˜) =
∑
r,t
{
Ψ
(
yrt + exp(ψ˜)
)−Ψ(exp(ψ˜))+ ψ˜ + 1− log(exp(ψ˜) + µrt)− exp(ψ˜) + yrt
exp(ψ˜) + µrt
}
exp(ψ˜),
where Ψ(z) = ddz log(Γ(z)) is the digamma function (Abramowitz and Stegun, 1964, p. 258).
The unpenalized Fisher information matrix in (14) has elements
F[ij] = −
∑
r,t
{(
exp(ψ˜)
(exp(ψ˜) + µrt)2
− yrt
µ2rt
+
yrt
(exp(ψ˜) + µrt)2
)
∂µrt
∂i
∂µrt
∂j
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+(
− exp(ψ˜)
exp(ψ˜) + µrt
+
yrt
µrt
− yrt
exp(ψ˜) + µrt
)
∂2µrt
∂i∂j
}
,
F[iψ˜] = F[ψ˜i] = −
∑
r,t
{
exp(ψ˜)
(
−1
exp(ψ˜) + µrt
+
exp(ψ˜) + yrt
(exp(ψ˜) + µrt)2
)
∂µrt
∂i
}
,
F[ψ˜ψ˜] = −
∑
r,t
{
exp(ψ˜)
(
Ψ′
(
yrt + exp(ψ˜)
)
exp(ψ˜)−Ψ′(exp(ψ˜)) exp(ψ˜) + 1
− exp(ψ˜)
exp(ψ˜) + µrt
− exp(ψ˜) µrt − yrt
(exp(ψ˜) + µrt)2
)}
− s(ψ˜) exp(ψ˜),
where Ψ′(z) = ddzΨ(z) is the trigamma function (Abramowitz and Stegun, 1964, p. 260).
2.2 Estimation of variance components θ
Estimates of the variance components in Σ(θ) are obtained by maximizing the marginal likeli-
hood
Lmarg(Σ(θ)) =
∫
exp {`pen(β, b; Σ(θ))}dβ db
∝ |Σ(θ)|− 12
∫
exp
{
`(β, b)− 1
2
bTΣ(θ)−1b
}
dβ db
with respect to θ. This integral cannot be solved analytically. In Paper III, an approximate
marginal likelihood is derived by applying a first-order Laplace approximation to the integrand
and assuming that small changes in the variance parameters hardly affect the estimates of the
regression coefficients. The resulting log marginal likelihood is given by
`marg(Σ(θ)) ≈ −1
2
log |Σ(θ)| − 1
2
b>Σ(θ)−1b− 1
2
log |Fpen(β, b; Σ(θ))| , (15)
where b and β denote fixed values not depending directly on the variance components, e.g.
current estimates.
In the following, the random effects vector b is assumed to follow a multivariate normal distri-
bution with covariance matrix Σ(θ) given in (7) and (8). The use of a block-diagonal covariance
matrix (6) results in simplified expressions, compare Appendix I. Furthermore, let k and l denote
any element of the vector with variance parameters θ = (s1, s2, s3, r1, r2, r3)
>.
First note that the log determinant of the covariance matrix is given by
log |Σ(θ)| = log |Ω(θ)⊗ IR| = log
(
|STT>S|R| IR|3
)
= log
({|S||T|}2R)
= 2R
(
3∑
i=1
si − 1
2
3∑
i=1
log(r2i + 1)
)
.
First and second derivatives of (15) with respect to θ can be derived based on differentiation
rules for matrices (Harville, 1997, Chapter 15). For notational convenience, the dependence
of the covariance matrix Σ(θ) and the penalized Fisher information matrix Fpen(β, b; Σ(θ))
on regression and variance parameters will be suppressed in the following. The score vector
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smarg(Σ) has elements
∂`marg(Σ)
∂k
= −R
3∑
i=1
(
1(k = si)− ri
r2i + 1
1(k = ri)
)
+
1
2
b>Σ−1
∂Σ
∂k
Σ−1b− 1
2
tr
(
F−1pen
∂Fpen
∂k
)
where tr(·) denotes the trace of a matrix. The elements of the observed Fisher information
matrix Fmarg(Σ) are given as
∂2`marg(Σ)
∂k∂l
=−R
3∑
i=1
(
r2i − 1
(r2i + 1)
2
1(k = l = ri)
)
− 1
2
b>Σ−1
(
− ∂
2Σ
∂k∂l
+
∂Σ
∂k
Σ−1
∂Σ
∂l
+
∂Σ
∂l
Σ−1
∂Σ
∂k
)
Σ−1b
− 1
2
tr
(
−F−1pen
∂Fpen
∂l
F−1pen
∂Fpen
∂k
+ F−1pen
∂2Fpen
∂k∂l
)
.
First and second derivatives of Σ and Fpen
First recall the partition of the penalized Fisher information matrix (14) into blocks with respect
to the fixed effects β and the random effects b. Only the block of Fpen corresponding to b
involves variance parameters θ. The non-zero first and second derivatives of the penalized
Fisher information matrix Fpen with respect to θ are thus given by
∂Fpen[bb]
∂k
=
∂F[bb]
∂k
+
∂Σ−1
∂k
= −Σ−1∂Σ
∂k
Σ−1
and
∂2Fpen[bb]
∂k∂l
= Σ−1
(
− ∂
2Σ
∂k∂l
+
∂Σ
∂k
Σ−1
∂Σ
∂l
+
∂Σ
∂l
Σ−1
∂Σ
∂k
)
Σ−1 .
First and second derivatives of the covariance matrix Σ(θ) = Ω(θ)⊗ IR are given by
∂Σ
∂k
=
∂Ω(θ)
∂k
⊗ IR and ∂
2Σ
∂k∂l
=
∂2Ω(θ)
∂k∂l
⊗ IR .
Let Ωij denote the (i, j)-th element of the matrix Ω(θ) and let ∂lΩij and ∂klΩij denote the first
and second partial derivatives of Ωij with respect to k, and k, l, respectively. Furthermore, let
r˜i :=
√
r2i + 1, i = 1, 2, 3.
The non-zero first partial derivatives of the upper triangular elements of the symmetric matrix
Ω(θ) are given by:
∂siΩii = 2 exp(2si) , i = 1, 2, 3 ∂siΩ12 =
r1
r˜1
exp(s1 + s2) , i = 1, 2
∂siΩ13 =
r2
r˜2
exp(s1 + s3) , i = 1, 3 ∂siΩ23 =
r1r2r˜3 + r3
r˜1r˜2r˜3
exp(s2 + s3) i = 2, 3
∂r1Ω12 = (r˜1)
−3 exp(s1 + s2) ∂r1Ω23 =
r2r˜3 − r1r3
(r˜1)3r˜2r˜3
exp(s2 + s3)
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∂r2Ω13 = (r˜2)
−3 exp(s1 + s3) ∂r2Ω23 =
r1r˜3 − r2r3
r˜1(r˜2)3r˜3
exp(s2 + s3)
∂r3Ω23 =
1
r˜1r˜3(r˜2)3
exp(s2 + s3)
The non-zero second partial derivatives of the upper triangular elements of the symmetric matrix
Ω(θ) are given by:
∂sisiΩii = 4 exp(2si) , i = 1, 2, 3
∂s1siΩ12 =
r1
r˜1
exp(s1 + s2) , i = 1, 2 ∂s1siΩ13 =
r2
r˜2
exp(s1 + s3) , i = 1, 3
∂s1r1Ω12 = (r˜1)
−3 exp(s1 + s2) ∂s1r2Ω13 = (r˜2)
−3 exp(s1 + s3)
∂s2s2Ω12 =
r1
r˜1
exp(s1 + s2) ∂s2siΩ23 =
r1r2r˜3 + r3
r˜1r˜2r˜3
exp(s2 + s3) , i = 2, 3
∂s2r1Ω12 = (r˜1)
−3 exp(s1 + s2) ∂s2r1Ω23 =
r2r˜3 − r1r3
(r˜1)3r˜2r˜3
exp(s2 + s3)
∂s2r2Ω23 =
r1r˜3 − r2r3
r˜1(r˜2)3r˜3
exp(s2 + s3) ∂s2r3Ω23 =
1
r˜1r˜2(r˜3)3
exp(s2 + s3)
∂s3s3Ω13 =
r2
r˜2
exp(s1 + s3) ∂s3s3Ω23 =
r1r2r˜3 + r3
r˜1r˜2r˜3
exp(s2 + s3)
∂s3r1Ω23 =
r2r˜3 − r1r3
(r˜1)3r˜2r˜3
exp(s2 + s3) ∂s3r2Ω13 = (r˜2)
−3 exp(s1 + s3)
∂s3r2Ω23 =
r1r˜3 − r2r3
r˜1(r˜2)3r˜3
exp(s2 + s3) ∂s3r3Ω23 =
1
r˜1r˜2(r˜3)3
exp(s2 + s3)
∂r1r1Ω12 = −
3r1
(r˜1)5
exp(s1 + s2) ∂r1r1Ω23 = −
3r1r2r˜3 − 2r21r3 + r3
(r˜1)5r˜2r˜3
exp(s2 + s3)
∂r1r2Ω23 =
r˜3 + r1r2r3
(r˜1)3(r˜2)3r˜3
exp(s2 + s3) ∂r1r3Ω23 = −
r1
(r˜1)3r˜2(r˜3)3
exp(s2 + s3)
∂r2r2Ω13 = −
3r2
(r˜2)5
exp(s1 + s3) ∂r2r2Ω23 = −
3r1r2r˜3 − 2r22r3 + r3
r˜1(r˜2)5r˜3
exp(s2 + s3)
∂r2r3Ω23 = −
r2
r˜1(r˜2)3(r˜3)3
exp(s2 + s3) ∂r3r3Ω23 = −
3r3
r˜1r˜2(r˜3)5
exp(s2 + s3)
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APPENDIX III
Software manual

The function ‘hhh4’ in the R-package ‘surveillance’
Michaela Paul∗
Biostatistics Unit
Institute of Social and Preventive Medicine
University of Zurich, Switzerland
Abstract
This document gives an introduction to the use of the function hhh4
for modelling univariate and multivariate time series of infectious dis-
ease counts. The function is part of the R-package surveillance,
which provides tools for the visualization, modelling and monitoring
of surveillance time series. The basic functionality of surveillance is
introduced in the package vignette (Ho¨hle et al., 2007) and in Ho¨hle
(2007) with main focus on outbreak detection methods. The following
illustrates the use of hhh4 as estimation and prediction routine for the
modelling framework proposed by Held et al. (2005), and extended in
Paul et al. (2008), Paul and Held (2010) and Herzog et al. (2010).
1 Introduction
To meet the threats of infectious diseases, many countries have established
surveillance systems for the reporting of various infectious diseases. The
systematic and standardized reporting at a national and regional level aims
to recognize all outbreaks quickly, even when aberrant cases are dispersed
in space. Traditionally, notification data, i.e. counts of cases confirmed ac-
cording to a specific definition and reported daily, weekly or monthly on a
regional or national level, are used for surveillance purposes.
The R-package surveillance provides functionality for the retrospective
modelling and prospective change-point detection in the resulting surveil-
lance time series. A recent introduction to the package with focus on out-
break detection methods is given by Ho¨hle and Mazick (2010).
This document illustrates the functionality of the function hhh4 for the
modelling of univariate and multivariate time series of infectious disease
counts. The function is currently incorporated in the development version of
surveillance available from http://surveillance.r-forge.r-project.
org/. Section 2 introduces the S4 class data structure used to store surveil-
lance time series data within the package. Access and visualization methods
∗Author of correspondence: Email: michaela.paul@ifspm.uzh.ch
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are outlined by means of built-in data sets. In Section 3, the statistical
modelling approach by Held et al. (2005) and further model extensions are
described. After the general function call and arguments are shown, the
detailed usage of hhh4 is demonstrated in Section 4 using data introduced
in Section 2.
2 Surveillance data
Denote by {yit; i = 1, . . . , I, t = 1, . . . , T} the multivariate time series of
disease counts for a specific partition of gender, age and location. Here,
T denotes the length of the time series and I denotes the number of units
(e.g geographical regions or age groups) being monitored. Such data are
represented using objects of the S4 class sts (surveillance time series).
This class contains the T × I matrix of counts yit in a slot observed. An in-
teger slot epoch denotes the time index 1 ≤ t ≤ T of each row in observed.
The number of observations per year, e.g. 52 for weekly or 12 for monthly
data, is denoted by freq. Furthermore, start denotes a vector of length
two containing the start of the time series as c(year, epoch). For spatially
stratified time series, the slot neighbourhood denotes an I × I adjacency
matrix with elements 1 if two regions are neighbors and 0 otherwise. For
map visualizations, the slot map links the multivariate time series to geo-
graphical regions of an ESRI shapefile (using functionality from the package
maptools (Lewin-Koh et al., 2010)). Additionally, the slot populationFrac
contains a T × I matrix representing population fractions in unit i at time
t.
The package surveillance contains a number of time series in the data di-
rectory. Most data sets originate from the SurvStat@RKI database (http://
www3.rki.de/SurvStat), maintained by the Robert Koch Institute (RKI),
Germany. Selected data sets will be analyzed in Section 4 and are intro-
duced in the following. Note that many of the built-in datasets are stored
in the S3 class data structure disProg. They can be easily converted into
the S4 sts data structure using the function disProg2sts. The resulting
sts object can be accessed similar as standard matrix objects and allows
easy temporal and spatial aggregation as will be shown in the remainder of
this section.
Example: Influenza and meningococcal disease in Germany 01/2001–52/2006
As a first example, the weekly number of influenza and meningococcal dis-
ease cases in Germany is considered.
> data(influMen)
> # convert to sts class and print basic information about the time series
> print(fluMen <- disProg2sts(influMen))
2
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-- An object of class sts --
freq: 52
start: 2001 1
dim(observed): 312 2
Head of observed:
influenza meningococcus
[1,] 7 4
map:
NULL
head of neighbourhood:
influenza meningococcus
influenza 0 1
The univariate time series of meningococcal disease counts can be obtained
with
> meningo <- fluMen[, "meningococcus"]
> dim(meningo)
[1] 312 1
The plot function provides an interface to the visual representation of the
multivariate time series in time, space and space-time which is controlled by
the type argument:
> plot(fluMen, type = observed ~ time | unit, # type of plot
+ same.scale = FALSE, # unit-specific ylim ?
+ col = "grey" # color of bars
+ )
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See Ho¨hle and Mazick (2010) for a detailed description of the plot routines.
Example: Influenza in Southern Germany, 01/2001-52/2008 The spatio-
temporal spread of influenza in the 140 Kreise (districts) of Bavaria and
Baden-Wu¨rttemberg is analyzed using the weekly number of cases reported
to the RKI (Robert Koch-Institut, 2009) in the years 2001–2008. An sts
object containing the data is created as follows:
3
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> flu.counts <- as.matrix(read.table("../data/flu_ByBw.txt"))
> # read in adjacency matrix with elements 1 if two regions share a common border
> nhood <- as.matrix(read.table("../data/neighourhood_ByBw.txt"))
> # visualize adjacency matrix
> image(Matrix(nhood))
Dimensions: 140 x 140
Column
R
ow
20
40
60
80
100
120
20 40 60 80 100 120
> map <- readShapePoly("../shapes/districts_BYBW.shp", IDvar = "id")
> # read in population fractions
> p <- as.matrix(read.table("../data/population_2001-12-31_ByBw.txt"))
> # create sts object
> flu <- new("sts", epoch = 1:nrow(flu.counts),
+ observed = flu.counts,
+ start = c(2001, 1),
+ freq = 52,
+ neighbourhood = nhood,
+ map = map,
+ population = p
+ )
A map of the total number of cases in the year 2001 may be obtained as
follows:
> plot(flu[year(flu) == 2001, ], # select year 2001
+ type = observed ~ 1 | unit, # map of counts aggregated over times t
+ labels = FALSE # suppress region labels in map
+ )
4
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Example: Measles in Germany, 01/2005–52/2007 The following data set
contains the weekly number of measles cases in the 16 German Bundesla¨nder
(federal states), in the years 2005–2007. These data are analyzed in Herzog
et al. (2010) after aggregation into successive bi-weekly periods.
> data(measles.land)
> # aggregate into successive bi-weekly periods
> measles2w <- aggregate(measles.land, nfreq = 26)
> plot(measles2w, type = observed ~ time, # ts plot aggregated over all units i
+ main = "Bi-weekly number of measles cases in Germany",
+ legend.opts = NULL # suppress default legend
+ )
Bi−weekly number of measles cases in Germany
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3 Model formulation
Retrospective surveillance aims to identify outbreaks and (spatio-)temporal
patterns through statistical modelling. Motivated by a branching process
with immigration, Held et al. (2005) suggest the following model for the anal-
ysis of univariate time series of infectious disease counts {yt; t = 1, . . . , T}.
5
Appendix III - 133 -
The counts are assumed to be Poisson distributed with conditional mean
µt = λyt−1 + νt, (λ, νt > 0)
where λ and νt are unknown quantities. The mean incidence is decomposed
additively into two components: an epidemic or autoregressive component
λyt−1, and an endemic component νt. The former should be able to capture
occasional outbreaks whereas the latter explains a baseline rate of cases with
stable temporal pattern. Held et al. (2005) suggest the following parametric
model for the endemic component:
log(νt) = α+ βt+
{
S∑
s=1
γs sin(ωst) + δs cos(ωst)
}
, (1)
where α is an intercept, β is a trend parameter, and the terms in curly brack-
ets are used to model seasonal variation. Here, γs and δs are unknown pa-
rameters, S denotes the number of harmonics to include, and ωs = 2pis/freq
are Fourier frequencies (e.g. freq = 52 for weekly data). For ease of inter-
pretation, the seasonal terms in (1) can be written equivalently as
γs sin(ωst) + δs cos(ωst) = As sin(ωst+ ϕs)
with amplitude As =
√
γ2s + δ
2
s describing the magnitude, and phase differ-
ence tan(ϕs) = δs/γs describing the onset of the sine wave.
To account for overdispersion, the Poisson model may be replaced by a neg-
ative binomial model. Then, the conditional mean µt remains the same but
the conditional variance increases to µt(1 + µt/ψ) with additional unknown
overdispersion parameter ψ > 0.
The model is extended to multivariate time series {yit} in Held et al. (2005)
and Paul et al. (2008) by including an additional neighbor-driven compo-
nent, where past cases in other (neighboring) units also enter as explanatory
covariates. The conditional mean µit is then given by
µit = λyi,t−1 + φ
∑
j 6=i
wjiyj,t−1 + eitνt, (2)
where the unknown parameter φ quantifies the influence of other units j
on unit i, wji are suitably chosen known weights and eit corresponds to an
offset (such as population fractions at time t in region i). A simple choice
for the weights is wji = 1 if units j and i are adjacent and 0 otherwise. See
Paul et al. (2008) for a discussion of alternative weights.
When analyzing a specific disease observed in, say, multiple regions or several
pathogens (such as influenza and meningococcal disease), the assumption of
equal incidence levels or disease transmission across units is questionable.
To address such heterogeneity, the unknown quantities λ, φ, and νt in (2)
may also depend on unit i. This can be done via
6
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 unit-specific fixed parameters, e.g. log(λi) = αi (Paul et al., 2008);
 unit-specific random effects, e.g log(λi) = α0 +ai, ai
iid∼ N (0, σ2λ) (Paul
and Held, 2010);
 linking parameters with known (possibly time-varying) explanatory
variables, e.g. log(λi) = α0 + xiα1 with region-specific vaccination
coverage xi (Herzog et al., 2010).
A call to hhh4 fits a Poisson or negative binomial model with conditional
mean
µit = λityi,t−1 + φit
∑
j 6=i
wjiyj,t−1 + eitνit
to a multivariate time series of counts. Here, the three unknown quantities
are decomposed additively on the log scale
log(λit) = α0 + ai + u
>
itα (ar)
log(φit) = β0 + bi + x
>
itβ (ne)
log(νit) = γ0 + ci + z
>
itγ (end)
where α0, β0, γ0 are intercepts, α,β,γ are vectors of unknown parameters
corresponding to covariate vectors uit,xit, zit, and ai, bi, ci are random ef-
fects. For instance, model (1) with S = 1 seasonal terms may be represented
as zit = (t, sin(2pi/freq t), cos(2pi/freq t))
>. The stacked vector of all ran-
dom effects is assumed to follow a normal distribution with mean 0 and
covariance matrix Σ, see Paul and Held (2010) for further details. Inference
is based on (penalized) likelihood methodology as proposed in Paul and Held
(2010). In applications, each component (ar)–(end) may be omitted in parts
or as a whole.
4 Function call and control settings
The estimation procedure is called with
> hhh4(sts, control)
where sts denotes a (multivariate) surveillance time series and the model is
specified in the argument control in consistency with other algorithms in
surveillance. The control setting is a list of the following arguments:
> control = list(
+ ar = list(f = ~ -1), # formula: exp(u'alpha) * y_i,t-1
+ ne = list(f = ~ -1, # formula: exp(x'beta) * sum_j {w_ji * y_j,t-1}
+ weights = NULL # matrix with weights w_ji
+ # [w_ji = neighbourhood(stsObj) as default]
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+ ),
+ end = list(f = ~ 1, # formula: exp(z'gamma) * e_it
+ offset = NULL # optional offset e_it
+ ),
+ family = "Poisson", # Poisson or NegBin model
+ subset = 2:nrow(stsObj), # subset of observations to be used
+ # in the fitting process
+ optimizer = list(tech = "nlminb"), # details for optimizer
+ verbose = FALSE, # no progress information is printed
+ start = list(fixed = NULL, # list with initial values for fixed,
+ random = NULL, # random, and
+ sd.corr = NULL # variance parameters
+ ),
+ data = data.frame(t = epoch(sts)) # data.frame,
+ # or named list with covariates
+ )
The first three arguments ar, ne, and end specify the model components
using formula objects. As default, the counts yit are assumed to be Poisson
distributed. A negative binomial model is obtained with family = "Neg-
Bin1". The log-likelihood is maximized using the optimization routine im-
plemented in nlminb. Alternatively, the methods implemented in optim
may be used, e.g. optimizer = list(tech = "BFGS"). Initial values for
the fixed, random, and variance parameters are passed on in the start ar-
gument. If the model contains covariates, these have to be specified in the
data argument. When covariates do not vary across units, they may be
passed on as a vector of length T . Otherwise, covariate values have to be
stored and passed on in a matrix of size T × I.
In the following, the functionality of hhh4 is demonstrated using the data
sets introduced in Section 2 and previously analyzed in Paul et al. (2008),
Paul and Held (2010) and Herzog et al. (2010). Selected results are repro-
duced. For a thorough discussion we refer to these papers.
Univariate modelling
As a first example, consider the univariate time series of meningococcal
infections in Germany, 01/2001–52/2006 (cf. Tab. 1 in Paul et al., 2008). A
Poisson model without autoregression and S = 1 seasonal term is specified
as follows:
> ( f_S1 <- addSeason2formula(f = ~ 1, S = 1, period = 52) )
~1 + sin(2 * pi * t/52) + cos(2 * pi * t/52)
<environment: 0xdc21e08>
> # fit Poisson model
> hhh4(meningo, control = list(end = list(f = f_S1), family = "Poisson"))
8
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Call:
hhh4(stsObj = meningo, control = list(end = list(f = f_S1), family = "Poisson"))
Fixed effects:
Estimates Std.Error
end.1 2.2648 0.0187
end.sin(2 * pi * t/52) 0.3619 0.0259
end.cos(2 * pi * t/52) 0.2605 0.0258
log-likelihood: -872.09
AIC: 1750.19
BIC: 1761.41
Number of units: 1
Number of time points: 311
A corresponding negative binomial model is obtained via
> result1 <- hhh4(meningo, control = list(end = list(f = f_S1),
+ family = "NegBin1"))
As default, the autoregressive component is omitted with ∼ -1 in the for-
mula specification. In can be included in the model with
> m2 <- list(ar = list(f = ~ 1), # log(lambda) = alpha
+ end = list(f = f_S1),
+ family = "NegBin1",
+ # use estimates from previous model as initial values
+ start = list(fixed = c(log(0.1), # initial values for alpha,
+ coef(result1)) # and remaining parameters
+ )
+ )
> # fit model
> result2 <- hhh4(meningo, control = m2)
> # extract ML estimates
> round(coef(result2, se = TRUE, # also return standard errors
+ idx2Exp = 1 # exponentiate 1st param [-> exp(alpha)]
+ ),2)
Estimates Std. Error
exp(ar.1) 0.16 0.06
end.1 2.09 0.07
end.sin(2 * pi * t/52) 0.34 0.04
end.cos(2 * pi * t/52) 0.26 0.04
1/overdisp 0.05 0.01
> # get AIC
> AIC(result2)
[1] 1701.228
9
Appendix III - 137 -
Bivariate modelling
Now, the weekly numbers of both meningococcal disease (MEN) and in-
fluenza (FLU) cases are analyzed to investigate whether influenza infections
predispose meningococcal disease (cf. Tab. 2 in Paul et al., 2008). This re-
quires disease-specific parameters which are specified in the formula object
with fe(...). In the following, a negative binomial model with mean(
µmen,t
µflu,t
)
=
(
λmen φ
0 λflu
)(
ment−1
flut−1
)
+
(
νmen,t
νflu,t
)
,
where the endemic component includes S = 3 seasonal terms for the FLU
data and S = 1 seasonal terms for the MEN data is considered. Here, φ
quantifies the influence of past influenza cases on the meningococcal disease
incidence. This model corresponds to the second model of Tab. 2 in Paul
et al. (2008) and is fitted with
> f.end <- addSeason2formula(f = ~ -1 + fe(1, which = c(TRUE, TRUE)),
+ # disease-specific intercepts
+ S = c(3, 1), # S = 3 for flu, S = 1 for men
+ period = 52)
> # specify model
> m <- list(ar = list(f = ~ -1 + fe(1, which=c(TRUE, TRUE))),
+ ne = list(f = ~ -1 + fe(1, which=c(FALSE, TRUE))),
+ end = list(f = f.end),
+ family = "NegBinM"
+ )
> # fit model
> (result <- hhh4(fluMen, control = m))
Call:
hhh4(stsObj = fluMen, control = m)
Fixed effects:
Estimates Std.Error
ar.1.influenza -0.3044 0.0678
ar.1.meningococcus -2.3523 0.5980
ne.1.meningococcus -5.2167 0.2605
end.1.influenza 1.0883 0.1653
end.1.meningococcus 2.1186 0.0668
end.sin(2 * pi * t/52).influenza 1.1862 0.2360
end.sin(2 * pi * t/52).meningococcus 0.2666 0.0397
end.cos(2 * pi * t/52).influenza 1.5098 0.1467
end.cos(2 * pi * t/52).meningococcus 0.2290 0.0353
end.sin(4 * pi * t/52).influenza 0.9192 0.1715
end.cos(4 * pi * t/52).influenza -0.1616 0.1799
end.sin(6 * pi * t/52).influenza 0.3692 0.1500
end.cos(6 * pi * t/52).influenza -0.5345 0.1619
1/overdisp.influenza 0.2946 0.0358
1/overdisp.meningococcus 0.0395 0.0109
log-likelihood: -1880.97
AIC: 3791.94
BIC: 3858.43
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Number of units: 2
Number of time points: 311
A plot of the estimated mean for the meningococcal disease data, decom-
posed into the three components, is obtained with
> plot(result, i = 2, col = c("orange", "blue", "grey85"), legend = TRUE)
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Multivariate modelling
For disease counts observed in a large number of regions, say, (i.e. highly
multivariate time series of counts) the use of region-specific parameters to
account for regional heterogeneity is no longer feasible, as estimation and
identifiability problems may occur. Paul and Held (2010) propose a random
effects formulation to analyze the weekly number of influenza cases in 140
districts of Southern Germany. For example, consider a model with random
intercepts in the endemic component: ci ∼ N (0, σ2ν), i = 1, . . . , I. Such
effects are specified in a formula object as
> f.end <- ~ -1 + ri(type = "iid", corr = "all")
Setting type = "car" would assume that the random effects are spatially
correlated instead of uncorrelated. See Paul and Held (2010) for further
details. The argument corr = "all" allows for correlation between region-
specific random effects in different components, e.g. random incidence levels
ci in the endemic component and random effects bi in the neighbor-driven
component. The following call to hhh4 fits such a random effects model with
linear trend and S = 3 seasonal terms in the endemic component and a fixed
autoregressive parameter λ to the influenza data (cf. model B2 in Tab. 3 in
Paul and Held, 2010).
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> wji <- neighbourhood(flu)/rowSums(neighbourhood(flu))
> # endemic component: iid random effects, linear trend, and S=3 seasonal terms
> f.end <- addSeason2formula(f = ~ -1 + ri(type = "iid", corr="all") +
+ I((t-208)/100),
+ S = 3,
+ period = 52)
> model.B2 <- list(ar = list(f = ~ 1),
+ ne = list(f = ~ -1+ ri(type = "iid", corr="all"),
+ weights = wji),
+ end = list(f = f.end, offset = population(flu)),
+ family = "NegBin1"
+ )
> # fit model
> (result.B2 <- hhh4(flu, model.B2))
Call:
hhh4(stsObj = flu, control = model.B2)
Random effects:
Var Corr
ne.ri(iid) 0.9594
end.ri(iid) 0.5094 0.5617
Fixed effects:
Estimates Std.Error
ar.1 -0.8976 0.0369
ne.ri(iid) -1.5256 0.1035
end.I((t - 208)/100) 0.5620 0.0235
end.sin(2 * pi * t/52) 2.1849 0.0985
end.cos(2 * pi * t/52) 2.3319 0.1224
end.sin(4 * pi * t/52) 0.4403 0.1053
end.cos(4 * pi * t/52) -0.3947 0.0940
end.sin(6 * pi * t/52) 0.3217 0.0648
end.cos(6 * pi * t/52) -0.2647 0.0631
end.ri(iid) 0.2192 0.1028
1/overdisp 1.0991 0.0343
penalized log-likelihood: -18742.42
marginal log-likelihood: -343.26
Number of units: 140
Number of time points: 416
Model choice based on information criteria such as AIC or BIC is well ex-
plored and understood for models that correspond to fixed-effects likeli-
hoods. However, in the presence of random effects their use can be problem-
atic. For model selection in time series models, the comparison of successive
one-step-ahead forecasts with the actually observed data provides a natu-
ral alternative. In this context, Gneiting and Raftery (2007) recommend
the use of strictly proper scoring rules, such as the logarithmic score or the
ranked probability score. See Czado et al. (2009) and Paul and Held (2010)
for further details.
One-step-ahead predictions for the last 2 years for model B2 are obtained
as follows:
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> pred.B2 <- oneStepAhead(result.B2, tp = nrow(flu) - 2 * 52)
The mean logarithmic and mean ranked probability score are then computed
with
> colMeans(scores(pred.B2)[, c("logs", "rps")])
logs rps
0.5632647 0.4362529
As a last example, consider the number of measles cases in the 16 federal
states of Germany, in the years 2005–2007. There is considerable regional
variation in the incidence pattern which is most likely due to differences
in vaccination coverage. In the following, information about vaccination
coverage in each state, namely the log proportion of unvaccinated school
starters, is included as explanatory variable in a model for the bi-weekly
aggregated measles data. See Herzog et al. (2010) for further details.
The 78 × 16 matrix vac0 contains the proportion of unvaccinated school
starters in each state i.
> vac0[1:2, 1:5]
Baden-Württemberg Bavaria Berlin Brandenburg Bremen
[1,] 0.1000115 0.113261 0.099989 0.0605575 0.115963
[2,] 0.1000115 0.113261 0.099989 0.0605575 0.115963
A Poisson model which links the autoregressive parameter with this covariate
and contains S = 1 seasonal term in the endemic component (cf. model A0
in Tab. 3 in Herzog et al., 2010) is obtained with
> f.end <- addSeason2formula(f = ~ 1, S = 1, period = 26)
> # autoregressive component: Intercept + vaccination coverage information
> model.A0 <- list(ar = list(f = ~ 1 + logVac0),
+ end = list(f = f.end, offset = population(measles2w)),
+ data = list(t = epoch(measles2w), logVac0 = log(vac0)))
> # fit model
> result.A0 <- hhh4(measles2w, model.A0)
> # parameter estimates
> round(coef(result.A0,
+ se = TRUE, # also return standard errors
+ amplitudeShift = TRUE # transform sin/cos terms to
+ ), 2) # Amplitude/shift formulation
Estimates Std. Error
ar.1 3.01 0.52
ar.logVac0 1.38 0.23
end.1 1.78 0.06
end.A(2 * pi * t/26) 0.66 0.08
end.s(2 * pi * t/26) -0.10 0.12
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5 Summary
As part of the R-package surveillance, the function hhh4 provides a flexible
tool for the modelling of multivariate time series of infectious disease counts.
The discussed count data model is able to account for serial and spatio-
temporal correlation, as well as heterogeneity in incidence levels and disease
transmission. The functionality of hhh4 was illustrated using several built-in
data sets.
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