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Abstract. Using a weak convergence approach, we prove a LPD for the solution of
2D stochastic Navier Stokes equations when the viscosity converges to 0 and the noise
intensity is multiplied by the square root of the viscosity. Unlike previous results on LDP
for hydrodynamical models, the weak convergence is proven by tightness properties of
the distribution of the solution in appropriate functional spaces.
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1. Introduction
The vanishing viscosity limit for solutions of Navier-Stokes equations is a singular limit,
that means that the type of the equation may change in the limit. Singular limits are
ubiquitous in applied mathematics and correspond to physical reality. In bounded do-
mains, the vanishing viscosity limit shows a physical phenomena called boundary layers.
The Navier-Stokes equations are second-order differential equations and require Dirichlet
boundary conditions, while the Euler equation only requires for the particle paths to be
tangent to the boundary. At present the problem of vanishing viscosity limit is open even
in two dimensions in bounded domains, while more progress has been made in the study
of the limit when there is no boundary or when we impose particular boundary conditions,
like the one we are considering in this paper. There are two distinct concepts of vanish-
ing viscosity limit. The finite-time, zero viscosity limit of solutions of the Navier-Stokes
with a fixed initial datum and with time t in some finite interval [0, T ]. By contrast, in
the infinite-time zero-viscosity limit, long-time averages of functionals of the solutions are
considered first at fixed ν. These are represented by measures µν in functions spaces and
the zero-viscosity limit limν→0 µν is then studied. The two kinds of limits are not the
same.
In the present paper, we are dealing with flows described by stochastic Navier Stokes
equations in dimension 2 of the following form
∂uν(t)
∂t
− ν∆uν(t) + (uν(t) · ∇)uν(t) = −∇p+Gν(t, uν(t))∂W (t, .)
∂t
, (1.1)
in an open bounded domain D of R2 with a smooth boundary ∂D which satisfies the
locally Lipschitz condition see [1]. Here, uν is the velocity of the fluid, ν > 0 is its
viscosity, p denotes the pressure, W is a Gaussian random field white in time, subject to
the restrictions imposed below on the space correlation and Gν is an operator acting on
the solution. The velocity field uν is subject to the incompressibility condition
∇ · uν(t, x) = 0, t ∈ [0, T ], x ∈ D, (1.2)
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and to the boundary condition for every t ∈ [0, T ]
uν(t, .) · n = 0 and curl uν(t, .) = 0 on ∂D, (1.3)
n being the unit outward normal to ∂D. The initial condition is the function ζ defined
by:
uν(0, x) = ζ(x), ∀x ∈ D. (1.4)
We are interested in the asymptotic properties of the distribution of the process uν(t, .)
as the viscosity goes to 0. More precisely, the aim of the present paper is to prove a
Large Deviation Principle (LDP) for the stochastic 2D Navier Stokes equations (1.1) when
the viscosity coefficient ν → 0 and the noise W is multiplied by the square root of the
viscosity, in order to be in the Freidlin-Wentzell setting. A similar idea has been pursued
by S. B. Kuksin in [28], where he studied the convergence of the invariant measure of
the equation (1.1) when it is driven by an additive degenerate noise. Indeed, Kuskin
establishes asymptotic properties of this invariant measure when the viscosity is small.
In this paper, we study the exponential concentration of the distribution of the process
uν(t, .) for a fixed t, when the viscosity decays to zero; we hope to be able to extend this
study for stationary solutions.
Several recent papers have studied a LDP for the distribution of the solution to a
hydro-dynamical stochastic evolution equation. We refer to [39] for the 2D Navier-Stokes
equations, [23] for the Boussinesq model, [18] for more general hydro-dynamic models,
[38] for tamed 3D Navier Stokes equations. All the above papers consider an equation
with a (fixed) positive viscosity coefficient and study the exponential concentration to
a deterministic model when the noise intensity is multiplied by a coefficient
√
ǫ which
converges to 0. They deal with a multiplicative noise and use the weak convergence
approach of LDP, based on the Laplace principle, developed by P. Dupuis and R. Ellis in
[24].
Reference [6] dealt with a simpler equation driven by a multiplicative noise and a van-
ishing viscosity coefficient, that is a shell model of turbulence. Under certain conditions
on the initial condition and the operator acting on the noise, this equation is well posed
in C([0, T ];V ) where V is a Hilbert space similar to H1,2. A LDP was proved for a weaker
topology, that of L2(0, T ;H), where H is a subspace of V similar to H 12 ,2, with the same
scaling between the ”viscosity” and the square of the noise intensity. The technique used
was again the weak convergence approach. To our knowledge, this was the first paper
that proved a LDP when the coefficient in front of the noise term depends on the viscosity
and converges to 0. Let us point out that the study of the inviscid limit is an important
step towards understanding turbulent fluid flows in general. Let us also refer to the paper
of M. Mariani [32], where a ”nonviscous” scalar equation is considered in the context of
conservation laws. However the techniques used in that paper are completely different
from the ones used here and in [6].
In this paper, we will generalize our result to the Navier Stokes equations (1.1) in a
bounded domain of R2; this is technically more involved. Here, the family (Gν , ν > 0) of
operators is of the form Gν =
√
νσν , where the family σν converges to σ0 in an appropriate
topology as ν → 0. Similarly, we can deal with a more general family (σν , ν > 0) of
gradient type converging to some more regular operator σ0 which is no longer of gradient
type. Gradient type noise is an active topic of research for turbulent flows; see e.g. [35]
and the references therein. However, in order to focus on the main ideas of the inviscid
limit and avoid heavy tehnical computations, we choose to work with simpler σν . Note
that the rate function in this framework is described by the solution to a deterministic
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”controlled” Euler equation
∂u(t)
∂t
+ (u(t) · ∇)u(t) = −∇p+ σ0(t, u(t))h(t), (1.5)
with the same incompressibility and boundary conditions, where h denotes an element of
the Reproducing Kernel Hilbert Space (RKHS) of the noise. This equation is a determin-
istic counterpart of the stochastic Euler equation studied by [4] in the case of additive
noise, [11] and [5] when the noise is multiplicative. There is an extensive literature for the
deterministic Euler equation in dimension 2. We refer to [2], [27], [40] and the references
therein and [3] for a survey paper.
The technique we use is again the weak convergence approach and will require to prove
well posedness and apriori bounds of the solution to (1.5) in the space C([0, T ];L2) ∩
L∞(0, T ;H1,q) for all q > 2 and for a more regular initial condition. Thus, we are able
to prove the LDP in a ”non-optimal” space for the Navier Stokes equations with positive
viscosity, namely L2(0, T ;H), where H is a Hilbert interpolation space between H and V
similar to that in [6]. This is due to the fact that the Euler equation has no regularizing
effect on the solutions and stronger conditions are required in order to have uniqueness of
the solution; this forces us to work with non Hilbert Sobolev spaces H1,q for q ∈ (2,∞)
and to require that the diffusion coefficient σ is both trace class and Radonifying. Indeed,
some apriori estimates have to be obtained in general Sobolev spaces uniformly in the
”small” viscosity ν > 0 for the stochastic Navier Stokes equations (1.1) when the noise W
is multiplied by
√
ν and shifted by a random element of its RKHS.
Let us finally point out that, even if the problem solved here is similar to that in [6], the
final step is quite different. Indeed, unlike all the references on LDP for hydrodynamical
models, the weak convergence is proven using a tightness argument and not by means of
the convergence in L2 of a properly localized sequence. Unlike in [6], no time increment
has to be studied and no Ho¨lder regularity of the map σ(., u) has to be imposed. Let
us also point out that we replace the classical homogenous Dirichlet boundary conditions
by the free boundary one. Working with the classical homogeneous Dirichlet boundary
condition would lead to some boundary layers problems that are beyond the scope of this
paper. For more details and explanations about the free boundary condition (1.3) we
refer to [41]. Let us also mention that all our results can be proved for the stochastic
Navier-Stokes equations with periodic conditions.
The paper is organized as follows: In section 2 we describe the model and establish
apriori estimates in the Hilbert spaces L2 and H1,2 similar to known ones, except for
two things: the boundary conditions are slightly different, and we have to prove estimates
uniform in a ”small” viscosity ν. Section 3 deals with the inviscid problem in C([0, T ];L2)∩
L∞(0, T ;H1,q). Section 4 proves apriori bouunds of the NS equations in H1,q and section
5 establishes the large deviations results. Finally, some technical results on Radonifying
and Nemytski’s operators are gathered in the Appendix.
2. Description of the model
For every ν > 0, we consider the equations of Navier-Stokes type

∂u
∂t + (u · ∇)u+∇p = ν∆u+Gν(t, u)∂W∂t , in [0, T ]×D,∇ · u = 0, in [0, T ]×D,
curl u = 0 and u · n = 0 on [0, T ]× ∂D,
u|t=0 = ζ, in D,
(2.1)
where curlu = D1u2 −D2u1.
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2.1. Notations and hypothesis. Let V be the space of infinitely differentiable vector
fields u on D with compact support strictly contained in D, satisfying ∇ · u = 0 in D and
u.n = 0 on ∂D. Let us denote by H the closure of V in L2(D;R2), that is
H =
{
u ∈ [L2(D)]2 ; ∇ · u = 0 in D, u · n = 0 on ∂D} .
The space H is a separable Hilbert space with the inner product inherited from
[
L2(D)
]2
,
denoted in the sequel by (., .) and |.|H denotes the corresponding norm. For every integer
k ≥ 0 and any q ∈ [1,∞), let W k,q denote the completion of the set of C∞0 (D¯,R) or of
C∞0 (D¯,R2) with respect to the norm
‖u‖W k,q =
( ∑
|α|≤k
∫
D
|∂αu(x)|q dx
) 1
q
.
To ease notations, let ‖.‖q := ‖.‖W 0,q . For k < 0 and q∗ = q/(q−1), let W−k,q∗ = (W k,q)∗.
Here, for a multi-index α = (α1, α2) we set ∂
αu(x) =
∂|α|u(x)
∂xα11 ∂x
α2
2
. For a non-negative real
number s = k + r, where k is an integer and 0 < r < 1, and for any q ∈ [1,∞), let W s,q
denote the completion of the set of C∞0 (D¯,R) or of C∞0 (D¯,R2) with respect to the norm
defined by:
‖u‖qW s,q = ‖u‖qW k,q +
∑
|α|=k
∫
D
∫
D
|∂αu(x)− ∂αu(y)|q
|x− y|2+2r dxdy.
Given 0 < α < 1, let Wα,p(0, T ;H) be the Sobolev space of all u ∈ Lp(0, T ;H) such that∫ T
0
∫ T
0
|u(t)− u(s)|p
|t− s|1+αp dtds <∞.
Let us set Hk,q =W k,q ∩H for any k ∈ [0,+∞) and q ∈ [2,∞); the set Hk,q is endowed
with the norm inherited from that of W k,q and denoted by ‖.‖Hk,p . Let V = H1,2, that is
the subspace of H defined as follows:
V =
{
u ∈W 1,2(D;R2) : ∇ · u = 0 in D, u · n = 0 on ∂D} .
The space V is a separable Hilbert space with the inner product ((., )) inherited from that
of W 1,2(D;R2) and ‖.‖ := ‖.‖V denotes the corresponding norm, defined for u, v ∈ V by:
‖u‖2 = ((u, u)) , and ((u, v)) =
∫
D
[
u(x).v(x) +∇u(x).∇v(x)]dx.
Identifying H with its dual space H ′, and H ′ with the corresponding natural subspace
of the dual space V ′, we have the Gelfand triple V ⊂ H ⊂ V ′ with continuous dense
injections. We denote the dual pairing between u ∈ V and v ∈ V ′ by 〈u, v〉. When v ∈ H,
we have (u, v) = 〈u, v〉. Let b(·, ·, ·) : V × V × V −→ R be the continuous trilinear form
defined as
b(u, v, z) =
∫
D
(u(x) · ∇v(x)) · z(x) dx.
It is well known that there exists a continuous bilinear operator B(·, ·) : V × V −→ V ′
such that 〈B(u, v), z〉 = b(u, v, z), for all z ∈ V. By the incompressibility condition, for
u, v, z ∈ V we have (see e.g. [30] or [2])
〈B(u, v), z〉 = −〈B(u, z), v〉 and 〈B(u, v), v〉 = 0. (2.2)
Furthermore, there exits a constant C such that for any u ∈ V ,
‖B(u, u)‖V ′ ≤ C|u|H ‖u‖. (2.3)
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Let a(·, ·) : V × V −→ R be the bilinear continuous form defined in [2] as
a(u, v) =
∫
D
∇u · ∇v −
∫
∂D
k(r)u(r) · v(r)dr,
where k(r) is the curvature of the boundary ∂D at the point r, and we have the following
estimates (see [29] for details):∫
∂D
k(r)u(r) · v(r)dr ≤ C‖u‖‖v‖, (2.4)
and for any ǫ > 0 there exists a positive constant C(ǫ) such that:∫
∂D
k(r)|u(r)|2dr ≤ ǫ‖u‖2 +C(ǫ)|u|2H . (2.5)
Moreover, we set D(A) =
{
u ∈ H2,2 : curl u = 0 on ∂D}, and define the linear operator
A : D(A) −→ H as
Au = −∆u, i.e., a(u, v) := (Au, v).
On the other hand, for all u ∈ D(A) we have
(B(u, u), Au) = 0. (2.6)
For β > 0 we will denote the β-power of the operator A by Aβ and its domain by D(Aβ).
Here D(A−β) denotes the dual of D(Aβ). Note that for k < 3/4, we have Hk,2 = D(Ak/2);
the proof can be found in [11] Theorem 3.1. Set H = H1/2,2 and note that H = D(A1/4)
and V = D(A1/2). The continuous embedding V ⊂ H ⊂ H holds. Moreover, H is an
interpolation space, that is there exists a constant a0 > 0 such that
‖u‖2H ≤ a0|u|H‖u‖, for all u ∈ V. (2.7)
Since H ⊂ L4(D) and 〈B(u, v), w〉 = −〈B(u,w), v〉, we deduce
|〈B(u, v), w〉| ≤ C‖u‖H‖v‖H‖w‖, (2.8)
and B can be extended as a bilinear operator from H×H −→ V ′.
In place of equations (2.1) we will consider the abstract stochastic evolution equation:
du(t) + νAu(t)dt+B(u(t), u(t))dt = σ(t, u(t))dW (t) (2.9)
on the time interval [0, T ] with the initial condition u(0) = ζ and B satisfies conditions
(2.2), (2.3), (2.6) and (2.8).
2.2. Stochastic driving force. Let Q be a linear positive operator in the Hilbert space
H which is trace class, and hence compact. Let H0 = Q
1
2H; then H0 is a Hilbert space
with the scalar product
(φ,ψ)0 = (Q
− 1
2φ,Q−
1
2ψ), ∀φ,ψ ∈ H0,
together with the induced norm | · |0 =
√
(·, ·)0. The embedding i : H0 → H is Hilbert-
Schmidt and hence compact, and moreover, i i∗ = Q. Let LQ ≡ LQ(H0,H) be the space
of linear operators S : H0 7→ H such that SQ 12 is a Hilbert-Schmidt operator from H to
H. The norm in the space LQ is defined by |S|2LQ = tr(SQS∗), where S∗ is the adjoint
operator of S. The LQ-norm can also be written in the form
|S|2LQ = tr([SQ1/2][SQ1/2]∗) =
∑
k≥1
|SQ1/2ψk|2H =
∑
k≥1
|[SQ1/2]∗ψk|2H (2.10)
for any orthonormal basis (ψk) in H.
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Let (W (t), t ≥ 0) be aWiener process defined on a filtered probability space (Ω,F , (Ft),P),
taking values in H and with covariance operator Q. This means that W is Gaussian, has
independent time increments and that for s, t ≥ 0, f, g ∈ H,
E(W (s), f) = 0 and E
[
(W (s), f)(W (t), g)
]
=
(
s ∧ t) (Qf, g).
Let (βj) be standard (scalar) mutually independent Wiener processes, (ej) be an or-
thonormal basis in H consisting of eigen-elements of Q, with Qej = qjej . Then W has
the following representation
W (t) = lim
n→∞Wn(t) in L
2(Ω;H) with Wn(t) =
∑
1≤j≤n
q
1/2
j βj(t)ej , (2.11)
and Trace(Q) =
∑
j≥1 qj. For details concerning this Wiener process see e.g. [19].
Let k ≥ 0, q ∈ [2,∞) and let R(H0,W k,q) denote the space of all γ-radonifying mappings
from H0 into W
k,q, which are analogues of Hilbert-Schmidt operators when the Hilbert
Sobolev spacesW k,2 are replaced by the more general Banach spacesW k,q. The definitions
and some basic properties of stochastic calculus in the framework of special Banach spaces,
including the case of non-Hilbert Sobolev spaces, can be found in [11]; see also [7], [21],
[36] and [37]. For the sake of self-completeness, they are described in sub-section 6.2 of the
Appendix. The radonifying norm ‖S‖R(H0 ,W k,q) of an element S of R(H0,W k,q) is defined
in (6.9) ; it is the extension of the LQ norm of S ∈ LQ which is the particular case k = 0
and q = 2.
2.3. Assumptions. Given a viscosity coefficient ν > 0, consider the following stochastic
Navier-Stokes equations
duν(t) +
[
νAuν(t) +B(uν(t), uν(t))
]
dt =
√
ν σν(t, u
ν(t)) dW (t), (2.12)
where the noise intensity σν : [0, T ] × V → LQ(H0,H) of the stochastic perturbation is
properly normalized by the square root of the viscosity coefficient ν. We assume that σν
satisfies the following growth and Lipschitz conditions:
Condition (C1): For every ν > 0, σν ∈ C
(
[0, T ] × V ;LQ(H0,H)
)
, there exist constants
Ki, L1 ≥ 0 such that for every t ∈ [0, T ], ν > 0 and u, v ∈ V :
(i) |σν(t, u)|2LQ ≤ K0 +K1|u|2H ,
(ii) |σν(t, u)− σν(t, v)|2LQ ≤ L1|u− v|2H .
For technical reasons, in order to prove a large deviation principle for the distribution of
the solution to (2.12) as the viscosity coefficient ν converges to 0, we will need some precise
estimates on the solution of the equation deduced from (2.12) by shifting the Brownian
W by some random element of its RKHS. This cannot be deduced from similar ones on
u by means of a Girsanov transformation; indeed, the Girsanov density is not uniformly
bounded in L2(P ) when the intensity of the noise tends to zero (see e.g. [23] or [18]).
To describe a set of admissible random shifts, we introduce the class A as the set of
H0−valued (Ft)−predictable stochastic processes h such that
∫ T
0 |h(s)|20ds <∞, a.s. For
fixed M > 0, let
SM =
{
h ∈ L2(0, T ;H0) :
∫ T
0
|h(s)|20ds ≤M
}
.
The set SM , endowed with the following weak topology, is a Polish (complete separa-
ble metric) space (see e.g. [13]): d1(h, k) =
∑
k≥1
1
2k
∣∣ ∫ T
0
(
h(s) − k(s), e˜k(s)
)
0
ds
∣∣, where
(e˜k(s), k ≥ 1) is an orthonormal basis for L2(0, T ;H0). For M > 0 set
AM = {h ∈ A : h(ω) ∈ SM , a.s.}. (2.13)
LDP AND THE ZERO VISCOSITY LIMIT FOR 2D NSE 7
In order to define the stochastic controlled equation, we introduce for ν ≥ 0 a family of
intensity coefficients σ˜ν which act on a random element h ∈ AM for some M > 0. The
case ν = 0 will be that of an inviscid limit ”deterministic” equation with no stochastic
integral, and which can be dealt with for fixed ω. We assume that for any ν ≥ 0 the
coefficient σ˜ν satisfies the following condition, similar to (C1) and weaker since the LQ
norm is replaced by the smaller one of L(H,H0).
Condition (C1Bis): For any ν ≥ 0, σ˜ν ∈ C
(
[0, T ] × V ;L(H0,H)
)
and there exist non
negative constants K˜i and L˜1 such that for every t ∈ [0, T ], ν ≥ 0 and u, v ∈ V :
|σ˜ν(t, u)|L(H0,H) ≤ K˜0 + K˜1|u|H , (2.14)
|σ˜ν(t, u)− σ˜ν(t, v)|L(H0,H) ≤ L˜1|u− v|H . (2.15)
Examples of coefficients σν and σ˜ν which satisfy conditions (C1) and (C1Bis), of Ne-
mytski form, are provided in subsection 6.3 of the Appendix.
Let ν > 0, M > 0, h ∈ AM , ζ be an H-valued random variable independent of W .
Under Conditions (C1) and (C1Bis), we consider the nonlinear SPDE
duνh(t) +
[
ν Auνh(t) +B
(
uνh(t), (u
ν
h(t)
)]
dt =
√
ν σν(t, u
ν
h(t)) dW (t) + σ˜ν(t, u
ν
h(t))h(t) dt,
uνh(0) = ζ. (2.16)
Well posedness of the above equation as well as apriori bounds of the solution to this
equation in C([0, T ];H) ∩ L2(0, T ;V ) are known for fixed ν > 0 when u = 0 on ∂D (see
e.g. [39] and [18]. We will prove them uniformly in ν ∈ (0, ν0] for some small ν0 under
different boundary conditions.
Let us introduce the following conditions that we will use later in the paper. The
following conditions (C2) and (C2Bis) will allow to improve apriori estimates on the
p-th moment of the solution to the stochastic controlled equation (2.16) in V , uniformly
in time and on a ”small” viscosity coefficient ν. They will also yield the existence of a
solution to the inviscid deterministic equation, that is of (2.16) when ν = 0.
Condition (C2): For every ν > 0, σν ∈ C
(
[0, T ]×D(A);LQ(H0, V )
)
and there exist non
negative constants Ki, L1 such that for every t ∈ [0, T ], ν > 0 and u, v ∈ D(A):
(i) |curl σν(u)|2LQ ≤ K0 +K1‖u‖2V ,
(ii) |A1/2σν(t, u)−A1/2σν(t, v)|2LQ ≤ L1‖u− v‖2V .
Condition (C2Bis): For every ν ≥ 0, σ˜ν ∈ C
(
[0, T ] ×D(A);L(H0, V )
)
, there exist non
negative constants K˜i, L˜1, such that for every t ∈ [0, T ], ν ≥ 0 and u, v ∈ D(A):
(iii) |curl σ˜ν(t, u)|L(H0,H) ≤ K˜0 + K˜1‖u‖V ,
(iv) |A1/2σ˜ν(t, u)−A1/2σ˜ν(t, v)|L(H0 ,H) ≤ L˜1‖u− v‖V .
Again, sub-section 6.3 of the Appendix provides examples of Nemytski operators which
satisfy all the conditions above.
2.4. Well Posedness and a priori estimates. Let us mention in this section that the
results used to obtain the well posedness of solutions are similar to known ones with
different boundary conditions. However the apriori estimates are more involved since we
are seeking estimates uniform in the parameter ν > 0 which will be used later in Section
5 to let ν → 0. Note that the results in this section would still be valid under more
general assumptions than those stated in Conditions (C1)-(C2Bis), similar to that in
[23] and [18]. The corresponding Nemitsky operators defining σν and σ˜ν could include
some gradient of the solution multiplied by the square root of the viscosity coefficient.
However, to focus on the main contribution of the present paper compared with previous
related works, we prefer to keep simpler and more transparent assumptions on the diffusion
coefficient σν and an unrelated coefficient σ˜ν .
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We at first recall that an (Ft)-predictable stochastic process uνh(t, ω) is called a weak
solution in X ⊂ C([0, T ];H)∩L2(0, T ;V ) for the stochastic equation (2.16) on [0, T ] with
initial condition ζ if uνh ∈ X a.s., and satisfies a.s. the equality
(uνh(t), v) − (ζ, v) +
∫ t
0
[
ν(uνh(s), Av) + 〈B(uνh(s), v), uνh(s)〉
]
ds
=
√
ν
∫ t
0
(σν(s, u
ν
h(s))dW (s), v) +
∫ t
0
(σ˜ν(s, u
ν
h(s))h(s), v)ds. (2.17)
for all v ∈ Dom(A) and all t ∈ [0, T ]. Note that this solution is a strong one in the
probabilistic meaning, that is written in terms of stochastic integrals with respect to the
given Brownian motion W .
Proposition 2.1. Let T > 0, (σν , ν > 0) and (σ˜ν , ν > 0) satisfy conditions (C1) and
(C1Bis) respectively and let the initial condition ζ be such that E|ζ|2pH < ∞ for some
p ≥ 2. Then for any M > 0 and ν0 > 0, there exist positive constants C1(p,M) and
C˜1(M) (depending also on T , ν0, Ki, K˜i, i = 0, 1, 2, such that for any ν ∈ (0, ν0] and any
h ∈ AM , (2.16) has a unique weak solution in C([0, T ];H)∩L2(0, T ;V ) which satisfies the
following apriori estimates:
sup
0<ν≤ν0
sup
h∈AM
E
(
sup
0≤s≤T
|uνh(s)|2pH
)
≤ C1(p,M)
[
1 + E|ζ|2pH
]
, (2.18)
and
sup
0<ν≤ν0
sup
h∈AM
ν
∫ T
0
E
(‖uνh(s)‖2 + ‖uνh(s)‖4H)ds ≤ C˜1(M)[1 + E|ζ|4H]. (2.19)
Proof. The proof, which is quite classical, requires some Galerkin approximation of uνh,
say uν,nh , for which apriori estimates are proved uniformly in n. Note that in our situation,
these apriori estimates have to be obtained uniformly in ν ∈ (0, ν0] and h ∈ AM . Using
a subsequence of (uν,nh , n ≥ 1) which converges in the weak or the weak-star topologies of
appropriate spaces, one can then prove that there exists a solution to (2.16) (see e.g [18] or
[39]). The proof of the uniqueness is standard and omitted. To ease notation, we replace
the Galerkin approximation by the limit process uνh to obtain the required apriori estimates
uniformly in n ≥ 1 and in ν ∈ (0, ν0] for some ν0 > 0 under slightly more general boundary
conditions; the proof can then be completed as in the appendix of [18]. If the well-
posedeness is already known, we use the solution uνh instead of the Galerkin approximation.
Let ν > 0, h ∈ AM ; for every N > 0, let τN = inf {t ≥ 0, |uνh(t)|H ≥ N} ∧ T .
Applying Itoˆ’s formula first to |.|2H and the process uνh(.∧ τN ), then to the map x 7→ xp
for p ≥ 2 and the process |uνh(. ∧ τN )|2H , we deduce:
|uνh(t ∧ τN )|2pH + ν2p
∫ t∧τN
0
|uνh(s)|2p−2H ‖uνh(s)‖2 ds ≤ |uνh(0)|2pH + J(t) +
5∑
i=1
Ti(t), (2.20)
where
J(t) = 2p
√
ν
∫ t∧τN
0
|uνh(s)|2p−2H (σν(s, uνh(s))dW (s), uνh(s)),
T1(t) = 2pν
∫ t∧τN
0
|uνh(s)|2p−2H
∫
∂D
k(r)|uνh(r)|2Hdrds,
T2(t) = 2p
∫ t∧τN
0
|uνh(s)|2p−2H 〈B(uνh(s), uνh(s)), uνh(s)〉ds,
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T3(t) = 2p
∫ t∧τN
0
|uνh(s)|2p−2H
(
σ˜ν(s, u
ν
h(s))h(s), u
ν
h(s)
)
ds,
T4(t) = νp
∫ t∧τN
0
|uνh(s)|2p−2H |σν(s, uνh(s))|2LQds,
T5(t) = 2νp(p − 1)
∫ t∧τN
0
|σ∗ν(s, uνh(s))uνh(s)|20 |uνh(s)|2(p−2)H ds.
The incompressibility condition (2.2) implies that T2(t) = 0 for any t ∈ [0, T ]. Using (2.5),
we deduce that for any ǫ > 0 there exists a constant C(ǫ) such that
T1(t) ≤ 2νpǫ
∫ t∧τN
0
|uνh(s)|2p−2H ‖uνh(s)‖2ds+ 2νpC(ǫ)
∫ t∧τN
0
|uνh(s)|2pH ds.
Since h ∈ AM , the growth condition (2.14), the Cauchy-Schwarz and Ho¨lder inequalities
imply:
T3(t) ≤ 2p
∫ t∧τN
0
[
K˜0 +
(
K˜0 + K˜1
)
|uνh(s)|2pH
]
|h(s)|0ds
≤ 2pK˜0
√
MT + 2p
(
K˜0 + K˜1
)∫ t∧τN
0
|uνh(s)|2pH |h(s)|0ds.
Using the growth condition (C1), we deduce for ν ∈ (0, ν0]:
T4(t) + T5(t) ≤ νp(2p− 1)K0T + νp(2p− 1)(K0 +K1)
∫ t∧τN
0
|uνh(s)|2pH ds.
Thus, the Itoˆ formula (2.20) and the previous upper estimates of Ti(t), i = 1, · · · , 5, imply
that for any t ∈ [0, T ], ǫ ∈ (0, 1),
|uνh(t ∧ τN )|2pH + 2νp
(
1− ǫ)
∫ t∧τN
0
|uνh(s)|2p−2H ‖uνh(s)‖2 ds
≤ Z˜ +
∫ t
0
ϕ˜(s)|u(s ∧ τN )|2pH ds + J(t), (2.21)
where
Z˜ = |ζ|2pH + 2pK˜0
√
MT + p(2p − 1)νK0T,
ϕ˜(s) = p
[
2νC(ǫ) + (2p− 1)ν(K0 +K1) + 2
(
K˜0 + K˜1
)
|h(s)|0
]
.
For t ∈ [0, T ], set
X(t) := sup
0≤s≤t
|uνh(s ∧ τN )|2pH , Y (t) :=
∫ t∧τN
0
|uνh(s)|2p−2H ‖uνh(s)‖2ds, I˜(t) := sup
0≤s≤t
J(s).
Let ε = 12 , ν ∈ (0, ν0], λ ∈ (0, 1) and α˜ = (1 − λ)νp. With these notations, the inequality
(2.21) yields
λX(t) + (1− λ)|uνh(t ∧ τN )|2pH + α˜Y (t) ≤ Z˜ +
∫ t
0
ϕ˜(s)X(s) ds + I˜(t). (2.22)
Furthermore, using the Burkholder-Davis-Gundy inequality, condition (C1), then Cauchy-
Schwarz’s and Young’s inequalities, we deduce that for any β > 0,
EI˜(t) ≤ 6√νpE
(
X(t)
∫ t∧τN
0
[
K0 + (K0 +K1)|uνh(s)|2pH
]
ds
)1/2
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≤ β˜EX(t) + γ˜E
∫ t
0
X(s)ds + C¯,
where γ˜ = 9νp
2
β˜
(K0 +K1) and C¯ =
9νp2
β˜
K0T . Let λ =
1
2 , ϕ = 2ϕ˜, α = 2α˜, β = 2β˜, γ = 2γ˜
and I(t) = I˜(t). Then for t ∈ [0, T ], we have a.s.
X(t) + αY (t) ≤ 2Z˜ +
∫ t
0
ϕ(s)X(s) ds + I(t), EI(t) ≤ βEX(t) + γE
∫ t
0
X(s)ds + 2C¯.
Furthermore, for ν ∈ (0, ν0] and h ∈ AM , one has a.s.
∫ T
0 ϕ(s)ds ≤ Φ(M,ν0), where
Φ(M,ν0) = 4p(K˜0 + K˜1)
√
MT + 2pν0
[
2C(12) + (2p − 1)(K0 + K1)
]
. Let β˜ > 0 be such
that 4β˜ exp(Φ(M,ν0)) ≤ 1. Then since X(.) is bounded by N , Lemma A.1 in [18] (see
also Lemma 3.9 in [23]) implies that for t ∈ [0, T ], we have:
E
[
X(t) + αY (t)
] ≤ C(E|ζ|2pH , ν0,M, T ),
for some constant C(E|ζ|2pH , ν0,M, T ) which does not depend on N , ν ∈ (0, ν0], h ∈ AM
and on the step n of the Galerkin approximation. Since the right handside in the above
equation does not depend on N , letting N →∞ we obtain that τN → T a.s. Hence there
exists a constant C1 := C1(E|ζ|2pH , ν0,M, T ) such that the Galerkin approximation un,νh of
uνh satisfies:
sup
n≥1
E
(
sup
0≤t≤T
|un,νh (t)|2pH + ν
∫ T
0
[‖un,νh (t)‖4H + ‖un,νh (s)‖2]ds
)
≤ C1
for any n, ν ∈ (0, ν0] and h ∈ AM . The proof is completed using a classical argument (see
e.g. the Appendix of [18] for details.) 
Proposition 2.2. Let the assumptions of Proposition 2.1 be satisfied for p = 1 or some
p ∈ [2,∞). Moreover, assume that the initial condition ζ is such that E‖ζ‖2p < ∞ and
that (σν , ν > 0) and (σ˜ν , ν > 0) satisfy respectively conditions (C2) and (C2Bis). Then
given any M > 0, there exists a positive constant C2(p,M) such that for ν ∈ (0, ν0] and
h ∈ AM , the solution to (2.16) satisfies:
E
(
sup
0≤t≤T
‖uνh(t)‖2p + ν
∫ T
0
|Auνh(s)|2H ds
)
≤ C2(p,M)
(
1 + E‖ζ‖2p). (2.23)
Proof. Let ξνh = curl u
ν
h, then it is a classical result that u
ν
h is solution of the following
elliptic problem (see e.g. [5] and the references therein),{ −∆uνh = ∇⊥ξνh in D,
uνh · n = ξνh = 0 on ∂D,
(2.24)
where ∇⊥ = (D2,−D1). Using the equation (2.24), we get that
−(∆uνh,∆uνh) = (∇⊥ξνh,∆uνh) = −(∇⊥ξνh,∇⊥ξνh).
Hence
|∆uνh|2H = |∇⊥ξνh|2H = ‖D2ξνh‖2L2(D) + ‖D1ξνh‖2L2(D) = |∇ξνh|2H .
Using (6.3) we see that the proof of (2.23) reduces to check that there exists a constant
C(M,T,Ki, K˜i) := C3 such that for any ν ∈ (0, ν0] and h ∈ AM ,
E
(
sup
0≤t≤T
|ξνh(t)|2pH + ν
∫ T
0
|∇ξνh(s)|2Hds
)
≤ C3(1 + E| curl ζ|2pH ). (2.25)
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We at first prove this inequality for the Galerkin approximation of the solution ; a standard
argument extends it to uνh and hence ξ
ν
h. Fix N > 0 and set τ¯N = inf{t ≥ 0 : |ξνh(t)|H ≥
N} ∧ T . Applying the curl to the evolution equation (2.16) yields ξνh(0) = curl ζ and
dξνh(t) + νAξ
ν
h(t)dt+curl B(u
ν
h(t), u
ν
h(t))dt =√
ν curl σν(s, u
ν
h(t)) dW (t) + curl σ˜ν(s, u
ν
h(t))h(t) dt. (2.26)
Recall that equation (6.7) with q = 2, implies ( curl B(uνh, u
ν
h), ξ
ν
h) = 0 for u ∈ D(A).
Using Itoˆ’s formula for the square of the H norm, and then for the map x → |x|pH with
p ∈ [2,∞), we obtain for t ∈ [0, T ]:
|ξνh(s ∧ τ¯N )|2pH + 2pν
∫ t∧τ¯N
0
|∇ξνh(s)|2H |ξνh(s)|2p−2H ds = |curl ζ|2pH + J¯(t) +
3∑
i=1
T¯i(t), (2.27)
where
J¯(t) = 2p
√
ν
∫ t∧τ¯N
0
|ξνh(s)|2p−2H
(
curl σν(s, u
ν
h(s))dW (s) , ξ
ν
h(s)
)
,
T¯1(t) = 2p
∫ t∧τ¯N
0
|ξνh(s)|2p−2H
(
curl σ˜ν(s, u
ν
h(s))h(s) , ξ
ν
h(s)
)
ds,
T¯2(t) = νp
∫ t∧τ¯N
0
|ξνh(s)|2p−2H |curl σν(s, uνh(s))|2LQ ds,
T¯3(t) = 2νp(p− 1)
∫ t∧τ¯N
0
|ξνh(s)|2p−4H
∣∣(curl σν(s, uνh(s)))∗ξνh(s)∣∣2H0 ds.
Using the Cauchy-Schwarz inequality, (C2Bis) and (6.3) with q = 2, we get that
T¯1(t) ≤ 2p
∫ t∧τ¯N
0
|ξνh(s)|2p−1H |curl σ˜ν(s, u)|L(H0,H) |h(s)|0 ds
≤ 2p
∫ t∧τ¯N
0
[
K˜0 +
(
K˜0 + 2CK˜1
)
|ξνh(s)|2pH + K˜1|uνh(s)|H |ξνh|2p−1H
]
|h(s)|0 ds.
Using Cauchy-Schwarz’s, Ho¨lder’s and Young’s inequalities, we deduce:
T¯1(t) ≤ 2pK˜0
√
MT + K˜2p1
√
MT sup
0≤s≤T
|uνh(s)|2pH +
∫ t∧τ¯N
0
ψ1(s)|ξνh(s)|2pH ds,
where ψ1(s) := 2p
(
K˜0 + 2CK˜1
)
+ (2p − 1)|h(s)|0.
Furthermore, T¯3(t) can be upper estimated in terms of T¯2(t) as follows:
T¯3(t) ≤ 2νp(p− 1)
∫ t∧τ¯N
0
|curl σν(uνh(s))|2LQ |ξνh(s)|
2p−2
H ds = 2(p − 1)T¯2(t).
Finally, condition (C2), (6.3) with q = 2, Ho¨lder’s and Young’s inequalities, we obtain for
ν ∈ (0, 1]:
T¯2(t) + T¯3(t) ≤ νp(2p− 1)
∫ t∧τ¯N
0
|ξνh(s)|2p−2H
[
K0 +K1
(|uνh(s)|2H + 4C2|ξνh(s)|2H)
]
ds
≤ ν(2p− 1)T
[
pK0 +K1 sup
0≤s≤T
|uνh(s)|2pH
]
+
∫ t∧τ¯N
0
ν ψ2 |ξνh(s)|2pH ds,
where ψ2 = (2p − 1)
[
p(K0 + 4K1C
2) + (p− 1)K1
]
. Let
X¯(t) = sup
0≤s≤t
|ξνh(s ∧ τ¯N )|2pH , Y¯ (t) =
∫ t∧τ¯N
0
|ξνh(s)|2p−2H |∇ξνh(s)|2H ds.
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Then for α¯ = 2νp(1− λ¯), I¯(t) = sup0≤s≤t |J¯(s)|, h ∈ AM and
Z¯ := |curl ζ|2pH + 2pK˜0
√
MT + νp(2p − 1)TK0
+
(
K˜2p1
√
MT + ν(2p − 1)TK1
)
sup
0≤s≤T
|uνh(s)|2pH ,
equation (2.27) and the upper bounds of T¯i(t) imply that for t ∈ [0, T ] and ν ∈ (0, ν0],
λ¯X¯(t) + α¯Y¯ (t) + (1− λ¯)|ξνh(s ∧ τ¯N )|2pH ≤ Z¯ +
∫ t
0
[
ψ1(s) + νψ2
]
X¯(s)ds+ I¯(t), (2.28)
The Davies inequality, condition (C2), (6.3) for q = 2, Cauchy-Schwarz’s, Ho¨lder’s and
Young’s inequalities imply that for any β¯ > 0,
EI¯(t) ≤ 6p√νE
(∫ t∧τ¯N
0
|ξνh(s)|4p−2H |curl σν(uνh(s)|2LQ ds
) 1
2
≤ β¯EX¯(t) + 9p
2ν
β¯
K0T +
9p2ν
β¯
(K0 + 4C
2K1)E
∫ t∧τ¯N
0
|ξνh(s)|2pH ds
+
9p2ν
β¯
K1
(
E
∫ t∧ ¯τN
0
|ξνh(s)|2pH ds
) p−1
p
(
TE sup
0≤s≤T
|uνh(s)|2pH
) 1
p
≤ β¯EX¯(t) + γ¯E
∫ t∧τ¯N
0
X¯(s)ds+ Z˜, (2.29)
where γ¯ = 9p
2ν
β¯
[
p(K0+4C
2K1)+(p−1)K1
]
and Z˜ := 9pνT
β¯
[
pK0+K1E
(
sup0≤s≤T |uνh(s)|2pH
)]
.
Set λ¯ = 12 , ϕ(s) = 2
(
ψ1(s) + νψ2
)
, α = 2α¯, β = 2β¯, γ = 2γ¯, and I(t) = 2I¯(t). Then for
ν ∈ (0, ν0], h ∈ AM and t ∈ [0, T ], we have:
X¯(t) + αY¯ (t) ≤
∫ t
0
ϕ(s)X¯(s)ds+ I(t) + 2Z¯(t),
EI(t) ≤ βEX¯(t) + γE
∫ t
0
X¯(s)ds+ δEY¯ (t) + 2Z˜.
Furthermore, there exists a constant Ψ(M,ν0) > 0 such that almost surely,
∫ T
0 ϕ(s)ds ≤
Ψ(M,ν0) for ν ∈ (0, ν0] and h ∈ AM . Let β¯ > 0 be such that 4β¯ exp(Ψ(M,ν0)) ≤ 1.
Applying Lemma A.1 in [18] we deduce that for every h ∈ AM and ν ∈ (0, ν0]:
sup
N
E
(
sup
0≤t≤T
|ξνh(t ∧ τ¯N )|2pH + ν
∫ τ¯N
0
|∇ξνh(s)|2Hds
)
≤ C(E|curl ζ|2pH ,M, T ).
Since the previous upper bound is uniform in N , we deduce that τ¯N → T as N → ∞.
Thus, using the monotone convergence we get (2.25), which concludes the proof. 
The following well-posedeness result for problem (2.16) follows from Propositions 2.1
and 2.2; the proof is not given and we refer to [18] and [39] for details.
Theorem 2.3. Assume that (σν , ν > 0) satisfies conditions (C1) and (C2) and (σ˜ν , ν >
0) satisfies conditions (C1Bis) and (C2Bis). Let p ∈ [2,∞) be such that E(‖ζ‖2p) <∞.
Then for every M > 0, h ∈ AM and ν ∈ (0, ν0], there exists a unique weak solution
uνh in C([0, T ];H) ∩ L2(0, T ;V ) of equation (2.16) with initial condition uνh(0) = ζ ∈ V .
Furthermore, a.s. uνh ∈ C
(
[0, T
]
;V
)
and the inequalities (2.18), (2.19) and (2.23) hold.
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3. Well posedness of the inviscid problem
The aim of this section is to deal with the inviscid case ν = 0, that is with the Euler
evolution equation
du0h(t) +B(u
0
h(t), u
0
h(t)) dt = σ˜0(t, u
0
h(t))h(t) dt , u
0
h(0) = ζ (3.1)
in [0, T ] ×D.
Theorem 3.1. Let us assume that ζ ∈ V and that σ˜0 satisfies conditions (C1Bis) and
(C2Bis). Then for all M > 0, h ∈ AM and T > 0, there exists a.s. a solution u0h ∈
C
(
[0, T ];H
)⋂
L∞
(
0, T ;V
)
for the equation (3.1) with the initial condition u0h = ζ, such
that for all ϕ ∈ V and t ∈ [0, T ]
(
u0h(t), ϕ
) −
∫ t
0
〈B(u0h(s), ϕ), u0h(s)〉ds =
∫ t
0
(
σ˜0(s, u
0
h(s))h(s), ϕ
)
ds, a.s. (3.2)
Moreover, there exists a positive constant C3(M) (which also depends on K˜0, K˜1 and T )
such that for every h ∈ AM , one has a.s.
sup
0≤t≤T
‖u0h(t)‖ ≤ C3(M)(1 + ‖ζ‖). (3.3)
Proof. For µ > 0, let us approximate equation (3.1) by the solution u0µh to the following
Navier Stokes evolution equation:
du0µh (t) +
[
µAu0µh (t) +B(u
0µ
h (t), u
0µ
h (t))
]
dt = σ˜0(t, u
0µ
h (t))h(t) dt , u
0µ
h (0) = ζ, (3.4)
with the same incompressibility and boundary conditions. If ζ ∈ H, σ˜0 satisfies the condi-
tion (C1Bis) and h ∈ AM for M > 0, then Proposition 2.1 shows that a.s. equation (3.4)
has a unique solution u0µh ∈ C
(
[0, T ];H
)⋂
L2
(
0, T ;V
)
(see also [39] or [18]). Moreover, if
ζ ∈ V and σ˜0 satisfies (C2Bis), then Proposition 2.2 implies that a.s. u0µh ∈ C
(
[0, T ];V
)
.
In order to prove the existence of solutions for equation (3.1), we need some estimates on
u0µh uniform in µ > 0. Multiply the equation (3.4) by 2u
0µ
h and integrate over [0, t]×D; then
an argument similar to that used to prove Proposition 2.1, based on (6.5), the Cauchy-
Schwarz and Young inequalities and assumption (C1Bis), yields for every µ > 0:
|u0µh (t)|2H + 2µ
∫ t
0
‖u0µh (s)‖2ds ≤ |ζ|2H + 2
∫ t
0
(
σ˜0(s, u
0µ
h (s))h(s), u
0µ
h (s)
)
ds
≤ |ζ|2H + 2K˜0
√
MT + 2
(
K˜0 + K˜1
) ∫ t
0
|u0µh (s)|2H |h(s)|0ds.
Hence, by Gronwall’s lemma, we deduce the existence of a constant C˜1 which depends on
M,T, K˜0 and K˜1 such that:
sup
µ>0
sup
0≤t≤T
|u0µh (t)|2H ≤ C˜1(1 + |ζ|2H). (3.5)
Let ξ0µh (t) := curl u
0µ
h (t); then applying the curl operator to equation (3.4) and using (6.6)
we obtain the following evolution equation
dξ0µh (t) + µAξ
0µ
h (t) +B(u
0µ
h (t), ξ
0µ
h (t)) dt = curl σ˜0(t, u
0µ
h (t))h(t) dt , (3.6)
with the initial condition ξ0µh (0) = curl ζ. Multiply the equation (3.6) by 2ξ
0µ
h and integrate
over [0, T ]×D and use an argument similar to that in the proof of Proposition 2.2; since
σ˜0 satisfies the condition (C2Bis), using (6.7) for q = 2, (6.3), Cauchy-Schwarz’s and
Young’s inequalities, we deduce
|ξ0µh (t)|2H + 2µ
∫ t
0
‖ξ0µh (s)‖2ds ≤ |curl ζ|2H + 2
∫ t
0
|curl σ˜0(s, u0µh (s))|L(H0,H)|h(s)|0|ξ0µh (s)|Hds
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≤ ‖ζ‖2 +
(
2K˜0 + K˜1 sup
s∈[0,T ]
|u0µh (s)|2H
)√
MT + 2
∫ t
0
(
K˜0 + (2C + 1)K˜1
)
|h(s)|0|ξ0µh (s)|2Hds.
Thus, (3.5) and Gronwall’s lemma yield the existence of a constant C˜2 := C˜2(M,T, K˜0, K˜1)
such that for every h ∈ AM : supµ>0 sup0≤t≤T |ξ0µh (t)|2H ≤ C˜2(1 + ‖ζ‖2) a.s. Combining
this estimate, (3.5) and (6.3), we deduce the existence of a constant C˜3 depending on
M,T, K˜0 and K˜1 such that for any h ∈ AM one has:
sup
µ>0
sup
0≤t≤T
‖u0µh ‖ ≤ C˜3(1 + ‖ζ‖) a.s. (3.7)
Furthermore, we have u0µh ∈ C
(
[0, T ];H
)⋂
L∞
(
0, T ;V
)
a.s. for every µ > 0, and
u0µh (t) = ζ − µ
∫ t
0
Au0µh (s)−
∫ t
0
B(u0µh (s), u
0µ
h (s)) ds +
∫ t
0
σ˜0(s, u
0µ
h (s))h(s) ds.
Using the estimates (3.5), (3.7), assumptions (C2Bis) on σ˜0 and (6.4) for q = 2 and r = 1,
we deduce the existence of a constant C˜4 depending on M,T, K˜0 and K˜1 such that the
following estimate holds for any µ ∈ (0, 1] and h ∈ AM :
‖u0µh ‖W 1,2(0,T ;V ′) ≤ C˜4(1 + ‖ζ‖). a.s. (3.8)
By classical compactness arguments, we can extract a subsequence (still denoted u0µh ) and
prove the existence of a function v ∈W 1,2(0, T ;V ′)⋂L∞(0, T ;V ) such that as µ→ 0:
u0µh → v weakly in L2
(
0, T ;V
)
and in W 1,2
(
0, T ;V ′
)
,
u0µh → v strongly in L2
(
0, T ;H
)
,
u0µh → v in the weak star topology of L∞
(
0, T ;V
)
.
Letting µ→ 0 in equation (3.4), we deduce that the above limit v is solution of the equation
(3.1), that is v = u0h. Moreover, (3.7) being uniform in µ > 0, we deduce (3.3). 
Uniqueness of the solution to the Euler equation is known to be a more difficult problem
and the classical deterministic results use non-Hilbert Sobolev spaces H1,q for q ∈ [2,+∞).
This requires to impose some H1,q-control on the coefficient σ˜0, which is stated below in
Condition (C3qBis) for ν = 0. It will enable us to prove the uniqueness of the solution
to the ”deterministic” inviscid equation in H1,q when 2 ≤ q <∞ in the next result. The
following general assumptions (C3q) and (C3qBis) on σν and σ˜ν will also yield some
apriori estimates for the q-th moment of the H1,q-norm of the solution to the stochastic
controlled equation which will be proven in section 4. This will be needed in order to
prove the large deviations result as ν → 0 in section 5.
Condition (C3q): Let q ∈ [2,∞); σν ∈ C
(
[0, T ] × H2,q;R(H0,H1,q)
)
for ν > 0, there
exist non negative constants Ki such that for every u ∈ H
⋂
H2,q and ν > 0, if ξ = curl u,
‖curl σν(t, u)‖2R(H0 ,Lq) ≤ K3 +K4‖u‖2q +K5‖ξ‖2q .
Condition (C3qBis): Let q ∈ [2,∞); σ˜ν ∈ C
(
[0, T ] × H1,q;L(H0,H1,q)
)
for ν ≥ 0,
and there exist non negative constants K˜i such that for every u ∈ H1,q and ν > 0 (resp.
u ∈ H2,q for ν = 0) if ξ = curl u,
‖curl σ˜ν(t, u)‖L(H0,Lq) ≤ K˜3 + K˜4‖u‖q + K˜5‖ξ‖q.
The following theorem shows that if curl ζ is bounded, then the solution to (3.1) is
unique. This will be a key ingredient of the identification for the rate function of tle LDP
in section 5.
Theorem 3.2. Let us assume that the assumptions of Theorem 3.1 are satisfied. More-
over, let us assume that curl ζ ∈ (L∞(D))2 and that condition (C3qBis) holds for every
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q ∈ [2,∞) and ν = 0. Then, for every M > 0 and h ∈ AM , the solution of equation (3.1)
with the initial condition u0h = ζ is a.s. unique in C
(
[0, T ];H
)⋂
L∞
(
0, T ;H1,q
)
for every
q ∈ [2,∞) and every T > 0. Moreover, there exist positive constants C4(M) and C¯4(M)
(which also depend on T , K˜i and ‖ζ‖L∞(D)2), such that for every h ∈ AM and q ∈ [2,∞),
one has a.s.
sup
0≤t≤T
‖curl u0h(t‖q ≤ C4(M)(1 + ‖ζ‖+ ‖curl ζ‖q), (3.9)
sup
0≤t≤T
‖∇u0h(t)‖q ≤ C¯4(M)q(1 + ‖ζ‖+ ‖curl ζ‖q). (3.10)
Proof. The first step of the proof will establish the estimates (3.9) and (3.10). The second
step will prove the uniqueness of the solution u0h.
Step1. (Existence) Using (6.3) one sees that the proof of (3.10) reduces to that of (3.9),
that is to check Lq(D) upper bounds for ξ0h(t) := curl u
0
h(t). Replacing u
0
h by its Galerkin
approximation u0h,n, we may assume that u
0
h,n ∈ H2,q and deduce the desired inequality
by proving upper bounds which do not depend on n. To ease notations in the sequel, we
skip the index n.
Let us apply the curl to the equation (3.1); the identity (6.6) yields
dξ0h(t) +B
(
u0h(t), ξ
0
h(t)
)
dt = curl σ˜0(t, u
0
h(t))h(t) dt , ξ
0
h(0) = curl ζ. (3.11)
Let us multiply the equation (3.11) by q|ξ0h(t)|q−2ξ0h(t) and integrate over [0, t] × D; we
obtain
‖ξ0h(t)‖qq + q
∫ t
0
∫
D
(u0h(s) · ∇)ξ0h(s)|ξ0h(s)|q−2ξ0h(s)dxds = ‖curl ζ‖qq
+ q
∫ t
0
∫
D
curl σ˜0(s, u
0
h(s))h(s)|ξ0h(s)|q−2ξ0h(s)dxds.
Since ξ0h(t) = curl u
0
h(t), (6.7) implies
∫
D(u
0
h(s) · ∇)ξ0h(s)|ξ0h(s)|p−2ξ0h(s)dx = 0 for every s.
On the other side, the Ho¨lder and Young inequalities and (C3qBis) yield:
‖ξ0h(t)‖qq ≤ ‖curl ζ‖qq + q
∫ t
0
(
K˜3 + K˜4‖u0h(s)‖q + K˜5‖ξ0h(s)‖q
)|h(s)|0‖ξ0h(s)‖q−1q ds
≤ ‖curl ζ‖qq +
(
qK˜3 + K˜4 sup
0≤s≤T
‖u0h(s)‖qq
)√
MT
+ q
(
K˜3 + K˜4 + K˜5
) ∫ t
0
|h(s)|0‖ξ0h(s)‖qqds.
Finally, the inclusion V = H1,2 ⊂ Lq(D) given by (6.1), the control of the V norm proven
in (3.3) (which clearly also holds for the Galerkin approximation u0h,n with an upper bound
which does not depend on n) and Gronwall’s lemma imply the existence of a non negative
constant C˜5(M), depending on T,M, K˜i such that for any n ≥ 1 and h ∈ AM , we have
sup
0≤t≤T
‖ξ0h,n(t)‖qq ≤
(
‖curl ζ‖qq +
[
qK˜3 + K˜4 sup
0≤t≤T
‖u0h(t)‖qq
])
eqC˜5(M) (3.12)
≤
(
‖curl ζ‖qq +
[
qK˜3 + K˜4C(q)
qC3(M)
q 2q−1(1 + ‖ζ‖q)]) eqC˜5(M).
Since sup{q 1q : 2 ≤ q < ∞} < ∞, if C(q) denotes the constant in (6.1), as n → ∞ clas-
sical arguments conclude that sup0≤t≤T ‖ξ0h,n(t)‖q ≤ ‖curl ζ‖q + C(T,M)(1 + C(q))
(
1 +
‖ζ‖) for every h ∈ AM and n ≥ 1. Using (6.3) for some q0 ∈ [2, q), we deduce that
sup0≤t≤T ‖∇u0h,n(t)‖q0 ≤ C(T,M, q0)
(
1+ ‖curl ζ‖q0 + ‖ζ‖
)
a.s. Thus, the Sobolev embed-
ding (6.2) yields the existence of a constant C˜6(M,T ), such that sup0≤t≤T ‖u0h,n(t)‖L∞(D) ≤
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C˜6(M,T )
(
1+‖curl ζ‖q0 +‖ζ‖
)
a.s. for any n ≥ 1 and h ∈ AM . Since D is bounded, using
this inequality in (3.12), we deduce that sup0≤t≤T ‖ξ0h,n(t)‖qq ≤ exp(qC˜5(M))
[‖curl ζ‖qq +
3qC˜6(M,T )
q
(
1 + ‖ζ‖q + ‖curl ζ‖qq0
)]
a.s. for every integer n ≥ 1 and any h ∈ AM . Since
q ∈ [q0,+∞) and D is bounded, we deduce ‖curl ζ‖qq0 ≤ [λ(D) ∨ 1]q‖curl ζ‖qq. Letting
n→∞ and using classical arguments, we conclude the proof of (3.10).
Step 2. (Uniqueness) Let us mention that the proof of the uniqueness is based on [2] and
[40] adapted to the nonhomogeneous random case. Using the estimate (3.10) for some
q > 2 (such as q = 4) and (6.2), we deduce that any solution u0h to (3.1) belongs to
L∞((0, T ) ×D). Let u0h and v0h be two solutions for equation (3.1) with the same initial
condition and let us denote by z := u0h − v0h; then z is solution of z(0) = 0 and
dz(s) +
[
B(u0h(s), u
0
h(s))−B(v0h(s), v0h(s))
]
ds =
[
σ˜0(s, u
0
h(s))− σ˜0(s, v0h(s))
]
h(s)ds.
Let us multiply the above equation by z(t) and integrate on D, use assumption (C1Bis)
on σ˜0, the Schwarz and Ho¨lder inequalities and (3.10). This yields for any q ∈ (1,∞),
when q∗ = qq−1 denotes the conjugate exponent of q:
1
2
d
dt
|z(t)|2H = −(B(z(t), u0h(t)), z(t)) +
( [
σ˜0(t, u
0
h(t))− σ˜0(t, v0h(t))
]
h(t), z(t)
)
≤
∫
D
|z(t)|2(x)|∇u0h(t)|(x) dx + |
(
σ˜0(t, u
0
h(t))− σ˜0(t, v0h(t))
) |L(H0,H)|h(t)|0 |z(t)|H
≤ ‖∇u0h(t)‖q‖z(t)‖
2
q
L∞(D)|z(t)|
2
q∗
H + L˜1|u0h(t)− v0h(t)|H |h(t)|0|z(t)|H .
Set Z := sup0≤t≤T ‖z(t)‖L∞(D) and X(t) := |z(t)|2H . Since D is bounded, there exists a
constant C ≥ 1 such that ‖curl ζ‖q ≤ C‖curl ζ‖∞ for every q ∈ [2,∞); then X(0) = 0
and for t ∈ [0, T ], (3.10) yields
X ′(t) ≤ 2Cq C¯4(M)[1 + ‖ζ‖+ ‖curl ζ‖L∞(D)]Z
2
qX(t)
1− 1
q + 2L˜1|h(t)|0X(t),
which leads to∫ t
0
X ′(s)
X(s)1−1/q
ds ≤ 2Cq C¯4(M)[1 + ‖ζ‖+ ‖curl ζ‖L∞(D)]Z
2
q t+
∫ t
0
2L˜1|h(s)|0X(s)1/qds.
Hence, using Gronwall’s lemma, we deduce that for q ∈ [2,∞) and t ∈ [0, T ],
X(t)
1
q ≤ 2C¯4(M)[1 + ‖ζ‖+ ‖curl ζ‖L∞(D)]Z
2
q t+
2
q
∫ t
0
L˜1|h(s)|0X(s)
1
q ds
≤ 2C¯4(M)[1 + ‖ζ‖+ ‖curl ζ‖L∞(D)]Z
2
q t exp(L˜1
√
MT ).
Finally, we get the following estimate for any T ∗ ∈ [0, T ] and q ∈ (2,∞):
sup
0≤t≤T ∗
|z(t)|2H ≤
(
2C¯4(M)[1 + ‖ζ‖+ ‖curl ζ‖L∞(D)]T ∗ exp(2L˜1
√
MT )
)q
Z2. (3.13)
Thus, choosing T ∗1 > 0 small enough and letting q −→ ∞, we deduce that |z(t)|2H = 0 for
every t ∈ [0, T ∗1 ]. Repeating this argument with u0h(T ∗1 ) = v0h(T ∗1 ) instead of ζ and using
(6.2), (3.10) and (3.3), we conclude that there exists T ∗ > 0 such that |z(t)|2H = 0 for
every integer k = 0, 1, · · · and any t ∈ [T ∗1 + kT ∗, T ∗1 + (k + 1)T ∗] ∩ [0, T ]. This concludes
the proof of the uniqueness. 
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4. Apriori bounds of the stochastic controlled equation in H1,q
In order to prove the large deviation principle for the solution u to (2.1), we need to
obtain more regularity and apriori bounds for the solution uνh to the stochastic controlled
equation (2.16) in the Sobolev spaces H1,q for q ∈ [2,+∞). This requires some more
conditions on the diffusion coefficient σν and σ˜ν introduced in the previous section. It
also relies on the stochastic calculus in Banach spaces, which is briefly described in the
subsection 6.2 of the Appendix.
Proposition 4.1. Suppose that E|ζ|2pH <∞ for some p ∈ [2,∞) and let q ∈ [2,∞) be such
that E‖ζ‖q
H1,q
< ∞. Assume that σν satisfies conditions (C1)–(C3q) and σ˜ν satisfies
conditions (C1Bis)–(C3qBis). Then for M > 0, ν0 > 0, h ∈ AM and ν ∈ (0, ν0], the
solution uνh to (2.16) belongs to L
∞(0, T ;H1,q) a.s. Furthermore, there exists a constant
C5(M, q) such that
sup
0<ν≤ν0
sup
h∈AM
E
(
sup
0≤t≤T
‖uνh(t)‖qH1,q
)
≤ C5(M, q)
(
1 + E‖ζ‖q
H1,q
)
. (4.1)
Proof. The Sobolev embedding inequality (6.1) and Proposition 2.2 imply that for 0 < ν ≤
ν0 and h ∈ AM , E
(
sup0≤t≤T ‖uνh(t)‖qq
) ≤ C(q)qC2(q,M)(1+E‖ζ‖q). Using the inequality
(6.3), one sees that the proof of (4.1) reduces to check that if ζνh = curl u
ν
h,
sup
0<ν≤ν0
sup
h∈AM
E
(
sup
0≤t≤T
‖ξνh(t)‖qq
)
≤ C¯6(M, q)
(
1 + E‖curl ζ‖qq
)
. (4.2)
We use once more the Galerkin approximation uνh,n of u
ν
h and prove an estimate similar
to (4.2) for ξνh,n = curl u
ν
h,n with a constant C6(M, q) which does not depend on n. The
process ξνh,n satisfies an equation similar to (2.26) and once more to ease notations, we
will skip the index n. Let 〈., .〉 denote the duality between Lq(D) and Lq∗(D) for some
q∗ = qq−1 . For fixed N > 0, let τN = inf{t ≥ 0 : ‖ξνh(t)‖q ≥ N}∧T . The Itoˆ formula (6.11)
and the upper estimate (6.12) yield
‖ξνh(t ∧ τN )‖qq ≤ ‖curl ζ‖qq + J(t) +
∑
1≤i≤4
Ti(t), (4.3)
where we have:
J(t) = q
√
ν
∫ t∧τN
0
〈|ξνh(s)|q−2ξνh(s) , curl σν(s, uνh(s))dW (s)〉,
T1(t) = −qν
∫ t∧τN
0
〈|ξνh(s)|q−2ξνh(s) , Aξνh(s)〉ds,
T2(t) = −q
∫ t∧τN
0
〈|ξνh(s)|q−2ξνh(s) , curl B(uνh(s), uνh(s))〉ds,
T3(t) = q
∫ t∧τN
0
〈|ξνh(s)|q−2ξνh(s) , curl σ˜ν(s, uνh(s))h(s)〉ds,
T4(t) =
q
2
(q − 1)ν
∫ t∧τN
0
‖curl σν(s, uνh(s))‖2R(H0 ,Lq)‖ξνh(s)‖q−2q ds.
Since ξνh = 0 on ∂D and A = −∆, we have:
T1(t) = −qν
∫ t∧τN
0
ds
∫
D
〈∇(|ξνh(s)|q−2ξνh(s)) , ∇ξνh(s)〉 dx
= −q(q − 1)ν
∫ t∧τN
0
ds
∫
D
|ξνh(s)|q−2 |∇ξνh(s)|2dx.
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Since ξνh = curl u
ν
h, equation (6.7) implies that T2(t) = 0. Ho¨lder’s and Young’s inequalities
and the assumption (C3qBis) yield:
T3(t) ≤ q
∫ t∧τN
0
‖|ξνh(s)|q−1‖q∗ ‖curl σ˜ν(s, uνh(s))h(s)‖q ds
≤ qK˜3
√
MT + K˜4
∫ t∧τN
0
‖uνh(s)‖qq |h(s)|0 ds+
∫ t∧τN
0
‖ξνh(s)‖qqq
[
K˜3 + K˜4 + K˜5
]|h(s)|0ds.
Condition (C3q), Ho¨lder’s and Young’s inequalities imply that for any ν ∈ (0, ν0],
T4(t) ≤ q(q − 1)
2
ν
∫ t∧τN
0
‖ξνh(s)‖q−2q
[
K3 +K4‖uνh(s)‖2q +K5‖ξνh(s)‖2q
]
ds
≤ q(q − 1)
2
νK3T + ν(q − 1)K4
∫ t∧τN
0
‖uνh(s)‖qqds
+ ν
q − 1
2
∫ t∧τN
0
[
q(K3 +K5) +K4(q − 2)
]‖ξνh(s)‖qqds.
For t ∈ [0, T ], let
X(t) = sup
0≤s≤t
‖ξνh(s ∧ τN )‖qq and Y (t) =
∫ t∧τN
0
ds
∫
D
|ξνh(s)|q−2|∇ξνh(s)|2dx.
Then for any λ ∈ (0, 1), the inequality (4.3) and the above estimates of Ti(t) imply that
λX(t) + (1− λ)‖ξνh(t ∧ τN )‖qq + νq(q − 1)(1 − λ)Y (t) ≤ Z +
∫ t
0
ϕ(s)X(s)ds + I(t),
where
I(t) = sup
0≤s≤t
J(s),
Z = ‖curl ζ‖qq + qK˜3
√
MT +
q(q − 1)
2
νK3T +
∫ t∧τN
0
[
νK4(q − 1) + K˜4|h(s)|0
]‖uνh(s)‖qqds,
ϕ(s) = q(K˜3 + K˜4 + K˜5)|h(s)|0 + q − 1
2
νq(K3 +K4 +K5).
Set λ = 12 ; then there exists a constant Φ(ν0,M) such that for ν ∈ (0, ν0] and h ∈ AM ,
almost surely let
∫ T
0 ϕ(s)ds ≤ Φ(ν0,M) and
1
2
X(t) +
ν
2
q(q − 1)Y (t) ≤ Z +
∫ t
0
ϕ(s)X(s)ds + I(t).
Furthermore, using the Burkholder-Davies-Gundy inequality (6.10), condition (C3q),
Ho¨lder’s and Young’s inequalities, we deduce that for any β > 0,
EI(t) ≤ √νC1qE
(∫ t∧τN
0
‖curl σν(s, uνh(s))‖2R(H0 ,Lq)‖ξνh(s)‖2(q−1)q ds
) 1
2
≤ √νC1qE
(
sup
0≤s≤t
‖ξνh(s ∧ τN )‖
q
2
q
[ ∫ t∧τN
0
‖ξνh(s)‖q−2q
{
K3 +K4‖uνh(s)‖2q +K5‖ξνh(s)‖2q
}
ds
] 1
2
)
≤ βEX(t) + γE
∫ t
0
X(s)ds + Z¯,
where
γ =
1
4β
νC21
[
q2(K3 +K5) + qK4(q − 2)
]
, Z¯ =
K4
2β
νqC21E
∫ t∧τN
0
‖uνh(s)‖qqds+
K3Tνq
2
4β
.
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Set α = ν2q(q − 1), and choose β > 0 such that 2βeΦ(ν0,M) ≤ 1/2. Then, using once more
Lemma A1 in [18], we conclude that (4.2) holds for the Galerkin approximation ξνh,n of
ξνh with a constant C6(M, q) which does not depend on n. A classical weak convergence
argument concludes the proof. 
5. Large deviations
We will prove a large deviation principle using a weak convergence approach [12, 13],
based on variational representations of infinite dimensional Wiener processes. For every
ν > 0, let σν = σ˜ν satisfy the conditions (C1), (C2) and (C3q) for every q ∈ [2,+∞).
Furthemore, we assume that the following condition holds:
Condition (C4): There exists σ0 satisfying conditions (C1), (C2) and (C3q) for every
q ∈ [2,+∞), such that for some map ν ∈ (0,+∞) → C(ν) ∈ [0,+∞) which converges to
0 as ν → 0, the upper estimate
sup
0≤t≤T
∣∣σν(t, u)− σ0(t, u)∣∣L(H0,H) ≤ C(ν)
[
1 + |u|H
]
(5.1)
holds for u ∈ H and ν > 0.
Note that as in the case of Hilbert-Schmidt operators with Hilbert spaces, we have
‖Φ‖L(H0,Lq) ≤ C‖Φ‖R(H0,Lq). Then, for ν ≥ 0, the coefficients σν also satisfy the conditions
(C1Bis)-(C3qBis) with appropriate coefficients.
Let B denote the Borel σ−field of the Polish space
X = C([0, T ];H)⋂L∞(0, T ;H1,q ∩ V )⋂L2(0, T ;H) (5.2)
endowed with the norm ‖u‖X :=
(∫ T
0 ‖u(t)‖2Hdt
)1/2
and
Y = {ζ ∈ V, such that curl ζ ∈ L∞(D)} (5.3)
endowed with the norm ‖.‖Y defined by:
‖ζ‖2Y := ‖ζ‖2 + ‖curl ζ‖2L∞ .
Note that using (6.3) and (6.1) we deduce that Y ⊂ H1,q for any q ∈ [2,∞). We will
establish a LDP in the set X for the family of distributions of the solutions uν = Gνζ (
√
νW )
to the evolution equation (2.12) with initial condition uν(0) = ζ ∈ Y.
Definition 5.1. The random family (uν) is said to satisfy a large deviation principle on
X with the good rate function I if the following conditions hold:
I is a good rate function. The function I : X → [0,∞] is such that for each
M ∈ [0,∞[ the level set {φ ∈ X : I(φ) ≤M} is a compact subset of X .
For A ∈ B, set I(A) = infu∈A I(u).
Large deviation upper bound. For each closed subset F of X :
lim sup
ν→0
ν log P(uν ∈ F ) ≤ −I(F ).
Large deviation lower bound. For each open subset G of X :
lim inf
ν→0
ν logP(uν ∈ G) ≥ −I(G).
Let C0 = {
∫ .
0 h(s)ds : h ∈ L2(0, T ;H0)} ⊂ C([0, T ];H0). Given ζ ∈ Y define G0ζ :
C([0, T ];H0) → X by G0ζ (g) = u0h where g =
∫ .
0 h(s)ds ∈ C0 and u0h is the solution to
the (inviscid) control equation (3.1) with initial condition ζ and σ˜0 = σ0, and G0ζ (g) = 0
otherwise. The following theorem is the main result of this section.
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Theorem 5.2. Let ζ ∈ Y, and for ν > 0 let σν satisfy conditions (C1)–(C3q) for any
q ∈ [2,+∞) and let condition (C4) be satisfied. Then the solution (uν , ν > 0) to (2.12)
with initial condition ζ satisfies a large deviation principle in X with the good rate function
I(u) = inf
{h∈L2(0,T ;H0): u=G0ζ (
∫ .
0
h(s)ds)}
{1
2
∫ T
0
|h(s)|20 ds
}
. (5.4)
In order to prove this theorem, fix q, p ∈ [4,∞), M > 0 and ν0 > 0, let (hν , 0 < ν ≤ ν0)
be a family of random elements taking values in the set AM defined by (2.13). Let uνhν be
the solution of the following corresponding stochastic controlled equation
duνhν (t)+
[
νAuνhν (t)+B(u
ν
hν (t), u
ν
hν (t))
]
dt =
√
ν σν(t, u
ν
hν (t)) dW (t)+σν(t, u
ν
hν (t))hν(t)dt,
(5.5)
with initial condition uνhν (0) = ξ ∈ Y. Note that uνhν = Gνξ
(√
ν
(
W. +
1√
ν
∫ .
0 hν(s)ds
))
due to the uniqueness of the solution. The following proposition establishes the weak
convergence of the family (uνhν ) as ν → 0.
Proposition 5.3. Let us assume that for ν > 0 the coefficients σν satisfy conditions (C1)–
(C3q) for all q ∈ [2,+∞) and that condition (C4) holds true. Let ζ be F0-measurable such
that E
(|ζ|pH + ‖ζ‖pY) < +∞ for every p ∈ [2,∞), and let hν converge to h in distribution
as random elements taking values in AM , where this set is defined by (2.13) and endowed
with the weak topology of the space L2(0, T ;H0). Then, as ν → 0, the solution uνhν of (5.5)
converges in distribution in X to the solution u0h of (3.1). That is, as ν → 0, the process
Gνζ
(√
ν
(
W. +
1√
ν
∫ .
0 hν(s)ds
))
converges in distribution to G0ξ
( ∫ .
0 h(s)ds
)
in X .
Proof. Step 1: Let us decompose uνhν = ζ +
∑4
i=1 Ji, where
J1 = −ν
∫ t
0
Auνhν (s)ds, J2 = −
∫ t
0
B(uνhν (s), u
ν
hν (s))ds,
J3 =
√
ν
∫ t
0
σν(s, u
ν
hν (s))dW (s), J4 =
∫ t
0
σν(s, u
ν
hν (s))hν(s)ds.
For ν ∈ (0, ν0] we have using Minkowski’s and Cauchy-Schwarz’s inequalities
‖J1‖2W 1,2(0,T ;H) = ν
∫ T
0
∣∣∣
∫ t
0
Auνhν (s)ds
∣∣∣2
H
dt+ ν
∫ T
0
|Auνhν (t)|2Hdt
≤ C(T, p)ν
∫ T
0
|Auνhν (s)|2Hds.
Hence, using the estimate (2.23), we get that for ν ∈ (0, ν0],
E‖J1‖2W 1,2(0,T ;H) ≤ C˜1(M,T, ν0)[1 + E‖ζ‖4]. (5.6)
Similarly, the upper estimate (2.23) implies that for all p ∈ [2,∞) and ν ∈ (0, ν0],
E‖J1‖pW 1,p(0,T ;V ′) ≤ νC(T )E
∫ T
0
‖Auνhν (s)‖pV ′ds
≤ νC(T )E
∫ T
0
‖uνhν (s)‖pds ≤ C(T, p, ν0)[1 + E‖ζ‖p]. (5.7)
Using again Minkowski’s and Ho¨lder’s inequalities and the estimate (6.8), we deduce that
for 4 ≤ p < q <∞ and ν ∈ (0, ν0],
‖J2‖pW 1,p(0,T ;H) ≤ C(T, p, ν0)
∫ T
0
‖uνhν (t)‖pH1,q‖uνhν (t)‖pdt.
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Thus Ho¨lder’s inequality with the conjugate exponents q/p and q/(q − p) and the upper
estimates (2.23) and (4.1) yield for ν ∈ (0, ν0]:
E‖J2‖pW 1,p(0,T ;H) ≤ C(T,M, p, q)[1 + E‖ζ‖pq/(q−p)]1−p/q [1 + E‖ζ‖
q
H1,q
]p/q. (5.8)
The Minkowski and Cauchy Schwarz inequalities and condition (C1) imply for ν ∈ (0, ν0]
‖J4‖2W 1,2(0,T ;H) ≤ C(T )
∫ T
0
‖σν(s, uνhν (s))‖2LQ |hν(s)|20ds
≤ C(T, ν0,M)
[
1 + sup
0≤t≤T
|uνhν (t)|2H
]
.
Thus the upper estimate (2.18) yields that for ν ∈ (0, ν0] one has:
E‖J4‖2W 1,2(0,T ;H) ≤ C(T,M)
[
1 + E|ζ|4H
]
. (5.9)
Furthermore, Ho¨lder’s inequality and (C1) imply that for ν ∈ (0, ν0] and p ∈ [4,∞):∫ T
0
|J4(t)|pHdt ≤M
p
2C
[
1 + sup
s≤T
|uνhν (s)|pH
]
.
Let α ∈ (0, 12 ); then using again Minkowski’s and Ho¨lder’s inequalities, condition (C1)
and Fubini’s theorem, we deduce that for ν ∈ (0, ν0]:∫ T
0
∫ T
0
|J4(t)− J4(s)|pH
(t− s)1+αp dsdt
≤ 2
∫ T
0
dt
∫ t
0
ds(t− s)−1−αp
∣∣∣
∫ t
s
|σν(r, uνhν (r))|LQ |hν(r)|0dr
∣∣∣p
≤ CM p2 [1 + sup
r≤T
|uνhν (r)|pH
] ∫ T
0
dt
∫ t
0
(t− s)−1+(1/2−α)pds.
The two above estimates and (2.18) imply that for α ∈ (0, 12), p ∈ [4,∞) and ν ∈ (0, ν0]:
E‖J4‖pWα,p(0,T ;H) ≤ C(p, α, T,M)
[
1 + E|ζ|pH
]
. (5.10)
The Burkholder-Davis-Gundy and Ho¨lder inequalities imply
E
∫ T
0
|J3(t)|pHdt ≤ Cpνp/2
∫ T
0
E
(∫ T
0
|σν(s, uνhν (s))|2LQds
)p/2
dt
≤ CpT p/2−1νp/2
∫ T
0
E|σν(s, uνhν (t))|pLQdt.
Let p ∈ [4,∞), α ∈ (0, 12 ) and for t ∈ [0, T ] set φ(t) :=
∫ t
0 |σν(s, uνhν (s))|2LQds; then the
Burkholder-Davis-Gundy and Ho¨lder inequalities imply
E
∫ T
0
∫ T
0
|J3(t)− J3(s)|pH
|t− s|1+pα dtds = ν
p/2
∫ T
0
dt
∫ T
0
ds
E| ∫ s∨ts∧t σν(r, uνhν (r))dW (r)|pH
|t− s|1+pα
≤ Cpνp/2
∫ T
0
∫ T
0
E
∣∣∣∣
∫ s∨t
s∧t
|σν(r, uνhν (r))|2LQdr
∣∣∣∣
p/2
|t− s|−(1+pα)dtds
≤ Cpνp/2E
∫ T
0
∫ T
0
|φ(t)− φ(s)|p/2|t− s|−(1+pα)dtds
≤ Cpνp/2E‖φ‖
p
2
W 2α,p/2(0,T ;R)
≤ Cpνp/2E‖φ‖
p
2
W 1,p/2(0,T ;R)
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≤ CpC(T )νp/2E
∫ T
0
|σν(s, uνhν (s))|pLQds.
Using the assumption (C1) and the two above upper estimates of J3, we deduce that
E‖J3‖pWα,p(0,T ;H) ≤ C(p, T )νp/2
[
1 + sup
0≤t≤T
E|uνhν (t)|pH
]
.
Finally, the upper estimate (2.18) yields for ν ∈ (0, ν0] and p ∈ [4,∞):
E‖J3‖pWα,p(0,T ;H) ≤ C(p, T )ν
p/2
0
[
1 + E|ζ|pH
]
. (5.11)
Collecting all the estimates (5.6)-(5.11) we deduce that for p ∈ [4,∞), α ∈ (0, 1/2), there
exists a positive constant C(p,M, T ) such that for any ν ∈ (0, ν0]
E‖uνhν‖2Wα,2(0,T ;H) + E‖uνhν‖pWα,p(0,T ;V ′) ≤ C(p,M, T ). (5.12)
Step 2: The upper estimates (2.23) and (5.12) show that the process (uνhν , ν ∈ (0, ν0])
is bounded in probability in
Wα,2(0, T ;H)
⋂
L2(0, T ;V )
⋂
Wα,p(0, T ;V ′).
Thanks to the compactness theorem given in [30], Chapter 1, Section 5. the space
Wα,2(0, T ;H)
⋂
L2(0, T ;V ) is compactly embedded in L2(0, T ;H). For pα > 1, thanks to
Theorem 2.2 given in [25] (see also [11] and the references therein), the spaceWα,p(0, T ;V ′)
is compactly embedded in C([0, T ];D(A−β)) with 2β > 1.
On the other hand, the family (hν) is included in AM . Set Fν(t) =
∫ t
0 hν(s)ds; since H0
is compactly embedded in H, we can again use the above compact embedding theorem
and deduce that W 1,2(0, T ;H0) is compactly embedded in C([0, T ];H). Furthermore, by
assumption hν → h in distribution in L2(0, T ;H0) endowed with the weak topology. This
yields that Fν → F in distribution in the weak topology of W 1,2(0, T ;H0), denoted by
W 1,2(0, T ;H0)w, where F (t) :=
∫ t
0 h(s)ds.
Hence, by the Prokhorov theorem, the family of distributions (L(hν , uνhν , ν ∈ (0, ν0]) of
the process (Fν , u
ν
hν
, ν ∈ (0, ν0]) is tight in
Z :=
[
W 1,2(0, T ;H0)w
⋂
C([0, T ],H)
]
×
[
L2(0, T ;H)
⋂
C([0, T ];D(A−β))
]
.
Let (νn, n ≥ 0) be a sequence in (0, ν0] such that νn → 0. Thus, we can extract a
subsequence, still denoted by (Fνn , u
νn
hνn
), that converges in distribution in Z to a pair
(F¯ , u¯) as n→∞. Note that by assumption, F¯ = F .
Step 3: By the Skorohod-Jakubowski Theorem, [26] Theorem 2, recalled in the Ap-
pendix (see also [9]), there exists a stochastic basis (Ω1,F1, (F1t ),P1) and on this basis, Z-
valued random variables (F 1 =
∫ .
0 h
1(s)ds, u1) and for n ≥ 0 (F νn,1 = ∫ .0 hνn,1(s)ds, uνn,1hνn,1),
such that the pairs (F 1, u1) and (F¯ , u¯) have the same distribution, for n ≥ 0 the pairs
(F νn,1, uνn,1
hνn,1
) and (Fνn , u
νn
hνn
) have the same distribution on Z, and as n→∞, (F νn,1, uνn,1
hνn,1
) −→
(F 1, u1) in Z P1 a.s To ease notations in the sequel, we will skip the upper index 1 and
the index n of the subsequence and still denote F 1,ν by Fν , h
1,ν by hν , u
1,ν
h1,ν
by uνhν , F
1
by F , h1 by h and u1 by u¯. Let again ζ denote the initial condition uν,1
h1,ν
(0).
Moreover, by (2.18), (2.23) and (4.1) we deduce the existence of constants Ci such that
for ν ∈ (0, ν0], α ∈ (0, 1/2)and q ∈ [2,∞):
E1
(
sup
0≤t≤T
|uνhν (t)|2H
)
≤ C1, E1
∫ T
0
‖uνhν (t)‖2dt ≤ C2, E1
(
sup
0≤t≤T
‖uνhν (t)‖qH1,q(D)
)
≤ C3.
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Therefore, we can extract a further subsequence which converges weakly to u¯ in L2(Ω1 ×
(0, T );V )
⋂
Lq(Ω1 × (0, T );H1,q) as n→∞. This implies that
u¯ ∈ L2(0, T ;V )
⋂
L∞
(
0, T ;H ∩H1,q) P1 − a.s. (5.13)
Step 4: (Identification of the limit.) We have to prove that the limit u¯ is solution of
the equation
du¯(t) +B(u¯(t), u¯(t)) dt = σ0(t, u¯(t))h(t) dt , u¯(0) = ζ. (5.14)
Let ϕ ∈ D(Aβ) with 2β > 1; then
(uνhν (t)− ζ, ϕ) +
∫ t
0
〈
B(u¯(s), u¯(s))− σ0(s, u¯(s))h(s), ϕ
〉
ds =
∑
1≤i≤6
Ii, (5.15)
where
I1 = −ν
∫ t
0
(
Auνhν (s), ϕ
)
ds, I2 =
√
ν
∫ t
0
(
σν(s, u
ν
hν (s))dW (s), ϕ
)
,
I3 = −
∫ t
0
[ 〈
B(uνhν (s)− u¯(s), uνhν (s)), ϕ
〉
+
〈
B(u¯(s), uνhν (s)− u¯(s)), ϕ
〉 ]
ds,
I4 =
∫ t
0
([
σν(s, u
ν
hν (s))− σ0(s, uνhν (s))
]
hν(s), ϕ
)
ds,
I5 =
∫ t
0
([
σ0(s, u
ν
hν (s))− σ0(s, u¯(s))
]
hν(s), ϕ
)
ds,
I6 =
∫ t
0
(σ0(s, u¯(s)) [hν(s)− h(s)] , ϕ) ds.
Since β ≥ 1/2 implies that Dom(Aβ) ⊂ V , using Cauchy-Schwarz’s inequality and (2.23),
we deduce for t ∈ [0, T ] and ν ∈ (0, ν0]:
E1|I1| ≤ νE1
∫ t
0
‖uνhν (s)‖‖ϕ‖ds ≤ ν
√
t‖ϕ‖
(
E1
∫ t
0
‖uνhν (s)‖2ds
)1/2
≤ νC(T,M)‖ϕ‖[1 + E‖ζ‖4]1/2. (5.16)
The Itoˆ isometry, the Cauchy-Schwarz’s inequality, condition (C1) and (2.18) yield
E1|I2| ≤
√
νE1
(∫ t
0
|σν(s, uνhν (s))|2LQ‖ϕ‖2
)1/2
≤ √ν‖ϕ‖C(T,M)[1 + E|ζ|4H]1/2. (5.17)
Using (2.8), the Cauchy-Schwarz inequality and (2.23) we get
E1|I3| ≤ CE
∫ t
0
‖uνhν (s)− u¯(s)‖H
(‖uνhν (s)‖H + ‖u¯(s)‖H) ‖ϕ‖ds
≤ C‖ϕ‖
(
E1
∫ t
0
‖uνhν (s)− u¯(s)‖2Hds
)1/2 (
E1
∫ t
0
[‖uνhν (s)‖2V + ‖u¯(s)‖2V ]ds
)1/2
≤ C(T,M)‖ϕ‖[1 + E‖ζ‖4]1/2
(
E1
∫ t
0
‖uνhν (s)− u¯(s)‖2Hds
)1/2
. (5.18)
Using assumption (C4), the Cauchy Schwarz inequality and (2.18) we obtain
E1|I4| ≤ E1
∫ t
0
∣∣σν(s, uνhν (s))− σ0(s, uνhν (s))∣∣L(H0,H)|hν(s)|0 |ϕ|Hds
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≤ |ϕ|H
√
MT
(
E1
∫ t
0
∣∣σν(s, uνhν (s))− σ0(, uνhν (s))∣∣2L(H0,H)ds
)1/2
≤ C(ν) |ϕ|H
√
MT
(
E1
∫ t
0
[
1 + |uνhν (s)|2H
]
ds
)1/2
≤ C(ν) |ϕ|H C(T,M)
[
1 + E1|ζ|2H
]1/2
. (5.19)
Condition (C1) and the Cauchy Schwarz inequality yield the existence of L¯1 > 0 such
that for ν ∈ (0, ν0]
E1|I5| ≤ E1
∫ t
0
∣∣σ0(s, uνhν )− σ0(s, u¯(s))∣∣L(H0,H) |hν(s)|0|ϕ|Hds
≤ |ϕ|H
√
MT
(
E1
∫ t
0
|σ0(s, uνhν (s))− σ0(s, u¯(s))|2LQds
)1/2
≤ |ϕ|H
√
MT
√
L¯1
(
E1
∫ t
0
|uνhν (s)− u¯(s)|2Hds
)1/2
. (5.20)
Finally, we have that
E1|I6| = E1
∣∣∣∣
∫ t
0
(
[hν(s)− h(s)] , σ∗0(s, u¯(s))ϕ
)
ds
∣∣∣∣ . (5.21)
Using the upper estimates (5.16), (5.17), (5.19) and (5.20) we deduce that E1|Ii| → 0
for i = 1, 2, 4 as n → ∞ and νn → 0. Furthermore, by construction, we have P1 a.s.
uνnhνn
− u¯ → 0 in L2(0, T ;H1,4) and hence in L2(0, T ;H) and in L2(0, T ;H) as n → 0.
Furthermore, the estimates (2.23), (3.3) prove that
∫ T
0 ‖uνhν (s) − u¯(s)‖2ds is bounded in
L2(P1) and hence is uniformly integrable. Therefore, the dominated convergence theorem
and (5.18) prove that E1|Ii| → 0 for i = 3, 5. Finally, condition (C1) shows that∫ T
0
|σ∗0(s, u¯(s))ϕ|20ds ≤ |ϕ|2H
∫ T
0
[
K¯0 + K¯1|u¯(s)|2H
]
ds
and by assumption, as n→∞, we have hνn −h→ 0 in L2(0, T ;H0) for the weak topology
P
1 a.s. Hence P1 a.s.,
∫ t
0 ([hνn(s)− h(s)] , σ∗0(s, u¯(s))ϕ) ds converges to 0 as n → ∞.
Furthermore, the upper estimate (3.3) proves that this family is bounded in L2(P1); using
once more the dominated convergence theorem, (5.21) proves that E1|I6| → 0 as n→∞.
Thus, (5.15) shows that as n→∞, for any t ∈ [0, T ] and ϕ ∈ D(Aβ) with β > 1/2:
E1
[
(uνnhνn (t), ϕ) −
∫ t
0
〈−B(u¯(s), u¯(s)) + σ0(s, u¯(s))h(s), ϕ〉ds
]
→ 0. (5.22)
On the other hand, by construction, since ϕ ∈ Dom(Aβ), we have P1 a.s.
sup
t∈[0,T ]
|(uνnhνn (t)− u¯(t), ϕ)| → 0 P
1 a.s. as ν → 0.
Using again (2.23), (3.3) and the dominated convergence theorem, we deduce that as
n→∞,
E1
(
sup
t∈[0,T ]
|(uνnhνn (t)− u¯(t), ϕ)|
)
→ 0. (5.23)
Since P1 a.s. u¯ ∈ C([0, T ],D(A−β)), this identity holds a.s. for all t ∈ [0, T ] and u¯ is a
solution to the inviscid evolution equation (3.1). Thus the uniqueness of the solution to
(3.1) proved in Theorem 3.2 implies that u¯ = u0h. Theorems 3.1 and 3.2 prove that u
0
h
belongs to C([0, T ];H) ∩ L∞(0, T ;V ∩H1,q). Hence, from any sequence νn → 0, one can
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extract a subsequence (νnk , k ≥ 0) such that u
νnk
hνnk
→ u0h in distribution in X . This implies
that the family uνhν converges to u
0
h in distribution in H, which concludes the proof. 
The following compactness result is the second ingredient which allows to transfer the
LDP from
√
νW to uν .
Proposition 5.4. Suppose that σ˜0 satisfies condition (C1Bis), (C2Bis) and (C3qBis)
for all q ∈ [2,+∞). Fix M > 0, ζ ∈ Y and let KM = {u0h : h ∈ SM}, where u0h is the
unique solution in X of the deterministic control equation (3.1). Then KM is a compact
subset of X .
Proof. To simplify the notation, we skip the superscript 0 which refers to the inviscid case.
By Theorems 3.1 and 3.2, KM ⊂ X . Let (un, n ≥ 1) be a sequence in KM , corresponding
to solutions of (3.1) with controls (hn, n ≥ 1) in SM :
dun(t) +B(un(t), un(t))dt = σ˜0(t, un(t))hn(t)dt, un(0) = ζ.
Since SM is a bounded closed subset of the Hilbert space L
2(0, T ;H0), it is weakly compact.
So there exists a subsequence of (hn), still denoted as (hn), which converges weakly to a
limit h ∈ L2(0, T ;H0). Note that in fact h ∈ SM as SM is closed.
We at first prove that (un) is bounded inW
1,2(0, T ;Lq)∩Wα,p(0, T ;Lq)∩L2(0, T ;H1,q)
for any p, q > 2 and α < 12 . Indeed, un(t) = ζ + J1(t) + J2(t), where
J1(t) = −
∫ t
0
B(un(s), un(s))ds, J2(t) =
∫ t
0
σ˜0(s, un(s))hn(s)ds.
Ho¨lder’s inequality, (6.8), and (3.10) yield
‖J1‖qW 1,q(0,T,Lq) ≤ C(T ) sup
t∈[0,T ]
‖un(t)‖2qH1,q ≤ q2qC(T,M)[1 + ‖ζ‖+ ‖curl ζ‖q]2q. (5.24)
Furthermore, Minkowski’s inequality, the Sobolev embedding theorem (see (6.1)), (6.3),
condition (C2Bis) and (3.3) yield
‖J2‖2W 1,2(0,T ;Lq) ≤ C(T, q)
∫ T
0
‖σ˜0(t, un(t))hn(t)‖2qdt ≤ C(T, q)
∫ T
0
‖σ˜0(t, un(t))hn(t)‖2dt
≤ C(T, q)
∫ T
0
|curl σ˜0(t, un(t))|2L(H0 ,H)|hn(t)|20dt ≤ C(T, q)M
[
K˜0 + K˜1 sup
t∈[0,T ]
‖u(t)‖2]
≤ C(T, q,M)[1 + ‖ζ‖2]. (5.25)
The Minkowski and Ho¨lder inequalities, the Sobolev embedding theorem, (6.3), conditions
(C1Bis), (C2Bis), (3.3) and (6.1) imply∫ T
0
‖J2(t)‖pqdt ≤
∫ T
0
∣∣∣
∫ t
0
‖σ˜0(s, un(s))hn(s)‖qds
∣∣∣pdt ≤ C(q)
∫ T
0
∣∣∣
∫ t
0
‖σ˜0(s, un(s))hn(s)‖ds
∣∣∣pdt
≤ C(q)(MT )p/2 sup
t∈[0,T ]
|σ˜0(t, un(t))|pL(H0 ,V ) ≤ C(p, q, T,M)
[
1 + sup
t∈[0,T ]
‖u(t)‖p]
≤ C(p, q, T,M)[1 + ‖ζ‖p]. (5.26)
Finally, similar arguments imply that for α ∈ (0, 12), we have∫ T
0
∫ T
0
‖J2(t)− J2(s)‖pq
(t− s)1+αp dsdt
≤ 2C(q)
∫ T
0
dt
∫ t
0
ds(t− s)−1−αp
∣∣∣
∫ t
s
‖σ˜0(r, un(r))hn(r)‖ds
∣∣∣p
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≤ 2C(q)(TM) p2 C [1 + sup
r∈[0,T ]
‖un(r)‖p
] ∫ T
0
dt
∫ t
0
(t− s)−1+(1/2−α)pds
≤ C(q, T,M)[1 + ‖ζ‖p]. (5.27)
As in the proof of Proposition 5.3, Step 3, using [30] we deduce from the upper estimates
(5.24)-(5.27) that the sequence (un) is relatively compact in L
2(0, T ;H)∩C([0, T ],D(A−β ))
with 2β > 1. Hence there exists a subsequence, still denoted (un), which converges in
L2(0, T ;H) ∩ C([0, T ],D(A−β)) to some element u. It remains to check that u is the
solution to the evolution equation
du(t) +B(u(t), u(t))dt = σ˜0(t, u(t))h(t)dt, u(0) = ζ.
The proof, which is similar to that of Step 4 in Proposition 5.3 and easier, is briefly
sketched. Only (deterministic) terms similar to Ii for i = 3, 5 and 6 have to be dealt with.
As in the proof of Proposition 5.3, these terms are estimated replacing the upper estimate
(2.23) by (3.3). This concludes the proof of the Proposition. 
The proof of Theorem 5.2 is a straightforward consequence of Propositions 5.3 and 5.4,
as shown in [13].
6. Appendix
6.1. Properties of the bilinear operator. Let us at first recall the following classical
Sobolev embeddings which hold since D is a bounded domain of R2 which satisfies the
cone condition (see e.g. [1]):
‖u‖q ≤ C(q)‖u‖W 1,2 for u ∈W 1,2 and 1 ≤ q < +∞, (6.1)
W 2,1 ⊂ C0B(D), W 1,q ⊂ C0B(D) for q ∈ (2,∞). (6.2)
Furthermore, recall the following result proved in [27] (see also [11] and [40] for the way
the constant depends on q). Given q ∈ [2,∞) there exists a constant C such that for every
u ∈ H1,q one has:
‖∇u‖q ≤ Cq‖curl u‖q for q ∈ [2,∞). (6.3)
Furthermore, given q ∈ [2,∞) and r > 0, the operator B has a unique extension to a
continuous bilinear operator from H1,q × H1,q to H−r,q and the following estimates are
satisfied for some constant C and all u, v ∈ H1,q resp. ϕ,ψ ∈ D(A):
‖B(u, v)‖H−r,q ≤ C ‖u‖H1,q ‖v‖H1,q , (6.4)
〈B(u, v) , v〉 = 0, (6.5)
〈curl B(ϕ,ϕ), ψ〉 = 〈ϕ · ∇(curl ϕ), ψ〉 = 〈B(ϕ, curl ϕ), ψ〉, (6.6)
〈curl B(u, v) , curl v|curl v|q−2〉 = 0 for all u, v ∈ H2,q
⋂
D(A). (6.7)
Finally, if q > 2, there exists a constant C > 0 such that for all u, v ∈ H1,q
|B(u, v)|H ≤ C ‖u‖H1,q ‖v‖H1,2 and ‖B(u, v)‖q ≤ C ‖u‖H1,q ‖v‖H1,q . (6.8)
6.2. Radonifying operators and stochastic calculus in W k,q spaces. In this section,
we recall the basic definitions and results of stochastic calculus on non Hilbert Sobolev
spaces used in this paper. Their proofs can be found in references [10], [11], [21], [36] and
[37].
Let E be a Banach space, such as the Sobolev spaces W k,q for k ≥ 0 and q ∈ [1,∞), and
let H0 be a Hilbert space. The following notion extends that of Hilbert Schmidt operator
from H0 to E when E is not a Hilbert space. Let (ek) denote an orthonormal basis of
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H0 and (βk) be a sequence of independent standard Gaussian random variables on some
probability space (Ω˜, F˜ , P˜ ).
Definition 6.1. A linear operator K : H0 → E is Radonifying if the series
∑
k βkKek
converges in L2(Ω˜ E). Let R(H0, E) denote the set of Radonifying operators, and given
K ∈ R(H0, E), set
‖K‖R(H0,E) =
(
E˜
∣∣∣∑
k
βkKek
∣∣∣2
E
) 1
2
. (6.9)
Then (R(H0, E), ‖K‖R(H0 ,E)) is a separable Banach space and ‖K‖R(H0,E) does not
depend on the choice of (ek) and (βk).
We now suppose that H0 is the RKHS of the H-valued Wiener process (W (t), t ≥ 0)
and fix some orthonormal basis (ek) of H0. Simple R(H0, E)- valued processes σ on [0, T ]
are defined as follows. Given integers m,n ≥ 1, 0 ≤ t1 < t2 < · · · < tm+1 ≤ T , and(
σj ∈ L2(Ω,Ftj ;R(H0, E)), j = 0, · · · ,m
)
set
σ(t, ω) :=
∑
0≤j≤m
σj(ω)1(tj ,tj+1](t).
For such a simple process σ, and t ∈ (0, T ), set∫ t
0
σ(s)dWs :=
∑
0≤j≤m
σj(ω)Q
1
2
(
W (tj+1 ∧ t)−W (tj ∧ t)
)
.
The extension of stochastic integrals to predictable square integrable processes cannot be
done for any Banach space E . Fix k ∈ [0,∞) and q ∈ [2,∞) and let E = W k,q (with
the convention Lq = W 0,q). The stochastic integral can be extended uniquely as a linear
bounded operator from the set of predictable processes in L2(0, T ;R(H0,H
k,q)) to the set
of (Ft) adapted random variables in L2(Ω,Hk,q). Moreover, the following Burkholder-
Davies-Gundy inequality holds (see e.g. [37], section 5): For any p ∈ [1,∞), there exists
a constant Cp > 0 such that for any predictable process σ ∈ L2(0, T ;R(H0,Hk,q)),
E
(
sup
0≤t≤T
∣∣∣
∫ t
0
σ(s)dWs
∣∣∣p
Hk,q
)
≤ Cp E
(∫ T
0
‖σ(s)‖2R(H0 ,Hk,q) ds
) p
2
(6.10)
Finally, given 2 ≤ q ≤ p < ∞, some predictable processes σ ∈ L2(0, T ;R(H0,H0,q)) and
f ∈ L1(0, T ;H0,q), we state a particular case of the Itoˆ formula applied to the function
Ψq,p(.) = ‖.‖pq on H0,q and the H0,q-valued process (Zt, t ∈ [0, T ]) defined by
Z(t) = Z(0) +
∫ t
0
σ(s)dW (s) +
∫ t
0
f(s)ds.
With the above notations, if 〈F,G〉 denotes the duality between F ∈ Lq and G ∈ Lq∗ with
q∗ = qq−1 , we have:
‖Z(t)‖pq = ‖Z(0)‖pq + p
∫ t
0
‖Z(s)‖p−qq 〈|Z(s)|q−2Z(s) , f(s)〉ds
+ p
∫ t
0
‖Z(s)‖p−qq 〈|Z(s)|q−2Z(s) , σ(s)dW (s)〉 +
1
2
∫ t
0
trσ(s)Ψ
′′
q,p(Z(s))ds, (6.11)
and for every u ∈ H0,q,
0 ≤ trσ(s)Ψ′′q,p(u) ≤ p(p− 1) ‖u‖p−2q ‖σ(s)‖2R(H0 ,H0,q). (6.12)
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6.3. Nemytski operators. In this section we will show that assumptions (C1) – (C3qBis)
are satisfied by Nemytski operators.
Definition 6.2. Let q ∈ [2,∞). A mapping g : [0, T ]×D×R2 −→ R2 belongs to the class
U(D, q) if and only if g(t, x, y) = g1(t, x) + g2(t, x, y), t ∈ [0, T ], x ∈ D, y ∈ R2, where:
(1) g1 and g2 are measurable, and for any t ∈ [0, T ], g1(t, ·) ∈ H1,2∩H1,q and g2(t, ·, ·)
is differentiable,
(2) there are a constant c > 0 and φ ∈ L2(D) ∩ Lq(D) such that all t ∈ [0, T ], and
x ∈ D, y ∈ R2,
|g1(t, ·)|H1,2 + |g1(t, ·)|H1,q ≤ c,
|g2(t, x, y)| +
∑
i=1,2
|∂xig2(t, x, y)| ≤ c(φ(x) + |y|),
∑
i=1,2
|∂yig2(t, x, y)| ≤ c.
We say that g : [0, T ] ×D × R2 −→ R2 belongs to the class U(D,∞) if and only if it is
differentiable with respect to the second and third variables, and there is a constant c > 0
such that for all t ∈ [0, T ], x ∈ D, y ∈ R2:
|g(t, x, y)| +
∑
i=1,2
|∂xig(t, x, y)| +
∑
i=1,2
|∂yig(t, x, y)| ≤ c.
Let gi, i = 1, · · · ,m and g˜ be in U(D, q) and define the Nemytski operators
σ˜(t, u)(x) = g˜(t, x, u(x)), and σ(t, u)ψ(x) =
∑
1≤i≤m
gi(t, x, u(x))ψi(x), (6.13)
where ψi ∈ H0, i = 1, · · · ,m. These operators satisfy the assumptions (C3q) and
(C3qBis) (see e.g. [11]). The condition U(D,∞) obviously implies U(D, q) for every
q ∈ [2,∞). Therefore, if the coefficients g˜ and gi belong to the class U(D,∞), then σ and
σ˜ satisfy the conditions (C1), (C1Bis), (C2), (C2Bis), (C3q) and (C3qBis) for all
q ∈ [2,∞).
6.4. The Skorohod-Jakubowski representation theorem. Let Z be a topological
space such that there exists a sequence (fj) of continuous functions fj : Z → [−1, 1] that
separate points of Z.
The following result is proved in [26], Theorem 2.
Theorem 6.3. Let (Pj , j ∈ N) be a tight sequence of Borel probability measures on Z.
Then there exist a subsequence (jk) and Borel measurable maps θk : [0, 1] → Z, k ≥ 1
such that for each k ≥ 1, Pjk is equal to the law of θk and for every s ∈ [0, 1], θk(s) →
θ(s) in Z as k →∞.
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