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Re´sume´ – La se´paration de sources pour des me´langes sous-de´termine´s et/ou convolutifs est un proble`me difficile pour lequel de nombreux
algorithmes ont e´te´ propose´s. Afin d’e´tudier leur performance, nous de´finissons des estimateurs oracles permettant de calculer la performance
maximale the´orique de diffe´rentes classe d’algorithmes de se´paration dans un cadre d’e´valuation ou` les sources de re´fe´rence sont disponibles.
Nous imple´mentons ces estimateurs pour deux classes (les algorithmes de se´paration par filtrage stationnaire et ceux proce´dant par masquage
temps-fre´quence) et nous e´tudions leur performance sur quelques exemples de me´langes audio.
Abstract – Source separation of under-determined and/or convolutive mixtures is a difficult problem that has been addressed by many algo-
rithms. In order to study their performance, we define oracle estimators that compute the maximal theoretical performance achievable for various
classes of algorithms in an evaluation framework where the reference sources are available. We implement these estimators for two classes
(stationary filtering separation algorithms and time-frequency masking separation algorithms) and we study their performance on a few audio
mixture examples.
1 Introduction
La majorit·e des signaux audio, vid·eo et biom·edicaux sont
des m·elanges de plusieurs sources actives simultan·ement,
acquis directement ou par m·elange synth·etique de signaux
sources. En toute g·en·eralit·e, l’op·eration de m·elange est une
transformation non lin·eaire et non stationnaire des signaux
sources. Cependant, la plupart des m·elanges sont mod·elisables
par un ltrage lin·eaire stationnaire. Le ieme canal du m·elange
observ·e s’exprime alors sous la forme xi =
∑
j aij ? sj ,
ou (sj) sont les signaux sources, (aij) les ltres de m·elange
et ? repr·esente la convolution. Le m·elange est dit instantan·e
lorsque les ltres de m·elange sont de simples gains et convolu-
tif dans le cas contraire. Il est aussi dit sur-d·etermin·e lorsque le
nombre de canaux observ·es est sup·erieur au nombre de sources
et sous-d·etermin·e sinon. L’·etude des signaux m·elang·es souleve
le probleme de la s·eparation de sources, qui consiste a estimer
le signal de chaque source avec la meilleure qualit·e possible
(i.e. sans interf·erences provenant des autres sources ni distor-
tion suppl·ementaire).
De nombreux algorithmes ont ·et·e propos·es pour r·esoudre
ce probleme. Les m·elanges sur-d·etermin·es instantan·es ou
convolutifs sont g·en·eralement s·epar·es par convolution des ca-
naux de m·elange par des ltres de d·emixage stationnaires
a r·eponse impulsionnelle nie [1]. L’Analyse en Compo-
santes Ind·ependantes (ACI) estime ces ltres de d·emixage en
mod·elisant les sources par des processus i.i.d. non gaussiens
[2, 1] ou des processus gaussiens de variance non stationnaire
[3] ind·ependants. D’autres m·ethodes utilisent des modeles de
sources plus complexes sp·eciques a un type de sources donn·e
[4, 5]. La s·eparation de m·elanges sous-d·etermin·es est plus sou-
vent effectu·ee par masquage binaire temps-fr·equence [6] ou par
ltrage de Wiener adaptatif [7]. Les masques temps-fr·equence
sont alors estim·es en fonction de la diff·erence d’intensit·e [6]
et de phase [8] entre les canaux du m·elange observ·e en chaque
point temps-fr·equence, ou bien a l’aide de m·ethodes plus com-
plexes prenant en compte la structure du spectre de puissance a
court terme des sources [9, 7, 10].
La performance de ces diverses m·ethodes d·epend beaucoup
du type de m·elange rencontr·e, voire des propri·et·es des sources
et des ltres de m·elange dans le m·elange particulier ·etudi·e.
Par exemple la performance de l’ACI sur des m·elanges sur-
d·etermin·es convolutifs chute g·en·eralement lorsque la taille des
ltres de m·elange d·epasse quelques centaines d’·echantillons.
Trois raisons sont en mesure d’expliquer cette baisse de per-
formance. Premierement, l’algorithme utilis·e pour estimer les
ltres de d·emixage peut ·echouer a trouver les ltres opti-
maux en pratique (problemes de maxima locaux par exemple).
Deuxiemement, les ltres de d·emixage optimaux en terme
de performance peuvent ne pas correspondre aux ltres op-
timaux estim·es en fonction du modele de sources de l’ACI.
Troisiemement, les contraintes impos·ees par le choix de la
m·ethode de s·eparation (par exemple la relativement faible taille
des ltres de s·eparation) peuvent limiter dans l’absolu la per-
formance optimale possible. Pour am·eliorer les algorithmes
d’ACI existants, il est indispensable de comprendre laquelle
de ces raisons est pr·epond·erante. En effet, un tel diagnos-
tic permettrait de savoir s’il faut prioritairement construire de
meilleurs algorithmes d’optimisation, de meilleurs modeles de
sources, ou modier l’hypothese de s·eparation par ltrage sta-
tionnaire. Le meme type de raisonnement s’applique aux autres
m·ethodes de s·eparation.
Dans cet article, nous apportons une r·eponse partielle a cette
question en construisant des estimateurs oracles des sources,
c’est-a-dire des estimateurs id·eaux au sein d’une classe d’esti-
mateurs possibles. Ces estimateurs ne peuvent par nature etre
utilis·es que dans un contexte d’·evaluation ou les sources de
r·ef·erence sont disponibles. L’·etude de la performance des es-
timateurs oracles permet de pr·edire l’ad·equation d’une classe
d’algorithmes de s·eparation a un m·elange donn·e, ainsi que de
situer les performances d’un algorithme donn·e par rapport a
l’optimum possible dans la classe dont il fait partie. On aboutit
ainsi ·egalement a une sorte d’indice mesurant la difcult·e de
s·eparation d’un m·elange.
La structure de l’article est la suivante. Nous d·enissons
les estimateurs oracles dans la partie 2. Puis dans la partie 3
nous proposons des algorithmes pour calculer les oracles de
s·eparation par ltrage stationnaire et par masquage temps-
fr·equence. Enn nous ·etudions leur performance sur des
exemples audio dans la partie 4.
2 De´finition d’un estimateur oracle
Supposons que nous disposons des canaux d’un m·elange ob-
serv·e (xi)1≤i≤I et de la jieme source de r·ef·erence sj . Les
nombreuses m·ethodes de s·eparation de sources cit·ees dans la
partie 1 se ramenent a deux classes g·en·erales : ltrage sta-
tionnaire et masquage temps-fr·equence. Au sein d’une classe
donn·ee, tous les algorithmes estiment la jieme source sous la
forme
ŝj = fθj (x1, . . . , xI), (1)
ou θj repr·esente les parametres de s·eparation permettant de cal-
culer la source s·epar·ee en fonction des canaux observ·es, i.e.
les coefcients des ltres de d·emixage ou des masques temps-
fr·equence utilis·es. La diff·erence entre les algorithmes tient a
la fac‚on dont ces parametres sont estim·es a partir des donn·ees
observ·ees x1, . . . , xI .
Puisque la source de r·ef·erence est suppos·ee connue, il est
possible d’·evaluer la performance de s·eparation en mesurant
la qualit·e de la source estim·ee a l’aide d’une mesure q(ŝj , sj).
L’estimateur oracle de la jieme source est alors la fonction qui
calcule la meilleure estimation de la source parmi un ensemble
de parametres de s·eparation possibles Θ :
s˜j(Θ) = arg max
θj∈Θ
q(fθj (x1, . . . , xI), sj). (2)
L’ensemble Θ xe des contraintes sur les parametres de
s·eparation, comme la taille des ltres de d·emixage ou la lar-
geur des trames utilis·ees pour le masquage temps-fr·equence.
L’·etude de l’oracle consiste a calculer sa performance
q˜(Θ) = q(s˜j(Θ), sj) = max
θj∈Θ
q(fθj (x1, . . . , xI), sj) (3)
en fonction du m·elange observ·e et des contraintes pos·ees.
Notons que le calcul de l’oracle ne n·ecessite pas de connatre
toutes les donn·ees du probleme, mais seulement les donn·ees
a estimer (dans ce cas la jieme source de r·ef·erence mais pas
les autres sources ni les ltres de m·elange). Il est possible de
d·enir de la meme fac‚on des estimateurs oracles pour d’autres
quantit·es, par exemple pour l’image de la jieme source sur le
ieme capteur aij ? sj .
3 Calcul de l’estimateur
La premiere question qui se pose en pratique pour calculer
un estimateur oracle est de savoir comment mesurer la qualit·e
d’une source estim·ee. G·en·eralement les sources s·epar·ees sont
destin·ees a l’·ecoute et la quantit·e q(ŝj , sj) devrait donc etre
proportionnelle a la distortion auditive perc‚ue entre ŝj et sj
[11]. Cette quantit·e reste difcile a calculer actuellement, c’est
pourquoi nous utilisons par la suite un simple Rapport Signal-
a-Distortion (RSD) quadratique exprim·e en d·eciBels (dB) par








2 est l’·energie totale d’un signal a de
taille T . L’estimateur oracle de la jieme source est alors d·eni
par s˜j(Θ) = arg minθj∈Θ ‖fθj (x1, . . . , xI)− sj‖2.
3.1 Oracle de filtrage stationnaire
Dans le cas d’une s·eparation par des ltres de d·emixage sta-
tionnaires (causaux) (wij)1≤i≤I de taille L, l’estim·ee de la




τ=0 wij(τ)xi(t − τ). En
notant (xiτ )1≤i≤I, 0≤τ≤L−1 les versions retard·ees des canaux
observ·es d·enies par xiτ (t) = xi(t − τ) et en repr·esentant le
couple d’indices (i, τ) par un seul indice η variant entre 1 et





Le calcul des coefcients (wηj)1≤η≤D qui maximisent le RSD
est un probleme de moindre carr·es lin·eaire dont la solution est
donn·ee classiquement par les coefcients de la projection or-
thogonale de sj sur le sous-espace vectoriel engendr·e par les
signaux observ·es et leurs versions d·ecal·ees (xη)1≤η≤D. Plus
pr·ecis·ement, en notant par 〈a, b〉 =
∑T−1
t=0 a(t)b(t) le produit
scalaire de deux signaux a et b de taille T , le vecteur des coef-




ou G = [〈xη, xη′〉]1≤η≤D, 1≤η′≤D est la matrice de Gram des
canaux retard·es et d = [〈sj , xη〉]1≤η≤D.
3.2 Oracle de masquage temps-fre´quence
L’estimation d’une source (par exemple la jieme) par mas-
quage temps-fr·equence consiste a repr·esenter l’un des canaux
observ·es (par exemple le ieme) dans une base de signaux lo-
calis·es en temps-fr·equence, puis a multiplier chaque coef-
cient de la repr·esentation par un coefcient de masquage r·eel
compris entre 0 et 1, et enn a estimer la source d·esir·ee par
inversion de la repr·esentation au sens des moindres carr·es.
Dans la suite nous utilisons une base orthonormale de cosi-
nus locaux (MDCT), qui pr·esente l’avantage d’etre facilement
inversible. En appelant (φn)1≤n≤N les ·el·ements de la base
et (wnj)1≤n≤N les coefcients de masquage, l’estim·ee de la
jieme source vaut ŝj(t) =
∑N
n=1 wnj〈xi, φn〉φn(t). Puisque
la base est orthonormale, l’erreur quadratique sur la source es-





|wnj〈xi, φn〉 − 〈sj , φn〉|
2. (7)
Cette somme est minimale lorsque chacun de ses termes est mi-
nimal. En notant rnj = 〈sj , φn〉/〈xi, φn〉, le nieme coefcient




0 si rnj < 0,
rnj si 0 ≤ rnj ≤ 1,
1 si rnj > 1.
(8)
4 E´tude de performance
Nous ·etudions la performance des deux estimateurs oracles
d·evelopp·es sur quelques m·elanges audio musicaux en fonction
des contraintes pos·ees (taille des ltres de d·emixage ou taille
de fenetre de MDCT). Les m·elanges utilis·es ont ·et·e choisis
pour rendre compte de divers niveaux de difcult·e li·es soit a
la nature du m·elange (d·etermin·e ou sous-d·etermin·e, instantan·e
ou convolutif a ltres courts ou longs) soit a celle des sources
(ind·ependantes ou synchrones et en harmonie).
4.1 Donne´es expe´rimentales
Nous consid·erons deux ensembles de sources
·echantillonn·ees a 22050 Hz : d’une part un ensemble de
sources ind·ependantes provenant d’extraits solo de CD
diff·erents (un violon, un violoncelle, une clarinette), d’autre
part un ensemble de sources synchrones et en harmonie
synth·etis·ees a partir des pistes d’un meme chier MIDI 1 (un
violon, un alto, un violoncelle). Bien que le son des instru-
ments MIDI soit de pauvre qualit·e, le deuxieme ensemble est
beaucoup plus r·ealiste car les sources suivent les regles de
l’harmonie musicale.
Pour chaque ensemble de sources, nous effectuons cr·eons
deux s·eries de m·elanges st·er·eo. La premiere s·erie est compos·ee
de m·elanges d·etermin·es de deux sources (violon et violoncelle
pour l’ensemble de sources ind·ependantes, violon et alto pour
les sources MIDI synchrones). La seconde s·erie est compos·ee
de m·elanges sous-d·etermin·es des trois sources de l’ensemble
consid·er·e.
Dans chaque s·erie, trois m·elanges diff·erents de dur·ee ·egale
a 10 s sont engendr·es a partir de chaque ensemble de sources
par m·elange instantan·e, convolutif court et convolutif long. Les
m·elanges convolutifs longs sont effectu·es par convolution avec
des r·eponses impulsionnelles de salle enregistr·ees a l’IRCAM
(temps de r·everb·eration T60 ' 800 ms, soit environ 18000
·echantillons) et les m·elanges convolutifs courts par convolu-
tion avec ces memes r·eponses tronqu·ees a leurs 512 premiers
·echantillons.
4.2 Re´sultats
La plupart des algorithmes de s·eparation de sources a par-
tir de m·elanges convolutifs estiment plutot la contribution
de chaque source sur chaque capteur que les sources elles-
memes. An d’obtenir des bornes de performance pour ces
algorithmes, nous utilisons les estimateurs oracles de ltrage
stationnaire et de masquage temps-fr·equence pour estimer
l’image de chaque source sur le premier canal. Pour ce faire,
nous appliquons la formule (6) (respectivement (8)) avec d =
1Il s’agit du fichier Classical Music no 15 de la base de donne´es RWC [12].
[〈a1j ? sj , xη〉]1≤η≤D (resp. rnj = 〈a1j ? sj , φn〉/〈xi, φn〉), de
fac‚on a optimiser la mesure de qualit·e q(ŝj , a1j ? sj).
La performance de l’oracle, c’est-a-dire le RSD calcul·e sur
chaque source estim·ee puis moyenn·e entre les sources, est cal-
cul·ee pour diff·erentes tailles L des ltres de d·emixage (oracle
de ltrage stationnaire) et diff·erentes tailles L′ du support
des ·el·ements de la base MDCT (oracle de masquage temps-
fr·equence). Les r·esultats pour les m·elanges d·etermin·es sont
pr·esent·es dans le tableau 1, ceux pour les m·elanges sous-
d·etermin·es dans le tableau 2.
Sans surprise, nous constatons que la performance de tous
les oracles consid·er·es est syst·ematiquement meilleure sur les
m·elanges d·etermin·es que sur les m·elanges sous-d·etermin·es :
la diff·erence entre les meilleurs oracles est d’environ 4 dB
pour les m·elanges convolutifs longs, 15 dB pour les m·elanges
convolutifs courts, et la performance des meilleurs oracles est
parfaite pour les m·elanges instantan·es d·etermin·es.
De meme, les oracles ont toujours plus de difcult·e a
s·eparer des sources synchrones et en harmonie que des sources
ind·ependantes, la diff·erence de performance ·etant de l’ordre de
2 dB pour les ensembles de sources consid·er·es.
En g·en·eral, les m·elanges convolutifs sont plus difciles a
s·eparer que les m·elanges instantan·es, et ce d’autant plus que
les ltres de m·elange sont longs. La diff·erence de perfor-
mance entre les meilleurs oracles pour les m·elanges convolutifs
courts et longs est importante (de l’ordre de 20 dB) dans le cas
d·etermin·e avec des sources ind·ependantes, plus faible mais si-
gnicative (de l’ordre de 10 dB) dans le cas d·etermin·e avec des
sources synchrones, et n·egligeable dans le cas sous-d·etermin·e.
Globalement, les seules conditions dans lesquelles une
s·eparation de qualit·e semble r·ealisable avec les classes d’algo-
rithmes consid·er·es correspondent a des m·elanges d·etermin·es
ou les ltres de m·elange sont courts (ou bien instantan·es).
Dans ce cas la s·eparation par ltrage stationnaire peut fournir
de meilleurs r·esultats que le masquage temps-fr·equence. Dans
les autres cas, les facteurs de difcult·e semblent avoir un effet
cumulatif sur la d·egradation des performances des meilleurs
oracles, et le masquage temps-fr·equence id·eal est aussi bon ou
meilleur que le ltrage stationnaire id·eal.
5 Conclusion
Les estimateurs oracles propos·es dans cet article four-
nissent un cadre pour calculer les performances id·eales de
s·eparation r·ealisables en th·eorie avec diff·erentes classes d’al-
gorithmes de s·eparation de sources. Ils sont disponibles, ac-
compagn·es d’exemples sonores, sous forme d’une bote a
outils MATLAB distribu·ee sous license GPL a l’adresse
http://www.irisa.fr/metiss/bss oracle/
En pratique, les algorithmes ne peuvent approcher ces per-
formances que si les modeles de sources sont pertinents, les
estimateurs (InfoMax, Maximum A Posteriori, ...) bien choisis
et les techniques num·eriques d’optimisation (descente de gra-
dient, ...) efcaces. D’apres les exp·eriences r·ealis·ees, le mas-
quage temps-fr·equence est potentiellement plus performant
que la s·eparation par ltrage stationnaire sur des m·elanges
r·ealistes qui sont souvent sous-d·etermin·es et convolutifs. Le
ltrage stationnaire, qui correspond aux m·ethodes les plus clas-
siques bas·ees sur l’ACI, n’est potentiellement le meilleur que
TAB. 1  Performance moyenne (RSD en dB) des estimateurs oracles sur des m·elanges st·er·eo d·etermin·es de deux sources.
Type d’oracle M·elange de sources ind·ependantes M·elange de sources synchrones
Instantan·e Convolutif court Convolutif long Instantan·e Convolutif court Convolutif long
Filtrage L = 128 +∞ 19 10 +∞ 15 7
Filtrage L = 512 +∞ 31 13 +∞ 25 10
Filtrage L = 2048 +∞ 42 15 +∞ 28 13
Masquage L′ = 128 12 12 13 10 10 10
Masquage L′ = 512 16 15 17 15 14 14
Masquage L′ = 2048 21 20 20 19 15 16
TAB. 2  Performance moyenne (RSD en dB) des estimateurs oracles sur des m·elanges st·er·eo sous-d·etermin·es de trois sources.
Type d’oracle M·elange de sources ind·ependantes M·elange de sources synchrones
Instantan·e Convolutif court Convolutif long Instantan·e Convolutif court Convolutif long
Filtrage L = 128 12 9 6 9 9 6
Filtrage L = 512 15 11 7 11 12 8
Filtrage L = 2048 16 13 9 12 13 10
Masquage L′ = 128 10 9 9 7 8 7
Masquage L′ = 512 15 12 13 10 10 10
Masquage L′ = 2048 19 16 17 12 11 12
dans les cas d·etermin·es instantan·es ou convolutifs courts.
La performance de s·eparation par ltrage stationnaire a d·eja
·et·e ·etudi·ee a l’aide d’un estimateur oracle supposant connus les
ltres de m·elange [13] sous l’hypothese que les sources sont
des bruits blancs ind·ependants. Cependant l’oracle que nous
proposons en supposant connues les sources met en ·evidence
un effet non n·egligeable de la nature des sources (selon qu’elles
sont ind·ependantes ou synchrones). Une comparaison pouss·ee
des deux approches est donc n·ecessaire, et il faut notamment
chercher dans les deux cas a mesurer et pr·edire la d·egradation
de performance constat·ee pour des estimateurs r·eels proches de
l’estimateur oracle. Enn, nous r·e·echissons au calcul effec-
tif des oracles pour d’autres mesures de qualit·e rendant mieux
compte de la qualit·e perc‚ue des r·esultats.
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