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Abstract
This paper introduces link functions for transforming one probability distribution to an-
other such that the Kullback-Leibler and Re´nyi divergences between the two distributions are
symmetric. Two general classes of link models are proposed. The first model links two sur-
vival functions and is applicable to models such as the proportional odds and change point,
which are used in survival analysis and reliability modeling. A prototype application involving
the proportional odds model demonstrates advantages of symmetric divergence measures over
asymmetric measures for assessing the efficacy of features and for model averaging purposes.
The advantages include providing unique ranks for models and unique information weights for
model averaging with one-half as much computation requirement of asymmetric divergences.
The second model links two cumulative probability distribution functions. This model produces
a generalized location model which are continuous counterparts of the binary probability models
such as probit and logit models. Examples include the generalized probit and logit models which
have appeared in the survival analysis literature, and a generalized Laplace model and a gener-
alized Student-t model, which are survival time models corresponding to the respective binary
probability models. Lastly, extensions to symmetric divergence between survival functions and
conditions for copula dependence information are presented.
Keywords: Feature evaluation; Kullback-Leibler; logit; model averaging; probit; proportional odds;
Re´nyi divergence.
1 Introduction
Within the context of feature evaluation and selection, an information divergence measure between
a candidate model that includes features and the null model provides a measure for evaluating the
usefulness of features. Unlike asymmetric divergence measures, a symmetric divergence measure
results in a unique set of ranks for candidate models. The set of divergences of candidate models
from the null model provides weights for model averaging purposes according to the size of the
divergence. A symmetric divergence measure provides a unique set of information weights which
are data driven and, in turn, related to the Bayes factor (Kullback, 1959, p.5). The use of such
divergence measures can be particularly useful when dealing with a large number of features and
when selecting features for further study is of interest. It is also useful when different models with
multiple features need to be compared with each other and evaluated. A practical advantage of
symmetric divergence is that it reduces the computational burden by half, which can be substantial
when selecting features for model building or when pairwise comparisons between models with
subsets of features is under consideration.
This paper introduces broad families of probability models that provide symmetric information
divergences for evaluating subsets of features. These link models are applicable to continuous (Liu
et al., 2019) and censored survival outcomes (Spirko-Burns & Devarajan, 2020), examples of which
are abundant in the biomedical literature. These models also produce continuous versions of models
used for binary data (Mount et al., 2014; Nikooienejad et al., 2016) and ordinal data (Zhang et al.,
2018).
Families of probability models are defined according to link functions of form Pj(x) = G(Pk(x)),
where G(x) = P (X ≤ x) is a cumulative distribution function (CDF) with a continuous probability
density function (PDF) g and P represents either a survival function S(x) = P (X > x) or a
CDF F (x) = P (X ≤ x) with PDF f . The subscripts k and j stand for the dependency of
the distributional parameters to different subsets of features, θj = θ(Vj) and θk = θ(Vk), where
Vj ⊆ {z1, . . . , zp}.
The Kullback-Leibler (KL) information divergence between two PDFs is defined by
Kjk = K(fj : fk) =
∫
fj(x) log
fj(x)
fk(x)
dx ≥ 0,
where the inequality becomes equality if and only if fk(x) = fj(x) almost everywhere, provided
that fj is absolutely continuous with respect to fk; throughout this paper we assume that the two
PDFs are absolutely continuous with respect to each other.
The KL divergence possesses some desirable properties and is used in various fields. Despite
its theoretical appeals, what becomes a nuisance in its applications is the lack of symmetry in its
arguments. The lack of symmetry may be of no concern or even desirable in situations where a
natural or an ideal reference is at hand. But for applications to some important models, such as
the widely used proportional hazards model in survival analysis, the order of the arguments in
K(fj : fk) can yield substantially different values. For some other models, only one of the KL
divergences between the two distributions involved may be available in closed form. For example,
it is shown by Spirko (2017) that one of the KL measures of the model proposed by Yang and
Prentice (2005) has a closed form but the other can be calculated only in terms of infinite series.
Historically, the lack of symmetry has been dealt with by using Jeffreys divergence defined by
Jjk = J(fj , fk) = Kjk +Kkj.
Lin (1991) introduced the Jensen-Shannon divergence for the mixture of a set of N distributions
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defined as follows:
JS(fm;w) =
N∑
j=1
wjK(fj : fm), fm(x) =
N∑
j=1
wjfj(x), wj > 0,
N∑
j=1
wj = 1.
This measure is symmetric for equal weights wj = 1/N, j = 1, . . . , N . Bernardo and Rueda (2002)
defined the intrinsic information as min{Kjk,Kkj} for developing reference prior distributions.
Seghouane and Amari (2007) developed AIC-type criteria via symmetrizing the KL divergence by
the arithmetic, geometric, and harmonic means of Kjk and Kkj.
The desire for a symmetric information divergence between two PDFs, without a need to sym-
metrizing, has led to the use of Re´nyi information divergence defined by
Kq(fj : fk) =


1
q−1 log
∫
f qj (x)f
1−q
k (x)dx, q > 0, q 6= 1,
K(fj : fk), q = 1,
whereK(fj : fk) = limq↑1Kq(fj, fk). In general, only the case of K1/2 is symmetric, which has been
attractive for applications. Hirschberg et al. (1991) and Granger et al. (2004) used a normalized
index defined by 1 − exp[−K1/2(f : fjfk)], where f is a bivariate PDF, and fj, fk are marginal
PDFs of F for measuring dependence between two random variables associated with marginal
PDFs. These authors argued in favor of K1/2(f : f1f2) vis a´ vis the mutual information between
two random variables, K(f : fjfk), which is widely used in many fields.
More recently, Nielsen (2019) extended the idea of symmetry of KL divergence in the normal
family with a common variance, fj = N(µj, σ
2), and gave a condition for symmetry of KL diver-
gence for the location-scale family with a common scale. Our proposed link functions provide broad
families of probability models, including the location-scale family, where KL and Re´nyi divergences
are symmetric.
In Section 2 we present two link functions. Subsection 2.1 presents a survival link model,
Sj(x) = G(Sk(x)), where G is a CDF with a PDF g(u) > 0 on the unit interval. We give necessary
and sufficient conditions for symmetry of KL and Re´nyi divergences between the two correspond-
ing PDFs in the link model. Important cases of these survival link models are the proportional
odds models (Marshall & Olkin, 1997) and a class of change point models. The CDF of logis-
tic distribution is a PO model which was explicated by Doksum & Gasko (1990) in terms of the
survival model that corresponds to binary logistic regression. PO models are useful for ordinal re-
gression and classification problems with applications in preference learning, information retrieval,
biomedicine, weather prediction and economics (Perez-Ortiz et al., 2013; 2019). Change-point
models have applications in many of the areas mentioned above involving longitudinal data; in
particular, for data generated by sensors such as in geology where data streams occur over depths.
Eruhimov et al. (2007) outline an approach that transforms the change-point problem into one of
supervised feature selection. It is also worth noting that survival models, and methods for survival
3
and competing risks analysis in general, have found non-standard applications in propagation and
diffusion of contagions such as information, behaviors, ideas and diseases as well as in information
retrieval (Gomez-Rodriguez et al., 2013; Wu et al., 2018; Yin et al., 2013).
Subsection 2.2 presents the generalized location link model (GLL),G−1(Fj(x)) = θ+G
−1(Fk(x)),
where G is a CDF with a PDF g(y) > 0 on the real line. We give necessary and sufficient conditions
for symmetry of KL and Re´nyi divergences between the two corresponding PDFs in the link model.
The GLL model with symmetric divergences includes the generalized probit model (Bagdonavi-
cius & Nikulin, 1997), which originally was explicated by Doksum & Gasko (1990) in terms of
the survival model that corresponds to binary probit regression. Probit regression is used in com-
puter vision, cancer genomics, natural language processing, social science, marketing, education
and computational sustainability (Zheng & Liu, 2012; Chen et al., 2018). Other examples of GLL
include logistic, Laplace, and Student-t CDFs which correspond to respective binary regression
models. These models have symmetric PDFs; however, an example is constructed to show that the
PDF symmetry is sufficient but not necessary for the symmetry of divergence measures. Location
models such as the generalized Laplace and Student-t can be useful for anomaly detection due to
their heavier tails. The binary regression of these models combined with methods for sparse, deep
and multi-task learning, have been found particularly useful in applications where interactions of
multiple entities or multi-task learning is of interest (Chen et al., 2018; Chang et al., 2019; Vargas
et al., 2019; Wang & Zhu, 2019). The GLL provides models for applications where the distribution
of a continuous random variable is of interest rather than a binary variable.
Section 3 illustrates important consequences of using symmetric divergence for data analysis
using a prototype application involving the PO model. In particular, it presents model evaluation
and information model averaging that have distinct advantages when a symmetric divergence is
utilized. This section also gives a comparison between the symmetric divergence of the PO model
with the null model and the asymmetric divergences of the more widely used Cox proportional
hazards model in terms of feature effect.
Section 4 discusses two extensions pertaining to the transformations of the survival function.
The first extension pertains to survival function Sj scaled by its mean µj =
∫∞
0 Sj(x)dx < ∞.
This gives f ej (x) = Sj(x)/µj , x ≥ 0, which is the PDF of the equilibrium distribution (ED) of Sj .
The random variable associated with the ED, denoted as AX , is referred to as the asymptotic age
(Shaked and Shanthikumar 2007) due to the fact that Ej(AX) is the expected asymptotic age of the
renewal process at an age t (see Ross 1983). The ED plays an important role in renewal processes.
Our result for survival transformation is extended to the equilibrium distribution, where Sej (x) =
G(Sek(x)). This extension provides symmetric divergence measures in terms of the two scaled
survival functions, Sj and Sk. The second extension pertains to the symmetry of the dependence
information divergence. A result gives the necessary and sufficient condition for symmetry of the
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dependence information divergence in terms of copula.
2 Link models with symmetric divergence
We refer to a CDF G with a continuous PDF g as a link function when it is used to transform
a baseline survival function or a CDF to another survival function or CDF. This section provides
conditions for the symmetry of the KL and Re´nyi divergences between the PDF of the baseline
model f1 and the PDF of the transformed model f2.
2.1 Survival link models
The following proposition gives a necessary and sufficient condition for the symmetry of the KL
divergences for a transformation of the survival function.
Proposition 1 Let S1(x) = G(S2(x)), where G is a continuous CDF with PDF g(u) on the unit
interval. Then Kq(f1, f2) = Kq(f2, f1) if and only if Kq(g : g
∗) = Kq(g
∗ : g) for all q > 0, where
g∗ is the uniform PDF on [0, 1].
The Shannon entropy of a continuous distribution with PDF g is defined by
H(g) = −
∫
g(u) log g(u)du,
provided that the integral converges. Noting thatK(g : g∗) = −H(g) andK(g∗ : g) = −E∗[log g(U)],
where E∗ denotes the expectation with respect to the uniform PDF g∗, we have the following equiv-
alent condition in terms of the entropy: K(f1 : f2) = K(f2 : f1) if and only if H(g) = E
∗[log g(U)].
However, for the Re´nyi divergence, the entropy representation is only defined for q ≤ 1 (see Ap-
pendix).
A family of survival transformation models studied by Marshall & Olkin (1997) is
G(x) =
αS2(x)
1− α¯S2(x)
, α > 0; −∞ < x <∞, (1)
where α¯ = 1−α and α > 0 is free from x and called the tilt parameter. The baseline and transformed
distributions are proportional odds (PO), defined by ψ1(x) = αψ2(x), where ψi(x) =
Fi(x)
Si(x)
, i = 1, 2.
Corollary 1 For the PO family (1), S1(x) = G(S2(x)) where the CDF G is the PO model (1),
Then the condition of Proposition 1 is satisfied and
Kq(g : g
∗) = Kq(g
∗ : g) =
1
q − 1
log
αq − α1−q
(α− 1)(2q − 1)
, q > 0, q 6= 1/2.
The log term converges as q → 1/2.
The following example gives a application of Corollary 1.
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Example 1 Let X1, . . . ,XN be independent and identically distributed with survival function S2
where N is a random variable independent of Xi’s with the geometric distribution
pn = p(1− p)
n−1, n = 1, 2, . . . ; 0 < p < 1.
Then the distributions of extrema X1:N = min(X1, . . . ,XN ) and XN :N = max(X1, . . . ,XN ) are in
the PO family G in (1) with parameters α = p and α = 1/p, respectively (Marshall & Olkin, 1997).
Thus, Kq(f, fmin) = Kq(fmin, f) and Kq(f, fmax) = Kq(fmax, f) for all q > 0, where fmin and fmax
are PDFs of X1:N and XN :N , respectively. An example of geometric extreme stable distribution is
the logistic distribution. If S2(x) = (1 + e
λx)−1, x ∈ ℜ, λ > 0, then the PO link gives
S1(x) =
1
1 + eη+λx
, x ∈ ℜ, η = − log α, α, λ > 0.
Applications of Proposition 1 are not limited to the PO models. The following example illus-
trates this fact.
Example 2 Let u = S(x) and G be the CDF of the following piecewise uniform family:
G(u) =
(1− p)u
p
δ(0 ≤ u ≤ p) +
[
1− p+
p(u− p)
1− p
]
δ(p ≤ u ≤ 1), 0 ≤ u ≤ 1; 0 < p < 1, (2)
where δ(A) is the indicator function of set A. Then for any baseline survival function the PDF
of S2(x) = G(S1(x)) satisfies the condition of Proposition 1. Clearly, G is not in the PO family
but satisfies Proposition 1. Like the PO model, link function (2) generates piecewise parametric
distributions. For example consider the exponential model S2(x) = e
−λx, x ≥ 0. Using this in (2)
gives the following piecewise exponential survival function:
S1(x) =
[
1− p+
p
1− p
(
e−λx − p
)]
δ (0 ≤ x ≤ xp) +
1− p
p
e−λxδ (x ≥ xp) , 0 < p < 1,
where xp = −λ
−1 log p is the change point.
2.2 Generalized location link models
The location-scale family is defined by PDFs, fi(x) = σ
−1
i f((x− µi)/σi), i = 1, 2, where f is in the
same family as fi with location zero and scale one. The entropy is location-invariant implying that
in a location-scale family, K(f1 : f2) = K(f2 : f1) if and only if
E1[log f2(X)]− E2[log f1(X)] = log
σ1
σ2
,
where Ei denotes the expectation with respect to fi. A condition given by Nielsen (2019) for
the symmetry of the KL divergence for the location-scale family with a common scale σ can be
represented as follows:
Ef [log f(X +m)] = Ef [log f(X −m)], (3)
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where m = (µ1 − µ2)/σ. Clearly, this condition is satisfied by symmetric location families with
location c and a common scale. However, this condition may not hold for an asymmetric location
family with a common scale. The following example illustrates this fact.
Example 3 Consider the family of Gumbel (generalized extreme value distribution Type-I) dis-
tributions with PDFs
fµ(x) = e
−[(x−µ)+e−(x−µ)].
Using Ef (X) = µ+ γ and the moment generating function of the family, Ef (e
tX ) = Γ(1− t)eµt, we
find that (3) holds for the root of em − e−m − 2m = 0. However, the only solution of this equation
is m = 0.
The generalized location random variables associated by Fi, i = 1, 2, is defined by
G−1[F1(x)] = G
−1[F2(x)] + θ, −∞ < x <∞, (4)
where G is a continuous CDF with support ℜ. Well-known examples of generalized location models
are the generalized probit and generalized logit.
Let Yi = G
−1[Fi(X)], i = 1, 2, and Y1 =st Y2 + θ, where “=st” denotes the stochastic equality.
Denote the distribution of Y1 and Y2+θ by G1 and G2, respectively. These distributions are related
as G1(y) = G2(y+ θ) and define a location family with location parameters related by θ2 = θ1+ θ.
In the generalized location model (4) the CDF G transforms F2(x) to F2(x) as follows:
F1(x) = G[G
−1(F2(x)) + θ], −∞ < x <∞. (5)
The following proposition gives conditions for KL and Re´nyi divergence symmetry of (5).
Proposition 2 Let g be the PDF of the link G in (5). Then:
(a) K(f1 : f2) = K(f2 : f1) if and only if Eg[log g(X + θ)] = Eg[log g(X − θ)], where Eg denotes
the expectation with respect to g.
(b) Kq(f1 : f2) = Kq(f2 : f1) if and only if Kq(g(x) : g(x+θ)) = Kq(g(x) : g(x−θ)) for all q > 0.
Clearly, the PDF of the symmetric location families satisfies the conditions of Proposition 2.
The following example illustrates applications of Proposition 2 in survival analysis.
Example 4 The generalized location model relates the effects of a vector of features z on a
probability distribution of the time t to an event additively as follows:
G−1(F (t | z)) = G−1(F0(t)) + β
′z, (6)
(a) The generalized probit model is given by the standard normal CDF G(y) = Φ(y) in (6).
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(b) The generalized logit model is given by the logistic CDF G(y) = (1 + e−y)−1 in (6).
(c) The Student-t and Laplace distributions are scale mixtures of normal distribution and enable
capturing observations far from the center. The generalized Student-t and generalized Laplace
location models are given by using the respective CDFs for G in (6).
The symmetry of the location family is not necessary for the conditions of Proposition 2. The
following example illustrates this fact.
Example 5 Let
g(x) = a1δ(−θ/2 ≤ x < 0)) + a2δ(0 ≤ x < θ/2) + bkδ(kθ/2 < |x| < (2k + 1)θ/2),
where ai > 0, i = 1, 2 and 0 < bk ≤ 1, k = 1, 2, . . . are such that
0 <
1
θ
−
a1 + a2
2
= 2
∞∑
k=1
bk <∞.
The distribution is asymmetric when a1 6= a2, but g(x) satisfies the condition of Proposition 2.
This is seen by noting that for −θ/2 < x < θ/2, g(x + θ) = g(x − θ) and for the symmetric parts
of g(x), g(x + θ) − g(x − θ) = g(x − θ) − g(x + θ). For example, let bk = n
−(k−1), n > 1. Then,
θ ∈ (0, 1) and ai > 0, i = 1, 2 can be chosen such that
a1 + a2
2
=
1
θ
−
2n
n− 1
.
Figure 1 shows plots of g(x) for n = 2, θ = 0.16, a1 = 2 and a2 = 2.5.
3 Model evaluation and averaging
In preceding sections we provided several application examples for the survival transformation and
generalized location models. In this section, we illustrate applications to feature evaluation.
In applications the tilt parameter of the PO model α and the location parameter of the gen-
eralized location model θ are modeled in terms of a set of features {z1, . . . , zp}. The feature
selection for prediction involves evaluating information values of subsets of features. For the PO
model α = exp(β′z) and for the generalized location model θ = β′z. Let Vj ⊆ {z1, . . . , zp}, j =
0, 1, . . . , N ≤ 2p−1, where V0 = ∅, and βj denote the vector of respective feature coefficients. Each
Vj provides a model Mj . Pairs of models can be compared by
Kjk = Kq(Mj :Mk), k 6= j, j = 1, . . . , N.
The divergence with the null model M0, Kj0, provides a measure for evaluating usefulness of
features for prediction. A symmetric divergence, where Kjk = Kkj, has important consequences
for applications.
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Figure 1: Plots of asymmetric piecewise uniform PDF g(x) for θ = 0.16, a1 = 2, a2 = 2.5, and
bk = 2
−(k−1).
(a) A symmetric divergence requires N/2 pairwise comparisons.
(b) Divergence measures can be used for ranking models. With an asymmetric divergence, the
ranks of Kjk can be different from the ranks of Kkj. A symmetric divergence provides a
unique set of ranks.
(c) The set of divergences with the null provides the following weights for model averaging pur-
poses:
wj =
Ki0∑J
j=1Kj0
. (7)
This is the information weighting scheme, in that subsets are given weights according to the
expected information they provide against the null; i.e., the expected logarithm of Bayes
factor (Kullback, 1959, p.5). The symmetry of the KL divergence for models implies that the
expected logarithm of Bayes factor can also be symmetric. With an asymmetric divergence,
the weights given by Kjk can be different from the weights given by Kkj. A symmetric
divergence provides a unique set of weights, hence unique consequent model averaging results
by the information weighting scheme.
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The information weights (7) provide the following average predictive model
Sm(x) =
J∑
j=1
wiSj0(x). (8)
Symmetry of divergence is not closed under mixing. Also divergence measures involving a mixture
are not readily available. The informativeness of the mixture model relative to a reference model
with PDF fr can be assessed by the following inequality:
K(fm : fr) ≤
N∑
j=1
wjKjr; (9)
this inequality is given in Kullback (1959, p. 23). For example, fr can be the null model or a model
whose parameter is given by the average of regression parameters:
βr =
J∑
j=1
wjβj . (10)
The Jensen Shannon divergence of the mixture gives the average of divergences between all
pairs of constituents of the mixture model. This measure is bound as follows:
JS(fm;w) =
N∑
j=1
wjKjm ≤ min {B(w, Jkj),H(w)} , (11)
where H(w) = −
∑J
j=1wj logwj is the entropy of the weight distribution,
B(w, Jkj) =
N∑
j<k
wjwkJjk,
and Jjk is the Jeffreys divergence; the inequality in terms of H(w) is shown in Wang and Madiman
(2014) and in terms of B(w, Jkj) is given in Kullback (1959, p. 23) and is shown in Asadi et
al. (2016). The symmetry of divergence Kjk gives Jjk = 2Kjk and provides 50% reduction for
computing B(w, Jkj).
3.1 PO versus PH models
This section compares the PO model with a model where the divergence is not symmetric. The
hazard rate corresponding to a survival function Si is defined by ri(x) = fi(x)/Si(x). The propor-
tional hazards (PH) model is defined by r1(x) = pir2(x), pi > 0 and represented as S1(x) = S
pi
2 (x).
Unlike the PO model, the PH family does not satisfy Proposition 1 for q 6= 1/2. The PO model is
an alternative to the more widely used PH model in survival analysis where the effects of features
z is also captured by pi = exp(β′z) (Cox, 1972). But unlike the PO model, the PH family does not
satisfy Proposition 1 for q 6= 1/2. For PH models
K(fpi : f0) = e
−β′z + β′z − 1, pi 6= 1,
K(f0 : fpi) = e
β′z − β′z − 1, pi 6= 1,
10
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Figure 2: Effects of features β′z on the KL divergence between two proportional odds models
(PO-K) and between two proportional hazards models (PH-K1=K(fpi : f), PH-K2=K(f : fpi)).
where f0(x) = fpi=1(x) = fβ=0(x), x ∈ ℜ
p.
Figure 2 compares the KL divergence K(fα, f0) for the PO model with tilt parameter α =
exp(β′z), where f0(x) = fα=1(x) = fβ=0(x), x ∈ ℜ
p and the two KL divergences for the PH
models. These plots are visualizations in terms of β′z and illustrate some interesting features of
these measures. The plot for the PO model shows that the KL is symmetric about β′z = 0, which
indicates no effect of the feature. The plots for the PH model show symmetry between the two
KL divergences: (fα : f1) for β
′z < (>) 0 is equal to the K(f1 : fpi) for β
′z > (<) 0. The plots
show that the two KL divergences for the PH model are substantially different when the effects of
features are strongly positive or negative. Also, the KL measure for the PO model is dominated
by both KL measures for the PH model.
3.2 A prototype application
Data is from the Mayo Clinic trial in primary biliary cirrhosis (PBC) of the liver conducted between
1974 and 1984. It is a publicly available data set in R, which contains 418 observations in its original
form. It contains information on survival time (which is the observed or censored survival time) and
status (which indicates if the observation has been censored). Following Martinussen and Scheike
(2006) we use the following five features and log-transformations for albumin, bili and protime
Age (z1), Edema (z2), logAlbumin (z3), logBili (z4) and logProtime (z5). Subjects that received
transplants were removed and 393 cases are used in our analysis. We evaluate PO models based on
all combinations of features at the median point continuous features for patients with and without
presence of Edema:
z′ = (51.92, 0, 1.26, 0.26, 2.36), z′ = (51.92, 1, 1.26, 0.26, 2.36).
The PO model (1) assumes that the effect of features proportionately increases or decreases the
odds of failure of an item or recurrence at time z. Consider the PO models S1 = G(S0(x)) with
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a baseline model S0 and tilt parameter α = exp(β
′z). It is shown by Spirko-Burns and Devarajan
(2020) that the KL divergence between the PO models fα = fα6=1 and the null model is symmetric:
K(fα : f0) = K(f0 : fα) =
eβ
′z + 1
eβ′z − 1
β′z − 2, α 6= 1, (12)
where f0(x) = fα=1(x) = fβ=0(x), x ∈ ℜ
p. Corollary 1 extends this result to the Re´nyi divergence.
Let Mj be the PO model Sj0(x) = Gj(S0(x)), where S0 = Sα=1 = Sβ=0. Then Kj0 is given
by the KL between the PDFs of Sj0 and S0. We obtain the KL divergence between a PO model
Mj , with respect to a reference PO model Mr with Sr0(x) = Gr(S0(x)). Taking the reference PO
model for the base we have, Sjr(x) = Gj(Sr0(x)) and the tilt parameter αjr is found in terms of
αj0 and αr0 as follows:
Fr0(x)
Sr0(x)
≡
F (x|αr0)
S(x|αr0)
=
1
αr0
F0(x)
S0(x)
,
Fjr(x)
Sjr(x)
≡
1
αjr
Fr0(x)
Sr0(x)
=
1
αjrαr0
F0(x)
S0(x)
=
1
αj0
F0(x)
S0(x)
.
This gives αjr = αj0/αr0. The KL between the PDFs of two PO models Sir and Sr0 is
Kjr = K(fjr : fr0) =
αj0 + αr0
αj0 − αr0
log
αj0
αr0
− 2
=
eβ
′
j
z + eβ
′
rz
eβ
′
j
z − eβ′rz
(β′jz − β
′
rz)− 2. (13)
Table 1 presents the information analysis for all subsets Vj, j = 1, . . . , 31. For each prediction
point, the table gives βˆ′jz and the divergences between the implied PO model and null model, Kj0.
Ranks for the models are also shown in the table. The last two rows of the table pertain to the PO
model fr with αr given by the average regression parameter (10) by the information weights (7).
In this case, the tilt parameter of Sr0 is the geometric mean αr0 =
∏J
j=1 αj0. The table gives the
divergence between fr and the null model when Edema is absent and present. The last row gives
the average Kj0. This measure is the bound (9) for divergence between the average PO model fm
(mixture) and fr. In both cases the bound is substantial.
The following points are noteworthy.
(a) For both prediction points the most informative single feature model is V5 = {z5} followed
by V3 = {z3} with a huge information difference, which is followed by V1 = {z1} with a
substantial lower information. However, V9 = {z1, z3}, is the most informative subset. The
most informative subsets of size three and four contain V9. About half of the subsets are
more informative than full model that contains all features.
(b) For both prediction points the PO models with parameters estimated by the average regression
are more informative than the full model. For the prediction point in the case when Edema is
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Table 1: Information analysis of all subsets of five features of PBC data.
Edema absent, z2 = 0 Edema present, z2 = 1
j Covariates βˆ′jz Kj0 Rank βˆ
′
jz Kj0 Rank
1 z1 2.305 0.816 25 28
2 z2 0.000 0.000 31 3.170 1.448 24
3 z3 −8.753 6.756 14 15
4 z4 0.354 0.021 29 31
5 z5 22.263 20.263 2 2
6 z1, z2 1.739 0.480 27 4.679 2.767 21
7 z1, z3 −6.464 4.484 18 18
8 z1, z4 3.890 2.053 23 23
9 z1, z5 23.896 21.896 1 1
10 z2, z3 −6.824 4.838 16 22
11 z2, z4 0.323 0.017 30 2.660 1.060 26
12 z2, z5 16.904 14.904 4 19.388 17.388 4
13 z3, z4 −5.913 3.945 19 19
14 z3, z5 12.128 10.128 8 11
15 z4, z5 13.701 11.701 7 8
16 z1, z2, z3 −5.100 3.162 21 −2.903 1.240 25
17 z1, z2, z4 3.288 1.543 24 5.224 3.281 20
18 z1, z2, z5 18.358 16.358 3 20.642 18.642 3
19 z1, z3, z4 −1.875 0.554 26 29
20 z1, z3, z5 13.734 11.734 6 6
21 z1, z4, z5 15.240 13.240 5 5
22 z2, z3, z4 −4.416 2.524 22 −2.593 1.013 27
23 z2, z3, z5 9.521 7.522 12 11.301 9.302 12
24 z2, z4, z5 10.165 8.166 11 12.289 10.289 10
25 z3, z4, z5 6.764 4.780 17 17
26 z1, z2, z3, z4 −1.073 0.188 28 0.448 0.033 30
27 z1, z2, z3, z5 10.981 8.981 10 12.611 10.611 9
28 z1, z2, z4, z5 11.961 9.961 9 13.724 11.724 7
29 z1, z3, z4, z5 9.067 7.069 13 13
30 z2, z3, z4, z5 5.428 3.476 20 7.047 5.059 16
31 z1, z2, z3, z4, z5 7.672 5.679 15 9.040 7.042 14
fr Average βr 12.286 10.286 13.376 11.376
Kmr Bound 11.977 12.005
not present, the PO model with parameters estimated by the average regression is also more
informative than the models with four features. For the case when Edema is present, the
PO model with parameters estimated by the average regression is almost equally informative
with most informative model with four features.
Figure 3 gives a visualization of the information measures of Table 1. The information measures
for each predictive point are ranked from the highest to the lowest, depicted by the height of the
bar. The bar label identifies the model Mj and the number of predictors in the model is shown
13
Kr0 = 10.286 Kr0 = 11.376
Figure 3: Ranked information divergences of PO models with the null model for two predictive
points; bar label identifies Mj and size is the number of predictors in the model; dotted lines show
the divergence between PO model with the average regression parameters and the null model.
Figure 4: Histograms of pairwise divergences Kij of all pairs of PO models for PBC data.
along with the rank on the horizontal axis. The dotted line shows the divergence between the PO
model with the average regression parameter βr and the null model.
Figure 4 shows histograms of divergences between all pairs of PO models at prediction points
where Edema is absent and present. Each panel represents the distribution of N(N − 1)/2 = 365
pairwise divergences. The dashed vertical lines are the minimum bound in (11) for the average
of Kjk’s given by H(w) for both cases; (B(w, Jij) = 7.985, 7.305 for divergences where Edema is
absent and present). In each case about 28% of the pairwise divergences are less than the bound.
4 Extensions of survival transformation
We provide two extensions of Corollary (1),
4.1 Equilibrium survival model
Consider the following survival transformation:
Se1(x) = G(S
e
2(x)) (14)
where Sei is the survival function associated with f
e
i and G is a continuous CDF with PDF g(u) on
the unit interval. For given S2, the derivative of transformation (14) identifies the parent survival
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function S1 as follows:
S1(x) =
µ1
µ2
S2(x)g(S
e
2(x)) =
S2(x)
g(1)
g(Se2(x)). (15)
Letting x → 0 gives µ1 = µ2/g(1). It is noteworthy to mention that in the case of S1(x) =
G(S2(x)), the relationship between the µ2 and µ1 can be very complicated; for example, see the
PO transformation of the Weibull model (Marshall and Olkin, 1997).
Example 6 Let S2(x) = e
−λx, x ≥ 0 and G be the PO model. Then Se2 is also exponential and
Se1(x) =
αe−λx
1− α¯e−λx
, x ≥ 0.
is the extended exponential model of Marshall and Olkin (1997). By (15), this is the survival
function of the ED of a new distribution with the following parent survival function:
S1(x) =
α2e−λx
(1− α¯e−λx)2
, x ≥ 0.
It is known that the inputs and outputs of the PO link model are ordered by α as follows: S2(x) ≤
(≥) S1(x) for α ≤ 1(≥ 1) for all x. It is easy to show that with the exponential model, S
e
2(x) ≤ (≥
) S2(x) for α ≤ 1(≥ 1).
Re´nyi information divergence between two scaled survival functions on support [0,∞) is
Kq(S1 : S2) =


1
q−1 log
∫∞
0 (S1(x)/µ1)
q(S2(x)/µ2)
1−qdx, q > 0, q 6= 1,
K(S1 : S2), q = 1,
(16)
where K(S1 : S2) = limq↑1Kq(S1 : S2) and
K(S1 : S2) =
1
µ1
∫ ∞
0
S1(x) log
S1(x)
S2(x)
dx− log
µ1
µ2
(17)
is the KL information divergence between two scaled survival functions. Kq(S1 : S2) ≥ 0, and the
inequality becomes equality if and only if S1(x) = S2(x) almost everywhere. The equality of the
two survival functions is seen by noting that K(f e1 : f
e
2 ) = 0 if and only if S1(x)/µ1 = S2(x)/µ2
almost everywhere and in particular, at the limit, x→ 0 gives µ1 = µ2.
Divergence (16) is in the same vein as the exponential survival entropy studied by Zografos and
Nadarajah (2005) defined for |X|; (Kq(S1 : S2) for distributions with support ℜ is defined in terms
of |X|). The measure (17) is a special case of a generalized divergence defined in Asadi et el. (2017)
in terms of the generalized logarithm. It is the divergence version of the ED entropy studied by
Asadi et el. (2014).
In light of the fact that
Kq(S1 : S2) = Kq(f
e
1 : f
e
2 ), (18)
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all properties of the KL and Re´nyi divergences between two PDFs holds for K(S1 : S2) and
Kq(S1 : S2). In particular, under (14),
K(S1 : S2) = K(f1 : f2) =
∫ 1
0
g(u) log g(u)du
K(S2 : S1) = K(f2 : f1) = −
∫ 1
0
log g(u)du.
Hence, the condition of Proposition 1 for symmetry of the divergences between f e1 and f
e
2 holds for
K(S1 : S2) under (14). Also other generalizations of KL divergence between two PDFs extends to
K(S1 : S2).
Remark 1 Another KL-type divergence between two survival functions has been defined in the
literature as follows:
Ks(S1 : S2) =
∫ ∞
0
S1(x) log
S1(x)
S2(x)
dx+ µ2 − µ1 ≥ 0.
This measure is known as the Cumulative Residual Kullback-Leibler information; see for example,
Baratpour and Habibi Rad (2012) and Park, et al. (2012). Unlike, K(S1 : S2), Re´nyi version of
Ks(S1 : S2) is not available and the condition of Proposition 1 does not hold for its symmetry
under transformation (14). For this model, Ks(S1 : S2) = Ks(S2 : S1) if and only if
K(g : g∗)− g(1)K(g∗ : g) = 2[1 − g(1)] + [1 + g(1)] log g(1),
where g∗ is the uniform PDF on [0, 1]. However, we have not been able to find a link function G
that satisfies this condition.
4.2 Dependence information divergence
Let f denotes the joint PDF of (X,Y ) with marginal PDFs fk, k = 1, 2. The dependence informa-
tion divergence is given by
Kq(f : f1f2) =


1
q−1 log
∫ ∫
f q(x, y)f1−q1 (x)f
1−q
2 dxdy, q > 0, q 6= 1,
K(f : f1f2), q = 1,
where K(f : f1f2) = limq↑1Kq(f : f1f2) is the widely used mutual information measure of depen-
dence between the two random variables.
The information divergence is invariant under one-to-one transformations of each variable. The
copula transformation of (X,Y ) is defined by U = F1(X), V = F2(Y ), and
C(u, v) = F (F−11 (u), F
−1
2 (v)).
Copula is a bivariate CDF on [0, 1] × [0, 1] with PDF c(u, v) and uniform marginal distributions.
The relationship between f(x, y) and the copula PDF is as follows:
f(x, y) = c(F1(x), F2(y))f1(x)f2(y), (19)
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where f1 and f2 denote the marginal densities of X and Y , respectively.
Kq(f : f1f2) =


Kq(c : c
∗), q > 0, q 6= 1,
K(c : c∗) = −H(c), q = 1,
where c∗(u, v) = 1 is the PDF of independent copula C(u, v) = uv. Using this property we obtain
the following corollary.
Corollary 2 Let F be a bivariate CDF with a joint PDF f , marginal PDFs fk, k = 1, 2, and copula
PDF c. Then the dependence information divergence of f is symmetric, Kq(f : f1f2) = Kq(f1f2 :
f), if and only if 

Kq(c : c
∗) = Kq(c
∗ : c), q > 0, q 6= 1,
H(c) = E∗[log c(U, V )], q = 1,
where E∗ denotes the expectation with respect to the PDF of independent copula c∗(u, v) = 1.
For well known copulas, such as Gaussian and Farlie-Gumbel-Morgenstern, the mutual infor-
mation K(f : f1f2) does not satisfy the symmetric condition of Corollary 2. Hence, the symmetric
Re´nyi case of K1/2(f : f1f2) remains the choice.
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Appendix
Proof of Proposition 1
Let u = F2(x), g be a PDF and g
∗ be the uniform PDF on [0, 1]. Then:
Kq(f1 : f2) = Kq(g : g
∗) =
1
q − 1
log
∫ 1
0
gq(u)du, q > 0, q 6= 1; (20)
= −H(g), q = 1.
Similarly,
Kq(f2 : f1) = Kq(g
∗ : g) =
1
q − 1
log
∫ 1
0
g1−q(u)du, q > 0, q 6= 1; (21)
= −
∫ 1
0
log g(u)du = E∗(log g(X)), q = 1.
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Re´nyi entropy of order q > 0 is defined by the negative of the integral in (20). The integral in (21)
is −qH1−q(g)/(q − 1) defined for q < 1.
Proof of Proposition 2
The PDFs in (5) are related as follows:
f1(x) = f2(x)
g(G−1(F2(x)) + θ)
g(G−1(F2(x))
.
(a) Letting u = F2(x) and v = G
−1(x) we obtain the following integrals:
K(f1 : f2) = −
∫ ∞
−∞
g(v) log g(v + θ)dv,
K(f2 : f1) = −
∫ ∞
−∞
g(v) log g(v − θ)dv.
(b) Similarly it can be shown that
∫ ∞
−∞
f q2 (x)f
1−q
1 (x)dx =
∫ ∞
−∞
g1−q(v + θ)gq(v)dv,
∫ ∞
−∞
f q2 (x)f
1−q
1 (x)dx =
∫ ∞
−∞
g1−q(v − θ)gq(v)dv.
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