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Abstract: We investigate a recent proposal for a distinguished vacuum state of a free
scalar quantum field in an arbitrarily curved spacetime, known as the Sorkin-Johnston (SJ)
vacuum, by applying it to de Sitter space. We derive the associated two-point functions
on both the global and Poincare´ (cosmological) patches in general d + 1 dimensions. In
all cases where it is defined, the SJ vacuum belongs to the family of de Sitter invariant
α-vacua. We obtain different states depending on the spacetime dimension, mass of the
scalar field, and whether the state is evaluated on the global or Poincare´ patch. We find
that the SJ vacuum agrees with the Euclidean/Bunch-Davies state for heavy (“principal
series”) fields on the global patch in even spacetime dimensions. We also compute the SJ
vacuum on a causal set corresponding to a causal diamond in 1 + 1 dimensional de Sitter
space. Our simulations show that the mean of the SJ two-point function on the causal set
agrees well with its expected continuum counterpart.
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1 Introduction
“Quantum field theory (QFT) in curved spacetime” is primarily a framework for studying
the effect of spacetime geometry on quantum fields. It is expected to provide an adequate
description of nature in situations where quantum gravity effects can be ignored, such as
the post-Planckian early universe. Predictions made within this framework have led to
profound insights into the interplay between matter and spacetime geometry, such as the
emission of thermal radiation by black holes [1], the Unruh effect [2–4], and the generation
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of Gaussian-distributed and nearly scale-invariant random perturbations in the theory of
inflation [5].
In each of these applications, physical predictions rely heavily on the choice of a “vac-
uum” or some reasonable reference state for the quantum field. It is well known, however,
that the unique Poincare´-invariant vacuum of flat space does not admit an obvious gener-
alization to arbitrarily curved backgrounds. A notable exception is if the spacetime admits
a timelike Killing vector ∂t, for which a natural choice of vacuum is the ground state of the
Hamiltonian on t = const. hypersurfaces. For non-stationary spacetimes, however, even a
large symmetry-group does not always guarantee a unique vacuum state without further
input, as exemplified by the one-parameter family of α-vacua in de-Sitter space [6]. Since
particle states are excitations built upon the vacuum, this issue calls into question the very
notion of particles.
One perspective on this issue is that the particle interpretation need not be at the
heart of quantum field theory, but rather an emergent feature in suitable situations. This
view is realized in the framework of “algebraic quantum field theory”, where the notion
of a preferred state is replaced by a distinguished class of states, the so-called Hadamard
states, supplemented by an assumption about a short-distance asymptotic expansion for
products of quantum fields (see e.g. [7]). In our view, seeking a natural construction of
quantum states in curved spacetime can only be fruitful, whether or not it is logically
necessary for quantum field theory as such. As argued in [8], for instance, one can hope to
find “natural” states for the early universe, which in turn may provide some hints into the
era of quantum gravity.
A proposal has recently been made for the “ground state of a spacetime region”,
which defines in a covariant way a unique state for a free quantum field in a globally
hyperbolic region of an arbitrarily curved spacetime. The proposal grew out of efforts to
formulate quantum field theory on causal sets [9, 10], but its formulation extends naturally
to continuum spacetimes. This extension was carried out and outlined in [8], and put on
a more rigorous algebraic footing in [11]. We shall refer to the formalism as the Sorkin-
Johnston (SJ) formalism, and to the state that it defines as the SJ vacuum.
In this paper, we apply the SJ formalism to a free massive scalar field in de Sitter space,
which is a particularly interesting setting for various reasons. Firstly, it has been shown that
the SJ vacuum agrees with the ground state of the Hamiltonian in static spacetimes [8, 12].
Because de Sitter space and its half spaces are not static (or stationary), computing the
SJ vacuum thereon is not merely another “consistency check”. Secondly, as demonstrated
in [8], the SJ formalism is sensitive to the global structure of spacetime. By evaluating it
on the the full de Sitter hyperboloid as well as its Poincare´ half space, we can investigate
further its nonlocal nature. Thirdly, the SJ vacuum is, strictly speaking, only defined on
bounded regions of spacetime. One strategy to find the SJ vacuum on an unbounded region
is to first compute it for a bounded globally hyperbolic subregion, and then to take the
appropriate limits to recover the entire spacetime. In the case of de Sitter space, we will see
that this procedure gives meaningful answers in most circumstances, but that it also fails
in some cases. Fourthly, it is worth investigating whether, or in which circumstances, the
SJ vacuum obeys the so-called Hadamard condition. An explicit calculation in [11] shows
– 2 –
Patch Spacetime Dimension SJ state for m ≥m∗ SJ state for m < m∗
Global
even Euclidean α-vacuum (3.25)
odd in = out α-vacuum (3.26)
Poincare´
even out not defined
odd in = out not defined
Table 1: The Sorkin-Johnston vacuum in the global and Poincare´ patches of de Sitter
space. Depending on the mass m of the field, the SJ vacuum corresponds to different
α-vacua (the Euclidean, in- and out- vacua are all special cases of α-vacua and in odd
spacetime dimensions the in- and out-vacua coincide). The critical mass that marks these
transitions is m∗ = D−12` , where D is the spacetime dimension and ` is the de Sitter radius.
that the SJ vacuum is not always Hadamard. We find that for certain ranges of the scalar
field mass and values of spacetime dimension, the SJ vacuum on de Sitter space is also not
Hadamard. Finally, de Sitter space is appropriate for studying potential phenomenological
applications of the SJ vacuum to cosmology.
The construction of the SJ vacuum on causal sets is of interest for two reasons. On
the one hand, causal sets may be simply regarded as Lorentz-invariant (“random lattice”)
discretizations of spacetime that provide a natural ultra-violet cut-off for calculations in
the continuum. In this context, the SJ formalism on a causal set may serve as a simple
computational procedure for calculating the two-point function of a free scalar field in
an arbitratily curved spacetime, where the continuum calculations become cumbersome.
An alternative point of view, held by some researchers in quantum gravity, is that the
causal set itself is the discrete physical substratum underlying continuum spacetime. In
this context, the formulation of quantum field theory on causal sets is an important step
towards potential phenomenological predictions of the theory. In continuum de Sitter
space, a “natural” class of states can be found, so an important question is whether the
SJ vacuum on the causal set agrees with one of these continuum states in the appropriate
“continuum limit”. In order to address this question, we determine the SJ vacuum on a
causal set that is the discrete version of a causal diamond in 1 + 1 dimensional de Sitter
space. We find evidence that the mean of the discrete SJ two-point function agrees well
with its expected continuum counterpart.
Before delving into technicalities, let us state our results for the SJ state in the con-
tinuum (see Table 1 for a summary). In the cases where the prescription gives well-defined
results, the SJ vacuum always corresponds to one of the de Sitter-invariant α-vacua. Fur-
thermore, we find that the SJ vacuum depends on (i) whether the mass of the field is
above or below the critical value m∗ = D−12` (where ` is the de Sitter radius and D is the
spacetime dimension), (ii) whether it is evaluated on the complete de Sitter manifold or
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its Poincare´ half-space, and (iii) whether the spacetime dimension is even or odd.1 For
a field of mass m ≥ m∗ in even spacetime dimensions, the SJ state corresponds to the
Euclidean vacuum on the global patch and to the out-vacuum on the Poincare´ patch. For
m < m∗ on the Poincare´ patch, as well as for a discrete set of mass values below m∗ on the
global patch, the SJ prescription cannot be applied to the entire spacetime, but only to a
bounded globally hyperbolic subregion of it. Table 1 shows a summary of these results.
2 Background and the SJ vacuum
2.1 Quantum Field Theory in curved spacetime
We briefly review the quantum theory of a free real scalar field φ(x) in a D = d + 1
dimensional globally hyperbolic spacetime (M, gµν).
2 Such a spacetime admits a foliation
by Cauchy surfaces Σt labelled by a time coordinate t. The classical equations of motion
of the field are given by the Klein-Gordon (KG) equation
(−m2)φ(x) = 0, (2.1)
where  = 1√−g∂µ (
√−ggµν∂ν) is the Laplace-Beltrami operator and g is the determinant
of the metric. The advanced and retarded Green functions GR,A(x, y) associated with (2.1)
are solutions to
(−m2)GR,A(x, y) = 1√−g δ
(D)(x− y), (2.2)
where by definition GR(x, y) = 0 unless x  y (meaning that x is inside or on the future
light cone of y) and GA(x, y) = 0 unless y  x. These solutions are unique when (M, gµν)
is globally hyperbolic [14]. Let us also define the Klein-Gordon inner product (· , ·) on pairs
of complex solutions to (2.1):
(f, g) := i
∫
Σt
(
fnµ∇µg − gnµ∇µf
)
dΣt, (2.3)
where bar denotes complex conjugation, Σt is an arbitrary Cauchy surface in M , n
µ is the
future-directed unit normal to Σt, and dΣt is the induced volume element on Σt. (This is a
well-defined inner product because it is independent of t for solutions of the Klein-Gordon
equation.)
To quantize the theory, we promote φ(x) to an operator (we omit hats on operators) on
a Hilbert space H. As well as satisfying the KG equation, we impose on φ(x) the canonical
commutation relations
[φ(x), φ(y)] = i∆(x, y), (2.4)
where ∆(x, y) is the Pauli-Jordan function, defined as the difference between the retarded
and advanced Green functions:
∆(x, y) := GR(x, y)−GA(x, y). (2.5)
1The critical mass m∗ separates the so-called principal (m ≥ m∗) and complementary (m < m∗) series
of de Sitter representations [13].
2We use a −+ ++ signature and natural units: ~ = c = 1.
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This is the so-called Peierls form [15] of the commutation relations, which is entirely equiv-
alent to (but more explicitly covariant than) the more commonly seen equal-time commu-
tation relations. We expand φ(x) in terms of a set of complex solutions {uk} of the KG
equation
φ(x) =
∑
k
uk(x)ak + uk(x)a
†
k, (2.6)
where ak and a
†
k are the annihilation and creation operators associated with the set {uk}.
They satisfy the usual commutation relations
[ak, a
†
k′ ] = δkk′ , [ak, ak′ ] = [a
†
k, a
†
k′ ] = 0. (2.7)
The so-called modefunctions {uk} should be orthornormal with respect to the Klein-Gordon
inner product:
(uk, uq) = −(uk, uq) = δkq, (uk, uq) = 0. (2.8)
The vacuum state |0〉 associated with this expansion is defined by the condition that
ak|0〉 = 0 ∀ k. We will refer to the state |0〉 defined in this manner as the “vacuum
associated with the modes {uk}”.
As is well-known, this construction is not unique. A different set of modes {u′k} defined
by a so-called Bogoliubov transformation of the modes uk,
u′k(x) =
∑
q
Akquq(x) +Bkquq(x), (2.9)
define a different representation
φ(x) =
∑
k
u′k(x)a
′
k + u
′
k(x)a
′
k
†
(2.10)
which is also consistent with the commutation relations (2.4) so long as∑
k
AakBbk −BakAbk = 0∑
k
AakAbk −BakBbk = δab.
(2.11)
The vacuum state |0′〉 associated with these modes, i.e. the state defined by a′k|0′〉 = 0 ∀ k,
is different from |0〉 unless Bkq = 0 ∀ k,q, since otherwise a′k|0〉 6= 0.
The Wightman (two-point) function of the field in the state |0〉 is defined as
W0(x, y) := 〈0|φ(x)φ(y)|0〉. (2.12)
When |0〉 is a Gaussian state, knowledge of this function fully specifies the quantum theory,
since Wick’s theorem then guarantees that all field correlators reduce to polynomials in
W0(x, y). We will assume that |0〉 is Gaussian, since we are dealing with a non-interacting
field. Using the definition of the commutation relations and the Wightman function, it
follows that
W0(x, y) =
1
2
H0(x, y) +
i
2
∆(x, y), (2.13)
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where we have defined the Hadamard function or anticommutator
H0(x, y) := 2Re [W0(x, y)] = 〈0|{φ(x), φ(y)}|0〉. (2.14)
We see that the choice of a ground state |0〉 specifies the function H0(x, y), which in turn
fully encodes the state, since any state consistent with the canonical commutation relations
will have the same Pauli-Jordan function.
2.2 The SJ vacuum
The SJ formalism defines a unique “ground state” on any bounded globally hyperbolic
D = d+ 1 dimensional region (M, gµν) of spacetime, by identifying the two-point function
WSJ(x, y) with the “positive part” of i∆(x, y). Let us explain what is meant by this.
3
The kernel i∆(x, y) is both antisymmetric i∆(y, x) = −i∆(x, y), and hermitian i∆(y, x) =
i∆(x, y). This is the case because ∆(x, y) is real and in any globally hyperbolic spacetime
GA(x, y) = GR(y, x). Informally, if we think of i∆(x, y) as a hermitian and antisymmetric
matrix [i∆]xy, its nonzero eigenvalues are all real and appear in pairs with equal magnitude
but opposite signs. The SJ prescription then amounts to throwing away the negative
eigenvalues and defining [WSJ ]xy as the positive part of [i∆]xy.
With the general idea in mind, let us state the SJ prescription more carefully. Consider
the space L2(M) of all square-integrable functions on M with the usual inner product
〈f, g〉 :=
∫
M
f(x)g(x)
√−gdDx (2.15)
for f, g ∈ L2(M). We define the Pauli-Jordan operator as the integral operator whose
kernel is i times the Pauli-Jordan function ∆(x, y):
(i∆f)(x) =
∫
M
i∆(x, y)f(y)
√
−g(y)d4y. (2.16)
Then, i∆ defines a self-adjoint operator on L2(M), meaning that 〈i∆f, g〉 = 〈f, i∆g〉. 4
The spectral theorem then guarantees that i∆ has a set of real eigenvalues {λa}, as well
as a complete orthonormal set of eigenvectors {ua(x)} which satisfy [16]
i∆ua = λaua, λa ∈ R. (2.17)
Since ∆(x, y) is a real function, it follows that
i∆ua = λaua(x) =⇒ i∆ua = −λaua, (2.18)
3To give a rigorous definition of the SJ vacuum, fields and propagators should really be viewed as linear
operators on appropriate function spaces, as is customary in the algebraic approach to QFT. However, the
mathematical and notational baggage that accompanies any rigorous treatment would cloud the matters
we wish to address in this paper. We will therefore sweep aside such issues here and just mention that,
when care is taken and arguments are appropriately smeared over, the construction outlined below can be
put on a rigorous footing [8, 11].
4 More carefully, i∆ defines a symmetric operator on a dense subset of L2(M) (smooth functions of
compact support) when M is bounded. In this case, it can be shown that i∆ is bounded on L2(M) when
M has finite spacetime volume [8, 11], which implies that it is self-adjoint.
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which means that the non-zero eigenvectors of i∆ come in pairs:
i∆u±a = ±λau±a , (2.19)
where by definition λa > 0 and u
−
a = u
+
a . Moreover, these functions are orthonormal in
the L2(M) inner product:
〈u±a , u±b 〉 = δab, 〈u+a , u−b 〉 = 0. (2.20)
We can now split i∆(x, y) into a positive and negative part
i∆(x, y) =
∑
a
Q(x, y)−Q(x, y), (2.21)
where
Q(x, y) =
∑
a
λau
+
a (x)u
+
a (y). (2.22)
The SJ vacuum |SJ〉 is then defined by
WSJ(x, y) := Q(x, y). (2.23)
This is a valid definition for a two-point function because (i) it is positive: 〈f,WSJf〉 ≥ 0,
(ii) its anti-symmetrization produces the commutator: WSJ(x, y)−WSJ(y, x) = [φ(x), φ(y)],
and (iii) it satisfies the KG equation: (x−m2)WSJ(x, y) = 0. That WSJ satisfies the KG
equation follows because ∆(x, y) is the difference of two Green functions, which means it
itself satisfies the KG equation (x −m2)∆(x, y) = 0. Therefore, (x −m2)(i∆f)(x) = 0
for all f , which implies (x −m2)u+a (x) = (x −m2)(i∆u+a )(x)/λa = 0.
It follows from (2.22) and (2.23) that the field operator φ(x) can be expanded as a
mode sum
φ(x) =
∑
a
uSJa (x)aa + u
SJ
a (x)a
†
a, (2.24)
where the SJ modefunctions {uSJa } are given by
uSJa (x) :=
√
λau
+
a (x). (2.25)
The SJ vacuum is then defined by aa|SJ〉 = 0 ∀ a.
The eigenvalue problem (2.17) can be reduced to a set of algebraic equations as follows.
Given any expansion of the field in terms of a set of modes {uk}, the commutator function
i∆(x, y) can be expressed as the mode sum
i∆(x, y) =
∑
k
[uk(x)uk(y)− uk(x)uk(y)] . (2.26)
This implies that we can rewrite (2.17) for an eigenfunction uSJa with positive eigenvalue
λa as
uSJa (x) =
∑
k
Aakuk(x) +Bakuk(x), (2.27)
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where we have defined
Aak = λ
−1
a 〈uk, uSJa 〉,
Bak = −λ−1a 〈uk, uSJa 〉.
(2.28)
As the notation is meant to indicate, these coefficients define a Bogoliubov transformation.
This can be checked explicitly by acting on (2.27) with 〈uk, · 〉 and 〈uk, · 〉, which yields
Aak =
1
λa
∑
q
Aaq〈uk, uq〉+Baq〈uk, uq〉,
Bak =
−1
λa
∑
q
Aaq〈uk, uq〉+Baq〈uk, uq〉.
(2.29)
Complementing these equations with the orthonormality conditions (2.20) on the SJ modes,
we find the Bogoliubov conditions∑
k
AakBbk −BakAbk = 0∑
k
AakAbk −BakBbk = δab.
(2.30)
Finding the SJ vacuum now reduces to solving the above system of equations for Aak and
Bak. Note that this construction is only valid in a bounded region of spacetime, since
otherwise the inner products diverge. One strategy is to impose spatial (if necessary) and
temporal cut-offs, to compute the spectrum of i∆ (which in this case is completely well-
defined), and to then take the limit as the cut-off goes to infinity. This technique has been
shown to work in a variety of cases [8, 12]. 5 We shall see below that the method can be
justified in hindsight in most cases for de Sitter space too, but that it fails in one particular
instance.
3 The SJ vacuum on de Sitter space
In this section we compute the SJ vacuum in D = d + 1 dimensional de Sitter space.
Because the SJ formalism is sensitive to global properties of spacetime, we consider both
the the full space (denoted dSD), and the Poincare´ half-space (denoted dSDP ), the relevant
properties of which are summarized in Appendix A. We do not consider the static patch of
de Sitter, because it is known that the SJ vacuum corresponds to the ground state of the
Hamiltonian in all static spacetimes [8].
In order to diagonalise i∆ as described above, we need to pick an arbitrary complete
set of modes {uk}, in terms of which we can obtain the SJ modes. A convenient choice
are the modes associated with the so-called Euclidean or Bunch-Davies (BD) state [17].
The modes that define this vacuum on the full space (denoted dSD) and on the Poincare´
half-space (denoted dSDP ) will be referred to as the Euclidean modes u
E
Lj(xG), and BD
modes uBDk (xP ), respectively, where xG and xP denote the coordinates on the two patches.
5 One exception is the case of a massless scalar field in a causal diamond in 1 + 1 Minkowski space [12],
though this feature is attributed to the scale-free nature of the theory.
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These modes define the same state on dSDP , i.e. their two-point functions are identical. The
Euclidean/BD state belongs to a two-real-parameter family of de Sitter-invariant vacuum
states, known as the Mottola-Allen or α-vacua [6, 18]. We have listed the basic properties
of these vacua in Appendix B. In this section, we will show how the SJ vacuum is related
to these vacua.
3.1 The SJ vacuum on the Poincare´ patch
In cosmological coordinates, the de Sitter metric reads (see Section A.2 of Appendix A)
ds2 =
`2
η2
[
−dη2 +
d∑
i=1
dx2i
]
, (3.1)
where η ∈ (−∞, 0), and xi ∈ (−∞,+∞). The positive-frequency modes that define the
BD vacuum |BD〉 on dSDP take the form
uBDk (η,x) =
eik·x
(2pi)d/2
χk(η), χk(η) =
√
pi`
4
eipi(
ν
2
− d+2
4 )
(−η
`
)d/2
H(1)ν (−kη), (3.2)
where
ν = `
√
m2∗ −m2, m∗ =
d
2`
. (3.3)
We shall refer to m∗ as the critical mass. As m increases from 0 to m∗, ν decreases along
the real line from d2` to 0, and as m increases further across m∗, ν moves up the imaginary
axis. (The critical mass plays a central role in the representation theory of the de Sitter
group; see [19, 20] for some considerations on the physical significance of m∗.) As shown
in Section B.1 of Appendix B, these modes satisfy the KG equation and are orthonormal
with respect to the KG inner product. The L2 inner product of these modes is also of
interest to us:
〈uBDk , uBDq 〉 = δ(d)(k− q)〈χk, χk〉η, (3.4)
〈uBDk , uBDq 〉 = δ(d)(k + q)〈χk, χk〉η, (3.5)
where we have defined the inner product 〈·, ·〉η for functions of η only:
〈f, g〉η :=
∫ ηmax
ηmin
f(η)g(η)
(−`
η
)d+1
dη. (3.6)
We have introduced ηmin and ηmax as regulators which will be sent to −∞ and 0 (respec-
tively) after the SJ vacuum has been computed. The algebraic relations (2.29) and (2.30)
can now be solved for:
Akq = δ
(d)(k− q) cosh(αk)
Bkq = δ
(d)(k + q) sinh(αk)e
iβk
λk =
√
〈χk, χk〉2η − |〈χk, χk〉η|2, (3.7)
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where
αk =
1
2
tanh−1|rk|, βk = arg(rk) + pi, (3.8)
and
rk :=
〈χk, χk〉η
〈χk, χk〉η . (3.9)
The above expressions are valid only when |rk| 6= 1. When |rk| = 1, the Bogoliubov
coefficients blow up and the SJ prescription is no longer valid. In Appendix C.1, we have
computed rk in the limit ηmin → −∞ and ηmax → 0:
rk =
e
ipi(ν− d2 ) if m ≤ m∗,
e−ipi
d
2 sech(pi|ν|) if m ≥ m∗.
(3.10)
We see that for masses m ≤ m∗, the SJ prescription is not well defined in the limit
ηmax → 0, since in that case |rk| → 1. When m > m∗, we find that the Bogoliubov
coefficients are
αk = tanh
−1 e−pi|ν| and βk = −D + 1
2
pi. (3.11)
This corresponds to the particular α-vacuum known as the out-vacuum (see Section B.3).
More specifically, when m > m∗, the two point function of the SJ vacuum in the Poincare´
patch is equal to the restriction of the out-vacuum two-point function in this region.
3.2 The SJ vacuum on the global patch
In global coordinates, the de Sitter metric reads (see Section A.1 of Appendix A)
ds2 = −dt2 + `2 cosh2(t/`) dΩ2d, (3.12)
where dΩ2d is the line element on the d−Sphere (Sd) and t ∈ (−∞,+∞). Letting z(t) =
1 + e2t/`, the positive-frequency modes that define the Euclidean vacuum on dSD take the
form (see Section B.1 of Appendix B)
uELj(t,Ω) = y
E
L (t)YLj(Ω), y
E
L (t) = NLe(a+ν)t/` coshL(t/`)F (a, a+ ν; 2a; z(t)− i),
(3.13)
where
NL = e
ipi
2
(a+ν)
2a`
d−1
2
√
Γ(a+ ν)Γ(a− ν)
Γ(a+ 12)
, a = L+ d/2. (3.14)
Here F denotes the hypergeometric function 2F1 and −i determines the side of the branch
cut (from 1 to ∞ along the real axis) where it should be evaluated. The functions YLj(Ω)
are spherical harmonics on Sd, whose relevant properties we have included in Section B.1.
Also, L ∈ {0, 1, 2, . . . } and j is a collective index for j1, j2, . . . , jd−1, which run over values
|jd−1| ≤ jd−2 ≤ · · · ≤ j1 ≤ L. These modes satisfy the Klein-Gordon equation and are
orthonormal with respect to the Klein-Gordon inner product. The L2 inner products of
interest are
〈uELj , uEL′j′〉 = 〈yEL , yEL 〉tδLL′δjj′ , (3.15)
〈uELj , uEL′j′〉 = 〈yEL , yEL 〉t(−1)LδLL′δjj′ , (3.16)
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where we have defined an inner product 〈·, ·〉t for functions of t only:
〈f, g〉t =
∫ T
−T
f(t)g(t)`d coshd(t/`)dt. (3.17)
We have introduced T as a regulator which will be sent to ∞ once the SJ vacuum is
computed. This procedure clearly breaks de Sitter invariance, but we shall see that when
the limit is taken, we obtain a state that is de Sitter invariant. The algebraic relations
(2.29) and (2.30) can now be solved for in complete analogy to the previous section:
ALj,L′j′ = cosh(αL)δLL′δjj′
BLj,L′j′ = sinh(αL)e
iβLδLL′δjj′
λLj =
√
〈yEL , yEL 〉2t −
∣∣〈yEL , yEL 〉t∣∣2, (3.18)
where
αL =
1
2
tanh−1|rL|, βL = arg(rL) + pi, (3.19)
and
rL := (−1)L 〈y
E
L , y
E
L 〉t
〈yEL , yEL 〉t
. (3.20)
In Appendix C.2, we have computed rL in the limit T →∞:
rL =

sin
D
2
pi sechpi|ν| if m ≥ m∗,
sin
[(
D
2
− ν
)
pi
]
if 0 < m ≤ m∗.
(3.21)
Regardless of the spacetime dimension or mass of the field, the SJ vacuum is invariant
under the full de Sitter group in the global patch (see Appendix B.3). As a result, it is
always an α-vacuum. The case of even and odd spacetime dimensions look quite different,
so we consider them in turn. For even D, (3.21) reduces to
rL =
{
0 if m ≥ m∗,
(−i)D−2 sinpiν if 0 < m ≤ m∗,
(3.22)
and for odd D we have
rL =
{
(−i)D−1sechpi|ν| if m ≥ m∗,
(−i)D−1 cospiν if 0 < m ≤ m∗.
(3.23)
When m ≥ m∗ and D is even, αL = 0 and the SJ vacuum is equal to the Euclidean state.
In odd spacetime dimensions and above the critical mass we have
αL = tanh
−1 e−pi|ν| and βL = −D + 1
2
pi, (3.24)
which means that the SJ vacuum is the in/out-vacuum. (The in and out-vacua are the
same in odd dimensions [21, 22].) Below the critical mass, the Bogoliubov coefficients for
even D are:
αL =
1
2
tanh−1 | sinpiν| and βL =
[
D
2
+ θ(− sin(piν))
]
pi (3.25)
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and for odd D:
αL =
1
2
tanh−1 | cospiν| and βL =
[
D + 1
2
+ θ(− cos(piν))
]
pi, (3.26)
where θ(x) is the Heaviside step function. In even dimensions, we obtain α = 0 when-
ever |ν| is an integer, in which case the SJ vacuum then corresponds to the Euclidean
state. Whenever |ν| is a half-integer, the Bogoliubov coefficients diverge. The same holds
in odd dimensions but with integer ↔ half-integer. It is worth noting that the confor-
mally coupled massless field corresponds in every spacetime dimension to the value ν = 12
(through its coupling to the constant Ricci scalar, the field acquires an effective mass
of mcc =
1
2
√
(D − 2)/(D − 1)R = 12`
√
D(D − 2), which yields ν = `√m2∗ −m2cc = 12).
Hence, the SJ vacuum for the conformally coupled massless scalar field corresponds to the
Euclidean state in odd dimensions, and is ill-defined in even dimensions. A summary of the
different SJ vacua in the global and Poincare´ patches of de Sitter space is shown in Table 1.
Let us take a closer look at the case of macroscopic physical spacetime, D = 3 + 1.
As we have shown above, the SJ vacuum is the Euclidean state when m ≥ m∗ = 3/2`.
Below the critical mass, the SJ vacuum is a de Sitter invariant α-vacuum, except when m =
mcc =
√
2/`, in which case the SJ prescription is not well-defined because the Bogoliubov
coefficients diverge. The magnitude of the second Bogoliubov coefficient as a function of
m is shown in Figure 1.
4 The SJ vacuum on a causal set
While the methods of canonical quantisation are not available on a causal set, the SJ
formalism admits a natural discrete formulation [10, 23]. In fact, on a causal set, the
formalism is free of many of the technicalities that arise in the continuum and accordingly
simpler to outline. For the massive scalar field in D = 1 + 1 dimensional flat space, it has
been shown numerically that the mean of the discrete SJ two-point function approximates
that of the continuum Minkowski vacuum state [10] in the appropriate “continuum limit”.
In this section, we will carry out a similar analysis in the case of two-dimensional de Sitter
space.
4.1 Causal sets and the discrete SJ vacuum
Let us briefly review the necessary background on causal sets. A causal set (C,) is a set
C with a partial order relation  which is
(i) reflexive : x  x
(ii) acyclic : x  y  x =⇒ x = y
(iii) transitive : x  y  z =⇒ x  z
(iv) locally finite : |I(x, y)| <∞
for all x, y, z ∈ C, where I(x, y) := {z ∈ C |x  z  y} is the (inclusive) order interval
between two elements x, y ∈ C and | · | denotes cardinality. We write x ≺ y when x  y
and x 6= y.
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Figure 1: The Sorkin-Johnston (SJ) vacuum in the global patch of 3 + 1 dimensional de
Sitter space. The SJ modefunctions uSJLj are related to those of the Euclidean vacuum u
E
Lj
by the Bogoliubov transformation uSJLj = cosh(α)u
E
Lj+sinh(α)e
iβuELj , the second coefficient
of which is plotted here. Depending on the product m`, where m is the mass of the field and
` is the de Sitter radius, the SJ vacuum corresponds to different α-vacua. For m` ≥ 3/2 and
m` =
√
5/4, it coincides with the Euclidean vacuum. The prescription fails for m` =
√
2.
A causal set is fully encoded in its adjacency or causal matrix C, defined as the
|C| × |C|-matrix with entries
Cij :=
{
1 if νi ≺ νj
0 otherwise,
(4.1)
for νi, νj ∈ C, where i, j ∈ {1, 2, . . . , |C|} are indices that label the elements in C.
A sprinkling is a procedure for generating a causal set (CM ,) given a continuum
spacetime region (M, gµν). Points are placed at random in M using a Poisson process with
“density” ρ := |CM |/VM , where VM denotes the spacetime volume of M , in such a way that
the expected number of points in any region of spacetime volume V is ρV . This generates
a causal set whose elements are the sprinkled points, and whose partial order relation can
be “read off” from that of the underlying spacetime. Such a causal set provides a dis-
cretisation of (M, gµν) which, unlike a regular lattice, is statistically Lorentz invariant [24,
Sec. 1.5]. In order to reduce the computational cost of the simulations described below,
we keep the geodesic distance information of (M, gµν) for all pairs of causally related el-
ements in CM , meaning that for all such pairs νi, νj ∈ CM with coordinates xi, xj in M ,
we record the values dij := d(xi, xj), where d(xi, xj) denotes geodesic distance in (M, gµν).
While this information is not explicitly contained in (CM ,), it can be recovered by known
algorithms [25].
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Let (CM ,) be an N -element causal set generated by a sprinkling into a 1 + 1 dimen-
sional spacetime region (M, gµν). To define the SJ vacuum on the causal set, we start with
the “discrete retarded propagator”, which in two dimensions can be defined for a scalar
field of mass m on CM as [23]
R =
1
2
C
(
1 +
m2
2ρ
C
)−1
(4.2)
where C denotes the causal matrix defined in (4.1). It has been shown that if (M, gµν) is
a causal diamond6 in two-dimensional Minkowski space, the mean of Rij as a function of
the geodesic distance dij is in agreement with the known continuum retarded propagator
GR(x, y) for high sprinkling density and mass range 0 < m √ρ [23]. We have obtained
similar evidence for the case where (M, gµν) is a causal diamond in de Sitter space (see
below). Given a retarded propagator, we define the discrete Pauli-Jordan function ∆ on
CM in analogy with its continuum counterpart:
∆ := R−RT , (4.3)
where T denotes the matrix transpose. It is then natural to define the discrete SJ two-point
function as the positive spectral projection of i∆:
WSJ := Pos(i∆). (4.4)
Since i∆ is now a finite Hermitian matrix (at least for causal sets of finite cardinality),
its positive part is completely well-defined and specifies WSJ uniquely. We also define the
discrete analogue of the Hadamard function
HSJ := 2ReWSJ , (4.5)
such that WSJ =
1
2HSJ +
i
2∆.
To compare the discrete SJ two-point function with the known propagators in contin-
uum de Sitter space, we evaluate it on a causal set that is obtained by a sprinkling into
a causal interval (diamond) in 1 + 1 dimensional continuum de Sitter space. For any two
points x ≺ y, the causal interval between them is the intersection of the future of x with
the past of y. In de Sitter space, the spacetime volume V of the causal interval between
two timelike points depends only on their Lorentzian distance τ : V = 4`2 ln(cosh(τ`−1/2)).
We shall refer to a causal diamond of length τ as one whose volume is given by the formula
above.
4.2 Simulation results
In order to compare causal set results with those of the continuum, we have computed
the retarded propagator R, and subsequently the discrete Hadamard function HSJ , on an
N = 1010 element sprinkling into a causal diamond of length τ = 8` in 1 + 1 dimensional
6A causal diamond is the intersection of the interior of the past lightcone of a point q with the interior
of the future light cone of a point p that lies to the causal past of q.
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Figure 2: An N = 1010 element sprinkling with density ρ = 76`−2 into a causal diamond
of length τ = 8` in two-dimensional de Sitter space, visualised in the embedding three-
dimensional Minkowski space (see Appendix A). The de Sitter radius has been set to ` = 1.
de Sitter space (implying ρ ' 76`−2). The sprinkling is shown in Figure 2, where we have
set ` = 1.
Figure 3 shows values of the retarded propagator Rij for all pairs of related events
(νi, νj) ∈ CM , plotted as a function their geodesic distance dij . There is good agreement
between the mean of R and the continuum retarded Green function, which further validates
the proposal (4.2). At large τ  `, we see a slight deviation between the mean of the causal
set data and the continuum retarded Green function. This discrepancy can be associated
with edge-effects due to the finite size of the causal diamond: pairs of points separated
by a geodesic distance comparable to the size of the diamond will feel the boundaries
of the spacetime region (the effect of spacetime boundaries has been addressed in more
detail in [12]). Figure 4 shows the discrete SJ Hamadard function HSJ , computed for both
timelike and spacelike pairs of events. Since we have no expression for the continuum SJ
vacuum in the causal diamond itself, we cannot compare HSJ with its exact continuum
counterpart. However, the expectation would be that the discrete SJ two-point function
approximates that of a de Sitter invariant vacuum in the centre of the diamond (where
the boundaries of the diamond are felt the least). Indeed, Figure 4 shows a very good
agreement between the mean of HSJ and the Hadamard function associated with the
Euclidean vacuum (α = 0). At large τ  `, the boundary effects become noticeable
again. To highlight the particular agreement with the Euclidean (α = β = 0) Hadamard
function, we have also plotted in Figure 4 the Hadamard function of two other α-vacua with
(α, β) = (1, 0) and (α, β) = (0.1, 0). Note that Hα,β(x, y) is more sensitive to variations in α
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Figure 3: The retarded propagator R, computed on a causal set obtained via a N = 1010
sprinkling into a causal diamond of length τ = 8` in 1+1 dimensional de Sitter space. The
mass of the field is m = 2.36`−1 and the de Sitter radius ` is set to unity. The geodesic
distance |d| between the two arguments of the function is plotted on the horizontal axis.
The error bars show the standard deviation about the mean of R for binned values of |d|.
The continuum propagator GR is shown with the thick black line.
for spacelike separated arguments because of the extra antipodal singularity at d(x, y) = pi`,
i.e. Z(x, y) = −1, present in every α-vacuum except the Euclidean one (see Appendix B.3).
For instance, for the range of parameters we have probed in our simulations, including those
of Figure 4, the function H0.1,0 as a function of the geodesic distance can be distinguished
from the Euclidean Hadamard function for spacelike separated arguments, whereas it lies on
top of the Euclidean Hadamard function for timelike separated arguments (and has thus
been omitted from the timelike plot). With the parameters probed in our simulations,
we cannot discriminate between the in/out and the Euclidean vacua, since they are very
“close” unless m ∼ m∗. Indeed, for the values presented here we have αin = αout =
O(10−4). Discriminating between the in/out and Euclidean vacua is more demanding
computationally. A full treatment of this matter will require more extensive simulations
and is beyond the scope of our paper.
5 Conclusions
We have applied the Sorkin-Johnston (SJ) proposal, which defines a unique vacuum state
for a free scalar field in any bounded curved spacetime, to D = d+ 1 dimensional de Sitter
space. In those cases where the prescription is well-defined, we find that the SJ vacuum
always corresponds to one of the de Sitter-invariant α-vacua. This is reassuring, because a
covariant approach should give rise to a vacuum state that respects the symmetries of the
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(a) Timelike (b) Spacelike
Figure 4: The Hadamard function HSJ on a causal set obtained through an N = 1010
sprinkling of a causal diamond of length τ = 8` in 1 + 1 dimensional de Sitter space. The
mass of the field is taken to be m = 2.36`−1, and the de Sitter radius ` is set to unity.
The geodesic distance |d| between the two arguments of the function is plotted on the
horizontal axis for (a) timelike and (b) spacelike separated points. The error bars show the
standard deviation about the mean of HSJ for binned values of |d|. Hα,β(x, y) refers to
the Hadamard function of the α-vacua (see Appendix B.3). The function H0.1,0 has been
omitted in (a), since it is indistinguishable from the Euclidean function HE .
underlying spacetime. We find that the SJ vacuum depends on (i) whether the mass of
the field is in the complementary or principal series (i.e. below or above the critical value
(D− 1)/2`), (ii) whether it is evaluated on the complete de Sitter manifold or its Poincare´
half-space, and (iii) whether the spacetime dimension is even or odd. For a field of mass
m < (D− 1)/2` on the Poincare´ patch, the SJ prescription cannot be applied to the entire
spacetime, but only a bounded globally hyperbolic subregion of it (where the ratio (3.9)
does not have unit modulus). It would be interesting to investigate whether a physical
account can be given for the failure of the procedure in this particular case (an example
of another vacuum prescription which fails for light masses is the instantaneous ground
state of the Hamiltonian, particularly in the global patch [26]). Here it is worth noting
that the complementary and principal series also exhibit different behaviours in the case
of interacting theories [27, 28]. For instance, quantum-corrected fields whose bare mass
belong to the principal series, unlike the complementary series, decay faster than the free
KG field in past/future infinity. This has important consequences for objects such as the
S-matrix for QFTs on global de Sitter space [20, 29, 30].
We find that the SJ vacuum in de Sitter space does not in general correspond to the
Bunch-Davies or Euclidean state, and as a result is not always Hadamard [6]. (See [11] for
another instance where the SJ state is not Hadamard.) The main advantage of Hadamard
states is that for such states it is known how to construct physically relevant expectation
values, such as those of the stress-energy tensor, on arbitrarily curved spacetimes [31–
33]. Although it has not been proven that this cannot be done for α-vacua, it is known
that standard prescriptions such as point-splitting and normal ordering fail [34]. We are
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currently exploring the consequences of these facts for the SJ formalism and hope to address
them in more detail in the future.
Using the discrete SJ formalism on a causal set, we have determined the SJ state on
a sprinkling of a causal diamond in 1 + 1 dimensional de Sitter space. As part of our
analysis, we have found evidence that the “discrete retarded propagator” proposed in [9]
agrees well with the continuum retarded propagator in de Sitter space. Our simulation also
shows that the mean of the discrete SJ two-point function is consistent with that of an α-
vacuum and in particular with that of the Euclidean vacuum in the centre of the diamond
(away from the edges) for a field of mass m  √ρ. This is encouraging, since the QFT
defined on causal sets by the SJ formalism seems to reproduce what one would expect:
a state that respects the spacetime isometries in the appropriate “continuum limit”. It
would be interesting to carry out further simulations to determine, with more statistical
significance, which continuum state is best approximated by the discrete SJ state. This
might be particularly illuminating when m < m∗, since the procedure in the continuum
becomes pathological in the Poincare´ patch in that case.
It is natural to wonder whether the SJ formalism could have phenomenological impli-
cations in relation to cosmology. We would like to raise two potential difficulties in this
direction. Firstly, because of its non-local nature, it is not clear what portion of spacetime
one should use to compute the SJ vacuum. For instance, should one consider the behaviour
of late-time cosmology to determine the SJ vacuum for the early universe? In any case, our
current calculations are not realistic because the cosmos is not always in a de Sitter phase.
It would be more interesting to compute the SJ vacuum in the case of a single-field slow-roll
inflationary background, in which case the near-de Sitter phase does end. Secondly, if we
ultimately aim to make a prediction for the primary anisotropy spectrum of the Cosmic
Microwave Background [35], how are we to interpret the scalar field whose vacuum state
we compute using the SJ formalism? Does it also involve scalar metric perturbations? If
so, one is likely to run into trouble with gauge-invariance, because the SJ formalism is not
invariant under field re-definitions. We hope to address these issues in more detail in later
work.
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A Geometry of de Sitter Space
De Sitter space is the maximally symmetric spacetime of constant positive curvature (a
comprehensive review of de Sitter geometry can be found in [36]). We denote de Sitter
space in D = d+ 1 dimensions by dSD. It can be viewed as the hyperboloid
X ·X = +`2 (A.1)
in an embedding D+1 dimensional Minkowski space MD+1 with Cartesian coordinates Xa
(a = 0, 1, . . . , D) and a Lorentzian metric ηab = diag(−1, 1, . . . , 1) that defines the product
X ·Y = ηabXaY b. The de Sitter metric gµν (µ = 0, . . . , D−1) is induced by the restriction
of ηab onto the hyperboloid.
The geodesic distance between two points p, q ∈ dSD takes a particularly simple form
in terms of the product between the embedding coordinates, which we denote by
Z(p, q) := `−2X(p) ·X(q). (A.2)
In terms of Z, the geodesic distance is
d(p, q) :=
∫ λf
λi
√
gµν
dxµ
dλ
dxν
dλ
dλ = ` cos−1 Z(p, q), (A.3)
where λ parametrises the geodesic xµ(λ), and p and q have coordinates xµ(λi) and x
µ(λf ),
respectively. For points that can be joined by a geodesic, the range of Z is −1 ≤ Z <∞,
where Z > 1, Z = 1 and −1 ≤ Z < 1 correspond to timelike, null, and spacelike separa-
tions, respectively.
One of the symmetries of de Sitter space that will be relevant below is the antipodal
map A : p → pA, which sends a point p ∈ dSD to its “antipode”, denoted by pA. In
embedding coordinates, A takes the simple form of a reflection about the origin of MD+1:
Xa(pA) = −Xa(p). (A.4)
It is clear from the invariance of (A.1) under A that p ∈ dSD ⇐⇒ pA ∈ dSD. Note also
that Z(p, q) and d(p, q) are invariant under the action of A.
We will consider two coordinate charts on de Sitter space: closed global coordinates,
which cover the entire de Sitter manifold defined by (A.1), and cosmological coordinates,
which cover only the half space X0+X1 > 0, known as the (expanding) Poincare´ patch (the
contracting Poincare´ patch corresponds to the other half X0 + X1 < 0). We will denote
the Poincare´ patch by dSDP . It is highlighted in Figure 5 and corresponds to the causal
future of an observer at the north pole of the d-Sphere (Sd) at past timelike infinity (the
bottom left corner of the Penrose diagram). De Sitter space, as well as its upper and lower
half spaces, constitute globally hyperbolic manifolds in their own right, but neither admits
a global timelike Killing vector field [37] that would serve to define a unique “minimum
energy” state.
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Figure 5: The Penrose diagram of de Sitter space. The shaded area represents the (ex-
panding) Poincare´ patch. Dotted lines are surfaces of constant t (d-spheres), dashed lines
are surfaces of constant η (d-planes).
A.1 Global patch of de Sitter (dSD)
The global chart is given by the coordinates xµG = (t, θ
1, . . . , θd) defined by
X0 = ` sinh(t/`)
Xi = ` cosh(t/`)ωi 1 ≤ i ≤ D, (A.5)
where θi are the standard hyperspherical coordinates on Sd and ωi are given by
ω1 = cos(θ1)
ω2 = sin(θ1) cos(θ2)
ω3 = sin(θ1) sin(θ2) cos(θ3)
...
ωD−1 = sin(θ1) . . . sin(θd−1) cos(θd)
ωD = sin(θ1) . . . sin(θd−1) sin(θd).
(A.6)
These coordinates range over the values
t ∈ (−∞,∞), θ1, . . . , θd−1 ∈ [0, pi], θd ∈ [0, 2pi). (A.7)
The metric in global coordinates takes the form
ds2 = −dt2 + `2 cosh2(t/`) dΩ2d, (A.8)
where dΩ2d is the line element on S
d. The antipode of a point p with coordinates xµG(p) =
(t, θ1, θ2, . . . , θd) has coordinates xµG(p
A) = (−t, pi− θ1, pi− θ2, . . . , pi− θd−1, θd± pi), where
the + and − are for 0 ≤ θd < pi and pi ≤ θd < 2pi, respectively.
– 20 –
A.2 Cosmological/Poincare´ patch of de Sitter (dSDP )
The cosmological chart is defined by the coordinates xµP = (η,x) where x ∈ Rd and
X0 =
−1
2η
(
`2 − η2 + x2)
X1 =
−1
2η
(
`2 + η2 − x2)
Xi =
−1
η
xi−1 2 ≤ i ≤ D,
(A.9)
with x2 =
∑d
i=1(x
i)2. The range of the (conformal) time coordinate is η ∈ (−∞, 0), i.e. we
work in the convention where time flows in the positive η-direction. The spatial coordinates
range over the whole real line. The line element is then given by
ds2 =
`2
η2
[
−dη2 +
d∑
i=1
dx2i
]
, (A.10)
which corresponds to an exponentially expanding Friedmann-Lemaˆıtre-Robertson-Walker
universe with flat spatial sections.
The antipodal map A is not defined on dSDP : if q is a point on the Poincare´ patch, its
antipode qA is not a point on the Poincare´ patch, since the antipodal map in cosmological
coordinates takes the form xµP (q) = (η,x) =⇒ xµP (qA) = (−η,x), and η is only defined
on the negative real line. Bearing this in mind, we shall still use the notation xAP on
cosmological coordinates to mean “switch the sign of η” in xP .
B Vacuum states on de Sitter space
Here we review the so-called Euclidean or Bunch-Davies (BD) vacuum state for a massive
free scalar field on de Sitter space. The Euclidean/BD state belongs to a two-real-parameter
family of de Sitter-invariant vacuum states, known as the Mottola-Allen or α-vacua. We
review below how these states are constructed and how they are related to each other.
B.1 Bunch-Davies modes on dSDP
In cosmological coordinates, the de Sitter metric is given by (A.10). Consider the mode
functions
uk(η,x) =
eik·x
(2pi)d/2
χk(η), χk(η) = Nk(−η)d/2ψk(η), (B.1)
where Nk is a normalisation constant and k := |k|. These modes satisfy the Klein-Gordon
equation if ψk(η) satisfies Bessel’s differential equation:
z2
d2ψk
dz2
+ z
dψk
dz
+ (z2 − ν2)ψk = 0, (B.2)
where
z = −kη, ν2 = d
2
4
−m2`2. (B.3)
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The BD positive-frequency modes are taken to be ψBDk (η) = H
(1)
ν (−kη), where H(1)ν is the
Hankel function of the first kind. In order to fix the normalisation Nk, we use the fact that
these modes should be orthonormal with respect to the Klein-Gordon inner-product:
(uBDk , u
BD
q ) = −(uBDk , uBDq ) = δ(d)(k− q), (uBDk , uBDq ) = 0. (B.4)
These conditions require the norm of Nk to be |Nk| =
√
pi
4 `
−d+1
2 e−piIm(ν)/2, while leaving
its phase unconstrained.7 We choose the phase of Nk such that the mode functions satisfy
the property uk(xP ) = u−k(xAP ), where x
A
P is the antipode of xP . The function χk(η) has
a branch cut that can be taken to be the negative real axis, so the more precise statement
is that we require
uk(η,x) = u−k(−η − i,x). (B.6)
When ν is either purely real or imaginary, H
(1)
ν (x) = −eipiRe(ν)H(1)ν (−x+ i) for real x > 0
and small positive . 8 Using this fact, we find that (B.6) will be satisfied if the phase of
Nk is eipi
(
Re(ν)
2
− d+2
4
)
and so
Nk = |Nk|eipi
(
Re(ν)
2
+ d
4
)
=
√
pi
4
`
−d+1
2 eipi(
ν
2
− d+2
4 ). (B.7)
Collecting our results, the positive-frequency modes that define the BD vacuum |BD〉 take
the form
uBDk (η,x) =
eik·x
(2pi)d/2
χk(η), χk(η) =
√
pi`
4
eipi(
ν
2
− d+2
4 )
(−η
`
)d/2
H(1)ν (−kη). (B.8)
It may also be verified that these modes minimise the Hamiltonian on the spatial slice
at η → −∞.
7 To derive this, note that in this foliation n0 = −η
l
, ni = 0, and dΣ =
(
−`
η
)d
ddx. (See (2.3) for the
definition of these quantities). Then
(uBDk , u
BD
q ) = i
∫
ei(q−k)·x
(2pi)d
(−`
η
)d−1 [
χk∂ηχq − χq∂ηχk
]
= i|Nk|2`d−1
∫
ei(q−k)·x
(2pi)d
(−η)
[
H
(1)
ν (−kη)∂ηH(1)ν (−qη)−H(1)ν (−qη)∂ηH(1)ν (−kη)
]
.
Since this inner product is conserved with time, it suffices to evaluate it for η → −∞, where the Hankel
function has the simple asymptotic form Hν(−kη) →
√
−2
pikη
e−i(kη+
piν
2
+pi
4 ) (see 10.2.5 of [38]). Plugging
this back into the above expression, we find
(uBDk , u
BD
q ) = `
d−1 4
pi
epiIm(ν)|Nk|2δ(d)(k− q). (B.5)
The desired result now follows by requiring (B.4).
8 It follows from 10.11.9 and 10.11.5 of [38] that H
(1)
ν (−z) = −e−ipiνH(1)ν (z). Letting z = x− i, we find
H
(1)
ν (x) = −e−ipiνH(1)ν (−x + i). For real ν, the desired relation follows. For purely imaginary ν, we get
the same result by using H
(1)
−ν (z) = e
ipiνH
(1)
ν (z) (10.4.6 of [38]).
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B.2 Euclidean modes on dSD
Our introduction of the Euclidean modes will follow that of [21], with some relevant addi-
tional details spelt out. In global coordinates, the de Sitter metric is given by (A.8). Since
the spatial sections are d-spheres, it is natural to introduce spherical harmonics YLj(Ω),
which are a complete and orthonormal eigenbasis of the Laplacian ∇2
Sd
on Sd:
∇2SdYLj = −L(L+ d− 1)YLj , (B.9)∑
Lj
YLj(Ω)Y Lj(Ω
′) = δ(d)(Ω,Ω′),
∫
YLj(Ω)Y Lj(Ω)dΩ = δLL′δjj′ . (B.10)
Here L ∈ {0, 1, 2, . . . } and j is a collective index for j1, j2, . . . , jd−1, which run over values
|jd−1| ≤ jd−2 ≤ · · · ≤ j1 ≤ L. We work with a particular choice of harmonics YLj(Ω) (see
[21]), which enjoy the useful property
Y Lj(Ω) = (−1)LYLj(Ω) = YLj(ΩA), (B.11)
where ΩA is the antipodal point to Ω on Sd. Consider the modefunctions
uLj(t,Ω) = yL(t)YLj(Ω), yL(t) = e
(a+ν)t/` coshL(t/`)vL(t), (B.12)
where ν is given by (B.3) and
a = L+ d/2. (B.13)
These modes satisfy the Klein-Gordon equation if vL(t) is a solution to the hypergeometric
differential equation
z(1− z)d
2vL
dz2
+ [c− (a+ b+ 1) z] dvL
dz
− abvL = 0, (B.14)
where c = 2a, b = a+ ν and
z = z(t) = 1 + e2t/`. (B.15)
The Euclidean mode functions are defined by
vL(t) = NLF (a, a+ ν; 2a; z(t)− i), (B.16)
where F is the hypergeometric function 2F1 and NL is a normalisation constant. More
precisely, F stands for the hypergeometric function obtained by introducing a cut from
1 to ∞ on the real axis. This is exactly the range of interest to us and −i determines
the side of the branch cut on which the function should be evaluated. The normalisation
constant NL is determined by requiring the modes to be orthonormal in the KG norm:
(uLj , uL′j′) = −(uLj , uL′j′) = δLL′δjj′ , (uLj , uL′j′) = 0, (B.17)
which is equivalent to
i = `d coshd(t/`)
[
yL
dyL
dt
− dyL
dt
yL
]
=
`d−1
22a−1
z2a(z − 1)Re(ν)
{
(z − 1)
[
vL
dvL
dz
− vLdvL
dz
]
− iIm(ν)vLvL
}
. (B.18)
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Since the above expression is conserved in time, it suffices to look at the z → ∞ (i.e.
t→∞) limit. In that limit:
F (a, a+ ν; 2a; z(t)− i) z→∞−−−→ z−ae−ipia
[
γ + ξe−ν ln ze−ipiν
]
(B.19)
d
dz
F (a, a+ ν; 2a; z(t)− i) z→∞−−−→ z−a−1e−ipi(a+1)
[
aγ + (a+ ν)ξe−ν ln ze−ipiν
]
,(B.20)
where all functions assume their principal values 9 and
γ =
Γ(ν)Γ(2a)
Γ(a+ ν)Γ(a)
, ξ =
Γ(−ν)Γ(2a)
Γ(a− ν)Γ(a) . (B.21)
This expression is valid when ν 6= 0,±1,±2, . . . , a 6= ν. 10 Note that because Γ(z) = Γ(z),
both γ and ξ are real when ν is real, and γ = ξ when ν is purely imaginary. Using these
facts, evaluating (B.18) in the limit z →∞ constrains the norm of NL to: 11
|NL|2 = e
−piIm(ν)
22a`d−1
Γ(a+ ν)Γ(a− ν)
Γ(a+ 12)
2
. (B.25)
Although the derivation of this result uses relations which are only valid for ν 6= 0, 1, 2, . . . ,
the final result is completely well-defined for such values. Therefore, we could imagine a
limiting procedure in which we add a tiny amount  to an integer value of ν, go through
the same derivation, and then let  go to zero.
We use the freedom in the phase of NL to choose mode functions with the useful
property
uLj(x
A
G) = uLj(xG). (B.26)
9If z and c are two complex numbers, then zc = ecLog(z), where Log(z) = ln(|z|) + iΘ, with z = |z|eiΘ
and −pi < Θ ≤ pi.
10To arrive at these expressions, we have used 15.1.1, 15.1.2, and 15.8.2 of [38] to obtain
sin(pi(b− a))
piΓ(c)
F (a, b; c; z) =
1
Γ(b)Γ(c− a)Γ(a− b+ 1)(−z)
−aF (a, a− c+ 1; a− b+ 1; 1/z)
+
1
Γ(a)Γ(c− b)Γ(b− a+ 1)(−z)
−bF (b, b− c+ 1; b− a+ 1; 1/z).
(B.22)
Here all functions assume their principal values, |ph(−z)| < pi, and (b−a) 6= 0,±1, . . . Then using (C.13) to
rewrite sin(pi(b−a)) in terms of Gamma functions and (C.12) to get Γ(±(a− b) + 1) = ±(a− b)Γ(±(a− b)),
we find
F (a, b; c; z) =
Γ(b− a)Γ(c)
Γ(b)Γ(c− a) (−z)
−aF (a, a− c+ 1; a− b+ 1; 1
z
)
+
Γ(a− b)Γ(c)
Γ(a)Γ(c− b) (−z)
−bF (b, b− c+ 1; b− a+ 1; 1
z
).
(B.23)
We can also relate the derivative of F to another hypergeometric function using 15.5.1 of [38]:
d
dz
F (a, b; c; z) =
ab
c
F (a+ 1, b+ 1; c+ 1; z). (B.24)
Noting that for any complex number c and 1 < z < ∞ we have (z − i)c = ec ln zeicpi, and also using the
fact that F (a, b; c; 0) = 1, the desired expressions follow.
11Here we have used 15.5.5 of [38] to rewrite Γ(2a) = pi−1/222a−1Γ(a)Γ(a+ 1/2).
– 24 –
Given that we have chosen spherical harmonics with the property Y Lj(Ω) = YLj(Ω
A), this
condition reduces to
yL(−t) = yL(t), (B.27)
which can be achieved by setting 12
NL = |NL|eipi2 [a+Re(ν)]. (B.33)
Collecting our results, the Euclidean modes are
uELj(t,Ω) = y
E
L (t)YLj(Ω), y
E
L (t) = NLe(a+ν)t/` coshL(t/`)F (a, a+ ν; 2a; z(t)− i),
(B.34)
where z(t) = 1 + e2t/`, a = L+ d/2 and
NL = e
ipi
2
(a+ν)
2a`
d−1
2
√
Γ(a+ ν)Γ(a− ν)
Γ(a+ 12)
. (B.35)
B.3 Two-point functions and α-vacua
That the Euclidean and the BD modes define the same physical state is made apparent by
the fact that the two-point function WE associated with the Euclidean modes (B.34), when
restricted to the Poincare´ patch, coincides with the two-point functionWBD associated with
the Bunch-Davies modes (B.8). (They are functions of the geodesic distance and the causal
relation between their arguments, which are both coordinate independent quantities [17,
39].) For the Euclidean state, the two-point function is given by [39, 40]
WE(x,y) =
Γ[h+]Γ[h−]
4pi`2Γ[D2 ]
2F1
(
h+, h−,
D
2
;
1 + Z(x, y) + i sign(x0 − y0)
2
)
, (B.36)
where h± = d2 ± ν and 2F1(a, b, c; z) is the hypergeometric function (see (A.2) and (B.3)
for the definitions of Z and ν). The i prescription selects the side of the branch cut
from Z = 1 to Z = +∞ on which the function should be evaluated when x and y are
12 To see this, let NL = |NL|eiΘ. It follows from the definition of F (see e.g. 15.2.1 of [38]) and
Γ(z) = Γ(z):
F (a, a+ ν; 2a; z − i) =
{
F (a, a+ ν; 2a; z + i) ν real
F (a, a− ν; 2a; z + i) ν imaginary.
(B.28)
Using 15.8.1 of [38], it may be checked that
F (a, a+ ν; 2a; z(t) + i) = (1− z(t)− i)−a−νF (a, a+ ν; 2a; z(t)/ (z(t)− 1)− i) (B.29)
= e−2(a+ν)t/leipi(a+ν)F (a, a+ ν; 2a; z(−t)− i). (B.30)
Using the relations above when ν is real, it follows from the definition of yL(t) that yL(−t) =
e2iΘe−ipi(a+ν)yL(t). The same formula in [38] also guarantees
F (a, a− ν; 2a; z(t) + i) = (1− z(t)− i)−aF (a, a+ ν; 2a; z(t)/ (z(t)− 1)− i) (B.31)
= e−2at/leipiaF (a, a+ ν; 2a; z(−t)− i). (B.32)
Using this expression and (B.28) when ν is purely imaginary, it follows that yL(−t) = e2iΘe−ipiayL(t).
Combining these results we find Θ = pi
2
[a+ Re(ν)].
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causally related (when x and y are spacelike, then Z < 1 and the values of the function
below and above the real line coincide). The Hadamard function is equal to the real part
HE(x, y) = Re [WE(x, y)], which depends only on the coordinate-independent quantity
Z(x, y). The Pauli-Jordan function and the retarded Green function can be written in
terms of WE(x, y), since i∆(x, y) = 2Im [WE(x, y)] and GR(x, y) = θ(x
0 − y0)∆(x, y).
We denote the two-real-parameter family of dS-invariant α-vacua by |α, β〉. Their
modefunctions can be obtained through a Bogoliubov transformation [6]
u
(α,β)
k = cosh(α)u
BD
k + sinh(α)e
iβuBD−k , (B.37)
for the BD modes, and
u
(α,β)
Lj = cosh(α)u
E
Lj + sinh(α)e
iβuELj , (B.38)
for the Euclidean modes. Here α ∈ R+ and β ∈ R is defined modulo 2pi. Recall the
relations between negative frequency modes and positive frequency modes taking antipo-
dal arguments, which can be obtained for both the Euclidean modes (B.26) [6], and the
Poincare´ modes (B.6) by appropriate choices of the arbitrary complex phases in the normal-
isation factors. Because of these relations, it is possible to express the two-point function
Wα,β(x, y) associated to an arbitrary α-vacuum in terms of the Euclidean/BD two-point
function WE(x, y) (B.36). The imaginary part of Wα,β(x, y) is always equal to i∆(x, y) and
hence identical for all α-vacua. The real part, i.e. the Hadamard function, depends on α
and β. By computing the mode sums using the α-modes, the family of de Sitter invariant
Hadamard functions Hα,β(x, y) can be obtained and reads [6]:
Hα,β(x, y) = cosh 2αHE(x, y) + sinh 2α
[
cosβ HE(x
A, y)− sinβ∆(xA, y)] . (B.39)
The two-point function for an α-vacuum is thus given by Wα,β(x, y) =
1
2Hα,β(x, y) +
i
2∆(x, y). In this particular parametrisation of the α-vacua [6], the Euclidean state cor-
responds to α = 0.13 The derivation of (B.39) for modes on the Poincare´ patch requires
evaluating the BD Hadamard function outside its domain of validity. Specifically, one uses
the property that
HBD(ηx,x;−ηy − i,y) :=
∫
ddk
[
uBDk (ηx,x)u
BD
k (−ηy − i,y) + uBDk (ηx,x)uBDk (−ηy − i,y)
]
= HE(x, yA), (B.40)
where HE(x, yA) is the Hadamard function of the Euclidean vacuum, which is of course
defined on all of de Sitter space. This implies that for a given choice of α and β, the two-
point function associated with the modes (B.37) is the restriction of the global α-vacua
two-point function, defined via the modes (B.38), to the Poincare´ patch.
13The relation between the parametrisation used here and that of [18, 21], which uses a single complex
parameter α˜, is Re(α˜) = ln tanhα and Im(α˜) = β. The notation used here will be more convenient in the
analysis of the SJ vacuum on a causal set, because the Euclidean state then corresponds to a finite value
α = 0 instead of α˜ = −∞.
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Two α-vacua which will be of special interest to us are the in- and out-vacua [18, 21] :
αin = αout = tanh
−1 e−pi|ν|, βin = −βout = D + 1
2
pi, (B.41)
which have no incoming/outgoing particles at past/future infinity, respectively. 14 In other
words, they minimise the Hamiltonian on spatial slices at t → ±∞ in global coordinates,
as shown in Figure 5. Notice that in odd spacetime dimensions, the in and out-vacua
are the same, i.e. they are related by a trivial Bogoliubov transformation, since then
exp(iβin) = exp(iβout) (“odd-dimensional de Sitter space is transparent” [21, 22]). It is
also worth pointing out that for masses much larger than the Hubble radius, m  m∗ =
(D − 1)/2`, the in/out states are “exponentially close” to the Euclidean state, since then
|ν| = 12`
√
m2 −m2∗  1 and sinh(α) ∼ e−pi|ν|.
C Calculation of Inner Products
C.1 Poincare´ chart
Here we shall evaluate (3.9):
rk =
〈χk, χk〉η
〈χk, χk〉η . (C.1)
It follows from the definition of χBDk that
〈χk, χk〉η =
pi`
4
eipi(ν−
d+2
2 )
∫ ηmax
ηmin
[
H(1)ν (−kη)
]2(−`
η
)
dη (C.2)
〈χk, χk〉η = pi`
4
e−piIm(ν)
∫ ηmax
ηmin
∣∣∣H(1)ν (−kη)∣∣∣2(−`η
)
dη. (C.3)
Changing integration variables to x = −kη, and defining  = −kηmin, xm = −kηmax, we
find:
rk = e
ipi(Re(ν)− d+22 )F (, xm) where F (, xm) =
∫ xm

dx
x
[
H
(1)
ν (x)
]2
∫ xm

dx
x
∣∣∣H(1)ν (x)∣∣∣2 . (C.4)
Let us list a few useful properties of the Hankel function H
(1)
ν (z). It satisfies the Bessel
equation [z2 d
2
dz2
+ z ddz + (z
2 − ν2)]H(1)ν (z) = 0 and has the defining property (see 10.2.5 of
[38])
H(1)ν (z)→
√
2
piz
ei(z−
piν
2
−pi
4 ), (C.5)
as z →∞ in −pi+ δ ≤ phz ≤ 2pi− δ, where δ is an arbitrary small positive number. It has
a branch point at z = 0 and its principal branch corresponds to the principal value of the
14 The modefunctions associated with these choices of α and β correspond to φ˜inLj and φ˜
out
Lj defined in
[21], which differ from the usually defined in/out modes by a constant phase. Of course, these two choices
define the same vacuum state because the two-point function is insensitive to any constant-phase rescaling
of modefunctions.
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square root in (C.5), with a branch cut along (−∞, 0]. 15 From here on out H(1)ν (z) will
denote the principal value of this function. The asymptotic behaviour of H
(1)
ν (z) as z → 0
is also of interest to us:16
H
(1)
0 (z)→
(
2i
pi
)
Log(z) (C.6)
H(1)ν (z)→ −
(
i
pi
)
Γ(ν)e−νLog(z/2), Re(ν) > 0 (C.7)
H
(1)
iν (z)→ AνeiνLog(z/2) +Bνe−iνLog(z/2), ν ∈ R, ν 6= 0. (C.8)
where
Aν =
1 + coth(piν)
Γ(1 + iν)
, Bν = − csch(piν)
Γ(1− iν) . (C.9)
Since our goal is to evaluate (C.4), we are only interested in positive values of z, for which
Log(z) = ln(x). For finite , as can be seen from (C.5), both integrals in the numerator
and denominator of F (, xm) converge as xm →∞. Moreover, (C.6)−(C.8) show that both
integrals diverge in the limit  → 0, which means we can let xm = ∞ and only concern
ourselves with the behaviour of the integrands close to zero. Doing so, (C.6) and (C.7)
imply
lim
→0
xm→∞
F (, xm) = −1 for ν ≥ 0. (C.10)
Similarly, (C.7) implies
lim
→0
xm→∞
F (, xm) =
2AνBν
|Aν |2 + |Bν |2 = −sech(pi|ν|) for ν = i|ν|, ν 6= 0. (C.11)
To derive this last equality, we have used the following properties of the Gamma function
(see 5.5.1, 5.5.3 and 5.4.3 of [38]):
Γ(z + 1) = zΓ(z) (C.12)
Γ(z)Γ(1− z) = pi
sin(piz)
z 6= 0,±1,±2, . . . (C.13)
|Γ(iy)| =
√
pi
y sinh(piy)
y ∈ R. (C.14)
It then follows that
Γ(1+i|ν|)Γ(1−i|ν|) = (i|ν|)Γ(i|ν|)Γ(1−i|ν|) = i|ν|pi/ sin(ipi|ν|) = pi|ν|/ sinh(pi|ν|) (C.15)
and
|Γ(1± i|ν|)| = | ± i|ν|Γ(±i|ν|)| =
√
pi|ν|/ sinh(pi|ν|). (C.16)
Using these expressions we obtain
2AνBν
|Aν |2 + |Bν |2 =
−2[1 + coth(pi|ν|)]csch(pi|ν|)
[1 + coth(pi|ν|)]2 + csch2(pi|ν|) = −sech(pi|ν|).
15PV(z−
1
2 ) = e−
1
2
Log(z), where Log(z) = ln(r) + iΘ with z = reiΘ and −pi < Θ ≤ pi.
16In [38] see 10.7.2 for (C.6), 10.7.7 for (C.7), and a combination of 10.4.3, 10.7.3, and 10.7.6 for (C.6).
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Figure 6 provides numerical evidence for these calculations. We have computed |F (, xm)|
numerically and plotted its behaviour as a function of . These results are consistent with
the analytical arguments provided above.
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Figure 6: Behaviour of |F (, xm)| as a function of . The dependence on xm is negligible
for small .
Summarising our results:
rk =
e
ipi(ν− d2 ) if m ≤ m∗,
e−ipi
d
2 sech(pi|ν|) if m ≥ m∗.
(C.17)
C.2 Global chart
Here we shall evaluate (3.20):
rL := (−1)L 〈y
E
L , y
E
L 〉t
〈yEL , yEL 〉t
. (C.18)
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It follows from (B.27) that
〈yEL , yEL 〉t = 2
∫ T
0
|yEL (t)|2ld coshd(t/l)dt (C.19)
〈yEL , yEL 〉t = 2
∫ T
0
Re
[
yEL (t)
2
]
ld coshd(t/l)dt. (C.20)
Changing integration variables to z(t) = 1 + e2t/l, these integrals become
〈yEL , yEL 〉t =
ld+1
22a
Re
{∫ zT
2
N 2LI1(z)dz
}
, 〈yEL , yEL 〉t =
ld+1
22a
∫ zT
2
|NL|2I2(z)dz, (C.21)
where
I1(z) :=
1
N 2L
vL(z)
2(z − 1)ν−1z2a, I2(z) := 1|NL|2 |vL(z)|
2(z − 1)Re(ν)−1z2a. (C.22)
Here zT = z(T ) and all other quantities have been defined in Section B.2. With these
definitions:
lim
zT→∞
〈yEL , yEL 〉t
〈yEL , yEL 〉t
= lim
zT→∞
Re
{N 2L ∫ zT2 I1(z)dz}
|NL|2
∫ zT
2 I2(z)dz
. (C.23)
The lower limit of these integrals is completely well-behaved, but they diverge in the limit
where zT →∞. Therefore, it suffices to study the integrands in this limit only. Using the
asymptotic behaviour of the hypergeometric function given in (B.19), it can be checked
that when ν is real: (see Section B.2 for definition of γ and ξ)
I1(z)
z→∞−−−→ γ2e−2ipiazν−1, I2(z) z→∞−−−→ |γ|2zν−1. (C.24)
Given that both quantities have the same scaling with z in this limit, their ratio must
converge to a constant when zT →∞:
lim
zT→∞
〈yEL , yEL 〉t
〈yEL , yEL 〉t
=
Re
{|NL|2e2iΘe−2ipia}
|NL|2 = cos[pi(ν − a)], (C.25)
where Θ = pi2 [a+ Re(ν)]. Here we have used the fact that γ = γ when ν is real. When ν
is imaginary, it follows from (B.19) that
I1(z)
z→∞−−−→ e−2ipiaz−1
[
2γξepi|ν| + γ2ei|ν| ln(z) + ξ2epi|ν|e−i|ν| ln z
]
(C.26)
I2(z)
z→∞−−−→ z−1
[
|γ|2 + |ξ|2e2pi|ν| + γξei|ν| ln(z)epi|ν| + γξe−i|ν| ln(z)epi|ν|
]
. (C.27)
Again, since both quantities have the same scaling with z in this limit, the ratio of their
integrals converges to a constant as zT →∞:
lim
zT→∞
〈yEL , yEL 〉t
〈yEL , yEL 〉t
=
Re
{
2γξ|NL|2e2iΘe−2ipia
}
|NL|2(|γ|2 + |ξ|2e2piν) (C.28)
= cos(pia)sech(pi|ν|), (C.29)
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having used the fact that γ = ξ when ν is imaginary. Notice that
cos [pi(ν − a)] = cos(piL+ pid/2− piν) = (−1)L cos(pid/2− piν) (C.30)
= (−1)L cos(piD/2− piν − pi/2) = (−1)L sin(piD/2− piν). (C.31)
Similarly, cos(pia) = (−1)L sin(piD/2). Summarising our results:
rL =

sin
D
2
pi sechpi|ν| if m ≥ m∗,
sin
[(
D
2
− |ν|
)
pi
]
if 0 < m ≤ m∗.
(C.32)
D Sprinkling into a diamond in dS2
To produce a sprinkling CM into a causal diamond M in dS2, we need to pick a coordinate
chart. The cosmological coordinates xµP defined in (A.9) are well suited because they have
a conformally flat metric, which makes it particularly simple to compute the causal relation
between points, given their coordinate values. Even though this chart only covers half of
de Sitter space, there is no loss of generality because the symmetries of de Sitter space
imply that any causal diamond can be isometrically mapped to a causal diamond entirely
contained in the Poincare´ patch.
Let M be a causal diamond between two points p, q ∈ dS2P such that p ≺ q. Denote
the (timelike) geodesic distance between p and q by τ . Since any two causal diamonds with
the same value of τ are isometric, we choose xµp = (ητ , 0) and x
µ
q = (`2/ητ , 0) with
ητ = −`eτ/2` < −`, (D.1)
without loss of generality. To obtain a sprinkling CM into M we first generate a uni-
form Poisson distribution of N points in the square [0, 1]2 using a Mersenne Twister
algorithm [41]. We use Cartesian coordinates y1, y2 on [0, 1]
2 and find an embedding
ϕ : [0, 1]2 → R, which for any subset A ⊂ [0, 1]2 satisfies
VM
∫
A
dy1dy2 =
∫
ϕ(A)
d2x
√−g. (D.2)
The factor VM on the left hand side guarantees that the embedding scales the volume
correctly. Its value for the causal diamond of length τ is
VM = 4`
2 ln cosh
τ
2`
. (D.3)
By inspection it can be shown that the embedding ϕ : (y1, y2)→ (η, x) defined by [42]
η =
−`eτ/2`
1 + y1(eτ/` − 1)
,
r = (1− 2y2) sinh τ
2`
,
(D.4)
– 31 –
satisfies the above condition (D.2). By keeping only such points for which |x| < min(ητ −
η, η − `2/ητ ) and recording the causal relations among them, we obtain a sprinkling CM
into M . Note that, as explained above, we also calculate the geodesic distance between
any two points using the metric on the manifold, even though this data is not explicitly
part of CM .
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