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ABSTRACT
Oil has been found on what was once the banks of ancient rivers. As a consequence, there is
an interest in identifying the locations of ancient rivers, which in turn motivates the need for
criteria to identify river locations. To that end, we develop geometric descriptors to quantify
river geometries and to observe their statistics. The river geometries are represented by
curves which define their center lines. Curve descriptors are defined via Minkowski valuations
and high-order singular value decomposition. The advantage of this method is that a large
number of descriptors can be readily generated. The statistic study is conducted on a few
groups of curves and a collection of rivers in Texas.
To create the descriptors, high order Minkowski valuation tensors are generated based
on the curves’ position vectors, normal vectors and curvatures. Next, these tensors are
decomposed via high-order singular-value decomposition into scalar descriptors derived from
the eigenvalues of the tensors. Correlation amongst the descriptors are subsequently obtained
and the independent ones are identified.
At last, two sets of statistical analysis are conducted. The first analysis provides insights
to the physics of the descriptors. Groups of curves are generated in this analysis, wherein
specific geometric features are varied, and the change in the curve descriptors is observed.
Thus we infer correlations between geometric features and descriptors. The second analy-
sis evaluates a descriptors-based criterion to identify river-like curves. In this analysis, the
descriptors of 1722 10-mile Texas river segments are obtained and a joint density proba-
bility function amongst the independent descriptors is created. The probability function
is subsequently used as a criterion to identify river-like curves among randomly generated
ones.
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Chapter 1
INTRODUCTION
Enthusiasm in oil exploration is never ending. Therefore when it was realized that prolific oil
fields are in the proximity of what was once ancient rivers [2, 3], the study of rivers became
valuable. For this reason, one might be interested in generating a statistical database of
rivers with similar shapes, and study their potential to produce crude oil. This thesis partly
addresses this goal, namely the auto-generation a statistical database of realistic rivers.
A widely adopted way to study rivers is to examine their centerlines [4, 5] i.e. we reduce
a database of rivers to a database of curves. And one way to generate curves is via B-spline
(cf. Appendix C) wherein one prescribes the control point coordinates and the order of the
spline to define a curve. Therefore generating B-splines, i.e. curves, i.e. rivers, is no harder
than generating multiple pairs of random real numbers. The real difficulties in generating
a curve database of realistic rivers are: how curvy could they be? Could they turn more
than 60 degrees over a 1-mile course? How many 180 degree turns could they make over a
20-mile course? These questions may be easily answered by people with trained eyes, but
not so easily by computers. Fortunately, engineers and scientists have invented algorithms
to make these judgments. In addition to the obvious curve descriptors such as length and
average curvature, more sophisticated descriptors have been developed. Balestrino [6] uses
plane curve entropy (a scalar measure of complexity) to classify dynamical systems. To
distinguish original paintings from imitations, Yao et al. [7] characterize painting edge curve
elegance using descriptors that measure the steadiness (and thereby the mastery of the
painter), the global coherence of all edge curves, and the average local coherence of all edge
curves. If a painting is coherent either globally or locally, then it is likely to be an original
work. Authors of the aforementioned works have limited number of descriptors, yet they
accomplished meaningful results.
The current study generates an arbitrary number of curve descriptors by examining the
High-Order Singular Value Decomposition (HOSVD) of their Minkowski Valuations (MVs).
We first summarize Minkowski Valuations [8, 9], i.e. high-order tensors generated via a
combination of position vectors, normal vectors and curvature. Then we subject MVs to
HOSVD [10, 11] to obtain their Singular Value Ratios (SVRs) and thereby we obtain scalar
1
descriptors. It is worth noting that MVs can have infinitely many compositions of arbitrarily
high order, therefore we can obtain as many descriptors as desired.
Back to the task at hand, we sample thousands of existing rivers, and generate their
descriptors. We then generate joint probability distributions of the descriptors. Using such
distributions, we obtain a criterion for indicating if a randomly generated curve possesses
the characteristics of a realistic river.
2
Chapter 2
MINKOWSKI VALUATION AND HIGH-ORDER
SINGULAR VALUE DECOMPOSITION
Beisbart [8, 9] uses MVs to characterize patterns in d-dimensions. He refers to MVs as
“curvature measures integrated over the surface of a pattern” and defines them as
W p,qν ≡
ν!(d− ν)!
ν d!
∫
∂K
sν−1( κ )x
pnqdSd−1 (2.1)
where d is the dimension of the vector space, ν takes values of 1,2...or d, K is the d-
dimensional body whose boundary is ∂K, dSd−1 is an infinitesimal boundary element, and
sν−1 is a function of κ = (κ1, κ2, ...κd−1) where κi is a principle generalized boundary curva-
ture [12]. xpnq denotes symmetric tensors of order p in the position vector x and order q in
the normal vector n.
To adapt this definition to plane curves, we neglect the term ν!(d−ν)!
ν d!
, and equate sν−1( κ )
to one or the curvature κ. To gain insight, we first focus on the χxx and χnn MVs in Table
2.1, wherein, C denotes the curve of length l, ⊗ is the tensor product, and xc = x− x¯ is the
centroidal coordinate with
x¯ =
1
l
∫
C
x(l)dl (2.2)
identifying the curve centroid.
Symbol Formula Tensor Name
χxx
∫
C
xc ⊗ xcdl 2
nd order perimeter tensor
χnn
∫
C
n⊗ ndl 2nd order perimeter tensor with unit normal vector
Table 2.1: Types of MVs.
The reason for using the centroidal coordinate is obvious if we view the MVs as high-order
inertia tensors. Recalling that inertia is dependent on the origin, we purposely define the
MVs with respect to their centroidal coordinate systems.
Since the MVs χxx and χnn are symmetric 2nd order tensors, potential descriptors are
their eigenvectors, eigenvalues, or a combination thereof. Here, we use the ratio of the
largest eigenvalue to the smallest eigenvalue (in terms of absolute values), as the descriptor,
which we henceforth refer to as the eigenvalue ratio (EVR). This descriptor choice brings
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with it additional benefits. First, it is scale-invariant. Indeed, the original curve C MV
χxx =
∫
C
xc ⊗ xcdl has the eigendecomposition χ
xx =
∑2
i=1 λiφi ⊗ φi where (λi, φi) are the
eigenpairs of χxx. If the curve C is scaled by the factor α >0, to define the new curve Cα,
then χxxα =
∫
Cα
xcα ⊗ xcαdlα =
∫
C
αx ⊗ αxαdl = α3χxx. Therefore the EVR for curve Cα is
the same as that for C. Another benefit of our descriptors is rotational-invariance. Suppose
we rotate curve C via the rotation R to define the rotated curve CR. Its MV is given by
χxxR =
∫
C
(Rx)⊗ (Rx)dl = R
∫
C
(x⊗ x)dlRT = RχxxRT
=R(
2∑
i=1
λiφi ⊗ φi)R
T =
2∑
i=1
λi(Rφi)⊗ (Rφi)
so that the EVRs of CR and C are equal.
Now we compute EVRs for several curves to demonstrate their descriptive qualities. Figure
2.1a shows curve Ca whose body is evenly distributed in space and whose tangent vector is
also evenly distributed. Figure 2.1b shows curve Cb whose body is distributed within a much
smaller area than curve Ca, and whose tangent vector is nearly uniform. Figure 2.1c shows
curve Cc whose body is evenly distributed in space and whose tangent vector is predominantly
uniform, modulo its sign. The χxx EVR for Ca and Cb are drastically different, while χ
xx
EVR for Ca and Cc are somewhat similar. On the other hand, the χ
nn EVR for the three
curves are fairly distinct. This means the χnn EVR may compensate for the failure of the
χxx EVR to recognize the difference between curves Ca and Cc. This simple example has
prompted us to use more descriptors to further improve their effectiveness.
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(a) Curve Ca: χ
xx EVR = 1.2610; χnn
EVR = 1.2642.
(b) Curve Cb: χ
xx EVR = 1778.9;χnn
EVR = 58.1049.
(c) Curve Cc: χ
xx EVR = 1.3309; χnn
EVR = 12.3312.
Figure 2.1: EVRs calculated for different curves.
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To obtain more descriptors, we extend our approach by constructing higher-order MVs
which we denote by χ if sν−1 = 1 and by Υ if sν−1 = κ, cf. Table 2.2. The concept of
generating high-order tensors via tensor outer products is well established [13]. For example,
Υnxn =
∫
C
κxc ⊗ n⊗ xcdl or Υ
nxn
ijk =
∫
C
κxcinjxckdl, where the components are with respect
to a Cartesian coordinate system. With this procedure, we generate the 32 2nd − 5th order
tensors, denoted in Table 2.3.
We now have a conundrum: how do we extract descriptors like the EVRs from high-order
tensors? The EVRs worked because χxx and χnn were symmetric 2nd order tensors. Now
that we have asymmetric tensors such as χxnx, we can no longer utilize eigendecompositions.
This dilemma is resolved by using HOSVD [10], which can be viewed as an extension of the
eigendecomposition. Thusly, we replace the EVs with the so-called SVRs.
Symbol Formula Tensor Name
χxx
∫
C
xc ⊗ xcdl 2
nd order perimeter tensor
χnn
∫
C
n⊗ ndl 2nd order perimeter tensor with unit normal vector
χxn
∫
C
xc ⊗ ndl 2
nd order perimeter tensor with xn term
χxnx
∫
C
xc ⊗ n⊗ xcdl 3
rd order perimeter tensor with xnx term
χnxn
∫
C
n⊗ xc ⊗ ndl 3
rd order perimeter tensor with nxn term
Υxx
∫
C
κxc ⊗ xcdl 2
nd order euler number tensor
Υnn
∫
C
κn⊗ ndl 2nd order euler number tensor with unit normal vector
Υxn
∫
C
κxc ⊗ ndl 2
nd order euler number tensor with xn term
Υxnx
∫
C
κxc ⊗ n⊗ xcdl 3
rd order euler number tensor with xnx term
Υnxn
∫
C
κn⊗ xc ⊗ ndl 3
rd order euler number tensor with nxn term
Table 2.2: Types of MVs (Extended).
χxx χnn χxn χnx Υxx Υnn Υxn Υnx
χxxx χnnn χxnx χnxn Υxxx Υnnn Υxnx Υnxn
χxxxx χnnnn χxnxn χnxnx Υxxxx Υnnnn Υxnxn Υnxnx
χxxxxx χnnnnn χxnxnx χnxnxn Υxxxxx Υnnnnn Υxnxnx Υnxnxn
Table 2.3: 32 MVs whose SVRs are used in this study.
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Chapter 3
EFFECTIVENESS OF SVR APPROACH
We gauge the effectiveness of our approach from two perspectives: 1) can SVRs be used
to distinguish drastically different rivers and to identify similarly shaped rivers, and 2) can
SVRs be used to indicate specific geometrical features.
To address item 1), we compute the base-10 logarithm of SVRs for 1722 10-mile river
segments (see Appendix A for detail). We then plot the SVRs of the various MVs against
each other (cf. Figure 3.21). To better visualize this we wrote an interactive program,
wherein one can enter a river’s ID, whereupon the corresponding river will be illustrated and
the data points highlighted on the plots (cf. Figures 3.1 and 3.2). Alternatively, one can
select a data point on any plot and the points on the remaining plots will be highlighted as
well as the figure of the corresponding river and its ID. For example, the rivers and data
points for river IDs 1686 and 586 appear in Figures 3.1 and 3.2. As seen in Figure 3.1, the
rivers are “similarly” shaped and thus it is not surprising that their SVRs are similar, cf.
Figure 3.2. In fact, the following 26 of the 32 possible SVRs are close in relative magnitude,
i.e. within 50%.
χxx χxxx χxxxx χxxxxx χnxnx χnn χnnnn χxnx χxnxn χxnxnx
Υxx Υxxx Υxxxx Υxxxxx Υnx Υnxn Υnxnx Υnxnxn Υnn Υnnn Υnnnn Υnnnnn Υxn Υxnx Υxnxn Υxnxnx
Not surprisingly, this tells us that two similar-shaped rivers are likely to have similar SVRs.
To do another experiment, we restart the program, and choose a point from the χxx vs.
Υxx plot (cf. Figure 3.4), which is identified as river ID 312. Simultaneously, river ID 312
data points are highlight in red on the remaining plots, e.g. χxx vs. Υxxx and river ID 312
is illustrated, cf. Figure 3.4a. Next we choose a point at the other corner in the χxx vs. Υxx
plot. The river ID 468 is identified and plotted, cf. Figure 3.4b, and associated data points
1Why χnxn SVR has a constant value of 0 is under investigation.
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(a) River ID 1686. (b) River ID 586.
Figure 3.1: Chosen rivers.
plotted as illustrated in Figure 3.4. We observe that 26 of the respective 32 SVRs, i.e.
χxx χxxxx χxxxxx χnxnx χnxnxn χnn χnnn χnnnn χnnnnn χxnx χxnxn χxnxnx
Υxx Υxxx Υxxxx Υxxxxx Υnxn Υnxnx Υnxnxn Υnn Υnnn Υnnnn Υnnnnn Υxnx Υxnxn Υxnxnx
have disparate relative values exceeding 100%, and that their shapes are significantly differ-
ent. Again, not surprisingly, this means different SVRs values imply different river shapes.
In the aforementoined experiments, we see that the SVRs can effectively identify the
differences or similarities between curves.
8
Figure 3.2: Log-log plots for 1722 sampled rivers. Red and yellow dots corresponds to river
IDs 1686 and 586, cf. Figure 3.1.
9
Figure 3.3: Log-log plots for 1722 sampled rivers. Red and yellow dots corresponds to river
IDs 312 and 468, cf. Figure 3.4. 10
(a) River ID 312. (b) River ID 468.
Figure 3.4: Rivers corresponding to chosen data points.
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To address item 2), i.e. can the SVRs be used to indicate specific geometrical features, we
manually generate sets of curves with a single distinguishing feature. In the first experiment,
the variable is ruggedness. Sine waves y = α sin(x) of increasing magnitude α are used to
represent curves of increasing ruggedness (cf. Figure 3.5). To keep curve length a constant
value of 7.64, x is defined within [0, β], where β is a function of α. SVRs highlighted in
red in Figure 3.7 negatively correlate with ruggedness. Correlation is found for some of the
remaining 28 SVRs as well, but it is not as pronounced, cf. Figure 3.6 and 3.7. Therefore
we can use any one of the highlighted SVRs to indicate the ruggedness of a curve.
The next experiment considers the number of 180 degree turns. Sine waves y = α sin(pix/α)
in Figure 3.8 all have the same length and shape (in terms of aspect ratio), but contain dif-
ferent number of turns throughout their courses. From Figures 3.9 and 3.10, no pronounced
pattern can be seen except for the χxxxx,Υxxxxx and Υxnxnx SVRs. This means we can po-
tentially use any one of the χxxxx,Υxxxxx or Υxnxnx SVRs to capture the number of turns
the curve makes.
The next experiment uses the phase shift of the sine wave as the variable feature. Sine
waves y = sin(pi(x+ x0)) are used, where x0 represents the phase shift. The result is shown
in Figures 3.12 and 3.13. It is clear that the Υxx and Υxxxx SVRs decrease as the sine
curve shifts and gradually becomes a cosine curve, while the correlation for other SVRs is
not as pronounced. Therefore, we may use either Υxx or Υxxxx to reflect the phase shift
of a sine/cosine curve. Based on the foregoing experiments, it is clear that SVRs capture
differences in geometrical features.
12
Figure 3.5: Curves with increasing ruggedness.
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(a)
(b)
(c)
(d)
Figure 3.6: SVRs related to ruggedness.
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(a)
(b)
(c)
(d)
Figure 3.7: SVRs related to ruggedness.
15
Figure 3.8: Curves with different number of 180 turns.
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(a)
(b)
(c)
(d)
Figure 3.9: SVRs related to number of turns.
17
(a)
(b)
(c)
(d)
Figure 3.10: SVRs related to number of turns.
18
Figure 3.11: Shifted sine wave curves.
19
(a)
(b)
(c)
(d)
Figure 3.12: SVRs related to the shift of a sine wave.
20
(a)
(b)
(c)
(d)
Figure 3.13: SVRs related to the shift of a sine wave.
21
Chapter 4
JOINT PROBABILITY DISTRIBUTION
We now present histograms of the SVRs corresponding to a large population of rivers in
Texas. We then identify the most independent SVRs and generate their Joint Probability
Distributions (JPD). Finally we use the JPD to specify whether or not a randomly generated
curve is likely to be a river.
Recall we have collected 1722 10-mile rivers in Section 3, and computed their SVRs.
Histograms of the 10-base logarithm of these SVRs appear in Figures 4.1 - 4.4. One additional
histogram, the curve head-to-tail distance (HTD) normalized against curve length appears
on Figure 4.5. All the histograms except one (χnxn in Figure 4.3) have the form of probability
distribution. As such, we henceforth neglect the χnxn SVRs.
22
Figure 4.1: SVR histograms 1.
23
Figure 4.2: SVR histograms 2.
24
Figure 4.3: SVR histograms 3.
25
Figure 4.4: SVR histograms 4.
26
Figure 4.5: HTD histogram.
27
The next step towards generating a JPD is to make a multivariate histogram (MH) by
combining the results of figure 4.1-4.5. Before doing so, we identify the “most indepen-
dent” SVRs. To these ends, the correlation coefficient [14] between each data pair (A,B) is
calculated via
ρA,B =
cov(A,B)
σAσB
(4.1)
where cov is the covariance,
cov(A,B) =
N∑
i=1
(Ai −Mean[A])(Bi −Mean[B])
N
(4.2)
Ai, Bi are the N data points in the sets A and B, Mean is the mean value function, and
σA =
√√√√ 1
N
N∑
i=1
(Ai −Mean[A])2 (4.3)
is the standard deviation of A.
In our analysis the χnn, Υnxn, χxxx SVRs have correlation coefficients less than 0.2 when
paired with the remaining SVRs. This makes them the most independent among all SVRs,
and thusly they are chosen as the river descriptors. In addition to these SVRs, HTD is also
added as a descriptor.
To generate the JPD we build the MH for the χnn, Υnxn, χxxx SVRs and the HTD where
each dimension is equally divided into 6 bins. During this process, it was discovered that 19
interconnected 4D bins of the total 64 = 1296 contribute to over 80% of the JPD. A criterion
may now be set: if the χnn SVR, Υnxn SVR, χxxx SVR and HTD of a random curve falls in
one of the identified 9 bins, then the curve is likely to be a 10-mile river in Texas.
We proceed with two experiments to gauge the effectiveness of this criterion. In the first
experiment, 9 curves (cf. Figure 4.6) are generated that are similar or dissimilar to 10-mile
rivers. Based on the shape of the 1722 river samples, curves d and h appear to be rivers.
The curves are tested with the JPD criterion, and the results, also presented in Figure 4.6,
imply curve h is the only likely river curve. Therefore, our criterion has successfully rejected
curves a, b, c, e, f, g, i but failed to accept curve d, which may in fact be too straight.
In the second experiment, we randomly generate 20 curves by means of 5th-order B-splines
with 5 control points under the prerequisite that they do not self-intersect (cf. Section D).
The curves as well as the outcome when subjected to the JPD criterion appear in Figures
4.7 and 4.8. To interpret the outcomes in terms of our criterion, we e.g. consider the curve
in Figure 4.7(e) for which the χnn, Υnxn and χxxx SVRs and HTD fall in the 58th most
28
(a) Probability: 0, Out of MH
range
(b) Probability: 0.46%,
Ranking of 4D bin in
population in MH: 32
(c) Probability: 0.29%,
Ranking of 4D bin in
population in MH: 43
(d) Probability: 0, Out of MH
range
(e) Probability: 0, Out of MH
range
(f) Probability: 0.52%,
Ranking of 4D bin in
population in MH: 29
(g) Probability: 0.058%,
Ranking of 4D bin in
population in MH: 104
(h) Probability: 8.9%, Ranking
of 4D bin in population in MH:
3
(i) Probability: 0.12%,
Ranking of 4D bin in
population in MH: 68
Figure 4.6: Manually generated curves.
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populous MH bin. Within this bin, there are 0.17% of the 1722 10-mile rivers. Therefore
such a curve is not likely to be a 10-mile river. Based on the criterion, the curves in Figure
4.7 c, h and Figure 4.8 d, g, h are likely to be 10-mile rivers. Our criterion has rejected curves
that change direction sharply, cf. Figure 4.7 a, b, e, f, i and Figure 4.8 b, i, or ones that have
a closed loop tendency, cf. Figure 4.7 g and Figure 4.8 a,c,e. Although our criterion fails to
accept the curves in Figure 4.7 d, j that do look like a 10-mile rivers.
From the two aforementioned experiments, we observed that our criterion has limited
effectiveness. While it rejects curves that are unlikely to be realistic rivers, it occasionally
rejects curves that are likely to be rivers. This limited effectiveness could be improved by
drawing more river samples and extending to higher order MVs.
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(a) Probability: 0. Ranking of
4D bin in population in MH:
1081.
(b) Probability: 0. Out of MH
range.
(c) Probability: 3.6%. Ranking
of 4D bin in population in MH:
9.
(d) Probability: 0.52%.
Ranking of 4D bin in
population in MH: 28.
(e) Probability: 0.17%.
Ranking of 4D bin in
population in MH: 58.
(f) Probability: 0.12%.
Ranking of 4D bin in
population in MH: 69.
(g) Probability: 0. Out of MH
range.
(h) Probability: 14.6%.
Ranking of 4D bin in
population in MH: 1.
(i) Probability: 0.23%.
Ranking of 4D bin in
population in MH: 49.
(j) Probability: 0.12%.
Ranking of 4D bin in
population in MH: 69.
Figure 4.7: Randomly generated curves.
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(a) Probability: 0. Ranking of
4D bin in population in MH:
1043.
(b) Probability: 0. Ranking of
4D bin in population in MH:
1084.
(c) Probability: 0.12%.
Ranking of 4D bin in
population in MH: 69.
(d) Probability: 8.9%.
Ranking of 4D bin in
population in MH: 3.
(e) Probability: 0.058%.
Ranking of 4D bin in
population in MH: 106.
(f) Probability: 1.2%, Ranking
of 4D bin in population in MH:
17.
(g) Probability: 8.9%, Ranking
of 4D bin in population in MH:
3.
(h) Probability: 3.7%, Ranking
of 4D bin in population in MH:
8.
(i) Probability: 0, Ranking of
4D bin in population in MH:
1085
(j) Probability: 0.52%.
Ranking of 4D bin in
population in MH: 28
Figure 4.8: Randomly generated curves.
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Chapter 5
SUMMARY
The goal of the current study is to find out whether or not a random curve represents the
centerline of a realistic river. To these ends, a JPD, which is constructed with descriptors
extracted from 1722 10-mile river samples is created. The descriptors are obtained from
SVRs of the MVs of the river’s centerline curves, which are roughly the eigenvalue ratios of
high-order tensors generated via river centerline curve normal vectors, centroidal coordinates,
and curvature. It is concluded that the JPD criterion has limited effectiveness, and this could
be improved by including more river samples and/or extending the Minkowski valuations to
higher-order.
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Appendix A
OBTAIN SAMPLE RIVER CURVES
As previously mentioned, we are interested in classifying meandering rivers, which we do by
computing the MVs of their centerlines and then taking their SVRs. Herein we describe the
algorithms used to obtain the river samples from a raw database, their centroidal coordinates
xc, normal vectors n, curvatures κ, MVs, and finally their HOSVD and SVRs.
The United States Geographical Survey provides public access [15] to a database of nation-
wide rivers. In this study, samples are chosen from rivers in Texas, which are represented by
polylines of their center lines. The database contains latitudes and longitudes of the polyline
vertices (Figure A.1).
Geographic coordinates, i.e. latitudes and longitudes, are angular measures on the globe.
In contrast, projected coordinates are the Cartesian coordinates on a 2D map. It is more
intuitive to work with Cartesian coordinates, and therefore the geographic coordinates are
converted to projected coordinates via the ArcMap program, which is based on the projection
algorithm described in [16]. This conversion is analogous to pressing an orange peel against
a table, i.e. flattening the sphere structure onto a plane (cf. Figure A.2). Ultimately, the
Cartesian coordinates are obtained and used henceforth, cf. Figure A.3.
Unfortunately, the coordinate data is not always sequential. For example, the red dots
in Figure A.4 are the vertices with their associated vertex IDs. We call the line connecting
two consecutive vertices a “segment”, and the lines connecting more than 2 consecutive
Figure A.1: A river in Texas.
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Figure A.2: Conversion from geographic to projected coordinates. [1]
Figure A.3: River vertices: Geographic and Cartesian coordinates (unit: miles).
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Figure A.4: Valid and invalid segments.
vertices a “segment sequence”. The segment sequence defined by vertices 10, 11,...30 and
31,32,...150 are valid (i.e. they coincide with the actual river center line), whereas any
segment sequence containing the segment 30-31 is not. Such anomalies are accommodated
in the sample-selection algorithm.
The flow chart in Figure A.5 describes the sample-selection algorithm. Users first define
the desired length of the sample rivers TARGET DIST (we choose 10 miles). If the length(s)
of segment S I is greater than a maximum DIST FLAG (we choose 0.8 miles), the current
sequence is deemed invalid and the process begins anew from the next segment of the se-
quence. (cf. Figure A.4). Eventually one of two things occur. Either the current sequence
reaches the desired length and we output this valid sequence and exit, or we do not reach
the desired length and thereby produce nothing from this sample.
For our choice of 10-mile rivers the 0.8 mile maximum sequence length guarantees 100%
accuracy. By “100%”, we mean that out of the 1722 samples under visual inspection, none
of them contain invalid sequence(s), such as that illustrated in Figure A.4.
A sample curve segment sequence C is typically comprised of 50 segments. To numerically
compute its MVs we require the curve tangent, normal, curvature, etc. To compute these
quantities, curves are discretized into 1000 segments and parameterized such that x = x(t).
Each sample curve is at least 10-mile long. After the finer discretization the curves are
trimmed to lengths of nearly 9.99-mile.
To better represent the curve, the discretized sample curve is smoothed by a filtering
operation. To this end, for each curve point x we define the smoothed point x˜(x) such that
x˜(x) =
∫
Γr
k(y − x) y dly (A.1)
where
36
Figure A.5: Sample selection algorithm.
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k(z) =
r − |z|
(
∫
Γr
r − |z|dlz)
(A.2)
Γr,x = {y : |y − x| < r} (A.3)
and r is the filtering radius.
For each curve we obtain the parameterized centroidal coordinate xc(t) = [xc(t), yc(t)] (cf.
Equation 2.2), and then evaluate the curve tangent, normal and curvature as
t(s) =
x′c(s)
|x′c(s)|
=
[
tx
ty
]
(A.4)
n(t) =
[
−ty
tx
]
(A.5)
κ(t) =
|x′(t)y′′(t)− y′(t)x′′(t)|
((x′(t))2 + (y′(t))2)3/2
(A.6)
The filtered curve length is given by
L =
∫ tend
t1
√
x′(t)2 + y′(t)2dt (A.7)
which we approximate via the trapezoidal rule.
The following numerical differentiation scheme is also adopted to compute the derivatives,
e.g. x′c(t) and x
′′
c (t)
f ′(x) =
−f(−2dx+ x) + 8f(−dx+ x)− 8f(dx+ x) + f(2dx+ x)
12dx
(A.8)
f ′′(x) =
−f ′(−2dx+ x) + 8f ′(−dx+ x)− 8f ′(dx+ x) + f ′(2dx+ x)
12dx
(A.9)
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Appendix B
ESTIMATE NUMERICAL ERROR
Computations such as curvature are performed numerically in this study. It is therefore of
interest to quantify the error introduced by discretization. For this purpose we discretize a
B-spline (see Appendix C for details) and compare our computed values of curve length L,
average curvature κave, and Tave to those obtained analytically.
To evaluate curve length analytically, equation A.7 is used, where, x′(t) and y′(t) are
obtained from the B-spline Equations C.9 and C.6. To evaluate curve length numerically,
we discretize Equation A.7:
L =
tend∑
t=t1
√
(x′(t))2 + (y′(t))2∆t (B.1)
where x′(t) and y′(t) are obtained from Equation A.8 and ∆t = ti − ti−1, where ti is the
discretized curve parameter. A similar approach is used to evaluate average curvature
κave =
1
L
∫ 1
0
κ(t)dt (B.2)
and average tangential vector
Tave =
1
L
∫ 1
0
x′(t)
|x′(t)|
dt (B.3)
analytically and numerically.
Table 2 summarizes the outcome for the B-spline illustrated in Figure B.1. The small
numerical error justifies our numerical approach.
Property Numerical Analytical Numerical Error (%)
Total curve length 23.5750 23.5762 0.005
Average normalized tangential vector [0.0072454, 0.0411325] [0.00724701, 0.0411386] [0.02, 0.01]
Average curvature 0.00305277 0.00305164 0.04
Table B.1: Numerical error.
39
Figure B.1: Numerical B-spline plotted with Matlab (left) and analytical B-spline plotted
with Mathematica (right)
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Appendix C
B-SPLINE
Roger et al. [17] introduce several curve-generation schemes, one of them being the B-spline
that is used in this study. In this section, we define B-spline, as well as the first and second
derivatives.
Roger et al., define the position vector of a B-spline curve as
[x(t), y(t)] = x(t) =
nctrl∑
i=1
BiNi,k(t) for tmin ≤ t < tmax and 2 ≤ k ≤ nctrl
(C.1)
where the Bi are the position vectors of the control points, i.e. red dots in Figure C.1,
who produce the tendency of the curve; nctrl is the number of control points; Ni,k are the
normalized B-spline basis functions; and k is the order of the B-spline curve, which controls
how closely the curve approaches the control points, cf. Figure C.2.
For the ith normalized B-spline basis function of order k, the basis functions Ni,k(t) are
defined by the Cox-deBoor recursion formulae, namely,
Ni,1(t) =
{
1 when mi ≤ t < mi+1
0 otherwise
(C.2)
Ni,k(t) =
(t−mi)Ni,k−1(t)
mi+k−1 −mi
+
(mi+k − t)Ni+1,k−1(t)
mi+k −mi+1
(C.3)
where the convention 0/0 = 0 is adopted. In this formulation,mi are elements of a knot vector
satisfying the relation mi ≤ mi+1. Although knot vectors can have different definitions, the
current application uses the definition of an open uniform knot, i.e.
mi =


0 for 1 ≤ i ≤ k
i− k for k + 1 ≤ i ≤ nctrl
nctrl − k + 1 for nctrl + 1 ≤ i ≤ nctrl + k
(C.4)
(C.5)
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Figure C.1: Changing the leftmost control point of a B-spline with order 4.
Figure C.2: B-spline with orders 2,3,4 and 5.
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The derivatives of the curve are obtained from Equation C.1
[x′(t), y′(t)] =
nctrl∑
i=1
BiN
′
i,k(t) tmin ≤ t < tmax, 2 ≤ k ≤ nctrl (C.6)
[x′′(t), y′′(t)] =
nctrl∑
i=1
BiN
′′
i,k(t) tmin ≤ t < tmax, 2 ≤ k ≤ nctrl (C.7)
In the above we use Equation C.2 and C.3 to obtain
N ′i,1(t) = 0 (C.8)
N ′i,k(t) =
Ni,k−1(t) + (t−mi)N
′
i,k−1(t)
mi+k−1 −mi
+
−Ni+1,k−1(t) + (mi+k − t)N
′
i+1,k−1(t)
mi+k −mi+1
(C.9)
N ′′i,1(t) = 0 (C.10)
N ′′i,k(t) =
2N ′i,k−1(t) + (t−mi)N
′′
i,k−1(t)
mi+k−1 −mi
+
−2N ′i+1,k−1(t) + (mi+k − t)N
′′
i+1,k−1(t)
mi+k −mi+1
(C.11)
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Appendix D
SELF-INTERSECTION DETECTION
A river typically does not intersect itself, with the exception of oxbow lake [18]. Therefore,
before applying any river-qualifying criterion to our randomly generated curves we first pre-
screen them to omit those with self-intersections. Herein we outline the self-intersection
algorithm.
Since our curves are represented as polylines, detecting self-intersection amounts to check-
ing if each segment intersects any of the other segments. To do this we first evaluate intersec-
tion points on pairs of segment and check if the intersection point belongs to both segments.
Because a curve is made with thousands of line segments, it is computationally efficient to
narrow the scope of this problem. A necessary condition that two line segments intersect is
if the smallest rectangles that enclose them overlap, cf. Figure D.1. Only line segment pairs
that satisfy this condition are further processed, wherein the linear equations
(x
(1)
2 − x
(1)
1 )t
(1) = x(0) − x
(1)
1 (D.1)
(x
(2)
2 − x
(2)
1 )t
(2) = x(0) − x
(2)
1 (D.2)
(D.3)
are solved for x(0), t(1) and t(2), cf. Figure D.2
If t(1) ∈ [0, 1], then x(0) lies in segment 1, i.e. x
(1)
1 x
(1)
2 and similarly if t
(2) ∈ [0, 1], then x(0)
lies in segment 2, i.e. x
(2)
1 x
(2)
2 . Therefore we require both t
(1) ∈ [0, 1] and t(2) ∈ [0, 1] for x(0)
Figure D.1: Intersection prerequisite.
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Figure D.2: Locate intersection.
to be the intersection of the two line segments. If this condition is satisfied for any segment
pairs, the curve self intersects and is discarded from further consideration.
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