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Abstract
IceCube is a neutrino telescope currently under construction in the glacial
ice at South Pole. At the moment half of the detector is installed, when
completed it will instrument 1 km3 of ice providing a unique experimental
setup to detect high energy neutrinos from astrophysical sources.
In this work the sensitivity of the complete IceCube detector for a dif-
fuse electron-neutrino flux is analyzed, with a focus on energies above 1PeV.
Emphasis is put on the correct simulation of the energy deposit of electro-
magnetic cascades from charged-current electron-neutrino interactions. Since
existing parameterizations lack the description of suppression effects at high
energies, a simulation of the energy deposit of electromagnetic cascades with
energies above 1PeV is developed, including cross sections which account for
the LPM suppression of bremsstrahlung and pair creation. An attempt is
made to reconstruct the direction of these elongated showers.
The analysis presented here makes use of the full charge waveform recor-
ded with the data acquisition system of the IceCube detector. It intro-
duces new methods to discriminate efficiently between the background of
atmospheric muons, including muon bundles, and cascade signal events from
electron-neutrino interactions. Within one year of operation of the complete
detector a sensitivity of 1.5 · 10−8E−2 GeV s−1 sr−1 cm−2 is reached, which
is valid for a diffuse electron neutrino flux proportional to E−2 in the en-
ergy range from 16TeV to 13PeV. Sensitivity is defined as the upper limit
that could be set in absence of a signal at 90% confidence level. Including
all neutrino flavors in this analysis, an improvement of at least one order
of magnitude is expected, reaching the anticipated performance of a diffuse
muon analysis.
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Zusammenfassung
Zur Zeit wird das IceCube Neutrino-Teleskop am Südpol im Eis der An-
tarktis installiert, die Hälfte des Detektors ist bereits im Betrieb. Bei Fer-
tigstellung im Jahr 2011 wird mehr als 1 km3 Eis mit Photovervielfachern
instrumentiert sein. IceCube bietet damit eine einzigartige Möglichkeit, die
Quellen der kosmischen Strahlung mit Hilfe hochenergetischer Neutrinos zu
finden.
Im Rahmen dieser Arbeit wurde die Sensitivität des kompletten IceCube
Detektors für den Nachweis eines diffusen Flusses von Elektronneutrinos bes-
timmt. Ziel war es, die Eigenschaften des Detektors für Energien oberhalb von
einem PeV zu bestimmen. Besonderes Augenmerk wurde dabei auf die Simu-
lation von elektromagnetischen Kaskaden gelegt, die in Neutrino-Nukleon-
Wechselwirkungen auftreten. Da existierende Parametrisierungen die Un-
terdrückung der Wechselwirkungsquerschnitte durch den LPM-Effekt nicht
beinhalten, wurde eine Simulation des Energieverlustes von elektromagnetis-
chen Kaskaden für Energien oberhalb von 1PeV entwickelt, die entsprechend
modifizierte Wirkungsquerschnitte verwendet. Basierend auf den Ergebnissen
dieser Simulation wird versucht, die Richtungsinformation von hochenergetis-
chen Kaskaden zu rekonstruieren.
Die Analyse, die in dieser Arbeit vorgestellt wird, nutzt die komplette
Information des durch einen Photovervielfacher aufgezeichneten Ladungsver-
laufes aus, die mit der Datennahme des IceCube Detektors zur Verfügung
steht. Es werden neue Methoden entwickelt, um zwischen atmosphärischen
Myonen-Hintergrund- und Signalereignissen von Kaskaden aus Neutrino-
Nukleon-Wechselwirkungen zu unterscheiden. Die erreichbare Sensitivität in-
nerhalb einer Laufzeit von einem Jahr ist 1.5 · 10−8E−2 GeV s−1 sr−1 cm−2 in
einem Energiebereich von 16TeV bis 13PeV für den Nachweis von Elektron-
neutrinos eines diffusen Flusses, der einem E−2 Energiespektrum folgt. Die
Sensitivität ist definiert als das obere Limit, welches bei nicht vorhanden-
em Signal, mit einem Konfidenzniveau von 90% gesetzt werden kann. Eine
Verbesserung von mindestens einer Größenordnung wird erwartet, wenn alle
Neutrinofamilien in die Analyse einbezogen werden. Damit sollte eine Sensi-
tivität erreicht werden, die auf dem gleichen Niveau einer diffusen Myonen-
analyse liegt.
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Almost 100 years after the discovery of charged cosmic rays by V. Hess [77],
their origin is still not clear, mainly because charged particles are deflected by
interstellar magnetic fields and therefore do not point back to their sources.
An exceptional case are particles with extremely high energies O(10EeV)
which keep their directional information. However, their flux is low with
less than one particle per year and square-kilometer, and due to interactions
with the cosmic microwave background (CMB) radiation they can only travel
limited distances O(50Mpc). Recently, the Auger experiment, spanning
an area of more than 3000 km2, observed a correlation between extremely
high-energetic charged cosmic rays and the distribution of matter nearby our
galaxy, including active galactic nuclei, one prime candidate source of cosmic
rays [1]. This is a major step in the direction of the identification of the
sources of charged cosmic rays, however, only at the highest energies.
Photons and neutrinos propagate in straight lines independent of energy,
hence they are good messengers to find the sources of cosmic rays. The
progress in the field of high energy photon-astronomy with the new gener-
ation of γ-ray telescopes like H.e.s.s. and Magic is impressive. Sources
that are known from radio and optical astronomy are now seen in the light of
high energy γ-rays. In addition sources are discovered which have not been
seen before at all [17]. However, high energy γ-ray observations are also lim-
ited to short distances on astrophysical scales due to interactions with the
CMB radiation and the extra-galactic background light. For example, above
∼ 100TeV γ-rays do not survive the journey through our galaxy [104]. They
also do not reveal their production mechanism as there are two competing
scenarios which can explain the origin of high energy γ-rays, namely electro-
magnetic and hadronic acceleration scenarios. As only the latter produces




Neutrinos as cosmic messengers are tempting, because they would defi-
nitely reveal hadronic acceleration mechanisms as sources of charged cosmic
rays. They would also provide crucial information about the in situ physi-
cal conditions of the sources as they are unaffected by intervening scattering
processes. Additionally, the observation range is almost unlimited. It is the
extremely low cross section of the weak interactions that make this possi-
ble, however, it makes it also very difficult to detect neutrinos. At energies
above ∼ 1GeV it is possible to use large natural target media with rela-
tively sparse instrumentation of photomultiplier tubes (PMTs) to detect the
Cherenkov light of charged secondary particles created in neutrino-nucleon
interactions. The first high energy neutrino telescope in operation was the
Baikal detector, followed by the Amanda detector located at South Pole.
Both collaborations could prove the working principle of high energy neu-
trino detectors in open water and glacial ice by detecting neutrinos produced
in the atmosphere. However, no extraterrestrial neutrinos could be detected.
Theoretical bounds on the neutrino fluxes predict that detectors of a least
1 km3 volume are required to observe extraterrestrial high energy neutrinos.
See [108] for a review of astrophysical neutrino telescopes.
The IceCube experiment is currently installed at the South Pole as a suc-
cessor of the Amanda-II detector and will instrument a volume of ∼ 1 km3.
At the time of this writing half of the detector is in operation and the com-
pletion of the array is planned for 2011. With KM3NeT a second detector of
the same size is proposed to be installed in the Mediterranean Sea [86]. The
sensitivity of both instruments will surpass the upper theoretical bounds as
studies similar to that performed in this work predict [21, 86, 96].
Two distinct event signatures are produced by the charged secondary
particles of neutrino nucleon interactions. Tracks produced by muons allow
to reconstruct the direction of the neutrino and the effective volume exceeds
the actual detector volume due to the large range of high energy muons.
The direction reconstruction allows to perform point-source searches and
provides the opportunity to combine informations from other experiments
and signal sources in a multi-messenger approach [2, 99]. The other signature
is provided by particle cascades with energies, which deposit energy in a
small volume, for energies below ∼ 100PeV. Hence, the effective volume for
cascade detection is similar to the geometrical volume of the detector. An
advantage over the muon channel is the good background rejection potential
to remove atmospheric muons, which allows to perform a search over the full
hemisphere. For detectors located in a medium like ice where light is strongly
scattered, the directional information of cascades was not reconstructible up
to now. Thus, for IceCube the cascade detection channel is still limited
to diffuse flux searches, where the calorimetric measurement of an isotropic
2
neutrino background is used to find an enhancement above the expected
background from atmospheric neutrinos.
The results presented in this thesis focus on the electron-neutrino detec-
tion channel, with signals produced by hadronic and electromagnetic cas-
cades. The original idea was to develop a direction reconstruction which
would allow to perform point-source searches also in the cascade detection
channel. Although several improvements to the simulation and reconstruc-
tion of cascade-like events were introduced the achieved direction reconstruc-
tion resolution is not sufficient. Hence, the focus of this work was directed to
an analysis of a diffuse neutrino flux with the aim to obtain the best possi-
ble sensitivity for this approach exploiting the improvements of the IceCube
readout system.
The outline of the thesis is described in the following. After a brief in-
troduction to cosmic rays and high energy astrophysical neutrinos and their
sources in Chapter 2 the principles of neutrino detection and the physical pro-
cesses involved are summarized in Chapter 3. Emphasis is put on the physics
of cascades, in particular on that of electromagnetic cascades at high energies
where suppression effects can reduce the bremsstrahlung and pair production
cross sections which increases the length of the energy deposit volume signif-
icantly. In order to include this effect in the signal response simulation of the
detector, a simulation of electromagnetic cascades has been developed which
is described in the same Chapter. An overview of the IceCube experiment
is given in Chapter 4 with a detailed description of the sensors used for the
Cherenkov light detection, which reflects the fact that part of my work was
dedicated to the production and test of these instruments. The properties
of glacial ice and the influence on the event reconstruction are discussed in
the same Chapter. In Chapter 5 the reconstruction algorithms used in the
sensitivity analysis are described, as well as the reconstruction which tries to
deduce the direction of cascades based on the improvements of the cascade
simulation.
Thereafter, a sensitivity study for a diffuse electron-neutrino flux is pre-
sented, which expands existing studies [21, 96], that are based on inadequate
Amanda-II simulations which do not provide the full capabilities of the im-
proved readout system of the IceCube sensors. The work presented here
concentrates on electron-neutrino with energies above 1PeV, similar to the
energy range of studies presented in [6], which focuses on signals from muon-
neutrinos and tau-neutrinos. The studies there simulate background based
on an empirical model derived from experimental data taken with the 9-
string configuration of the IceCube detector. The analysis presented here
follows an approach similar to existing high energy analyses performed with
Amanda-II, where specific high energy cosmic ray background samples are
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used [10]. The production of these samples, as well as the signal Monte Carlo
samples are presented in Chapter 6. The sensitivity analysis is described in
Chapter 7. It introduces new filter quantities which exploit the information
of the waveform readout system of the IceCube detector and the application
of a classification scheme not yet used in the collaboration. The results of
the sensitivity study and the effective area for electron-neutrino detection as
a function of energy are given in Chapter 8, followed by a brief discussion of
statistical and systematic uncertainties. The thesis is completed by a sum-
mary and an outlook with recommendations for further improvements of this
analysis for the existing and upcoming data from the IceCube detector.
4
Chapter 2
Cosmic Rays and High Energy
Neutrinos
Neutrino flux predictions from cosmological objects are directly related to
the observed cosmic ray spectrum. This Chapter gives an overview of the
cosmic rays that have been observed and the possible sources, which are also
believed to produce high energy neutrinos. The production mechanism of
astrophysical neutrinos is briefly summarized and their expected flux rates
are discussed.
2.1 High Energy Cosmic Rays
Cosmic rays have been observed over more than 13 orders of magnitude in
energy, up to 1020 eV. At energies below ∼ 100GeV the cosmic ray flux, with
approximately one particle per square meter and second, is still strong enough
for direct observations with balloon or satellite experiments. However, the
steeply falling flux requires larger detectors for observations of the cosmic
ray flux above ∼ 1TeV. At these energies only indirect measurements of
the primary particles are possible. This is done using detector arrays, which
record secondary particles that are produced in extensive air showers initiated
by high energy particles penetrating the atmosphere.
Generally the charged primary particles of the cosmic rays consist of
protons, α-particles, nuclei of heavier elements and electrons [118]. The
detailed chemical composition of the heavier nuclei is only known at energies
where direct observations are possible and it follows mostly the abundance
of solar elements. The composition is difficult to determine at high energies,
because of the indirect measurements.
Charged particles with charge Z are deflected during propagation by in-
5
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tergalactic magnetic fields. Thus for energies E < Z · 100PeV , they do not
point back to the sources. Neutral particles in the cosmic radiation like γ-
rays, neutrinos and anti-neutrinos are not influenced by magnetic fields and
hence point back to their sources. Figure 2.1 shows a compilation from sev-
eral experiments which measure the charged cosmic ray flux. Above 10GeV




which can be explained by stochastic particle acceleration in collision-plasmas
as described below. There are two, possibly three breaks, where the power in-
dex changes. At the “knee” around 4PeV the index changes from γ ≈ −2.67
to γ ≈ −3.10. A second “knee” is discussed where another steepening of the
spectrum occurs at ∼ 400PeV [80]. The spectrum becomes harder again at
the “ankle” at energies ∼ 3EeV, where the index changes back to γ ≈ −2.75.
Finally, at E > 300EeV a strong suppression predicted by Greisen, Zatsepin
and Kuzmin sets in, known as the GZK cutoff. At these ultra-high energies
cosmic rays lose energy through pion production in interactions with the cos-
mic microwave background radiation [70, 149], as described in Section 2.4.3.
2.2 Sources of High Energy Cosmic Rays
There are two basic scenarios for the production of high energy charged cos-
mic rays referred to as “top-down” and “bottom-up” models. In top-down
models, high energy cosmic rays are assumed to originate from the decay
of super-heavy particles, with masses up to 1024 eV which are predicted by
theories beyond the Standard Model. These models avoid the GZK sup-
pression since ultra high energy particles might be produced in the vicinity
of the Earth. In addition, the decay products are accompanied by photons
and neutrinos. The absence of these signatures and the confirmation of the
GZK cutoff [145], however, favor the “bottom-up” scenarios, where charged
particles are accelerated in distant sources to the highest energies observed
in the cosmic ray spectrum.
The acceleration is commonly explained by the concept of stochastic par-
ticle collisions with inhomogeneous magnetic fields co-moving with plasma
clouds in the interstellar medium, which is known as the “Fermi Mechanism”
[55]. The inhomogeneities are found in gas clouds, and appear for exam-
ple in shock fronts of supernova explosions and galaxy collisions. Particles
crossing the field inhomogeneities back and forth will gain energy. In case
of a plasma cloud with isotropical magnetic fields, the average relative gain
6
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Figure 2.1: All particle cosmic ray spectrum. The data points are from different
experiments as indicated in the legend. For references see [60], where the Figure is
taken from.
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is proportional to the squared velocity β2 = (v/c)2 of the cloud, i.e. it is a
second order acceleration. In case of shock front acceleration, the deflections
have a preferred direction and the average gain is more efficient and linearly
proportional to the velocity β of the shock front [59].
The energy spectrum obtained from this model have spectral indices be-
tween -2.1 and -2.4 [104] which depend on the conditions of the acceleration
region, e.g. magnetic field strength and orientation, velocity of the shock
front, and the extension of the region where acceleration takes place. Taking
into account propagation effects yields the observed spectral index of -2.7 up
to the knee.
The change of the spectral index at the knee could be caused by two
charge dependent cut-off energies. One is related to the acceleration mecha-
nism which can have a maximum energy cut-off proportional to the particle
charge Z. The other is due to the charged dependent rigidity R = pc/eZ,
which lets particles with low Z escape more likely from the galaxy [80]. Hence,
particles with low charge contribute less to the observed cosmic ray flux at
high energies and the spectral index steepens.
The index change at the ankle is probably caused by a transition from
galactic to extra-galactic sources as the origin of the charged cosmic rays as
pointed out by Hillas [79]. Since the maximum energy gain is limited by the
size of the acceleration region and magnetic field strength, one can exclude
galactic sources as the origin of the cosmic rays above O(1 EeV). Addition-
ally, the observed particles are mainly isotropically distributed which requires
travelling length of more than ∼ 50Mpc for sufficient diffusion. Recently, the
first evidence for the correlation between a catalog of active galactic nuclei
(AGN) and cosmic rays with energies above 57EeV have been seen in the
region of the super-galactic plane [1]. This is a first step in the direction of
the identification of extragalactic sources as the origin of cosmic rays with
energies above O(10EeV).
Possible sources of high energetic charged cosmic rays have been observed
in detail by photons in the low energy region O(<1TeV), which can have all
possible wavelengths from radio over visible to X-ray and γ-ray. Over the
last years the improved capabilities of imaging air Cherenkov telescopes like
H.e.s.s. [14] and Magic [24] allowed observations of γ-rays with energies
up to several TeV associated with sources known from low energy photon
astronomy. The acceleration of high energy γ-rays can be explained by in-
verse Compton scattering. Photons of the synchrotron radiation field are
“up-scattered” to high energies by electrons which have been accelerated
in magnetic fields. The scenario is called Synchrotron Self Compton (SSC)
model [34]. Another model is that of hadronic acceleration, known as proton-
induced cascades or proton beamdump scenario. Within this model, high
8
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energy γ-rays are produced in the decay chain of high energy protons that
have been accelerated at the sources. These protons produce π0 particles
in pp and pγ interactions, which decay into photons. The question whether
high energy photons originate from (SSC) leptonic or hadronic processes is
crucial for the observation of high energy neutrinos, which are only produced
in the hadronic processes as described in Section 2.3. In turn, the observation
of high energy neutrinos would reliably reveal the nature of the acceleration
process and the sources of charged cosmic rays.
In the following, a brief overview of possible high energy cosmic ray
sources is given. It mentions the most promising candidates only, while
more details and references for the particular class can be found in [34, 59,
104, 118].
Supernova Remnants
A supernova remnant (SNR) is a leftover from a supernova, a massive star
explosion at the end of its life cycle. The emitted material moves in shock
fronts at typical velocities of ∼ 105 m/s. SNRs are good candidates for the
production of cosmic rays within our galaxy: the total energy flux emitted is
large enough to sustain the cosmic ray flux from O(1GeV) up to the ankle
and they the elements found in SNRs have the chemical abundance found
in cosmic rays. γ-rays from SNRs with energies up to some TeV have been
observed. Depending on the particular source, leptonic [23] and hadronic
[15] acceleration scenarios are possible.
Pulsars and Binary Systems
Two other source classes of galactic origin are assumed to be responsible
for the production of cosmic rays in the energy region between the knee
and the ankle, namely pulsars and binary systems. Pulsars are driven by
fast rotating neutron stars which are relic objects of supernova explosions
of stars with masses similar to the Sun. Due to the very high magnetic
fields of neutron stars, they are good candidates for particle acceleration.
The emission observed is pulsed if the magnetic field and the rotational axis
are not aligned. The luminosity is smaller than for SNRs and not strong
enough to cause the cosmic ray flux at low energies, however, they probably
contribute at energies above the knee. Pulsed emissions of high energy γ-rays
O(100GeV) has not been detected yet [16].
In binary systems a neutron star or a black hole accretes mass from an
accompanying star. The gained energy is emitted along the magnetic axis
of the compact object into jets of plasma. Such systems can lead to particle
9
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acceleration with energies up to the ankle. They contribute to the total cos-
mic ray flux at energies above the knee. There are different classes of binary
systems, two prominent examples are X-ray binaries and microquasars, the
latter have been observed with periodic emissions of TeV γ-rays [113].
Active Galactic Nuclei
Active galactic nuclei are cores of galaxies with luminosities as large as the
total luminosity of the host galaxy. They are assumed to be powered by
a super-massive back hole (M > 108M) with an accretion disk spiral-
ing into the black hole and thereby radiating strongly at all optical wave-
lengths. Short time variabilities of the observed radiation require a compact
engine [73]. Most of the energy is released into jets, which can extend over
several Mpc, pointing away from the core parallel to the rotation axis of the
object. Shock fronts around and within the accretion disk and the jets cause
particle acceleration up to the highest energies observed. These particles
form the extra-galactic contribution in the cosmic ray spectrum above the
ankle. Depending on the orientation of the jets towards the Earth, the activ-
ity and luminosity of the radio and optical emission, AGNs are categorized
following a classification scheme [34]. AGNs have been observed at energies
up to several TeV with high energy γ-ray telescopes, a detailed list can be
found in [34].
Gamma Ray Bursts
Gamma ray burst (GRB) are the brightest sources in the Universe, though
they last only for short times from 10−3 s to about 103 s. The total en-
ergy output is therefore lower than for AGNs. Gamma ray burst have been
observed in X-rays and GeV γ-rays, and in radio and optical wavelength dur-
ing the afterglow which lasts long after the prompt emission. The isotropic
distribution of observed GRBs suggests an extra-galactic origin, which is
confirmed by the observation of emission lines and host galaxy identification
during the afterglow phase. The current interpretation of how GRBs form
is borrowed from supernova models. The large energy release is produced
by a correspondingly large amount of gravitational energy that is released
due to a core collapse of a massive object, or merging of compact objects.
The favored model is the fireball model, where relativistic plasma shells are
emitted which form shock fronts responsible for particle acceleration up to
the highest energies. GRBs might contribute to the extra-galactic cosmic




Figure 2.2 shows the expected energy spectrum of astrophysical neutrinos
covering 15 orders of magnitude in energy and more than 40 orders of mag-
nitude in flux. In the following, the different classes of neutrino fluxes shown
in the plot will be briefly discussed.
Figure 2.2: The astrophysical neutrino spectrum from different sources. Solid lines
represent measured fluxes, dashed lines those from predictions. Figure is taken from
[34].
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Cosmic Neutrino Background
At the lowest energies the Figure shows the cosmic neutrino background, an
isotropic neutrino flux decoupled from matter and expanding independently
1 s after the Big Bang similar to the cosmic microwave background radiation
which decoupled ∼ 105 years later [95]. Although it is a guaranteed flux, it
has not been detected yet, due to the small cross section of low energetic
neutrinos.
Solar Neutrinos
Above O(100 keV) up to MeV energies neutrinos from the sun have been ob-
served. They are dominantly created in proton-proton fusion processes. The
figure also shows the spectrum from B8 decays. One of the most important
results is the observation of neutrino-flavor oscillations, which can explain
the deficit of solar electron-neutrinos arriving at the Earth. See [89] for a
review of solar neutrino experiments.
Supernova Neutrinos
Supernova neutrinos from SN 1987A [27], are the only neutrinos from outside
the solar system which have been detected so far. They are created in thermal
disintegration processes and have mean energies ∼ 15MeV. Though, their
energy is below the detection threshold of high energy neutrino detectors
like IceCube, they could be detected with these instruments. A supernova
explosion in our galaxy would create a neutrino flux of the order of 109
neutrinos per cm2, which can produce a global rate enhancement due to
charged secondaries created in neutrino nucleon interactions in the detector
volume.
Atmospheric Neutrinos
In extensive air showers, which are produced when cosmic rays interact in the
upper atmosphere, secondary neutrinos are produced. These atmospheric
neutrinos have been observed with experiments like Baikal, Amanda-II
[18, 31], and IceCube [4]. Together with atmospheric muons they form the
background in the search for extraterrestrial neutrinos. Neutrinos are mainly
produced in meson decays, like pions and kaons. With rising energy the
mesons travel longer distances before decaying due to the relativistic time di-
latation. Hence, they interact and lose energy before decaying into neutrinos.
Thus, the atmospheric neutrino spectrum is steeper than the primary cosmic
ray spectrum with a spectral index of γ ≈ −3.7 in the energy range 1TeV
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to 1PeV [104]. However, in these decays and already in the first interaction
short-lived heavy hadrons with charm and beauty content can be produced,
in particular at high energies. Due to the short livetimes O(10−12 s) these
particles decay before interacting and produce a hard prompt neutrino com-
ponent, additionally to the conventional neutrino flux. The uncertainties in
the flux predictions for prompt neutrinos are larger than one order of mag-
nitude and therefore the cross-over energy, where the prompt contribution
dominates over the conventional flux might be anywhere between 104 − 106
GeV. See [48] for a review of the different calculations.
The uncertainties of the conventional neutrino flux are estimated to be
20-25% and become larger at energies above ∼ 10TeV [61]. Figure 2.3 shows
predictions for atmospheric neutrino fluxes for electron and muon-neutrinos
from different models including the contribution from prompt neutrinos.
The conventional atmospheric electron-neutrino flux is suppressed due to
the fact that electron neutrinos are almost exclusively produced in K0L de-
cays [146], and high energetic muons will reach the detector before decaying.
The prompt contribution for both neutrino flavors is similar. Not shown is
the zenith angle dependence of the neutrino flux. The flux is larger close to
the horizon due to an increased path length in the atmosphere, resulting in a
higher decay probability for muons. The prompt flux contribution is almost
isotropic.
Although atmospheric neutrinos are an irreducible background in searches
for extraterrestrial neutrinos, they can be used to verify the detector perfor-
mance. The observation of prompt neutrinos would provide valuable input
for hadronic interaction models at high energies.
2.4 High Energy Neutrinos
Extending up to the highest energies three unobserved neutrino fluxes are
depicted in Figure 2.2: a generic GRB flux [135], an upper limit for AGN con-
tributions and neutrinos caused by the GZK cutoff [147]. The same objects
which have been described above as potential sources of charged cosmic rays
constitute also potential sources of these high energy neutrinos. Before pos-
sible fluxes and theoretical bounds are discussed, the production mechanism
and neutrino flavor oscillation are described in the following.
2.4.1 Neutrino Production
In case of hadronic acceleration neutrinos will be produced when high energy
protons interact with ambient matter or photon fields, which is known as the
13





























−2  sr−1  
s


























Figure 2.3: Atmospheric neutrino flux models for conventional fluxes and contribu-
tions from prompt neutrinos for electron (left) and muon neutrinos (right) averaged
over one hemisphere. Conventional fluxes calculated by the Bartol group [32] and
by Honda [82] are shown. Prompt models from pertubative QCD calculations taken
from Costa [48] and calculations using a recombination quark parton model (RQPM)
performed by Naumov [57] are shown. The black solid line is the sum of the RQPM
and Bartol models.
beam dump scenario [104]. In proton-photon or proton-proton interactions




π± +X , (2.2)
p+ γ → ∆+ →
{
π+ + n
π0 + p , (2.3)
where the incident proton can also be replaced by a neutron and the equations
are changed accordingly for the pions in the final state. Instead of pions also
kaons can be created. The charged pions and kaons decay dominantly into
leptons:
π+ → µ+ + νµ → e+ + νe + ν̄µ + νµ (2.4)
π− → µ− + ν̄µ → e− + ν̄e + νµ + ν̄µ . (2.5)
The neutrino flavor ratio follows from this equation to be νe : νµ : ντ = ν̄e :
ν̄µ : ν̄τ = 1 : 2 : 0 under the assumption that the interaction length for the
pions and muons is much larger than the decay length. The actual flavor
ratio depends on the decay kinematics and the parent particle flux, however,




During propagation through cosmos, neutrinos oscillate as a consequence
of non-vanishing neutrino masses. The flavor eigenstate, which appears in
neutrino interactions as an associated lepton flavor, is a combination of the
mass eigenstates. The linear combination of mass eigenstates i = (1, 2, 3)
that form the flavor eigenstates α = (e, µ, τ) is described by the unitarian




U∗αi |νi〉 . (2.6)
Applying the Schrödinger equation for time evolution to the mass eigenstates
an energy and time dependent phase factor is added to each summand. The
consequence is that the flavor of a massive neutrino changes as it propa-
gates. The probability to observe a neutrino of flavor β at location x, which
originally was produced with a flavor α is given by [29]:














where ∆m2ij = m2i−m2j is the difference between the squared mass eigenstates
and E the neutrino energy. The oscillation length is given by the exponential
term and depends on the mass difference and energy. In the approximation












Compared to astronomical distances the oscillation length is small. Hence,
full mixing can be assumed for cosmic neutrinos and averaging the oscillation
probability is possible. For a cosmic neutrino flux produced with a flavor ratio
of νe : νµ : ντ = 1 : 2 : 0 one expects to observe a flavor ratio of 1 : 1 : 1 at
the Earth due to oscillation [29].
2.4.3 Expected Diffuse Neutrino Fluxes
Galactic sources of charged cosmic rays and γ-rays are likely to produce
neutrinos with energies below O(100TeV) and a diffuse flux might be difficult
to detect [72]. They are not further discussed here, for a review of galactic
neutrinos sources see [35]. The extra-galactic sources mentioned above are
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the prime candidates to produce neutrinos, whether observed as a diffuse
flux above the atmospheric background or as point-sources. Especially, the
observation of high energy γ-rays which might be produced in neutral pion
decays motivates these candidates. The neutrino flux depends on the optical
thickness of the sources and the energy transfer to the secondary particles in
equation (2.2) and (2.3), in particular the energy transfer is different for pp
and pγ interactions.
The measured cosmic ray spectrum in the energy range from 10PeV to
100EeV can be used to estimate the diffuse flux from extra-galactic optically
thin sources under the assumption of hadronic acceleration. An upper bound
is derived by calculating the flux normalization for a generic E−2 injection
spectrum which generates the same energy density as the charged cosmic ray
flux. This assumes that the entire energy of the primary proton is transferred
to the pions. The resulting bound is known as the Waxman-Bahcall bound
and it is loosely confined to the range [72, 134]:
E2 dE/dN = 1 ∼ 5 · 10−8 GeV cm−2 s−1 sr−1 .
Mannheim, Protheroe and Rachen (MPR) do not assume a fixed E−2 in-
jection spectrum and take into account source characteristics, like the opac-
ity to neutrons which determines the rate of the cosmic flux observed at the
Earth [107]. The less restrictive bound is derived from sources being optically
thick for nuclear interactions, where high energy neutrons are shifted towards
lower energies before escaping the acceleration region, and the observed high
energy cosmic ray flux is lower than at the acceleration site. Thus, the de-
rived neutrino flux is higher than for an optically thin source, where the
cosmic rays at the highest energies are not attenuated at the sources.
The neutrino spectrum from GRBs is modelled following the observed
photon spectrum as a combination of two power laws. Again, this spectrum
can be normalized to the observed flux of ultra-high energy cosmic rays,
which has been done by Waxman and Bahcall in [135] for the prompt phase
of the GRB. Also in the afterglow and hours before the GRB different models
predict high energy neutrinos. A review of several extra-galactic neutrino flux
models can be found in [34].
Cosmological Neutrinos
The Greisen-Zatseptin-Kuzmin (GZK) cutoff mentioned above describes the




p+ e+ + e− , (2.8)
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with threshold energies E∆th ≈ 5 ·1019 eV and Ee
+e−
th ≈ 5 ·1018 eV, respectively.
The attenuation length λ = E/(−dE/dx) for resonant production of ∆+ is
only ∼ 10Mpc, while it is ∼ 1000Mpc for the pair creation process [34]. In
particular the resonant ∆+ production leads to a rapid decrease of the cos-
mic particle spectrum. Two experiments, namely Hires and Agasa, mea-
sured incompatible fluxes. While Hires observed a decline of the spectrum
[34], Agasa detected two events above 50EeV [130]. However, taking large
systematic uncertainties into account, it is possible to interpret the two re-
sults to be consistent with the GZK cutoff [47]. Recent observations from
the Auger experiment exclude the continuation of the power law behavior
above ∼ 40EeV with a significance of 6σ [145].
An important consequence of the GZK cutoff is the existence of ultra high
energy neutrinos, which are produced in the decay chain of the ∆+-resonance
similar to the pγ interactions described in equation (2.3). The resulting
neutrinos are commonly referred to as cosmogenic or GZK neutrinos. The
energy ranges from approximately 10PeV to 1 ZeV [34]. The strength and
shape of the spectrum depends on several parameters. In particular the
evolution of the source population with redshift has a large impact on the
modelling of the spectrum [41], as well as the maximum energy of the primary
particle flux. Also the composition of the cosmic ray flux is crucial for the
calculation. If heavier elements dominate at the highest energies, photo-
disintegration processes need to be taken into account, which suppress the
cosmogenic neutrino flux [83].
Figure 2.4 shows a compilation of electron neutrino flux expectations and
experimental flux limits for extraterrestrial neutrinos in the energy range
from 10TeV to 10EeV. Up to ∼ 50TeV the spectrum is dominated by at-
mospheric neutrinos which is shown as a shaded area, to account for the
variations due to the zenith angle dependence and the unknown contribu-
tions from prompt neutrinos. At these energies cosmic neutrinos could be
detected as an excess of events in the energy spectrum of atmospheric neu-
trinos. Above 100-500TeV the contribution from extraterrestrial neutrino
fluxes exceeds that of the atmospheric neutrinos due to the steeply falling
spectrum. The fluxes of cosmic neutrinos shown are the theoretical bounds
discussed above, namely the Waxman-Bahcall bound and the MPR bound.
The MPR bound is given by a shaded area, where the upper bound is valid for
optically thick and the lower bound for optically thin sources. Also shown are
the MPR model for neutrino production in AGN jets [107] and the model by
Stecker, Done, Salamon and Sommers (SDSS) [126, 127]. Additionally, the
Waxman-Bahcall GRB flux prediction is depicted, which has been mentioned
above. A range of cosmogenic neutrino fluxes with different evolution param-
eters from [147] is indicated as a shaded area. Limits for fluxes ∝ E−2 from
17
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different experiments are shown, all-flavor limits are scaled with 1/3 to get
comparable one-flavor limit: Amanda-II analyses using 4 years νµ data (1),
3 year all neutrino flavors (3), 5 years cascade signatures (4), and 1 year all
flavors with an enhanced data acquisition system (5) [3, 10, 13, 125]; Baikal
all neutrino flavors (2) [30]; Rice all neutrino flavors (6) [101]; Auger ντ
(7) [38]; Anita-lite all neutrino flavors (8) [33]; an estimated νµ sensitivity
of the complete IceCube detector within one year of operation (9) [21].
Figure 2.4: Flux predictions and theoretical bounds for electron neutrino fluxes.
Models based on muon neutrino fluxes are scaled down by a factor of 2 to obtain the
electron neutrino flux taking into account the production ratio and oscillation effects.
The SDSS model is not scaled, because it does not account for anti-neutrinos and is
therefore a factor 2 lower. Experimental limits for E−2 fluxes are shown from different
experiments, all-flavor limits are scaled with 1/3: Amanda-II analyses using 4 years
νµ data (1), 3 year all neutrino flavors (3), 5 years cascade signatures (4), and 1 year
all flavors with an enhanced data acquisition system (5) [3, 10, 13, 125]; Baikal
all neutrino flavors (2) [30]; Rice all neutrino flavors (6) [101]; Auger ντ (7) [38];
Anita-lite all neutrino flavors (8) [33]; an estimated νµ sensitivity of the complete




Neutrinos which are produced at cosmic objects need to propagate through
space to reach the detector located on the Earth. During propagation the fla-
vor state might change due to oscillation as discussed in the previous Chapter.
Eventually, when the neutrino reaches the sensitive volume of the detector it
may interact with the detector medium and thus can be detected. Since neu-
trinos are neutral particles which interact weakly, they can only be observed
by secondary particles produced in these interactions which interact electro-
magnetically. Cherenkov detectors like IceCube detect the Cherenkov light
produced by charged relativistic secondary particles. In order to reconstruct
the energy and direction of the primary neutrino, it is important to under-
stand how neutrinos interact, how the secondary particles deposit the energy
in the detector and finally how the Cherenkov light is produced. All this is
topic of this chapter, which briefly introduces physics processes involved in
neutrino detection.
3.1 Neutrino-Nucleon Interactions
In the Standard Model (SM) description of particles and their interactions,
neutrinos interact through the weak force which is mediated by the Z0-
boson and W±-bosons. Two kinds of interaction processes are distinguished,
charged current (CC) interactions mediated by W±, where a charged lepton
is produced and neutral current (NC) interactions, mediated by Z0, where
the neutrino from the initial state can also be found in the final state. The
deep-inelastic-scattering process between the nucleon N and the neutrino νl
with flavor l, produces in both cases a hadronic cascade X as the result of
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the hadronization of the debris of the nucleon:
νl +N W
±
−→ l +X (CC) (3.1)
νl +N Z
0
−→ νl +X (NC). (3.2)
The charged secondaries of these interactions are detectable with Cheren-
kov light detectors, as described below. The cross sections for these processes
have been calculated in [62]. It involves the evaluation of quark distribu-
tion functions of the target nucleon, which are measured at collider exper-
iments [22, 42]. Tabulated versions of these functions are provided by the
cteq collaboration [102]. At energies above ∼ 1PeV no experimental data
is available and extrapolations have to be used. Uncertainties from different
extrapolation models can reach a factor of two at energies around 100EeV
[63]. Also, new physics could step in and considerably change the cross sec-
tions at the highest energies [43]. Relevant for the discussion in this work is





where−Q2 is the invariant momentum transfer between the incident neutrino
and the outgoing lepton; Eν the energy of the neutrino; and MW/Z is the
mass of mediating boson MW = 80GeV and MZ = 91GeV, respectively.
Figure 3.1 shows the integrated neutral and charged current cross sections
for νN and ν̄N . The NC cross sections are lower than the CC cross sections,
both rise linearly with energy up to ∼ 104 GeV. As the propagator term of
the interaction 1/(Q2 + M2W/Z) is then dominated by Q2 which exceeds the
mass of the boson, the rise is damped and σ ∝ E0.36 [95]. At low energies the
cross section for ν̄N is smaller, but it becomes equal to the νN cross section
above ∼ 1PeV where the contribution from sea quarks dominates the quark
distribution functions of the nucleon.
The νe− interactions can generally be neglected, because owing to the
small electron mass the cross section is much smaller. However, for ν̄ee− in-
teractions resonant W− production occurs, leading to a cross section about
300 times higher than that for CC neutrino-nucleon interactions (Glashow
resonance) at energies around Eν̄e = M2W/2me ≈ 6.3PeV [66]. The inter-
actions ν̄ee→ W− → ν̄µµ and ν̄ee→ W− → Xhadr dominate in the energy
range from 3PeV to 10PeV (see Figure 3.1). This offers a good chance to
detect a signal from electron-neutrinos.
In contrast to muon searches, where a muon is required in the final state,





























































Figure 3.1: Neutrino-nucleon cross sections from 10GeV to 100EeV (data
from [62]). The solid lines are the total cross sections, including CC (dashed)
and NC (dotted) interactions. Anti-neutrino (red) and neutrino (blue) cross
sections differ at energies below 1PeV but are equal above. The resonant
W− production in ν̄ee− interactions (black) with a peak at 6.3PeV (Glashow








































Figure 3.2: Mean of the inelasticity parameter of the charged current (solid)
and neutral current (dashed) νN (blue) and ν̄N (red) cross sections as a
function of the neutrino energy (data from [62]).
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offers also detection potential. For the assessment of a measured energy
spectrum from cascade events, it is important to know the energy transfer to
the nucleon and the corresponding energy deposit of the hadronic cascade.
This is given by the inelasticity y = 1−El/Eν where El is the energy of the
outgoing lepton. The mean value 〈y〉 as a function of the neutrino energy
Eν is shown in Figure 3.2. For high energies 〈y〉 approaches a value of ∼ 0.2.
However, as neutral-current and charged-current interactions have the same
event signatures, it can only be taken into account for an error estimate of
the energy reconstruction of the primary neutrino.
The mean scattering angle between the incident neutrino and the outgoing
lepton is less than a degree for neutrino energies above 1TeV [104], which is
an important measure for point-source searches, as it is the upper limit of
the angular resolution of the detector.
Absorption in the Earth
In the standard muon neutrino search one exploits the small neutrino nucleon
cross section by looking for particles coming from below the horizon. Other
particles like muons from air showers, which form the major background, are
absorbed after propagating through a few kilometers of dense material. How-
ever, at high energies the steadily rising neutrino interaction cross sections





where NA = 6.022 · 10−23 mol−1 is Avogadro’s number, A the atomic weight
which is 1 g/mol for nucleons, and ρ is the density of the medium, here
taken to be water (ρ = 1 g/ cm3). The interaction length is proportional
to 1/σ and hence decreases with energy. Figure 3.3 shows the interaction
length for neutrino-nucleon interactions and ν̄ee-scattering as a function of
the energy of the incident neutrino. Above ∼ 50TeV the earth diameter,
shown as the dashed line, exceeds Lint. The interaction probability after
traversing a column depth x is given by:
P (x) = 1− exp(−x/Lint). (3.5)
It is obvious that high-energetic neutrinos are absorbed by the Earth.
Hence, searches for ultra-high energy neutrinos are restricted to the upper
hemisphere. Figure 3.4 shows the rate for neutrino interactions in the vicinity
of the IceCube detector from a hypothetical E−2 νe flux as a function of






























































Figure 3.3: Interaction length for neutrino-nucleon interactions as
a function of energy for charged-current (dashed), neutral-current
(dotted), and total (solid) νN (blue) and ν̄N (red) interactions.


























































Figure 3.4: The interaction rate in a 1 km3 target volume from a
νe + ν̄e flux (1 · 10−7E−2 GeV s−1 sr−1 cm−2) per energy and zenith
angle bin. The angle bin width is equally spaced in cosine(zenith)
to compensate the angle dependence of the integration area.
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from the lower hemisphere gradually decreases, because the column depth
x =
∫
ρdl is larger than the interaction length at these energies. At the
highest energies only neutrinos with zenith angles smaller than 95 ◦ reach
the detector. The increased interaction probability for ν̄e interactions due to
the Glashow resonance is clearly visible for neutrinos coming from above the
horizon. The increased absorption probability is barely visible, though.
Tau-neutrinos are affected differently by absorption. In case of CC inter-
actions the tau-lepton decays rapidly due to its short lifetime of τ = 2.9 · 10−13 s.
The final state of this decay will again have a tau-neutrino with less energy.
This process is commonly known as “tau-regeneration”. In addition, due to
the energy decrease, the interaction length increases. Details can be found
in [74].
3.2 Event Signatures
Depending on the neutrino flavor and interaction type, there are distinct
event topologies which appear in the detector. Two major classes can be
distinguished, track-like and a cascade-like events, they are schematically
depicted in Figure 3.5.
Cascade signatures are the results of short ranged energy deposits caused
by electromagnetic or hadronic cascades in the final state of the neutrino
interaction. For energies below 10PeV the Cherenkov light of the charged
secondaries in these showers is emitted in a limited volume ∼ 5m3 and almost
isotropically distributed after ∼ 25m if one takes into account light scattering
in ice. Due to light absorption in ice, the energy deposit needs to be in the
vicinity if not in the detector volume itself. The typical signature of these
events is a light flash propagating in all directions with a defined center. The
details of the energy loss processes are discussed in the following sections.
In case of a track-like event, a high energetic muon is present in the final
state which can travel large distances before it decays. If the muon track is
crossing the detector volume, it is possible to detect muon-neutrinos which
interacted far away from the detector. The energy loss along the track and
the muon itself produce Cherenkov light. The typical event signature in this
case is a track of light propagating through the detector. Again, the energy
loss processes are described below. In the following the event signatures and
corresponding interactions are summarized.
• All NC interactions and approximately 70% of ν̄ee−-scattering events
at the Glashow resonance have hadronic cascades in the final state and







Figure 3.5: The plot shows a schematic view of the two event signature classes, as
they appear in the IceCube detector (gray bullets). All neutral-current interactions
and charged-current νe and low energetic ντ interactions have cascade-like signatures
(left). The Cherenkov light (color patch) is distributed in a sphere with a localized
center. Track-like events (right) originate typically from charged-current νµ interac-
tions. The Cherenkov light is emitted into a distinct light cone around the muon




• CC electron neutrino events have a hadronic and an electromagnetic
cascade in the finale state. In ∼ 10% of resonant ν̄ee−-scattering events
an electromagnetic cascade is produced. They appear as cascade-like
events.
• CC muon neutrino events have a muon and a hadronic cascade in the
final state. In about 10% of ν̄ee−-scattering events at the Glashow
resonance a muon is produced. Despite the hadronic cascade, the track-
like character of the muon dominates this event signature.
• CC tau neutrino events and approximately 10% of the resonant ν̄ee−-
scattering events will have a tau and a hadronic cascade in the final
state. As the tau decays in 18% of the cases into a muon, some events
appear track-like. Others appear as cascades, when the tau decays
into electrons or hadrons. The decay length ∆x = βγcτLife increases
with energy and the tau decay can appear as a separate cascade. At
1PeV the mean decay length is already 46m and for a 100PeV tau it is
already above 1 km. Therefore, these events are rather complicated to
interpret. Some can appear as “double bang” events with two distinct
cascades in the detector. Others are called “lollipop” events, a track
with one cascade (vertex or decay) inside the detector. If neither of the
cascades is inside the detector, again, this event appears as track-like.
It should be mentioned, that there is no possibility to distinguish between
hadronic and electromagnetic cascades, because they appear very similar in
terms of Cherenkov light production, which will be described below. Thus,
it is not possible to distinguish between a CC electron-neutrino event and a
NC event of any flavor.
3.3 Cherenkov Radiation
Charged particles propagating through a medium with v = βc larger than
the local phase velocity of light emit Cherenkov radiation [84]. The process
is negligible in terms of energy loss, however, it is widely used for particle
detection. The threshold for Cherenkov radiation is given by β = 1/n. Given
an index of refraction of n = 1.33 for ice and water, the corresponding thresh-
old energies of electrons and muons are 0.26MeV and 54MeV, respectively.
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relative to the direction of the motion of the particle. The energy spectrum











where α is fine structure constant and the index of refraction n appears as a
function of the wavelength λ. The number of photons emitted per unit length
is obtained by integrating over the sensitive wavelength range of the detector.
For the sensors used in the IceCube detector, it is taken to be 300− 600 nm
(see Section 4.1.1), which results in 32440 photons/m for β ≈ 1. Given the
total track length of a particle, the overall light yield can be calculated easily.
For the different particle classes which appear in the context of high energy
neutrino Cherenkov detectors (these are electromagnetic cascades, hadronic
cascades and ionizing muons) the track lengths have been parametrized in
[138].
3.4 The Physics of Cascades
For cascades the total track length parametrization sufficiently describes the
energy dependence of the Cherenkov light yield. Knowing this relation one
can reconstruct and simulate cascades in a reasonable manner. However, it
does not take into account the development of the cascade in the medium and
how energy is deposited in space and time. In this section the track length to
energy relation is discussed in more detail and the underlying physical pro-
cesses of the cascade development are described. In addition improvements
to the treatment of cascades in the simulation, which have been developed
in this work are introduced.
3.4.1 Energy loss by charged particles and photons in
matter
Low energetic electrons loose energy due to ionization, which is roughly con-
stant. However, radiative processes, namely bremsstrahlung, dominate al-
ready for energies of a few tens of MeV. In good approximation the cross













where y = k/E is the fraction of the electron’s energy E transferred to the
radiated photon with energy k, A is the atomic mass of the medium, and NA
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is Avogadro’s constant. In this equation the “infrared limit” at small y and
suppression effects (e.g. the LPM effect) are ignored. The energy weighted
cross section for this process is shown in Figure 3.6. The energy loss due to
bremsstrahlung can be approximated as
〈dE/dx〉brems ≈ −E/X0. (3.9)
This defines the radiation length X0 as the length over which the electron
loses all but 1/e of its energy. The radiation length has been calculated and
tabulated [132], for ice it is 36.08 g cm−2.
The critical energy EC is defined as the energy at which the energy loss
per radiation length by ionization is equal to the electron energy. Thus, from
equation (3.9) follows that at EC ionization and bremsstrahlung energy losses
are equal (dE/dx)brems = (dE/dx)ion. In solids, the critical energy is approx-
imated by EC = 610MeV/(Z + 1.24), for ice the value is EC ≈ 78.99MeV.
Photons lose energy by the photo-electric effect; Compton and Rayleigh
scattering; and at high energies mainly by pair creation, which is closely
related to the process of bremsstrahlung. Indeed, the mean free path of pair
creation is 9/7 of the radiation length and the cross sections definitions are
alike. Without suppression effects and the same notation as in equation (3.8),












where x = E/k is the fraction of the photon’s energy k transferred to the
pair-produced electron E. The cross-section is shown in Figure 3.7.
Heavy charged particles at moderate energies O(< 10GeV) lose energy in
matter mainly due to ionization, which is well described by the Bethe-Bloch
equation [146]. At higher energies radiative processes dominate as well. The
relevant details for muon and hadrons are discussed in Sections 3.4.5 and 3.5.
3.4.2 The Landau-Pomeranchuk-Midgal Effect
At very-high energies the bremsstrahlung and pair production cross sections
are suppressed due to influences of the surrounding material. The longitudi-
nal momentum transfer between the target nucleus and an electron (photon)
in bremsstrahlung (pair production) processes can be very small at high en-
ergies. The uncertainty principle dictates the interaction to be spread over
a comparatively long distance, called the formation length. When the for-
mation length is long and the surrounding material has enough influence on
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the interacting particle, even weak factors can perturb the interaction. The
overview given here, follows [91, 146].
In case of the Landau-Pomeranchuk-Midgal (LPM) effect multiple scat-
tering of the electron at surrounding nuclei is taken into account [103]. For
example, in bremsstrahlung interactions, the electron can scatter multiple
times in the formation zone, which adds an additional term to the longi-




E (E − k) + k 〈Θ
2〉, (3.11)
where 〈Θ2〉 is the mean of the squared multiple scattering angle in one half of
the formation length and k is the energy of the emitted photon. Scattering





where ELPM = 7.7TeV/ cm · X0/ρ is a material dependent constant.
Again, the increased longitudinal momentum transfer dictates a some-
what shorter formation length in contrast to the one where scattering ef-
fects are neglected. As the emitted radiation is proportional to the for-
mation length, the energy loss due to bremsstrahlung photons is reduced.
In other terms, as qmin which increases being equal to q‖, the form factor
F ∝ log(qmax/qmin) decreases, which in turn is proportional to the cross sec-
tion. As a consequence, the radiation length rises significantly for high ener-
gies and the longitudinal spread of a cascade can be vastly larger. Figure 3.6
shows the suppression of the bremsstrahlung cross section for different ener-
gies in ice. The radiation length is given by the integrated cross section and
is depicted in the lower plot. In the low energy regime, where suppression
effects can be neglected the radiation length is constant, however in the LPM
regime, starting at ∼ 100TeV, the radiation length rises with log(E).
Multiple scattering can also reduce the cross section for pair creation.
The threshold is higher than for bremsstrahlung processes, because the cre-
ated electron and positron are the particles which scatter with nuclei of the
surrounding material and they share the energy of the incident photon and
the lower energetic particle dominates q‖. Pair production is suppressed for
E (k − E) > kELPM, (3.13)
where E is the energy of the electron, k − E that of the positron and k is
the energy of the photon. Figure 3.7 shows the cross section for different
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Figure 3.6: Top: Energy weighted normalized bremsstrahlung cross sections for
different energies as a function of the fractional energy transfer to the radiated photon.
The normal Bethe-Heitler cross section (solid line) is suppressed for higher energies,
in particular the radiation of low energetic photons is suppressed. The vertical axis
has units of photons per radiation length.
Bottom: Radiation length in ice as a function of energy in units of unsuppressed
radiation length. Due to LPM suppression the radiation length increases for energies
above 100TeV.
30
The Physics of Cascades


















































Figure 3.7: Top: Normalized pair production cross sections for different energies
as a function of the fractional energy transfer to one of the secondaries. The normal
Bethe-Heitler cross section (solid line) is suppressed for higher energies due to the
LPM effect.
Bottom: Mean free path in ice as a function of energy in units of the unsuppressed




energies. For high energies, starting at ∼ 1PeV the suppression is significant
and the mean free path increases.
There are more mechanisms which can contribute to suppression, e.g.
scattering of emitted photons and magnetic fields. Details can be found in
[91]. The suppression of the pair creation cross section at energies above
1020 eV is thwarted by rise of the photo-nuclear cross section. At these en-
ergies electromagnetic showers might turn into hadronic cascades when the
photons produce hadrons rather than electron-positron pairs [92].
3.4.3 Electromagnetic Cascades
Based on the theoretical considerations given above, the development of elec-
tromagnetic cascades is described, followed by the description of a simulation
for cascades at extremely high energies which takes the LPM effect into ac-
count.
Simplistic Model of Electromagnetic Cascades
When a high energetic electron of energy E0 passes through matter it radiates
bremsstrahlung photons, which in turn produce electron and positron pairs in
pair creation interactions. In this iterative process an avalanche of particles
is produced which leads to the development of a particle shower, also called
a cascade. In a simplistic model one assumes that in each radiation length
the number of particles is doubled and the energy is distributed equally
to the secondaries, which is, after t radiation lengths, E(t) = E0/2t. This
process ceases, when E(t) < EC and no more particles are produced. Solving
for t yields the depth of the maximum and the number of particles at the
maximum:
tmax = log2(E0/EC) and Nmax = 2tmax = E0/EC . (3.14)
Two important inferences can be drawn, the shower length scales log-
arithmically and the number of particles linearly with the primary energy
E0.
Cherenkov detectors measure the energy deposit of a cascade via the
amount of Cherenkov light emitted by charged particles in the cascade. It is
directly related to the total track length, i.e. the sum off all charged particle
track lengths. Since the energy loss due to ionization is almost constant,
the track length of a single particle is ∆x = EC/(dE/dx)ion. An estimate of
the total track length is given by the integral over all particles with energies
below EC :
L = ∆x·N = ∆x·
∫ tmax
o
2tdt ≈ ∆x·E0/EC ≈ (dE/dx)−1ion·E0 = α·E0 . (3.15)
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The total track length is linearly dependent on the primary energy. Detailed
simulations have been performed to determine α = 5.2m/GeV in ice [97]1.
The total light yield of an electromagnetic cascade with energy E0 is calcu-
lated by multiplying the total track length with the integral of equation (3.7).
The longitudinal energy deposit profile of a cascade, has a steeply rising
leading edge, followed by a slow decrease after the maximum (Figure 3.8). It






where t = x/X0 is a length measured in units of radiation length. The pa-
rameters a = 2.03+0.604 · log(E0/GeV) and b = 0.633 have been determined
for the Cherenkov light output of electromagnetic cascades in water [138].
The lateral distribution of particles is given in units of the Molière radius
RM = 21MeV · X0/Ec [146]. About 99% of the energy is contained within
3.5RM , which is roughly 35 cm for electromagnetic cascades in ice.
Important for the detection of cascades with Cherenkov detectors is the
angular distribution of the Cherenkov light around a cascade. Again, this
has been parametrized using simulations [138], it is strongly peaked in the
direction of the Cherenkov angle (see Figure 4.14).
3.4.4 Simulation of Electromagnetic Cascades
The simulation and reconstruction of cascades in the Amanda-II detector
was based on the assumption that the small spatial spread of cascades is
negligible in contrast to the large distances between the detector modules.
Hence, a cascade was treated as point-like light source, emitting Cherenkov
light according to the parametrized angular distribution mentioned above.
The light intensity is scaled according to the total track length. This might
be suitable for energies below 100TeV, where 99% of the cascade energy
is contained in a volume with a length of 9m. However, at high energies
cascades show a distinct longitudinal spread, which should be accounted
for in the simulation and reconstruction of cascade-like events. The lateral
spread is in any case negligible for the optical detection, as it is very small
and does not change much with energy.
In order to enhance the existing simulation by the longitudinal develop-
ment of cascades, an algorithm used in previous works was adapted for the
IceCube simulation. In this simple approach, a single cascade is replaced
1Though, in the detector simulation a value from older studies α = 4.37m/GeV [138]
is still in use.
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by a sequence of sub-cascades. Each sub-cascade is displaced in space and
time and attributed with an energy according to the energy loss profile of low
energetic cascades given by equation (3.16). This is illustrated in Figure 3.8.
The left plot shows the energy deposit profile of a electromagnetic cascade
where dots indicate locations of sub-cascades. In the plot on the right the
sub-cascades are displaced in space to account for the longitudinal devel-
opment of the shower following the incident direction of 70 ◦ zenith angle.
Details on the simulation algorithm can be found in Appendix A.






































Figure 3.8: Left: Longitudinal energy deposit of a 100TeV electromagnetic cascade
(solid line). The red dots indicate locations of sub-cascades used as a replacement to
simulate the longitudinal development of the cascade.
Right: A series of sub-cascades which develops into the direction of the arrow. The
simulated sub-cascades approximate the development of a 500TeV cascade which
propagates through the ice. The size of the sub-cascades corresponds to the energy
deposit at that point.
Simulation of the energy deposit at extremely-high energies
At high energies above O(1 PeV) the energy loss profile does not follow the
parametrization anymore. The representation of a high energetic cascade
by a list of sub-cascades is still applicable, however, the energy loss profile
must be simulated individually. In this work a simulation was developed
taking into account the LPM suppression effect for bremsstrahlung and pair
creation processes (Figure 3.7 and 3.6), following existing simulation packages
[116, 148]. Details on the simulation can be found in Appendix A.
Figure 3.9 shows the result of two simulations for an electromagnetic
shower with an energy of 10EeV. The showers extend over more than 200m
and show a distinct structure varying significantly between the two showers.
Due to the LPM suppression, some high energy electrons and photons propa-
gate large distances O(10m) before they deposit some of their energy. These
energy deposits, if below the LPM threshold, follow the regular parametriza-
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tion. Thus the energy loss profile of an extremely-high energetic electromag-
netic cascade looks like a track consisting of multiple high energetic cascades
separated by a few meters. The energy loss profile fluctuates strongly be-
tween different cascades, because the path length of particles depends on
their energy which is determined by the stochastic energy transfer to the
secondaries.



































































Figure 3.9: Simulated energy deposit profiles of two 10EeV electromagnetic cascades
(solid line). Due to the stochastic processes involved, the shower profiles fluctuate
strongly between different simulations. Also shown the is the parametrization which
fails to describe the energy deposit at extremely-high energies (note the different scale
on the right y-axis).
The spread of the shower over more than hundred meters is crucial in two
ways. First, the distinction between high-energetic muons and high-energetic
cascades could be difficult, since muons create high-energetic bremsstrahlung
cascades along their path and as the Cherenkov light from the muon is neg-
ligible, they also appear as a track consisting of multiple cascades, though
still much longer. Second, it might be possible to reconstruct the direction
of extremely-high energetic cascades. This will be discussed in Section 5.2.1.
3.4.5 Hadronic Cascades
The treatment of hadronic cascades is more difficult. Despite a prompt elec-
tromagnetic component mainly due to π0 production, the development of the
hadronic component involves more processes. In particular due to slow non-
charged particles like neutrons and the dissipation of energy into hadronic
binding processes, as well as the higher Cherenkov radiation threshold for
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heavier particles, the linear scaling of the total track length with the energy
deposition is not given. Additionally, the light output is lower compared to
an electromagnetic cascade. However, using a phenomenological model one
can parametrize the difference in the total track length F = Thadronic/TEM as
a function of the energy of the incident particle [98]. In this sense, hadronic
showers can be represented by electromagnetic cascades with an appropriate
energy scaling2. The scaling factor is shown in Figure 3.10. Interestingly,
due to the increasing number of π0s in high energetic hadronic cascades, the







































Figure 3.10: The energy scaling factor to convert hadronic to electromagnetic show-
ers. The width of the band exhibits the spread, which is used to account for fluctua-
tions.
An important feature of hadronic cascades is the production of high en-
ergetic muons. Muons could change the typical event signature of an almost
spherical light distribution around the cascade vertex, even for intermediate
energetic cascades. These muons would travel longer distances before they
are stopped and could stick out of the Cherenkov light ball. On average,
cascades above 10PeV produce one muon with an energy ∼ 100GeV which
is around the detection threshold [117].
2This is necessary, because the simulation of light propagation is limited to deal with
electromagnetic showers only.
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The energy spectrum of muons produced in hadronic cascades was sim-
ulated in ice with a modified corsika version which is currently under de-
velopment and offers a great potential to study high energetic interactions
in water and ice [37, 40]. Before the hadronic cascade is scaled and replaced
by a set of electromagnetic sub-cascades, the energy transfer into muons is
calculated and the resulting muons are added to the event.
The LPM-effect is not taken into account for the simulation of the lon-
gitudinal energy deposit of hadronic cascades. In the first interaction, the
energy is distributed over multiple particles and π0s produced will get only a
small fraction of the primary energy and hence, photons from pion decays will
probably have energies below the LPM-threshold. Additionally, high energy
neutral pions O(10PeV) might interact, rather than decay into photons. The
highest energetic hadronic cascades studied in this work, are below 10EeV,
and the probability for these to have a photon with an energy above 100PeV
is less than 50% and steeply decreasing to higher photon energies [25]. The
increase of the mean free path for an 100PeV photon is less than a factor
of 7. Thus, it is expected that the LPM effect for hadronic showers for this
study can be neglected.
3.5 Energy Loss by Muons
The energy loss by muons is governed by ionization, bremsstrahlung, photo-
nuclear interactions and pair production. However, it is much smaller than
that for electrons and the energy deposit is distributed over long distances.
The energy losses along the muon track are of stochastic nature, though
the low energetic losses due to ionization can be treated as continuous because
they are prevalent and almost constant. The high energy losses are energy




where in ice a ≈ 2.7MeV/( g cm−2) and b ≈ 4 · 10−6/( g cm−2) [46]. Solving
for x gives the average muon range for a given energy which is proportional
to log(E). For example a 1TeV muon can penetrate roughly 2 km ice before
it is stopped.
In particular the stochastic interactions produce lots of high-energetic
secondaries which are typically electromagnetic and hadronic cascades. In
case of very high energetic or even “catastrophic” energy losses, where a
large fraction of the muon energy is deposited in a single interaction, the
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resulting electromagnetic shower can imitate a cascade-like event. Also coin-
cident muons or multiple parallel muons could mimic an almost isotropically
distributed light pattern. This needs to be addressed in the event selection





IceCube is a kilometer-scale high energy neutrino observatory currently con-
structed in the ice near the geographic South Pole. It is designed to detect
neutrinos with energies from ∼ 100GeV up to a few tens of EeV [20]. A
deep detector array in the ice and a surface array called IceTop comprise
the two main components of IceCube. Both parts use the same detectors,
called Digital Optical Modules (DOM), to detect the faint Cherenkov light
of relativistic charged particles propagating through ice. Figure 4.1 shows
a schematic illustration of IceCube. The “InIce” array uses the 3 km thick
glacial ice sheet as a detection medium. The modules are installed on verti-
cal strings, each holding 60 DOMs. The alignment is on a hexadiagonal grid
with horizontal spacing of 125m between the strings. Along a string DOMs
are separated by 17m and distributed uniformly over depths from 1450m to
2450m. The light sensitive photo-tubes are pointing downwards, in order to
increase the sensitivity for up-going muons.
The IceTop array consists of tanks with frozen water, each instrumented
with two DOMs. These tanks are grouped in pairs, called a station, and are
buried just below the surface next to each string. IceTop is designed to study
extensive air showers in the energy range 300TeV– 1EeV. One of the major
goals is to measure the cosmic ray composition around the “knee” region
O(1 PeV), which is possible with coincident measurement of air showers at
the surface and the high energetic muon component in the ice. The ratio of
these components depends on the mass of the primary particle.
At completion in 2011 IceCube will consist of 75 strings (possibly 5 more)
and the corresponding IceTop tanks. In total, more than 4500 DOMs will
instrument a volume of more than 1 km3. DOMs are suspended in a harness
from the main string. At the present state (spring 2008) the observatory
consists of 40 IceTop stations and 40 strings with 2530 DOMs.
IceCube embeds the predecessor Amanda-II array completed in 2000 [26].
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Figure 4.1: Schematic view of the IceCube observatory. The location of Amanda-
II is indicated as a shaded cylinder. The Eiffel Tower is shown to get an impression
of the size. On the right a DOM as it is deployed in the ice. It is suspended in its
harness from the main cable of a string.
With a denser spacing of 677 optical sensors compactly arranged on 19
strings, Amanda-II provides a lower detection threshold. This is bene-
ficial for analysis focusing on low energetic neutrinos, e.g. dark matter
searches [71]. In addition, a low energy extension called “Deep-Core” will
be installed in the center of IceCube below 2000m, where the ice is clear.
Due to the smaller spacing between the modules, this low-energy extension
has a lower detection threshold. It offers the possibility to study contained
events and will allow observations of neutrinos over the full solid angle, as
the surrounding “InIce” array can be used as a veto.
In the following, the data acquisition system is described in detail. The
properties of the ice, which is the main detector material, are discussed af-
terwards. Both topics are important in order to interprete and reconstruct
data recorded with the IceCube detector.
4.1 Data Acquisition (DAQ)
The remote location of the IceCube observatory at South Pole and the harsh
conditions demand a highly reliable data acquisition system and components.
In particular, the optical modules, once buried in the ice, are inaccessible at
later times and can only be configured and maintained via remote connec-
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tions. It is necessary to be able to execute complex operational and mainte-
nance functions remotely from the northern hemisphere.
In addition, the dead time of the system should be small and a precise
timing of the Cherenkov light arrival times is necessary to reconstruct the
direction of the incident neutrino if possible.
In order to obtain high quality data, each DOM digitizes the analog signal
response and sends the data on request to the global DAQ at the surface.
Figure 4.2 shows a schematic view of the organization and interplay of the
primary DAQ subsystems components. The DOM production, functionality
and performance is described in the next Section. Here follows a brief list of
the functionalities of the surface DAQ components:
• the DOMHub controls and collects data from all DOMs on one string;
• the master clock distributes GPS signals to the DOMHubs to maintain
a global time;
• the String Processor synchronizes and sorts signals from DOMs on one
String and assigns the Coordinated Universal Time;
• the trigger subsystem groups the signals according to time and source
(e.g. ”InIce” events);
• the event builder and filter software combines signals, which fulfill trig-
ger conditions, to events and creates data streams based on different
filters.
Except the DOM hardware and the readout PCI cards located in the DOM-
Hubs all downstream components of the DAQ system are software constructs
and run on standard PC platforms communicating via TCP/IP over Ether-
net.
Trigger
The DOM is a self-triggered device and launches the local data acquisition
when a signal exceeds a configurable threshold, with the possibility to inter-
rogate neighbors on the same string to ensure local coincidence conditions.
The trigger system at the surface combines DOM-launches to decide
whether a global event trigger condition is fulfilled. The readout configu-
ration defines a readout time window of typically ±5µs around the event
trigger. Currently there is a minimum bias trigger which creates an event
around every 200th launch, with a dead time of 5µs afterwards. The sim-
ple majority trigger is defined by a multiplicity of 8 and 6 launches within
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Figure 4.2: Schematic view of the DAQ subsystem components. See text for a
description. Picture taken from [128].
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5µs for the “InIce” and IceTop array, respectively. For 2008, it is foreseen
to have a string trigger which requires 5 DOM launches from one run of 7
adjacent DOMs on one string in a time window of 1µs. Individual triggers
are combined by the global trigger.
At South Pole data is written to tape and is completely available only
one year later, when these tapes are sent to the northern hemisphere. Part of
the data is available via satellite transmission for immediate analyses. Since
the bandwidth is limited, filters are installed which aim to select events for
a certain analysis class. These different data streams are copied on a daily
basis to the northern hemisphere.
4.1.1 The Digital Optical Module
The DOM is the fundamental element of the IceCube detector system. It
is a nearly autonomous data acquisition platform. Already in Amanda-II
a complete string with a prototype version of the DOM was deployed [11]
and the operation principle could be proven. The different components of
the DOM and their arrangement are shown schematically in Figure 4.3. The
faint Cherenkov light is converted to an electrical signal and amplified by
a HAMAMATSU R7081-02 photomultiplier tube. It has a 25 cm diameter
spherical photocathode and 10 dynodes, offers a low noise rate (200–300Hz
at −40 ◦C [75]) and is operated at a nominal gain of 107 for the DOMs located
deep in ice. The IceTop DOMs are operated at a nominal gain of 5·105 and
5·106 to increase the dynamic range. The maximum quantum efficiency is
approximately 25%.
The PMT rests in a Room Temperature Vulcanization (RTV) silicone gel,
which provides optical coupling to the glass sphere and mechanical support
for the PMT and all the electronics, which are supported by the neck of
the PMT. A mu-metal wire cage provides magnetic shielding, improving
the PMT performance. Different printed circuit boards (PCB) are arranged
concentrically around the tube.
On top of the PMT is a passive base to distribute high voltage to the
PMT anode and dynodes. A "flasher board" with twelve Light Emitting
Diodes (LED) arranged in six pairs, which emit light at 405 nm wavelength,
is mounted on top of the main electronics stack. The “flashers” are a powerful
tool for calibration and determining the optical properties of the ice. The
LEDs on the lower side of the board are pointing horizontally, to send light
pulses straight to the neighboring strings. The LEDs on the upper side are
inclined at the Cherenkov angle. All LEDs can be pulsed individually or in
combinations. They are extremely bright, emitting roughly 109 photons per
pulse. A flashing DOM can be used to mimic the Cherenkov light pattern
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Figure 4.3: Schematic view of a Digital Optical Module (DOM). The picture shows
the assembly of the DOM. See text for a full description of the different components.
Picture taken from [5].
of a cascade of ∼ 10TeV, allowing to test cascade reconstruction algorithms.
A high voltage generator is mounted on the flasher board and provides the
voltage necessary of the operation of the PMT of up to 2 kV.
The mainboard (MB), which is described in the following paragraph,
contains most of the functionality of the DOM. Below the mainboard is
another PCB which contains a 75 ns delay line which is part of the front-
end signal path. Communication with the surface is via twisted pair copper
wires, which penetrate the pressure sphere in a molded assembly. The signal
transmission over twisted pair wires reduces cross talk. On the outer end
it is connected to the main cable. The cables and connectors are immune
against high pressure, as well as the 13 mm thick glass sphere, which is able
to withstand pressures exceeding 500 bar.
DOM Mainboard and Signal Capture
The DOM mainboard is the core of the IceCube data acquisition system.
Besides signal recording, processing and transfer, it manages also functions
like state control, message management, analog calibration, time calibration,
and monitoring. These are provided in a Field Programmable Gate Array
(FPGA) with an embedded CPU in conjunction with Analog to Digital Con-
verters (ADC) and Digital to Analog Converters (DAC). Figure 4.4 shows a
block diagram of the main components of the mainboard.
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Figure 4.4: Block diagram of the DOM mainboard, see text for a detailed descrip-
tion. Picture taken from [128].
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On the upper left the front-end electronics are depicted. The PMT anode
signal (waveform) is coupled to the mainboard via a transformer1. The signal
is split into different paths. Two low noise discriminators (comparators)
are configured to launch the signal processing if a configurable threshold is
exceeded. The single photo-electron (SPE) discriminator is set to a level
of 0.25 pe2, the multi photo-electron (MPE) discriminator is used to trigger
dedicated signal processing tasks, when a bright signal is recorded.
After a delay line another PMT signal path is fed into three gain stages
with amplification factors of ×16, ×2, and ×0.25 which are presented to three
Analog Transient Waveform Digitizer (ATWD) channels. The ATWD is a
128-sample deep switched capacitor array, which samples a signal onto the
capacitors at a programmable rate [93], currently set to 3.3 ns/sample. This
provides 420 ns of high-speed sampling. On request, the sampled charges
are digitized by the ATWD using 128 10-bit ADCs. This requires 30µs per
channel, however, it can be discarded if for example a channel is saturated.
The input range of the ATWD is 2V, the different gain paths provide an
effective sampling depth of 14 bit. To accommodate the delay in the trigger
logic and to assure that the leading edge of the PMT waveform is well within
the sampling time window a delay of 75 ns is required.
Since the readout of all ATWD channels takes up to 100µs, a second
ATWD chip is available to minimize dead time and also to provide redun-
dancy. This allows to handle a second trigger which occurs after the 6.4µs
readout window of the first trigger. The transition to the second readout
phase leads to a dead time of at least 50 ns and up to 22.5µs if the first
ATWD has not been read out at that time.
For longer recording time the fourth path of PMT signal is fed over a
three-stage shaping amplifier into a fast ADC (fADC). It provides a con-
tinuous data stream of the PMT waveform at a sampling rate of 40MHz
(25 ns/sample). The fADC record is configured to be 6.4µs long. The dy-
namic range of this device is limited to a few pe, though and bright signals
can lead to saturation.
A local coincidence (LC) communication to neighboring DOMs is pro-
vided to reduce the noise of ∼ 700Hz, which arises mainly from electronic
noise and the decay of 40K in the glass. When a DOM triggers, it sends an
LC “tag” to the neighboring DOMs. In turn, the readout of the ATWD is
1The first DOMs deployed have improper transformers, the PMT signal is distorted and
shows signal droop and undershoot behavior. This problem can be corrected by software
to some extent and has been eliminated in another revision of the HV board.
2The charge produced by one photo-electron corresponds to unit of 1 pe, it depends on
the high voltage setting and amplification of the PMT. Given calibration records, it is a
uniform measure across different modules.
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only launched when an LC “tag” arrives from a neighboring DOM within a
certain time window (currently 1µs). This tag tells that another DOM in
the LC chain, which can span across several DOMs, has triggered. These
events are much more likely to originate from a particle than from noise and
produce an event rate of ∼ 10Hz.
There are different LC operation modes. In hard local coincidence only
signals with an LC “tag” are digitized and stored. This might introduce a
bias in the energy reconstruction, because the charge contribution from iso-
lated hit DOMs is omitted. In soft local coincidence mode LC tagged signals
are digitized and for un-tagged signals the ATWD information is discarded.
Only a coarse charge-stamp formed from the highest fADC sample and the
corresponding time-stamp will be stored. This is the standard operation
mode for IceCube. Self local coincidence mode uses the MPE discrimina-
tor launch to detect a bright signal. The ATWD charge samples are then
digitized, regardless of LC “tags” from neighboring DOMs.
The oscillator provides a local clock with a very good short term stability
over a couple of minutes. It oscillates at 20MHz and the frequency is doubled
inside the FPGA. It drives the fADC and clock counters, which are used
to time-stamp all events. The clock counter provides a coarse time-stamp
every 25 ns. Since the ATWD is launched on a clock transition, it provides
a time measure for the edge of the first ATWD sample. A much better
time resolution is obtained after post-processing the waveform, allowing to
determine the offset within a certain readout bin.
The power supply and communication logic circuit is located in the up-
per right of the block diagram. It provides filters to extract the modulated
differential communication and timing signals from the high voltage power
connection. Additionally, several DC-DC converters provide different volt-
ages required by the mainboard components.
An on-board LED emitting ultraviolet light can be used for the calibration
of the PMT. The amplitude of the LED pulser is adjustable from a fraction
of a pe to more than ten pe. The light is scattered inside the glass sphere
and reaches the photocathode. Another source for calibration purposes is
an electric pulser which can be coupled into the PMT signal path. This is
used as a reference signal source to calibrate the ATWD and discriminator
thresholds.
A fourth channel of the ATWD, which is driven by an analog multiplexer,
permits precise measurement from eight signal sources. For example, it can
be used to calibrate the ATWD sampling frequency by recording the local
oscillator signal, or to monitor the on-board or flasher board LED currents
to time-stamp light signals. In addition there are two serial ADCs which
monitor 24 voltages in the DOM which are used for debugging and quality
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control (Monitor&Control element in Figure 4.4)
The FPGA and CPLD (complex programmable logic device) provide
much of the logic to control and interface the hardware components (see Fig-
ure 4.4). The FPGA firmware contains multiple state machines for trigger
logic, ATWD readout, hit record building, rate counting and data compres-
sion. For example, the data stream is reduced by using a delta compres-
sion algorithm, which only transmits the difference between two succeeding
readout samples. If the changes are small, shorter bit representations can
be used. The CPLD provides interfaces to hardware components, e.g. the
flasher board, high-voltage generator, memory, DACs and ADCs. In partic-
ular, it drives those components which are needed at start-up, as the FPGA
is volatile and needs to be loaded with firmware.
A RISC CPU integrated on the same die as the FPGA is running higher
level software. Different software and firmware applications are running for
different tasks like data acquisition, testing, and verification. The high level
software provides a hardware access layer to interface the functionality of
the FPGA and CPLD and implements the custom communication protocol.
These functionalities are used by high level data acquisition programs which
communicate with the DOMHub server software at the surface. This way a
DOM buried deep in the ice can act as a basic terminal to which one can log
in from any computer, even if located in the northern hemisphere.
The Digital Optical Module Readout (DOR) Card
The DOR card is a custom made interface card between up to eight DOMs
and the DOMHub computer. It provides power management for the DOM,
communications and data transmission, time calibration and a PCI bus inter-
face to the DOMHub computer. Typically, eight DOR cards are installed in
each DOMHub at the surface. A power supply in the DOMHub is connected
to each DOR card to provide power for the DOMs. The DOR card com-
municates with the DOMs in half-duplex mode and is constantly polling the
DOM for data. Most of the communication functionality of the mainboard
is mirrored in the DOR card, which is important for the time calibration
routine described below. The communication interface over the twisted pair
connection provides a data rate of up to 45Kbytes/s.
A dedicated Linux Kernel driver exposes the higher level configuration,




4.1.2 Production and Test of the Digital Optical Mod-
ule
DOMs are integrated and tested at three production sites: University of
Wisconsin – Madison (USA), DESY Zeuthen (Germany), and University
of Stockholm (Sweden). Each site receives DOM sub-components (circuit
boards, PMT, etc.) ready for assembly. After integration, DOMs are sub-
jected to a Final Acceptance Test (FAT) to ensure that only fully functional
modules are shipped to South Pole [75]. On site the modules are tested again
in a short test cycle before the deployment. Since I was responsible for the
production and testing of DOMs in Zeuthen for one year during my work for
this thesis, a summary of the production and testing procedures are given in
the following sections.
DOM Assembly
DOMs are assembled by technicians following an established procedure:
1. the PMT neck is covered with a molded plastic collar to provide a base
for installation of the circuit board stack;
2. it is placed into the lower hemisphere of the glass pressure vessel along
with the magnetic shield and the RTV gel, properly mixed and de-
gassed;
3. this sub-assembly is fixed for 24 hours in a jig until the gel is hard
cured;
4. the HV divider base is soldered onto the PMT connectors;
5. the PCB stack (delay board, mainboard, HV control board, and flasher
board) is installed;
6. the penetrator cable assembly is soldered to the mainboard;
7. the sphere is evacuated and back-filled with dry nitrogen to a pressure
of 0.5 atm and sealed;
8. DOMs passing the final acceptance test (FAT) are harnessed with a
suspension for the attachment to the main cable;
9. finally, DOMs are packed and shipped to South Pole.
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All components, as well as the different production steps are recorded in a
database. A custom software allows technicians to easily insert the assembly
steps and query the database for information on individual modules. Test
and calibration results are also stored in the database. For example, this
allows to track calibration results from different batches of PMTs and to
study long term behavior of hardware test results. During my work for the
DOM production and testing, part of my activity was to design, develop
and roll out the database applications at all three production and test sites.
The result is an improved tracking and stock keeping database of DOMs and
components, which is available throughout the lifetime of the detector.
Final Acceptance Test
After assembly each DOM is tested to find failing or poorly operating units
and to obtain optical sensitivity calibration information. The Final Accep-
tance Test (FAT) is performed in a Dark Freezer Laboratory (DFL) at each
production site. A sketch of a DFL and its instrumentation is shown in Fig-
ure 4.5. The DAQ system is similar to systems at South Pole. DOMs are
connected via quad cables to DOR cards installed in a DOMHub computer.
The DOMHub service board (DSB) is connected to a GPS unit which pro-
vides the master clock. The local coincidence connections are similar to a full
string installation. An electrical filter box emulates a cable length of ∼ 3 km.
DOM test stations are arranged on shelves inside the DFL. Each DOM
is placed on a cylinder clad with a reflective foil on the inside to evenly
illuminate the DOM. Three light sources located outside of the DFL are
used to run different tests: a 405 nm diode laser for time resolution tests,
a monochromator-tuned quartz tungsten halogen (QTH) lamp for optical
sensitivity measurements in the wavelength range 300-400 nm, and an LED
pulser for measurements of the linearity behavior. The filter-wheel attenuator
regulates the light intensity for each source. The setup of the optical system
is arranged in a box outside the DFL. Light is distributed to stations via
optical fibers. In the DFL the light is coupled into the DOM station using
mirrors and a diffuser to distribute light evenly inside the cylinder. The
stations are calibrated on a regular basis to account for station to station
variations with a PMT of the same type as is used in the DOMs.
Inside the optical box there is a reference PMT (XP2020), which is read
out using a DOM mainboard. Optical sensitivity and linearity behavior is
obtained with respect to the readout of this device. An electric pulser is used
to drive the LED and the laser, it is coupled to another DOM mainboard in
order to synchronize signals with the light signals in offline processing.








































































Figure 4.5: Schematic view of the Dark Freezer Laboratory (DFL). DOMs are
located inside a dark freezer and connected to a DOMHub computer. Artificial light
sources allow extensive tests and calibration of newly produced DOMs.
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temperature cycles over the range3 from −45 ◦C to +25 ◦C. After each tem-
perature change the following test series is performed:
1. execution of the Simple Test Framework (STF), which runs on the
DOM to test the basic functionality of the electronic components;
among the 30 and more tests are for example tests that check the
stability of the HV generator, the LEDs on the mainboard and flasher
board, and the ATWD performance;
2. test of the local coincidence connection between DOMs;
3. calibration of ATWDs and PMT (see Section 4.1.3);
3. the rate count of the DOMs is recorded, while the QTH lamp is op-
erated and the monochromator is driven to sweep over different wave-
length, at different filter settings, in order to obtain the optical sensi-
tivity;
4. for time resolution studies ATWD waveforms are recorded using the
testdaq application — this operation mode is similar to the DAQ
system at South Pole;
5. for linearity tests of the PMTs the pulsed LED is operated in conjunc-
tion with different filter settings and waveforms are recorded;
6. dark noise rates are monitored for several hours.
Finally, DOMs are soaked at −45 ◦C for at least 180 hours, while the
dark noise rates are recorded permanently. During temperature transitions
hundreds of power cycles of the DOMs are performed.
Final Acceptance Test Results
Each DOM must pass all tests. If there are failures, components are replaced
and the module is tested in another FAT. The test requirements are, for
example: no STF failures critical for operation, no power and communication
failure, stable PMT gain calibration, better than 5% relative error and no
outliers in time resolution and sensitivity measurements. The performance
is very good, less than ∼ 1% of all components are non-confirming material.
3in the US DOMs are tested down to −55 ◦C
52
Data Acquisition (DAQ)
Dark Noise Figure 4.6 shows the dark noise rate of a DOM over many
hours. It is stable around 2.7 kHz, which is well below the test criteria of
3.5 kHz. The rate is higher than in ice, due to environmental influences and
the fact that light transmission from glass to air is much worse than from
glass to gel or from glass to ice. Thus, light produced in the glass sphere from
the decay of 40K is trapped inside the DOM, if it is surrounded by air. At
low temperatures the noise rate in ice is less than 700Hz. This is important
to detect galactic supernovae events that can be observed by an overall rate
increase. Also in neutrino events, which last only microseconds, the number
of noise hits is negligible.
Figure 4.6: Top: Dark noise rate recording over several hours for one DOM.
Bottom: The projection of the rates to the ordinate. The mean dark noise rate for
this DOM is ∼ 2.7 kHz.
Optical Sensitivity A typical sensitivity measurement relative to a refer-
ence PMT performed during a FAT is shown in Figure 4.7. The wavelength
band spans from 340 nm to 400 nm, covering the ultraviolet spectrum of the
Cherenkov light. The detection efficiency saturates around 400 nm. A few
DOMs have been calibrated absolutely and are also deployed in the ice [8].
They can be used as a reference device to obtain optical sensitivities of other
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deployed modules, and in combination with calibrated light sources, they
offer a great opportunity to calibrate the energy reconstruction performance
of the detector.
Figure 4.7: Optical sensitivity as a function of wavelength. The sensitivity is ob-
tained by computing ratios between the DOM signal rate and a reference PMT rate.
Time Resolution Figure 4.8 depicts a typical result from a FAT time
resolution measurement. The recorded arrival times of light pulses with
respect to a reference trigger time are shown in a histogram. The width of
the distribution is used as a measure for the time resolution. It should be
less than 3 ns. The mean value is shifted due to light travel times and delays
in the readout system. The tails appear due to pre-, late-, and after-pulses
[8].
Figure 4.8: Histogram of light arrival times ob-
tained in FAT time resolution runs. DOM hits
are stimulated with an external laser. The hit
times are recorded with respect to the laser trig-
ger time. The offset reflects light travel and read-
out delay times. The standard deviation of the
gaussian fit gives a measure of the time resolu-
tion of the module.
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Linearity In Figure 4.9 the linearity measurement of a bare PMT4 is
shown. The plot is based on data presented in [8]. It shows the measured
PMT current versus the ideal current I0 which corresponds to the number of
pe per pulse duration emitted by the light source. The pe rates are converted
to ideal currents by multiplication with the SPE charge for a given gain. For
signals up to ∼ 50mA, which corresponds to ∼ 30 pe/ns, the response of the
DOM is proportional to the light input. For brighter signals the response is
not proportional anymore and saturates for pulses with more than 150mA
(300 pe/ns). This is crucial for bright high energetic neutrino events, as the
reconstructed energy might be underestimated due to the lower charge re-
sponse. Even a 1PeV cascade in 120m distance yields on average more than
300 pe/ns. In addition, the pulse width changes dramatically in case of large
signals and after-pulses due to ionization of residual gases by electrons ac-
celerated between the dynodes are prominent. All these non-linearity effects






















Figure 4.9: The bare PMT current response as a function of the ideal current
expected from a linear behavior. The latter is derived from different illumination
levels and the charge response of the PMT at a given gain. The illumination levels
are given by different filters used as attenuators in the light path. The PMT is
interrogated using light pulses of different duration.
4.1.3 Calibration
There are two different calibrations necessary to obtain accurate and compa-
rable measurements throughout the detector. Time calibration is performed
4Currently, there are is no qualified analysis of linearity measurements of integrated
DOMs available.
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regularly almost every second. It is performed automatically by subsystems
of the DOM and DOR card. The calibration of the front-end electronics and
PMT gain is performed on request at least once per month.
Time Calibration
The method used for time calibration is called Reciprocal Active Pulsing
Time Calibration (RAPcal) [129]. It determines the relative times of the
clocks at the surface and in the DOMs, including the one-way signal transmis-
sion time, which allows to map surface time to DOM time. The surface clock
is shared across all DOR cards. In order to determine the count and phase
of the DOM’s local oscillator relative to the master clock, a time-stamped
bipolar-pulse is sent from the DOR card to the DOM. After receiving the
pulse and after a fixed delay, the DOM sends a pulse of the same shape back
to the surface. From the transmitted and received times of the round trip
one can calculate the one-way time. The required accuracy is obtained by
having the same electronic circuits on both communication sides. As the
granularity of the clock is 50 ns, the time-calibration algorithm digitizes the
waveform to find the offset in a time bin, for example by fitting the leading
edge and using the baseline crossing as a reference point.
The performance of the time-calibration is very good, as can be seen in
the time-resolution tests mentioned above. The time resolution of deployed
DOMs can also be measured using muons from air showers or flasher board
signals. All methods show that on average the time resolution is better than
2 ns [7].
Front-End and PMT Gain Calibration
In order to convert the digital readout to waveforms measured in voltage
and time a dedicated software called domcal runs on the DOM. Since the
calibration constants do not change much over time, it only needs to be
executed about once per month. The calibration comprises the following
steps [88]:
1. ADC count to voltage calibration for each ATWD bin using a changing
bias to change the baseline of the ATWD;
2. amplifier calibration for each gain path using the on-board pulser,
which produces pulses of known amplitude;
3. calibration of the ATWD sample frequency with a waveform from the
oscillator multiplexed to the ATWD;
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4. PMT gain calibration, the on-board LED is used to interrogate the
PMT and SPE waveforms are captured at different voltages to record
a charge spectrum which reveals the gain to voltage calibration of the
PMT (Figure 4.10);
5. finally, the on-board LED is used to measure the signal transit time, in
particular the transit time in the PMT.
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Figure 4.10: The left figure shows the SPE charge spectrum obtained using the on-
board LED flashing at below 1 pe to interrogate the PMT and recording the waveform
response with the ATWD. Filling a histogram with the charge integral of the ATWD
waveform from many hits results in a spectrum with a peak around the charge which
corresponds to 1 pe, here it is 11.7 pC. The pedestal on the left originates from
noise but also from back-scattered photoelectrons at the first dynode, which results
in signals with less charge [49]. Dividing the mean SPE charge by the charge of an
electron reveals the gain. The plot on the right shows the gain obtained from fitting
several SPE spectra as a function of the PMT’s high-voltage. A linear regression on
a double-logarithmic scale yields the voltage to gain calibration constants.
The calibration results are stored in a database and are available for offline
processing and filtering of the data.
4.2 Ice Properties
IceCube uses the natural Antarctic glacier of roughly 3 km height as a detec-
tion medium. It is crucial to understand how neutrinos and charged particles
propagate through this medium – this has been addressed in the last Chapter.
In addition, it is important to know how the Cherenkov light is influenced
by the ice, as it has a direct impact on the reconstruction of events. The
propagation of photons depends on the optical properties of the medium,
in particular on the velocity of light, the absorption, and scattering cross
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sections. Glacial ice is optically inhomogeneous, with strong variations in
depth. The concentration of air bubbles changes due to pressure and tem-
perature variations. Dust deposits vary due to climatological changes during
the thousands of years, over which the glacier has grown5. Varying dust con-
centrations are assumed to be arranged in horizontal layers and the modeling
of the optical properties of the ice is therefore parameterized as functions of
the depth.
The speed of light is governed by the group refractive index ng, while
transmission and scattering depend on the phase velocity and its index of
refraction np [120]. In the description of the ice they are assumed to be
constant throughout the glacier.
The strength of absorption is often described by the absorption length λa,
the distance at which the flux of photons propagating through the medium
drops to 1/e. The reciprocal of this length is the absorption coefficient, also
called absorptivity. Absorption of visible and near UV photons is due to
electronic and molecular excitation processes. In the wavelength range from
200 nm to 500 nm pure ice is extremely transparent and λa ≈ 100m . The
main component causing absorption is dust [28].
Light is scattered by centers of very different types and sizes, whereby the
main contribution is from mineral grains in dust layers. This effect can be
well described by Mie scattering theory [111]. The scattering length λs is of
the order of 1m, however, it is strongly forward peaked. The mean cosine of
the scattering angle has been determined in simulations to be 〈cos θ〉 = 0.94
[12]. It is convenient to introduce an effective scattering length, the length
after which the initial photon direction is totally randomized:
λe =
λs
1− 〈cos θ〉 .
For ice in the depths of the IceCube detector, λe ≈ 25m.
Figure 4.11 shows maps of optical scattering and absorption for deep
South Pole ice. The left plot shows the effective scattering coefficient (λ−1e )
as a function of depth and wavelength. The contribution from bubbles is
shown as a shaded surface, which dominates at shallow depth. However,
with increasing depth and pressure air bubbles become unstable and undergo
a phase transition to clathrate hydrates which are trapped inside the ice
molecules. At depths below 1400m there are almost no air bubbles left. The
wavelength dependence is modeled with a power law. In the right plot the
absorptivity (λ−1a ) as a function of depth and wavelength is shown. Two
5Actually, these changes can be used to track climate changes and events like giant
volcanic eruptions on the Earth over a long time.
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components contribute to the absorptivity, an exponential term describes
the pure ice contribution (shaded surface), which dominates the wavelength
band above 500 nm, the second component describes the contribution from
dust impurities.
Figure 4.11: The plot shows the effective scattering length (left) and absorption
(right) coefficients with varying depth and wavelength. See text for description. Pic-
ture taken from [12].
The strong variations in depth of both coefficients are clearly correlated
and stem from different dust concentrations in dust layers. These dust lay-
ers have been measured using the in-situ light sources deployed with optical
modules of the Amanda-II detector. During the deployment of the IceCube
DOMs a device called “dust-logger” is lowered in some of the holes and allows
a precise measurement O(1 cm) of the dust concentration versus depth [50].
A comparison of dust layer measurement from previous Amanda-II mea-
surements and the new dust-logger data is shown in Figure 4.12. The most
prominent dust peaks are labeled from A to D. In particular, the peak struc-
ture ’D’ starting at a depth of ∼ 2050m (100m below the detector center)
has a strong impact on the Cherenkov light distribution emitted from par-
ticles. As mentioned above, the flasher-boards installed in each DOM are a
powerful tool to characterize this in more detail. Also a dedicated calibrated
light source has been installed, called the “Standard Candle” [90]. Both will
be used to test the current modeling of the ice properties to a great detail.
In particular it is anticipated that these light sources will provide valuable
data to classify the effect of the hole ice. Due to the melting and refreezing
of the ice in the bore holes, it is probably not as clear as the glacier. In the
modeling of the ice for the detector simulation this is taken into account with
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increased scattering coefficients. However, the correct values in this domain
are yet unknown.
Figure 4.12: The upper plot shows the dust layer structure versus depth from
measurements with in-situ light sources of the Amanda-II detector. The y-axis gives
the effective scattering coefficient, which is correlated with the dust concentration.
Below is the result with much improved resolution using the dust-logger device. The
count of back-scattered photons, measured by this device is shown. It is proportional
to the dust concentration in the ice. Picture taken from [9].
4.2.1 Light Propagation in Ice
The optical properties of the glacial ice govern the light intensity and arrival
time profile of the Cherenkov photons. For the simulation one needs an
accurate modeling of the processes involved. Since an analytic description
of scattering is not possible [106] the photonics software was developed to
perform a random walk simulation of light propagation in ice or water [112].
photonics is used for the simulation and recently also for the reconstruction
of events in the IceCube detector. It uses a medium described by depth and
wavelength dependent absorption and scattering coefficients. For IceCube
the ice model described in the previous section is employed.
Due to the large number of photons emitted from a single particle, it is
not possible to perform a dedicated ray tracing for each photon. photonics
produces a set of photon flux density tables describing the evolution of the
light field around a source in a cellular grid. In case of a Cherenkov light
source, photons are injected from a single point in space according to the
Cherenkov wavelength spectrum and angular emission profile. For simulation
and reconstruction the photon flux tables are converted to the mean number
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of photons detected in each detector module, as well as the arrival time
distribution of these photons. The source is specified by type (e.g. muon
or cascade), location ~rsource and orientation θ, φ. The module by its spatial
coordinates ~rDOM. In order to save disk space, the photon wavelength and
arrival orientation are folded with the wavelength and angular acceptance
of the detector modules. For the use in reconstructions, a multidimensional
interpolation between the discrete coordinates used in the photon tracking
is performed. Details can be found in [106].
The photon arrival time is a composite of the travel time of an un-
scattered photon, called geometrical time, and the time delay due to scat-
tering. The geometrical time is given by tgeo = ∆x/cg, where ∆x is the
distance between the point of light emission and the sensor, and cg is the
group velocity of light in the medium. The delay time is governed by a
stochastic process and the underlying probability distribution P (∆t) is com-
puted in the simulation. The probability distribution depends strongly on
the distance between emitter and detector, as well as on the composition of
the medium. Figure 4.13a shows a 2-dimensional plot of the delay time dis-
tribution for different distances obtained by querying the photonics tables
using a cascade-like emitter at a depth of 1950m. At short distances, the
time distribution has a concise peak at very small delay times. However, with
increasing distance, scattering becomes more important and the delay time
distribution becomes wider and the most likely delay becomes larger. The
right plot (b) shows the delay time distribution for a fixed distance of 100m
at different depths. The change in the distribution is caused by different
dust concentrations in the ice layers. In particular, at z = −100m, which
corresponds to a depth of ∼ 2050m, the delay time distribution is widened
dramatically. This is caused by the dense dust layer labeled with ’D’ in
Figure 4.12.
The evolution of the light distribution for a cascade-like emitter is shown
in Figure 4.14. At different times after the cascade appeared, the mean
number of photon-electrons is shown in the x − z plane. The cascade is
located at a depth of z = −120m below the detector center, with direction
pointing downward and an energy of 100PeV. It is important to notice that
photonics ignores the extension of the cascade in space and time. The
plots on the left show the light distribution as obtained from photonics
using a point-like cascade, whereas plots on the right are obtained using the
simulation described in the Section 3.4.3 to take into account the longitudinal
development of the shower.
The light distribution in the left plot after 20 ns (a) reflects the emission
pattern used in photonics. Most of the light is emitted in the forward di-
rection, in particular in the direction of the Cherenkov angle. The plot on
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(a) Delay time probability versus
distance for a cascade located at the
center of the IceCube detector.


















(b) Delay time distribution at
100m horizontal distance in different
depths (in detector coordinates)
Figure 4.13: Delay time distributions obtained from photonics simulations.
the right clearly shows the impact of the shower development. The emis-
sion pattern is stretched as a result of the overlay of multiple sub-cascades
constituting the complete shower.
After 150 ns (b) the emission pattern is washed out due to scattering. For
the point-like emitter, the distribution is almost isotropic and all directional
information is lost. This is different in plot on the right, the longitudinal
development of the cascade creates a light cone as can be expected from a
moving particle.
Even at 300 ns (c) the light distribution in the plot on the right shows the
influence of the cascade development, but starts to vanish. The distortions at
the top of the light pattern in both plots are due to high dust concentrations
at z ≈ −100m, which introduces some ambiguity in the interpretation of
directional information of the light pattern. In particular, one could argue
the cascade is pointing upwards, in both plots. This illustrates that it is
hardly possible to reconstruct the direction of cascades.
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(a) Light distribution after 20 ns



























































































































(c) Light distribution after 300 ns
Figure 4.14: Cherenkov light distribution after 20 ns (a), 150 ns (b) and 300 ns (c)
for a 100PeV cascade at a depth of z = −120m pointing downward. The left plots are
for point-like cascades as provided by photonics, the plots on the right are obtained




The IceCube detector records the light flux within the detector medium
at fixed points given by the DOM positions. The result is a waveform of
charge versus time related to space coordinates. This waveform is converted
into hits and pulses which provide amplitudes measured in (photo-) electron
charge (pe) and time information of the photons arriving at the cathode of
the PMT (see Section 7.1 for details).
Based on these measurements, the reconstruction tries to find the best
approximation to the particle which created the signals recorded throughout
the detector. Depending on the type of analysis, different properties are
important to reconstruct: of main interest are the event signature (track-like
or cascade-like), energy, direction, and vertex location in space and time.
In an analysis one uses the event and reconstructed particle properties to
obtain the optimal signal and background separation to either increase the
significance of an observation or give the most stringent upper limit for an
expected flux of neutrinos in absence of a signal.
Existing algorithms for cascade reconstructions are capable to reconstruct
the vertex location and energy. If the vertex is within the fiducial volume
of the detector both can be reconstructed precisely [100]. In particular the
energy estimate of the parent neutrino is reliable1. Whereas it has a larger
uncertainty in muon reconstruction, because the event is seldom fully con-
tained within detector volume and energy losses along the track fluctuate.
However, in contrast to muons, where the direction is reconstructible with
an accuracy of up to 1 ◦ [9, 19], this information was not accessible at all
for cascades. Due to the scattering of the light, the initial light emittance
pattern of cascades is washed out after ∼ 25m. In Section 4.2.1 it was shown
that the longitudinal development has an impact on the light distribution
1In neutral current interactions part of the energy is lost to the neutrino in the final
state, in these events the energy deposit will not reflect the energy of the incident neutrino.
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in the detector, which has not been taken into account in previous works.
Based on this information, studies were performed to assess the possibility of
the directional reconstruction of cascades in particular at ultra-high energies.
Before this is presented in detail, the “first-guess” reconstruction algorithms
applied in this analysis presented in the following chapters are described.
5.1 First-Guess Algorithms
First-guess algorithms are used to find approximations of event properties,
which can be used to classify events as signal and background for a particular
analysis. In addition, they often deliver seeds for the more sophisticated like-
lihood reconstructions. Ideally first-guess algorithms derive these properties
analytically from the measured arrival times and signal amplitudes without
much computation. This makes these algorithms suitable to be run on very
large datasets and filter events which are of interest for a certain analysis
and need to be studied further.
There are many different first-guess algorithms available [19], here only
those are discussed which have been employed later in this analysis.
5.1.1 Line-Fit
The Line-Fit algorithm is used to find an initial track on the basis of
hit times with optional amplitude weighting. Ignoring the geometry of the
Cherenkov light cone and the optical properties of the medium, one can as-
sume that a light front perpendicular to a hypothetical track is propagating
through the detector. If the track starts at ~r0 and moves with velocity ~v,
the position of module ~ri hit at time ti is given by ~ri ≈ ~r0 + ~vti. A linear
regression yields estimates for ~v and ~r0:
~v = COV(~r, t)VAR(t) and ~r0 = 〈~r〉 − ~v〈t〉 (5.1)
where 〈x〉 denotes the mean of parameter x, COV(x, y) and VAR(x) are the
covariance between x and y and the variance of x, respectively.
Since this estimate is based on a track hypothesis, it is a rather bad
estimate for the cascade vertex and direction. This being said, it provides
a powerful discriminator between track-like and cascade-like events. The
mean speed of light propagating through the detector taking into account
the direction of propagation is given by ~v. Although the Cherenkov light is
scattered and moves in all directions, the additional movement of the emitter
is significant. In case of a muon the direction and speed of the emitted light
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is dominated by the muon’s speed vector with a value around c. However, a
cascade in a first approximation is almost static and the light is expanding
almost isotropically. Hence, the mean speed of light approximated by ~v is
nearly zero (see Figure 7.5 on Page 91). In other words, for track-like events,
the hit times and module positions are linearly correlated, whereas they are
much less linearly correlated for cascade-like events.
5.1.2 Tensor of Inertia
The Tensor of Inertia is a first-guess approximation to the topology of
an event using the spacial distribution of hits. Based on the mechanical
analogous, the tensor of inertia of an event is constructed using the observed
number of hits ni at a module ~ri as mass points. The coordinates are defined
with respect to the center of gravity (COG) of the mass distribution. The









~r 2i δα,β − ri,αri,β
]
, (5.2)
where α, β = {1, 2, 3}, and w is a weight which can be chosen arbitrarily.
For example it can be set to 0 to use a unit mass for all modules. The
three eigenvalues of the tensor yield the principal moments of inertia Ii, i =
{1, 2, 3}, which correspond to the principal axes. The smallest eigenvalue
corresponds to the longest axes, which approximates the direction of a track,
the ambiguity of the direction along the axis is resolved by choosing the
direction where the average hit time is latest. The ratio between the smallest
eigenvalue and the sum of all can be used to determine the sphericity of the
event. For a cascade-like event Ii ≈ Ij and Imin/(I1 + I2 + I3) ≈ 1/3, whereas
it is smaller for a more prolate hit distribution of track-like events.
5.2 Maximum Likelihood Reconstruction
Given the probability density function p(xi|~a) of measured values xi which
constitute the measurement ~x and depend on some parameters ~a, one can





which provides a measure how likely the measurement ~x is, given the pa-
rameter set ~a. In a maximum likelihood reconstruction one tries to find the
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optimal parameters of the measurement ~x by maximizing the likelihood func-
tion with respect to ~a. In turn, these parameters determine the properties
of the particle which created the measurement ~x. Technically the optimiza-
tion is performed using the logarithm of the likelihood function to reduce
problems with numerical rounding errors and by minimizing the negative of
log(L).
For example, in case of the track reconstruction, the probability density
function (PDF) of the arrival time distribution of photons measured at an
optical module is used. As mentioned earlier photons are deflected due to
scattering, which causes a delay in the arrival time compared to the geo-
metrical travel time tgeo, as it is shown in Figure 4.13. The arrival time
distribution depends on the distance between the point of emission and the
sensor d = |~r0−~ri|, as well as on the number of photons emitted. This is di-
rectly related to the location, energy and orientation of the particle traveling
through the detector. In the notation from above, the particle’s parameters
~a = (~r0, t0, φ, θ, E0) determine the value of the delay time PDF given the
measured time xi at the module location ~ri. It is important to notice that
in this formalism, a single module can contribute with several times xi. In
previous works [19, 100] the arrival time distribution was parametrized using
a gamma distribution, with parameters describing the medium properties
like scattering and absorption2. It was fitted to arrival time distributions ob-
tained from simulations. Varying the parameters of the gamma distribution
one can also include the effects from different ice layers [122].
The arrival time distribution is determined mainly by the particle loca-
tion and orientation, thus for the energy reconstruction another likelihood
function is constructed. Again, using simulations one can parametrize the
mean number of photons observed by an optical module as a function of dis-
tance and energy of the particle. Since the Poisson distribution governs the
amount of hits in each module, it is used to construct the likelihood function
for the energy reconstruction. In previous works it was based only on the
distinction between hit and no-hit probabilities and did not take into account
the full charge measurement in each module.
Current studies [110] show that the vertex resolution for cascades ob-
tained including the the full waveform information into the likelihood descrip-
tion is about 10m. The relative energy resolution is ∼ 0.2 in the common
logarithm of the energy .




In the introduction it was discussed that a directional reconstruction for
cascade-like events would allow a point-source analysis, which could not be
performed until now. Since this is a strong deficiency compared to muon
analyses, studies were performed to assess the possibility of a directional
reconstruction for cascade-like events.
The arrival time distribution of a cascade obtained from simulations in
previous works is based on the model of a point-like light source. This dis-
tribution depends on the cascade orientation, however at distances larger
than the effective scattering length, the initial direction information is dete-
riorated. In a first attempt it was tried to exploit the available information
by introducing an effective distance into existing reconstruction algorithms.
The effective distance adds a term to the distance between the emitter and
sensor which depends on the angle between the speed vector of the cascade
~v and the distance vector ~d:
deff =
∣∣∣~d ∣∣∣+ f(ϕ) with ϕ = ^(~d,~v) (5.4)
It reflects the fact that a module located in the forward direction of the
cascade sees more light and the probability to observe unscattered light is
higher, hence the cascade seems to be closer. In contrast to modules in the
backward direction of the cascade, in this case light needs to be scattered
more and thus the arrival time distribution looks like that of a cascade being
located further away. The angular function has been determined from simu-
lations. The method did not yield a sufficient direction information, because
the reconstruction shifted the vertex of the cascade to compensate the effect
of the effective distance term.
None of the existing algorithms take into account the longitudinal de-
velopment of cascades in the underlying PDF of the likelihood function and
an adaptation was not easy to accomplish. Therefore a new reconstruction
algorithm was developed in a Toy-Monte-Carlo based on the photonics
simulation.
Motivated by the fact that fluctuations of the measured arrival times, if
not taken into account properly, could mitigate the likelihood description,
the time t after which a certain amount of photons arrived, is used as the
measured value xi. This integration might iron out uncertainties due to
electronic artifacts which are likely to exist in case of very bright events. The
processes which determine the photon arrival times are Poisson processes,
which means the time between two photons arriving at the photocathode is
exponentially distributed and the number of photons recorded in a given time
window is governed by the Poisson distribution. In this case, the waiting time
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t for the occurrence of the k’th photon is distributed following the Erlang
distribution [137, 143]3:
f(t; k, λ) = λ
ktk−1e−λt
(k − 1)! for t > 0. (5.5)
The parameter λ is associated with the rate at which events occur, it is
given by k/tk, where tk is the time when the k’th photon arrived. The
mean value of tk is obtained from simulation using the integrated delay time
distribution scaled by the expected mean number of detected photons, both
provided by photonics. Using photonics directly avoids to introduce
a parametrization of the delay time distribution4. In this formalism the
energy of the particle has a strong impact on the likelihood function, as the
number of photons emitted dictate the observation rate. The average rate
parameter is related to both, attenuation and scattering processes. Because
the simulation returns recorded photo-electrons, it also includes the process
of the photon conversion to detected photo-electrons, however, this occurs on
different time scales. In order to get a better agreement between the Erlang
distribution and simulated arrival times, the shape parameter k is enhanced
by the inverse of the quantum efficiency (QE) to adapt the parameters to
that of the arrival time distribution at the DOM sphere: k′ = QE−1 · k. The
quantum efficiency is taken to be 20%, which is near to the average over all
DOMs and incorporates also the attenuation effects of the glass and gel. A
better approach would be a modeling of this enhancement parameter based
on simulations. It will probably depend on the distance and could disentangle
the scattering and attenuation influence on the rate parameter λ.
Figure 5.1 shows the distribution of the arrival times of the 10th photon
for modules at different distances obtained from a simulation of 1000 identical
events. The Erlang distribution with appropriate parameters is shown as a
red line. The agreement between the simulation and the model is good
and justifies the use of the Erlang distribution in the likelihood function
(equation (5.3)).
The longitudinal development of cascades is taken into account in the
same way as it is done in the simulation (Section 3.4.4). A single cascade is
represented by a set of sub-cascades with an appropriate energy distribution
and the mean arrival time tk is derived from photonics using this model.
The spatial resolution, as well as the energy resolution are of the same
performance as the existing algorithms. The aimed directional reconstruction
with better than 10 ◦ could not be achieved in the available time. Although
3The Erlang distribution is a gamma distribution with an integer shape parameter k
4For this purpose the dedicated photorec interface is available.
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Erlang Distribution k=10 · 5.0, λ=0.50 · 5.0
Simulation 









































Erlang Distribution k=10 · 5.0, λ=0.10 · 5.0
Simulation 
Figure 5.1: The plots show a histogram of simulated arrival times of the 10th photon
at a module in 60m (left) and 100m (right) distance, emitted by a 1PeV cascade. The
Erlang distribution with a shape parameter enhanced by a factor of 5 and the rate
parameter obtained from photorec is shown as the red line. It adequately describes
the arrival time distribution in both cases.
at ultra-high energies the length of the cascade can reach hundreds of meters,
the average resolution over an energy range from 10PeV to 10EeV is not bet-
ter than 30 ◦. Figure 5.2 shows reduced likelihood contour plots in the zenith
and azimuth angle parameter space for a cascade with 10PeV energy. The
cross marks the location of the true values and the dot that of the minimum
of the contour plot. In many cases, as it is shown in the left plot, there is a
distinct minimum in the vicinity of the true values. However, in this plot the
other parameters are set to the true values and the location of the minimum
changes substantially if they are not reconstructed precisely. This is illus-
trated in the right plot, where the vertex location was shifted by 10m in each
direction and the energy was set to 1PeV. In addition the reduced likelihood
surface shows several local minima which might trap a minimizer, though
this problem could be solved technically with a sophisticated minimization
algorithm and a good seed. The assessment of the directional reconstruction
was ended at this point. Time limitations restricted further investigations
to find reasons, why the minimization failed in so many cases, or to find
selection criteria for events which could be reconstructed sufficiently well.
Future studies should try to exploit the capabilities of the “Deep-Core”
extension, which provides a denser module spacing in the clear ice. With
the denser spacing, the available information might improve the directional
reconstruction. Although the volume of this extension is smaller and the
sensitive energy range is much lower than considered in this work, the direc-
tional reconstruction at low energies should benefit from the methods derived
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in this work. In particular the application of the longitudinal development
in both, simulation and reconstruction is important.








































































Figure 5.2: Reduced likelihood function in the azimuth-zenith parameter space of
the direction reconstruction for a 10PeV electromagnetic cascade. The true values of
the parameters are marked by the cross, the minimum of the contour plot is indicated
with the white dot. In the left picture the other parameters were set to the true
values, whereas the right plot shows the reduced likelihood contour levels with slightly




In the following chapters a sensitivity study for the search of ultra-high energy
electron-neutrino events in the 80-string IceCube detector is presented. As
mentioned in the introduction and shown in Section 5.2.1, the directional
reconstruction of electron-neutrino events was not successful until now. This
inhibits the possibility of a point-source analysis and constrains to search
for a diffuse signal in the data. The difficulty of a diffuse flux analysis is
the estimation of the background from atmospheric muons, as it can not be
measured in an off-source/on-source fashion. In this analysis the background
estimation is solely based on Monte Carlo samples.
This chapter gives an overview of the simulated event samples used for the
sensitivity study. Background and signal MC samples have been produced.
The tools for the production of both event classes are described.
6.1 Simulation Overview
For the purpose of simulating data taken with the IceCube detector, the
software framework IceSim is developed in a collaboration wide effort. The
main program flow for the production of Monte Carlo events is outlined as
depicted in Figure 6.1. At the beginning there is a particle generator produc-
ing particles depending on the user inputs. These particles are propagated
through different media which are between the origin of the particle and
the detector components. The detector response is simulated, including low
level data processing like triggering algorithms. The resulting data stream is
























Figure 6.1: Simulation program flow with major components.
6.1.1 Atmospheric Muon Events
Muon background events have been generated with corsika (Version 6.616)
[76] as particle generator. corsika performs a detailed simulation of ex-
tensive air showers, initiated by high energy cosmic particles penetrating
the atmosphere of the Earth. It simulates interactions and decays of nuclei,
hadrons, muons, electrons and photons of energies up to 1020 eV based on sev-
eral interaction models. For this simulation geisha [56] and sybill [51, 58]
have been used for the hadronic interactions. Electromagnetic interactions
have been treated with egs4 [115].
In the context of IceSim a slightly modified version of corsika, called
dcorsika [44, 87], is employed which contains specific adaptations for the simula-
tion of muons penetrating the IceCube detector. Additionally, dcorsika allows
to sample individual particles from a primary particle spectrum, in order to au-
tomatically resemble the composition of the cosmic ray flux. The particles from
the air shower simulation are randomly distributed on a circular surface with a
configurable radius above the detector. It is possible to omit muons with energies
below a certain threshold.
Muon Propagation
Muons traveling through matter lose energy due to ionization, bremsstrahlung,
photo-nuclear interactions, and pair production (Section 3.5). The simulation of
these processes is performed using the Muon Monte Carlo (mmc [46]) module.
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Energy losses above a certain threshold are treated stochastically and secondaries
will be produced along the muon track. The Cherenkov light yield per meter muon
track includes continuous losses which have energies below the threshold and are
not simulated, though, they are taken into account in the muon range calculation.
Muon Bundles
There are three major background event classes which could mimic a cascade
event: high energetic secondaries along a muon track, parallel muons, and coinci-
dent muons from independent air showers. High energetic secondaries and parallel
muons are simulated correctly by the muon propagation and appear in the simu-
lated event samples. Multiple parallel muons (muon bundles) can be miss-classified
as signal events because they appear as a bright localized energy deposit which
is typical for a cascade-like signature. These events are intrinsically produced in
the air shower simulation. In particular the high energy air shower samples, which
have been simulated with iron (proton) nuclei as primary particles, show peak
muon multiplicities of more than 190,000 (130,000) muons with energies above
500GeV in one event initiated by a primary particle with an energy of 10EeV.
On average the muon multiplicity (Eµ > 500GeV) in air showers initiated by iron
(proton) nuclei with energies between 10PeV and 100PeV is ∼ 900 (400). This re-
sults in bright background events, with lots of triggered modules. As described in
the following chapter, one can construct event observables which allow to identify
these events.
Coincident muon events from independent air showers are not taken into ac-
count for this study. The contribution to the overall background rate is less than
1% [4] and probably negligible at energies above 1PeV.
Prompt Muons from Charmed Particles
In air showers initiated by primaries with energies O(1GeV), muons are produced
by decays of relatively long-lived particles, such as π and K-mesons. With increas-
ing energy, the probability increases that these particles interact before decaying.
In these interactions and also in the first interaction of the primary particle short-
lived hadrons are produced, mainly D-mesons which contain heavy charm quarks.
These mesons decay directly into muons, which have a flatter (harder) energy
spectrum. They are generally known as “prompt leptons” [48, 68]. However, there
are large uncertainties in the modeling of these interactions and hence the flux
predictions vary by orders of magnitude. The prompt muon contribution is closely
related to the prompt flux of atmospheric neutrinos which has been discussed in
Section 2.3.
The interaction models used in the corsika simulation do not include these
“prompt” components. The absence of this contribution has a negligible impact
for development of the event selection, as long as high energy muons are present
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in the event samples, because they have the same event signature. However, it has
to be accounted for in the calculation of the passing rates and error estimation.
6.1.2 Neutrino Events
For the simulation of neutrino events the neutrino-generator module was used.
It is a Monte Carlo event generator based on anis [64], which generates neutrinos,
propagates them through the Earth and in a last step simulates the interaction
within a specified volume around the detector. Neutral-current (NC) and charged-
current (CC) interactions for all flavors, as well as resonant W− production in
ν̄ee
−-scattering interactions are implemented. The cross-section data is stored in
pre-calculated tables produced with cteq structure functions [102].
Neutrinos are generated in neutrino-generator starting on the surface of
the Earth and might be absorbed during their propagation to the detector in case
of a CC interaction. In NC interactions, they are regenerated with lower ener-
gies. Scattering angles are not simulated for electron-neutrino events. When the
neutrino enters the detector volume it is forced to interact and an event vertex is
sampled along the neutrino trajectory in the detector. A corresponding interaction
probability weight Pint is assigned to each event. The final event state consists of
a leptonic and hadronic particle, which need to be further propagated through
matter with the programs described below.
Typically, neutrino events are simulated with an energy spectrum following
E−1. For the development of the event selection the samples are re-weighted
according to an assumed extraterrestrial signal flux. The same events are re-
weighted to an atmospheric neutrino spectrum to calculate passing rates for the
atmospheric neutrino background.
6.1.3 Simulation of Cascades
For this work, the Cascade Monte Carlo (cmc) module was developed to simulate
the propagation of hadronic and electromagnetic cascades. This was necessary to
overcome the limitations of the light propagation software, which treats showers
only as point like light sources. In the simulation a single cascade is replaced by
a list of sub-cascades attributed with energies according to the energy loss profile.
At energies above 1PeV the energy loss profile is simulated for individual showers,
taking into account the LPM suppression effect. The simulation of cascades and
physics processes involved are described in detail in Section 3.4.
6.1.4 Detector simulation
The detector simulation computes the signal response of the optical modules (OM)
to photons emitted by charged particles, which have been propagated through the
detector volume. In a first step the hit-constructor computes the time series
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of detected photo-electrons for each particle-OM combination. As described in
Section 4.2.1, pre-calculated photon arrival time and density tables are provided
by the photonics software. Following Poisson statistics, the number of observed
photo-electrons is computed using the mean number of expected photo-electrons
stored in these tables. For each photo-electron an arrival time is computed using
t = d/cice + ∆t, where d = |~xparticle− ~xOM| and ∆t is a delay time drawn from the
delay time distribution provided by photonics.
This procedure is extremely time consuming if the number of photo-electrons
is large. Therefore the algorithm has been optimized in this work. If the number of
photo-electrons exceeds the number of readout bins, the number of photo-electrons
per readout bin is computed directly from the delay time distribution, rather than
computing a delay time for each individual photo-electron. This limits the number
of computational loops to the number of readout bins.
When the Monte Carlo time series of detected photo-electron has been com-
puted, the PMT response for the photo-electrons is simulated using a measured
photo-electron spectrum and waveform response of the PMT. This signal is then
further modified by the domsimulator, which applies the mainboard response
function and low level trigger logic, like hard and soft local coincidence conditions.
Also, electronic artifacts are simulated in this step, e.g. signal degradation due to
improper transformers.
In a last step the global trigger is simulated. The trigger used for this work
requires 8 triggered OMs within a time window of 5µs. The format of the resulting
data stream is identical to the filtered data stream from the detector data acqui-
sition system, which allows equivalent high level processing for simulated and real
data sets.
6.2 Weighting of Simulated Events
The simulated events are weighted to represent a certain flux φ. In case of a power




dEp dt dΩ dA
= C · Eγp GeV−1 s−1 sr−1 cm−2 , (6.1)
where C is the flux normalization constant. In order to weight a certain amount
of events accordingly one has to multiply the flux weight with the inverse of the
simulated flux. The result is an event count in the detector volume which is
caused by the primary particle sampled according to flux φ. The simulated flux
weight is simply the number of events per simulated area, lifetime and simulated
energy range. Except for the energy, particles are uniformly distributed in time,
solid angle and area. Therefore only the energy range integration needs to take
into account the simulated distribution and the integration is weighted with the
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(E/Ep)γ′ dE GeV s sr cm2
, (6.2)
where N is the number of simulated events, A the simulation area, Ω the solid
angle of the simulation, γ′ is the power index of the simulated energy spectrum1,
with a range from Emin to Emax. The integration over time is not influenced by
any simulation parameters, it is rather a scaling of the weight to a chosen lifetime
T . The event weight is then given by the combination of equation 6.1 and 6.2:
w = wflux · w−1sim , (6.3)
and yields the number of events in the time interval T, that are represented by
the one simulated event, for which this weight is calculated. If not mentioned
otherwise the integration over T is omitted, which is equal to normalizing to a
lifetime of 1 s.
6.2.1 Weighting Neutrino Events
The neutrino-generator forces neutrinos to interact inside the detector volume
and assigns an interaction probability weight Pint. This weight needs to be taken
into account by changing N in equation (6.2) to N ·Pint. Fortunately, neutrino-
generator provides the inverse flux weight w−1sim for each event including the
interaction weight. However, it does not account for the number of events. This
means one has to scale each weight with the inverse number of simulated events
from all data files 1/Ntotal.
6.2.2 Weighting Corsika Events
For corsika events different weights have to be calculated, depending on the
type of the simulated particle spectrum. In case of a mixed particle spectrum
simulated with dcorsika the flux weight wflux is calculated internally, as well as
the corresponding simulation weight wsim which includes the summation over the
integrals of the individual energy spectra for each component i and the integral of
the simulation area2. If particles are sampled according to the individual power
spectra the resulting weight is given by:















1It is often useful to artificially increase the contribution from rare events to produce
data efficiently and re-weight these events to the “normal” rate. For example, for a signal
neutrino flux following an E−2 spectrum, one often simulates events following a harder
E−1 spectrum, which is then re-weighted to E−2.




where Ci is the flux normalization constant for component i. As mentioned above,
the result is a dimensionless count weight representing the event count of a single
event in the lifetime T, which in this case is the same for all particles. In other
words, the inverse of this weight yields the lifetime of a file that contains N events.
The combination of files is done by scaling the weights with the inverse of the
number of files 1/Nfiles.
In case of simulating individual components in distinct data files and combin-
ing them afterwards, the weights are calculated according to equation (6.1) and
equation (6.2). As described below, proton and iron samples have been simulated
following an E−1 spectrum. In this case the flux integral yields:∫ Emax
Emin
(E/Ep)−1 dE = Ep · log(Emax/Emin) . (6.5)
The detector volume in the simulation is defined as a cylinder with radius r = R





dA = π2r(r + h) . (6.6)
6.2.3 Error of Summed Weights





where wi is the weight of event i. Applying error propagation under the assumption





The error bars shown in histograms are the square root of this variance.
6.3 Simulated Event Samples
This Section gives an overview of the simulated event samples that have been used
for the sensitivity study. They consist of atmospheric muon events and electron
neutrino events.
6.3.1 Atmospheric Muon events
Two different corsika background event sets have been used. One is a regular
background set provided by the collaboration wide simulation effort, in which pri-
mary particles are sampled according to the Poly-Gonato cosmic ray spectrum
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[80] starting at energies of 600GeV. The data set consists of 300 files, each corre-
sponding to a lifetime of 2 s and a total of ∼ 106 events. All simulation modules
have been used with standard settings. Due to the steeply falling flux, the high-
est energy of a primary particle in this data set is only 142PeV. Simulating the
full background spectrum to obtain a reasonable number of extremely high energy
events results in a tremendous amount of data and is almost impossible if one does
not artificially change the power law index and reweight events accordingly. In
addition, there is the problem that the Poly-Gonato model does not include an
extra-galactic component and relies on elements heavier than iron. These elements
contribute significantly to the cosmic ray spectrum at energies above a few PeV,
however, they cannot be simulated with corsika. Therefore, the Poly-Gonato
model is only adequate at energies below 100PeV [139, 144].
To overcome both problems, a pure proton and a pure iron corsika sample
have been generated following an E−1 spectrum in the energy range from 10TeV to
10EeV, which are re-weighted according to the 2-Component model presented in
[67]. This empirical cosmic ray spectrum model is based on proton and iron nuclei
only. The proton component is dominant up to the knee at Eknee,H = 4.1PeV,
when it starts decreasing. The iron component has a smaller contribution below
the proton knee, but due to a rigidity dependent cut-off at Eknee,Fe = 26×Eknee,H
it is dominating at higher energies. The weighting is performed as described above,
where the flux weights wflux,j for j = {H,Fe} are calculated as:




p Ep < Eknee,j
E
γ2,j
p · E(kneeγ1,j − γ2,j Ep ≥ Eknee,j
, (6.9)
where Cj is the flux normalization, γ(1,2),j are the power law indices below and
above the knee, and Ep the energy of the primary particle. The parameters are
given in Table 6.1. Since the normalization constant is given at Eknee,H, it necessary
to express the energies in units of Eknee,H for the calculation of the weights.
Parameter Proton (H) Iron (Fe)
Eknee [ PeV ] 4.1 26 · 4.1
C [GeV−1m−2s−1sr−1] 3.9 · 10−14 1.9 · 10−14
γ1 -2.67 -2.69
γ2 -3.39 -3.1
Table 6.1: Parameters of Glasstetter 2-Component model [67]
In order to speed up the simulation, only particles with energies above 500GeV
for muons and hadrons, and above 2TeV for electrons and gammas, are further
treated with in the air shower simulation. In addition, only muons above 500GeV
are included in the propagation and detector simulation. The propagation has
been performed using mmc with a slightly modified configuration to use less inter-
polation points in the numerical integration of energy losses, with the drawback of
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larger errors (a table in Appendix B summarizes the module settings). However,
a comparison between the regular corsika data set and this high energy data set
shows reasonable agreement, as presented below. In total, 120.000 proton and iron
events have been simulated.
6.3.2 Electron Neutrino Events
For this study 100.000 electron neutrino events with equal numbers of νe and ν̄e
have been generated in the energy range from 10TeV to 10EeV following an energy
spectrum φ(E) ∝ E−1. The secondary cascades have been propagated with cmc
including a full simulation of the energy loss profile of electromagnetic cascades for
energies above 1PeV. A summary of the configuration parameters can be found
in Appendix B.
For the event selection analysis the events have been re-weighted to a flux of
φ(Eνe) = 1 · 10−7E−2νe GeV s
−1 sr−1 cm−2 following the procedure described above.
For the analysis of passing rates and sensitivities, the events are re-weighted to




The aim of this study is to develop an efficient selection of high energy electron
neutrino events that are present in a ∼ 109 times higher background of atmo-
spheric muons produced in air showers. The filtering is based on the classification
of cascade-like and track-like events. In this sense all cascade-like events are con-
sidered as signal. The original target energy region lies between 1PeV and 10EeV,
where the background from atmospheric neutrino events is expected to be lower
than hypothetic extraterrestrial neutrino fluxes. However, the filtering is developed
including events from lower energies, therefore a final selection of extraterrestrial
events would be based on an energy cut, applied to the surviving cascade-like
events.
This Chapter describes the data filtering in detail. First the data processing
procedure is summarized. Based on the resulting events, filter cuts are developed
to reduce the background. Finally an event classification scheme is developed,
which allows to select cascade-like events with a very good efficiency.
7.1 Data Processing
The different processing steps are listed in the following. Some of the tools and
procedures applied have been introduced in the previous chapters. Here, only a
short description is given with references to the corresponding sections. The data
flow in the processing is depicted in Figure 7.1.
Cleaning
If the cleaning is performed, it would consist of removing dead and mis-behaving
OMs from simulated events and experimental data in order to have an equivalent
data basis. For this study events have been used simulated with nominal operating






















Figure 7.1: Data processing program flow. Up to the first guess reconstruction
the data is processes using the IceRec framework. The analysis of DOM related
observables and the event classification is done using Python with dedicated analysis




The raw data stream from the readout channels of the DOM have to be calibrated.
As described in Section 4.1.3, the calibration comprises the conversion of ATWD
and FADC count readings to voltages and the bin numbers to times. Based on
the PMT gain calibration it also allows to translate measured charges to a charge
count measured in photo-electrons (pe). The calibration information from the
most recent domcal run is present in the data stream and provides necessary
figures for PMT gain, ATWD and FADC gain, count and time conversion. The
calibration is performed using the domcalibrator module.
Feature Extraction
Generally, analysis and reconstruction modules compute observables based on time
and charge information. The feature-extractor provides algorithms to extract
this information from the ATWD and FADC waveforms. Two distinct result en-
tities are available after the feature extraction, namely hits and pulses. The first
represents a single photo-electron emitted at the PMT cathode, with a charge of
1 pe and a time corresponding to the time at the PMT cathode. The latter re-
flects a bunch of photo-electrons which form one pulse in the waveform due to the
overlap of separate single pulses from photo-electrons that have been emitted at
the PMT cathode. The time of the pulse is defined by its leading edge and is also
converted to the corresponding time at the cathode. The pulse charge is computed
from the area under the waveform.
The feature-extractor is a quite sophisticated piece of code and has many
knobs and handles to tune the estimation of the baseline, the conversion of pulse
to photo-electron emission time at the PMT cathode, the finding of pulses in the
waveform and even corrections for electronic artifacts. Details can be found in
the documentation [45]. For this work a commonly used configuration with an
unfolding method is used, a baseline estimate is done using the first three bins
of the ATWD and the PMT transit time correction is enabled. The following
modules use the reconstructed pulses of the waveform.
Calculation of Event Characteristics
Based on the pulse information common event observables are computed, e.g.
number of hit modules, number of hit strings, number of pulses seen by each
OM, etc. Detailed information about the observables used for the filtering and
classification are given in the following section.
First Guess Reconstruction
Two first guess event reconstruction algorithms (Line-Fit and Tensor of Iner-
tia) are performed. Details to the algorithms can be found in Section 5.1. The
resulting parameters are used in the filtering process.
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The results are written to analysis files and further analyzed using data analysis
modules for Python [133].
7.2 Filtering
The background MC samples described in Section 6.1.1 are used to simulate the
atmospheric muon background. The used νe+ν̄e signal data set has been described
in Section 6.3.2 and constitutes a hypothetical E−2 signal spectrum. The Poly-
Gonato event set, which includes low energy events, is used to develop filter cuts
which remove events with primary energies lower than 10TeV. This selection
justifies the use of the high-energy 2-Component background and neutrino event
samples with an energy range starting at 10TeV, which are then used to derive an
event classification to remove the background from atmospheric muons.
7.2.1 Filtering on Global Event Observables
As mentioned above, the first filter level is used to eliminate low energetic back-
ground. It is based on global event observables which are particularly correlated
with the energy deposit. A first measure of the energy deposit in the detector
are the number of hit modules which contribute to the event. It is called the
N-channel observable (Nchan). An even better correlation with the energy deposit
provides the number of pulses in the event and the total charge recorded by all
contributing modules, denoted with Npulse and Σcharge, respectively. The Nchan
to energy relation saturates quickly and counting individual pulses or charges in
OMs provides more information than just counting hit modules.
In order to derive the cut values, only events with primary particle energies
below 10TeV are taken into account. Just from statistical considerations, the N-
channel cut is set to Nchan > 〈Nchan〉 + 5 · σNchan ≈ 70. The Npulse distribution
is more exposed to fluctuations in the energy deposit, therefore the maximum of
the distribution of simulated values in the background sample is used adding an
uncertainty of 100%, resulting in the cut Npulse > 400. The cut on the total
charge is simply set to the same value (Σcharge > 400pe), since these measures
are strongly correlated with a correlation coefficient of ∼ 0.9 and the total charge
showed some unexpected fluctuations, which could be attributed to wrong baseline
estimates in the feature extraction.
Applying these cuts to the Poly-Gonato event set removes the muon back-
ground from primaries with energies below 10TeV. Of course it also removes a
large fraction from the high-energy two-component data sample since the cuts were
defined with large margins and there is also a contribution from not fully contained
air showers, with a much lower energy deposit. The same applies for the signal




Before summary plots are shown and the passing rates for this level are given,
another selection criterion is introduced that has also been applied at this analysis
step. It focuses more on the event signature than simple energy deposit consider-
ations. The observable is defined as the fraction of modules that contribute to the
event with only one recorded pulse (N1chan/Nchan). One can assume that most of
the OMs with only one pulse will be on the surface of the illuminated volume that
surrounds the energy deposit volume. Muons in background events will deposit
their energy along a track, whereas cascades deposit their energy in an almost
spherical volume around the interaction vertex. Since the surface to volume ratio
of a cylinder is larger than that of a sphere, the fraction of OMs with only one
pulse is larger for track-like events. The distribution of N1chan/Nchan is shown in
Figure 7.2 and shows a good separation potential for signal and background events.
The right plot of the same figure shows the efficiencies for signal and background
events with increasing cut strength. A cut of N1chan/Nchan < 0.45 was chosen in
order to keep ∼ 80% of the signal, while the background is reduced by more than










































































Figure 7.2: Left: Fraction of the number of channels with only one pulse distribu-
tion for the Poly-Gonato background MC sample (green, left ordinate) and an E−2
signal sample (blue, right ordinate). Note the different scales on the ordinates, the
background is dominating over the full range. Right: Passing rates for the two event
samples with increasing cut strength of N1chan/Nchan. The cut is set to N1chan/Nchan
< 0.45, as indicated by the vertical line. The arrow points towards the region passing
the cut. In black and on a different scale (right ordinate) the signal-to-background
ratio is plotted.
Figure 7.3 shows the distribution of the event observables used in the filtering
described in this Section, and in addition the primary energy spectrum to illustrate
the effect of the filtering. The dashed lines correspond to the full event samples,
the solid lines to the event samples after applying the combination of all cuts. The
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cut value is marked with a vertical grey line and an arrow pointing towards the
region which is kept after the filtering. Despite the fact that the background (Poly-
Gonato event sample) is reduced to ∼ 0.1% which makes the following high level
data processing possible, it was the aim to remove the low energetic background
to justify the use of the high energetic background and signal event sets. Indeed,
the distributions of the Poly-Gonato and 2-Component background samples agree
within the errors already before the filtering except in the regions where the low
energy events dominate. The same minor differences remain after filtering. How-
ever, the primary energy spectrum shows a significant discrepancy between the
two background MC samples. The 2-Component sample has no contributions be-
low 200TeV, which can be explained by too low statistics. The bin content of the
histogram shown here is of the order of 1000 events, while the reduction is of the
same order in the energy region below 1PeV, which leaves no passing events. For
the following filtering the impact can be treated as an overall uncertainty due to
low statistics, because the missing events would be distributed over the variables
used in the next filter level.
Also shown are the distributions for the signal sample. Even after the appli-
cation of the cuts the signal is dominated by background in all observables except
at the higher ends which corresponds to extremely high energetic events. The
signal-to-background ratio over the full energy range is O(10−6), being still as low
as 10−2 at 1EeV, which is estimated using the 2-Component sample. The numbers
have to be taken with care, since they are only valid for the assumed signal flux
of 1 · 10−8E−2 GeV s−1 sr−1 cm−2.
Table 7.1 summarizes the cuts on the global event variables described above.
Passing rates for each individual cut are given, for all data sets split into two energy
regions: low energy (<1PeV), high energy (>1PeV); and for the full energy region.
The passing rates for the combination off all four cuts are given in the “Total”
column. The filtering performance is similar for both background samples. The
high energy part of the 2-Component sample seems to be reduced more than the
corresponding Poly-Gonato sample, however, taking into account that the latter
sample does not include a large fraction of the highest energies, the efficiency is
biased. The overall reduction of the background by a factor of ∼ 103 in contrast to
an efficiency of 40% for the signal sample is remarkable. However, as mentioned
this is by far not enough, the background needs to be reduced depending on the
energy range by 102 to 106. This can be achieved with a sophisticated classification
scheme, which is presented in Section 7.3.
7.2.2 Filtering on OM related Observables
After the global observables are used to remove the low energy background events
and to reduce the number of events to a manageable amount, OM related observ-
ables are computed for the remaining part of the data sets.















































































































































Figure 7.3: The plots show from top left to bottom right the distributions of the
observables Nchan, Npulse, Σcharge and the spectrum of the primary particle energies.
For all samples the distributions at trigger level are shown (dashed) and after the
application of the cuts described in the text (solid). The different event samples are
the background data samples: Poly-Gonato (green) and 2-Component (red); and a
signal (blue) sample weighted to a flux of 1 ·10−7E−2 GeV s−1 sr−1 cm−2. The vertical




Table 7.1: Filtering efficiencies for the individual cut variables (Nchan > 70, Npulse
> 400, Σcharge >400 pe, N1chan/Nchan < 0.45) and the combination of all (Total). All
numbers are given as percentage of the event rate at trigger level.
Sample Nchan Npulse Σcharge N1chan/Nchan Total
Poly-Gonato (P-G) 0.65% 0.12% 0.12% 15.76% 0.07%
P-G (E < 1PeV) 0.48% 0.04% 0.05% 15.72% 0.02%
P-G (E > 1PeV) 35.63% 16.88 14.26% 47.74% 11.79%
2-Component (2-C) 0.86% 0.11% 0.09% 18.52% 0.07%
2-C (E < 1PeV) 0.68% 0.03% 0.02% 18.36% 0.01%
2-C (E > 1PeV) 30.02% 13.02% 11.25% 44.51% 9.26%
Signal (S) 44.26% 54.94% 55.07% 77.20% 40.63%
S (E < 1PeV) 39.08% 52.20% 52.60% 76.63% 35.79%
S (E > 1PeV) 69.69% 68.36% 67.19% 80.03% 64.35%
optical module, which contributes to the event with at least 5 pulses, are analyzed:
• total charge ΣOMcharge,
• number of pulses NOMpulse,
• length of the signal ∆TOM,
• time between the first pulse and the pulse when half of the charge has been
recorded (TOM1/2 ).
The distribution of each variable for every event is analyzed by computing the





〈x〉2 + σ2; and the standardized central moments, namely
skew and kurtosis, defined as µk = 1/σk
∫∞
−∞(x− µ)kf(x)dx, where µ denotes the
mean of the distribution and k = 3, 4 for skew and kurtosis, respectively [39].
Figure 7.4 shows those observables which appear to have a high potential to
discriminate background and signal events. Graph (a) shows the distribution of
rms values of the NOMpulse distributions from every event. For background events
the rms is mostly lower than for signal events. This is expected, because the
energy deposit for background events is distributed in a larger volume, compared
to signal events with the same energy deposit, and thus the contributing OMs
register less charge, which translates into fewer pulses. In addition the NOMpulse
distribution is wide for signal events, because modules close to the vertex see
much light and those further away will have only a few pulses. This is reflected
in a larger variance of the NOMpulse distributions which contributes to the larger rms
values for signal events. Background events on average show a lower spread in the
number of pulses, as the energy loss is distributed along the muon track. Graph
(b) depicts the skewness of the NOMpulse distributions, which also shows a distinct
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behavior for signal and background events. It tends to negative and values close to
zero for signal events, meaning that the distribution of NOMpulse is in many events left-
skewed or symmetric, whereas it is right-skewed (positive skewness) for background
events. In other words, the peak of the signal NOMpulse distribution has a larger value
than the mean, whereas the peak of the background distribution is located left
to the mean. Again, this is explainable by the fact that modules with few pulses
dominate the background event.
Graph (c) shows the distribution of the means of the TOM1/2 values. For back-
ground events it is dominated by small values. This can be explained by the fact,
that, if an OM is triggered by the light from a passing muon, the muon probably
passed not too far away, because on average it produces less light. In turn this
means the light traveled only a short distance, hence it is less scattered. The
recorded waveform is located at the beginning of the readout time window, which
gives small TOM1/2 values. In contrast to background events, OMs contributing to a
signal event are mostly not close to the vertex, hence the light has to propagate
larger distances, which results in more scattering and a wider waveform. Thus
the TOM1/2 distributions are dominated by larger times. Finally graph (d) visualizes
that also the distribution of the skewness of TOM1/2 distributions shows a significant
difference between signal and background events. Left skewed events dominate the
signal sample, whereas there are more right skewed events in background events.
Again, this describes the position of the peak and the tails of the TOM1/2 distribu-
tions. Signal events have a peak above the mean and a tail to lower TOM1/2 values
and vice versa for background events. This can be explained by the same argumen-
tation as above. The contribution from modules nearby the track are dominant for
background events, whereas the contribution from modules distant from the vertex
dominate for signal events. For the latter, most modules are multiple scattering
lengths away from the vertex and will have large arrival times. Only a few are
close to the vertex which constitute the tail to the left in the distribution.
Although the distributions of these observables show a good potential to dis-
criminate signal and background they are overlapping and it would be inefficient
to just apply cuts on each variable individually. Hence, a classification algorithm
is used to determine the event class from the observables described here. This is
discussed in Section 7.3, after two additional event variables are introduced that
will also be used for the final event filtering.
7.2.3 Observables from First Guess Reconstruction
In the standard cascade analysis the velocity parameter of the Line-Fit recon-
struction and the eigenvalue ratio of the Tensor of Inertia reconstruction are
used as a first event filter and the online cascade filter running at Pole is based
on these two reconstruction parameters. They show a good discriminating poten-
tial for cascade analysis and therefore are taken into account here as well. Both
quantities have been introduced and discussed in Section 5.1.
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(a) Distribution of rms values of NOMpulse

























(b) Distribution of skewness values of
NOMpulse
























(c) Distribution of mean values of TOM1/2























(d) Distribution of skewness values of
TOM1/2
Figure 7.4: The plots show OM related observables which appear to have distinct
distributions for background (filled red) and signal (blue) events. See text for details.
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Figure 7.5 shows the Line-Fit velocity for reconstructed background and sig-
nal events. For track-like background events the velocity is close to 0.3 m/ns due
to the movement of the muon. For cascade-like signal events, which are rather
static in space, the Line-Fit velocity evaluates to small values.
The Tensor of Inertia reconstruction provides a good measure of the spheric-
ity of the distribution of triggered modules in space. The eigenvalue ratio is 1/3
for a spherical distribution and smaller for more stretched distributions. Since
muon background events deposit energy along a track and signal events are more
spherical, they show distinct distributions in this parameter, as depicted in the
right plot of Figure 7.5.






















































































Figure 7.5: For signal (blue) and background (filled red) events the distribution of
reconstruction parameters from first guess reconstructions are shown. The Line-Fit
velocity (left) is larger for background than for signal events. The distribution of
eigenvalue ratios obtained from the Tensor of Inertia reconstruction (right) are
peaked at 0.3. Note the different scales for signal (left ordinate) and background events
(right ordinate). The background distribution dominates over the full parameter
space.
The Line-Fit velocity and Tensor of Inertia eigenvalue ratio parameters
are not used to filter events in each of these two dimensions individually, rather
they are used in combination with the OM related observables to construct an
event classification.
7.3 Event Classification
The observables described in the previous sections suggest a good discrimination
between signal and background. However, applying cuts on each observable indi-
vidually is not suitable, since the distributions are partly overlapping. Either the
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selected signal events would be contaminated by background events if the cut is
too loose, or the efficiency would be too low, when the cut is too harsh.
A solution to this problem is to use a classification scheme which is based on all
observables. In a mathematical description the problem is to find a function f(~x)
which yields the probability that the observables ~x are member of a class [39, 142]:
P (class|~x) = fclass(~x; θclass), (7.1)
where θclass are the parameters of the function. Given two functions which describe






which is larger than 1 if ~x belongs to the signal class and smaller if it does not. To
avoid numerical instabilities, when dividing extremely different numbers O(1015),






= log(fS(~x; θS))− log(fB(~x; θB)). (7.3)
With this transformation signal events are mapped to positive values and back-
ground events to negative values. There are different approaches to the problem
of the estimation of P (class|~x). For example Bayesian classification uses Monte
Carlo data to find P (~x|class) and the class probability is computed using Bayes’
rule [39, 140]. Here, the approach known as kernel probability density estimation
is chosen. It is introduced in the following section and the application in this
sensitivity study is demonstrated.
7.3.1 Kernel Probability Density Estimation
Using a density estimation method one can approximate the functions fs and fB
from given signal and background Monte Carlo data samples. Kernel probabil-
ity density estimation (kernel PDE) provides an unbinned and non-parametric1
estimate of a probability density function (PDF) [123].
Given a data set of random variates {~ti; i = 1..N} in a k-dimensional space
the general kernel estimate of the underlying PDF is given by the sum of kernels











1non-parametric means that no assumptions are made about the form of the PDF, e.g.
the histogram is the prototypical non-parametric density estimate (it can be constructed
using a square function as kernel)
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where K is the kernel function and h the smoothing parameter, also called the
bandwidth. The role of K is to spread out the contribution of each data point to
the estimate. In case of a static-kernel PDE, which is used here, the h parameter
is fixed. It is determined from the sample and set to h = N−1/(k+4) [94, 123] and
could be optimized in order to maximize, e.g. the best signal-to-noise ratio [81],
which is not done here.
A standard choice for the kernel function is a multivariate Gaussian distribution













where ~di = ~x − ~ti, and V is the covariance matrix estimated from the data set
(|V | denotes its determinant) and wi the weight of ~ti, if the random variates are
attributed with weights. It is important to notice that, in case of weighted samples
~ti, the covariance matrix has to be calculated taking the weights into account [121].
With this technique the functions fS(~x; θS) and fB(~x; θB) can be estimated
from a training sample of signal and background Monte Carlo events, respectively.
The parameters θS,B correspond to the two parameters of the kernel estimate, the
bandwidth and the covariance matrix. For this study 20% from each data sample
have been used for the “training”, which is the estimation of a PDF describing
the signal and background probability of events, respectively. The 6-dimensional
parameter space is spanned by the rms and skewness of theNOMpulse distributions, the
mean and skewness of the TOM1/2 distributions, the Line-Fit velocity and Tensor
of Inertia eigenvalue ratio parameter. Due to the “curse of dimensionality” one is
restricted to use a limited amount of variables, because the volume of the parameter
space increases exponentially with the number of dimensions and a training with
limited amount of data does not evenly sample the full phase space. Fortunately, as
argued in [124], it has a minor effect for the application in discrimination problems
where two kernel density estimations are compared.
7.3.2 Application of Kernel-PDE
Figure 7.6 shows as an example three input observable distributions of the train-
ing samples in combination with the corresponding distribution of random samples
drawn from the kernel PDE. The left and right plots show background and signal
samples, respectively. The agreement between the estimated distributions and the
“training” samples is satisfactory, the shape is sufficiently described, individual
structures are not reflected by the estimation. However, these individual struc-
tures like the spikes in the “training” samples can be ascribed to large weights
and the situation could be improved with larger statistics in the Monte Carlo
data samples. Also the estimated samples are reaching into unphysical parame-
ter spaces, e.g. negative Line-Fit velocities, which is caused by the symmetric
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kernel function with a non-zero width, which introduces contributions outside the
boundaries of a parameter. This does not have an impact, because in the classi-
fication the kernel PDE is evaluated only within the bounds defined by the data
samples. The strongly fluctuating weights make it difficult to perform statistical
tests to affirm the consistency between the estimated and true PDF at a certain
confidence level. However, a Kolmogorov-Smirnov test [119] was performed in each
dimension neglecting the weights. The test uses 100 random variates, drawn from
the estimated multivariate Gaussian kernel PDE and compares the cumulative
distribution of these to the same number of items drawn from the signal and back-
ground samples, respectively. In case of items drawn from the signal sample and
compared to the kernel PDE of the signal distribution, the null-hypothesis that
both samples are governed by the same underlying PDF cannot be rejected at a
confidence level of 10%. However, the p-values of the Kolmogorov-Smirnov test
between these samples and those drawn from the background kernel PDE yield
p-values worse than O(10−7). This supports the assumption that the kernel PDE















































































































































































































































































































































































































































































































































































































































































































































7.3.3 Kernel-PDE and Classification Results
The likelihood ratio defined in equation (7.3) provides a very powerful discriminant
and is evaluated using the estimated PDF functions for the remaining events. Fig-
ure 7.7 shows the logarithm of the ratio for signal and background, normalized to
the minimal value of both distributions. Events with a negative L = log10(fS/fB)
are more likely to be background. Most background events are classified correctly
with the method described here. Only a small contribution extends into the sig-
nal regime with positive values. The signal samples are partly misidentified as
background, however, the peak of the distribution is just above zero and a large
fraction is clearly classified to be signal. The distribution extends to larger val-
ues in the signal region due to the normalization to the minimum value obtained,
which compresses the background regime from -1 to 0.
There are discontinuities in the distribution of L > 0.1 for background events,
which is visible in the magnified inset plot. The problem arises due to too small
statistics of the background sample, the peaks are build by single events with rel-
atively large event weights. In the plot shown, this has been eliminated to some
extend by applying an additional cut on the energy deposit, which exploits the
different energy spectra of signal and background. Also previous analyses used
the reconstructed energy in the final event selection to remove a large fraction of
remaining background [98, 131]. Since no energy reconstruction was performed,
the total charge parameter Σcharge is used as an approximate measure of the en-
ergy deposit . The lower plot in Figure 7.7 shows the signal-to-background ratio in
this two dimensional parameter space. In particular the background events with
low energy deposits with Σcharge below ∼ 1·103 cause discontinuities because of
large event weights. To remove these events, a cut of Σcharge > 1 · 103 is applied.
Although the plot suggests a two dimensional cut in the energy deposit and likeli-
hood ratio parameter space, this path is not followed. Clearly the contribution of
background events decreases to high energy deposits, however, the limited statis-
tics do not motivate a optimization of the final event selection. Time limitations
dictated the use of the available samples.
For increasing L-cut values the signal and background efficiencies NL>Lcut/N
are plotted in Figure 7.8 (left plot). The background rejection is very good, a
reduction of ∼ 105 is reached, while still more than 60% of the signal remains.
Beyond that the interpretation becomes difficult due to the fluctuations of the
surviving background. It is not clear, whether the gradient is still exponential or
flattens out. At the point where the background vanishes, the signal efficiency is
still above 20%.
Also shown in the right plot of the same Figure are the event rates within
one year and the signal-to-background ratio as a function of the cut value of L.
Applying a cut at 0.05 slightly above the transition point at 0, where events are
classified to be signal, the signal-to-noise ratio is ∼ 0.1. Again, the behavior beyond
that point is difficult to assess, the background contribution has discontinuities
when the remaining events are removed one after the other. At a cut of L > 0.28
the last background event is removed and the signal-to-noise ratio becomes infinite.
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Figure 7.7: Top: The likelihood ratio distribution for signal and background sam-
ples. The ratio is defined by log10(fS/fB) with probability density functions ob-
tained from kernel PDE of signal and background training samples. The inset plot
shows a magnified version with finer binning at the cross-over region around 0, where
events become classified as being signal rather than background. Bottom: Signal-
to-background ratio as a function of total charge and L. Note the spots in the upper
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Figure 7.8: Left: Background and signal efficiencies with increasing L-cut. The
signal efficiency falls on a linear scale, while the background drops exponentially. Too
few statistics of the background sample lead to discontinuities when the last remain-
ing event samples are removed which have large event weights. Right: The event
rate expected in one year calculated from background and signal event samples as a
function of the cut value of L. The signal-to-background ratio is plotted on a different
scale. Again, fluctuations in the background sample introduce large background rate
variations.
A cut of L > 0.36 is chosen in order to be unaffected by statistical fluctuation.
The value is more than three standard deviations above the maximum L value of
the background distribution. The standard deviation is estimated using only values
with L > 0. An extrapolation of the likelihood ratio distribution for background
events yields a background expectation of 4.1 · 10−4 events per year, which can
be treated in the sensitivity calculation as an expectation of 0 background events.
The final passing rates are summarized in Table 7.2. The following Chapter gives
the results obtained from this analysis, namely the electron-neutrino effective area
of the detector and the sensitivity to electron neutrino fluxes.
Table 7.2: Event rate and filter efficiency for the E−2 signal flux and background
sample after application of the final cut L > 0.36. The efficiency is calculated with
respect to the level one selection. The expected background rate for L > 0.36 is
extrapolated from the likelihood ratio plot (Figure 7.7). The background sample
yields an event count of 0.
Signal Background
Full E ≤ 1PeV E > 1PeV
Events/year 18.8 12.5 6.3 4.1 · 10−4




This chapter summarizes the results obtained from the analysis described in the
previous Chapter and discusses the sensitivity of the IceCube detector for ultra-
high energy electron-neutrino events.
8.1 Effective Detector Area
A useful measure of the detector performance is the neutrino effective area. It
represents the area of an ideal detector which is capable of detecting neutrino
events with 100% efficiency. If the neutrino effective area is known, it is easy
to compute the number of events N expected to be observed from a certain flux
φ(E, θ) in a given time T :
N = T
∫
Aeff(E, θ)φ(E, θ) dEdΩ . (8.1)
The energy and angle dependent effective area Aeff (E, θ) is estimated using sim-
ulated data. It is given by the ratio of observed to generated events multiplied by





where Nobserved and Ngen are the unweighted event counts1. The energy and zenith
angle dependence is introduced by calculating the effective area for different energy
and angle bins. The resulting effective area is only an estimate which resembles
the true effective area in the limit of an infinite number of generated events and
an infinite simulation area.
1The neutrino-generator forces neutrinos to interact in the detection volume, hence
the observed events need to be weighted with the interaction probability weight to get the
correct event count ratio (see Section 6.2).
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Figure 8.1 shows the effective area as a function of primary neutrino energy.
The corresponding event count is obtained from the final data selection which was
based on an E−2 flux spectrum. The effective area itself is not directly depending
on the power index of the simulated spectrum. However, the final event count
depends on filter settings which can be optimized for different spectra, hence this
would introduce an indirect dependency on the spectral index. The filtering ap-
plied in this analysis is rather independent of the spectral shape and the effect
on the effective area is marginal. The zenith angle dependence is illustrated by
plotting the effective area for different zenith angle regions. The absorption in the
earth due to the higher cross section clearly extinguishes the contribution from
events coming from below the horizon. The remaining events at the highest en-
ergies coming from below the horizon have performed multiple neutrino nucleon
interactions, where the first interaction outside the detector volume is a neutral
current interaction with a neutrino of the same flavor in the final state which
subsequently reaches the detector. The effective area grows from ∼ 10−2 m2 at
10TeV to ∼ 200m2 at 10EeV due to the increasing signal efficiency and the rise
of the neutrino nucleon cross section. In particular the rise above 1PeV grows
similar to the cross section as ∼ E0.36 (see Section 3.1). The integrated effective
area over the energy range 10TeV to 10EeV is ∼ 45m2. The impact of resonant
ν̄ee
− scattering is prominent in the energy range 6-7PeV and causes a peak in the
effective area with 120m2, which is the average over a bin width of 1.6 PeV. In
comparison to previous cascade analyses with the Amanda-II detector [98, 131],
the electron-neutrino effective area of IceCube is larger by a factor of 20 for en-
ergies up to ∼ 5PeV. This is compatible with the increase of the detector volume,
because these events need to be confined in or close to the fiducial volume of the
detector. At higher energies, however, the increase of the effective area is only a
factor of 2, due to the fact that events outside of the fiducial volume contribute
more and more and the increase of the detector area is becoming less important.
For a detailed quantification one needs to take detector saturation effects and non
linear signal responses into account, which is particularly important at energies
above ∼ 100PeV. The high energy analysis including all neutrino flavors benefits
from the long muon range which grows as log(Eµ) and the regeneration of taus.
The effective area presented in [65] for the Amanda-II all flavor analysis exceeds
the one reached here by one order of magnitude at energies above ∼ 10PeV. The
consequences will be be further discussed at the end of this Chapter.
8.2 Effective Detector Volume
The effective detector volume is a more seizable measure for the detector perfor-
mance than the effective area as it does not account for the neutrino interaction
probability inside the detector volume. It simply relates the number of observed
events Nobserved that reached the detector volume to the number of generated








































Figure 8.1: Electron-neutrino effective area of the IceCube detector as a function
of the neutrino energy. To illustrate that the earth becomes opaque for neutrinos at
high energies, different zenith angle bands are shown separately.
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· Vgen . (8.3)
The event counts used are the bare numbers of generated events no event weights
need to be included. The generation volume is chosen larger than the geometri-
cal detector volume to include all neutrino tracks in the simulation which could
possibly be detected.
Figure 8.2 shows the effective volume for electron neutrinos. At low energies
the effective volume is limited due to the filtering which is optimized for energies
above 1PeV. Indeed, the effective volume rises constantly up to 1EeV, reaching
almost 85% of the fiducial detector volume of 1 km3, when it starts to degrade
due to absorption effects in the earth which is not compensated anymore by more
efficient selection. The absorption effect is illustrated by showing the effective
volume for different zenith bands. Neutrinos coming from the lower hemisphere
are more likely to be absorbed with raising energy. Interestingly the effect of the
Glashow-Resonance is visible in the energy bin below 10PeV, even the neutrino
flux from the upper hemisphere is reduced and in combination with the lower
flux from the lower hemisphere, the total effective area shows a significant dip in
the same energy bin. The performance of the event filtering at low energies is
clearly not optimal, it barely reaches 10% of the geometrical detector volume and
decreases slowly reaching a value of more than 50% only at ∼ 200TeV.
8.3 Sensitivities and Model Rejection Factor
The sensitivity can be interpreted as the minimum flux of neutrinos that is required
to produce a specified output, given a certain signal-to-noise ratio. The output
defined here is an average upper limit, thus the sensitivity yields a measure for
the maximal input signal which could be excluded. It does not give the detection
capability of a neutrino signal. The signal-to-noise ratio is related to the inverse
of the model rejection factor (MRF), which is introduced in the following Section
together with a precise definition of the sensitivity.
8.3.1 Model Rejection Factor
The result of a counting experiment like IceCube is a number of observed events n.
Given an expected number of background events b it is possible to infer an interval
[µl, µu] around the mean number of signal events µ which is compatible with this
observation at a certain confidence level (CL). In [54] a frequentist approach for
the construction of confidence intervals is described, which automatically yields an
upper limit µu, if the observation does not allow to compute a central confidence
interval around µ. This approach is used here at a confidence level of 90% and the
corresponding upper limit is denoted with µ90%.
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Figure 8.2: Electron neutrino effective volume of the IceCube detector as a func-
tion of the neutrino energy. To illustrate that the absorption effect by the earth
different zenith angle bands are shown separately. The IceCube detector has a
geometrical volume of ∼ 1 km3.
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In case of a sensitivity study, where the number of observed events is not
known, and when optimizing for the best event selection, the average upper limit
provides an independent measure for all possible experimental outcomes [9]. It is
constructed by averaging the upper limits obtained from all experimental outcomes




µ90%(n, b)P (n|b) . (8.4)
The averaging is performed taking into account the underlying Poisson distribution
of the experimental counting outcomes n. The values used here are taken from
Table XII in [54].
The model rejection factor (MRF) is defined as the average upper limit di-
vided by the expected amount of signal counts Nm from a hypothetical model
flux φm(E) [78]. It is the fraction of an observed signal which could possibly be
a background contribution and therefore closely related to a signal-to-noise ratio.
Rescaling the flux φm with the MRF obtained from the corresponding signal rate
Nm yields the flux strength which could be excluded at 90% confidence level. In




· φm(E) = MRF(φm) · φm(E) . (8.5)
8.3.2 Sensitivity
The energy distribution of events for different model fluxes determines the bound-
aries of the valid energy range of the sensitivity. The sensitivity interval is com-
monly taken as the central region of the observed spectrum which produces 90%
of the observed signal events. In addition the model rejection factor depends on
the model flux and thus a certain flux sensitivity is strictly valid only for the same
flux shape. In particular, if a cut optimization is performed, the resulting cuts
are only optimal for the simulated flux. However, here only an E−2 spectrum was
used to determine the final cuts and the same filtering criteria have been applied
to different model fluxes.
The impact of the different spectral indices on the observed particle spectrum
and the sensitivity intervals is shown in Figure 8.3. For a soft spectrum pro-
portional to E−3 the main contribution to the signal events stem from electron
neutrinos with energies O(10TeV), whereas for a hard E−1 spectrum the peak
of the distribution is shifted towards higher energies O(10EeV) (left plot). The
intervals containing 90% of the signal are summarized in Table 8.1.
The right plot of the same figure shows the sensitivities calculated for the
various power indices γ. Using the same flux normalization, harder fluxes with
increasing γ indices produce more signal, hence the sensitivity increases. However,
it does not increase linearly. To emphasize this effect and to show the performance
for expected model fluxes of φm ∝ E−2, the sensitivities are plotted in the lower
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Table 8.1: Central primary spectrum energy intervals containing 90% of the neutrino
events observed at the final filtering level for different power indices.




graph weighted with E2. The figure clearly illustrates the influence of the model
spectrum. For soft spectra the sensitivity is valid for energies in the TeV-region,
with increasing power indices the sensitive region of the detector shifts towards
higher energies. However, due to the falling flux which cannot be compensated by
the raising cross section nor by the increase of the sensitive volume, the detector
performance compared to low energies decreases in terms of sensitivity. Varying
the power index of the spectrum is similar to the quasi-differential sensitivity cal-
culation presented below, where one calculates a sensitivity for distinct energy
intervals, because the different spectra emphasize the detector performance in dif-
ferent energy intervals. The upper boundary of all sensitivities can be interpreted
as a differential sensitivity valid in the energy range from 10TeV to 5EeV which
is independent of the model spectrum. The plot suggest that the best sensitivity
on any astrophysical neutrino flux is in the energy range from 100TeV to 1PeV.
The commonly quoted sensitivity to an E−2 electron neutrino signal spectrum in
the energy range 16TeV to 13PeV is:
φsens = 1.5 · 10−8E−2 GeV s−1 sr−1 cm−2 .
The E−2 spectrum is chosen because most models which try to explain the mech-
anisms of particle acceleration and high energy neutrino production at cosmic
sources rely on the first order Fermi-acceleration which suggest constant power
indices of the source spectrum around γ = −2 over a few orders of magnitude in
energy.
8.3.3 Event Rates for Specific Model Fluxes
In order to test the model rejection capabilities and to give an impression how many
observed events can be expected within one year lifetime of the IceCube detector,
several model fluxes have been used to re-weight the signal event spectrum and to
calculate the corresponding signal passing rates. The results are summarized in
Table 8.2. Model rejection factors smaller than one indicate that the flux model
could be ruled out at 90% C.L.. Prompt atmospheric neutrino fluxes are at the
border to being constrained. With a dedicated low energy analysis the situation
should improve. The two AGN models MPR-Jet [107] and SSDS-core [126, 127]
should either be detected or ruled out. Even if MPR-jet model is downscaled by























































































































































Figure 8.3: Left: The primary energy spectrum of electron neutrinos in the final
event sample weighted for different source spectra. The sensitivity is calculated for
the central interval containing 90% of the spectrum. Right: Sensitivities obtained
for various power indices γ of the signal spectrum ∝ Eγ . Bottom: The same plot
weighted with E2 to emphasize the impact changing model spectra. Soft spectra
result in sensitivity boundaries in the 10TeV to 1PeV region, whereas sensitivities
for harder fluxes constrain in the energy region 10PeV to 10EeV, though with lower
performance.
106
Sensitivities and Model Rejection Factor
could be ruled out. The GRB and GZK fluxes are out of reach to be measured.
The reason for this will become clear when discussing the quasi-differential flux
sensitivity introduced in the next Section.
Table 8.2: Expected event rates and model rejection factors for different model fluxes
within one year lifetime of the IceCube detector. The flux models are grouped into
atmospheric, AGN, GRB and GZK fluxes. Model rejection factors smaller than one
indicate that this flux could be ruled out at 90% C.L.. See also Figure 8.4.
Model 〈NS〉 MRF
Honda (conventional) [82] 0.4 5.8
Naumov (prompt) [57] 2.5 1.0
Costa (prompt) [48] 1.1 2.2
MPR-Jet [107] 21.1 0.1
SSDS-Core [126, 127] 216.4 1.1·10−2
Waxman-Bahcall GRB [135] 0.4 5.5
GZK (1) [147] 2.0·10−3 1.2·103
GZK (2) [147] 3.1·10−2 78.7
GZK (3) [52, 53] 2.2·10−2 112.2
8.3.4 Differential Sensitivity
The sensitivity discussed in the previous section is only valid for an E−2 spectrum.
Models with different flux shapes can only be ruled out safely, when either tested
directly by calculating event rates, or when the predicted flux is larger over the full
sensitivity range. This is due to the the fact that the sensitivity is calculated by in-
tegrating over the quoted energy range. It has been shown that different assumed
signal spectra drastically change the achieved sensitivities because the neutrino
detection capability changes with energy. It is therefore desired to present exper-
imental limits and sensitivities independent of the spectral shape. The method
used here follows [98]. The expected number of signal events is calculated only for
an energy range short enough not to be dependent on the spectral index of the
source signal. The energy range chosen here is one decade. The mean event count
is calculated in form of a moving average at distinct energies E0:
N(Eo) = 4π · T ·
∫ Emax
Emin
φm ·Aeff,∆E(E)dE , (8.6)
where Aeff,∆E(E) is the effective area given in the energy bin ∆E which includes
the energy E, Emin and Emax are the boundaries of the integration window set
to one decade in energy. The events from the ν̄ee− scattering interactions at the
Glashow resonance are not take into account in the averaging since they bias the
sensitivity too strongly in the energy range 1PeV to 50PeV. The limit obtained in
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this way is called a quasi-differential limit and independent of the assumed model
flux. It is shown in Figure 8.4 as cross marks, the errors bars indicate the change
in the sensitivity for signal spectra φm with spectral indices varying from -1 to -3.
Also shown are model fluxes for AGN and GZK neutrinos, as well as theoretical
bounds and limits for E−2 fluxes from other experiments.
The sensitivity for an νe flux proportional to E−2 reaches the Waxman-Bahcall
bound and cuts into the AGN models shown in the plot. It is also well below the
limits obtained with existing experiments. However, compared to experiments like
Rice, Auger and Anita-lite, the sensitivity covers only an energy region up
to 10PeV and does not reach into the GZK region. The quasi-differential limit
illustrates the performance decrease at high energies. Clearly the sensitive volume
of IceCube in the νe-channel is still not large enough to be sensitive to the low
GZK flux rates.
In the lower energy range the sensitivity reaches into the atmospheric neutrino
flux. Although the expected event rates are low in this analysis, it should be
possible to measure the electron neutrino flux and determine the contribution
from prompt neutrinos with a dedicated low energy analysis.
Compared to a previous 5 year cascade analysis with the Amanda-II detector
the sensitivity of the full IceCube detector is already within one year of operation
a factor of ∼ 9 better in the energy region around 1PeV. However, the sensitivity
of the muon channel within one year IceCube operation, is another factor of ∼ 4
better and ranges to higher energies [21]. Taking into account that this analysis
has no optimal cut at the last filter level and does not include muon- and tau-
neutrino events, which contribute to the cascade detection channel, it is expected
that the same performance as of muon analyses can be achieved in the energy
range up to ∼ 10PeV. It seems that the long muon range can not compensate the
good background separation capabilities of the electron channel at these energies.
For an E−2 spectrum the main signal contribution lies in the 10TeV to 10PeV
region, hence both detection channels are competitive in a diffuse analysis that
is optimized for this energy. This is supported by the findings in [96] where a
comparison of the different diffuse flux detection-channels was performed, and the
fact that previous all-flavor analysis yielded comparable event rates for all three
neutrino flavors [10, 125].
The advantage of the full waveform information has been demonstrated re-
cently in [125]. Using the Amanda-II Transient Waveform Recording (TWR)
DAQ, the preliminary limit obtained in an all flavor diffuse flux analysis opti-
mized for energies above 1PeV is already after one year better than a comparable
analysis using four years of the regular Amanda-II data without the waveform
information. In that work it is argued that the performance increase is due to the
fact that events passing the detector in a distance of several 100m can still be
classified as signal or background. Indeed, a similar statement can be made here,
Figure 8.5 shows the event distribution in the x-y plane of signal events passing the
final filter. The distribution ranges ∼ 300m outside of the instrumented volume.
To sum up, the sensitivity obtained in this work for electron-neutrinos based
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Figure 8.4: The quasi-differential sensitivity obtained from an average sensitiv-
ity calculation at distinct energies. Theoretical bounds are depicted, namely the
Waxman-Bahcall bound [134] and the MPR bound [107], where the upper bound
of the area is a flux constraint for optically thick sources and the lower bound for
optically thin sources. Two AGN model fluxes are shown, the MPR jet model [107]
and a recently updated model for neutrino fluxes from AGN cores [126, 127]. Three
different GZK flux predictions are shown, one model with different evolution scenar-
ios (1,2) [147] and a flux calculated by Engel, Stanev and Seckel [52, 53]. The GRB
flux predicted by Waxman-Bahcall [135] is also included in the plot. Atmospheric
neutrinos flux predictions are indicated as a band, the upper bound is the horizontal
neutrino flux according to Honda [82] including a prompt neutrino contribution fol-
lowing Naumov [57]. The lower bound is the vertical contribution including prompt
neutrinos according to [48]. Flux limits from different experiments are given, scaled
to a single flavor limit: (1) Amanda-II 4-year νµ [3], (2) Amanda-II 5-year cas-
cade search [13], (3) Amanda-II 1-year enhanced data acquisition system [125], (4)
Rice [101]; (5) Auger ντ [38], (6) Anita-lite [33], (7) IceCube 1-year νµ [21],
and (8) IceCube 1-year νe obtained in this work. The cross marks are the quasi-
differential limit obtained by averaging the sensitivity in distinct energy bins, the
errors bars indicate the change in the sensitivity for signal spectra φm with spectral
indices varying from -1 to -3.
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Figure 8.5: Event distribution in the x-y plane of the IceCube detector. Cascade
vertices obtained from the cascade propagation software are indicated with colored
dots. The dot size corresponds to the energy loss at that point. The color coding
reflects the primary neutrino energy. The black points indicate the string locations of
the IceCube detector. Projections of the x-y coordinates are shown at the bottom
and left of the graph. The events are not weighted.
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on the cascade detection channel improves previous limits from Amanda-II by
a factor of ∼ 9 in the energy range from 10TeV to 10PeV. Including muon and
tau neutrinos with cascade-like signature should improve the sensitivity at least to
the expected level of muon neutrino analyses. Compared to existing high energy
analyses including muon and tau neutrinos, the sensitivity is not improved. Due
to the long muon range, the sensitivity obtained with Amanda-II is even better
at energies above ∼ 10PeV. The improvements expected in the high energy range,
when including muons in this analysis, are probably not as good as in the lower
energy range, since the sensitive area of Amanda-II in high energy analysis is
already much larger than the instrumented volume of IceCube.
8.4 Statistical and Systematic Errors
The following Section discusses the impact of statistical and systematic errors on
the final sensitivity result. Since this study is solely based on simulated event
samples, systematical errors can be assessed by varying fundamental parameters
of the simulation and study the impact on the final event rates. Detailed analysis
have not been performed for this particular work, rather existing error assessments
from similar analyses have been used. This is justified as the underlying simulations
are using the same tools. In the following the dominant sources of uncertainties
are described.
8.4.1 Statistical Uncertainties
The signal simulation does not suffer from limited statistics and the error of the
final passing rates can be calculated following the description in Section 6.2.3.
Using equation (6.7) and (6.8), the relative error can be written as [39]:
σN/N = 1/
√









The statistical uncertainty of the passing signal event sample is then calculated to
be 5%.
For the background simulation, with zero events observed, one would scale
the statistical uncertainty based on the simulation event weights in nearby bins.
However, the weights of the events have large variations approaching this region,
making a determination of this factor difficult. Nevertheless, it is calculated to be
∼ 30% using the weights of the events passing a likelihood-ratio cut of 0.
8.4.2 Uncertainties related to the Cosmic Ray Flux
The average energy of cosmic-ray primaries of the background events before the
final filtering is ∼ 4.4PeV and the uncertainties of the flux normalization at these
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energies are as large as 100% [146]. However, the 2-Component model used here has
an uncertainty of 30% in the normalization [67] which is twice the value estimated
in [105], where the simulated background rates of the same model are compared to
experimental event rates for the uncertainty assessment. A value of 30% relative
uncertainty is used here.
The uncertainty of the cosmic ray composition is estimated following [10] by
considering two cases: proton-dominated composition and iron-dominated compo-
sition. Technically this is done by flipping the 2-Component model contributions
of proton and iron. The change in the event rates before the last filtering level
is an increase of ∼ 30%, which is used as the uncertainty ascribed to cosmic ray
composition.
8.4.3 Uncertainties of Neutrino Cross Sections
The underlying software used for the simulation of neutrino interactions is also
used in the analyses presented in [10]. There the uncertainty has been estimated
to be 10%. At energies above 1EeV, where the underlying cross sections depend on
model extrapolations, the uncertainty of the cross section is as large as 100% [63].
However, the main signal contribution for an E−2 spectrum is below these energies
and in terms of passing rates the effect is negligible.
8.4.4 Detector Sensitivity and Ice Properties
Again, the effect of the uncertainties of the optical module sensitivities and the
modeling of the ice properties has been analyzed in previous works. The uncer-
tainty of the optical module sensitivity is taken to be 15% from the Amanda-II
high energy analysis [10]. However, in [21] it is argued that the impact of this
parameter for a larger array is smaller, in particular for higher energies. In addi-
tion the calibration of the IceCube DOMs is more accurate than for the optical
modules in Amanda-II.
The uncertainty introduced by the ice modeling in the simulation is estimated
to be 20% [4], though one can expect that the situation improves when detailed
analysis with in-situ light sources become available.
8.4.5 Overall Uncertainty
Table 8.3 summarizes the uncertainties for the signal and background Monte Carlo
samples. Summing the errors in quadrature gives an overall uncertainty of 41%
for the signal and 58% for the background samples. In order to estimate a possible
background rate change at the final level, a statistical uncertainty of 1.29 events
is assumed, which is the 1σ upper limit of a zero event observation [54]. The
background event count within one year is then 0.0+2.0−0.0 and the signal event count
for a flux of φ = 1 · 10−7E−2 GeV s−1 sr−1 cm−2 is 18.7± 7.7. In the extreme case,
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the sensitivity to an E−2 flux degrades by a factor of ∼ 2 and improves by a factor
of ∼ 1/3. The achieved sensitivity in the energy range from 16TeV to 13PeV is
then:
φsens = 1.5+100%−33% · 10
−8E−2 GeV s−1 sr−1 cm−2 .
Table 8.3: Systematic and statistical uncertainties as discussed in the text.
Source Background Signal
Statistics ±30% ±5%
Cosmic ray normalization ±30% —
Cosmic ray composition ±30% —
Neutrino cross section — ±10%
Detector sensitivity ±15% ±15%





In the first part of this work it was investigated whether it is possible to facilitate
a direction reconstruction for cascade-like events. This would increase the impor-
tance of the cascade detection channel with the possibility to perform point-source
analyses.
In the course of this investigation the simulation of electromagnetic and hadro-
nic cascades was improved. Instead of a point-like light emitter cascades are now
treated more realistically by taking into account the longitudinal development.
This is a major improvement for electromagnetic cascades with energies above
10PeV as the LPM effect increases the shower length significantly. At these en-
ergies the energy loss profile cannot be parameterized due to strong fluctuations,
hence a one-dimensional simulation of the shower development has been developed.
It incorporates parameterizations of bremsstrahlung and pair production cross sec-
tions including the LPM suppression effect. The resulting electromagnetic shower
profiles can have lengths of more than 100m.
Based on the modified light yield of elongated cascades (see Figure 4.14) a
direction reconstruction for cascade-like events was developed, which incorporates
the elongation of cascades. For the vertex and energy reconstruction the perfor-
mance of the algorithm is as good as existing algorithms. The aimed reconstruction
of the cascade direction with better than 10 ◦ was not achieved within the avail-
able time. However, positive indications were seen and the methods introduced
will be incorporated in the IceRec software framework [110]. In particular the
“Deep-Core” extension of IceCube could improve the direction reconstruction
due to denser module spacing. The decision to build this extension came too late
to be included in the studies of this work, however, a dedicated analysis should be
performed in the near future.
Consequently, without a direction reconstruction available, a diffuse flux analy-
sis was developed to study the sensitivity of the complete IceCube detector in the
νe detection channel. The sensitivity was assessed introducing new cut variables
that exploit the time structure of photons arriving at individual optical modules.
The resulting sensitivity reached within one year of data taking for an E−2 flux
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covers the energy range from 16TeV to 13PeV with a value of:
φsens = 1.5+100%−33% · 10
−8E−2 GeV s−1 sr−1 cm−2 .
Sensitivity is defined as the average upper limit that could be set in absence of a
signal at 90% confidence level. Without the use of sophisticated likelihood recon-
structions the achieved sensitivity is already approximately one order of magni-
tude better than a more evolved cascade analysis using five years of Amanda-II
data [13].
At higher energies O(100PeV) the sensitivity of the IceCube detector in the
νe detection channel is limited by low expected fluxes of ultra-high-energetic neu-
trinos and the finite detector volume. The quasi-differential limit derived in this
work shows this performance decrease. The cascade channel is mostly restricted to
the instrumented volume and only events within a maximum distance of ∼ 300m
outside of the geometrical volume of the detector can contribute to the signal.
The effective volume reaches ∼ 0.9 km3. Existing Amanda-II analyses reach al-
most half this effective volume, since events outside of the detector contribute.
Therefore, the improvements in the high energy region are not as good as in the
10TeV to 10PeV energy range.
The comparison with results from other experiments like Auger and Anita-
lite is more difficult. Of course experiments with larger detection volumes are
superior at the highest energies. However, for comparisons in the same energy re-
gion, the assessment is subtle due to different detection channels and background
contributions. With respect to many models, IceCube would cover lower ener-
gies, whereas Auger and Anita-lite would cover the higher energy part of the
spectrum. They are therefore complementing each other.
For the detection of GZK neutrinos most likely much larger detectors are re-
quired. Current development efforts address the possibility of radio and acoustic
detection of high energy neutrino events [41]. A simulation of a detector instru-
menting an area of 10× 10 km2 with radio and acoustic sensors, presented in [36],
yields ∼ 20 GZK neutrino events per year assuming the flux predicted by [52]. Fol-
lowing the analysis in this work IceCube would detect at most one event within
ten years of the same flux.
Improvements of the Analysis
Despite the improvements already achieved in this work, there are several things
that can be optimized before the analysis is applied to data. The limited back-
ground statistics have to be increased and compared to a fraction of data taken with
the detector in order to justify the filtering and classification based on simulated
events. It is probably not necessary to use a dedicated high-energy background
sample since the sensitive energy range is within the range where the standard
Poly-Gonato background simulation provided by the collaboration is valid, i.e.
below ∼ 100PeV. However, a small high-energy sample should be used to study
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background contributions from cosmic rays with energies above ∼ 100PeV. The
signal simulation should be extended to include the νµ and ντ interactions as these
can also be classified as cascade-like due to the hadronic cascade in the final state
of the neutrino-nucleon interaction and the decay signature of the tau, as well as
high energy losses along the muon track.
The analysis does not include any likelihood reconstructions which provide
parameters to discriminate cascade-like from track-like events [98]. In particular
the reconstructed energy can be used to filter efficiently signal and background
events and should also be included in a search for cascade-like events. Finally, the
filtering could be optimized by introducing more filter levels.
In conclusion, the analysis presented in this work introduces new methods to
improve existing cascade searches by exploiting the capabilities of the waveform
readout system. A robust classification scheme has been utilized which yields
promising results. This work suggests to focus on energies in the range from
10TeV to 10PeV in searches for cascade-like events. With the inclusion of all
neutrino-flavors and energy reconstructions, an improvement of a least one order
of magnitude is expected, reaching the sensitivity of diffuse muon analysis.
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Details on the Simulation of
Electromagnetic Cascades
A.1 Simulation of the Cascade Development
Already in a previous analyses, the simulation of the energy deposit and the corre-
sponding Cherenkov light emission was adapted to reflect the longitudinal devel-
opment of cascades [98]. Because the software used at that time was not applicable
in this work, a new cascade simulation software was developed. For energies below
O(1PeV) it follows the existing algorithm, where a single cascade is represented
by a sequence of sub-cascades (Figure 3.8 on Page 34). Each sub-cascade is dis-
placed in space and time and attributed with an energy according to the energy
loss profile of low energetic cascades given by equation (3.16). The shift in space
∆x follows the direction of the parent particle and is set to a few X0, typically
three radiation length. The corresponding time shift is ∆t = ∆x/c. The time
integrated total light flux Φ emitted at shower depth x is given by the sum of




φi(xi, t)E(xi)H(t− ti) , (A.1)
where n is the number of sub-cascades, E(xi) is the integrated energy loss between






i and H(t− ti) the Heavi-
side function shifted by ti = t0 + i∆t. The Heaviside function accounts for the fact
that only those sub-cascades contribute which have already emerged, hence, not
only the spacial distribution of light changes due to the longitudinal development,
but also the time distribution is affected.
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A.2 Simulation of the longitudinal Energy
Deposit at extremely-high Energies
For the simulation of the energy deposit profile at extremely-high energies, differ-
ential cross sections for bremsstrahlung and pair creation processes, including the
LPM suppression effects derived by Midgal are used. These are shown in Figure 3.7
and 3.6 for different energies. The lower plots show the radiation length and mean
free path, respectively, which have been obtained by numerical integration of the
cross sections at distinct energies. For the simulation a cubic spline function is
used to interpolate between different energies.
Cross section formulas
The cross section formulas used for the simulation have been taken from [91], where
they are given per nucleus with charge Z. For a compound material like water
the number of nuclei per unit volume is calculated taking into account the average




where NA is Avogadro’s number, A the atomic weight, and ρ the density of the
material. In the cross section formulas the atomic charge appears with exponents.
For compound materials the averaged charge, has to be used where components
are weighted with the exponent.
Simulation program flow
The simulation is performed in one dimension, all particles are propagated and
secondaries are created until they fall below a threshold energy of O(10TeV) where
the energy deposit of the particle can be well described by the parametrization
of the energy loss profile given by equation (3.16). The total energy loss is then
calculated by summation of all individual energy loss profiles appropriately shifted
in space. The program flow of the simulation is given as follows:
1. determine the interaction point given by an exponential distribution with a
scale parameter given by the radiation length (mean free path);
2. create bremsstrahlung photon (electron-positron pair) and sample energy
transfer from the differential cross section;
3. a) remaining particles which are below the energy threshold are deposited
and the energy loss profile obtained from the parametrization is added
to the total energy loss at the current depth;
b) remaining particles above the threshold are propagated further, start-
ing at 1.
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A difficulty is the sampling of the energy transfer according to the differential
cross section. Since the parameter space is large it is not feasible to use the inverted
histogram representation of the cross section at different energies to draw random
variates from it. Here, a Markov chain algorithm is used to generate random
variates following the differential cross sections.
Metropolis-Hastings algorithm
The Metropolis-Hastings [114, 146] algorithm allows to sample from an arbitrary
probability density function (PDF), requiring only that a function P (x) propor-
tional to the density can be calculated at x. A Markov chain is constructed in
which each state xt+1 depends only on the previous state xt. It uses a proposal
density function Q(x′|xt), which depends on the current state xt, to generate a
new proposal sample x′. The transition from xt to x′ is accepted according to a
likelihood given by the ratio




With this ratio, one determines whether the new proposal x′ is more likely (L ≥ 1)
than the current state xt, and if so, it is accepted as the new state xt+1. If it is
not, it is only accepted with the probability of L.
The proposal state x′ can be drawn from an arbitrary distribution Q(x′), how-
ever, if the proposal state is drawn from a distribution which is similar to the
target PDF, less proposals are rejected and the algorithm is very efficient. Here,
the beta distribution [119, 136, 141] is chosen for Q. Using appropriate shape
parameters, the distribution matches the cross section functions quite well, n.b. it
does not depend on the previous state1. The shape parameters have been obtained
by fitting the beta function to the cross sections. The beta function is related to
the beta distribution and has identical shape parameters. Although the agreement
is not sufficient in terms of a χ2 test, it is good enough to draw proposal states
from it.
Results of the simulation are depicted in Figure 3.9 on 35.




Listings of configuration parameters of programs and modules used in the simula-
tion. It is not meant to be a complete list of all configuration parameters, rather
it is a list of those values which were crucial to tweak in order make the simulation
possible. For details the reader is referred to the documentation of the program.
Table B.1: Adapted settings of simulation programs.
Parameter Setting Comment
corsika
NKG, EGS T F











LENGTH 1000m + 600m
mmc
ROMB 3 interpolation points for inte-
gration






BINS 0-600 in 5 ns
600-6000 in 30 ns
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