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1 
Let D be a bounded domain .in Rv whose boundary aD is of class C2. We 
shall denote by x = (x1 ,.. ., ‘rN) a point in RN and by dx the volume element 
in RN. This paper is concerned with nonlinear Dirichlet problems of the type: 
where 
Lu +F(x, u) = 0 in D, 
u=o in an 
L = c (aja3fi)(ai,k(aja+)j 
i,k=l 
is a self-adjoint, uniformly elliptic operator in D. The coefficients a.t,k and F 
are real functions and they are assumed to satisfy the conditions: 
(i) ai,* E Cl+“(D) for some 01 E (0, 1); 
(ii) F is continuous in D x R+; 
(iii) F(x, 0) > 0, s E D, but F(x, 0) + 0; 
(iv) F(x, *) is nondecreasing for every fixed x in D; 
(v) there exist continuous functions g: o-+ R, ii: R+ - R such that h 
is nondecreasing and g(x) + h(O) > 0 in a and 
F(x, 4 < g(x) + h(u), (x, u) E B x Ii+. (1.2) 
We shall say that II is a solution of problem (1. I) if ZI E Cl(B), u > 0 in D, 
u = 0 on aD and u satisfies the equation stated in (1.1) in a weak sense, i.e., 
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By a well-known regularity result it follows that such a solution possesses 
distribution derivatives of order two which belong to U’(D) for every p E (1, co). 
The maximum principle for weak solutions [8, p. 81 implies that a solution u 
as above is actually positive in D. If in addition to the previous assumptions 
we assume that FE @(D x R+), 01 E (0, 1) then it follows that u is a solution 
of (1.1) in the classical sense and that it belongs to C2fe(D). 
Problems of the type described above arise in the theory of chemical reactions 
and nonlinear diffusion and have been studied by many authors [3-5, 71. In 
this connection only positive solutions are of interest. 
It is well known that (1.1) is not necessarily solvable and that if a solution 
exists it may not be unique. However, it was shown by Keller and Cohen [7] 
that, in the case where (1.1) possesses a solution, there exists a unique minimal 
solution u which is characterized by the fact that for any other solution U we 
have U(X) < U(X) for every x in D. 
Our purpose is to derive information on the existence of solutions and on 
bounds for the minimal solution of problem (1.1) by comparing this problem 
with an associated Dirichlet problem in which L is the Laplacian and the domain 
is a ball. For this we shall need the notion of Schwarz symmetrization whose 
definition we recall below. 
Let g be a continuous function in D. Denote 
D,(p) = Ix E D : g(.r> > ~1, 
47(P) = f4Q7(Ph 
(l-4) 
where m denotes Lebesgue measure. Clearly, A, is strictly monotonic decreasing 
in the interval 1, = (infog, supDg). Let p&h) denote the “extended” inverse 
of A&) defined by 
PFLg@) = sup{p g47: x < U4> h~(0, A), (A = m(D)>. (1.5) 
Note that 
PC,(O) = ““DP g, PA4 = y. 
Clearly pQ is continuous in [0, A]. Now we define a function g* in the ball 
/ 3~’ ( < (A/VN)lIiv by 
g”(x) = pg(vfv I x I”), 
where VN is the volume of the unit ball in RN. Then g* is continuous in the 
closed ball 1 x ( ,( (A/V,)rllv. We shall say that g* is the function obtained 
from g by Schwarz symmetrization with respect to the origin. The ball 
( x ( < (A/I/T,)l/” will be denoted by D*. 
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Now we associate with (1.1) the following problem in D*: 
qAv + h(v) +g* = 0 in D*, 
V==O in ao*, 
(1.1)” 
where h, g are the functions mentioned in condition (v) and 4 is the ellipticity 
constant of L, 
(1.7) 
We are now ready to state our main results. 
THEOREM 1.1. Suppose that conditions (i)-(v) hold. If there exists a solution 
of problem (1.1)” then there exists also a solution of problem (1.1). In this case, if 
v and u denote the minimal solutions of (1.1)” and (l.l), respectively, then 
max u < rnB;x 21. 
b 
(1.8) 
THEOREM 1.2. With the notations and assumptions of Theorem 1, if problem 
(1. I)* is solvable then, for every continuous nondecreasing&nction ZJJ: Rf+ R we have 
These results were proved in [4] for the case where L = LT and F depends 
only on zc and belongs to G(R+). A more special case was previously treated in 
[5]. The proofs proceed as follows. First we establish the theorems in the case 
where F(x, u) =g(~) + h(u) and g, 1 2, ai,p are real analytic functions. In. this 
part we use the level lines technique as in [4, 9, lo]. In the general case the 
theorems are obtained by a method of approximation and comparison, using 
the results for the analytic case. 
We mention that the assumption concerning the boundary of D can be relaxed. 
In fact, it is sufficient to assume that D admits a Green function for the DirichIet 
problem for L. For details see the remark at the end of Section 3. 
Finally we consider the eigenvalue problem, 
Lu + qx, u) = 0 in D, 
u=o on aD, 
(1.10) 
with L, F, D as before. It is known [7] that there exists a critical value h* such 
that (1.10) is solvable for X in (0, A*) but is not solvable for X > A*. In the last 
section we provide a lower bound for A*. An estimate of this type was obtained 
in [5] for the special case treated there and estimates in other special cases were 
obtained in [7]. 
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2 
Let G be Green’s function for the problem, 
Lu =f in D, 
l4=0 on tz?D, 
(2.1) 
with L and D as in Section 1. (For the existence of Green’s function under the 
assumptions specified here see, e.g., [g, p. 811.) Iffis in Ca(D) n C(a), a: E (0, l), 
then the function u given by 
U(x) = - s, G(x, 8) f(t) dl (2.2) 
is a (classical) solution of (2.1) and belongs to P+“(D). If f is just a bounded 
measurable function in D then the function zl given by (2.2) belongs to C?(B), 
vanishes on aD, and satisfies the equation Lu = f in a weak sense, 
V$ E Corn(D). (2.3) 
The maximum principle implies that G is positive in D x D. 
In order to investigate the existence of solutions for problem (1.1) we consider 
the iteration process 
240 = 0, 
44 = s, G(x, 0 F(t> u,&)W, 
(2.4) 
XED, n = 1, 2,... . 
Under the assumptions described in the previous section it is known [7] that 
(zJ,} is a pointwise nondecreasing sequence and that problem (1.1) possesses 
a solution if and only if (u,J is uniformly bounded in D. If this condition holds 
then (zl,} converges uniformly to a function u which is the minimal solution 
of (1.1). We mention that our assumptions (iii), (iv) are slightly different from 
those of [7]. However, the fact that (u,J is nondecreasing follows immediately 
from the positivity of G and our assumptions on F, while the remaining state- 
ments can be proved exactly as in [7]. 
In this section we shall consider problem (1.1) in the following special case. 
We assume that 
F(x, 4 = g(x) + h(u), (x, u) E D x Rf, (2.5) 
where g and h are real analytic functions in D and Rf, respectively. We shall 
also assume that the coefficients ai,k are real analytic in D. Of course, we assume 
also all the assumptions described in Section 1, except for (v). 
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Let (uJ be defined as in (2.4) and set 
We note that each of the functions zc, , n > I, is real analytic and nonconstant 
in D. Thus grad U, # 0 a.e. in D. This implies that, for almost every p in 
(0, ,Q, the set (x E D: UJX) = p, grad u,~(w) = O> has (N - 1) HausdorE 
measure zero. (Here /In = suph U, .) 
Furthermore [6, p. 248-2491, 
where dS stands for the element of surface area on aD,(p). Here we use the 
fact that aD,(p) c U;‘(P) = {x E D: zln(x) = ~1 and that the set u&)\aD.,(p) 
has (N - 1) Hausdorf? measure zero. 
Thus A, is absolutely continuous in [O, j3.J and 
dh,/dp = - I, ( ) j grad u, j--l dS, a.e. in (0, ,Q. 
.u 
The fact that u, (n > 1) vanishes on aD and is not a constant implies that for 
every p-LO in (0, /3,J there exists a positive constant c&J such that the area of 
the surface aD,(p) is greater than c(& for every p in [0, I*,,]. Hence, by (2-Y), 
there exists another positive constant, say c&u,,), such that / dh,ldA / > c&z+,) a. e. 
in [O, ps]. This implies that the inverse of h = X,(p) (which we denote by 
p = Pi) is Lipschitz in every closed subinterval of (0, A] and for almost 
every X in this interval, we have 
where D,[h] = D&,(X)). 
By Green’s identity and (2.4) we have, for almost every A in (0, A), 
s Lu, dx = D&l 
where v = (vl ,..., vN) denotes the outer normal on t+D,[A]. We have used the 
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fact that, for x on LQJX], grad un(x) = - 1 grad ~~(x)>i V(X). From (2.9) and 
(1.7) we get 
By applying first the Schwarz inequality and then the isoperimetric inequality 
we have 
where p(h) is the surface area of a ball of volume h in R9 From (2.8) and (2.11) 
we get 
s I grad u, I dS 2 --p2(~)(dddh>, 
a.e. in (0, A). (2.12) 
6D,,h1 
Since An is the distribution function of U, we have 
s D In, 44 dx = I” hbn(%) A- 
(2.13) 
n 0 
Similarly, if g* is the function obtained from g by Schwarz symmetrization, 
with ,us as in (1.5). Now, from (2.10), (2.12), (2.13), and (2.14) we obtain, 
s oA Ld, + 4+(%N dX 2 -~~2GW/4d4~ a.e. in (0, A), 
p&4) = i;f u, = 0. 
(2.15) 
Applying the same arguments to the problem (l.l)*, with V, and a, corre- 
sponding to U, and pn we get 
s ,,A Ccc,<% + &~4~)>1 dX = -~~2GWWd4, h E (0, 4, 
(2.16) 
~~~(24) = i$ ZI, = 0. 
We claim that 
LEMMA 2.1. For n = 0, 1, 2 ,... we hawe 
EL&y d %(4, x E [O, A]. (2.17) 
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Proof. For n = 0 the inequality is trivial, since ua E va = 0. Suppose that 
(2.17) holds for n = k - 1. Then, in view of the fact that h is nondecreasing, 
(2.15) and (2.16) yield 
c&&h >, dcr,/dh, a.e. in (0, A). 
Since pk and ok are locally Lipschitz in (0, A) and continuous in [0, A] and 
&l) = o,(A) = 0, we conclude that (2.17) holds for n = k. 
We turn now to the proof of Theorems 1.1 and 1.2 in the special case that 
we have considered above. 
Suppose that problem (l.l)* possesses a solution. It follows that the sequence 
of iterates {vJ is uniformly bounded in D *. Hence (cT~} is uniformly bounded 
in [0, a]. By Lemma 2.1 we conclude that (pn} is uniformly bounded in [O, A] 
and hence (u.~) is uniformly bounded in D. Moreover, 
sup u, < sup v, < sup Z!!, 
D D* D* 
(2.18) 
where v is the minimal solution of (l.l)*. This implies that problem (1.1) is 
solvable and that the minimal solution u = lim U, satisfies (1.8). 
In order to prove inequality (1.9) we note that 
In view of the monotonicity of I+ and Lemma 2.1 we obtain 
Since the sequence (#(zQ} (resp. (#(Q>) is uniformly bounded and converges 
pointwise a.e. in D to Z/J(U) (resp. in D* to $(v)), the inequality (2.19) implies (1.9). 
3 
In this section we prove Theorems I. I and 1.2, using the results established 
in the previous section. The following comparison lemma, which is a slight 
extension of a result of [7], will be needed. 
LEMMA 3.1. Consider the problems 
Lu +FJx, u) = 0 in D, 
u=o on 3D, i = 1,2, 
(3.1), 
where L, D, Fi are as in Section 1 and satisfy assumptions (i)-(iv). Suppose that 
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the problem (3. 1)8 is solvable and denote its minimal solution by u@). Further suppose 
that (setting iVls = supn u(~)) 
F&, 4 < F&, 4, (x, u) E D x [O, l&-j. (3.2) 
Then problem (3.1)r is solvable and its minimal solution ~(1) satisjes 
u(l)(x) < u(2)(x), VXED. (3.3) 
Proof. It follows from our assumptions that 
&) = 
I G(x, OF&C, u’“‘(S)) de, D 
where G is Green’s function for the problem (2.1). Let (UP’} be the sequence 
of iterates for problem (3.1), , defined as in (2.4). Then 
The positivity of G and assumptions (3.2) and (iv) imply that 
J%) _ p 
n 20, (3.4) 
For n = 0 this is obvious and for general n the inequality follows by induction. 
Thus the sequence {u’,“} is uniformly bounded. This implies that (3.1), is 
solvable and that its minimal solution, given by 0 = lim ~4’ satisfies (3.3). 
Now we consider the problem 
Lu + h(u) + g(x) = 0 in D, 
u=o on 8D, 
(3.5) 
with g and h as in condition (v). In view of Lemma 3.1 it is sufficient to prove 
Theorems 1.1 and 1.2 when (1.1) is replaced by (3.5). 
Suppose that problem (1. I)* is solvable, denote its minimal solution by z, 
and set M = sup,, 2’. Let {ky} be a sequence of real analytic functions on Rf 
such that each function h, is nondecreasing and h, + h uniformly in [0, M]. 
Such a sequence may be obtained as follows. Let & be defined by 
i(t) = h(O), t < 0, 
= h(t), 0 G t G n4, (3-b) 
= h(M), M < t. 
Then h, can be defined as the convolution of K with the function (n/v)-lp eevte. 
Next let (gy} be a sequence of real analytic functions in D such that g, -+g 
uniformly in D. By Weierstrass’ theorem one can find a sequence of polynomials 
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satisfying this assumption. Finally, let {u~,~,J~~~, i, k = I,..., lVY be sequences 
of real analytic functions in B such that lim,,, u~,~,” = a,,k (i, k = I,..., iv) 
in Cl(D). Such sequences can be obtained as follows. Let Ei,k be a function in 
Cl(P), with compact support, such that <&x) = Q(X) in D. Then the 
function ai,k,v can be defined as the convolution of ti,,, with the function 
(+)-N/s e-W2. 
Now choose a sequence of numbers @,), converging to zero, such that the 
functions F, , Y = 1,2 ,..., defined by 
Fb, 4 = gv(4 + h(u) + I% 7 V(x, 2.4) ED x R’-, (3.7) 
will satisfy the condition 
FAX, 4 d g(x) + W4, V(x, 7.4) ED x [O, Mf, 
F&G 0) 3 0 in D and F,(x, 0) + 0. 
(3.8) 
In view of the assumptions on g and h described in (v), this can be achieved at 
least for sufficiently large Y. We may assume that (3.8) holds for all V. 
Next we choose a sequence of nonnegative numbers {yy), converging to zero, 
such that the functions bi,k,v defined by 
bi,k,zl = %,R,” + Y” 7 i, k = l,..., X, v = 1, 2 ,... (3.9) 
will satisfy 
We shall denote by pv the infimum of the left-hand side of (3.10) over x in D 
and~in@‘suchthat/~\=l. 
Let 
L = f tajax,)(bi.,.“(aiaxxk)), II = 1, 2,.., 
i&=1 
and consider the problem 
L,u + F”(x) u) = 0 in D, 
U==O on ao. 
(3.11) 
This problem is of the type considered in Section 2. As before we associate 
with it the problem in D*: 
cidu + h,(u) + gv*(x) + /A = 0 in D*, 
u=o on aD*. 
(Ill)* 
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Since, by assumption, (1.1)” is solvable, Lemma 3.1 together with (3.8) and 
(3.10) imply that (3.11)” is solvable. Moreover, if ZI” denotes the minimal 
solution of (3.11)” we have 
V”(X) < v(x) < M, XED”. (3.12) 
By the results of Section 2, the solvability of (3.11)” implies the solvability 
of (3.11). Furthermore, if U” is the minimal solution of (3.11) then 
sup u” < sup v” < ill 
D D* 
(3.13) 
and 
(3.14) 
where # is as in Theorem 1.2. Here we used also (3.12). 
Noting that F”(x, u”) is bounded and using the regularity theorem for solutions 
of elliptic equations [2, p. 881 we deduce that 2~” E Wa,P(D) for every p in (1, co). 
As usual, lV2*“(D) denotes the space of functions in Lp(D) whose distribution 
derivatives of first and second order belong to Lp(D). Further, since (bi,krY}~zl, 
i, R = l,..., N are bounded sequences in Cl(D) and since the ellipticity constants 
4” are bounded below by a positive number, it follows that [2] 
II u” II w23P(D) < const(llFv(x, u”)IIL’(D) + 11 ‘” liLD(D))’ (3.15) 
where the constant is independent of Y but depends on p, 1 <p < co. The 
norm on the left of (3.15) is the norm in W2~~(D), i.e., the sum of the norms in 
LP(D) of the function and its distribution derivatives up to order two. 
We note that our assumptions on the coefficients are weaker than those 
required in [2]. However, the results hold under these assumptions because our 
solutions are known to be in Cl(D) and vanish on the boundary and the equations 
are in divergence form. 
It is known that, for p > n, the space W2,g(D) can be imbedded in Cl(D) 
and the imbedding is compact (see, e.g., [l]). By (3.13) and (3.15) the sequence 
(u”> is bounded in W2J(D) for every p in (1, cr3). Hence we conclude that (u”] 
is contained in Cl(D) and that there exists a subsequence which converges in 
Cl(D). To simplify the notation we shall denote the subsequence also by (u”}. 
Let u = lim u”. Then u E Cl(D), u > 0 in D, u = 0 on aD, and 
sup u 6 M = sup 0. 
D D* 
Since u* is a solution of (3.11) we have 
(3.16) 
& Jb b,v auy -% dx + j-DF.(x, u”) 4(x) dx = 0 ax, axi 
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for every $ in C,“(D). Taking the limit when u -+ oz we get 
?f- -!+- dx + 5, (h(u) + g(x)) $(x) dx = 0 
axk axi 
(3.17) 
for every 4 in Corn(D). (We note that, because of (3.6) and (3.16), h”(zl(x)) = 
h(u(~)) for every x in 0.) Thus we have established the existence of a solution 
for (3.5) and this solution satisfies (3.16). In addition, by (3.13) and (3.14), 
(3.18) 
This completes the proof of Theorems 1.1 and 1.2. 
Remark. The assumption concerning 8D in Theorems 1 .l and 1.2, namely, 
that aD belongs to C2, may be relaxed. In fact, it is su%cient that D admits a 
Green function for the problem (2.1). However, in this case the weak solution 
will not belong, in general, to C”(D) but to Cl(D) n C(D). 
To verify this statement, consider an increasing sequence of open sets (Dnj 
such that 
D,CD, ao, E ca and $ D, = D; (3.19a) 
lim dist(aD, , aD) = 0; n+m (3.19b) 
F(x, 0) + 0 in Dl. (3.19cj 
Denote by (l.l), and (2.1)n the problems (1.1) and (2.1), respectively, with D 
replaced by D, . Denote by (1.1): the problem (1.1)” with D* replaced by D,*~ 
Let G (resp. Gn) be G reen’s function for problem (2.1) (resp. (2.1),). Then G, 
is a nondecreasing sequence which converges pointwise to G. This is a conse- 
quence of the maximum principle. 
Assume that problem (1.1)” is solvable and denote its minimal solution by c. 
As it is easily seen, this implies that problem (1.1): is solvable. Hence, by 
Theorem 1.1, problem (l.l), is solvable. Furthermore, denoting the minimal 
solutions of problems (l.l), and (1.1): by zJnl and z.Jnl, respectively, we have: 
ln7 sup u < sup ‘U Id < sup v. (3.20) 
D 4Z* D 
The first inequality follows from Theorem 1.1 and the second can easily be 
verified. In view of the fact that (G,J is a nondecreasing sequence we conclude 
that {u[“l> is pointwise nondecreasing. Since, by (3.20), the sequence @I is 
uniformly bounded it follows that the limit u = lim z&“l exists everywhere in D. 
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Note that 
.m’(x> = J’b, G&G OF(f, u[“‘(S>> dt, XED. 
Letting n tend to infinity and using the monotone convergence theorem we 
obtain 
49 = s, G(x, 6 F(t, u(t)) 8, XED, 
Thus u belongs to Cl(D) n C(D), ‘t 1 vanishes on aD, and it satisfies (1.3). 
Finally, applying Theorem 1.2 to problem (l.l)n and using (3.20) we get (1.8) 
and (1.9). 
4 
Consider the eigenvalue problem, 
Lu + AF(x, u) = 0 in D, 
u=o on 30, 
(4.1) 
with D, L, F as in Section 1. The maximum principle implies that (4.1) is not 
solvable for negative h. (We recall that only positive solutions are considered). 
As we shall show below, (4.1) is solvable for sufficiently small positive X. Denote 
by h* the supremum of the values /\ for which (4.1) is solvable. h* is called the 
criticd w&e of (4.1). In view of the comparison lemma (Lemma 3.1), (4.1) is 
solvable for every h in (0, h*) and it is not solvable for X > X*. The purpose 
of this section is to provide a lower bound for h*. 
Let G be Green’s function for problem (2.1). Set 
4t) = SUP s G(x, 0 W, t> dt, 0 < t, (4.2) XED D 
and 
a = id[a(t)/t]. (4.3) 
With this notation we have 
THEOREM 4.1. Problem (4.1) is solvable if 0 < X < l/a. 
Proof. Let X = l/(a + E), E > 0, and let t,, be a positive number such that 
ol(t&, < 01 + E. Suppose that ZI B C(D) and 0 < ZJ < t,, in D. Then the function 
~(4 = h j-D W, t3W, M) dt, XED 
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also satisfies the inequality 0 < w < tb in D. Indeed, 
Therefore the sequence of iterates for the problem (4.1) is uniformly bounded, 
This implies that (4.1) is solvable. 
Combining Theorems 4.1 and 1.1 one can obtain lower bounds for A*, which. 
can be computed easily. For instance, we have 
THEOREM 4.2. Suppose that in (4.1), Fjx, u) = f(u). Delwte by q the ellipticity 
constant of L and by A the volume of D. Set p = infoct[f (t)/t]. Then, 
A” b c,(ql@), (4.4) 
where c,~ is a constant depending only on N. This constant is given by 
(4.5) 
where Bl is the unit ball in R”, V,,, is the volume of B, , and K,, is Green’s ficnctiorz 
for the Dirichlet problem with zero boundary data in B, with respect to the 
Laplacian. 
An estimate similar to that given in Theorem 4.2 was previously obtained 
in [5], by a different method, for the special case treated there. 
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