In this paper we have proposed an almost unbiased estimator using known value of some population parameter(s) with known population proportion of an auxiliary variable. A class of estimators is 
Introduction
It is well known that the precision of the estimates of the population mean or total of the study variable y can be considering improved by the use of known information on an auxiliary variable x which is highly correlated with the study variable y. Out of many methods ratio, product and regression methods of estimation are good illustrations in this context. Using known values of certain population's parameters several authors have proposed improved estimators including [4, 5, 6, 7, 8, 9, 10, 11, 12, 13] .
In many practical situations, instead of existence of auxiliary variables there exit some auxiliary attributes  (say), which are highly correlated with the study variable y, such as i.
Amount of milk produced (y) and a particular breed of cow (  ).
ii. Sex (  ) and height of persons (y) and
iii. Amount of yield of wheat crop and a particular variety of wheat (  ) etc. (see [14] ).
Many more situations can be encountered in practice where the information of the population mean Y of the study variable y in the presence of auxiliary attributes assumes importance.
For these reasons various authors such as [15, 16, 17, 18, 19] In order to have an estimate of the study variable y, assuming the knowledge of the population proportion P, [1] proposed the following estimator
Following [1] , we propose the following estimator 
Also following [2] , we propose the following estimator
The Bias and MSE expressions of the estimator S2 t up to the first order of approximation are, respectively, given by 
We see that the estimator's t S1 and t S2 are biased estimators. In some applications bias is disadvantageous. Following these estimators we have proposed almost unbiased estimator of Y . 
Almost unbiased estimator
Suppose, Expressing equation (10) in terms of e's, we have Subtracting Y from both sides of equation (12) and then taking expectation of both sides, we get the bias of the estimator p t up to the first order of approximation, as 
From (12), we have
Squaring both sides of (14) and then taking expectation, we get the MSE of the estimator p t up to the first order of approximation, as
Which is minimum when
where
Putting the value of p K Q  in (15), we have optimum value of estimator as p t (optimum).
Thus the minimum MSE of p t is given by
Which is same as that of traditional linear regression estimator.
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from (11) and (17) Equations (11), (17) and (19) 
Use of these 
3.Empirical study
For empirical study we use the data sets earlier used by [20] (population 1) and [21] (population 2) to verify the theoretical results. 
Data statistics:
Population N n Y P y C p C pb    
Proposed estimators in two phase sampling
In some practical situations when P is not known a priori, the technique of two-phase sampling is used. Let p'denote the proportion of units possessing attribute  in the first phase sample of size n' ; p denote the proportion of units possessing attribute  in the second phase sample of size n n'  and y denote the mean of the study variable y in the second phase sample.
In two-phase sampling the estimator p t will take the following form
Where,
The Bias and MSE expressions of the estimator 1d t and 2d t up to the first order of approximation are, respectively, given by 
Expressing (21) Subtracting Y from both sides of the above equation and then taking expectation of both sides, we get the bias of the estimator pd t up to the first order of approximation, as Squaring both sides of (29) and then taking expectation, we get the MSE of the estimator t pd up to the first order of approximation, as
in (30), we have optimum value of estimator as pd t (optimum).
Thus the minimum MSE of pd t is given by
which is same as that of traditional linear regression estimator. 
Empirical Study
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