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ResumC. Une dbfinition est proposee pour la syntaxc des systkmes polyn6miaux (ou 
grammaires) pouvant cornporter des op&ateurs, notamment des transductions qui permettent de 
dCfinir (par des equations) des langages codant certaines familles de graphes dessinks ;ou cartes). 
Un rapprochement est ainsi fait entre I’analyse syntaxique des Eangages et celle des formes. On 
demontre en particulier que les arbres syntaxiques associks aux mots du langage de 
Lehman-Lewranand sont, en un certain sens, “trks proches” des cztles planaires codees par ces 
mots. 
L’analyse syntaxique est un probEme g&k-al d6jh largement ktudik et meme 
t&s ayprofondi pour certaines classes de langages, comme les langages algkbriques. 
Nous nous intkressuns ici B une classe plus large, celle des langages solutions de 
systknes polynomiaux pouvant cornporter des operateurs. Notre int6St pour de 
tels syst&mes est motiv6 par Wtude des ;;lropri&s de deux transductions 
algebriques, d et D, introduites par Cori [2] pour d6Gnir des langages codant 
certaines famiks de graphes dessirk (ou cartes) B l’aide d’equations comportant 
ces opkateurs. C’est airisi que le langage L de Lehman [S] et Lenorma 
les cartes planaires, apparait comme solution d’une kquation en 13. 
contexte, le prob%me de I’anallyse syntaxique peut se formuler de 
6quivalentes: 
La formulation (2) nous rapproc 
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NOUS suivoas done une direction plus pro&e de la question (l), question a laquelle 
on ne peut repondre correctemcnt qu’en definissant ce quest prkis6ment la 
syntaxe des grammaires que now 6tudions. C’est une telle difinition que nous 
proposons dans ce travail; toute difinition n’etant pas bonne a priori, nous essayons 
d’en montrer l’adbquation et I’utilitC, d’une part en insistant sur l’etroite connexion 
qu’ek maintient entre les problemes relatifs aux graphes et leur traduction 
linguistiqule, d’autre part en l’utilisant pour obtenir un r&ultat qui peut s”exprimer 
intuitivement comma suit: “l’analyse d’un mot du langage de Lehman produit 
comme resultat un ar’hre syntaxique “tres proche” de la carte planaire cod6e par cc 
mot”. 
et article est divise en quatre paragraphes. Le Paragraphe I, destine au lecteur 
peu familiarisG.avec les graphes, est consacre, aprcs un bref rappel sur les arbres, B 
la notion de carte pJ,anaire t B la description de certaines opkrations sur les cartes. 
Au Paragraphe 2, nous dkfinissons les grammaires avec operateurs quelconques, 
uelles nous associons ce que nous appelons ici des arbres syntaxiques, qui 
s’identifient , dans le cas algkbrique (c’est-a-dire n l’absence d’opkrateurs) aux 
arbres de dkivation classiques. Au Paragraphe 3 nous nous restreignons au cas ou 
ies Qp&ateun envisages ont ci et D. Au passtge nocs abordons, au travers de 
qwlques ezmples, des questions relatives B l’ambigui’t6 des tangages algebriques. 
Enfin, le lien entre: D et les car+ec Lwu planaires est explicitC, de telle sorte que D 
apparaft aiors comme une opkration sur les cartes. Au Paragraphe 4, nous &udions 
plus en d&ii1 certains langages en D et surtout le langase de Lehman, ce qui nous 
am&e B 6nonw et 5 prouver le r%%ultat nnon& plus haut. 
1.1. Les arbres 
1.1,1. Abtations z.ueaefEes 
n se donne un alphabet C et trois symboles [, ] et e n’appartenant pas B 2 On 
raduation (ou arite), c’est-%-dire d’une 
dans l’ensemble des entiers naturels. On note Z, = 
uation n’intervient que dans la definition des termes 
termes sur I’al- 
nt respwtivement I-~ elements des fang (2) et T(Z) sur 
grammaires uivantes: 
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.2. P(2) et T(Z) sont des codes, c’est-h-dire des langages L tels que 
tout mot de L* s’e’crit d’une seule faGon comme produit de mats de L. 
I1 en rkulte que pour d&ink un morphisme sur P(S)* (OU sur T(Z)*) il suffit de 
le dkfinir sur Pt2) (ou T(Z)). Ainsi: 
.3. NOUS notons F, le morphisme P(Z)* + 2” d&ini rkursivement 
F,(e)= 1; 
VuEX,F,(a)= a; 
a&Z U{e),‘tltEP(X)*,F,(a[t]) = F,(t). 
Si t est un uple d’arbres, F, (t) est appel6 “frontike de t”. On demontre sans peine 
la: 
ProprEt 1.4. Ee morphisme (2 ti ([ 9 I))” + C * qui conserve les lettres dp C et 
efiace les crochets op+re injectivement sur T(X). 
Dkfinition 1.5, Les expressions prkfixees sur 2 sont les elements du langage 
PR(X) image de T(S) par ie morphisme pr&dena.’ 
Ainsi PR (2) est engendrk par la grammaire L --j &J& L/ l l l /2, L F. /. 0 . Nous 
appelons interpre’tation de l’alphabet gradue 2 la donnk d’un ensemble E (appelk 
domaine) et d’une application a + c? qui, 5 chaque lettre a de C, associe une 
application ir du prqduit carksien E” dans E, avec 12 = S(a). On dkmontre la 
propriktk suicante. 
Prop&k 1.6, Pour toute interpre’tation a + ti de domaine E de l’alphcbet 2, fi -- 
existe une apglication unique t --) f de PR (2) dans E, tel!e que AtI l l l t,, = 
ii@ 1, l l l $ &) qbtels que soient n 2 0, a E Z,, t,, . . .) t, E PR(2). 
1.1.2. Les arbres de de’rivation 
Considkrorns une grammaiie algkbrique G = (IV9 2, S, P) d’alphabet non terminal 
IV, d’alphabet terminal 2, d’axiome S et d’ensem le de productions 
nous un nowel alphabet non terminal N’ (disjoint des pr&%dents) 
bijection X -a ’ de N sur IV’. 
‘ensemble des arbres 
n d6 tre aiskment la: 
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Propri6t6 1.8. Le i’ngage engendre’ par G’ est inclus dans P(N !J C) et les mm 
engendrh par G sent les frontibres des mats (arbres) engendre’s pr G’. 
I.1.A he autre reprhentation pour certains arbres 
(1) &Ioils rencontrerons plus loin (B, b,, 1) des arbres dont la racine n’est pas 
6tiquetCe et dent tout sommet &iquet& est sur la front&e (en bref: “u&es d 
frwbi6re parfiellement diquet6e “). Ces arbres forment un sous-ensemble de p(x), 
que nous notons W(Z), et qui est engendre par la grammaire: 
L+e+e[M]; M-,N+NM; N-+L+X 
Ainsi I’arbre ejae[ea]bb] (Fig. 1) appartient B PF(a, b). 
b 
Fig. 1. 
(2) II existe une autre reprhentation de ces arbres, qui 6vite l’emploi de la lettre 
e. Soit, en eff et cp J’application de PF(Z) dans (2 U ([ , I})* dbfinie rhursivement 
comme suit: 
cp(e) = 1; 
vt,, . #I *, t, E W(Z) U 2, cp(e[t,, . . .y tn 1) = e(h) l l 9 $(tn); 
q?(t) := si t E C ahrs t sinon IQ(~)]. 
- On peut alors Gmontrer la: 
1.9. 9 esf wte injection qui enMe PF(2) SW le lun,gage ngendre* par la 
grammaire L -+ I + 2% + [L]L ; ce langage, que nous notons D i*(X), est form4 des 
mots sur C U {I, 1) don? h projection sur {[ , ]}* appartient au Dyck resteint sur {[ , I}. 
Par exempIe, Yarbre de la Fig. 1 est rephe@ par le inot a [[ ]a] bb. 
(3) On peut aussi rep&enter les arbres de IT(Z) par des expressions prefixkes 
sur E U EV avec E = (e, /n E }, alphabet infini disjoint de 2. Consid6rons en effet 
II, 6(Z) = 0 et l’application q rkursivement dkfkie sur 
tn) = e,7j “@,)a l l q’(tn); 
auec u E L alors v (u ). 
a: 
c st u SW 
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On verifie en effet que Ia bijection inverse v est definie comme suit: 
v(eo) = 1; 
Vn >o, WI, . . ..t.,EPR(E US); 
v(e,t, l l l ?“) = v’(t,) ’ l l v’(t,,); 
v’(t) = si t E z aim t sinsn [v(t)]. 
Par exemple, l’arbre de la Fig. I est maintenant represente par Ie mot e4 a el e. LZ bb. 
12. Les cartes 
Etant donne un multigraphe connexe (au sens de Berge El]), nous appelons brin 
d: ce multigraphe tout couple form5 dune arete et d’une de ses extremites. Une 
F-wrcle donne lieu a deux brins distincts. Si nous entreprenons de dessiner ce 
multigraphe sur une surface orientee quelconque, nous sommes conduits a disposer 
les brins incidents B un sommet donne “dans un certain ordre”. Plus exactement, Ie 
dessin des brins autour d’un sommet induit, compte tenu de I’orientation choisie sur 
la surface, une permutation circulaire de ces brins. 
Cette facon de considerer les multigraphes connexes dessines (que nous appelons 
cartes) est due 5 Edmonds [3] et a ete developpee par d’autres auteurs, notamment 
par Jacques [4], qui a montre que Ie genre d’une carte (done en partickier sa 
planarite) peut awsi &re defini de facon purement combinatoire. 
Tout en donnant un minimum de definitions, nous allons esquisser un apercu 
intuitif de la rdgon de manipuler les cartes qui a conduit Cori [2] a definir les 
operateurs que nous etudierons plus loin (Paragraphe 3) et Zr utiliser ces opkrateurs 
dans l’etude de codages de cartes. 
1.2.1. Quelques dkfinirions 
Une carte &: = (B, a, cw) est definie par un ensemble fini B de brins, une 
permutation c sur B et une involution sans point fixe Q! sur B, tclles que: 
8b’ et 8 appartient au groupe engendre par {G, (w}. 
Les cycles de CT sont les sommets et ceux de (x les a&es de C. Le degre’ d’un 
sommet est le nambre de brins dont il est constitue; un sommet de degri E est dit 
pendant. La coradition (1) impose la connexite du graphe sous-jacent a C. Le fait 
que cy soit une involution sans point fixe oblige B B avoir un nombre pair 
d’elements. Si 113 est vide, C est la carte vide, qu’on represente par un point. 
le. Prerons: 
B ={1,2,3,4,5,6,7,8,9,10), 
CT = (F,2,3,4) (5,6,7) (8,9) (110) 
Q! = (135) (2,7) (3,9) (4910) (68). 
oisissons une orientation plan et repr&zntons les 
cycles de (+ (sommets) par des cercles exterieurs Ies uns aux autres, et chaque brin 
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par un point d’un cercle, de telle man&e que le parcours d’un cercle dans le sens 
choisi ipermette de %re” le cycle correspondant. La zone du plan exterieure 5 tous 
fes cerp:ies est un ouvert ‘connexe, darts Eeque! chaque cyrcle (!J? b’) de OY (a&e) doit 
6tre f;.gure par un arc simple reliant les points correspondants. 
La carte C est planaire ss’il existe une telle reprksentation dans iaquelle Ies arcs 
simples associes aux a&es sont deux B deux disjoints. C’est le cas pour la carte de 
l’exempte, ainsi que le montre la Fig. ?a. Naturellement, les cartes sent rarernent 
dessin6es comme sur la Fig. 2a. Four retrouver la representation habituelie (Fig. 
2b), i! suffit d’imaginer que Ies cercles retrkksent jusqu’a devenir des points. 
(a) w 
Fig. 2. Orientation choisie: 3 . 
ne carte pointke est une carte: (B, a, CU) sur laquelle un brin b E B a et6 
0~1 wtnrionnellement, nous considcrerons que la carte vide est une carte 
bien qu’eife n’ait aucun brin. Deux cartes point&es C = (S, o, cy, b) et 
‘, a’, a‘, 6’) sont iswwpkes ss’il existe une bijection q : I3 -+ B’ telle que 
CT$, ppcu =cr’cg et <~b =b’. Si C = C’, cp est un autokmphisme. L’int66t des 
cartes poihtees sur fes cartes tout court (du point de we de Ieur codage et de letrr 
fait qu’une carte pointee n’admet qu’un automorphisme 
isomorphisme pk. Conventionnellemen:, lebrin distingu6 
es par une fleche (voir la Fig. 2b pour la carte de I’exempfe 
rin distingue). Nous admettrons qu’il est toujours 
e carte C sur u 
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1.2.2. Ope’rations sur les cartes poin&!es 
Pour definir aisement ces operations, il est utile dtz pouvoir parler de la restriction 
d’une permutation CT B une partie B’ de I’ensemble B sur lequel elle opere: if s’agit 
de la permutation u’, notee a/B’, definie sur B’ par ~‘(6) = ck (b), oti k est lie plus 
petit entier positif tel que o-~ (6) E 
Le lecteur pot.: ‘ia verifier dans aque cas quc ces operations respectent 
l’isomorphisme. L’operation que nous d6finissoris ci-aprh va nous permettre de 
d@Fnir au passage les arbres (point&) comme cas particuhers des cartes planaires 
Nous notons § cette operation, qui consiste 
B ~Tacer I’arete qui porte le brin distingue (plus brievement: arete distinguee). 
dous la deEnissons coknme suit: C = (B, a, cy, b) etwrt une carte pointee, nous !ni 
iwocions le triple (Bi, BJ~, a,), oti BI = B - (6, cllb}, 01~ = o/&, cyI = a/B,. Ce triple 
g’est p;ts necessairement we carte, par il ne verifie peut etre plus la condition (1) du 
Paragraphe l-9, a*uquel cas nous diso;ts que I’arete (b, ab) est disconpnectante. 
Nous nous restreignons, pour definir S, aux cartes dont I’arete distinguee est 
&connectante. C = (8, a, cy, b) etant une telle carte, considerons les brins b’ =z acvb 
et b”= ah Ces dew brins nous permettent de definir deux parties B’ et B” de 
R, = B - (b, cwb}, de la fagon wivante: notons G(cr,, (Y,) le groupe de perrwtations 
de ET,, engendre gar gl = a/B, et CQ = a/B,; alors: 
B’=si b’=& alors 0 sir. .A { O(b’)/0 E G(u,, a,)}, 
B” = si bf’ = b alors 0 sinoSc {e(b”)/e E G(rr;, a,)}. 
On montre [2] que B, est l’union disjointe de B’ et B” et que, par ionsequent, tes 
triples (B’, (~‘,a’) et (W’,a”,a”) dettnis par U’ = CTJB’, a/ = cu,/B’, a”= O-~/B”, 
cy” = a, lB”, sont des cartes, auxquelles nous affectons respectivement b’ et b” 
comme brins distingues. Nous notons S(C) le couple (C’, C”) de cartes pointees 
ainsi obtenu. Now venons ainsi de definir S comme wte application des cartes 
pointuSes dont 1 ‘arete distinguee est disco:rnectante, dans les couples de cartes 
poi n t6es. 
L’applicztion S est une bijection; considerons tin effet I’ 
de cartes pointees comme suit: si C’= 
“, a”, Q(“, b”) sont eux telles cartes avec B’ ’ = 0 (ce que I’on 
isque nos cartes sont de erg 
= ‘J (b et ouveaux brins), 
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Nous Iaissons au lecteur ie soin de verifier que S’ est I’inverse de S, autrement dit 
que S(C) = (C.“, C”) ssi C’S’C” = S. 
(Fig. 3). Prenons C = (I?, a, Q, b) avec: 
,2,3.:4,5,6,7,8,9,10,11,12), 
1,9,10) r,2,3,4) ($6) (7,8) (%12), 
cv = (1,2) (3,:;) (4,8) (67) (9,ll) (10,12), 
p= 1, 
ouj; hvons alors: 
B’ = (3,4..5,6,7,8}, BN = {9,1O,ll,l2}, 
U’ = (3,4) (56) (7,8), glr’ = (9,lO) (11,12), 
1~’ = (3,5) (6,7) (4,8), cyt = (9,11) (10,12), 
b”== 3, b’= 9. 
2 
Carte C” 
Carte C Carte C’ * 
Fig. 3. 
ous pouvons alors definir Ies arbres comme cas particuliers de cartes, de la faGon 
suivantc: 
~it~~~ II. L’ensemble & des arbres point& est le plus petit ensemble I=le 
cartes point&es contenant la carte vide et stable par S’. 
III est aise d’etendre S’ en une operation binaire sur ie!; cartes partiellement 
ktiquetkes: I’etiquetage de C’S’C” se definit en effet en conservant B chaque ancien 
briin son etiquette d’origine et en affectant 5 chacun des deux nouveaux brins 
~~~~:iquet~e (si e31e xist-e) qui correJpond au sommet auque! il est rattache. Nous 
pouvons alors identifier les arbres point& partiehement &iquetes sur un alphabet 2 
cartes) aux arbres de P(Z) d6finis au aragraphe 1.1.:; 
pplicatidn cy recursivement definie sur P(C) comme suit: 
etiquetee a ; 
EP(.Z)*, a(a[tu]) = ~(t)S’d(a, u); 
) sinon ~~(a[u]). 
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(i) tout sommet tftiquete’ est pendant et 
(ii) le sommet distingue’ n’est gas e’tiquetk. 
C’est me opkration binaire sur s arbres de d(y, j+ Wn arbre 
y,-jQ peut etre consid&% conmne un quint et (B, a, a, b, E) dans lequel 
(B, clr, a, 5 o est un arbre et : MM fonction de B dans {y, y’} telle que (i) ab’ = b’ pour 
tout b’ aur lequel elle est definie et aelle que (ii) A ne soir pas d%ni. 
Forrnellement, si A = (B, a, LX, b, p.) et A’ = (B’, w’, cy’,, W, E’) sont deux tels 
arbres (a.vec B 1’7 B’ = 0) alors: 
A ‘FA ’ = A ” = (,I’, &, ey”, b”, g”) 
avec 
B” = B u B’u{b”, b:‘, c”,c’,‘} (4 nouveaux brins), 
a” = (by) (c:‘) (b, c”, b’, b”)wa’, 
QI” = (b”‘, b’j’) (c”, c:)MY’, 
2”fB = E, &f/B’= g’, E”(bY) = y, &“@:I) = jt 
e. (Fig. 4.) Prenons: 
B = {1,2,3,4}, 
‘7 = (1) (2,3) (4), 
CY = (1,2) (3,4), 
b = 7, 
E(4)= y7 
B’= {5,6}, 
a’ = (5) (6), 
a’ = (5, Q), 
b’ = 5, 
~(6) = jK 
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a1ors: 
W’ = (b”, b’:, c”, c’:, 1,2,3,4,5,6), 
Q-1’ = (b:‘, !, c”t5) (b’:) (CI:) (2,3) (4) (6,\, 
a“ = (b”, b’o ( c”, c’o (L2) (394) (5, q, 
e”(b’l) = E”(4) = y, &“@:I$ = ~“(6) = jL 
aminons de queDfe manike s’exprime le r&.&at de l’opkation T lorsqu’on 
kit une des re,pr&ent+ions d&rites en (A, c). 
(a) Rep$sentatim pm les &.hents de PF(z ) (cf. 1.1.3-l): Ies arbrea A et A ’ sont 
. 
rmpectivement rep&sent& par des rnc!? de Ia forme et4 et elc’, avec u et 
U’E 11) U [W(Z)]; on peut alors vkifier que ATA ’ est reprhenth par le mot 
e[yvjW] avec v = si u = [t] avec t 65 PF(Z) aim t sinon 1: et de mEme pour v’. Par 
exempfe, ies arbres A et A ’ de la figure 4 sont reprhentks par les mots e[e [y ]] et 
ef$]; A TA ’ est alors represent6 par e [ye[y ]jje[jj]]. 
rksentation par les &hteni~ de D i*(z) (cf. 1 .1.3-2). Soit /3 la bijection 
bijection PF(Z)+Di*(Z) de 1.1.3-2 et cy la bijection 
- 1). On montre aisement la: 
ro 3. VA,A’&SZ(~),~(A~;~‘)=~P(A)~‘~(A’). 
ar exemple, si A et A’ sont les arbres de la Fig. 4, alors B(A) = [y], p(A ‘) = jj 
et fi(A7’A’) = y[y]y’y’. 
(c) Reprhentation par les e’lhents de PR (E U 2) - 2 (cf. 1.1.3-3), avec E = 
n et S(J$,= 0. Soit y la bijection qp (oh 7 est la bijeetion 
(E UZ’)- C de 1.1.3-X A 6tant un arbre de d(C), r(A) peut 
s’krire y(A) = e Y,(A) ?‘2(A ) avec %(A) E et yz(A)E PR(E U z)yl(A! On 
montre alors la: 
VA,A’E ffi(S), y (-4T.A’) = e, (A)+y (A)+2yy2(A)jjy4A’). 
1 2 
our Ses arbres de la Fig. 4, nous avons: 
y(A’)= e,jj et y( ‘) = e4yetyy’y’. 
e nous notons 
que ses deux extrhit& 
r Ies cartes dont I’arete 
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a!’ = a/B’, 
b’ = mb. 
Si C est la carte de I’exemple prkedent, now obtenons (Fig. 5): 
B’ = {2,3,4,6,7,8,9, lo}, 
:r ’ = (2,3,4,6,7) (8,9) (lo), 
cy’ = (2,7) (6,8) (3,9) (4, lo), 
b’=6. 
Qn demontre [9] que K conserve la planarit& 
Fig. 5. 
La dilatation est I’inverse A de la contraction. II est 
clair que A est uty fonction multivoque; on peut la dkomposer en une somme de 
fonctiok univoques: les m -dilatations A, (m E ), dGfinies comme suit: si C = 
(B, a; cy, b) est une carte pointbe dont le sommet distinguk (sommet contenant h) 
est de degre 2 m alors: 
A,, (C) = (B’, d, a’, b’) avec: 
B’= B U(b', b"} (b’ et b” etant deux nouveaux brins), 
CT’ = (b, b’) 0 (g”’ b, b")w o(b', b"), 
ix’ = a@‘, b”). 
On demontre alors que A (C) = (A, (C)/O s m s d}, air d est le degrk C~U so 
distinguk de C. 
Pew a:ioir une bonne comprehension intuitive de “ 
reprt3sentation des sommets par des cerciles. L’action 
en deux &tapes: 
dans le sens conv 
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Fig. 8. 
La Fig. 6 iltustre cette condition, avec m = 2 et d = 4. Les figures 7 et 8 illustrent 
tes cas-limites wo = 0 et pn = d. 
s’etend sans probleme aux cartes partiellement 6tiqu&es dont le 
6 S n’est pas ktiquete (les nouveaux sommets S’ et 9’ sont alors 
is que les anciens sommets conservent leur ktiquetage 
C’est une operatio binaire sur Pes cartes point6es. Ini~itive- 
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(iii) on dessine C’ ‘3 l’extkrieur” de la boucle pr&$dente; 
(iv) on “deplace” C’ jusqu’g ce Sue son sommet distinguk vienne coi’ncider avec 
celui de C. C’est tout. 
On peut suivre cette construction sur la Fg. 9. Seuls les sommets distingub sent 
dessinb; le reste de chaque carte est figure par des pointillk Formellement, si 
(1) Carte C 
(3) Carte C’ 
(2) Carte C “entourf?e” 
(4) Carte CMC’ 
Fig. 9. 
C=(B,a,cu,b) et C’ = (B ‘, CT’, CY ‘, b ‘) avec B 17 B’=& alors C&K’= 
(B “, d’, a! “, b “) 2::~: 
B” = B U B’ u {b”, c”} (b” et c” 6tant deux nouveaux brins), 
0” = (b, c”, b’, b”)om’, 
a” = a(b”, d’). 
Formellerwnt, si A = (B, cl-, a, b, e) E d(Z) alors E(A) = (B’, d, a’, b’) avec: 
B’= {b E Bleb et cab non dkfinis}, 
b’z ak (b) oii k est, s’il existe, le plus petit entier 2 0 tel 
existe ssi 
is’s 
c r6%uilt2t suivant: 
L ‘enwnble 9 des cartes planaires yointies est k.z fermeture par les 
opera tions et A de I’enserrrbl’e 
Qra aprime la meme ch<:se 
l’equation .P 
Gduit d la carte vide. 
en disant que .9 est la solution rninimale de 
A (cP), oti C(, designe la carte vide. Qn demontre 
L’ensemble .PZ des arbres pointe’s est la ferrneture par 1 “ope’ration B 
de I’ensem ble Gduit ci! ka carte vide. 
kutrement dit: & est la ,solution minimale de Equation s& = {c,,} U A (J@. Nous 
definissons maintenant une correspondance entre les cartes planaires et un 
sous-errserrbfe de &(y, y): 
7 . QI est l’applkation de 9 dans &( y, jj ) * 
comme suit: 
3 (G) = CY,,; 
B( (A,,, (G)) = A,,: (91 (C)) pour toute carte C dont le 
degr& m ; 
? (CMC’) = ‘ 31 (C)T% (C’) quelles que soient C et C’ dans 9. 
rkursivement defink 
son-met distingue’ est de 
e theor&ne et la proposition qui precedent assurent la coherence de cette 
definition. On mdntre de plus le: 
?Z es&. une bijection de P sur une partie de Se(y,j+. 
e. Soit C la carte de la Fig. 10. On a: 
C = A 1 (CdfA 1 (GMG)); 
%C= AJC~,TAr(C,,TC& 
s ici une d8krition des systemes d”equations (ou grammaires) avec 
S ‘introduisons comme formalisme que ce qui est necessaire B la 
es arbres syntaxiques ue nous associons 54 ces gram 
et une application de II* dans 
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Fig. 10. 
polyn6mes (ensembles finis de mots) sur l’alphabet 2 U g U T(E) (union dis- 
jointe), T(E) designant ici I’ensemble {r(X,), . . ., 7(X& 
NOUS pourrions d&nir de manike analogue des systemes plus g&Graux, avec 
non pas un seul mais plusieurs opkrateurs, non nkessairement monadiques; les 
propriktk &on&es dans ce paragraph6 demeureraient valables, mais I’expok en 
serait considkableqlent alourdi. Evidemment, dans le cas oti les P, sont inclus dans 
(2 U z)*, 63 est une grammaire algkbrique. 
Etant donnis un langage L, des lettres xl,. . ., x,, et des langages L1,. . ., L,. nous 
notons L[x~-+&,,..., x,, + L,, ] ou, plus brikvement, L[Vi, x1-+ I,, 1, le langage 
obtenu par substitution, dans chaque mot de L, du langage L, A la lettre x, (pour 
1 s i s n). Les seconds membres P,, . . ., P,1 du systitme G dkerminent ainsi une 
application G de P(C *)‘I dans lui-m&Ii<, d&ink par 
V- 1, l l l , Id,,)+ (PI [Vi, Xi* Li ]y s . ., P,, [Vi, X, -+ Li]); cette application est sroissante 
pour l’inclusio composante B composante; de plus, si {(L:. . . ., L!,)/j 2 O} est unc 
suite croissante de n-uplets de langa es sur 2’, on v&ifie aikment ijue 
G(U,(L’I, l _ ., a$) = Uie((L:. . . ., L’,,)), kentant ici la 
riunion compc,sante 5 composante. Le th6orkme 
a xc, 
point fixe n’esr pas nkessairement unique). 
avec 
ous notons ce Ianga 
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Exempie 1. Un DOL,-systeme (cf. [6]) peut etre consid& comme une 6quation de 
la forme X = CY 4- h(X) ou cy est un mot sur 2 et h un morpkisme 2 * -+ 2: *. Une 
tetle equation est pour now tune “equation en h “. 
. 
It! 2. Considerons, sur Ile monoide, libre engendr6 par {x, x’}, le morphisme 
h : x --) 2, R -3x. L’Cquation L = 1 + xLxL + h(L) est we equation en h, qui a pour 
solution le Dyck non restreint sur {x,2}. 
On demontre sans .difficulte la: 
reposition 2.3. Pow toi@ gfummaire G en 7 ayant Ee langage L pout solution, il 
@xisk we grummaire G ’ = (Xi = Pi/l S i G d) en 7, ayant L pour solution, et telle 
gue chque Pi soit inch darts (2 U Z”‘)* U T(=‘), avec Z’ = {X:/l s i s n’), 
contenant i ‘ensemble 5 d ‘inde’termine’es de la grammaire G. 
ous supposerons d&ormais que Ies grammaires en r consid&ees sont mises 
sous cette forme. Nous pouvons B present d8nir de faGon simpIe les arbres 
I syntaxiques de ces grammaires. Pour cela, ktant don& une r-grammaire G = (Xi = 
pi/l S i G n), now utilisons comme nouveI alphabet terminal I’ensemble Lc’ = 
UJX~) x fi grad& comme suit: soit a = (Xi, cu) E 2’; alors: a(w) = /a 1s si 
(r E (2 U E)*, 1 si QC E r(g). Ainsi, dans I’exemple 1, Z(: = {a} avec Q = (X, cu) et 
2: = (bl avec b = (X, h(x)). Dans I’exemple 2, 2,: = {a} avec a = (L, I), 2: = {b; 
avec b=(L,h(L))et Z:=(c) avec c=(L,xLgL). 
Les arbres syntaxiques de Ia grammaire G sont fes mots des 
Jangages L(G’, Xi) engendris par la grammaire algkbrique G’ = (Xi = 
~o=(~,.a).aEP,~~(~)/l s i s n), D designant ici le morphisme (2 U E U 
T-(z))*-* s* dkfini par Xi-*Xi+ r(Xi)dXi et x -+l pour x EC. 
Pation d’arbre est justif%e par la propriM suivante: 
2.5. Les-a&es syntaxiques de G sont les e’kments de l’ensemble PR(Y) 
des expressions pr@x6es SW 2 ‘. 
one leur appliquer la prepriM 1.6. Pour cela, nous devons 
Pication 2 chaque a E C. Nous le faisons comme suit: 
l Xi,,, a,) avec les aj dans T* alors 5 est l’application 
de (T”)“’ dans T*; 
T(Xj)) a!ors 6 = 7. _ 
QUS pouvor=s done lteur apptiquer fa PropriM! 1,6. Pour cela, nous devons 
Pe faissns comme suit: 
alors 6 est I’application 
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Notons, comme au paragraphe precedent, t --) P I’unique application 
PR(Z)+ T* qui verifie atI l l l tn = ii (f,, . . ., rn j quels que soient n 3 0, a E Z,, 
t1, . l ., t,, E PR(Z). Nous avons alors la propriete suivante: 
--- 
PropriCt6 2.6;. L(G’yXi)=L(G,Xi)pour IsiGn. 
Posons L: = L(G’, Xi), Li = L(G, Xi), 
Pi= 2 
( 
a+!) [Vj, xi-+ Lj] 
a=(X,,~),aEPi ) 
et ap-iquons t --, f a chaque membre de l’egalite L: = PI. Nous obtenons 
c = Pi = Pi [Vj, Xi-+ I.$], la seconde egalite resultant de la definition de 5. Ainsi 
--T 
QI 4 1,. . .,r$ est une solution de G et Li est inclus dans c pour tout i. Montrer les 
inclusions inverses revien t A prouver l’implication (cet I l 0 9 t, E L : * at1 l l 9 t, E 
Li j pour n 2 0, U E Lc,, ?I,. . ., tn E PR(x), ce qui est immediat en raisonnant par 
recurrence sur la longueur des mots. La propriete est ainsi demontree. 0 
Exemple 3. Prenons la grammaire de l’exemple 1. Les arbres syntaxiques sont ici 
les b”a, n 2 0, avec b = (X, H(X)) et a = (X, cu). Les mats engendres sont done les 
mots b”(6) = fV(cy). 
Exemple 4. Prenons la grammaire de i’exemple 2 et 
avec b = (L, h(L)), c = (L, xLx’L), a = (L, 1). 
6(C-(6(C(&, a))), a’) = h (xh (xx’jx) = Zxx’x. 
I1 est clair que le lajlgagz engendre est le Dyck sur 
considerons l’arbre bcbcaaa, 
Le mot engendre est: 
une paire de lettres. 
Nous allons a;oir mantenant que, lorsque la grammaire G est algebrique 
(Pi C(T U s)*>, les arbres syntaxiques peuvent etre identifies aux arbres de 
derivation. En e!Tet :
roposition 2.7, Supposons G alge’brique. Alors l’application K d$nie 
rk.mivement SW PR(Z ) par: 
K (at, ’ l ’ tm ) = Xi [ailK(tl)al ’ l ’ K(t,n)am] 
si U = (Xi, (YOXijaI l l l Xi,,,CY,l,)E2 avec m 31, 
K(a)= Xi [QI] si Cz = (XiyCY)E ,C avec Q E T+, 
K(a)=‘Xi [E] si a =(Xi, 1)E 2, 
est we bijection des arbres syntaxiques de G SW ses arbres 
f = Fr(K, t )) pwr tout tirbre syntaxique t. 
efinir recursivement une application 9 operant sur les arbres de 
e G en posant: 
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I J(Xi[LY]=U Si 42 =(Xiqa)EX et Q E T’, 
’ J(X [e]) = 64 si a = (Xi, 1) E Z. 
On montre afors ais6ment que J est l’inverse de K, en raisonnant par r6currence sur 
la lsngueur des msts, L%galiG ir = Fr(K(t)) est hidente ci t = a = (Xi, cu) E 2 avec 
aET *“. Supposons-la vraie pour 1 C 1 <p (entier positif) et ssit t = at, l l l t, un 
arbre syntaxique B p symboles, avec u = (Xi, CyoXi, CY~ l l 0 Xi,,,a,n ). NOUS awns: 
er la prop&36 est ainsi d6montGe. L3 
xemple 5. Considhons la grammaire atgbbrique S + l/xSx”S, qui engendre le 
semi-Dyck sur [x, ~‘1. Nous awns 2 = &U & avec & = {a}, a = (S, 1) et & = {b}. 
b = (S, xSX’S), et toute expression prefixke est ici un arbre syntaxique. Par exemple 
l’arbre syntaxique babaa est envoy6 par K sur I’arbre de derivation -- 
S[XS[E]ZS[XS[E]ZS[E]]] dont la frontihe xx’xx’ est bien 6gale h babtua (voir 
Fig. 11). 
Arbre syntaxique Arbre de dh-ivation 
Fig. 1 I. 
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ophteurs d, lies aux precedents), introduits par Cori [2 5 des fins combinatoires 
que nous preciserons plus loin. 
31. Pre’sentatiw des ope’rateurs d et D 
L’alphabet utilise ici est de la forme X = {x, Z} U I’ (union disjointe); 8 designe 
e morphisme X ‘t-+ Z (monoi’de additif des entiers relatifs) defini par x --+ 1, 
K-,-1ety +O pour Y f Y. Les transformations d et D sont definies comme des 
t,;ansductions de g(X’) dans lui-msme. Pour cela, il suffit de definir d(f) et D(f) 
pour fEX*. 
DMinition 3.1. d(f) = gx’h si f = gh et si g est le plus court facteur gauche non 
vide de f tel que 6(g) = 0; si un tel facteur n’exisk pas alors d(f) = 0. 
Exemples. d(yr) = yfz; d(1) = 0; d(X) = 0; d(x’x) == KC l l l 
Dkfinition 3.2. D(f) z= ZgZh/f = gh et S(g) = 0. 
Remarquons que E)(J) n’est jamais vide car rTf E D(f). En g&A-a!, D(f) est un 
polynome: pi&r exemple D (yxyH) = x”yxyH + yx’xyx’? + yxyx’x’x’. La notion d’arbre 
syntaxique d&rite au paragraphe precedent n’a d’interet que si I’opkrateur 
consider6 envoie chaque mot sur un mot unique. Cette remarque nous amkne a 
“decomposer” D en une somme d’operateurs univoques: 
Dkfinition 3.3. Soi m un entier positif et f E X ‘. Si f a au mains 172 facteurs 
gauches non v;ldes dans S-‘(O) alors d,, (f) = gx’h a-let f = gh, oti g est le m -i&me 
facte-ur gauche non vide de f tel que 6(g) = 0; sinon cl,,, (f) = 0. Pour r72 = 0, 
do(f) = Xf. 
Nous avons alws: D = C r,lso d,,,, c’est-a-dire, pour tout f E X*: D(f) = z’,,, F. d,,, (f). 
Cette somme est finie; son nombre de termes est le nombre de facteurs gauches dc f 
dans S-‘(O). Remarquons que d, = d. 
3.2. Une autre difinition des d,, 
Les lettres x et x’ jouent dans les definitions de et de d un rcile de parcn 
interviennent pour dcfinir des c 
pour certaine) kwnlles de cartes. Nous sommes ainsi conduits B donncr une 
importance particuiiere au langage sur X dont la projection sur {x, ,T) est le 
restreint; now awns re 
(1.1.3-2) et nlous 
n’cst 5 crai 
s ccmme representan; ce 
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partiellement etiquetee. 11 est clair que d) I* est librement engendre par Ie Iangage 
D i(Y) = Y i- xD :* 2, plus simplemen t note D :. 
L’utilisation que nous ferons plus loin de d et fera jouer un role privilegie au 
I*. Neanmoins, ces langages ne suffisent pas pour dormer une definition 
Ide ces operateurs. 11 nous faut pour cela faire intervenir le langage 
D?(Y) = iv(O), q ui n’est autre que l’image reciproque da! Dyck non restreint dans 
la projection X* + {x, Z}*. Ce langage UT est librement engendre par le code 
= D: + xfi f* x, oti D {* est l’image de D i* par Ie morphisme x + 2, 
5+x, y-9 y (y E Y). 
ion 3.4. Soit m un entier positif; d,,, est I’application L);“X* 4 X* definie 
par: VgEDy, VhEX*, d,, (gh) = gx’h. 
Le fait que Dt est un code rend coherente cette definition, ezt il est facile de voir 
“elle est equivalente Bla Definition 3.3,& ceci prGs que dans 1J.3 Ies d,, sont definis 
comme fonctions (applications partielles) X * 4 X* tandis qu’a present elIes sont 
Q&rites comme des apphcations (partout definies) de D;IX* dans X”. 
L’introduction des d, r&pond B notre besoin de travaiIIer sur des operateurs 
univoques, Une petite difficult6 demeure cependant car Ies definitions du Parag- 
raphe 2 supposent les operateurs consider& non seulement univoques mais partout 
definis sur le monoi’de Iibre engendre par Ies terminaux, ce qui n’est pas Ie cas des 
d,;,; nous risquons done en consider-ant des grammaires avec ces operateurs, de 
rencontrer des “arbres syntaxiques” auxquels aucun mot ne peut &re associe. 
Prenons par exemple Ia grammaire L = y + d&j + d, (IL) + dz(L). D’apres la 
efinition 2.5 Ie mot ab, avec a = (L, dzL) et 6 = (t, y) est un arbre syntaxique de 
cette grammaire, rnais Ie m(gt correspondant n’existe pas: En effet, 2 = G(d) = 
h(y) = 0. 
I! v s ,donc des precautions ti w prendrc: pour ijviter d’avoir ti considerer de 
“mauvais” arbres syntaxiques; pour cela notre methode consiste a essayler de nous 
ramener ir des grammaires G = (X, = PI,. . ., X, == P,) teks que pour chaque 
rrembre clroit de Ia forme d,,, (Xi), d, soit partout d6fini sur L(G, Xi). Nous 
s si c’est toujours possible ($a lest dans 12 cas de I’exemple donne plus haut, 
ous avons Ie systeme quivalent L = M + d,,(L), M = y + d,(M) qui 
d a notre critere; Ie langagc soIution est en effet: L = X*yf*. 
danlit we fanGlIe de grammaires avec d,, pour IesqueIIes Ia reponse 
urs interviennent exclusivement sous Ia 
droit dans IequeI a n op&ateur ne 
U {x, it} etznt I’alph t terminal et Z 
s grammaires est plus simpIe que Ie cas 
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(1) &kS L(G, Xi) sont inch da&s D:*( Y CJ EQ; 
(2) il existe une “grammaire” G’ = (Xi,i = P,.J s i 6 n, j 2 0) telle que: 
(i) Vi, j, L(G’, Xi,j) = L(G, Xi) n Di(Yy); 
(ii) si Xd, (Xi,,) E PK., alors j + 1 = m + 1. 
Remarquons qs\e (I) et (i) impliquent que L(G, Xi) est la reunion des L(G’, Xi,i) 
% 0) Le mot grammaire st mis entre guiilemets parce que son emploi ici est un 
reu abusif; en effet, G’ comporte une infinite de non-terminaux (les Xi,j), ce qui 
n’ernpkkhe pas qu’on puisse definir pour cette “grammaire” Ies langages qu’elle 
eqgendre, ainsi que les ensembles d’arbres syntaxiques correspondants. 
Nous verrons un peer plus loin que c’est la condition (ii) de cctte propriete qui fait 
.,ae G’ satisfait au critere que nous avons choisi plus haut, 5 savoir que xd,, doit 
etre defini sur tout I’ensemble L (G’, Xi,j) chaque fois que xd,, (Xi,j) figure au second 
membre dans la grammaire. La preuve de ce theoreme utilise les deux lemmes 
suivants, dont la demonstration est sans difficult& 
Lemme (a). Soit UM mot CY = ff I l . l a, E D ;( Y U E)p e1t soient des langages L 
D[(Y)pl,. . .) L, C 3 i ( YJpn ; alors le langage cy [Vi, Xi + L, ] est inch dans F( Y P, 
q = JI - k + pi, + * 1 l t Pikt et ~ii Xi,, . . ., Xi, est la sous-suite de al,. . ., a,, obtenue 
ne gardant que les non-terminaux. 
L- 
OLi 
en 
Lemme (b). Soient m et n E N. Alors, en posant D: = D i(Y), xd,,, (D :nr+nX*) = 
xD;‘“~D;“X”cD;“+‘X*. 
(1) Considkrons INS langages L,$i = Pi [Vi, Xj-+ I,,,, -I., 1, 
les L0.i etant vides; soit m 2 0 tel que les L,,, , soient inclus dans D i*(Y). La 
condition U i Pi n (X I; E)* C Di*( Y LJ E) et les iemmes precedents impliquent 
alors que les LRl+J.i sont inclus dans D I*(Y); c’est done aussi le cas pour les 
L(G, Xi). 
(2) Considercws la grammaire G’ = (ri’i.j = Pi,j/l s i s n, j 2 0) construite B partir 
de G comme wit: 
(2.1) pour tout mot cy de Pi n D ,‘(Y U Z’)p et pour toute suite d’entiers 
PI, p,1 . . .) 3 0, le mot (x [Vi, Xi -+ Xi-p ] appartient a pi,q ou q est calcule comme au , 
Iemme (b); 
(2.2) si xd,,, (Jdi) E Pk alors, pour tout j 3 m, xd,,, (Xi; ,j E .ravecI=j-m+l. 
(2.3) Ies seuis eleme s de Pt,j sent ceux qui sont cktermin& par (24 et (2.2). 
n peut alors I kifier ue G’ satisfait aux conditions (i) et (ii), et le th@or&me st 
demontre. 0 
3.3, ram ire5 
t 
eil et a 
et, s certains cas, 
ent ambigu, une grzwnaire avec 
operateurs qui soit non ambigiie. Nous donnons ici une definition de la non- 
ambigiiit& pout,= les grammaires avec operateurs, suivie de quelques exemples. 
kfinition 3.6. Une grammaire G avec operateurs est non-ambigue ssi, pour tout 
non terminal X, I’application t+ ,+ qui, B chaque arbre syntaxique t de L’(G, X) 
associe le mot f = f de L(G, X), es1 injective. 
Exempie I. fioit L = {xYy4/nl p, 4 2 1, n = p ou p = q}. Ce langage algebrique 
est inh&wnmc:nt ambigii (pour we demonstration, voir par exemple [13]). Nous 
avons la somrte disjointe: 
(1) L= ,r,,+ L*+ LJ 
avec 
L, = {X”+P~n’PyP/fl,p ‘3 i}, 
Lt = {xn,_ny”‘F/n,~ a I), 
Ls = {x nx’pyp/n, p a l}. 
Les langages ,f,, et L2 ne sont pas algebriques, mais on peut les engendrer a I’aide de 
l’operateur d : 
(2) L* = Mly + Xd(L)Y i 
(3) Ml = x2X2 + x&&f; 
(5) M, = x.fy + xd(Mz)y. 
Remarquons au passage que M2 n’est autre que Ie tangage non algkbrique 
(x”T’y “/n 3 1) bien connu. Quant h L, il est alg6brique non ambigii. 
(6) L, = X-M, + XL,; 
(7) M, = .fy + .fM,y ; 
ous laissons au fecteur le soin de verifier que les equatinns (1) 5 (7) forment bien 
un systeme en d non-ambigu. 
Soit L = L, U L, avec: 
L, := {x nFYY/fz, p 2 1) 
L2 = (xnXpxpXn/n,p 2~ 1). 
rkkiemment, now avons ucn Lxemple classique de langage aIg&wique 
s wons la somme disjohte: 
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avec 
L_3={xnTxpfp/n,p 2 II et n#p>. 
Kous pouvons engendrer L3 en utilisant, en plus de d I’operateur d = hodoh, oti h 
est le morphisme qui kchange x et x’. A.utrement dit, pour tout mot f sur {x.f}, 
a(f) = g~h oti f = gh zt o,ir g est, s’il cxiste, le plus court facteur gauche non vide de 
f qui contienne autant d’occurrences de x que d’occurrences de 2. Nous avons 
alors: 
(2) Ls= xx'M3 + Max2 + xd (N,)rc’ ; 
= x22’ + xM,x'; 
(q NJ = d”(L,). 
QsJant ti L2 il est algebrique non ambigk 
(5) L, = xMZX’ + xL,x’; 
O-I vkifie que les equations (1) ti (6) forment un systkme en d et d non-ambigti. 
Ewmple 3. Soit L =(xnxpyq/n,p,q 31, n 29 ou p 39). 
00 a la somme disiainte: 
(1) L == L,-t- LJ 
avec 
L, = {xnxn+p+qy n+p/n, p 2 1,9 2 0}, 
ces langages sont engendres par le systkme suivant: 
(2; M = .xx”y + xd(M,)y ; 
(3) N, = d(M,)y I- d(N )y ; 
(4 Ll = Pi1 + d (1. I); 
(6) N, = xM,y + xN,y ; 
(7) L, = N,-!-XL, 
On vkrifie que les equations (1) 2 (7) forment un systkme en d non-ambigii. 
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avec 
Lo = {Xn+p+9fny n+p/n,q 3 I, p MI}, 
Lz = {xn$pyn+9/n,p > 1, q Xr). 
es, langages ont engendres par Ie systeme suivant: 
(2) A$= x$y + xd( 
M, + xN,y ; 
(4) L =xN!+x&,; 
verifie que tes equations (1) ti (7) forment un systeme en d non-ambigii. 
3.4. Le lien entre D et les cartes planair-es 
Cc lien consiste ssentiellement dins I’observation suivante: I’action tie D sur les 
mots est en quelque sorte Ia transposition linguistique de I’action de A (ci-. 1.2.2-4) 
r Ies cartes. En effet, de nGme que xd, transforme (Lemme b) un Iwoduit de 
m + cr facteurs premiers de Dyck en un produit de n + 1 facteurs premier!; de Dyck, 
I’operation d, transforme une carte dont le sommet distingue est de dizgre m + n 
en une carte dont Ie sommet distingue est de degre n + 1. Plus precisement, nous 
avons la propriete suivante: 
Soit o = @8 (oii /3 est In bijection de 1.2.2-2 et ‘3 celle de 1.2.3). 
v est uie bijectim de P SW une partie de (x, x”, y, y}*, telle tzpe : 
e’) = <ya(c)pa(c’). 
Ia Prop’ietc 1.13 et du TheoGme 1.18. ElIe a pour 
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definie par 9(L:, Lz) = si 1 = Lz alors 0 sinon 2-” avec y1= 
min { Ifl/f E (L, - LJ U (L2 - LI)) (cette distance munit SP({x, fj y, y}*) d’une struc- 
ture d’espace metrique complet). Ce la.ngage L est connu des spkcialistes de cartes 
sous le nom de langage de Lehman-Lenormand [5]. 
KDUS 6tudions ici les arbres syntaxiques des langages suivants: {x “, x’“/n > O}, le 
restreint sur {x, x’) le “shuffle” du Dyck restreint sur {x,x’} avec y (form6 des 
~wt5 sur {x, x’, y} dont la projection su’r {x, X}* appartient au Dyck restreint), et 
enfin le langage de Lehman-Lenormand. 
4.1. Le langage (x 3 “/n > O}. 
Ce langage est la solution de Mquation L = xx’ + xL2. I1 est aussi solution d’une 
equation en d: 
PropriM 4.1. [2]. Le langage {x”x’“/n > O} est la solution de l’e’quation 
L = xx’ + xd(L). 
Preuve. L’unicitk de la solution est clue au fait que l’op&=ateur h, -+ xx’ + xd(L) 
est une contraction (cf. la remarque de la fin du ‘8 pr&dent). Wrifions done 
simplement que le langage M - (x Y/n > 0) satisfait g (1): nous avons en &et 
x~+.~d(M)={x~}W{xd(x”x’“)/n~0}={x~}~(x””~”+’/n>0}=M, d’oti la 
propriS. 
Examinons les arbres syntaxiques de (I), en notant au passage que cl est partout 
Sfini sur L. L’ alphabet associ6 B Equation (1) (cf. 2.5) est 2’ = (a, b) avec 
l a = (L,xd(L)) ef b = (L, 1). Les fonctions associ6es sont (cf. 2.6): 
fkf+xd(f) et 6 = XT 
Le langage L’ c”zs arbre,s syntaxiques est donn6 par (cf. 2.5): 
L’= aL’+ b; 
on a done L’= a *b. La lettre a itant d’ariti 1 et b 6tant d’aaire 0, on peut 
considirer chaqlle n 2 0) dc: L cornme un ark.2 fiiifor 
6tiqueGs a et me 
Le mot de L cc trrespondant B set arbre est: 
Notons qiae cette “identification” entre I’objet cod6 et I’arbre syntaxique ne serait 
pas possible si, au lieu de considker les arbres syntaxiques de (l),, on prenait lea; 
arbres de d&ivation de Ila grammaire algkbrique L = xx’ + XL% 
4.2. Le hguge de Oyck restreint SW (x, .f) 
e ianfage est d&hi psr Equation: 
I 
Ir = 1 +xLX. (21 
ff est aussi solution d’t: ne equation en D : 
.2. (cf. [2]), Le lmgage de Dyck restreint SW {x, f} est &a solution &r 
1 ‘tfquntim : 
L = 1 -I- xD(L). 
\ 
(3) I
lreuve. L’unicitk de la sol&on est assuree par le fait que l’opkratew L -3 1 -t- 
xD(L) est une contractiorm. Soit h? tr: langage solution de (2); montronfs qu’il v&ifi~e 
(3): conQd&ons pow cela un mot non vide f de iM; ce mot s’krit xgx’lt avec g et k 
dans hi; it apparticnt done B xD(M) puisque g CI A4 = D:* CD 7 et glt E M2 C M; 
nous avons ainsi I’inclusion M C 1 + xD(M); r&iproquement, si f est un mot de 
xD(M), in Akrit xgx’h avec g E D T et gh E I1 I*; il est alors clair que g E D :* = M 
et, par suite, que it E M et f E .xMZM; nous avons done aussi I’inclusion inverse, ce 
qui achhe ia dkrnonstration. a 
Examinons 2es arbres syntaxiques de (3). Puisque D = &20d,,,, (3) s’hit: 
l_= 1+~d~,(L)+xd,(E)-t..‘+xd,(L)-i-~** 
ais fes d, ne sont pas partout d&his sur L( = Di*). Vest ici qu’intervient ila 
construction d&rite en 3.5. On obtient, en I’appliquant: 
.3. L ‘4quation (3) est kquivalente uu SySthu? : 
am ce systDme, chaque langage solutioaz F,, +,,- I est i~~clus dam le domaiirie 
ques associh B ce sys 
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respectivement associh aux langages i, F,,, SOM donnh par les kquations: 
L ’ = c a,,, Fti,; 
n, -2-o 
F,', = b:;; 
1 
(3 ) 
EX e. Considhons l’arbre syntaxique t = a,bibzb’,‘bi; E L’. Le mot correspon- 
daI%t cans L est f = f = xd, (xd,,(x&;(; j)) = xxx’.lr’xx’. On constate (Fig. 12) que 
l’ac b-e syntaxique t est different de I’arbre cod6 par f. Cependant il y a une faGon 
d ‘;J!;; ibuez- des “aritks” aux cl,,, et aux bi, qui permet de “dessiner” t comme I’arbre 
Arbre syntaxique ! Arbre cod6 par f 
Fig. 12. 
code. Considkrons en effet la graduation 6’ dkfinie SW C par n,, -+ m ct K-* n. 
Avec cette graduation, k mot t “devient” (a condition d’effacer sa derr;iitire le+-e 
hi:) l’arbre de la Fig. 13, arbre identique 5 celui que code _f. 
Fig. 13. 
si6t6 P9ur tout arbw syntcaxicpe t =z 
de (4’), t’ est ~ussi 
t’b:: e’le’ment du hguge L’ solution 
WI arbre SW l’a ’ grad& par S’, et cet ar UC 
reuve consiste 2 vhifier 
t’bg t= 14, f alors on a q (h(t)) = h ‘(t’), q &ant la bijection definie en ‘?. 1.3-3, h lie 
morphtsme 2Y --+ [, x’ 4 ] et ?z ’ le morphisme a,,, -+ e,,, bE+ e,. 
4.3. Le s?z e du D yck restreint SW (x, #‘) avec y 
Ce langage, .que n BUS avons d6ja note JI i*(y) (au morphisme h pres) est Mini 
par Nquation: 
1.. = 1+ yL + xLr?L. (9 
45 Le langage solution de (5) est la solution de l’kquation : 
L=l+yL+xQ(L). (6) 
La preuve est analogue A ceEIe de la Propriete 5.2. 
:rtaminons les arferes yntaxiques de (6). Comme dans Ie cas du Dyck restreint, Ia 
consfruction &?crit~ t::n 3.5 donne: 
F,=- 1; 
VmW E, = yF,+ + 2 xd, (.I?,..-& 
n*O I 
(6) est kquivalente au systSme: 
(7) 
De p!us9 dans ce systgme, chaque langage solution F,+,-t est in&s dans le domaine 
de dkfinition de d,,. 
(En iait on a tout bonnement Fmz = O;“(y).) 
Nous pouvons mai tenant parler des arbres syntaxiques associes a ce systeme. 
L’alphabet associe B (7) est: 
~‘=(a,/m~O)U{b~/m=n=Oou m>l, n~O}~J{y,,,/m~]I} 
= (L F,), bii! = (6, I), bk = (Fm, xd, (Fm+n-1)) et J’I,,, = (F,, yF,-I). Les 
respectivement associes aux langages L, Fm sont don&s 
, 
f= 
I 
-i- 
t 
F-82 m- 1 m+n-1 (m > Oj. 
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d w dansL est j= f= 
~;k~e l’arbre syntaxique d 
1 1.3-2. 
yx&(xdo(yxdo(l))) = yxxx’yxB. On peut constater (Fig. 14) 
est different de I’arbre code par j selon ie codage decrit en 
Mais maintenant si nous attribuons aux lettres de 2’ les arites suivantes: 
~~‘:a,,,-,m, bk+n, y,,, -0, alors le mot t devient, a condition que 1’011 efface sa 
Gerniere Pettre bz et que l’on identifie chaque y,, 5 y, un arbre identique 5 celui que 
code j (Fig. 15). 
b: 
Y c-i Y 
Arbre symaxique t Arbre cod6 par f 
Fig. 14. 
Fit;. 15. 
ropri6tb 4.7. POW tout arbre syntaxique t = t’b: &+nent du langage L ’ solution 
de (79, t ’ est aussi m arbre sur l’alphabl?t 2’ gradukpar S’, et cet arbre est idenkpe ti 
celui que code le mot j = f du langagiu L solution de (7). 
Comme pour la Fropriete 4.5 nous avons ici un cas particu!ier du TheorSme 4.11 
qui s’appliquera au cas des cartes pianaires. Sa preuve n’est pas different~_ 
de la Propriete 4.5. 
‘apr$s le Th.So&me 3.8, ce langage est la solution 
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Un mot f SW (x, X} appartient au Dyck restreint SW {x, X} si et 
se~~~e~n~nt si h (f) = Q et h (f’) 2 8 pour tout facteur gauche f’ de f. 
(On a 6videmment la mEme propri&? en remplacant x par y, x’ par )T et h par h ‘.) 
&reuven Par r&urrence sur la iongueur de f. La proprib est &ide:nte pour le mot 
vide; supposons la vraie pour 1 f i .C II, entier positif don116 et s&t f urn mot de {x, ),. 
If appartient au Dyck restreint, qui est engendre par la grammaire S + 1 =I- xSfS, f 
s’&rit xf ‘ff”, f’ et f” &ant dans :e Dyck restreint et de longueur c IU, done v&ifiant 
la propri&& I1 est clair alors que h(f) = 0; de plus, si g est un facteur gauche de f, 
trois cas sent ti envisager: (1) g = 1; alors h (g) = 0; (2) g = xg ’ oti g’ est un facteur 
gauche de f’; alors h (g) 2 1; (3) g = xf’fg” oti g” est un facteur gauche de f”; alors 
h(g) = h (9”) 2-s 0. Mciproquement, supposons que h (f) = 0 et h (g) 2 11 pour tout 
facteur gauche g de f; f s’&rit xfl; soit fi le plus court facteur gauche de fl tel que 
h (xfJ = 0; f peut alors s%crire xf’17f” avec f’~ = f2 et on v&ifie a&ment que f’ e -” 
ont Ia M?rne proprSt6 que f et appartiennent done au Dyck rcstreint, ainsi que f 
Iui-m6me. Le lemme est ainsi d6montr6. a 
C’e temme perrnet de prouver la propriM suivante, qui donne une 
caract6rtsation des mots de L. 
Pro iln mot f sur {x, 2, y, 7) appartient wh langage L solution de (8) si et 
seuIement si les conditions suivantes sont ve’nfi~es: 
(i) wX (f) appartient ati Dyck restreipt sur Ix, 2); 
(ii) T, (j) oppartient au Dyck restreij; t sur (y, jQ; 
(iii) pour tout facteur de f de la forage xg, si h (g ‘) 3 0 pour tout facteur gauche g ’ de 
g a/ors h ‘(g) 2= 0. 
a propriS est O-iviale pour le mot 
ositif donn6 et soit f un mot de 
ux cas sont h envisager: (I) f E XD(L); alors f s’&rit xf’xf” 
currence donne alors: T.~ cf’, f”) E 
j; comms: on a aussi r,, (f’) E 19 7, 
I est un code, et par suite T, (f) E E) 7. Reste B 
(iii): sc& done un falr:eur de f de la forme xg teS yue h (g ‘) -2 0 
e m&-w dans Ic cas (2) f E yLjZ. 
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Rkiproquement, si f verifie ces trois conditions, deux cas sont it envisager suimnt 
que la let-e lettre de f est x ou y: (1’) f commence par x; f 6tant un mot de 
D I* (y, jj), d’oti f E xD (f ‘f”); reste & verifier, pour a,ppliquer I’hypothesc de 
recurrence, que f’i” satisfait 5 (i), (ii) et (iii), ce qui s’obtient par un raisonnement 
analogue a celui qui a et& fait plus haut; on en deduit que f est dans L ; Ie meme 
r&&at s’obtient dans le second cas (2’) f commence par y, et la propriete est 
d&-wntree. 
1r-r peut interpreter la propriete 5.8 de la faGon suivantit;. les ‘K Jts du langage de 
Leaman-Lenormand sont les mots du shuffle des D”‘ck restreints sur {x, f} et sur 
4~ p] dans Iesquels la configuration suivante 95t intsrdite: 
l-----l 
Ies Iettres indiquers formant des cou les ouvran te-ferman te. Les t rois autres 
configurations sont pcrmises, a savoir: 
[r-.1 ri4 r---7 
. . . .., y p..f...jy . . ..r.. x.*.y...y...x'...,... K'..y.",~...y... 
Revenons maintenant h Uquation (8) et appiiquons-lui le traitement prescrit en 
3.5. Nous obtenons: 
PropriM 4.10. L%quation (8) est kquiualente au systf?me: 
L= c 
,w St. 
F,, = 1; 
L4e F,,, + ,, I est ivaclus dnns le 
par its @quatio;hs: 
,,,9 xd,, (FM ‘,, I)) et y!? 
t il~ssoci@s aux langages 
82 
e, Considhns l’arbre syq&que t =: P4 ~bk!$2b@:y~*ob~b~; le mot car- 
respondant dans L est: 
tate une fois de phrs qvre 13&W! 9 la%ip,e t est diRerent de l’arbre (A 
t&e partiellement Mquetk) Qo& Par f et “%core pluS different” de la carte 
waire codbe par ce mhe mot f: 
aintenant munissons 2’ de l’arit+j ,uiQrxk: 
Afars, si hn identifie ks ygq 2 y et bg 2 jj, le mot f Priv& de $9 dernikre lettre 
identifiei ; cehi que code f, et 
laMire associ&e h fi 
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. Pour tout arbre t = t ’ b i &fment &A langage L ’ solution de (9’2, t ’ est 
aussi un arbre sur l’alphabet 2’ gradue’ par S’, et cet arbre es? identique 6 I’arbre 
8(C) oti C es? la carte planaire code’e par le mot f de L et % l’application dejrinie en 
1.23. 
(Cette identification se fait moyennant le morphisme h : Q, + em, bZ-+ e, pour 
m i-z I, b:-,jj, yE9+y.) 
ew~e. I1 suffit de demontrer: (1) quc le mot t’” = h(V) appartient a 
PI<@, / n 2 0) U {y, y’}) - {y, y’}; (2) que la bijcction v definie en 1 .l.S-3 envoie t” 
536; le mot f = f. 
(1) Compte tenu de (9’) l’ensemble: L” = {h(t’)/t’bz~ I_/} est solution du systeme 
s3rivan t :
L r ” = c e,FZ; 
n30 
Fb’= 1; (10) 
Vm >O: ta: = 2 yFiy’Fz+ C enFZl+n-l. 
p tq+2=m nB0 
A partir de ce systhe il est aise de prouver, en raisonnant par recurrence sur la 
sur la longueur des mats, que L” est inclus dans PR(E U {y, y}) - {yt jj} 
(E = {e&z 30)). 
(2) L’egalite vhtt’) = f est evidente pour t = aub& chaque membre etant alors 
@al au mot vide. Supposons-la vraie pour 1 t I< n, entier > 2, et soit t E L’ de 
longueur n. D’aprks (1 ), t s’kcrit a,t”bi avec h(t”) E FL Deux cas sont alors i 
envisager: 
ler cas. h(t”! = yuy’v avec u E Fz, v E FS, p -t- q + 2 = nz. Alors t = 
amy~9u’b~v’b~ avec h(u’)= u et h(v’)= v; done f = y$‘y’fi” avec u”= u’b:: et 
21” = v’bz. Par ailleurs, vh (t’j = v(e, h (t”)) = v(e,yuy’v) = yvh (u’)jbh (v’) = yii”jW” 
d’apres I’hypothese de recurrence, d’ou l’egalite annoncee. 
2e cas. h (t”) E ~pF~+p-,; 
une expression prcfixee sur E U {y, jj); h (t”) est ainsi 
84 * L. Chottin 
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