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INTRODUCTION 
In attempting to characterize the subclass of weak solutions of nonlinear 
conservation laws (for these notions cf. Lax [l] and Oleinik [2]) in which 
solutions are uniquely determined by their initial values, one is led quite 
naturally to the problem of constructing continuous solutions of the Cauchy 
Problem for linear first-order partial differential equations with discontinuous 
coefficients. In a different context this same problem was posed by I. M. 
Gelfand [3], who indicated some of the obstacles which stand in the way 
of such a construction. In that paper he shows by means of examples that 
even if the coefficients of the linear equation are continuous but fail to be 
differentiable, the Cauchy Problem is not in general solvable. If differentia- 
bility is no longer assumed then some other condition, perhaps of a qualitative 
or global nature, must be imposed on the coefficients. 
In Section 1 of this paper we offer such a condition and prove that it 
leads to a solution of the Cauchy Problem. In Section 2, we show that although 
the solution is not uniquely determined by its initial values it is the solution 
that is stable under smoothing of the coefficients. In doing this we also show 
that this solution can be expressed explicitly by integration along character- 
istics albeit the term “characteristics” is to be understood in a generalized 
sense. In Section 3, we apply the results of Section I to obtain a uniqueness 
theorem for weak solutions of quasilinear conservation laws in several space 
variables. In Section 4, we make some additional remarks. 
1. SOLUTION OF THE LINEAR EQUATION 
Let x = (x1 ,..., x,J and let G be the set of points (t, X) of E”+l where 
0 < r < T but no restriction is placed on x. Here T is any positive number. 
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We consider the following Cauchy problem. 
The vector function A(t, x) = (A,(t, x),..., A,(t, x)) is said to satisfy con- 
dition M when there is a non-negative function K(t), integrable in the interval 
[0, T], such that 
<x-Y,A(t,x)--A(t,Y))3-~(t)Ix-Y12 (3) 
is valid for all (t, x) and (t, y) in G. Here (x, JJ) = C xdyi and ) x I2 = (x, x). 
This section shall be devoted to the proof of the following theorem. 
THEOREM 1. Let (i) B and C be locally lipschitz continuous in G. (ii) 
A,, , be real valued measurable functions which are bounded in G. 
;ii;*.;;( ) t’fy d-t’ t, x sa 2s con a wn M. (iv) yO(x) be locally lipschitz continuous in En. 
Then (a) there is a function p)(t, x) which is locally lipschitx continuous in G, 
satisjes (1) almost everywhere and satisfies the initial condition (2). (b) If 
y,, has compact support in En and C has compact support in G then y has compact 
support in G. 
We remark here that when we say a function satisfies a certain condition 
“locally” we mean that it satisfies the condition for each compact subset of G. 
The function v will be constructed as the limit of solutions vh of the “aver- 
aged” equations 
(4) 
with initial conditions given by 
9Jh(0, 4 = %h(x) (5) 
the functions Aih, Bh, Ch, voh are the convolution products of Ai , B, C, v,, 
with the appropriate gaussian averaging kernel (mollifier) of radius h [4]. 
Since the problem (4), (5) h as smooth coefficients and smooth initial 
data we can apply the classical method of characteristics. We let xh(s; t, x) 
be the solution of the characteristic system 
f$ = Ah(s, x) (6) 
satisfying 
xyt; t, x) = x. (7) 
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Then the solution vh of (4)-(5) is given by 
fp*(t, x) = qoh(xh(O; t, x)) exp 1,: P(T, ~~(7; t, 32)) A-,/ 
+ J-1 Ch(s, xh(s; t, x)) exp 11’ P(T, ~~(7; t, x)) &I ds. (8) s 
Notice that because of condition (ii) xh is defined on the entire interval 
0 < s < T. Moreover, the solution curves passing through (t, x) lie in a 
fixed compact set which does not depend on h. 
From this formula it is clear that the partial derivatives of vh will be locally 
bounded uniformly in h if the partial derivatives of xh with respect to (t, x) 
are locally bounded uniformly in h and s. Therefore, let z?(s) be the partial 
derivative of x*(s; t, X) with respect to one of the variables t, x1 ,..., x, . 
From (6) we see that 
dzh h h 
ds= 
Jz (9) 
where Jh is the differential (Jacobian matrix) of A(t, x) with respect to x and 
Jhzh is a product of the matrix Jh with the vector zh. We now apply the fol- 
lowing lemma whose proof will be given at the end of this section. 
LEMMA 1. For arbitrary vector z and for all (t, x) in G we have 
(z, Jh(t, 4 z> 2 - Kh(t) I .z 12, 
where Kh is the gaussian average of K(t). 
From (9) and (10) we obtain 
+ 1 19(S) 12 = (zh, $) = (zh, J” zh) 3 - K”(s) 1 Z* 12. 
Therefore, for all s, 0 < s < t, we have 
1 zh(s) I2 < I zh(t) I2 exp 111 2Kh(7) hi 
< I zh(t) I exp 11: 2W dT/ 
(10) 
Now if .zh = &h/&ci then 1 z*(t) 1 = 1 so that 1 z?(s) 1 is bounded for all (t, x) 
in G uniformly in h and s. On the other hand, if zh = ax&/at then 
I zh(t) 1 = 1 Ah(t, X) 1 which is bounded in G uniformly in h inasmuch as 
/ A(t, x) I is bounded in G. Upon differentiating @(t, CC) as given in (8) we see 
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that 1 &pa/i2 ) and 1 a$/axi 1 are bounded by terms involving vOh, Bh, Ch and 
their derivatives as well as 9. From what we have just seen regarding 1 z* I 
and from the conditions imposed on y,, , B and C in the hypotheses of Theo- 
rem 1 we see that I i3@/at I and I aq9/axi 1 are locally bounded in G uniformly 
in h. 
We therefore can apply the Ascoli-Arzela lemma and a diagonalization 
process in a now familiar procedure to extract a subsequence (which we 
also denote by (@}) which converges uniformly on every compact subset of G. 
It is evident that the limit function p(t, x) is locally lipschitz continuous in G 
and satisfies the initial condition. 
Let L[v] denote 
We show that p satisfies (1) almost everywhere by showing that 
I 
7$[p] dt dx = 0 (11) 
G 
for all real-valued continuously differentiable functions 7 having compact 
support in the interior of G. To do this we first show that 
where {cp”} is the sequence of solutions converging to v. (Actually, (12) is 
valid for any sequence of lipschitz functions converging to p uniformly on 
compact sets.) In proving (12) we use the following estimate 
+Ipb-~rp”)I. (13) 
Since r] has compact support and r] and B are continuous it is clear that the 
last term on the right in (13) converges to zero as h tends to zero. This is 
true of the first term as well since 
J d9Q - VP) = - J %(P - @I- 
To estimate the other terms on the right side of (13) we must appeal to the 
following lemma whose proof is also postponed until the end of this section. 
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LEMMA 2. The derivative (in the sense of the theory of distributions) of 
the function Ai with respect to xi is a (signed) measure in G having locally finite 
total variation. 
It is clear that the same statement can then be made of 7Ai . Therefore, 
for some locally finite measure pi , we have 
ll rl&ri - vi,, dt dx j = j/,(TJ - 9~~) dpi / 
< /j 9 - @ llL,(o) * (total variation of p over Q), 
where Q is the support of 7. This completes the proof of (12). 
We now show that 
ii 1 1 L[@] I dt dx = 0, 
Q 
(14) 
where now Q is any compact subset of G. This result, together with (12), 
clearly implies (11). Since ~~ is a solution of (4) we have 
L[$] = i (Ai - Aih) &‘ - (B - Bh) ‘ph - (C - C”). 
i=l 
From this relation and the fact that vh and t& are locally bounded uniformly 
in h we see that 
II’%‘h] h,(Q) < M i 11 Ai - A? II&(Q) + 11 B - Bh /IL,(Q) 
I i=l 
where M is a constant which is independent of h. But that each term on the 
right goes to zero with h is an elementary property of averaged functions. 
Therefore (14) is true and the proof of part (a) of the theorem is complete. 
Under the assumptions of part (b) we see from (8) that the support of CJJ~ 
is contained in a compact set which does not depend upon h. Therefore, the 
support of v is contained within the same compact set. This completes the 
proof of the theorem. 
PROOF OF LEMMA 1. We first notice that because of (3) we have 
<x - y, Ah@, x) - Ah(t, y)) > - IO(t) 1 x - y 12. 
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This is verified by direct computation of the convolution products involved. 
In this expression we set y = x + zs where z is an arbitrary vector in En and s 
is a positive real number. This gives 
(a, Ah@, x + 23) - #ft, x)) 3 - P(t) ) z 12 2. (15) 
But for each fixed t, Ah(t, x) is a differentiable map of En into itself so that 
Ah(t, x + zs) - Ah(t, x) = /yt, x) zs + o(s) 
as s -+ 0. If we now use this expression in (15), divide both sides by s2 and 
then let s -+ 0 the resulting inequality is precisely (10). This completes the 
proof of Lemma 1. 
PROOF OF LEMMA 2. From (3) it is clear that the vector function 
E(t, x) = A(& x) + K(t) x 
satisfies 
(x -Y, E(t, x) - WY)) 2 0 
for all vectors x and y in En. If we let yj = xi for each j except j = i then we 
obtain 
(xi - ri) (E& x) - 40, Y)) 3 0, 
i.e. If the variables t, xr (j # z) are held fixed then Et is a nondecreasing 
function of xi. From this and the fact that Es is locally bounded in G, we 
see that Ei is locally of bounded variation in xi for fixed tj , x, j # i. More- 
over, the total variation of Ei over compact sets of xi is a function of t, xi 
(j # ;) which is itself locally bounded. Therefore, by a result of Krickeberg 
(Theorem 5.2 of [5]) th e d erivative of E, with respect to xi is a (signed) 
measure having locally finite total variation. Since Ei(t, x) = &(t, x) + K(t) xi 
the same statement is true of Ai . This completes the proof of Lemma 2. 
2. UNIQUENESS, STABILITY AND GENERALIZED CHARACTERISTICS 
In the preceding section we used a compactness argument to extract a 
convergent subsequence from the family @(t, x), h > 0, of approximate 
solutions. In many cases however, we can improve this result. For example, 
if A(t, X) does not depend upon t or if A(t, x) is piecewise continuous then 
the family has only one limit, i.e., we have 
uniformly on compact subsets of G. 
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To prove this we must use results of A. F. Filippov on solutions of ordinary 
differential equations with discontinuous right-hand side [6]. Filippov 
defines a solution of 
over ri < r < rs to be any absolutely continuous function x(t) such that 
(i = l,..., n) V-9 
for almost all values of t in the interval (tl , tJ. By m,{A,(t, x)} we mean the 
essential infimum of Ai(t, x) with respect to x at the point (t, x), i.e., 
Notice that t is held tied. M, is the essential supremum. 
If now A(t, X) is the function appearing in Theorem 1 then from condition 
(ii) and Theorems 4 and 5 of [6], it follows that through any interior point of 
G there passes a Filippov solution of (17) and the solution is defined on the 
entire interval [0, T]. Since A satisfies condition M we can also conclude 
(Theorem 10 of [6]) that the Filippov solution passing through the point 
(t, X) is uniquely determined “on the left”, i.e. unique on the interval [0, t]. 
Let x(s; t, x), 0 < s < t, be this uniquely determined solution. 
We would now like to conclude that with Xn(,; t, X) defined as in Section 1 
we have 
lii qs; t, x) = x(s; t, Lx) (19) 
uniformly on 0 < s < t. To do so however, we must make a further assump- 
tion regarding A(t, x). To explain this further restriction we introduce a 
modified definition of solution of Eq. (17); namely, an absolutely continuous 
function x(t) such that 
mW(t, x(t))) G 2 G M(Ai(t, x(t))> (20) 
is valid for almost all t. As in (18), m{ } is taken to be the essential i&mum at 
(t, x) but now taken with respect to (t, x), i.e., 
M is defined similarly as the essential supremum at (t, x). We shall refer 
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to solutions of (17) in the sense of (20) as “full solutions.” We wish now to 
indicate the relationship between full solutions and Filippov solutions of (17). 
Let x” = (Zr ,..., &+r) be co-ordinates of any point (t, x) where G$ = xi , 
i = I,..., n, and gn+r = t. Define a function A(g) = (A, ,..., A,,,) by 
Ai(Z) = Ai(t, x), i = l,..., IZ, and A,+r(%) = 1. We then consider the auto- 
nomous (n + 1) system 
2 = A(4). 
It is clear that if Z(S), sr < s < se, is a Filippov solution of (21) then x(t) 
where x,(t) = &(t), i = 1, 2 ,..., 12 is a full solution of (17) on sr < t < ss . 
Moreover, if x(t), S, < t < ss , is a full solution of (17) then 5((s) where 
Zi(s) = xi(s), i < n, and ~?~+r(s) = t = s is a Filippov solution of (21) on 
s1 < s < ss . Hence the theory of full solutions of (17) is identical with the 
theory of Filippov solutions of (21). 
On the other hand, the notion of full solution is not identical with the 
notion of Filippov solution as the following lemma shows. 
LEMMA 3. Let (i) A(t, x) be bounded and measurable in a region Q of (t, x) 
space, (ii) there be one and only one Filippov solution x(t) of (17) in Q over 
t, < t 6 t, such that x(t& = x1 , then (a) x(t) is a full solution but (b) x(t) 
need not be unique as a full solution, i.e., there can be full solutions which are 
not Filippov solutions. 
PROOF. (a) Let Ak(t, x) be th e mean values, with respect to any non- 
negative smoothing kernel, of A(t, x) taken over the n sphere 
{(t,r>:Ir-xl <4 f d o ra ius rlc around the point (t, x) of Q. If w(y; rk) is 
this kernel then 
44 4 = 1 b--YI<Tk 4x - Y; yn> At, Y) dy, 
and we recall that the integral of w itself over the sphere is one. Because of 
the conditions placed upon A(t, x), for all sufficiently small Y, there will 
certainly be Filippov solutions of 
e = A&.(t, x) 
dt t, < t < tl 
such that x(tl) = x1. We let xk(t) denote such a solution. According to 
Theorem 11 of [6], the sequence {xk(t)} converges uniformly on [to , tl] to 
x(t) as YK + 0. 
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Since A, is continuous in x we have from Lemma 5 of [6] that 
for arbitrary v E En and all t’, t” such that to < t’ < t” < t, . For any positive 
number 6 there is a k, such that 1 xk(t) - x(t) / is less than 6/2 for all K > k, . 
If we also assume that rk < S/2 for K > K, , it then follows from the definition 
of A, and from the previous expression that 
(v, x(f) - x(2’)) - 6 1 v j < (t” - t’) ess sup (v, A(t, x(t) + y)). 
r< t< tW 
IYlG8 
Since 6 was arbitrary and since x(t) is absolutely continuous we conclude 
from this inequality that 
(v, $ (0) < M{<v, 4, x(t))>> (22) 
for almost all t, to < t < t, . If we now let Z(s) be defined by s = t = gn+l(s), 
xi(s) = &(s), i < n then (22) implies that a(s) is a Filippov solution of (21) 
on to < s < t, (cf. Lemma 2 of [6]). Hence, x(t) is a full solution of (17). 
This proves (a) 
We prove (b) by means of a simple example. Let n = 1 and E be a nowhere 
dense perfect subset of 0 < t < I which has positive measure (i.e., a “thick” 
Cantor set). Let A(t, X) = A(t) be the characteristic function of the comple- 
ment of E. A(t) is clearly bounded and measurable. Moreover, since A is 
independent of X, Filippov solutions are uniquely determined by their value 
at one point (cf. Theorem 10 of [6]). Th e unique Filippov solution such that 
x(0) = 0 is clearly 
xl(t) = j-’ A(T) dT. 
0 
However, since M{A(t)} = 1 and m{/!(t)} = A(t) it is clear that 
x2(t) E t 
is a full solution passing through the origin and that x2(t) differs from xi(t) 
for t > 0. This completes the proof of the lemma. 
We return now to our particular problem. The above lemma assures us 
that the Filippov solution x(s; t, X) 0 < s < t, is also a full solution of (17). 
If this solution is the only full solution on 0 < s < t such that x(t) = x 
then X(S; t, X) is the uniform limit of solutions of the “mean” or “averaged” 
equations (6), i.e., (19) is valid. This result concerning full solutions of (17) 
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is obtained from Theorem 11, Corollary 2 of [6] applied to the Filippov 
solutions of (21). But if we now apply the limiting process in (19) to formula 
(8) for ~“(t, X) we see that (16) is also valid inasmuch as 97s , B and C are 
continuous. Even more, we see that ~(t, X) is given explicitly by 
For this reason the Filippov solution x(s; t, X) shall be called a generalized 
characteristic for (1). 
We wish to emphasize that the above derivation in no way depended 
upon the particular averaging kernel used to “smooth out” the singularities 
of A(t, x). It is in this sense that we say that p)(t, X) is stable under smoothing 
of the coefficients. 
This is not to say however, that under the conditions so far imposed 
upon A the Cauchy Problem (l)-(2) h as a unique solution. In fact just the 
opposite is true as the following example shows. 
Let rr = 1, A(t, X) = a(x) = sgn X. Let v,,(x) = 0. Then 
&, x) = 0 and 9)2(t, 4 = ! O 
if 1x1 at 
t+jx] if 1x1 <t 
are both lipschitzean solutions of yt + a~, = 0. Moreover, a(x) is constant 
except at x = 0 where it makes an upward jump. Therefore it certainly 
satisfies condition M. Finally, A is independent oft so that M(A) = M,(A), 
i.e., every full solution is a Filippov solution. 
We summarize the conclusions of this section in the following theorem. 
THEOREM 2. In addition to the hypotheses of Theorem I, let A(t, x) be such 
that every full solution of (17) on an interval 0 < t < t,, fi uniquely determined 
by its value at to . Then, atthough the Cauchy Probiem (Z)-(Z) does not have a 
uniquely determinedgeneralized solution, it does have a generalized solution which 
is stable under smoothing of the coejkients of (I). This solution is obtained by 
integrating along generalized characteristics and is given explicitly by (23). 
In the following corollary we give some simple sutficient conditions for the 
full solutions to be unique. 
COROLLARY. If A(t, x) is as in Theorem I then the conclusious of Theorem 2 
will be valid if A satisfies any one of the following conditions: 
4’3911 Sk-4 
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(a) A(t, x) is continuous (but not necessarily dzxerentiable) or piecewise 
continuous. 
(b) A(t, x) = A(x), i.e., does not depend upon t. 
(cl <x -Y, A@, 4 - 4, Y)) 3 - K{l x -Y I2 + (t - sj2) (24) 
for all points (t, x) and (s, y) of G. K is any fixed number. 
Notice that (24) implies condition M. 
PROOF. If A is continuous or does not depend upon t then 
WA(t, x)> = N&W, x)> = A@, 4, 
whereas if A is piecewise continuous then 
WA(t, x(t))) = MzV(t, x(t))> = 4 x(t)) 
almost everywhere on [O, T] for any absolutely continuous curve x(t). In 
both these cases therefore, every full solution is a Filippov solution and is 
therefore unique on the left because the Filippov solutions are unique on the 
left. (Condition M and Theorem 10 of [6]). This proves (a) and (b). 
If A(t, X) satisfies (24) then the function A(S) constructed above satisfies 
(~-f,A(Z)-A(jT))>-K~I-~]2. 
Therefore, by Theorem 10 of [6] the Filippov solutions of (21) are uniquely 
determined on the left. But as noticed above this is equivalent to saying the 
full solutions of (17) are unique on the left. This proves (c) and the corollary. 
3. QUASILINEAR CONSERVATION LAW 
We consider the Cauchy Problem defined by the quasilinear equation 
Ut + i -f- fi(C x, u> + & x9 4 = 0 
i=l axi 
(25) 
and the initial condition 
u(0, x) = 240(x). (26) 
We assume that for each fixed (t, x) in G the functions fi , i = l,..., n, and g 
are in Cl(E) and that for u restricted to a bounded interval of El the func- 
tions and their derivatives are bounded and measurable in G. A weak solution 
of the above problem is defined to be (cf. [l], [2], [8]) a function u(t, x) 
belonging to L,(G) such that 
lol”~~+~f~(t.X,U)~..i-R(l x,u)pldtdx+St-ouO(~)~dx=O (27) 
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for all functions ‘p which are locally lipschitz continuous in G, have compact 
support in G and satisfy ~JJ(T, X) = 0. 
It is well known that weak solutions are not uniquely determined by their 
initial values. However, in the case of one space variable (i.e., n = 1) it has 
been shown that uniqueness can be restored if we restrict our attention to 
those weak solutions which satisfy certain additional conditions. There are 
essentially two distinct conditions. 
First, the “entropy condition” of Oleinik [2] which is sufficient for unique- 
ness if the function f = fi is convex or concave in u and second, a condition 
which gives uniqueness even when f is not convex or concave but which is 
applicable only to weak solutions which are piecewise smooth [7]. In this 
section we prove uniqueness in the case YZ > 1 by imposing a condition which 
when n does equal one contains Oleinik’s first named condition, i.e., the 
“entropy condition” as a special case. As in the proof of the Holmgren 
uniqueness theorem the chief problem is to show the existence of a solution 
of a dual problem. 
Let u1 and us be two weak solutions of the Cauchy Problem (25)-(26). We 
shall show that u1 = us almost everywhere in G by showing that 
I G (ul - us) Q dt dx = 0 (28) 
for all functions Q in C,,l(G). To do this we define the functions 
and 
G(t %) =&J ‘J dtJ %)) - &J % u,(t, d> = l % , 44 4 - u&J 4 o z 0, x, u, + 4~ - ~1)) d7 
We now consider the following backward Cauchy Problem 
P(T, 4 = 0, (31) 
where Gh = w,, * G as in Section 1. If there should exist a locally lips&& 
solution to this problem having compact support in G then upon substituting 
(30) into (28) and using the fact that both r+ and us satisfy (27), we obtain 
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where Q is the support of p. Hence, if I v I is bounded independently of h 
and if Q is contained in some compact subset of G which does not depend 
upon h then the right-hand side can be made arbitrarily small. This would 
prove (28). 
We now apply Theorem 1 to show the existence of such a solution y. 
After making the obviously needed change t + T - t and Fi --f - Ai we 
see that the function F = (Fl ,..., F,) must satisfy the following condition: 
(x - y,F(t, 4 -F(t, Y)) < K(t) I x - y 12, (32) 
where K(t) is as in Section 1. If this condition is satisfied then Theorem 1 
assures the existence of a locally lipschitzian solution 9 of the problem (30)- 
(31). Moreover, 9) has compact support in G since v(Z’, x) = 0 and ~‘2 has 
compact support in G. Also from Eq. (8) we see that the support of 9 is 
dependent only upon the support of s2 and the bound for /F I , i.e., it does 
not depend upon h. Finally, we see again from (8) that / y / is bounded by 
But since sup 1 Gh 1 < sup I G I we see that I p I is bounded uniformly in h. 
We have therefore proved the following theorem. 
THEOREM 3. If u1 and u2 are two weak solutions of (25) - (26) having the 
same initial values and if u1 and u2 are such that the function F(t, x) de$ned 
as in (29) satisfies condition (32) then u1 = u2 almost everywhere in G. 
4. CONCLUDING REMARKS 
1. If n = 1, f = fi is convex in u and u1 and us both satisfy Oleinik’s 
entropy condition 
u(t, 4 - f&Y) < q) 9 
X-Y 
then condition (32) is certainly satisfied. Since such solutions are known to 
exist in this case ([2]), we see that the class of solutions referred to in Theo- 
rem 3 is not empty. Under even more stringent conditions, by using the 
methods of [8] it is possible to show that such solutions exist when n > 1. 
But in this case the situation is more complicated and even a moderately 
general theorem showing the persistence in t of condition (32) is wanting. 
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2. In Theorem 2 the condition that A(t, X) be bounded is stronger than 
is required. All that is needed is that / A(t, X) 1 < B(t) where B(t) is summable 
over [0, T]. 
3. The relevance of the work of Filippov for a discussion of weak solutions 
of quasilinear equations has also been noticed by Wu Zhuo-Qun [9]. This 
paper is concerned exclusively with the case n = 1 but some remarks are 
made concerning systems of quasilinear equations. 
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