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We derive a reduced quasi-one-dimensional theory of geometrically frustrated elastic ribbons.
Expressed in terms of geometric properties alone, it applies to ribbons over a wide range of scales,
allowing the study of their elastic equilibrium, as well as thermal fluctuations. We use the theory to
account for the twisted-to-helical transition of ribbons with spontaneous negative curvature, and the
effect of fluctuations on the corresponding critical exponents. The persistence length of such ribbons
changes non-monotonically with the ribbon’s width, dropping to zero at the transition. This and
other statistical properties qualitatively differ from those of non-frustrated fluctuating filaments.
Slender structures appear on many scales in both nat-
ural and man-made systems. Examples vary from the
tendrils and seedpods of plants [1, 2], through man-made
responsive gels and elastomers [3], to nanoscale struc-
tures such as graphene sheets [4] and biomolecular self-
assemblies made of peptides [5], lipids [6, 7], and proteins
[8]. Many of these systems (and others) are frustrated in
the sense that, even when free of constraints, they con-
tain residual stresses. On the nanoscale, such frustra-
tion is particularly likely, either due to a small mismatch
between the molecular assemblies and 3D Euclidean ge-
ometry [9], or because of the accumulation of defects in
crystalline sheets [10, 11].
Present theories address the statistical-mechanical
properties of compatible slender structures [12–16], and
the elastic equilibrium of frustrated thin sheets (incom-
patible plate theory) [17–19]. There is no general theory
for the combination of the two, i.e., one which models
the statistical mechanics of frustrates slender structures.
As indicated by the work of Ghafouri and Bruinsma [20],
who modeled a specific case of a frustrated ribbon, the
behavior of such systems is qualitatively different from
that of ordinary semiflexible filaments.
In this Letter we derive a general theory for the elastic-
ity and statistical mechanics of frustrated elastic ribbons.
A 1D energy functional is derived from the 2D incompat-
ible plate theory. It describes any ribbon, irrespective
of whether or not its geometry is compatible with 3D
Euclidean space. Motivated by recent measurements on
self-assembled supramolecular structures [9, 21–23], we
proceed to apply the model to a specific system possess-
ing negative spontaneous curvature.
In the formalism of incompatible sheets [17], a 2D
membrane is fully described by its metric a and cur-
vature tensor b. Both must satisfy the Gauss-Minardi-
Patterson-Codazzi (GMPC) equations. Every membrane
is equipped also with two intrinsic reference fields, a¯
and b¯, which in general may not satisfy the GMPC con-
straints. A surface configuration can usually comply with
either a¯ or b¯, but not with both, giving rise to resid-
ual stresses. Thus, fluctuations around the equilibrium
configurations of incompatible sheets should perturb the
softer energy terms in the Hamiltonian not around their
minimum, but about some point on a nontrivial energy
landscape, giving rise to new physics.
The elastic 2D Hamiltonian of a thin membrane is
given by [2, 17]:
H =
Y
8(1− ν2)
∫∫ (
tEs +
t3
3
Eb
)
d2A (1)
Es =νTr
2[a¯−1(a− a¯)] + (1− ν)Tr[a¯−1(a− a¯)]2
Eb =νTr
2[a¯−1(b− b¯)] + (1− ν)Tr[a¯−1(b− b¯)]2,
where Es is the stretching content, Eb the bending con-
tent, Y Young’s modulus, ν Poisson’s ratio, t the thick-
ness of the sheet (taken as the smallest length scale in
the system), d2A =
√
det a¯ dudv the surface element (u
and v being a coordinate system on the sheet), a¯, b¯ the
reference metric and curvature, and a, b the actual metric
and curvature (the so-called first and second fundamental
forms of a specific configuration).
We consider a long (length L), narrow (width W ) and
thin (thickness t) ribbon, such that t  W  L. We
select a preferable set of coordinates, (x, y) ∈ [0, L] ×
[−W2 , W2 ], such that the mid-line of the ribbon is given by
(x, 0). We reduce Eq. (1) into a 1D Hamiltonian through
an expansion of the curvatures around the mid-line in
small y (compared to the typical radius of curvature).
The expansion is self-consistent in the sense that a and b
describe a surface (i.e, the GMPC equations hold up to
the required order). Only then do we allow the system
to find the preferred configuration.
Near the mid-line, the reference metric may be approx-
imated by
a¯ =
(
(1 + κ¯gy)
2 − K¯y2 +O(y3) 0
0 1
)
,
provided that W < 2/κ¯g, 2/
√
K¯, where κ¯g = κ¯g(x) is
the reference geodesic curvature of the mid-line, and K¯ =
K¯(x) the reference Gaussian curvature (i.e., if a = a¯
these will coincide with the actual geodesic and Gaussian
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2FIG. 1: Geometric interpretation of the different
curvatures. Left-to-right: kg, l and n (opposite signs),
m.
curvatures). In a similar manner we expand b¯,
b¯ =
(
l¯ m¯
m¯ n¯
)
+O(y).
As before, the elements of b¯ are the curvatures at the
mid-line (and may be a function of the position along the
ribbon). The orders of these expansions for a¯ and b¯ are
chosen such that a consistent expansion of the ultimate
equations of equilibrium is obtained.
While the reference fields (a¯, b¯) may not satisfy any
particular relation, the actual metric and curvature ten-
sors must satisfy the GMPC equations. A self-consistent
expansion of these tensors gives (see supplementary ma-
terial for details),
a =
(
(1 + κ¯gy)
2 − (ln−m2)y2 0
0 1
)
+O(y2), (2a)
b =
(
l +m′y m+ n′y
m+ n′y n
)
+O(y), (2b)
where we have defined ′ ≡ ∂x. In addition, we set
κg = κ¯g, since it is easily shown that deviations from
this equality are too costly energetically.
Inserting the above expressions in the Hamiltonian (1)
and integrating over the narrow coordinate, y, we end up
with
H =
Y
8 (1− ν2)
∫
1
80
tW 5
(
K¯ − ln+m2)2
+
1
3
t3W
[
2(1− ν)
(
W 2
12
(n′)2 (3)
−
((
l¯ − l) (n¯− n)− (m¯−m)2))
+
(
l¯ + n¯− n− l)2 + W 2
12
(m′)2
]
dx.
The first row in Eq. (3) is the stretching content, associ-
ated with deviation from a¯. Other rows are the bending
content, related to the deviation from b¯.
Equation. (3) is the central result of the present work,
providing the energy functional for a wide range of com-
patible and incompatible ribbons. The quasi-1D reduc-
tion significantly simplifies the problem, allowing for an-
alytical solution in simple cases (such as the one treated
below), and the study of thermal fluctuations around the
minimum.
A limit which is often studied is that of an unstretch-
able ribbon. This limit holds when the stretching rigidity
is much larger than the bending rigidity, as in the limit
t → 0 . This limit implies a = a¯, i.e., the system is an
isometric immersion (if it exists) of a¯ in 3D Euclidean
space. If, in addition, we consider the case of a compat-
ible, Euclidean ribbon with no spontaneous curvature,
i.e., K¯ = κ¯g = l¯ = m¯ = n¯ ≡ 0, we recover the known
Sadowsky functional [24, 25],
H =
Y
8(1− ν2)
∫
1
3
t3W (l + n)2 dx
=
Y t3W
24(1− ν2)
∫
(κ2 + τ2)2
κ2
dx, (4)
The last equality was derived by solving for n from the
relation (Gauss’ theorema egregium) nl − m2 = 0 for
a Euclidean membrane, and setting l = κ, m = τ in
accordance with the Frenet-Serret frame.
We now use the Hamiltonian of Eq. (3) to find an an-
alytic solution to the system described in Ref. [23]. This
is the case of a Euclidean reference metric, K¯ = 0, and
spontaneous saddle curvature, l¯ = n¯ = 0, m¯ = k0. Such
intrinsic geometry commonly appears in nano-ribbons
generated by the self-assembly of chiral molecules. These
include lipids [26], peptides [5], and proteins that form
amyloids [27]. The corresponding reference tensors are
a¯ =
(
1 0
0 1
)
, b¯ =
(
0 k0
k0 0
)
. (5)
The Hamiltonian of this specific system is then given by
(omitting the derivatives in Eq. (3), which are small in
this case):
H =
Y
8 (1− ν2)
∫
1
80
tW 5
(
ln−m2)2 (6)
+
1
3
t3W
[
(l + n)
2 − 2(1− ν)
(
ln− (k0 −m)2
)]
dx.
The minimum is found by solving the appropriate
Euler-Lagrange equations (see supplementary material).
By defining dimensionless parameters: w˜ = W/W ∗, σ˜ =
σi/k0 (σi ∈ {l,m, n}), where W ∗ =
(
320(1+ν)
3(1−ν)2
t2
k20
)1/4
, the
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FIG. 2: Comparison between analytical model (solid
lines), and 2D simulations (empty circles). Insets
describe the ribbons configuration before (left) and
after (right) the transition.
solution gets the nifty form:
n˜ = l˜ =
{
0 w˜ ≤ 1
± 12 (1− ν)
√
w˜4−1
w˜2 w˜ > 1
(7a)
m˜ =
{
1
2 (1− ν)
(Ξ˜2(w˜)−(1−ν2)31/3)
32/3(1+ν)Ξ˜(w˜)w˜2
w˜ ≤ 1
1
2 (1− ν) w˜ > 1
(7b)
Ξ˜(w˜)=
[√
(81(1+ν)4w˜4+3(1−ν2)3)+9(1+ν)2w˜2
]1/3
.
The dimensionless pitch and radius of the mid-line, P˜ =
(1 − ν)k0 2pimm2+l2 , R˜ = (1 − ν)k0 lm2+l2 , can be compared
with the solution obtained by 2D finite element numerics
(Fig. 2). Both describe a ribbon that changes its shape
from twisted to helical as it widens.
Eqs. (7) describe a continuous (second order) transi-
tion, at W = W ∗ (w˜ = 1), which separates two regimes:
bending-dominated (i.e., minimization of the bending
content is favored), and stretching-dominated (in which
the solution of the bending-dominated regime becomes
unstable). The ± signs mark a spontaneous symmetry
breaking obtained by flipping a helix inside out (pre-
serving chirality). The twist to helical transition was
observed in experiments and simulations [2, 3, 28], and
the scaling (without numerical prefactors) of the critical
width and existence of these two regimes were estimated
in ref. [2]. Qualitatively similar results were obtained
within a modified 1D worm-like-chain model [20]. The
explicit solution, which we obtain from a controlled ap-
proximation of the 2D elastic problem, allows us to pro-
ceed and study in detail the statistical properties of the
ribbons, on both sides of the transition.
The nature of the elastic transition (Fig. 2) is captured
by its critical exponents, denoted by the conventional
symbols α, β, γ, δ, νw, η [29]. The control parameter
of the transition is the ribbon’s width w˜. Noting that
the most singular behavior is observed for the mean cur-
vature Ω˜ ≡ 12 (l˜ + n˜), we immediately find the critical
exponents α = 0, β = 12 , γ = 1, δ = 3. These results
are presented in the supplementary material.
We now turn to thermal fluctuations around the
ground state, as these affect various observable proper-
ties of nanoribbons, such as the distributions of radius
and pitch, and the persistence length. We expand the
Hamiltonian (3) around its equilibrium values to second
order in the fluctuations ∆σi (σi ∈ {l,m, n}), so that
H = Heq +
∫
H(2)ij ∆σi∆σj dx, (8)
where H
(2)
ij =
∂2H
∂σi∂σj
and we adopt the summation con-
vention. Transforming to Fourier space (x/W ∗ → q),
and keeping only leading contributions near the transi-
tion, we obtain H − Heq ∝
∫
(A±|δw˜| + B±q2)|∆Ω˜|2 dq
(See supplementary material for details), where A±, B±
are positive constants with different values below (−) and
above (+) the transition. This calculation leads to the
modified (but expected) values α = 32 , νw =
1
2 , η = 0,
while β, γ, δ remain unchanged. Due to the one dimen-
sionality of the system ,the critical exponent α has an
atypical value. It is readily verified that the hyperscaling
relation, 2− α = νwd, is satisfied with d = 1.
Calculating the fluctuations of the pitch and radius,
within the Gaussian approximation, and integrating out
∆n, we have
〈∆P˜ 2〉 = kBT
LY k
3/2
0 t
7/2
H˜−1pp (9a)
〈∆R˜2〉 = kBT
LY k
3/2
0 t
7/2
H˜−1rr (9b)
〈∆P˜∆R˜〉 = kBT
LY k
3/2
0 t
7/2
H˜−1rp (9c)
where H˜ is the dimensionless Hamiltonian. The functions
H˜−1ij are shown in Fig. 3 as a function of w˜. The cal-
culation and expressions are given in the supplementary
material.
At the critical width, the fluctuation of the radius di-
verge due to the existence of an infinitely soft mode. In-
cluding the spatial (q) dependence of the fluctuations is
important as it changes the divergence from |w˜ − 1|−1
(q = 0 case) to |w˜ − 1|−1/2. Right above the transition
(w˜ > 1), the pitch and radius are negatively correlated
(i.e., changes in the radius usually occur with an opposite
change in the pitch). As the ribbon widens, the corre-
lations change sign to become positive. This implies a
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FIG. 3: Correlation and fluctuations as a function of
(unitless) ribbon width, in the case of ν = 0. H˜−1rr in
solid blue, H˜−1rp in dot-dashed green, H˜−1pp in dashed red.
Inset: a ‘zoom out’ view. Note that fluctuations in P˜
are finite (though discontinuous). For ν 6= 0, features
remain the same, though values vary.
change in the nature of the system’s eigenmodes (and its
response to small perturbations around the ground state)
from over-winding to unwinding.
Knowing the fluctuations, we can calculate the persis-
tence length, characterizing the bending fluctuations of
the ribbon’s mid-line, lp = limL→∞ 12L 〈~r2〉, where ~r is the
ribbon’s end-to-end vector. Intuitively, one expects the
stiffness of the mid-line, and therefore lp, to increase with
the ribbons width, as indeed is found in non-frustrated
ribbons [16]. Using the same formalism as in [30], we
find that the persistence length is non-monotonic in the
width. Instead of continually increasing, it drops to zero
at the critical width. We find that near the transition,
lp = C±
√
|w˜ − 1|,
where C± are different positive constants below and
above the transition. Again, this result crucially depends
on the integration over all q of the fluctuations (yielding
an exponent of 1/2 instead of 1). Far above the transi-
tion, asymptotically, we have
lp
w˜1−−−→ 2
3
Y t3
kBT
W ∗
(1− ν2) w˜.
This is a much larger result compared to non-frustrated
ribbons, which is a direct consequence of the frustration.
We conclude with a few possible implications of our re-
sults for future experiments. The pitch and radius asso-
ciated with the twist-to-helical transition (Fig. 2) can be
measured in nanometric self-assembled structures. Sim-
ilar curves were found in macroscopic systems [2], while
for the nanometric system of [5] it was only qualitatively
characterized. Our work provides new results regarding
the statistical nature of thermal systems — specifically,
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FIG. 4: Dimensionless, normalized persistence length
l˜p =
3(1−ν2)
2
kBT
Y t3W∗ lp. with
kBT
Y t3W∗ = ψ = 0.01 (solid
blue),ψ = 100 (dashed red). Dotted green is the
asymptote l˜p = w˜ .
the fluctuations in pitch and radius, and their correla-
tions, and the persistence length of the ribbon’s axis.
The pitch and radius may be observed using electron mi-
croscopies [9, 21]. The persistence length and its unusual
dependence on the ribbon’s width can be measured using
light scattering. In particular, our theory predicts that,
close to the transition, the persistence length should be-
come very small. Under these conditions long ribbons
should behave as random coils. The properties of a sus-
pension of such ribbons should qualitatively change and
resemble a solution of flexible polymers [31].
We expect the results presented here, and in particular
the reduced Hamiltonian of Eq. (3), to be relevant to a
range of biological, chemical, and condensed matter sys-
tems, in which fluctuating frustrated ribbons are known
to exist.
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Appendix A: Derivation of the Quasi-1D Hamiltonian
This section includes a detailed derivation of Eq. (3) of the main article. We start with Eq. (1) and expand the
curvature in a¯ and b¯ in powers of the narrow |y| < W/2 coordinate. We find that (to zeroth order)
a¯ =
(
(1 + κ¯gy)
2 − K¯y2 +O(y3) 0
0 1
)
,
b¯ =
(
l¯ m¯
m¯ n¯
)
+O(y),
where all the reference curvatures are estimated at the mid-line and may be functions of the x coordinate. We now
need to expand both a and b to the appropriate order. We first write:
a '
(
(1 + κgy)
2 −Ky2 αy + βy2
αy + βy2 1 + γy + δy2
)
b '
(
l + l1y m+m1y
m+m1y n+ n1y
)
where we have expanded a to 2nd order in a similar manner to what we have done for a¯. The expansion of b
is straightforward. Next, we require self-consistency by solving the GMPC equations (in a perturbatively. These
equations are given, to the leading order, by
K +
1
2
γκg + α
′ − (ln−m2) = 0 +O(y)
l1 = m
′ + κg(l + n) +O(y)
m1 = n
′ − κgm+ 1
2
γm+ αl +O(y),
where ′ denotes a derivative along x. We can now calculate the Hamiltonian (by substituting these expressions for
the fields, and integrating over y), and write the equations of motion. It can then be immediately shown that the
solution for γ, α, κg is always (as long as W  t):
κg = κ¯g
α = 0
γ = 0.
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2This result is not surprising, as deviations of lower orders in a − a¯ are energetically expensive. This can be seen by
the following scaling argument (in principle similar to the one in Ref. [1]).
Since we assume a frustrated ribbon (otherwise there is no problem to achieve a = a¯ exactly), we compare the
leading terms of the stretching content (when b ' b¯), and bending content (when a ' a¯). Assuming that in a bending-
dominated regime, the linear order of a has some scale κ, while the linear order in a¯ has a typical scale κ¯, then the
stretching content scales as (κ − κ¯)2W 3t. On the other hand, in a stretching-dominated regime, deviation from b¯
scales as k − k¯, where k, k¯ are the curvature scales of b, b¯. Hence, the bending content scales as (k − k¯)2t3W . If we
are to allow significant deviations from a¯ we must have some regime such that the bending content dominates over
the stretching content. One then requires- (κ− κ¯)2W 3t < t3(k − k¯)2W ⇒ W < t| k−k¯κ−κ¯ |. As W  t, this can happen
iff either κ is infinitely close to κ¯, or k is infinitely far from k¯. Since the latter does not happen (otherwise our basic
assumption that t is the smallest scale in the system would be violated, hence Eq. (1)), we must conclude that the
former is the only possibility. Thus, we may set κ = κ¯ . We then find that the deviation from a¯ (stretching content)
actually scales, to leading order, as W 5, which gives rise to the same scaling argument as found in Ref. [1]. It is
worth noting that a significant deviation from a¯ (i.e., including in zeroth and linear terms in y) may arise in cases of
non-trivial boundary conditions.
We thus find that
a '
(
(1 + κ¯gy)
2 −Ky2 βy2
βy2 1 + δy2
)
,
b '
(
l + l1y m+m1y
m+m1y n+ n1y
)
,
and the GMPC equations are of the form
K = (ln−m2) +O(y) (A2a)
l1 = m
′ + κg(l + n) +O(y) (A2b)
m1 = n
′ − κgm+O(y). (A2c)
We notice that Eqs. (A2b) and (A2c) include the next order correction of b. However, we note that derivatives along
x may diverge (e.g. when there is a discontinuity in b¯); hence, this part must be included in our expansion of b. We
also note that within the required accuracy (0th order in the curvatures) the quadratic terms in a, except the one in
a11, do not contribute, and hence may be omitted. Finally, we conclude (using Eqs. (A2)),
a '
(
(1 + κ¯gy)
2 − (ln−m2)y2 0
0 1
)
,
b '
(
l +m′y m+ n′y
m+ n′y n
)
, (A3)
as in Eqs. (2a) and (2b) of the main text.
Appendix B: Critical Exponents
In this section we calculate explicitly the critical exponents of the systems. For simplicity, calculations are given for
the case of vanishing Poisson ratio, ν = 0; the critical behavior for ν 6= 0 remains the same. We start by calculating
γ and δ. To this end we must introduce an external field. Since the mean curvature Ω is our order parameter, one
can insert an external field as l¯, n¯, or a combination of both. We notice that the Hamiltonian (Eq. (1)) (and hence
also Eq.(3)), is symmetric under rotation of the principal axes of curvature in b¯. In the case of our 1D model, the
mechanical and thermodynamic properties remain invariant under rotation, though the form of the solution may
3change. Hence, each b¯ of the form (
l¯ k0
k0 n¯
)
with small enough l¯ and n¯ may be rotated to get the form of(
0 k0
k0 αk0
)
,
where we have assumed that α is arbitrarily small, and hence the off-diagonal elements (m¯) remain essentially the
same. It is therefore sufficient to consider this case only. It is worth mentioning that an exact solution to the problem
just defined exists, although it is quite cumbersome. We will restrict the discussion here to the simplest approximation
required to evaluate the critical exponents.
We now substitute the above expression into our model, and find small corrections to the Euler-Lagrange equations.
That is, we write σi ≡ σi,0 + δσi, (σi ∈ {l,m, n}) and expand the E.L. equations to leading orders, assuming (since
α is small) δσi’s are small too. We also define
δΩ =
1
2
(δl + δn),
δθ =
1
2
(δl − δn),
δw˜ = w˜ − 1,
and linearize the equations in δw˜. At the critical width δw˜ = 0 we have
− 2α− 16δθ2δΩ− 16δm2δΩ− 16δmδΩ + 16δΩ3 = 0 (B1a)
2α+ 16δθ3 + 16δθδm2+
16δθδm− 16δθδΩ2 + 8δθ = 0 (B1b)
16δθ2δm+ 8δθ2 − 16δmδΩ2+
16δm3 + 24δm2 + 16δm− 8δΩ2 = 0. (B1c)
As all parameters are assumed small we may write the above equations by keeping only leading orders
− 2α+ 16δΩ3 = 0 (B2a)
2α+ 8δθ = 0 (B2b)
16δm = 0, (B2c)
where we have used the fact the Eqs.0 (B2b) and (B2c) contain a linear term to simplify Eq. (B2a). From this one
immediately sees that the exponent δ = 3.
By taking the derivatives (with respect to α) of the linearized E.L. equations near the transition, and approximating
them at α = 0, we find that χ = ∂αΩ|α=0 satisfies, near the transition,
χ =
2
48δΩ2 − 16δw˜ , (B3)
where we have kept only terms up to linear order in δw˜, and used the fact that near the transition, δm is either 0
4(above) or ∼ δw˜. Thus, near the transition,
χ ∼
{
1/(16δw˜) δw˜ > 0
−1/(8δw˜) δw˜ < 0 , (B4)
i.e., the exponent γ = 1.
We include spatial derivatives. The Hamiltonian is given by
H =
Y
8 (1− ν2)
∫
1
80
tW 5
(
ln−m2)2 + 1
3
t3W
[
(l + n)
2
+
W 2
12
m′2−2(1− ν)
(
ln− (k0 −m)2 − W
2
12
n′2
)]
dx. (B5)
We compute the partition function-
Z ' Zeq
∫
D[{∆σi}]e−βH(2)[∆σi], (B6)
(B7)
where β = 1/kBT ,
H(2) =
Y
8 (1− ν2)
∫
1
80
tW 5
(
(−∆nl −∆ln+ 2∆mm)2 + 2 (∆m2 −∆n∆l) (m2 − ln))
+
1
3
t3W
[
W 2
12
(∆m′)2 + (∆n+ ∆l)2+2(1− ν)
(
∆m2 −∆l∆n+ W
2
12
(∆n′)2
)]
dx. (B8)
is the second order expansion of the Hamiltonian around the equilibrium solution, and the σi’s are given in Eqs. (7).
Since the Hamiltonian includes derivatives, there arises the need to use Fourier transformation. This requires
some discussion relating the effective dimensionality of the system. It is clear, physically, that at high enough
wavenumbers, the effective 1D description of the system is not valid anymore. At wavenumbers of order O(1/W ), the
one-dimensionality of the system breaks down and one must treat it as a 2D system (allowing fluctuations along the
y direction).
As most of the singular behavior occurs at small wavenumbers we therefore limit the sum to q . 1/W , keeping
in mind that there is another, nonsingular, part. By changing into dimensionless variables (qW ∗ → q) we find the
Hamiltonian
H(2) =
Y k
3/2
0 t
7/2
8 (1− ν2)
1∫
−1
1
80
w˜5
(∣∣∣−∆n˜l˜ −∆l˜n˜+ 2∆m˜m˜|2 + 2(|∆m˜|2 −<(∆n˜∆l˜†))(m˜2 − l˜n˜))
+
1
3
w˜
[
w˜2
12
q2|∆m˜|2 + |∆n˜+ ∆l˜|2+2(1− ν)
(
|∆m˜|2 −<(∆l˜∆n˜†) + w˜
2
12
q2|∆n˜|2
)]
dq, (B9)
where † marks complex conjugation.
For simplicity, we integrate out ∆n˜. This results in an effective Hamiltonian, with the same critical behavior as the
original one, in which ∆l˜ are the fluctuations of the order parameter (and not ∆l˜ + ∆n˜). It is easily verified that no
singular behavior is added or removed (as the coefficient of |∆n˜|2 is non-singular). We now write H(2) in a matrix
form (over ∆l˜ and ∆m˜ near the transition w˜ = 1).
H(2) = Y k
3/2
0 t
7/2 (
5
3 )
1/4
3
√
2
∫
Hij∆σ˜i∆σ˜j dq,
where i, j ∈ {2, 3}, and find that below the critical width (δw˜ < 0):
Hll = q
2
q2 + 6
−
(
144 + 6q2 − q4)
(q2 + 6)
2 δw˜ (B10a)
Hlm = 0 (B10b)
Hmm =
(
q2 + 96
)
12
+
(
q2 + 80
)
4
δw˜ (B10c)
5and above the transition (δw˜ > 0),
Hll = q
2
q2 + 6
+
(
576 + 114q2 + 5q4
)
(q2 + 6)
2 δw˜ (B11a)
Hlm = −
4
(
q2 + 12
)
q2 + 6
√
δw˜ (B11b)
Hmm = 1
12
(
q2 + 96
)
+
(
192 + 102q2 + q4
)
4 (q2 + 6)
δw˜. (B11c)
It is immediately seen that the singular behavior comes solely from the Hll terms.
We calculate H−1 (as both correlations and the partition function are essentially functions of it), using the fact
that |q| < 1 (so that we may discard orders higher than quadratic). Keeping only singular contributions, we find that
below the transition
(H−1)ll = 6
q2 − 24 δw˜ (B12a)
(H−1)lm = 0 (B12b)
(H−1)mm = 1
8 + q2/12 + 20 δw˜
, (B12c)
and above it
(H−1)ll = 6
q2 + 48 δw˜
(B13a)
(H−1)lm = 6
√
δw˜
q2 + 48 δw˜
(B13b)
(H−1)mm = q
2 + 96δw˜
8q2 + 384 δw˜
. (B13c)
Notice that the most singular behavior comes from the (H−1)ll element. Hence, it is sufficient to study its contribution
alone.
The correlations of the order parameter are given by
〈∆l˜(q)∆l˜(q′)〉 ' 〈∆l˜2〉δ(q + q′), (B14)
〈∆l˜2〉 ' kBT
Y k
3/2
0 t
7/2
3
√
2
( 53 )
1/4
6
q2 + ξ−2
, (B15)
where we have defined the dimensionless correlation length to be
ξ = ξ±/
√
|δw˜|, (B16)
and ξ± is either 1/48 or 1/24 depending on the sign of δw˜. Hence, it is clear that νw = 1/2.
The spatial correlation is given by
〈∆l˜(0)∆l˜(r)〉 = 1
2pi
1∫
−1
〈∆l˜2〉e−iqr dq + ... (B17)
where r is the dimensionless distance between two points on the ribbon’s mid-line. Given the expression (B15), we
can easily calculate this integral near the transition by defining µ = ξq:
〈∆l˜(0)∆l˜(r)〉 ∝ ξ
ξ∫
−ξ
e−iµr/ξ
µ2 + 1
dµ+ ...
Close to the transition we may take the bounds of integration to ±∞ (indicating that near the transition, the systems
6may indeed be treated as 1D), so that
〈∆l˜(0)∆l˜(r)〉 ∝ kBT
Y k
3/2
0 t
7/2
√|δw˜|e− |r|ξ ,
where we have used (B16). This result (though strictly divergent at the critical point) means η = 0.
Finally, calculating the contribution to the “specific heat” is straightforward. Near the transition, the most singular
eigenvalue of H−1 is (H−1)22; hence we find the dimensionless free energy,
βF ∝ −1
2
∫
log
[
kBT
Y k
3/2
0 t
7/2
6
q2 + ξ−2± |δw˜|
]
dq. (B18)
Using the relation C ∝ −∂2δw˜F we find that
C ∝
∫
1
(q2 + ξ−2)2
dq ∝ ξ3
∞∫
∞
1
(µ2 + 1)2
dµ
C ∝ 1|δw˜|3/2 , (B19)
thus α = 3/2 .
Appendix C: Dimensionless Correlation/Fluctuation function
In this appendix we give results for the case of vanishing Poisson ration, ν = 0, If it is finite, the critical behavior
remains the same, while the numerical factors may change somewhat. As in Appendix B, we first integrate out ∆n˜.
Subsequently, we change variables from ∆l˜, ∆m˜, to ∆R˜, ∆P˜ . Above the transition (w˜ > 1) we find
H−1rr = Ψ
w˜4
(
2w˜8 − 6w˜4 + 5)
w˜4 − 1 (C1a)
H−1rp = Ψ
piw˜2
(
4w˜8 − 6w˜4 − 3)√
w˜4 − 1 (C1b)
H−1pp = 2Ψpi2
(
8w˜8 + 4w˜4 + 1
)
, (C1c)
where
Ψ =
3
√
2
( 53 )
1/4
8w˜7
(1− 2w˜4)4
Below the transition (w˜ < 1)
H−1rr =
4× 35/3√2
4
√
5
3
w˜15
/[
35/6Ξ2/3Σ +
(
9
3
√
Ξ + 8 32/3
)
w˜12 −
√
3
3
√
ΞΣw˜4 +
(
10
3
√
3
3
√
Ξ + 3
)
3
√
Ξ
(−w˜8)] (C2a)
H−1rp = 0 (C2b)
H−1rr =
32× 9× 35/3√2
4
√
5
3
pi2Ξ2w˜19
/[(
6
√
3
3
√
ΞΣ+
(
3 32/3
3
√
Ξ +
3
√
3
)
w˜8 − w˜4Ξ2/3
)(
Ξ2/3 − 3
√
3w˜4
)4]
, (C2c)
where
Σ =
√
27y16 + y12,
7Ξ =
√
3Σ + 9y8.
Appendix D: Calculating the Persistence Length
Calculation of the persistence length is done with a slight generalization of the formalism shown in Ref. [2] to
non-diagonalized matrices.
We start from the definition of the persistence length,
lp = lim
L→∞
1
2L
〈~r2〉 = lim
L→∞
1
L
L∫
0
ds
s∫
0
ds′〈~t(s) · ~t(s′)〉, (D1)
where ~r is the end-to-end vector, ~t(s) is a unit vector tangent to the ribbon along the mid-line, 〈X〉 is the thermody-
namic average of X, s is the distance along the mid-line, and L is the length of the ribbon.
If the ground state configuration has constant curvatures along the mid-line, then
〈~t(s)~t(s′)〉 =
[
e−Λ(s−s
′)
]
33
, (D2)
where
Λ = Ω +
kBT
2
(
I2×2Tr(H−1(2))−H−1(2)
)
. (D3)
Here I2×2 is the 2× 2 unit matrix,
H(2) =
 Hll Hlκg HlmHκgl Hκgκg Hκgm
Hml Hmκg Hmm

is the bending moduli matrix (the coefficients in the 2nd-order expansion of the 1D Hamiltonian in fluctuations around
its ground state). Notice that in our case Hiκg is very large, and we may take it as infinite).
Ω =
 0 m −κg−m 0 l
κg −l 0

is the infinitesimal rotation matrix, where we have identified the curvatures with Kirchoff’s rotation vector formalism.
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