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a b s t r a c t
The notion of using a meta-heuristic approach to solve nonlinear resource-leveling
problems has been intensively studied in recent years. Premature convergence and
poor exploitation are the main obstacles for the heuristic algorithms. Analyzing the
characteristics of the project topology network, this paper introduces a directional ant
colony optimization (DACO) algorithm for solving nonlinear resource-leveling problems.
The DACO algorithm introduced can efficiently improve the convergence rate and the
quality of solution for real-project scheduling.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Given the finite nature of resource availability, a project scheduling may have to be modified so that the project can be
successfully performed. Resource-leveling optimization as a project scheduling management technique has been widely
studied in the construction and manufacturing industries for solving nonlinear resource allocation problems by searching
for the best start time for each activity. Many analytical and heuristic models have been developed for solving nonlinear
resource-leveling optimization problems. In computational biology, meta-heuristics such as genetic algorithms, particle
swarm optimization approaches and taboo searches have been used for solving such nonlinear resource-leveling problems.
For example, Leu [1] suggested a genetic algorithm optimization for tackling the resource-leveling issue in construction;
Roca [2] proposed amulti-objective genetic algorithm-based solver for optimizing the extended resource-leveling problem.
However, the premature convergence and poor exploitation, which are the main drawbacks of meta-heuristics, have
attracted increasing attention from researchers and engineers.
This paper employs a directional ant colony optimization (DACO) approach to solve nonlinear resource-leveling problems.
The activity-on-node-based DACO technique is effective and efficient in dealing with premature convergence or poor
exploitation, and it has an advantage of not translating the real data into code, as compared with genetic algorithms. Simple
random exploitation is carried out in the ACO approach, while theDACO algorithm is designed to search for a promising path
in the area considered. It is a directional search that combines a globally optimized trail, the local best path and random
exploitation for resource-leveling optimization. The original idea of ACOwas proposed by Dorigo [3,4] for searching for the
optimal path in a graph.
2. Resource-leveling optimization
Resource-leveling optimization is an important part of projectmanagement. It is carried out by adjusting the float time of
non-critical activities in the project network, which consists of a set of activities together with certain precedence relations
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Fig. 1. Dummy network topology. Note: Ac , Ae, . . . , Ai, Aj represent non-critical path activities; ES***LS denote the total float of a non-critical path activity.
among them. There are three assumptions for the project network optimization, which are: (a) the total project duration
is fixed; (b) each activity cannot be split; (c) resource demand is kept constant throughout the whole project scheduling.
Project scheduling is based on two kinds of topology networks, i.e., activity-on-node (AoN) networks and activity-on-arc
(AoA) networks. In this study, a network of the former kind (AoN) is used as the optimized network since each project
scheduling can be uniquely described by an AoN network. ACO algorithms use ants to search for a promising path by sensing
the depositing of information on the edge between the two nodes by other ants. AoN networks use nodes to represent
project activities Ai = (A0, A1, A2 . . . An, An+1). A0 is the dummy start activity that has no predecessor, and An+1 is the
dummy end activity that has no successor. The dummy start and end activities have no resource requirements and have no
time consumption.
In the traditional project management, CMP and PERT techniques are used to search for the critical path, the earliest start
time (ES), the earliest finish time (EF ), the latest finish time (LF ), the latest start time (LS) and the total project duration.
However, the two techniques have very poor performance on controlling the nonlinear resource-leveling issues because it
is difficult to determinewhat time is the best for non-critical path activities. The non-critical path activities can use the slack
time between ES and LS to influence the construction resource profiles. This means that each non-critical path activity Aj
has a set of numerical arrays [ESAj, LSAj] and these activities build up a dummy network topology as shown in Fig. 1.
How to choose the best start time for the non-critical path activities is the core issue in nonlinear resource-leveling
optimization. Mathematical models such as integer programming, dynamic programming and branch-and-bound models
have been used to search for an accurate solution, but these analytical models are either computationally infeasible or may
lead to combinatorial explosion if the project under study is large or complicated. To overcome these defects, ant colony
optimization, which is one of the heuristic approaches, is improved in this paper.
3. Improved ant colony optimization
ACO shares many similarities with other evolutionary algorithms for solving nonlinear resource-leveling optimization.
The main idea of ACO’s search capability simulates a social behavior such as an ant searching for a promising path between
the food and the nest from others’ deposited pheromone trails. Dorigo [5] suggested ACO for solving the traveling salesman
problem. In 2002Markle et al. [6] were the first to employ ACO to solve the resource-constrained project scheduling problem
(RCPSP). Chen [7] combined the ant colony optimization with the scatter and local search methods for RCPSP in 2010.
3.1. The principle of the ACO algorithm
The general principle of the ACO algorithm is to use an ant for choosing the next subject on the basis of the following
formula:
pkij =
[τij]α[ηij]β∑
l∈A
[τil]α[ηil]β , (1)
τij(t + 1) = (1− ρ) ∗ τij(t)+ ρ∆τij(t), (2)
∆τij(t) =

1/T , if (i, j) ∈ the best schedule,
0 otherwise, (3)
ηij = max LF(j,−)− LF(j)+ 1, (4)
where pkij is the probability of the kth ant selecting activity j from the ith activity; τij is the pheromone concentration on the
edge from activity i to activity j; ηij is the visibility [6], which is a heuristic value with different specific meanings in different
problems; α is the importance of the pheromone information; β denotes the importance of the heuristic information;
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Fig. 2. Ant directional topology network. Note: ES: the earliest start time of activities, LS: the latest start time of activities, d: the duration of activities, r:
the amount of resources.
ρ ∈ [0, 1] is the pheromone evaporation parameter; ∆τij(t) is the pheromone information gain; T denotes the makespan
of the best schedule found; LF(j,−) are the latest start times of the jth successor activities; LF(j) is the latest start time of
the jth activity.
3.2. The principle of DACO
According to the characteristic of the project topology network, the node is numbered on the basis of topology
information such that the data and the signals passing over the network travel in one direction. As a result, the choosing
process is effective because a swarmof ants search for the promising path node by node. Fig. 2 shows the directional topology
network of an ant searching for a promising path.
In this paper, with the combination of the characteristics of the ACO algorithm and the directional topology network,
a directional ant colony optimization (DACO) algorithm is proposed for nonlinear resource-leveling project scheduling
problems, to improve the convergence rate and the solution quality for real-project processes. The DACO approach employs
a swarm of ants to search for the promising path node by node along one direction, and taboo lists are set up at the critical
activity nodes. The number of ants is determined by both the slack time and the number of non-critical activities between
adjacent critical activities. The number of ants should be more than for the model of the slack time of the non-critical
activities and should increase with increase in the number of non-critical activities between adjacent critical activities. The
number of ants is highly related to the complexity of the project topology network and the number of iterations.
To solve the nonlinear resource-leveling optimization problem, an ant searches for the promising time between the
earliest start time and the latest start time in a non-critical activity based on the following equations:
thj = int(αr1tgi + (1− α)r2t li ), (5)
tgi ← Rgi = min

Rpi
← Rpi = max t|Rpi (t) , t = 1, 2,Λ, T p = 1, 2, . . . , (6)
Γ icd ← tpi ← Rpi (t) when Rpi = max{Rpi (t)} > Rgi t = c, d p = 1, 2, . . . , (7)
t li ← Rli = max{Rpi } when Rpi = max{Rpi (t)} < Rgi t = c, d p = 1, 2, . . . , (8)
tpj = int(βr1tpi + (1− β)r2ti), and tj ⊄ Γ =
(−,i)
cd∈C
Γ icd. (9)
Assuming that an ant is the head of the swarm and it has precedence for the next iteration, hence, thj is the trail of the
head ant in the next generation; tgi is the globally optimized path of ants searching in the current generation; t
l
i is the local
best path of ants searching in the current generation; α is a factor controlling the global and local best paths in the current
generation for the head ant in the next generation; β is an impact factor for the other ants for searching for the path in the
next generation; r1 and r2 are two random numbers in the range of [0, 1]; Rpi (t) denotes the daily resource demand in time
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t; tpi denotes a trail that is found by ants; T is the total duration; c–d is the set of adjacent critical activities in the project
network; Γ icd is the taboo list of the adjacent critical activities c–d in the ith iteration; Γ is the total taboo list up to the
current iteration.
3.3. Fitness functions of DACO
To improve the quality of solution, we employ the peak of resource consumption Rmax and deviation of the day-to-day
resource consumption∆R to control the resource profile.
f1(t) = min

Rimax
← Rimax = max t|Ri (t) , t = 1, 2,Λ, T , (10)
∆Rimax = max

t|Ri (t)− Ri (t − 1) , t = 1, 2,Λ, T , (11)
∆Rimin = min

t|Ri (t)− Ri (t − 1) , t = 1, 2,Λ, T , (12)
f2(t) = min

∆Ri∗
← ∆Ri∗ = ∆Rimax + ∆Rimin . (13)
The maximum value of the daily resource consumption and the deviation of the day-to-day resource consumption are
used for the fitness function in the DACO approach. Ri(t) represents the daily resource consumption in the ith iteration; Rimax
is the peak of the daily resource consumption in the ith iteration; ∆Rimax represents the deviation peak of the day-to-day
resource consumption in the ith iteration,∆Rimin denotes the deviation trough of the day-to-day resource consumption in the
ith iteration;∆Ri∗ is the deviation of the day-to-day resource consumption in the ith iteration. Compared against the square
variances σ 2, as fitness functions for meta-heuristic approaches, as reported in the extensive literature, the component
indexes have good performance for improving the quality of solution and the convergence rate. The calculation formula for
the square variance σ 2 is
σ 2 = 1
T
∫ T
0

R (t)− R2 dt, (14)
where T is the total duration; R (t) is the daily resource consumption intensity at time t; R is the mean value of the resource
consumption strength.
R(t) can be expressed as
R (t) = (Rmax − R)h(t)+ R, (15)
in which h(t) is an assistant function; Rmax is the peak of the resource consumption intensity.
By combining with Eq. (15), Eq. (14) can be rewritten as
σ 2 = 1
T
∫ T
0

(Rmax − R)h(t)
2
dt. (16)
Taking the derivative of Eq. (16), we obtain
dσ 2(Rmax)
dRmax
= 1
T
∫ T
0
2h2(t)(Rmax − R)dt. (17)
As h2(t) ≥ 0 and (Rmax−R) ≥ 0, and then dσ 2(Rmax)dRmax ≥ 0, this illustrates that σ 2 and Rmax have the same change tendency.
Since Rmax is a single evaluating index andmore feasible in the local adjustment, it is used as the fitness function in this study.
However, using Rmax as the only evaluating index, we usually got a group of results that include some poor solutions. For
searching for the best optimal solution, in this paper, we employ the deviation of day-to-day resource consumption ∆R as
the auxiliary function, which is helpful for searching for the best optimal result.
The DACO algorithm can be implemented by usingMATLAB2009b through the following procedures:
Step 1: Initialize the parameters and set up the taboo list at each critical node (activity) except the dummy nodes.
Step 2: Allocate a group of ants to the starting node.
Step 3: Employ every ant to walk node by node until it reaches the last node.
Step 4: Appoint the ant who has found the global best trail in the current generation as the head ant (it has precedence in
the next generation).
Step 5: Update the head trail by using Eq. (5).
Step 6: Update the global and the local best paths, the other trails and the taboo list by using Eqs. (6)–(9).
Step 7: Evaluate the newest result by using f1 and f2, then decide whether it is necessary to repeat steps 2–6 or not.
4. Experimental results and discussion
4.1. Experimental results
In order to test the performance ofDACO for the topology network in Fig. 2 as an experiment,we compare itwithACO-Rmax
and ACO-σ 2. α and β as the main parameters have been studied by Bottee et al. [8] and Michels et al. [9]. The parameters in
2304 J.-q. Geng et al. / Computers and Mathematics with Applications 61 (2011) 2300–2305
Table 1
Convergence rates of the three algorithms.
Ten times Average Square variance
1 2 3 4 5 6 7 8 9 10
ACO-Rmax 42 50 44 43 32 40 44 41 39 45 42 19.6
ACO-σ 2 72 68 68 80 61 70 69 69 71 66 69.4 20.84
DACO 29 23 21 28 22 14 27 19 17 21 22.1 21.09
Table 2
Data for resource-leveling optimization. Note: Rmax represents the peak of resource consumption intensity, Rmin is the trough of resource consumption
intensity, ∆Rmax represents the deviation peak of day-to-day resource consumption, ∆Rmin denotes the deviation trough of day-to-day resource
consumption, σ 2 represents the square variance.
Start time of each activity Schedules Evaluation indexes
1 2 3 4 5 6 7 8 9 Rmax Rmin ∆Rmax ∆Rmin σ 2
ACO-Rmax
0 3 8 7 8 15 13 12 18 A 4.10 0.50 2.50 −2.60 1.635
0 3 8 7 8 16 13 12 18 B 4.10 0.71 2.50 −2.60 1.524
0 3 8 7 8 16 13 12 18 C 4.10 0.71 2.50 −2.60 1.524
0 3 8 7 8 15 14 12 18 D 4.10 0.50 2.50 −2.60 1.635
0 2 8 7 7 16 13 12 18 E 4.10 0.71 2.39 −2.00 1.400
0 4 8 7 7 15 15 12 18 F 4.10 0.71 2.00 −1.50 1.339
0 4 8 7 7 16 14 12 18 G 4.10 0.71 2.00 −1.50 1.399
0 4 8 7 7 16 15 12 18 H 4.10 0.71 2.00 −2.03 1.399
ACO-σ 2
0 4 8 7 7 15 15 12 18 F 4.10 0.71 2.00 −1.50 1.339
0 4 8 7 7 16 14 12 18 G 4.10 0.71 2.00 −1.50 1.399
0 4 8 7 7 16 15 12 18 H 4.10 0.71 2.00 −2.03 1.399
DACO 0 4 8 7 7 15 15 12 18 F 4.10 0.71 2.00 −1.50 1.3390 4 8 7 7 16 14 12 18 G 4.10 0.71 2.00 −1.50 1.399
the ACO-Rmax and ACO-σ 2 algorithms for this experiment are set up as follows: α = 1, β = 0.5, ρ = 0.75. The parameters
in the DACO approach are set up as follows: α = 0.5, β = 0.5. To compare the stability of these algorithms, the instance is
run ten times on the basis of different random number seeds, as 100 iterations by five ants inMATLAB2009b. The details of
the experiments conducted are given below.
From Table 1, we can see that the instance has run 100 iterations ten times, with average convergence rates (CR),
e.g. CRACO-Rmax = 42, CRACO-σ 2 = 69.6, and CRDACO = 22.1. Obviously, the convergence rate (CR) of the DACO algorithm
has been improved. From the comparison of the square variances of the convergence rates (CR) in the three algorithms, we
see that they have almost the same value. Therefore, we can draw the conclusion that the three algorithms have the same
stability for searching for the solution.
By analyzing the data in Table 2, we can get eight project schedules. The project schedules A–H are obtained from
the ACO-Rmax approach. This means that only using Rmax as the fitness function can improve the convergence rate, but
cannot obtain the best optimal result. The drawbacks of the ACO-Rmax approach are unavoidable, because it is given by the
characteristic of a single evaluating index. F, G, and H are obtained by the ACO-σ 2 algorithm. By comparison of the data in
Tables 1 and 2, we obtain that the convergence rate of the ACO-σ 2 algorithm is slower than that of the ACO-Rmax approach,
but it improves the quality of the solution. Then analyzing the project schedules F and G that are gained from the DACO
approach, by comparing the four evaluation indexes (Rmax, Rmin,∆Rmax,∆Rmin), we see that all the schedules have the same
Rmax, Rmin is the highest of all project schedules,∆Rmax is one of the lowest and∆Rmin is the highest of them all at the same
time. If Rmax,∆Rmax are lower, then Rmin,∆Rmin are higher. This results in resource consumption profiles that are smoother.
F and G are the best project schedules, that have been efficiently searched for by DACO.
4.2. Discussion
The activity-on-node (AoN) network and the activity-on-arc (AoA) network are in common use in network generating
techniques in project scheduling. A project scheduling can be described by a unique AoNnetwork, but it has to be described
by different AoA networks that change with the dummy nodes. The DACO algorithm introduced in this paper uses a group of
ants to search for the optimized path node by node along one direction. The time taken to determine the promising path in
the DACO algorithm is proportional to the number of nodes. In the DACO algorithm, AoN network is selected because it has
fewer nodes than AoA networks and the AoN-based algorithms have better performance than the AoA-based algorithms [10].
In the traditional ACO approaches, each ant selects any other node as its next subject—except the node occupied by it at
present. Consequently, the traditional ACO approaches take more time than the DACO algorithms for obtaining the optimal
solution. If an ant searches for the optimal path node by node along one direction, it can save lots of time that can be spent
on other redundant nodes. All nodes are divided into several local groups by the critical path nodes, so more nodes can be
put in the taboo list and search time can be saved. Otherwise, the taboo list can only control the global solution, and it has a
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poor performance as regards the local adjustment for the optimal path. By dividing the project scheduling network using the
critical path activities, both the global controlling and the local adjusting can be achieved effectively in the DACO approach.
Therefore, the DACO approach can overcome the premature convergence and improve the solution quality.
5. Conclusion
A directional ant colony optimization (DACO) algorithm is introduced in this paper for searching for the best starting time
in non-critical path activities and establishing a nonlinear resource leveling. In the DACO algorithm, a swarm of ants search
for the best path node by node along one direction, which can improve the performance of the traditional ACO approach.
The DACO algorithm can not only perform global exploration efficiently and rapidly, but also improve the solution quality
greatly. Further studies are needed to enhance the ability of theDACO approach to solvemore complex resource-constrained
project scheduling problems.
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