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Abstract
Using a variational approach, we investigate a class of degenerate semilinear elliptic systems with mea-
surable, unbounded nonnegative weights, where the domain is bounded or unbounded. Some existence
results are obtained.
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1. Introduction
In this paper, we deal with a class of degenerate semilinear elliptic systems of the form
(P )
⎧⎪⎨
⎪⎩
−div(a(x)∇u)= Fu(x,u, v), x ∈ Ω,
−div(b(x)∇v)= Fv(x,u, v), x ∈ Ω,
u = 0, v = 0, x ∈ ∂Ω,
(1.1)
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G. Zhang, Y. Wang / J. Math. Anal. Appl. 333 (2007) 904–918 905where the domain Ω is a bounded or an unbounded domain in RN , N  2, the weights a(x),
b(x) are measurable nonnegative weights on Ω and Fu(x,u, v), Fv(x,u, v) are the gradients of
a C1-functional F(x,u, v).
Recently, many authors have studied the existence of nontrivial solutions for such problems
(equations or systems) because several physical phenomena related to equilibrium of continuous
media are modeled by these elliptic problems, see [5, p. 79] by Dautray and Lions. Caldiroli and
Musina [3] investigated a variational degenerate elliptic problem of the form{−div(a(x)∇u)= f (x,u), x ∈ Ω,
u = 0, x ∈ ∂Ω. (1.2)
They allowed the weight a(x) to vanish somewhere or to be unbounded and proved some ex-
istence results by using a variational approach based on the Mountain Pass Lemma. Yu [12]
obtained sufficient conditions on the nonlinearity for the existence of positive solutions for some
nonlinear equations of the form
−div(a(x)|∇u|p−2∇u)= b(x)|u|p−2u + f (x,u), (1.3)
defined on a smooth exterior domain, a(x) and b(x) are smooth and bounded functions. Zo-
graphopoulos [13] studied a class of degenerate potential semilinear elliptic systems of the form⎧⎪⎨
⎪⎩
−div(a(x)∇u)= λμ(x)|u|γ−1|v|δ+1u, x ∈ Ω,
−div(b(x)∇v)= λμ(x)|u|γ+1|v|δ−1v, x ∈ Ω,
u = 0, v = 0, x ∈ ∂Ω,
(1.4)
where λ > 0, γ  0, δ  0 and μ(x) may change sign. He proved the existence of at least one
solution for the system (1.4) under suitable assumptions on the data.
In this work, we obtain some existence results for Problem (P ) under subcritical growth condi-
tions. In particular, the weights a(x), b(x) are allowed to vanish somewhere or to be unbounded,
the primitive F(x,u, v) being intimately related to with the first eigenvalue of a corresponding
linear system. Our main goal is to illustrate how the idea introduced in [2,6,10,13] can be applied
to obtain the existence of a nontrivial solution for Problem (P ).
The present paper is organized as follows. In Section 2, we define the function space and
operator settings, state our basic assumptions and collect some Sobolev and Rellich embed-
ding theorems (even for unbounded domain). In Section 3, we obtain some existence results
on bounded domain. In Section 4, an existence result on unbounded domain is also proved. In
Section 5, we give three examples to illustrate our main theorems.
2. Preliminaries and functional setting
In this section, we will state some Sobolev and Rellich embedding theorems, which are the
key results for the treatment of Problem (P ) via variational methods.
Throughout this work, c denotes a generic positive constant. Let the weights a(x), b(x) ∈
L1loc(Ω) be given functions defined on a domain Ω , and let α ∈ [0,+∞). We introduce the
following assumptions:
(H) lim infx→z |x − z|−αa(x) > 0 and lim infx→z |x − z|−βb(x) > 0, for every z ∈ Ω;
(H∞) lim inf|x|→∞ |x|−αa(x) > 0 and lim inf|x|→∞ |x|−βb(x) > 0.
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(1) The assumption (H∞) is meaningful only in the case that Ω is unbounded;
(2) the assumptions (H) and (H∞) imply that (see [3, Lemma 2.2])
(i) the sets of zeros Za = {z ∈ Ω: a(z) = 0} and Zb = {z ∈ Ω: b(z) = 0} are finite;
(ii) the weights a(x), b(x) could be nonsmooth.
Let a(x), b(x) be nonnegative weights in L1loc(Ω). For ϕ,ψ ∈ C∞0 (Ω) let us define
‖ϕ‖2a =
∫
Ω
a(x)|∇ϕ|2 dx, ‖ψ‖2b =
∫
Ω
b(x)|∇ψ |2 dx,
and the spaces
D10(Ω;a) = closure of C∞0 (Ω) with respect to the ‖‖a norm,
D10(Ω;b) = closure of C∞0 (Ω) with respect to the ‖‖b norm.
By Lemma 3.1 in [3], we obtain that:
If the weights a(x), b(x) satisfy (H) and (H∞) for some α ∈ (0,2), β ∈ (0,2), then we have
(∫
Ω
|u|2∗α dx
) 2
2∗α  c
∫
Ω
a(x)|∇u|2 dx for every u ∈ D10(Ω;a), (2.1)
(∫
Ω
|v|2∗β dx
) 2
2∗
β  c
∫
Ω
b(x)|∇v|2 dx for every v ∈ D10(Ω;b), (2.2)
where
2∗α =
2N
N − 2 + α , 2
∗
β =
2N
N − 2 + β ,
and the spaces D10(Ω;a) and D10(Ω;b) are Hilbert spaces with respect to the following scalar
products (respectively):
〈u,ϕ〉a =
∫
Ω
a(x)∇u∇ϕ dx, 〈v,ψ〉b =
∫
Ω
b(x)∇v∇ψ dx.
Now, we state some embedding theorems for the spaces D10(Ω;a) and D10(Ω;b).
Lemma 2.1. [3] Assume that Ω is a bounded domain, a(x), b(x) ∈ L1loc(Ω) satisfy (H) for some
α ∈ (0,2), β ∈ (0,2). Then the following embeddings hold:
(i) D10(Ω;a) ⊂ L2
∗
α (Ω), D10(Ω;b) ⊂ L2
∗
β (Ω) continuously;
(ii) D10(Ω;a) ⊂ Lp(Ω), D10(Ω;b) ⊂ Lq(Ω) with compact inclusion if p ∈ [1,2∗α), q ∈ [1,2∗β).
Lemma 2.2. [3] Assume that Ω is an unbounded domain, a(x), b(x) ∈ L1loc(Ω) satisfy (H) for
some α ∈ (0,2), β ∈ (0,2) and
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lim inf|x|→∞ |x|−βb(x) > 0 for some β ′ > β .
Then the following embeddings hold:
(i) D10(Ω;a) ⊂ Lp(Ω), D10(Ω;b) ⊂ Lq(Ω) continuously for every p ∈ [2∗α′ ,2∗α], q ∈ [2∗β ′ ,2∗β ];
(ii) D10(Ω;a) ⊂ Lp(Ω), D10(Ω;b) ⊂ Lq(Ω) with compact inclusion if p ∈ (2∗α′ ,2∗α), q ∈
(2∗
β ′ ,2
∗
β).
Now, we define the Cartesian product of Hilbert space D10(Ω;a) × D10(Ω;b). Let W =
D10(Ω;a) × D10(Ω;b). Consider the linear eigenvalue problem
(LP)
⎧⎪⎨
⎪⎩
−div(a(x)∇u)= λμ(x)v, x ∈ Ω,
−div(b(x)∇v)= λμ(x)u, x ∈ Ω,
u = 0, v = 0, x ∈ ∂Ω.
(2.3)
Lemma 2.3. [3] Assume that Ω is a bounded domain, a(x), b(x) ∈ L1loc(Ω) satisfy (H) for some
α ∈ (0,2), β ∈ (0,2),μ(x) 0 and μ(x) ∈ L∞(Ω), or assume that Ω is an unbounded domain,
a(x), b(x) ∈ L1loc(Ω) satisfy (H) and (H∞) for some α ∈ (0,2), β ∈ (0,2), μ(x) 0 and μ(x) ∈
L∞(Ω) ∩ Lω(Ω), where
ω = 2
∗
α2∗β
2∗α2∗β − (γ + 1)2∗β − (δ + 1)2∗α
.
Then Problem (LP) admits a positive principal eigenvalue λ1 given by
λ1 = inf
(u,v)∈W\{(0,0)}
∫
Ω
(a(x)|∇u|2 + b(x)|∇v|2) dx∫
Ω
μ(x)|u||v|dx .
The associated eigenfunction (u0, v0) is componentwise nonnegative and is unique (up to multi-
plication by a nonzero scalar).
Definition 2.4. Let V be a real Banach space with the norm ‖‖ and E : V → R be a C1 functional.
We say the functional E satisfies condition (PS) if every sequence (un) in V satisfying∣∣E(un)∣∣ c for some constant c, ∥∥E′(un)∥∥→ 0 as n → ∞,
possesses a convergent subsequence. We say the functional E satisfies condition (C) if every
sequence (un) in V such that∣∣E(un)∣∣→ c, (1 + ‖un‖)∥∥E′(un)∥∥→ 0 as n → ∞,
has a convergent subsequence.
3. Bounded domain
In this section, we prove two existence results for Problem (P ) defined on a bounded domain.
Throughout this section, the domain Ω is bounded. Now, we state our main theorems in this
section.
Assume
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∣∣Fu(x,u, v)∣∣ c(1 + |u|2∗α−1 + |v|
2∗
β
2∗α (2
∗
α−1)),
∣∣Fv(x,u, v)∣∣ c(1 + |v|2∗β−1 + |u|
2∗α
2∗
β
(2∗β−1));
(F2) F(x,0,0) = Fu(x,0,0) = Fv(x,0,0) for all x ∈ Ω .
Theorem 3.1. Assume that a(x), b(x) ∈ L1loc(Ω) satisfy (H) for some α ∈ (0,2), β ∈ (0,2),
F satisfies (F1), (F2) and
(F3) ∣∣F(x,u, v)∣∣ c(1 + |u|r + |v|s),
where 2 < r < 2∗α,2 < s < 2∗β (“superlinear-like” in the terminology of [2]);
(F4) there exist R > 0, θα and θβ with 12∗α < θα <
1
2 ,
1
2∗β
< θβ <
1
2 such that
0 < F(x,u, v) θαuFu(x,u, v) + θβvFv(x,u, v),
for all x ∈ Ω and |u|R, |v|R;
(F5) there exist r¯ > 2, s¯ > 2 and ε > 0 such that∣∣F(x,u, v)∣∣ c(|u|r¯ + |v|s¯),
for all x ∈ Ω and |u| ε, |v| ε.
Then Problem (P ) has a nontrivial solution.
Theorem 3.2. Assume that a(x), b(x) ∈ L1loc(Ω) satisfy (H) for some α ∈ (0,2), β ∈ (0,2),
F satisfies (F1), (F2) and
(F6) ∣∣F(x,u, v)∣∣ c(1 + |u|2 + |v|2)
(“of resonant-type” in the terminology of [2]);
(F7) there exist R > 0, 0 < μ, ν < 2 such that
1
2
(
uFu(x,u, v) + vF v(x,u, v)
)− F(x,u, v) c(|u|μ + |v|ν),
for all x ∈ Ω and |u|R, |v|R;
(F8) lim sup
|U |→0
2F(x,u, v)
μ(x)|u||v| < λ1 < lim inf|U |→∞
2F(x,u, v)
μ(x)|u||v| ,
where U = (u, v) and λ1 is defined in Lemma 2.3.
Then Problem (P ) has a nontrivial solution.
Remark. The hypothesis (F8) is related to the interaction of the potential F and λ1. Costa [4]
was the first to introduce such an assumption. A variant of this condition appeared in Do O’s
article [7].
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I (u, v) = 1
2
∫
Ω
(
a(x)|∇u|2 + b(x)|∇v|2)dx −
∫
Ω
F(x,u, v) dx, ∀(u, v) ∈ W.
From Lemma 2.3 in [13], we see that the functional I (u, v) is well defined and is of class C1 in
W under the hypothesis (F1), and that critical points of the functional I (u, v) are precisely the
weak solutions of Problem (P ). Furthermore, if F satisfies (F2), it is obvious that (u, v) ≡ (0,0)
is a trivial solution of Problem (P ).
Lemma 3.3. Assume that a(x), b(x) ∈ L1loc(Ω) satisfy (H) for some α ∈ (0,2), β ∈ (0,2), and
F satisfies (F1), (F3), (F4). Then the functional I (u, v) satisfies condition (PS).
Proof. Let (un, vn) ⊂ W be a sequence such that∣∣I (un, vn)∣∣ c, I ′(un, vn) → 0 as n → +∞. (3.1)
From (3.1), we have∣∣∣∣12
∫
Ω
(
a(x)|∇un|2 + b(x)|∇vn|2
)
dx −
∫
Ω
F(x,un, vn) dx
∣∣∣∣ c, (3.2)
∣∣∣∣
∫
Ω
a(x)|∇un|2 dx −
∫
Ω
Fu(x,un, vn)un dx
∣∣∣∣ εn‖un‖a, (3.3)
∣∣∣∣
∫
Ω
b(x)|∇vn|2 dx −
∫
Ω
Fv(x,un, vn)vn dx
∣∣∣∣ εn‖vn‖b. (3.4)
By (3.2)–(3.4), we get(
1
2
− θα
)∫
Ω
a(x)|∇un|2dx +
(
1
2
− θβ
)∫
Ω
b(x)|∇v|2 dx
−
∫
Ω
(
F(x,un, vn) − θαF (x,un, vn) − θβF (x,un, vn)
)
dx
 c + c(‖un‖2a + ‖vn‖2b).
Then, taking (F4) into account, we obtain that (un, vn) is bounded in W . The existence of con-
vergent subsequences follows in a standard way, since the growth of F is below the critical
exponents 2∗α and 2∗β by the hypothesis (F3). 
Lemma 3.4. Assume that a(x), b(x) ∈ L1loc(Ω) satisfy (H) for some α ∈ (0,2), β ∈ (0,2), and
F satisfies (F1), (F6), (F7). Then the functional I (u, v) satisfies condition (C).
Proof. Let (un, vn) ⊂ W be a sequence such that∣∣I (un, vn)∣∣ c, (1 + ‖un‖a + ‖vn‖b)I ′(un, vn) → 0 as n → +∞. (3.5)
From the hypothesis (F6), we obtain that the growth of F is below the critical exponents 2∗α
and 2∗β . Hence, we only need to prove that ‖un‖a and ‖vn‖b are bounded, as remarked in the
proof of Lemma 3.3. By (3.5), we obtain
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(
un
2
,
vv
2
)
− I (un, vn)
=
∫
Ω
(
1
2
(
Fu(x,un, vn)un − Fv(x,un, vn)vn
)− F(x,un, vn)
)
dx.
Then using (F7), we have∫
Ω
(|un|μ + |vn|ν)dx  c. (3.6)
Next, by using the interpolation inequality in [9], we obtain
∫
Ω
|un|2 dx 
(∫
Ω
|un|μdx
) 2∗α−2
2∗α−μ
(∫
Ω
|un|2∗α dx
) 2−μ
2∗α−μ
,
∫
Ω
|vn|2dx 
(∫
Ω
|vn|ν dx
) 2∗β−2
2∗
β
−ν
(∫
Ω
|vn|2∗α dx
) 2−ν
2∗
β
−ν
.
So using (3.6), we get
∫
Ω
|un|2 dx  c
(∫
Ω
|un|2∗α dx
) 2−μ
2∗α−μ
,
∫
Ω
|vn|2dx  c
(∫
Ω
|vn|2∗α dx
) 2−ν
2∗
β
−ν
which implies by Lemma 2.1 that
(∫
Ω
|un|2∗α dx
) 2−μ
2∗α−μ  c‖un‖a˜a,
(∫
Ω
|vn|2∗α dx
) 2−ν
2∗
β
−ν
 c‖vn‖b˜b, (3.7)
where
a˜ = 2 − μ
2∗α − μ
2∗α, b˜ =
2 − ν
2∗β − ν
2∗β.
On the other hand, by (F6), we obtain
I (un, vn)
1
2
(‖un‖2a + ‖vn‖2b)− c
∫
Ω
(|un|2 + |vn|2)dx (3.8)
which leads to (estimated by using (3.7))
I (un, vn)
1
2
(‖un‖2a + ‖vn‖2b)− c(‖un‖a˜a + ‖vn‖b˜b).
Since I (un, vn) is bounded and a˜ < 2, b˜ < 2, it follows that ‖un‖a and ‖vn‖b are bounded. 
Proof of Theorem 3.1. We will apply the Mountain Pass Lemma [11] to obtain a nontrivial crit-
ical point of the functional I (u, v). By Lemma 3.3, the functional I (u, v) satisfies condition (PS)
(compactness condition). So we only need to check that the functional I (u, v) has the geometry
of the Mountain Pass Lemma.
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for all x ∈ Ω and (u, v) ∈ R2, where 2 < r , r¯ < 2∗α , 2 < s, s¯ < 2∗β . From Lemma 2.1, one obtains
the Sobolev embedding inequality∫
Ω
|u|r dx  c‖u‖ra,
∫
Ω
|u|r¯ dx  c‖u‖r¯a
and ∫
Ω
|v|s dx  c‖v‖sb,
∫
Ω
|v|s¯ dx  c‖v‖s¯b.
Hence, we obtain∫
Ω
F(x,u, v) dx  c
(‖u‖ra + ‖u‖r¯a + ‖v‖sb + ‖v‖s¯b).
Now, we can estimate the functional I (u, v) by
I (u, v) 1
2
(‖u‖2a + ‖v‖2b)− c(‖u‖ra + ‖u‖r¯a + ‖v‖sb + ‖v‖s¯b).
Since r > 2, r¯ > 2, s > 2, s¯ > 2, we can fix positive constants σ,ρ > 0 such that ‖u‖a +‖v‖b = ρ
implies I (u, v) σ > 0.
(ii) By Theorem 4.1 in [3], we have{−div(a(x)∇ϕ)= λ1(a)ϕ, x ∈ Ω,
ϕ = 0, x ∈ ∂Ω,
and {−div(b(x)∇ψ)= λ1(b)ψ, x ∈ Ω,
ψ = 0, x ∈ ∂Ω.
Using (F4), we have
d
dt
F
(
x, tθαu, tθβ v
)= θαuFu(x, tθαu, tθβ v)tθα−1 + θβvFv(x, tθαu, tθβ v)tθβ−1
 1
t
F
(
x, tθαu, tθβ v
)
which implies that there exists some function m(x,u, v) such that
F
(
x, tθαu, tθβ v
)
 tm(x,u, v). (3.9)
From (3.9), we obtain
I
(
tθαϕ, tθβψ
)= 1
2
(
t2θα‖ϕ‖2a + t2θβ‖ψ‖2b
)−
∫
Ω
F
(
x, tθαϕ, tθβψ
)
dx
 1
2
(
t2θα‖ϕ‖2a + t2θβ‖ψ‖2b
)− t
∫
m(x,ϕ,ψ)dx.Ω
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I
(
tθαϕ, tθβψ
)→ −∞ as t → +∞,
and thus there exists a constant t0 such that I (tθα0 ϕ, t
θβ
0 ψ) < 0. 
Proof of Theorem 3.2. By Lemma 3.4, we obtain the functional I (u, v) satisfies condition (C)
(compactness condition). Now we verify that the functional I (u, v) satisfies the geometry of the
Mountain Pass Lemma.
(i) From the left-hand side of (F8), there exists ρ > 0 such that
‖u‖a + ‖v‖b = ρ ⇒ F(x,u, v) < 12λ1μ(x)|u||v|.
By Lemma 2.3 and the variational characterization of the principle eigenvalue λ1, we have∫
Ω
F(x,u, v) <
1
2
(‖u‖2a + ‖v‖2b).
Then there exist σ,ρ > 0 such that I (u, v) σ > 0 if ‖u‖a + ‖v‖b = ρ.
(ii) From the right-hand side of (F8), we get for ε > 0 and t sufficiently large that
F(x, tu0, tv0) (λ1 + ε)t2μ(x)|u0||v0|,
where (u0, v0) is the eigenfunction pair corresponding to the principle eigenvalue λ1 of Prob-
lem (LP). Hence
I (tu0, tv0) = t
2
2
(‖u0‖2a + ‖v0‖2b)−
∫
Ω
F(x, tu0, tv0) dx
 t
2
2
(‖u0‖2a + ‖v0‖2b)− (λ1 + ε)t2
∫
Ω
μ(x)|u0||v0|dx
−t2ε
∫
Ω
μ(x)|u0||v0|dx
which goes to −∞ as t → +∞. So we obtain I (tu0, tv0) < 0, for t large enough.
Consequently, the functional I (u, v) has a nonzero critical point, and the nonzero critical point
of I (u, v) is precisely the nontrivial solution of Problem (P ). 
4. Unbounded domain
In this section, an existence result for Problem (P ) in unbounded domain is obtained.
Throughout this section, the domain Ω is unbounded. Assume
(H1) F(x,u, v) ∈ C1(Ω × R2,R) and F(x,0,0) = 0;
(H2) for all x ∈ Ω and U = (u, v) ∈ R2
∣∣Fu(x,U)∣∣ a1(x)|U |p1−1 + a2(x),∣∣Fv(x,U)∣∣ b1(x)|U |q1−1 + b2(x),
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2∗α
2∗α−1 (Ω)∩L∞(Ω),
b1(x) ∈ Lδ3(Ω) ∩ Lδ4(Ω), b2(x) ∈ L
2∗
β
2∗
β
−1
(Ω) ∩ L∞(Ω),
δ1 = 2
∗
α
2∗α − 1
, δ3 =
2∗β
2∗β − 1
,
δ2 =
2∗α2∗β
2∗α2∗β − 2∗α(p1 − 1) − 2∗β
, δ4 =
2∗α2∗β
2∗α2∗β − 2∗β(q1 − 1) − 2∗α
;
(H3) there exist a measurable function h(x) ∈ L∞(Ω) and 0 < μ, ν < 2 such that
1
2
uFu(x,u, v) + 12vFv(x,u, v) − F(x,u, v) h(x)
(|u|μ + |v|ν);
(H4) there exists a measurable function h(x) ∈ L∞(Ω), which may be different from the h(x)
in (H3), such that
F(x,u, v) h(x)
(|u|2 + |v|2).
Theorem 4.1. Assume that a(x), b(x) ∈ L1loc(Ω) satisfy (H) and (H∞) for some α ∈ (0,2), β ∈
(0,2), F satisfies (H1)–(H4) and
(H5) there exist μ1(x) 0, μ1(x) ∈ L∞(Ω) ∩ Lω(Ω) and ε > 0 such that
F(x,u, v) 1
2
μ1(x)|u||v|, ∀|u|, |v| ε,
where λ1(μ1(x)) > 1;
(H6) there exist μ2(x) 0, μ2(x) ∈ L∞(Ω) ∩ Lω(Ω) and R > 0 such that
F(x,u, v) 1
2
μ2(x)|u||v|, ∀|u|, |v|R,
where λ1(μ2(x)) < 1.
Then Problem (P ) has a nontrivial solution.
Now, we define the functional
I (u, v) = 1
2
∫
Ω
(
a(x)|∇u|2 + b(x)|∇v|2)dx −
∫
Ω
F(x,u, v) dx
= J (u, v) − N(u,v), (4.1)
where
J (u, v) = 1
2
∫
Ω
(
a(x)|∇u|2 + b(x)|∇v|2)dx and N(u,v) =
∫
Ω
F(x,u, v) dx.
Lemma 4.2. Under hypotheses (H1) and (H2), the functional N(u,v) is well defined and is of
class C1 in W . Moreover, its derivative N ′(u, v) is compact.
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defined and is of class C1 in W , as remarked in the proof of Lemma 2.3 in [13]. By simple
computations, its derivative is as follows:
N ′(u, v)(ϕ,ψ) =
∫
Ω
(
Fu(x,u, v)ϕ + Fv(x,u, v)ψ
)
dx, ∀(u, v), (ϕ,ψ) ∈ W.
Now, we prove the compactness of N ′(u, v). Let (un, vn) be a bounded sequence in W . Then
there is a subsequence denoted again by (un, vn) weakly convergent to (u, v) in W . So we have
∣∣N ′(un, vn)(ϕ,ψ) − N ′(u, v)(ϕ,ψ)∣∣
∣∣∣∣
∫
Ω
(
Fu(x,un, vn)ϕ − Fu(x,u, v)ϕ
)
dx
∣∣∣∣
+
∣∣∣∣
∫
Ω
(
Fv(x,un, vn)ψ − Fv(x,u, v)ψ
)
dx
∣∣∣∣.
Let BR be a ball in Ω with radius R > 0, and we write∫
Ω
(
Fu(x,un, vn)ϕ − Fu(x,u, v)ϕ
)
dx
=
∫
BR
(
Fu(x,un, vn)ϕ − Fu(x,u, v)ϕ
)
dx +
∫
Ω\BR
(
Fu(x,un, vn)ϕ − Fu(x,u, v)ϕ
)
dx.
Taking (H1), (H2) into account, we can obtain that ∫
BR
(Fu(x,un, vn)ϕ − Fu(x,u, v)ϕ)dx is
compact (see [7]). Hence we have∫
BR
(
Fu(x,un, vn)ϕ − Fu(x,u, v)ϕ
)
dx → 0 as n → ∞. (4.2)
On the other hand, by the growth hypothesis (H2) and the fact that∣∣a1(x)∣∣Lδ1 (Ω\BR) +
∣∣a1(x)∣∣Lδ2 (Ω\BR) → 0,∣∣a2(x)∣∣
L
2∗α
2∗α−1 (Ω\BR)
+ ∣∣a2(x)∣∣L∞(Ω\BR) → 0,
as R → ∞, we obtain that for R sufficiently large∫
Ω\BR
(
Fu(x,un, vn)ϕ − Fu(x,u, v)ϕ
)
dx → 0 as n → ∞. (4.3)
Combining (4.2) and (4.3), we obtain∫
Ω
(
Fu(x,un, vn)ϕ − Fu(x,u, v)ϕ
)
dx
=
∫
BR
(
Fu(x,un, vn)ϕ − Fu(x,u, v)ϕ
)
dx
+
∫ (
Fu(x,un, vn)ϕ − Fu(x,u, v)ϕ
)
dx → 0 as n → ∞. (4.4)Ω\BR
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Ω
(
Fv(x,un, vn)ψ − Fv(x,u, v)ψ
)
dx → 0 as n → ∞. (4.5)
From (4.4) and (4.5), we have∣∣N ′(un, vn)(ϕ,ψ) − N ′(u, v)(ϕ,ψ)∣∣

∣∣∣∣
∫
Ω
(
Fu(x,un, vn)ϕ − Fu(x,u, v)ϕ
)
dx
∣∣∣∣
+
∣∣∣∣
∫
Ω
(
Fv(x,un, vn)ψ − Fv(x,u, v)ψ
)
dx
∣∣∣∣→ 0 as n → ∞.
So we conclude that N ′(u, v) is compact. 
Assume that a(x), b(x) satisfy (H) and (H∞) for some α ∈ (0,2), β ∈ (0,2). Then the func-
tional J (u, v) is well defined and is of class C1 in W by Lemma 2.2. Hence, by Lemma 4.2, we
obtain that the critical points of the functional I (u, v) are weak solutions of Problem (P ).
Lemma 4.3. Assume that a(x), b(x) ∈ L1loc(Ω) satisfy (H) and (H∞) for some α ∈ (0,2) and
β ∈ (0,2), F satisfies (H1)–(H4). Then the functional I (u, v) satisfies condition (C).
Proof. Let (un, vn) ⊂ W be a sequence such that∣∣I (un, vn)∣∣ c, (1 + ‖un‖a + ‖vn‖b)I ′(un, vn) → 0 as n → +∞. (4.6)
By Lemma 4.2, we get
I ′(un, vn)(un, vn) = ‖un‖2a + ‖vn‖2b −
∫
Ω
(
Fu(x,un, vn)un + Fv(x,un, vn)vn
)
dx.
Using (4.6) and (H3), we obtain
εn + c I ′(un, vn)
(
un
2
,
vv
2
)
− I (un, vn)
=
∫
Ω
(
1
2
(
Fu(x,un, vn)un − Fv(x,un, vn)vn
)− F(x,un, vn)
)
dx

∫
Ω
h(x)
(|un|μ + |vn|ν)dx
for sufficiently large n. Thus we have∫
Ω
h(x)
(|un|μ + |vn|ν)dx  c.
Now we define the Lebesgue spaces
L
μ
h (Ω) =
{
u:
∫
h(x)|un|μ dx < ∞
}
, Lνh(Ω) =
{
v:
∫
h(x)|vn|ν dx < ∞
}
.Ω Ω
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(∫
Ω
h(x)|un|2 dx
) 1
2

(∫
Ω
h(x)|un|μ dx
) 1−t1
μ
(∫
Ω
h(x)|un|2∗α dx
) t1
2∗α
,
(∫
Ω
h(x)|vn|2 dx
) 1
2

(∫
Ω
h(x)|vn|ν dx
) 1−t2
ν
(∫
Ω
h(x)|vn|2∗α dx
) t2
2∗
β
,
where t1, t2 ∈ (0,1), 12 = 1−t1μ + t12∗α and
1
2 = 1−t2ν + t22∗β .
On the other hand, by Proposition 3.4 in [3], we have
(∫
Ω
h(x)|un|2∗α dx
) t1
2∗α  c‖un‖t1a ,
(∫
Ω
h(x)|vn|2∗β dx
) t2
2∗
β  c‖vn‖t2b .
Then, taking (H4) into account, we achieve
‖un‖2a + ‖vv‖2b = 2I (un, vn) + 2
∫
Ω
F(x,un, vn) dx
 c + 2
∫
Ω
h(x)
(|u|2 + |v|2)dx
 c + c(‖un‖tta + ‖vv‖t2b ).
Hence the sequence (un, vn) is bounded in W . Thus, there is a subsequence denoted again by
(un, vn) weakly converging in W . Since N ′(u, v) is compact, N ′(un, vn) is a Cauchy’s sequence,
we have J ′(u, v) = I ′(u, v) + N ′(u, v), ∀(u, v) ∈ W and
‖un − um‖2a =
(
J ′(un, vm) − J ′(un, vm)
)
(un − um,0).
Since (un) is bounded in D10(Ω;a) and (J ′(un, vm) − J ′(un, vm))(un − um,0) → 0, as
n,m → ∞, (un) is a Cauchy’s sequence in D10(Ω;a). Hence (un) strongly converges in
D10(Ω;a). Similarly we can prove that (vn) strongly converges in D10(Ω;b). 
Proof of Theorem 4.1. By Lemma 4.3, the functional I (u, v) satisfies condition (C) (compact-
ness condition). Now we verify that the functional I (u, v) satisfies the geometry of the Mountain
Pass Lemma.
(i) Using the growth hypothesis (H2), (H5), the variational characterization of the principle
eigenvalue λ1 and Lemma 2.2, we obtain
I (u, v) 1
2
∫
Ω
(
a(x)|∇u|2 + b(x)|∇v|2)dx − 1
2
∫
Ω
μ1(x)uv dx − Cδ
∫
Ω
(|u|2∗α + |v|2∗β )dx
 1
2
(
1 − λ−11
(
μ1(x)
))(‖u‖2a + ‖v‖2b)− Cˆδ(‖u‖2∗αa + ‖v‖2
∗
β
b
)
,
for positive constants Cδ , Cˆδ . Since λ1(μ1(x)) > 1, we can fix σ,ρ > 0 such that I (u, v) σ > 0
if ‖u‖a + ‖v‖b = ρ.
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Ω
(
a(x)|∇ϕ0|2 + b(x)|∇ψ0|2
)
dx 
(
λ1
(
μ2(x)
)+ ε)
∫
Ω
μ2(x)|ϕ0||ψ0|dx.
From (H6), we have∫
Ω
F(x, tϕ0, tψ0) dx 
t2
2
∫
Ω
μ2(x)|ϕ0||ψ0|dx + c,
for some positive constants c and t sufficiently large. Hence
I (tϕ0, tψ0) = t
2
2
(‖ϕ0‖2a + ‖ψ0‖2b)−
∫
Ω
F(x, tϕ0, tψ0) dx
 t
2
2
(
λ1
(
μ2(x)
)+ ε − 1)
∫
Ω
μ2(x)|ϕ0||ψ0|dx − c,
goes to −∞ as t → +∞. So we obtain I (tu0, tv0) < 0, for t sufficiently large.
Consequently, we conclude that Problem (P ) has a nontrivial solution by the version of the
Mountain Pass Lemma [1]. 
5. Examples
In this section, we present three examples of the function F satisfying hypotheses of Theo-
rems 3.1, 3.2 and 4.1, respectively.
Example 5.1. Let F : Ω × R × R → R be given by
F(x,u, v) = n(x)|u|m1 |v|m2 ,
where n(x) ∈ L∞(Ω), m1  1, m2  1, m1+m22 > 1 and m12∗α +
m2
2∗β
< 1, with θαm1 + θβm2  1.
By a simple computation, we can obtain that F satisfies hypotheses (F1)–(F5) of Theorem 3.1.
Example 5.2. Let F : Ω × R × R → R be given by
F(x,u, v) = n1(x)|u| + n2(x)uv + n3|v|,
where ni(x) ∈ L∞(Ω), i = 1,2,3. Similar to Section 2 in [2], we can obtain that F satisfies
hypotheses (F1), (F2), (F6)–(F8) of Theorem 3.2.
Example 5.3. Let F : Ω × R × R → R be given by
F(x,u, v) =
{
1
2μ2(x)|u||v| ln(|u||v|), if (u, v) = (0,0),
0, if (u, v) = (0,0),
where μ2(x) 0, λ1(μ2(x)) < 1. Since
uFu(x,u, v) + vFv(x,u, v) − 2F(x,u, v) 12μ2(x)|u||v|,
we can obtain that the hypothesis (H3) is satisfied. It is not difficult to see that hypotheses (H1),
(H2), (H4)–(H6) of Theorem 4.1 are satisfied.
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