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Abstract
Given independent samples generated from the joint distribution p(x,y, z), we study the problem of
Conditional Independence (CI-Testing), i.e., whether the joint equals the CI distribution pCI(x,y, z) =
p(z)p(y|z)p(x|z) or not. We cast this problem under the purview of the proposed, provable meta-algorithm,
"Mimic and Classify", which is realized in two-steps: (a) Mimic the CI distribution close enough to
recover the support, and (b) Classify to distinguish the joint and the CI distribution. Thus, as long as we
have a good generative model and a good classifier, we potentially have a sound CI Tester. With this
modular paradigm, CI Testing becomes amiable to be handled by state-of-the-art, both generative and
classification methods from the modern advances in Deep Learning, which in general can handle issues
related to curse of dimensionality and operation in small sample regime. We show intensive numerical
experiments on synthetic and real datasets where new mimic methods such conditional GANs, Regression
with Neural Nets, outperform the current best CI Testing performance in the literature. Our theoretical
results provide analysis on the estimation of null distribution as well as allow for general measures, i.e.,
when either some of the random variables are discrete and some are continuous or when one or more of
them are discrete-continuous mixtures.
1 Introduction
Conditional Independence Testing is central in problems on causal discovery and statistical inference in several
dynamical systems, such as gene regulatory networks, finance networks, edge testing in Bayesian Networks etc.
(cf. [26], [33], [18], [27]). The problem of Conditional Independent Testing (CI-Testing in short) is as follows:
Given n i.i.d. samples (xi,yi, zi)ni=1 from the joint probability distribution p(x,y, z), distinguish between the
two hypotheses : H0 : p(x,y, z) = pCI(x,y, z) = p(z)p(y|z)p(x|z) and H1 : p(x,y, z) = p(z)p(y|z)p(x|y, z).
Our focus here is to design an overall methodology of non-parametric CI-Testing addressing all of them
beyond the state of the art:
(C1) Estimating Null Distribution: Benchmarking the performance of any CI test by providing exact
or approximate analytical estimates on the null distribution.
(C2) Small Sample Regime: Designing the test with good performance in small sample regime; for
e.g., density-estimation-based methods would routinely need a large number of samples.
(C3) Curse of Dimensionality: Addressing the issue of large conditioning set; for e.g., to causally
infer an edge over a large graph, practically the whole graph is the conditioning set.
(C4) General Measures: Handling the case of mixture of continuous and discrete components, that is
beyond densities to general measures, in defining the CI-Testing problem above.
∗rajat.sen@utexas.edu
†karthikeyan.shanmugam2@ibm.com
‡asnani@uw.edu
§armanrz@uw.edu
¶ksreeram@uw.edu
1
ar
X
iv
:1
80
6.
09
70
8v
1 
 [s
tat
.M
L]
  2
5 J
un
 20
18
1.1 Prior Art
Much of the prior work focussed on handling (C1) by explicitly estimating conditional densities or functionals
thereof, and conditional independence is observed via calculating an appropriate test statistics ([35], [36])
or via discretizing the conditioning set ([22], [17]). These approaches naturally fail on other concerns, (C2)
and (C3). Several non-parametric approaches based on kernel methods and equivalent characterizations in
terms of cross-covariance operator on the corresponding Reproducing Kernel Hilbert Spaces (RKHSs)([8],
[15], [9]), in general fail to satisfy (C2) as they suffer from high computational complexity owing to the
invertibility issues of large matrices as well as the non-robustness associated with the adjustment of the
bandwidth parameters.
Building on the idea of kernel trick and local permutation, [39] proposed Kernel Conditional Independence
Test (KCIT) which harnesses partial association of regression functions ([6]). Approximate and faster
versions of KCIT were proposed as Randomized Conditional Independence Test (RCIT) and variants ([34]).
Conditional Distance Independence Test (CDIT) was proposed in [38] which uses conditional correlation
of conditional characteristic functions. Alternatively by using the proven efficacy of classification methods
([3], [4], [21]), Kernel Conditional Independence Permutation Test (KCIPT) ([7]) and Classifier Conditional
Independence Test (CCIT)([31]) concatenate local permutations and nearest-neighbor bootstrap, respectively,
with a two-sample test to distinguish between the two hypotheses. However both the local permutation
and nearest neighbor methods can potentially suffer from searching in the space Z when it is quite large
besides needing more samples. Conditional Mutual Information Test (CMIT) ([28]) based on the estimators
of Conditional Mutual Information ([19], [32], [20], [12], [11], [10]) lacks any sound theoretical framework
(C1). Note that none of the above methods, kernel or otherwise, have been designed to work on general
measures (C4).
Faced with these limitations we consider that the more successful CI testers of the lot employ a two-step
approach: (a) Try to get as close to the CI distribution, and then (b) Use the power of supervised learning by
reducing the CI Testing problem to that of a binary classification. In this way they try to mitigate the concerns
(C1-C3). No doubt that classification methodology helps leverage already mature technology to handle
the concern of theoretical guarantees on null distribution as well as performing well in the high-dimensional
regime. However in the high dimensional regime, it will be too much to expect from nearest-neighbor and
local permutation methods. Could there be any other technology as an alternative in Step (a)? For instance
can Step (a) incorporate Generative Adversarial Methods (GANs) ([14], [23])? However GANs also face the
bottleneck of not being able to approximating the density closely, for instance with respect to multi-modal
distributions ([2], [1]). Nonetheless, motivated by our experiments with GANs and other deep learning
methods such as Regression with Neural Nets in Section 5, which show improved performance, we were forced
to ask the following bold question: Is it sufficient to only approximate the CI distribution in some
loose sense instead of approximating it closely? This investigation helped us develop the main idea
behind this paper.
1.2 Main Contributions
We answer the above question in the affirmative, that is, we are good as long as we mimic the CI distribution
reasonably closely (cf. the main theorem in the paper, Theorem 1 in Section 3). This is suggestive of a new
modular paradigm and philosophy of CI Testing which we introduce in our work - "Mimic and Classify",
which is a essentially a two-step approach:
Step 1 Mimic: Use any known "good" off-the-shelf generative methods to mimic the CI distribution.
Step 2 Classify: Perform a classification test distinguishing the joint and the mimicked distribution.
Hence as long as we have a good generator in the sense of Theorem 1, i.e. they recover the support of
the CI distribution, and a classifier, we can potentially have a good CI Tester. This modular approach not
only generalizes the existing methods, but also provides a general paradigm for a wide class of methods,
including those from the latest advances in Deep Learning ([13]) to be used for not only classification step
but also for generative (mimicking) step. We thus have a modular methodology which potentially addresses
all the concerns, (C1-C4) noted above. We can therefore summarize the main contributions and the paper
organization as follows:
A Modular Approach: With mimic and classify approach, we obtain a general methodology for
creating efficient CI Testers which can use methods from Deep Learning to mitigate the problem of curse
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of dimensionality (C3), such as in GANs, as well as circumvent the concern of small sample regime (C2),
such as in Regression methods. Section 2 presents the main Algorithm 1, Sections 3.1 and 3.2 presents the
theoretical analysis.
Discrete-Continuous Mixtures: The theoretical results have been shown to exist even when the
samples are generated from a mixture or general measure (C4). This is dealt in Section 3.3 where the general
Theorem 5 is proved for general measures.
Generalization Bounds: Section 3.4 outlines the results of the generalization risk of our methodology,
thus giving us theoretical estimates on the null distribution (C1).
Empirical Evaluation: Several candidates for mimicking the CI distribution such as Conditional GANs,
Regression with Neural Nets are studies in Section 4 and are run on both synthetic and real datasets in
Section 5. Our results show they outperform the current state-of-the-art.
2 Our Approach: Mimic and Classify
We have the CI-Testing problem as defined in Section 1 with p data samples (xi,yi, zi) ∈ R1×nx ×R1×ny ×
R1×nz (1 ≤ i ≤ p) drawn i.i.d from a joint distribution whose density function is given by p(x,y, z) (we drop
the subscripts in the notation of density for simplicity, hence p(x,y, z) stands for pXYZ(x,y, z) and likewise
for other marginal and conditional densities). Let us denote the data set by D. In other words, we will
assume that the joint measure of the random variables (X,Y,Z) is absolutely continuous with respect to
the Lebesgue Measure on R1×nx × R1×ny × R1×nz , thus permitting a density function. Our results apply
more generally even for general measures (cf. Section 3.3). However, for now, we will state all the results
under this assumption to make the exposition clear. Formal algorithm description is in Algorithm 1, and it is
schematically depicted in Figure 1. We first describe the important steps in the meta-algorithm informally as
follows:
a) Mimic the CI Distribution: We take the input dataset D and divide it into two data sets D1 and
D2. We create another data set D′ using points in D2 that "mimics" the CI distribution by approximating
it with p(z)q(y|z)p(x|z) for some conditional density q(·|z). We use the function MIMIC(·) in Algorithm 1
to obtain D′. Here any particular MIMIC(·) function is unspecified, except in the experiments, for it can
encompass a broad spectrum of methods to attain its goal. Hence we derive theoretical conditions based on
the density function q(y|z).
b) Label: Label D′ and D1 using distinct labels (say 0 and 1 respectively). Let D˜ = D′
⋃
D1.
c) Two Binary Classifier Tests: Drop the variable x from D˜ and form D˜−x. Let C be a class of binary
classifiers. We train separately two binary classifiers, f1 ∈ C and f2 ∈ C:
f1 : (y, z)→ {0, 1}, i.e., f1 is trained on D˜−x.
f2 : (x,y, z)→ {0, 1}, i.e., f2 is trained on D˜ using all its features.
d) Check Separation in Errors: If the classification errors from both these cases are well-separated,
we reject the null hypothesis H0.
Note: With some abuse of notation, we use the same classifier class C for the two cases even when the
feature spaces are different (one is R1×nx ×R1×ny ×R1×nzwhile the other is R1×ny ×R1×nz ). In this context,
it is understood that loosely speaking classifiers for both the tests come from the same family (e.g.: Logistic
Regression, Gradient boosted Trees, Neural Networks etc.) characterized by a specific training algorithm.
3 Theoretical Results with the Bayes Optimal Classifiers
In this section, we analyze the meta algorithm in Algorithm 1 under the assumption that the algorithm A
finds the Bayes optimal classifier. Let f∗1 and f∗2 be the Bayes optimal classifiers returned by A during the
respective calls in Algorithm 1. Then we show the following theorem:
Theorem 1. As long as the density function q(y|z) > 0 whenever p(y, z) > 0, |ED[e(f∗1 , D˜s)]−ED[e(f∗2 , D˜−xs )]| =
0 if and only if hypothesis H0 is true.
Remark: This means that it is enough for q(y|z) to match the support of p(y|z). It is not needed for q(·)
to closely approximate p(·) in some distance. The exact and stronger characterization is given in Theorem 2.
This basically provides us an array of options for the MIMIC() function in Algorithm 1.
3
.
Input: Dataset D ∼ p(x,y, z), Training Algorithm A(Dt, Dv, Ds) that trains a binary classifier given
labelled train, validation and test datasets Dt, Dv and Ds and outputs a classifier from the class C,
Threshold τ .
Output: Hypothesis: H0 or H1.
1: Divide D into two data sets D1 and D2.
2: D′ = MIMIC(D2). Let D′ ∼ p(z)q(y|z)p(x|z).
3: Let D′ be labeled with 0 and let D1 be labeled with 1. Let D˜ = D′
⋃
D1. Split D˜ into train, validation
and test datasets denoted by D˜t, D˜v and D˜s respectively.
4: Drop the variable x from D˜ and form the data set D˜−x. Let D˜−xt , D˜−xv and D˜−xs denote the train,
validation and test parts.
5: Train a classifier f1 : (y, z)→ {0, 1} ∈ C using the algorithm A(D˜−xt , D˜−xv , D˜−xs ). Let the classification
error be e(f1, D˜−xs ).
6: Train another classifier f2 : (x,y, z)→ {0, 1} ∈ C using the algorithmA(D˜t, D˜v, D˜s). Let the classification
error on the test set be e(f2, D˜s).
7: if |e(f2, D˜s)− e(f1, D˜−xs )| > τ then
8: Return H1.
9: else
10: Return H0.
11: end if
Algorithm 1: CI-Testing by Mimicking CI distribution
3.1 Bayes Optimal Classifiers and Total Variation Distance
We now review some theoretical preliminaries regarding the total variation distance and its relationship with
Bayes optimal classifiers. Let p(w) and q(w) be two different density functions on R1×s. Form a data set D
containing p i.i.d. samples of the form (w, `) where ` is a Bernoulli random variable with bias probability 0.5.
If ` = 1, then w ∼ p(·) and when ` = 0, then w ∼ q(·). Let us consider the space of classifiers f : w→ {0, 1}.
Let ED[e(f,D)] be the expected error for any classifier f(·). We can characterize the optimal classifier [37]
(proof is omitted as it is well-known) as follows:
Lemma 1. (folklore) The Bayes optimal classifier denoted by f∗ : w→ {0, 1} is: ` = 1 if w ∈ A and ` = 0 oth-
erwise, where A = {w : p(w) > q(w)}. Further, min
f
ED[e(f,D)] = ED[e(f∗, D)] = 12
∫
min(p(w), q(w))dw
We recall the following (equivalent) definitions of the total variation distance.
Definition 1. (Total Variation Distance) Let P and Q be measures on R1×s that are absolutely continuous
with respect to the Lebesgue measure equipped with density functions p(w), w ∈ R1×s and q(w), w ∈ R1×s
respectively. Let F denote the underlying sigma algebra. The total variation distance between measures P
and Q denoted by DTV(P,Q) is given by:
DTV(P,Q) = sup
A∈F
|P (A)−Q(A)| (1)
DTV(P,Q) =
1
2
∫
|p(w)− q(w)|dw (2)
Total variation distance is also the optimal transportation cost over all coupling between measures P and Q
when the cost function is c(w, w˜) = 1{w 6=w˜}, where 1{·} is the indicator function. Let Π(P,Q) be the set
of all joint distributions defined on (w, w˜) ∈ R1×s × R1×s such that the marginal distribution on w has the
density function p(·) and the marginal distribution on w˜ has the density function q(·). Then,
DTV(P,Q) = inf
pi∈Π
Epi[1{w 6=w˜}] (3)
Omitted proofs can be found in the Supplementary Material.
Lemma 2. (folklore) The classification error of the Bayes optimal classifier ED[e(f∗, D)] = 12 − 12DTV(P,Q).
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Figure 1: A schematic of Algorithm 1. The upper section shows the mimicking procedure (Steps 1-4) and the
lower section shows the classification procedure (Steps 5-11). The algorithm returns H1 if |Exyz − Eyz| < τ
and H0 otherwise.
As a result of Lemma 2 and Lemma 1, we have the following corollary:
Corollary 1. DTV(P,Q) = 1−
∫
min(p(u), q(u))du.
In Definition 1, restrict the set of couplings to Π∗ for which the actual probability space (Ωpi,Fpi, pi) has
the following property: the sets {(u,u) : u ∈ B} are measurable with respect to Fpi. We have the following
technical lemma which will be key in proving the main Theorem 1:
Lemma 3. DTV(P,Q) = inf
pi∈Π
Epi[1{w 6=w˜}] = inf
pi∈Π∗
Epi[1{w 6=w˜}]
3.2 Analysis of Algorithm 1
We consider the performance of the Bayes optimal classifiers for the two binary classification problems: a)
Classifying the uniform mixture of p(x,y, z) and p(z)q(y|z)p(x|z) b) Classifying the uniform mixture of
p(y, z) and q(y|z)p(z) as in Algorithm 1. The basic result of this section is that when the conditionally
independent distribution and the conditionally dependent distribution are different, the classification errors
of these two classification problems with q(y|z) exhibit a non-trivial separation. The most interesting point
to note is that this happens as long as there is an overlap of support between q(y|z) and p(y|z). This means
that q need not be close to p in distance but only needs a much weaker condition of support overlap. Let
us introduce some notation before we present the result. For every (y, z) consider the conditional density
functions p(x|z) and p(x|y, z). Let
(y, z) = max
pi∈Π(p(x|z),p(x′|y,z))
Epi[1{x=x′}|y, z] (4)
Formally, conditional dependence means that (y, z) < 1 with non zero probability with respect to the
density function p(y, z). Now, we state the result of this section formally, below:
Theorem 2.
2|ED[e(f∗1 , Ds)]− ED[e(f∗2 , D−xs )]|
= DTV(p(z,x,y), p(z)q(y|z)p(x|z))−DTV(p(y, z), p(z)q(y|z))
≥
∫
y,z
min(p(z)q(y|z), p(z)p(y|z))(1− (y, z))d(y, z) (5)
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Remark: One can view Theorem 2 as a soft lower bound characterizing the difference when q(·) does
not match p(·) perfectly.
Theorem 3. As long as the density function q(y|z) > 0 whenever p(y, z) > 0, then conditional dependence
implies that 2|ED[e(f∗1 , Ds)]− ED[e(f∗2 , D−xs )]| > 0.
Theorem 4. Conditional independence implies that 2|ED[e(f∗1 , Ds)]− ED[e(f∗2 , D−xs )]| = 0
Proof of Theorem 1) : Combining Theorem 3 and Theorem 4 implies Theorem 1.
Intuitively, for the points (y, z) where x shows strong dependence on both y and z, one needs q(y|z) to
have large positive density. As a corollary, we have the following variational characterization of total variation
distance between the conditionally dependent and the conditionally independent distributions and another
corollary showing that the bounds for a simple "uniform" mimicking distribution.
Corollary 2. max
q(·)
[DTV(p(z,x,y), p(z)q(y|z)p(x|z))−DTV(p(z)q(y|z), p(y, z))] = DTV(p(z,x,y), p(z)p(y|z)p(x|z)).
Corollary 3. Suppose y is a scalar and is bounded in the interval [−b, b] with probability 1 and suppose that
max
y,z
(p(y|z)) ≤ a for some a > 0, then the uniform density q(y|z) = 12b , − b ≤ y ≤ b satisfies the following:
2|ED[e(f∗1 , Ds)]− ED[e(f∗2 , D−xs )]| ≥ 12abDTV(p(y, z)p(x|z), p(y, z)p(x|y, z)).
3.3 General Measures
So far in our treatment of results, we have assumed that density p(x,y, z) exists for the joint distribution of
(X,Y,Z). Now, let the original probability measure from which the data is generated is given by a general
measure P and a measure Q is the conditionally independent (due to the markov chain X− Z−Y) measure
induced on the data set as a result of our algorithm. Note that these two measures differ in the induced
conditional measure on Y given Z and let PY Z and QY Z be the restrictions of measures on (Y,Z) respectively.
The following theorem generalizes for arbitrary measures:
Theorem 5. As long as the the Radon Nikodym derivate dQY ZdPY Z exists and is 6= 0 everywhere except set
of probability zero with respect to the measure PY Z , |ED[e(f∗1 , D˜s)] − ED[e(f∗2 , D˜−xs )]| = 0 if and only if
hypothesis H0 is true.
3.4 Finite Samples and p-values
The validation set D˜s in Algorithm 1 of size n consists of a labelled uniform mixture of i.i.d samples drawn
from the two distributions, p(z)q(y|z)p(x|z) and p(z)q(y|z)p(x|y, z). Let f1 and f2 be two classifiers from
the two classification problems from lines 5 and 6 respectively in Algorithm 1 . Let L(f,u, `) be the zero-one
loss function that is 1 if the prediction f(u) 6= ` and 0 otherwise. Let {ui, `i}ni=1 denote the labelled
examples in D˜s. Since classifier f1 only operates on other coordinates except the one that contains x, we
will assume that it ignores the coordinates corresponding to x if supplied with those coordinates. Now, we
have: e(f1, D˜−xs )− e(f2, D˜s) = 1n
∑
(ui,`i)∈D˜s
L(f1,ui, `i)− L(f2,ui, `i). Since (ui, `i) is i.i.d and 0 ≤ L(·) ≤ 1
is bounded, −1 ≤ L(f1, ·) − L(f2, ·) ≤ 1. Therefore, applying Chernoff bounds for i.i.d bounded random
variables, we have the following subgaussian tail concentration on the test statistic:
P (|e(f1, D˜−xs )− e(f2, D˜s)− ED[e(f1, D˜−xs )− e(f2, D˜s]| < ) ≤ 2 exp(−n2/2), ∀ > 0 (6)
Supposing, f1 and f2 are Bayes optimal classifiers (i.e. f∗1 and f∗2 respectively), then ED[e(f∗1 , D˜−xs )−
e(f∗2 , D˜s)] = 0 if and only if conditional independence holds according to Theorem 1. Hence, under the Bayes
optimal classification, the tail of the null (and also the non-null) distribution is a subgaussian which can be
used to generate a p-value. Further, suppose the Bayes optimal classifiers f∗1 and f∗2 lie in VC classes of VC
dimension at most d. Let fERM1 and fERM2 be the empirical risk minimizers on the training sets D˜
−x
t and D˜t
respectively in Algorithm 1 over the set of classifiers in their respective VC classes. Then, by the standard
results in learning theory [3]:
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Theorem 6. ∀δ ∈ (0, 1), ED[e(fERMi , D˜s)] ≤ ED[e(f∗i , D˜s)] + C
√
d
nt
+
√
2 log(1/δ)
nt
with probability atleast
1− δ where nt = |D˜t|.
Note: The analysis above does not use the fact that we are restricted to distributions with densities,
hence the same results of Theorem 6 hold when we have general measures as in the case of Section 3.3.
4 Candidate MIMIC Functions
Conditional GAN: A promising candidate for mimicking samples from p(y|z) is using conditional generative
adversarial networks (CGAN) [24]. Following the methodology in [24], we adversarially train a generator
deep network G(z, s) ∈ Rny and a discriminator network D(y, z) ∈ [0, 1]. Here, s ∼ p(s) is a standard
normal noise random variable of dimension ds, which is specified in our experiments. The goal is to obtain a
generator function G(z, s) such that given a z, the distribution of G(z, s) over the randomness in s closely
resembles that of p(y|z). Once we have such a generator, given any z we can mimic samples from p(y|z),
by randomly generating a noisy random variable s and evaluating the generator at the point (z, s). Once
we have this neural network based mimic function G(z, s) we can develop a CI-Test using our Mimic and
Classify philosophy. This CI-Test is dubbed MIMIFY-CGAN. Additional details of the exact methodology
can be found in the supplement.
Regression based approaches: Now we introduce our second MIMIC approach which is based on the
idea of regression. Given samples from a joint distribution p(y, z), one can form a regression problem where
the aim is to predict y given z. This is classically solved by training a function r : Rdz → Rdy (in a class of
functions R), such that ideally η(y, z, r) = EY,Z∼p(y,z)[(Y −r(Z))2] is minimized. This done by minimizing an
empirical estimate of η(y, z, r) by using the samples from the joint distribution. The function that minimizes
the mean squared error η(.) globally is the conditional expectation E[Y|Z]. Modern regression classes like
gradient boosted trees and deep networks are extremely powerful and can fit the conditional expectation
E[Y|Z] very closely in most cases. This leads us to our regression based MIMIC function. The idea is to train
a regression function r(z) that closely mimics the conditional expectation E[Y|Z = z], for any Z = z, given
a data-set of samples from the joint p(y, z). This can be done using standard regression techniques. Now,
given any z, we can evaluate r(z) which resembles E[Y|Z = z]. We can add a noise random variable s ∈ Rny
to create the variable yˆ = r(z) + s. The random variable yˆ is thus centered approximately at E[Y|Z = z]
and if the noise random variable is chosen appropriately, then the distribution of yˆ (denoted by say qr(y|z))
is bound to have a significant overlap with p(y|z), especially if the true conditional p(y|z) is unimodal. This
is precisely our MIMIC function. Our regression based MIMIC function is dubbed MIMIFY-REG. The exact
methodology is described in the supplement.
5 Empirical Results
In this section we empirically validate our algorithms against state of the art methods, on synthetic and
real data-sets. The algorithms under contention are: (i) MIMIFY-CGAN: Our CGAN based MIMIC and
CLASSIFY method. We use a fully connected generator with 2 hidden layers. The discriminator is also fully
connected with two hidden layers, the last layer being a sigmoid layer. The training is done according to the
method followed in [24]. The noise dimension is set to ds = 20 in all our experiments, (ii) MIMIFY-REG:
Our regression based method. We use the XGB-Regressor in the scikit-learn API of XGBoost [5] as our
regression function. The classifier used in our CLASSIFY phase is also XGBoost, (iii) KCIT [39]: We use
the implementation in the RCIT R package provided by the authors of [34], (iv) RCIT [34]: We use the
implementation in the RCIT R packages, and (v) CCIT [31]: We use the python package provided by the
authors of [31].1
Post-Nonlinear Noise Synthetic Experiments: We test all our algorithms on a harder version of the
post-nonlinear noise setting that has been used in [39, 31, 34]. Motivated by applications in causal inference,
in all our experiments dx = dy = 1 while the dimension of z can scale. In our synthetic datasets, when the
ground truth is X ⊥ Y|Z then the variables follows the relation X = f1(AxZ+ η1) and Y = f2(AyZ+ η2).
1The software package for our implementation can be found here: (https://github.com/rajatsen91/mimic_classify)
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Figure 2: In (a) we plot the performance of our algorithms in the post-nonlinear noise synthetic data. In generating
each point in the plots, 100 data-sets are generated where half of them are according to H0 while the rest are according
to H1. The algorithms are run on each of them, and the ROC AUC score is plotted. The number of samples is
n = 1000, while the dimension of Z varies. RCIT is omitted in this plot, as it performs poorly and outside the range
of values plotted. In (b) we plot the ROC curve for all three algorithms based on the data from for the flow-cytometry
dataset. In (c) ROC curves for gene regulatory network inference from DREAM dataset with various CIT methods
are shown. The ROC AUC score for each of the algorithms in cytometry and gene regulatory networks is provided in
(d) and (e) respectively, considering their respective ground-truth causal graphs.
When the ground truth is not CI, then Y = f2(AyZ + axyX + η2) where axy is a fixed constant. Here,
Ax, Ay ∈ Rdz×1 are matrices that are held fixed for generating the samples of a single data-set. η1 and η2 are
zero-mean Gaussian noise of variance 0.25. For each data-set f1 and f2 are non-linear functions chosen at
random from the set of functions {x, x2, x3, tanh(x), exp(−x)}, for each data-set.
We plot the ROC-AUC achieved by the different algorithms as a function of dz in Fig. 2a. Each point in
the plot involved generating 50 data-sets in which X ⊥ Y|Z and 50 data-sets where X is not independent
of Y given Z, each data-set containing 5000 samples. The algorithms are run on each of the data-sets and
then ROC-AUC is calculated by using the p-values generated and the ground-truth labels for each data-set.
RCIT performs much worse than the other algorithms on this data-set and therefore has been omitted from
the plot. It can be seen for the extreme case of dz = 200, MIMIFY-GAN beats the other algorithms in
terms of ROC-AUC. This can be attributed to the fact that CGANS can in fact fit p(y|z) even when z is
high-dimensional. MIMIFY-GAN achieved an ROC-AUC of 0.835 even when dz = 300. KCIT could not be
run due to high run-times at this scale.
Flow-Cytometry Data: We use our CI testing algorithm to verify CI relations in the protein
network data from the flow-cytometry dataset [29], which gives expression levels of 11 proteins under various
experimental conditions. We use the reconstructed causal graph in [29] (Fig. 1(b) in [25]) as the ground
truth network. The CI relations are generated as follows: for each node X in the graph, identify the set Z
consisting of its parents, children and parents of children in the causal graph. Conditioned on this set Z,
X is independent of every other node Y in the graph (apart from the ones in Z). We use this to create 50
randomly chosen CI relations. In order to evaluate false positives of our algorithms, we also need relations
such that X 6⊥ Y|Z. For, this we observe that if there is an edge between two nodes, they are never CI given
any other conditioning set. For each graph we generate 50 such non-CI relations, where an edge X ↔ Y
is selected at random and a conditioning set of size 5 is randomly selected from the remaining nodes. We
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construct 50 such negative examples for each graph. For the sake of reproducibility we include all these
relations as a csv file in our supplementary, where the first 50 relations are CI and the rest are not CI. The
column X, Y denote the nodes and Z the conditioning set. The ROC (Receiver Operating Characteristics)
curve is plotted from the results of all the algorithm in Fig. 2b. The corresponding ROC-AUC achieved are
given in Table 2d. MIMIFY-REG outperforms the other algorithms on this data-set achieving an ROC-AUC
of 0.7638.
Gene Regulatory Network Inference for DREAM dataset: In this experiment, we test and
evaluate different algorithms over the in silico cell development process dataset taken from [16]. The dataset
represents a cell development process including 20 genes, which consists of 60 separate experiments each
involving time-series of the length 11. Therefore the total number of samples is 660. The ground-truth
regulatory network is known. Form the process, we created a matrix of pairwise CI p-values in the form of
CIT (Xi, Xj |{Xi, Xj}c) given the samples, and then evaulated the performance of each algorithm through
their respective ROC curves. The plotted ROC curves and the obtained AUC values are presented in Fig. 2c
and Table 2e respectively.
6 Conclusion and Future Work
The paradigm of Mimic and Classify is proposed as per meta-algorithm 1 with provable guarantees on the
null distribution and analysis for general probability measures, thus suggestive of a two-step approach: (a)
Mimic the CI Distribution and (b) Classify to distinguish the joint and CI distribution. New candidates are
discovered such as cGANs and Regression based methods, qualifying for mimicking step and they outperform
on experiments. Future directions include discovering efficient candidates for both mimic and classify steps to
boost CI Testing performance especially in high dimensional and moderate to small sample regime. Bolstered
by strong CI Testing performance, we would like to see their utility in causal inference problems.
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A Exact Methodology of MIMIFY-GAN
The exact methodology followed forMIMIFY-GAN is as follows: (i) Given n samples {xi,yi, zi} (i = 1, .., n)
we randomly subdivide the samples into three disjoint sets D1, D2 and D3, with |Di| = n/3. The samples in
D1 are kept as it is and labeled 1, (ii) A CGAN G(z, s) is trained using the y, z coordinates of the samples
in D2 in order to mimic p(y|z), (iii) For every sample (x,y, z) ∈ D3 we create a new sample (x, yˆ, z) where
yˆ = G(z, s) and s is randomly generated from p(s). These new samples {(x, yˆ, z)} are labeled 0 and added to
the data-set of previously labeled samples in step (i). Thus we have a labeled classification data-set. (iv) We
randomly subdivide the labeled data-set into training and test sets. Now the steps 5 - 10 of Algorithm 1 can
be followed using a standard classifier (XGBoost [5] in our implementation) in order to obtain a hypothesis.
B Exact Methodology of MIMIFY-REG
The exact methodology for MIMIFY-REG is as follows: (i) Given n samples {xi,yi, zi} (i = 1, .., n) we
randomly subdivide the samples into three disjoint sets D1, D2 and D3, with |Di| = n/3. The samples in D1
are kept as it is and labeled 1, (ii) We fit a regression function (XGBoost [5] regressor in our implementation)
to predict y given z, using the samples in D2. Let r(.) denote the trained regression function, (iii) For every
sample (x,y, z) ∈ D3 we create a new sample (x, yˆ, z) where yˆ = r(z) + s and s ∈ Rdy is a random noise.
In order to keep our model versatile, we use two noise models for generating s. Our first noise model is
where s is a multi-variate Gaussian vector with zero mean and covariance equal to that of the residual vector
yr = y − r(z), measured empirically from the samples in D2. In our second noise model, s is such that each
coordinate is a Laplace random variable. The variance of the i-th coordinate is set equal to that of the i-th
coordinate of yr measured from the empirical data in D2. While processing every sample (x,y, z) ∈ D3,
with a probability of 0.3 we add Gaussian noise, otherwise we add Laplace noise. Thus, we have created a
mimicked data-set of n/3 samples {(x, yˆ, z)}, all of which are labeled 0. These labeled samples are added to
the original samples in step (i) yielding our classification data-set. (iv) We randomly subdivide the labeled
data-set into training and test sets. Now the steps 5 - 10 of Algorithm 1 can be followed using a standard
classifier (XGBoost [5] in our implementation) in order to obtain a hypothesis.
C Relation between Bayes Optimal Classifier and Total Variation
Distance
C.1 Proof of Lemma 2
The proof follows from Lemma (1) and Eq. (2), by using a simple algebraic identity, min(a, b) = a+b−|a−b|2 .
C.2 Proof of Lemma 3
For any coupling pi ∈ Π∗, for all measurable sets B in F , we define a measure νpi with sample space R1×s and
sigma algebra F as follows: νpi(B) = Epi[1{w=w˜=u}1{u∈B}]. Note that, this definition is possible because of
the assumption that {(u,u) : u ∈ B} is measurable in Fpi for every B ∈ F , for every coupling pi ∈ Π∗. Let
the marginal measures of pi be Ppi and Qpi with densities ppi and qpi , respectively.
Consider a set B ∈ F that has zero Lebesgue measure. This implies that both Ppi and Qpi have zero
measure on B. We observe that νpi(B) ≤ Ppi(B), Qpi(B) for all measurable B ∈ F because the marginal
measures of pi are Ppi and Qpi, proving that νpi(B) = 0. By the Radon-Nikodym theorem, there is a measurable
density function gpi(u) such that:
νpi(B) =
∫
B
gpi(u)du, ∀B ∈ F ,∀pi ∈ Π∗. (7)
We already observed that νpi(B) ≤ Ppi(B), Qpi(B) for all measurable B ∈ F . And all the measures νpi, Ppi
and Qpi are absolutely continuous with respect to the Lebesgue measure. This implies that their density
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functions satisfy the inequalities almost surely. That is,
gpi(u) ≤ min(ppi(u), qpi(u)) a.s. (8)
Now, from the definition of total variation distance in Eq. (3) note that:
DTV(P,Q) = inf
pi∈Π
Epi[1{w 6=w˜}]
≤ inf
pi∈Π∗
Epi[1{w 6=w˜}]
(a)
≤ Epi[1{w 6=w˜}]
= νpi(Ωpi)
(b)
≤
∫
min(p(u), q(u))du (9)
where in (a) pi is some coupling in Π∗, while (b) follows using the Eq. (7) and (8). The equality in Eq. (9) can
be proven by showing a coupling that satisfies the inequality exactly. Such a coupling has been constructed
for discrete pmfs p and q in [30](Theorem 1). The exact same construction can be extended by using the
density functions p and q (as in Eqs. (6), (7) and (8) in [30]). Since inequalities (a) and (b) hold with equality,
we have:
DTV(P,Q) = inf
pi∈Π
Epi[1{w 6=w˜}]
= inf
pi∈Π∗
Epi[1{w 6=w˜}]
D Analysis of Main Algorithm 1 - Proof of Theorem 2
Note: To begin our analysis, please note that as in Proof of Lemma 3, one can also differently have νpi
defined ∀B ∈ F as :
νpi(B) = Epi[1{w=w˜=u}1{u∈B}Epi[1{v=v˜}|w = w˜ = u,u ∈ B]] (10)
where pi ∈ Π∗ is a coupling preserving P and Q as the marginal measures on tuple (V,W) which have densities
p(·) and q(·) with respect to the Lesbegue measure. Since Epi[1{v=v˜}|w = w˜ = u,u ∈ B] ≤ 1, we have
νpi(B) ≤ P (W ∈ B), Q(W˜ ∈ B). Thus by the same arguments as in the Lemma 3, νpi(·) defined as per Eq.
(10) also exhibits a density gpi(uw) with respect to the Lesbegue measure such that gpi(uw) ≤ p(uw), q(uw)
almost surely.
Now, the first equality in the theorem is obvious and follows from Algorithm 1, Lemma 2. We establish
only the second inequality using the following chain:
DTV(p(z,x,y), p(x, z)q(y|z))
(a)
= 1− max
pi∈Π∗(p(z,x,y),p(z˜)q(y˜|z˜)p(x˜|z˜))
Epi[1{x=x˜,y=y˜,z=z˜}]
=1− max
pi∈Π∗(p(z,x,y),p(z˜)q(y˜|z˜)p(x˜|z˜))
Epi[1{y=y˜,z=z˜}Epi[1{x=x˜}|y = y˜, z = z˜]]
(b)
=1− max
pi∈Π∗(p(z,x,y),p(z˜)q(y˜|z˜)p(x˜|z˜))
∫
gpi(uy,uz)Epi[1{x=x˜}|y = y˜ = uy, z = z˜ = uz]d(uy,uz)
(c)
≥1− max
pi∈Π∗(p(z,x,y),p(z˜)q(y˜|z˜)p(x˜|z˜))
∫
gpi(uy,uz)(uy,uz)d(uy,uz)
(d)
≥1− max
pi∈Π(p(z,y),p(z˜)q(y˜|z˜))
∫
gpi(uy,uz)(uy,uz)d(uy,uz)
(e)
≥1−
∫
min(p(uy,uz), p(uz)q(uy|uz))(uy,uz)d(uy,uz) (11)
We have the following justifications for the above inequality chain:
13
(a) follows from the definition of the total variation distance as in Eq. (3) and the restriction of coupling
set Π to Π∗ as observed via Lemma 3.
(b) follows from the note in the beginning of this section which alternatively defines νpi(·) as in Eq. (10).
Thus νpi(Ωpi) = Epi[1{y=y˜,z=z˜}Epi[1{x=x˜}|y = y˜, z = z˜]]
(c) follows from the fact that given y = y˜ = uy (fixed constant) and similarly z = z˜ = uz, Epi[1{x=x˜}|uy,uz] =
Ppi(x = x˜|uy,uz) is the probability with respect to some coupling pi between p(x|uz) and p(x˜|u˜y,uz).
Any such probability is bounded above by (uy,uz) according to equation (4).
(d) follows from the fact that terms inside the integral in (c) depend only on the marginal coupling under pi
between (y, z) variables.
(e) is a consequence of the note in the beginning of this section.
We also have the following equality as a result of Corollary 1:
DTV(p(z)q(y|z), p(y, z)) = 1−
∫
min(p(uy,uz), p(uz)q(uy|uz))d(uy,uz) (12)
Subtracting (12) from (11), we have:
DTV(p(z,x,y), p(x, z)q(y|z))−DTV(p(z)q(y|z), p(y, z)) (13)
≥
∫
min(p(uy,uz), p(uz)q(uy|uz))(1− (uy, uz))d(uy,uz) (14)
E Additional Theorems in proving Theorem 1
E.1 Proof of Theorem 3
The result follows from Theorem 2 and the fact that conditional dependence implies that (y, z) < 1 is true
with a non zero-measure with respect to distribution given by the density p(y, z).
E.2 Proof of Theorem 4
Conditional independence means that p(x,y, z) = p(z)p(y|z)p(x|z). Further,
DTV(p(z)p(y|z), p(z)q(y|z)) = DTV(p(x|z)p(z)p(y|z), p(x|z)p(z)q(y|z)) (15)
Combining (15) with the first equality in Theorem 2, we have the result stated.
F Additional Corollaries of Theorem 1
F.1 Proof of Corollary 2
We first observe that due to triangle inequality we have the following:
DTV(p(z,x,y), p(z)q(y|z)p(x|z))−DTV(p(z)q(y|z), p(y, z))
(a)
= DTV(p(z,x,y), p(z)q(y|z)p(x|z))−DTV(p(x|z)p(z)q(y|z), p(x|z)p(y, z))
(b)
≤ DTV(p(z,x,y), p(z)p(y|z)p(x|z)) (16)
where (a) follows from Eq. (15) and (b) follows from triangle inequality for the total variation distance.
When you set q(y|z) = p(y|z), lower bound in Theorem 2 matches the upper bound in Eq. (16). This
implies the variational result stated.
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F.2 Proof of Corollary 3
Given the conditions, we observe that q(·) ≥ p(·) 12ab . Hence, the statement of Theorem 2 can be written as:
2|ED[e(f∗1 , Ds)]− ED[e(f∗2 , D−xs )]| ≥
1
2ab
∫
y,z
p(z)p(y|z)(1− (y, z))d(y, z)
(a)
=
1
2ab
∫
y,z
p(z)p(y|z)
(
inf
pi∈Π(p(x|z),p(x′|y,z))
Epi[1{x6=x′}]
)
d(y, z)
(b)
=
1
2ab
∫
y,z
p(z)p(y|z)DTV(p(x|z), p(x|y, z))d(y, z)
=
1
2ab
DTV(p(y, z)p(x|z), p(y, z)p(x|y, z)) (17)
where (a) is by the definition of (y, z) and (b) is due to the definition of total variation distance as in Eq.
(3).
G General Measures - Proof of Theorem 5
Let P (·) and Q(·) be two different probability measures on R1×s and absolutely continuous with another
measure µ. Hence corresponding Radon Nikodym derivatives are respectively, dPdµ and
dQ
dµ . Form a data set D
containing p i.i.d. samples of the form (w, `) where ` is a Bernoulli random variable with bias probability 0.5.
If ` = 1, then w ∼ P (·) and when ` = 0, then w ∼ Q(·). Considering the space of classifiers f : w→ {0, 1}
and ED[e(f,D)], the expected error for any classifier f(·), we have:
Lemma 4. The Bayes optimal classifier denoted by f∗ : w→ {0, 1} is: ` = 1 if w ∈ A and ` = 0 otherwise,
where A = {w : dPdµ (w) > dQdµ (w)} and
min
f
ED[e(f,D)]
= ED[e(f∗, D)]
=
1
2
∫
min(
dP
dµ
(w),
dQ
dµ
(w))dµ(w)
=
1
2
− 1
2
DTV(P,Q) (18)
Further we can have pi restricted to Π∗ and νpi(·) can be defined equivalently here as in Proof for Lemma
3. We then have νpi absolutely continuous with respect to µ such that dνpidµ ≤ min(dPdµ , dQdµ ).
Proof. This follows the same line of treatment as in corresponding lemmas in Section 3.1 by noting that now
Bayes Optimal classifier is as specified in terms of Radom Nikodym derivatives and that the total variation
distance is given by:
DTV(P,Q) = sup
A∈F
|P (A)−Q(A)| = 1
2
∫
|dP
dµ
(w)− dQ
dµ
(w)|dµ(w) (19)
Now defining (y, z) in terms of conditional measures, we have analogous result for Theorem 2 in case of
general measures for probability distribution P and Q, i.e.:
2|ED[e(f∗1 , Ds)]− ED[e(f∗2 , D−xs )]|
= |DTV(P,Q)−DTV(PY Z ,QY Z)|
≥
∫
y,z
|min(dPY Z
dµ
(y, z),
dQY Z
dµ
(y, z))|(1− (y, z))dµ(y, z)
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where we have assumed that ∃µ such that P and Q are absolutely continuous with respect to µ. We omit the
proof as is essentially based on similar algebra as in the proof of Theorem 2. If QY Z is absolutely continuous
with respect to PY Z , then we have:
2|ED[e(f∗1 , Ds)]− ED[e(f∗2 , D−xs )]| ≥
∫
y,z
|min(dQY Z
dPY Z
(y, z), 1)|(1− (y, z))dPY Z(y, z)
Corresponding to Theorem 1 (by mimicking the Theorem 3 and Theorem 4), we have the Theorem 5 as
proposed.
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