point. However, it is worth noting that coarse resolution models have been shown 258 to be poor at draining the floodplain (Bates et al., 2006; Wright et al., 2008; Neal 259 et al., 2011) .
260
While in many studies aerial photography is used as a benchmark to assess 261 the accuracy of satellite observed flood extents (Horritt et al., 2001; Mason et al., 262 2007), thereby assuming it to be accurate and precise, here this assumption is 263 not made since these data will contain unknown errors. This is demonstrated Further, the vertical height errors that are incorporated with the intersection with 279 the LiDAR data could be in the region of 0.25m RMSE, and cannot be removed. 
Model Set-Up and Calibration

281
A 2D LISFLOOD-FP model was set-up using the inertial formulation of the shal-282 low water equations as decribed by Bates et al. (2010) cell with the closest DEM elevation to the observed data point will be used. The 322 second performance measure is the binary Critical Success Index (CSI):
Where A is the number of cells correctly predicted as flooded (wet in both 324 observed and modelled image), B is the number of overpredicting cells (dry in 325 observed but wet in modelled) and C is the number of underpredicting cells (wet 326 in observed but dry in modelled).
327
The third performance measure, Perc 50 is the percentage as optimum measure and the parameter set which produces the lowest RMSE for each subset is recorded.
332
The frequency for which each parameter set occurs as the optimum is calculated,
333
and converted into a percentage of the total number of subsets that have been 334 evaluated.
335
The fourth performance measure, Perc 1 is similar to the third, except that it 336 uses subsets of 1, i.e. just individual data points, and then records the optimum 337 parameter set for each of the individual points. Again, the frequency for which 338 each parameter set occurs as the optimum is recorded, and turned into a per- ) that a given pixel is inundated.
Where j is the number of model simulations, f is the flooded state of the pixel
408
(1 = wet, 0 = dry) and W j is the weighting given to each model simulation. of the differences between the average forecast / predicted probability and the 423 observed probability (Stephenson et al., 2008) :
Wheref k is the mean of the probability forecasts of event k occurring (in each To achieve an assessment of the reliability using water surface elevation predictions 445 rather than the probability of inundation in each cell the following methodology 446 is proposed:
447
The first step is to calculate a predicted water surface elevation probability water surface elevation is zero an algorithm is used to search, with a increasing 453 distance away from the observation cell, for the nearest water surface elevation.
454
Where two cells of equal distance away from the observation contain water, the 455 water elevation value from the cell with the closest topographic elevation to the 456 observation cell is used.
457
The next step is, for each observation, to record where it lies within the pre-458 dicted probability distribution. These records of observation location can be rep- hydraulic models and is not thought to affect the conclusions drawn in this study. 
Uncertain Inundation Maps
609
The Probability of Inundation maps shown in Figure 11 demonstrate the effect that 
Reliability
617
A reliability plot using the Horritt method is shown in Figure 12 , and the associated 618 quantifications of this reliability can be found in it can clearly be seen that the CSI performance measure produces even less reliable 638 predictions than RMSE.
639
The reliability plots using the new water surface elevation method are shown in weighting produces the least reliable predictions, with RMSE also quite unreliable.
644
These show that, on the whole, modelling using these weighting methods produces Figure 12 and Plot 2a of Figure 13 proportionately.
725
In the Perc 1 measure an optimum parameter set that is only agreed upon by 726 one data point will only be given a small weighting proportionate to the level of be given a weighting of 1%.
733
It could be argued that the Perc 1 measure should incorporate some kind of 734 limits of acceptability approach so that a model is not rejected on this measure 735 when its difference from an optimal model is less than the observational error.
736
However, it is extremely rare to be able to adequately quantify the error in ob- ter space might be discarded that would otherwise be acceptable, if, for example,
753
boundary condition uncertainty were taken into account.
754
Assessing reliability is a good way of testing the methodologies for defining ac-755 ceptability and weighting the parameter space. In this study the focus was on the is that it can be used for discontinuous datasets (such as the wrack marks in this 783 study), and it therefore has wider applicability. On top of this, and despite both 784 reliability methods coming to the same overall conclusion, there are differences in is within the limits of acceptability for these data, and therefore it could be said 888 that the model is performing well, but it would be interesting to observe how this 
900
Further investigation could also examine the potential for using the Perc measure 
