The performance of a method is generally measured by an assessment of the errors between the method's results and a set of reference data. The prediction uncertainty is a measure of the condence that can be attached to a method's prediction. Its estimation is based on the random part of the errors not explained by reference data uncertainty, which implies an evaluation of the systematic component(s) of the errors. As the predictions of most density functional approximations (DFA) present systematic errors, the standard performance statistics such as the mean of the absolute er- * To whom correspondence should be addressed † CNRS, UMR8000 
Introduction
The success of density functional theory, of modern algorithms and computers has produced not only a large amount of numerical results, but of also a large number of Density Functional approximations (DFA). To choose amongst those, benchmark data sets are increasingly used. Although this should be seen as a quantication of experience, one should be also warned that using statistical tools to quan-tify DFAs performance has its pitfalls, and care is needed 1 .
If ranking is a concern for DFA designers to assess the overall performance of new developments, it is less practically useful to end users, who need to select a method with criteria such as code availability, computing performance, and, most important, prediction uncertainty. The In the GUM approach to uncertainty estimation, it is assumed that the result of a measurement has been corrected for all recognized signicant systematic eects and that every effort has been made to identify such eects 3 . This is a key point which is challenging for computational chemistry, where most error sources are known to be systematic, due to the various approximations in the chemistry models.
The correction of systematic errors can only be achieved by comparison with reference data.
The assessment of a prediction uncertainty requires therefore either an internal calibration (adjustment of parameters) of a method against a reference data set, or an a posteriori calibration of the results of this method. We address the latter approach in this article.
The internal calibration of semi-empirical 
Denitions
We thereafter call error the dierence between the value of a property, c m,s , calculated for a system s by a method (e.g. DFA) m, and the corresponding reference value, o s (observed or 
For performance assessment of a method, one uses statistics summarizing the error sets containing the error values of all systems for a given method, E m = {e m,s ; s = 1, N s }, where N s is the number of systems in the reference set.
In the following, we consider deterministic methods and assume that all sources of code uncertainty are controlled at a negligible level (numerical errors, convergence thresholds eects, etc.
2 ).
In this case, the errors can be attributed (i) to reference data uncertainty, u s , and, if this source alone cannot explain the amplitude of the errors, (ii) to method inadequacy errors, characterizing the inability of a method to predict the reference data within their error bars. The uncertainty of the reference data is therefore a key information to properly assess method inadequacy errors.
Performance estimators: MAD vs. MAD
Several performance statistics are commonly used in the benchmark literature to rank methods. We review these estimators in order to appreciate their usability, or lack thereof, in the estimation of prediction uncertainty.
First, there is some confusion in the computational chemistry literature about the nomenclature of the performance statistics. In particular, the use of some acronyms conicts with the standard use in the statistical literature.
The main example is the mean absolute deviation (MAD), which is commonly used in the community to refer to the mean of the absolute errors (MAE) M AE = 1 N s Ns s=1 |e m,s | , 
or the median absolute deviation (from the median med(E m ))
Synonyms of M AE in the computational chemistry literature are the mean unsigned error/deviation (MUE/D) and the average absolute error/deviation (AAE/D). The occasional occurrence in this corpus of a meaningless definition of M AD as mean average deviation is even more confusing.
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The arithmetic mean is often referred to as mean signed error (MSE) M SE = E m = 1 N s Ns s=1 e m,s . • M eanAD is a measure of dispersion (for a normal distribution of standard deviation σ, one has M eanAD = 2/πσ);
• for E m = 0, M AE and M eanAD are identical, but when E m = 0, M AE is a non-invertible mixture of dispersion and location statistics. In the extreme case where all errors are positive, M AE is equal to M SE, a measure of location.
In a recent paper intended on clarifying the dierence between M AE and prediction uncertainty, Ruscic 11 addresses M AE (called M AD in the paper, but unambiguously synonymized with M U E) as a dispersion measure, which it is not for non-zero-centered error samples, the standard case in computational chemistry. The M AE can be used, amongst many other criteria, to rank methods, but should not be used to assess the uncertainty associated with a given method.
The same remarks apply to the root-meansquare error (RMSE)
which is commonly used alongside the M AE in the benchmark literature. The corresponding measure of dispersion is the root-mean-square deviation (RMSD)
The equality 3. The experimental data are subject to factors that are not properly taken into account (e.g., temperature, in particular for bulk modulus).
RM SE
4. The inclusion of the systems into the benchmark data set is conditioned to data availability, which introduces a bias in the representativity of the data set. One has thus to face the fact that, even after a linear correction, the B3LYP DFA cannot predict the reference data within their uncertainty range.
From deterministic calculations to random errors
Considering the very small uncertainty on lattice constants, the errors in the E LC,B3LY P set can be mainly attributed to the method's inability to reproduce reference data, and decomposed in Fig. 1 into predictable/systematic and unpredictable/random contributions. In the following, we will refer to the random part of method inadequacy as method inadequacy error, the systematic part being addressed through corrections.
The method inadequacy error has a randomlike trace as a function of lattice constant value ( Fig. 1 (b) 
where the s are independent random variable of mean 0 and known, nite, standard deviation u s . This model is a generalization of Eq. 1:
it uses random variables s to describe stochastic processes from which one assumes that the actual errors e m,s are realizations.
In most cases of interest in the present study 
and the reference data uncertainties u s . In the least-squares optimization framework, one compares the chi-square value
to the number of degrees of freedom 
Prediction
For the estimation of a new value of a property knowing a calculated value c * (i.e. for a system not in the benchmark set), the prediction model and prediction variance are 
where J is a vector of sensitivity coecients evaluated at ϑ m =θ m , 
Weighted least-squares regression can be used 
The prediction uncertainty u pm depends on the calculated value c * . However, if the benchmark set is large enough and if c * lies within the range covered by the benchmark set (no extrapolation), the uncertainty on the calibration model can become negligible before d m 9 , and Eq. 20
This convenient approximation will be tested in the next section.
We insist on the fact that the prediction uncertainty u pm has two contributions: the method inadequacy error d m and the correction model uncertainty u fm . An example of the relative contributions of these quantities is shown in Fig. 3 , where the major contribution of d m can Validation data. A set of 9 system has been set aside for validation purpose. These are systems for which we did not nd bulk modulus
BaTe(B1), and LiH(B1).
Reference data uncertainties. Concerning the error bars for lattice constants, the uncertainty from X-ray diraction experiments depends on the sample (i.e. powder or single crystals) and on the instrument/detector. It is claimed that the uncertainty can reach 0.0001Å
or even smaller 73,74 . However, due to the procedure adopted to obtain the reference ZPAEcorrected data, that mixes experimental lattice Table 1 : List of the DFT methods assessed in the present work. Parameters are also reported for global (GH) and range-separated hybrid (RSH) exchange functionals. Choice of density functional approximations. The DF approximations used in the present work can be classied into the following groups:
• local and semi-local density functionals (i.e. LDA, GGA and mGGA),
• linear global hybrids (GH, where the density functional exchange is mixed up linearly with the Hartree-Fock exchange), and
• range separated hybrids (RSH).
In the latter class of functionals, the amount of HF exchange included depends on the distance between electrons. They are obtained from the separation of the Coulomb operator in dierent ranges (three ranges in the current implementation) by means of the error function as:
where ω is the length scale of separation.
Range separated hybrids can be subdivided in:
long-range corrected (LC-RSH), middle-range hybrids (MC-RSH) and short-range corrected (SC-RSH) functionals, also known as screened
Coulomb. In these approximations, the long-, middle-and short-range part of the exchange, respectively, is described by Hartree-Fock.
The general form of a range-separated hybrid is: Whatever the performance statistics, none of the methods seems optimal for all the properties.
Statistical modeling
Figures 4-6 show the probability densities of the E m error sets for the three properties, before and after linear calibration (Eq. 18).
The errors distributions for the raw data (before calibration) conrm or reveal a few features relevant for the following developments:
• most methods provide biased estimates for some or all properties;
• the shape of the distributions varies considerably between methods and properties, some distributions are strongly asymmetric while others are bimodal; and
• some points seem to lie far of the main batch (outliers) and many distributions present a long tail.
Calibration
In order to determine the polynomial degree of the trend in systematic errors, we used Bayesian Model Selection (BMS) 78 for all error sets. BMS calculates the posterior probability distribution over a set of models, combining a parsimony criterion (Occam's razor) with a As can be seen on Figs. 4-6, linear correction, besides eliminating prediction bias, contributes often to produce more symmetrical distributions (e.g., HF for band gaps), albeit without always resulting in normal distributions (e.g., ωB97 for band gaps). In many cases, the dispersion of the errors is notably reduced (e.g., B3LYP for lattice constants), along with the distribution tails (e.g., PBE for band gaps).
For some methods, one observes a mere shift of the distribution due to bias correction, as 
Prediction uncertainty analysis
We calculated the contribution of the calibration model uncertainty u f to the total variance 
The 
calculated on a regular grid of values of the property x covering its calibration range.
We reported in Tables 5-7 
External validation of prediction model
In order to validate the prediction uncertainty model derived in the previous section, we use a validation set of 9 systems not included in the ωB97-X (Fig. 8 ). For these DFAs, it seems that the calibration set is not fully representative of the species in the validation set.
Globally, we checked that, despite the caveats of small sample size and non-normal distribution, the prediction models provides reasonable condence intervals, except for a few DFAs (RSHXLDA and ωB97),for which the lattice constants calibration set is poorly representative of the data in the validation set. Ever after linear correction, theses DFAs should not be recommended to predict lattice constants. 
15.4).
The corresponding values are u s = 0.3 eV for band gaps, 7 GPa for bulk moduli, and 0.015 Å for lattice constants.
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The new values of u p are shown in Table 9 alongside those issued from Tables 5-7 12 ), using a dierent calibration models for each subset. This is not a We want to address here a few points regarding the assumptions and limits of this approach. Above/blue: before; below/red: after.
Looking back at the reference data

Weigted least-squares regression
The WLS regression formulae rely on few assumptions: the errors have to arise from distributions of mean zero and nite variance and they have to be uncorrelated. There is therefore no constraint on the specic shape of the errors distributions. Nevertheless, two sensitive points of the method should be considered:
• Dependence on the reference data uncertainty. If the reference data uncertainty is not negligible before method inadequacy errors, it might play a signicant role through the weights in the WLS procedure. The present study was based on the assumption of uniform uncertainty • Sensitivity to outliers. Least-squares procedures are well-known to be sensitive to outliers, i.e. points with much larger weighted residual errors than the other points in the set. Outliers can be dealt with at dierent levels: they can be rejected from the reference set, maybe on the basis of an heterogeneity in experimental methods or physico-chemical properties, or they can be given less importance by using robust regression methods. A preliminary study using a rankbased robust method (package Rt 82 ) revealed only non-signicative dierences with the least-squares results, but this has to be further explored.
Calibration model
The calibration model is based on two choices:
• 
If this is the case, the residuals variance is fully explained by the reference data uncertainty, and there is no need to consider method inadequacy: the calibrated method is able to predict reference data within their error bars. 
which cannot be negative if χ 2 N s −2. Knowing d, one is now able to specify the full calibration model (Eq. 18). We solve it by redening the weights as
and inserting them in the formulae giving ∆,â andb (Eqn. 29-31).
For uniform reference data uncertainty (u s = const.), this reweighting will not change the values ofâ andb, and one can proceed directly to the evaluation of the variance-covariance of the parameters with the updated value for ∆. Otherwise, a few iterations of the reweighting procedure (Eqn. 29-31, 33, 34) will be necessary to reach convergence.
The chi-square test (Eq. 32) is veried by construction, and we can derive the parameters uncertainty and covariance by the standard WLS formulae If the reference data uncertainty is negligible before the t residuals, one recovers the ordinary least squares method 36 , but where the full residuals variance is explained by method inadequacy, i.e.
A.2 Prediction
For the estimation of a new value of a property knowing a calculated value c * (i.e. for a system not in the benchmark set), the prediction model and prediction variance are 12 Calibration and prediction uncertainty parameters for bulk modulus (GPa).
14 13 Calibration and prediction uncertainty parameters for band gaps (eV). . 14 We provide here tables of all the data used in the companion paper and tables of the coecients to estimate the corrected values and prediction uncertainties of the studied methods.
Validation data. Tables 1-6 .
Reference data were collected for the following crystals (Strukturbericht designation The reference dataset includes: experimental lattice constant values corrected for the zero-point anharmonic expansion, as reported in Ref. 3 ; experimental bulk modulus values, taken from Refs. 47 , and low temperature (below 77 K) experimental (fundamental) band gap values 2, 5, 8, 9 .
For bulk modulus, we referred to low temperature data 46 , if available, and, when possible, the zero-point anharmonic expansion correction has been included from Ref 6 .
The band gaps considered cover two orders of magnitude, between ≈0.2 and ≈12 eV.
Validation data. Tables 7-10. A set of 9 system has been set aside for validation purpose. These systems have been chosen on the basis that we did nd reference values for band gaps and lattice constants, but none for bulk moduli: AlN(B3), CdS(B3), CdSe(B3), MgSe(B1), MgTe(B1), BaS(B1), BaSe(B1), BaTe(B1), and LiH(B1).
Propriety and uncertainty prediction.
Tables 11-13.
For the estimation of a new value of a property knowing a calculated value c s (for a system not in the benchmark set), the prediction model and prediction variance corre-sponding to the chosen DFA are
For the comparison of a model prediction with reference data, or the prediction of an experimental result, this variance has to be further combined with the corresponding reference/experimental data uncertainty Table 11 : Calibration and prediction uncertainty parameters for lattice constants (Å). 
