A simplified approach to treating the electron correlation energy is suggested in which only the alpha-beta component of the second order Møller-Plesset energy is evaluated, and then scaled by an empirical factor which is suggested to be 1.3. This scaled opposite spin second order energy (SOS-MP2) yields results for relative energies and derivative properties that are statistically improved over the conventional MP2 method. Furthermore, the SOS-MP2 energy can be evaluated without the 5th order computational steps associated with MP2 theory, even without exploiting any spatial locality. A 4th order algorithm is given for evaluating the opposite spin MP2 energy using auxiliary basis expansions, and a Laplace approach, and timing comparisons are given. * These authors contributed equally to this work. † To whom correspondence should be addressed. E-mail: mhg@cchem.berkeley.edu 2
1.
Introduction.
The most popular electronic structure method for application to systems with large numbers of electrons is density functional theory (DFT) [1, 2] . However DFT methods at present completely neglect the dispersion interactions [3] that give rise to base pair stacking and other long-range correlation effects (for example the TCNE dimer dianion [4] ). Novel workarounds are being explored for dispersion interactions of monomers [5] [6] or ordered layers and surfaces [7, 8] , but do not presently apply to molecular systems. More empirical modifications of standard functionals have also been developed to improve non-bonded interactions [9, 10] . Also we note that present-day DFT methods are somewhat suspect for reaction barriers. Standard functionals tend to underestimate activation energies [11] , largely as a consequence of the self-interaction issue [12] .
The simplest electronic structure alternative to DFT that can correctly treat dispersion and hydrogen-bonding interactions is second order Møller-Plesset theory (MP2) [13] . MP2 theory is capable of quite accurately treating long-range dispersion interactions [14] , as well as the dispersion, polarization and covalency effects associated with hydrogen bonding (for instance in water clusters [15] ). However, MP2 has several significant drawbacks: First is relatively high computational cost, even with the best standard algorithms. Second is the need for quite large atomic orbital basis sets in order to obtain good results [16] , which can further reduce the upper limit on system size. Third is the fact that poor results can be obtained for open shell systems [17] , in contrast to the good behavior for closed shell molecules [18] .
There has been significant progress in addressing the steep cost increase of MP2
calculations with molecular size in recent years. Three main types of developments can be identified. First are methods that reduce the prefactor without changing the underlying scaling, such as "resolution of the identity" methods [19, 20] or the pseudo-spectral approach [21] , and others [22] . Second are methods that attempt to exploit "underlying locality" in the MP2
problem, which have demonstrated linear scaling using small basis sets and 1-dimensional materials [23, 24] . Third, are "local MP2" methods that exploit locality of electronic structure by ansatz [25] [26] [27] [28] .
It is clearly desirable to implement and explore enhancements to the basic MP2 method that permit increased accuracy as well as improved computational performance. One wellknown example of this type is the fact that MP2 correlation energies (or any wavefunction-based correlation energy) can be systematically extrapolated towards the complete basis set limit [16] , using the X -3 behavior of the basis set error with respect to the cardinal number X, of the Dunning cc-pVXZ basis sets [29] . Indeed a refinement of this approach suggested separate scaling [30] of the same-spin (SS) and opposite spin (OS) correlation energies because the former actually converges as X -5 while the latter component, which is numerically far larger, converges as X -3 .
This different behavior of the two spin-cases may have provided part of the inspiration for a very intriguing recent report by Grimme [31] showing that MP2 energies can be systematically improved by separate scaling of the opposite-spin (OS) and same-spin components of the MP2 correlation energy:
The scaling parameters used by Grimme are c OS = 6/5 for the OS correlation, and c SS = 1/3 for the SS correlation. We note also that there have been ongoing efforts to scale the entire MP2 correlation energy [32] [33] [34] , with the objective of removing basis set deficiencies and limitations of the correlation treatment together. For a given (large) basis, Grimme's new approach showed clear statistical improvements in the quality of geometries (of diatomics), and a wide range of relative energies of reactions, and atomization energies. Additionally, an application of this approach to problems that contain long-range correlation such as stacking complexes has been recently reported [35] , as well as an extension to yield a scaled MP3 correlation energy [36] .
The purpose of this report is to explore the consequences of a simplified variant of Grimme's idea. Since the damping of the SS contribution is large (c SS = 1/3), perhaps results of comparable quality can be obtained by scaling just the OS component (i.e. never evaluating the SS components). If so, this would have very desirable practical implications for the efficiency of implementation, because many of the algorithmic complications that arise in fast MP2 methods are associated with the exchange contribution to the SS correlation. Accordingly we define the "scaled opposite spin" second order correlation energy (or simply SOS-MP2) as:
The OS scaling factor we employ is c SOS = 1.3, which is (roughly) optimized based on results discussed in Section 2 below. The rough magnitude of this value can be anticipated from Grimme's parameters by noting that the ratio of OS:SS correlation is typically 3 or 4 to 1, and thus we need to increment the OS scaling factor by about 1/(3×3) in order to mimic the absence of explicit SS correlations, yielding about 1.3. energy. We finish with some conclusions.
Chemical tests.
We have modified our standard MP2 program for energies and gradients [41] to implement the SOS-MP2 and SCS-MP2 energy and gradient, within a development version of the Q-Chem program [42] . This was used for all calculations reported in this section. Unless stated otherwise, all geometries were completely optimized at the MP2 level using the 6-31G* basis set. These were used to perform subsequent single-point calculations using the Dunning ccpVTZ basis [29] . All calculations were carried out using the frozen core approximation.
The objective of this section is to estimate the optimal opposite spin scaling factor, c SOS and compare the performance of SOS-MP2 with Grimme's SCS-MP2 [31] , MP2 and higher correlation methods like QCISD and QCISD(T). In this study, we have not only adopted test molecules and reactions similar to those described by Grimme [31] , but also included several other molecules, and also reaction barriers. As a consequence of using different initial geometry (MP2/6-31G*) and basis (cc-pVTZ) there are also slight variations in the energy values reported herein and those reported by Grimme [31] . 
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Reaction energies
Using a least-squares fitting procedure to the QCISD(T) reaction energies (see Table II) with the correlation consistent Dunning cc-pVTZ basis set, the opposite spin scaling factor c SOS was optimized. Our reference set consisted of 41 reactions shown in the same spin and opposite-spin contributions become equal, and so both SCS-MP2 and SOS-MP2 will underestimate the result relative to unscaled MP2. Mimicking full MP2 thus requires c SOS = 2 in the long-range limit, and therefore we take the larger scaling factor. Henceforth, we will refer to SOS-MP2 (c SOS = 1.3) as simply SOS-MP2. those reported by Grimme [31] . We can conclude that SOS-MP2 and SCS-MP2 perform roughly equivalently, as can be seen from their similar rms errors (0.2 kcal/mol difference), mean absolute errors, and differences in reaction energies relative to QCISD(T) (refer Table II ).
In the remainder of this section, we will test the performance of SOS-MP2 (c SOS = 1.3) by analyzing atomization energies of about 80 different molecules, barrier heights of 15 reactions and also look at the structure of some molecules that were optimized with SOS-MP2. Table III shows the atomization energy errors obtained from various methods (MP2,
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SCS-MP2, SOS-MP2 and QCISD) with the QCISD(T) energy values chosen as the reference.
This is appropriate because we are not trying to compensate for basis set incompleteness effects -we are attempting to compare MP2, SCS-MP2 and SOS-MP2 in a given basis set. As can be seen from Table III, 
Molecular geometries.
The molecules shown in Table IV were optimized using the Dunning cc-pVTZ basis. The QCISD(T) bond lengths were taken as the reference for statistical analysis. The rms values indicate that MP2 (rms = 0.0126 Å) and SOS-MP2 (rms = 0.0124 Å) perform comparably in predicting the bond lengths, while SCS-MP2 (rms = 0.0121 Å) seems slightly more favorable.
We should point here that SOS-MP2 and SCS-MP2 perform as well as MP2 (or at least no more badly!) even for molecules like CN and NO that are known to be difficult systems. Also shown in Table IV 
Barrier heights.
Table V shows the calculated reaction barrier energies (both forward and reverse) for a set of 15 reactions adopted from Database/3 developed by Truhlar et al. 34 The transition state (TS) geometries were optimized at MP2/6-31G* level and single-point calculations were further carried out using cc-pVTZ basis set similar to the calculations described before. The reaction barrier heights reported here refer to the difference in the total electronic energies between the TS and the reactants. Data in Table V shows that QCISD does the best job of predicting barrier heights of QCISD(T) quality, indicating that the correlation energy of the TS is important for the estimation of barrier heights. Both SCS-MP2 and SOS-MP2 seem to consistently overestimate the barrier heights and fall behind MP2 when the respective rms and MAE values are compared.
The extent of degradation is not severe, however.
The above observations suggest that SOS-MP2 is a very reasonable variant of Grimme's SCS-MP2 with comparable strengths (and weaknesses). Both scaled approaches improve the MP2 results and produces results of almost QCISD(T) quality for several systems. SOS-MP2 has the added advantage of completely avoiding the same spin component of the correlation energy, leading to computational advantages that are exploited in the following two sections.
4th order algorithm using auxiliary basis expansion and Laplace transformation.
The evaluation of the opposite spin MP2 correlation energy can be performed without any 5 th order steps, unlike conventional MP2 theory. This can be seen as follows. Following Almlöf [40] , we eliminate the energy denominators via the identity
As usual, the two-electron repulsion integrals in the molecular orbital basis are given by: 
The scaled canonical orbitals in Eq. (6) depend on each quadrature point q according to:
( )
We next introduce an auxiliary basis for evaluation of the two-electron integrals. This is crucial for eliminating the fifth order step present in regular MP2 (and also in MP2 with an auxiliary basis). Denoting the auxiliary basis functions by K,L... we can write the Coulomb fit of a two-electron integral in terms of 2 and 3-center Coulomb integrals as:
With this additional approximation we can now re-express the OS-MP2 correlation energy as:
This working expression is now directly in terms of the auxiliary basis, where X is defined as:
with the obvious analog for beta spin.
The steps and computational cost associated with implementing this algorithm are as follows:
(1) Prepare the un-scaled B coefficients from the two and three-center Coulomb integrals. This step is exactly like a conventional auxiliary basis MP2 algorithm, and requires evaluating:
This requires a cubic scaling step to form the inverse square root of the 2-center Coulomb integrals, followed by fourth order steps, Here o,v,n are the number of active occupied, virtual (empty) and atomic orbital functions, and N is the number of auxiliary basis functions.
(2) For each quadrature point q, scale the B coefficients.
( ) ( )
This step requires QovN operations, and is thus ( ) 
Timings
Linear alkane chains to represent one-dimensional systems and silicon clusters for threedimensional systems were used for timings. All calculations (MP2, RI-MP2, and SOS-MP2) for timing purposes were performed on IBM Power 3 p640 servers (375Mhz) with a memory limit of 1 GB. The standard 6-31G* Pople-type basis set was used as the atomic orbital basis, and Ahlrich's SVP-type auxiliary basis set was used for SOSMP2. The contraction pattern of this auxiliary basis is (8s6p5d3f)/[6s5p4d1f] [20] . Weigend et al report that their optimized auxiliary basis expansions in RI-MP2 introduce errors less than 60 micro-hartree/atom compared to the canonical MP2 [20] . Comparable errors were also seen for the systems we considered here, as shown in Table VI . For example, for C 50 H 102 , RI-MP2 yielded an error of 3 mH, relative to the conventional MP2. Conventional MP2 energies were evaluated with a semidirect algorithm [41] .
The SOS-MP2 algorithm, in which the energy denominator is absorbed into the Laplace transformed orbitals in addition to the auxiliary basis expansion, will in principle exactly reproduce the alpha-beta component of the RI-MP2 correlation energy when a sufficient number of Laplace quadrature points are used. Some additional error will be associated with the use of a modest number of quadrature points, which of course is desirable for efficiency. Table VII indeed shows that alpha-beta correlation energy in our Laplace-RI algorithm for SOS-MP2 is nearly the same as the same component from the RI-MP2 method. In achieving this accuracy, 7 quadrature points were used.
Timings are compared in Table VIII, IX and X. Table VIII shows the overall speed-ups of RI-MP2 and the RI-based SOS-MP2 codes, relative to the conventional MP2 algorithm. Both RI-MP2 and SOS-MP2 methods are about 2~4 times faster than the semidirect MP2 for linear systems, and 4~32 times faster for 3D systems. Greater speed-ups observed for 3D systems appear to be due to the larger number of significant function pairs for a system of given size, which in turn leads to repeated two-electron integral evaluation in the conventional code, due to the limited disk space available to store the half-transformed integrals. In our implementation of RI-MP2 and the Laplace-RI algorithm for SOS-MP2, the B matrix is stored on disk, which requires ovN disk space, while memory requirements are only quadratic. This means that calculations are limited primarily by the computer time demands.
As described in the previous section, SOS-MP2 is a 4 th order-scaling correlation method, while MP2 and RI-MP2 both are formally 5 th order scaling. Timings in Table VIII indeed cleanly reflect the limiting scaling behavior of each method. While RI-MP2 is faster than the Laplace RI algorithm for SOS-MP2 on small systems, the two algorithms cross over as early as at systems with roughly 500 basis functions.
In Table IX , the total timings for RI-MP2 and SOS-MP2 are decomposed into their major contributions. In RI-MP2, the formation of (ia|jb) MO integrals from the B matrix is the 
5.
Conclusions.
(1) We have proposed a simplification of Grimme's spin-component scaled (SCS) MP2 method which entirely eliminates the same-spin component of the MP2 energy, and, to compensate, scales the opposite spin contribution by a slightly larger empirical factor. We call this method scaled opposite spin (SOS) MP2.
(2) Based on both simple arguments, and in particular detailed calculations of absolute correlation energies, we suggest that this factor should be 1. order form may offer a very promising starting point for lower-scaling algorithms for the opposite spin MP2 energy. We hope to report on this problem in due course. 
