Abstract. We study a fluid-dynamical model based on a coupled Navier-Stokes-Nernst-PlanckPoisson system. Of special interest are the fluid velocity, concentrations of charged particles ranging from colloidal to nano size and the induced quasi-electrostatic potential, which all depend on an externally applied electrical field. For N ≤ 3 we prove existence, and in some cases uniqueness of weak solutions. Moreover we characterize solutions via energy laws, mass conservation, nonnegativity and pointwise bounds. Further the system enjoys an entropy law. Existence of locally strong solutions is verified.
Introduction
We consider an isothermal, incompressible and viscous Newtonian fluid of uniform and homogeneous composition of a high number of positively and negatively charged particles ranging from colloidal to nano size. Electrokinetic flows can occur when a force (electrical, gravitational, shear or pressure gradient) acts on such a continuum. Moreover we assume an electrorheological behaviour of such continua. In fact, all transport properties of colloidal or nano particles are affected to some extent by the charge at the solid-liquid interface. The interplay between charges and the flow field around and between the particles constitute the electrokinetic effects in the presence of an electrical field. In the literature, the resulting effects (as electro-osmosis and electro-phoresis) are often described by the concept of the ζ-potential to explore the adsorption of charged species onto surfaces. In this context the particle geometry is also relevant. But to understand primarily the basic principles, we work with spheres as particle shape. Further we assume a dilute fluid and therefore we neglect electromagnetic forces. In [3, 7, 15, 19, 25] , for example, such phenomena are considered. The just explained phenomena are of great interest in the material sciences and electro chemistry. Researchers in these areas seek a serious theoretical understanding of solid-liquid interfaces and their interaction behaviour. Such knowledge allows to improve life time, charge cycles and capacity of lithium ion batteries and other fuel cells, see [2, 10, 11, 29, 30] . For further applications we refer to Section 1.2. Recently some models have been developed that concentrate on the particle configuration and a more precise charge location via the help of a profile function φ. In such a context one arrives at an anisotropic diffusion model, see [18, 19] . Our mesoscopic model describes the fluid velocity u(x, t), which depends on the number densities of positively and negatively charged constituents n + (x, t), n − (x, t). These densities are again coupled through the Poisson equation for the quasi-electrostatic potential Ψ 0 . The potential Ψ 1 (x, t) is induced by an externally applied electrical field. Hence with Ψ(x, t) = Ψ 1 (x, t) + Ψ 0 (x, t) we define the potential for the whole system. We will show existence and uniqueness of the weak solutions (u,n + ,n − ,Ψ 0 ) in dimension N = 2, and under additional assumptions also in N = 3. Moreover, we extend the concept of weak solutions to strong solutions in specific cases.
1.1. Model Construction. The following ideas are mainly inspired by [6, 15, 26] . The model is a mesoscopic fluiddynamical view of electrohydrodynamics. Let Ω T := Ω × (0, T ), where Ω ⊂ R N is 1 bounded and convex and N ≤ 3. For Dirichlet boundary conditions the fluid velocity u : Ω T → R N solves the generally accepted incompressible Navier-Stokes equation
where Re is the Reynolds number, η the viscosity, f C : Ω T → R N the Coulomb force f C = −ρE for a charge density ρ : Ω T → R on an infinitesimal volume element of the fluid, and E is the electrical field ∇Ψ consisting of an internal ∇Ψ 0 and an external electrical field ∇Ψ 1 . The incompressibility assumption is reasonable since either the contained particles and ions are assumed to have the same mass density or the fluid is very dilute. The number densities n i : Ω T → R describe the transport of charge carriers and have to be explained more carefully. We apply the principle of mass conservation to them, i.e., the source or sink terms P i satisfy i P i = 0 and hence the concentrations n i are the solutions of
where v i : Ω T → R N represents the average particle velocity of charged particles. To describe v i we approximate the nano or colloidal particles as spheres moving in a continuum following the laws of an ideal gas of particles in the volume occupied by the fluid. Consider a charge carrier i ∈ N of charge e i ∈ R, which is a positive or negative integer of the absolute electron charge e = 1.6 × exp{−19} C, in a fluid at rest. There are three forces acting upon this particle i. One is the Coulomb force e i E, due to the presence of the electric field E : Ω T → R N . The next is a friction force, due to the surrounding fluid, which in our approximation is given by the Stokes law, i.e., 6πηR h v i , where η ∈ R >0 is the fluid viscosity, R h ∈ R >0 the hydrodynamic radius of the particle and v i : Ω T → R N the relative velocity of the particle with respect to the liquid. The hydrodynamic radius is given by R h = kT 6πηD . The third force is the pressure of other particles or ions upon the particle i, which according to the ideal gas law is given by p i = n i kT ∈ R, with n i the number density of particles or ions of the type i per unit volume. Therefore Newton's law becomes
Here we can neglect the inertia term m i dv i
dt . This term compared to the friction term provides the time τ needed for the constituent to reach its limit velocity in the fluid. Even for fluids such as water, for which η = 10 −3 kgm −1 s −1 we have for an ion such as OH − , with the ionic radius of the order of 2 · 10 −10 , a value τ ∼ 10 −14 s. Hence the inertia term is negligible. Consequently, the velocity of the ion in a fluid at constant temperature is given by
where we have introduced the mobility µ i ∈ R given by
We remark that µ i carries the sign of the charge. We justify the use of the Stokes formula with the low Reynolds number Re for the flow
We can write the friction force term in (2) as a diffusion term, i.e.,
with D i ∈ R the coefficient of molecular diffusion. For a liquid at rest in thermodynamic equilibrium, it holds v i = 0. Also, according to Boltzmann's law we have n i ∝ exp(−e i Ψk B T ), and from (2), by taking into account that E = −∇Ψ and defining the positive constant
, we obtain Einstein's relation
with k B the Boltzmann constant. Until now the fluid is considered to be at rest. For a fluid in motion the ions are advected with the bulk flow velocity u : Ω T → R N . Then, each charge carrier moves in the liquid with the average velocity v i , which is the sum of three terms
In most circumstances the ionic charge carriers originate from dissociation of impurities in the bulk, and/or are injected into the liquid. Now we are able to write the conservation equation (1) for the i-th particle in full length as
where we assume that the chemical reactions (sources or sinks P i ) between the L ∈ N particles are cancelling each other out. Finally every particle i will now be distinguished according to its surface charge (if it is not a molecule or ion), i.e., we define the collection of positively charged objects by n + and the negatively charged ones by n − . More precisely we introduce
|e i |n i χ {e i negative charge} .
By respecting the signs in equation (4) and with (5) we obtain
where J ± := ∓n ± ∇Ψ − ∇n ± + un ± and (8)
Finally, the positive and negative charge densities are coupled via the Poisson equation
Since we assume the constants to be the same for all i's, we set them all equal to 1, that is D i = µ i = = 1 in (6) and (9) . At this point we are able to define the charge density ρ : Ω T → R as ρ := n + − n − . Remark 1. 1) The equations (6) are the Nernst-Planck equations modified by the convective term (u · ∇) n ± . These equations (6) are generally used to describe a binary symmetric electrolyte [25, 26] , but are also very accurate to model particle concentrations in dilute solutions [15] . 2) The Nernst-Planck equations (6) can be modified to an anisotropic diffusion model [18, 19] . For a chosen profile function φ, let n = − ∇φ |∇φ| , what allows to write the new equations as (11) n
This additional term (1 − n ⊗ n), where 1 is the identity matrix, guarantees that there is no penetration of ions into colloids explicitly without using artificial potentials.
1.2. The Nernst-Planck Equation and its Applications. Roubicek [27, 28] describes a different model of similar equations. In contrast to our model, he considers a purely ion-depending fluid, including mixture-behaviour. A pointwise a priori normalization n := i n i = 1, called volume additivity on the number densities of positively or negatively charged constituents, plays a central role in his works. Such a volume additivity allows to immediately obtain a uniform control on n L 2 and ∇n L 2 . This enables to directly achieve global existence of weak solutions ( [28] ). According to Remark 4.3 in [28] , this article may be the first step to establish mathematical analysis in the area of electrohydrodynamics (EHD), which drops the volume additivity constraint. Jerome [16] establishes a semigroup approach to a similar system. The Nernst-Planck equations (15)- (18) below are also applied in other fields: One application is the semiconductor theory (see [13] or [5] ), which is essentially described by the same equations without the convective terms (u · ∇) n ± . Equations in this context are often called van Roosbroeck equations.
Furthermore, the equations (15)- (18) below provide also a basis for models in chemotaxis (see [9] ). The parabolic-elliptic system (1.2) in [9] corresponds to our Nernst-Planck-Poisson system for n + -charged particles, but with different sign in front of the nonlinear term. For such systems only describing n + -charged particles, blow-up can occur (see [5] ) for supercritical initial data.
Finally the already mentioned equations (15)- (18) provide a possible model in the neurosciences investigating the function of neurons in the context of electrical and chemical conduction (see [17] ). Since the membrane potential, called Nernst-potential (which corresponds to the electrostatic potential), is the principal state variable used for rapid intercellular communication in neurons, this equation is fundamental for the understanding of the membrane behaviour.
Analytical Investigation Of The Model
For given initial data (u 0 , n + 0 , n − 0 ), pure Neumann boundary conditions defined precisely later and f C := − (n + − n − ) ∇Ψ, let us consider on Ω T := Ω × (0, T ), for Ω ⊂ R N bounded, convex and N ≤ 3, the following set of equations
where J n ± := ±n ± ∇Ψ − ∇n ± + un ± and the electrical potential Ψ := Ψ 0 + Ψ 1 , with Ψ 0 the internal electrical potential obtained via (19) , and Ψ 1 an externally applied potential.
Remark 2. For (15) and (17) we can apply standard parabolic existence theory. Therefore we introduce the notation
where b j ± (x, t) := (u) (j) ∓ ∂ j Ψ and c ± (x, t) := ∓∆Ψ and the bar-notation is introduced in view of the existence proof to point out decoupling and linearization strategies unlike the original equations (15) and (17). 2.1. Main Results. In Section 2.2 we provide definitions of terms used in the following theorems. (12)- (20) has a global weak solution (u, n + , n − , Ψ 0 ), defined in Definition 1.
The next result is mainly restricted by the Navier-Stokes equation (12).
Theorem 2. (Uniqueness)
The solutions obtained in Theorem 1 are unique for N = 2, and without the convective term (u · ∇)u in (12) also for N = 3.
The regularity of our weak solution obtained in Theorem 1 will be improved in the way of Theorem 3. (Strong solutions) For the stronger boundary condition ∇n ± , n = 0 and dimension N ≤ 3, the weak solutions obtained in Theorem 2 are unique strong solutions defined in Definitions 1 and 2 below, i.e., n
Remark 3. The stronger boundary condition in Theorem 3 is not restrictive, since it still guarantees the physically relevant no-flux boundary conditions.
Preliminaries and Definitions.
Let us introduce some standard notations (see [22] ) for often used spaces asD
where Ω ⊂ R N is open, bounded and convex. The dimension of the space is N ≤ 3. The space V 0,2 (Ω) is equipped with the scalar product (·, ·) induced by L 2 (Ω); the space V 1,2 (Ω) is a Hilbert space with the scalar product
since Ω is bounded. Obviously, V 1,2 (Ω) is contained in V 0,2 (Ω), is dense in V 0,2 (Ω) and the injection is continuous. Moreover, by Riesz representation theorem, we can identify V 0,2 and V 0,2 * , and we arrive at the inclusions
where each space is dense in the following one, and the injections are continuous. Further we will use c > 0 for all generic constants and where it is necessary c S > 0 for constants depending on the dimension in Sobolev inequalities.
First we repeat the classical formulation for the initial boundary value problem of the full Navier-Stokes equation: Find a vector function
such that equations (12)- (20) are satisfied for every (x, t) ∈ Ω T . Then we call (u, p, n + , n − , Ψ 0 ) a classical solution. Continuity and density of C ∞ (Ω T ) respectivelyD(Ω) in H 1 (Ω) respectively V 1,2 (Ω) suggest the following weak formulation: For allφ φ φ ∈ V 1,2 (Ω), φ ∈ H 1 (Ω) and almost every 0 < t < T , there holds
From (26) we are able to formally define the trilinear form β and an operator B as
We will see out of which spaces u, v and w are taken in our context. The following well-known properties of β will be used later on, see [31] :
if Ω is bounded and N ≤ 4. β β β2)
For Ω an open set, there holds
Convergence property: Suppose v k → v weakly in V 1,2 and strongly in V 0,2 . Then for any smooth w,
Finally we consider the Poisson equation (19) in the weak formulation
for a.e. t ∈ (0, T ) and all φ ∈ H 1 (Ω). These formulations above motivate the following definition, which already includes essential characterizations gathered in the sense of [22] .
, N ≤ 3, and 0 < T < ∞. We call (u, n + , n − , Ψ 0 ) a weak solution of (12)- (20), if
it solves equations (12)- (19) in the weak sense for initial data
where for t → 0 there holds
iii) it satisfies the following boundary conditions in trace sense for a.e. t ∈ [0, T ], i.e.,
and ∇Ψ 0 , n ∂Ω×{t} = 0, (37) where n is the unit normal on the boundary of Ω, iv) it fulfils the two energy inequalities
where W (t) := W N P P (t) + W IN S (t), for
Next we study more regular solutions to (12)- (20) , for N ≤ 3.
. Then weak solutions (u, n + , n − , Ψ 0 ), together with the pressure function p : Ω T → R are called strong solutions of (12)- (20), if they satisfy
where in dimension N = 3 the time T = T (u 0 ) > 0 is finite, ii) the initial conditions
iii)
the stronger boundary condition ∇n ± , n | ∂Ω×{t} = 0, iv)
for N ≤ 3 the energy identities
where L 1 , L Ψ and L u are integrated without taking the absolute values of their integrands.
Proof of the Main Results
Let us give an overview for the proof of Theorem 1, which also reflects the main ideas. Therefore we remark first that existence for each equation in decoupled form is already known. Here we check whether there exist solutions in the sense of Definition 1 respectively 2 for the coupled system.
A) Local Existence of Weak Solutions
(1) Properties of Weak Solutions (u, n + , n − , Ψ 0 ) i) Non-negativity for n ± via an auxiliary problem ii) Energy Inequality I, see (38
such that y is the weak solution of the system (12)-(19) decoupled through y. In fact we obtain the corresponding fluid velocity u and the internal electrical potential Ψ 0 to the concentrations n + and n − . ii) F allows to apply Schauder's Fixed Point Theorem, i.e., y = y ∈ B R exists.
B) Global Existence
(1) Standard Continuation Principle via Uniform Bounds In the subsequent sections we carry out these steps.
3.1. STEP A) (1): Properties of Weak Solutions. In order to prove the following Lemma 1, we introduce the auxiliary problem
where [x] + := sup{x, 0}.
Remark 4. Any solution n ± of the auxiliary problem (46) that satisfies 0 ≤ n ± a.e in Ω T is already a solution of our original system (15)- (17), see [13] .
Lemma 1. (Non-negativity)
The weak solutions n ± : Ω T → R of the Nernst-Planck equations (15) and (17) are non-negative a.e. in Ω T .
Proof. We establish the proof only for n + ( it can be done analogously for n − ). For the definitions N − :=sup{−n + , 0} and N + := sup {n + , 0} we can write n + as n + = N + − N − . Now we test (46) with N − . After integration by parts we obtain
where we used properties of N ± and ∇N ± (compare [14] ) and the fact (u · ∇)N − , N − = 0.
Finally for t ∈ [0, T ], integration over [0, t] yields to
L 2 = 0, we have N − = 0 a.e. in Ω T . The next Lemma states mass (or charge) conservation.
Proof. This is a simple consequence of (27) and given boundary conditions. The following two lemmas present energy inequalities, which we obtain by using special test functions.
Lemma 3. (Energy Inequality I)
The weak solution (u, n + , n − , Ψ 0 ) of (12) -(20) satisfies the Energy Inequality I, i.e., (38).
Proof. We test equation (12) with admissible u, equations (15) and (17) with ±Ψ 0 and then integrate over Ω. Proof. We test the n − -equation of (17) with the admissible test function (log (n − + δ) − Ψ) for a small δ > 0. Since
First we compute the second line in (47), i.e.,
where I we need the following two conversions
and since u is divergence free
Now we repeat the same calculations for the equation (15) . Hence we test with (log (n + + δ) + Ψ) to obtain
and
Adding up the equations (15) and (17) tested with (log (n ± + δ) ± Ψ) and using
where
. The Navier-Stokes equation (12) we test with u, i.e.,
Now we add up the equations (51) and (52) to obtain
For a constant C δ the definition
enables to write (53) as
Moreover, with (54) W 0 (t) is a Lyapunov function if we choose Ψ 1 and the boundary conditions such that
Then for (δ → 0) and assumption (55) we have
It is only left to guarantee that W 0 (t) ≥ 0 for all t ≥ 0. The problematic case occurs when n ± = 1. Therefore we choose C 0 = 2µ(Ω).
We are able to verify L ∞ -boundedness of the solutions to the Nernst-Planck equations in the following way.
The weak solutions n ± of the concentration equations (15) and (17) satisfy
Proof. The main idea is to adapt a method introduced by Moser [24] to our problem. Let us formally multiply equation (15) by (n + ) 2 k −1 . Integration over Ω, integration by parts and taking into account of div u = 0 a.e. in Ω T result in
. After integration by parts we obtain, in consideration of −∆Ψ 0 = n + − n − , Hölder's inequality for the exponents α = p k +1 p k and β := p k + 1
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and using the definitions ν k :=
Repeating the same steps for the equation (17) implies
Hence adding up (56) and (57) provides after applying Hölder's (p = 1, q = ∞) and Gronwall's inequality
. Now take the estimate (58) to the power of 1/p k and use for a, b ≥ 0 and l ∈ N the inequality
Therefore n ± ∈ L p (Ω T ) for all p ∈ N, and in the limit k → ∞ we find
Remark 5. A further property, which strongly uses the coupled character of the Nernst-PlanckPoisson system, is, that constants c = p = n ≥ 0 are special solutions for n + and n − . Via initial conditions we immediately obtain uniqueness of these solutions. In the presence of only one concentration, either n + or n − , constants cannot survive any more as solutions.
STEP A) (2): A Priori Estimates.
Here we remind necessary lemmas that allow to apply Aubin-Lions' Compactness result [20] .
Lemma 6. For dimension N = 2 put p = 2, and for N = 3 put p = 4 3 . Then the weak solution of (12) 
Proof. In view of the regularity of weak solutions we can immediately verify that the last three terms of (12) are in L 2 (0, T ; V −1,2 (Ω)). Finally testing (u · ∇)u with v ∈ L 2 (0, T ; V 1,2 (Ω)) we obtain by applying for dimension N = 3 the inequality
thanks to (31) . For dimension N = 2, the same estimate is valid with exponent 2 instead of 4 3 since in this case the inequality (62) is
Lemma 7. Weak solutions of (15) and (17) satisfy n ± ∈ W 1, 6 5 (0, T ; (H 1 (Ω)) * ) for dimension N = 2 and 3.
Proof. We test the equations (15) respectively (17) with φ ∈ H 1 (Ω). Using Hölder's inequality with exponents 2, 4 and 4, known interpolation results as
L 2 in N = 3 and Young's inequality with exponents p = 2, q = 2 and p = 10, q = 10 9 provides (64) n
The proof can be done in the same way for N = 2.
Remark 6. The vanishing Neumann boundary data avoid the occurrence of boundary terms on the right hand side of (64). Further the L ∞ (Ω T )-bound allows to improve the result to n
, where y is a solution of the system
for the given data y. Further we set
and we equip this space with the norm
.
We define the subset B R ⊂ Y as follows,
where R, T 0 > 0 will be fixed later on. The system (I)−(III) allows to apply standard parabolic and elliptic existence results [21] . Note that in (I) we have a right hand side in L 2 that provides a unique Ψ 0 ∈ L 4 (0, T ; H 2 ). Also in (II), the right hand side is in L 2 (Ω T ) what provides the unique standard weak solution u ∈ L ∞ (0, T ; L 2 )∩ L 2 (0, T ; H 1 ). For (III), we obtain well-posedness for coefficients b j ± and c ± , introduced in Remark 2, at least in
These observations immediately imply that F is well defined.
ii) To apply Schauder's Fixed Point Theorem, we verify next that
is an immediate consequence of the definition of B R . 2) To obtain the self-mapping property, we test (15) and (17) in dimension N = 3 with n ± , i.e.,
H 2 we apply Gronwall's inequality to (65), i.e.,
We can proceed in the same way for dimension N ≤ 2. Hence the ball B R is invariant under F for R > 0 large enough and T > 0 small enough, since
To prove the continuity of F , we define (n 
and after testing with n 
In (69) no boundary terms occur, since we avoid integration by parts and use the convexity of the domain. Let us define α(
After multiplication of (69) with exp − t 0 α(s) ds and via the estimates (65) and (66) we now obtain
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Integration over t yields to
where α and β is controlled via estimates (65) and (66). Now we repeat the same as for (68) for n
. By using the analogous definitionsα(t),β(t) and adding up the estimates provides smallness of n
3) is a consequence of Aubin-Lions' compactness result. The estimate (65) provides
; by Lemma 7, we obtain additional regularity of solutions n
-norm by Aubin-Lions, and the compactness in Y follows from its local boundedness in the L ∞ (0, T ; L 2 (Ω))-norm.
3.3.1. STEP B) (1): Global Existence of Weak Solutions. To achieve global existence by repeatedly applying the established local existence result we have to derive uniform bounds. Therefore we test the Navier-Stokes equation (12) with u and use the Lemma 5 to obtain 1 2
which we rewrite as 1 2
If we do the same procedure for the Nernst-Planck equations (15)- (17) we directly obtain, under consideration of (u · ∇)n ± , n ± = 0 and the convexity of the domain, that
For the definition of C ∞ n ± 0 see (60) respectively (61). Therefore the local existence result can be extended to a global existence result by its repeated application in view of the uniform bounds (73) and (74), which guarantee that the right end T l of the time interval (0, T l ) obtained from the local existence result can be used to define the new initial data u(·, T l ), n ± (·, T l ), which again allow to apply the local existence result.
Remark 7. Lemma 6 already implies u ∈ C(0, T ; L 2 ) ∩ L 2 (0, T ; H 1 ). But already in dimension N = 3 we do not have continuity in time any more. Further the convective term (u · ∇)n ± in (15)- (17) enables only n ± t ∈ L q (0, T ; (H 1 (Ω)) * ) for q < 2 without using the L ∞ -bound. This lack of in time continuity is the reason why we do not obtain energy identities at the moment, i.e., we have only weak convergence in time and therefore lower semicontinuity of the norm what ends in energy inequalities.
3.4. Proof of Theorem 2. We use a Gronwall type argument. Therefore we introduce the following variables
where n ± i , (Ψ) i , and u i are the assumed non-unique solutions. Further we distinguish Ψ i from (Ψ) i , since Ψ = Ψ 0 + Ψ 1 . The equations (12)- (20) look in these new variables like
In the following we multiply (76) with v and equations (77) with n ± , integrate them over Ω and add them up to
what is a consequence of estimates using standard Hölder and Young inequalities. The associated constants to (79) are
(80)
where N is the dimension and C 1 (2) = C corresponds to the case N = 2 and C 1 (3) = 0 to the case N = 3 ( neglection of the convective term (u·∇)u ). Using Young's inequality with = In order to obtain existence of strong solutions, we adapt known regularity results for the Navier Stokes equation. Therefore we first improve the regularity of the weak solutions n ± . Then we can apply known regularity results. We improve the result of Lemma 7 by using Lemma 5.
Lemma 8. The weak solutions of (15) and (17) satisfy n ± ∈ W 1,2 (0, T ; L 2 (Ω)) ∩ L 2 (0, T ; H 2 (Ω)).
Proof. First in a just formal way we establish ∆n ± ∈ L 2 (Ω T ). Therefore we multiply (15) and (17) with −∆n ± and integrate in space,
L 2 ≤ (∇n ± ∇Ψ, ∆n ± ) + (n ± ∆Ψ, ∆n ± ) + ((u · ∇)n ± , ∆n ± ) .
where we use the vanishing Neumann boundary conditions in Definition 2 iii). The first term on the right hand side becomes with Hölder's and Young's inequalities
the second term
The last term disappears, since div u = 0 and 2 u, ∇n ± ∆n ± = div u(∇n ± · ∇n ± ) , 1 = ∂Ω u|∇n ± | 2 n dx = 0.
Putting things together leads to
Now we are able to establish the claimed result by testing (15) and (17) with n ± t and using Young's inequality to arrive at
It is left to control div(n ± ∇Ψ) 2 L 2 . Since Ψ ∈ H 3 (Ω), we estimate using Sobolev's embedding
and hence ∆Ψ L 2 ≤ n + ∞ + n − L ∞ µ(Ω) A consequence of the two results n ± ∈ L 2 (0, T ; H 2 ), n ± t ∈ L 2 (0, T ; L 2 ) is by interpolation, see ( [23] ), that n ± ∈ C(0, T ; H 1 ). In the next step we apply standard theory for Navier-Stokes equation [32] , which uses the fact that f ∈ L ∞ (0, T ; V 0,2 (Ω, R N )), which is stated here for the convenience of the reader. The existence of the pressure p ∈ L 2 (0, T ; H 1 /R) we obtain as usual via De Rham's theorem ( see [31] ). As a consequence from Lemma 8 and 4, existence of strong solutions globally (N = 2) and locally (N = 3) follows.
