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PREFACE
This thesis is based on several papers that have been published [17, 18, 41], submitted
[19] or currently under investigation from August 2009 to present. People who collab-
orated are Prof. Shui-Nee Chow, Prof. Magnus Egerstedt, Prof. Haomin Zhou and
Yancy Diaz-Mercado. All chapters except Chapter II (Mathematical preparation) are
done solely by the collaborators list above.
Intermittent Di↵usion, Section 2.3 is one critical component to the development of
this thesis. In order to analyze the complexity of the algorithm, which is not included
in the original paper [16], I bluntly copied the proof of the convergence from there.
Chapter I gives an introduction to the problem addressed and an overview of the
method of evolving junctions developed in this thesis.
Chapter II provides necessary mathematical background for the development. Op-
timal control theory is familiar to engineers, but not necessarily to mathematicians.
Section 2.2 defines the shortest path problem in a metric space mathematically and
Section 2.3 is a moderate introduction to intermittent di↵usion, a newly developed
global optimization strategy.
Chapter III is the heart of this thesis. It provides the complete description of the
method in a rather general setting. It will be referred in all the following chapters.
Chapter IV is based on [17, 18, 19]. They apply the method of evolving junctions
into di↵erent settings, namely, R2 with obstacles that have smooth boundaries, R3
with polyhedra obstacles, and R2 with disk movers, shortest path between two sets
dynamic obstacles.
Chpater V is based on [41], a conference paper just got accepted. It reports the
real-world application of the method into robotics. It is a collaboration with Georgia
iv
Robotics and InTelligent Systems Laboratory.
Chapter VI is based on a working paper. It addresses the shortest path problem
in a dynamic environment.
v
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SUMMARY
This thesis proposes a novel and e cient method (Method of Evolving Junc-
tions) for solving optimal control problems with path constraints, and whose optimal
paths are separable. A path is separable if it is the concatenation of finite number of
subarcs that are optimal and either entirely constraint active or entirely constraint
inactive. In the case when the subarcs can be computed e ciently, the search for
the optimal path boils down to determining the junctions that connect those subarcs.
In this way, the original infinite dimensional problem of finding the entire path is
converted into a finite dimensional problem of determine the optimal junctions. The
finite dimensional optimization problem is then solved by a recently developed global
optimization strategy, intermittent di↵usion. The idea is to add perturbations (noise)
to the gradient flow intermittently, which essentially converts the ODE’s (gradient
descent) into a SDE’s problem. It can be shown that the probability of finding the
globally optimal path can be arbitrarily close to one. Comparing to existing meth-
ods, the method of evolving junctions is fundamentally faster and able to find the
globally optimal path as well as a series of locally optimal paths. The e ciency of the
algorithm will be demonstrated by solving path planning problems, more specifically,




Optimal control, also known as trajectory optimization, seeks to determine the in-
put (control) to a dynamical system that optimize a given performance functional
(maximize profit, minimize cost, etc), while satisfying di↵erent kinds of constraints:
(Dynamical System) ẋ = f(x(t), u(t), t), t
0
 t  t
f
, x(t) 2 Rn,









L(x(t), u(t), t) dt.
Here u(t) 2 Rm is the control, L : Rn ⇥Rm ⇥R+ ! R is the running cost, also
called the Lagrangian and  : Rn ⇥R+ ! R is the terminal cost. t
f
is the terminal
time which may be undetermined. One can also impose various constraints on the
path or control, for example, to require the final position x(t
f
) being fixed or the
whole path outside certain region.
Because many engineering problems can be formulated into the framework of op-
timal control, the optimal control theory has vast applications. However, due to
the complexity of most applications, few of them can be solved analytically. Thus
numerical methods are often employed to solve them instead. Traditionally, numer-
ical methods for optimal control problems can be divided into three categories, (1)
state-space, (2) indirect, and (3) direct methods. State-space approaches apply the
principle of optimality which states that each subarc of the optimal trajectory must
be optimal. This leads to the well-known Hamiltonian-Jacobi-Bellman (HJB) equa-
tion which dates back to 1950s [5]. Indirect methods employs the necessary condition
of optimality known as Pontryagin Maximum Principle [54]. This leads to a bound-
ary value problem which is then solved by numerical methods. Thus this approach
is often referred to as “first optimize, then discretize”. The boundary value problem
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is often solved by shooting techniques or by collocations, for example, neighboring
extremal algorithm, gradient algorithm, quasilinearization algorithm [4, 6, 40, 44].
However, due to strong nonlinearity and instability, the above di↵erential equations
are often di cult to solve. Direct methods are often referred to as “first discretize,
then optimize”. As the name suggests, direct methods convert the original continuous
infinite dimensional control problem into a finite dimensional optimization problem.
This transformation is achieved by, for example, approximating the original control
by piecewise constant controls. The resulting discrete problem is a standard non-
linear programming problem (NLP) which can be solved by many well established
algorithms such as Newton’s method, Quasi-Newton methods [21, 25, 27, 49]. The
advantages of direct methods over indirect method is that the path constraints can
be handled automatically by solving NLP problem. Direct methods are nowadays the
most widespread and successfully used techniques.
Our aim in this thesis is to provide fast numerical methods for solving optimal
control problems with path constraints, in which the optimal trajectory exhibits cer-
tain structures, known as separability. Simply put, a path   : [0, T ] ! Rn is said to













) 2 R+ ⇥Rn (1)


























































is the concatenation of two paths.
The significance of being separable is that the determination of the entire path
boils down to the determination of only finite number of junctions and the deter-










can be computed either analytically or
numerically very easily. Thus, in this way, the original infinite dimensional problem
of finding the whole path is converted into a finite dimensional problem. One gains a
tremendous dimension reduction.
Another way to see the advantage of the dimension reduction is to compare it with
the NLP approach. The NLP approach discretizes the entire path and tries to find
the optimal location of each grid point. The number of variables depends on the step
size of the discretization. To obtain a decent accuracy, the number of variables must
be relatively large. However, the separability of the optima path implies that only
some of the grid points, i.e. the junctions are important and enough to determine the
whole path. Since the number of junctions is finite and often bounded, to improve
the accuracy, there is no need to refine the discretization any more. As one may
imagine, the cost saved by taking advantage of separability is inversely proportional
to the accuracy one wants to achieve, which is extremely large.
The resulting finite dimensional optimization problem can be handled by many
established algorithms, for example, gradient descent. However, it is evident from
many applications that the number of local minimizers is often very large. Therefore,
it is critical that any useful method must be capable of obtaining the globally optimal
path. In this thesis, we will adopt a recently developed global optimization strategy,
called intermittent di↵usion [16]. The idea is to add noise (di↵usions) to the gradient
flow intermittently. When the noise is turned o↵, one gets a pure gradient flow and
it quickly converges to a local minimizer. On the other hand, when the noise is turn
on, the perturbed flow will have certain chance to jump out of the local trap and
converge to other local minimizers, including the global one. It can be shown, the
local minimizers obtained will include the global one with probability arbitrarily close
to 1.
We call the method outlined above Method of Evolving Junctions. The method
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is able to overcome several critical drawbacks of the aforementioned three methods.
Namely, HJB approach su↵ers from the notorious problem known as “curse of di-
mensionality”; Both indirect methods and directs space are only able to yield local
minimizers. In addition, all three methods are all grid bases. This prevents them
from giving arbitrarily accurate solutions.
Table 1: A comparison between di↵erent methods.
Methods Local/Global Approaches
HJB Global PDEs
Indirect Local Boundary Value ODEs
NLP Local Constrained NLP
Evolving Junctions Global (Probabilistic) SDEs
The method of evolving junctions works for any separable optimal control prob-
lems. And the only requirement for the method to be applicable is the separability of
the optimal path. This is usually not a trivial task and involves di↵erent proof tech-
niques in di↵erent settings. In this thesis, we will focus our attention on a particular
type of optimal control problems, i.e. path planning problems. More specifically, we
would like to find the shortest or minimal cost path in a cluttered environment with
static or dynamic obstacles. For static environments, the shortest path problem can
be formulated into a standard optimal control problem in which
(Dynamical System) ẋ = u(t), t
0
 t  t
f
, x(t) 2 Rn,






(Path Constraints)  (x(t))   0, x(t
0
) = X, x(t
f
) = Y,
where X, Y are starting and ending points and  (x) is the level set function of the
4
obstacles. And for dynamic environments, the minimal cost path is the minimizer of
(Dynamical System) ẋ = u(t), t
0
 t  t
f
, x(t) 2 Rn,






(Path Constraints)  (t, x(t))   0, x(t
0
) = X, x(t
f
) = Y,
where L is the running cost and  (t, x) is time-dependent level set functions repre-
senting the dynamic environment. Under certain conditions, we will show that the
optimal paths of both (3) and (4) are separable. We will demonstrate the e ciency
of the method of evolving junctions with several di↵erent settings:
1. Shortest path in a static environment in R2 or R3 where the obstacles have
piecewise smooth boundaries;
2. Shortest path in a static environment inR3 where the obstacles are polyhedrons;
3. Shortest path in a static environment where the mover is a disk or the starting
point and ending point are sets;
4. Shortest path in a dynamic environment where obstacles disappear or appear;
5. Shortest path in a dynamic environment where obstacles are moving.
In summary, the method has the following advantages comparing to the existing
methods
1. Fast. Because only initial value stochastic di↵erential equations need to be
solved, it is fundamentally faster than solving PDEs, Boundary value ODEs
and constrained NLPs.
2. Ability to find a globally optimal path as well as a series of locally optimal paths




In this chapter, we briefly describe the mathematics background of some major com-
ponents of the algorithm. Although all the examples we conduct will be in the
Euclidean space R3, we will formulate the problem with maximal generality in metric
spaces. The advantages of this formulation are three folds (1) The main component
of the method is gradient descent which can be formulated in metric spaces. This
allows future possible extensions; (2) It allows di↵erent geometries, whether endowed
with a di↵erential structure or not to be dealt with in a uniform manner; (3) It’s
evident that the problem is related to optimal transport which is built upon metric
spaces.
2.1 Optimal Control
Optimal control theory, also known as trajectory optimization, is a subject where it
seeks to determine the input (control) to a dynamical system that optimize a given
performance functional (maximize profit, minimize cost, etc) while satisfying di↵erent
kinds of constraints. It is closely related to this thesis in the following way. First,
the problem itself can be entirely formulated in the framework of optimal control.
In addition, the numerical methods for optimal control is highly mature and there
exist many packages dealing with optimal control problem. However, due to some
intrinsic drawback of those numerical methods, we will not approach the shortest path
problem in this way. From this point view, one may expect that our approach works
for general optimal control problems. Second, we will use optimal control theory as
an analytical tool in Chapter 6, although this is viable in rare cases.
There are two di↵erent approaches to optimal control problem, one is based on
6
calculus of variation, also known as Pontryagin Maximum Principle, one is based on
the principle optimality which states that each subarc of the optimal trajectory must
also be optimal. We will describe them separately.
Consider the system described by the following di↵erentia equations:
ẋ = f(x(t), u(t), t), t
0
 t  t
f
, x(t) 2 Rn, (5)
where u(t) 2 Rm is the control. Associated with dynamical system is the following
performance index (cost) of the form









L(x(t), u(t), t) dt, (6)
where L : Rn ⇥Rm ⇥R+ ! R is the running cost, also called the Lagrangian and
  : Rn ⇥R+ ! R is the terminal cost. t
f
is the terminal time which may be undeter-
mined. One can also impose various constraints on the path or control, for example,
to require the final position x(t
f
) been fixed or the whole path outside certain region.
Define a scalar function H : Rn ⇥Rm ⇥Rn ⇥R+ ! R, called the Hamiltonian as
follows
H(x, u, , t) = L(x, u, t) +  Tf(x, u, t), (7)
where   2 Rn. Using calculus of variation, we obtain a control or path is a minimizer
if













H(x(t), u(t), (t), t) = minH(x(t), v, (t), t) for any feasible v.
The boundary conditions are spit in the sense that some are given for t = t
0
and some


















The resulted system is a two-point boundary value problem. We stress here that the
above condition is only necessary and usually leads to local minimizing trajectories.
Now we consider various extension of the standard formulation.
2.1.1 State Variable Specified at Fixed Terminal Time
If x(t
f


































), k = p+ 1, · · · , n. (10)
The other values are left undetermined. There are still n terminal boundary condi-
tions in total.
2.1.2 State Variable Specified at Unspecified Terminal Time
Now assume the terminal time is unspecified. This occurs, for example, when the
performance index is simply the time. It is convenient to regard t
f
as a control variable
to be choose in addition to the control functions u(t). The optimality condition in
this case is



















































, · · · , x
n
).
2.1.3 Optimal Control with Path Constraint
To formulate our problem in terms of optimal control, we need to impose additional
constraint on the path, i.e. to require the path to avoid all the obstacles. Mathemat-
ically, we consider
ẋ = f(x(t), u(t), t), t
0
 t  t
f













  : Rn ! R can be regarded as the level set of the obstacle. The dependence of  
explicitly on time t occurs , for example, when considering moving obstacles.
The problem can be handled by adding an extra term to the Hamiltonian, i.e.
define






> 0,   = 0;
= 0,   > 0
(22)


















,   > 0.
(23)
All the rest procedures are exactly the same as the control problem without path




If the path constraint doesn’t explicitly depends on control u, i.e.
 (x, u, t) =  (x, t), (24)
one take successive total time derivatives of  (x, t) and substitute f(x, u, t) for ẋ
until the expression is explicitly dependent on u. Denote p the number of derivatives
required.  (p) depends on u and we can apply the above approach, namely, by choosing
the Hamiltonian as
H = L+  Tf + µ (p). (25)
For an illustration of the above technique, let’s consider the following simple ver-
sion of our problem
ẋ = u, x 2 R2, u 2 R2, (26)
x(0) = X, x(t
f
) = Y, (27)
 (x(t))   0 (28)







Since  ̇ = r (x) · ẋ = r (x) · u, the new Hamiltonian is
H = |u|+  Tu+ µr (x) · u. (30)
2.1.4 Dynamical Programming
Dynamical programming is yet another approach to optimal control. Contrary to the
approach based on Pontryagin maximum principle which gives rise to a two-boundary
value problem, dynamical programming approach results in a partial di↵erential equa-
tion, called Hamilton-Jacobi-Bellman equation. Another notable feature of dynamical
programming is that the solution to the HJB equation is the global minimizer of the
10
control problem. We will give a very informal derivation here. Consider optimal
control problem (5) and define











L(x(s), u(s), s) ds, (31)
where x(t) = x is the initial condition The boundary condition of J(x, t) depends on
the boundary condition of the original problem. For example, if the state variable is
specified at the terminal time x(t
f
) = x then the boundary condition of J(x, t) is
J(x, t
f
) = x. (32)
Marching forward by time  t, x(t) moves to
x(t+ t) = f(x, u, t) t. (33)
Therefore,
J(x, t) = min
u
⇢


















 t+ L(x, u, t) t
 
.












The minimization above is not necessarily over all possible u 2 Rm. Depending on
di↵erent scenarios, the feasible set of control vary accordingly. For example, consider
problem (5) with path constraint
 (x)   0, (35)





Rm,  (x) > 0;
{u | r (x) · u   0 },  (x) = 0.
(36)
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The second case is because the direction must point outside of the obstacle, otherwise
the object will enter the obstacle. If the obstacles are moving, i.e. the path constraint
is
 (x, t)   0. (37)
Then when  (x, t) = 0, the feasible control u must satisfy
r (x, t) · u+  
t
(x, t)   0. (38)
2.2 Shortest Path in Metric Space
2.2.1 Length space
Let (X, d) be a metric space with metric d : X ⇥X ! R+. The metric d satisfies the
following properties:
d(x, y)   0 and d(x, y) = 0 , x = y, (39)
d(x, y) = d(y, x), (40)
d(x, y)  d(x, z) + d(z, y). (41)
A path in a metric space is a continuous map   : I ! X defined on a closed
interval I ⇢ R. t 2 I usually denotes time, but not necessarily. A length space is the
triple (X,A, L) where X is the underlying metric space, A is the set of admissible
paths and L is the length of paths in A. The set of admissible paths has to satisfy
the following assumptions:
1. A is closed under restriction. If   : [s, t] ! X is an admissible path and s 
q  r  t, the the restriction   : [q, r] ! X is also admissible.
2. A is closed under concatenations. That is if  
1
: [r, s] ! X and  
2
: [s, t] ! X











(✓), ✓ 2 [r, s];
 
2
(✓), ✓ 2 [s, t]
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3. A is closed under linear reparameterization. Namely, for an admissible path
  : [s, t] ! X and function   : [q, r] ! [s, t] of the form  (t) = at+ b,      (t) is
also admissible path.
One thing to note here is that the requirement of closeness under reparemeter-
ization prevents the interpretation of the parameter as time variable. This will be
loosed when considering optimal path in dynamic environments where the parameter
is required to be time variable.
The length functional L : A ! R+ has to satisfy the following properties









2. L depends continuously on the length of the domain I. In other words, if
one define L( , s, ✓) = L( |
s,✓
), s, ✓ 2 I, then L( , a, ✓) as a function of ✓ is
continuous.
3. The length is invariant under reparameterizations, i.e. L(     ) = L( ).
Again, when dealing with optimal path in dynamic environment, property (3) will
be dropped. The simple reason is that time variable can not be reversed, which is
equivalent to reparameterization by  (t) =  t+ b.
The length structure induces a new metric in X in the following way. Denote
A(x, y) all the admissible paths that starts from x and ends at y,
A(x, y) = {  : [s, t] ! X 2 A |  (s) = x,  (t) = y}. (42)
Then the new metric d
L








Definition 1 A metric that can be obtained as the distance function associated to a
length structure is called a intrinsic metric. A metric space whose metric is intrinsic
is called a length space.
It is easy to see Rn with metric d(x, y) = kx  yk is a length space. There exists,









)] [ [(0, 0), (1, 0)],
which is a subset R2 is not a length space. The point is that a length space must
be locally path connected, i.e. every neighborhood of any point contains a smaller
neighborhood which is path connected.
A natural way that a length structure can arise is to induce by the metric. Under
the new induced metric, any metric space becomes a length space.
Definition 2 Let (X, d) be a metric space and   : [s, t] ! X be a path in X. A
partition ⇡ of [s, t] is a finite collection of points ⇡ = { ✓
0
, · · · , ✓
n





< · · · < ✓
n











Now one can define the length of   to be the supremum of L
⇡








A curve with finite induced metric is called rectifiable. For a metric space (X, d),
let A be the set of admissible paths consisting all the continuous paths. Then
(X,A, L
d
) is a length space
(X, d) ! (X,A, L
d
).
The induced length space in turn induces a new metric in X, one has
(X, d) ! (X,A, L
d






When speaking of a path, it is important to distinguish its map and its image.
Throughout the thesis, we will use path to refer the continuous function and curve the
image of the function. Di↵erent maps can lead to identical curves. In other words,




























Theorem 4 Every rectifiable curve   admits a arc-length parameterization.
Definition 5 A curve  ⇤ : [s, t] ! X is a shortest path connecting x and y if its
length is minimal among all the curves with the same endpoints. Mathematically,
 ⇤ = argmin
 2A(x,y) L( ).
The example of R2 \ {0} shows that the shortest path may not necessarily exist.
We will state the following existence theorem without proof.
Theorem 6 If (X, d) is a complete locally compact length space, then for any x, y 2
X such that d(x, y) < 1 there exists a shortest path connecting x and y.
2.3 Intermittent Di↵usion
2.3.1 Algorithm
In this section, intermittent di↵usion, a main component of our algorithm, is intro-
duced. We will abbreviate intermittent di↵usion by ID hereafter. Intermittent Dif-




g(x), x 2 ⌦, (44)
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where ⌦ 2 Rn is the admissible set and g(x) is the objective functional, usually
defined by an energy functional or a cost functional.
The main idea of finding the global minimizer is to introduce randomness into
the process in some way. For example, Monte-Carlo sampling, genetic algorithm,
Metropolis random walk, simulated annealing all fall into this category [35, 45, 68].
By combining the idea of simulated annealing and gradient descent, [11, 1] proposed
to solve the problem by running the following stochastic di↵erential equation
dx(t,!) =  rg(x(t,!))dt+  (t)dW (t), t 2 [0,1), (45)
where W (t) is the standard Brownian motion in Rn, and  (t) corresponds to the
cooling rate in simulated annealing. It can be shown that if the cooling rate decrease





the solution of (45) converges weakly to a distribution concentrated at the global
minima of g.







































]. The rationale behind this particular choice
is the following. First, when  (t) = 0, the flow becomes a gradient descent flow
which converges to a local minimizer; when  (t) > 0, the trajectory of (45) have
a certain probability controlled by  (t) of jumping out the local trap. Second, this
particular choice actually mimic the process of annealing better that (45). In reality,
the annealing process often consists of a series of alternating heating and cooling
subprocesses which is exactly what (47) manifests.
16
We will state the algorithm first, followed by a proof of the convergence. The
reason we include the proof here is to analyze the converge rate of the algorithm.
Algorithm: Intermittent Di↵usion
Input: functional to optimize,
number of intermittent di↵usion intervals N .
maximal di↵usion time T
max
and maximal di↵usion strength  
max
.
Output: A collection of local minimizers including the global one.






3 for l = 1 : N
2 Uniformly sample   2 [0,  
max
] and T 2 [0, T
max
]
4 Compute the stochastic di↵erential equation for t 2 [0, T ]
dx(t,!) =  rg(x(t,!))dt+  dW (t), x(0) = x
opt
and record the final state x
T
= x(T,!)
5 Compute the solution to the following gradient flow until convergence
ẋ(t) =  rg(x(t)), x(0) = x
T













, · · · , x
N
as N local minimizers and x
opt
the global minimizer.
Remark 1 1. Step 5 can be solved by many well established schemes, for example,
Euler scheme and Runge-Kutta scheme.
2. The stop criterion in Step 5 can be set in di↵erent ways. For simplicity, in
our implementation, the iteration stops if the absolute value of the di↵erence
17
between two successive iterates is less that a prescribed tolerance error ✏.














where  t is the step size and ⇠ is a random variable following standard normal
distribution.
4. The algorithms works equally well for functional on Riemannian manifold and
metric space where the gradient flow and brownian motion are well defined. For
a detailed description, see 2.4
5. The inputs usually  
max
depends on the scale of the problem while the di↵usion
time depends on the error tolerance. See 2.3.3 for the discussion.
2.3.2 Proof of Convergence
We will restate the proof in [16] here in order to show the convergence rate.
Theorem 7 Let Q be the set of global minimizers, U a small neighborhood of Q
and X
opt
the optimal solution obtained by ID. Then for any given ✏ > 0, there exist

















2 U)   1  ✏. (49)
Proof 1 For simplicity, assume that there is only one global minimizer x⇤. We refer
readers to [16] for a general treatment. Because the Hessian matrix at x⇤ is negative
definite, we can always take U = B(x⇤, r), a ball centered at x⇤ with su ciently small
radius r.




]. Since the trajectory rests on a small
neighborhood of a local minimizer q
i











], ID is a di↵usion process. Denote
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We make the dependence on  
i


























depends on t,  
i
.
It is straightforward to verify that [58] has an equilibrium solution which is given




















According to [11] and the references cited therein, p̄
 
i
(x) weakly converges to a point
distribution concentrated at x⇤ as  
i










dx = 1. (53)





) = {x | gradient flow (45) with   = 0 and
initial state x converges to a point in B(q
i
, r)} .
By the definition of B(q
i
, r), we have B(q
i
, r) ⇢ K(q
i
) provided r is su ciently small.
Thus for any given ↵ 2 (0, 1), there exists  
0
























































)) = P (x(T
i






)) > ↵ (57)




]. Let ⇥ be the set of all local
minimizers of g, then
P (x(S
i+1

































The above estimate can be made for all segments i = 1, 2, · · · , N uniformly. Therefore,
P (X
opt






2 U c}) < (1  ↵)N . (58)
Thus for any given ✏ 2 (0, 1), there exists N
0





2 U c) < (1  ↵)N < ✏. (59)
2.3.3 Convergence Analysis
From the proof, it’s easy to derive the time that required to reach the global minimizer.
Let T
1
= ⌧(↵) be the time required for the corresponding Fokker-Planck equation to
be within a distance (1   ↵)/2 from the equilibrium and T
2
be the time needed for








The analysis of T
2
boils down to analyzing the convergence rate of the underlying
Fokker-Planck equation. This has been intensively studied in the past two decades
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[43, 3, 31]. We give a brief introduction here following [43]. Consider the initial value
problem for the Fokker-Planck equation
⇢
t
(t, x) = r · (D(r⇢+ ⇢rV )), t > 0, x 2 Rn, (61)
⇢(0, x) = ⇢
0
, (62)
where D(x) is symmetric, locally uniformly positive definite matrix, and V (x) a




dx = 1, (63)
then one easily verifies that (61) has steady state
⇢1 = e
 V (x) (64)
assuming that V to be normalized as
R





, define the relative entropy of ⇢
1


















In particular, one can consider the relative entropy of ⇢(t) with respect to ⇢1, i.e.
H(⇢(t)|⇢1), (66)





I is known in information theory as the relative information. It can be shown that
the relative entropy and relative information both decay exponentially.
Theorem 8 Assume H(⇢(t)|⇢1) < 1 and the scalar coe cients V (x), D(x) satisfies









rD ⌦rD + 1
2











Then the relative information and relative entropy converge to 0 exponentially
|I(⇢
t
|⇢1)|  e 2 t|I(⇢0|⇢1)|, (69)
H(⇢
t
|⇢1)  e 2 tH(⇢0|⇢1). (70)




However, this is less interesting since (71) implies that the functional V (x) is convex.
Therefore there is a unique local minimizer. In order to deal with nonconvex case, we
have the Holley-Stroock perturbation lemma [31]:
Theorem 9 If V can be written as V = V
0
+ v, where v 2 L1 and e V0 satisfies a
logarithmic Sobolev inequality with constant  , then also e V satisfies a logarithmic
Sobolev inequality with constant  e osc(v) with osc(v) = sup v   inf v.





































Also since (1  ↵)N <  , we choose
N =
log  
log(1  ↵) . (75)
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2.4 Gradient Flow in Metric Space
Gradient flows can be generalized to spaces which are not necessarily endowed with a
di↵erential structure. We will give a gentle introduction here to simplify our further
discussion. The discussion basically follows [2].
Definition 10 Let (X, d) be a complete metric space and let v : (a, b) ! X be a





m(r) dr, 8a < s  t < b. (80)
Denote the set of absolutely continuous curves by AC(a, b;X).





exists almost everywhere for t 2 (a, b). |v0(t)| can be regarded as the speed of the
curve.
Let   : X ! ( 1,+1] be an extended real functional with proper domain
D( ) = { v 2 X |  (v) < 1 } 6= ;. (82)
We would like to define the notion of “upper gradient” for  .
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Definition 11 A function g : X ! [0,+1] is a strong upper gradient for   if for





g(v(r))|v0(r)| dr, 8a < s  t < b. (83)
A weaker notion can also be formulated, based on a point-wise formulation:
Definition 12 A function g : X ! [0,+1] is a weak upper gradient for   if for every
absolutely continuous curve v satisfying
1. g(v)|v0| 2 L1(a, b);
2.  (v) is equal to a function   with finite point-wise variation a.e in (a, b),
we have
| 0(t)|  g(v(t))|v0(t)|, for a.e.t 2 (a, b). (84)
Now we are ready to state the definition of gradient. Instead defining the gradient
as a functional, we consider the curves of maximal slope, which corresponds to the
curve following the gradient flow.
Definition 13 A locally absolutely continuous map u : (a, b) ! X is a curve of max-
imal slope for the functional   with respect to its upper gradient g, if     u is a.e.





g2(u(t)), for a.e. t 2 (a, b). (85)
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CHAPTER III
METHOD OF EVOLVING JUNCTIONS
3.1 Separability and Dimension Reduction
Consider the following optimal control problem with inequality path constraints. Let
x(t) and the control u(t) be described by di↵erential equations:



















The cost of the system is given by









L(t, x(t), u(t)) dt. (88)






















i+1] are alternatively in the free space and on the
















The notion of separability is borrowed from [65] in which only paths consisting three






)) and call them junctions. For any
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L(✓, x(✓), u(✓)) d✓,
 
0




L(✓, x(✓), u(✓)) d✓,
where
ẋ(✓) = f(✓, x, u), x(s) = x, x(t) = y,  (✓, x(✓)) > 0, ✓ 2 (s, t),








L(✓, x(✓), u(✓)) d✓,
 
c




L(✓, x(✓), u(✓)) d✓,
where
ẋ(✓) = f(✓, x, u), x(s) = x, x(t) = y,  (✓, x(✓)) = 0, ✓ 2 [s, t].
The separability of the optimal path enables us to restrict our search of optimal
paths in a subset H of the set all feasible paths. The set H is the collection of all paths
that are determined by only the junctions on the boundaries the constraints. More
precisely, for any path   2 H, there exists a sequence of junctions on the boundary


















) = 0 such




































is the concatenation of two paths. As a result, if the optimal trajectory











































Along with the finite dimensional problem (111), there is a hidden constraint.
That is, the optimal trajectory in the free space connecting x̃
i 1 and x̃i must not
intersect with the boundary of the constraints. Let’s define the following visibility
function for two junctions x̃ = (s, x) and ỹ = (t, y):










)   0, for i even. (94)
As a result, in order to find the optimal trajectory, only the optimal junctions
need to be computed. We gain a tremendous dimension reduction since the number











, · · · , x̃
n+1




)   0, for i even. (95)
3.2 Intermittent Di↵usion with Constraints
To solve the above finite dimensional optimization problem, we will avoid using the
standard nonlinear programming techniques, most of which are not capable of find-
ing global minimizers. Instead, we will use first order intermittent di↵usion in the
following manner. Consider in general the following constrained optimization problem




where x 2 Rn and C
I
: Rn ! Rm. Denote A(x) the index of inequality constraints
that are active at x. In other words,
A(x) = { i  m | C
i
(x) = 0 } (96)
and the feasible direction at x
F(x) = { p 2 Rn | kpk = 1,rC
i
(x) · p   0, for i 2 A(x) }. (97)
The negative gradient at x is the direction in which f(x) decreases rapidly while
maintain the feasibility. Hence the negative gradient direction can be defined as
  r
cf(x)
|rcf(x)| = argminp2F(x) rf(x) · p, (98)
|rcf(x)| = min
p2F(x)
|rf(x) · p|. (99)











2 A(x) be the gradient of the active





p   0, (101)
pTp  1. (102)
The Lagrangian is L(p, , µ) = rf(x)Tp  TC
A




 + 2µp = 0, (103)
C
A
p   0, (104)









The duality objective function is
q( , µ) = inf
p




k2   µ. (107)







k2   µ, s.t  , µ   0, (108)









rf,     0. (109)
Let  ⇤ be the minimizer of (109), then
rcf(x) = p =  (rf    T⇤CA). (110)
Once the gradient is well defined, we can solve (95) by using Intermittent di↵usion.
Let x̃ = (x̃
0














i 1, x̃i) + J(x̃i, x̃i+1)) +  (✓)dW (✓). (112)
3.3 Handling Dimension Changes
The benefit of using gradient descent is not only that it is simple and able to obtain
the global minimizer when perturbation is introduced, but also that the visibility
constraints (94) can be handled in a rather natural way. To maintain separability, we
introduce the following two operations in the process






) may intersect with the







)(✓))  0. (113)
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) intersects with   = 0 at ỹ where  (ỹ) = 0 for the first time
(without loss of generality, assume there is only one such intersection). We add ỹ as
a new junction and the path becomes
(x̃
0
, · · · , x̃
k
, ỹ, ỹ, x̃
k+1





It is easy to see that the cost of the new path remains the same
J(x̃
0




, . . . , x̃
k
, y, y, x̃
k+1







, ỹ) + J
c



























With the new set of junctions, we have another gradient flow for {ỹ
k
} which is also





















with the boundary of the constraints.
Remove junctions. Junctions need to be removed if doing so results in a path with





























when they meet each other. The blue is the
original path and the red is the new path.








k 1, x̃k+2)  J0(x̃k 1, x̃k) + J0(x̃k+1, x̃k+2), (114)
The original path (· · · , x̃
k 1, x̃k, x̃k+1, x̃k+2, · · · ) can be shortened to obtained the
path (· · · , x̃
k 1, x̃k+2, · · · ). However,  0(x̃k 1, x̃k+2) may intersect with   = 0. Hence,
to maintain separability, as in the insertion case, we add the intersections into the
set of junctions. It should be noted that unlike the process of adding junctions,
removing junctions causes a jump in the gradient flow. In addition, because of the
possible adding process following the removing, the cost may even increase. For
specific applications, this possible increasing of cost may be avoid by selecting a more
dedicated the path touches the boundary.
3.4 Algorithm
With all the components discussed above, we are ready to state our algorithm.
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Method of Evolving Junctions
Input: Constraint   and M ,
starting and ending points x and y,
Lagrangian L, terminal value  , and ODE f ,
number of intermittent di↵usion intervals m.
Output: The optimal set  
opt
of junctions.
1. Initialization. Find the initial path  (0) = (x̃
0
, · · · , x̃
n+1
);
2. Select duration of di↵usion  T
l
, l  m;
3. Select di↵usion coe cients  
l
, l  m;
4. for l = 1 : m
5.  (l) =  (0);
6. for j = 1 :  T
l
7. Find rcJ( (l)) by solving quadratic programming (109);
8. Update  (l) according to (111) with  (t) =  
l
;
9. Remove junctions from or add junctions to  (l) when necessary;
10. end
11. while krcJ( (l))k > ✏
12. Update  (l) according to (111) with  (t) = 0;
13. Remove junctions from or add junctions to  (l) when necessary;
14. end
15. end







SHORTEST PATH IN RN
4.1 Introduction
Finding the shortest path in the presence of obstacles is one of the fundamental
problems in path planning and robotics. This problem can be described as follows:
Problem 1 Given a finite number of obstacles in a region M in R2 or R3, what is
the shortest path connecting two given points X, Y in M while avoiding the obstacles.
Many techniques have been developed to tackle this problem. If the obstacles
are polygonal, the problem can be reformulated as an optimization problem on a
graph, and then solved by combinatoric methods. For example, in the shortest path
map method, Hershberger and Suri [30] found an optimal O(n log n) polynomial time
algorithm where n is the total number of vertices of all polygonal obstacles in the
plane R2. We refer to [38, 46] for a survey of the results and references therein.
However, Canny and Rief [7, 47] proved that this problem in R3 becomes NP-
hard under the framework known as “configuration space”. This is mainly because
the shortest path doesn’t necessarily pass through the set of vertices of polyhedrons.
Instead, it may go through the interior points of edges, and this makes the optimal
algorithm in 2-D fail. Two di↵erent approaches were developed later to overcome
this di culty. One is to find a path that is 1 + ✏ times the length of the shortest
one, for example, in [12, 52]. The idea is to subdivide the edges in certain ways and
adopt the same optimal combinatorial methods which are e↵ective in R2. However,
The accuracy of the approximation algorithm is determined by the mesh size of the
subdivision. In order to achieve a higher accuracy, one need to refine the mesh.
Another approach, as studied in [32], is to build a 3D reduced visibility graph (RVG)
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on the obstacles and extract a sequence of edges that contain the links of the shortest
path. A energy is then defined in terms of those links which is then minimized by
finding the critical points. The drawback of this approach is that the RVG only works
for convex polyhedrons and they are not easy to compute. For similar works, we refer
readers to [9, 10, 20].
When the obstacles are not polygonal, the combinatorial methods can not be
applied directly. For this problem, commonly know methods are based on the theory
of di↵erential equations. For instance, in the planar path evolution approach, we can
consider a one-parameter family of curves:
 
t
(✓) : [0, 1] ! R2
connecting X =  
t
(0) and Y =  
t








(✓)) · n(✓))n(✓) W ( 
t
(✓))(✓)n(✓) (115)
where W : M ! R is a penalty function,  is the curvature of  
t
and n is the unit
normal vector of  
t
. Equation (115) is derived by shrinking the length of the path  
t
while avoiding the obstacles. If a path intersects with an obstacle, then the penalty
W imposed on the path would push the curve out and towards a locally optimal
path. By choosing di↵erent penalty functions, this method also works for other path
planning problems. We refer to [28, 69] for more discussions. However, since every
point along the curve must be updated, this method may not be e cient, especially
when the dimension of the problem is large. Moreover, it only leads to a locally
optimal path. A di↵erent viewpoint of the path evolution method is to consider the
steady state of (115) which satisfies
rW ( (✓)) · n W ( (✓)) = 0,  (0) = X,  (1) = Y. (116)
This is a two point boundary value problem. Its numerical computation may become
costly, especially in three or higher dimensions.
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Another PDE-based approach is called front propagation. This approach is es-
sentially the continuous version of Dijkstra method. The idea is to propagate a wave
front from the starting point X with unit speed. The time the front first hits the
ending point Y equals the length of the shortest path. It can be shown by the theory
of optimal control that the arriving time T satisfies a PDE known as the Eikonal
equation,
|rT (x)|F (x) = 1, T (X) = 0 (117)
where F (x) is the speed of the wave at point x. In this case, we have F (x) = 1.
The Eikonal equation can be solved e ciently by fast marching method [63, 64] or
fast sweeping [70, 74]. Similarly, by choosing a di↵erent speed function F (x), front
propagation can be extended to solve other path planning problems [59].
Moreover, there are also recent developments on the shortest path problem fo-
cusing on other aspects, for example, how to read the obstacles data. For interested
readers, we refer to [62, 72, 22].
4.2 Formal Definition of the Shortest Path Problem




, · · · , P
N
} be N open subsets
of X, representing obstacles, such that the boundary of each obstacle @P
k
is also a
complete locally compact length space. Given two points x, y 2 X
c






A(x, y) = {   : [s, t] ! X
c
|  (s) = x,  (t) = y }.
Let (X,A, L) be the length structure induced by (X, d). Our problem is to find a















). For convenient, let
X
o





When X = Rn with the Euclidean metric, the above problem can be equivalently
formulated as an optimal control problem in which








) = x, x(t
f
) = y,  
i




], 1  i  N. (120)
Here  
i
(x) is the level set function of each obstacle.







As a result, if under certain condition, the shortest path is separable, we can apply
method of evolving junctions to solve the problem. The separability is addressed in
the next section.
4.3 Separability of the Shortest Path in Rn
In this section, we prove the following theorem concerning the separability of the
shortest path. Let R
i
denote the boundary of P
k
.
Theorem 15 Let the boundaries R
i
of the obstacles be piecewise C2 and the total
number of points of C2-discontinuity is finite. Let  
opt
be an optimal solution to
the shortest path problem. Then there exist intervals {I
k






is on the boundary of one obstacle. Outside these intervals,  (t) is a union
of straight line segments. Moreover, each line segment is tangent to the obstacles.
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We validate this claim by defining a new metric in the region such that the metric
inside the obstacles can be arbitrarily large. We show that the shortest path in the
new metric can be arbitrarily close to the shortest path of the original problem. On
the other hand, the shortest path in the new metric is a geodesic whose structure is
described in the theorem.
For simplicity, we assume the boundaries of all obstacles to be C2 in this section.
4.3.0.1 A new metric





B, x <  ✏,
smooth and decreasing,  ✏  x < 0
1, x >= 0.
(122)
Here B is a large number which will be determined later.










(x,y) = g(d(p, ))2 hx,yi .
Here,   is the union of the boundaries of all obstacles, d(p, ) is the signed distance
between p and  , and hx,yi is the usual inner product in R2.
We note that M is a smooth manifold endowed with this metric. For any feasible




( ) the length of   under the the new metric and










4.3.0.2 The structure of the optimal path
Let G denote the set of paths connecting X and Y in M . Let ↵ : [0, 1] ! M be the
shortest path in G under the new metric, i.e.
↵(t) = argmin
 2G Lnew( ).
Since M is a smooth Riemannian manifold, ↵ is a geodesic in M [23]. Therefore, ↵
is straight line segment outside the obstacles.
For each point x on the boundary of P
i
, we can associate it with a point inside P
i
in the normal line with a distance of ✏ to x. All those points form another C2 curve.
Denote the domain enclosed by such curves by P ✏
i









. It is not hard to show that @P ✏
i
is simple provided ✏ is su ciently
small. Also we have the following:
Lemma 16 There exists a constant B in (122) such that ↵ is entirely outside P 2✏
i
.
Proof 2 For any p, q 2 @P ✏
i
, denote pq the line segment connecting p, q. Let




| pq \ P 2✏
i
6= ; }.
S is compact since S is equivalent to




| d(pq, P 2✏
i
)  0 }
and d is continuous. Moreover, the function h(p, q) = L
old
(pq) where (p, q) 2 S is
always positive. Therefore, h has a positive minimum l. Choose any path in the
set of feasible paths F , denote its length under the new metric by L. Select B such
that lB > L. Now for any two points p, q on @P ✏
i
, if the line segment connecting
them intersects with P 2✏
i
, then the length under the new metric should be greater than
lB > L. This implies that ↵ is outside P 2✏
i




Intuitively, when B becomes larger, the penalty imposed on the portion inside ob-
stacles also becomes larger. Hence in order to reduce the length, the path mustn’t pass
through obstacles too much. Now restrict ↵ on the interval [S, T ] where ↵(S),↵(T ) 2
@P
i
and the image of ↵ Img↵ ⇢ P
i




Figure 3: An illustration of ↵.
Denote  ̃(t) the arc length parametrization of @P
i
between R and S and ↵̃(t) the




(↵̃(t))   (1  4✏)L
old
( ̃(t)) (123)
where  is the maximal curvature.
Proof 3 First we show that ↵̃(t) can be expressed as
↵̃(t) =  ̃(t) + ✏(t)n(t),
where ✏(t) < 2✏ and n(t) is the unit inward normal, i.e, the geodesic ↵ will intersect
with the normal line only once. If not, for any t 2 [0, 1], let
I(t) = { s 2 [0, 1] | (↵̃(s)   ̃(t)) ·  ̃0(t) = 0 }
and t
0
= inf I(t), t
1
= sup I(t). Since ↵̃(1) = S is not on the normal line, we have t
1
<




2 I(t) by the continuity of (↵̃(s)   ̃(t)) ·  ̃0(t).
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] must be entirely on the normal line due to its optimality. Now









+ t) has smaller length, which is a contradiction.
















= ( ̃0(t),  ̃0(t)) + ✏(t)2 |n0(t)|2 + ✏0(t)2 + 2( ̃0(t), ✏(t)n0(t))
+ 2( ̃0(t), ✏0(t)n(t)) + 2✏(t)✏0(t)(n0(t),n(t))
= 1 + ✏(t)2 |n0(t)|2 + ✏0(t)2 + 2✏(t)( ̃0(t),n0(t))
  1  2✏(t)   1  4✏   (1  4✏)2








The constructed path ↵(t) may intersect with P
i
multiple or even infinite times.
However, its total length can be controlled. More specifically, we have the following
Lemma 18 Suppose ↵̃
1
(t), t 2 [0, 1] and ↵̃
2
(t), t 2 [0, 1] are arc length parametriza-




are two curves defined













































= 4✏. In other words, the length decreases exponentially.
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Proof of the structure theorem
Let   be the curve consisting of the straight part of ↵ and all the  ̃(t) parts as
















) can be arbitrarily close. In fact, by summing





































As a result, we only need to minimize L
old
( ). By the construction of  , it can be



























































is tangent to P
k
. Therefore, if
  minimizes L, then all the straight parts of   should be tangent to a obstacle. By
the inequality above, we know that this is also the solution to the original problem.
4.4 Shortest Path in R2
4.4.1 Method of Evolving Junctions
From theorem 15, the shortest path is separable. Therefore, we can apply the method








) be the set of
junctions. Notice we have remove the time dependence of each junction. Also let n
i
be the index of the obstacle on which x
i
sits. The shortest distance in the free space












To find the shortest path between two junctions, notice as shown in Figure 4, for
each point x
i
there are two cases on how it is connected to the junctions before and
after. In the first case (the left picture), x
i 1 and xi are connected by a straight line,
and x
i+1
is connected to x
i








. The sup-index s (or c) represents that the two points are connected
by a straight line (or curve). In the second case, as shown by the right picture of







. These notations can be extended to all

















divide the boundary R
n
i


































Figure 4: Each junction is connected to the junctions before and after it by a straight
line segment or an arc of the boundary.
Because R
i















































Furthermore, for each x
i







































, · · · , x
i





























where T is the unit tangent at x
i
to the boundary R
i
in counter-clockwise direction.






) be the tangent space of R
i





















Let X = T and r(t), t 2 [0, 1] be the arc length parametrization of R
n
i
with r(0) = x
i
and r0(0) = T. By the definition of J and a direct computation, we have the following













+   d ). (130)
Combining (129) and (130), we get equation ( (127)).
Remark 3 The computation of rJ(x
i
) also holds if we only assume R
i
to be piece-
wise C2. At a point of C2 discontinuity, we can choose T to be either the left tangent
or the right tangent vector.
4.4.1.2 Intermittent Di↵usion
The gradient flow (127) provides an explicit formula to move the points x
i
on the
boundaries. Their steady states includes all local optimal positions which define the
locally optimal path. The number of steady states could be large in the shortest path
problem. In certain situations, this can be estimated. For example, let the obstacles
be smooth. If we have N   1 obstacles and 2N junctions, then the length functional
J is actually a smooth scalar-valued function on a torus of dimension 2N , i.e.
J : T 2N ! R.
If J is a Morse function (i.e., all critical points of L are non-degenerate), then there
are at least 22N distinct critical points [15]. Each minimal point defines a minimum
path. Obviously, the exponential growth of the number of critical points imposes
a great challenge on the gradient descent method. Furthermore, as the number of
connecting points changes, the dimension of the torus (phase space of the gradient
flow (127)) also changes. Thus, a global optimization technique must be used to find
a globally optimal path. In this paper, we adopt the intermittent di↵usion strategy
to address this problem.
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For our problem, since the points are moving on the boundaries, we add one





)dt+  (t)TdW (t). (131)
4.4.1.3 Algorithm
Now, we are ready to present our algorithm:
Shortest Path Problem in Rn
Input: level set function of obstacles  (x),
starting and ending points x and y,
number of intermittent di↵usion intervals m.
Output: The shortest path  
opt
represented by a set of junctions.
1. Initialization. Find the initial path  (0) = (x
0
, · · · , x
n+1
) which consists of
all the intersection points xy with the boundary of the obstacles;
2. Select duration of di↵usion  T
l
, l  m;
3. Select di↵usion coe cients  
l
, l  m;
4. for l = 1 : m
5.  (l) =  (0);
6. for j = 1 :  T
l
7. Update  (l) according to (131) with  (t) =  
l
;
8. Remove junctions from or add junctions to  (l) when necessary;
9. end
10. while krcJ( (l))k > ✏
11. Update  (l) according to (127);









In the algorithm, the moving points x
i
are updated only on the boundaries of
obstacles, which are represented by their level set functions in our implementation.
The boundary of an obstacle is the zero level set of a signed distance function. We
achieve this by projecting each step of solving (131) and (127) on the zero level
set of the obstacles. In addition, we must compute the intersections of the line
segments with the boundaries of obstacles. We accomplished this in the same level
set framework. To solve (131) and (127), di↵erent schemes can be used. In the next
section, we give our numerical implementations of each step in the algorithm in detail.
4.4.2 Numerical Implementation
We use a level set representation, the signed distance function [50], to implicitly
express the boundaries of the obstacles. More precisely, let p
i
(x) be the distance from







kx   yk. The signed
distance function  
i





p(x), x is outside P ;
 p(x), x is inside P.
(132)
Under this representation, the outward unit normal direction at x on the boundary
@P is simply
n = r  (133)
and the curvature at x can be computed by
 = r ·r . (134)
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The connecting points should move only on the boundaries. To ensure this, we use the
following lemma to project the updates along the tangent directions to the boundaries
as shown in Figure 5.
Lemma 20 Let ↵ be a planar curve, T and n are the tangent and normal directions
at one point x on ↵. l is a line that is parallel to n, and l intersects with ↵ and T at
P and Q respectively. Let h denote the lengths of PQ , d the length of xQ, and  the
















Figure 5: The projection from the tangent direction to the boundary used in Lemma
20 and Equation (136).
Proof 6 Let’s assume ↵ is arc-length parametrized and x = ↵(0). In the neighborhood
of x, ↵ has Taylor expansion














This lemma enables us to project the gradient flow from the tangent space to the
manifold very easily. For the convenience of the presentation, let us denote






















This can be computed by evolving the points in the tangent space followed by a
projection to the boundary. More precisely, as shown in Figure 5, we first compute
x⇤
n+1








Then the projected point x
n+1

























depends on the sign of the curvature. It is easy to see
the direction is   sign( (x
n













We remark that the projection from the tangent space to the boundary can be
accomplished in other ways, which may not depend on the curvature. This is ap-
propriate especially when the boundaries are not smooth. The performance of the
algorithm is similar when using di↵erent projection methods. One particular case is
if arc length parametrization is used in the computation, one can add noise directly
to the parameter without using projections.
To discretize (131), let x⇤
n+1











where ⇠ 2 N(0, 1) is a standard normal random variable.  
n
here is also chosen to be
random within a range [a, b]. The range depends on the size of the obstacles. If the
obstacle is large, large   needs to be selected in order for the path to jump out of the
local traps. For the examples below,   is taken in [1, 2].
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(a) L = 1.0264, 26 times (b) L = 1.0966, 6 times
(c) L = 1.1320, 9 times (d) L = 1.1501, 9 times
Figure 6: Example 1, the algorithm finds 4 di↵erent shortest paths in one trials.








) can be computed in the same manner,
i.e., solve (135) with f(x) = 1 or f(x) =  1 respectively with initial condition
x(0) = x
i
, record the time t+ or t  it hits xc
i











In this section, we illustrate the performance of our method by showing the following
examples.
Example 1. There are four obstacles in this example shown in Figure 6. The
starting point and the ending point areX = [0.5, 0.02] and Y = [0.5, 0.98] respectively.
We choose N = 50 and obtain 50 sample paths. The algorithm finds 4 di↵erent locally
minimal paths as shown in Figure 6. Among them (14a) is the global minimal path.
And it is observed 26 times, which is far more than the other locally optimal solutions.
Example 2. In this example, there are two obstacles which form a tunnel in
Figure 7. This is a non-convex case. We choose X = [0.5, 0.02], Y = [0.5, 0.98]. The
algorithm finds two local minimal paths with the global minimizer passing through
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the tunnel as shown in Figure (7a). The algorithm finds the global minimizer 46
times, which is much more frequent than visiting the other local minima.
(a) L = 1.1874, 46 times (b) L = 1.3393, 4 times
Figure 7: Example 2, the algorithm finds 2 di↵erent shortest paths in one trial.
Although our algorithm is presented for 2-D cases, the idea can be extended to 3
or more dimensions with minor modifications. The main change is that the general
implementation in higher dimensions needs the shortest length between two moving
points on the surface which can be computed by the fast marching method [63] on
the surface defined by the boundary of an obstacle. Here, we show an example in
3-D.
Example 3. In this example, the obstacles consist of two balls: one is centered at
[0.5, 5/16, 0.5] with radius 3/16 and the other one is centered at [0.5, 11/16, 0.5] with
radius 1/8. The starting point and the ending point are X = [0.5, 1/16, 0.5 
p
3/24]
and Y = [0.5, 15/16, 0.5] respectively. The algorithm finds three local minimizers in
30 runs as shown in Figure 8 and (8c) is the global minimal path. It was visited 27




































(c) Occurs 27 times
Figure 8: Example 3, the algorithm finds 3 di↵erent shortest paths in one trial.
4.5 Shortest Path with Polyhedra Obstacles
4.5.1 Method of Evolving Junctions
In this section, we focus on applying the method of evolving junctions to the shortest
path problem with polyhedral obstacles in R3. The restriction on polyhedral ob-
stacles allows us to achieve further dimension reductions. For obstacles with smooth
boundaries, the implementation requires computations of geodesics on the boundaries
between two given points. In [17], this is achieved by either traversing the boundaries
in R2, or fast marching on the boundary surfaces in R3. However, for polyhedral
obstacles, the geodesics also has a similar simple structure, i.e. the geodesic between
two points on a polyhedron is a conjunction of line segments whose ending points
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are located on polyhedron edges. And to determine the geodesic is equivalent to
determine those junction points. Therefore the overall shortest path connecting X
and Y is merely a conjunction of line segments whose ending points lie on obstacle
edges. In other words, the domain for each junction is an 1-D interval. This makes
the algorithm extremely simple and e cient.
A feature of this study is that we do not restrict the obstacles to be convex polyhe-
drons. The algorithm we develop can equally be applied to non-convex polyhedrons.
For polyhedrons with Euler characteristic 2, which include all convex polyhedrons and
concave polyhedrons without holes, our algorithm can find the globally optimal path
with probability arbitrarily close to 1 in a finite time. However, when dealing with
more sophisticated polyhedrons, for example, polyhedrons with complicated holes,
certain topological problems emerge, and prevent us from obtaining the globally op-






be N polyhedral obstacles in R3. Each obstacle P
k
is determined
uniquely by its vertices, edges and faces. Denote V,E, F the set of vertices, edges
and faces of P
k
respectively. We do not limit the polyhedrons to be convex. However,
we will focus on polyhedrons without holes in this section, i.e. polyhedrons whose
Euler characteristic is 2. The Euler characteristic is defined by
  = |V |  |E|+ |F |.
Polyhedrons with holes will be discussed in the last section. For any edge e 2 E, it
has a representation
e = (u,v)
where u,v are the coordinates of the ending points of e. Any point x on edge e =
(u,v) can then be represented by the following expression
x(u,v, ✓) = ✓u+ (1  ✓)v. (139)
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Thus to determine the position of a point on an edge, one only needs to find its
corresponding ✓.
As in the last section, the cost in the free space is
J
0
(x, y) = kx  yk. (140)
For any two points x, y on the edges of P
k
, we can define the distance J
k
(x, y) between
them to be the length of the shortest path on P
k
connecting x and y. If we view
P
k
as a surface in R3, i.e. a two dimensional manifold, then J
k
(x, y) is nothing
but the geodesic on P
k
connecting x and y. For instance, for any x and y in a
tetrahedron, J
k
(x, y) = kx  yk since the line segment joining them is on the surface.
For general polyhedrons, the shortest path is composed by a sequence of line segments




















= y and each x
i







). The shortest distance J
k
(x, y) therefore equals
J
k




























, we then have
J(✓
1






























Because all the obstacles here are polyhedrons, the paths on the boundaries of
the obstacles also consist of a sequence of line segments connected by points on the
edges. Therefore, by putting all the connecting points together and relabeling them,




















i 1   xik+ kxi+1   xik. (141)
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Then the length of the path is
J(x
1





































i 1k+ k✓iui + (1  ✓i)vi   xi+1k. (143)
To find the optimal path, we di↵erentiate J(✓
i



































) +  (t)dW (t). (145)
we have the following theorem
Theorem 21 If all the obstacles have Euler characteristic 2, then for any small
number ✏,equation (145) converges to the global minimizer with probability 1   ✏ for
suitable  (t).
We will postpone the proof until the last section when we discuss the topological
issues.
4.5.2 Numerical Implementation
In this section, we discuss how to solve equation (145).












where ⇠ ⇠ N(0, 1) is a normal random variable.
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Initialization We can use the optimal path whose junctions are restricted on ver-
tices of the obstacles to initialize the path. This initialization can be obtained e -
ciently by a method called visibility graph . The visibility graph W is a weighted
graph whose nodes are the vertices of all the obstacles as well as the starting and
ending points X, Y , and there is an edge between vertices u 2 W and v 2 W if and
only if they are visible to each other, that is, if the line segment uv doesn’t intersect
with any obstacles. The weight of edge uv is simply the Euclidean distance of uv.
One thing to notice is that the visibility graph we construct here is essentially 2D,
in the sense that it encodes whether two points are visible to each other. This is
fundamentally di↵erent from the 3D reduced visibility graph (3DRVG) in the intro-
duction. 3DRVG consists of connected planes as opposed to straight line segments
which becomes complicated when there are more than one obstacles. See [32]. Af-
ter the visibility graph is constructed, the initialization is the shortest path between
X and Y on the visibility graph W which can be obtained e ciently by Dijkstra
algorithm..
Evolution when a junction reaches a vertex In the proposed method, the junctions
move according to the SDEs if they are on the interior of edges. When a junction
x = (u,v, ✓) reaches to a vertex u following the gradient flow, it continues moving
according to di↵erent rules depending on whether the two neighbors of x are on the
same obstacle or not. If the neighbors of x are both on the same obstacle as x, we
call x an interior junction, otherwise we call x an exterior junction. In other words,
an exterior junction is one of the two ending points of the line segments that connects
two di↵erent obstacles. The following are the rules for interior and exterior junctions
reaching the vertices respectively.











are exterior junctions. When
x hits u (✓ = 1), path (x
1
, u = x, x
4








) length. In other words, all the junctions adjacent to u will be dragged
to u except the exterior junctions. Hence we remove all the junctions adjacent
to u and add junctions on the edges adjacent to u that haven’t been occupied





























Figure 9: Movement of interior junction
Case 2. x = (u,v, ✓ = 1) is an exterior junction. Let z be its neighbor on the same
obstacle and y be the neighbor on another obstacle. x will move to a di↵erent
feasible edge uw once it hits u. Edge uw is said to be feasible if
(a) The line segment joining y and u+ ✓(w  u) doesn’t intersect with any
obstacle for arbitrarily small  ✓.
(b) The length J(x) decreases as x moves away from u on uw, i.e.
rJ(x) · (w   u) < 0.
We collect all the feasible directions and select one of them with equal possibility,
x then continues evolving according to the flow. Depending on whether neighbor
z is visible to edge uw, the new path are as follows:
i. z is on the same face as uw, then the new path becomes (· · · , y, x0, z, · · · )
where x0 2 uw.
ii. z is not on the same face as uw, then x is used as an intermittent junction
and the new path becomes (· · · , y, x0, x, z, · · · ) where x0 2 uw.
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. z is visible to uv
8
, the path after evolution is simply (y, x0, z). On the
other hand, z is invisible to uv
2




















Figure 10: Movement of exterior junction x. The left figure corresponds to case (i)
and the right corresponds to case (ii)
Add and remove junctions During the evolution of each point, we may need
to add or eliminate junction points. When two neighboring junctions x, y are both
exterior and xy intersect with obstacle P
k1 , Pk2 , · · · , Pkr , we initialize a path with





being the obstacles. Denote




, · · · , x
n+s
) where s is the total number of
new junctions. Then they are inserted into the set of junctions in order and the
evolution process continues. On the other hand, when two neighboring junctions x, y
are both exterior and x meets y, we may shorten the path by removing x and y. More
precisely, let z
1
be the other neighbor of x and z
2
be the other neighbor of y, i.e. the
path contains (· · · , z
1
, x, y, z
2




directly which shorten the length. In other words, we have the new fraction








may intersect with some obstacles.
Again we add the necessary junctions as described above.
4.5.2.1 Algorithm
We present our algorithm below
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Shortest Path amid Polyhedra Obstacles
Input: coordinates of vertices of N polyhedral obstacles,
starting and ending points x and y,
number of intermittent di↵usion intervals m.
Output: The optimal set  
opt
of junctions.
1. Initialization. Find the initial path  (0) = (x
0
, · · · , x
n+1
) ;
2. Select duration of di↵usion  T
l
, l  m;
3. Select di↵usion coe cients  
l
, l  m;
4. for l = 1 : m
5.  (l) =  (0);




















9. Remove junctions from or add junctions to  (l) when necessary;
10. end
11. end















15. Remove junctions from or add junctions to  (l) when necessary;
16. end
17. end







We show several examples in this section to illustrate the paths obtained by our
algorithm. The di↵usion coe cients are chosen randomly in interval [1, 2] and the
duration of di↵usion  T
l
is chosen randomly in [5, 20]. The number of intermittent
di↵usion intervals m are specified in each example.
Example 1
The first example computes the shortest path between two points on a hexagonal
prism with side length
p
3 and base length 1. In one realization with m = 10 inter-
mittent di↵usion intervals, it finds 3 minimizers among which the global one is visited
6 times.
(a) Occurs 6 times, L=2.600 (b) Occurs 3 times, L=2.623 (c) Occurs once, L=3.000
Example 2
There are three obstacles in this example, two cubes and one hexagonal prism. The
algorithm finds 6 local optimal paths in 20 intermittent di↵usion intervals, among
which the global optimal path occurs 13 times. Below we list all the local minimizers.
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(d) Occurs 13 times, L=7.0803 (e) Occurs 2 times, L=7.0956
(f) Occurs 2 times, L=7.3404 (g) Occurs 1 times, L=7.3436
(h) Occurs 1 times, L=7.4314 (i) Occurs 1 times, L=7.5253
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Example 3
In this example, we demonstrate that our algorithm works for non-convex obstacle
without holes. One obstacle is a rotated cube and the other one is a larger cube with a
indentation (not through). In 20 intermittent di↵usion intervals, the algorithm finds
4 local optimal path. The global shortest path is visited 14 times.
(j) Occurs 14 times, L=4.4249 (k) Occurs 2 times, L=4.4599
(l) Occurs 3 times, L=4.6176 (m) Occurs 1 times, L=4.5509
4.5.4 Polyhedron with Holes
We say two paths are homotopic if one can be deformed continuously to the other
while keeping its endpoints fixed. More precisely, let X be the space that takes away
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all the obstacles, i.e.









are path-homotopic if there exists a family of paths f
t











2. the map F : [0, 1]⇥ [0, 1] ! X given by F (s, t) = f
t
(s) is continuous.
Intuitively, two paths are homotopic if one can be continuously transformed to the
other without passing through the obstacles. Path-homotopic is a equivalence rela-
tion. Thus one can divide all path into equivalence classes. It is easy to see the
following
Theorem 22 If all the obstacles have Euler characteristic 2, then there is only one
path-homotopic equivalence class in the set of feasible paths F .
Proof 7 Since each P
i
has Euler characteristic 2, P
i
is homotopy to 2-dimensional
sphere S2. Notice that R3  D2 where D2 is the 2-dimensional disk is trivial. There-
fore, any two path in R3   D2 are path-homotopic. Same result holds for R3 taking
away n disks.
With this result, it is simple to obtain the results in Theorem 157.
Proof 8 (Proof of Theorem 157) Theorem 22 guarantees that our algorithm is
able to visit all possible paths from any initialization. Therefore, by employing inter-
mittent di↵usion, equation (145) converges to the global minimizer with probability
1  ✏ for suitable  (t).
However, on the contrary, if the obstacle contains holes, for example, a trian-
gulated torus, there would be multiple equivalence classes. For illustration, see the
following tunneled cube in Figure (11). The shortest path through the hole is 1.1543
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(n) L=1.1543 (o) L=1.2659
Figure 11: Shortest path with tunneled cube
while the one doesn’t has length 1.2659. By slightly changing the position of the hole,
the shortest path would be the one that not pass through it. Therefore, multiple ini-
tializations are needed to ensure that all possible equivalence classes are covered.
A simple idea we can use is to block the homotopy equivalence class the current
path belongs and then reinitialize. A block can be formed ,for example, by identifying
the entrance of the path followed by deleting all the vertices on it. Those vertices will
not be used in the reinitialization which forces the new path to a di↵erent homotopy
class. After it settles down at the global minimizer in the current homotopy class, the
path is reinitialized and the algorithm is repeated to get a di↵erent global minimizer.
This procedure is repeated until all homotopy equivalence classes are visited. The
two paths in the above example are obtained in this method.
However, there are two problems with this approach. First of all, the block is often
di cult to form because which vertices should be removed is a complicated matter,
for instance, a well triangulated torus as follows. Second, the number of di↵erent
homotopy classes we need to visit is unknown in prior. For example, topologically,
there are infinitely many homotopy classes for a smooth torus and the shortest path
could wind the torus arbitrary times. In Figure (13), the shortest path winds the
torus twice.
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Figure 12: A triangulated torus
Figure 13: A shortest path winding a torus twice
A di↵erent approach is to use already established approximation method, for
example [12] as described in the introduction section, to initialize the path. Those
algorithms are able to obtain a path that has length 1 + ✏ times the length of the
shortest path. Here ✏ depends on the mesh size. If the mesh size is su ciently small,
the initialized path and the global minimizer will be in the same homotopy class.
However, the choice of the grid size is a critical and often hard to determine.
As discussed above, our method still applies for polyhedrons with holes provided
that appropriate initializations are taken. Although initialization is a complicated
matter, simple ideas usually work for most cases. We conclude our discussion here
and leave the improvement of initialization methods to our future work.
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4.6 Some Extensions
4.6.1 Shortest Path for Moving a Disk
In this section, we consider the shortest path between two points for a disk D with
radius r. This is a more realistic model in robotics where the moving system, such
as the Unmanned Vehicle Systems (UVS), is a rigid body free only to translation.
The distance is defined to be the total distance traversed by the center of the moving
system. Given the size of the mover, the feasible path for a point may become infea-
sible for the disk. To cope the scenario, we take the idea of replacing the obstacles,
denoted their region by P , by their expanded versions to account for the size of the
disk. One way to achieve this is to form the Minkowski sums P̄ = P   ( D). In
the level set framework, this can be accomplished easily. Suppose  
k
(x) is the signed
distance function that represents the obstacle, then  
k
(x)  r represents the enlarged
obstacle by length r as desired. In this case, A path is said to be feasible if the disk
centered at  (t) doesn’t intersect with any obstacle, i.e.
 
k
( (t)) > r, t 2 [0, 1], 1  k  N




  r, then it is easy to see that
Theorem 23 A path  (t) for the disk D is feasible if and only if
 ̄
k
( (t)) > 0, t 2 [0, 1], 1  k  N.
The length of the path is naturally taken to be the distance that the disk center
traverses. Thus the shortest path for a disk is equivalent to the shortest path for a
point in the new environment where level set function  
k
for the original obstacles
are replaced by  ̄
k
. With this setup, the path can be readily computed by E-JOB.
The following is an example for moving a disk.
Example. In Figure (14), we illustrate how radius of the disk a↵ects the shortest
path. The left picture shows the shortest path for a point mover obtained by E-JOB.
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It goes through the tunnel. The middle picture is the path for a disk with radius
r = 0.02. The obstacles are flattened. The darker area is the new region in the
enlarged obstacles represented. The tunnel is narrowed. Since the radius of the disk
is relatively small, the tunnel is large enough for the disk to pass through. However,
when the radius increases up to 0.05, the tunnel is stuck which forces the shortest
path to go ”outside” of the obstacle (shown on the right of Figure 14).
(a) L = 0.6266, r = 0 (b) L = 0.6347, r = 0.02 (c) L = 0.6952, r = 0.05
Figure 14: Example: shortest path with disk movers: Left: a point mover, the shortest
path is through the tunnel. Middle: a disk with radius r = 0.02. The tunnel is still
large enough for the disk to pass through. Right: A disk with radius r = 0.05, which
is too large to move through the tunnel. The shortest path must go outside.
4.6.2 Shortest Path Between Two Sets
In the second problem, we consider the Euclidean distance between two sets P and
Q in Rn, i.e. the shortest path between them. This is an important problem in
computer-aided design and computer graphics in which people often want to know
whether two objects intersect or how far there are. In [26], the authors focus only on
convex sets. Later, another method is proposed to deal with non-convex objects by
breaking them into convex components and then apply the algorithms for convex sets
to determine the distance between components [55]. The authors also reduced the
complexity significantly by eliminating the number of possible pairs of components.
In this paper, we demonstrate that the method of evolving junctions can be easily
modified to solve this problem. The idea is to treat the starting point X and the
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ending pointY as undetermined junctions and evolved on the boundaries of P and
Q respectively. An clear advantage of E-JOB is that it places no restrictions on
the obstacles, whether they are convex or non-convex, discrete or having smooth
boundaries. We consider in this section the shortest path problem when the starting
and ending points X, Y become two sets P and Q, in other words, the distance
between two Euclidean regions. If P and Q are treated as two new obstacles, the
problem di↵ers little to the original shortest path problem in the framework of E-









now become two new undetermined junctions instead of

















Theorem 24 Theorem 157 still holds for the shortest path problem between two sets,








are perpendicular instead of being tangent
to the boundaries.
Proof 9 The first part follows exactly as in the proof in [17]. For x
0


















is perpendicular to T, i.e. the boundary of the obstacle x
0
is on.
Unlike the initialization as stated in the algorithm in Section 4.4, it is more chal-





are variables themselves. When X and Y are fixed, the initializa-
tion which consists of the intersections of the line segment XY and all the obstacles
is e↵ective and e cient in the sense that it leads to the globally shortest path more
quickly. However, when X and Y varies, there is no particular criterion to tell which
initialization is better than the other. As a result, the initialization we choose is
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(a) L = 0.2840 (b) L = 0.2979
Figure 15: Shortest path between two sets. The left one is the global optimal solution.




on the boundaries of P and Q respectively. For
the same reason, it usually takes more time to converge to the global optimizer. We
illustrate it by the following example,
Example We compute the distance between two islands whose boundaries have a
couple of bumps. It is not hard to see there are at least 16 local minimizers. We show
two of them in Figure 15. Among them, the left one is the globally shortest path.
4.6.3 Shortest Path with Obstacles Appearing or Disappearing
The last problem concerns the shortest path in an environment that the obstacles
appear or disappear over time. It is not our intention to investigate the time-varying
shortest path problem as described in [38] which studies how the robot moves to reach
Y with the minimal cost in a dynamic environment, which includes but not limited
to moving, shape changing(shrinking, expanding, etc) or appearing/disappearing ob-
stacles. Instead, we focus on how to recompute the shortest path with appearing or
disappearing obstacles assuming that E-JOB runs in real-time. This is an extremely
challenging situation for the existing methods. For example, in the method of front
propagation, the distance function at all grid points must be recomputed to find the
solution once an obstacle appears or disappears. This could be very costly due to
the involvement of solving PDEs multiple times. However, E-JOB can treat it e -
ciently, because many junctions remain unchanged, although some of them appear
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or disappear as the appearance or disappearance of obstacles. This means the short-
est path stays the same mostly regardless of the changing environment. Since all of
the remaining junctions already settle down, only local updates of the junctions are
required .
This section concerns the shortest path between two fixed points in a dynamic
environment. More specifically, we consider the scenario in which obstacles appear
or disappear. We would like to stress that it is not the usual time-varying shortest
path problem as discussed, for example, in [38]. The main di↵erence is that the
functional (length of the path) we want to minimize doesn’t involve time because the
obstacles are not in motion. This is still a common scenario in practice, especially in
robotics. And E-JOB provides an extremely low-cost solution as compared to other
existing algorithms, such as the PDE based methods. In fact, as we demonstrate
in the examples, it often requires only local updates to obtain the shortest path by
E-JOB with appearing or disappearing obstacles.
For simplicity, we only consider the scenario in which one obstacle pops out or
disappear. The case in which multiple obstacles appear or disappear can be handled
in the same manner. Suppose we have N obstacles initially and the shortest path










Assume that a new obstacle, denoted by P
N+1
, appears. Without loss of generality,
let us assume that P
N+1




for some k and












The new set contains n + l + 1 junctions in total. One can apply E-JOB to obtain
the globally optimal solution if needed. However, if a local minimizer is needed, only
l + 1 junctions need to be evolved. The junctions not in (147) are already settled
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down. Moreover, from our experience and the examples showing in this section, since
x
0
, . . . , x
n+1
is part of the globally optimal path, the local minimizer obtained by
evolving x
n+2
, . . . , x
n+l
is very likely to be the global minimizer, although this is not
necessarily always the case.
The case in which an obstacle disappears can be handled in a similar manner.
Assume obstacle P
k
disappears at certain time. If there were no junctions on the
boundary of P
k




















intersects with any existing
obstacles, we add the intersections as new junctions.
Examples. We give four examples with two showing obstacle appearing and two
for obstacle disappearing . In the first two examples (Figure 16a,17a), there are
two obstacles initially. At certain time, a new obstacle (in the middle) pops out
and changes the shortest path accordingly. In the first example, the local minimizer









remain the same. On the other hand, the second example demonstrates the
contrary situation. Local updates in Figure (17b) only leads to a local minimizer. All
the junctions x need to be recomputed in order to obtain the globally shortest path
(17c).
The case in which the middle obstacle disappears are represented by the same
figures with reversed orders. More specifically, Figure (16b,17c) are new initial envi-
ronments and Figure (16a,17a) are the globally shortest path respectively after the
middle obstacle disappears.
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(a) Initial environment, shortest path has length L =
0.9400
(b) One obstacle appears, globally minimizer has
length L = 0.9992
Figure 16: Shortest path with obstacle appearing (Example 1)
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(a) Inital environemnt, shortest path has length L =
1.0211
(b) One obstacle appears, local minimizer has length
L = 1.0784
(c) One obstacle appears, globally minimizer has
length L = 1.0593





In this chapter, we will apply the algorithm we developed previously to find the
optimal path for a UAV in a cluttered environment. Path planning is one of the
enabling technologies making it possible for robots to successfully traverse cluttered
environments and, as such, it has received considerable attention in the robotics
community. (See for example the textbooks [38, 37, 24] and the references therein for
a comprehensive treatment on robotic path planning.)
Since globally optimal path planning is hard, the computational solutions that
have been proposed typically fall into three di↵erent camps, namely (i) grid-based
planners, such as A* [29] and D* [66, 67, 36] , (ii) sample-based planners, such as
RRTs [39] or (iii) continuous deformations of locally optimal plans, e.g., [56, 42, 8].
This does not mean that global planners have not been developed, as was done for
example in [8, 17, 61], but what it means is that it is in general quite hard to transition
global planners from an o↵-line setting to an on-line robotics implementation.
Here we focus on the problem of making an aerial robot traverse an environment
populated by obstacles following the shortest path. Optimal planning for aerial ve-
hicles maneuvering environments with obstacles where multiple waypoints must be
achieved has been studied with respect to the vehicle dynamics and other tactical
constraints [57, 73], however this often results in local minimizers or it is constraint
to two dimensions. In addition, many existing planning algorithms either focus on
finding a feasible path (collision-free) [42] or optimizing a di↵erent objective function
rather than the length of the path [8, 48]. In fact, finding the globally shortest path
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has been proven to be NP-hard in 3-D with polyhedral obstacles in the framework
known as configuration space by Canny and Rief [7]. Approximation methods, which
are the only practical approaches, seek paths whose length is 1 + ✏ times the actual
minimal path [13, 14, 53, 33]. However, those methods are either only theoretical and
only works for polyhedral obstacles, or have high complexity which are unsuitable
for on-line implementation. In this paper, we will take advantage of the recently
developed method in [17], where intermittent di↵usion techniques are employed to
get increasingly good (short) paths in arbitrary dimensions. The resulting algorithm
has the following advantages over existing methods: (i) it is able to find the glob-





small  , to the best of our knowledge, this is the best complexity occurred in the
literature; (ii) the main computation in the algorithm lies in solving initial value
ODE’s or stochastic ODE’s, which is very easy to implement; (iii) the algorithm can
be adapted to handle dynamic environments, in which some obstacles may appear or
disappear. These three features will allow us to have an aerial quadrotor negotiate a
cluttered environment e↵ectively and the main contribution of the paper should be
understood in terms of solving the 3-D shortest path problem in an implementable,
on-line manner, that is actually deployed on a real robotic vehicle.
5.2 Planning Approach
Consider N obstacles in R3, each of which is represented by a connected and com-
pact set P
k
⇢ R3 (1  k  N). We assume that all of the obstacles are pairwise
disjoint and their boundaries have certain regularities, for example being piecewise
C2. For convenience of computation, we will represent each obstacle through the



















Figure 18: A Parrot AR.Drone quadrotor robot.
where P c
k




(x) is the Euclidean distance from x
to @P
k









The signed distance function can be computed e ciently through level set methods
[51].




(x, y) be the length of the shortest geodesic
(shortest path) connecting x and y that remains entirely on the boundary. For special
shapes of obstacles such as cubes, cylinders and cones, J
k
(x, y) can be computed an-
alytically. For polyhedral obstacles, J
k
(x, y) can be computed e ciently by the algo-
rithms in [60], or see Remark 5 for more information. The general, more complicated
cases can be handled by fast marching [63] or fast sweeping [75], or approximated by
polyhedrons, with a trade o↵ between accuracy and complexity.
In this paper, the planner will assume that J
k
(x, y) is given a priori. The envi-
ronment, however, is allowed to be adaptive, in the sense that in the experimental
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implementation of the planning algorithm, the environmental knowledge will be in-
crementally updated.
The path we are interested in is a curve   in R3, which is a continuous map
  : [0, 1] ! R3. We let J( ) be the length of   under the Euclidean metric.
A path with finite length is said to be rectifiable, and we say a path is feasible, in




( (t))   0, t 2 [0, 1], 1  k  N. (149)
As the quadrotors have a spatial footprint, we need to be able to accommodate
this situation as well. The problem of how to consider the geometry of the robot is
out of the scope of this paper and has been addressed before [38]. However, since
the spatial footprint of the quadrotor is quite symmetrical, at least along certain
dimensions, the robot’s footprint can be approximated by a ball of radius r, such
that the robot can be treated as a ball robot.
The level set representation of obstacles in (148) enables us to deal with ball robots
in a straightforward manner. One only needs to enlarge all obstacles by this radius r,
which boils down to a uniform decrease in the level set function. We may restate the




( (t))  r   0, t 2 [0, 1], 1  k  N. (150)
It is noteworthy that this approach of wrapping the robot inside a ball can be done
even when the robot’s footprint is not symmetrical. Even though it is possible to
produce better approximations for a given robot footprint, we use this approximation
for convenience.
Let F be the set of all feasible rectifiable paths for a ball robot with radius r which
























intersects with the obstacle in between. We add the intersections points as junctions








, · · · ).










z share a common junc-




directly, as long as this straight





does intersect another obstacle, then new junctions must be added as
previously described. See Fig. 21.
Remark 4 (Dynamic Environments) The approach described above can also be
used when the environment is not fixed but changes over time. When obstacles appear,














, · · · ). At some time during















, · · · ).
instersects with the current path. Likewise, when obstacles disappear, the path can be
shortened as described above.
Remark 5 (Polyhedral Obstacles) For polyhedral obstacles, the proposed method
can be equally applied to computing the geodesics on the surface. More specifically,
for any two points x, y 2 P
k












such that each z
i













To determine the z
i
’s, it su ces to optimize (153) over all possible (152). For more
details, especially how to handle the topological changes of the path during evolution,
we refer readers to [12].
5.3 Robotic Implementation
In this section an algorithm is proposed to find the set of junctions that represents the
shortest path between two points in an environment with obstacles. The feasibility,
in a dynamical sense, of the algorithm is then demonstrated when it is implemented
on a Parrot AR.Drone quadrotor robot, seen on Fig. 23 and Fig. 24.
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5.3.1 Algorithm
The following algorithm is the same as 4.4.1.3. We quote it here in order to analyze
its complexity.
Shortest Path in 3-D Cluttered Environment
Input: level set function  
k
(x),
the distance function J
k
(x, y),
starting and ending points X and Y ,
number of intermittent di↵usion intervals m.
Output: The shortest path  
opt
represented by a set of junctions.
1. Initialization. Find the initial path  (0) = (x
0
, · · · , x
n+1
) which consists of
all the intersection points XY with the boundary of the obstacles;
2. Select duration of di↵usion  T
l
, l  m;
3. Select di↵usion coe cients  
l
, l  m;
4. for l = 1 : m
5.  (l) =  (0);
6. for j = 1 :  T
l
7. Update  (l) according to (131) with  (t) =  
l
;
8. Remove junctions from or add junctions to  (l) when necessary;
9. end
10. while krcJ( (l))k > ✏
11. Update  (l) according to (127);









The initial set  0 of junctions consists all the intersections points of line segment
XY and the obstacles. This initialization gives initial path similar to those generated
by bug algorithms [42], and in many cases is already close enough to the global
optimizer. It should be noted that good initialization is not required for the proposed
algorithm. Given enough time to run the algorithm, the global minimizer will still be
obtained even starting from a far initial path.
Both the duration of di↵usion  T
l
and di↵usion coe cients  
l
are randomly se-
lected in intervals [0, T
max
] and [0,  
max





= 2 are often adequate. Depending on whether one wants to record local
minimizers, line 20 can be replaced by keeping track only of the best minimizers at
current realization. This will save storage dramatically.
We now give a brief analysis of the algorithm
5.3.1.1 Completeness
Since we assume all the obstacles are bounded and disjoint, and we start from a
feasible path, Theorem 7 guarantees the proposed algorithm is complete.
5.3.1.2 Complexity
Following [53], instead of discussing the algebraic complexity of the algorithm, we
will consider the running time in order to achieve certain relative error ✏. We will
compare our result with other approaches only for polyhedral obstacles since most of
the literature focus on them.















Choi, et. al [12] O(1
✏
)
Choi, et. al [12] When the shortest path is unique O(log 1
✏
)
2. Line 2-3 takes O(m) time.
3. Inner loop line 6-9 takes O( T
l
) time. This is because equation (131) takes
constant time, and so does adding or removing junctions.
4. Inner loop line 10-13 takes T (✏) time where T (✏) denotes the number of iterations
required until the error is less than ✏. If we assume the Hessian matrix of the
gradient is nondegenerate, which is the case for all polyhedral obstacles [13],
then T (✏) = O(log 1
✏
).
Let  T = max




[16], it can be shown that in order to obtain the desired successful probability 1   ,
the number of realizations must be of order O(log 1
 





). The following table shows a complexity comparison with some existing
methods.
Table 3: Improvement on Probability of Obtaining Shortest Path, Environment A.
Minimizer Length (m)
Times Obtained Out of
100 200 300
1 5.8660 48 103 159
2 5.9527 50 91 128
3 6.0403 1 4 6
4 6.0594 0 1 1
5 6.0919 0 0 1
6 6.2286 0 0 3






































































Figure 22: Three shortest and longest minimizers for environment A
5.3.2 Algorithm Implementation
The algorithm described above was implemented for several environment definitions,
as seen in Fig. 22 for environment A, and Fig. 23b and Fig. 23a for environment B.
Fig. 22 presents several of the local minimizers found by the algorithm for environ-
ment A. Table 3 shows how, out of seven local minimizers found in environment A,
the number of times the shortest path was found improves as more time is allowed
for the algorithm to run, i.e. when more realizations (outer-most loop of the algor-
tihm) are permitted. The sorting e↵ect is also evident where the second and third
shortest minimizers also improve in probability of being obtained by the algorithm.
Fig. 23b and Fig. 23a are minimizers found for environment B. In this case, the
number of minimizers is less than in environment A, however the total distance for
each minimizer is much closer together. The algorithm is still able to discern between







































though these paths are very close to each other in total length, their geometry is very
di↵erent. Depending on the scope of the application, one may choose to follow a local
minimizer rather than the global minimizer, trading o↵ distance for alternate path
geometry.
5.3.3 Environment Definition
Environment B is considered for the robotic implementation and experimental setup
that will be the focus of the next sections. As seen in Fig. 23b and Fig. 23a, three
obstacles are considered, one cone with base center (0, 0.8, 0), base radius 0.8m and
height 0.8
p
3m; one cylinder with base center ( 1, 1, 0), radius 0.6m and height 2m;
one cylinder with base center (0.5, 0.5, 0), radius 0.5m and height 2m. The starting
and ending points are located at ( 2, 2, 1) and (2, 2, 0.1) respectively. The proposed
algorithm is able to find two minimizers as shown in Fig. 23b and Fig. 23a. Fig. 23a is
the globally shortest path whose length is approximately 5.9204m. This is in contrast
to the distance between the initial and final position which is approximately 5.728m
Table 4: Improvement on Probability of Obtaining Shortest Path, Environment B.
Minimizer Length (m)
Times Obtained Out of
100 200 300
1 5.9204 52 104 158
2 5.9279 48 96 142
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and the local minimizer length which is approximately 5.9279m, with a di↵erence of
only 0.0075m between the local and global minimizer.
5.4 Conclusion
The problem of having a robot traverse a 3-dimensional environment with obsta-
cles was considered. An algorithm was presented that utilizes intermittent di↵usion
techniques to provide the global distance minimizer, or shortest path, with increas-
ing probability as more time is allowed for the algorithm to run. A series of local
minimizers are also provided for situations where more time is not possible. A brief
completeness and complexity analysis is provided for the algorithm together with a
comparison to other existing algorithms. Furthermore, the presented algorithm is im-
plementable in an on-line manner for robots with the capability of detecting obstacles
and approximating complex shapes to composition of simpler shapes. The algorithm
is validated when it is successfully implemented in a quadrotor robot.
Figure 23: A third of the way: front, profile and back view.
Figure 24: Two thirds of the way: front, profile and back view.
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CHAPTER VI
MINIMAL COST PATH IN DYNAMIC ENVIRONMENT
In this chapter, we consider the problem of finding the minimal cost path in a dynamic
environment, in which, for example, the obstacle are moving or expanding/shrinking.
Most of literature only focus on how to find a collision free path, which already turns
out to be nontrivial. For related work, we refer readers to [38]. The objective func-
tional in dynamic environments is more complicated than that in static environments.
It can be the distance or time one travels, or some combination of the two. Let d(t, Y )
denote the shortest distance from X to Y using time t. Then the shortest distance
is min
t
d(t, Y ) and the shortest time is min {t | d(t, Y ) > 0}. Function d(t, Y ) can
be computed by dynamic programming. More specifically, let d(t, x) be the shortest










r(1 +rd · u), x is not occupied at time t;
d(t, x) = 1, otherwise.
(154)
Here F ⇢ S1 is the set of feasible unit directions and u 2 F is feasible if x+ x · u is
not inside any obstacle for small  x. However, this method is based on solving PDEs,
which is not e cient in higher dimensions. In [71], a novel approach was developed
for the simple case where the obstacles are expanding disks and the performance
index is the time consumed and in [18], the disappearing/appearing case was handled
successfully.
The chapter will be arranged in the following way. In section (6.1), we give some
necessary mathematical background, mainly on the rigorous definition and properties
of paths in a metric space. A more general statement of the problem in the metric
space helps identify the key to the separability, which we introduce in section (6.2).
85
In section (6.2), we show that in R2, under mild conditions on the performance index
and the motion of obstacles, the optimal path is separable. In section (6.3), we
apply the method of evolving junctions methods to find the minimal cost paths in an
environment with moving obstacles. Section (6.4) shows one example in which there
are five moving obstacles.
6.1 Optimal Path amid Dynamic Obstacles




(✓), · · · , P
N
(✓)} be N time-dependent
open subsets of X, representing obstacle, such that the boundary of each obstacle
@P
k
is also a complete locally compact length space with metric d
k
. Given two points
x, y 2 X
c




(✓), define the admissible set of curves to be those who avoid
all the obstacles and have bounded speed





, ✓ 2 [s, t] }. (155)
Here ACs,t denotes all the paths that are absolutely continuous. For any   2





L(✓,  ,  0) d✓, (156)
where L is the running cost or Lagrangian whose detail will be discussed below. Our






(s, x), (t, y)
 
= J( ⇤). (158)
In this paper, we make the following assumption of the Lagrangian L:
C0. L(✓,  ,  0) = L(| 0|) where L : R+ ! R is an increasing and convex function.
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In other words, the cost depends solely on the speed of the curve. The constraints on
acceleration, for example, is out of the scope of this paper.
Remark 6 When the underlying metric space is Rn, problem (157) can be completely







L( (✓), u(✓), ✓) d✓,





 (s) = x,  (t) = y,
and satisfies the path constraint
 
i
(✓,  (✓))   0, t 2 [s, t], i  N.
where we assume that X
c
can be represented by the level set function of the obstacles
 (x, ✓)   0.
The next propositions establish the existence of the optimal path.
Proposition 25 A is sequentially compact in itself.
Proof 10 By Arzela-Ascoli theorem, in order to show that As,t(x, y) is sequentially
compact, it su ces to show that As,t(x, y) is equicontinuous. However, this is straight-





































This implies   2 As,t(x, y). This concludes the proof.
From the above proposition, we immediately have
Theorem 26 There exist an optimal path  ⇤ such that
 ⇤ = argmin
 2As,t(x,y) J( ). (161)
Proposition 27 Functional J is convex on As,t(x, y).


































) + (1   )J( 
2
).
Although functional J is convex, the optimal path is not necessarily unique. This is
because As,t(x, y) is not convex due to the presence of obstacles.
6.2 Separability of the Optimal Path
As we have seen in the previous section, Problem (157) is a standard optimal control
problem, hence the method of evolving junctions can be applied provided the optimal
path is separable. In this section, we will show that under certain conditions, this
simple structure indeed holds.
For convenience of the exposition, denote eP
k
= { (✓, x) | x 2 P
k
, ✓ 2 [s, t] } and
@ eP
k
= { (✓, x) | x 2 @P
k
, ✓ 2 [s, t] }. Also to make dependence of the admissible set
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explicitly on the target set and maximal speed, define for a time-dependent space Z,
As,t(x, y; v
m
, Z) = {   : [s, t] ! X
c
|  (s) = x,  (t) = y,   2 ACs,t,
 (✓) 2 Z(✓), | 0|(✓)  v
m
, ✓ 2 [s, t] }, (162)
and for x̃ = (s, x), ỹ = (t, y), denote
J
0
(x̃, ỹ) = J
0
 









(x̃, ỹ) = J
k
 









In other words, J
0
is the minimal cost connecting x̃, ỹ in the free space assuming no
obstacles and J
k
is the minimal cost connecting x̃, ỹ on the boundary of P
k
.
To show that the optimal path is separable, we impose the following conditions
on the Lagrangian and the motion of obstacles:
C1. L(x) = L
0










C2. The boundary of each obstacle can be represented by its time-dependent level
set function  
k
















































Therefore, the lower bound of the minimal cost is (t   s)L(kx yk
t s ). The first equality
holds if | ̇| is a constant or L is linear. Thus, if L is not linear, the minimal cost can
be obtained only when | ̇(✓)| = kx yk
t s is a constant. This means that one must always
move with constant speed. On the other hand, if L is linear, the equality holds only
when  (✓) travels along the line segment connecting x and y, the speed doesn’t a↵ect
the minimal cost, which is still (t  s)L(kx yk
t s ).
Remark 7 1. Condition (C0) is necessary to prevent infinite number of the min-
imal cost path as we will show below shortly.
2. The linear Lagrangian L(x) =  x + 1     is ruled out because (1) it allows
infinitely many solutions, (2) L(|p|) is not C1 at the origin.
3. If L(x) =
p
x2 + 1, then the minimal cost is the shortest distance between x̃ =
(s, x) and ỹ = t, y) in eX.
4. The analyticity of L and   are technical conditions for the proof.
One immediate corollary of proposition 28 is the following
Corollary 29 The minimal cost path connecting x̃ = (s, x) and ỹ = (t, y) in eX is










(s, x), (t, y)
 
(164)
defines a metric on space eX. However, eX endowed with this distance is not a metric
space. This is because any two points in eX have a natural order by the time com-
ponent. In other words, one can not go from the future to the past. d e
X
is in fact
quasimetric. Despite of the lack of symmetry, the triangle inequality still holds, which
is the key to the separability of the minimal cost path.
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As mentioned above, if the Lagrangian L is not increasing, then there would be
infinitely many of minimal cost paths as shown in the following example.
Example. Let v
m
= 1 and L : [0, 1] ! R be convex and have minimum at v
0
= 1/2.








Figure 25: Lagrangian L.








































for some value w⇤.
Consider an obstacle represented by [ ✏, ✏]⇥ [ K,K] and starting point at ( ✏, 0)
and ending point at (✏, 0). Assume the obstacle moves along positive y direction with
speed u. Then the minimal cost of the path, as a function of where one hits the lower
corner of the obstacle, would be
F (x) = J(
K   x
u
































Figure 26: Obstacle moving with constant speed u.
















L( ) + (1 +  
u





 x  K
u+1





Now it is easy to see that if u is large enough, we will have F 0(x) > 0. Hence F (x)
obtains its minimum when x = 0. In other words, the robot will stay at the origin
until the obstacle clears its way. In this case, there are infinitely many ways for the
robot to hang around with speed 1/2 for time K/u.
Now we start to prove our main theorem, namely
Theorem 30 The optimal path of problem (157) with X = R2 under conditions
(C0), (C1) and (C2) is separable.
The proof parallels with the one in [17]. The claim is validated by defining an
approximate Lagrangian L
a
of L such that it is well defined for all paths in eX and
it’s arbitrarily large inside the obstacle. We show that the minimal cost path can be
arbitrarily close to the optimal path of the original problem, while the structure of
the approximate optimal path is known.
First, we establish the separability under the assumption that eP
k
is convex. This
special case requires no analyticity of L or  .
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Proposition 31 Let x̃ = (s, x), ỹ = (t, y) 2 @ eP
k
, then the optimal path connecting




is convex as a subset in eX.
Proof 13 Let  ⇤(x̃, ỹ) be the minimal cost curve. Function
h(✓) =  
k
(✓,  (✓)), ✓ 2 [s, t] (165)























































































on the same line segment in eX, otherwise by the triangular inequality,
one can decrease the cost which contradicts with the optimality of  ⇤(x, y). By the
convexity of eX
c




. This contradicts with the selection of x̃
0
.
Proposition 32 Given two points x̃, ỹ 2 eX
c
, if  ⇤(x̃, ỹ) 2 eX
c
, then  ⇤(x̃, ỹ) = x̃ỹ.








Notice the speed constraint is not imposed at this stage. The Hamiltonian is
H(u) = L(|u|) +  u.







The second condition implies   = c is constant over [s, t]. In addition
@H
@u
= L0(|u|) u|u| +   = 0 (166)
yields that |u| is also constant because L0 is an increasing function. Therefore, by
(166), u is constant over [s, t]. In other words,  ⇤(x̃, ỹ) is straight line in eX
c
.
Proposition 31 and 32 implies that the optimal path intersects with each obstacle
at most twice. In other words, we have
Proposition 33 The optimal path of problem 157 with X = R2 under conditions
(C0) and (C1) is separable provided further that each eP
k
is convex.
Next we will show that for non-convex obstacles eP
k
, the separability still holds.





B, x <  ✏;
smooth and decreasing,  ✏  x < 0;
1, x >= 0.
(167)
HereB is a large number which will be determined later. The approximate Lagrangian
is defined as follows
L✏(t, x, v) = g( (t, x))L(v). (168)
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In other words, we allow the feasible curve to enter the obstacle, but with a very large
penalty. The set of admissible paths now becomes As,t(x, y; v
m
, X). For convenience,
we augment a path   in As,t(x, y; v
m
, X) to eX by defining
 ̃(t) = (t,  (t)) (169)
and let Ãs,t(x, y; v
m
















Given a fixed time t, for each point x on @P
k
(t), we can associate it with a point
inside P
k
(t) in the normal line with a distance of ✏ to x. All those points form another
curve. Denote the domain enclosed by such curves by P ✏
k
(t). Similarly, one can define
P 2✏
k
(t) and P 2✏
k




(t). We have the following lemma
Lemma 34 There exists a constant B in (167) such that  ̃⇤
✏
is entirely outside eP 2✏
k
for each k.



















segment connecting them in X̃. Let


























positive on S. Therefore, h has a positive minimum l. Now select an arbitrary path
in Ãs,t(x, y; v
m
, X) whose length is L. Then any B such that lB > L is the desired
value.
Lemma 34 indicates that the optimal path under the new Lagrangian is close to








is outside an obstacle, we keep it unchanged; if  ⇤
✏
(✓) is inside an obstacle
P
k
, we project it on to @P
k





(✓) + ✏(✓)n(✓), (171)










Figure 27: Red curve is  
✏
and blue curve is  ⇤
✏
.




] be a continuous time interval that  ⇤
✏
(✓) is inside one obstacle
P
k










for some constant .

















































The above lemma actually shows that
Corollary 36 If  ⇤
✏




2 As,t(x, y; vm
1 4✏ ;X).
Next, we will show that  
✏
is separable. In other words, the intersections of  ⇤
✏
with each obstacle P
k
is finite.




Proof 17 It is well known that ↵ =  ⇤
✏








L✏(✓,↵,↵0)) = 0. (174)












































(p2)p2) > 0, for all p. (176)














Under condition (C1) and (C2), ↵(t) is one-side analytic. As a result,  (t,↵(t)) is
an one-side analytic function. Thus, it has finitely many roots and the number is









2 As,t(x, y; vm





) < 2✏. (179)
Let A = As,t(x, y; 2v
m
, X), then  
✏









. Also by taking
the subsequence, let























































We now show that  
0
is the desired optimal separable path.
Proposition 38  
0
2 As,t(x, y; v
m
, X).
Proof 18 It su ces to show the speed of  
0













1  4/n |✓1   ✓2|. (180)




















is the minimal cost path.
Proof 19 First, for su ciently small ✏ and by the boundedness of  
✏
)0, we have
L((1  4✏)x)   L(x) D✏



































Taking limit, we have
J( 
0
) = J( ⇤). (183)
Corollary 40 The optimal path continuously depends on the maximal speed. More




J( ), then if v
n




















) D(t  s)✏   J( ⇤(v
n
)) D(t  s)✏.

















, · · · , k
p
) | p  m, k
i
 N }
For each T = (k
1
, · · · , k
p
) 2 Nm, let
H(T) = H(k
1
, · · · , k
p
) = @P
k1 ⇥ · · ·⇥ @Pkp .
















6.3 Optimal Path with Moving Obstacles
In this section, we will apply the method of evolving junctions to find the minimal
cost path in an environment where obstacles are polygons and moving with constant
speed. For convenience of exposition, we will omit the subscript and use P to denote
a general obstacle. Let ↵ : [0, 2⇡] ! R2 be a parametrization of the boundary of
obstacle P . Assume P moves with speed v(t), then the parametrization of the moving
P is





Under the parametrization of each obstacle, the junctions can be represented by the
time and its parameter, in other words,
x̃ = (t, x) = (t, u) = ũ, x = R(t, u). (184)











Recall in (28), for any two junctions x̃ = (s, x), ỹ = (t, y),
J
0

































v(r) dr, ✓ 2 [s, t], u(s) = u
1
, u(t) = u
2
. (187)
From now on, assume further v(t) is a constant. Denote
F (✓) = L(|ẋ|)



























(x+ |v|2) = L(
p
x+ |v|2),
 (u) = 2↵0(u) · v.




, · · · , v
n 1}







· · ·+ kv
k
  v










































































































To solve this optimal control problem, notice





= g0(w) +  + µ = 0,
 ̇ =  H
u





  0, w = c
u
;
= 0, w  c
u
.
The above analysis shows that w = c
u













































































































































i j, lj+1), (t, u2)
 
.
Here the indices may wrap around (for example i, i + 1, · · · , n, 1, · · · , j), so all the



































c(x) = x2 + c,
g(x) = x2 +  
k
x+ |v|2 + c,
g0(x) = 2x+  
k
x.
In this case, (188) becomes
































































= (t  s)g(u2   u1







t  s +  k(u2   u1) + (|v|















































































, then we need to optimize
f( 
0

























































Problem (192) can be computed either by NLP approaches (only local) or by recursion
as described in the appendix.
Besides the visibility constraints as discussed in [17], there is a speed constraint







































) = 0, 0  i  n. (194)
Here is the complete algorithm for finding the optimal path in an environment
with moving obstacles.
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Optimal Path amid Moving Obstacles
Input: coordinates of vertices and velocity of obstacle P
k
,
starting and ending points x and y,
Lagrangian L,
number of intermittent di↵usion intervals m.
Output: The optimal set  
opt
of junctions.
1. Initialization. Find the initial path  (0) = (ũ
0
, · · · , ũ
n+1
);
2. Select duration of di↵usion  T
l
, l  m;
3. Select di↵usion coe cients  
l
, l  m;
4. for l = 1 : m
5.  (l) =  (0);
6. for j = 1 :  T
l
7. Find rcJ( (l)) by solving quadratic programming (109)
with speed constraints S and visibility constraints V ;
8. Update  (l) according to (111) with  (t) =  
l
;
9. Remove junctions from or add junctions to  (l) when necessary;
10. end
11. while krcJ( (l))k > ✏
12. Update  (l) according to (111) with  (t) = 0;
13. Remove junctions from or add junctions to  (l) when necessary;
14. end
15. end






Notice in (109), f is chosen to be the cost
J(ũ
0








i 1, ũi) + Jc(ũi, ũi+1) (195)
which is a function from R2(n+2) to R. The constraints C is
C(ũ
0








































which is a function from R2(n+2) to R3/2n+2. rJ and rC are both computed numer-
ically.
6.4 Numerical Experiment
We give an example in which the environment contains 5 moving polygonal obstacles.
The cost is chose to be
L(x) = x2 + 10 (197)
and the starting point is [0, 1], the ending point is [2, 1]. The terminal time is unspec-
ified. The algorithm finds two minimizers. The global one has cost 5.844533, while
the local minimizer has cost 5.846041. See Figure (28) and (29) for the snapshots of













Figure 29: Snapshots of the local minimizer.
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6.5 Appendix
6.5.1 Visibility Function of a Polygon
Given two points x̃ = (s, x) and ỹ = (t, y), the visibility function V (x̃, ỹ) determines
if moving from x̃ to ỹ with constant speed intersects with a given polygon P moving
with speed w. Let e = (u, v) be edges of P and O be a point inside the polygon. The


























The signed distance from z to the line is
d
u,v
(z) =   sign(L(O)) L(z)ku  vk . (199)
A point is inside the polygon if and only if the signed distance of z with respect to
every edge is negative. As a result, the moving point
x(✓) = x+
✓   s
t  s (y   x), s  ✓  t (200)
intersects with P if









































as well as the ending points.
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6.5.2 Recursive Method for Optimizing Problem (192)
























, 1  i  n. (204)
Here c
i












, · · · , d
n
; s) denote the minimum of



















































for any i, then
J(c
1




, · · · , d
n
; s) = f(x⇤
1










, · · · , d
n




, · · · , x





, · · · , c
j 1, cj+1, · · · , cn; d1, · · · , dj 1, dj+1, · · · , cn; s  dj).
(209)
This is the recursion that can be used to compute J .
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