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Abstract
Glaciers are considered sensors of the Global Warming. The study of their mass balance is
essential to understand their future behaviour. One of the components of this mass balance
is the loss of water produced by melting, this is known as the glacier discharge. The aim of
this work is to analyse the relationship among the glacier discharge and other meteorological
variables such as temperature, humidity, solar radiation and precipitation, and to find a model
that allow us to forecast future values of the glacier discharge. In Chapter 2, we propose
the use of time-varying copula models for analysing the relationship between air temperature
and glacier discharge, which is clearly non constant and non-linear through time. A bivariate
copula model is defined, where both, the marginal and copula parameters, vary periodically
along time; following a seasonal dynamic. Full Bayesian inference is performed such that the
marginal and copula parameters are estimated in a one single step, in contrast with the usual
two-step approach. Bayesian prediction and model selection are also carried out for the proposed
model such that Bayesian credible intervals can be obtained for the conditional glacier discharge
given a value of the temperature at any time point. In Chapter 3, as a second model, a vine
copula structure is proposed to model the multivariate and nonlinear dependence among the
glacier discharge and the other related meteorological variables. The multivariate distribution
of these variables is divided in four cases according to the presence or not of positive discharge
and/or positive precipitation. Then, each different case is modelled with a vine copula. Seasonal
effects in this second model are captured by using different parameters for each season. The
conditional probability of zero discharge for given meteorological conditions is obtained from the
proposed joint distribution. Moreover, the structure of the vine copula allows us to derive the
iii
conditional distribution of the glacier discharge for the given meteorological conditions. Three
different prediction methods are used and compared for the future values of the discharge.
In order to improve the second model, Chapter 4 proposes a hierarchical structure where the
relationships between the meteorological variables in each season and in each case are led by
common hyperparameters. Bayesian inference is performed over the hierarchical structure with
the help of Approximate Bayesian Computation (ABC) techniques.
All the proposed methodologies are applied to a large data base collected since 2002 by the
GLACKMA association from a measurement station located in the King George Island in the
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3.6 Parametersofthec-vinecopulasforal periodsandgroups. Eachoneofthe
valuesineachnodeisforeachperiod(1,2,3).ThecopulasareI=Independence,
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4.7 Errors of the predicted discharge when c-vine model, estimated with the ABC
method, is used. The first two columns have been obtained with the data used
to fit the model. The other two have been obtained with the data of the last year,





The study of the mass balance in glaciers is crucial for the accurate quantification of water
resources (Hamlet and Lettenmaier (1999); Marsh (1999)). Mass balance is defined as the
difference between accumulation (mainly the fallen snow) and ablation which includes processes
such as sublimation, calving and melting. In particular, most of the liquid water is lost by surface
melting and runoff and surface melting, percolating inside the glacier and exit by the front or the
base. This is known as glacier discharge and it can be defined as the rate of flow of meltwater
through a vertical section perpendicular to the direction of the flow (Cogley et al. (2011)).
The ice melting on the ice cap of the glacier drops into the glacier through the moulins, that
are vertical or nearly vertical shafts (see Fig. 1.1). This liquid water flows through the glacier and
melts the inner ice by friction, increasing the amount of melted water. This flow creates a network
of pipes, galleries and caverns called cryokarst, as the one we can see in Fig. 1.2. When this water
breaks the glacier slope, flows out and produces the glacier discharge.
Glaciers can be classified in three different main types in terms of their thermal condition
(Baranowski and Jurasz (1977); Eraso and Pulina (1994)). First, the polar glaciers where the ice
is always below freezing point from the surface to its bedrock. Second, the subpolar glaciers
1
2 CHAPTER 1. INTRODUCTION
Figure 1.1: Moulin: A deep shaft, nearly vertical and of roughly circular cross section, formed when surface meltwater
enlarges a crack in the ice by transferring kinetic and thermal energy to its walls (Cogley et al. (2011)).
Figure 1.2: Pipe of a cryokarst with the liquid water flowing inside the glacier. This water create the criokarst by
melting friction.
include both ice at freezing point and at below temperature. And third, temperate glaciers which
are around freezing point throughout the year. The polar glaciers have no cryokarst whereas the
subpolar and the temperate glaciers have.
Modelling glacier discharge is a quite important issue in climate and hydrology research
(Jansson et al. (2003); La Frenierre and Mark (2014)). An extensive review of the different
approaches for glacier melt modelling can be found in Hock (2005). These models are usually
classified in two main categories: energy balance models, which evaluate the most important
energy fluxes between the atmosphere and the glacier surface. These fluxes are computed from


































































































CHAPTER 1. INTRODUCTION 7
TEMP HUMI RADI PREC DISC
Min. -23.400 51.750 0.208 0.000 0.000
1stQu. -4.061 83.710 5.291 0.000 0.000
Median -1.120 89.540 22.542 0.700 0.000
Mean -2.216 88.520 31.488 1.889 0.057
3rdQu. 0.620 94.500 50.0000 2.400 0.056
Max. 5.783 100.000 142.083 43.500 1.306
sd 4.079 7.378 30.155 3.097 0.121
Skewness -1.286 -0.690 1.0436 3.699 3.527
Kurtosis 1.784 0.0540 0.423 22.198 18.154
Table 1.1: Summary statistics for the meteorological variables.
YEAR TEMP HUMI RADI PREC DISC Days with Days without
discharge precipitation
2002/2003 -2.1146 89.0945 32.9772 1.2479 0.0415 91 127
2003/2004 -1.8650 88.6885 33.9471 1.2541 NA NA 128
2004/2005 -2.0430 89.3017 31.4728 1.7816 0.0762 164 118
2005/2006 -1.4375 86.7735 33.4981 1.7189 0.0835 187 136
2006/2007 -2.9039 87.2969 31.4728 2.0515 0.0453 129 118
2007/2008 -1.6157 90.8493 31.4993 2.1030 0.0580 149 113
2008/2009 -2.3462 89.0871 28.9791 2.2041 0.0640 178 110
2009/2010 -1.9381 89.1398 30.2111 2.1959 0.0547 181 98
2010/2011 -2.8711 87.1813 31.0315 2.2748 0.0866 145 90
2011/2012 -2.3150 89.3447 31.1831 2.3016 0.0844 139 86
Table 1.2: Sample means for the meteorological variables grouping the days by the hydrological year (from October
1st to September 31st following year). The last two columns are the number of days with discharge and the number of
days without any precipitation, respectively.
from October 1st to September 31st of the following year. These are shown in Table 1.2, the means
of the year 2001/2002 do not appear in the table because the data starts at January 21st, 2002.
Apparently, there is a positive trend in the mean daily discharge since 2006/07. Also, the daily
accumulated precipitation shows an important increase along the years. It seems that there is not
trend in temperatures. Regarding the number of days with discharge, it seems that there is no
trend, however the number of days without precipitation decreases since 2006.
Fig. 1.5 shows the boxplots of the average daily mean glacier discharge divided by 11-day
groups for a smoother description. Regard that there is a clear seasonality pattern. First, we
8 CHAPTER 1. INTRODUCTION
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Figure 1.5: Boxplots of the average daily glacier discharge from 2002 to 2012 divided in 11-day groups.
observe that during the austral winter, which starts at the end of June, there is almost no glacier
discharge. This produces the previously mentioned large amount of zero values of the discharge
observations. The period of positive discharge begins at the end of the austral spring, between
November and December. The extreme values which appear during this initial discharge period
are usually known as “spring events” or “burst” (Warburton and Fenn (1994)), these are brief
and violent episodes produced when the glacier brutally releases a large amount of water. They
generally disappear in a few hours. They are explained by the plasticity of ice: when the previous
year discharge wave finishes and the inner conduits of the glacier stop draining water; they tend
to close by deformation, plugging the horizontal sections of the underground drainage network.
On the other hand, this plugging does not take place in vertical shafts and, by slow percolation,
they can get to fill during the Austral Winter, accumulating a latent hydraulic load that is freed at
the beginning of the following Summer. When the sun rises at the beginning the following Austral
Summer, solar radiation favours the glacier sliding, increasing it. The bottom seal of the vertical
wells, loaded with water, is broken, and a violent discharge of their content is produced. Fig.
1.5 also shows that the maximum values for the daily discharge are observed during the austral
summer, from the end of December to the middle of March. The daily discharge starts to decrease
CHAPTER 1. INTRODUCTION 9
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Figure 1.6: Boxplots of the average daily temperature from 2002 to 2012 divided in 11-day groups.
with the arrival of the autumn, at the end of March. However, we may also observe extreme
values during this period, which are known as “aftershocks” (Warburton and Fenn (1994)). These
are peaks in the glacier drainage that may appear when the discharge seems to be over and are
typically caused by alternation of cold and heat episodes that cause fluctuations in the habit of
the hydric discharge.
Fig. 1.6 shows the boxplots of the average daily temperatures divided, again, for a smoother
description, by 11-day groups (Whitfield et al. (2002)). As before, we can observe a clear
seasonality effect. Note that the average temperatures are above zero only during the austral
summer, from the middle of December to the middle of March. Also during the summer period,
we can observe less dispersion and more symmetry than in the rest of the year. On the contrary,
temperatures start to decrease with the beginning of autumn and their dispersion increases. They
are almost always below zero during the austral winter, from the end of June to the end of
September, when they present a strong left asymmetry. These plots have been obtained with
the help of the R package seas (Toews et al. (2007)).
Fig. 1.5 and 1.6 also show that there is an apparently clear relationship between temperature
and glacier discharge. Although we can observe that this dependence is apparently not constant
10 CHAPTER 1. INTRODUCTION
through time. During the austral winter, when the temperatures are very low, there is no glacier
discharge. However, as commented before, the period of positive discharge starts in spring, when
the temperatures increase, and during the austral summer, the median discharge values reach
their maximum values when the largest values for temperatures are registered. Therefore, it is
clear that there is also a seasonal dynamic in this dependence. This is also illustrated in Fig. 1.7
where the scatterplot for the temperatures and discharges are shown separately for each season.
We can observe that there is a strong dependence in summer that disappears in winter. We can
also observe that this dependence seems not to be linear.
Fig. 1.8 shows the time evolution of the Kendall’s tau over a rolling window of 270 days.
Observe that clearly the dependence is not constant along time, but it evolves in time describing
cycles for each hydrological year. First, note that the coefficient reach their minima values between
July and August which correspond to the Austral winter. In addition, we can observe two maxima
every hydrological year corresponding to the beginning of the discharge periods in November
(spring-events) and to the end of the discharge periods between April and May (aftershocks).
Finally, observe that between these maxima the dependence is larger, as we expected, given that
it corresponds to the summer time.
Fig. 1.7 also shows the same scatter plots on copula scale. These are obtained using
the empirical cumulative distribution function evaluated at the observed temperatures and
discharges for each season. Observe that the support of the copula function does not cover the
whole unit square in some seasons due to the zero values observed in the glacier discharge.
Fig. 1.9 shows the scatter plot of each pair of all the variables and the histogram of each
individual one for those days when the discharge was positive. Apparently, there are strong
relationships between the variables although these seem not to be linear. The lower panel shows
the tau-rank correlations,whose size is proportional to its absolute value, between each pair of
variables. Then, we suggest the use of copulas to model these non-linear relationships.
CHAPTER 1. INTRODUCTION 11




























































































































































































Figure 1.7: Scatter plots for the daily average temperatures and discharge in each season. The bottom line is for the
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where isthebivariatet-Studentdistributionfunction with degreesoffreedomand




































































































































Gumbel φ=(−log(t))θ τ=1−1θClayton φ=1θ t−θ−1 τ= θθ+2
Frank φ=−loge−θt−1e−θ−1 τ=1−4θ(1−D1(θ))















































































































































































30 CHAPTER 1. INTRODUCTION
because, in the multivariate case, there is a large number of parameters to estimate to establish
the dependence among the variables. In their paper, they propose a factorization scheme of
multivariate dependence structures based on the copula modeling framework, whereby each
marginal dimension in the mixing parameter space is modeled separately and the marginal
functions are then linked by a nonparametric random copula function. In particular, they
use one-dimensional Gaussian mixtures for the marginal functions and multivariate Bernstein
polynomial as a link function, under a prior Dirichlet process. They demonstrate that this scheme
suppose an improvement on the accuracy of the estimated density with respect to the obtained
using a Gaussian mixture.
Alternatively, Wu et al. (2014) show a non-parametric Bayesian approach of high dimension
copulas. First, they introduced the skew-normal copula, that is later extended to a infinite mixture
model. The skew-normal copula imposes some limitations over the Gaussian copula. Their
approach is only for the copula function model. It can be considered as a non-parametric bayesian
approach to the Genest and Rivest (1993) ideas.
1.4 Overview of thesis
In this thesis, we focus on copulas based models to show the non-linear and seasonal relationships
among different meteorological variables such as air temperature, percentage of humidity,
solar radiation, precipitation and glacier discharge. The main purpose is to obtain their joint
distribution function. Then, we get the conditional distribution function of the discharge given
the values of the other meteorological variables. The discharge conditional distribution will allow
us to obtain predictive values of the glacier discharge.
Chapter 2 focuses on temperature and discharge and explores their seasonality, not only in
their location, scale or shape but also in their relationship. A parametric copula model is proposed
for the joint distribution. The Bayesian point of view has been performed to make inference over
the model parameters, where all the parameters are estimated in a one single step, in contrast
CHAPTER 1. INTRODUCTION 31
with the usual two-step approach. The contents of this Chapter resulted into a paper by Go´mez
et al. (2017), which has been published in Stochastic Environmental Research and Risk Assessment.
Chapter 3 includes into the model the variables of humidity, solar radiation and precipitation
in addition to the temperature and the glacier discharge. In this model, the seasonality is captured
dividing the data in different periods. Moreover, data in each period is split into different
groups to overcome the problem with zero values in discharge and precipitation variables. The
parameters are calculated for each period and group separately. Structures based on c-vine
copulas have been selected to model the multivariate relationship among these variables. In
this Chapter, classical inference, based on mle, is preferred to make inference over the model
parameters. The contents of this Chapter resulted into a working paper by Go´mez et al. (2016).
Finally, Chapter 4 supposes that the relationships between the variables are not independent
in each period and each group. Then, a hierarchical model is proposed, where the relationship
between each pair of variables is led by common hyperparameter, independently of the period
or group they belong. Again, the Bayesian point of view is used to make inference over the
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where , ,aretheamplitudeparametersand ,
,arethephaseparametersofthetime-varyingtaurankcorrelationparameter.Now
theanglephase, ,isdeﬁnedintheunitcircle since:
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4 4 2 16353 1 4 2 17178
4 4 1 16479 1 4 1 17184
4 4 4 16953 1 3 3 17188
4 4 3 17005 1 3 1 17191
3 4 1 17044 1 3 2 17193
2 4 1 17140 1 1 1 17440
1 4 3 17162 1 2 1 18776


































































































mean(sd) int.cred. mean(sd) int.cred. mean(sd) int.cred.
2.016(0.017) (1.983,2.050) 2.731(0.027) (2.674,2.783) 2.269(0.482) (0.785,2.830)
2.943(0.098) (2.742,3.117) 2.841(0.040) (2.765,2.920) 1.588(0.814) (0.109,3.019)
2.865(0.134) (2.594,3.107) 2.783(0.074) (2.639,2.926) 0.821(0.395) (0.163,1.673)
0.646(0.154) (0.363,0.982) 2.916(0.153) (2.573,3.132) -0.195(0.216) (-0.578,0.280)
4.002(0.075) (3.855,4.152) 6.692(0.668) (5.604,7.940) -1.163(0.291) (-1.769,-0.628)
-0.265(0.071) (-0.407,-0.126) 3.378(0.433) (2.654,4.274)
-0.325(0.063) (-0.456,-0.207) 1.638(0.232) (1.231,2.174)
-0.152(0.062) (-0.274,-0.029) 0.447(0.091) (0.279,0.644)
-2.777(0.056) (-2.886,-2.665) -6.431(0.406) (-7.179,-5.749)
-0.721(0.018) (-0.757,-0.687) -0.889(0.415) (-1.653,-0.108)
-0.136(0.019) (-0.173,-0.100) -1.528(0.225) (-1.971,-1.093)
0.102(0.020) (0.063,0.142) -1.783(0.168) (-2.120,-1.459)
0.014(0.016) (-0.018,0.045) -0.432(0.116) (-0.665,-0.210)
















































































































































































































































































































Figure 2.4: Posterior mean of the Kendall’s tau and 95% credible intervals together with the observed values of the
temperature and discharge for each time point.
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Figure 2.5: Conditional predictive density of the discharge given different values of the temperature for different days,
at the beginning, in the middle and at the end of the discharge period
Now, we are interested in analyzing the influence of the temperature on the discharge.
Observe that using our proposed approach, we can obtain estimations of the conditional
predictive distribution of the discharge given any value of the temperature at any given time
point. As an illustration, Fig. 2.5 shows the conditional density function of the discharge for
different particular days, at the beginning, in the middle and at the end of the period of discharge
given different values of the temperature. Note that, as expected, the larger is the temperature, the
larger is the probability of observing large values for the glacier discharge, although the density
plot is different depending on the day of the year. The density plot for the 10th of June and for
one Celsius degree (in the last plot) is useful to explain the aftershocks, because that temperature
is not very usual in that day.
Using the same approach, Fig. 2.6 shows the Bayesian estimations of the missing discharge
values conditioned on the observed values for the temperature during the hydrological year
2003/2004 when the data-logger did not record the data appropriately.
Finally, observe that our proposed methodology also enables future predictions of both
the joint distribution of discharge and temperature and the conditional discharge distribution
given the temperature values. In order to illustrate this, Fig. 2.7 shows the estimations of the


















































Figure 2.6: Predicted values for the missing discharge during the hydrological year 2003/2004 conditioned on the
























































Figure 2.7: Observed data for the discharge, mean of the values of the predictive and 95% credible intervals.
Hydrological year 2011-12.
predictive discharge distribution for the last hydrological year 2011/2012 given the information
from previous years. These are compared with the true observed values during this year. Note
that the predictive intervals always contain the true observed values. Fig. 2.7 also shows the
estimations of the conditional predictive discharge during this last year given the values for the
temperature. Observe that this provides in general better estimations for the discharge, although
there is one single day where the temperature was extremely high which leads a large estimation
for discharge.
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4 4 2 14825 1 4 1 15043
4 4 1 14833 1 4 2 15044
4 4 4 14843 1 3 3 15115
4 4 3 14861 1 3 1 15135
3 4 1 14872 1 3 2 15178
2 4 1 14921 1 2 1 15259
1 4 3 15036 1 1 1 15750


















































































































Figure 2.8: Conditional predictive density of the discharge for the models built with different copulas, given zero
degrees as the value of the temperature for all of them and for one particular day in summer (02/20/2006).
In order to illustrate the differences among copula models, Fig. 2.8 shows the conditional
predictive density of the discharge given different temperatures for one particular day in summer
using the different copula models. This figure shows that the Clayton copula is not appropriate
for these data, as expected, since this copula has not right tail dependence and it only allows for
left tail dependence. On the other side, the obtained estimated models with the Gaussian and
t-copula are very similar to that obtained with the Gumbel copula. However, it can be observed
that the tail of the conditional distribution is slightly heavier with the Gumbel copula.
2.5 Conclusion and extensions
In this Chapter, we have proposed a seasonal dynamic model to describe the joint distribution
of the glacier discharge and air temperature where not only the marginal distributions are time
varying but also the relationship between these two variables is described by a time-varying
copula. We have proposed a Bayesian procedure for making inference on the model parameters
and prediction of the joint discharge and temperature distribution. Our approach allows for the
simultaneous estimation of the marginal and copula parameters, which is in contrast with the
classical two-stage estimation procedures.
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An improved model could include structural changes over the time such that not only the
model parameters were time-varying, but also the marginal and copula models could vary along
time. For example, we could consider for each different season the possibility of using a different
copula selections, Gumbel (1.6), Gaussian (1.4) or Student-t (1.5). Similarly, we could incorporate
for different seasons the possibility of distinct marginal distribution models for the temperature
and glacier discharge.
The proposed procedure could be extended to a multivariate model by including more
environmental variables like precipitation, humidity or solar radiation. In this case, the use of
multivariate copulas would be required. One possibility is the use of vine copulas.
The developed methodology could be also applied in other Pilot Experimental Watersheds
installed by GLACKMA at different latitudes in both hemispheres, which could be compared
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Inparticular,forthetemperature, weconsiderﬁnite mixtureofGaussiandistributions. For
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simplicityinthenotation,wereferby tothediferentpossibilities ,for ; ;and
,forexample denotesthe forthediferentcasesofthetemperature.Thevalue
oftheparametersisestimatedbymaximumlikelihoodasfolows,

















































Temperature Humidity Radiation Precipitation Discharge
Group Parameter Est. True Est. True Est. True Est. True Est. True
00
p 0.52 0.5
par1.1 0.79 0.8 24.19 23 67.36 7





par1.1 -0.16 -0.2 31.30 31 11.43 12.0 1.43 2.0





par1.1 0.00 -1.0 15.20 15 13 13.0 2 2





par1.1 1.00 1.0 21.27 24 5.72 6.0 0.99 1.0 1.94 2



















Group Param. Est. True Est. True
00
Frank Frank 0.38 0.39
Joe Joe 0.36 0.36
Gaussian Gaussian -0.21 -0.19
01
Frank Frank 0.38 0.39
Gaussian Gaussian 0.09 0.06
Joe Joe 0.13 0.15
Gaussian Gaussian -0.12 -0.13
Clayton Clayton 0.21 0.20
Gaussian Gaussian -0.22 -0.19
10
Clayton Clayton 0.33 0.33
Frank Frank -0.12 -0.11
Clayton Clayton 0.21 0.20
Frank Frank -0.25 -0.21
Clayton Clayton 0.33 0.33
Gumbel Gaussian 0.11 0.13
11
Clayton Clayton 0.20 0.20
Frank Frank -0.05 -0.09
Frank Frank 0.18 0.21
Gaussian Gaussian 0.27 0.26
Gaussian Gaussian -0.18 -0.13
Frank Frank 0.11 0.11
Frank Frank 0.22 0.21
Gaussian Frank -0.11 -0.11
Gaussian Gaussian -0.05 -0.06
Gaussian Gaussian 0.12 0.13
Table3.2:
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Period Dates Description
1 26th November - 30th December Discharge start period. Since the last weeks of spring to
early summer. Days can be positive or zero discharge.
2 31st December - 7th April Main discharge period. Most of the summer. Almost
every day has positive discharge.
3 8th April - 15th June Discharge end period. Since the end of summer and most
of autumn. Days can be zero or positive discharge.
4 16th June - 25th November Zero discharge period. Late autumn, all the austral winter
and early spring. There is always zero discharge.
Table 3.3: Distribution of the periods of discharge in King George Island.
model. Finally, the obtained results are compared with those obtained with the bivariate copula
model in Chapter 2.
3.3.1 Parameter estimation
Recall that the GLACKMA database consists of five time series of data collected during eleven
years. Here, the first ten years are used for parameter identification and data from 10/01/2011 to
12/31/2012 are used for model verification.
First of all, we want to capture the seasonal behaviour of the discharge. In Chapter 2, we try
to capture it using partial sums of Fourier terms, but this procedure increases rapidly the number
of parameters when we add more meteorological variables. On the other side, Braun (2001) has
found three major ablation phases plus a non-ablation phase for each year in glacier behaviour.
This suggests us to divide the data in four different periods in order to capture the changes in the
relationship between the variables. Table 3.3 shows the different periods selected for this study.
As a justification of this division, Fig. 3.4 shows the boxplots of the average daily glacier, grouped
by weeks, in the different periods. Apparently, there are different behaviors in the discharge
regime. Note that the fourth period has zero discharge in the observed values. Thus, the model
will always predict zero discharge in this period, that is, the equation (3.6) will always be zero
independently of the values of the other variables because the empirical probability of having no
discharge is equal to one.
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1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51
Specific Glacier Discharge (m3/sec km2) (2002−2012)

































Per Gr. N Temperature
DP
1 00 40 -0.809(0.191) 1.206(0.135)
01 94 -0.163(0.111) 1.074(0.078)
10 68 0.220(0.247) -0.862(1.513) 1.133(0.651) 0.904(0.170) 0.651(0.129)
11 83 0.915(0.142) 1.295(0.101)
2 00 21 0.621(0.106) -2.370(0.234) 0.829(0.176) 0.665(0.164) 0.460(0.115)
01 16 -1.298(0.486) 1.944(0.344)
10 283 0.145(0.056) -1.954(0.790) 1.460(0.430) 1.444(0.101) 0.937(0.073)
11 541 0.177(0.070) -0.693(0.814) 2.189(0.266) 1.941(0.082) 1.071(0.077)
3 00 102 -5.375(0.378) 3.817(0.267)
01 225 0.665(0.067) -6.636(0.499) 3.523(0.262) -0.992(0.271) 1.230(0.205)
10 69 -2.363(0.288) 2.392(0.204)
11 234 0.517(0.053) -3.633(0.377) 2.759(0.208) 0.359(0.107) 0.833(0.086)
Per Gr. N Humidity
DP
1 00 40 23.527(5.314) 4.582(0.99)
01 94 31.247(4.716) 2.421(0.332)
10 68 15.254(2.648) 3.472(0.570)
11 83 24.086(3.847) 2.589(0.379)
2 00 21 40.476(12.524) 10.439(3.173)
01 16 16.284(5.840) 3.326(1.123)
10 283 0.029(0.019) 6.016(6.587) 0.240(0.129) 19.277(2.065) 3.957(0.442)
11 541 0.967(0.012) 24.565(1.859) 2.504(0.192) 305.374(195.601) 1.829(0.723)
3 00 102 19.921(2.829) 3.662(0.492)
01 225 22.324(2.15) 3.027(0.271)
10 69 14.021(2.431) 2.783(0.449)
11 234 18.336(1.761) 2.022(0.174)
Per Gr. N Radiation
DP
1 00 40 0.455(0.09) 69.832(33.129) 0.605(0.279) 86.14(34.047) 1.146(0.466)
01 94 12.000(1.726) 0.184(0.027)
10 68 13.508(2.287) 0.148(0.026)
11 83 6.229(0.942) 0.104(0.016)
2 00 21 6.980(2.104) 0.236(0.074)
01 16 2.543(0.846) 0.103(0.038)
10 283 2.913(0.232) 0.053(0.005)
11 541 2.721(0.156) 0.081(0.005)
3 00 102 0.591(0.071) 6.542(1.492) 2.707(0.729) 4.308(1.864) 0.381(0.142)
01 225 0.536(0.150) 4.347(1.553) 1.945(0.879) 1.858(0.456) 0.284(0.052)
10 69 1.608(0.251) 0.184(0.034)
11 234 1.838(0.157) 0.339(0.033)
Per Gr. N Precipitation
DP
1 01 40 0.607(0.188) 2.06(0.597) 1.753(0.896) 1.381(0.513) 0.277(0.093)
11 94 1.242(0.173) 0.583(0.099)
2 01 21 0.731(0.221) 0.213(0.090)
11 16 0.235(0.057) 3.487(0.960) 5.825(2.337) 1.482(0.192) 0.326(0.032)
3 01 102 0.219(0.051) 7.817(2.848) 17.953(7.749) 1.490(0.186) 0.548(0.067)
11 225 0.245(0.079) 3.503(1.205) 5.018(2.611) 1.406(0.196) 0.354(0.045)
Per Gr. N Discharge
DP
1 10 40 1.788(0.283) 11.055(2.015)
11 94 1.640(0.233) 8.372(1.390)
2 10 21 2.247(0.177) 18.094(1.593)
11 16 1.871(0.105) 8.525(0.549)
3 10 102 0.936(0.035) 4.029(0.787) 127.662(28.612) 18.01(16.619) 139.819(121.816)
































































































































































































































































Order BIC Vuongstatistic p-value
THRPD -19.438 0 1
TDPRH -19.238 0.190 0.849
HTRPD -19.194 0.079 0.937
HDRPT -19.641 -0.042 0.967
RPDTH -13.809 1.315 0.188
RTDPH -19.021 0.131 0.896
PTRHD -13.343 1.191 0.234
PDTRH -12.591 1.640 0.101
DPRHT -17.347 0.345 0.730
DTHRP -20.409 -0.183 0.855
Table3.5:BICvalueofdiferentordercombinationsforthe5-cvinecopulaintheﬁrstperiod.Vuongtestofcomparison
withtheselectedorder(THRPD)andthecorrespondentp-value.
Group Period1 Period2 Period3
White p-value White p-value White p-value
00 02.13 0.15 09.24 0.32 08.51 0.60
01 21.53 0.14 19.09 0.60 17.80 0.42
10 19.19 0.79 16.00 0.39 21.76 0.39













than . Table3.7comparespredictionswiththeobservedvaluesofthedischarge. Forthe
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Logisticmodel Vinemodel Logisticmodel Vinemodel
Global 0.0643 0.0607 0.0815 0.0761
Period1 0.1401 0.1314 0.2474 0.2900
Period2 0.0359 0.0320 0.0254 0.0240
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Figure 3.8: Evolution of the probability of having no-discharge during the first period conditioned to different values
of the meteorological variables.
2002-2011 2011-2012
Model Method SME MAE SME MAE
Vine copula model
Median 0.00621 0.02798 0.01212 0.04682
Mean 0.00605 0.03175 0.01084 0.04871
Proposed method 0.00608 0.03031 0.01061 0.04489
Bivariate copula model 0.00718 0.03317 0.03753 0.05362
Table 3.9: Errors of the predicted discharge when vine copula model and bivariate copula model are used. The first
two columns have been obtained with the data used to fit the model. The other two have been obtained with the data
of the last year, used to validate.
the proposed model is validated with all described methods with the observed values of the
discharge of the year (2011-12). The two last columns of Table 3.9 show these measures of the
MSE and MAE. It can be observed that the errors of the proposed model are smaller than the
ones produced by the bivariate copula model. Therefore, it can be concluded that the use of more
meteorological variables in the proposed vine copula model provides more accurate predictions
that using simply the temperature as in our previous bivariate copula model.
As an example, the left panel of Fig. 3.9 shows the observed values of the discharge for the


















































































































































































































































Figure 3.10: Time series of the observed values of the discharge, prediction with c-vine and bivariate copula models
and 95% credible intervals for the c-vine model in the year 2011-12 whose data have been used to validate the model.
The bottom of the plot shows the conditional probability of discharge of each day in a scale from red (probability zero)
to green (probability one). The left panel shows the comparison between the observations and the predictions.
adjusted to obtain the joint distribution of the five variables in each one of these periods. The
model shows good performance for all the periods.
Observe that in this work we have assumed a fixed order of the variables. Although different
orders produce different c-vine copulas, we have observed that the conditional probability of
discharge and the predictive discharge have quite similar results among the different models.
However, different vine copula structures and more bivariate copulas could be analyzed in order
to achieve better results.
The monitor station in King George island has been registering data that have not been
already collected by the GLACKMA association. Our intention is to validate our proposed
model with these new data whenever they are available. Moreover, the proposed model could
be used in other glaciers whose discharge data is being collected by this association from their
Pilot Experimental Watersheds. Furthermore, the model could be used to predict the discharge
in glaciers where measuring the real discharge is complex and only the meteorological data is
available.
Chapter 4
Hierarchical Vine copula models for the
analysis of glacier discharge
The main purpose of this Chapter is to obtain the parameters of the model presented in Chapter 3
under the point of view of the Bayesian Statistic. One possibility could be to follow the same
procedure as in Section 2.2, i.e., calculating the likelihood for the model parameters for each
period and each group independently, and obtaining a sample of the posterior distribution of the
parameters with a Gibbs sampling schema. Instead of this, our thesis now is that the relationship
between the same pair of nodes in each c-vine structure is driven by common hyperparameters,
regardless of the period or group which they belong to. That is, the dependence between
temperature and humidity, for instance, is driven by the same hyperparameters regardless of
the season of the year and to the fact of having or not discharge or precipitation. In summary, we



























distributionof .Ontheotherhand,thevaluesof havesupportin ,ifthecopulafamily
isClayton,GumbelorJoe,andhavesupportin ,ifthecopulafamilyisGaussianorFrank.
Then,wehavedecidedtoextendthesesupportsto witha transformation. Then,our
modelwouldbe,
b








Fortheﬁrststep wehavea Normal-Gammadistribution,then weknowtheconjugate
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F 3.95(2.13) (1.01,8.08) J 1.94(0.31) (1.44,2.63) N 0.42(0.04) (0.34,0.49)
J 1.27(0.06) (1.15,1.38) N 0.11(0.12) (-0.11,0.34) N 0.31(0.02) (0.26,0.35)
N -0.39(0.02) (-0.42,-0.35) F -2.84(0.57) (-4.04,-1.80) F -0.83(0.10) (-1.02,-0.64)
F 3.82(1.23) (1.73,6.58) J 2.23(0.12) (2.01,2.47) F 3.30(0.15) (3.01,3.61)
N -0.13(0.02) (-0.16,-0.09) F -1.15(0.11) (-1.37,-0.94) F 1.46(0.56) (0.42,2.57)
J 1.63(0.13) (1.39,1.91) C 0.48(0.06) (0.35,0.60) J 1.23(0.27) (1.00,1.90)
N -0.19(0.15) (-0.48,0.12) N -0.19(0.02) (-0.23,-0.15) F -1.23(0.10) (-1.43,-1.04)
C 0.51(0.16) (0.21,0.84) N 0.74(0.01) (0.73,0.75) C 0.93(0.44) (0.24,1.88)
N -0.35(0.02) (-0.39,-0.29) N -0.15(0.05) (-0.24,-0.05) F -0.33(0.28) (-0.89,0.21)
C 1.45(0.07) (1.30,1.59) C 0.71(0.08) (0.56,0.86) F 1.81(0.37) (1.11,2.57)
F -0.94(0.04) (-1.02,-0.85) C 0.46(0.15) (0.18,0.80) J 1.39(0.07) (1.27,1.53)
C 0.64(0.29) (0.14,1.30) F 4.57(0.86) (3.03,6.54) G 1.40(0.09) (1.24,1.60)
F -2.22(0.24) (-2.71,-1.73) N -0.35(0.01) (-0.38,-0.32) F -3.73(0.40) (-4.60,-2.97)
C 0.78(0.19) (0.43,1.16) F 1.18(0.22) (0.73,1.63) N -0.08(0.20) (-0.46,0.31)
N 0.19(0.08) (0.03,0.34) F 2.10(0.45) (1.19,3.03) F 0.36(0.37) (-0.39,1.08)
C 0.91(0.14) (0.65,1.21) C 0.59(0.25) (0.14,1.11) F 2.75(0.07) (2.61,2.90)
F 0.07(0.29) (-0.49,0.60) N 0.02(0.06) (-0.09,0.13) F -0.89(0.51) (-1.96,0.09)
F 2.71(0.28) (2.21,3.26) F 1.02(0.49) (0.06,1.99) F 1.63(0.11) (1.43,1.85)
N 0.37(0.01) (0.35,0.39) F 5.23(0.49) (4.31,6.29) J 1.94(0.05) (1.84,2.04)
N -0.18(0.04) (-0.26,-0.10) N -0.20(0.02) (-0.25,-0.15) F -1.85(0.11) (-2.06,-1.64)
F 1.49(0.32) (0.86,2.14) F 1.79(0.13) (1.53,2.06) C 0.50(0.06) (0.39,0.62)
F 1.69(0.15) (1.38,1.98) C 0.41(0.20) (0.05,0.86) F -0.56(0.12) (-0.81,-0.31)
F -1.13(0.22) (-1.58,-0.71) N -0.30(0.07) (-0.43,-0.16) N -0.02(0.07) (-0.15,0.12)
N -0.07(0.05) (-0.17,0.02) C 0.59(0.17) (0.27,0.96) N 0.23(0.02) (0.18,0.28)
























Bayesian Classical Bayesian Classical
Vinemodel Logisticmodel Vinemodel Vinemodel Logisticmodel Vinemodel
Global 0.0771 0.0643 0.0607 0.1106 0.0815 0.0761
Period1 0.1431 0.1401 0.1314 0.3041 0.2474 0.2900
Period2 0.0514 0.0359 0.0320 0.0720 0.0254 0.0240
Period3 0.2451 0.1999 0.1904 0.2271 0.1861 0.1463
Table4.6:
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Model Method SME MAE SME MAE
Vinecopulamodel
Mean 0.00813 0.04344 0.01016 0.04949
Median 0.00772 0.03985 0.01059 0.04892








































































































































Figure 4.5: Time series of the observed values of the discharge, prediction with c-vine model and 95% credible intervals
in the year 2005-06. On the left for the mean and on the right for the proposed method. The bottom of each plot shows
the conditional probability of zero discharge for each day in a scale from red (probability zero) to green (probability
one).
data, but now, we have supposed that the relationships between the different nodes in the c-vine
structures are not independent through the time or the groups, but they come from distributions
with common hyperparameters. Therefore, we have proposed a hierarchical model in which the
relationships between the same nodes in the different c-vines come from the same distribution.
For instance, the relationship between temperature and humidity in a group where there is neither
discharge nor precipitation is related to the relationship between temperature and humidity in a
group with positive discharge and precipitation.
Furthermore, we wanted to make inference over the parameters of this model using the
Bayesian point of view. We have compared two algorithms to obtain samples of the parameter
posterior distributions. Every iteration of the first one has two recursive steps. In the first step, the
hyperparameters are updated directly from the conjugate of a Normal-Gamma distribution, with
the last values of the parameters. In the second step, the parameters are updated with a RWMH
algorithm in which the parameter prior distributions change, depending on the last values of
the hyperparameters. The second algorithm is based on Approximate Bayesian Computation
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(ABC), improved with a weighted local linear regression. In this algorithm, random sets of
hyperparameters and parameters are compared, via summary statistics, with the observed data,
in order to select the subset of the most similar parameters to the real ones. The results obtained
with both algorithms are quite similar, but the ABC algorithm is faster.
The ABC algorithm has been applied to the GLACKMA database. The results are quite similar
those ones obtained in Chapter 3, but now we have a sample from the parameter posterior
distributions and, for instance, we can add the credible intervals both to the probability of
discharge and to the predictive discharge for each of the days.
Other variations of the ABC algorithms appear in the literature and they could be adapted to
our hierarchical model and compared the execution times and the obtained results. Another
possibility would be to integrate the parameter of the mixture distribution functions of the
variables into the hierarchical model, but in this case the amount of variables will increase
considerably. Also, more vine structures, like the so called Regular-vine copulas, which include
the c-vine copulas, could be considered. Also, It will be very interesting to include more variables
such as the direction and speed of the wind. There are studies that show how they have influence
on glacier melting in the Antarctica (Orr et al. (2008)).
Comparison between the different glaciers monitored by GLACKMA could be done analysing
the correspondent model parameters of each one.
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