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Abstract
In [H. Rui, A criterion on the semisimple Brauer algebras, J. Combin. Theory Ser. A 111 (2005) 78–88],
the first author gave an algorithm for determining the pairs (n, δ) such that the Brauer algebra Bn(δ) over
a field F is semisimple. Such an algorithm involves a subset Z(n) ⊂ Z. In this note, we give an explicit
description about Z(n). Using [H. Rui, A criterion on the semisimple Brauer algebras, J. Combin. Theory
Ser. A 111 (2005) 78–88, 1.3] we verify Enyang’s conjecture given in [J. Enyang, Specht modules and
semisimplicity criteria for Brauer and Birman–Murakami–Wenzl algebras, preprint, 2005, 12.2].
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
In [1], Richard Brauer introduced a family of associative algebras Bn(δ) in order to study the
nth tensor power of the defining representation of the orthogonal groups and simplectic groups.
The algebra Bn(δ) is defined for any parameter δ ∈ C.
In [6, Section 6], Hanlon and Wales conjectured that complex Brauer algebra Bn(δ) is semi-
simple if δ ∈ C \ Z. This conjecture was proved by Wenzl in [9, 3.3]. The other proof was given
by Doran, Wales and Hanlon via a combinatorial method in [3, 8.1]. When δ is a positive integer,
Brown [2] proved that Bn(δ) is semisimple if and only if δ  n − 1.
Motivated by [3,7] and the results on cellular algebras in [5], the first author gave an algorithm
in [8, 1.2, 1.3] for determining all the pairs (n, δ) such thatBn(δ) is semisimple over an arbitrary
field F .
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The main purpose of this note is to prove
Z(n) = {i ∈ Z | 4 − 2n i  n − 2} \ {i ∈ Z | 4 − 2n < i  3 − n,2  i}
provided n 2. This gives the explicit information on the parameters δ such that Bn(δ) is semi-
simple. Consequently, the conjecture given by Enyang in [4, 12.2] follows immediately from
[8, 1.3].2
2. An explicit description of Z(n)
Definition 2.1. Suppose that R is a commutative ring containing the identity 1 and δ. The Brauer
algebra Bn(δ) is generated by the elements s1, . . . , sn−1, e1, . . . , en−1 subject to the relations
s2i = 1, e2i = δei, siei = eisi = ei,
sisj = sj si, siej = ej si , eiej = ej ei,
sksk+1sk = sk+1sksk+1, ekek+1ek = ek, ek+1ekek+1 = ek+1,
skek+1ek = sk+1ek, ek+1eksk+1 = ek+1sk,
where 1 i, j < n, with |i − j | > 1, and 1 k < n − 1.
Recall that a partition of n is a weakly decreasing sequence of positive integers λ =
(λ1, λ2, . . . , λr ) such that |λ| =∑ri=1 λi = n. We write λ  n and l(λ) = r , the length of λ.
The Young diagram Y(λ) consists of n boxes placed at the matrix entries {(i, j) | 1 j  λi}.
If the coordinate of the box p is (i, j), define the content c(p) of p by
c(p) = j − i. (2.1)
Recall that a partition μ is contained in the partition λ and write μ ⊆ λ if μi  λi for all i.
Define Y(λ/μ) to be the sub-diagram of Y(λ), which consists of the boxes in Y(λ) \ Y(μ).




∣∣∣∣ r = 1 −
∑
p∈Y(λ/μ)
c(p), μ  k − 2, λ  k, 2 k  n
}
, (2.2)
where two boxes of Y(λ/μ) are not in the same column.
Theorem 2.3. [8, 1.3] Let Bn(δ) be the Brauer algebra over a field F . Write e = char.F if
char.F > 0 and e = +∞ if char.F = 0.
(1) Suppose δ = 0. Then Bn(δ) is semisimple if and only if δ /∈ Z(n) and e  n!.
(2) Bn(0) is semisimple if and only if n ∈ {1,3,5} and e  n!.
Lemma 2.4. For any integer n 2, let ℘(n) = ℘1(n) \ ℘2(n) where ℘1(n) = {i ∈ Z | 4 − 2n
i  n − 2} and ℘2(n) = {i ∈ Z | 4 − 2n < i  3 − n,2  i}. Then Z(n) = ℘(n).
2 In fact, we have to modify Enyang’s conjecture since the conjecture given in [4, 12.2] is not true when δ = 0 and n is
odd.
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℘(n) =
{
℘(n − 1) ∪ {4 − 2n,n − 2,4 − n}, if n 4,
℘ (n − 1) ∪ {4 − 2n,n − 2}, otherwise.
We prove the result by induction on n. In order to make 4 − n−1, we assume n 5. In fact,
the results for n ∈ {2,3,4} can be verified directly by the definition of Z(n).
We first prove Z(n) ⊂ ℘(n). In fact, if δ ∈ Z(n), then there is a pair λ  k and μ  k − 2 with
l(λ) = r and l(μ) = s such that
• δ = 1 −∑p∈Y(λ\μ) c(p),
• two boxes in Y(λ \ μ) are not in the same column.
If k  n − 1, then δ ∈ Z(n − 1) = ℘(n − 1) ⊂ ℘(n) by inductive hypothesis. Therefore, we
can assume k = n without losing of any generality. We will show either δ ∈ ℘(n − 1) or
δ ∈ {4 − 2n,n − 2,4 − n}.
There are two cases we have to discuss.
Case 1 (Two boxes in Y(λ \ μ) are in the same row). Suppose two boxes are not in the last row
of Y(λ). Then r = s. Define λ˜ = λ \ p and μ˜ = μ \ p with p = (r, λr).
Suppose two boxes are in the last row of Y(λ). If r = 1, then δ = 1 − {(n − 1) + (n − 2)} =
−2n + 4 ∈ ℘(n).
Assume r > 1. If there is a removable node p = (i, j) ∈ Y(λ) with i = r , then we define
λ˜ = λ \ p and μ˜ = μ \ p.
If there is no removable node in the j th row of Y(λ) for all j with 1 j < r , then λ1 = λ2 =
· · · = λr  2. Also, μi = λi , 1 i < r and λr = μr + 2.
If λ1 = 2, then n = 2k and hence δ = 1 − (1 − k + 2 − k) = n − 2 ∈ ℘(n).
If λ1 > 2, then we define λ˜ = (λ1, . . . , λr−2, λr−1 − 1, λr − 3) and μ˜ = (μ1, . . . ,
μr−1 − 3,μr − 1).
When λ˜ and μ˜ are well-defined, we have
δ = 1 −
∑
p∈Y(λ˜\μ˜)
c(p) ∈ Z(n − 1) = ℘(n − 1) ⊂ ℘(n)
where the last equality follows from inductive hypothesis. This completes the proof of Case 1.
Case 2 (Two boxes in Y(λ \μ) are not in the same row). If any box in Y(λ \μ) is not in the last
row of Y(λ), then we define λ˜ = λ \ p and μ˜ = μ \ p with p = (r, λr ).
Suppose that there is one box in Y(λ \ μ) which is in the last row of Y(λ).
If r = 2, then δ = 1 − {λ1 − 1 + λ2 − 2} = 4 − n ∈ ℘(n).
Suppose r  3. We also assume the other box in Y(λ \ μ) is in the kth row of Y(λ). If there
is a removable node p in the lth row of Y(λ) and either l < k or k + 1  l < r , then we define
λ˜ = λ \ p and μ˜ = μ \ p.
If there is no removable node in the lth row of Y(λ) with l < k and k+1 l < r , then λl = λk ,
1 l  k − 1 and λm = λr for k + 1m < r .
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λ˜ = (λ1, . . . , λk−1, λk − 1, λk+1, . . . , λr−1, λr − 1)  n − 2,
μ˜ = (μ1, . . . ,μk−2,μk−1 − 1,μk, . . . ,μr−1,μr − 1)  n − 4.
If k = 1, we define
λ˜ = (λ1, . . . , λr−2, λr−1 − 1, λr − 2)  n − 3,
μ˜ = (μ1, . . . ,μr−2,μr−1 − 2,μr − 1)  n − 5.
Notice that r  3, we have μr−1  2.
Finally, we deal with the case λr = 1.
If λk = 2, then δ = 1 − (2 − k + 1 − n+ k) = n− 2 ∈ ℘(n). Suppose λk > 2. If r − k > 1, we
define
λ˜ = (λ1, . . . , λk−1, λk − 1, . . . , λr−1)  n − 2,
μ˜ = (μ1, . . . ,μk−1,μk − 1, . . . ,μr−2)  n − 4.
Assume r − k = 1. Since r  3, we have k > 1 and hence we define
λ˜ = (λ1, . . . , λk−2, λk−1 − 1, λk − 2, λr)  n − 3,
μ˜ = (μ1, . . . ,μk−2,μk−1 − 2,μk − 1)  n − 5.
When λ˜ and μ˜ are well-defined, we have
δ = 1 −
∑
p∈Y(λ˜\μ˜)
c(p) ∈ Z(n − 1) = ℘(n − 1) ⊂ ℘(n),
where the last equality follows from the inductive hypothesis. This completes the proof of Case 2
and hence Z(n) ⊂ ℘(n).
By definition, ℘(n) = ℘(n− 1)∪ {4 − 2n,n− 2,4 − n} = Z(n− 1)∪ {4 − 2n,n− 2,4 − n}.
Notice that we have already proved {4 − 2n,n − 2,4 − n} ⊂ Z(n). Consequently, ℘(n) ⊂ Z(n)
and hence ℘(n) = Z(n). 
Corollary 2.5. Let Bn(δ) be the Brauer algebra over a field F . Write e = char.F if char.F > 0
and e = +∞ if char.F = 0.
(1) Suppose δ = 0. Then Bn(δ) is semisimple if and only if δ /∈ {i,−2i | 1 i  n − 2, i ∈ Z} ∪
{j ∈ Z | 4 − n j −1} and e  n!.
(2) Bn(0) is semisimple if and only if n ∈ {1,3,5} and e  n!.
Proof. The result follows immediately from Theorem 2.3 and the following equality
℘(n) \ {0} = {i,−2i | 1 i  n − 2, i ∈ Z} ∪ {j ∈ Z | 4 − n j −1}. 
Definition 2.6. [4, Section 12] Let p1(δ) = (δ + 2)(δ − 1) and
pi(δ) = (δ + 2i)(δ − i)(δ + i − 2)εpi−1(δ)
where ε = 1 if i is odd and ε = 0 if i is even.
Conjecture 2.7. (Enyang [4, 12.2]) Let Bn(δ) be the Brauer algebra over a field F with n 2.
Then Bn(δ) is semisimple if and only if
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• δ = 0 and pn−2(δ) = 0 and e  n! provided n is even.
Corollary 2.5 suggests that Conjecture 2.7 be not true when δ = 0 and n is odd. However, we
have the following corollary.
Corollary 2.8. Enyang’s conjecture is true if either n is even or n is odd with δ = 0.
Proof. It is not difficult to see that the δ is a root of pn−2(δ) if and only if δ ∈ ℘(n) \ {0} =
Z(n) \ {0}. Now, the result follows immediately from Corollary 2.5. 
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