New Closedness Results for Efficient Sets in Multiple Objective Mathematical Programming  by Benson, Harold P. & Sun, Erjiang
Ž .Journal of Mathematical Analysis and Applications 238, 277]296 1999
Article ID jmaa.1999.6541, available online at http:rrwww.idealibrary.com on
New Closedness Results for Efficient Sets in Multiple
Objective Mathematical Programming
Harold P. Benson and Erjiang Sun
Department of Decision and Information Sciences, Uni¤ersity of Florida,
P.O. Box 117169, 351 Stuzin Hallg, Gaines¤ille, Florida 32611-7169
E-mail: Benson@dale.cba.ufl.edu, Sune@chip.cba.ufl.edu
Submitted by George Leitmann
Received June 8, 1999
There are various theoretical, algorithmic, and practical reasons for developing
necessary and sufficient conditions for the efficient set of a multiple objective
Ž .mathematical programming problem P to be closed. Yet only a small number of
Ž .results of this type, limited to special cases of Problem P , have been developed.
In this article we present a necessary condition and several sufficient conditions for
Ž .the closedness of the efficient sets of more general cases of Problem P than have
heretofore been studied. Our approach relies in part upon generalizing the
concepts of quasi-concavity and strict quasi-concavity for real-valued functions to
vector-valued functions. Our approach also relies upon some new characterizations
Ž .of an efficient solution for Problem P that we develop in the article. Q 1999
Academic Press
1. INTRODUCTION
Ž .The multiple objective mathematical programming problem P involves
the simultaneous maximization of two or more noncomparable objective
functions over a nonempty feasible region. The concepts of an efficient
solution and of a weakly efficient solution have played useful roles in the
analysis and solution of this problem. In particular, many of the ap-
proaches for analyzing and solving this problem generate either all of the
efficient solution set or some subset of the efficient solution set. Other
approaches, fewer in number, call for generating the weakly efficient set.
The purpose of generating these sets is to reveal the inherent tradeoffs
among the objective functions of the problem. In this way, the decision
maker can choose a most preferred solution from the generated set.
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Included among the methods that use these approaches are the vector
maximization methods, the interactive methods, and several other methods
Ž w x w x w xsee, for instance, Changkong and Haimes 7 , Cohon 9 , Evans 16 ,
w x w x w x w xFrench 18 , Geoffrion 21 , Hwang and Masud 23 , Kuhn and Tucker 28 ,
w x w x w xLuc 29 , Sawaragi, Nakayama, and Tanino 35 , Shin and Ravindran 37 ,
w x w x w x w xStadler 38 , Steuer 39 , Yu 43 , Zeleny 46 , and references therein for
.details concerning these methods .
In order to analyze and develop methods for generating efficient and
Ž .weakly efficient points for Problem P , researchers have studied, among
other things, the existence of efficient and weakly efficient solutions,
necessary and sufficient conditions for a solution to be efficient or weakly
efficient, topological properties of efficient and weakly efficient sets, and
Ž .dual problem formulations for Problem P . For results of these types, see
w x w xthe books and surveys by Changkong and Haimes 7 , Gal 20 , Geoffrion
w x w x w x w x21 , Kuhn and Tucker 28 , Luc 29 , Miettinen 31 , Sawaragi, Nakayma,
w x w x w x w xand Tanino 35 , Stadler 38 , Steuer 39 , Yu 43 , and references therein.
Since the mid 1970s, some researchers have focused on developing
conditions under which the efficient set or the weakly efficient set for
Ž .Problem P is closed. There are various theoretical, algorithmic, and
practical reasons for developing these types of conditions.
The majority of the vector maximization algorithms that generate all or
Ž .parts of the efficient set for Problem P require that the efficient set be a
connected set. To investigate the connectedness of the efficient set, it is
sometimes necessary to first consider the closedness of the efficient set for
Ž . Ž .Problem P or of an efficient set related to Problem P . For instance, to
Ž .prove the connectedness of the efficient set when Problem P is a
three-criteria, quasi-concave program, Daniilidis, Hadjisavvas, and Schaible
w x Ž .10 first needed to show that when Problem P is a bicriteria, strictly
quasi-concave program, the efficient set is closed. Similarly, to show the
Ž .connectedness of the efficient set when Problem P is a strictly quasi-con-
w xcave program, Hu and Sun 22 , first needed to assume that the efficient
set for this problem is closed.
Algorithmically, some approaches for generating all or parts of the
Ž .efficient set of Problem P require the efficient set of the problem to be
Ž .closed. This is true of virtually all of the algorithms for Problem P that
generate the efficient set or the set of all efficient extreme points for cases
Ž . Žwhere Problem P is a multiple objective linear program see, for exam-
w x w x w xple, Armand 1 , Armand and Malivert 2 , Dauer and Gallagher 12 ,
w x w x w xEcker, Hegner, and Kouada 14 , Evans and Steuer 17 , Gal 19 , Isermann
w x w x w x .24 , Philip 33 , Steuer 39 , and reference therein . Furthermore, the
w xapproach used in the algorithm of Kornbluth and Steuer 27 for finding all
Ž .weakly efficient extreme points of Problem P when it is a multiple
objective linear fractional program cannot be used to find the set of all
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efficient extreme points of the problem. This is because the efficient set of
a multiple objective linear fractional program is not guaranteed to be
w xclosed 27 .
There are also practical reasons for investigating conditions under which
Ž .the efficient set of Problem P is closed. For instance, decision makers
Ž .using multiple objective decision making methods for Problem P are
often aided if they are made aware, for each objective function, of the
range of values that it takes over the efficient set. This helps decision
makers to set goals, rank objective functions, eliminate objective functions
with relatively small ranges, and to compare efficient solutions to one
w xanother, as explained, for example, by Dessouky, Ghiassi, and Davis 13 ,
w x w x w xIsermann and Steuer 25 , Reeves and Reid 34 , and Weistroffer 42 .
Ž .Some algorithms for Problem P even require a knowledge of these
Ž w x.ranges to be implementable cf., e.g., Benayoun, et al. 3 . To obtain these
ranges, it is necessary that the minimum and maximum of each objective
Ž .function of Problem P exist over the efficient set of the problem. This
usually requires the efficient set to be closed.
Researchers and practitioners have also been interested, for practical
reasons, in minimizing and maximizing various types of linear and nonlin-
Ž . Žear functions over the efficient set of Problem P see, for example,
w x w x w x w x.Benson 4, 5 , Bolintineanu 6 , Dauer 11 , and Muu 32 . Usually, in
order to exist, these minima and maxima require the efficient set to be
closed.
Ž .It is well known that the weakly efficient set of Problem P is guaran-
teed to be closed when the objective functions are continuous and the
Ž w x.feasible set is closed see, e.g., Choo and Atkins 8 . However, the efficient
Ž .set of Problem P is not necessarily closed under these conditions.
Indeed, even if the objective functions are continuous and strictly quasi-
concave and the feasible set is compact, the efficient set need not be
w xclosed 8, 39 .
Only a small number of researchers have investigated the closedness of
Ž .efficient sets for some special cases of Problem P . In view of the
importance of such investigations, this is somewhat surprising. In 1975, Yu
w x Ž .and Zeleny 44 showed that the efficient set for Problem P is a union of
faces of the feasible region of the problem for the case where the problem
is a multiple objective linear program. This implies for a multiple objective
linear program, since each face is closed and a finite number of faces
exists, that the efficient set is closed. Later, for the case where Problem
Ž .P has two continuous, strictly quasi-concave objective functions and the
w xfeasible region is compact and convex, Schaible 36 showed that the
Ž .efficient set for Problem P is closed. Other than these two studies, we
are not aware of any published results concerning the closedness of the
Ž .efficient set for Problem P .
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In this article we present several closedness results for more general
Ž .cases of Problem P than have heretofore been studied. Our approach
relies crucially upon defining and studying the concepts of a quasi-concave
vector-valued function and a strictly quasi-concave vector-valued function.
In addition, we obtain and use some new characterizations of an efficient
Ž .solution for Problem P . In Section 2, some notation is given, and
preliminary definitions and results are presented. Included among these
preliminary definitions and results are the new generalized concavity
concepts for vector-valued functions and the new characterizations of an
efficient solution referred to above. The main results are presented and
briefly discussed in Section 3. These results give a necessary condition and
several sufficient conditions for the efficient sets of various general cases
Ž .of Problem P to be closed.
2. NOTATION, DEFINITIONS, AND PRELIMINARY RESULTS
Let X : Rn be a nonempty set, and let f , i s 1, 2, . . . , p, be real-valuedi
functions defined on X, where n G 1 and p G 2. Then the multiple
objective mathematical programming problem may be written
VMAX: f x s f x , f x , . . . , f x ,Ž . Ž . Ž . Ž .1 2 p PŽ .
s.t. x g X .
Here, x g Rn is a vector of decision variables, f , i s 1, 2, . . . , p, arei
objective functions and X is called the set of feasible decision alternatives
Ž . por the feasible region for Problem P . The function f : X “ R is called a
p-dimensional vector-valued function.
Ž .Typically, the goal in Problem P is to find all of the solutions, or at
least a significant sample of the solutions, that are efficient in the sense of
the following definition.
0 Ž .DEFINITION 2.1. A point x is called an efficient or nondominated
Ž . 0 Ž . Ž 0.solution for Problem P when x g X and f x G f x for some x g X
Ž . Ž 0.implies that f x s f x .
Ž . Ž .We denote the set of all efficient solutions for Problem P by E f , X .
Ž .The efficient outcome set for Problem P is defined by
p <E f X , R s f x x g E f , X , 4Ž . Ž . Ž .q
p  p < 4where R s w g R w G 0 .q
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Suppose that X is nonempty and compact, and that f , i s 1, 2, . . . , p,i
are continuous functions on X. Then, for each i s 1, 2, . . . , p, we define
<f s min f x x g X , 2.1 4Ž . Ž .i i
<f s max f x x g X , 2.2 4Ž . Ž .i i
T
f x s f x , f x , . . . , f x , f x , . . . , f x , 2.3Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž .Ž i. 1 2 iy1 iq1 p
and
<f X s f x x g X . 2.4Ž . Ž . Ž . 4Ž i. Ž i.
Ž . Ž .Notice that for each i s 1, 2, . . . , p, f x is a p y 1 -dimensionalŽ i.
Ž . py1vector-valued function on X, and f X is a nonempty set in R .Ž i.
 4 w x Ž .Let i g 1, 2, . . . , p . For each t g f , f , and for each « g f X , wei i Ž i.
define
<X t s x g X f x G t , 2.5 4Ž . Ž . Ž .i i
and
<X « s x g X f x G « . 2.6Ž . Ž . Ž . 4Ž i. Ž i.
Let F be a point-to-set mapping from a set U : R j to subsets of a set
m X Ž . XV : R , and let U : U. Then the union of the sets F u for u g U is
 Ž . < X4 Ž .denoted by D F u u g U , and the intersection of the sets F u for
X  Ž . < X4u g U is denoted by F F u u g U .
We need to use the concepts of upper semicontinuous and lower
semicontinuous point-to-set mappings. These mappings are defined as
follows.
DEFINITION 2.2. Let F be a point-to-set mapping from a set U : R j to
subsets of a set V : Rm. Then F is said to be
Ž . U  k4 k Ua upper semicontinuous at a point u g U if u : U, u “ u
Ž . k Ž k . k U Ž .when k “ ‘ , and ¤ g F u with ¤ “ ¤ when k “ ‘ imply that
U Ž U .¤ g F u ;
Ž . U  k4 k Ub lower semicontinuous at a point u g U if u : U, u “ u
Ž . U Ž U .when k “ ‘ , and ¤ g F u imply the existence of an integer M and a
 k4 k Ž k .sequence of points ¤ : V such that ¤ g F u for all k G M and
¤ k “ ¤U when k “ ‘.
Ž .To develop the closedness results for E f , X , it will be important to
extend the notions of quasi-concavity and strict quasi-concavity for real-
valued functions to vector-valued functions, and, subsequently, to study
these extensions. Toward this end, we state some well-known definitions
for a real-valued function g as follows.
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DEFINITION 2.3. Let S : Rn be convex, and let g be a real-valued
function defined on S. Then g is said to be
Ž .a quasi-conca¤e on S if
g l x1 q 1 y l x 2 G min g x1 , g x 2 4Ž . Ž . Ž .Ž .
1 2 Ž .for any x , x g S, l g 0, 1 ;
Ž .b strictly quasi-conca¤e on S if
g l x1 q 1 y l x 2 ) min g x1 , g x 2 4Ž . Ž . Ž .Ž .
1 2 Ž 1. Ž 2 . Ž .for any x , x g S, g x / g x , and l g 0, 1 ;
Ž .c strongly quasi-conca¤e on S if
g l x1 q 1 y l x 2 ) min g x1 , g x 2 4Ž . Ž . Ž .Ž .
1 2 1 2 Ž .for any x , x g S, x / x , and l g 0, 1 .
To help to define and study the concepts of quasi-concavity and strict
quasi-concavity for vector-valued functions, we need the following proper-
ties. The first property is well known and follows easily from Definition
Ž .2.3 a .
Property 2.1. Let g be a real-valued function defined on the convex set
S : Rn. Then g is quasi-concave on S if and only if the level set
<L a ’ x g S g x G a 4Ž . Ž .
1 Ž .is convex for any scalar a g R such that L a / B.
Ž w x.Property 2.2 Karamardian 26 . Let g be a continuous, real-valued
function defined on the convex set S : Rn. If g is strictly quasi-concave on
S, then it is also quasi-concave on S.
Ž w x w x.Property 2.3 Elkin 15 , Martos 30 . Let g be a continuous, quasi-con-
cave real-valued function defined on the convex set S : Rn. Then g is
strictly quasi-concave on S if and only if every local maximum of g in S is
also a global maximum of g on S.
Ž w x.Property 2.4 Zang and Avriel 45 . Let g be a real-valued function
n Ž .defined on the convex set S : R . Then L a is a lower semicontinuous
 < Ž . 4point-to-set mapping on G s a L a / B if and only if every local
maximum of g in S is also a global maximum of g in S.
From Properties 2.2 through 2.4, we obtain the following characteriza-
tion of a strictly quasi-concave function.
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Property 2.5. Let g be a continuous, real-valued function defined on
the convex set S : Rn. Then g is strictly quasi-concave on S if and only if
Ž .g is quasi-concave on S and L a is a lower semicontinuous point-to-set
 < Ž . 4mapping on G s a L a / B .
From Properties 2.1 and 2.5, we obtain the following alternate defini-
tions for quasi-concave and strictly quasi-concave functions.
DEFINITION 2.4. Let S : Rn be convex, and let g be a continuous,
real-valued function defined on S. Then g is said to be
Ž .a quasi-conca¤e on S when the level set
<L a s x g S g x G a 4Ž . Ž .
1 Ž .is convex for any a g R such that L a / B;
Ž .b strictly quasi-conca¤e on S when g is quasi-concave on S and
<L a s x g S g x G a 4Ž . Ž .
 < Ž . 4is a lower semicontinuous point-to-set mapping on G s a L a / B .
Using Definition 2.4 as a guide, we now extend the ideas of quasi-con-
cavity and strict quasi-concavity for real-valued functions to vector-valued
functions. To aid in this extension, we define a vector-valued function to
be continuous on a set when each of its component functions is continuous
on the set.
Ž . Ž Ž . Ž . Ž ..TDEFINITION 2.5. Let f x s f x , f x , . . . , f x be a p-dimen-1 2 p
sional, continuous vector-valued function defined on the convex set X :
Rn. Then f is said to be
Ž .a quasi-conca¤e on X when the level set
<M g s x g X f x G g 4Ž . Ž .
p Ž .is convex for any g g R such that M g / B;
Ž .b strictly quasi-conca¤e on X when f is quasi-concave on X and
the point-to-set mapping
<M g s x g X f x G g 4Ž . Ž .
X  p < Ž . 4is lower semicontinuous on G s g g R M g / B .
We now present some properties of quasi-concave vector-valued func-
tions and strictly quasi-concave vector-valued functions. These properties
demonstrate relationships among various types of generalized concave
functions and linear functions. They will be needed to develop our main
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w xresults. For brevity, readers are referred to Sun 40 for proofs of some of
these properties.
Ž . Ž Ž . Ž . Ž ..TTHEOREM 2.1. Let f x s f x , f x , . . . , f x be a p-dimensional1 2 p
continuous, quasi-conca¤e ¤ector-¤alued function defined on the con¤ex set
n  4  4X : R . Assume that i , i , . . . , i ; 1, 2, . . . , p , where 1 F k - p. Then1 2 k
XŽ . Ž Ž . Ž . Ž ..Tf x ’ f x , f x , . . . , f x is continuous and quasi-conca¤e on X.i i i1 2 k
w xProof. See Sun 40 .
Ž . Ž Ž . Ž . Ž ..TTHEOREM 2.2. Let f x s f x , f x , . . . , f x be a p-dimensional,1 2 p
continuous ¤ector-¤alued function defined on the con¤ex set X : Rn. Then the
¤ector-¤alued function f is quasi-conca¤e on X if and only if each of its
component functions f , i s 1, 2, . . . , p, is quasi-conca¤e on X.i
w xProof. See Sun 40 .
Ž . Ž Ž . Ž . Ž ..TTHEOREM 2.3. Let f x s f x , f x , . . . , f x be a p-dimensional,1 2 p
continuous, strictly quasi-conca¤e ¤ector-¤alued function defined on the com-
n  4  4pact, con¤ex set X : R . Assume that i , i , . . . , i : 1, 2, . . . , p , where1 2 k
YŽ . Ž Ž . Ž . Ž ..T1 F k - p. Then f x s f x , f x , . . . , f x is strictly quasi-conca¤ei i i1 2 k
on X.
Proof. We only need to supply a proof for the case where k s p y 1.
 4  4Without loss of generality, we assume that i , i , . . . , i s 1, 2, . . . , p y 1 .1 2 k
Since f is continuous and strictly quasi-concave on X, by Definition
Ž .2.5 b it is also quasi-concave on X. It follows from Theorem 2.1 that
YŽ . Ž Ž . Ž . Ž ..Tf x ’ f x , f x , . . . , f x is quasi-concave on X. Therefore, to1 2 py1
complete the proof, we only need to prove that the point-to-set mapping
X < YM g s x g X f x G g 4Ž . Ž .
X  py1 < XŽ . 4is lower semicontinuous on G s g g R M g / B .
U X  k4 X k UToward this end, let g g G , g : G , and g “ g when k “ ‘,
U XŽ U . XŽ .and let x g M g . By definition, to prove that M g is lower semicon-
U  k4tinuous at g , we need to find an integer K and a sequence x such that
k XŽ k . k Ux g M g for k ) K and x “ x when k “ ‘.
Ž .Since f is continuous on the compact set X, f x has a minimum valuep
U  Ž . < 4over X. Let b s min f x x g X , and letp
g UUt s .Už /b
Ž U . U U XŽ U . Ž U . UThen f x G b . This, together with x g M g , yields f x G t .p
U Ž U .  < Ž . U4Therefore, x g M t s x g X f x G t . Let
g kkt s for each k s 1, 2, . . . .Už /b
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k U k X Ž .We have t “ t when k “ ‘. Since g g G k s 1, 2, . . . , it follows
that for each k s 1, 2, . . . , there exists a vector y k g X such that
f Y y k G g k .Ž .
U  Ž . < 4 Ž k . USince b s min f x x g X , we have that f y G b for all k sp p
1, 2, . . . . Therefore,
g kk kf y G s t for all k s 1, 2, . . . .Ž . Už /b
k  p < Ž . 4It follows that t g G s t g R M t / B for each k. As a result, since
f is continuous on the compact set X, it follows that tU g G. In summary,
U U Ž U .t g G, and we have found a vector x g M t and a sequence of vectors
 k4 k Ut : G such that t “ t when k “ ‘. Since f is a strictly quasi-con-
Ž . cave vector-valued function on X, the point-to-set mapping M t s x g
< Ž . 4 U  p < Ž . 4X f x G t is lower semicontinuous at t g G s t g R M t / B .
 k4Therefore, there exist an integer K and a sequence of vectors x such
k Ž k . k Uthat x g M t for all k ) K, and x “ x when k “ ‘. That is, there
 k4 k XŽ k .exist an integer K and a sequence x such that x g M g for all
k U XŽ .k ) K, and x “ x when k “ ‘. This implies that M g is lower
U U XŽ .semicontinuous at g . By the choice of g , this implies that M g is
lower semicontinuous on GX. Consequently, the proof is complete.
Ž . Ž Ž . Ž . Ž ..TTHEOREM 2.4. Let f x s f x , f x , . . . , f x be a p-dimensional,1 2 p
continuous ¤ector-¤alued function defined on the nonempty, compact, con¤ex
set X : Rn.
Ž .a If the ¤ector-¤alued function f is strictly quasi-conca¤e on X, then
the real-¤alued function f is strictly quasi-conca¤e on X for each i si
1, 2, . . . , p.
Ž .b If the real-¤alued functions f , i s 1, 2, . . . , p, are strongly quasi-i
conca¤e on X, then the ¤ector-¤alued function f is strictly quasi-conca¤e on X.
Ž .c If the real-¤alued functions f , i s 1, 2, . . . , p, are linear functionsi
and X is a polytope, then the ¤ector-¤alued function f is strictly quasi-conca¤e
on X.
w xProof. See Sun 40 .
It is well known that a linear, real-valued function need not be strongly
quasi-concave, and a strongly quasi-concave, real-valued function need not
be linear. Since every linear, real-valued function is strictly quasi-concave,
and every strongly quasi-concave, real-valued function is strictly quasi-con-
Ž . Ž .cave, this implies that the converses of parts b and c of Theorem 2.4 do
not hold.
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The emphasis of the remaining preliminary results that we obtain in
Ž . Ž .order to study the closedness of the efficient set E f , X of Problem P is
Ž .on deriving certain characterizations of the elements of E f , X . For
 4i g 1, 2, . . . , p , these characterizations involve either the single-objective,
parametric optimization problem
max f x ,Ž .i
P «Ž .is.t. x g X « ,Ž .Ž i.
py1 Ž . Ž .where « is a parameter in R and X « is defined by 2.6 , orŽ i.
Ž .Problem P « and the multiple objective parametric mathematical pro-i
gramming problem
VMAX: f x ,Ž .Ž i.
P tŽ .Ž i.
s.t. x g X t ,Ž .i
Ž . Ž .where f x is the p y 1 -dimensional, vector-valued function defined byŽ i.
Ž . Ž . Ž . Ž .2.3 , t g R is a parameter, and X t is defined by 2.5 . Problem P « isi i
encountered relatively frequently in multiple objective mathematical pro-
Ž . w xgramming, but problem P t is not as common 7, 41 . For each i gŽ i.
py1 Ã 4 Ž .1, 2, . . . , p and « g R , let X « denote the optimal solution set ofŽ i.
Ž .Problem P « .i
The characterization of an efficient solution given in the following result
w xextends Theorem 4.1 in 7 .
n Ž .TTHEOREM 2.5. Let X : R be nonempty, and let f s f , f , . . . , f be1 2 p
U Ž .a p-dimensional, ¤ector-¤alued function defined on X. Then, x g E f , X if
i Ž . Uand only if for each i s 1, 2, . . . , p, there exists an « g f X such that x isŽ i.
Ž i.an optimal solution for Problem P « , i.e.,i
p
Ã <E f , X s D X « « g f X ,Ž . Ž . Ž .½ 5F Ž i. Ž i.
is1
Ž . Ž .where f X is defined by 2.4 .Ž i.
w xProof. By Theorem 4.1 of 7 , the only if portion of this theorem easily
follows. A proof of the if portion of the theorem can be easily obtained,
for example, using a proof by contradiction and basic definitions. For
w xdetails, see Sun 40 .
 4 w xFor each i g 1, 2, . . . , p and each t g f , f , where f and f arei i i i
Ž . Ž .defined by 2.1 and 2.2 , respectively, let the efficient outcome set of
Ž . Ž Ž Ž .. py1.Problem P t be denoted by E f X t , R . The next characteriza-Ž i. Ž i. i q
Ž .tion result for elements of E f , X involves both the single-objective,
Ž .parametric problem P « and the multiple objective parametric problemi
Ž .P t .Ž i.
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THEOREM 2.6. Let X : Rn be a nonempty compact set, and let f s
Ž .Tf , f , . . . , f be a p-dimensional, continuous, ¤ector-¤alued function de-1 2 p
 4 U Ž .fined on X. Assume that i g 1, 2, . . . , p . Then x g E f , X if and only if
Ž . w xthere is an efficient outcome « of Problem P t for some t g f , f suchŽ i. i i
U Ž .that x is an optimal solution of Problem P « , i.e.,i
Ã <E f , X s D X « « g F , 2.7Ž . Ž . Ž .½ 5Ž i.
py1 Ž Ž Ž .. . < w x4where F s D E f X t , R t g f , f .Ž i. i q i i
Ž .Proof. To show 2.7 , we first prove that
Ã <E f , X : D X « « g F . 2.8Ž . Ž . Ž .½ 5Ž i.
U Ž . Ž U . Ž U . USuppose that x g E f , X . Set t s f x and « s f x . Then x gi Ž i.
Ž . Ž Ž ..X « and « g f X t .Ž i. Ž i. i
Ž Ž Ž .. py1.Suppose that « f E f X t , R . Then there exists a vector x gŽ i. i q
Ž .X t such thati
f x G « s f xU and f x / f xU . 2.9Ž . Ž . Ž . Ž . Ž .Ž i. Ž i. Ž i. Ž i.
Ž .Since x g X t , it follows thati
f x G t s f xU . 2.10Ž . Ž . Ž .i i
Ž . Ž .From 2.9 and 2.10 , we obtain that
f x G f xU and f x / f xU .Ž . Ž . Ž . Ž .
U Ž . Ž Ž Ž .. py1.This contradicts that x g E f , X . Therefore « g E f X t , RŽ i. i q
: F.
U Ã XŽ . Ž .Now suppose that x f X « . Then there exists a vector x g X «Ž i. Ž i.
such that
f xX ) f xU . 2.11Ž . Ž . Ž .i i
X Ž .Since x g X « , it follows thatŽ i.
f xX G « s f xU . 2.12Ž . Ž . Ž .Ž i. Ž i.
Ž . Ž . Ž X. Ž U . Ž X. Ž U .By 2.11 and 2.12 , we have that f x G f x and f x / f x . This
U U ÃŽ . Ž .contradicts that x g E f , X . Hence, x g X « .Ž i.
U Ã Ž . Ž .Since « g F and x g X « , 2.8 holds.Ž i.
Ž . w xWe now demonstrate the inclusion opposite to 2.8 . Let t g f , f ,i i
py1 U ÃŽ Ž Ž .. . Ž . Ž Ž ..« g E f X t , R , and x g X « . Since « g f X t , we mayŽ i. i q Ž i. Ž i. i
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Ž . Ž . Ž .choose an x g X t such that f x s « . Thus, x g X « . This togetheri Ž i. Ž i.
U Ã Ž . Ž .with x g X « and x g X t yields thatŽ i. i
f xU G f x G t . 2.13Ž . Ž . Ž .i i
U Ž . XSuppose that x f E f , X . Then there exists a vector x g X such that
f xX G f xU and f xX / f xU . 2.14Ž . Ž . Ž . Ž . Ž .
Ž . Ž . U Ž .By 2.13 and 2.14 , since x g X « , we have thatŽ i.
f xX G f xU G t , f xX G f xU G « . 2.15Ž . Ž . Ž . Ž . Ž .i i Ž i. Ž i.
Ž Ž Ž .. py1. Ž .Since « g E f X t , R , it follows from 2.15 thatŽ i. i q
f xX s f xU s « . 2.16Ž . Ž . Ž .Ž i. Ž i.
Ž . Ž X . Ž U . Ž . XThus, by 2.14 , f x ) f x . From 2.16 , since x g X, this contradictsi i
U Ã UŽ . Ž .that x g X « . Therefore, x g E f , X , and we have proved theŽ i.
Ž .opposite inclusion to 2.8 .
Notice that from Theorem 2.6, under the assumptions of the theorem, if,
 4 U n Ž .for some i g 1, 2, . . . , p , x g R is an optimal solution to Problem P «i
Ž .for some « such that « s f x for some x that is an efficient solution forÃ ÃŽ i.
UŽ . w x Ž .Ã ÃProblem P t for some t g f , f , then x g E f , X . By the nextŽ i. i i
result, in such a situation, it also follows that at the optimal solution
U Ž .x s x of Problem P « , the p y 1 constraintsi
f x G «Ž .Ž i.
all hold as equations.
THEOREM 2.7. Let X : Rn be a nonempty compact set, and let f s
Ž .Tf , f , . . . , f be a p-dimensional, continuous, ¤ector-¤alued function de-1 2 p
 4 w xÃfined on X. Assume that i g 1, 2, . . . , p . If there exist a t g f , f and ani i
U Ã py1Ž . Ž . Ž Ž Ž .. .Ã« g f X such that x g X « and « g E f X t , R , thenŽ i. Ž i. Ž i. i q
Ž U .f x s « .Ž i.
Ž Ž Ž .. py1. Ž .Ã ÃProof. Since « g E f X t , R , there exists an x g X t suchŽ i. i q i
U ÃŽ . Ž . Ž . Ž .Ãthat f x s « . Therefore, x g X « . Since x g X « and x g X t ,Ž i. Ž i. Ž i. i
this implies that
U Ãf x G f x G t .Ž . Ž .i i
U Ž . U Ž U . Ž Ž ..Ã ÃTherefore, x g X t . Since x g X, this implies that f x g f X t .i Ž i. Ž i. i
CLOSEDNESS RESULTS FOR EFFICIENT SETS 289
Ž U . U Ž .Suppose that f x / « . It follows from x g X « thatŽ i. Ž i.
f xU G « .Ž .Ž i.
Ž U . Ž Ž .. Ž U .ÃThus, we have found a vector f x g f X t such that f x / «Ž i. Ž i. i Ž i.
Ž U . Ž Ž Ž .. py1.Ãand f x G « . This contradicts that « g E f X t , R . Conse-Ž i. Ž i. i q
Ž U .quently, f x s « .Ž i.
3. MAIN RESULTS
Using the preliminary definitions and results from Section 2 as an aid,
we now present and briefly comment on our main results. These results
Ž .give conditions for the closedness of the efficient set E f , X of Problem
Ž . Ž .P . The first result gives a necessary condition for E f , X to be closed.
THEOREM 3.1. Let X : Rn be a nonempty, compact set, and let f s
Ž .Tf , f , . . . , f be a p-dimensional, continuous, ¤ector-¤alued function de-1 2 p
Ž .  4fined on X. If E f , X is closed, then for each i g 1, 2, . . . , p , the point-to-set
Ã Ž .  Ž Ž Ž ..mapping « “ X « is upper semicontinuous on F s D E f X t ,Ž i. Ž i. i
py1. < w x4R t g f , f .q i i
k k k Ã k k 4 Ž .Proof. Let « : F, « g F, « “ « , x g X « , and x “ x. ToŽ i.
Ã Ž .complete the proof, we need to show that x g X « . From Theorem 2.6,Ž i.
k Ž . Ž .for each k, we have that x g E f , X . Since E f , X is closed and
k Ž .x “ x, this implies that x g E f , X . Furthermore, from Theorem 2.7, for
Ž k . keach k we have that f x s « . Since f is continuous, this implies thatŽ i.
Ž . Ž .f x s « . Therefore, x g X « .Ž i. Ž i.
Ã Ž .Suppose, to the contrary, that x f X « . Then, there exists a vectorŽ i.
X Ž . Ž X. Ž . X Ž . Ž .x g X « such that f x ) f x . Since x g X « and f x s « ,Ž i. i i Ž i. Ž i.
Ž X. Ž . Ž X. Ž . Ž X. Ž .f x G f x . Because f x ) f x , this implies that f x F f x andŽ i. Ž i. i i
Ž X. Ž . Ž .f x ) f x . This contradicts that x g E f , X , so that the proof isi i
complete.
By adding an additional condition to the necessary condition in Theo-
rem 3.1, we obtain the sufficient conditions given in the next result for
Ž .E f , X to be closed.
THEOREM 3.2. Let X : Rn be a nonempty, compact set, and let f s
Ž .Tf , f , . . . , f be a p-dimensional, continuous, ¤ector-¤alued function de-1 2 p
 4fined on X. If there is an i g 1, 2, . . . , p such that the point-to-set mapping
Ã py1Ž .  Ž Ž Ž .. . <« “ X « is upper semicontinuous on F s D E f X t , R t gŽ i. Ž i. i q
py1w x4 Ž Ž Ž .. .f , f , and such that the point-to-set mapping t “ E f X t , R isi i Ž i. i q
w x Ž .upper semicontinuous on f , f , then E f , X is closed.i i
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 n4 Ž . n UProof. Let x be a sequence of vectors in E f , X such that x “ x
U Ž .as n “ ‘. We need to show that x g E f , X . For each n, since
n Ž .x g E f , X , it follows from Theorem 2.6 that if we choose i as stated in
n n n py1w x Ž Ž Ž .. .the theorem, then there exist t g f , f and « g E f X t , Ri i Ž i. i q
n Ã n n nŽ .  4  4such that x g X « . Since t and « are bounded, it follows thatŽ i.
they have convergent subsequences. Without loss of generality, assume
 n4  n4that t and « are convergent subsequences of these sequences with
n U n U Ž Ž Ž ..t “ t and « “ « . Since the point-to-set mapping t “ E f X t ,Ž i. i
py1. w xR is upper semicontinuous on f , f , it follows thatq i i
«U g E f X tU , R py1 : F . 3.1Ž . Ž .Ž .Ž .Ž i. i q
Ã Ž .Since the point-to-set mapping « “ X « is upper semicontinuous on F,Ž i.
it also follows that
U Ã Ux g X « . 3.2Ž . Ž .Ž i.
Ž . Ž . U Ž .By 3.1 , 3.2 , and Theorem 2.6, x g E f , X .
One may notice that, in practice, it is generally quite difficult to verify
Ž .the conditions in Theorem 3.2 for a given Problem P . This may seem to
suggest that Theorem 3.2 is of little practical use. However, as we will see
later in this section, Theorem 3.2 can be used to develop some other, more
practical sufficient conditions.
Ž .In the following, we present some sufficient conditions for E f , X to be
closed under some generalized concavity assumptions on f. These condi-
tions are easier to verify than those given in Theorem 3.2.
THEOREM 3.3. Let X : Rn be a nonempty, compact, con¤ex set, and let
Ž .Tf s f , f , . . . , f be a p-dimensional, continuous, ¤ector-¤alued function1 2 p
defined on X. If the ¤ector-¤alued function f is strictly quasi-conca¤e on X,
Ž .then E f , X is closed.
Proof. By Theorem 2.5, we have that
p
Ã <E f , X s D X « « g f X .Ž . Ž . Ž .½ 5F Ž i. Ž i.
is1
ÃŽ .  Ž . <To prove that E f , X is closed, we need only to prove that D X « « gŽ i.
Ž .4f X is closed for every i s 1, 2, . . . , p.Ž i.
k Ã k U 4  4  Ž . < Ž .4Let i g 1, 2, . . . , p , x ; D X « « g f X and x “ x whenŽ i. Ž i.
k Ž .k “ ‘. Then, for each k s 1, 2, . . . , there exists a vector « g f X suchŽ i.
k Ã k k kŽ .  4 Ž . Ž .  4that x g X « . Since « : f X , and f X is bounded, « hasŽ i. Ž i. Ž i.
at least one convergent subsequence. Without loss of generality, assume
 k4 k Uthat « is an arbitrary convergent subsequence, and that « “ « . Since
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Ž .  k4 Ž . U Ž . kf X is closed and « : f X , « g f X . For each k, since x gŽ i. Ž i. Ž i.
Ã k k k k kŽ . Ž . Ž .X « , we know that x g X « , i.e., f x G « . By continuity ofŽ i. Ž i. Ž i.
Ž U . U U Ž U .f , this implies that f x G « , i.e., x g X « .Ž i. Ž i. Ž i.
U Ã U U UŽ . Ž .Suppose that x f X « . Then there exists y g X « such thatŽ i. Ž i.
f yU ) f xU . 3.3Ž . Ž . Ž .i i
Since f is strictly quasi-concave on X, it follows from Theorem 2.3 that fŽ i.
is also strictly quasi-concave on X. By Definition 2.5, this implies that
Ž . Ž . X « defined by 2.6 is a lower semicontinuous mapping on « gŽ i.
py1 < Ž . 4 U Ž U . Ž .R X « / B . Therefore, since y g X « , X « is lower semi-Ž i. Ž i. Ž i.
U  k4 k Ž k .continuous at « . Hence, there exists y such that y g X « for kŽ i.
large enough, and such that
y k “ yU when k “ ‘. 3.4Ž .
Ž . Ž . k UIt follows from 3.3 , 3.4 and x “ x that
f y k ) f x kŽ .Ž .i i
k Ã kŽ .when k is large enough. This contradicts that x g X « for all kŽ i.
U Ã UŽ . Ž .s 1, 2, . . . . Therefore, x g X « . Consequently, E f , X is closed.Ž i.
Ž .Notice by Theorem 2.4 c that Theorem 3.3 generalizes the closedness
w xresult developed by Yu and Zeleny 44 for multiple objective linear
programming.
Ž .From Theorem 2.4 b and Theorem 3.3, we immediately also obtain the
Ž .relatively simple sufficient condition for E f , X to be closed that is given
in the next result.
THEOREM 3.4. Let X : Rn be a nonempty, compact, con¤ex set, and let
Ž .Tf s f , f , . . . , f be a p-dimensional, continuous, ¤ector-¤alued function1 2 p
defined on X. If each function f , i s 1, 2, . . . , p, is strongly quasi-conca¤e oni
Ž .X, then E f , X is closed.
A result different from, but related to, Theorem 3.4 has been shown by
w Ž .xLuc 29, Theorem 4.1.11 i .
Ž .Theorem 3.2 gives sufficient conditions for E f , X to be closed when X
is a nonempty, compact set and f is a p-dimensional, continuous vector-
valued function on X. These conditions require testing for the upper
semicontinuity of certain pairs of point-to-set mappings. Under some
additional assumptions involving generalized concavity, simpler sufficient
Ž .conditions for the closedness of E f , X that involve analyzing fewer
point-to-set mappings can be obtained. The next two results illustrate this
phenomenon.
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THEOREM 3.5. Let X : Rn be a nonempty, compact, con¤ex set, and let
Ž .Tf s f , f , . . . , f be a p-dimensional, continuous, quasi-conca¤e ¤ector-1 2 p
 4¤alued function defined on X. If there exists at least one i g 1, 2, . . . , p such
that f is strongly quasi-conca¤e on X, and the optimal solution set mappingi
Ã Ž . Ž . Ž . Ž .X « of Problem P « is upper semicontinuous on f X , then E f , X isŽ i. i Ž i.
closed.
 k4 Ž . k UProof. Let x : E f , X and x “ x . Choose i as in the statement
of the theorem. Since f is continuous and quasi-concave on X, and f isi
w xstrongly quasi-concave on X, from Sun 41, Theorem 3.1 , it follows that
k k Ã kŽ . Ž .for each k, there exists a vector « g f X such that x g X « . SinceŽ i. Ž i.
 k4 Ž . Ž .  k4« : f X , and f X is bounded, « has at least one convergentŽ i. Ž i.
 k4subsequence. Without loss of generality, assume that « is a convergent
k U U Ž . Ž .subsequence and « “ « as k “ ‘. Then « g f X , since f X isŽ i. Ž i.
Ã Ž .closed. Since the point-to-set mapping « “ X « is upper semicontinu-Ž i.
U Ã UŽ . Ž .ous on f X , we have that x g X « . Since f is continuous andŽ i. Ž i.
quasi-concave on X, and f is strongly quasi-concave on X, from Theoremi
w x U Ž . Ž .3.1 of Sun 41 , x g E f , X . Consequently, E f , X is closed.
THEOREM 3.6. Let X : Rn be a nonempty, compact, con¤ex set, and let
Ž .Tf s f , f , . . . , f be a p-dimensional, continuous, quasi-conca¤e ¤ector-1 2 p
 4¤alued function defined on X. If there exists at least one i g 1, 2, . . . , p such
that f is strongly quasi-conca¤e on X, and the point-to-set mapping « “i
Ž . Ž . Ž .X « is lower semicontinuous on f X , then E f , X is closed.Ž i. Ž i.
Proof. By Theorem 3.5, we only need to prove that the point-to-set
Ã Ž . Ž .mapping from « to the optimal solution set X « of Problem P « isŽ i. i
Ž .  k4 Ž . U Ž . kupper semicontinuous on f X . Let « : f X , « g f X , « “Ž i. Ž i. Ž i.
U k Ã k k U k Ã kŽ . Ž .« , x g X « for each k, and x “ x . Since, for each k, x g X « ,Ž i. Ž i.
k Ž k . Ž k . kwe have x g X « , i.e., f x G « . By continuity of f on X, thisŽ i. Ž i.
Ž U . U U Ž U .implies that f x G « , i.e., x g X « .Ž i. Ž i.
U Ã U U UŽ . Ž .Suppose that x f X « . Then there exists a point y g X «Ž i. Ž i.
such that
f yU ) f xU . 3.5Ž . Ž . Ž .i i
Ž . U  k4Since X « is lower semicontinuous at « , there exists a sequence yŽ i.
k Ž k .such that for k large enough, y g X « , and such thatŽ i.
y k “ yU as k “ ‘. 3.6Ž .
Ž . Ž . k UIt follows from 3.5 , 3.6 and x “ x that there exists an integer k of
sufficient magnitude such that
f y k ) f x k .Ž .Ž .i i
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k Ž k . kSince y g X « for k sufficiently large, this contradicts that x gŽ i.
Ã k U Ã UŽ . Ž .X « for all k s 1, 2, . . . . Therefore, x g X « . Hence, the point-Ž i. Ž i.
Ã Ž . Ž .to-set mapping « “ X « is upper semicontinuous on f X .Ž i. Ž i.
Ž .The final closedness result gives a sufficient condition for E f , X to be
Ž .closed in the case where p s 2, i.e., where problem P is a bicriteria
programming problem. This result is as follows.
THEOREM 3.7. Let X : Rn be a nonempty, compact set, and let f s
Ž .Tf , f be a two-dimensional, continuous, ¤ector-¤alued function defined on1 2
X. If e¤ery local maximum solution of f on X is also a global maximumi
Ž .solution of f on X for each i s 1, 2, then E f , X is closed.i
Ž .Proof. Since every local maximum solution of f i s 1, 2 in X is alsoi
a global maximum solution of f on X, it follows from Theorem 3.3 ofi
w x Ž .Zang and Avriel 45 that the point-to-set mapping t “ X t is lower1
w x Ž .semicontinuous on f , f , and the point-to-set mapping « “ X « is1 1 2
w xlower semicontinuous on f , f . To establish the theorem, we use these2 2
two results and Theorem 3.2. Thus, it is sufficient to show that the
Ã Ž . w xpoint-to-set mapping « “ X « is upper semicontinuous on f , f , andŽ1. 2 2
Ž Ž Ž .. 1 .that the point-to-set mapping t “ E f X t , R is upper semicontinu-2 1 q
w xous on f , f .1 1
Ž Ž Ž .. 1 .We first prove that the point-to-set mapping t “ E f X t , R is2 1 q
U kw x w x  4upper semicontinuous on f , f . Suppose that t g f , f , that t :1 1 1 1
Uk k k 1w x Ž Ž Ž .. .f , f satisfies t “ t as k “ ‘, that y g E f X t , R for each k,1 1 2 1 q
k U k Ž Ž k ..and that y “ y as k “ ‘. Since y g f X t , it follows that there2 1
k Ž k .exists x g X t such that1
y k s f x k and f x k G t k . 3.7Ž . Ž . Ž .2 1
 k4Since x is bounded, it follows that it has at least one convergent
 k4subsequence. Without loss of generality, assume that x is a convergent
subsequence and that x k “ xU g X for some xU. Then, by continuity of f ,
yU s f xU and f xU G tU .Ž . Ž .2 1
U Ž Ž U ..Hence, y g f X t .2 1
U Ž Ž Ž U .. 1 . XSuppose that y f E f X t , R . Then there exists a vector x g2 1 q
Ž U .X t such that1
f xX ) yU s f xU . 3.8Ž . Ž . Ž .2 2
It follows from the lower semicontinuity of the point-to-set mapping
U kŽ . w x  4t “ X t at t g f , f that there exists a sequence z : X such that1 1 1
k Ž k .z g X t for k large enough, and such that1
z k “ xX when k “ ‘. 3.9Ž .
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Ž . Ž . k UBy 3.7 ] 3.9 and x “ x , we have that
f z k ) f x k s y k 3.10Ž . Ž . Ž .2 2
k Ž k .when k is large enough. Recall that z g X t for each k large enough.1
Ž . k Ž Ž Ž k .. 1 .This together with 3.10 contradicts that y g E f X t , R for each2 1 q
U Ž Ž Ž U .. 1 .k. Therefore, y g E f X t , R . Hence, the point-to-set mapping2 1 q
1Ž Ž Ž .. . w xt “ E f X t , R is upper semicontinuous on f , f .2 1 q 1 1
Ã Ž .Similarly, we can also prove that the point-to-set mapping « “ X « isŽ1.
w xupper semicontinuous on f , f .2 2
Ž .Consequently, we have that E f , X is closed.
w xFor p s 2, Schaible 36 proved when X is nonempty, compact and
convex, and, for each i s 1, 2, f is continuous and strictly quasi-concavei
Ž .on X, that E f , X is closed. It is easy to find continuous functions on
compact sets that are not strictly quasi-concave but satisfy the condition
that each local maximum over their domains is a global maximum. There-
fore, Theorem 3.7 extends Schaible's result to cases where X need not be
convex and either f or f or both are not strictly quasi-concave on X.1 2
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