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Abstract. We introduce a new class of exponentials of Artin-Hasse type,
called pi-exponentials. These exponentials depend on the choice of a generator
pi of the Tate module of a Lubin-Tate group G over Zp. They arise naturally
as solutions of solvable differential modules over the Robba Ring. If G is
isomorphic to bGm over Zp, we develop methods to test their over-convergence,
and get in this way a stronger version of the Frobenius Structure Theorem for
differential equations. We define a natural transformation of the Artin-Schreier
complex into the Kummer complex. This provides an explicit generator of the
Kummer unramified extension of E†K∞ , whose residue field is a given Artin-
Schreier extension of k((t)), where k is the residue field of K. We then compute
explicitly the group, under tensor product, of isomorphism classes of rank one
solvable differential equations. Moreover, we get a canonical way to compute
the rank one ϕ-module over E†K∞ attached to a rank one representation of
Gal(k((t))sep/k((t))), defined by an Artin-Schreier character.
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Introduction
0.0.1. The aim of this paper is to make the theory of rank one solvable dif-
ferential equations over the Robba ring RK (cf. 1.1) as explicit as possible, where
(K, |.|) is a complete ultrametric field with residue field k. It is known (cf. [And02],
[Meb02] and [Ked04]) that, under some restrictions on K and k, a solvable p-adic
differential module over RK becomes unipotent, after pull back on a covering of
RK , coming from a separable extension of E := k((t)). In particular, in [Meb02]
the aim is to express this module via extension of rank one modules, and get a
p-adic analogue of Turritin’s classical Theorem for K((T ))-differential modules.
Let ∂T := T
d
dT . We shall answer to the following questions:
(1) When is a given differential equation
(0.0.1) L = ∂T − g(T ) , g(T ) =
∑
aiT
i ∈ RK
solvable? Can we read the solvability of L from the coefficients ai of g(T )?
(2) What is the irregularity of L?
(3) Can we explicitly describe the group (under tensor product) Picsol(RK) of
isomorphism classes of rank one solvable differential equations over RK?
(4) How does this differential equation change under Artin-Schreier exten-
sions? In particular what is the family of rank one solvable modules
becoming trivial after a given separable extension of E = k((t))?
(5) Let Esep be the separable closure of E. What is explicitly the rank one
ϕ-module attached to an Artin-Schreier character (or rank one representa-
tion) of GE := Gal(E
sep/E) via the theory of Fontaine-Katz? In particular
what is the solvable equation attached to this ϕ-module?
0.0.2. Robba exponentials. The first example of irregular solvable differential
equation was given by Dwork with the function exp(πT−1), which is the Taylor
solution at ∞ of the irregular operator ∂T + πT−1, where π is a solution of the
equation Xp−1 = −p. Dwork shows that the exponential ϑ(T−1) := exp(π(T−p −
T−1)) is over-convergent (i.e. converges for |T | > 1 − ε, for some ε > 0). This
provides the so called “Frobenius Structure” isomorphism between ∂T +πT
−1, and
∂T + πT
−p.
0.0.3. In [Rob85], Robba generalizes the example of Dwork by producing a
class of exponentials, here called Em(T ), commonly known as Robba’s exponentials.
Namely Robba shows that, for all number π0 such that |π0| = |p|
1
p−1 , there exists
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a sequence α1, α2, . . . such that, for all m ≥ 1, the exponential
(0.0.2) Em(T
−1) = exp
(
π0
(T−pm
pm
+ α1
T−p
m−1
pm−1
+ · · ·+ αmT
−1
))
converges in the disk |T | > 1, and hence the operator L = ∂T + π0(T−p
m
+
α1T
−pm−1 + · · ·+ αmT
−1), with Em(T
−1) as solution, is solvable at ρ = 1. More-
over Robba shows the necessity of the condition |π0αi| = |p|
1
pi , for all i ≥ 0. This
construction leads Robba to define the p-adic irregularity of a solvable differential
equation as the slope at 1− of the radius of convergence (cf. 1.16).
But Robba’s construction is not sufficient for two reasons. The first one is that
the numbers αi are obtained as intersection of a decreasing sequences of disks, and
then the field K must be spherically complete. The second reason is that Robba
was not able to prove the over-convergence of Em(T
−p)/Em(T
−1), since the αi’s
are essentially unknown.
0.0.4. These problems are solved by S.Matsuda in [Mat95]. He simplifies
remarkably the proof of Robba by using the Artin-Hasse exponential. The idea of
introducing the Artin-Hasse exponential is due to Dwork (cf. [Dwo82, 21.1]), and
Robba (cf. [Rob85, 10.12]). Matsuda shows that, if ξm+1 is a primitive p
m+1-th
root of 1, and if ξm+1−j := ξ
pj
m+1, then we can choose αi = (ξi − 1)/(ξ0 − 1). Then
(0.0.3) Em(T
−1) = exp
(
(ξ1− 1)
T−p
m
pm
+(ξ2− 1)
T−p
m−1
pm−1
+ · · ·+(ξm+1− 1)T
−1
)
.
Matsuda proves also that, if p 6= 2, then the exponential Em(T−p)/Em(T−1) is
over-convergent. He obtains these results by a quite complicates, but elementary,
explicit estimation of the valuation of the coefficients of this exponential.
For the first time we see, in the paper of Matsuda, the algebraic nature of these
analytic exponentials. Indeed, if α : GE → Λ× is a character of GE into a finite
extension Λ/Qp, such that α(GE) is finite, then Matsuda shows that the irregularity
of the differential equation, attached to the ϕ−∇-module over E†K defined by α, is
equal to the Swan conductor of α.
0.0.5. Independently fromMatsuda, D.Chinellato, under the direction of Dwork,
obtains a new algorithm showing the existence of the αis (cf. [Chi02]).
0.0.6. Even with the great progress given by Matsuda, Andre´, Kedlaya, Crew,
Mebkhout, Tsuzuki and others, the questions given in 0.0.1 are still open, and are
the object of this paper.
0.0.7. We generalize, and improve, the techniques of Matsuda and Chinellato,
by invoking the Lubin-Tate theory. We recall that the Artin-Hasse exponential
E(−, T ) is the group morphism E(−, T ) :W(B) → 1 + TB[[T ]], functorial on the
ring B, sending the Witt vector λ = (λ0, λ1, . . .) ∈W(B) into the series
(0.0.4) E(λ, T ) = exp
(
φ0T + φ1
T p
p
+ φ2
T p
2
p2
+ · · ·
)
,
where 〈φ0, φ1, . . .〉 ∈ BN is the phantom vector of λ (cf. (1.3.1)). If B = OKalg , then
this exponential has bounded coefficients, and hence converges at least for |T | < 1.
Given a Frobenius automorphism of Zp[[X ]], that is a series P (X) ∈ XZp[[X ]]
lifting Xp ∈ Fp[[X ]], we consider a sequence {πj}j≥0 in OKalg , such that P (π0) = 0,
and P (πj+1) = πj , for all j ≥ 0. Then we provide, for all m ≥ 0, a Witt vector
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[πm] ∈ W(OKalg ), whose phantom vector is 〈πm, . . . , π0, 0, 0, . . .〉. In this way, we
obtain a large class of exponentials of “Robba” type:
(0.0.5) Em(T ) := E([πm], T ) = exp
(
πmT + πm−1
T p
p
+ · · ·+ π0
T p
m
pm
)
.
We show then that the radius of convergence of these exponentials is 1 if and only
if P (X) is a Lubin-Tate series (cf. (1.5.1)), which thus defines a Lubin-Tate group
GP . In this case π := (πj)j≥0 is a generator of the Tate module of GP (cf. 2.12). If
GP is the formal multiplicative group Ĝm, that is if P (X) = (X +1)
p− 1, then we
recover Matsuda’s exponentials (0.0.3). On the other hand, if P (X) = pX + Xp,
we recover, for m = 0, Dwork’s exponential. Observe that, in the case considered
by Dwork, the formal group GP is isomorphic, but not equal, to Ĝm.
Furthermore, we show that Em(T
p)/Em(T ) is over-convergent, for all m ≥ 0,
if and only if GP is isomorphic (but not necessary equal) to Ĝm. This is the reason
of the over-convergence of the exponentials Em(T
p)/Em(T ) of Matsuda and Dwork.
From this starting point we develop the explicit link between abelian characters
of Gal(k((t))sep/k((t))) and rank one solvable differential equations over RK , and
examine various applications.
0.0.8. Organization of the paper. In Sections 1.1, 1.2, 1.3, 1.4, and 1.5 we
give the definitions and recall some facts used in the sequel.
In Section 2.1 we define some canonical Witt vectors with coefficients in Zp[[X ]],
and show their properties with respect to the Artin-Hasse exponential. In section
2.2 we introduce a new class of exponentials called π-exponentials (cf. (2.2.2)), and
show their main properties with respect to the convergence/over-convergence.
In Section 2.3, we give the first application. Fix a Lubin-Tate group GP iso-
morphic to Ĝm, and a generator π = (πj)j≥0 of the Tate module. Let L be a
complete discrete valued field, with residue field kL, and let ϕ : L→ L be a lifting
of the Frobenius x 7→ xp of kL. Let Lm := L(ξm), where ξm is a primitive pm+1-th
root of 1. It is well known that we have the Henselian bijection
{Finite unramified extensions of L}
∼
−→ {Finite separable extensions of kL}.
We shall describe an inverse of this map. Let k′/kL be a finite cyclic abelian
extension of degree d, and let L′/L be the corresponding unramified extension. If
(d, p) = 1, and if kL contains the d-th roots of 1, then k
′/kL is of Kummer type, and
hence L′ = L(θ), where θ is the Teichmu¨ller representative of a Kummer generator
θ¯ ∈ k′.
On the other hand, if d = pm, then k′ is of Artin-Schreier type (cf. 1.39), and
it is generated, over kL, by (the entries of) a Witt vector ν¯ ∈ Wm(k
sep
L ), which
is solution of an equation of the type F¯(ν¯) − ν¯ = λ¯, where λ¯ ∈ Wm(kL) is a so
called Witt vector “defining” k′. In this case L′m/Lm is again a Kummer extension,
since all cyclic extensions of Lm whose degree is p
m are Kummer. Now choose
an arbitrary lifting λ ∈ Wm(OL) of λ¯, and solve the equation ϕ(ν) − ν = λ,
ν ∈Wm(L̂unr). Then a Kummer generator θ of L′m is given by the value at T = 1
of a certain π-exponential, called θpm(ν, T ), (cf. 2.43).
The Artin-Schreier theory and Kummer theory are given by some complexes
computing the Galois cohomology. Roughly speaking, we shall obtain a natural
transformation of functors which “deforms” the Artin-Schreier complex into the
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Kummer complex and induces a quasi isomorphism:
(0.0.6) 1 // (Lm)×
x 7→xp
m+1
// (Lm)× // 1
0 //Wm(kL)
θ
OO
F¯−1
//Wm(kL) //
ep
m
OO
0 .
Actually, such a natural transformation can not exist, because the Artin-Schreier
complex is in characteristic p, and the Kummer complex is in characteristic 0. As
a matter of fact, we lift the Artin-Schreier complex to characteristic 0 and deform
it into the Kummer complex, by using the value at T = 1 of some over-convergent
π-exponentials called θpm(−, T ) and epm(−, T )p
m+1
(see diagram (2.3.10)). This
provides a well defined morphism between the cohomologies.
Under some assumptions on K (cf. (2.3.19)), even if the field L = E†K is
not complete, we show that this diagram exists for E†K and its finite unramified
extensions (cf. 2.49). The commutative diagram is then:
(0.0.7)
1 // µpm+1 // (E†Km)
×
f 7→fp
m+1
// (E†Km)
× δKum // H1(GE†Km
,µpm+1) // 1
Wm(Oσ=1K )
  //
OOOO

Wm(O
†
K) ϕ−1
//
θpm(−,1)
OO

Wm(O
†
K)
epm (−,1)
pm+1
OO

0 // Z/pm+1Z //
≀
::
Wm(E)
F¯−1
//Wm(E)
δ
// H1(GE,Z/pm+1Z)
e:=epm(−,1)p
m+1
OO
// 0
where GE = Gal(k((t))
sep/k((t))) and GE†
Km
= Gal(E†,algKm /E
†
Km
). We specify the
kernel and the image of the morphism e between the cohomologies. If f(t) ∈
Wm(k((t))) is a Witt vector defining an Artin-Schreier separable extension of k((t)),
then (up to add the pm+1-th roots of 1) a generator of the corresponding unramified
extension of E†Km is given by θpm(ν, 1), where ν ∈ Wm(Ê
unr
K ) is a solution of the
equation ϕ(ν)− ν = f(T ), and f(T ) ∈Wm(O
†
K) is an arbitrary lifting of f(t).
0.0.9. Let Km := K(πm) = K(ξm), K∞ := ∪mKm, and let km be the residue
field of Km. In Sections 3, 3.1, and 3.2 we classify all solvable rank one differential
equations over RK∞ . The key point is the following equality, arising from the
diagram (0.0.7), and useful for describing the Kummer generator θpm(ν, 1):
(0.0.8) θpm(ν, 1)
pm+1 = epm(f(T ), 1)
pm+1 .
The expression epm(f (T ), 1) has no meaning, because epm(−, Z) is not over-convergent
as a function of Z. We make sense of this symbol in some cases: in Sections 3.1 we
define a class of exponentials of the form
(0.0.9) epm(f
−(T ), 1) = exp
(
πmφ
−
0 (T ) + πm−1
φ−1 (T )
p
+ · · ·+ π0
φ−m(T )
pm
)
,
where f−(T ) ∈Wm(T−1OK [T−1]), and 〈φ
−
0 (T ), · · · , φ
−
m(T )〉 ∈ (T
−1OK [T−1])m+1
is its phantom vector. This exponential is T−1-adically convergent and defines
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a series in 1 + T−1OKm [[T
−1]], whose pm+1-th power lies in RKm . These Witt
vectors correspond to totally ramified Artin-Schreier extensions of E := k((t)). The
exponential (0.0.9) is then the desired Kummer generator θpm(ν, 1).
0.0.10. We state then the explicit bijection between the abelian Galois the-
ory for E = k((t)), and the theory of rank one differential equations over RK∞ .
Matsuda, in [Mat95], has pointed out, under some restrictions, that such a corre-
spondence should exist. We go further by removing any restrictions, improving his
methods, and by making the correspondence more explicit (cf. 3.4, 3.6). Namely
we introduce the fundamental exponential epm(f
−(T ), 1). We show that every rank
one differential module M over RK∞ comes, by scalar extension, from a module
M]0,∞], over K∞[T
−1], whose Taylor solution at ∞ is of the form
(0.0.10) T a0 · epm(f
−(T ), 1) ,
for some m ≥ 0, a0 ∈ Zp, and f
−(T ) ∈ Wm(T−1OKm [T
−1]). Moreover, the
isomorphism class of M depends only on the class of a0 in Zp/Z, and on the Artin-
Schreier character α defined by the reduction of f−(T ) in Wm(km((t))). Suppose
that a0 belongs to Z(p) := Q∩Zp. Then a0 corresponds to the moderate extensions
of E = k((t)), generated by ta0 . On the other hand, f−(T ) corresponds to the Artin-
Schreier extension given by (the kernel of) the Artin-Schreier character defined by
the reduction f−(T ). We recover in this way the well known bijection
(0.0.11)
{
Rank one
characters of Ik∞((t))
}
∼
−→


Isomorphism classes of rank one
solvable differential equations
over RK∞with rational residue

 ,
where Ik∞((t)) is the inertia subgroup of Gal(k∞((t))
sep/k∞((t))).
0.0.11. The central point is that the following π-exponential is over-convergent
(0.0.12)
epm(f
−
(F¯)
(T ), 1)
epm(f
−(T ), 1)
= epm(f
−
(F¯)
(T )− f−(T ), 1) ,
where f−
(F¯)
(T ) is an arbitrary lifting of the reduction F¯(f−(t)) ∈Wm(km((t))). If
a lifting of the p-th power map ϕ : RK →RK is given, then this result implies the
usual Frobenius Structure Theorem. Observe that we do not need the existence of
ϕ (cf. 2.29), because actually the isomorphism class of a given module M depends
only on the reduction of f−(T ) in characteristic p. This represents a progress in
two directions, with respect to the analogous Theorem of [CC96]: firstly we do not
suppose k perfect, and secondly we get a precise description of the isomorphism
class of M . In particular, we find that, if a0 = 0, then “the order” (cf. 1.27) of the
Frobenius structure is 1 (cf. 4.5).
In Section 3.2 we prove these Theorems essentially by reducing the study to
the “elementary” π-exponentials corresponding to simpler Witt vector called s-co-
monomials. These exponentials are studied in detail in sections 2.2.
0.0.12. We give then some complements (Sections 4.1,4.2,4.3,4.4,4.5). In par-
ticular, in the Section 4.2, we compute the group of rank one solvable equations
killed by a given Artin-Schreier extension and then answer the question (4) of 0.0.1.
In Section 4.3 we extend the definition of π-exponentials to a larger class of dif-
ferential equations, and we provide an algorithm (see proof of 4.22), which gives a
criterion of solvability, (cf. 4.28). In particular we show that there is no irregular
rank one equations if K/Qp is unramified (cf. 4.31). This answers the question (1)
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of 0.0.1. Then we compute the irregularity in some classical cases (cf. 4.4). We
describe the Tannakian group of the category whose objects are successive exten-
sions of rank one solvable modules. We remove the hypothesis “K is spherically
complete” present in the literature. In section 4.6 we compute the φ − ∇-module
attached to a character with finite image of GE. This answers question (5) of 0.0.1.
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1. Definitions and Notations
1.1. General notations. Let p > 0 be a fixed prime number. Let (K, |.|) be a
complete valued field containing (Qp, |.|). For every valued extension field L/K, we
denote byOL = {x ∈ L | |x| ≤ 1} the ring of integers of L, by pL = {x ∈ L | |x| < 1}
its maximal ideal and by kL = OL/pL its residue field. We set k := kK , and take
Kalg to be a fixed algebraic closure of K, and kalg = kKalg will be its residue
field. Ω/K will be a spherically complete extension field containing Kalg, satisfying
|Ω| = R≥0, and whose residue field kΩ/k is not algebraic. We set
ω := |p|
1
p−1 .
We denote by ∂T := T
d
dT the usual derivation. For all rings R we denote by R
×
the group of invertible elements in R.
1.1.1. Analytic functions and the Robba ring. For every (non vacuous)
interval I ⊆ [0,∞[⊂ R we set AK(I) := {
∑
i∈Z aiT
i | supi(|ai|ρ
i) < ∞ , ∀ρ ∈ I},
The topology of AK(I) is defined by the family of absolute values
(1.1.1) |f(T )|ρ := max
i∈Z
|ai|ρ
i , ∀ ρ ∈ I.
Let RK := ∪εAK(]1 − ε, 1[) be the Robba ring. RK is complete with respect to
the limit topology. Let EK := {
∑
i∈Z aiT
i | supi |ai| <∞ , limi→−∞ ai = 0} be the
Amice ring. EK is endowed with the Gauss norm |.|1 and is complete. We denote
by OEK := {f ∈ E | |f |1 ≤ 1} its ring of integers. If the valuation on K is not
discrete we may have |ai| < supi |ai|, for all i ∈ Z.
Definition 1.1. For all algebraic extensions H/K we set
(1.1.2) AH(I) := AK(I)⊗K H , RH := RK ⊗K H , EH := EK ⊗K H .
Since K is algebraically closed in AK(I) (resp. RK , EK) then AH(I) (resp.
RH , EH) is a domain. All p-adic differential equations over AH(I) (resp. RH , EH)
come, by scalar extension, from an equation over AL(I) (resp. RL, EL) with L/K
finite. This will justify the definition 1.18.
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Definition 1.2. For all formal series f(T ) =
∑
i∈Z aiT
i we define
(1.1.3) f−(T ) :=
∑
i≤−1
aiT
i , f+(T ) :=
∑
i≥1
aiT
i ,
we have f(T ) = f−(T ) + a0 + f
+(T ).
Definition 1.3. For all algebraic extension H/K, let E†H,T := RH ∩EH . We denote
byO†H,T := OEH∩RH . If no confusion is possible we will write E
†
H (resp.O
†
H) instead
of E†H,T (resp. O
†
H,T ).
Remark 1.4. The quotients OEK/{f ∈OEK : |f |1 < 1} or O
†
K/{f ∈O
†
K : |f |1 < 1}
is k((t)) if and only if the valuation on K is discrete. Nevertheless, if the valuation
is not discrete, the rings OEK and O
†
K are always local, their maximal ideals pOEK
and pO†K
are formed by series f =
∑
i aiT
i such that |ai| < 1, for all i ∈ Z, observe
that, since the valuation is not discrete, this condition do not implies that |f |1 < 1.
The residue fields O†K/pO†
K
, and OEK/pOEK are actually always equals to k((t)).
1.2. Generalities on rank one differential equations. Let B be one of
the rings AK(I), RK , E
†
K , EK . Let ∂T − g(T ), g(T ) ∈ B be a first order linear
differential operator. The differential module defined by ∂T − g(T ) is the free rank
one module M over B, endowed with the action of the derivation ∂T : M → M
given, in the chosen basis e, by ∂T (e) = g(T ) · e. We will say that g(T ) is the
matrix of the derivation ∂T in the basis e. In the sequel we will work with both
derivations ∂T and d/dT . We set
gs(T ) = the matrix of ∂
s
T ; g[s](T ) = the matrix of
(
d/dT
)s
;(1.2.1)
Then one has
(1.2.2) g[s+1] =
d
dT
(g[s](T )) + g[s](T )g[1](T ) , g[0](T ) := 1 .
Let C be a B-differential algebra. A solution of ∂T −g(T ), g(T ) ∈ B, with values in
C is, by definition, an element y ∈ C satisfying d(y) = g(T ) ·y. If M is the rank one
module defined by d − g(T ), then the solution y define a morphism of B-modules
e 7→ y : M → C commuting with the derivation. The operator corresponding to
the basis f · e, f ∈ B×, is ∂T − (g(T ) +
∂T (f)
f ). On the other hand, the tensor
product of the modules defined by ∂T − g(T ) and ∂T − g˜(T ) is the module defined
by the operator ∂T − (g(T ) + g˜(T )). Then we will identify the group, under tensor
product, of isomorphism classes of (free) rank one differential modules (here called
Pic(B)) with the group
B/∂T,log(B
×) ,
where ∂T,log : B
× → B is the morphism of groups f 7→ ∂T (f)/f .
1.2.1. Taylor solution and radius of convergence.
Let I ⊆ R≥0 be some interval. In this subsection, M will be a rank one AK(I)-
differential module defined by the operator ∂T − g(T ).
Let x ∈ Ω, |x| ∈ I. We regard Ω[[T−x]] as an AK(I)-differential algebra by the
Taylor map f(T ) 7→
∑
k≥0(
d
dT )
k(f)(x) (T−x)
k
k! : AK(I) → Ω[[T − x]]. The Taylor
solution of ∂T − g(T ) at x is (recall that g(T ) = Tg[1](T ))
(1.2.3) sx(T ) :=
∑
k≥0
g[k](x)
(T − x)k
k!
.
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Indeed ∂T (sx(T )) = g(T )sx(T ). The radius of convergence of sx(T ) at x is, by the
usual definition, Ray(M,x) = lim infs(|g[k](x)|/|k!|)
− 1
k .
Definition 1.5. The radius of convergence of M at ρ ∈ I is
Ray(M,ρ) := min
(
ρ , lim inf
k
(|g[k]|ρ/|k!|)
−1/k
)
= min
(
ρ , ω
[
lim sup
k
(|g[k]|ρ)
1/k
]−1)
.
The second equality follows from the fact that the sequence |k!|1/k is convergent
to ω, and |g[k]|
1/k
ρ is bounded by max(|g[1]|ρ, ρ
−1). The presence of ρ in the minimum
makes this definition invariant under change of basis in M .
Theorem 1.6 (Transfer). For all ρ ∈ I we have
(1.2.4) Ray(M,ρ) = min
(
ρ , inf
x∈Ω,|x|=ρ
Ray(M,x)
)
.
Assume now that I = [0, ρ]. Then Ray(M,ρ) = min(ρ,minx∈Ω,|x|≤ρRay(M,x)).
In particular Ray(M,ρ) ≤ min(ρ,Ray(M, 0)).
Proof : Since for ρ = |x| we have |g[s](T )|ρ ≥ |g[s](x)|, hence by definition
1.5, Ray(M,ρ) ≤ min(ρ,Ray(M,x)). Let tρ ∈ Ω be such that {x ∈ Ω | |x −
tρ| < ρ} ∩ K = ∅, then |g[s]|ρ = |g[s](tρ)|, for all s ≥ 0 ([CR94, 9.1]), hence
Ray(M,ρ) = min(ρ,Ray(M, tρ)). The last assertion follows similarly. 
Lemma 1.7 (Small Radius). Let ρ ∈ I. Then
(1.2.5) Ray(M,ρ) ≥ ωρ ·min(1, |g(T )|−1ρ ).
Moreover Ray(M,ρ) < ωρ if and only if |g(T )|ρ > 1, and in this case we have
(1.2.6) Ray(M,ρ) = ωρ · |g(T )|−1ρ .
Proof : By induction on (1.2.2), |g[s]|ρ ≤ max(ρ
−1, |g[1]|ρ)
s = ρ−smax(1, |g|ρ)s
(cf. (1.2.1)), and equality holds if |g[1]|ρ > ρ
−1. Then apply definition 1.5. 
Definition 1.8. M is called solvable at ρ ∈ I, if Ray(M,ρ) = ρ.
Theorem 1.9 ([CD94]). The map ρ 7→ Ray(M,ρ) : I → R≥ is continuous and
locally of the form r·ρβ+1, for suitable r ∈ R≥, and β ∈ N. More precisely there exist
a partition I = ∪n∈ZIn, sup In = inf In+1, and two sequences {rn}n∈Z, {βn}n∈Z,
such that βn ∈ Z, Ray(M,ρ) = rnρ(βn+1), ∀ ρ ∈ In, and (cf. 1.14)
(1.2.7) βn ≥ βn+1.
Proof : The existence of the partition follows from the Small Radius Lemma
1.7 and Theorem 1.24. For more details see [CM02, 8.6] and [CD94, 2.5]. 
Definition 1.10. We will call the property (1.2.7) the log-concavity of the function
ρ 7→ Ray(M,ρ). We will call βn the slope ofM in the interior of In. More generally
if ρ = sup In = inf In+1, we set sl
−(M,ρ) := βn and sl
+(M,ρ) := βn+1.
Remark 1.11. The Taylor solution of M ⊗ N is the product of the Taylor solu-
tions of M and N . Hence, by 1.6, Ray(M ⊗N, ρ) ≥ min(Ray(M,ρ), Ray(N, ρ)). If
Ray(M,ρ) 6= Ray(N, ρ), then we haveRay(M⊗N, ρ) = min(Ray(M,ρ), Ray(N, ρ)).
10 ANDREA PULITA JUNE 2005
1.2.2. Solvability, Slopes and Irregularities. In this subsection, M is the
rank one module over RK , defined by ∂T + g(T ), g(T ) :=
∑
i∈Z aiT
i ∈ RK .
Lemma 1.12. There exists d > 0 such that M is isomorphic to the module defined
by ∂T +
∑
i≥−d aiT
i. In other words there exists f(T ) ∈ R×K such that ∂T,log(f) =∑
i<−d aiT
i.
Proof : By hypothesis g(T ) ∈ AK(]1−ε, 1[), for some ε > 0. Then
∑
i6=0 aiT
i/i ∈
AK(]1− ε, 1[). In particular limi→−∞ |ai/i|ρi = 0, for all ρ ∈]1− ε,+∞[. Let d > 0
be such that supi<−d(|ai/i|ρ
i) < ω for a fixed ρ˜ ∈]1−ε, 1[. Then supi<−d(|ai/i|ρ
i) <
ω, for all ρ ≥ ρ˜. Then f(T ) = exp(−
∑
i<−d aiT
i/i) lies in RK .
Definition 1.13. Let M be a differential module over RK . The module M is
called solvable if and only if limρ→1− Ray(M,ρ) = 1. We will denote the category
of solvable differential modules over RK by MLS(RK).
Lemma 1.14. Let M ∈ MLS(RK) be defined in some basis by the operator ∂T −
g(T ), g(T ) ∈ RK . Then
(1) There exist 0 < ε < 1 and a last slope β := sl−(M, 1) ≥ 0 such that
(1.2.8) Ray(M,ρ) = ρβ+1 , for all ρ ∈]1− ε, 1[ .
(2) There exists ε′ such that |g(T )|ρ ≤ 1, for all ρ ∈]1 − ε′, 1[.
(3) If g(T ) =
∑∞
−d aiT
i, d > 0, then |a−d| ≤ ω and, for ρ close to 0,
(1.2.9) Ray(M,ρ) = ω|a−d|
−1ρd+1.
(4) Moreover, if d > 0, and if |a−d| = ω, then β = d.
(5) If d ≤ 0, then Ray(M,ρ) = ρ, for all ρ ∈]0, 1[ and β = 0.
Proof : The slopes are positive natural numbers, hence the decreasing sequence
{βn}n becomes constant for n→∞. Then β = minn∈Z{βn}. The second assertion
follows from the small radius lemma 1.7. Let now g(T ) =
∑
i≥−d aiT
i, with d > 0.
We study the function ρ 7→ Ray(M,ρ)/ρ. Let
(1.2.10) R(M, r) := log(Ray(M,ρ))− log(ρ) , r := log(ρ) .
Then R(M, r) ≤ 0, for all r ≤ 1, and the function r 7→ R(M, r) : ]−∞, 1[−→]−∞, 0]
is of the following form
✻
✲r = log(ρ)
R(M, r)
0← ρ
✁
✁
✁
 
 
✟✟✐❳❳❳
✐
❅❅ formal slope = d
p-adic slope = β
↓small radius↓
•log(ω/|a−d|)
•log(ω)
Since d > 0, one has |g(T )|ρ = |a−d|ρ
−d > 1, for ρ close to 0. Hence, near 0, we can
apply the Small Radius Lemma (cf. 1.15): we have Ray(M,ρ) = ω|a−d|−1ρd+1.
Since limρ→1− Ray(M,ρ) = 1, hence by log-concavity and continuity, we must have
ω|a−d|
−1 ≥ 1 (or equivalently log(ω/|a−d|) ≥ 0 as in the picture) and if |a−d| = ω,
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then, again by continuity and log-concavity, this graph is a line, and β = d. If
d ≤ 0, then |g(T )|ρ ≤ 1, for all ρ < 1, hence the Small Radius Lemma gives
R(M, r) ≥ log(ω) for all r ≤ 0. Since R(M, r)→ 0 for r→ 0 (solvability), then by
log-concavity and continuity this implies R(M, r) = 0, ∀ r ≤ 0. 
Remark 1.15. We maintain the notation of Lemma 1.14 part (3). We recall
that sl+(M, 0) = min(0, d) is equal to the classical formal slope IrrF (M) of M as
K((T ))-differential module (cf. [vdPS03]). This is actually true in all ranks.
Definition 1.16. Let M be a solvable rank one differential module over R. The
p-adic irregularity of M is the natural number Irr(M) := sl−(M, 1).
Remark 1.17. If M is defined by an operator ∂T +g(T ), g(T ) =
∑∞
−d aiT
i ∈ RK ,
then by log-concavity and continuity we have IrrF (M) ≥ Irr(M).
Definition 1.18. If K ′/K is a finite extension, then we denote by Picsol(RK′) the
group, under tensor product, of isomorphism classes of solvable rank one differential
modules over RK′ . For all algebraic extensions H/K, we set
(1.2.11) Picsol(RH) :=
⋃
K⊂K′⊂H , K′/K finite
Picsol(RK′).
Corollary 1.19. We have Irr(M ⊗ N) ≤ max(Irr(M), Irr(N)), for all M,N ∈
MLS(RK). Moreover the equality holds if Irr(M) 6= Irr(N). 
Proposition 1.20. Let ∂T − g(T ), g(T ) =
∑
i∈Z aiT
i ∈ RK , be a solvable dif-
ferential equation. Then ∂T − g−(T ), ∂T − a0, ∂T − g+(T ) are all solvable (cf.
(1.2)).
Proof : Let us call M]1−ε,∞], M0, M[0,1[ the differential modules defined by
∂T − g−(T ), ∂T − a0, ∂T − g+(T ) respectively. Then M = M]1−ε,∞]⊗M0 ⊗M[0,1[.
By the Small Radius Lemma 1.7, the equation ∂T −g−(T ) (resp. ∂T −g+(T )) has a
convergent solution at∞ (resp. at 0), hence Ray(M]1−ε,∞], ρ) = ρ, for large values
of ρ and Ray(M[0,1[, ρ) = ρ, for ρ close to 0. While Ray(M0, ρ) = R0 · ρ, for all ρ
(cf. 1.30). Hence the slopes of M]1−ε,∞] (resp. M[0,1[, M0) in the interval ]1− ε, 1[
are strictly positive (resp. strictly negative, resp. equal to 0) as in the picture (cf.
(1.2.10)).
✻
✲r = log(ρ)
R(M, r)
0← ρ ❤❤❤❤❤❤❍❍❍
▲
▲▲
✭✭✭
  
☞
☞
☞
•
R(∂T − g(T ), 0)
❅❘
•
log(1−ε)❍❥
✐
✟✟
R(∂T − g
+(T ), r)
✐
❍❍
R(∂T − g
−(T ), r)
✐
✟✟
R(∂T − a0, r) = log(R0)
•log(ω)↓small radius↓
By 1.11, we have Ray(M,ρ) = inf(Ray(M]1−ε,∞], ρ), Ray(M[0,1[, ρ), Ray(M0, ρ)),
for all 1 − ε < ρ < 1, with the exception of a finite numbers of ρ. By conti-
nuity of the radius, we have equality even for these isolated values of ρ. Since
limρ→1− Ray(M,ρ) = 1, this implies Ray(M[0,1[, ρ) = ρ for all ρ < 1, Ray(M0, ρ) =
ρ for all ρ, and Ray(M]1−ε,∞], ρ) = ρ for all ρ ≥ 1. 
The classification of the equations of the type ∂T − a0, a0 ∈ K, is well known
(see 1.2.5), while the solvable equations of the form ∂T − g
+(T ) are always trivial:
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Proposition 1.21. Let ∂T − g+(T ), g+(T ) =
∑
i≥1 aiT
i ∈ AH([0, 1[) ⊂ RK be
solvable at 1− (cf. 1.13). Let M be the module attached to ∂T − g+(T ), then
(1) We have g+(T ) ∈ TOH [[T ]]. Hence M comes, by scalar extension, from
a differential module M[0,1[ over OH [[T ]];
(2) We have Ray(M[0,1[ , ρ) = ρ, for all ρ < 1;
(3) M[0,1[ is trivial as OH [[T ]]-module;
(4) The exponential exp(
∑
i≥1 aiT
i/i) lies in 1 + TOH [[T ]].
Proof : We have |ai| ≤ 1, because the Small Radius Lemma 1.7. Since ∂T −
g+(T ) has a convergent solution at 0 (namely this Taylor solution is exp(
∑
i≥1 aiT
i/i)),
then Ray(M[0,1[, ρ) = ρ for all ρ close to 0. Since limρ→1− Ray(M[0,1[, ρ) = 1, then
by log-concavity we must have Ray(M[0,1[, ρ) = ρ, for all ρ < 1. By the transfer
Theorem 1.6 the Taylor solution exp(
∑
i≥1 aiT
i/i) converges in the disk |T | < 1
and belongs to OK [[T ]] (because a non trivial solution of a differential equation has
no zeros in its disk of convergence).
Corollary 1.22. Every rank one solvable differential module over RK has a basis
in which the matrix lies in OK [T−1].
Proof : By 1.21 there exists a basis in which the matrix lies in RK ∩OK [[T−1]].
The base change matrix to obtain this basis is an exponential convergent in [0, 1[.
Now, by 1.12 we recover the good basis. This last base change matrix is again an
exponential convergent in ]1− ε,∞[.
1.2.3. Frobenius structure and p-th ramification.
Definition 1.23. An absolute Frobenius on K is a Qp-endomorphism σ : K → K
such that |σ(x) − xp| < 1, for all x ∈ OK .
If an absolute Frobenius σ : K → K is given, an absolute Frobenius on RK is then
a continuous endomorphism of rings ϕ : RK →RK extending σ, and such that
(1.2.12) ϕ(T )− T p =
∑
ai(ϕ)T
i , with |ai(ϕ)| < 1 for all i ∈ Z , ai(ϕ) ∈ K .
By continuity ϕ is given by σ and by the choice of ϕ(T ). Namely if we set
(
∑
aiT
i)σ :=
∑
σ(ai)T
i, then ϕ(f(T )) = fσ(ϕ(T )), for all f ∈ RK . The simplest
absolute Frobenius is given by the choice ϕ(T ) = T p and we denote it by ϕσ.
Let ϕ : R → R be an absolute Frobenius. By scalar extension (and change
of derivation), we have a functor: ϕ∗ : MLC(R)  MLC(R). If M ∈ MLC(R) is
defined by the operator ∂T − g(T ), then ϕ∗(M) is defined by the operator ∂T −
(∂T,log(ϕ(T )) · gσ(ϕ(T ))). The isomorphism class of ϕ∗(M) does not depend on the
choice of ϕ (cf. [CM02, 7.1]).
1.2.4. p-th ramification. Let σ be an absolute Frobenius on K. For all an-
alytic functions f(T ) :=
∑
i aiT
i ∈ A(I), we set ϕp(f(T )) := f(T p). Observe
that ϕp is not an absolute Frobenius. We set ϕσ(f(T )) := f
σ(T p). The p-th
ramification map ϕp : A(Ip) → A(I) defines, as before, a functor denoted by
ϕ∗p : MLC(AK(I
p)) MLC(AK(I)).
Theorem 1.24 ([CM02]). Let M ∈ MLC(AK(Ip)). Then for all ρ ∈ I
Ray(ϕ∗σ(M), ρ) = Ray(ϕ
∗
p(M), ρ) ≥ ρmin
((Ray(M,ρp)
ρp
)1/p
, |p|−1
Ray(M,ρp)
ρp
)
,
and equality holds if Ray(M,ρ) 6= ωpρ.
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Proof : Since f(T ) 7→ fσ(T ) is an isometry, we have the first equality. The
second one follows from a quite complex, but elementary, explicit computation.
Example 1.25. The radius of the operator ∂T − 1/p is equal to ω|p|ρ = ω
pρ (cf.
1.7), but its image by Frobenius is the trivial module.
Corollary 1.26. Let M ∈MLS(RK), let ϕ : RK →RK be an absolute Frobenius,
then sl−(ϕ∗(M), 1) = sl−(M, 1). 
Definition 1.27 (Frobenius structure). Let M be a module over RK . We will say
that M has a Frobenius structure of order h, if M is isomorphic to (ϕ∗)h(M).
Remark 1.28. IfM has a Frobenius structure, then it is solvable by Theorem 1.24
applied to “antecedents” of M . (see [CM02, 8.6 and 7.7 infra]).
Remark 1.29. By equation 1.24 we have Irr(ϕ∗(M)) = Irr(ϕ∗p(M)) = Irr(M).
1.2.5. Moderate characters. Let a0 ∈ K. We denote by M(a0, 0) the module
defined by the constant operator ∂T − a0 (cf. 1.2). We will call moderate every
solvable differential module (over RK) of the form M(a0, 0). By [Rob85, 5.4],
M(a0, 0) is solvable if and only if a0 ∈ Zp. Moreover the equation ∂T,log(f(T )) = a0
has a solution f(T ) ∈ R×K if and only if a0 ∈ Z, and in this case f(T ) = T
a0.
This shows that the group under tensor product of moderate differential modules
is isomorphic to Zp/Z. On the other hand it is well known that an M(a0, 0) has a
Frobenius structure if and only if a0 ∈ Z(p).
Lemma 1.30. Let α(a0) := lim sups(|a0(a0 − 1)(a0 − 2) · · · (a0 − s+ 1)|
1
s ). Then
Ray(M(a0, 0), ρ) = ρ ·R0 ≤ ρ, for all ρ > 0, with R0 := min(1, ω · α(a0)
−1).
Proof : A direct computation gives g[s](T ) = αs(a0)T
−s, with αs(a0) :=
a0(a0 − 1) · · · (a0 − s+ 1) (cf.(1.2.1)). Then apply 1.5.
1.3. Notations on Witt Vectors and covectors. Let R be a ring. Nota-
tions concerning the ring W(R) of Witt vectors will follow [Bou83a], except for
the indexation “m” of the ring Wm(R) of Witt vector of finite length. We set
Wm(R) :=W(R)/V
m+1W(R) (see 1.3.1). We denote by
(1.3.1) φn := φn(X0, . . . , Xn) := X
pn
0 + pX
pn−1
1 + · · ·+ p
nXn
the Witt polynomial. Vectors in RN and in Rm+1 will be distinguished from Witt
vectors by the notation 〈φ0, φ1, . . .〉 instead of (φ0, φ2, . . .). For all Witt vector
r = (r0, r1, . . .) ∈ W(R), the vector φ(r) = 〈φ0(r0), φ1(r0, r1), . . .〉 is called the
phantom vector of r. The map r 7→ φ(r) :W(R)→ RN is a ring morphism.
Lemma 1.31 ([Bou83a, Lemme 3 §1, N02]). Let λ 7→ φ(λ) :W(R)
φ
→ RN be the
phantom component map. If p ∈ R is not a zero divisor, then φ is injective. If
p ∈ R is invertible then φ is bijective. 
Lemma 1.32 ([Bou83a, Lemme 2 §1, N02]). Let σ : R → R be a ring morphism
satisfying σ(a) ≡ ap (mod pR), for all a ∈ R. Then a vector 〈φ0, . . . , φm〉 ∈ Rm+1
is the phantom vector of a Witt vector if and only if
(1.3.2) φi ≡ σ(φi−1) mod p
iR , for all i = 1, . . . ,m . 
Remark 1.33. All assertions concerning relations between Witt vectors or prop-
erties of π-exponentials (see below) will be proved by translating these relations or
properties in terms of phantom components.
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1.3.1. Frobenius and Verschiebung. We denote by F :W(R)→W(R) and
V :W(R)→W(R) the usual Frobenius and Verschiebung morphisms. We denote
again by F : Wm+1(R) → Wm(R), V : Wm(R) → Wm+1(R) the reduction of
F and V to Wm(R). We have again FV(r) = p · r in Wm(R). We recall that
φ(V(r0, r1, . . .)) = 〈0, pφ0, pφ1, . . .〉 and φ(F(r0, r1, . . .)) = 〈φ1, φ2, . . .〉.
If R has characteristic p, then F(r0, r1, . . .) = (r
p
0 , r
p
1 , . . .). Hence it is possible
to reduce the morphism F ofW(R) to a morphism ofWm(R) into itself, by setting
F¯(r0, . . . , rm) = (r
p
0 , . . . , r
p
m). We denote this morphism by F¯ :Wm(R)→Wm(R).
1.3.2. Completeness. Let R be a topological ring. We identify topologically
Wm(R) with R
m+1, via the function (r0, . . . , rm) 7→ 〈r0, . . . , rm〉. The operations
on Wm(R) are continuous, because defined by polynomials.
Lemma 1.34. If R has a basis UR of neighborhood of 0 formed by ideals, then R
is complete if and only if Wm(R) is complete for all m ≥ 0.
Proof : It is evident for m = 0. Let m ≥ 1 and {rn}n, rn := (rn,0, . . . , rn,m),
be a Cauchy sequence in Wm(R). The sequence r0,n is Cauchy in R and we
denote r0 := limn r0,n. The translate sequence r
1
n := rn − (r0, 0, . . . , 0) is Cauchy,
so we can suppose r0 = 0. For every ideal I ∈ UR there exists nI such that
r1n1 − r
1
n2 = (S0,n1,n2 , , . . . , Sm,n1,n2) ∈ Wm(I), for all n1, n2 ≥ nI . Let us write
S1,n1,n2 = r
1
n1,1 − r
1
n2,1 + P (r
1
n1,0, r
1
n2,0). By [Bou83a, §1 n
03 a)] the polynomial
Sk,n1,n2 is isobaric without constant term. Since r
1
n,0 ∈ I, for n ≥ n
′
I , sufficiently
large and since I is an ideal, hence r1n1,1 − r
1
n2,1 ∈ I, for all n1, n2 ≥ n
′
I . So
the sequence r1n,1 is Cauchy and converges to r1 ∈ R. Moreover the sequence
r2n := r
1
n− (0, r1, 0, . . . , 0) is such that both r
2
n,0 and r
2
n,1 go to 0. This process can
be iterated indefinitely.
Corollary 1.35. If (R, |.|) is an ultrametric valued ring, then R is complete if and
only if Wm(R) is complete for all m ≥ 0.
1.3.3. Length. Let R be a ring of characteristic p. If the vector r ∈ Wm(R)
is such that r0 = . . . = rk−1 = 0 and rk 6= 0, then we define the length of r as
ℓ(r) := m− k, and ℓ(0) := −∞. If R is not of characteristic p, then we will define
ℓ(r) as the length of the image of r in Wm(R/pR).
1.3.4. Covectors. We recall that the covectors module CW(R) is the addi-
tive group defined by the following inductive limit ([Bou83a, §1 ex. 23 pag.47]):
CW(R) := lim
−→
(Wm(R)
V
→Wm+1(R)
V
→ · · · ). In the sequel we must work with a
slightly different sequence. Let R be a ring of characteristic p. Then VF¯ = F¯V and
VF¯(r0, . . . , rm) = (0, r
p
0 , . . . , r
p
m). Let C˜W(R) be the following inductive limit:
(1.3.3) C˜W(R) := lim
−→
(Wm(R)
VF¯
→ Wm+1(R)
VF¯
→ · · · ) .
If R is a perfect field of characteristic p, then CW(R) is isomorphic to C˜W(R).
This results from the following commutative diagram:
(1.3.4) R
V //
⊙
W1(R)
V //
F¯≀

⊙
W2(R)
V //
F¯2≀

· · · // CW(R)
≀

R
VF¯ //W1(R)
VF¯ //W2(R)
VF¯ // · · · // C˜W(R) .
Remark 1.36. If R is a field of characteristic p, then C˜W(R) = C˜W(Rp).
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1.4. Notations in Artin-Schreier theory.
Definition 1.37. Let R be a field of characteristic p > 0 and let Rsep/R be a
fixed separable closure of R. We denote by GR = Gal(R
sep/R). If R is a complete
discrete valuation field, we denote by IR the inertia group and by PR the pro−p-
sylow subgroup of IR.
We have H1(GR,Z/p
mZ)
∼
→ Homcont(GR,Z/pmZ) (cf. [Ser62, Ch.X , §3]).
The situation is then expressed by the following commutative diagram:
(1.4.1)
0 // Z/pm+1Z //
⊙ı

Wm(R)
F¯−1 //
V

⊙
Wm(R)
δ //
⊙V

Homcont(GR,Z/p
m+1Z)


// 0
0 // Z/pm+2Z // Wm+1(R)
F¯−1 // Wm+1(R)
δ // Homcont(GR,Z/pm+2Z) // 0
where ı : 1 7→ p is the usual inclusion, and  is the composition with ı. For
λ ∈ Wm(R), the character α = δ(λ) sends the automorphism γ to the element
α(γ) := γ(ν)− ν ∈ Z/pm+1Z, where ν ∈ Rsep is a solution of the equation F¯(ν)−
ν = λ. Taking the inductive limit, we get the following exact sequence:
(1.4.2) 0→ Qp/Zp → CW(R)
F¯−1
−−−→ CW(R)→ Homcont(GR,Qp/Zp)→ 0 ,
where the word “cont” means that all characters GR → Qp/Zp factorize on a
finite quotient of GR. Indeed lim−→m
Hom(GR,Z/p
mZ) can be seen as the subset of
Hom(GR,Qp/Zp) formed by the elements killed by a power of p.
Remark 1.38. If the vertical arrows V are replaced by VF¯ in the diagram (1.4.1),
then the morphisms ı and  remain the same. Indeed δ(λ) = δ(F¯(λ)), because
F¯(λ) = λ+ (F¯− 1)(λ), for all λ ∈Ws(R). Hence we have also
(1.4.3) 0→ Qp/Zp → C˜W(R)
F¯−1
−−−→ C˜W(R)→ Homcont(GR,Qp/Zp)→ 0 .
Remark 1.39. Let λ = (λ0, . . . , λm) ∈ Wm(R). The kernel of α := δ(λ) is the
subgroup of GR whose corresponding extension field is R({ν0, . . . , νm}), (i.e. the
smallest field containing the set {ν0, . . . , νm}), where ν = (ν0, . . . , νm) ∈Wm(Rsep)
is solution of F¯(ν)− ν = λ. All cyclic separable extensions of R, whose degree is a
power of p, are of this form for a suitable m ≥ 0, and λ.
1.4.1. Let κ be a field of characteristic p > 0, and let R := κ((t)). The Galois
group of an abelian extension of κ((t)) is the product of its p-torsion part (controlled
by the Artin-Schreier theory) and its moderate part (controlled by Kummer theory).
Definition 1.40. We set P(κ) := Homcont(PR,Qp/Zp) = Hom
cont(IR,Qp/Zp).
Remark 1.41. We will see that P(κ) ∼=
CW(t−1κ[t−1])
(F¯−1)CW(t−1κ[t−1])
. This group describes
the abelianization of the pro-p-Sylow of the quotient PR. On the other hand
CW(κ)/(F¯− 1)CW(κ) = Homcont(GR/IR,Qp/Zp).
1.5. Notations in Lubin-Tate theory. For notations and results on Lubin-
Tate theory we refer to [LT65]. In this paper we will treat only Lubin-Tate groups
over the field Qp. We recall briefly only the facts used in this paper. Let w :=
p · u ∈ pZp, u ∈ Z
×
p , be a uniformizing element. Let Fw be the family of formal
power series P (X) ∈ Zp[[X ]] satisfying
(1.5.1) P (X) ≡ wX (mod X2Zp[[X ]]) , P (X) ≡ X
p (mod wZp[[X ]]).
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A series in Fw will be called a Lubin-Tate series. For all P ∈ Fw, there ex-
ists a unique formal group law GP (X,Y ) ∈ Zp[[X,Y ]] such that P (GP (X,Y )) =
GP (P (X), P (Y )) (i.e. P (X) is an endomorphism of GP (X,Y )).
Lemma 1.42. Let P, P˜ ∈ Fw. For all a ∈ Zp there exists a unique formal series
[a]P, eP (X) ∈ Zp[[X ]] such that
(1) [a]P, eP (X) ≡ aX (mod X
2Zp[[X ]]),
(2) [a]P, eP (GP (X,Y )) = G eP ([a]P, eP (X), [a]P, eP (Y )).
In other words [a]P, eP (X) is a morphism of group laws. 
We set [a]P (X) := [a]P,P (X). By the uniqueness, we have that P (X) =
[w]P (X). The setting x ∗ y := GP (x, y) defines a new group law on pK , denoted by
GP (pK). Let P
(k) denote the series P ◦ P ◦ · · · ◦ P , k-times. Following [LT65] let
(1.5.2) ΛP,m = Ker(P
(m)) = Ker([wm]P ) = {x ∈ Cp | P
(m)(x) = 0 and |x| < 1}
be the set of [w]m-torsion points of GP (pCp), and ΛP := ∪mΛP,m. We have ΛP ⊂
Qalgp . Moreover Qp(ΛP,m)/Qp is Galois and depend only on w. The formal group
law G makes ΛP,m a group.
Theorem 1.43 ([LT65, Th.2]). We have the following properties:
(1) We have ΛP,m ∼= Z/pmZ, for all m ≥ 0, and then ΛP ∼= Qp/Zp.
(2) Let γ ∈ Gal(Qp(ΛP )/Qp). There exists an unique unit uγ ∈ Z
×
p such that
γ(x) = [uγ ]P (x) , ∀x ∈ ΛP .
(3) The map γ 7→ uγ is an isomorphism of Gal(Qp(ΛP )/Qp) onto the group
Z×p . The same map gives an isomorphism
Gal(Qp(ΛP )/Qp(ΛP,m))
∼
→ 1 + wmZp , ∀ m ≥ 1.
(4) Let u ∈ Z×p , then [u]P (x) = (u
−1,Qp(ΛP,m)/Qp)(x), for all x ∈ ΛP,m,
where (u−1,Qp(ΛP,m)/Qp) ∈ Gal(Qp(ΛP )/Qp) is the norm residue sym-
bol.
Remark 1.44. The simplest Lubin-Tate series is P (X) = wX + Xp. If w = p,
then a non trivial zero π0 of P is the “π” of Dwork. If again w = p and P (X) =
(X + 1)p − 1, then GP ∼= Ĝm, and all torsion points are of the form ξ − 1, with
ξp
k
= 1, for some k ≥ 0. This was the choice made by Matsuda [Mat95].
Theorem 1.45 ([Haz78, Prop. 8.3.22]). Let G and G˜ be two Lubin-Tate groups
relative to the uniformizers w and w˜ respectively. Then G is isomorphic to G˜ (as
formal groups over Zp) if and only if w = w˜. 
1.5.1. Tate module. The multiplication by [w]P sends Λm into Λm−1. The
Tate module of GP is, by definition, T(GP ) := lim←−m ΛP,m. A generator π =
(πP,j)j≥0 of the Tate module T(GP ) is a sequence (πP,j)j≥0, πj ∈ ΛP , such that
P (πP,0) = 0, πP,0 6= 0 and P (πP,j+1) = πP,j , for all j ≥ 0. If no confusion is
possible, we will write πj instead of πP,j . The Newton polygon of P shows that P
has exactly p−1 non trivial zeros of value ω = |p|
1
p−1 , and inductively P (X)−πj−1
has p zeros of valuation ω
1
pj . Hence |πj | = ω1/p
j
, for all j ≥ 0, and the Galois
extension Qp(ΛP,m) = Qp(πm−1) is totally ramified. On the other hand the field
K(πm−1) is not always totally ramified.
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Definition 1.46. We set Km := K(πm) (resp. K(ΛP )), and denote by km (resp.
kw) its residue field. Moreover, if w = p, we put K∞ := K(ΛP ) and k∞ := kp. For
all algebraic extensions L/K, L∞ will be the smallest field containing L and K∞.
Example 1.47. If P (X) = (X+1)p−1, then GP = Ĝm, and Λm = {ξm−1 | ξp
m
m =
1} is the set of pm-th root of 1. A generator of T(Ĝm) is a family (ξj − 1)j≥0
satisfying ξp
i
j = ξj−i, for all 0 ≤ i ≤ j.
Definition 1.48. Let P, P˜ ∈ Fw be two Lubin-Tate series. We will say that x ∈ ΛP
and y ∈ Λ eP are equivalent if y = [1]P, eP (x) (cf. 1.42).
Remark 1.49. Since [1]P, eP (x) = x + (things divisible by x
2), it follows that |x −
[1]P, eP (x)| ≤ |x|
2. In particular, if w = p and if πm is fixed, then there exists a
unique pm+1-th root of 1, say ξm, such that |(ξm − 1)− πm| ≤ ω
2
pm (cf. 1.44).
2. π-exponentials and applications
2.1. Construction of Witt vectors. Let P (X) ∈ Zp[[X ]] be a series, with
P (0) = 0, satisfying
(2.1.1) P (X) ≡ Xp mod pZp[[X ]].
We consider the Frobenius σP : Zp[[X ]]→ Zp[[X ]] given by σP (h(X)) := h(P (X)).
Lemma 2.1 ([Bou83a, Ch.IX,§1,ex.14,a)]). There is a unique ring morphism
(2.1.2) [−] : Zp[[X ]] −−−−−−−−−→
h(X) 7→[h(X)]
W(Zp[[X ]])
such that φj ◦ [−] = σ
j
P . In other words, for all h(X) ∈ Zp[[X ]], the Witt vector
[h(X)] is the unique one whose phantom vector is equal to
(2.1.3) 〈 h(X) , h(P (X)) , h(P (P (X))) , . . . 〉.
Moreover [−] is also the unique ring morphism satisfying the relation
(2.1.4) F([h(X)]) = [h(P (X))].
Proof : By Lemma 1.32, the ring morphism h(X) 7→ 〈h(X), h(P (X)), . . .〉 :
Zp[[X ]] → (Zp[[X ]])N has its values in the image of the phantom component map
φ : W(Zp[[X ]]) →֒ (Zp[[X ]])N. Since, by 1.31, φ is injective, the lemma is proved.

Definition 2.2. Let B be a complete topologized Zp-ring, and let b ∈ B be a
topologically nilpotent element. The specialization X 7→ b : Zp[[X ]]→ B provides,
by funtoriality, a morphismW(Zp[[X ]])→W(B). For brevity, we denote by [h(b)]
the image of h(X) via the morphism
(2.1.5) Zp[[X ]]
[−]
−−→W(Zp[[X ]])
X 7→b
−−−→W(B).
We will denote again by [h(b)] its image in Wm(B).
Remark 2.3. The phantom vector of [h(b)] is
(2.1.6) 〈 h(b) , h(P (b)) , h(P (P (b))) , . . . 〉.
In general there is no morphism Zp[b] → W(B) sending h(b) into [h(b)], the
notation [h(b)] is imprecise, but more handy.
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Lemma 2.4 (key lemma). Let (B, |.|) be a Zp-ring, complete with respect to an
absolute value |.|, extending the absolute value of Zp. Let h(X) =
∑
i≥0 aiX
i ∈
Zp[[X ]], and let [h(b)] = (λ0, λ1, . . .) ∈ W(B), with |b| < 1. Then the following
statements are equivalent:
(1) |a0| = |p|r ,
(2) |λ0|, . . . , |λr−1| < 1, and |λr | = 1.
Proof : Let λ = (λ0, λ1, . . .) = [h(b)]. We denote by B the residue field. The
condition (2) is equivalent to λ¯r 6= 0, and λ¯i = 0, for all i < r, or, if k ≥ 0 is
given, it is equivalent to λ¯p
k
r 6= 0, and λ¯
pk
i = 0, for all i < r. This last condition is
equivalent to the condition (2) for the vector Fk(λ). Now the phantom vector of
Fk(λ) is 〈h(P (k)(b)), h(P (k+1)(b)), . . .〉 (cf. 1.5). Moreover |P (b)| ≤ sup(|b|p, |p||b|),
hence, for all ε > 0, there exists k ≥ 0 such that |P (i)(b)| < ε, for all i ≥ k. If ε
is small enough, then |h(P (i)(b))| = |a0|, for all i ≥ k. Let (ν0, ν1, . . .) := Fk(λ),
then, since pjνj = h(P
(j)(b)) − (νp
j
0 + · · · + p
j−1νpj−1), we see, by induction, that
|a0| = |p|r if and only if |νr| = 1 and |νj | = |p|r−j, for all j ≤ r − 1.
Definition 2.5. We fix now a sequence ̟ := {̟j}j≥0 in Qalgp satisfying |̟0| < 1,
P (̟0) = 0, and P (̟j+1) = ̟j , for all j ≥ 1.
Remark 2.6. The ring Zp[̟m] is complete, for all m ≥ 0. Indeed ̟m is algebraic
and integral over Zp, hence Zp[̟m] is a free module over Zp.
Remark 2.7. If P is a Lubin-Tate series, and if ̟0 6= 0, then ̟ is a generator
of the Tate module T(GP ), while if P (X) ≡ Xp mod Xp+1Zp[[X ]], then ̟j =
0 for all j ≥ 0. Observe that, taking h(T ) := T and b := ̟m in the lemma
2.1, then [̟m] ∈ W(Zp[̟m]) is the unique Witt vector whose phantom vector
is 〈̟m, ̟m−1, . . . , ̟0, 0, . . .〉. The uniqueness follows from the injectivity of the
phantom map φ :W(Zp[̟m]) →֒ (Zp[̟m])N.
Proposition 2.8. For all Zp[̟m]-algebra B of characteristic 0
(2.1.7) [̟j]W(B) ⊂ [̟j+1]W(B) , j = 0, . . . ,m− 1 .
Moreover, for all λ ∈W(B), and all j = 0, . . . ,m− 1
(2.1.8) F([̟j+1]) = [̟j ] ; V([̟j ] · λ) = [̟j+1] ·V(λ).
Hence F([̟j+1]W(B)) ⊂ [̟j ]W(B) and V([̟j ]W(B)) ⊂ [̟j+1]W(B).
If now ̟0 6= 0, then the kernel of the morphism λ 7→ [̟m]λ is the ideal
Vm+1W(B). The induced morphism Wm(B)→W(B) is a functorial isomorphism
of Wm(B) into the ideal [̟m]W(B) (as W(B)-modules), which commutes with
V :Wm(B)→Wm+1(B) and F :Wm+1(B)→Wm(B)
(2.1.9) W(B)

λ7→[̟m]λ //W(B)
Wm(B)
∼ // [̟m] ·W(B) .
?
OO
Proof : Let h(X) := P (X)/X , then [̟j]λ = [P (̟j+1)]λ = [̟j+1·h(̟j+1)]λ =
[̟j+1] · [h(̟j+1)]λ. This shows the inclusion (2.1.7). All other assertions are easily
verified on the phantom components. 
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Corollary 2.9. Let 〈φ0, . . . , φm〉 ∈ Zp[̟m]m+1. If there exists a formal series
h(X) =
∑
i≥0 aiX
i ∈ Zp[[X ]] satisfying
(2.1.10) h(̟m−j) = φj , for all 0 ≤ j ≤ m,
then 〈φ0, . . . , φm〉 is the phantom vector of [h(̟m)] := (ν0, . . . , νm) ∈Wm(Zp[̟m]).
Moreover, |a0| = |p|r, for some r ≥ 0, if and only if |ν0|, . . . , |νr−1| < 1 and |νr| = 1.

2.1.1. Artin-Hasse exponential and Robba exponentials.
Definition 2.10 ([Bou83a, ex.58]). Let B be a Z(p)-ring, and let
(2.1.11) E(T ) := exp(T +
T p
p
+
T p
2
p2
+ · · · ) ∈ 1 + TZ(p)[[T ]] .
For all λ := (λ0, λ1, . . .) ∈W(B), the Artin-Hasse exponential relative to λ is
(2.1.12)
E(λ, T ) :=
∏
j≥0
E(λj · T
pj ) = exp(φ0T + φ1
T p
p
+ φ2
T p
2
p2
+ · · · ) ∈ 1 + TB[[T ]] ,
where 〈φ0, φ1, . . .〉 is the phantom vector of λ.
Remark 2.11. The Artin-Hasse exponential is then a group morphism
(2.1.13) E(−, T ) :W(B)→ 1 + TB[[T ]],
functorial on the Z(p)-ring B.
Proposition 2.12. Let [̟m] ∈W(Zp[̟m]) be as in 2.5. The exponential
(2.1.14) Em(T ) := E([̟m], T ) = exp(̟mT +̟m−1
T p
p
+ · · ·+̟0
T p
m
pm
)
converges exactly in the disk |T | < 1, for all m ≥ 0, if and only if P (X) is a
Lubin-Tate series, and ̟ := (̟j)j≥0 is a generator of the Tate module T(GP ).
Proof : Assume that the radius of convergence of E([̟m], T ) is equal to 1,
for all m ≥ 0. Then, for m = 0, the radius of convergence of exp(̟0T ) is 1, hence
|̟0| = ω. The Newton polygon of P (X) implies that P (X) ≡ wX mod XZp[[X ]],
for some w, with |w| = |p|, hence P (X) is a Lubin-Tate series. Conversely, assume
that P (X) is a Lubin-Tate series, and that ̟ := (̟j)j≥0 is a generator of T(GP ).
Consider the differential operator L := ∂T +̟mT
−1+̟m−1T
−p+ · · ·+̟0T
−pm .
Then Em(T
−1) is the Taylor solution at +∞ of L. Since |̟0| = ω, by Lemma 1.14,
we have Ray(L, ρ) = ρp
m+1, for all ρ < 1. In particular, the irregularity of L is pm.
Then Em(T
−1) is not convergent for |T | < 1, because otherwise, by transfer at ∞,
Em(T
−1) ∈ R, and L will be trivial. 
Theorem 2.13. Let P (X) = wX + · · · be a Lubin-Tate series, and let ̟ :=
(̟j)j≥0 be a generator of T(G). Then the formal series Em(T
p)/Em(T ) is over-
convergent (i.e. convergent for |T | < 1 + ε, for some ε > 0) if and only if
|w− p| ≤ |p|m+2 .
In particular, Em(T
p)/Em(T ) is over-convergent for all m ≥ 0 if and only if GP
is isomorphic to the formal multiplicative group Ĝm (cf. Theorem 1.45).
Proof : This Theorem will follow easily from the theory of π-exponentials (cf.
the proof of 2.28 infra), and is placed here for expository reasons.
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2.2. π-exponentials. We maintain the notations of Section 2.1. In this sec-
tion we fix a uniformizing element w of Zp, a Qp-Lubin-Tate series P ∈ Zp[[X ]],
P ∈ Fw, and a generator π = (πj)j≥0 of the Tate module. We fix three natural
numbers n,m, d such that
(2.2.1) d = n · pm > 0 , and (n, p) = 1.
Definition 2.14. Let B be a Zp[πm]-algebra. Let λ = (λ0, . . . , λm) ∈ Wm(B),
and let 〈φ0, . . . , φm〉 ∈ B
m+1 be its phantom vector. We set
(2.2.2) ed(λ, T ) := E([πm]λ, T
n) = exp
(
πmφ0T
n+πm−1φ1
T np
p
+ · · ·+π0φm
T d
pm
)
.
We will call ed(λ, T ) ∈ 1 + πmTB[[T ]] the π-exponential attached to λ.
Proposition 2.15. The map λ 7→ ed(λ, T ) defines a group morphism
(2.2.3) Wm(B) −→ 1 + πmTB[[T ]] .
Moreover, for all λ,ν ∈Wm(B), we have
(2.2.4) ed(λ, T ) =
m∏
j=0
Em−j(λjT
npj),
Em(T ) = epm((1, 0, . . . , 0), T ) , ed(λ, T ) = epm(λ, T
n) ,
ed(λ, T
p) = ep·d(V(λ), T ) , ed(λ+ ν, T ) = ed(λ, T ) · ed(ν, T ) .
Furthermore, if B = OL is the ring of integers of some finite extension L/K, and
if, for some r ≥ 1, there exists a Frobenius σ on OL lifting the pr-th power map
x 7→ xp
r
of kL, and satisfying σ(πj) = πj , ∀ 0 ≤ j ≤ m, then we have
(2.2.5) eσd (λ, T ) = ed(σ(λ), T ) ,
where σ(λ0, . . . , λm) = (σ(λ0), . . . , σ(λm)) and, for all f(T ) =
∑
aiT
i, we set
fσ(T ) =
∑
σ(ai)T
i (cf. 1.2.4).
Proof : All the assertions are easily verified on the phantom components. 
2.2.1. Study of the differential module attached to a π-exponential.
We maintain the notations of Section 2.2. As usual d = npm > 0, with (n, p) = 1.
In this subsection H/K is an algebraic extension (not necessary complete) and
(2.2.6) Hm := H(πm) .
Remark 2.16. The Witt vectors we are considering have a finite number of en-
tries. Hence the exponential ed(λ, T ) has its coefficients in a finite (thus complete)
extension of K. This will solve all problems concerning convergence.
Definition 2.17. Let λ = (λ0, . . . , λm) ∈Wm(OH), and let 〈φ0, . . . , φm〉 ∈ O
m+1
H
be its phantom vector. We define
Ld(λ) := ∂T − ∂T,log(ed(λ, T
−1)) = ∂T + n ·
( m∑
j=0
πm−j · φj · T
−npj
)
.
We denote by M˜d(λ) the differential module over RHm defined by Ld(λ).
Lemma 2.18. Ld(λ) is solvable at ρ = 1, and hence M˜d(λ) ∈ Pic
sol(RHm).
Proof : The Taylor solution at +∞ of Ld(λ) is ed(λ, T−1)∈1+πmT−1OHm [[T
−1]],
which has bounded coefficients and so converges for |T | > 1. By transfer (cf. 1.6),
Ray(Ld(λ), ρ) = ρ, for all ρ > 1. By continuity of the radius, Ray(Ld(λ), 1) = 1.
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Proposition 2.19. The map λ 7→ ed(λ, T−1) defines a group morphism
(2.2.7) Wm(OH) −→ 1 + πmT
−1OHm [[T
−1]] .
More precisely, for all λ,ν ∈Wm(OH), one has:
(2.2.8) ϕ∗p(M˜d(λ)) = M˜pd(V(λ)) , M˜d(λ + ν) = M˜d(λ)⊗ M˜d(ν) ,
where ϕp(f(T )) = f(T
p) (cf. 1.2.4). Moreover, if there exists an absolute Frobenius
σ on Hm (cf. 1.23) such that π
σ
j = πj , for all 0 ≤ j ≤ m, then
ϕσ(ed(λ, T )) = ed(ϕσ(λ), T
p) , ϕ∗σ(M˜d(λ)) = M˜pd(V(σ(λ))) ,
where ϕσ(f(T )) = f
σ(T p), (cf. 1.2.3), and σ(λ0, . . . , λm) = (σ(λ0), . . . , σ(λm)).
Proof : The first part is a direct consequence of 2.15. The last assertion is
a consequence of 2.27 and is placed here for expository reasons. Observe that, in
the sequel, we do not suppose the existence of σ on H . Indeed, our “Frobenius
structure Theorem” does not require the existence of ϕ (cf. 2.30). 
Remark 2.20. In particular M˜d defines a morphism of groups
(2.2.9) M˜d :Wm(OH) −→ Pic
sol(RHm) .
Theorem 2.21. Let λ := (λ0, . . . , λm) ∈ Wm(OH) and let 〈φ0, . . . , φm〉 ∈ O
m+1
H
be its phantom vector. The following assertions are equivalent:
(1) M˜d(λ) is trivial (i.e. isomorphic to RHm);
(2) The exponential ed(λ, T ) is over-convergent (i.e. convergent in some disk
|T | < 1 + ε, with ε > 0);
(3) |λ0|, . . . , |λm| < 1.
Moreover, if |λ0|, . . . , |λr−1| < 1 and |λr| = 1, r ≤ m, then we have (cf. 1.3.3)
(2.2.10) Irr(M˜d(λ)) = n · p
ℓ(λ) = d/pr .
Proof : The equivalence (1) ⇔ (2) is evident. By (2.2.4) and 2.12, condition
(3) implies that ed(λ, T
−1) ∈ RHm , so M˜d(λ) is trivial. The converse follows from
the last assertion below. Let then |λ0|, . . . , |λr−1| < 1, and |λr | = 1, r ≤ m. Clearly
|φm(λ)| = 1 if and only if |λ0| = 1 (cf. (1.3.1)). Then, if r = 0, we can apply 1.14,
and hence Irr(M) = IrrF (M) = d. Let now 0 < r ≤ m, then Em−j(λjT−p
j
)
belongs to R×Hm , for all j = 0, . . . , r − 1. Then we change basis by the function
f(T ) :=
∏r−1
j=0 Em−j(λjT
−pj )−1 ∈ R×Hm . By 2.15, the new solution is
(2.2.11) f(T ) · ed(λ, T ) = ed((0, . . . , 0, λr, . . . , λm), T ) = ed/pr ((λr , . . . , λm), T
pr).
In other words, we have M˜d(λ0, . . . , λm)
∼
→ ϕ∗p(M˜d/pr (λr, . . . , λm)) (cf. 1.2.4 and
(2.2.8)). By 1.29, the Theorem is proved by induction, since |λr| = 1.
Remark 2.22. In particular, M˜d passes to the quotient Wm(kH), and induces an
injective additive map called Md:
(2.2.12) Wm(OH)
eMd //

Picsol(RHm )
Wm(kH)
*

 Md
77
p
p
p
p
p
p
22 ANDREA PULITA JUNE 2005
Corollary 2.23. Consider the morphism of groups
(2.2.13) Zp[[X ]]
[−]
−−→Wm(Zp[πm]) ⊂Wm(OHm)
eMd−−→ Picsol(RHm ).
Let h(X) :=
∑
i≥0 aiX
i ∈ Zp[[X ]] be such that |a0| = |p|r (vp(a0) = r). Then
M˜d([h(πm)]) has irregularity d/p
r, and is trivial if and only if r ≥ m+ 1. In other
words, the kernel of the composite map is the ideal pm+1Zp[[X ]] +XZp[[X ]].
Proof : Combine 2.9 and 2.21.
2.2.2. Dependence on the Lubin-Tate group and on π. We maintain the
notations of the previous sections. As usual d = npm > 0, (n, p) = 1.
Theorem 2.24 (Dependence on the choice of π). Let π = (πj)j≥0, π
′ = (π′j)j≥0 be
two generators of T (GP ). Denote by M
′
d(−), E
′
j(T ) and e
′
d(−, T ) the constructions
attached to π′. Then Md(1, 0, . . . , 0) and M
′
d(1, 0, . . . , 0) are isomorphic over RHm
if and only if πm = π
′
m. Moreover, in this case, Md(λ) and M
′
d(λ) are isomorphic
over RHm , for all λ ∈Wm(kH).
Proof : The solution at ∞ of RHm is ed((1, 0, . . . , 0), T
−1) = Em(T
−n). We
shall show that Em(T
−n)/E′m(T
−n) ∈ R×, that is Em(T−1)/E′m(T
−1) ∈ R×, if
and only if πm = π
′
m. We have
(2.2.14) Em(T
−1)/E′m(T
−1) = exp
( m∑
j=0
πm−j(1 −
π′m−j
πm−j
)
T−p
j
pj
)
.
There exists γ ∈ Gal(Qp(ΛP )/Qp) such that π′j = γ(πj), for all j ≥ 0 and, by the
Lubin-Tate Theorem 1.43, γ(πj) = [uγ ]P (πj), uγ ∈ Z×. We set
1
(2.2.15) hγ(X) := 1− [uγ ]P (X)/X ,
in order to have
(2.2.16) Em(T
−1)/E′m(T
−1) = ed([hγ(πm)], T
−1).
Indeed, by construction (cf. corollary 2.9 and definition (2.2.2)), we have φj([hγ(πm)]) =
1− π′m−j/πm−j. Since hγ(0) = 1− uγ , hence, by the Reduction Theorem 2.21 and
lemma 2.23, the series Em(T
−1)/E′m(T
−1) lies inR× if and only if |1−uγ | ≤ |p|m+1,
i.e. uγ ∈ 1 + p
m+1Zp. Then, again by the reciprocity law 1.43, the automorphism
γ is the identity on Qp(ΛP,m+1) = Qp(πm). Hence πm = π
′
m.
We recall that two Lubin-Tate groups are isomorphic (as formal groups over
Zp) if and only if they are relative to the same uniformizer w (cf. Theorem 1.45).
Theorem 2.25 (Independence on the Lubin-Tate group). Let P, P˜ ∈ Fw be two
Lubin-Tate series, let π = (πj)j≥0 and π˜ = (π eP ,j)j≥0 be a generator of T(GP ) and
T(G eP ) respectively. Let us denote by M
( eP )
d (−), E
( eP )
m (T ), e
( eP )
d (−, T ) the construc-
tions attached to π˜, and denote in the usual way the constructions attached to π.
If π eP,m = [1]P, eP (πP,m), then Md(λ)
∼
→ M
( eP )
d (λ) over RHm , for all λ ∈Wm(kH).
Proof : Let λ ∈Wm(kH), and let λ˜ ∈Wm(OH) be a lifting of λ. We shall
show that ed(λ˜, T )/e
(eP)
d (λ˜, T ) belongs to RHm . By equation (2.2.4), we reduce
1Note that the symbol [−]P was defined in 1.42 and is different from [−] defined at 2.2.
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to showing that Em−j(T
−1)/E
( eP )
m−j(T
−1) ∈ RHm−j , for all 0 ≤ j ≤ m. Since
π eP,m = [1]P, eP (πP,m), then π eP,j = [1]P, eP (πP,j), for all 0 ≤ j ≤ m. We have
(2.2.17) Em(T
−1)/E(
eP )
m (T
−1) = exp
( m∑
j=0
πm−j(1−
π eP ,m−j
πP,m−j
)
T−p
j
pj
)
.
Let us set, as usual, hP, eP (X) := 1 − [1]P, eP (X)/X , in order to have (cf. 2.9 and
definition (2.2.2)) Em(T
−1)/E
( eP )
m (T−1) = ed([hP, eP (πm)], T
−1). Since [1]P, eP (X) ≡
X mod X2Zp[[X ]], we have hP, eP (X) ∈ X ·Zp[[X ]], and, by the Reduction Theorem
2.21 and Lemma 2.23, this exponential lies in RHm . By the way, its inverse lies
also in RHm , so Md(λ)
∼
→ M
(P˜ )
d (λ), over RHm .
Remark 2.26. If w = p, and if P is given, then, by 1.48 and 1.49, the isomorphism
class of Md(λ) is determined by the choice of a sequence {ξj}j≥0 of pj+1-th roots
of 1 such that ξp
j
m = ξm−j .
Corollary 2.27. Let γ : H(ΛP )→ H(ΛP ) be a continuous endomorphism of fields.
Then γ(Em(T
−1))/Em(T
−1) ∈ RHm if and only if γ is the identity on Qp(πm), and
in this case, for all λ ∈Wm(OH(ΛP )), we have
(2.2.18) eγd(λ, T ) = ed(γ(λ), T ) ,
where, for all f(T ) =
∑
aiT
i, we set fγ(T ) :=
∑
γ(ai)T
i.
Proof : The proof follows the same lines as the proof of 2.24.
2.2.3. Frobenius structure for π-exponentials.
Theorem 2.28. Let r ≥ 0 and let λ¯ ∈ Wm(kH). Let λ ∈ Wm(OH) be a lifting
of λ¯, and let λ(F¯) ∈ Wm(OH) be an arbitrary lifting of F¯(λ¯) ∈ Wm(kH). The
following statements are equivalent:
(1) The power series ed(λ
(F¯), T p)/ed(λ, T ) is over-convergent, for all choices
of λ, λ¯ and λ(F¯);
(2) The modules Md(λ¯) and Mpd(VF¯(λ¯)) are isomorphic over RHm , for all
λ¯ ∈Wm(kH);
(3) The power series Em(T
p)/Em(T ) is over-convergent;
(4) We have the inequality |w − p| ≤ |p|m+2.
Proof : (1)⇔ (2) and (1)⇒ (3) are evident. Let us show (3)⇔ (4). Write
Em(T
p)/Em(T ) = exp
(( m∑
j=0
πm−j
T p
j+1
pj
)
−
( m∑
j=0
πm−j
T p
j
pj
))
= exp(−pπm+1T ) · exp
(m+1∑
j=0
πm+1−j
(
p−
πm−j
πm−j+1
)T pj
pj
)
,
where π−1 := P (π0) = 0. Let hFrob(X) := p − P (X)/X , in order to have (cf. 2.9
and definition (2.2.2))
(2.2.19) Em(T
p)/Em(T ) = exp(−pπm+1T ) · epm+1([hFrob(πm+1)], T ).
Since the function exp(−pπm+1T ) is over-convergent, the quotient Em(T p)/Em(T )
is over-convergent if and only if epm+1([hFrob(πm+1)], T ) is. The constant term of
hFrob(X) is p − w. Hence, as usual, by the Reduction Theorem 2.21 and Lemma
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2.9, Em(T
p)/Em(T ) is over-convergent if and only if |p−w| ≤ |p|m+2. Let us now
show (3)⇒ (1). Since (3) and (4) are equivalent, we see that Ej(T p)/Ej(T ) is over-
convergent, for all j = 0, . . . ,m. Let λ = (λ0, . . . , λm) and λ
(F¯) := (λ
(F¯)
0 , . . . , λ
(F¯)
m ).
We can suppose λ
(F¯)
j = λ
p
j , ∀ j = 0, . . . ,m. Indeed, the Witt vector η := λ
(F¯) −
(λp0, . . . , λ
p
m) = (η0, . . . , ηm) ∈ Wm(OH) satisfies |ηj | < 1, ∀ j = 0, . . . ,m. Hence
ed(λ
(F¯), T p) = ed(η, T
p) · ed((λ
p
0, . . . , λ
p
m), T
p), and the function ed(η, T
p) is over-
convergent by the Reduction Theorem 2.21. Now, by equation (2.2.4), we have
(2.2.20)
ed((λ
p
0, . . . , λ
p
m), T
p)
ed(λ, T )
=
m∏
j=0
Em−j(λ
p
jT
npj+1)
Em−j(λjT np
j)
.
Since Em−j(T
p)/Em−j(T ) is over-convergent, for all j = 0, . . . ,m, all factors
Em−j(λ
p
jT
npj+1)/Em−j(λjT
npj) are over-convergent. 
Remark 2.29. In this Theorem we do not need the existence of an absolute Frobe-
nius onH . This is due to the fact that the isomorphism class of Md(λ) depends only
on the reduction λ¯ ∈ Wm(kH), and kH is endowed naturally with the Frobenius
given by the p-th power map.
Remark 2.30. We will generalize this Theorem for all rank one differential equa-
tions (cf. Theorem 3.4). Let us show how to recover, from 2.28, the Frobenius
structure Theorem in the usual sense. Let λ ∈Wm(OH) be a lift of λ¯ ∈Wm(kH).
Suppose that w = p, in order to apply Theorem 2.28. Suppose that σ : H∞ → H∞
is an absolute Frobenius (cf. 1.23) such that πσj = πj , for all j ≥ 0, and such
that σ(H) ⊆ H . By Corollary 2.27, we have ϕσ(ed(λ, T )) = ed(λ
σ, T p), and hence
ϕ∗σ(M˜d(λ)) = M˜pd(V(λ
σ)). By 2.21, the isomorphism class of M˜pd(V(λ
σ)) depends
only on the reduction V(λσ) = VF¯(λ¯) ∈ Wm+1(kH∞), so M˜pd(V(λ
σ)) is isomor-
phic to Mpd(VF¯(λ)) over RH∞ . Then Theorem 2.28 gives us the usual Frobenius
structure. Indeed,
ϕ∗σ(M˜d(λ))
∼
−−−−−→
Cor.2.27
M˜p·d(V(λ
σ))
∼
−−−−−→
Th.2.21
Mp·d(VF¯(λ¯))
∼
−−−−−→
Th.2.28
M˜d(λ) .
Remark 2.31. Let ϕ∗p be the p-th ramification map (cf. 1.2.4), and let λ ∈ OH .
We observe that we can not have an isomorphism M1(λ)
∼
→ (ϕ∗p)
h(M1(λ)), for
all λ and all h ≥ 1. In other words there exists module which do not admits a
“ramification structure”. For example, suppose that λ is such that λ¯p
r
6= λ¯ in kH ,
for all r ≥ 0 (i.e. λ¯ /∈ Falgp ). Then exp(π0λT
p)/ exp(π0λT ) is not over-convergent.
Indeed, for all liftings λ(F¯
r) ∈ OH of λ¯p
r
we have |λ(F¯
r) − λ| = 1, then
exp(π0λT
p)
exp(π0λT )
=
e1(λ, T
p)
e1(λ, T )
=
e1(λ
(F¯r), T p)
e1(λ, T )
· e1(λ − λ
(F¯r), T p) ,
and while e1(λ
(F¯r), T p)/e1(λ, T ) is over-convergent, the function e1(λ − λ(F¯
r), T p)
is not over-convergent, since the reduction of λ(F¯
r) − λ is not 0 in kH (cf. 2.21).
2.3. Deformation of the Artin-Schreier complex into the Kummer
complex.
Hypothesis 2.32. From now on, we will suppose w = p in order to have the
Theorem 2.28. Then GP
∼
→ Ĝm, the formal multiplicative group (cf. 1.45). We fix
moreover a generator π = (πj)j≥0 of T(GP ).
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In this section L will be a complete valued field, containing (Qp, |.|), and en-
dowed with an absolute Frobenius ϕ : OL → OL (i.e. a lifting of the map x 7→ xp
of kL).
We set as usual Lm := L(πm) and L∞ := ∪mLm. We denote by km (resp.
k∞) the residue field of Lm (resp. L∞). We fix an algebraic closure L
alg of L, then
kalgL := kLalg is an algebraic closure of kL. Let k
sep
L (resp. k
sep
m , k
sep
∞ ) be the separable
closure of kL (resp. km, k∞) in k
alg
L (we recall that kL is not supposed to be perfect).
We denote by L̂unr (resp. L̂unrm ) the completion of the maximal unramified extension
of L (resp. Lm) in L
alg. We set GkL := Gal(k
sep
L /kL), Gkm := Gal(k
sep
m /km),
GL := Gal(L
alg/L), and GLm := Gal(L
alg
m /Lm).
Remark 2.33. Let k0L = k
sep
L ∩ km be the separable closure of kL in km and let
L0 := W(k0L) ⊗W(kL) L = L̂
unr ∩ Lm. The extension km/k
0
L is purely inseparable
(i.e. for all x ∈ km there exists r ≥ 0 such that xp
r
∈ k0L), so Gal(km/k
0
L) = 1, and
we have a canonical identification Gkm := Gal(k
sep
m /km)
∼
−→ Gal(ksepL /k
0
L). Hence
Gkm is naturally contained in GkL :
(2.3.1)
Lm ⊆ L̂unrm
⊆ ⊆
L ⊆ L0 ⊆ L̂unr
km ⊆ ksepm
⊆ ⊆
kL ⊆ k0L ⊆ k
sep
L .
All these extensions are normal. We will identify Gkm with Gal(L̂
unr
m /Lm), and
GkL with Gal(L̂
unr/L). In this way Gkm acts naturally on L̂
unr.
Remark 2.34. The absolute Frobenius ϕ extends uniquely to all unramified ex-
tensions of L, and hence it commutes with the action of GkL . It extends also (not
uniquely) to an absolute Frobenius ϕ˜ of Lm. Indeed, since ϕ extends uniquely to
L0, then to prove the existence of ϕ˜ one can assume that L = L0, and hence km
is a purely inseparable extension of kL = k
0
L. Since the map x 7→ x
p of kL extends
uniquely to km, then every field morphism ϕ˜ : Lm → Lm extending ϕ is an absolute
Frobenius of Lm. Such a ϕ˜ exists since, by [Bou59, §6, no1, prop.1], ϕ extends to
a Qp-linear morphism ϕ˜ : L
alg → Lalg, inducing an automorphism of Qp(πm).
In general there is no absolute Frobenius on Lm satisfying ϕ(πm) = πm. Indeed
if L is totally ramified over Qp, and if ϕ = IdL, then the unique extension of ϕ
to Lm, fixing πm, is the identity. On the other hand Lm/Qp is not always totally
ramified, hence the identity of Lm is not always an absolute Frobenius
2.
In the sequel of the paper we will never use such a ϕ˜, hence we do not fix it.
On the other hand, we need the existence of ϕ because the functor of Witt vec-
tors of finite length Wm(−) is not canonically endowed with an additive functorial
Frobenius morphism (see remark 2.44 to improve this situation).
Definition 2.35. For λ := (λ0, . . . , λm) ∈Wm(OL), we set
(2.3.2) θ
(ϕ)
d (λ, T ) :=
ed(ϕ(λ), T
p)
ed(λ, T )
.
To simplify the notations, we will write θd(λ, T ) if no confusion is possible.
2Indeed let p = 3, m = 0, and L := Qp(πP,0), where P (X) is the Lubin-Tate series P (X) =
−3X +X3. If ξ31 = 1 is a primitive root of unity, then L0 = Qp(πP,0, ξ1) is not totally ramified
since the element x := eπ/πP,0, where eπ = (ξ1 − 1), verifies |x| = 1 and x6 = −1, indeed
x9 = ( epi
piP,0
)9 = (−3epi−3epi
2
3piP,0
)3 = −ξ31x
3 = −x3. But there is no element x in F3 verifying x6 = −1.
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Example 2.36. Let d = 1 and P (X) = pX + Xp (cf. 1.44). Then π0 is the “π
of Dwork”, and θ1(1, T ) = exp(π0(T
p − T )) is the usual Dwork splitting function.
While in general, if λ ∈ OL, we have θ1(λ, T ) = exp(π0(ϕ(λ)T p − λT )).
The following Theorem shows that the over-convergent function λ 7→ θ(λ, 1) is
a splitting function in a generalized sense with respect to Dwork (cf. [Dwo82, §4,
a),p.55]). In a paper in preparation we shall analyse such functions in detail.
Definition 2.37. Set Oϕ=1L := {λ ∈ OL | ϕ(λ) = λ} and O
ϕ=1
L := O
ϕ=1
L /(O
ϕ=1
L ∩
pL). We see that O
ϕ=1
L = Fp.
Theorem 2.38. Let ap = a ∈ OL, and let λ ∈Wm(O
ϕ=1
L ). Then θ
(ϕ)
d (λ, a) is a
pm+1-th root of 1. Moreover the group morphism
θ
(ϕ)
d (−, a) :Wm(O
ϕ=1
L ) −→ µpm+1 ⊂ Zp[πm]
factorizes on Wm(O
ϕ=1
L ) =Wm(Fp) = Z/p
m+1Z and defines an isomorphism
(2.3.3) θ
(ϕ)
d (−, a) : Z/p
m+1Z
∼
−−−→ µpm+1 .
More precisely the image of 1 ∈ Z/pm+1Z is the inverse of the unique primitive
pm+1-th root of 1, say ξm, satisfying
(2.3.4) |anπm − (ξm − 1)| < |a
nπm|.
In particular, if a = 1, then ξm is the p
m+1-th root of 1 defined in remark 1.49.
Proof : Let λ = (λ0, . . . , λm) ∈Wm(O
ϕ=1
L ). Let us show that θd(λ, a)
pm+1 =
1. Indeed T 7→ ed(λ, T )p
m+1
is over-convergent (cf. 2.39), so θd(λ, a)
pm+1 =
ed(ϕ(λ), a
p)p
m+1
/ed(λ, a)
pm+1 = 1, since both numerator and denominator do make
sense and are equal. If |λj | < 1, for all j = 0, . . . ,m, then T 7→ ed(λ, T ) is over-
convergent (cf. reduction Theorem 2.21), hence both numerator and denominator
of the expression ed(λ, a
p)/ed(λ, a) do make sense and are equal. Let us show the
last assertion. By equation (2.2.19), we have
θd((1, 0 . . . , 0), T ) = Em(T
np)/Em(T
n)(2.3.5)
= exp(−pπm+1T
n) · epd([hFrob(πm+1)], T ).
By (2.2.3) this series lies in 1+πm+1TZp[πm+1][[T ]]. To show that this root is ξ
−1
m
it is sufficient to show that |θd((1, 0, . . . , 0), a)−1− ξm| < |πm| = |ξm− 1|. We work
therefore modulo the following sub group
C := {1 +
∑
ciT
i | ci ∈ Zp[πm+1] , |ci| < |πm| , for all i ≥ 1}.
We have exp(−pπm+1T n) ≡ 1 mod C. Let us consider (cf. definition (2.2.19))
(2.3.6) [hFrob(πm+1)] = [p− P (πm+1)/πm+1] = (ν0, . . . , νm+1).
Then ν0 = p− (πm/πm+1) and, since p = w, by Lemma 2.9, we have |νj | ≤ |πm+1|,
for all j = 0, . . . ,m + 1. By equation (2.2.4) we have epd([hFrob(πm+1)], T ) =∏m+1
j=0 Em+1−j(νjT
npj ). Moreover, we know that (cf. equation (2.2.3))
(2.3.7) Em+1−j(νjT
npj) = 1 + (things of valuation ≤ |πm+1−j · νj |) ,
for all j = 0, . . . ,m+ 1. Then
(2.3.8) θd((1, 0, . . . , 0), T )
−1 ≡ Em+1(ν0T
n)−1 mod C.
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Since |νp0 | = |πm|
p−1, it follows from (2.2.3) that only the first p − 1 terms of
Em+1(ν0T
n)−1 are greater than or equal to |πm|, that is
(2.3.9) Em+1(ν0T
n)−1 ≡ 1 + πm+1ν0T
n + · · ·+
(πm+1ν0T
n)p−1
(p− 1)!
mod C.
Since πm+1ν0 = p · πm+1 − πm, hence θd((1, 0, . . . , 0), T )−1 ≡ 1 + πmT n mod C.
Remark 2.39. Observe that T 7→ ed(λ, T )p
m+1
= ed(p
m+1λ, T ) is over-convergent
for all λ ∈Wm(OL), because the reduction of pm+1λ in Wm(kL) is 0 (cf. 2.21).
Remark 2.40. We recall that we do not fix an absolute Frobenius on Lm (cf.
remark 2.34).
Theorem 2.41. The following diagram is well-defined, commutative and functo-
rial, on the complete (or algebraic) unramified extensions of L
(2.3.10)
1 // µpm+1 // (Lm)×
f 7→fp
m+1
// (Lm)×
δKum // H1(GLm ,µpm+1) // 1
Wm(O
ϕ=1
L )
  //

OO
Wm(OL)
ϕ−1
//

θpm(−,1)
OO
Wm(OL)

epm(−,1)
pm+1
OO
0 // Z/pm+1Z //
≀
::
Wm(kL)
F¯−1
//Wm(kL)
δ // H1(GkL ,Z/p
m+1Z)
e:=epm(−,1)p
m+1
OO
// 0
where GLm := Gal(L
alg
m /Lm). More explicitly θpm(−, 1) induces the identification
(2.3.11) 1 7→ ξ−1m : Z/p
m+1Z
∼
−→ µpm+1 (cf. 2.38) ,
where ξm is the unique p
m+1-th root of 1 satisfying |(ξm−1)−πm| < |πm| (cf. 1.49).
Moreover e sends H1(GkL ,Z/p
m+1Z) in H1(Gkm ,µpm+1) ⊆ H
1(GLm ,µpm+1) via the
canonical diagram
(2.3.12) GkL
α

Gkm?
_oo
e(α)

Z/pm+1Z
17→ξ−1m
∼ // µpm+1
.
In other words the Artin-Schreier character γ 7→ α(γ) : GkL → Z/p
m+1Z is sent by
e into the Kummer character γ 7→ e(α)(γ) = ξ
−α(γ)
m : Gkm → µpm+1 . In particular
e(α) = 1 if and only if Gkm ⊆ Ker(α).
Proof : Let L′/L be an unramified extension, and let λ′ = (λ′0, . . . , λ
′
m) ∈
Wm(OL′). If L′/L is not complete, but algebraic, then the series θpm(λ
′, T ), and
epm(λ
′, T )p
m+1
, are convergent at T = 1, since the finite extension L({λ′i}i)/L is
complete. By 2.38, to show the commutativity it is enough to prove that e is
well-defined. Let λ ∈ Wm(OL) be such that δ(λ¯) = 0 (cf. diagram (1.4.1)). By
definition, there exist z,η ∈ Wm(OL), such that η = (η0, . . . , ηm), with |ηj | < 1,
for all j = 0, . . . ,m, and λ = ϕ(z)− z + η. Hence
(2.3.13) epm(λ, 1)
pm+1 = θpm(z, 1)
pm+1 · epm(η, 1)
pm+1 .
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Then epm(λ, 1)
pm+1 ∈ (OLm)
pm+1 . In other words, even if the symbol epm(λ, 1)
has no meaning, the number epm(λ, 1)
pm+1 is the pm+1-th power of the number
θpm(z, 1) · epm(η, 1) of Lm. Hence δKum(epm(λ, 1)p
m+1
) = 1.
Let us show that the map e works as indicated in the diagram (2.3.12). Let
α = δ(λ¯), and let λ ∈Wm(OL) be an arbitrary lifting of λ¯ ∈Wm(kL). By 2.42,
an easy induction on m shows that there exists ν ∈Wm(ObLunr) such that
(2.3.14) ϕ(ν)− ν = λ .
By definition (cf. (1.4.1)), for all γ1 ∈ GkL , we have α(γ1) = γ1(ν)−ν ∈ Z/p
m+1Z.
On the other hand, by definition, e¯(α) is the Kummer character of GLm defined by
epm(λ, 1)
pm+1 , and is given by e¯(α)(γ) = γ(y)/y, for all γ ∈ GLm , where y is an
arbitrary root of the equation Y p
m+1
= epm(λ, 1)
pm+1 . We let y := θpm(ν, 1). Then
(2.3.15) e(α)(γ) = γ(y)/y = γ(θpm(ν, 1))/θpm(ν, 1) = θpm(γ(ν)− ν, 1) ∈ µpm+1 ,
because γ(πm) = πm, since γ ∈ GLm . Now γ(ν)−ν ∈ O
ϕ=1
L , because γ(ν) is again
a solution of the equation (2.3.14). By 2.38, the root θpm(γ(ν)−ν, 1) depends only
on the reduction of γ(ν)− ν in ksepL , and is equal to ξ
−α(γ)
m . 
Lemma 2.42. Let L have discrete valuation, and let L̂unr be the completion of the
unramified extension of L. Then for all λ ∈ ObLunr , the equation ϕ(ν) − ν = λ has
a solution in L̂unr.
Proof : The equation v¯p−v¯ = λ¯ has a solution in ksepL , hence |(ϕ(v)−v)−λ| < 1,
for all lifts v of v¯. Since L has discrete valuation, the lemma follows from an
induction on the value of the “error” η, in the equation ϕ(ν) − ν = λ+ η.
Theorem 2.43. Let L have discrete valuation. Let α = δ(λ¯) be the Artin-Schreier
character defined by λ¯ ∈Wm(kL) (cf. (1.4.1)). Let kα/kL be the separable exten-
sion of kL, defined by the kernel of α, and let Lα/L be the corresponding unramified
extension. Then
(2.3.16) Lα(πm) = Lm(θpm(ν, 1)) ,
where λ is an arbitrary lifting of λ¯ in Wm(OL), and ν ∈Wm(ObLunr) is a solution
of the equation ϕ(ν) − ν = λ. In other words, up to replacing L by Lm, the
extension Lα is generated by θpm(ν, 1).
Proof : Since both Lα(πm) and Lm(θps(ν, 1)) contain L
0 (cf. 2.33), and since
ϕ extends uniquely to L0, we can suppose L = L0. In this case e is injective, Lm/L
is totally ramified, and GkL can be identified with Gkm . Let us show the inclusion
Lm(θpm(ν, 1)) ⊆ Lα(πm). If Gkα := Gal(k
sep
L /kα) = Ker(α), then the inclusion fol-
lows from the fact that θpm(ν, 1) is fixed by Gkα(⊆Gkm
∼
−→Gal(L̂unrm /Lm)). Indeed,
for all γ ∈ Gal(L̂unrm /Lm), we have, as in the proof of 2.41,
(2.3.17) γ (θpm(ν, 1)) = θpm(γ(ν)− ν, 1) · θpm(ν, 1) = ξ
−α(γ)
m · θpm(ν, 1) ,
and if γ ∈ Gkα , we have α(γ) = 0. Then Lm(θpm(ν, 1)) ⊆ Lα(πm). In particular,
(2.3.18) [Lm(θpm(ν, 1)) : Lm] ≤ [Lα(πm) : Lm] = [kα,m : km] ,
where kα,m is the smallest field in k
sep
m containing km and kα (i.e. the sub-field of
ksepm fixed by Gkα acting on k
sep
m ). The inclusion Lα(πm) ⊆ Lm(θpm(ν, 1)) follows
from the equality [Lm(θpm(ν, 1)) : Lm] = [kα,m : km]. Indeed, since L0 = L,
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the map e is injective. Hence [Lm(θpm(ν, 1)) : Lm] = [kα : kL], because these two
degrees are equal to the cardinality of the cyclic Galois groups generated by e(α) and
α respectively. On the other hand, since kL = k
0
L, we have [kα : kL] = [kα,m : km].
Remark 2.44. The hypothesis of discreteness of L, in Theorem 2.43, and the hy-
pothesis of existence of ϕ can be removed as follows. Let Fp : Wm → Wm be
the map (λ0, . . . , λm) 7→ (λ
p
0, . . . , λ
p
m). Replace ϕ by Fp, and define θ
(Fp)
d (λ, T ) :=
ed(Fp(λ), T
p)/ed(λ, T ). Then Fp is defined for all extensions of L, and commutes
with the Galois action. It is easy to recover Theorems analogous to 2.38, 2.41,
and 2.43. In particular the analogues of diagram (2.3.10) is defined and func-
torial, on all complete (or algebraic) extensions of L. Observe that the map
λ 7→ θ
(Fp)
d (λ, T ) is not a group morphism, but induces again the group morphism
1 7→ ξ−1m : Z/p
m+1Z
∼
→ µpm+1 (cf. (2.3.3)), which is the reduction of the set
Wm(O
Fp=1
L ) := {λ ∈ Wm(OL) | Fp(λ) = λ}, formed by Witt vectors whose
entries are 0 or p− 1 roots of 1.
2.3.1. Application to the field E†K .
Remark 2.45. These methods apply to obtain a description of the Kummer ex-
tensions of EK (resp. E
†
K) coming by henselianity from an Artin-Schreier extension
of k((t)) (see below). This description is really entirely explicit, since the Kummer
generator θpm(ν, 1) is explicitly and directly given by the vector λ. Indeed, we will
give meaning to the expression θpm(ν, 1) = epm(λ, 1), and we do not need to find a
solution of the equation ϕ(ν)− ν = λ (cf. definition 3.1, and Theorem 4.57-(3)).
The precedent theory can be applied to the field L = EK , under the following
assumptions on K:
(2.3.19)


(1) K has a discrete valuation (used in 2.42).
(2) There exists an absolute Frobenius σ : K → K
(i.e. a lifting of the p− th power map of k).
Fixing an absolute Frobenius of EK , the theory applies without problems. Recall
that we can suppress these two hypothesis if necessary (cf. remark 2.44).
The situation is slightly different for the field E†K , because it is not complete.
Nevertheless the preceding results are still true for E†K . Let K satisfy (2.3.19), and
fix an absolute Frobenius ϕ : O†K → O
†
K , extending σ, by choosing ϕ(T ) in O
†
K ,
lifting tp ∈ E = k((t)) (cf. 1.23).
Remark 2.46. Since ϕ(T ) ∈ O†K is a lifting of t
p ∈ E, hence there exists 0 < εϕ < 1
such that ϕ(AKm(I
p)) ⊆ AKm(I), where I =]1− εϕ, 1[ .
Theorem 2.47 ([Cre87, 4.2],[Mat95, 2.2]). If K has discrete valuation, then O†K
is Henselian, hence we have a bijection
{Finite unramified extensons of E†K}
∼
 {Finite separable extensions of E = k((t))} .
Proposition 2.48. Let f (T ) ∈ Wm(O
†
K), then both series θpm(f(T ), 1) and
epm(f (T ), 1)
pm+1 lies in O†Km . Moreover if u(T ) = (u0(T ), . . . , us(T )) ∈Ws(O
†
Ks
)
is such that |ui(T )|1 < 1, for all i, then eps(u(T ), 1) makes sense, and lies in O
†
Ks
.
Proof : Let ε > 0 be such that f(T ) ∈Ws(AK(]1 − ε, 1[)). For all compact
J ⊂]1 − ε, 1[, the algebra AK(J) is complete with respect to the absolute value
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‖f(T )‖J := supρ∈J |f(T )|ρ. Hence epm(f(T ), 1)
pm+1 ∈Wm(AKm(J)), for all com-
pact J ⊂]1 − ε, 1[, and then epm(f(T ), 1)p
m+1
∈ Wm(AKm(]1 − ε, 1[)). On the
other hand, θpm(f(T ), Z) ∈ 1 + πmZOEKm [[Z]] is a series in Z depending only on
f(T ) and ϕ(f (T )). By 2.46, there exists ε′ such that both f(T ) and ϕ(f (T )) lie
in Wm(AK(]1 − ε′, 1[)). Hence as before θpm(f (T ), Z) ∈ 1 + πmAKm(J)[[Z]], for
all compact J ∈]1− ε′, 1[, and hence θpm(f (T ), Z) ∈ 1 + πmZAKm(]1− ε
′, 1[)[[Z]].
The assertion on u(T ) follows from 2.21, and the same considerations.
Corollary 2.49. The diagram (2.3.10) can be computed for E†K instead of L. The
other assertions of Theorems 2.41 and 2.43 remain true (see diagram (0.0.7)). In
particular, if α = δ(f (t)) is the Artin-Schreier character defined by f(t) ∈Wm(E),
and if Eα/E is the separable extension defined by the kernel of α, then the (Kummer)
unramified extension of E†Km , whose residue field is Eα, is E
†
Km
(θpm(ν, 1)), where
ν is a solution of ϕ(ν)− ν = f(T ), for an arbitrary lifting f (T ) of f (t).
Proof : Let Fα/E be the separable Artin-Schreier extension defined by f(T ) ∈
Wm(E), and let F†α be the corresponding unramified extension of E
†
K . Let ν ∈
Wm(Ê
unr
K ) be a solution of ϕ(ν)− ν = f(T ). The non trivial fact is that θpm(ν, 1)
lies in F†α(πm) and not only in its completion, say Fα(πm). In other words, we
shall show that F†α(πm) = E
†
Km
(θpm(ν, 1)). Both E
†
Km
(θpm(ν, 1)) and F†α(πm) are
unramified over E†,0K = E
†
Km
∩E†,unrK , since their completions are unramified. More-
over, by Theorem 2.43, they have the same residue field, since this last coincides
with that of their completions. By unicity (cf. 2.47), they are equal. 
Remark 2.50. This corollary generalize [Mat95, 3.8].
Remark 2.51. The study of a generic Artin-Schreier character, given by f(T ) ∈
W(O†K), will be reduced to the case f (T ) ∈Ws(OK [T
−1]) (cf. 2.52, 3.2, 3.20).
Lemma 2.52. Let f(T ) ∈Wm(O
†
Km
), then there exist f˜ (T ) ∈Wm(OKm [[T ]][T
−1])
and u(T ) = (u0(T ), . . . , um(T )) ∈ Wm(O
†
Km
) such that |uj(T )|1 < 1 for all
j = 0, . . . ,m and f(T ) = u(T ) + f˜(T ). In particular θpm(ν, 1) = epm(u(T ), 1) ·
θpm(ν˜, 1), where ν˜ is a solution of ϕ(ν˜)− ν˜ = f˜(T ).
Proof : This is evident for m=0. By induction the lemma follows from the
following relation valid for Witt vectors in general ([Bou83a, ch.10,§1,Lemme4]):
(2.3.20) (f0(T ), . . . , fm(T )) = (f0(T ), 0, . . . , 0) + (0, f1(T ), . . . , fm(T )) .
3. Classification of rank one differential equations over RK∞
Throughout this second part, we will not need the results of Section 2.3.
Namely, (K, |.|) is only a complete ultrametric field containing (Qp, |.|), and we
will not suppose that K satisfies (2.3.19), nor that its residue field is perfect. We
fix a Lubin-Tate group GP , isomorphic to Ĝm, and fix a generator π = (πj)j≥0 of
the Tate module T (GP ).
We recall that Ks = K(πs), and that ks is its residue field (cf. 1.46). For all
algebraic extension H/K, we set Hs := H(πs). The residue fields of H and Hs are
denoted by kH and kHs respectively. We set Es := ks((t)).
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3.0.2. The starting point of the classification is the equation
(3.0.21) θps(ν, 1)
ps+1 = eps(f (T ), 1)
ps+1 ,
with the notations of Corollary 2.49 and diagram (0.0.7). In some cases the symbol
eps(f(T ), 1) does make sense, and the interesting “Kummer generator” θps(ν, 1) is
equal to eps(f(T ), 1). We will show that all rank one solvable differential equations
over RKm admit, in some basis, such an exponential as solution.
Definition 3.1. Let f−(T ) ∈Ws(T−1OK [T−1]), then we set
(3.0.22) eps(f
−(T ), 1) := exp
(
πsφ
−
0 (T ) + πs−1
φ−1 (T )
p
+ · · ·+ π0
φ−s (T )
ps
)
,
where φ−j (T ) is the j-th phantom component of f
−(T ) = (f−0 (T ), . . . , f
−
s (T )).
Remark 3.2. Clearly φ−j (T ) lies in T
−1OK [T−1], for all j = 0, . . . , s, and hence
the expression 3.1 converges T−1-adically. Moreover,
(3.0.23) eps(f
−(T ), 1) =
s∏
j=0
Es−j(f
−
j (T )) ∈ 1 + πsT
−1OKs [[T
−1]] .
In particular, eps(f
−(T ), 1) is convergent for |T | > 1. As mentioned in Remark
2.51, Lemmas 2.52, 3.15, and 4.22, will be useful to reduce the study of θps(ν, 1),
with ϕ(ν)− ν = f(T ), to the case in which f (T ) ∈Ws(OK [T−1]).
3.1. Survey of the Results.
Remark 3.3. For all algebraic extensions H/K, the function (cf. 3.1)
(3.1.1) f−(T ) 7→ eps(f
−(T ), 1)
defines a group morphism (as we can see by considering the phantom components)
(3.1.2) eps(−, 1) :Ws(T
−1OH [T
−1]) −→ 1 + πsT
−1OHs [[T
−1]] .
Indeed f−(T ) involve only a finite numbers of coefficients of H , then the series
eps(f
−(T ), 1) lies in a finite (and hence complete) extension of K.
Let f−(T ) ∈Ws(T−1OH [T−1]), we set
(3.1.3) L(0,f−(T )) = ∂T − ∂T,log(eps(f
−(T ), 1)).
Observe that 1+ πsT
−1OHs [[T
−1]] is not contained in EHs = EK ⊗K Hs. However,
every series in this multiplicative group is convergent for |T | > 1 (cf. 3.2). Then,
by 1.6 and by continuity of the radius, L(0,f−(T )) is solvable over RHs .
Theorem 3.4 (Main Theorem). Let M be a rank one solvable differential module
over RK∞ (i.e. over RKm , for some m ≥ 0, or over RK (cf. 1.18)). Then there
exists a basis of M such that
(1) the 1×1 matrix of the derivation of M lies in AK(]0,∞])∩OK [[T ]][T−1];
(2) there exist an s ≥ 0, and a Witt vector f−(T ) ∈Ws(T−1OKs [T
−1]) such
that the Taylor solution (cf. (1.2.3)) of M , at ∞, is
(3.1.4) T a0 · eps(f
−(T ), 1) ,
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with a0 ∈ Zp. In particular M is defined (in this basis) by the operator
L(a0,f
−(T )) := ∂T − ∂T,log
(
T a0 · eps(f
−(T ), 1)
)
= ∂T − a0 +
s∑
j=0
πs−j
j∑
i=0
f−i (T )
pj−i∂T,log(f
−
i (T )).(3.1.5)
Moreover the isomorphism class of M depends bijectively on
- the class of a0 in Zp/Z;
- the Artin-Schreier character α := δ(f−(t)) defined by the reduction f−(t) ∈
Ws(Es) of f
−(T ).
Definition 3.5. Wewill denote indifferently by M(a0, α), M(a0,f
−(t)) or M(a0,f
−(T )),
the differential module defined by L(a0,f
−(T )).
Assume the point (1) and (2) of the Theorem 3.4. Then the last assertion can
be translated in terms of π-exponentials as follow. Recall that p = w (cf. 2.28).
Theorem 3.6. Let f−(T ) ∈Ws(T−1OKs [T
−1]), and let f−(t) ∈Ws(t−1ks[t−1])
be its reduction. Then
(3) If f˜
−
(T ) ∈Ws(T−1OKs [T
−1]) is another lifting of f−(t), then
(3.1.6)
eps(f
−(T ), 1)
eps(f˜
−
(T ), 1)
= eps(f
−(T )− f˜
−
(T ), 1)
is convergent for |T | > 1− ε, for some ε > 0 (i.e. lies in RKs).
(4) If f−
(F¯)
(T ) ∈Ws(T−1OKs [T
−1]) is an arbitrary lifting of F¯(f−(t)), then
(3.1.7)
eps(f
−
(F¯)
(T ), 1)
eps(f
−(T ), 1)
= eps(f
−
(F¯)
(T )− f−(T ), 1)
is convergent for |T | > 1− ε′, for some ε′ > 0 (i.e. lies in RKs).
(5) Conversely the function eps(f
−(T ), 1) lies in RKs if and only if the equa-
tion F¯ (ν¯−)− ν¯− = f−(t) has a solution ν¯− ∈Ws(t−1ks[t−1]).
Notation 3.7. The point (5) will be called the Frobenius Structure Theorem.
3.1.1. By the Main Theorem 3.4, definition 3.1 and by rule 1.2, it follows that,
for all s ≥ 0, and for all algebraic extensions H/K, we have an exact sequence of
abelian groups (functorial on the algebraic extensions H of K)
(3.1.8) Ws(t
−1kH [t
−1])
F¯−1
−−−→Ws(t
−1kH [t
−1])
M(0,−)
−−−−−→ Picsol(RHs) .
On the other hand, it follows from the definition 3.1, that we have
(3.1.9) eps+1(V(f
−(T )), 1) = eps(f
−(T ), 1) .
Hence, for all s ≥ 0, we have the following functorial commutative diagram
(3.1.10) Ws(t
−1kH [t
−1])
F¯−1 //
⊙V

Ws(t
−1kH [t
−1])
M(0,−) //
V

Picsol(RHs+1)
Ws+1(t
−1kH [t
−1])
F¯−1 //Ws+1(t−1kH [t−1])
M(0,−)
66
l
l
l
l
l
l
l
l
l
l
l
l
l
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This shows, by passing to the inductive limit, that we again have an exact sequence
(3.1.11) CW(t−1kH [t
−1])
F¯−1
−−−→ CW(t−1kH [t
−1])
M(0,−)
−−−−−→ Picsol(RH∞) .
The group Zp/Z has no p-torsion element. On the other hand, every element of
CW(t−1kH [t
−1]) is killed by a power of p. Since we are assuming that all solutions
are of the form (3.1.4), this proves the following
Lemma 3.8. Let H be an algebraic extension of K∞. The image of M(0,−) is the
sub-group of the p-torsion elements of Picsol(RH), and if H/K∞ is Galois, then
Picsol(RH) is isomorphic, as Gal(H/K∞)-module, to the direct sum of Zp/Z with
the image of M(0,−). 
Corollary 3.9. The map (a0, α) 7→ M(a0, α) induces an isomorphism
(3.1.12) Zp/Z⊕
CW(t−1k∞[t
−1])
(F¯− 1)CW(t−1k∞[t−1])
M(−,−)
−−−−−→
∼
Picsol(RK∞) .
Proof : By Galois descent M(−,−) induces an isomorphism, with kperf∞ :=
(kalg)Gal(k
alg/k∞) instead of k∞. But actually, the co-vector quotient is invariant
under inseparable extension of k∞ as explained in subsection 3.1.3 below. 
3.1.2. On the other hand, it is well known that (cf. lemma 3.15 and 3.20)
H1
(
Gal
(
k∞((t))
sep/k∞((t))
)
,Qp/Zp
)
= P(k∞)⊕H
1
(
Gal
(
ksep∞ /k∞
)
,Qp/Zp
)
,
where P(k∞) is the character group of PE∞ , with E∞ = k∞((t)) (cf. 1.41). More
precisely we have the following (for a more convenient description of P(κ) see 4.1)
Lemma 3.10. For all fields κ of characteristic p > 0, one has
(3.1.13) P(κ) =
CW(t−1κ[t−1])
(F¯− 1)CW(t−1κ[t−1])
.
Proof : This will follow from 3.15 and 3.20. 
3.1.3. Furthermore we have P(kperf∞ ) = P(k∞), because, by Remark 1.36 (or
1.38), the Artin-Schreier complex is stable under purely inseparable extensions, that
is Gal(kperf,sep∞ /k
perf
∞ ) = Gal(k
sep
∞ /k∞). In other words, for all r ≥ 0, the co-vectors
f−(t) = (. . . , 0, f−0 (t), . . . , f
−
s (t)) and F¯r(f
−(T )) = (. . . , 0, f−0 (t)
pr , . . . , f−s (t)p
r
)
have the same image in the right hand quotient of equation (3.1.13).
3.2. Proofs of the statements. We first prove the statements (3), (4), and
(5) of Theorem 3.6. The idea is to express eps(f
−(T ), 1) as a product of π-
exponentials of the type ed(λ, T
−1). The main tool will be the notion of s-co-
monomial which reduce the study to π-exponentials (see equation (3.2.5)). The
principal lemma will be 3.13.
Definition 3.11. Let H/K be an algebraic extension. Let d = npm > 0, (n, p) = 1.
Let s ≥ 0. We will call s-co-monomial of degree −d relative to λ := (λ0, . . . , λm) ∈
Wm(OH) the Witt vector in Ws(T−1OH [T−1])
(3.2.1)
λT−d := (
s−m︷ ︸︸ ︷
0, . . . , 0, λ0T
−n, λ1T
−np, . . . , λmT
−d) if m ≤ s ,
λT−d := (λm−sT
−npm−s , λm−s+1T
−npm−s+1, . . . , λmT
−d) if m ≥ s .
We denote by W
(−d)
s (OH) the sub-group of Ws(T−1OH [T−1]) formed by s-co-
monomials of degree −d, and by W
(−d)
s (kH) its image in Ws(t
−1kH [t
−1]).
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Remark 3.12. By looking at the phantom components we find an isomorphism of
groups W
(−d)
s (OH)
∼
→Wmin(s,m)(OH), and hence W
(−d)
s (kH)
∼
→Wmin(s,m)(kH).
Lemma 3.13. Let now H/K be an algebraic extension. Let d = npm > 0, (n, p) =
1, let s ≥ 0, and let λ := (λ0, . . . , λm) ∈Wm(OH). If m ≤ s, we have
(3.2.2) eps(λT
−d, 1) = ed(λ, T
−1) .
Proof : The phantom vector of (0, . . . , 0︸ ︷︷ ︸
s−m
, λ0T
−n, λ1T
−np, . . . , λmT
−d), is
(3.2.3) 〈0, . . . , 0, ps−mφ0T
−n, ps−mφ1T
−np, . . . , ps−mφmT
−d〉,
where 〈φ0, · · · , φm〉 is the phantom vector of (λ0, . . . , λm). The proof follows im-
mediately from the definitions 3.1 and (2.2.2). 
Definition 3.14. For all algebraic extensions H/K we set EH := kH((t)).
Lemma 3.15. For all s ≥ 0, there is a (functorial) decomposition
(1) Ws(EH) = ⊕d>0W
(−d)
s (kH)⊕Ws(kH)⊕Ws(tkH [[t]]) ;
(2) Ws(OH [[T ]][T−1]) = ⊕d>0W
(−d)
s (OH)⊕Ws(OH)⊕Ws(TOH [[T ]]).
Proof : Let s = 0, then kH((t)) = ⊕d>0kH t−d ⊕ kH ⊕ tkH [[t]]. The proof
follows easily by induction from (2.3.20).
Remark 3.16. Witt vectors in ⊕d>0W
(−d)
s (OH) (resp. Ws(OH),Ws(TOK [[T ]]))
have their phantom components in T−1OH [T−1] (resp. OH , TOK [[T ]]).
Corollary 3.17. We have a (functorial) decomposition
Ws(T
−1OH [T
−1]) = ⊕d>0W
(−d)
s (OH) , Ws(t
−1kH [t
−1]) = ⊕d>0W
(−d)
s (kH) .
Proof : The inclusion ⊆ follows by Remark 3.16. Since all monomials belong
to Ws(T
−1OH [T−1]) we have the inclusion ⊇. The right hand equality follows
from the first one by reduction. 
Definition 3.18. For all f (T ) ∈Ws(OH [[T ]][T−1]), we will denote by
(3.2.4) f (T ) = f−(T ) + f0 + f
+(T )
the unique decomposition of f (T ) satisfying f−(T ) ∈ Ws(T−1OH [T−1]), f0 ∈
Ws(OH), f
+(T ) ∈Ws(TOH [[T ]]) (cf. 3.15). The same notation will be used for
a Witt vector f(t) ∈Ws(EH).
Remark 3.19. By (1.4.1), we then have a corresponding decomposition of α :=
δ(f(t)), i.e. α = α− + α0, (α
+ = 0 by 3.20), with α− = δ(f−(t)), and α0 = δ(f0).
This shows that Gal(EsepH /EH)
ab = Gal(ksepH /kH)
ab ⊕ IabEH , where EH = kH((t)) .
Proposition 3.20. Ws(tkH [[t]]) ⊆ (F¯− 1)Ws(tkH [[t]]), for all s ≥ 0.
Proof : Since EH is complete, by 1.35, Ws(EH) is complete. Let f
+
(t) ∈
Ws(tkH [[t]]). Then the series g
+(t) := −
∑
i≥0 F¯
i(f
+
(t)) is Cauchy for this topol-
ogy, and hence converges in Ws(EH). Moreover f
+
(t) = F¯(g+(t))− g+(t).
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Remark 3.21. LetH/K be an algebraic extension and let f−(T ) ∈Ws(t−1OH [t−1]).
Let vp(−) be the p-adic valuation (namely vp(d) = m if d = npm, (n, p) = 1).
Let f−(T ) =
∑
d>0 λdT
−d, with λd ∈ Wvp(d)(kH) be its decomposition in s-co-
monomials of degree −d. We can suppose s≫ 0 (cf. (3.1.9)), then
(3.2.5)
eps(f
−(T ), 1) = eps(
∑
d>0
λdT
−d, 1) =
∏
d>0
eps(λdT
−d, 1)
3.13
=
∏
d>0
ed(λd, T
−1).
Then eps(f
−(T ), 1) is a (finite) product of elementary π-exponentials. In terms of
differential modules, we have M(0,f−(T )) = ⊗d>0M(0,λdT−d). Hence, by 1.2, the
study can be reduced to π-exponentials.
3.2.1. Proof of the statements (3), (4), (5) of Theorem 3.6:
Notation 3.22. For all d > 0, we set d = npm, with (n, p) = 1 and vp(d) := m. In
the sequel the letters n and m will indicate always this decomposition.
By Lemma 3.13, for all d appearing in the product (3.2.5), we have (cf. 2.17)
(3.2.6) Ld(λd) = L(0,λdT
−d) , M˜d(λd) = M(0,λdT
−d) ,
where λdT
−d is the s-co-monomial of degree −d attached to λd ∈Wvp(d)(OH) (cf.
3.11). Actually, by the rule (3.1.9), we can suppose s ≫ vp(d) =m, for all d > 0
appearing in the (finite) product (3.2.5).
The assertions (3) and (4) are consequences of the Reduction Theorem 2.21,
and the Frobenius Structure Theorem for π-exponentials 2.28, respectively. Let us
prove the assertion (3). We decompose f−(T )− f˜
−
(T ) in s-co-monomials of degree
−d, f−(T )− f˜
−
(T ) =
∑
d λdT
−d, with λd ∈Wvp(d)(OH) (cf. 3.15). Then
(3.2.7) eps(f
−(T )− f˜
−
(T ), 1) =
∏
d>0
eps(λdT
−d, 1)
3.13
=
∏
d>0
ed(λd, T
−1) .
The over-convergence of eps(f
−(T )−f˜
−
(T ), 1) will result from the over-convergence
of every ed(λd, T
−1). In order to apply the Reduction Theorem 2.21, we shall show
that the reduction λd of λd is 0, for all d > 0. Since the reduction of f
−(T )−f˜
−
(T )
is 0, it follows from Lemma 3.15 that the reduction of λdT
−d in W
(−d)
s (kH) is 0,
for all d > 0. By Remark 3.12, for all d > 0, we have an isomorphism λdT
−d 7→
λd :W
(−d)
s (OH)
∼
→Wvp(d)(OH). Hence λd = 0 in Wvp(d)(kH), for all d > 0.
The proof of (4) follows the same lines. Namely, by the assertion (3), the isomor-
phism class of M(0,f−(T )) depends only on the reduction f−(t) ∈Ws(t−1kH [t−1])
of f−(T ). As usual, we decompose f−(t) =
∑
d>0 λ¯dt
−d, with λ¯dt
−d ∈W
(−d)
s (kH).
The morphism F¯ :Ws(EH)→Ws(EH) sends the monomial λ¯dt−d into F¯(λ¯d)t−pd,
Hence F¯(f−(t)) =
∑
d>0 F¯(λ¯d)t
−pd. Then
M(0,f−(t))
∼
→ ⊗d>0Md(λ¯d)
∼
−−−→
2.28
⊗d>0Mpd(VF¯(λ¯d))
∼
→ M(0, F¯(f−(t))) ,
where the last isomorphism follows from the fact that V(F¯(λ¯d)t
−pd) and F¯(λ¯d)t
−pd
define the same differential module (cf. (3.1.9)).
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The proof of the assertion (5) of Theorem 3.6 follows from assertions (3) and
(4) of Theorem 3.6 in the following way. Suppose that eps(f
−(T ), 1) is over-
convergent. We want to show that the equation F¯(ν¯) − ν¯ = f−(t) has a solu-
tion ν¯ ∈ Ws(t−1kH [t−1]). In other words, we shall show that f
−(t) belongs to
(F¯ − 1)Ws(t−1kH [t−1]). Let us write f
−(T ) =
∑
d>0 λdT
−d as a (finite) sum of
s-co-monomials. We need to replace f−(T ) by a more convenient Witt vector.
Definition 3.23. A Witt vector f−p (T ) ∈ Ws(T
−1OH [T−1]) is called pure if its
decomposition in s-co-monomials is a (finite) sum of the type
(3.2.8) f−p (T ) =
∑
n∈Jp
λnpm(n)T
−npm(n) ,
where Jp = {n ∈ Z | (n, p) = 1 , n > 0}, and λnpm(n) ∈Wm(n)(OH).
Remark 3.24. ∂T,log(eps(f
−
p (T ), 1))=
∑
n∈Jp
−n
∑m(n)
j=0 πm(n)−jφnpm(n),jT
−npj, where
〈φnpm(n),0, . . . , φnpm(n),m(n)〉 is the phantom vector of λnpm(n) . In this case the co-
efficients of the differential equation are simpler and directly related to λnpm(n)
instead of λnpm(n)T
−npm(n) . This will be useful for explicit computations (cf. 4.31).
Lemma 3.25. Let f−p (T ) ∈ Ws(T
−1OH [T−1]) be a pure Witt vector. The expo-
nential eps(f
−
p (T ), 1) is over-convergent if and only if f
−
p (t) = 0. Moreover,
(3.2.9) Irr
(
M(0,f−p (T ))
)
= max
n∈Jp
Irr
(
Mnpm(n)(λnpm(n))
)
.
Proof : Write M(0,f−p (T )) = ⊗n∈JpM(0,λnpm(n)T
−npm(n)). The irregularity
of M(0,λnpm(n)T
−npm(n))
∼
−−−−→
(3.2.6)
M˜npm(n)(λnpm(n)) is, by Theorem 2.21, a number
belonging to the set {0} ∪ {n · pm | m ≥ 0}. Hence, for different values of n, we
have different values of the p-adic slope of Mnpm(n)(λnpm(n)). Theorem 1.19 then
implies the equation (3.2.9). Suppose now that eps(f
−
p (T ), 1) is over-convergent,
then this irregularity is equal to 0. Hence all Mnpm(n)(λnpm(n)) are trivial, and
eps(λnpm(n)T
−npm(n) , 1) is over-convergent (i.e. lies in RH), for all n ∈ Jp. By
Theorem 2.21 this implies λnpm(n) = 0, for all n ∈ Jp. 
Assertion (5) of Theorem 3.6 follows then by point (1) of the following
Lemma 3.26. Let f−(T ) ∈Ws(T−1OH [T−1]). Then
(1) There exists a pure Witt vector f−p (T ) ∈Ws(T
−1OH [T−1]) such that
(3.2.10) f−(T )− f−p (T ) ∈ (F¯− 1)Ws(t
−1kH [t
−1]) .
In particular, by assertion (4) of Theorem 3.6 , eps(f
−(T )− f−p (T ), 1) is
over-convergent, and M(0,f−(T ))
∼
→ M(0,f−p (T )), over RHs ;
(2) There exists a pure Witt vector h−p (T ) ∈Ws(T
−1OH∞ [T
−1]) such that
(3.2.11) eps(f
−(T ), 1) = eps(h
−
p (T ), 1) .
Proof : Let us write f−(T ) =
∑
d>0 λdT
−d as a (finite) sum of s-co-monomials.
Write λdT
−d = (0, . . . , 0, λd,0T
−n, . . . , λd,mT
−npm) ∈Wvp(d)(T
−1OH [T−1]), where,
for all d > 0, we set d = npm, m = vp(d). Now set
λ
(F¯)
pd T
−pd := (0, . . . , 0, λpd,0T
−np, . . . , λpd,mT
−npm+1) ,
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then the reduction λ
(F¯)
pd T
−pd − λdT−d lies in (F¯ − 1)Ws(k((t))). Hence we can re-
place λdT
−d with λ
(F¯)
pd T
−pd. Replacing in this way λnpmT
−npm with λ
(F¯)
npmT
−npm+1,
step by step, we obtain a pure Witt vector. In other words, we can suppose that for
all n ∈ Jp there exists a unique m(n) ≥ 0 such that λnpm(n)T
−npm(n) 6= 0. Now let
us construct h−p (T ). First we arrange the sum f
−(T ) =
∑
n∈Jp
∑
m≥0 λnpmT
−npm .
Then we construct, for all n ∈ Jp, a natural number m(n) ≥ 0, and a Witt vector
νnpm(n) ∈Ws(OH), satisfying eps(νnpm(n)T
−npm(n) , 1) = eps(
∑
m≥0 λnpmT
−npm , 1).
Let m(n) = sup{m | λnpm 6= 0}. By (3.1.9), we can suppose s ≥ m(n). Let
λnpm = (λnpm,0, . . . , λnpm,m), and let 〈φnpm ,0, . . . , φnpm,m〉 be its phantom vec-
tor. Then eps(
∑m(n)
m=0 λnpmT
−npm , 1) = exp
(
πm(n)a0T
−n+ · · ·+π0am(n)
T−np
m(n)
pm(n)
)
,
where, for all j = 0, . . . ,m(n), we have
(3.2.12) aj =
π0
πm(n)−j
· φnpj ,j +
π1
πm(n)−j
· φnpj+1,j + · · ·+
πm(n)−j
πm(n)−j
· φnpm(n),j .
Let P (X) be the chosen Lubin-Tate series. Denote by P (1)(X) := P (X), P (r)(X) :=
P (P (· · ·P (X) · · · )), r-times. We set h0(X) := 1, and hr(X) := P (r)(X)/X , for
r = 1, . . . ,m(n). The phantom vector of [hr(πm(n))] ∈ Wm(n)(OH) is as usual
〈hr(πm(n)), hr(πm(n)−1), . . . , hr(π0)〉 and is then equal to
(3.2.13) 〈
πm(n)−r
πm(n)
,
πm(n)−r−1
πm(n)−1
, . . . ,
π0
πr
, 0, . . . , 0〉 ∈ O
m(n)+1
H , if r > 0 ,
while [h0(πm(n))] = 1, and its phantom vector is 〈1, . . . , 1〉. Hence we have
aj = hm(n)(πm(n)−j)φ
∗
n,j + hm(n)−1(πm(n)−j)φ
∗
np,j + · · ·+ h0(πm(n)−j)φ
∗
npm(n),j ,
where, for all k = 0, . . . ,m(n), 〈φ∗npk ,0, . . . , φ
∗
npk,m(n)〉 is the phantom vector of
λ∗npk := (λnpk ,0, . . . , λnpk,k, ∗, . . . , ∗) ∈Wm(n)(OH), where the last m(n) − k com-
ponents are arbitrarily chosen. Observe that φ∗npk,j = φnpk,j , for all j = 0, . . . , k,
while, if j > k we have hm(n)−k(πm(n)−j) = 0. This shows that
νnpm(n) := [hm(n)(πm(n))]λ
∗
n + [hm(n)−1(πm(n))]λ
∗
np + · · ·+ [h0(πm(n))]λ
∗
npm(n) .
3.2.2. Proof of (1) and (2). The assertions (1) and (2) of Theorem 3.4 will
be a direct consequence of the following Theorem. The algorithm employed is due
to Robba [Rob85, 10.10] (see also [CR94, 13.3]). We translate his techniques in
terms of Witt vectors. Recall that, by 1.22, every rank one solvable equation has a
basis in which the matrix is a polynomial in T−1 with coefficients in OK .
Theorem 3.27. Let H/K be a finite extension. LetM be a solvable rank one differ-
ential module over RH , defined by an operator ∂T −g(T ), g(T ) =
∑
−d≤i≤−1 aiT
i ∈
OH [T−1]. Then there exists a Witt vector f
−(T ) ∈Ws(T−1OH′ [T−1]), whose co-
efficients lies in a finite extension H ′/H, such that ∂T −g(T ) = L(0,f
−(T )). More
explicitly we have
∑
−d≤i≤−1 aiT
i = −
∑s
j=0 πs−j
∑j
i=0 f
−
i (T )
pj−i∂T,log(f
−
i (T ))
(cf. (3.1.5)). In particular exp(
∑
−d≤i≤−1 aiT
i/i) = eps(f
−(T ), 1).
Proof : We shall express exp(
∑
−d≤i≤−1 aiT
i/i) as a product of elementary
π-exponentials, with coefficients in Halg. Observe that solvability does not change
by scalar extension of H . Let d = npm, (n, p) = 1, and let bd ∈ Halg be such
that bp
m
d = a−d/(nπ0). By Lemma 1.14, |a−d| ≤ ω < 1, hence |bd| ≤ 1. We
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consider the Witt vector λd := (bd, 0, . . . , 0) ∈Wm(OHalg ), whose phantom vector
is 〈bd, b
p
d, . . . , b
pm
d 〉. By construction, we have
(3.2.14) Ld(λd) = ∂T + n · (π0b
pm
d T
−d + π1b
pm−1
d T
−d/p + · · ·+ πmbdT
−n).
ThenM⊗Md(bd, 0, . . . , 0) is defined by an operator of the form ∂T−
∑
−d+1≤i≤−1 a˜iT
i,
∃ a˜i ∈ Halg (cf. 1.2). Moreover M ⊗Md(bd, 0, . . . , 0) is again solvable, so, by 1.14,
we have again |a˜−d+1| ≤ ω. This shows that we can iterate this process. More
precisely there exist λi = (bi, 0, . . . , 0) ∈Wvp(i)(OHalg ), i = 1, . . . , d, such that
(3.2.15) ǫ(T ) :=
∏
i=1,...,d
ei(λi, T
−1) = eps(
d∑
i=1
λiT
−i, 1) , s≫ 0,
satisfies ∂T,log(ǫ(T )) =
∑
−d≤i≤−1 aiT
i. Then f−(T ) :=
∑
1≤i≤d λiT
−i (cf. (3.2.5)).
4. Applications
4.1. Description of character group.
Lemma 4.1. Let Jp := {n ∈ Z | (n, p) = 1, n > 0}. For all fields κ of characteristic
p, one has the following isomorphisms of additive groups (cf. 1.3.4):
(4.1.1) CW(t−1κ[t−1]) ∼= ⊕d>0Wvp(d)(κ) ; P(κ)
∼= C˜W(κ)(Jp) ,
where C˜W(κ)(Jp) means ⊕n∈JpC˜W(κ) (direct sum of copies of C˜W(κ)).
Proof : We haveCW(t−1κ[t−1]) = lim
−→s
Ws(t
−1κ[t−1])
3.15
= lim
−→s
⊕d>0W
(−d)
s (κ).
Observe that W
(−d)
s (κ) =Wmin(s,vp(d))(κ) (cf. remark 3.12), hence
(4.1.2) CW(t−1κ[t−1]) = ⊕d>0 lim−→
s
Wmin(s,vp(d))(κ) = ⊕d>0Wvp(d)(κ) .
Now we write d = npm, n ∈ Jp = {n ∈ Z | (n, p) = 1, n > 0} and m ≥ 0, then
on the right hand side we have ⊕d>0Wvp(d)(κ) = ⊕n∈Jp(⊕mWvp(npm)(κ)). The
Frobenius morphism F¯ sends W
(−d)
s (κ) into W
(−pd)
s (κ), and, under the isomor-
phism W
(−d)
s (κ)
∼
−→ Wmin(s,vp(d))(κ) (cf. remark 3.12), it becomes the morphism
F¯V :Wvp(npm)(κ)→Wvp(npm+1)(κ) as illustrated in the picture
✻
✲
m
n
d = npm
• • • • •
• • • • •
• • • • •
↑ ↑ ↑ ↑ ↑
↑ ↑ ↑ ↑ ↑
↑ ↑ ↑ ↑ ↑
F¯V
F¯V
F¯V
Then
P(κ) ∼= ⊕n∈Jp
(
⊕m≥0Wvp(npm)(κ)/(F¯V − 1)(⊕m≥0Wvp(npm)(κ))
)
(4.1.3)
∼=
(
⊕m≥0Wm(κ)/(F¯V− 1)(⊕m≥0Wm(κ))
)(Jp)
.(4.1.4)
One sees that ⊕m≥0Wm(κ)/(F¯V − 1)(⊕m≥0Wm(κ)) is isomorphic to C˜W(κ) =
lim
−→
(Wm(κ)
F¯V
−−→Wm+1(κ)
F¯V
−−→ · · · ). 
4.2. Equations killed by an abelian extension.
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4.2.1. Extension of the field of constants.
Corollary 4.2. The natural morphism
M 7→M ⊗Kalg : Picsol(RK)→ Pic
sol(RKalg )
is a monomorphism. In other words, two RK -differential modules are isomorphic
if and only if they are isomorphic over RKalg after scalar extension.
Proof : We show that the kernel of Picsol(RK) → Pic
sol(RKalg ) is equal to
0. Let M be defined by the operator L = ∂T − g(T ), g(T ) :=
∑
i aiT
i ∈ RK , and
suppose thatM⊗Kalg is trivial over RKalg . By 1.22, we can suppose ai = 0, for all
i 6= −d, . . . , 0. We know thatM⊗Kalg
∼
→ M(a0,f
−(T )) = M(a0, 0)⊗M(0,f
−(T )),
for a suitable f−(T ) ∈Ws(T
−1OKs [T
−1]). Then M ⊗Kalg is trivial only if both
M(a0, 0) and M(0,f
−(T )) are trivial over Kalg. This implies that a0 ∈ Z, and
hence M(a0, 0) is trivial also over RK . On the other hand, M(0,f
−(T )) is trivial
if and only if eps(f
−(T ), 1) lies in RKalg . By 3.27, the series eps(f
−(T ), 1) has its
coefficients in K, and M(0,f−(T )) ∈ Picsol(RK). Since the convergence does not
change by scalar extension of K, it follows that M(0,f−(T )) is trivial over RK . 
Corollary 4.3. We have Picsol(RK) = Pic
sol(RK∞)
Gal(K∞/K). 
4.2.2. Frobenius structure. Assume now that K has an absolute Frobenius
σ : K → K (cf.1.23), and fix an absolute Frobenius ϕ : RK → RK . By Theorem
3.6−(5), for any Artin-Schreier characters α, the module M(0, α) has a Frobenius
structure of order 1 over K∞ (with respect to one, and hence any absolute Frobe-
nius, cf.1.2.3). By Lemma 4.2, this isomorphism descends to K.
Lemma 4.4. M(a0, 0) has a Frobenius structure of order h (cf. 1.27) if and only
if a0 ∈ Z(p). Moreover let a0 = a/b, a, b ∈ Z, and let b =
∏
i q
ri
i be the factorization
of b in positive prime numbers. For all q, r ∈ Z, r > 0, we define [q]r := qq
···q
,
r-times, (i.e. [q]1 = q and [q]r+1 = q
[q]r). Then (ϕ∗)h(M(a0, 0))
∼
−→ M(a0, 0), with
h =
∏
i([qi]ri − 1).
Proof : By 1.2.3 we can suppose ϕ = ϕσ. Suppose that M(a0, 0) has a Frobenius
structure of order h. Since M(a0, 0) is solvable (cf. 1.28), hence a0 ∈ Zp. By
definition 1.27, ph·a0−a0 ∈ Z, hence a0 ∈ Q. Conversely, let a0 = a/b ∈ Z(p), b > 0.
We have p[q]r−1 ≡ 1 (mod qr). Then if h =
∏
i([qi]ri −1) we have (p
h−1)a0 ∈ Z.
Remark 4.5. Let L = ∂T +
∑
i∈Z aiT
i, be an operator over RK with Frobenius
structure. The order h of the Frobenius structure depends only on the exponent
a0 ∈ Z(p). Explicitly, if a0 = a/b, a, b ∈ Z, (b, p) = 1, and if b =
∏
i q
ri
i > 0, qi > 0,
is a factorization of b in prime numbers, then, by 4.4, we have h ≤
∏
i([qi]ri − 1).
Definition 4.6. We denote by PicFrob(RK∞) ⊆ Pic
sol(RK∞) the sub-group of
differential modules having a Frobenius structure of some order h.
Corollary 4.7. PicFrob(RK∞)
∼= Z(p)/Z⊕P(k∞). 
4.2.3. Artin-Schreier extensions. In order to apply Theorems 2.47, and 4.8,
in this section K have a discrete valuation, and k will be perfect.
Proposition 4.8 ([Mat95, 3.4], [Tsu98a, 2.2.2]). Let F/k((t)) be a finite separable
extension. Let F† be the corresponding unramified extension of E†K,T . Then
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(1) There exist a finite unramified extension K˜/K, a new variable T˜ and an
isometric isomorphism τ : (F†, |.|)
∼
→ (E†
eK,eT
, |.|eT ,1), where |.|eT ,1 is the Gauss norm
with respect to T˜ . In particular, for all f(T ) ∈ E†K,T , one has |f(T )|T,1 = |f(T )|eT ,1.
(2) Let t˜ and t be the reductions of T˜ and T respectively. Let F = k˜((t˜)). Let r
be the ramification index of F/k((t)). Write t = a¯r t˜
r + a¯r+1t˜
r+1 + · · · , with a¯i ∈ k˜.
Then T˜ can be chosen such that τ(T ) = arT˜
r + ar+1T˜
r+1 + · · · , ai ∈ O eK , where
the ai’s are liftings in O eK of the a¯i’s.
Proof : Let Q(T˜ ) := arT˜
r + ar+1T˜
r+1 + · · · . The proof consists in showing
that f(T ) 7→ τ(f(T )) :=f(Q(T˜ )) : E†K,T → E
†
eK,eT
is e´tale (cf. [Mat95, 3.4]).
Notation 4.9. We denote by R eK,eT the corresponding Robba ring.
Remark 4.10. We have (∂eT ◦ τ)(f(T )) = ∂eT ,log(Q(T˜ )) · (τ ◦ ∂T )(f(T )), where as
usual ∂eT ,log(Q(T˜ )) =
∂ eT (Q(
eT ))
Q(eT )
. Then, after scalar extension, a generic differential
operator ∂T − g(T ) becomes ∂eT − ∂eT ,log(Q(T˜ )) · g(Q(T˜ )). Indeed the unique K∞
derivation of the e´tale extension RK∞, eT extending ∂T is ∂eT ,log(Q(T˜ ))
−1 · ∂eT . The
solutions of this operator are the same as those of ∂T − g(T ).
Corollary 4.11. Let E = k((t)). Let F/E be the Artin-Schreier extension defined
by the kernel of α = δ(f(t)), with f(t) ∈ Ws(E). Let RK,T → R eK, eT be the
corresponding e´tale extension. Then the kernel of the scalar extension map
(4.2.1) Res : Picsol(RK∞,T ) −→ Pic
sol(R eK∞,eT )
is the (finite and cyclic) sub-group of Picsol(RK∞,T ), formed by (isomorphism
classes of) modules of the type M(0,f−(T ))⊗k, k ≥ 0, (cf.3.18), where f(T ) ∈
Ws(OK [[T ]][T−1]) is an arbitrary lifting of f(t). This kernel has order [F : E].
Proof : By 4.2, we can suppose K = Kalg. We decompose f(t) = f−(t) +
f0 + f
+(t) (cf. 3.18). Since k = k˜, we have δ(f0) = 0 (cf. (1.4.1)). On the other
hand, by 3.20, we always have δ(f+(t)) = 0. Hence we can suppose f (t) = f−(t) =
(f−0 (t), . . . , f
−
s (t)). Since the Artin-Schreier complex is invariant by V (cf. (1.4.1)),
we can suppose f−0 (t) 6= 0 (i.e. the degree [F : E] is p
s+1). By Corollary 3.9, the
morphism (4.2.1) can be viewed as a map
(4.2.2) Zp/Z⊕
CW(t−1k[t−1])
(F¯− 1)CW(t−1k[t−1])
Res
−−−→ Zp/Z⊕
CW(t˜−1k[t˜−1])
(F¯− 1)CW(t˜−1k[t˜−1])
,
where t˜ is the reduction of T˜ . We start by studying the term Zp/Z. By 4.8,
T = Q(T˜ ), with Q(T˜ ) = aps+1 T˜
ps+1 + · · · , with ai ∈ OK∞ . The differential
operator ∂T − a0, a0 ∈ Zp is sent to ∂eT − ∂eT ,log(Q(T˜ )) · a0. Observe that
(4.2.3) ∂eT ,log(Q(T )) = p
s+1 +Q1(T˜ ) , Q1(T˜ ) ∈ T˜ · OK [[T˜ ]] .
Hence the new operator is ∂eT − p
s+1 · a0 − Q1(T˜ ) · a0. By 1.21, this operator is
isomorphic to ∂eT − p
s+1a0. Then the morphism (4.2.2) sends Zp/Z into itself by
multiplication by ps+1 = [F : E], and so is bijective on Zp/Z.
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On the co-vectors quotient, the morphism (4.2.2) is the usual functorial map
corresponding to the inclusion t−1k[t−1] −→ t˜−1k[t˜−1]. The module M(0,f(T ))
∼
→
M(0,f−(T )) then lies in the kernel. Indeed, by definition of F/E, there exists
ν(t˜) ∈Ws(t˜−1k[t˜−1]) such that (cf. remark 1.39)
(4.2.4) F¯(ν(t˜))− ν(t˜) = f−(t),
hence, by Theorem 3.6, eps(f(T ), 1) lies inRK, eT . In other words, this exponential is
over-convergent in the new variable T˜ . Conversely, a module M(0, g−(T )) lies in the
kernel, if and only if the exponential eps(g
−(T ), 1) belongs to RK, eT . By Theorem
3.6, this happens if and only if the equation F¯(ν) − ν = g−(t) has a solution
ν ∈Ws(k((t˜))). This happens if and only if the kernel of δ(g−(t)) contains the kernel
of α = δ(f−(t)). Since the quotient GE/Ker(δ(f
−(t))) is cyclic, this implies that
δ(g−(t)) = m · δ(f−(t)), for some m ≥ 0. Hence M(0, g−(T ))
∼
→ M(0,f−(T ))⊗m.
Remark 4.12. As suggested by the referee, this corollary is in relation with the
proposition 4.11 of [Cre87].
4.2.4. Kummer extensions.
Corollary 4.13. Let F/E be an abelian totally ramified extension of degree [F :
E] = n, with (n, p) = 1. Let RK,T 7→ RK, eT be the corresponding e´tale extension.
Then the scalar extension morphism Res : Picsol(RK∞,T ) −→ Pic
sol(RK∞, eT ) is
multiplication by n, and so its kernel is ( 1nZ)/Z.
Proof : Indeed, in this case we can choose t˜ satisfying t = Q(t˜) = t˜n.
4.3. A criterion of solvability. This sub-section is devoted to proving the
corollary 4.28. The aim of this result is to characterize the solvability of the dif-
ferential equation ∂T − g(T ), with g(T ) =
∑
aiT
i giving an explicit condition on
the coefficients “ai”. Roughly this Theorem shows that every solvable differential
equation over EK has, without change of basis, a solution which can be represented
by the symbol
(4.3.1) E(f−(T ), 1) · T a0 · E(f+(T ), 1) ,
where f−(T ) ∈ W(T−1OK [[T−1]]) and f
−(T ) ∈ W(TOK [[T ]]) are certain (infi-
nite) Witt vectors, satisfying some convergence properties which ensure that the
series E(f−(T ), 1) makes sense (cf. 4.14). Similarly to the previous situation, this
Witt vector will be a sum of monomials (dual notion of s-co-monomial, cf. 4.17).
If a Lubin-Tate group GP is chosen, then this classification is a generalization
of Theorem 3.4, because W(T−1OK∞ [[T
−1]]) contains CW(T−1OK∞ [[T
−1]]), via
the choice of a generator π ∈ T(GP ) (cf. diagram (4.3.8)), and the exponential
E(f−(T ), 1) becomes eps(−, 1) if applied to the image of a co-vector (cf. (4.3.7)).
We maintain the notations of Section 2.1. In the sequel we will work both with
TOK [[T ]] and T
−1OK [[T
−1]]. Almost all assertions have a dual meaning.
Lemma 4.14. Let E(−, Y ) :W(OK [[T ]])→ 1+YOK [[T ]][[Y ]] be the Artin Hasse
exponential (cf. 2.10). Let vT be the T -adic valuation. Let f(T ) = (f0(T ), f1(T ), . . .) ∈
W(TOK [[T ]]), and let φj(T ) be its j-th phantom component. If limj→∞ vT (fj(T )) =
+∞, then limj→∞ vT (φj(T )) = +∞, and E(f (T ), Y ) converges T -adically at Y =
1. 
42 ANDREA PULITA JUNE 2005
Definition 4.15. We denote byW↓(TOK [[T ]]) the ideal ofW(OK [[T ]]) satisfying
the condition of Lemma 4.14.
Remark 4.16. For all f+(T ) = (f0(T ), f1(T ), . . .) ∈W
↓(TOK [[T ]]), we have
(4.3.2) E(f+(T ), 1) :=
∏
j≥0
E(fj(T )) = exp(φ0(T ) +
φ1(T )
p
+
φ2(T )
p2
+ · · · ) ,
where φ+j (T ) is the j-th phantom component of f
+(T ). The T -adic convergence of
this product is guaranteed by Lemma 4.14.
Definition 4.17 (Monomials). Let λ = (λ0, λ1, . . .) ∈ W(OK) and d a posi-
tive integer. We will call λT d := (λ0T
d, λ1T
dp, λ2T
dp2 , . . .) ∈ W↓(TOK [[T ]]) the
monomial of degree d relative to the Witt vector λ.3 In analogy with 3.11, we call
W(d)(OK) the sub-group of W↓(TOK [[T ]]), formed by monomials of degree d.
Lemma 4.18. Let Jp := {n ∈ Z | (n, p) = 1, n > 0}. There is an injection
(4.3.3)
∏
n∈Jp
W(n)(OK) ⊂W
↓(TOK [[T ]]) ,
given by (λnT
n)n∈Jp 7→
∑
n∈Jp
λnT
n.
Proof : If φn = (φn,0, φn,1, . . .) is the phantom vector of λn, then the phantom
vector of λnT
n is (φn,0T
n, φn,1T
np, φn,2T
np2 , · · · ). Hence all terms have different
degree and they do not “blend” when we sum the phantom components. 
Remark 4.19. 1. Let f (T ) ∈ W↓(TOK [[T ]]), let λ,λd ∈ W(OK), d > 0. Then
we have
E(V(f (T )), 1) = E(f (T ), 1) ,(4.3.4)
E(λ, T d) = E(λT d, 1) ,(4.3.5) ∏
d≥1
E(λd, T
d) = E
(∑
d≥1
λdT
d, 1
)
.(4.3.6)
2. If φ−n = (φ−n,0, φ−n,1, · · · ) is the phantom vector of λ−n, then we have
E(
∑
n∈Jp
λ−nT
−n, 1) = exp(
∑
n∈Jp
∑
m≥0
φ−n,m
T−np
m
pm
)
3. If f−(T ) = (f−0 (T ), f
−
1 (T ), . . .) ∈W
↓(T−1OK [[T−1]]) and if prm(f
−(T )) is the
image of f−(T ) in Wm(T
−1OK [[T−1]]), then (cf. (2.2.2))
(4.3.7) E([πm] · f
−(T ), 1) = epm
(
prm(f
−(T )), 1
)
=
m∏
j≥0
Em−j(f
−
j (T )).
The exponentials used in the preceding section are then a particular case of E(−, 1).
3Observe that if λT−d is a monomial in W↓(T−1OK [[T
−1]]), its reduction in
Wm(T−1OK [[T
−1]]) is NOT a co-monomial of degree −d, but it is a co-monomial of degree
−dpm.
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Remark 4.20. Recall that Wm(T
−1OKm [T
−1])
∼
→ [πm]W(T−1OKm [T
−1]) ⊂
W(T−1OKm [[T
−1]]) (see (2.1.9)). We have the following commutative diagram
(4.3.8)
Wm+1(T
−1OKm+1 [T
−1]) 

[πm+1]·
//W↓(T−1OKm+1 [[T
−1]])
E(−,1)// 1 + T−1OK∞ [[T
−1]]
Wm(T
−1OKm [T
−1])
V
OO
 
[πm]·
//W↓(T−1OKm [[T
−1]])
V
OO
E(−,1)
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j
j
j
j
j
j
j
j
j
j
j
j
j
j
j
j
.
Indeed, we see, looking at the phantom components, that
(4.3.9) [πm](f
−
0 , . . . , f
−
m, f
−
m+1, · · · ) = [πm](f
−
0 , . . . , f
−
m, 0, 0, · · · ) ,
for all f−(T ) = (f−0 , . . . , f
−
m, f
−
m+1, · · · ) ∈W(T
−1OK [T−1]). Hence [πm]f
−(T ) lies
in W↓(T−1OK [T−1]), for all f
−(T ) ∈W(T−1OK [T−1]).
Remark 4.21. By definition one has W(d)(OK) ⊂ W↓(TOK [[T ]]), for all d ≥
1. The group W↓(TOK [[T ]]) is not generated by the family {W(d)(OK)}d≥0 of
sub-groups. Indeed, for example, the m-th phantom component φm(T ) of a Witt
vector of the form
∑
d>0 λdT
d is always of the type φm(T ) = h(T
pm), for some
h(T ) ∈ OK [[T ]].
However, the basic fact is that, for all f+(T ) ∈W↓(TOK [[T ]]) (resp. f
−(T ) ∈
W↓(T−1OK [[T−1]])), there exists an (infinite) family of monomials {λnT n}n∈Jp ∈∏
n∈Jp
W(n)(OK) (resp. {λ−nT−n}n∈Jp ∈
∏
n∈Jp
W(−n)(OK)) satisfying
E(f+(T ), 1) = E(
∑
n∈Jp
λnT
n, 1) ; E(f−(T ), 1) = E(
∑
n∈Jp
λ−nT
−n, 1).
In other words, a general Witt vector is not an infinite sum of monomials, but
the Artin-Hasse exponential of this Witt vector is always equal to the Artin-Hasse
exponential of an infinite sum of monomials with support in Jp.
Lemma 4.22. The differential equation ∂T − g+(T ), g+(T ) =
∑
i≥1 aiT
i ∈ RK is
solvable if and only if there exists a family {λn}n∈Jp, λn ∈W(OK), with phantom
components φn = (φn,0, φn,1, . . .) satisfying
(4.3.10) anpm = nφn,m , for all n ∈ Jp, m ≥ 0 .
In other words we have exp(
∑
i≥1 ai
T i
i ) = E(
∑
n∈Jp
λnT
n, 1).
Proof : The formal series E(
∑
n∈Jp
λnT
n, 1) ∈ 1 + TOK [[T ]] is a solution of
the equation L := ∂T −
∑
n∈Jp
∑
m≥0 nφn,mT
npm . Since this exponential converges
in the unit disk, then Ray(L, ρ) = ρ, for all ρ < 1 and L is solvable. Conversely if
∂T − g+(T ) is solvable, then the Witt vectors λn = (λn,0, λn,1, . . .) are defined by
the relation (4.3.10) (cf. 1.31). For example for all n ∈ Jp we have
(4.3.11) λn,0 =
an
n
, λn,1 =
1
p
(anp
n
−
(an
n
)p)
.
We must show that |λn,m| ≤ 1 for all n ∈ Jp, m ≥ 0.
Step 1: By the Small Radius Lemma 1.7, we have |ai| ≤ 1, for all i ≥ 1. Hence, for
all n ∈ Jp, we have |λn,0| ≤ 1. Then the exponential
E(
∑
n∈Jp
(λn,0, 0, 0, . . .)T
n, 1) = exp(
∑
n∈Jp
∑
m≥0
λp
m
n,0
T p
m
pm
)
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converges in the unit disk and is a solution of the operator Q(0) := ∂T − h(0)(T ),
with h(0)(T ) =
∑
n∈Jp
∑
m≥0 λ
pm
n,0T
pm , which is therefore solvable.
Step 2: The tensor product operator ∂T − (g+(T )− h(0)(T )) is again solvable and
satisfies g+(T )− h(0)(T ) = p · g(1)(T p), for some g(1)(T ) ∈ TK[[T ]]. In other words
the “antecedent by ramification” ϕ∗p (cf. 1.2.4) of the equation ∂T−(g
+(T )−h(0)(T ))
is given by ∂T − g(1)(T ), which is therefore solvable.
Step 3: We observe that g(1)(T ) = 1p
∑
n∈Jp
∑
m≥0(anpm+1− n(
an
n )
pm+1)T np
m
,
and again by the Small Radius Lemma we have |anp− n(
an
n )
p| ≤ 1, which implies
|λn,1| ≤ 1. The process can be iterated indefinitely. 
Remark 4.23. We shall now consider the general case of an equation ∂T − g(T ),
with g(T ) =
∑
i∈Z aiT
i ∈ RK , and get a criterion of solvability. Suppose that
∂T − g(T ) is solvable. We know that ∂T − g−(T ), ∂T − a0 and ∂T − g+(T ) are
all solvable (cf. 1.20). We can then consider ∂T − g
−(T ) as an operator on ]1,∞]
(instead of ]1 − ε,∞]) and Lemma 4.22 gives us the existence of a family of Witt
vector {λ−n}n∈Jp satisfying a−npm = −nφ−n,m, for all n ∈ Jp, and all m ≥ 0.
Conversely suppose that we are given two families {λ−n}n∈Jp and {λn}n∈Jp , with
λn ∈W(OK). Since the phantom components of λn are bounded by 1, then g+(T )
is bounded and belongs to RK . Now we need a condition on the family {λ−n}n∈Jp
in order that the series g−(T ) :=
∑
n∈Jp
∑
m≥0−nφ−n,mT
−npm belongs to RK .
Lemma 4.24. Let c ≤ ω = |p|
1
p−1 , n ∈ Jp, ρ ≤ 1 be fixed. Let (λ0, λ1, . . .) ∈
W(OK) and let φ = (φ0, φ1, . . .) be its phantom vector. Then |φi/pi| ≤ cρnp
i
for
all i ≥ 0 if and only if |λi| ≤ cρnp
i
for all i ≥ 0.
Proof : Recall that cp
i
≤ |p|ic, for all i ≥ 0. Suppose that |φi/p
i| ≤ cρnp
i
for
all i ≥ 0. Then |λ0| = |φ0| ≤ cρn. By induction suppose that |λj | ≤ cρnp
j
for all
j = 0, . . . , i− 1, then |λi| = |
1
pi (φi − λ
pi
0 − pλ
pi−1
1 − . . .− p
i−1λpi−1)|. By induction
|φi| ≤ |p|icρnp
i
and |pkλp
i−k
k | ≤ |p|
k(cρnp
k
)p
i−k
= |p|kcp
i−k
ρnp
i
≤ |pi|cρnp
i
, hence
|λi| ≤ cρnp
i
. Conversely suppose that |λi| ≤ cρnp
i
for all i ≥ 0. Then |φi| =
|λp
i
0 +pλ
pi−1
1 + · · ·+p
iλi| ≤ sup((cρn)p
i
, |p|(cρnp)p
i−1
, · · · , |p|i(cρnp
i
)) ≤ |p|icρnp
i
.
Definition 4.25. Let c ≤ ω and ρ ≤ 1. We denote by
W↓c,ρ(T
−1OK [[T
−1]]) ⊂
∏
n∈Jp
W(−n)(OK)
4.18
⊂ W↓(T−1OK [[T
−1]])
the sub-group formed by the sums
∑
n∈Jp
λ−nT
−n such that λ−n = (λ−n,0, λ−n,1, . . .) ∈
W(OK) verify the conditions of Lemma 4.24. In other words |λ−n,m| ≤ cρnp
m
.
Remark 4.26. Observe that, by Lemma 4.24, a Witt vector
∑
n∈Jp
λ−nT
−n be-
longs to the subgroup W↓c,ρ(T
−1OK [[T−1]]) if and only if the argument of the
exponential E(
∑
n∈Jp
λ−nT
−n, 1) = exp(
∑
n∈Jp
∑
m≥0 φ−n,m
T−np
m
pm ) satisfies
(4.3.12)
∣∣∣∣∣∣
∑
n∈Jp
∑
m≥0
φ−n,m
T−np
m
pm
∣∣∣∣∣∣
ρ
:= sup
n∈Jp,m≥0
( |φ−n,m|
|p|m
ρ−np
m
)
≤ c ≤ ω .
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Definition 4.27. Let W†(T−1OK [[T−1]]) ⊂W↓(T−1OK [[T−1]]) be the subgroup
defined as the sum of the sub-group
⋃
c<ω,ρ<1W
↓
c,ρ(T
−1OK [[T−1]]) with the sub-
group
(⋃
j≥0[πj ] ·W
↓(T−1OKalg [T
−1])
)⋂
W↓(T−1OK [T−1]) .
Corollary 4.28 (Solvability Criterion). Let ∂T − g(T ), g(T ) :=
∑
i∈Z aiT
i ∈ RK
be a solvable equation. Then a0 ∈ Zp and there exist two families {λ−n}n∈Jp and
{λn}n∈Jp such that for all n ∈ Jp, and all m ≥ 0 we have
a−npm = −nφ−n,m ; anpm = nφn,m ,
where (φ−n,0, φ−n,1, . . .) (resp. (φn,0, φn,1, . . .)) is the phantom vector of λ−n (resp.
λn). Moreover
∑
n∈Jp
λ−nT
−n belongs to W†(T−1OK [[T−1]]).
Conversely given a triplet (
∑
n∈Jp
λ−nT
−n, a0,
∑
n∈Jp
λnT
n), with
∑
n∈Jp
λ−nT
−n ∈
W†(T−1OK [[T−1]]), a0 ∈ Zp,
∑
n∈Jp
λnT
n ∈W(TOK [[T ]]), then
g(T ) :=
∑
n∈Jp
∑
m≥0
−nφ−n,mT
−npm + a0 +
∑
n∈Jp
∑
m≥0
nφn,mT
npm
belongs to RK , and the equation ∂T − g(T ) is solvable.
Remark 4.29. This corollary asserts that
∑
n∈Jp
λ−nT
−n is a sum of a “small”
vector, i.e. verifying the relation (4.3.12), and a vector of “type Robba”, i.e. of the
type [πj ]f
−(T ), f−(T ) ∈W(T−1OKalg [[T
−1]]), for some j ≥ 0 and such that the
product [πj ]f
−(T ) lies inW(T−1OK [[T−1]]) i.e. has its coefficients in K. Actually
the proof will show that f−(T ) can be chosen pure (see below).
Proof of 4.28: Let ∂T − g(T ) be solvable. By 4.22, we know the existence of
{λ−n}n∈Jp and {λn}n∈Jp (cf. 4.23). We must show that
∑
n∈Jp
λ−nT
−n lies in
W†(T−1OK [[T
−1]]). Let d > 0 be such that |
∑
i<−d aiT
i/i|ρ < ω for some ρ < 1
(cf. 1.12). Write g−(T ) =
∑
i<−d aiT
i +
∑
−d≤i≤−1 aiT
i. By 1.12 we know that
exp(
∑
i<−d aiT
i/i) ∈ RK , hence the equation ∂T −
∑
i<−d aiT
i is solvable (and
actually trivial). In particular ∂T −
∑
−d≤i≤−1 aiT
i is solvable and hence, again by
4.23, there exists a family {λ′−n}n∈Jp , such that
−nφ′−n,m =
{
a−npm if − npm < −d
0 if −d ≤ −npm ≤ −1
where (φ−n,0, φ−n,1, · · · ) is the phantom vector of λ−n. Since, by construction
|
∑
i<−d aiT
i/i|ρ < ω, this implies |
∑
n∈Jp
∑
m≥0 φ−n,mT
−npm/pm|ρ < ω, hence∑
n∈Jp
λ′−nT
−n lies in W↓c,ρ(T
−1OK [[T−1]]) for some c < ω. Now we consider
λ′′−n := λn − λ
′
n, the family {λ
′′
−n}n∈Jp then satisfies
−nφ′′−n,m =
{
0 if − npm < −d
a−npm if −d ≤ −npm ≤ −1
By 3.27, and by 3.26 there exists a pure Witt vector f−(T ) = (f−0 (T ), . . . , f
−
s (T )) ∈
Ws(T
−1OKalg [T
−1]) such that L(0,f−(T )) = ∂T−
∑
−d≤i≤−1 aiT
i. Hence [πs]f
−(T )
and
∑
n∈Jp
λ′′−nT
−n have the “same” phantom vector because f−(T ) is pure.
Then
∑
n∈Jp
λ′′nT
−n lies in the image of the morphism Ws(T
−1OKalg [T
−1])
∼
→
[πs] ·W(T
−1OKalg [T
−1]). 
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Remark 4.30. Let L := ∂T −
∑
i∈Z aiT
i, g(T ) ∈ RK be a given equation. Then
L is solvable if and only if a0 ∈ Zp, and, for all n ∈ Jp, both the operators ∂T −∑
m≥0 anpmT
npm and ∂T −
∑
m≥0 a−npmT
−npm are solvable.
Corollary 4.31. If K is unramified over Qp, then every solvable differential module
over RK of rank one is isomorphic to a moderate module (cf. 1.2.5). In other
words,
(4.3.13) Picsol(RK) =


Zp/Z if p > 2
Zp/Z⊕ k((t))/(F¯ − 1)k((t)) if p = 2
Proof : We must show that all π-exponential eps(f
−(T ), 1) whose logarithmic
derivative has its coefficients in K is trivial. Actually we can suppose that the co-
monomial f−(T ) is pure (cf. 3.26). Write ∂T,log(eps(f
−(T ), 1)) =
∑
−d≤i≤−1 aiT
i
with ai ∈ OK for all i = −d, . . . ,−1. Write f
−(T ) =
∑
n∈Jp
λ−npm(n)T
−npm(n) ,
λ−npm(n) = (λ−npm(n),0, . . . , λ−npm(n),m(n)) ∈Wm(n)(OKalg ). Since f
−(T ) is pure,
one has (cf. 3.24)
(4.3.14) a−npj = −nπm(n)−jφ−npm(n),j ,
for all j = 0, . . . ,m(n), where 〈φ−npm(n),0, . . . , φ−npm(n),m(n)〉 is the phantom vec-
tor of λ−npm(n) . On the other hand the Criterion of Solvability 4.28 asserts the
existence of a family {λ′−n}n∈Jp with phantom vector {φ
′
−n}n∈Jp , with φ
′
−n :=
〈φ−n,0, φ−n,1, . . .〉, such that a−npm = −nφ′−n,m for all n ∈ Jp, m ≥ 0. Observe
that φ′−n,m ∈ OK . Since K is unramified over Qp, then we can employ Lemma
1.32. Then φ′−n,m ≡ σ(φ
′
−n,m−1) mod p
mOK , for all n ∈ Jp, m ≥ 0, that is
(4.3.15) a−npj ≡ σ(a−npj−1 ) mod p
jOK for all j ≥ 0.
Since a−npm(n)+1 = 0 we obtain, by (4.3.14), the estimate |πm(n)−jφ−npm(n),j | ≤
|p|j+1, for all j = 0, . . . ,m(n). Then we have a system of conditions
|λp
j
−npm(n),0
+ pλp
j−1
−npm(n),1
+ · · ·+ pjλ−npm(n),j | ≤ |p|
j+1|πm(n)−j |
−1 ,
which easily gives |λ−npm(n),j | ≤ |p|
j|πm−j |−1 < 1. This last is ≤ 1, and is = 1 if
and only if p = 2, and m(n) = j = 0. If p 6= 2, then by 2.21, and corollary 4.2,
ed(λ−npm(n) , T
−1) lies in RK , for all n ∈ Jp, and Ld(0,f
−(T )) is trivial.
4.4. Explicit computation of the Irregularity in some cases. Let vt be
the t-adic valuation of k((t)).
Lemma 4.32. Let f(T ) ∈ T−1OK [T−1] be a polynomial in T−1, and let f(t) ∈
t−1k[t−1] be the reduction of f(T ). Let n := −vt(f(t)) > 0. If (n, p) = 1, then
(4.4.1) Irr
(
M
(
0, (0, . . . , 0, f(T ), 0, . . . , 0︸ ︷︷ ︸
ℓ+1
)
))
= n · pℓ ,
where ℓ = ℓ(0, . . . , 0, f(T ), 0, . . . , 0) (cf. 1.3.3).
Proof : We have M
(
0, (0, . . . , 0, f(T ), 0, . . . , 0)
)
= M(0, (f(T ), 0, . . . , 0)) . (cf.
(3.1.9)). Moreover, the isomorphism class of this module depends only on f(t),
hence we can suppose that f(T ) = a−nT
−n + · · ·+ a−1T
−1, with |a−n| = 1. Then
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L(0, (f(T ), 0, . . . , 0)) = ∂T + ∂T,log(f(T )) ·
[
πsf(T ) + πs−1f(T )
p + · · ·+ π0f(T )p
s]
.
We have ∂T,log(f(T )) = −n+ TQ(T ), with Q(T ) ∈ OK [[T ]], so that
(4.4.2) g(T ) = −π0 · n · a
pℓ
−n · T
−n·pℓ + (terms of degree > −npℓ) .
Since (n, p) = 1, we can apply 1.14 and Irr(∂T + g(T )) = IrrF (∂T + g(T )) = np
ℓ. 
Corollary 4.33. Let f−(t) = (f−0 , . . . , f
−
s ) ∈Ws(t−1k[t−1]). Let nj := −vt
(
f−j
)
.
If (nj , p) = 1, or nj = 0, for all j = 0, . . . , s (cf. 4.1), then
(4.4.3) Irr
(
M(0,f−(t))
)
= max
0≤j≤s
(
nj · p
s−j
)
.
Proof : Let Mj be the differential module defined by (0, . . . , 0, f
−
j (t), 0, . . . , 0).
By 4.32, Irr(Mj) = njp
s−j . Since M(0,f−(T )) = ⊗jMj (cf. (2.3.20)), and since
njp
s−j are all different, then, by 1.19, we have the desired conclusion. 
4.5. Tannakian group. In this section we study the category of solvable
differential modules over RK which are extensions of rank one sub objects. We
remove the hypothesis “K is spherically complete”, present in the literature. Let
H/K be an arbitrary algebraic extension. We set H†H := ∪ε AH(]1− ε,∞[). Let S
be a sub-group of Zp without Liouville numbers and containing Z.
Definition 4.34. Let C be an additive category. If there exists a function rank on
C, then we denote by C⊕-1 (resp. Cext-1) the full sub-category of C whose objects
are finite direct sum (resp. finite successive extension) of rank one objects.
Definition 4.35. An object is said to be simple if it has no non trivial sub-objects.
It is said indecomposable if it is not a direct sum of non trivial objects.
Definition 4.36. Let MLS(H†H) be the category of (free) differential modules over
H†H solvable at 1 (i.e. Ray(N, 1) = 1, cf. 1.2.2). Recall that, by definition, such a
module comes, by scalar extension, from a module overH†L, for some finite extension
L/K (cf. (1.1.2)). Let N ∈ MLSext-1(H
†
H) be extension of rank one modules, say
{Ni}i=1,...,k. We will say that N is regular at ∞, write N ∈ MLS
reg
ext-1(H
†
H), if, for
all i, the module Ni is defined, in some basis, by an operator ∂T + gi(T ), satisfying
(4.5.1) gi(T ) =
∑
ai,jT
j , with ai,j = 0 , for all j ≥ 1 .
We will say that N ∈MLSregext-1(H
†
H , S), if N ∈MLS
reg
ext-1(H
†
H), and if ai,0 ∈ S, ∀i.
Lemma 4.37 (Schur’s lemma). Let M1,M2 be two rank one objects in MLS(RH)
(resp. MLSregext-1(H
†
H)). Every non zero morphism ̺ :M1 →M2 is an isomorphism.
Proof : Let a0,i ∈ Zp be the exponent of Mi. In Theorem 3.27 we have
seen that Mi has a basis ei ∈ Mi in which the solution is of the type T a0,iǫi(T ),
where ǫi(T ) ∈ AH(]1,∞]) is a series with coefficients in H . We have then ̺(e1) =
h(T )e2, with h(T ) = T
a0,2−a0,1ǫ2(T )ǫ1(T )
−1 ∈ RH . Then a0,2 − a0,1 ∈ Z, and
ǫ2(T )ǫ1(T )
−1 ∈ RH . Since ǫi(T ) is a product of π-exponentials, both h(T ) and its
inverse lie in RH . If M1,M2 ∈ MLS
reg
⊕-1(H
†
H), then, by the proof of 1.12, the base
change necessary to obtain ei lies in (H
†
H)
×.
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Remark 4.38. By 4.37, rank one objects in MLS(RH) are simple in Mod-RH [∂T ].
Then, by the Jordan-Ho¨lder Theorem in Mod-RH [∂T ], the categoriesMLSext-1(RH),
and MLSext-1(RH , S) are abelian, and, for all objects M , the set of rank one
objects appearing in a decomposition series of M does not depend, up to the
order, on the chosen decomposition. Moreover the sub-categories MLS⊕-1(RH)
and MLS⊕-1(RH , S) are abelian and semi-simple. The same facts are true for
MLSregext-1(H
†
H), MLS
reg
ext-1(H
†
H) and MLS
reg
⊕-1(H
†
H , S).
Theorem 4.39. Let N ∈ MLSext-1(RH , S) (resp. N ∈ MLS
reg
ext-1(H
†
H , S)). There
exists a basis of N in which the matrix of the derivation is in Jordan canonical
form. In other words, N is a direct sum of objects of the form M ⊗ Um, where M
is a rank one object and Um is defined by the operator ∂
m
T .
Proof : LetM1,M2 ∈ MLSext-1(RH). By the Robba’s index Theorem for rank
one operators whose matrix is a rational fraction [Rob84], we have dimHom(M1,M2) =
dimExt1RK [∂T ](M1,M2). This fact does not need the “spherically complete” hy-
pothesis on the field K. The Theorem results then by classical considerations.

Remark 4.40. ∂T : E
†
K → E
†
K has a big co-kernel, hence Ext
1
E†K [∂T ]
(E†K , E
†
K) is not
one dimensional (see [CM02, pp.133-134]). While the theory of rank one equation
over RK coincide with the theory over E
†
K , this is false for rank ≥ 2.
Theorem 4.41 (Canonical extension). The canonical restriction functor Res :
MLSregext-1(H
†
H , S)→ MLSext-1(RH , S) is an equivalence.
Proof : By 3.4, Res : MLSregext-1(H
†
H , S) → MLSext-1(RH , S) is essentially
surjective. Indeed L(a0,f
−(T )) has its coefficients in H†H . By 4.37, two rank
one modules in MLSregext-1(H
†
H , S) are isomorphic if and only if they are isomorphic
over RH , because the base change is given by an over-convergent exponential in
1 + T−1OH [[T−1]]. Hence, by the Schur Lemma 4.37, Res is also fully-faithful. 
Corollary 4.42. The Tannakian category MLSext-1(RH , S) is neutral.
Proof : Let ωS : MLS
reg
⊕-1(H
†
H , S)→ Vect
fin(H) be the fiber functor sending a
rank one object in its Taylor solution at 1 (cf. (1.2.3)). An H-linear fiber functor
of MLS⊕-1(RH , S) is given by composing ωS with a quasi-inverse of Res.
Definition 4.43. An affine group scheme H (over H) is linear if there exists a
closed immersion H → GLH(V ), for some finite dimensional vector space V .
Definition 4.44. Let ωS : MLS⊕-1(RH , S) → Vect
fin(H) be a fiber functor. We
denote by GH := Aut
⊗(ωS) the Tannakian group of MLS⊕-1(RH , S).
Remark 4.45. By 4.39, the Tannakian group of MLSext-1(RH , S) is GH ×Ga.
4.5.1. Study of GH . For all (finite dimensional) representations ρV : GH →
GLH(V ), we set GH,V := ρV (GH). The group GH,V is then linear and affine.
Moreover, GH,V is diagonalizable (i.e. closed subgroup of the group of diagonal
matrices). The group GH is the inverse limit of its linear (compact) quotients
GH,V , and is endowed with the limit topology. Hence GH is abelian, because every
V is a direct sum of rank one objects, and GH,V is abelian.
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Remark 4.46. Let I be a non empty directed set. The functor lim
−→i∈I
is exact if ap-
plied to exact sequences of compact algebraic groups (see [Bou83b, ch.3,§7,Cor.1]).
All exact sequences in the sequel will be studied at level GH,V .
Definition 4.47. We set X(GH) := Hom
cont
gr (GH ,Gm ⊗H), where “cont” means
that such a morphism GH → Gm ⊗H factors on a linear quotient GH,V .
Let PicsolS (RH∞) be the sup-group of Pic
sol(RH∞) formed by modules whose
residue lies in S. By Tannakian equivalence, we have an isomorphism of groups
(4.5.2) X(GH∞)
∼= PicsolS (RH∞)
∼
−→ S/Z⊕P(kH∞).
This leads us to recover the group GH∞ itself (cf. [Spr98, 3.2.6]). Let us write
(4.5.3) S/Z = S/Z(p) ⊕ Z(p)/Z .
Theorem 4.48. GH∞ is the product of a torus TH∞ (dual of S/Z(p)) with a pro-
finite group IH∞ (dual of Z(p)/Z⊕P(kH∞)). This last is isomorphic to the Galois
group IabEH∞ := Gal(E
sep
H∞
/EH∞)
ab, where EH∞ = kH∞((t)) (cf. 1.41)
(4.5.4) IabEH∞
∼
−→ IH∞ .
Proof : The proof is standard. These two groups have the same character
groups. Namely, by Tannakian equivalence and by Corollary 3.9, the character
group of IH∞ is Z(p)/Z⊕P(kH∞). By Artin-Schreier theory, and Kummer theory,
this last is also the character group of IH∞ . 
Remark 4.49. We will see in the next section that this isomorphism is induced
by the Fontaine-Katz functor M†. Actually, this isomorphism exists even without
the hypothesis required in the definition of this functor.
4.6. Differential equations and ϕ-modules over E†K in the abelian case.
In this section the notations, and hypotheses, will follow [Tsu98a]. We recall that
w = p (cf.2.32). We suppose k perfect (used in 4.8). Let Λ/Qp be a finite extension
containing Qp(ξs). Let Fq, q := p
r, be the residue field of Λ.
Hypothesis 4.50. We assume the existence of an absolute Frobenius σ0 : Λ→ Λ
(i.e. lifting of the p-th power map x 7→ xp of Fq), satisfying σ
r
0 = IdΛ and σ0(πs) =
πs. This is always possible if Λ/Qp is Galois.
We let K := Λ ⊗W(Fq) W(k) and σ := IdΛ ⊗ F
r. We denote again by σ0 the
morphism (σ0 ⊗ F) on K, then σ = σr0 . We fix a continuous absolute Frobenius ϕ0
on O†K , by setting ϕ0(
∑
aiT
i) :=
∑
σ0(ai)ϕ0(T )
i, where ϕ0(T ) ∈ O
†
Λ is a lifting
of tp ∈ k((t)) (see definition 1.23). Then ϕ0 verifies ϕ0(πs) = πs, and ϕ0(E
†
Λ) ⊆ E
†
Λ.
We set ϕ = ϕr0. Both ϕ and ϕ0 extend uniquely to all unramified extensions of E
†
K ,
hence they commute with the action of GE := Gal(E
sep/E).
Definition 4.51. Let Repfin
Λ
(GE) be the category of continuous (finite dimensional)
representations α : GE → GLΛ(V), such that α(IE) is finite.
Definition 4.52. Let α : GE → Λ× be a character such that α(IE) is finite. Then
we denote by Vα ∈ Rep
fin
Λ
(GE) the rank one representation of GE given by
γ(e) := α(γ) · e , for all γ ∈ GE ,
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where e ∈ Vα is a basis. We denote by D
†(Vα) (resp. M
†(Vα)) the ϕ−∇-module
over E†K (resp. ∇-module over RK) attached to Vα. Namely
(4.6.1) D†(Vα) = (Vα ⊗Λ E
†,unr
K )
GE , M†(Vα) = D
†(Vα)⊗E†K
RK .
We recall thatM†(Vα) is endowed with the unique derivation “commuting” with ϕ
(cf. [Fon90, 2.2.4]). This derivation is ∇ = 1⊗∂T . By 1.28,M
†(Vα) ∈MLS(RK).
Definition 4.53. We will identify Z/ps+1Z with µps+1 , by sending
1 7→ ξs : Z/p
s+1Z
∼
−→ µps+1 ,
where ξs is the unique p
s+1-th root of 1 verifying (cf. 1.49)
(4.6.2) |(ξs − 1)− πs| < |πs| .
If α ∈ Homcont(GE,Z/ps+1Z), we again denote by Vα the representation given by
γ(e) := ξα(γ)s · e , for all γ ∈ GE.
Remark 4.54. This definition is chosen “ad hoc” to be the inverse of the action
of GE described in (2.3.11).
Remark 4.55. Let α : GE → Λ× be a continuous character, then α factors on
the abelianized GabE . Let I
ab
E be the inertia of G
ab
E , and G
ab
k be the abelianized of
Gal(ksep/k). Since k is perfect, then, by 4.8, the exact sequence 1→ IabE → G
ab
E →
Gabk → 1 is split, hence
(4.6.3) GabE = I
ab
E ⊕G
ab
k ,
and α = α− · α0, where α− : IabE → Λ
× and α0 : G
ab
k → Λ
×. Then
Vα = Vα− ⊗Vα0 .
We observe that M†(Vα0 )
∼
→ RK , is trivial because its solution is a constant.
Indeed, the extension of O†K defined by α0 is O
†
K ⊗K H , for some unramified
extensions H/K. In the sequel we will treat only characters α : GE → Λ× with
finite image, this will be restrictive in terms of ϕ-modules but not in terms of
differential modules (cf. 4.55). Indeed,
(4.6.4) D†(Vα) = D
†(Vα−)⊗D
†(Vα0) ; M
†(Vα) =M
†(Vα−).
Remark 4.56. Points (4) and (5) of the following theorem have been already
proved in [Mat95] in the case p 6= 2 and rank one, and in [Cre00], [Mat02],
[Tsu98b] in the general case. Moreover we thank the referee to pointed out to
us that the explicit form of the differential operator (answer to (5) of 0.0.1) was
written in the proof of Lemma 5.2 of [Mat95], in the case p 6= 2.
Theorem 4.57. Let f (t) ∈ Ws(E) and let α = δ(f (t)) be the Artin-Schreier
character defined by f(t) (cf. (1.4.1)). Let (E†K)
′ be the unramified extension of
E†K corresponding, by henselianity, to the separable extension of k((t)) defined by α.
Then
(1) a basis of D†(Vα) is given by
(4.6.5) y := e⊗ θps(ν, 1) ,
where e ∈ Vα is the basis of 4.53 and ν ∈Ws(ÊunrK ) is a solution of
(4.6.6) ϕ0(ν)− ν = f (T ) ,
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where f(T ) ∈Ws(OK [[T ]][T−1]) is an arbitrary lifting of f (t);
(2) the Frobenius ϕ0 acts on Vα, moreover ϕ0(y) = θps(f (T ), 1) · y. Hence,
if Tr(f (T )) := f(T ) + ϕ0(f(T )) + · · ·+ ϕ
r−1
0 (f (T )), we have
(4.6.7) ϕ(y) = θps(Tr(f(T )), 1) · y;
(3) By 2.49, one has (E†K)
′(πs) = E
†
Ks
[θps(ν
−, 1)] (cf. definition 3.18). This
extension can be identified with the extension
(4.6.8) E†Ks [θps(ν
−, 1)]
∼
−−−→ E†Ks [eps(f
−(T ), 1)]
by sending θps(ν, 1) into eps(f
−(T ), 1). In particular, if πs ∈ K, one has
(4.6.9) y˜ = e⊗ eps(f
−(T ), 1) .
Moreover ϕ0(y˜) = θps(f
−(T ), 1) · y˜, and ϕ(y˜) = θps(Tr(f
−(T )), 1) · y˜.
(4) The isomorphism class of M†(Vα) depends only on α
− and
(4.6.10) M†(Vα)
∼
−→ M(0, α−) ;
(5) the irregularity of M†(Vα) is equal to the Swan conductor of Vα.
Proof : Let E = k((t)). For all γ ∈ GE = Gal(Esep/E), we have (cf. (2.3.17))
(4.6.11) γ(e⊗ θps(ν, 1)) = (ξ
α(γ)
s · e)⊗ (ξ
−α(γ)
s · θps(ν, 1)) = e⊗ θps(ν, 1),
hence e⊗ θps(ν, 1) ∈ D
†(Vα). Moreover, ϕ0(e⊗ θps(ν, 1)) = e⊗ ϕ0(θps(ν, 1)) and
(4.6.12) ϕ0(θps(ν, 1))
(∗)
= θps(ϕ0(ν), 1) = θps(ϕ0(ν)− ν, 1) · θps(ν, 1) .
The equality (∗) is true because ϕ0(πs) = σ0(πs) = πs, for all s ≥ 0. The derivation
on M†(Vα) arises from the derivation on E
†,unr
K (cf. (4.6.1)), hence the operator
attached to the basis e⊗ θps(ν, 1) ∈M
†
K(Vα) is (cf. 1.2) ∂T − ∂T,log(θps(ν, 1)). As
explained in 4.55, the isomorphism class ofM†(Vα) depends only on α
− = δ(f−(t)).
Hence, we can suppose α = α− and f (T ) = f−(T ) ∈Ws(T
−1OK [T
−1]) (cf. 3.18).
Let us write ν− instead of ν. By equation (3.0.21), we have
(4.6.13) θps(ν
−, 1)p
s+1
= eps(f
−(T ), 1)p
s+1
,
hence ∂T,log(θps(ν
−, 1)) = ∂T,log(eps(f
−(T ), 1)). This establishes point (3) and (4).
Both the Swan conductor and the irregularity are stable under extension of the
constant field K, hence we can suppose K = Kalg. We can suppose that f−(T )
is pure (cf. 3.23), because both the Swan conductor and the irregularity depend
only on α−. Write f−(T ) =
∑
n∈Jp
λnpm(n)T
−npm(n) . Since the irregularities of
the λnpm(n)T
−npm(n) ’s are all different we can suppose f−(T ) = λnpm(n)T
−npm(n) .
Now write explicitly (cf. definition 3.11)
λnpm(n)T
−npm(n) = (λrT
−npr , λr+1T
−npr+1 , . . . , λmT
−npm(n))
= (λrT
−npr , 0 . . . , 0) + · · ·+ (0, . . . , 0, λmT
−npm(n)) .
Since, by Reduction Theorem 2.21, the irregularities of the these vectors are all
different, and since both the irregularity and the Swan conductor are invariant by
V (cf. (4.4.1)), we can suppose f−(T ) = (λT−n, 0, . . . , 0), with |λ| = 1. Moreover,
since K = Kalg, the residue field is perfect and, replacing λT−n with λ1/p
k
T−n/p
k
,
we can suppose (n, p) = 1 (cf. 1.38). The irregularity is then nps (cf. 4.32), and
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it is equal to the Swan conductor (see for example [Bry83]). This Theorem is the
analogue of 4.33 for Artin-Schreier characters of GE). 
Remark 4.58. Suppose that the character is totally ramified, and choose f−(T )
in Ws(T
−1OK [T−1]), then θps(ν, 1) = eps(f
−(T ), 1).
Remark 4.59. Let a0 =
m
n ∈ Zp ∩Q. Suppose that µn ⊂ k. Let βa0 : G→ µn ⊂
Λ× be the Kummer character defined by ta0 . We have βa0(γ) = γ(t
a0)/ta0 . As
before, a basis of D†(Vβa0 ) is given by e⊗ T
−a0 ∈ Vβa0 ⊗ E
†,unr
K , because γ(e) :=
βa0(γ)e. Then ϕ(e ⊗ T
−a0) = T a0ϕ(T−a0) · (e⊗ T−a0), and M†(Vβ0) = M(a0, 0).
We do not necessarily have an action of ϕ0, because σ0 does not fix the n-th root
of 1.
Index
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∂T := T
d
dT
, 7
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f(T ) = f−(T ) + f0 + f
+(T ), 35
f−(T ) = (f−0 (T ), . . . , f
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M(a0,f
−(T )), M(a0,f
−(T )), M(a0, α) , 32
eMd(λ) =module defined by Ld(λ), 20
MLS(RK ), 10
MLS⊕-1(H
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fin(H), 49
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pi = (πP,j)j≥0 = generator of T(GP ),
where πj = w
j+1-torsion point of GP ,
16
Picsol(RH ), 11
pL, 7
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R(M, r) = log(Ray(M, ρ)/ρ), 10
Ray(M, x), Ray(M, ρ), 9
Repfin
Λ
(GE), 50
RK = Robba ring, 7
S ⊆ Zp, 47
σ, 12
sl−(M, ρ), sl+(M, ρ), slF (M), 9
Small radius lemma, 9
solvable at ρ, 9
solvable over R, 10
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ΛP,m, 16
Taylor solution, 9
θ
(ϕ)
d
(λ, T ), 26
Transfer Theorem, 9
V : W(R)→W(R),
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53
54 ANDREA PULITA JUNE 2005
References
[And02] Y. Andre´. Filtrations de type Hasse-Arf et monodromie p-adique. Invent. Math.,
148(2):285–317, 2002.
[Bou59] N. Bourbaki. E´le´ments de mathe´matique. I: Les structures fondamentales de l’analyse.
Fascicule XI. Livre II: Alge`bre. Chapitre 5: Corps commutatifs. Deuxie`me e´dition.
Actualite´s Scientifiques et Industrielles, No. 1102. Hermann, Paris, 1959.
[Bou83a] N. Bourbaki. Alge´bre Commutative, Chapitre 9 “Anneaux locaux noethe´riens complets”.
Masson, Paris, 1983.
[Bou83b] N. Bourbaki. General Topology. Springer Verlag, 1983. Second Printing.
[Bry83] Jean-Luc Brylinski. The´orie du corps de classes de Kato et reveˆtements abe´liens de
surfaces. Ann. Inst. Fourier (Grenoble), 33(3):23–38, 1983.
[CC96] B. Chiarellotto and G. Christol. On overconvergent isocrystals and F -isocrystals of rank
one. Compositio Math., 100(1):77–99, 1996.
[CD94] G. Christol and B. Dwork. Modules diffe´rentiels sur des couronnes. Ann. Inst. Fourier
(Grenoble), 44(3):663–701, 1994.
[Chi02] D. Chinellato. Una generalizzazione del π di dwork. Tesi di laurea. Univ. Padova, 2002.
[CM02] G. Christol and Z. Mebkhout. E´quations diffe´rentielles p-adiques et coefficients p-adiques
sur les courbes. Aste´risque, 279:125–183, 2002. Cohomologies p-adiques et applications
arithme´tiques, II.
[CR94] G. Christol and P. Robba. E´quations diffe´rentielles p-adiques. Actualite´s
Mathe´matiques. [Current Mathematical Topics]. Hermann, Paris, 1994. Applica-
tions aux sommes exponentielles. [Applications to exponential sums].
[Cre87] R. Crew. F -isocrystals and p-adic representations. In Algebraic geometry, Bowdoin,
1985 (Brunswick, Maine, 1985), volume 46 of Proc. Sympos. Pure Math., pages 111–
138. Amer. Math. Soc., Providence, RI, 1987.
[Cre00] Richard Crew. Canonical extensions, irregularities, and the Swan conductor. Math.
Ann., 316(1):19–37, 2000.
[Dwo82] B. Dwork. Lectures on p-adic differential equations, volume 253 of Grundlehren der
Mathematischen Wissenschaften [Fundamental Principles of Mathematical Science].
Springer-Verlag, New York, 1982.
[Fon90] J. M. Fontaine. Repre´sentations p-adiques des corps locaux. I. In The Grothendieck
Festschrift, Vol. II, volume 87 of Progr. Math., pages 249–309. Birkha¨user Boston,
Boston, MA, 1990.
[Haz78] M. Hazewinkel. Formal groups and applications, volume 78 of Pure and Applied Math-
ematics. Academic Press Inc., New York, 1978.
[Ked04] Kiran S. Kedlaya. A p-adic local monodromy theorem. Ann. of Math. (2), 160(1):93–
184, 2004.
[LT65] J. Lubin and J. Tate. Formal complex multiplication in local fields. Ann. of Math. (2),
81:380–387, 1965.
[Mat95] Shigeki Matsuda. Local indices of p-adic differential operators corresponding to Artin-
Schreier-Witt coverings. Duke Math. J., 77(3):607–625, 1995.
[Mat02] Shigeki Matsuda. Katz correspondence for quasi-unipotent overconvergent isocrystals.
Compositio Math., 134(1):1–34, 2002.
[Meb02] Z. Mebkhout. Analogue p-adique du the´ore`me de Turrittin et le the´ore`me de la mon-
odromie p-adique. Invent. Math., 148(2):319–351, 2002.
[Rob84] P. Robba. Indice d’un ope´rateur diffe´rentiel p-adique. III. application to twisted expo-
nential sums. Asterisque, 119-120:191–266, 1984.
[Rob85] P. Robba. Indice d’un ope´rateur diffe´rentiel p-adique. IV. Cas des syste`mes. Mesure de
l’irre´gularite´ dans un disque. Ann. Inst. Fourier (Grenoble), 35(2):13–55, 1985.
[Ser62] J. P. Serre. Corps locaux. Publications de l’Institut de Mathe´matique de l’Universite´ de
Nancago, VIII. Actualite´s Sci. Indust., No. 1296. Hermann, Paris, 1962.
[Spr98] T. A. Springer. Linear algebraic groups, volume 9 of Progress in Mathematics.
Birkha¨user Boston Inc., Boston, MA, second edition, 1998.
[Tsu98a] N. Tsuzuki. Finite local monodromy of overconvergent unit-root F -isocrystals on a
curve. Amer. J. Math., 120(6):1165–1190, 1998.
[Tsu98b] Nobuo Tsuzuki. The local index and the Swan conductor. Compositio Math.,
111(3):245–288, 1998.
LUBIN-TATE GROUPS AND P-ADIC DIFFERENTIAL EQUATIONS 55
[vdPS03] M. van der Put and M. F. Singer. Galois theory of linear differential equations, volume
328 of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of
Mathematical Sciences]. Springer-Verlag, Berlin, 2003.
Equipe de The´orie des Nombres, Universite´ de Paris 6, 175 rue du Chevaleret, 75013,
Paris, France
E-mail address: pulita@math.jussieu.fr
