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a b s t r a c t
This paper studies a combination of parallel machine scheduling and the vertex cover
problem. Given some weighted vertices in an undirected graph, a set of vertices is called
a vertex cover if for each edge at least one endpoint belongs to this set. Our problem is to
schedule a set of weighted vertices on m identical parallel machines such that the set of
vertices is a vertex cover and the makespan is minimized. We develop an approximation
algorithm based on the local ratiomethod and the LPT rule, and prove that it is a (3− 2m+1 )-
approximation algorithm.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Parallel machine scheduling and the vertex cover problem are two fundamental problems in the fields of combinatorial
optimization and theoretical computer science. They have been intensively studied because of both their theoretical interest
and their wide applicability. Thousands of papers were devoted to the study of computational complexity, algorithms and
applications for the two problems and their extensions. This paper considers a combination of parallel machine scheduling
and the vertex cover problem. We will briefly introduce some related results on the two problems, and the readers are
referred to [10,19,16] for comprehensive reviews.
The objective of parallel machine scheduling considered in this paper is to minimize the makespan, i.e. the completion
time of a schedule. Both parallelmachine scheduling and the vertex cover problemareNP-hard [13]. Therefore,many studies
focused on designing approximation algorithms and analyzing their worst-case performance. For a minimization problem,
a polynomial time algorithm is called a ρ-approximation algorithm for some ρ > 1, if it delivers a solution that is at most ρ
times the optimum for every instance. The algorithm is also said to be ρ-approximate.
In 1966, Graham [14] presented the LS (list scheduling) algorithm for parallel machine scheduling to minimize the
makespan. Whenever a machine becomes idle, the LS algorithm assigns the first available job on that machine. Graham
proved that the LS algorithm is (2− 1m )-approximate, probably the first time theworst-case performance of an approximation
algorithm was analyzed. In the LS algorithm, if the jobs are sorted in order of nondecreasing processing times, then the
algorithm is known as the LPT (longest processing time) rule. Graham proved that the LPT rule is ( 43 − 13m )-approximate [15].
It is also known that PTAS exists for parallel machine scheduling [17] and FPTAS exists if the number of machines is fixed
[20].
The vertex cover problem is one of the six basic NP-complete problems of Garey and Johnson [13]. Dinur and Safra [11]
proved that the vertex cover problem can not be approximated within a factor of 1.36 unless P = NP . Moreover, based
on the unique 2-prover-1-round game conjecture, Khot and Regev [18] showed that the vertex cover problem is hard to
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be approximated within any constant factor better than 2. On the other hand, a 2-approximation algorithm can be easily
obtained by the prime-dual approach [21] or the local ratio method [3]. This paper is mainly concerned with the local ratio
method, and will describe the 2-approximation algorithm in the next section. The local ratio method was first presented by
Bar-Yehuda and Even [4], and can be applied to obtain a (2− log log n2 log n )-approximation algorithm for vertex cover problem [5].
Since then, the local ratio methodwas applied to a broad range of optimization problems [1,2,6–9,12], and themethod itself
has been developed as a unified framework for approximation algorithms [3].
This paper studies a combination of parallel machine scheduling and the vertex cover problem. Given some weighted
vertices in an undirected graph, schedule a set of vertices on m identical parallel machines such that the set of vertices is
a vertex cover and the makespan is minimized. This problem is inspired by such a scenario: we are going to manufacture
devices to monitor a given network in which clients are nodes and connections are edges. Each connection needs to be
monitored by assigning a device on one of the clients of this connection. The deviceswill be produced onmparallelmachines.
Howdoweminimize the completion time of devices such that they can be fixed on some of the clients to cover the network?
To the best of our knowledge, there is little research addressing this problem. Beyondof theoretical interest of combining two
important combinatorial optimization problems, it is not trivial from the viewpoint of technique. Even if we can optimally
solve parallel machine scheduling and vertex cover problem respectively, it does not guarantee to obtain a good solution
for the combination problem. For example, given m parallel machines, m + 1 jobs {J1, J2, . . . , Jm+1} with processing times
{m, 1, . . . , 1} and a simple network with m edges such that J1 connects to each of the other jobs, we can find that {J1}
is an optimal solution for the vertex cover problem, and then we can optimally schedule it on one of machines, and the
makespan is m. Obviously, the optimal solution for the combination problem is to assign each of {J2, . . . , Jm+1} on one
machine respectively, and the optimal makespan is 1. To obtain a satisfactory result for the combination problem, we need
integrate parallel machine scheduling, the vertex cover problem and their corresponding algorithms.
The rest of the paper is organized as follows. In Section 2,we formally introduce the problemand some related results.We
present the approximation algorithm and analyze its performance in Section 3, and some concluding remarks are provided
in Section 4.
2. Preliminaries
2.1. The problem
The problem considered in this paper can be formally described as follows. Givenm (m ≥ 1) identical parallel machines
M = {M1, . . . ,Mm}, n jobs J = {J1, . . . , Jn}with processing times P = {p1, . . . , pn} and an undirected graph G = (V , E,W )
with vertex set V = J , edge set E, and weight set of vertices W = P , find a schedule to minimize the makespan such
that if G contains an edge between Ji and Jk, at least one of Ji and Jk should be processed. We denote this problem by
Pm|vertex cover|Cmax. Obviously, the problem is NP-hard and is hard to be approximated within any constant factor better
than 2 even form = 1 because of the hardness of the vertex cover problem.
This paper will develop an approximation algorithm mainly based on the LPT rule and the local ratio method. We will
include their brief proofs since the proofs of our result build directly upon them.
2.2. LPT rule for parallel machine scheduling
The LPT rules can be described as follows:
Algorithm 1 LPT rule
1: sort the jobs in order of non-increasing processing times,
2: whenever a machine becomes idle, assign the first available job on it.
The following analysis comes from Graham [15]. Without loss of generality, we may assume that schedule starts at time
zero, and the jobs are ordered in a list such that p1 ≥ p2 ≥ · · · ≥ pn. Let Jk be the latest completed job, and y be the time
point that Jk starts its processing. Without loss of generality, it can be assumed that Jk is the last job on the list. Let C∗max and
Cmax be the makespans derived by an optimal algorithm and the LPT rule respectively.
It is easy to see that Cmax = pk + y, y ≤ 1m (
n
i=1 pi − pk) and C∗max ≥ 1m
n
i=1 pi. We have
Cmax
C∗max
= pk + y
C∗max
≤
1
m
n
i=1 pi +

1− 1m

pk
C∗max
≤ 1+

1− 1
m

pk
C∗max
.
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If pk ≤ C∗max3 , we have CmaxC∗max ≤ 43 − 13m ; otherwise, in an optimal schedule at most two jobs can be processed on each
machine, and it is not hard to see that the LPT rule will result in an optimal schedule. Therefore, the LPT rule is ( 43 − 13m )-
approximate.
2.3. Local ratio method for vertex cover
The local ratio method is an approximation paradigm for NP-hard problems. It is remarkably simple and elegant. It cuts
the combinatorial structure of the problem into several pieces which may be observed straightly, and the following local
ratio theorem guarantees its performance. The theorem is concerned with a minimization problem: given a weight vector
w ∈ Rn, and a set of feasibility constraints C , find a solution vector x satisfying the constraints in C that minimizes the scalar
productw · x.
Theorem 1 (Local Ratio Theorem [3]). Let w,w1, w2 ∈ Rn be such that w = w1 + w2. Let x ∈ Rn be a feasible solution (with
respect to C) that is r-approximate with respect to w1, and with respect to w2. Then, x is r-approximate with respect to w as
well.
As a direct application of the local ratio method, the vertex cover problem has a 2-approximation algorithm. Let w(u)
denote the weight of vertex u. The local ratio method is stated as follows.
Algorithm 2 Local ratio method for vertex cover
1: while there exists an edge (u, v) such thatmin{w(u), w(v)} > 0 do
2: ϵ = min{w(u), w(v)},
3: w(u)← w(u)− ϵ,
4: w(v)← w(v)− ϵ,
5: end while
6: return {v|w(v) = 0}.
The algorithm splits the original weight vector w into some components, i.e. w = w1 + w2 + · · · + wk + w0 where
wi (i = 1, 2, . . . , k) denotes the decrease occurred to w in the ith round, and w0 is the remained weight vector while the
algorithm ends. Let (ui, vi) be the edge selected in the ith round, and ϵi be the decrease on each of its endpoints. As a feasible
solution must cover at least one endpoint of an edge and at most two of them, comparing the solution x obtained by the
algorithm with any feasible solution x∗, we have
wi · x ≤ 2ϵi, wi · x∗ ≥ ϵi.
Therefore, we havewi · x ≤ 2wi · x∗. Together with the factw0 · x = 0 ≤ 2w0 · x∗, The Local Ratio Theorem guarantees that
x is 2-approximate to the original weight vectorw.
3. Algorithm and analysis
For the problem Pm|vertex cover|Cmax, it is natural to study a two-stage approach, i.e. first find a feasible solution for the
vertex cover problem and then schedule the jobs (vertices) on the parallel machines. Unfortunately, the instance described
in the Introduction shows that it may result in a bad solution even if we can optimally solve the two problems respectively.
For the same instance, the solution found by the local ratio method includes all of the jobs, and then the LPT rule will return
a schedule with makespanm form > 1. Therefore, to obtain a satisfied solution, we need to integrate the two problems and
the corresponding algorithms. Notice that the job with the longest processing time occupies one machine in the instance,
and if we replace it by its neighbors, the solution will still be feasible (cover the graph) and the makespan will be improved.
This inspires us to connect the LPT rule and the local ratio method by a replacement policy.
Themain idea lies that we first solve a vertex cover problem by the local ratiomethod, and then obtain a current schedule
by the LPT rule. While the last completed job occupies one machine and it has not been replaced before, we replace it by its
neighbors and schedule the jobs by the LPT rule. Otherwise, output the best schedule so far.
Before formally describing this algorithm, we give some notations. Let Si be the set of jobs processed on machine Mi by
an algorithm, and then we can use the set {S1, S2, . . . , Sm} to describe a schedule. Let p(S) = j∈S pj be the total weight
of jobs in a set S and Nj = {Ji|(Jj, Ji) ∈ E} be the set of neighbors of job Jj. Use {S1, S2, . . . , Sm} to record a best schedule so
far with makespan Cmax, and let S be the set of jobs in this schedule. Use {S ′1, S ′2, . . . , S ′m} to record a current schedule with
makespan C ′max, and let S ′ be the set of jobs in this schedule. We name the algorithm LLR that can be described as follows.
First check the feasibility of the LLR algorithm. If the jobs in a set S cover the graph, then the graph will still be covered
when we replace a job Jk ∈ S by its neighbors. The algorithm starts from a set derived by the local ratio method that covers
the graph, and hence we will find a feasible solution when the algorithm ends.
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Algorithm 3 LLR algorithm
1: solve vertex cover problem by the local ratio method to obtain a job set S ′.
2: schedule the jobs in S ′ by the LPT rule, let the schedule be {S ′1, S ′2, . . . , S ′m} with makespan C ′max, and the last completed
job be Jk.
3: let S = S ′, {S1, S2, . . . , Sm} = {S ′1, S ′2, . . . , S ′m} and Cmax = C ′max, unmark all jobs.
4: while Jk is a single job processed on one machine and Jk is not marked do
5: mark Jk, S ′ ← S ′ ∪ Nk \ {Jk},
6: schedule the jobs in S ′ by the LPT rule, let the schedule be {S ′1, S ′2, . . . , S ′m}withmakespan C ′max, and the last completed
job be Jk.
7: if C ′max < Cmax then
8: S ← S ′, {S1, S2, . . . , Sm} ← {S ′1, S ′2, . . . , S ′m}, Cmax ← C ′max.
9: end if
10: end while
11: return S, (S1, S2, . . . , Sm) and Cmax.
Now we consider the computational complexity of the LLR algorithm. The local ratio method and the LPT rule can be
realized in O(|E|) and O(n log n) times respectively, and hence the first three steps need O(max{|E|, n log n}) time. The main
computation occurs when the last completed job occupies one machine and it is not marked. Notice that any job can be
replaced atmost once, and hence there are atmost n replacements, and each of them corresponds toO(n) time to update the
sets S ′, S, {S1, S2, . . . , Sm} and Cmax, O(n) time to assign jobs in a given list onm parallel machines, and the total computation
time for these operations is O(n2). To sort the jobs in the LPT rule after replacing Jk by Nk, we only need insert the jobs of
Nk into the remaining list, and it needs O(|Nk| log n) time, whose total time is O(nk=1 |Nk| log n) = O(|E| log n). Therefore,
it needs O(max{n2, |E| log n)} time during the iterations. The last step needs O(n) time to output a solution. Therefore, the
LLR algorithm will halt in O(max{n2, |E| log n)} time.
Notice that the LLR algorithmends onlywhen the last completed job in a ‘‘current schedule" does not occupy onemachine
or it has beenmarked before. Let S ′ be the job set in this schedulewithmakespan C ′max, and Jk be the last completed jobwhich
starts its processing at time y. This is to say C ′max = y + pk. Let Cmax be the makespan returned by the LLR algorithm. Recall
that the schedule returned is the best one during the LLR algorithm, and we have Cmax ≤ C ′max. Let S0 be the set of jobs
obtained by the local ratio method, and S∗ be the job set of an optimal solution for Pm|vertex cover|Cmax, and C∗max be the
optimal makespan.
We first present a technical lemma.
Lemma 1. If any marked job belongs to S∗, then the LLR algorithm will return an optimal solution.
Proof. Any marked job, say Ji, corresponds to a current schedule with makespan pi. Since the schedule returned is the best
one during the LLR algorithm, we have Cmax ≤ pi. If Ji belongs to S∗, then it is obvious that C∗max ≥ pi, and hence we have
Cmax ≤ C∗max. It implies that the LLR algorithm returns an optimal solution. 
In the following, we will generally assume that any marked job does not belong to S∗ since otherwise the LLR algorithm
will find an optimal solution. The following two lemmas will focus on the last ‘‘current schedule".
Lemma 2. ∀S˜ ⊂ S ′, if S˜ ∩ S∗ = ∅, then p(S˜) ≤ p(S∗).
Proof. If a marked job, say Jj, does not belong to S∗, we know all of its neighbors must belong to S∗ to satisfy the covering
constraints. Since we have assumed that any marked job does not belong to S∗, the jobs in S ′ \ S0 must belong to S∗. Given
S˜ ⊂ S ′ such that S˜ ∩ S∗ = ∅, we know S˜ ⊂ S0. Recall the procedure of the local ratio method. Let ϵi be the drop of each
endpoint of an edge in the ith round. Since S˜ ⊂ S0 and S˜ ∩ S∗ = ∅, we know that S˜ contains at most one of the endpoints
since at least one of them belongs to S∗. Therefore p(S˜) drops at most ϵi while p(S∗) drops at least ϵi. At the end of the local
ratio method, p(S˜) must drop to zero, and the remaining weight of S∗ is no less than zero. Therefore, the original weights
p(S˜) and p(S∗)must satisfy p(S˜) ≤ p(S∗). 
The next lemma will evaluate the ratio of C ′max to C∗max. A simple observation is that C∗max ≥ 1mp(S∗).
Lemma 3. C
′
max
C∗max ≤ (1− 1m )
pk
C∗max + 2.
Proof. Based on a similar argument for the LPT rule, we have
C ′max
C∗max
= pk + y
C∗max
≤
1
mp(S
′)+ (1− 1m )pk
C∗max
. (1)
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Noticing that S ′ = (S ′ ∩ S∗) ∪ (S ′ \ S∗) and C∗max ≥ 1mp(S∗), we have
1
mp(S
′)
C∗max
≤ p(S
′)
p(S∗)
= p(S
′ ∩ S∗)
p(S∗)
+ p(S
′ \ S∗)
p(S∗)
≤ 2, (2)
where the last inequality comes from Lemma 2. Put (1) and (2) together, and the result follows. 
The following theorem presents our main result.
Theorem 2. The LLR Algorithm is a

3− 2m+1

-approximation algorithm for Pm|vertex cover|Cmax.
Proof. Consider the last ‘‘current schedule". As defined before, let S ′ be the job set in this schedule with makespan C ′max, and
Jk be the last completed job which starts its processing at time y. We know C ′max = y+ pk.
When the algorithm ends, it holds that either Jk is a single job processed on one machine and Jk has been marked before,
or Jk is not a single job processed on one machine. We will analyze the performance of the LLR algorithmwith respect to the
two cases.
Case 1: Jk is a single job processed on one machine and Jk has been marked
In this case, Jk must be deleted in some iteration since it has been marked before, and be rejoined by replacing one
of its marked neighbors, say Ji. Notice that any marked job Jj corresponds to a schedule with makespan pj, and we have
Cmax ≤ min{pk, pi} since the the schedule returned is the best one during the algorithm. To satisfy the covering constraints,
any feasible solution must include at least one of Jk and Ji, and hence C∗max ≥ min{pk, pi} ≥ Cmax. In this case, the LLR
algorithm returns an optimal solution.
Case 2: Jk is not a single job processed on one machine
In this case, we have y ≥ pk by the LPT rule. We will show that C∗max ≥ pk. Notice that there are at least m+ 1 jobs in S ′
each with processing time no less than pk. If any of them belong to S∗, then we have C∗max ≥ pk. Otherwise, by Lemma 2, we
have p(S∗) ≥ (m+ 1)pk, and then C∗max ≥ 1mp(S∗) ≥ m+1m pk ≥ pk.
Assume that there are t jobs in S ′ such that each of them starts processing at time zero and is completed no earlier than
time y. Let the set of these jobs be T , and we have p(T ) ≥ ty. These jobs occupy t machines before time y, and each of the
remainingm− t machines is assigned at least two jobs before time y. Let U be the set including those jobs and Jk, and then
we have |U| ≥ 2(m− t)+ 1 and the processing time of each job in U is no less than pk.
Subcase 2.1: T ∩ S∗ ≠ ∅
In this case, C∗max is no less than the processing time of each job in T ∩ S∗, and hence C∗max ≥ y. We have
C ′max
C∗max
≤ y+ pk
y
= 2 ≤ 3− 2
m+ 1 . (3)
Subcase 2.2: T ∩ S∗ = ∅ and t ≥ m+12
Since T ∩ S∗ = ∅, by Lemma 2, we have p(S∗) ≥ p(T ) ≥ m+12 y. Therefore, we have C∗max ≥ 1mp(S∗) ≥ m+12m y. We have
shown that C∗max ≥ pk, and thus we have
C ′max
C∗max
= y+ pk
C∗max
≤ y
C∗max
+ 1 ≤ 2m
m+ 1 + 1 = 3−
2
m+ 1 . (4)
Subcase 2.3: T ∩ S∗ = ∅ and t < m+12
Subcase 2.3.1: |U ∩ S∗| ≥ m+ 1
At least two jobs in |U ∩ S∗| should be assigned on one machine in the optimal solution. This implies that C∗max ≥ 2pk. By
Lemma 2, we have
C ′max
C∗max
≤

1− 1
m

pk
C∗max
+ 2 ≤ 5
2
− 1
2m
≤ 3− 2
m+ 1 . (5)
Subcase 2.3.2: |U ∩ S∗| ≤ m
Since |U ∩ S∗| ≤ m, at least 2(m− t)+ 1−m = m− 2t + 1 jobs belong to U \ S∗. Noticing that T ∩ S∗ = ∅, T ∩ U = ∅
and (T ∪ (U \ S∗)) ⊂ S ′, by Lemma 2, we have
p(S∗) ≥ p(T ∪ (U \ S∗)) = p(T )+ p(U \ S∗) ≥ ty+ (m− 2t + 1)pk = t(y− 2pk)+ (m+ 1)pk. (6)
Subcase 2.3.2.1: y ≥ 2pk
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Since y ≥ 2pk and (6), we have p(S∗) ≥ t(y− 2pk)+ (m+ 1)pk ≥ (m+ 1)pk, and C∗max ≥ 1mp(S∗) ≥ m+1m pk. By Lemma 3,
we have
C ′max
C∗max
≤

1− 1
m

pk
C∗max
+ 2 ≤

1− 1
m

m
m+ 1 + 2 = 3−
2
m+ 1 . (7)
Subcase 2.3.2.2: y < 2pk
Since y < 2pk, t < m+12 and (6), we have p(S
∗) ≥ t(y− 2pk)+ (m+ 1)pk ≥ m+12 (y− 2pk)+ (m+ 1)pk = m+12 y. Based
on a similar argument of obtaining (4), we also have C
′
max
C∗max ≤ 3− 2m+1 .
Putting all of the results together and noticing that Cmax ≤ C ′max, we know
Cmax
C∗max
≤ C
′
max
C∗max
≤ 3− 2
m+ 1 , (8)
and hence the LLR algorithm is a (3− 2m+1 )-approximation algorithm. The following instance shows that the bound is tight.
Consider an instance of Pm|vertex cover|Cmax with m machines and a graph G = {J, E, P}, in which J = {J1, . . . , J2m+1},
E = {(Ji, Ji+1)|i = 1, ..., 2m}, and the processing times are p1 = p3 = · · · = p2m+1 = m, p2 = p4 = · · · = p2m = m + 1.
We consider the edges in the order of (J1, J2)→ (J2, J3)→ · · · → (J2m, J2m+1), and then the local ratio method will return
all jobs in J as a vertex cover, and then the LPT rule will return a schedule {{J2, J1, J2m+1}, {J4, J3}, . . . , {J2m, J2m−1}}. The last
completed job J2m+1 is not a single job on M1, therefore the LLR algorithm will return this schedule with Cmax = 3m + 1.
However, the optimal solution is {{J2}, {J4}, . . . , {J2m}}with C∗max = m+ 1. Thus CmaxC∗max = 3− 2m+1 for this instance. 
4. Conclusions
This paper considers a combination of parallel machine scheduling and the vertex cover problem. We present an
approximation algorithm that bridges the local ratio method and the LPT rule by a replacement policy, and prove that it
is (3 − 2m+1 )-approximate. Though the local ratio method used in this paper and the LPT rule are not the most efficient
algorithms for the two problems respectively, their integration performs even better than optimally solving each of the two
problems successively.
It is interesting to find an approximation algorithmwith a better performance ratio, or give a nontrivial inapproximability
result for this problem. This study may also inspire us to consider the combinations of other optimization problems.
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