Introduction "Real business analysis now occupies a major position in the core curriculum of nearly every graduate program. At a recent National Bureau of Economic Research conference, a prominent Cambridge economist of the New Keynesian school described the RBC approach as the new orthodoxy of macroeconomics, without
raising a challenge from the audience." King and Rebelo (1999, p 930) This review examines the Real Business Cycle (RBC) and Dynamic Stochastic General Equilibrium (DSGE) methods for analysing business cycle behaviour that have become necessary tools for graduate-trained macroeconomists. The default Master's level text, Romer (2006) , provides an insightful characterisation of the RBC literature, based heavily on Campbell (1994) . However, the Romer text says little about the computational side of the RBC literature, to the frustration of researchers interested in using the models for business cycle analysis.
This paper describes the computational steps commonly used by RBC practitioners. In particular, it stresses recently developed (often Bayesian) techniques for computation and inference. A number of computational issues are discussed in the context of the simple divisible labour RBC model, which is often used for pedagogical purposes. Code and US data to replicate the computations for this paper are provided on the Reserve Bank of New
Zealand's website -see Table 2 at the end of this paper. Our aim is to describe the empirical tools required by the reader of Romer (2006) to build DSGE models. The paper also provides numerous Internet links to helpful code for business cycle computation (in Table 1 ).
Section 2 provides a brief overview of RBC origins, including the contribution of Kydland and Prescott (1982) . Section 3 presents a simple RBC model and considers solution methods.
Section 4 examines how the model can be used to analyze the data by a variety of methods, including Bayesian estimation. Section 5 outlines several recent research agendas.
Appendices to the discussion paper version of this paper provide details of background steps for our RBC example (see Table 2 ).
5 covered in detail by Campbell (1994) and Romer (2006) − will be familiar to most readers, a concise treatment will suffice.
We model a simple Walrasian economy subject to technological disturbances in discrete time.
Following the literature, we make specific assumptions about the functional forms followed by preferences and constraints of the (here, but not necessarily) representative agent. These assumptions sometimes trouble students new to the RBC approach; the functional forms are unlikely to be exact. The 'keep-it-simple' approach owes something to the need for tractability. It also reflects the desire by RBC researchers to analyse the sample data by using incremental deviations from the well-understood Neoclassical growth model.
The perfectly competitive economy contains a representative household that maximizes utility
given an initial stock of capital. The household simultaneously participates in the goods, capital and labour markets. The economy also contains a representative firm, which sells output produced from capital, labour and technology.
The representative firm has a constant returns-to-scale Cobb Douglas production function:
where t Y is output in time t, t A is technology, t N is the number of labour hours worked, t K is the capital stock, and . 1 0 < < α Capital accumulates according to:
where δ is the depreciation rate of the stock of capital, and t C is consumption.
The household has log utility in consumption and power utility in leisure:
where the elasticity of intertemporal substitution of leisure is γ σ / 1 ≡ and β is the discount factor. The mechanism of intertemporal labour supply is similar to that of Lucas and Rapping 6 (1969) and labour is divisible. (Romer, 2006, p 210 , discusses the indivisible labour case analysed by Hansen, 1985, and Rogerson, 1988.) We define the gross rate of return on investment capital, 1 + t R , to be the marginal product of capital plus undepreciated capital:
We consider a social planner maximizing the expected utility of the representative individual by picking a path for consumption and leisure subject to the two constraints (1) and (2). Stokey and Lucas (1989) and Ljungqvist and Sargent (2004) discuss a dynamic programming approach and the Bellman's equation. A simple introduction to intertemporal optimisation is provided in supplement A of Obstfeld and Rogoff (1997) . Note that the unique solution to the social planner's problem is the competitive equilibrium from the welfare theorems. Given the functional forms that have been assumed for preferences, the necessary first order conditions for the problem can be written:
where the marginal utility of leisure is set equal to the real wage t W times the marginal utility of consumption. Given a competitive labour market, the real wage also equals the marginal product of labour. Note that equation (5) reflects the between-periods aspect of the problem, so that labour supply is dictated by intertemporal substitution.
Following Campbell (1994) and Romer (2006) , we assume that in the (unique) steady state, technology, capital, output, and consumption all grow at the common constant rate,
. The gross rate of return on capital is also constant in the steady state, denoted R . (We will consider the importance of this definition of the steady state below.)
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The first order condition (5) becomes:
In logs (denoted by lower case letters):
The definition of the return to capital (4) and the first-order condition (7) imply that the steady-state technology-capital ratio is constant:
with r R + ≈ 1 . The production function and the technology-capital ratio also imply a constant steady-state output-capital ratio:
The steady-state consumption output ratio is:
Departures from the steady state can be modelled as a system of non-linear equations in the logs of technology, capital, output, labour and consumption. In some special cases, the model becomes linear. See, for example, McCallum (1989) . Non-linear variants can be log-linearised using first-order Taylor series expansions around the steady state. The non-steady state behaviour of the resulting linear system approximates the original non-linear specification.
The first-order log-linearisation approximation can be inaccurate, especially when the economy is some distance from the steady state; see, for example, Den Haan and Marcet (1994) . A number of researchers have considered higher order Taylor series approximations, including Collard and Juillard (2001) and Schmitt-Grohé and Uribe (2004a,b) . Aruoba et al 8 (2006) describe less restrictive but typically more computationally burdensome approaches and horse-race a variety of methods. Fernández-Villaverde and Rubio-Ramírez (2006) provide a nice outline of their research agenda on estimating and analyzing non-linear and non-normal DSGE models. (Table 1 provides a link to Rubio-Ramírez's webpage.) A particularly appealing feature of their particle filter approach is that general equilibrium models can be estimated allowing for parameter change (see the discussion in Section 5).
Nevertheless, for consistency with the Romer (2006) representation of RBC modelling, in this paper we use the standard linear approximation procedure.
Appendix A (available on the Internet; see Table 2 ) provides details of the somewhat timeconsuming log-linearisation of equations (1), (2), (4), (5), and (6) using first-order Taylor expansions around the steady state. The handy rules in Uhlig (1999) make the process less burdensome than working through Campbell (1994) suggests. This approach yields the following linear (in logs) system: For simplicity, we omit all constants; the variables can be thought of as zero-mean deviations from the steady state growth path.
The log technology process follows: , and t ε is an idiosyncratic disturbance. For simplicity, the technology process specified in equation (17) rules out unit root behaviour that would cause the model to be non-stationary.
The 'technology shocks' label is controversial. In this highly abstract model, any disturbances that affect the supply side -other than changes in capital and labour -will be lumped together under the label 'technology'. See Summers (1986) for a critique of the contribution of technology in early RBC models. King and Rebelo (1999) argue that the RBC research agenda requires resuscitation because one-shock models require implausibly large and frequent technology shocks.
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For consistency with the Romer (2006) treatment of RBCs, we de-trend the by defining a deterministic steady state. Many RBC researchers prefer not to linearise about a deterministic steady state; see, for example, Cogley and Nason (1995a,b) . Fukač and Pagan (2008) review methods for de-trending models using a recent DSGE example.
Our system of linear difference equations (12)- (17) can be solved using the method of undetermined coefficients as described by Campbell (1994) and others. The researcher guesses the functional form of the solution and then verifies. The approach was developed in the rational expectations literature; see Blanchard and Fisher (1989, p 261-266) for a textbook treatment. Binder and Pesaran (1995) , Uhlig (1999) and Sims (2002) discuss more general vector-based approaches for solving systems of linear difference equations; Blanchard and Kahn (1980) and Anderson and Moore (1985) provide the building blocks.
5 Stokey and Lucas (1989) , Cooley (1995), Ljungqvist and Sargent (2004) and Canova (2007) to the eigenvalues of the model. Note that there may be many solutions in complex DSGE models. In our simple example, we discard the explosive eigenvalue case since the competitive economy should have a unique solution. More complex models could give either only explosive solutions (usually interpreted as a misspecified model), or many stable solutions (which might make sense with multiple equilibria, or sunspot equilibria).
For our simple model, the researcher can, like Campbell (1994) , derive expressions for the dynamics of consumption, output, capital and labour conditional on the 'deep' parameters. In a multi-shock model, these derivations by hand would be extremely time consuming, and unnecessary given that the model properties could simply be simulated.
Data analysis
To solve the model by the methods described above, one requires values for the deep parameters (and hence the reduced-form parameters, the λ 's) which specify the log-linear system. The early RBC literature focused on 'calibration', rather than estimation, of these key parameters.
This controversial step is driven by three main concerns. Recent literature has focused more on estimation of the key parameters, often by Bayesian methods. The use of 'off-model' or 'prior' information allows the researcher to mitigate, but not eliminate, the first and third of these issues (we return to these matters in section 5). Not much can be done about conceptual mismatch in highly abstract aggregate models; the researcher simply hopes that the selected values of the parameters move the model closer to the data.
We start our review of empirical methods by describing a Bayesian full information approach, keeping our review closer to more recent literature, and move on to discuss other estimationbased procedures. Then we describe and contrast the calibration approach and what we term 'Bayesian calibration'. The last of these deals with model uncertainty in a more formal way than calibration, but the full model is not estimated.
Bayesian estimation
Returning to our simple RBC model, there are a number of unknown parameters in equations (12)- (16), namely (α , δ , σ , r, N, g), and the parameters of the technology process, φ and the variance of ε , denoted
Since nearly all capital stock data are constructed by making assumptions about the rate of depreciation, most researchers fix δ (at a quarterly rate of around two percent). The remaining parameters can be estimated. Koop (2003) provides an excellent general introduction to Bayesian estimation, highlighting the differences from the classical approach; see also Gelman et al (2004) . Since neither of these Bayesian textbooks consider explicitly DSGE estimation, the descriptions given by Lubik and Schorfheide (2005) , An and Schorfheide (2007) and Canova (2007) To fix ideas without being too specific, consider a researcher wishing to estimate deep parameters of interest using additional 'off-model' information. The researcher's priors encompass all the information that is not from the sample data. To implement the Bayesian approach, the researcher re-weights the likelihood using the 'off-model' priors and maximizes the re-weighted likelihood.
Since ) (Data P is simply a constant, Bayes' rule implies that the posterior distribution over the parameters of model i, i θ , given the Data is proportional to the marginal likelihood,
Maximizing this re-weighted likelihood thus delivers the most likely values of the parameters given the data and the prior. In practice, the posterior mode for the parameters is often computed using the methods described by Schorfheide (2000): 1. Solve the linear rational expectations system 2. Use the Kalman filter to find the numerical values which maximise the sum of the likelihood and the prior.
Given that the shape of the posterior density is determined by the prior and the likelihood, the posterior density for each parameter can be constructed by using a Monte Carlo Markov chain, typically the Metropolis-Hastings (MH) algorithm.
Juillard's (1996) DYNARE package allows Bayesian estimation along these lines using MATLAB. The researcher can input the model in linearised form or in levels, with some higher-order approximation methods as options. Appendix B (see Table 2 ) describes the results from the estimation of our simple RBC model using US data from 1959Q1 to 2006Q1.
The DYNARE code and US data to replicate our results are provided on the website that accompanies this paper.
The main advantage of the Bayesian estimation approach is that the researcher can make 
Figure 1 Example RBC prior and posterior densities
It is important to note that the posterior densities shown in Figure 1 are conditional on the priors for all the parameters, not just those for φ and σ . (Appendix B to this paper contains a complete list of the priors used for our analysis.) Some users find it difficult to specify priors since their specification require a great deal of information for each parameter: the type of distribution, the support for the distribution, the mean of the distribution and perhaps higher moments too. In practice, prior elicitation can be troublesome. In response, DSGE practitioners sometimes resort to justifying their priors for a particular parameter with reference to other studies, even though the earlier research may have utilized a different model. Parameter priors are also typically assumed to be independent, even though the parameters may not necessarily be so.
In practice, the researcher also has to grapple with two other contentious issues:
uninformativeness and Markov chain convergence problems. The former often causes the results to exhibit prior sensitivity. Consider the right hand panel of Figure 1 . The posterior density is pretty close to the prior density, often taken as a 'warning indicator' that the data are relatively uninformative about this parameter. In principle, prior sensitivity can be assessed by re-estimating the model using 'reasonable' (but not first choice) priors. Of course, there are many feasible prior densities. And the prior sensitivity for a specific parameter depends on the other priors in the system. So a thorough assessment carries a considerable computational burden.
A further worry is that a close match between the prior and the posterior of a particular parameter is neither necessary nor sufficient for prior sensitivity to be a problem. Canova and Sala (2006) discuss these and identification-related issues for DSGE modelling; see also, An and Schorfheide (2007), with discussion, rejoinder, plus GAUSS and MATLAB replication programs available from Schorfheide's webpage (see Table 1 for a link). These uninformativeness problems occur with other types of modelling of course. Poirier (1998) provides a Bayesian perspective with examples based on different models. No doubt the DSGE literature will investigate more formal approaches to dealing with these issues in the future.
The second contentious issue is that chain convergence problems sometimes pollute reported posterior densities. Can the researcher be sure that Figure intertemporal labour substitution. Nevertheless, there is a substantial literature using classical maximum likelihood methods which pre-dates the Bayesian approach. Kim and Pagan (1995) review the early literature. Hansen and Sargent (1980) , Sargent (1989) , Altug (1989) , McGrattan (1994) and Ireland (2001) are key papers in the development of the approach.
McGrattan's webpage contains many useful programs (see Table 1 for a link). Convergence problems are also sometimes a practical difficulty with classical estimation, even for relatively simple DSGE models.
An alternative strand of the DSGE estimation literature has focused on limited information methods. These include minimum distance estimation based on the discrepancy between VAR and DSGE model impulse response functions, used for example by Rotemberg and Woodford (1997) and Christiano, Eichenbaum and Evans (2005) . Christiano's webpage provides the code necessary for replications (see Table 1 for an Internet link). Hall et al (2007) propose an information criterion approach to facilitate matching. Ruge-Murcia (2007) 
Calibration
Until the late 1990s, calibration was the most popular method for empirical analysis with DSGE models. Romer (2006, p 208-209) provides an introduction to calibration. In a nutshell, the researcher picks plausible values for the parameters by looking at the data or referring to other empirical studies. Ideally this process should use features of the data other than those to be subsequently studied. The researcher simulates the model and examines additional properties of the model to assess its merits. For example, Kydland and Prescott (1982) employed the Neoclassical growth model calibrated on 'great ratios', etc. and used the model to explore business cycle phenomena. Typically, the researcher compares the variance (or covariance) of the simulated data with equivalent sample statistics.
In the early literature, calibration was sometimes argued to be concerned with 'measurement' rather than 'inference'. The exchange between Kydland and Prescott (1995) , Hansen and Heckman (1996) and Sims (1996) captures nicely the 1990s debate about empirical methods. King and Rebelo (1999) Notice that the pedagogical paper by Campbell (1994) understates considerably the attention given to parameter selection in the literature. Cooley and Prescott (1995) provide a more typical treatment. Many parameters are selected by matching the balanced growth path of the model to the long-run sample features (e.g. sample averages). Some calibrators refer to earlier papers; others use microeconometric evidence in calibration. In contrast, technology parameters are matched to the Solow residual (which captures total factor productivity). This step requires the researcher to carry out a growth accounting exercise; see Romer (2006, p 29-31 and 298 ).
Returning to our simple RBC example, the posterior means shown in Figure 1 (others are reported in appendix B) are very close to the calibrated values selected by Campbell (1994) , which we used to determine the prior means. (Campbell calibrates a subset of the parameters considered in our Bayesian estimation example; we used off-model judgment to complete the prior specification.) There is little evidence to suggest that Campbell's preferred parameters are implausible, given the data and our prior specification.
Once the parameters have been chosen, the model can be solved and simulated. For researchers interested in experimenting with various calibrations in well-known models, Uhlig's DYNAMO package, see Table 1 for the link, provides menu-driven MS-WINDOWS compatible software.
A controversial issue in the calibration literature is how to evaluate the resulting model. The early RBC literature judged model performance from the ability to match particular 'stylised facts' of the sample data. In particular, Prescott (1986) stressed that the one-shock RBC model produced a variance for real output not much smaller than in the detrended sample data. Early practitioners used the Hodrick and Prescott (HP) (1997) filter to extract a smooth non-linear trend from the sample data. Prescott (1986) argued that the HP filter resembles an approximate high-pass filter designed to eliminate stochastic components with periodicities greater than thirty-two quarters. Harvey and Jaeger (1993) and Cogley and Nason (1995a) note the sensitivity of the sample data characteristics to the filtering technique. Canova (1998a) and Burnside (1998) provide differing perspectives on the controversy surrounding HP filtering in the 1990s. The academic tension regarding filtering was sufficient for Canova to be labelled "a skunk in a rose garden"; see Canova (1998b, p 534) . Fukač and Pagan (2008) discuss the implications of filtering with reference to more recent DSGE models.
The covariance statistics discussed in early vintage RBC models are just one measure of model fit. An influential paper by Cogley and Nason (1995b) shows that several well-known models from the early 1990s fail to reproduce the persistence and depth of business cycle fluctuations. A common interpretation is that the early models required more disturbances and frictions to match the data. (We return to this issue in the subsequent section.)
Another criticism of calibration is that although the parameters are selected with model uncertainty in mind, very little sensitivity analysis appeared in the published papers. Kim and Pagan (1995) developed by Geweke and co-authors can be used with MATLAB and GAUSS to conduct prior simulation (see Table 1 ) and to carry out Bayesian estimation in a wide range of reduced-form specifications.
Some DSGE research agendas
In the final section of this paper, we give a sense of the direction of DSGE modelling by describing some (very broadly defined) research agendas, stressing computational issues.
More elaborate models
The early RBC models, with just one source of disturbance, were very parsimonious. A common perception was that the early models were too abstract for analysis of many economic issues. Subsequent models have been used to conduct experiments with multiple shocks, heterogeneous agents, wage and price rigidities, and monetary and fiscal policies. The literature review in Cooley (1995) describes in detail many of the different aspects of this research initiative during the 1990s.
Rather than attempt a comprehensive review of the diverse strands of this research agenda, we limit our discussion to DSGE models for monetary policy analysis. Chari and Kehoe (1999) provide an overview of the late 1990s' optimal monetary (and fiscal) policy literature. Smets and Wouters (2007) summarise the more recent monetary policy related literature which, following Taylor (1993) , has emphasized monetary policy rules that 'often' perform 'well', rather than optimally. Kremer et al (2006) provide a more detailed review of DSGE models as policy tools.
Smets and Wouters' own research design is summarised on the webpage listed in Table 1; see, also Sims (2007b) for a critique. Smets and Wouters' ambitious agenda involves the construction of considerably larger models than those in Schorfheide (2000) , but they utilize a similar Bayesian estimation strategy. There are similar initiatives to build 'medium-sized' models for monetary policy analysis at the International Monetary Fund (see Bayoumi et al, 2004) , the Bank of Canada (Murchison and Rennison, 2006) , Sveriges Riksbank (Adolfson et al, 2007) , the Norges Bank (Brubakk et al, 2006) , the Reserve Bank of New Zealand and at other central banks. The rubric NOEM, New Open Economy Models, is sometimes used to describe open economy DSGE models, typically with New Keynesian elements. Examples include Schorfheide (2005, 2007) , and Justiniano and Preston (2008) . Other interesting avenues include the introduction of fiscal policy, eg Schmitt-Grohé and Uribe (2004a,b) , and the consideration of profound parameter uncertainty within the DSGE framework by Levin et al (2005) and Edge et al (2008) .
A brief description of the Smets-Wouters (2003) model gives a feel for the scale, and illustrates some of the common features, of Bayesian DSGE models used for policy purposes.
Their model has three agents: households, firms and the central bank. The policymaker sets the short term interest rate in response to deviations of output from its flexible price level (potential output) and inflation from its target rate. There are both nominal and real frictions:
monopolistic competition, sticky wages and prices, partial indexation of prices and wages, cost adjustment in capital accumulation, habit formation and variable capital utilisation. The eight disturbances are to general technology, labour supply, preferences, investment-specific 19 technology, government consumption, price mark-ups, wage mark-ups, the equity premium, interest rates, and the inflation target.
The search for richer dynamics has also focused on the labour market (for example, Krause, 2006, 2007) , and the microfoundations of money (for example Lagos and Wright, 2005) . In both cases, the new generation aims to recast some of the ad hoc elements in current DSGE models within an optimising framework. These features seem likely to be incorporated in large-scale macro models in the future.
Fit assessment with DSGE models
The fit of DSGE models has played an important part in the development of the literature. The early papers by Kydland and Prescott focus on matching the variances and covariances of key macroeconomic aggregates. Cogley and Nason (1995b) Table 1 .) The intuition behind their approach is that the theoretical model can generate synthetic data. And then a VAR can be estimated on sample and synthetic data, controlling the ratio of simulated and sample data with a 'tightness' hyperparameter; see also Ingram and Whiteman (1994) .
In practice, the hybrid DGSE-VAR is estimated by Bayesian methods. Del Negro and
Schorfheide note that for their US data the resulting hybrid model betters the out-of-sample forecasting performance of their simple VAR. Lees, Matheson and Smith (2007) Rabanal and Rubio-Ramírez (2005) and the small open economy application by Matheson (2006) . Both Sims (2007a) and Del Negro and Schorfheide (2006) Chari et al (2007b) , and Christiano and Davis (2006) . Another problem is that constant parameters may not be a very good restriction (a point considered further below).
Forecasting performance is often used to assess model fit, but by this metric it is not obvious that an unrestricted VAR should be used as a benchmark against which to assess DSGE models. Kilian (2007) notes the superior predictive properties of Bayesian VARs and factor models (among other techniques); see also the reply by Del Negro et al (2007) . Since factor models have also been shown to have relative good forecasting performance, Giannone et al (2006) argue that they provide a natural benchmark for DSGE validation. Boivin and Giannoni (2006) suggest that DSGE models should use factor model representations to aid measurement of the imperfectly observed theoretical variables.
Consideration of structural breaks
Since a number of papers in the Bayesian VAR literature argue that the Great Inflation and Great Moderation are distinct US regimes (see, for example, Cogley and Sargent, 2005) , it is troubling that most DSGE models maintain the assumption of no structural change. Most existing DSGE models cannot handle expectations of parameter change. Reflecting the desire of researchers to replicate the business cycle characteristics of the recent US data, this area is already receiving a great deal of attention.
One strand of the research examines the impact of switches in policymaking regimes. For example, Lubik and Schorfheide (2004) and Lubik and Surico (2008) see also Justiniano and Primiceri (2008) . A handy technical appendix provided by Fernández-Villaverde and Rubio-Ramírez (2008) reviews methods for estimating non-linear and nonnormal general equilibrium models.
Analysis of historical episodes
Prescott (2002) (1997) , and the accounts of the Great Depression from Cole and Ohanian (2002 Ohanian ( , 2004 . Pensieroso (2007) surveys the causes of the Great Depression in the RBC literature. The survey encompasses deterministic models and discusses the macroeconomic implications in detail. Here we focus more on distinguishing between the empirical methodologies.
Adopting a stochastic framework, Christiano et al (2005) use the limited information estimation approach to match the impulse responses of a structural VAR to their growth model of the US Great Depression. Harrison and Weder (2006) and Weder (2006) provide further analysis of the same episode using calibrated DSGE models with sunspot equilibria. Chari et al (2002 Chari et al ( , 2007a ) take a classical maximum likelihood approach to estimating a DSGE model of the US Depression. Chari et al (2007a) argue that their prototype DSGE model, with time varying efficiency, labour and investment wedges should be used as a complement to growth accounting to provide a starting point for analysis of historical episodes. That is, as a precursor to a more complete DSGE analysis. Chari et al (2007b) argue that structural VARs are ill-suited to this task; Christiano and Davis (2006) take the opposite view, drawing attention to model uncertainty issues in the classical estimation approach 22 adopted by Chari et al (2007a) . Subsequent work in this area will doubtless extend to more formal treatments of model uncertainty in the analysis of historical episodes.
Conclusions
This review has examined the tools required by the reader of Romer (2006) to build modern DSGE models. Whereas the textbook treatment in Romer (2006) characterises the RBC literature, this supplementary review has examined the computational issues commonly encountered by model builders, as well as providing insight into the future of DSGE research.
The simple divisible labour RBC model has been used to illustrate a number of computational issues; code and US data have been provided to aid replication and further study. A number of popular research agendas have been described which, in addition to illustrating the computational subtleties of modern DSGE research, highlight the diverse methods for inference used by DSGE practitioners.
