Abstract In this paper, we deive a differential equation satisfied by the following modular form of level three,
Introduction
Throughout this paper, let N 0 , N, denote the set of nonnegative integers, positive integers. For the positive integers j, k, and n ∈ N, d j,k (n) denotes the number of positive divisors d of n such that d ≡ j mod k. Moreover, For k and n ∈ N, σ k (n) is the sum of k-th power of positive divisors of n, and d j,k (n) = σ k (n) = 0 for n ∈ Q \ N 0 . For each n ∈ N, set The upper half plane H 2 is defined by H 2 = {τ ∈ C | ℑτ > 0}. Throughout this paper, set q = exp(2πiτ ) and defione the Dedekind eta function by η(τ ) = q (1 − q n ) = q 1 24 (q; q) ∞ .
1
The Eisenstein series E 2 , E 4 and E 6 are defined by E 2 (q) = E 2 (τ ) := 1 − 24 ∞ n=1 σ(n)q n , E 4 (q) = E 4 (τ ) := 1 + 240
The aim of this paper is to derive differential equations satisfied by
For the proof of the second equality, see [18] and Jacobi [11] .
Halphen [10] rewrote Jacobi's ODE as a nonliear dynamical system:
ODEs of quadratic type are called Halphen type systems. Recently, Ohyama [15, 16 ] reconsidered Jacobi's ODE from Picard-Fuchs equations of elliptic modular surfaces, and following Jacobi's idea, derived a Halphen type system satisfied by modular forms of level three. Following Ohyama, Mano [14] derived ODEs satisfied by modular forms of level five.
Ramanujan's ODEs are
which is equivalent to Chazy's third order nonlinear ODE,
Ramamani [17] introduced
and derived ODEs satisfied by P,P, Q, modular forms of Γ 0 (2). Ablowitz [1] et al. showed that these ODEs are equivalent to third order nonlinear ODE found by Bureau [4] , and equivalent to a Halphen type system. Maiser [13] generalized these results to the Hecke group Γ 0 (N) (N = 2, 3, 4).
Let us define the operators
For the properties of the operators ∂, see Kilford [6, pp. 35-37], or Rankin [18] . Our main theorem is as follows.
Theorem 1.1. For q ∈ C with |q| < 1, define the operator by
Then, we have
where (q; q)
Section 2 reviews Farkas and Krs's theory of theta functions with rational characteristics. Section 3 treats some theta functional formulas. In particular, we prove equations (1.3) and (1.4). Section 4 proves Theorem 1.1. Section 5 shows some Ramanujan's identity of a(q), which expresses a(q) by the Dedekind's eta functions. Section 6 derives more product-series identities. 3 2 The properties of the theta functions
Definitions
Following Farkas and Kra [8] , we introduce the theta function with characteristics, which is defined by
where ǫ, ǫ ′ ∈ R, ζ ∈ C, and τ ∈ H 2 . The theta constants are given by
In particular, note that
Furthermore, we denote the derivative coefficients of the theta function by
In particular, Jacobi's derivative formula is given by
Basic properties
We first note that for m, n ∈ Z,
and
Furthermore, it is easy to see that
For m, n ∈ R, we see that
We note that θ ǫ ǫ ′ (ζ, τ ) has only one zero in the fundamental parallelogram, which is given by
Jacobi's triple product identity
All the theta functions have infinite product expansions, which are given by
where x = exp(πiτ ) and z = exp(2πiζ). Therefore, it follows from Jacobi's derivative formula (2.2) that
Spaces of N -th order θ-functions
Following Farkas and Kra [8] , we define F N ǫ ǫ ′ to be the set of entire functions f that satisfy the two functional equations,
and 
The heat equation
The theta function satisfies the following heat equation:
3 Some theta functional formulas Theorem 3.1. For every x, y ∈ C, the following holds:
Proof. For the proof, see Liu [12] .
Corollary 3.2. For every τ ∈ H 2 , we have
3)
where q = exp(2πiτ ). 6
Proof. The corollary can be proved by substituting (x, y) = (−τ /3, −1/3) or (x, y) = (−τ /3 − 1/3, −τ /3 + 1/3) and applying Jacobi's derivative formula (2.6).
Theorem 3.3. For every z ∈ C, we have
Proof. The theorem can be proved by dividing both sides of equation (3.1) by (x − y) and taking the limit x −→ y.
Corollary 3.4. For every τ ∈ H 2 , we have
where q = exp(2πiτ ).
Proof. The corollary can be proved by substituting z = −1/3 or z = −τ /3 in equation (3.4) and applying Jacobi's triple product identity (2.6).
4 Proof of Theorem 1.1
Preliminary results
Proposition 4.1. For every τ ∈ H 2 , we have
The theorem can be obtained by applying Proof. Consider the following elliptic functions:
.
By ϕ(z), we prove equation (5.1). Equation (5.2) can be obtained by ψ(z) in the same way.
Note that in the fundamental parallelogram, the poles of ϕ(z) are (τ + 1)/3, τ /3, and (τ − 1)/3. Direct computations yield
From the residue theorem, it follows that
Res ϕ(z),
which implies equation (5.1). 
Ramanujan's identity
Proof. From Farkas [7] , we recall the following identity: Proof. We prove equation (6.1). Equation (6.2) can be proved in the same way. We first note that dim Therefore, there exist some complex numbers, x 1 , x 2 and x 3 not all zero such that
(z, τ )θ 1 5 3 (z, τ ) + x 2 θ 1 3 1 (z, τ )θ
