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GAUGING DEFECTS IN QUANTUM SPIN SYSTEMS
JACOB C. BRIDGEMAN∗, ALEXANDER HAHN†, TOBIAS J. OSBORNE†, AND RAMONA WOLF†
Abstract. The goal of this work is to build a dynamical theory of defects for quantum spin
systems. A kinematic theory for an indefinite number of defects is first introduced exploiting
distinguishable Fock space. Dynamics are then incorporated by allowing the defects to become
mobile via a microscopic Hamiltonian. This construction is extended to topologically ordered
systems by restricting to the ground state eigenspace of Hamiltonians generalizing the golden
chain. We illustrate the construction with the example of a spin chain with Vec(Z/2Z) fusion
rules, employing generalized tube algebra techniques to model the defects in the chain. The
resulting dynamical defect model is equivalent to the critical transverse Ising model.
1. Introduction
Many important discoveries in condensed matter physics during the past decades have arisen
from the study of topological states of matter (see, for example, [Wen07, NSS+08, HK10, QZ11]).
For a long time it was thought that all continuous phase transitions could be described by
the Ginzburg-Landau theory of symmetry breaking. In the late 1980s, however, physicists
discovered that some systems can exhibit a new kind of order going beyond the usual sym-
metry breaking paradigm. This new kind of order – topological order [Wen90] – soon be-
came an interesting topic in its own right, useful for the description of different quantum
Hall states [WN90]. More recently, topologically ordered systems gave rise to topological quan-
tum computation, because of their remarkable properties: these locally interacting systems ex-
hibit emergent global properties protected against environmental noise. This makes them a
promising platform for the robust encoding, storage, and manipulation of quantum systems
[DKLP02, Kit03, NSS+08, Ter15, PY15, BLP+16].
However, in many phases, which includes those most suitable for experimental realization,
the quantum computational power of a topologically ordered system is severely limited. To
ameliorate this, defects in topologically ordered systems were considered [RH07, Bom10, KK12,
FSV13, BJQ13b, BASP14, FPSV15, DIP16, CCW16, BBD17, CCW17a, CCW17b, BLKW17,
KPEB18, ET19], since a theory which includes defects can describe topological phases with
enhanced computational power [Fre98, FLW02b, FLW02a, FKLW02]. For example, it is possible
to use topologically ordered systems which are not universal for quantum computation to realize
a computationally universal braiding gate set by adding defects [BJQ13a].
In condensed matter physics, there is another approach to adding defects, which even in
the case of simple and well-understood quantum systems substantially enriches their physics.
Consider a simple example of fermions moving freely in one spatial dimension: the addition
of a single defect – an impurity – leads to a substantially richer and more complex system
exhibiting Kondo-type effects [And61, Hew97]. The study of such impurity models by Wilson
[Wil75] directly led to the revolutionary development of the density matrix renormalization group
(DMRG) [Whi92], and the subsequent tensor network revolution [BC17].
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In the presence of additional symmetries, the phases of quantum systems have an even finer
classification [Wen02, SRFL08, Kit09, FK10, CGW11, FK11, TPB11, LS12, LV12, FM13, EH13,
NCMT14, WPS14, Kap14, Fre14, EN14, MFCV14, BRSX15, LV16]. More precisely, it is possible
for two quantum states that are equivalent when there is no additional symmetry present to be
distinct in the presence of additional symmetries. This phenomenon is referred to as symmetry-
protected topological order (SPT) [CGLW13, Yos15, Yos17] if the gapped phase is trivial in the
absence of any symmetry, or as symmetry-enriched topological (SET) order [ENO10, MR13,
WBV17] if the phase is topologically nontrivial. As far as defects are concerned, not only the
distinct phases of matter acquire a finer classification in the presence of additional symmetries,
but also the class of possible defects becomes larger.
It is possible to to transform a topologically ordered system in the presence of a global sym-
metry to a system with a local gauge invariance. This is referred to as “gauging the symmetry”.
This is convenient for several reasons. For example, many properties of the ungauged system can
be understood by looking at the properties of the gauged theory [LG12, HW12, Swi14, CG14].
Furthermore, it may give insights into the quantum phase transitions between two different
topological phases of matter [BS09, BW10, BW11, BSS12]. The study of the fusion properties
of defects in general quantum phases – particularly when they are allowed to be mobile – is
deeply connected with global and local symmetries and the formalism of G-crossed braided ten-
sor categories [BBCW14]. This connection has been studied from a mathematical point of view
in various works [Tur00, ENO10, Tur10, CGPW16, EJP18, CSW19, Del19, BJ19]. The study
of models involving mobile defects – analogues of impurity models for anyons – with nontrivial
dynamics lies at the very cutting edge of current research. Such models promise to provide new
phases of matter even in (1 + 1) dimensions, going beyond the SPT classification.
In our work, the goal is to make physical and microscopic sense of a dynamical theory of
defects for quantum spin systems. While it is straightforward to define the kinematical data for
a quantum system with an indefinite number of defects via the well-known Fock space construc-
tion, imposing dynamics is more complicated. In the context of topologically ordered systems,
dynamical information is typically introduced via the ground eigenspace of a specific Hamilton-
ian that represents the topological properties of the system. A common example is Kitaev’s
toric code for N × N quantum spins arranged on the torus, which exhibits a four-dimensional
ground eigenspace. Defects in this system could be modeled by absent quantum spins, resulting
in ground eigenspaces of differing dimensions. When considering more than one defect (i.e.,
missing spins) one also has to distinguish between cases where the defects are next to each other
and those where they are spatially separated. This can result in a complicated combinatorial
problem, which we investigate in more detail in Section 2.
Furthermore, we study in great detail the one-dimensional example of a Vec(Z/2Z) spin chain,
where defects are modeled by an invertible bimodule of the category in Section 2.3. Using gen-
eralized tube algebra techniques [Ocn94], we construct explicit trivalent vertices for the gauged
theory. Consistent with the literature [TY98, ENO10, Bom10, BBCW14, WBV17], we find that
the F -symbols of the gauged theory (computed using these explicit vertices) coincide exactly
with those of the Ising category. To the best of our knowledge, this is the first time such a result
has been computed directly using the tube algebra. Furthermore, defining a golden-chain-like
Hamiltonian [FTL+07] for this spin chain results in the transverse Ising model.
This paper is structured as follows: Section 2 is dedicated to the general theoretical description
of a dynamical theory of defects. We first introduce kinematics for defects in quantum spin
systems before proposing a way to model dynamically evolving defects. In Section 3, we provide
definitions and background required for the remainder of the paper. In particular, we need the
concepts from generalized tube algebras provided here to be able to study explicit examples of
models with dynamical defects. Furthermore, we present a spin chain with Vec(Z/2Z) fusion
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rules in Section 4 and compute its dynamical data. This leads to a realization of the transverse
Ising model. Finally, we conclude in Section 5.
2. Dynamical theory of defects for quantum spin systems
Our goal in this section is to present a framework to make physical and microscopic sense of
a dynamical theory of defects for quantum (spin) systems. We restrict our attention to defects
modeled by absent/missing quantum spins. (Extending this idea to more general defects modeled
by different Hilbert spaces then becomes a straightforward task.)
We build up to a theory of dynamical defects in stages. In the first stage we focus on the
problem of modeling an indefinite number of distinguishable spins. Building on this we can
propose a kinematical space to model arbitrary numbers of quantum spins at various locations.
This allows us to then consider the case of missing-spin defects for topologically ordered systems.
2.1. Describing an indefinite number of distinguishable quantum spins. When we study
quantum theory we learn that to describe the Hilbert space HAB of systems comprised of two
or more distinguishable subsystems we should use the tensor product:
(1) HAB ∼= HA ⊗HB ,
where HA and HB are the Hilbert spaces for subsystems A and B, respectively. We also learn
that to describe a system with an indefinite number of indistinguishable particles we should
use Fock space. The construction of Fock space is often presented in a confusing way which
intermixes the roles of exchange symmetry and indefinite particle number.
What is not so commonly taught, but should be, is the arguably conceptually simpler construc-
tion of distinguishable Fock space (see [Osb16] for a course where this is explained), appropriate
for describing a collection of an indefinite number of distinguishable particles. Subsequently,
one can obtain Bose-/Fermi-Fock space by imposing an equivalence relation under particle ex-
change. This approach emphasizes the separation of concerns, and, as we will see, also affords
us considerable freedom in modeling more exotic situations such as the description of dynamical
defects.
Suppose we want to model the following situation. Imagine we have a system comprised of N
distinguishable quantum spins with local Hilbert space Cd. As per the composite-system axiom
of quantum mechanics, we model such a system with the Hilbert space
(2) HN ∼=
N⊗
j=1
Cd.
This Hilbert space describes all states of the N individually identifiable and addressable quantum
spins. The jth tensor factor corresponds to the internal states of the jth spin.
What if we don’t know beforehand how many particles we’ll end up with? Let’s assume that,
even though we don’t know how many particles we’ll have, we will still be able to individually
identify and address the particles1. How should we incorporate the additional quantum number
N , describing the size of the collection? The answer is via the direct sum: we take the direct sum
over N of the Hilbert space HN for N distinguishable particles. This results in distinguishable
1If you want a physical example for such a system: imagine a 1D optical lattice in which either zero or one
two-level atoms can be present at each lattice site. Further, assume that the atoms line up in a contiguous line,
with no gaps, i.e., we impose some additional potential gradient. Although we don’t know how many particles
we’ll get, we can still identify and address the particles via lattice location.
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Fock space
(3) F(Cd) ∼=
∞⊕
N=0
HN ∼=
∞⊕
N=0
(Cd ⊗ Cd ⊗ · · · ⊗ Cd︸ ︷︷ ︸
N factors
).
By convention and assumption the space describing zero particles, the vacuum, is assigned the
Hilbert space (Cd)⊗0 ∼= C.
It is now easy to incorporate additional constraints on the numbers of particles, e.g., to
describe a system comprised of either zero distinguishable quantum spins or one distinguishable
quantum spin we would use
(4) F≤1(Cd) ∼= C⊕ Cd.
We could call this the Hilbert space of a “maybe” quantum spin.
Let’s now consider the central situation for this work. How should we describe a quantum
lattice of n sites, where either a single quantum spin is present at a site, or not? (We call the
case where a spin is absent a defect.) According to the discussion above we should simply tensor
up N “maybe” quantum spins:
(5) F≤n(Cd) ≡
n⊗
N=0
F≤1(Cd) ∼= (C⊕ Cd)⊗N .
Expanding out the tensor factors leads to the equivalent definition
(6) F≤n(Cd) ≡
N⊕
j=0
C(
N
j ) ⊗Hj .
A quick way to convince yourself of the validity of this second representation just take the
dimension of both definitions. In the first case we get dim(F≤n(Cd)) = (d + 1)n and in the
second we find
(7) dim(F≤n(Cd)) =
N∑
j=0
(
N
j
)
dj ,
which is identical due to the binomial theorem. We call the space arising in the second repre-
sentation
(8) C(
N
j ) ∼= Kj ;
it may be interpreted as the configuration space of j hard-core identical scalar particles arranged
on a system of N possible locations. Our total space still corresponds to distinguishable particles;
the tensor factor Kj takes care of identifying which locations are occupied with spins and the
second tensor factor represents the actual distinguishable spins at those locations.
The Hilbert space F≤n(Cd) supplies us with just the kinematical data to describe a system
of distinguishable particles. To incorporate additional dynamical information we must specify
additional dynamical data.
2.2. Modeling dynamically evolving defects. We specify dynamics in quantum mechanics
most directly via a one-parameter family of unitary operators Ut : H → H; usually the family is
continuous enough that we can represent them via a Hamiltonian H:
(9) Ut = e
−itH .
To introduce dynamics for our defect system we hence just need a hermitian matrix acting on
F≤n(Cd). This is easy enough in the abstract, however, particularly for topologically ordered
systems we introduce dynamical information more indirectly.
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(a) One missing
qubit defect on a
toric code lattice.
(b) Two adjacent
missing qubit defects
on a toric code lat-
tice.
(c) Two distant
missing qubit de-
fects on a toric code
lattice.
Figure 1. Depiction of different situations where missing qubit defects are
inserted on a toric code lattice. In the case of more than one missing link the
ground space for the system depends on whether the defects are adjacent to each
other.
In the context of topologically ordered models such as Kitaev’s toric code [Kit03] we typically
introduce dynamical information indirectly by describing the system via the ground eigenspace
V ⊂ H of a specific Hamiltonian H. In the case of the toric code for N × N quantum spins
arranged on the torus, the ground eigenspace VT of the toric code Hamiltonian is four dimensional.
Continuing in the context of the toric code, let’s suppose we now have a lattice with a missing-
qubit defect at some edge e [BLKW17], see Figure 1a. One can define a toric-code Hamiltonian
for this new punctured torus; restricting to its ground eigenspace yields a four-dimensional
subspace VT\e. There is no obstruction to describing the ground eigenspace for two, three, etc.
missing-qubit defects. What results is a rather intricate combinatorial problem, as, depending
on where the defects are located relative to each other, one gets higher or lower dimensional
ground eigenspace. To see an example of the intricacies that easily result, consider the case of
two missing edges: these can either be adjacent to each other or distant. In the latter case,
depicted in Figure 1c), the ground space for this system is (C2)⊗3 while in the case of adjacent
defects we have a single larger puncture (with smooth boundary), see Figure 1b, and the ground
eigenspace is only (C2)⊗2.
We can incorporate such indirect dynamical information into our kinematical space F≤n(Cd)
as follows. We start by writing out
(10) V≤n(Cd) =
1⊕
e1,e2,...,eN2=0
Ve1,e2,...,e2N ,
where Ve1,e2,...,e2N is the ground eigenspace for the toric code with a missing-edge defect at every
edge ej with ej = 0. Writing out the first terms of this big direct sum gives us
(11) V≤n(Cd) = (C2 ⊗ C2)⊕ CN2 ⊗ (C2 ⊗ C2 ⊗ C2)⊕ · · · .
The first direct summand corresponds to the ground eigenspace of the toric code without defects,
the second summand corresponds to the N2 possible single defects, etc.
The full direct-sum structure of V≤n(Cd) is not easy to describe. Indeed, this is why we use
a category theoretic language to discuss these problems.
So far, the space V≤n(Cd) is the low-energy configuration space for a topologically ordered
system, the toric code, on a lattice with an indefinite number of missing-edge defects. In this case,
we assume we somehow can know where the defects are located. However, for a full dynamical
theory, this assumption is potentially unjustified.
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To incorporate the effects of such limited detection ability we impose an equivalence relation
on V≤n(Cd) where we identify “physically indistinguishable” configurations of defects. There are
many possible notions of indistinguishability: this is an operational notion and must be justified
on a case by case basis.
One particular, rather coarse, notion of indistinguishability may be justified as follows. Sup-
pose we have a state |φ〉 of the system for a defect configuration e1, e2, . . . , eN2 and another
|ψ〉 for a defect configuration with the same number of defects at possible different locations
e′1, e
′
2, . . . , e
′
N2 . We say that the two states |φ〉 and |ψ〉 are equivalent if there is a unitary circuit
which can transform |φ〉 to |ψ〉. This, in particular, requires that the subspaces Ve1,e2,...,eN2 andVe′1,e′2,...,e′N2 which contain |φ〉 and |ψ〉 have the same dimensions.
This equivalence relation collapses many of the direct sums appearing in Ve1,e2,...,eN2 , e.g.,
after applying the equivalence relation the first two summands above become
(12)
(V≤n(Cd)/ ∼) = (C2 ⊗ C2)⊕ (C2 ⊗ C2 ⊗ C2)⊕ · · · .
Writing out the whole ground eigenspace and applying the equivalence relation to it results
in a highly intricately combinatorial problem, which is why we exploit concepts from category
theory to model defects in the system. Of course, the above description is not only restricted
to the toric code case. In the next section, we show how this construction works for a one-
dimensional spin system and in Section 4, we show ideas and techniques from category theory
can be used to model dynamical defects in such a one-dimensional spin system.
2.3. Example: Spin chain. We consider a one-dimensional spin chain of N particles, where
each particle can be in the spin-up state or in the spin-down state, i.e., a chain
. . .
whose Hilbert space is
(13) H0 =
N⊗
i=1
C2.
We now introduce defects, which means that one of the spins, say the spin at site j, is replaced
by a different kind of spin, e.g., no spin (indicated in red):
. . .
This corresponds to replacing the Hilbert space C2 at site j with C, which results in the overall
Hilbert space
(14) H(j)1 =
(
j−1⊗
i=1
C2
)
⊗ C⊗
 N⊗
i=j+1
C2
 .
The subscript here denotes the number of defects in the chain and the superscript indicates at
which site the defect appears. If we want to consider both possibilities, having no defect and
having a defect at site j, we use the Hilbert space
(15) H = H0 ⊕H(j)1 .
We can also allow the defect to move, which means we still restrict the setting to only one defect
in total, but it can happen at any site. Hence, the overall Hilbert space becomes
(16) H = H0 ⊕
 N⊕
j=1
H(j)1
 .
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This construction can be generalized to an arbitrary number of defects: The Hilbert space for
having defects two defects in the chain, say at sites j and k, is
(17) H(j,k)2 =
(
j−1⊗
i=1
C2
)
⊗ C⊗
 k−1⊗
i=j+1
C2
⊗ C⊗( N⊗
i=k+1
C2
)
.
Again, if we allow these defects to move and also include the possibilities of having only one
defect and no defect at all, the overall Hilbert space is
(18) H = H0 ⊕
 N⊕
j=1
H(j)1
⊕
 N⊕
j=1
⊕
k 6=j
H(j,k)2
 .
We can continue this construction until we have a defect at every site of the chain, i.e.
(19) HN =
N⊗
i=1
C,
and the overall Hilbert space is then
(20) H =
⊕
n∈#defects
Hn,
where Hn is the direct sum of all possible Hilbert spaces with n defects, as constructed above.
Since this is now a very complicated Hilbert space, we can also think about it in a different and
simpler way: at each site, the particle can be in one of three states: spin up, spin down, or no
spin. Hence, we have effectively a three-level system at each site of the chain, and therefore the
overall Hilbert space can be written as
(21) H ∼=
N⊗
j=1
(
C⊕ C2) .
We study a concrete example in detail in Section 4, namely a particle chain in the sense of the
golden chain presented in [FTL+07], which is based on a fusion category with Vec(Z/2Z) fusion
rules with pairwise interaction. Since the discussion of this example requires some background
on fusion categories and bimodules as well as annular categories, we present the mathematical
preliminaries in the next section before explicitly constructing the defects afterwards.
3. Background
In this section, we provide all the definitions and notation in the vein of category theory
that are used throughout the subsequent computations. We do not give exhaustive details and
explanations whenever it is not necessary for this work but refer to the literature where those
can be found.
3.1. Fusion categories. We briefly recall the definition of a fusion category, omitting many
details. A full definition can be found in Chapter 4 of [EGNO15].
Definition 3.1 (Fusion category). A tensor category C is a C-linear category C with a functor
⊗ : C × C → C, a natural isomorphism (−⊗−)⊗− ∼= −⊗ (−⊗−) called the associator, and a
unit object 1. These data must satisfy coherence equations such as the pentagon equations, that
can be found in Section 2.1 of [EGNO15].
A fusion category is a rigid2 semisimple tensor category with finitely many isomorphism classes
of simple objects and End(1) ∼= C.
2We refer the reader to [EGNO15] for details.
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It is convenient to describe a fusion category C using skeletal data. This approach is standard
in the (physics) literature, and amounts to picking representatives for each isomorphism class of
simple object. The full fusion category can be canonically reconstructed from the skeletal data
[BBJ]. A skeletal fusion category consists of:
• A finite set of simple objects LC = {1, a, b, c, . . .} , where 1 is the distinguished unit
object.
• For each triple (a, b; c) a finite dimensional Hilbert space C(a ⊗ b, c) represented as a
trivalent vertex
(22)
a b
c
.
• An associator. If a basis is picked for each C(−⊗−,−) (here we assume these are all 1
dimensional for simplicity), the associator can be represented as a tensor F
(23)
d
c
e
a b
=
∑
f∈L
(
F dabc
)
e,f
d
c
f
a b
.
The tensors are often called the F -symbols.
Example 3.1 (Vec(G)). Let G be a finite group. The category Vec(G) is the category of
G-graded vector spaces. The skeletal description is very simple. The set of simples is G as a
set, with the group identity becoming the unit. The vector spaces are 0 dimensional except
C(g ⊗ h, gh) which is 1 dimensional for all g, h. The F -symbols are +1 when the diagrams in
(23) are nonzero.
3.2. Bimodules.
Definition 3.2. Let C be a fusion category. A left module category over C is a semi-
simple category M equipped with a left C-action, i.e. a functor . : C ×M →M and a natural
isomorphism
(24) a . (b . m) ∼= (a⊗ b) . m
which satisfies some coherence conditions that can be found in Section 7.1 of [EGNO15]. If we
choose bases for all the vector spaces M(a . m, n), this associator can be written in terms of a
tensor L using string diagrams
(25)
mba
n
p =
∑
q
(Lnabm)p,q
mba
n
q
,
where we have marked the objects of the module category in red. One can define a right
module category over C in a similar way: Here, we have a semi-simple category M with a
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functor / :M×C →M and a natural isomorphism
(26) (m / a) / b ∼= m / (a⊗ b)
(satisfying some coherence conditions), which we can represent by a tensor R:
(27)
m a b
n
p =
∑
q
(Rnmab)p,q
m a b
n
q
.
Definition 3.3. Let C,D be fusion categories. A (C,D)-bimodule category (also written
C yMx D) is a semi-simple categoryM that has left C-module and right D-module category
structures, i.e. there are natural isomorphisms
a . (b . m) ∼= (a⊗ b) . m(28)
(m / a) / b ∼= m / (a⊗ b)(29)
that satisfy certain coherence conditions between L and R. Additionally, there is a natural
isomorphism
(30) a . (m / b) ∼= (a . m) / b.
As above, after choosing bases for the morphism spaces, this can be represented in terms of
string diagrams with a tensor C:
(31)
ma b
n
p =
∑
q
(Cnamb)pq
ma b
n
q .
3.3. Example: Vec(Z/pZ) bimodules. We now list all the Vec(Z/pZ)-Vec(Z/pZ) bimodules
since we are going to need them in Subsection 2.3. This data is mostly taken from [BBJ19],
and the names assigned to the bimodules are taken from there. Each bimodule M is labeled
by a conjugacy class of subgroups H ⊆ Z/pZ × Z/pZ and a 2−cocycle ω ∈ H2(H,U(1)) (see
[EGNO15]). The objects ofM are labeled by cosets of H. In general, there are four non-invertible
bimodules:
(1) The trivial bimodule T , which is coming from the subgroup {(0, 0)}. It has p2 simple
objects, which are labeled by the cosets {(g, h)} of the group, i.e. a simple object in T is
(g, h). The left and right action is given as follows
(32)
(g, h)a
(g + a, h)
(g, h) a
(g, h+ a)
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and the associator for this bimodule is trivial:
(33)
(g, h)a b
(g + a, h+ b)
=
(g, h)a b
(g + a, h+ b)
.
(2) The bimodule L from the subgroup H = 〈(1, 0)〉 ∼= Z/pZ, which has p simple objects.
The labels are given by the cosets {(h, g)|h ∈ Z/pZ}, hence the label for a simple object
in L is g. Left and right action are given by
(34)
ga
g
g a
g + a
and the associator is trivial.
(3) The bimodule R from the subgroup H = 〈(0, 1)〉 ∼= Z/pZ. This bimodule is basically the
same as L, but in all operations left and right are flipped.
(4) F0, the bimodule from the subgroup 〈(0, 1), (1, 0)〉 ∼= Z/pZ × Z/pZ, which has only one
object that is denoted ∗. Left and right actions are
(35)
∗a
∗
∗ a
∗
and the associator is trivial.
Furthermore, there are several invertible bimodules:
(1) The bimodule Xk, coming from the subgroup {(−k, 1)} ∼= Z/pZ with p simple objects.
The cosets of this group are {n(−k, 1) + (h, 0)|n ∈ Z/pZ}, hence the object labels are h.
Left and right action is given by
(36)
ha
h+ a
h a
h+ ka
and the associator is again trivial.
(2) The bimodule Fq, with q ∈ H2(Z/pZ, U(1)) ∼= Z/qZ. As F0, it comes from the subgroup
〈(0, 1), (1, 0)〉 and has only one object denoted ∗. Also, left and right action are defined
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in the same way as they are in F0, but now the associator is non-trivial:
(37)
∗a b
∗
= e
2pii
p qab
∗a b
∗
.
We are especially interested in the Vec(Z/2Z)-Vec(Z/2Z) bimodule F1 which we use to
introduce defects to a Vec(Z/2Z) spin chain in Section 4. In this case the associator is
given by
(38)
∗a b
∗
= (−1)ab
∗a b
∗
.
3.4. Bimodule tensor products. To extend a category C to include bimodule objects, we need
to introduce ‘bimodule trivalent vertices’. To construct these, we need a product on bimodules.
Definition 3.4 (Relative tensor product). Given bimodules A y M x B y N x C, the
relative tensor product M⊗B N has objects (m,n) ∈ M ⊗ N , along with isomorphisms β :
(m / b, n) ∼= (m, b . n). The isomorphisms should be compatible with the module structure, for
example
((m / b1) / b2, n)
(m / b1, b2 . n) (m, b1 . (b2 . n))
(m, (b1 ⊗ b2) . n)
m / (b1 ⊗ b2), n)
β
β
LN
RM β
,(39)
commutes. Here, LN denotes the associator for the left action in N and RM denotes the
associator for the right action inM. Morphisms inM⊗B N are morphisms inM⊗N that are
compatible with β. M⊗BN is an A-C bimodule, and can be decomposed into simple bimodules
P
M⊗B N ∼= ⊕PNPM,NP,
where the NPM,N are the corresponding coefficients in the decomposition. A complete definition
can be found in [DSS19].
If a given bimodule P occurs in the decomposition of M⊗B N , it is natural to introduce
bimodule trivalent vertices of the form
m ∈M n ∈ N
p ∈ P
.(40)
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This is the essence of the ‘inflation trick’ developed in [BBJ18, BB19b, BB19a]. We refer the
interested reader to these references for more details.
3.5. Definition of the annular category. The first step in our gauging process for a collection
of bimodules {Mi} is to extend the fusion category C to include the objects in Mi. From
Section 3.4, we have fusion rules for bimodules M⊗N = ⊕P. We utilize the annular category
to obtain trivalent vertices for these processes.
Definition 3.5 (3-string annular category). Let A,B and C be fusion categories, and A y
M x B y N x C and A y P x C bimodule categories. The 3-string annular category
AnnM,N ;P(A,B, C) is defined as follows: The simple objects are triples (m,n; p) ∈M×N ×P.
A basis for the morphism space (m,n; p)→ (m′, n′; p′) is given by valid diagrams on the annulus
(up to isotopy and local relations)
(41) p
p′
n
n′
m
m′
a c
b
.
For two diagrams X,Y on the annulus, composition Y ◦X corresponds to drawing the diagram
Y outside the diagram X if the outer labels of X match the inner labels of Y . The F -symbols of
the fusion categories to reduce the composite diagram to a sum over diagrams of the form (41).
N -string annular categories can be defined analogously. The 1-string annular category, with
the string labeled by C itself, coincides with the tube algebra [Ocn94]. In the case that the single
string is labeled by an invertible bimodule, this coincides with the dube algebra [WBV17].
4. A Vec(Z/2Z) spin chain
The chain model we want to study has the following structure: Given a fusion category C, we
take one distinguished object X ∈ C and study pairwise interaction within a chain of N of these
objects. To define a Hilbert space for this system, consider the fusion tree of the fusion process
of N objects of type X as depicted below, which is a vector in the Hilbert space C(X,X⊗N+1).
X X X X X X X X
X x1 x2 . . . xN−1 X
.
According to the fusion rules of the category that is considered, only specific combinations of the
x1, x2, . . . are allowed. The basis of this Hilbert space then corresponds to all admissible labelings
|x1, x2, . . . , xN−1〉 of the links with xi ∈ LC . Note that in the figure above, the boundary labels
are fixed to X, but this is not mandatory. One can also consider these labels part of the labels
that define the basis.
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The interaction we want to study is a pairwise interaction where two neighboring particles
favor to fuse to the vacuum 1, i.e. we assign an energy gain to this fusion channel, e.g. −1. The
local Hamiltonian that acts on sites i and i+ 1 is then given by
(42) hi = − 1
dim(X)
X X
1
X X
i+ 1i
.
The complete Hamiltonian is then given by summing over all sites of the chain, H =
∑
i hi.
In the example we want to study, Vec(Z/2Z), the objects are either 0 or 1 and the fusion is
given by addition mod 2. Note that here, the vacuum is denoted 0. Two neighboring particles
interact according to the fusion rules of Vec(Z/2Z), i.e. two identical particles fuse to 0 and two
different particles fuse to 1. In order to define the Hilbert space for a fixed particle we can use
fusion trees. These are chains of the following form:
• • • • • • • • •
,
where the vertical lines are fixed and the bullets can either be 0 or 1, hence each bullet represents
the space C2. The basis for the Hilbert space then corresponds to all possible labelings of the
horizontal links which are allowed according to the fusion rules. If we, for instance, only fuse
1-particles to the chain, the value of the bullets is fixed by the fusion rules: When we fix the
boundary labels (e.g., to 1), the only possible labeling is
1 1 1 1 1 1 1 1
1 0 1 0 1 0 1 0 1
.
Hence, we have a unique ground state and the only vertices occurring in this case are
0 1
1
1 0
1
.
Analogously, if we only allow 0s to fuse to the chain, and the outer labels are fixed to 1, the only
possible labeling is
0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 1
.
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If we had fixed the outer labels to 0, all bullets would have to be 0. Hence, the only vertices
occurring in these cases are
0 0
0
1 1
0
.
This means that in the case of open boundary conditions, the chain has a unique ground state once
we fix the outer labels of the chain. The situation is different for periodic boundary conditions:
since the only requirement here is that the label at site n + 1 has to equal the label at site 1,
there are always two possibilities of labeling the chain. For instance, in the case of only fusing
1s to the chain, the two possibilities are
1
1
1
1
1
1
1
1
1
1
1
1
0
0
0
0
0
0
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
0
0
0
0
0
0
.
In case of fusing 0 to the chain, we can either allow only 0s or only 1 as labels of the chain.
Therefore, the chain with periodic boundary conditions has two ground states, hence it represents
a qubit. Note that all vertices that have occurred so far are defined within the fusion category.
We now introduce defects to this model, indicated by red lines that fuse to the chain, e.g. a
chain with one defect would be
• • • • • • • • •
.
Since the chain is represented by a category, Vec(Z/2Z) in our example, the defect is a Vec(Z/2Z)-
Vec(Z/2Z) bimodule, i.e. we are fusing an object from the bimodule to the chain. Here, we use
the bimodule F1 (see Subsection 3.3) to introduce defects to the Vec(Z/2Z)-chain. F1 has only
one object, so in general we omit writing labels for the bimodule object, but indicate by a red
line when the object is from the bimodule. When it is useful to indicate the label, we denote it
∗.
The occurrence of one defect in a chain does not change the ground state of the system; The
labels on the chain are still determined by the choice of labels on the boundary. This is different
if we have more than one defect in the chain. For instance, for two defects the chain is
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• • • • • • • • •
,
where the color of the orange bullets is not determined by the labels on the boundary of the
chain. Hence, we get an additional qubit. In general, the number of additional qubits in the chain
is #defects− 1. This can be done analogously for the chain with periodic boundary conditions,
the only difference is that in this case, we already have one qubit when there is no defect.
We could also allow the bimodule object to live on the horizontal lines of the chain. In
particular, We now want to build a chain out of Vec(Z/2Z) and the bimodule F1 in the following
way: consider the chain
,
where
(43) = ⊕ ,
which means that it is either an object from the category (0 or 1) or an object from the bimodule
(which can only be ∗), i.e., C2 ⊕ C ∼= C3. Valid configurations then look like
C2 C2 C2 C2 C2
,
so we have a non-trivial Hilbert space. Our goal is to construct a local Hamiltonian of the form
42 for this chain. For our model this means that it is energetically favored to fuse to the 0 object
of Vec(Z/2Z). Hence, the full Hamiltonian is of the form
(44) H = −
∑ 1√
2 0
,
where the sum goes over all sites of the chain and the normalization factor results from the fact
that dim(∗) = √2. This Hamiltonian involves the vertex
.
Since this vertex is neither defined in the category Vec(Z/2Z) nor in the bimodule F1, we need
to construct it. More precisely, for each choice of labels we need a basis for the corresponding
morphism space. We do the construction of the required vertex step-by-step using ideas from
tube algebras.
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4.1. Computation of the bimodule vertex.
Step 1: Compute isomorphism classes of objects and pick a representative. In general,
what we aim for are representations of the annular category of the form
a
a+ x+ z
x z
y
.
According to the figure above, (∗, ∗, a) ∼= (∗, ∗, a+ x+ z) for all possible labels x, y, z, so we pick
(∗, ∗, 0) as a representative.
Step 2: Find primitive idempotents. To find a representation of the annular category, we
need to compute the primitive idempotents, i.e. we need to find morphisms that map (∗, ∗, 0)
to (∗, ∗, 0) which square to themselves and are orthogonal to each other. Additionally, since we
want primitive idempotents, we need to make sure that they cannot be written as the sum of
idempotents. Candidates for idempotents are the morphism where x+ z = 0:
(45)
T0,0 = 0
0
T0,1 := 0
0
1
T1,0 := 0
0
1 1 T1,1 := 0
0
1 1
1
.
The first morphism can be interpreted as the identity morphism and it obviously squares to
itself. It is easy to see that the second and third diagrams square to the first. To square the final
morphism, we need to do the following calculation:
0
0
1 1
1
1 1
1
= − 0
0
1
1
1
1 1
1
= 0
0
00
0 0
1 1
1
1 1
1
= 0
0
.
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Hence, the second candidate does not square to itself but to the first candidate. Similar com-
putations show that Ta,bTc,d = Ta+c,b+d. However, since the primitive idempotents form an
algebra, we can also consider linear combinations of the candidates. Also, because we have four
candidates, we know that the algebra is 4-dimensional. To find out the primitive idempotents
from the candidates, it is convenient to find a representation of them in terms of matrices, i.e.
we need matrices that multiply in the same way as the candidates. As mentioned above, the first
candidate is the identity, hence the corresponding matrix is
(46) M0,0 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 .
From this representation it is clear that this candidate is an idempotent, but not a primitive one:
M0,0 can be written as
(47) M0,0 =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
+

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
+

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
+

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1
 .
The matrix representing the second candidate has to fulfill M20,1 = M0,0, so a possible choice is
(48) M0,1 =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 .
Note that this representation is not unique. Similar matrices can be found for the remaining
morphisms. From (47), we get four candidates for primitive idempotents. They are indeed
primitive idempotents in the algebra of 4-dimensional matrices. To translate them back into
annular diagrams, we just need to express them in terms of Ma,b, which yields
Px,y =
1
4
∑
a,b
(−1)ax+byMa,b(49)
which is diagrammatically
(50)
Px,y =
1
4

0
0
+ (−1)x 0
0
1
+ (−1)y 0
0
1 1 + (−1)x+y 0
0
1 1
1

.
Step 3: Check for isomorphism classes of primitive idempotents. In general, it is
possible that the primitive idempotents we just found are isomorphic to each other, which means
that there are matrices within the algebra that we can multiply to P0,0, for example, and get
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P1,0. The following equation is an example for how this works:
(51)

0 0 0 0
1 0 0 0
0 0 0 0
0 0 0 0
P0,0

0 1 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 = P1,0.
However, the two matrices we multiply P0,0 with are not elements of the matrix algebra (the
matrices on the algebra only have entries on the diagonal). If they were elements of the algebra,
they would form an isomorphism between P0,0 and P1,0, so we would pick either P0,0 or P1,0 as
a representative.
This step can be much more complicated for algebras with bigger dimensions. However, there
is a nice trick which helps to see how many isomorphism classes there are, which is the Artin-
Wedderburn theorem (see, for example, [Bea99]). It states that any semi-simple algebra can be
decomposed into a direct sum of full matrix algebras, i.e.
(52) M∼=
⊕
Md,
where dimMd = d2. Within a full matrix algebra we can pick, for example, the primitive
idempotent diag(1, 0, . . .) since the equivalent of the matrices in (51) exist. We therefore only get
one primitive idempotent for each full matrix algebra. In our case, the algebra is 4 dimensional.
The possible decompositions are therefore M ∼= C ⊕ C ⊕ C ⊕ C and M2. We found the first
decomposition was correct so we get four primitive idempotents (as we showed above). In case
of a 5-dimensional matrix algebra, the possible decompositions are
(53) M5−dim ∼= C⊕M2(C),
or
(54) M5−dim ∼= 5C,
so we get two or five primitive idempotents respectively.
Step 4: Build the full representation. After we have found the primitive idempotents of
the algebra, we can build the full representation. This is done by putting all possible annuli on
the outside of the idempotents, hence finding all the basis vectors for this space, i.e. all possible
vectors
(55) 0
α+ γ
α γ
β
.
In general, the basis vectors are determined by the choice of α, β and γ, therefore there are up
to 23 = 8 possible basis vectors for each representation. However, it is possible that some of
these vectors are linearly dependent, which is the case in our example, as we will see. Putting
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the general annuli around the primitive idempotents Px,y yields
1
4
∑
a,b
(−1)ax+by 0
α+ γ
b b
a
α γ
β
=
1
4
∑
a,b
(−1)a(x+α+γ)+by 0
α+ γ
α
+
b γ +
b
β + a
(56)
=
(−1)(x+α′)β+yγ
4
∑
a′,b′
(−1)a′(x+α′)+b′y 0
α′
α
′ +
b
′
b′
a′
(57)
which is a vector in the morphism space
(58)
α′
.
We now have to find a basis for every one of those morphism spaces, i.e. for every choice of α′.
For fixed representation (fixed, x, y), we find a unique vector up to a multiplicative scalar for
each α′, so each morphism space is one dimensional. We define the basis to be
(59)
α
(x, y)
≡ 1
4
∑
a,b
(−1)a(x+α)+by 0
α
α
+
b
b
a
.
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The ‘inflation trick’ developed in [BBJ18, BB19b, BB19a] picks out the representation P0,0, and
we work with that from here on. This means
(60)
α
:=
1
4
∑
a,b
(−1)aα 0
α
α
+
b
b
a
Step 5: Find associator of the extended category. After the vertex itself is defined, we
want to compute the F -symbols related to the new object. Our goal is to define a Hamiltonian
for the chain which will be of the form
0 = α + β .
To compute α and β above, in addition to the action on the spin chain, we will need the full set
of F -symbols.
From the category Vec(Z/2Z), and the bimodule associators we have(
F a+b+cabc
)
a+b,b+c
= 1 From Example 3.1: F=+1(61)
(F ∗ab∗)a+b,∗ = 1 From (25): L=+1(62)
(F ∗a∗b)∗,∗ = (−1)ab From (38)(63)
(F ∗∗ab)∗,a+b = 1 From (27): R=+1.(64)
However, there are still some yet unknown F -symbols, namely(
F a+ba∗∗
)
∗,b =??(65) (
F b∗a∗
)
∗,∗ =??(66) (
F a+b∗∗a
)
b,∗ =??(67)
(F ∗∗∗∗)a,b =??.(68)
To compute those, we use the following normalization [Bon07, BSS08]:
(69) a b =
∑
c
√
dc
dadb
a b
a b
c .
For the black strings in our diagrams, the sum has only one term and the coefficients are d0 =
1 = d1, which yields the relation
(70) a b =
a b
a b
a+ b .
From the fusion rules, d∗ =
√
2, so
(71) a =
a
a
.
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The computation for F a+b∗∗a is particularly straightforward:
a+ b
b
∗ ∗ a
=
1
4
∑
x,y
(−1)bx
b
b
+
y y
a
x
=
1
4
∑
x,y
(−1)bx
b
a
ab
+
y y
x
(72)
=
1
4
∑
x,y
(−1)(a+b)x
b
a
ab
+
y y
x
=
1
4
∑
x,y
(−1)(a+b)x
a+ b
a
b
+
y
y
+
a
x
(73)
=
1
4
∑
x,y′
(−1)(a+b)x
a+ b
a
a
+
b
+
y
′
y′
x
=
a+ b
a∗∗
(74)
so it follows that
(75)
(
F a+b∗∗a
)
b,∗ = 1.
The computation of
(
F a+ba∗∗
)
∗,b = 1 is identical. A similar computation yields
(
F b∗a∗
)
∗,∗ = (−1)ab.
Attempting to use (70) to compute F ∗∗∗∗ is circular, so we need a different technique. There
is an action of a 4-string annular category on the fusion trees on both sides of the equation
(76)
∗
a
∗ ∗ ∗
= (F ∗∗∗∗)a,0
∗
0
∗∗∗
+ (F ∗∗∗∗)a,1
∗
1
∗∗∗
.
GAUGING DEFECTS IN QUANTUM SPIN SYSTEMS 22
Both sides of the equation transform in the same representation of this 4-string action. We use
this to find the F -symbols. Consider applying the annulus
(77)
x0 x1
x2 x3
to both sides, resolving the vertices where necessary. The equation becomes
(−1)(a+x0)(x1+x2)
∗
a+ x0 + x3
∗ ∗ ∗
(78)
= (F ∗∗∗∗)a,0 (−1)(x1+x2)x3
∗
x1 + x2
∗∗∗
+ (F ∗∗∗∗)a,1 (−1)x0+(1+x1+x2)x3
∗
1 + x1 + x2
∗∗∗
(79)
= (−1)(a+x0)(x1+x2)
(F ∗∗∗∗)a+x0+x3,x1+x2
∗
x1 + x2
∗∗∗
+ (F ∗∗∗∗)a+x0+x3,1+x1+x2
∗
1 + x1 + x2
∗∗∗

(80)
where in the second step, (77) has been applied to the left-hand side. This equation reduces to
(F ∗∗∗∗)a,b = (−1)ab (F ∗∗∗∗)0,0 .(81)
We cannot fix (F ∗∗∗∗)0,0 by simply asking which representation the vectors transform under, since
there is a global rescaling freedom. Our normalization (70) fixes
(F ∗∗∗∗)a,b = (−1)ab
κ∗√
2
,(82)
where κ∗ = ±1 is the Frobenius-Schur indicator of ∗.
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Step 6: Check if F -symbols obey the pentagon equation. We now have the full set of
F -symbols (
F a+b+cabc
)
a+b,b+c
= 1
(F ∗ab∗)a+b,∗ = 1
(F ∗a∗b)∗,∗ = (−1)ab
(F ∗∗ab)∗,a+b = 1(
F a+ba∗∗
)
∗,b = 1(
F b∗a∗
)
∗,∗ = (−1)ab(
F a+b∗∗a
)
b,∗ = 1
(F ∗∗∗∗)a,b =
(−1)abκ∗√
2
,
which happen to be the F -symbols for the Ising category.
4.2. Action of the Hamiltonian. As we have now defined how the Hamiltonian (44)
H = −
∑ 1√
2 0
can be realized in the framework of the Vec(Z/2Z) chain, we can study its action on the chain.
For this purpose, we first need to change the basis using the identity
(83) e
ba
dc
=
∑
f
(
F abcd
)
ef
fa
c
b
d
which yields
H = −
∑ 1√
2
(F ∗∗∗∗ )00 + (F ∗∗∗∗ )01 1
(84)
= −
∑ 1√
2
 + 1
 ,(85)
where we have used the F -symbols we have computed above.
The general Hilbert space of one site of the chain is C2 ⊕ C (see (43)), hence the space for
three sites is
(C2 ⊕ C)⊗ (C2 ⊕ C)⊗ (C2 ⊕ C) = (C2 ⊗ C⊗ C2)⊕ (C⊗ C2 ⊗ C)⊕ forbidden states,(86)
where forbidden states include, for example, those where all three objects are from the bimodule.
According to the right-hand side of (86), valid local configurations of the chain are of the form
a b
and
a
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with a, b ∈ {0, 1}. The local Hamiltonian
(87) hi = − 1√
2

i i+ 1
+
1
i i+ 1

acts on these configurations in the following way: the first term of the Hamiltonian leaves the
configurations invariant, while applying the second term yields
a b
1
=
a b
1 1 = (−1)a+b
a b
≡ Za ⊗ Zb(88)
a
1
=
a+ 1
≡ Xa(89)
A general basis state that lives in (C2 ⊕ C)⊗ (C2 ⊕ C)⊗ (C2 ⊕ C) is of the form
(90) |xi−1, xi, xi+1〉 =
xi−1 xi xi+1
with xi−1, xi, xi+1 ∈ {0, 1, ∗}. The goal is now to find an operator that acts on this basis that
gives exactly what we have derived in (88) and (89), which means we want an expression of hi
of the form
(91) hi|xi−1, xi, xi+1〉 = − 1√
2
(I+A) |xi−1, xi, xi+1〉
with some operator A. Note that we do not need to worry about how it acts on forbidden state,
e.g. |∗, ∗, ∗〉. Since there are two possible configurations, we distinguish between these two cases:
(1) When xi = ∗, we are in the case of (88), which means the object in the middle is projected
onto the state |∗〉〈∗|. A Pauli-Z operator acts on the objects xi−1 and xi+1, but only
on the C2-part of the Hilbert space. Hence, we additionally need an operator that acts
on C, but since we projected the site i onto |∗〉, and any states of the form |∗, ∗, ·〉 and
|·, ∗, ∗〉 are forbidden anyway, it does not matter which operator we put here and we just
denote it Oˆ3. Following these arguments, the resulting expression for the operator A is
(92) A = (Z ⊕ Oˆ)⊗ |∗〉〈∗| ⊗ (Z ⊕ Oˆ).
(2) When xi−1 = xi+1 = ∗, the outer sited are projected onto |∗〉〈∗| and as we have seen
in (89), the Hamiltonian acts as a Pauli-X operator on the middle site. For the same
reasons as above, we add the operator Oˆ and get
(93) A = |∗〉〈∗| ⊗ (X ⊕ Oˆ)⊗ |∗〉〈∗|.
The resulting local Hamiltonian is
(94) hi = − 1√
2
(
I+ (Z ⊕ Oˆ)⊗ |∗〉〈∗| ⊗ (Z ⊕ Oˆ) + |∗〉〈∗| ⊗ (X ⊕ Oˆ)⊗ |∗〉〈∗|
)
.
If we fix some edge, e.g. the boundaries, to ∗ we restrict ourselves to states of the form
3We can pick Oˆ = 0 for simplicity.
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∗ fixed C2 C2 C2
,
so we effectively have a system of qubits
C2 C2 C2
.
On this Hilbert space, the effective Hamiltonian is
(95) Heffective = − 1√
2
∑
i∈half chain
I+ ZiZi+1 +Xi,
which is the Hamiltonian that corresponds to the transverse Ising model. The other possibility
is to fix the boundaries to C2, in which case we have states of the form
C2 C2 C2 C2 .
The effective Hamiltonian for these states is also of the form (95). Hence, if we do not fix any
boundaries, we get the direct sum of two copies of Ising.
5. Conclusion
In this paper, we have presented a framework to make sense of defect gauging in quantum
(spin) systems. Whereas the kinematical theory can be built from distinguishable Fock space,
dynamics are generally harder to implement. In order to perform this task we use a description
via the ground eigenspace of a specific Hamiltonian. This reduces the problem to a combinatorial
one, which can be handled by techniques from annular categories.
We have also provided the example of a one-dimensional spin chain with Vec(Z/2Z) fusion
rules. In this case, allowing the presence of defects and fixing the boundary results in the
Hamiltonian of the transverse Ising model and, hence, gives rise to a critical theory.
Since our approach is not only restricted to one-dimensional systems it would be interesting
to study higher dimensional models, such as the Toric code, and add defects in this more general
situation. Another interesting setting is to insert fusion categories with different fusion rules
than Vec(Z/2Z) (e.g. the Fibonacci category) to our method. Even in this case, it provides
a framework to build physical models with dynamically evolving defects. These theories can
describe topological phases with more computational power than their counterparts without
defects and are, therefore, more convenient for quantum information processing tasks.
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