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Tria´ngulos Pitago´ricos y Cajas Pitago´ricas
J. O. Araujo, T. Bratten
Resumen
La presente nota trata sobre la resolucio´n de la ecuacio´n diofa´ntica:
x21 + · · ·+ x2n−1 = x2n
Esto ser´ıa una generalizacio´n de las llamadas ternas pitago´ricas cuando n = 3,
y cajas pitago´ricas cuando n = 4. Se presenta una expresio´n para obtener las
soluciones haciendo uso de la parametrizacio´n de Cayley de matrices ortogonales
a partir de matrices antisime´tricas.
Ternas Pitago´ricas
Una terna pitago´rica es una solucio´n de nu´meros enteros (x, y, z) de la ecuacio´n
de Pita´goras:
x2 + y2 = z2 (1)
Las ternas pitago´ricas se asocian a tria´ngulos recta´ngulos, conocidos como
tria´ngulos pitago´ricos, donde las longitudes de sus lados se expresan con nu´meros
enteros. Desde el enfoque geome´trico, tiene sentido considerar ternas de nu´meros
naturales, y naturalmente, desde el punto de vista algebraico se consideran las
ternas de nu´meros enteros.
Una terna pitago´rica (x, y, z) se dice primitiva si el ma´ximo comu´n divisor entre
(x, y, z) es igual a 1.
Es claro que en una terna pitago´rica primitiva (x, y, z), el ma´ximo comu´n divisor
de los pares debe ser igual a 1, es decir (x, y) = (y, z) = (z, x) = 1 Adema´s, es
oportuno observar que el nu´mero z debe ser impar. Esto es inmediato si analiza
las paridades de los te´rminos de la identidad en (1).
Una manera elemental de generar ternas pitago´ricas, resulta de observar que
un cuadrado perfecto k2 es la suma de los k primeros nu´meros impares, as´ı:
1 = 12, 1 + 3 = 22, 1 + 3 + 5 = 32, 1 + 3 + 5 + 7 = 42 . . .
Si tomamos la suma hasta un cuadrado perfecto, por ejemplo 9, obtenemos 52
dado que 9 es el quinto impar, entonces 52 se descompone como:
1 + 3 + 5 + 7 + 9 = 52
1 + 3 + 5 + 7 + 32 = 42 + 32 = 52
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En general, si tomamos la suma:
1 + 3 + 5 + · · ·+ (2k − 1) = k2
donde 2k − 1 = m2, entonces la identidad precedente puede ponerse como:
(k − 1)2 +m2 = k2
Enteros de Gauss
El uso de los nu´meros complejos, ma´s precisamente de los enteros de Gauss,
brinda una posibilidad de parametrizar las ternas pitago´ricas como mostraremos
a continuacio´n.
Notamos:
Z [i] = {m+ ni ∈ C : m,n ∈ Z}
El conjunto Z [i] es un subanillo del cuerpo de los nu´mero complejos C, en
particular es cerrado para la suma y el producto
Por otra parte, tenemos el conjunto de nu´meros complejos Q [i] dados por:
Q [i] = {a+ bi ∈ C : a, b ∈ Q}
El conjunto Q [i] es un subcuerpo del cuerpo de los nu´mero complejos C. Con-
sideremos tambie´n la circunferencia racional S dada por:
S = {z ∈ Q [i] : |z| = 1}
A partir de los enteros de Gauss, podemos establecer el conjunto de elementos
en Q [i] que tienen mo´dulo igual a 1, esto es, describir todos los elementos en
S.
No es dif´ıcil ver que los nu´meros de la forma:
m+ ni
k + li
con m+ ni, k + li ∈ Z [i]
representan todos los elementos en Q [i], y en particular, las fracciones con
enteros de Gauss:
w
w
=
m+ ni
m− ni
representan elementos en S. En forma ma´s general, los elementos S pueden ser
obtenidos como las fracciones:
z
w
con z, w ∈ Z [i] : |z| = |w| 6= 0
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En este caso, partiendo de la identidad:
(z + w) z − (z + w)w = |z|2 − |w|2
si z + w 6= 0, resulta:
z
w
=
z + w
z + w
=
u
u
siendo u = z +w. Por otra parte, si z +w = 0, la fraccio´n puede representarse
como:
z
w
=
z
−z =
iz
iz
En consecuencia, todo elemento de S se obtiene como el cociente entre un entero
de Gauss y su conjugado. En esta representacio´n, cada entero de Gauss y un
mu´ltiplo entero de e´ste dan lugar al mismo elemento en S, por este motivo, en
principio so´lo habr´ıa que considerar los enteros dados por:
m+ ni con m,n ≥ 0 y n > 0 si m = 0 (2)
donde (m,n) es el ma´ximo comu´n divisor entre m y n.
En el sentido inverso, si z, w ∈ Z [i] representan el mismo elementos en S, se
tiene:
z
z
=
w
w
, o bien zw = zw
de donde zw = k ∈ Z o sea |w|2 z = kw. Si ponemos z = m+ ni y w = h+ li,
con h y l coprimos, de la identidad precedente se tiene:(
h2 + l2
)
m = kh (3)(
h2 + l2
)
n = kl
dado que h2 + l2 es coprimo con h y l, resulta que h es divisor de m y l es
divisor de n. Poniendo m = sh y n = tl con s, t ∈ Z, de las identidades en (3)
surge: (
h2 + l2
)
s = k =
(
h2 + l2
)
t
luego, s = t y z = sw.
Tenemos entonces que los enteros de Gauss en las condiciones de (2) dan una
parametrizacio´n de la circunferencia racional S.
Sea w = m + ni un entero de Gauss en las condiciones de (2), escribimos la
fraccio´n:
w
w
=
m2 − n2
m2 + n2
+
2mn
m2 + n2
i
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como se trata de un nu´mero complejo de mo´dulo 1 se tiene:(
m2 − n2
m2 + n2
)2
+
(
2mn
m2 + n2
)2
= 1
o bien: (
m2 − n2)2 + (2mn)2 = (m2 + n2)2
Resulta que
(
m2 − n2, 2mn,m2 + n2) es una terna pitago´rica primitiva, puesto
que (m,n) = 1. De manera que encontramos asociada con elemento en S, una
terna pitago´rica primitiva.
Rec´ıprocamente, dada una terna pitago´rica primitiva (h, k, l) se tiene:
h2 + k2 = l2
pero esto es que:
h
l
+
k
l
i ∈ S
Esta correspondencia no es un´ıvoca, basta ver que a (h, k, l) y (−h,−k,−l) les
corresponden el mismo elemento en S. Rec´ıprocamente, si (h, k, l) y (x, y, z)
son termas primitivas tales que:
h
l
=
x
z
,
k
l
=
y
z
De la primer igualdad resulta que z divide a lx y l divide a hz, y puesto que
(x, z) = 1 = (h, l), se tiene que z = ±l. Si z = l, x = h y y = k, y si z = −l,
entonces x = −h, y = −k. Se concluye que la correspondencia es dos a uno.
Podemos enunciar entonces el siguiente resultado:
Las ternas pitago´ricas (x, y, z) con z > 0 esta´n en correspondencia biyectiva
con los enteros de Gauss en las condiciones de (2).
m+ ni←→ (m2 − n2, 2mn,m2 + n2)
Cuaternas Pitago´ricas
Las cuaternas pitago´ricas son las soluciones enteras de la ecuacio´n:
x2 + y2 + z2 = t2 (4)
Una cuaterna pitago´rica (x, y, z, t) es primitiva si el ma´ximo comu´n divisor
entre (x, y, z, t) es igual a 1.
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Analizando la ecuacio´n en (4), mo´dulo 4, se podra´ ver que t debe ser impar, y
so´lo uno de los nu´meros x, y, z es impar.
Estas cuaternas se asocian con cajas, es decir paralelep´ıpedos rectos, tales que
las medidas de sus aristas y de la diagonal interior este´n dadas, todas ellas, por
nu´meros enteros.
Una generacio´n simple de cuaternas pitago´ricas puede obtenerse como en el
caso de las ternas, por ejemplo:
1 + 3 + 5 = 32
1 + 3 + 5 + 7 + 32 = 52 = 42 + 32
1 + 3 + · · ·+ 23 + 52 = 132 = 122 + 52
132 = 122 + 42 + 32
Es decir, si k es un nu´mero natural impar mayor que 1, se tiene
1 + 3 + · · ·+ (2k − 1) = k2
1 + 3 + · · ·+ (k2 − 2)+ k2 = (k2 + 1
2
)2
=
(
k2 − 1
2
)2
+ k2
1 + 3 + · · ·+
(
k2 + 1
2
)2
=

(
k2+1
2
)2
+ 1
2

2
=

(
k2+1
2
)2 − 1
2

2
+
(
k2 + 1
2
)2
de donde surge la identidad:
(
k2+1
2
)2
+ 1
2

2
=

(
k2+1
2
)2 − 1
2

2
+
(
k2 − 1
2
)2
+ k2
Resulta claro que este proceso puede continuarse par obtener n-uplas pitago´ricas,
es decir soluciones enteras de la ecuacio´n:
x21 + x
2
2 + · · ·+ x2n−1 = x2n (5)
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Estas n-uplas tambie´n pueden asociarse a cajas en dimensio´n n, es decir para-
lelep´ıpedos rectos tales que las medidas de sus aristas y la diagonal mayor este´n
dadas por nu´meros enteros.
Es razonable pensar que, como el caso de los enteros de Gauss, los cuater-
niones de Hamilton puedan contribuir a la generacio´n de 5-uplas pitago´ricas
Estos cuaterniones, que podr´ıan llamarse enteros de Hamilton, son los cuater-
niones con coeficientes enteros:
H = {a+ bi+ cj + dk : a, b, c, d ∈ Z}
Para mayores detalles sobre los nu´meros cuaternio´nicos puede consultarse por
ejemplo [4].
Si w 6= 0 esta´ en H, el cociente entre w y su conjugado w es un cuaternio´n de
mo´dulo 1, esto es:∣∣∣∣a+ bi+ cj + dka− bi− cj − dk
∣∣∣∣ = ∣∣∣∣α+ βi+ γj + δka2 + b2 + c2 + d2
∣∣∣∣ = 1
donde
α = a2 − b2 − c2 − d2, β = 2ab, γ = 2ac, δ = 2ad
luego
α2 + β2 + γ2 + δ2 =
(
a2 + b2 + c2 + d2
)2
entonces la 5-upla pitago´rica asociada con el cuaternio´n a+ bi+ cj + dk es:
a2 − b2 − c2 − d2, 2ab, 2ac, 2ad, a2 + b2 + c2 + d2 (6)
como veremos ma´s adelante, las 5-uplas de este tipo no agotar´ıan las 5-uplas
pitago´ricas.
Pero tambie´n los cuaterniones pueden contribuir a la generacio´n de cuaternas
pitago´ricas. Por ejemplo, los cuaterniones de la forma:
wiw−1 : w ∈ H
Dado que
∣∣wiw−1∣∣ = 1, en forma ana´loga al trabajo con nu´meros complejos, las
componentes de este cuaternio´n podra´n asociarse con una cuaterna pitago´rica.
Si w = a+ bi+ cj + dk entonces:
wiw−1 =
a2 + b2 − c2 − d2
a2 + b2 + c2 + d2
i+ 2
ad+ bc
a2 + b2 + c2 + d2
j − 2 ac− bd
a2 + b2 + c2 + d2
k (7)
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En este caso la cuaterna pitago´rica asociada con w es:(
a2 + b2 − c2 − d2, 2 (ad+ bc) ,−2 (ac− bd) , a2 + b2 + c2 + d2) (8)
Para establecer un paralelismo con el caso de las ternas pitago´ricas, ser´ıa en
principio razonable saber si podemos identificar los nu´meros wiw−1 (w ∈ H),
con los puntos de la esfera racional de radio 1 en el espacio R3. En tal sentido,
identificamos cada cuaternio´n puro, es decir un cuaternio´n w tal que w = −w,
con el punto de R3 dado por sus coordenadas:
xi+ yj + zk ←→ (x, y, z) (9)
Observemos que para cuaterniones puros de mo´dulo 1 se cumple :
w2 = −ww = − |w|2 = −1
Si w es un cuaternio´n puro con |w| = 1 y w 6= −i, se tiene:
(w + i) i (w + i)−1 =
−1
|w + i|2 (w + i) i (w + i) (10)
=
w
|w + i|2w (w + i) i (w + i)
=
w
|w + i|2 (−1 + wi) (iw − 1)
=
w
|w + i|2 (wi− 1) (wi− 1)
=
|(w + i) i|2
|w + i|2 w = w
Por otra parte, si w = −i:
kik−1 = −jk = −i
Resulta entonces que todo cuaternio´n puro de mo´dulo 1 puede ser expresado
en la forma wiw−1. De esta manera, buscamos parametrizar las esfera racional
como se hizo en el caso de las ternas pitago´ricas. De acuerdo con la expresio´n
en (7) y la identificacio´n en (9), la correspondencia
wiw−1 →
(
a2 + b2 − c2 − d2
a2 + b2 + c2 + d2
, 2
ad+ bc
a2 + b2 + c2 + d2
,−2 ac− bd
a2 + b2 + c2 + d2
)
(11)
30
cubre la esfera unitaria en el espacio R3. De las identidades en (9) resulta:
(w + i) i (w + i)−1 = w
de modo que si w tiene coordenadas racionales, puede ser obtenido a partir
de cuaterniones con coordenadas enteras. En efecto, si k ∈ Z es tal que u =
k (w + i) es un cuaternio´n con coordenadas enteras, entonces:
uiu−1 = w
Tenemos entonces que la expresio´n en (11) con a, b, c, d nu´meros enteros har´ıa
lugar a una parametrizacio´n de la esfera unitaria racional y en especial, de
las cuaternas pitago´ricas primitivas. En efecto, bajo ciertas condiciones sobre
los para´metros a, b, c, d, Spira en [5] muestra que la expresio´n en (9) da una
parametrizacio´n de las cuaternas pitago´ricas.
El paso siguiente es sera´ mostrar que parametrizaciones similares podr´ıan obten-
erse para n-uplas pitago´ricas, para tal fin, trataremos con matrices o transfor-
maciones ortogonales. Es oportuno destacar que la transformaciones r (z) =
wzw−1 en los cuaterniones puros, se identifican con las rotaciones en R3, de
modo que la parametrizacio´n de las cuaternas surge de la accio´n de las rota-
ciones, dadas por matrices racionales, en el vector (1, 0, 0) el que se identifica
con i segu´n (9).
Observacio´n: Antes de considerar el caso de las n-uplas pitago´ricas, hace-
mos una conexio´n con la ecuacio´n de Pell siguiendo la exposicio´n dada en [2]
sobre cajas pitago´ricas con una cara cuadrada como base. Esto es cuaternas
pitago´ricas del tipo (x, x, y, t). En este caso la ecuacio´n puede ponerse como:
y2 = t2 − 2x2
Esta ecuacio´n es una ecuacio´n de Pell, es decir, ecuaciones del tipo y2 = t2−kx2
dode k es un entero que no es un cuadrado perfecto. Si y = 1, hay infinitas
soluciones, o sea que hay infinitas cajas pitago´ricas que tienen como base un
cuadrado de lado igual a 1. En general, la ecuacio´n de Pell tiene solucio´n si, y
so´lo si, y = ±1 o es producto de nu´meros primos de la forma 8k ± 1, ver [1].
Las n-uplas Pitago´ricas
Cada n-upla pitago´rica (x1, . . . , xn−1, xn) se asocia con el punto(
x1
xn
, . . . ,
xn−1
xn
)
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en la esfera racional unitaria, es decir, con los puntos de coordenadas racionales
de norma o longitud igual a 1. Si nos limitamos a las n-uplas pitago´ricas primi-
tivas, esto es, como el ma´ximo comu´n divisor de sus elementos igual a 1, esta co-
rrespondencia es dos a uno. En efecto, notemos primero que si (x1, . . . , xn−1, xn)
es primitiva, de la igualdad:
x21 + · · ·+ x2n−1 = x2n
se sigue que el ma´ximo comu´n divisor de x1, . . . , xn−1 es 1, luego existen enteros
z1, . . . , zn−1 tales que:
x1z1 + · · ·+ xn−1zn−1 = 1
Supongamos que (y1, . . . , yn−1, yn) es una n-upla pitago´rica tal que:(
x1
xn
, . . . ,
xn−1
xn
)
=
(
y1
yn
, . . . ,
yn−1
yn
)
esto es:
yn (x1, . . . , xn−1) = xn (y1, . . . , yn−1)
haciendo el producto escalar miembro a miembro por (z1, . . . , zn−1) resulta:
yn = xn (y1z1 + · · ·+ yn−1zn−1)
luego xn divide a yn y se tiene la igualdad:
(y1, . . . , yn−1) =
yn
xn
(x1, . . . , xn−1)
Si adema´s (y1, . . . , yn−1) es primitiva, por el mismo argumento, yn divide a xn,
es decir yn = ±xn y en consecuencia:
(y1, . . . , yn−1, yn) = ± (x1, . . . , xn−1, xn)
A partir de este hecho, resultara´ interesante obtener expresiones que represen-
ten los puntos de la esfera racional unitaria. Para este fin, se considerara´ a
continuacio´n la generacio´n de matrices ortogonales con coeficientes racionales
y la accio´n de e´stas sobre una esfera racional.
Reflexiones
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En el espacio eucl´ıdeo Rn con producto interno usual 〈 , 〉, se puede considerar
el grupo ortogonal On (R), dado por el conjunto de las transformaciones ortogo-
nales, es decir, las transformaciones lineales de Rn que conservan las distancias,
o equivalentemente, las transformaciones lineales que preservan el producto in-
terno o la longitud. De modo que, si indicamos los endomorfismos de Rn con
End (Rn) se tiene;
O (V ) = {σ ∈ End (Rn) : 〈σ (v) , σ (w)〉 = 〈v, w〉 , ∀v, w ∈ Rn}
= {σ ∈ End (Rn) : ‖σ (v)‖ = ‖v‖ ,∀v ∈ Rn}
Las matrices asociadas a transformaciones ortogonales en una base ortonormal,
son matrices ortogonales, es decir matrices que satisfacen las identidad:
tA = A−1
La reflexio´n ortogonal es una transformacio´n ortogonal, asociada a un vector
no nulo α que viene definida por la fo´rmula:
rα (v) = v − 2 〈v, α〉〈α, α〉α (12)
Para establecer que rα es una transformacio´n ortogonal, es suficiente mostrar
que:
‖rα (v)‖ = ‖v‖ ∀v ∈ V
Si se tiene en cuenta los vectores ortogonales p = v − 〈v,α〉〈α,α〉α y q = − 〈v,α〉〈α,α〉α,
resulta:
rα (v) = p+ q y v = p− q
luego:
‖rα (v)‖2 = ‖p‖2 + ‖q‖2 = ‖v‖2
En el plano R2, la reflexio´n asociada con α, es la simetr´ıa respecto de la recta
perpendicular a α que pasa por el origen. En el espacio R3, es la simetr´ıa
respesto del plano perpendicular a α que pasa por el origen.
Es conocido que las reflexiones generan el grupo ortogonal, en realidad, no es
dif´ıcil mostrar que cada transformacio´n ortogonal en Rn se descompone como
composicio´n de a lo sumo n reflexiones.
Proposicio´n 1. Sean u y v en Rn vectores con la misma longitud. Entonces,
si α = u− v, la reflexio´n rα intercambia los vectores u y v.
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Demostracio´n: Sea β = u+ v, como u y v tienen la misma longitud, α y β son
vectores ortogonales, luego por la expresio´n en (12) resulta:
rα (β) = β y rα (α) = −α
de modo que:
rα (u) = rα
(
α+ β
2
)
=
−α+ β
2
= v
La identidad rα (v) = u, sigue del hecho rα ◦ rα = idRn , el cua´l se puede
establecer sin mayor dificultad desde la definicio´n de rα en (12).
Nota: Esta proposicio´n garantiza que dos puntos en una esfera, con centro
en el origen, pueden ser conectados mediante una transformacio´n ortogonal.
Dicho de otro modo, pensando en coordenadas cartesianas, si (x1, . . . , xn) y
(y1, . . . , yn) en Rn tienen la misma norma, entonces existe una matriz ortogonal
O ∈ Rn×n tal que:
O
 x1...
xn
 =
 y1...
yn

El resultado se mantiene para esferas racionales, es decir; si (x1, . . . , xn) y
(y1, . . . , yn) en Qn tienen la misma norma, entonces existe una matriz ortogonal
A ∈ Qn×n que transforma uno en otro. Esto se debe al hecho que la matriz
de la reflexio´n rα asociada a la base cano´nica tiene entradas racionales, para
α = (x1 − y1, . . . , xn − yn).
Por ejemplo, si se consideran los puntos (1, 2, 3) y (3, 1, 2), sera´ α = (−2, 1, 1)
y la matriz de rα asociada a la base cano´nica es: −13 23 232
3
2
3 −13
2
3 −13 23

Del ana´lisis precedente podemos concluir que los puntos en la esfera racional
unitaria pueden ser representados como:
O

1
0
...
0
 : O ∈ On (Q) (13)
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aqu´ıOn (Q) denota el grupo de las matrices ortogonales con coeficientes racionales.
Parametrizacio´n de Cayley
Un importante conjunto de matrices ortogonales pueden ser parametrizadas por
matrices antisime´tricas mediante la expresio´n dada en (14) debida a Cayley.
Proposicio´n 2: Sea A una matriz real antisime´trica de orden n. El u´nico
posible valor propio real de A es 0.
Demostracio´n: De la ecuacio´n:
Ax = λx x ∈ Rn, λ ∈ R
multiplicano ambos miembros por tx, el traspuesto de x, se tiene:
txAx = λtxx = λ ‖x‖2
pero por ser A antisime´trica txAx = 0 y en consecuencia.λ = 0 si x 6= 0.
Sea O la matriz dada por:
O = (A+ I) (A− I)−1 = (A− I)−1 (A+ I) (14)
donde I es la matriz identidad.
Hay un par de acotaciones que hacer respecto de la definicio´n de O. En primer
lugar, la matriz A − I es inversible, ya que en caso contrario su determinante
ser´ıa igual a 0 y 1 un valor propio de A, pero en virtud de la proposicio´n 2,
esto no es posible . En segundo lugar, las matrices A+I y (A− I)−1 conmutan
debido a que A+ I y A− I claramente conmutan y no es dif´ıcil ver que si una
matriz conmuta con otra, tambie´n conmuta con la inversa.
Usando propiedades de la traspuesta de una matriz, en especial que conmuta
con la inversio´n, se tiene:
tO = t
(
(A+ I) (A− I)−1
)
(15)
= t
(
(A− I)−1
)t
(A+ I)
= (−A− I)−1 (−A+ I)
= (A+ I)−1 (A− I) = O−1
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Es oportuno notar que O no tiene a 1 como valor propio, es decir det (O − I) 6=
0. En efecto:
O − I = (A+ I) (A− I)−1 − I
= (A+ I − (A− I)) (A− I)−1
= 2 (A− I)−1
En el sentido inverso, si partimos de una matriz ortogonal O tal que 1 no es
valor propio de O, entonces la matriz:
A = (O + I) (O − I)−1 = (O − I)−1 (O − I)
es antisime´trica Esta afirmacio´n se comprueba en forma ana´loga a lo hecho en
(15).
Las propociones dadas a continuacio´n muestran que esta parametrizacio´n cubre
una parte importante del grupo ortogonal. Estos resultados pueden verse en
[3].
Usaremos Dn para denotar el conjunto de todas las matrices diagonales de orden
n que tienen ±1 en la diagonal principal. Notar que Dn tiene 2n elementos los
cuales son matrices ortogonales.
Proposicio´n 3. Dada una matriz B de orden n existe una matriz D ∈ Dn tal
que B −D es inversible.
Demostracio´n: Se hara´ por induccio´n en el orden n de la matrices. Si n = 1, es
claro. Si n > 1, descomponemos B en bloques
B =
 b11 · · · b1n...
bn1
C

donde C = [bij ]2≤i,j≤n. Por la hipo´tesis inductiva, existe una matriz D
′ ∈ Dn−1
tal que C −D′ es inversible. Si consideramos las matrices en Dn dadas por:
D± =
 ±1 · · · 0...
0
D′

36
se tiene:
B −D± =
 b11 · · · b1n...
bn1
C
−
 ±1 · · · 0...
0
D

=
 b11 ± 1 · · · b1n...
bn1
C −D

luego, por propiedades del determinante, es:
det (B −D±) = det
 b11 · · · b1n...
bn1
C −D
± det
 1 · · · b1n...
0
C −D

como el segundo te´rmino es igual a det (C −D) 6= 0, la suma y la resta en
el segundo miembro toman valores distintos, entonces al menos uno de ellos
es distinto de 0, es decir uno de los valores det (B −D+) o det (B −D−) es
distinto de cero.
La siguiente proposicio´n se enuncia conservando las notaciones precedentes
Proposicio´n 4. Sea O una matriz ortogonal. Existe D ∈ D tal que OD no
tiene a 1 como valor propio.
Demostracio´n: Teniendo en cuenta que D2 = D, cualquiera sea D ∈ D, pode-
mos poner:
det (OD − I) = det ((O −D)D)
= det (O −D) detD = ±det (O −D)
en consecuencia, bastara´ elegir D de modo que O −D sea inversible.
Esta u´ltima proposicio´n muestra que la parametrizacio´n de las matrices orto-
gonales por las matrices sime´tricas alcanzan al menos una de las 2n matrices
de la forma OD con D ∈ Dn. Por ejemplo, si O = I, −I es la u´nica matriz en
Dn alcanzada por esta parametrizacio´n.
Nota: Segu´n la parametrizacio´n de Cayley en (14), matrices antisime´tricas
racionales, se corresponden con matrices con matrices ortogonales racionales y
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rec´ıprocamente. Ahora, teniendo en cuenta la proposicio´n 4, los elementos en
On (Q) pueden ser representados como:
D (A+ I) (A− I)−1 : D ∈ Dn, A ∈ Qn×n, tA = −A (16)
La condicio´n A ∈ Qn×n puede ser modificada. Sea d ∈ Z tal que dA ∈ Zn×n,
entonces:
(A+ I) (A− I)−1 = (dA+ dI) (dA− dI)−1
es decir (16) puede reformularse como:
D (B + dI) (B − dI)−1 : D ∈ Dn, B ∈ Zn×n, tB = −B, d ∈ Z (17)
Por ejemplo, para n = 3, (17) resulta: ±1 0 00 ±1 0
0 0 ±1
 d a b−a d c
−b −c d
 −d a b−a −d c
−b −c −d
−1
donde a, b, c, d ∈ Z, o bien: ±1 0 00 ±1 0
0 0 ±1


a2+b2−c2−d2
a2+b2+c2+d2
−2 ad−bc
a2+b2+c2+d2
−2 ac+bd
a2+b2+c2+d2
2 ad+bc
a2+b2+c2+d2
a2−b2+c2−d2
a2+b2+c2+d2
2 ab−cd
a2+b2+c2+d2
−2 ac−bd
a2+b2+c2+d2
2 ab+cd
a2+b2+c2+d2
−a2−b2−c2+d2
a2+b2+c2+d2

y segu´n (13), una expresio´n para los puntos de la esfera racional unitaria estara´
dada por:(
±a
2 + b2 − c2 − d2
a2 + b2 + c2 + d2
,±2 ad+ bc
a2 + b2 + c2 + d2
,±2 ac− bd
a2 + b2 + c2 + d2
)
que es pra´cticamente la obtenida a partir de los cuaterniones.
Para n = 4, salvo signos, se obtienen las 5-uplas dadas por:
x1 = a
2g2 + a2h2 − 2abfg + 2acdg + b2f2 + b2h2
−2bcdf + c2d2 + c2h2 − d2h2 − f2h2 − g2h2 − h4
x2 = 2ah
3 + 2bdh2 + 2ag2h+ 2cfh2 + 2cdgh− 2bfgh
x3 = 2bh
3 − 2adh2 + 2bf2h+ 2cgh2 − 2cdfh− 2afgh
x4 = 2ch
3 − 2afh2 + 2cd2h− 2bgh2 + 2adgh− 2bdfh
x5 = a
2g2 + a2h2 − 2abfg + 2acdg + b2f2 + b2h2
−2bcdf + c2d2 + c2h2 + d2h2 + f2h2 + g2h2 + h4
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Seguramente ma´s soluciones que las obtenidas en (6) usando los cuaterniones.
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