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Introduction Introduction
87
The main goal of the AEgIS experiment [1, 2] is to measure the gravitational force on antihydrogen 88 to test the weak equivalence principle for antimatter. The method proposed is to accelerate a cold, passing through the gratings annihilate on a position-sensitive detector, forming a fringe pattern.
92
The gravitational acceleration can be observed by measuring the downward or upward shift of this 
97
Antiproton annihilations as studied here can also be used for studying antihydrogen annihi-98 lations, as the positron annihilates independently on an atomic electron, resulting in two 511 keV 99 photons, to which a silicon detector is not sensitive. Previous studies have been able to describe aluminum degrader, a bending voltage between 3000 and 4000 V, and a focusing voltage between 122 3000 and 4000 V on each of the einzel lenses. This configuration was used for the present study. 
Characteristics of antiproton annihilations in matter 124
An antiproton annihilation with an atomic nucleon creates on average in total 5 pions (charged and 125 neutral) per annihilation [11] . Some of these pions are likely to penetrate the a ected nucleus,
126
and nuclear fragments can break o . The multiplicity and energy distribution of these annihilation products is not fully known. Since simulations are based upon theoretical models and sparse data, in copper, silver and gold [12] show that the simulation software FLUKA performs better than other 130 available software such as Geant4, and FLUKA was therefore used for this study.
131
The annihilation products acquire kinetic energy from the mass-to-energy conversion of the 132 annihilation, and travel away from the annihilation point. This gives rise to a star-shaped cluster in 133 the detector, as seen in figure 1 . Figure 5 shows figure   145 1.
146
To be able to tag antiprotons, an algorithm to distinguish between annihilation clusters and 147 secondary clusters was developed and will be described in section 5. A perfect distinction is not 148 possible, therefore there will always be a trade-o between the tagging e ciency and the false 149 tagging rate. The false tagging rate is defined as the probability of mistagging a secondary cluster
150
as an annihilation cluster. 
The detector
152
The detector consists of a 675 µm thick silicon sensor with a 0. was observed that the majority of the pixels recover after around 550 ns.
162
When hit by an antiproton or a heavy nuclear fragment, the detector su ers from the volcano 163 e ect [15] . This is a disturbance in the readout when a pixel experiences a large charge readout. Figure 7a shows all the raw hits from one bunch in the main data sample after time selection, where
196
it can be seen that areas with high-energy depositions are surrounded by a halo of lower-energy 197 depositions [18] . Figure 7b shows the same frame after a cut at 5 keV measured energy deposition 
203
In order to find a suitable threshold, the behavior of a Minimum Ionizing Particle (MIP) was 204 considered, as any real particle would result in an energy deposition at least equivalent to a MIP.
205
Given a pixel pitch p, geometrical considerations show that in a pair of adjoining pixels, the path 206 length traveled by a particle will never be below p / the advantage that clusters overlapping in space can be distinguished if they don't overlap in time.
220
An algorithm to identify the prongs and the center of a cluster was developed and the procedure 221 is described below. Also here reasonable values of the parameters were found by inspecting the 222 training data set that was excluded from the analysis. The flow of the algorithm is shown in figure 9.
223
The algorithm described here makes it possible to identify the amount of energy deposited in the 224 estimated center of the clusters, and to determine the number of prongs in a cluster.
225
First, a straight line is fitted to the pixels in the cluster, taking the spatial center of the pixel as 226 the point used for fitting. A low 2 value on this fit identifies clusters that are just a single track,
227
and therefore any cluster which has a 2 value normalized to its degrees of freedom below 1.0 is These two frames show all hits from one bunch that are time-delayed by more than 1000 ns from the estimated arrival time into GRACE. Figure a) shows the frame before the halo hits are removed, while figure b) shows the frame after the halo hits are removed. 
Modeling charge sharing between pixels
251
Charges liberated by the energy depositions will di use as they drift towards the collecting elec- 
255
A simple model for the collection time is given by
where z is the depth of the energy deposition, w the thickness of the detector, V d the depletion as expected due to the plasma e ect.
269
The di usion constant for holes in silicon at room temperature is 12 cm 2 /s [26], and this value 270 was used to calculate the charge spread in equation (3.1) when the plasma e ect is not present. When the plasma e ect is present, the e ective di usion coe cient is found to be 18.0 cm 2 /s in 272 silicon at room temperature [24] ; this value was therefore used for energy depositions above 10 keV.
273
The standard deviation for the charges liberated in a voxel was found by collecting the 274 energy depositions in the neighborhood of that voxel, and 
Modeling front-end electronics e ects
279
In the simulation two front-end electronic e ects were taken into account; the volcano e ect and 280 suppressed pixels due to the dead time of the pixels. The volcano e ect, as described in section 281 1.3, causes the pixels receiving high-energy depositions to saturate around 500 keV. This e ect was 282 taken into account in the simulation by setting all pixels with an energy deposition above 500 keV 283 to a random value following a Gaussian distribution with mean 500 keV and standard deviation 284 50 keV.
285
The majority of the pixels in the main data set have a dead time of approximately 550 ns 
301
The fraction of the reference data sample in the combined sample, from here on referred to 302 as r, is a free parameter that was optimized to minimize the 2 value of the di erence between 303 the histogram bins. The minimum value for 2 was found for r =0 .83, and figure 10 shows the 304 comparison between the main data sample and the combined sample using this value for r. For 305 observables relating to the shape of the cluster the agreement between data and simulation is good.
306
There is some discrepancy in the deposited energy, especially in the center of the cluster, as seen 
The uncertainty of the tagging e ciency
327
The statistical uncertainty on the tagging e ciency depends only on the sample size, in this case 328 the number of simulated clusters n and is given by
For this study n = 10000, giving an statistical uncertainty of ±0.5% However, as seen in figure 10 330 the simulation does not completely reproduce the data, leaving some discrepancy between data and 331 simulation. To get a better idea of the value of the tagging e ciency and how accurate this value is,
332
the tagging e ciency was also calculated by a mainly data-driven method. In the main data sample 333 the number of correctly tagged annihilation clusters is given by figure 14c shows that a crossing angle approaching parallel correlates with a bad fit, however the 376 correlation is very weak and almost not visible in the scatter plot. Figure 14d shows the correlation 377 between the discrepancy of the estimates from the two reconstruction methods and the residuals,
378
and a strong correlation is evident for large residuals. This figure indicates that if the two methods 379 disagree, the vertex fitting method is likely to give a bad estimate.
380
The following procedure was applied if there were more than two prongs yielding more than is estimated with cuts of at least 70 pixels and at least 1 prong, while the false tagging rate is 1% 400 with the same cuts.
401
The detector response model was also used to investigate the possibility of reconstructing the 
