Riemann slice-domains over quaternions II by Dou, Xinyuan & Ren, Guangbin
ar
X
iv
:1
80
9.
07
97
9v
2 
 [m
ath
.C
V]
  2
5 S
ep
 20
18
RIEMANN SLICE-DOMAINS OVER QUATERNIONS II
XINYUAN DOU AND GUANGBIN REN
Abstract. We generalize the representation formula from slice-domains of
regularity to general Riemann slice-domains. This result allows us to extend
the ∗-product of slice regular functions on axially symmetric domains to certain
Riemann slice-domains by introducing holomorphic stem systems and tensor
holomorphic functions. In particular, we construct a power series expansions
of slice regular functions on certain Riemann slice-domains, which implies a
relation between stem holomorphic, tensor holomorphic and slice regular func-
tions.
1. Introduction
In order to solve the problem of multivalued functions originated from the an-
alytic continuation of slice regular functions on quaternions, we develop a theory
of Riemann slice-domains (see [13]) following the classical one in complex analysis.
In this paper, we will generalize the representation formula and the ∗-product to
some suitable Riemann slice-domains.
Gentili and Struppa introduce the theory of slice regular functions in [19, 20],
which has developed rapidly in the past 10 years (see [9,11,21,25]). A representation
formula on axially symmetric domains [7,8], applied in [6,10,16], plays an important
role in this theory. This formula relates the value that a slice regular function
assumes at one point to the values it assumes on two certain axially symmetric
points. Therefore we can extend several results from complex analysis to the theory
of slice regular functions by this formula.
We have proved the representation formula over slice-domains of regularity (see
[13, Theorem 11.1]). In this paper, we will provide a weak condition (see Section 3),
and prove a representation formula over general Riemann slice-domains (see Theo-
rem 4.1). Then we show some symmetry of slice-domains of existence in Section 4.
In Section 5, two examples show that how the representation formula works. With
the increase of the dimension of the imaginary units, the representation formula is
more complicated. Even these two simple examples are somewhat intricate.
We next consider the ∗-product in Riemann slice-domains. In the theory of slice-
regular functions, the ∗-product is introduced in [17] and generalized [8] to axially
symmetric slice domains in H. The ∗-product also has been generalized to Clif-
ford algebras [12] and real alternative algebras [23]. It has important applications
in Schur analysis [3, 4], Schwarz lemma [5, 27], twistor transforms of quaternionic
functions [15], and the theory of quaternionic operators [1,2,26]. In our setting, we
need to introduce a theory of holomorphic stem systems (see Section 6), following
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a method proposed by Fueter in [14]. This method has been extended by Ghiloni
and Perotti in order to develop a theory of slice regular functions on real alter-
native algebras in [23]. Our definition of holomorphic stem systems relies heavily
on the representation formula. In the representation formula, one factor does not
depend on the choice of imaginary units, which motivates us to define the concept
of the stem holomorphic functions. For this concept, due to the topological intri-
cacy of Riemann slice-domains, more compatibility conditions (see Definition 6.5)
are needed than the complex intrinsic in [23, Definition 4]. Thanks to these com-
patibility conditions, we can lift each holomorphic stem system to a slice regular
function on some suitable Riemann slice-domain (see Theorem 6.8).
However, notice that stem holomorphic functions are vector-valued (more pre-
cisely, M2N×1(H)-valued for some N ∈ N+). We can not define simply their multi-
plication. Following [23], we define tensor product-valued (more precisely, C⊗N⊗H-
valued for some N ∈ N+) function, called tensor holomorphic functions. Thanks
to an isomorphism between M2N×1(H) and C
⊗N ⊗ H (see Proposition 7.1), then
we can define a ∗-product of stem holomorphic functions, induced by the product
of tensor holomorphic functions. As a consequence, we can define a ∗-product of
holomorphic stem systems (see Theorem 7.7).
Now we consider the ∗-product of slice regular functions on Riemann slice-
domains. In the classical case, the ∗-product of two slice regular functions on an
axially symmetric slice domain in H is essentially the unique slice regular extension
to the whole domain of their pointwise product on the real axis. We attempt to
generalize this ∗-product to Riemann slice-domains. In this general case, we find a
phenomenon that even if a Riemann slice-domain (G, π, x0) has certain symmtries,
the pointwise product of the restrictions to Gx0
R
of two slice regular functions on G
may not necessarily extend regularly to the whole domain G; for the precise defini-
tions of (G, π, x0) and G
x0
R
, see [13, Definition 5.1] and Definition 7.8. In fact, it is
a problem related to analytic continuations, which in the case of several complex
variables initiates the theories of analytic spaces and sheaf cohomology. At present,
this may be a hard problem. So we only consider some Riemann slice-domains
on which the above phenomenon does not occur. Such Riemann slice-domains are
called ∗-preserving (see Definition 7.8). In particular, axially symmetric domains in
H are ∗-preserving (see Remark 7.14). But it is hard to identify whether a Riemann
slice-domain is ∗-preserving or not, even the Riemann slice-domain is a domain of
existence of the square root function fR (see Example 5.3).
As applications of the ∗-product for slice regular functions on ∗-preserving Rie-
mann slice-domains, we can define the conjugates and symmetrizations of slice
regular functions, as well as the inverses of some suitable slice regular functions
(see Proposition 7.17). We write out the power series expansions of slice regular
functions on ∗-preserving Riemann slice-domains (see Theorem 8.4) and give a rela-
tion between the power series expansions of stem holomorphic, tensor holomorphic
and slice regular functions (see Theorem 8.8).
2. Preliminaries
In this section we collect some the basic definitions. We mention that for all
those notations unexplained, we refer to our preceding article [13].
2.1. Slice-domains in H. In this subsection, we will recall some definitions on
slice-domains in H.
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Let S be the 2-sphere of imaginary units of quaternions H, i.e.,
S := {q ∈ H : q2 = −1}.
For each subset U of H and I ∈ S, we set
CI := {x+ yI : x, y ∈ R}, UR := U ∩ R and UI := U ∩ CI .
Definition 2.1. Let I ∈ S and Ω be an open set in CI . A function f : Ω → H is
said to be (left) holomorphic, if f has continuous partial derivatives and satisfies
(
∂
∂x
+ I
∂
∂y
)f(x+ yI) = 0, on Ω.
Let i ba a fixed imaginary unit in the complex field C. We set
PI : C→ CI , x+ yi→ x+ yI, ∀ x, y ∈ R and I ∈ S.
For each x ∈ R, let
⌊x⌋ := max{N ∈ Z : N ≤ x} (resp. ⌈x⌉ := min{N ∈ Z : N ≥ x})
be the floor (resp. ceiling) integral part of x, and
{x} := x− ⌊x⌋
the fractional part of x.
For each I ∈ S, let
C′I := (CI , I) = {(z, I) : z ∈ CI}
be a field, which is isomorphic to C. Let τ(C′I) be the induced topology on C
′
I by
C, and τ(⊔I∈SC′I) be the disjoint union topology. We set
ϕ :
⊔
I∈S
C′I → H, (q, I) 7→ q.
And let τs(H) be the quotient space topology induced by ϕ.
Definition 2.2. We call the topology τs, the slice-topology of H.
Open sets, connectedness and paths in the slice-topology are called respectively
as slice-open sets, slice-connectedness and slice-paths, and so on.
Definition 2.3. Let Ω be a slice-open set in H. A function f : Ω → H is called
(left) slice regular, if for each I ∈ S, fI := f |ΩI is left holomorphic.
2.2. Riemann slice-domains over H. In this subsection, we will recall some
definitions on Riemann slice-domains over H.
Definition 2.4. A (Riemann) slice-domain over H is a pair (G, π) with the fol-
lowing properties:
1. (G, τ(G)) is a connected Hausdorff space,
2. π : G→ H is a local slice-homeomorphism.
Definition 2.5. A (Riemann) slice-domain over H with distinguished point is a
triple G = (G, π, x) for which (G, π) is a slice-domain over H and x ∈ G.
Definition 2.6. Let Gλ = (Gλ, πλ, xλ), λ = 1, 2, be two slice-domains over H with
distinguished point. We say that G1 is contained in G2 (denoted by G1 ≺ G2), if
there exists a continuous map ϕ : G1 → G2 with the following properties:
1. π2 ◦ ϕ = π1 (called “ϕ preserves fibers”).
2. ϕ(x1) = x2.
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Definition 2.7. Two slice-domains G1,G2 over H with distinguished point are called
equivalent (symbolically G1 ∼= G2), if G1 ≺ G2 and G2 ≺ G1. We denote the equiva-
lence class of G1 by [G1].
Definition 2.8. Let Λ be an index set, and G, Gλ, λ ∈ Λ, be slice-domains over H
with distinguished point. G is called a upper bound of {Gλ}λ∈Λ, if Gλ ≺ G for each
λ ∈ Λ.
Definition 2.9. Let Λ be an index set, and G, Gλ, λ ∈ Λ be slice-domains over H
with distinguished point. G is called a union of {Gλ}λ∈Λ, if G ≺ G′ for each upper
bound G′ of {Gλ}λ∈Λ.
We denote the set of all unions of {Gλ}λ∈Λ by ∪λ∈ΛGλ.
Definition 2.10. Let (G, π) be a slice-domain over H. A function f : G → H is
called slice regular at a point x ∈ G if there exists an open neighborhood U ⊂ G of
x and a slice-open set V ⊂ H such that π|U : U → V is a slice-homeomorphism and
f ◦ π|−1U : V → H is slice regular.
The function f is called slice regular on G if f is slice regular at every point
x ∈ G. We denote the set of all slice regular functions on G by SR(G).
Definition 2.11. Let Gλ = (Gλ, πλ, xλ), λ = 1, 2, be slice-domains over H with
distinguished point, and G1 ≺ G2 by the fiber preserving mapping ϕ : G1 → G2 with
ϕ(x1) = x2. For every function f on G2, we define
f |G1 := f ◦ ϕ.
Definition 2.12. 1. Let (G, π) be a slice-domain over H, and x ∈ G be a point. If
f is a slice regular function near x, then the pair (f, x) is called a local slice regular
function at x.
2. Let (G1, π1), (G2, π2) be slice-domains over H, and xı ∈ Gı, ı = 1, 2 with
π1(x1) = π2(x2). Two locally holomorphic functions (f1, x1), (f2, x2) are called
equivalent if there exist an open neighborhood U of x1, an open neighborhood V of
x2 and a slice domain W in H, such that
π1|U : U →W and π2|V : V →W
are slice-homeomorphisms, and
f1 ◦ π1|−1U = f2 ◦ π2|−1V .
3. The equivalence class of a local slice regular function (f, x) is denoted by fx.
Definition 2.13. Let G = (G, π, x) be a slice-domain over H with distinguished
point, and f be slice regular functions on G. We say that f can extend slice regularly
to a slice-domain G˘ = (G˘, π˘, x˘) over H with distinguished point, if G ≺ G˘ and there
exists a slice regular function F on G˘ such that F |
G˘
= f . We say that G˘ is {f}-
extendible.
Let G be the system of all {f}-extendible slice-domains over H with distinguished
point. We call
Hf (G) :=
⋃
G˘∈G
G˘
the set of slice-domains of existence of the function f with respect to G.
Definition 2.14. A slice-domain G = (G, π, x) over H with distinguished point is
called a slice-domain of (slice) regularity if there exists a slice regular function f on
G such that G is a slice-domain of existence of f with respect to G.
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2.3. Finite-part paths. In this subsection, we will recall some definitions with
respect to finite-part paths.
A path in a topological space X is a continuous function f from the unit interval
[0, 1] to X . For each N ∈ N+, topological space X and paths γı, ı = 1, 2, ..., N in
X , we denote the composition of paths {γı}Nı=1 by
N∏
l=1
γl = γ1γ2....γN ,
i.e.,
(
N∏
l=1
γl)(t) :=
{
γ⌊tN⌋({tN}), t ∈ [0, 1),
γ(1), t = 1.
Definition 2.15. Let U be a subset of H. A slice-path γ in H is called slice
preserving path in U , if there exists I ∈ S such that γ([0, 1]) ⊂ UI .
Definition 2.16. Let (G, π) be a slice-domain over H. A path γ in G is called slice
preserving, if π ◦ γ is a slice preserving path in H.
Definition 2.17. Let N ∈ N+ and γı be a path in C for each ı ∈ {1, 2, ..., N}.
γ := (γ1, γ2, ..., γN )
is called an N -part path in C, if
γı(1) = γı+1(0) ∈ R, ı = 1, 2, ..., N − 1.
We call γ1(0) the initial point of γ.
For each z ∈ C and N ∈ N+, we denote by P∞z (C) (resp. PNz (C)) the set of all
the finite-part (resp. N -part) paths in C with the initial point z.
For each slice-domain (G, π) over H (resp. slice-domain (G, π, x) over H with
distinguished point), I ∈ S, and U ⊂ G, we set
UI := {q ∈ U : π(q) ∈ CI} and UR := {q ∈ U : π(q) ∈ R}.
Definition 2.18. Let (G, π) be a slice-domain over H, N ∈ N+ and γı be a slice
preserving path in H (resp. G) for each ı ∈ {1, 2, ..., N}.
γ := (γ1, γ2, ..., γN )
is called an N -part path in H (resp. G), if
γı(1) = γı+1(0) ∈ R (resp. γı(1) = γı+1(0) ∈ GR), ı = 1, 2, ..., N − 1.
Definition 2.19. Let (G, π) be a slice-domain over H, N ∈ N+ and γ be the N -part
path in C (resp. H or G). We set
γ(t) :=
{
γ⌊tN⌋+1({tN}), t ∈ [0, 1),
γN (1), t = 1.
We call γ is from γ(0) to γ(1).
The set of all N -part paths in C (resp. H or G) is denoted by PN(C) (resp.
PN(H) or PN (G)). We define the set of finite-part paths in C (resp. H or G), by
P∞(C) :=
⊔
ı∈N+
P ı(C) (resp. P∞(H) :=
⊔
ı∈N+
P ı(H) or P∞(G) :=
⊔
ı∈N+
P ı(G)).
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Definition 2.20. For each N ∈ N+, I = (I1, I2, ...IN ) ∈ SN and γ = (γ1, γ2, ..., γN ) ∈
PN(C), we define a map
φI :
⊔
ı∈N+
P ı(C)→
⊔
ı∈N+
P ı(H), γ 7→ (PI1(γ1), PI2(γ2), ..., PIN (γN )).
We call φI(γ) the I-lifting of γ to H, denoted by γ
I .
Let (G, π) is a slice-domain over H, we define a map π : P∞(G)→ P∞(H) by
π(β) := (π(β1), π(β2), ..., π(βm)), ∀ m ∈ N+ and β ∈ Pm(G).
Definition 2.21. Let N ∈ N+, γ be an N -part path (resp. path) in H and
G = (G, π, x) be a slice-domain over H with distinguished point. We say that γ
is contained in G (denoted by γ ≺ G), if there exists an (unique) N -part path (resp.
path) α in G such that α(0) = x and π(α) = γ.
We call α the lifting of γ to G, denoted by γG .
Let G be a slice-domain over H with distinguished point, N ∈ N+, and γ =
(γ1, γ2, ..., γN ) be an N -part path in C (resp. H or G). For each t ∈ [0, 1], we define
a finite-part path γ[t] in C (resp. H or G) by
γ[t] :=
{
(γ1, γ2, ..., γ⌊Nt⌋, γ(Nt)), t ∈ [0, 1),
γ, t = 1,
where γ(Nt) is the path in C (resp. H or G), defined by
γ(Nt)(s) :=
{
γ⌊Nt+1⌋((Nt− ⌊Nt⌋)s), Nt 6= ⌊Nt⌋,
γ(t), otherwise,
∀ s ∈ [0, 1].
Let γ[t−] be a finite-part path in C, defined by
γ[t−] :=

(γ1, γ2, ..., γtN ), t ∈ { 1
N
,
2
N
, ...,
N
N
},
γ[t], t ∈ [0, 1]\{ 1
N
,
2
N
, ...,
N
N
}.
2.4. Technical notations. In this subsection, we will recall some technical nota-
tions.
For each N ∈ N+, I = (I1, I2, ..., IN ) ∈ SN and m ∈ {1, 2, ..., 2N}, we set
(1) I(m) :=
1∏
ı=N
(IıIı−1)
mı = (IN IN−1)
mN (IN−1IN−2)
mN−1 ...(I1I0)
m1 ,
where I0 := 1 and (mNmN−1...m1)2 is the binary number of m− 1.
We define a map
ζ :
⊔
ı∈N
Sı →
⊔
ı∈N
H2
ı
, I 7→ (I(1), I(2), ..., I(2)), ∀  ∈ N+ and I ∈ S.
For each set A and ı,  ∈ N+, we denote the set of all ı ×  matrices of A by
Mı×(A), and the set of all ı × ı matrices of A by Mı(A). We denote the ı × ı
identity matrix by Iı, and the ı× ı zero matrix by 0ı for each ı ∈ N+.
For each matrix E, we denote the transpose of E by ET .
For each ı ∈ N+, we say that A ∈ Mı(H) is invertible, if there exists a matrix
B ∈Mı(H), such that AB = BA = Iı.
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For each n,m ∈ N+, A = {aı,}n×m ∈Mn×m(H) and q ∈ H, we set
qA := {q · aı,}n×m and Aq := {aı, · q}n×m.
Definition 2.22. Let N ∈ N+ and J = (Jı,)2N×N ∈ M2N×N (S). We call J has
full slice-rank, if M(J (ı)) is invertible for each ı ∈ {1, 2, ..., N}
For each N ∈ N+ and J = {Jı,}2N×N ∈ M2N×N (S), we denote the ı-th row
vector of J by
Jı := (Jı,1, Jı,2, ..., Jı,N ) ∈ SN , ∀ ı ∈ {1, 2, ..., 2N}.
For each l ∈ {1, 2, ..., N} and ı ∈ {1, 2, ..., 2N}, we set
J (l) := {Jı,}2l×l and J (l)ı := (Jı,1, Jı,2, ..., Jı,l).
We define a map
M :
⊔
ı∈N+
M2ı×ı(S)→
⊔
ı∈N+
M2ı(H)
by
M(K) := (ζ(K1)T , ζ(K2)T , ..., ζ(K2)T )T
for each  ∈ {1, 2, ..., N} and K ∈M2×(S).
3. Slice-linearly independent
The representation formula over slice-domains of regularity [13, Theorem 11.1]
demands J ∈ M2N×N (S) with full slice-rank (see Definition 2.22). In this section,
we prove Proposition 3.5 to provide a weak condition, so-called left slice-linearly
independent (see Definition 3.4), for a general representation formula over Riemann
slice-domains (see Theorem 4.1).
Definition 3.1. Let N ∈ N+, and vı ∈ HN , ı = 1, 2, ..., N . The set of vectors
{vı}Nı=1 is called left (resp. right) linearly independent, if the equation
N∑
ı=1
qıvı = 0 (resp.
N∑
ı=1
vıqı = 0)
can only be satisfied by qı = 0, ı = 1, 2, ..., N , where qı ∈ H, ı = 1, 2, ..., N .
The rank of a quaternion matrix A is defined to be the maximum number of
columns of A which are right linearly independent.
Proposition 3.2. ( [29, Page 43]) If a quaternion matrix A is of rank ı ∈ N+, then
ı ∈ N+ is also the maximum number of rows of A that are left linearly independent.
Proposition 3.3. ( [29, Page 43]) Let ı ∈ N+, if A ∈Mı×ı(H), then A is invertible
if and only if A is of (full) rank ı.
Definition 3.4. We say that J ∈ M2N×N (S) is left (resp. right) slice-linearly
independent, if {ζ(Jı)}2Nı=1 are left (resp. right) linearly independent.
Proposition 3.5. Let N ∈ N+, and J ∈M2N×N (S). If J ∈M2N×N(S) is left slice-
linearly independent, then there exists a permutation σ in the symmetric group of
degree 2N , S2N , such that
((Jσ(1))
T , (Jσ(2))
T , ..., (Jσ(2N ))
T )T
has full slice-rank.
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Proof. We will prove this proposition by induction. Obviously, Proposition 3.5
holds for N = 1. If Proposition 3.5 holds for N = k with k ∈ N+, we will prove
that Proposition 3.5 also holds for N = k + 1.
Since J is left slice-linearly independent, {ζ(Jı)}2k+1ı=1 (the rows ofM(J)) are left
linearly independent. And thanks to Propositions 3.2 and 3.3, the rank of M(J)
is 2k+1 (full rank) and M(J) is invertible. Therefore the columns of M(J) are
right linearly independent, and the first 2K columns ofM(J) are also right linearly
independent. It follows that, the rank of
A := (ζ(J
(k)
1 )
T , ζ(J
(k)
2 )
T , ..., ζ(J
(k)
2k+1
)T )T
is 2K . And according to Proposition 3.2, the maximum number of rows of A, that
are left linearly independent, is 2K . Thence there exists a permutation ρ in the
symmetric group of degree 2k+1, such that the rows of
B := (ζ(J
(k)
ρ(1))
T , ζ(J
(k)
ρ(2))
T , ..., ζ(J
(k)
ρ(2k)
)T )
are left linearly independent. It follows that
((J
(k)
ρ(1))
T , (J
(k)
ρ(2))
T , ..., (J
(k)
ρ(2k)
)T )T
is left slice-linearly independent. By induction hypothesis, there exists a permuta-
tion ω in the symmetric group of degree 2k+1 such that
((J
(k)
ω◦ρ(1))
T , (J
(k)
ω◦ρ(2))
T , ..., (J
(k)
ω◦ρ(2k)
)T )T
has full slice-rank with w(ı) = ı for each ı ∈ {2k + 1, 2K + 2, ..., 2k+1}. Then
σ = ω ◦ ρ
is the permutation in the symmetric group of degree 2k+1 such that
((Jσ(1))
T , (Jσ(2))
T , ..., (Jσ(2k+1))
T )T
has full slice-rank. 
4. Representation Formula
In this section, we generalize the representation formula [13, Theorem 11.1] to
Riemann slice-domains. We discover an invariant from the representation formula
(see Theorem 4.1), which does not depend on the choice of the left slice-linearly in-
dependent matrix. This invariant will be treated as a stem holomorphic function in
Section 6 for introducing the ∗-product over some suitable Riemann slice domains.
And then we get some extension results of slice regular function on Riemann slice-
domains over H, which indicate some symmetry of slice-domains of existence.
Theorem 4.1. (Representation Formula) Let N ∈ N+, J ∈ M2N×N (S) be a left
slice-linearly independent matrix, G = (G, π, x) be a slice-domain over H with dis-
tinguished point with π(x) ∈ R, and γ be an N-part path in C. If
γJı ≺ G, ı = 1, 2, ..., 2N ,
f is a slice regular function on G, and K ∈ SN with γK ≺ G, then
(2) f(γKG (1)) = ζ(K)M(J)−1f(γJG (1)),
where
f(γJG (1)) := (f(γ
J1
G (1)), f(γ
J2
G (1)), ..., γ
J
2N
G (1))
T .
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Moreover,
(3) Gfγ :=M(J)−1f(γJG (1)) ∈M1×2N (H)
does not depend on the choice of the left slice-linearly independent matrix J ∈
M2N×N(S) with γ
Jı ≺ G, ı = 1, 2, ..., 2N .
Proof. 1. Thanks to Proposition 3.5, there exists σ ∈ S2N such that
Jσ := (J
T
σ(1), J
T
σ(2), ..., J
T
σ(2N ))
T
has full slice-rank. Let
Ĝ := (Ĝ, π̂, x̂)
be a slice-domain of existence of f with respect G. According to [13, Theorem 8.14],
we have
G ≺ Ĝ and f˜ |G = f.
Let ϕ : G→ Ĝ be the fiber preserving map from G to Ĝ. We notice that
(4) γK ≺ Ĝ, ϕ(γKG ) = γKĜ and f(γKG (1)) = f˜(ϕ(γKG (1))) = f˜(γKĜ (1))
for each K ∈ SN , and thanks to [13, Theorem 11.1], it follows that
M(J)−1f(γJG (1))
=M(J)−1(f(γJ1G (1)), f(γJ2G (1)), ..., f(γ
J2N
G (1)))
T
=M(J)−1(f˜(γJ1
Ĝ
(1)), f˜(γJ2
Ĝ
(1)), ..., f˜(γ
J2N
Ĝ
(1)))T
=M(J)−1(ζ(J1)T , ζ(J2)T , ..., ζ(J2N )T )TM(Jσ)−1f˜(γJσĜ (1))
=M(J)−1M(J)M(Jσ)−1f˜(γJσĜ (1))
=M(Jσ)−1f˜(γJσĜ (1)),
(5)
where
Jσ := (J
T
σ(1), J
T
σ(2), ..., J
T
σ(2N ))
T
and
f˜(γJσ
Ĝ
(1)) := (f˜(γ
Jσ(1)
Ĝ
(1)), f˜(γ
Jσ(2)
Ĝ
(1)), ..., f˜(γ
J
σ(2N )
Ĝ
(1)))T .
According to (4), (5) and [13, Theorem 11.1], we have
f(γKG (1)) =f˜(γ
K
Ĝ
(1))
=ζ(K)M(Jσ)−1f˜(γJσĜ (1))
=ζ(K)M(J)−1f(γJG (1)).
Thence (2) holds.
2. For each left slice-linearly independent matrix I ∈M2N×N (S) with
γIı ≺ G, ı = 1, 2, ..., 2N .
We notice that
M(I)−1f(γIG(1))
=M(I)−1(f(γI1G (1)), f(γI2G (1)), ..., f(γ
I
2N
G (1)))
T
=M(I)−1(ζ(I1)T , ζ(I2)T , ..., ζ(I2N )T )TM(J)−1f(γJG (1))
=M(J)−1f(γJG (1)),
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where
f(γIG(1)) := (f(γ
I1
G (1)), f(γ
I2
G (1)), ..., γ
I
2N
G (1))
T .
It is clear that Gfγ does not depend on the choice of the left slice-linearly independent
matrix J ∈M2N×N (S) with γJı ≺ G, ı = 1, 2, ..., 2N . 
Definition 4.2. Let G = (G, π, x) be a slice-domain over H with distinguished
point. G is called slice-symmetric with respect to distinguished point, if the following
properties hold:
(1) π(x) ∈ R,
(2) If there exist N ∈ N+, an N -part path γ in C and a left slice-linearly
independent matrix J ∈M2N×N (S), such that
γJı ≺ G, ı = 1, 2, ..., 2N ,
then
γK ≺ G, ∀ K ∈ SN .
The slice-domain (G, π) is called slice-symmetric if (G, π, y) is slice-symmetric
with respect to distinguished point, for each y ∈ GR.
G is called slice-symmetric, if (G, π) is slice-symmetric.
Remark 4.3. “slice-symmetric with respect to distinguished point” and “slice-
symmetric” are different. Let G = (G, π, x) be a slice-domain over H with dis-
tinguished point.
If G is slice-symmetric with respect to distinguished point, this does not lead to
(G, π, y) is also slice-symmetric with respect to distinguished point for each y ∈ GR.
On the other hand, if G = (G, π, x) is slice-symmetric, then for each y ∈ GR,
(G, π, y) is also slice-symmetric with respect to distinguished point. However, if
y /∈ GR, (G, π, y) is not slice-symmetric with respect to distinguished point.
Proposition 4.4. All the slice-domain of regularity are slice-symmetric.
Proof. Let G = (G, π, x) is a slice-domain of regularity. According to [13, Proposi-
tion 8.15], (G, π, y) is also a slice-domain of regularity for each y ∈ GR. Thanks to
Proposition 3.5 and [13, Theorem 11.1], (G, π, y) is slice-symmetric with respect to
distinguished point. Thus (G, π) and G is slice-symmetric. 
Corollary 4.5. Let G = (G, π, x) be a slice-domain over H with distinguished point,
and f be a slice-regular function on G. Then f can extend slice regularly to each
slice-domain of existence of f with respect to G, which is slice-symmetric.
Proof. This corollary follows immediately from Proposition 4.4. 
5. Examples of slice-domains of existence
Now, we describe two examples, slice-domains of existence of x
1
2 and ln(x) to
show that how the Representation Formula 4.1 works. Before that, we talk about
some notations (see Proposition 5.1) and a proposition of slice-domains of existence
(see Proposition 5.2).
For each N ∈ N+ and m ∈ {1, 2, ..., 2N}, we define a map
ηmN : S→ SN
by
ηmN (I) := ((−1)mN I, (−1)mN−1I, ..., (−1)m1I), ∀ I ∈ S,
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where (mNmN−1...m1)2 is the binary number of m− 1.
For each N ∈ N+, we define a map
ηN : S→M2N×N (S)
by
ηN (I) := (η
1
N (I)
T , η2N (I)
T , ..., η2
N
N (I)
T )T , ∀I ∈ S.
Then the following proposition holds.
Proposition 5.1. For each N ∈ N+ and I ∈ S, the matrix 2−N2 M(ηN (I)) in
M2N (CI) is unitary, i.e.,
(6) M(ηN (I))−1 = 1
2N
M(ηN (I))T .
Proof. We will prove this proposition by induction. When N = 1, we have
1
21
(
1 I
1 −I
)(
1 1
−I I
)
=
(
1 0
0 1
)
for each I ∈ S. Then (6) holds.
If (6) holds whenN = m, wherem ∈ N+ andm ≥ 1. We will prove that (6) holds
in the case of N = m+1. For each I ∈ S, there exist matrices A,B ∈M2m−1×2m(H)
such that
M(ηm(I)) = (AT , BT )T .
By induction hypothesis, we have:
1
2m
(
A
B
)(
AT BT
)
= I2m .
It follows that
(7) AAT = BBT = 2mI2m−1 and ABT = BAT = 02m−1 .
According to (1) and (5), we have
ηım+1() = η
ı+2m
m+1 () = −ηım+1(+ 2m) = ηı+2
m
m+1 (+ 2
m),
and
ηı+2
m−1
m+1 () = η
ı+2m+2m−1
m+1 () = η
ı+2m−1
m+1 (+ 2
m) = −ηı+2m+2m−1m+1 (+ 2m)
for each ı ∈ {1, 2, ..., 2m−1} and  ∈ {1, 2, ..., 2m}. Then
M(ηm+1(I)) =

A −A
B B
A A
B −B
 .
Thanks to (7),
1
2m+1

A −A
B B
A A
B −B
( AT BT AT BT−AT BT AT −BT
)
= I2m+1 .
It follows that
2−
m+1
2 M(ηN (I))
is an unitary matrix for each I ∈ S. Hence
2−
N
2 M(ηN (I))
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is an unitary matrix for each N ∈ N+ and I ∈ S, by induction. 
Proposition 5.2. Let G = (G, π, x) be a slice-domain over H with distinguished
point, p, q ∈ G with π(p) = π(q), and f be a slice regular function on G. If G is a
slice-domain of existence of f with respect to G, and fp = fq, then p = q.
Proof. We define an equivalence ∼ on G by p′ ∼ q′, if and only if, π(p′) = π(q′)
and fp′ = fq′ . We set
Ĝ := G/ ∼,
and let
ϕ : G→ Ĝ
be the quotient map of ∼. Let the topology of Ĝ be the quotient space topology,
then ϕ is continuous. since
π(p1) = π(p2), ∀ q′ ∈ G and p1, p2 ∈ ϕ−1(q′),
it follows that there exists a map π̂ : Ĝ→ H, such that
(8) π̂(q′) = π(p′), ∀ q′ ∈ G and p′ ∈ ϕ−1(q′).
Similarly, there exists a map f̂ : Ĝ→ H, such that
(9) f̂(q′) = f(p′), ∀ q′ ∈ G and p′ ∈ ϕ−1(q′).
We set
(10) x̂ := ϕ(x).
We will prove that
Ĝ := (Ĝ, π̂, x̂)
is a slice-domain of existence of f (following the proof of [13, Theorem 7.7]), and
f |
Ĝ
= f̂ .
1). For each p′ ∈ Ĝ, there exists q′ ∈ ϕ−1(p′). Since G is connected, there exists
a path γ in G from x to q′. Because ϕ is continuous, ϕ ◦ γ is a path in Ĝ from x̂
to p′. Then Ĝ is path-connected. It is also connected.
2). For each p′ ∈ Ĝ, there exists q′ ∈ ϕ−1(p′). There exists a domain U in G
containing q′ such that π|U : U → π(U) is a slice-homeomorphism. We notice that
ϕ|U : U → ϕ(U) is a continuous bijection. We will prove that ϕ|−1U is continuous.
For each domain V in U , we set
V ′ := ϕ(V ).
For each y ∈ ϕ−1(V ′), there exists a domain W in G containing y, such that
π|W : W → π(W ) is a slice-homeomorphism and π(W ) ⊂ π(V ). We denote the
unique element in ϕ|−1U ◦ ϕ(y) by y′. Since
ϕ(y′) = ϕ(ϕ|−1U ◦ ϕ(y)) = ϕ(y),
it is clear that
y ∼ y′.
According to fy = fy′ and the identity principle (see [13, Theorem 8.5]), we have
f ◦ π|−1U = f ◦ π|−1W on π(W ).
Thence
fπ|−1
U
(z) = fπ|−1
W
(z), ∀ z ∈ π(W ).
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It follows that
π|−1U (z) ∼ π|−1W (z) ∀ z ∈ π(W ).
Thereby
W ⊂ ϕ−1(V ′).
And since W is open in G, y is an interior point of ϕ−1(V ′). It follows that each
point in ϕ−1(V ′) is an interior point. Then ϕ−1(V ′) is open in G. And since ϕ is
continuous, V ′ is open in Ĝ. So
V ′ = (ϕ|−1U )−1(V )
is open in Ĝ for each domain V in U . It is clear that ϕ|−1U is continuous.
Then ϕ|U is a homeomorphism. And since π|U is a slice-homeomorphism, it
follows that
π̂|ϕ(U) = π|U ◦ ϕ|−1U
is a slice-homeomorphism from ϕ(U) to π(U). Then π̂ is local slice-homeomorphism.
3). For each p′, q′ ∈ Ĝ with
p′ 6= q′.
If π̂(p′) 6= π̂(q′), then there exist a slice-domain U in H containing π̂(p′) and a
slice-domain V in H containing π̂(q′), such that U ∩ V = ∅. Since π̂ is local slice-
homeomorphism, π̂−1(V ) and π̂−1(U) are two disjoint open sets in Ĝ containing p′
and q′ respectively. Then Ĝ is Hausdorff.
If π̂(p′) = π̂(q′), then there exist a domain U in Ĝ containing p′, a domain V in
Ĝ containing q′, and a slice-domain W in H, such that
π̂|U : U → W and π̂|V : V → W
are slice-homeomorphisms. We notice that π̂|−1U and π̂|−1V are two continuous map-
pings from W to Ĝ. If there exists y ∈ U ∩ V , then
π̂|−1U (π̂(y)) = y = π̂|−1V (π̂(y)),
and
π̂ ◦ π̂|−1U = idW = π̂ ◦ π̂|−1V .
And thanks to [13, Proposition 5.5], we have
π̂|−1U = π̂|−1V .
It is clear that
p′ = π̂|−1U (π̂(p′)) = π̂|−1V (π̂(q′)) = q′,
which is a contradiction. It implies that U ∩ V = ∅. Then Ĝ is Hausdorff. And
since 1) and 2), Ĝ is a slice-domain over H with distinguished point.
4). According to (8) and (10), ϕ is the fiber preserving map from G to Ĝ. It
follows that
(11) G ≺ Ĝ.
Thanks to (9), we have
f̂ |G = f̂ ◦ ϕ = f.
It is clear that f̂ is a slice regular extension of f . And since G is a slice-domain of
existence of f , it follows that Ĝ ≺ G by [13, Theorem 8.14]. And according to (11),
we have
Ĝ ∼= G.
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Thence Ĝ is also a slice-domain of existence of f , ϕ is invertible, and
f |
Ĝ
= f̂ .
We notice that p ∼ q, i.e., ϕ(p) = ϕ(q). It follows that
p = ϕ−1 ◦ ϕ(p) = ϕ−1 ◦ ϕ(q) = q.

Let f0 : R
+ → R be the square root function, defined by
f0(x) :=
√
x,
We set
A := {yi ∈ C : y ∈ R and y ≤ 0} and Ω := C\A.
Then for each I ∈ S, there exists a holomorphic extension
f
(I)
0 : Ω
I → H
of f0, where
ΩI := PI(Ω).
We notice that there also exists a slice regular extension
f1 : U0 → H
of f0, where
U0 := H\(R− ∪ {0}).
For each I ∈ S and a ∈ H, we set
ΩIa := {(z, I, a) ∈ Ω× S×H : z ∈ Ω},
and ΩIa has an induced topology from Ω. We set
E := {q ∈ H : |q| = 1} and X :=
⋃
(I,a)∈S×E
ΩIa.
Let the topology of X be the disjoint union topology. Then we define a function
F : X → H, by
F ((z, I, a)) := f
(I)
0 ◦ PI(z) · a, ∀ I ∈ S and a ∈ E.
We define a map
π : X → H, (z, I, a) 7→ PI(z), ∀ (z, I, a) ∈ X.
We define an equivalence ∼ on X by x ∼ y, if and only if, F (x) = F (y) and
π(x) = π(y), where x, y ∈ X . We notice that, if x, y ∈ X with x ∼ y, there exist
domains Wx containing x and Wy containing y in X , such that
π(Wx) = π(Wy) and F ◦ π|−1Wx = F ◦ π|−1Wy .
We set
X̂ := X/ ∼ .
Let ϕ : X → X̂ be the quotient map induced by ∼, and the topology of X̂ be the
quotient space topology. Then there exist functions
F̂ : X̂ → H, π̂ : X̂ → H and x̂0 ∈ X̂,
such that
F̂ ◦ ϕ = F, π̂ ◦ ϕ = π and x̂0 = ϕ((1, I, 1)), ∀ I ∈ S.
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Example 5.3. G0 := (X̂, π̂, x̂0) is a slice-domain of existence of f1 with respect to
slice-domain (U0, idU0 , 1) over H with distinguished point.
Proof. We set
X̂R+ := {q ∈ X̂ : π̂(q) ∈ R+} and X̂R− := {q ∈ X̂ : −π̂(q) ∈ R+}.
Let q ∈ X̂R+ , then there exists a ∈ E with F̂ (q) = f1(π(q))a. And for each I ∈ S
there exist
q(I) ∈ ΩIa
such that
{q(I)} = ϕ−1(q) ∩ ΩIa and ϕ−1(q) =
⋃
I∈S
{q(I)}.
Then
Vq :=
⋃
I∈S
ϕ(BIa(q
(I), |q|))
is a domain in X̂, and π̂|Vp : Vp → BH(π̂(q), |q|) is a slice-homeomorphism, where
BIa(q
(I), |q|) is the open ball in ΩIa of radius |q| and center π̂(q).
It is similar when q ∈ X̂R− . There exists a ∈ E with
F̂ (q) = f1(−π(q))a.
And for each I ∈ S, there exist
q(I) ∈ ΩI−Ia,
such that
{q(I)} = ϕ−1(q) ∩ ΩI−Ia and ϕ−1(q) =
⋃
I∈S
{q(I)}.
Then
Vq :=
⋃
I∈S
ϕ(BI−Ia(q
(I), |q|))
is a domain in X̂ , and π̂|Vp : Vp → B(π̂(q), |q|) is a slice-homeomorphism.
If q /∈ X̂R, we set
Vq := φ(B
I
−Ia(q
(I), |Im(q)|)).
We notice that π̂|Vp : Vp → B(π̂(q), |Im(q)|) is a slice-homeomorphism. Then G0 is
local slice-homeomorphism.
Following the proof of Proposition 5.2, we can get X̂ is a Hausdorff space. We
notice that for each p ∈ E, there exist I, J ∈ S and x, y ∈ R with I ⊥ J and
x2 + y2 = 1, such that p = x+ yI. Then
(12) p = J(−xJ − yJI) and J, −xJ − yJI ∈ S.
For each q ∈ X̂R+ , there exists a ∈ E with
F̂ (q) = f1(π(q))a.
According to (12), there exists I, J ∈ S such that
a = IJ.
It is trivial to prove that, there exist a path α in X̂I and a path β in X̂J , such that
α ◦ β is a path in X̂ , from x̂ to q. And we notice that for each q′′ ∈ X̂, there exists
a point q′ ∈ X̂R and a path in X̂ , from q′′ to q′. It follows that X̂ is connected.
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In fact, there exists a 3-part path in X̂ from x̂ to q, for each q ∈ X̂. Then G0 is a
slice-domain over H with distinguished point. And F̂ is a slice regular extension of
f1.
Let G′ = (G′, π′, x′) be a slice-domain of existence of f1, and we denote the slice
regular extension of f by f ′. For each q ∈ G′, there exist N ∈ N+ and an N -part
path γq in G′ from x′ to q. We notice that
f ′x′ = F̂x̂,
it follows that
f ′
γ( 1
N
) = F̂αq( 1N ),
where
αq := (π ◦ γq)G0 .
Then we have
f ′q = f
′
γq(1) = F̂αq(1)
by induction. We notice that for each q1, q2 ∈ X̂ with fq1 = fq2 , we have
q1 = q2.
Then αq(1) is not depend on the choice of γq. So there exists a map ϕ : G′ → X̂
with ϕ(q) = αq(1). We notice that ϕ is the fiber preserving from G′ to G0. It
follows that G′ ≺ G0. Then G0 is a slice-domain of existence of f1, by [13, Theorem
8.14]. 
We define a path α in C, by
α(t) := eπit, ∀ t ∈ [0, 1].
Then
β := (α, α(−1))
is a 2-part path in C. We notice that
F̂ (αIG0(1)) = I, ∀ I ∈ S,
and since
βK ◦ αK2 = αK1 , ∀ K = (K1,K2) ∈ S2
then
K1 = F̂ (α
K1
G0
(1)) = K2F̂ (β
K
G0(1)), ∀ K = (K1,K2) ∈ S2.
It follows that
(13) F̂ (βKG0(1)) = K
−1
2 K1, ∀ K = (K1,K2) ∈ S2.
Let I ∈ S, and set
J := η2(I).
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We also can get (13) by the Representation Formula 4.1:
F̂ (βKG0(1)) =ζ(K)M(J)f(βJG0(1))
=(1,K1,K2K1,−K2)

1 I −1 −I
1 I 1 I
1 −I 1 −I
1 −I −1 I

−1
I−1I
I−1(−I)
(−I)−1I
(−I)−1(−I)

=(1,K1,K2K1,−K2)1
4

1 1 1 1
−I −I I I
−1 1 1 −1
I −I I −I


1
−1
−1
1

=(1,K1,K2K1,−K2)

0
0
−1
0

=K−12 K1
for each K ∈ S2.
Now we describe another example without proof. Let f2 : R
+ → R+ be the
natural logarithm function, i.e.,
f2(x) = ln(x), ∀ x ∈ R.
There exist a slice regular function f3 : U0 → H with f3|R+ = f2, and a holomorphic
extension
f
(I)
2 : Ω
I → H
of f2 for each I ∈ S. For each I ∈ S and a ∈ H, we define a function F ′ : X ′ → H,
by
(14) F ′(z, I, a) 7→ f (I)2 ◦ PI(z) + a.
We set
E′ := {q ∈ H : Im(q) = 0} and X ′ :=
⋃
(I,a)∈S×E′
ΩIa.
We define an equivalence ∼= on X ′ by x ∼= y, if and only if, π(x) = π(y) and
F ′(x) = F ′(y). We set
(15) X˜ := X ′/ ∼=,
and let
φ : X ′ → X ′/ ∼=
be the quotient map induced by ∼=. Then there exist
(16) F˜ : X˜ → H and π˜ : X˜ → H,
such that
F˜ ◦ φ = F ′ and π˜ ◦ φ = π.
Then
G2 := (X˜, π˜, x˜)
is a slice-domain of existence of f3, where
(17) x˜ := φ(1, I, 0).
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And F˜ is a slice regular extension of f3. We notice that
F˜ (βKG2(1)) = πK1 − πK2, ∀ K ∈ S2.
Let I ∈ S, and set
J := η2(I).
We also can get by the Representation Formula:
F̂ (βKG2(1)) =ζ(K)M(J)f(βJG2 (1))
=(1,K1,K2K1,−K2)

1 I −1 −I
1 I 1 I
1 −I 1 −I
1 −I −1 I

−1
πI − πI
πI − (−πI)
(−πI)− πI
(−πI)− (−πI)

=(1,K1,K2K1,−K2)1
4

1 1 1 1
−I −I I I
−1 1 1 −1
I −I I −I


0
2πI
−2πI
0

=(1,K1,K2K1,−K2)

0
π
0
π

=πK1 − πK2
for each K ∈ S2.
Definition 5.4. Let G = (G, π, x) be a slice-domain over H with distinguished
point, and N ∈ N+. G is called N -axially symmetric, if the following statements
hold
(1) π(x) ∈ R
(2) For each γ ∈ PN (C) and I ∈ SN with γI ≺ G, we have
γK ≺ G, ∀ K ∈ SN .
G is called ∞-axially symmetric, if G is m-axially symmetric for each m ∈ N+.
We notice that G0 and G2 are ∞-axially symmetric.
Let G = (G, π, x) be a slice-domain over H with distinguished point. For each
I ∈ S and y ∈ GI , we denote the connected component in GI containing y, by GyI .
For each y ∈ GR, we denote the the connected component in GR containing y, by
Gy
R
.
Proposition 5.5. Let G = (G, π, x) be a ∞-axially symmetric slice-domain over
H with distinguished point, I ∈ S and f : GxI → H be a holomorphic function. If
there exists a slice regular function F on G with F |Gx
I
= f . Then
F (γKG (1)) = ζ(K)M(ηN (I))f(γηN (I)G (1))
for each N ∈ N+, γ ∈ PN (C) and K ∈ SN with γK ≺ G.
Proof. We notice that G is ∞-axially symmetric and K ∈ SN , it follows that
γη
ı
N (I) ≺ G, ∀ ı ∈ {1, 2, ..., 2N}.
Then this proposition immediately from the Representation Formula 4.1. 
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Let G = (G, π, x) be a ∞-axially symmetric slice-domain over H with distin-
guished point, I ∈ S and q ∈ G. Thanks to [13, Theorem 6.11], there exists
N ∈ N+, K ∈ SN and γ ∈ PN (C), such that γKG is an N -part path in G from x to
q. If F is a slice regular function on G. According Proposition 5.5, F is determined
by F |Gx
I
. Conversely, if f : GxI → H is a holomorphic function, does there exist a
slice regular F on G such that
F |Gx
I
= f?
We attempt to define a slice regular F on G, by Representation Formula 4.1,
i.e.,
(18) F (γKG (1)) = ζ(K)M(ηN (I)))f(γηN (I)G (1)),
for each N ∈ N+, γ ∈ PN (C), and K ∈ SN with γK ≺ G. However F constructed
by (18) may be a multivalued function. For example, there exists a holomorphic
function f4 : X˜
x˜
I → H such that
f4 ◦ π˜|−1
X˜x˜
R
= f0,
where X˜ is defined in (15), π˜ is defined by (16) and x˜ is defined in (17). We define
a path α(m) in C, by
α(m)(t) := emπit, ∀ m ∈ N+ and t ∈ [0, 1].
We define a 1-part path
γ1 := α
(5)
in C, and a 2-part path
γ2 := (α
(4), α(3))
in C. Let J1, J2 ∈ S with J1 ⊥ J2. We set
K :=
4J1 + 3J2
5
∈ S and J := (J1, J2) ∈ S2.
Since paths α(m), m ∈ N+, do not pass through the origin of C, it follows that
(γ1)
K ≺ G2 and (γ2)J ≺ G2.
Then we set
q1 := (γ1)
K
G2(1) and q2 := (γ2)
J
G2(1).
Suppose that there exists a slice regular function F4 on X˜ with
F4|X˜x˜
I
= f4,
Since
F˜q1 = (F
′ + 4πK)(−1,K,0) = (F
′ − πK + 4πJ1 + 3πJ2)(−1,K,0) = F˜q2 ,
π˜(q1) = PK(γ1(1)) = PK(−1) = −1 = PJ2(−1) = PJ2(γ2(1)) = π˜(q2),
and Proposition 5.2, it follows that
q1 = q2,
where F ′ is defined by (14) and F˜ is defined by (16). We notice that
F4(q2) = F4(q1) = f4(q1) =
√
1K5 = K,
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and
F4(q2) =ζ(J)M(η2(I))F4((γ1)η2(I)G2 (1))
=(1, J1, J2J1,−J2)

1 I −1 −I
1 I 1 I
1 −I 1 −I
1 −I −1 I

−1

f4((γ1)
(I,I)
G2
(1))
f4((γ1)
(I,−I)
G2
(1))
f4((γ1)
(−I,I)
G2
(1))
f4((γ1)
(−I,−I)
G2
(1))

=(1, J1, J2J1,−J2)1
4

1 1 1 1
−I −I I I
−1 1 1 −1
I −I I −I


√
1I4I3√
1I4(−I)3√
1(−I)4I3√
1(−I)4(−I)3

=(1, J1, J2J1,−J2)1
4

1 1 1 1
−I −I I I
−1 1 1 −1
I −I I −I


−I
I
−I
I

=(1, J1, J2J1,−J2)

0
0
0
1

=− J2,
which is a contradiction. So f4 can not “extend slice regularly” to X˜ .
6. Holomorphic stem system
The notion of the stem function was introduced by Fueter in [14]. Ghiloni and
Perotti extend the stem function to develop the theory of slice regular functions
on the real alternative *-algebra in [23]. In this section, we will define a similar
notion, so-called holomorphic stem systems, to introduce the ∗-product of slice
regular functions on Riemann slice-domains (see Section 7).
Definition 6.1. Let G be a slice-domain over H with distinguished point, N ∈ N+,
and γ be an N -part path in C. We say that γ is contained in G (denoted by γ ≺ G),
if γI ≺ G for each I ∈ SN .
We denote by P∞
C
(G) (resp. PN
C
(G)) the set of all the finite-part (resp. N -part)
paths in C contained in G.
Let G = (G, π, x) be a slice-domain over H with distinguished point, if π(x) /∈ R,
then there exists I ∈ S such that π(x) ∈ CI . Let K ∈ S with K ⊥ I, then
γK(0) ∈ CK\R, ∀ γ ∈ P∞(C).
It follows that
γK(0) 6= π(x) and γ ⊀ G, ∀ γ ∈ P∞(C).
Then
P∞C (G) = ∅.
Proposition 6.2. Let G be a ∞-axially symmetric slice-domain over H with dis-
tinguished point, N ∈ N+, and γ be an N -part path in C. If there exists I ∈ SN
such that γI ≺ G, then γ ≺ G.
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Proof. If γI ≺ G, and since G is ∞-axially symmetric, it follows that γ ≺ G. 
Definition 6.3. We call a subset Γ of P∞(C) is radial, if γ[t] ∈ Γ and γ[t−] ∈ Γ,
for each γ ∈ Γ and t ∈ [0, 1].
Definition 6.4. Let Ω be an open set in C and N ∈ N+. A function F : Ω →
M2N×1(H) is called stem (N -)holomorphic or (stem finite-)holomorphic, if f has
continuous partial derivatives and satisfies
(
∂
∂x
+ σN
∂
∂y
)F (x+ yi) = 02N×1
for each x, y ∈ R with x+ yi ∈ Ω.
We denote by SHN (Ω) the set of all the stem N -holomorphic function on Ω for
each N ∈ N+. And we denote by SH∞(Ω) the set of all the stem finite-holomorphic
functions.
Let x0 ∈ R. We recall P∞x0 (C) is the set of all finite-part path in C with an initial
point x0. If Γ is a radial subset of P∞x0 (C), then
γ[0] = α, ∀ γ ∈ Γ,
where α is a 1-part path in C with
(19) α(s) := x0, ∀ s ∈ [0, 1].
We say that α is the initial path of Γ.
For each q ∈ H, z ∈ C, r ∈ R+, and I ∈ S, we set
BH(q, r) := {p ∈ H : |p− q| < r}, BC(z, r) := {p ∈ C : |p− z| < r},
BI(q, r) := BH(q, r) ∩ CI and BR(q, r) := {p ∈ R : |p− q| < r}.
Let Γ be a subset of P∞(C), and r : Γ→ R+ be a map, we set
Brγ := BC(γ(1), r(γ)), ∀ γ ∈ Γ,
and
SH∞(BrΓ) :=
⋃
γ∈Γ
SH∞(Brγ).
Let (G, π) be a slice-domain over H, and Γ be a subset of P∞(C) (resp. P∞(H)
or P∞(G)). We set
ΓN := Γ ∩ PN (C) (resp. ΓN := Γ ∩ PN (H) or ΓN := Γ ∩ PN(G)).
Definition 6.5. Let x0 ∈ R, Γ be a radial subset of P∞x0 (C), r : Γ→ R+ be a map,
and F : Γ → SH∞(BrΓ) be a map. (F, r,Γ) is called a (holomorphic) stem system,
if the following statements hold:
(1) (Local holomorphy) For each N ∈ N+ and γ ∈ ΓN , we have
Fγ ∈ SHN (Brγ),
where
Fγ := F (γ).
(2) (Local compatibility) For each N ∈ N+, N -part path γ in Γ, m ∈ {1, 2, ..., N},
and t1, t2 ∈ [m−1N , mN ] with t1 < t2. If there exists a real number t ∈ [t1, t2]
such that
γ([t1, t]) ⊂ Brγ[t1] and γ([t, t2]) ⊂ Brγ[t−2 ],
then Fγ[t1] and Fγ[t−2 ]
coincide on Br
γ[t1]
∩ Br
γ[t−2 ]
.
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(3) (Axial compatibility) For each N ∈ N+, γ ∈ ΓN , m ∈ {1, 2, ..., N − 1} and
x ∈ Brγ[m
N
] ∩ Brγ[m
N
−] ∩ R,
we have
Fγ[m
N
](x) = (Fγ[m
N
−](x)
T , 01×2m)
T .
(4) (Initial compatibility) There exists a function f : Br
γ[0] ∩ R→ H such that
Fγ[0](x) = (f(x), 0)
T
for each x ∈ Br
γ[0] ∩R and γ ∈ Γ.
Let Γ be a subset of P∞(C), and r : Γ → R+ be a map. For each N ∈ N+,
γ ∈ ΓN and K ∈ SN , we set
(Brγ)
K := PKN (B
r
γ).
Proposition 6.6. Let (F, r,Γ) be a holomorphic stem system, N ∈ N+, γ ∈ ΓN ,
and K ∈ SN . Then FKγ : (Brγ)K → H is a holomorphic function defined by
(20) FKγ (x+ yKN) := ζ(K)Fγ(x+ yi)
for each x, y ∈ R with x+ yi ∈ Brγ .
Proof. According to [13, Proposition 10.6], we have
(
∂
∂x
+KN
∂
∂y
)FKγ (x+ yKN) =(
∂
∂x
+KN
∂
∂y
)ζ(K)Fγ(x + yi)
=ζ(K)(
∂
∂x
+ σN
∂
∂y
)Fγ(x+ yi)
=ζ(K)02N×1
=0
for each N ∈ N+, γ ∈ ΓN , and x, y ∈ R with x+ yi ∈ Brγ . 
Definition 6.7. Let F = (F, r,Γ) be a holomorphic stem system, and G = (G, π, x)
be a slice-domain over H with distinguished point. We say that F is a holomorphic
stem system on G (denoted by F ≺ G), if there exists a slice regular function f on
G, such that the following statements hold:
(1) γ ≺ G for each γ ∈ Γ.
(2) For each N ∈ N+, γ ∈ ΓN and K ∈ SN , there exists a domain UKγ in GKN
containing γKG (1), such that π|UKγ : UKγ → (Brγ)K is a homeomorphism with
respect to topologies τ(GKN ) and τ(CKN ), and
(21) f ◦ π|−1
UKγ
= FKγ ,
where FKγ is defined by (20).
We call f the slice regular function induced by F on G and write
IG [F ] := f.
We denote by HS(G) the set of all the holomorphic stem systems on G. We define
a map
IG : HS(G)→ SR(G), L 7→ IG [L], ∀ L ∈ HS(G).
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Let F be a holomorphic stem system, and G be a slice-domain over H with
distinguished point with F ≺ G. According to [13, Identity Principle 8.7], the slice
regular function induced by F on G is unique. So IG is well defined.
Theorem 6.8. For each holomorphic stem system F , there exists a slice-domain
G over H with distinguished point, such that F ≺ G.
Proof. We write F = (F, r,Γ), and let x1 ∈ R be the initial point of the paths in Γ.
Let α be the initial path of Γ, defined by (19). We define a function f0 : B0 → H,
by
(22) f0(x+ yI) := F
I
α(x+ yI) = (1, I)Fα(x + yi)
for each x, y ∈ R with x + yi ∈ Brα, and I ∈ S, where B0 := BH(x1, rα). According
F is initial compatible, then there exists a function f1 : Brα ∩ R→ H, such that
Fα(x) = (f1(x), 0)
T , ∀ x ∈ Brα ∩ R.
It follows that
f0(x) = (1, I)Fα(x) = (1, I)(f1(x), 0)
T = f1(x), ∀x ∈ Brα ∩R
does not depend on the choice of I. Therefore f0 is well defined.
According to Proposition 6.6, f0 is a slice regular function on B0, and
G0 := (B0, idB0 , x1)
is a slice-domain over H with distinguished point. Let G = (G, π, x0) be a slice-
domain of existence of the function f0 with respect to G0, and f be a slice regular
function on G with
(23) f |B0 = f0.
Let Γ′ be a subset of Γ, such that γ ∈ Γ′, if and only if the following properties
hold:
i) γ ∈ Γ and γ ≺ G.
ii) For each N ∈ N+ and K ∈ SN . If γ ∈ ΓN , then there exists a domain UKγ in
GKN containing γ
K
G (1), such that π|UKγ : UKγ → (Brγ)K is a homeomorphism
with respect to topologies τ(GKN ) and τ(CKN ), and
(24) f ◦ π|−1
UKγ
= FKγ .
For each N ∈ N+ and γ ∈ ΓN , we will prove that γ ∈ Γ′, following the proof of [13,
Theorem 11.1] with ignoring some of the details which is similar to [13, Theorem
11.1].
We notice that for each N ∈ N+, K ∈ SN and γ ∈ (Γ′)N , there exists a unique
domain satisfing ii), denoted by UKγ .
Suppose Γ′ 6= Γ, then we set
t1 := inf{t ∈ [0, 1] : γ[t] /∈ Γ′ or γ[t−] /∈ Γ′}.
1). We will prove that t1 6= 0, in this step.
Thanks to (22) and (23), we have
γ[0] = γ[0−] = α ∈ Γ.
Since γ is continuous, there exists t2 ∈ (0, 1N ) such that
γ([0, t2]) ⊂ Brα.
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According to F is locally compatible, we have
Fγ[t3] = Fα, on B
r
γ[t3]
∩ Brα, ∀ t3 ∈ [0, t2].
And thanks to (20) and (24), it follows that
FKγ[t3](x+ yK) =ζ(K)Fγ[t3](x+ yi)
=ζ(K)Fα(x+ yi)
=FKα (x+ yK)
=f ◦ π|−1
UKα
(x+ yK)
for each K ∈ S, and x, y ∈ R with x+ yi ∈ Brγ[t3] ∩ Brα.
For each K ∈ S, according to [13, Proposition 9.2], there exists a slice-domain
UK3 in H containing (B
r
γ[t3]
)K , and a slice regular function fK3 on U
K
3 with
fK3 |(Brγ[t3])K = F
K
γ[t3]
.
And according to [13, Theorem 8.14 and Proposition 8.15],
(UK3 , idUK3 , q3) ≺ (G, π, π|
−1
UKα
(q3)), ∀ q3 ∈ (Brγ[t3])K ∩ (Brα)K .
It follows that
γ[t3] = γ[t
−
3 ] ∈ Γ′, ∀ t3 ∈ (0, t2).
Then
0 6= inf{t ∈ [0, 1] : γ[t] /∈ Γ′ or γ[t−] /∈ Γ′} = t1.
2). We will prove that {Nt1} = 0, in this step.
Suppose that {Nt1} 6= 0. There exists
t4 ∈ (⌊Nt1⌋
N
, t1) and t5 ∈ (t1, ⌈Nt1⌉
N
)
such that
γ([t4, t5]) ⊂ Brγ[t1].
And thanks to (20) and (24), we have
FKγ[t1](x+ yKN1) =ζ(K)Fγ[t1](x+ yi)
=ζ(K)Fγ[t4](x+ yi)
=FKγ[t4](x + yKN1)
=f ◦ π|−1
UK
γ[t4]
(x + yKN1)
(25)
for each x, y ∈ R with x+ yi ∈ Brγ[t1] ∩ Brγ[t4] and K ∈ SN1 , where
(26) N1 := ⌈Nt1⌉.
According to [13, Theorem 8.14, Proposition 8.15 and Proposition 9.2], we have
γ[t1] = γ[t
−
1 ] ∈ G.
And thanks to (25), it follows that
γ[t1] = γ[t
−
1 ] ∈ Γ′.
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Similarly, for each t6 ∈ (t1, t5), since γ(t6) ∈ Brγ[t1], then
FKγ[t6](x+ yKN1)) =F
K
γ[t1]
(x+ yKN1)
=f ◦ π|−1
UK
γ[t1]
(x + yKN1)
(27)
for each x, y ∈ R with x + yi ∈ Brγ[t1] ∩ Brγ[t6] and K ∈ SN1 . According to [13,
Theorem 8.14, Proposition 8.15 and Proposition 9.2], we have
γ[t6] = γ[t
−
6 ] ∈ G.
And thanks to (27), it follows that
γ[t6] = γ[t
−
6 ] ∈ Γ′, ∀ t6 ∈ (t1, t5).
Then
t1 = inf{t ∈ [0, 1] : γ[t] /∈ Γ′ or γ[t−] /∈ Γ′} ≥ t5 > t1,
which is a contradiction. It follows that {Nt1} = 0.
3). We will prove that Γ′ = Γ, in this step.
We can prove that γ[t−1 ] ∈ Γ′, by the same method to 2). If t1 = 1, then
γ = γ[t−1 ] ∈ Γ′.
Then
t1 = inf{t ∈ [0, 1] : γ[t] /∈ Γ′ or γ[t−] /∈ Γ′} 6= 1,
which is a contradiction.
Otherwise, then t1 6= 1. We notice that
FKγ[t1](x) =ζ(K)Fγ[t1](x)
=ζ(K)(Fγ[t−1 ]
(x)T , 01×2m)
T
=ζ(KN1)Fγ[t−1 ]
(x)
=FK
(N1)
γ[t−1 ]
(x)
=f ◦ π|−1
UK
(N1)
γ[t
−
1
]
(x)
for each x ∈ Brγ[t1] ∩ Brγ[t−1 ] ∩ R, and K ∈ S
N1+1, where N1 is defined by (26).
According to [13, Theorems 8.7, 8.14 and Propositions 8.15, 9.2], we have
γ[t1] ∈ Γ′.
By the same method to 2), we can get that there exists t7 ∈ (t1, t1 + 1N ) such that
γ[t8] = γ[t
−
8 ] ∈ Γ′, ∀ t8 ∈ (t1, t7).
Then
t1 = inf{t ∈ [0, 1] : γ[t] /∈ Γ′ or γ[t−] /∈ Γ′} ≥ t7 > t1,
which is a contradiction.
In summary,
γ ∈ Γ′, ∀ γ ∈ Γ.
It follows that Γ′ = Γ and Theorem 6.8 holds. 
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Definition 6.9. Let G = (G, π, x) be a ∞-axially symmetric slice-domain over H
with distinguished point.
A map r : P∞
C
(G)→ H is called a stem radius system of G, if for each N ∈ N+,
γ ∈ PN
C
(G) and K ∈ SN , there exists a domain UKγ in GKN containing γKG (1) such
that π|UKγ : UKγ → (Brγ)K is a homeomorphism with respect to topologies τ(GKN )
and τ(CKN ).
We denote UKγ by (Grγ)K .
For each z, w ∈ C, we define a path α[z, w] in C by
α[z, w](t) := z + tw, ∀ t ∈ [0, 1].
For each z ∈ C and γ ∈ PN(C), we define an N -part path γ〈z〉 in C, by
γ〈z〉 := (γ1, γ2, ..., γN−1, γN · α[γN (1), z]).
Let G = (G, π, x) be a ∞-axially symmetric slice-domain over H with distin-
guished point, and r be a stem radius system of G. According to for each N ∈ N+,
γ ∈ PN
C
(G) and K ∈ SN ,
π|(Grγ )K : (Grγ)K → (Brγ)K
is a homeomorphism with respect to topologies τ(GKN ) and τ(CKN ), we have
γ〈z〉 ≺ G, ∀ z ∈ Brγ .
Definition 6.10. Let G = (G, π, x) be a ∞-axially symmetric slice-domain over H
with distinguished point, f be a slice regular function on G, and r be a stem radius
system of G. We define a map
F : P∞C (G)→ SH∞(BrP∞
C
(G)), γ 7→ Fγ , ∀ γ ∈ P∞C (G),
where Fγ : B
r
γ →M2N×1(H) defined by
(28) Fγ(z) := Gfγ〈z〉, ∀ z ∈ Brγ ,
and Gf
γ〈z〉 is defined by (3).
We call F is the stem function system of f with respect to r, denoted by f r.
Theorem 6.11. Let G = (G, π, x0) be a ∞-axially symmetric slice-domain over H
with distinguished point, f be a slice regular function on G, and r be a stem radius
system of G. Then
F := (f r, r,P∞C (G))
is a holomorphic stem system.
We call F the holomorphic stem system of f with respect to r, denoted by f rG.
Proof. For each N ∈ N+, K ∈ SN and γ ∈ PN
C
(G), we set
UKγ := (Grγ)K .
1). We will prove that F is locally holomorphic, in this step.
Let N ∈ N+, γ ∈ PN
C
(G), I ∈ S and
J := ηN (I).
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According to (28), [13, Proposition 10.6] and Theorem 4.1, we have
(
∂
∂x
+ σN
∂
∂y
)f rγ (x+ yi) =(
∂
∂x
+ σN
∂
∂y
)Gf
γ〈x+yi〉
=(
∂
∂x
+ σN
∂
∂y
)M(J)−1f(γ〈x+ yi〉JG(1))
=(
∂
∂x
+ σN
∂
∂y
)M(J)−1F1(x+ yJ)
=M(J)−1( ∂
∂x
+DN (J)
∂
∂y
)F1(x + yJ)
=M(J)−102N×1
=02N×1
for each x, y ∈ R with x+ yi ∈ Brγ , where
f(γ〈x+ yi〉JG(1)) :=

f(γ〈x+ yi〉J1G (1))
f(γ〈x+ yi〉J2G (1))
...
f(γ〈x+ yi〉J2NG (1))
 ,
and
F1(x+ yJ) :=

f ◦ π|−1
U
J1
γ
(x+ yJ1,N )
f ◦ π|−1
U
J2
γ
(x+ yJ2,N )
...
f ◦ π|−1
U
J
2N
γ
(x+ yJ2N ,N)
 .
Thence
f rγ ∈ SHN (Brγ), ∀N ∈ N+ and γ ∈ PNC (G).
It follows that F is locally holomorphic (see Definition 6.5 (1)).
2). We will prove that F is local compatible, in this step.
For each N ∈ N+, m ∈ {1, 2, ..., N}, γ ∈ PN
C
(G), and t1, t2 ∈ [m−1N , mN ] with
t1 < t2. If there exists t ∈ [t1, t2] with
γ[t1, t] ⊂ Brγ[t1] and γ[t, t2] ⊂ Brγ[t2],
then for each z ∈ Br
γ[t1]
∩ Br
γ[t2]
, there exists a path α in Br
γ[t1]
∩ Br
γ[t2]
from γ(t) to
z.
We define a m-part path β in C from π(x0) to z, by
β := (γ1, γ2, ..., γm−1, γ(Nt) ◦ α).
We notice that
βKG (1) = π|−1UK
γ[t1]
◦ PKm(z) = π|−1UK
γ[t2]
◦ PKm(z), ∀ K ∈ Sm.
And according to (28), we have
f rγ[t1](z) =M(J)F2(x1 + y1J)
=M(J)f(βJG (1))
=M(J)F3(x1 + y1J)
=f rγ[t2](z),
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where x1, y1 ∈ R with z = x1 + y1i, I ∈ S, J = ηm(I),
F2(x1 + y1J) :=

f ◦ π|−1
U
J1
γ[t1]
(x1 + y1J1,m)
f ◦ π|−1
U
J2
γ[t1]
(x1 + y1J2,m)
...
f ◦ π|−1
U
J
2N
γ[t1]
(x1 + y1J2N ,m)
 ,
f(βJG (1)) =

f(βJ1G (1))
f(βJ2G (1))
...
f(β
J
2N
G (1))
 ,
and
F3(x1 + y1J) :=

f ◦ π|−1
U
J1
γ[t2]
(x1 + y1J1,m)
f ◦ π|−1
U
J2
γ[t2]
(x1 + y1J2,m)
...
f ◦ π|−1
U
J
2N
γ[t2]
(x1 + y1J2N ,m)
 .
It follows that f rγ[t1] and f
r
γ[t2]
are coincide on Brγ[t1] ∩ Brγ[t2]. Then F is local
compatible (see Definition 6.5 (2)).
3). We will prove that F is axially compatible, in this step.
For each N ∈ N+, m ∈ {1, 2, ..., N}, γ ∈ PN
C
(G), and
x ∈ Brγ[m
N
] ∩ Brγ[m
N
−] ∩ R.
Let I ∈ S, and we set
J := ηm+1(I) and K := ηm(I).
For each ı ∈ {1, 2, ..., 2m+1}, we notice that
γ[
m
N
]〈x〉JıG (1) = γ[
m
N
−
]〈x〉J′ıG (1) and ζ(Jı) = (ζ(J ′ı ), 01×2m).
where
J ′ı = (Jı,1, Jı,1, ..., Jı,m).
And according to Theorem 4.1, we have
f(γ[
m
N
]〈x〉JG(1))
:=(f(γ[
m
N
]〈x〉J1G (1)), f(γ[
m
N
]〈x〉J2G (1)), ..., f(γ[
m
N
]〈x〉J2m+1G (1)))T
=(f(γ[
m
N
−
]〈x〉J′1G (1)), f(γ[
m
N
−
]〈x〉J′2G (1)), ..., f(γ[
m
N
−
]〈x〉J
′
2m+1
G (1)))
T
=(ζ(J ′1)
T , ζ(J ′2)
T , ..., ζ(J ′2m+1)
T )TM(K)f(γ[m
N
−
]〈x〉KG (1))
=M(J)(I2m , 02m)TM(K)f(γ[m
N
−
]〈x〉KG (1)),
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where
f(γ[
m
N
−
]〈x〉KG (1)) :=

f(γ[m
N
−]〈x〉K1G (1))
f(γ[m
N
−]〈x〉K2G (1))
...
f(γ[m
N
−]〈x〉K2mG (1))
 .
And thanks to (2), (3) and (28), it is clear that
f rγ[m
N
](x) =Gfγ[m
N
]〈x〉
=M(J)−1f(γ[m
N
]〈x〉JG(1))
=M(J)−1M(J)(I2m , 02m)TM(K)f(γ[m
N
−
]〈x〉KG (1))
=((M(K)f(γ[m
N
]〈x〉KG (1)))T , 01×2m)T
=(f rγ[m
N
−](x)
T , 01×2m)
T
for each x ∈ Br
γ[m
N
] ∩ Brγ[m
N
−]
∩ R.
Then F is axially compatible (see Definition 6.5 (3)).
4). We will prove that F is initially compatible, in this step.
For each x ∈ Br
γ[0] ∩ R, and I ∈ S, according to (2), (3) and (28), we have
f rγ[0](x) =Gfγ[0]〈x〉
=
(
1 I
1 −I
)−1(
f(γ[0]〈x〉IG(1))
f(γ[0]〈x〉−IG (1))
)
=
1
2
(
1 1
−I I
)(
f(γ[0]〈x〉IG(1))
f(γ[0]〈x〉IG(1))
)
=(f(γ[0]〈x〉IG(1)), 0)T .
Then F is initially compatible.
In summary, F is a holomorphic stem function system. 
Definition 6.12. Let G = (G, π, x) be a slice-domain over H with distinguished
point, and r be a stem radius system of G. We set
HSr(G) := {(F, r,P∞C (G)) ∈ HS(G)|F : P∞C (G)→ SH∞(BrP∞
C
(G)) is a map},
and
IrG := IG |HSr(G) : HSr(G)→ SR(G),
where HS(G) is defined in Definition 6.7.
Let G = (G, π, x0) be a slice-domain over H with distinguished point, r be a
stem radius system of G, and
Fı = (Fı, r,P∞C (G)) ∈ HS(G), ı = 1, 2.
We define F1 + F2 : P∞C (G)→ SH∞(BrP∞
C
(G)) by
(F1 + F2)(γ) := F1(γ) + F2(γ).
We can prove that (F1 + F2, r,P∞C (G)) is a holomorphic stem system, by direct
verification.
We call (F1 + F2, r,P∞C (G)) the sum of F1 and F2, denoted by F1 + F2.
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Proposition 6.13. Let G = (G, π, x0) be a slice-domain over H with distinguished
point, and r be a stem radius system of G. Then (HSr(G),+) is an Abelian group.
Moreover, if G is ∞-axially symmetric, then IrG is a group isomorphic between
(HSr(G),+) and (SR(G),+).
Proof. 1. Let Fı = (Fı, r,P∞C (G)) ∈ HSr(G), ı = 1, 2. Thanks to (3), (20) and
(28), we have
(IrG(F1) + IrG(F2)) ◦ π|−1(Grγ )K (x+ yKN)
=IrG(F1) ◦ π|−1(Grγ )K (x+ yKN) + I
r
G(F2) ◦ π|−1(Grγ)K (x+ yKN )
=ζ(K)(F1)γ(x+ yi) + ζ(K)(F2)γ(x + yi)
=ζ(K)((F1)γ + (F2)γ)(x + yi)
=ζ(K)(F1 + F2)γ(x+ yi)
=(F1 + F2)
K
γ (x+ yKN)
for each N ∈ N+, K ∈ SN , γ ∈ PN
C
(G), and x, y ∈ R with x + yi = γ(1) ∈ Brγ .
Then
(IrG(F1) + IrG(F2)) ◦ π|−1(Grγ)K = (F1 + F2)
K
γ .
Notice that IrG(F1) + IrG(F2) is a slice regular function on G, and according to
Definitions 6.7 and 6.12, we have
F1 + F2 = (F1 + F2, r,P∞C (G)) ∈ HSr(G)
and
IrG(F1) + IrG(F2) = IrG(F1 + F2).
According to F1 + F2 = F2 + F1, it follows that F1 + F2 = F2 + F1. Then
(HSr(G),+) is an Abelian group.
2. According to Theorem 6.11, IrG is a surjection.
3. If IrG(F) = 0SR(G), for some F = (F, r,P∞C (G)) ∈ SRr(G), then
ζ(K)F rγ (x+ yi) = 0SR(G) ◦ π|−1(Grγ)K (x+ yKN) = 0,
for each N ∈ N+, K ∈ SN , γ ∈ PN
C
(G), and x, y ∈ R with x + yi ∈ Brγ . It follows
that
F rγ (x+ yi)
=M(J)−1M(J)F rγ (x+ yi)
=M(J)−1(ζ(J1)F rγ (x+ yi), ζ(J2)F rγ (x+ yi), ..., ζ(J2N )F rγ (x + yi))T
=02N×1
for each N ∈ N+, I ∈ S, J = ηN (I), γ ∈ PNC (G), and x, y ∈ R with x + yi ∈ Brγ .
Then
F = 0HSr(G).
It follows that IrG is an injection. 
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7. ∗-product of slice regular functions
The ∗-product is introduced in [17], and has been extended to axially symmetric
slice domain in H (see [8]). We will discuss ∗-product on ∗-preserving slice-domains
over H with distinguished point, by the tensor product (following [23]), in this
section.
For each N ∈ N+, we consider the tensor product C⊗N ⊗ H over R. Let ab (or
a · b) be the product of a and b, defined by
ab := ⊗N+1ı=1 (aıbı) = (a1b1)⊗ (a2b2)⊗ ...⊗ (aN+1bN+1),
where a = ⊗N+1ı=1 aı ∈ C⊗N ⊗ H and b = ⊗N+1ı=1 bı ∈ C⊗N ⊗ H. For each q ∈ H, we
set
qH := 1
⊗N ⊗ q,
abbreviated as q without ambiguity. We set
iN, := 1
⊗−1 ⊗ i⊗ 1⊗N+1−, ∀  ∈ {1, 2, ..., 2N},
and
iN (m) :=
1∏
ı=N
(iN,ıiN,ı−1)
mı , ∀ m ∈ {1, 2, ..., 2N},
where i0 := 1, and (mNmN−1...m1)2 is the binary number of m− 1. We set
ζN (i) := (iN (1), iN (2), ..., iN(2
N )).
We also have
(29) iN,NζN (i) = ζN (i)σN ,
by the same method of Lemma [13, Proposition 10.3].
For each N ∈ N+ and a = (a1, a2, ..., a2N )T ∈ M2N×1(H), we define a map
IN :M2N×1(H)→ C⊗N ⊗H, by
(30) IN :M2N×1(H)→ C⊗N ⊗H, a 7→ ζN (i)aH,
where
aH := ((a1)H, (a2)H, ..., (a2N )H)
T .
Then
IN (eN,ı) = iN (ı), ∀ ı ∈ {1, 2, .., 2N},
where
eN,ı := (01×(ı−1), 1, 01×(N−ı+1))
T .
We notice that {eN,ı}2Nı=1 is a basis over H of M2N×1(H), and {iN (ı)}2
N
ı=1 a basis
over 1⊗N ⊗H ∼= H of C⊗N ⊗H. Then
Proposition 7.1. Let N ∈ N+. Then IN is an isomorphism between (M2N×1(H),+, ·H)
and (C⊗N ⊗ H,+, ·H), where ·H is the two-sided scalar multiplication between H
(resp. 1⊗N ⊗H) and M2N×1(H) (resp. C⊗N ⊗H).
Similarly I−1N exists, and I−1N is also an isomorphism between (C⊗N ⊗H,+, ·H)
and (M2N×1(H),+, ·H).
Proof. This proposition is proved directly by the definition. 
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Let N ∈ N+. According to (29) and (30), for each a ∈M2N×1(H), we have
iN,NIN (a) =iN,NζN (i)aH
=ζN (i)σNaH
=ζN (i)(σNa)H
=IN (σNa).
(31)
For each a ∈ C⊗N ⊗H, we also have
I−1N (iN,Na) =I−1N (iN,NIN ◦ I−1N (a))
=I−1N (IN (σN ◦ I−1N (a)))
=σN ◦ I−1N (a).
(32)
Definition 7.2. Let N ∈ N+ and Ω be a domain in C. A function f : Ω→ C⊗N⊗H
is called tensor (N -)holomorphic or (finite-)holomorphic, if f has continuous partial
derivatives and satisfies
(
∂
∂x
+ iN,N
∂
∂y
)f(x+ yi) = 0H
for each x, y ∈ R with x+ yi ∈ Ω.
For each N ∈ N+, we denote the set of all the tensor N -holomorphic function
on Ω, by T HN (Ω).
We denote the set of all the tensor finite-holomorphic functions, by T H∞(Ω),
defined by
T H∞(Ω) :=
⋃
m∈N+
(T Hm(Ω)).
Proposition 7.3. Let N ∈ N+ and Ω be a domain in C. A function f : Ω →
C⊗N ⊗H is tensor N -holomorphic if and only if, I−1N ◦ f is stem N -holomorphic.
Proof. If f is tensor N -holomorphic, then according to (32),
(
∂
∂x
+ σN
∂
∂y
)I−1N ◦ f(x+ yi) =I−1N ((
∂
∂x
+ iN,N
∂
∂y
)f(x+ yi))
=I−1N (0H)
=02N×1
for each x, y ∈ R with x + yi ∈ Ω. Conversely, if I−1N ◦ f is stem N -holomorphic,
then according to (31),
(
∂
∂x
+ iN,N
∂
∂y
)f(x+ yi) =(
∂
∂x
+ iN,N
∂
∂y
)IN ◦ I−1N ◦ f((x+ yi)
=IN (( ∂
∂x
+ σN
∂
∂y
)I−1N ◦ f((x+ yi))
=IN (02N×1)
=0H
for each x, y ∈ R with x+ yi ∈ Ω. 
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Proposition 7.4. Let N ∈ N+, Ω be a domain in C, and f, g : Ω → C⊗N ⊗ H
are two tensor N -holomorphic functions. Then fg : Ω→ C⊗N ⊗H is also a tensor
N -holomorphic function, where fg is defined by
fg(z) := f(z)g(z), ∀ z ∈ Ω.
Proof. We notice that iN,N · a = a · iN,N for each a ∈ C⊗N ⊗H. Then
(
∂
∂x
+ iN,N
∂
∂y
)fg(x+ yi)
=((
∂
∂x
+ iN,N
∂
∂y
)f(x+ yi))g(x+ yi) + f(x+ yi)((
∂
∂x
+ iN,N
∂
∂y
)g(x+ yi))
=0H
for each x, y ∈ R with x+ yi ∈ Ω. 
Definition 7.5. Let N ∈ N+, Ω be a domain in C, and f, g : Ω→M2N×1(H) are
two M2N×1(H)-value functions on Ω. We call
f ∗ g := I−1N (IN (f)IN (g))
the slice product of f and g. This product is called the ∗-product or slice product.
For each N ∈ N and a, b ∈M2N×1(H), we set
(33) a ∗ b := I−1N (IN (a)IN (b)).
Let N ∈ N+, Ω be a domain in C, and f, g : Ω→M2N×1(H) are two M2N×1(H)-
value functions on Ω. Obviously,
f ∗ g(z) = f(z) ∗ g(z), ∀ z ∈ Ω.
Proposition 7.6. Let N ∈ N+, Ω is a domain in C, and f, g are two stem N -
holomorphic function on Ω. Then f ∗ g is also a stem N -holomorphic function.
Proof. This proposition follows immediately from Proposition 7.3 and 7.4. 
Theorem 7.7. Let F1 = (F1, r,Γ) and F2 = (F2, r,Γ) be two holomorphic stem
systems. Then
F := (F, r,Γ)
is also a holomorphic stem system, where F : Γ→ SH∞(BrΓ) is the map with
Fγ := F (γ) and Fγ = (F1)γ ∗ (F2)γ , ∀ γ ∈ Γ.
We denote F by F1 ∗ F2.
We also denote F by F1 ∗ F2.
Proof. 1). According to Proposition 7.6, F is locally holomorphic.
2). For eachN ∈ N+, N -part path γ in Γ,m ∈ {1, 2, ..., N}, and t1, t2 ∈ [m−1N , mN ]
with t1 < t2, if there exists a real number t ∈ [t1, t2] such that
γ([t1, t]) ⊂ Brγ[t1] and γ([t, t2]) ⊂ Brγ[t−2 ].
Then
(F1)γ[t1](z) = (F1)γ[t−2 ]
(z) and (F2)γ[t1](z) = (F2)γ[t−2 ]
(z)
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for each z ∈ Br
γ[t1]
∩ Br
γ[t−2 ]
. It follows that
(F1)γ[t1](z) =(F1)γ[t1](z) ∗ (F2)γ[t1](z)
=(F1)γ[t−2 ]
(z) ∗ (F2)γ[t−2 ](z)
=(F )γ[t−2 ]
(z)
for each z ∈ Br
γ[t1]
∩ Br
γ[t−2 ]
. Then F is locally compatible.
3). According to (30) and (33), for each a, b ∈M2N−1×1(H), we have
(aT , 01×2N−1)
T ∗ (bT , 01×2N−1)T
=I−1N (IN ((aT , 01×2N−1)T ) · IN ((bT , 01×2N−1))T )
=I−1N ((ζN (i)(aT , 01×2N−1)TH) · (ζN (i)(bT , 01×2N−1)TH))
=I−1N ((ζN−1(i)aH) · (ζN−1(i)bH))
=I−1N (IN−1 ◦ I−1N−1(IN−1(a) · IN−1(b)))
=I−1N (ζN−1(i)(a ∗ b)H)
=I−1N (ζN (i)((a ∗ b)T , 01×2N−1)TH)
=((a ∗ b)T , 01×2N−1)T .
(34)
It follows that
Fγ[m
N
](x) =(F1)γ[m
N
](x) ∗ (F2)γ[m
N
](x)
=(((F1)γ[m
N
−1](x))
T , 01×2N−1)
T ∗ (((F2)γ[m
N
−1](x))
T , 01×2N−1)
T
=(((F1)γ[m
N
−1](x) ∗ (F2)γ[m
N
−1](x))
T , 01×2N−1)
T
=(Fγ[m
N
−1](x)
T , 01×2N−1)
T
for each N ∈ N+, m ∈ {1, 2, ..., N − 1}, γ ∈ Γ, and x ∈ Br
γ[m
N
] ∩ Brγ[m
N
−]
∩ R. Then
F is axially compatible.
4). Since Fı is initially compatible, for each ı ∈ {1, 2} and γ ∈ Γ, there exists a
function fı : B
r
γ[0] ∩ R→ H such that
(Fı)γ[0](x) = (fı(x), 0)
T , ∀ x ∈ Brγ[0] ∩ R.
Let α be the initial path of Γ, defined by (19). According to (34), we have
Fα(x) =(F1)α(x) ∗ (F2)α(x)
=(f1(x), 0)
T ∗ (f2(x), 0)T
=(f1(x) ∗ f2(x), 0)T
for each x ∈ Brα∩R. Then F is initially compatible. In summary, F is a holomorphic
stem function system. 
Definition 7.8. A slice-domain G = (G, π, x) over H with distinguished point is
called ∗-preserving, if the following properties hold:
(1) G is ∞-axially symmetric.
(2) For each f, g ∈ SR(G), there exists F ∈ SR(G) such that F |Gx
R
= f |Gx
R
g|Gx
R
,
where Gx
R
is the connected component in GR containing x.
Thanks to the [13, Identity Principle 8.7], we can denote
f ∗ g := F.
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Proposition 7.9. Let G = (G, π, x0) be a ∗-preserving slice-domain over H with
distinguished point, and r be a stem radius system of G. Then (HSr(G),+, ∗) is
a ring with the identity element (1SR(G))
r
G, where 1SR(G) : G → H is the identity
element of (SR(G),+, ∗), defined by
1SR(G)(q) := 1, ∀ q ∈ G.
Proof. 1). HSr(G) is closed under the multiplication ∗.
Let
Fı = (Fı, r,P∞C (G)) ∈ HSr(G), ı = 1, 2, 3.
According to Theorem 7.7, F1 ∗ F2 is a holomorphic stem system. And thanks to
Theorem 6.8, there exists a slice-domain G′ = (G′, π′, x′0) over H with distinguished
point such that
F1 ∗ F2 ≺ G′.
Let α be the initial path of Γ, defined by (19). According to Definition 6.7 (1), we
have
P∞C (G) ⊂ P∞C (G′).
Obviously, there exists a stem radius system r′ of G′ with
r′|P∞
C
(G) = r.
Let fı : B
r
α → H be a function such that
(35) (Fı)
r
α = (fı, 0)
T ,
where ı = 1, 2. We set
Grα :=
⋃
I∈S
(Grα)I , (resp. (G′)rα :=
⋃
I∈S
((G′)rα)I)
where (Grα)I (resp. ((G′)rα)I) is a domain in GI (resp. G′I) defined by Definition
6.9. It is trivial to prove that Grα (resp. (G′)rα) is a domain in G (resp. G′) and
π|Grα : Grα → BH(π(x0), rα) (resp. π′|(G′)rα : (G′)rα → BH(π(x0), rα))
is a slice-homeomorphism, by [13, Proposition 5.5]. Thanks to (20), (35) and Defi-
nition 6.7 (2), for each x ∈ Brα ∩ R, K ∈ S, and ı ∈ {1, 2}, we have
IG(Fı) ◦ π|−1Grα (x) =ζ(K)(Fı)
r
α
=ζ(K)(fı(x), 0)
T
=(1,K)(fı(x), 0)
T
=fı(x)
(36)
and
IG(F1 ∗ F2) ◦ π|−1Grα (x) =ζ(K)(f1f2(x), 0)
T
=f1f2(x).
Similarly, we have
(37) IG′(F1 ∗ F2) ◦ π′|−1(G′)rα(x) = f1f2(x)
We notice that IG(F1) and IG(F2) are slice regular functions on G, and since G
is ∗-preserving, it follows that there exists a slice regular function f on G such that
f |Gx
R
= (IG(F1)|Gx
R
· IG(F2)|Gx
R
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According to (36) and (37), we have
IG′(F1 ∗ F2) ◦ π|−1(G′)rα(x) =f1f2(x)
=IG(F1) ◦ π|−1Grα (x) · IG(F2) ◦ π|
−1
Grα
(x)
=(IG(F1) · IG(F2)) ◦ π|−1Grα (x)
=f ◦ π|−1Grα (x)
(38)
for each x ∈ Brα ∩R. According to [13, Identity Principle 4.3], it is clear that
(39) IG′(F1 ∗ F2) ◦ π|−1(G′)rα = f ◦ π|
−1
Grα
: B0 → H,
where
B0 :=
⋃
I∈S
(Brα)
I = BH(x0, rα).
We notice that (B0, idB0 , π(x0)) is a slice-domain over H with distinguished point,
B ≺ G and B ≺ G′,
and since (39), it follows that
(40) IG′(F1 ∗ F2)|B0 = IG′(F1 ∗ F2) ◦ π|−1(G′)rα = f ◦ π|
−1
Grα
= f |B0 .
Let Ĝ = (Ĝ, π̂, x̂0) be a slice-domain of existence of f with respect to G and
f̂ : Ĝ→ H
be the slice regular extension of f . Thanks to (40), f̂ is also a slice regular extension
of IG′(F1 ∗ F2). Then for each N ∈ N+, γ ∈ P∞C (G) ∈ HSr(G) and K ∈ SN ,
(F1 ∗ F2)Kγ = IG′(F1 ∗ F2) ◦ π′|−1((G′)rγ)K = f̂ ◦ π̂|
−1
(Ĝrγ)
K
= f ◦ π|−1(Grγ)K .
And according to Definition 6.7, f is the slice regular function induced by F1 ∗ F2
on G, it follows that
F1 ∗ F2 ∈ HS(G).
And since Definition 6.12,
F1 ∗ F2 ∈ HSr(G).
It follows that HSr(G) is closed under the multiplication ∗.
2). The multiplication ∗ is distributive with respect to the addition
+.
For each N ∈ N+ and a, b, c ∈M2N×1(H), we have
(a+ b) ∗ c =I−1N ◦ IN ((a+ b) ∗ c)
=I−1N (IN (a+ b) · IN (c))
=I−1N (IN (a) · IN (c) + IN (b) · IN (c))
=I−1N (IN (a ∗ c) + IN (b ∗ c))
=I−1N (IN (a ∗ c+ b ∗ c))
=a ∗ c+ b ∗ c.
It follows that,
((F1)γ + (F2)γ) ∗ (F3)γ = (F1)γ ∗ (F3)γ + (F2)γ ∗ (F3)γ , ∀ γ ∈ P∞C (G).
Thence
(F1 + F2) ∗ F3 = F1 ∗ F3 + F2 ∗ F3
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and
(F1 + F2) ∗ F3 = F1 ∗ F3 + F2 ∗ F3.
Similarly, we also have
F1 ∗ (F2 + F3) = F1 ∗ F2 + F1 ∗ F3.
3). (1SR(G))
r
G is the multiplicative identity of (SR(G),+, ∗).
We write
(1SR(G))
r
G = (F0, r,P∞C (G)) =: F0,
then for each N ∈ N+, I ∈ S, J = ηN (I), γ ∈ PNC (G), and x, y ∈ R with x+yi ∈ Brγ ,
(F0)γ(x+ yi)
=M(J)−1M(J)(F0)γ(x+ yi)
=M(J)−1(ζ(J1)(F0)γ(x+ yi), ζ(J2)(F0)γ(x+ yi), ..., ζ(J2N )(F0)γ(x+ yi))T
=M(J)−1(a1, a2, ..., a2N )T
=M(J)−1(1, 1, ..., 1)T1×2N
=M(J)−1M(J)(1, 01×2N−1)T
=(1, 01×2N−1)
T
where
aı := f ◦ π|(Grγ )Jı (x + yJı,N).
We notice that, for each N ∈ N+, γ ∈ PN
C
(G), and x, y ∈ R with x+ yi ∈ Brγ ,
(F0)γ(x+ yi) ∗ (F1)γ(x+ yi)
=I−1N (IN ((F0)γ(x + yi)) · IN ((F1)γ(x+ yi)))
=I−1N ((ζN (i)(1, 01×2N−1)T ) · IN ((F1)γ(x+ yi)))
=I−1N (1H · IN ((F1)γ(x+ yi)))
=(F1)γ(x+ yi),
therefore
F0 ∗ F1 = F1 and F0 ∗ F1 = F1.
Similarly, we also haveF1∗F0 = F1. Then F0 is the identity element of (HSr(G),+, ∗).
4). (HSr(G),+, ∗) is a ring.
According to Proposition 6.13, (HSr(G),+) is an abelian group. Thanks to 1)
and 3), (HSr(G), ∗) is a monoid. And since 2), (HSr(G),+, ∗) is a ring.
5). 1SR(G) is the identity element of (SR(G),+, ∗).
We notice that
1SR(G)(q) = 1, q ∈ Gx0R .
Consequently, for each slice regular function f on G,
(1SR(G) ∗ f)|Gx0
R
= (1SR(G) · f)|Gx0
R
= f |Gx0
R
.
And since [13, Identity Principle 8.7], we have
1SR(G) ∗ f = f.
Similarly, we also have
f ∗ 1SR(G) = f.
It follows that 1SR(G) is the identity element of (SR(G),+, ∗). 
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Theorem 7.10. Let G = (G, π, x) be a ∗-preserving slice-domain over H with dis-
tinguished point, and r be a stem radius system of G. Then IrG is a ring isomorphic
between (HSr(G),+, ∗) and (SR(G),+, ∗).
Proof. For each f, g ∈ SR(G), f rG ∗ grG is a holomorphic stem system, by Theorem
6.11 and Theorem 7.7. And since Proposition 6.13,
h := IrG(f r ∗ gr)
is a slice regular function on G. Let α be the initial path of P∞
C
(G), defined by
(19).
For each I ∈ S and x ∈ (Brα)I ∩ R = (Brα)R, we have
f rα(x) =
(
1 I
1 −I
)−1(
f(x)
f(x)
)
=
1
2
(
1 1
−I I
)(
f(x)
f(x)
)
=(f(x), 0)T
Then for each K ∈ S and x ∈ (Brα)R,
h ◦ π|−1(Grα)K (x) =ζ(K)(f
r
α ∗ grα(x))
=ζ(K)(f rα(x) ∗ grα(x))
=ζ(K)((f(x), 0)T ∗ (g(x), 0)T )
=ζ(K)(f(x)g(x), 0)T
=(fg) ◦ π|−1
(Grα)
K (x)
=(f ∗ g) ◦ π|−1
(Grα)
K (x).
Thanks to [13, Identity Principle 8.7], it follows that
h = f ∗ g.
According to Proposition 6.13,
(IrG)−1(f) ∗ (IrG)−1(g) =f r ∗ gr
=I−1G ◦ IG(f r ∗ gr)
=I−1G (h)
=I−1G (f ∗ g)
=(f ∗ g)r
=(IrG)−1(f ∗ g).
And since Proposition 6.13 and Proposition 7.9, I−1G is a ring isomorphic. Then IG
is also a ring isomorphic. 
Let G = (G, π, x0) be a ∗-preserving slice-domain over H with distinguished
point, and f be a slice regular function on G. For each I, J ∈ S with I ⊥ J , there
exist fı : G
x0
R
→ H, ı = 0, 1, 2, 3, such that
f |Gx0
R
= f0 + f1I + f2J + f3IJ.
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We set
g4 :=
1
2
(f − I ∗ f ∗ I) ∈ SR(G) and g0 := 1
2
(g4 − J ∗ g4 ∗ J) ∈ SR(G).
We notice that,
g4|Gx0
R
=
1
2
(f0 + f1I + f2J + f3IJ)− 1
2
(f0II + f1III + f2IJI + f3IIJI)
=
1
2
(f0 + f1I + f2J + f3IJ) +
1
2
(f0 + f1I − f2J − f3IJ)
=f0 + f1I,
and
g0|Gx0
R
=
1
2
(f0 + f1I) +
1
2
(f0 − f1I) = f0.
Similarly, there exists gı ∈ SR(G), such that gı|Gx0
R
= fı for each ı ∈ {1, 2, 3}.
Thence
g0 − g1I − g2J − g3IJ ∈ SR(G).
We call g0 − g1I − g2J − g3IJ the regular conjugate of f , denoted by f c.
We notice that
(f ∗ f c)|Gx0
R
= f |Gx0
R
f |Gx0
R
= f |Gx0
R
f |Gx0
R
= (f c ∗ f)|Gx0
R
.
We call f ∗ f c the symmetrization of f , denoted by f s.
Now, we have some propositions with respect to regular conjugates and sym-
metrizations of slice regular functions, following [8, Section 5]).
Proposition 7.11. Let G = (G, π, x0) be a ∗-preserving slice-domain over H with
distinguished point, and f be a slice regular function on G. Then
(f ∗ g)c = gc ∗ f c and (f ∗ g)s = (g ∗ f)s.
Proof. We notice that
(f ∗ g)c|Gx0
R
= (fg)|Gx0
R
= g|Gx0
R
· f |Gx0
R
= (gc ∗ f c)|Gx0
R
,
and since [13, Identity Principle 8.7], it follows that
(f ∗ g)c = gc ∗ f c.
Similarly, since
(f ∗ g)s|Gx0
R
= ((f ∗ g) ∗ (f ∗ g)c)|Gx0
R
= (f ∗ g)|Gx0
R
· (f ∗ g)c|Gx0
R
= (f |Gx0
R
g|Gx0
R
)(g|Gx0
R
· f |Gx0
R
)
= (f |Gx0
R
f |Gx0
R
)(g|Gx0
R
g|Gx0
R
)
= (g|Gx0
R
f |Gx0
R
)(f |Gx0
R
· g|Gx0
R
)
= (g ∗ f)s|Gx0
R
,
we have
(f ∗ g)s = (g ∗ f)s.

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Definition 7.12. Let N ∈ N+. A slice-domain G = (G, π, x) over H with distin-
guished point is called N -part if, for each q ∈ G, there exists an N -part path γ in
G from x to q.
Proposition 7.13. Let G = (G, π, x0) be an ∗-preserving 1-part slice-domain over
H with distinguished point, and f , g be slice regular functions on G. Then
(f ∗ g)s = f sgs,
where f sgs is defined by
f sgs(q) := f s(q)gs(q), ∀ q ∈ G.
Proof. For each I ∈ S and q ∈ GI , there exists a domain U in GI containing q.
Then there exists p in U with π(p) /∈ R, and a path α in U from p to q. Since G is
1-part, there exists a path β in GI from x0 to p. Thus βα is a path in GI from x0
to q. Consequently, GI is path-connected, and (GI , π|GI , x0) is a slice-domain over
C with distinguished point.
We notice that, for each I ∈ S, f sgs is a CI -valued holomorphic function on GI .
It follows that f sgs is slice regular function on G. Thanks to
(f ∗ g)s|Gx0
R
= (f |Gx0
R
g|Gx0
R
)(g|Gx0
R
· f |Gx0
R
)
= (f |Gx0
R
f |Gx0
R
)(g|Gx0
R
g|Gx0
R
)
= (f ∗ f c)|Gx0
R
· (g ∗ gc)|Gx0
R
= (f sgs)|Gx0
R
,
and since [13, Identity Principle 8.7], it follows that
(f ∗ g)s = f sgs.

Remark 7.14. Let Ω be an axially symmetric slice domain in H (see [8]), and
x0 ∈ Ω ∩ R. Then (Ω, idΩ, x0) is a (schlicht [13, Definition 5.12]) ∞-symmetric
1-part slice-domain over H with distinguished point. Moreover, (Ω, idΩ, x0) is ∗-
preserving.
Proof. This remark follows immediately from [8, Page 1803]. 
Definition 7.15. Let G be an ∞-axially symmetric slice-domain over H with dis-
tinguished point. G is called 1-strong symmetric, if for each I ∈ S and α, β ∈ P1G(G)
with αIG(1) = β
I
G(1), we have
αKG (1) = β
K
G (1), ∀ K ∈ S.
Proposition 7.16. Let G = (G, π, x0) be an ∗-preserving slice-domain over H
with distinguished point, and f , g be slice regular functions on G. If G is 1-strong
symmetric, then
(41) f ∗ g(γIG(1)) = f(γIG(1))g(γf(γ
I
G(1))
−1If(γIG(1))
G (1))
for each γ ∈ P1
C
(G), and I ∈ S.
Proof. Let r be a stem radius system of G and I ∈ S. We define a function φI on
Gx0I , by
(42) φI(γ
I
G(1)) := f(γ
I
G(1))g(γ
f(γIG(1))
−1If(γIG(1))
G (1))
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for each γ ∈ P1
C
(G), where Gx0I is the connected component in GI containing x0.
Since G is 1-strong symmetric, then when p := γIG(1) is fixed, γf(p)
−1If(p)
G (1) is not
depend on the choice of γ. Hence for each p ∈ Gx0I , f ∗ g(p) is well defined, by (42).
We notice that
(1, I)σ1 = I(1, I) = (1, I) diag(I, I),
and
F · (1, J) = (F, FF−1IF ) = (1, I) diag(F, F ),
it is clear that
(
∂
∂x
+ I
∂
∂y
)φI ◦ π−1(Grγ )I (x+ yI)
=(
∂
∂x
+ I
∂
∂y
)(f ◦ π−1(Grγ)I (x + yI) · g ◦ π
−1
(Grγ)
J (x+ yJ))
=(
∂
∂x
+ I
∂
∂y
)(F · (1, J)grγ(x+ yi))
=(
∂
∂x
+ I
∂
∂y
)((1, I) diag(F, F )grγ(x+ yi))
=(1, I)(
∂
∂x
+ σ1
∂
∂y
)(diag(F, F )grγ(x+ yi))
=(1, I)((
∂
∂x
+ diag(I, I)
∂
∂y
) diag(F, F ))grγ(x+ yi)
+ (1, I) diag(F, F )((
∂
∂x
+ σ1
∂
∂y
)grγ(x+ yi))
=0
for each γ ∈ P1
C
(G), and x, y ∈ R with x+ yi ∈ Brγ , where
F := f ◦ π−1(Grγ)I (x+ yI) and J := F
−1IF.
Then φI is a holomorphic function on G
x0
I . And since
φI(q) = f(q)g(q) = f ∗ g(q), ∀ q ∈ Gx0R .
It follows that
φI = (f ∗ g)|Gx0
I
, ∀ I ∈ S.
And we notice that, for each I ∈ S and γ ∈ P1
C
(G),
γIG(1) ∈ Gx0I ,
then (41) holds. 
Proposition 7.17. Let G = (G, π, x0) be a ∗-preserving slice-domain over H with
distinguished point, and f be a slice regular function on G. If fs(q) 6= 0, for each
q ∈ G. Then there exists an inverse element f−∗ of f in (SR(G), ∗), given by
f−∗(q) := f s(q)−1 ∗ f c(q), ∀ q ∈ G.
We call f−∗ the regular reciprocal of f .
Proof. We define a function
(f s)−1 : G→ H, q 7→ f s(q)−1, ∀ q ∈ G.
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We notice that (f s)−1 is a slice regular function on G. Then
f−∗ ∗ f(q) =f s(q)−1f c(q)f(q)
=(f c(q)f(q))−1f c(q)f(q)
=1
=1SR(G)(q)
for each q ∈ Gx0
R
. According to [13, Identity Principle 8.7], we have
f−∗ ∗ f = 1SR(G).
Similarly
f ∗ f−∗(q) =f(q)f s(q)−1f c(q)
=f(q)(f c(q)f(q))−1f c(q)
=1
=1SR(G)(q)
for each q ∈ Gx0
R
. According to [13, Identity Principle 8.7],
f ∗ f−∗ = 1SR(G).

8. Power series on ∗-preserving Riemann slice-domain
The power series of slice regular function on quaternions is studied in [18]. There
are a new series expansion over quaternions in [28] and series over real alternative
*-algebra in [24]. In this section, we consider the power series expansions of slice
regular functions on ∗-preserving slice-domains over H with distinguished point.
Definition 8.1. Let Ω be a slice-domain in H, and f : Ω → H be a function with
partial derivatives. The I-derivative ∂If : ΩI → H of f is defined by
∂If(x+ yI) :=
1
2
(
∂
∂x
− I ∂
∂y
)f |ΩI (x+ yI)
for each I ∈ S with ΩI 6= ∅, and x, y ∈ R with x+ yI ∈ ΩI . The slice derivative of
f is the function f (1) = ∂cf : Ω→ H defined by ∂If on ΩI for all I ∈ S.
We set
g(0) := g
for each quaternion-valued function g defined on Ω.
Let n ∈ N+. If f has n-th order partial derivatives. We set
f (n) := (∂c)
nf.
This definition is well defined because
∂If(x+ 0I) =
∂
∂x
f |ΩR(x) = ∂Jf(x+ 0J), ∀ I, J ∈ S and x ∈ ΩR.
Definition 8.2. Let G = (G, π, x0) be a slice-domain over H with distinguished
point, r be a stem radius system of G, and f be a slice regular function on G. We
define f (n) : G→ H, by
(43) f (n)|(Grγ)K := (f ◦ π|−1(Grγ)K )
(n)
for each n ∈ N, N ∈ N+, γ ∈ PN
C
(G), and K ∈ S.
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We call f (n) the n-th derivative of f .
Since f (n)(q) only depends on fq, for each q ∈ H, Definition 8.2 is well defined,
and f (n) does not depend on the choice of r.
We denote the “σ-ball” (see [18, Page 121]) by
Σ(p, r) := {x+ yJ ∈ H : x, y ∈ R, x± yI ∈ BI(p, r)}.
Definition 8.3. Let G = (G, π, x0) be a ∗-preserving slice-domain over H with
distinguished point, and f be a slice regular function on G. We set
f∗0 := 1SR(G) and f
∗(n+1) := f∗n ∗ f, ∀ n ∈ N.
Let p ∈ H, and G = (G, π, x0) be a slice-domain over H with distinguished point.
We denote a function
hp : H→ H, q 7→ q − p, ∀ q ∈ H.
Obviously, hp is a slice regular function on H, and
G0 := (H, idH, 0)
is an∞-axially symmetric and 1-part slice domain over H with distinguished point.
According to Proposition 7.14, G0 is ∗-preserving. Then h∗n is a slice-regular func-
tion on H for each n ∈ N. We notice that (H, idH, π(x0)) is also a slice domain over
H with distinguished point with
G ≺ (H, idH, π(x0)),
and π : G → H is the fiber preserving map from G to (H, idH, π(x0)). Let U be a
domain in G, such that π|U : U → π(U) is a slice-homeomorphism. We denote
(44) (q′ − p′)∗nπ|U := h∗np |G(q′),
where
q′ := π|−1U (q) and p′ := π|−1U (p)
for each p, q ∈ H.
Theorem 8.4. Let G = (G, π, x0) be a slice-domain over H with distinguished
point, and f be a slice regular function on G. If I ∈ S, r > 0, q0 ∈ GI , and U is a
domain in G containing q0 with π|U : U → Σ(π(q0), r) be a slice-homeomorphism,
then
(45) f(q) =
+∞∑
n=0
1
n!
(q − q0)∗nπ|U f (n)(q0), ∀ q ∈ U.
Proof. If q ∈ UI , according to (43) and (44), we have
f(q) =f ◦ π|−1U (π(q))
=
+∞∑
n=0
1
n!
(π(q) − π(q0))n(f ◦ π|−1U )(n)(π(q0))
=
+∞∑
n=0
1
n!
(q − q0)∗nπ|U f (n)(q0).
According to [18, Theorem 8], the series in (45) converges in U . And since [13,
Identity Principle 8.7], (45) holds. 
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Let G = (G, π, x0) be a ∗-preserving slice-domain over H with distinguished
point, r be a stem radius system of G, f , g be slice regular functions on G, and α
be the initial path of P∞
C
(G). Thanks to (43), we have
(f ∗ g)(n) ◦ π|−1
(Grα)
I (x) =((f ∗ g) ◦ π|−1(Grα)I )
(n)(x)
=((f ◦ π|−1(Grα)I · g ◦ π|
−1
(Grα)
I )
(n)(x)
=(
∂
∂x
)n(f ◦ π|−1(Grα)I · g ◦ π|
−1
(Grα)
I )(x)
=
n∑
m=0
(
n
m
)
(f ◦ π|−1
(Grα)
I )
(m)(g ◦ π|−1
(Grα)
I )
(n−m)(x)
=
n∑
m=0
(
(
n
m
)
(f (m)) ∗ (g(n−m))) ◦ π|−1(Grα)I (x)
for each x ∈ Brα ∩ R, n ∈ N and I ∈ S. And since [13, Identity Principle 8.7], we
have
(46) (f ∗ g)(n) =
n∑
m=0
(
n
m
)
f (m) ∗ g(n−m), ∀ n ∈ N.
Proposition 8.5. Let G = (G, π, x0) be a ∗-preserving slice-domain over H with
distinguished point, and f , g be slice regular functions on G. If I ∈ S, r > 0,
q0 ∈ GI , and U is a domain in G containing q0 with
πU : U → Σ(π(q0), r)
be a slice-homeomorphism, then
f ∗ g(q) =
+∞∑
n=0
(
1
n!
(q − q0)∗nπ|U
n∑
m=0
(
n
m
)
f (m) ∗ g(n−m)(q0)), ∀ q ∈ U.
Proof. This proposition follows immediately from Theorem 8.4 and (46). 
Definition 8.6. Let Ω be a domain in C, N ∈ N+, and F : Ω → C⊗N ⊗ H be a
map. If F has n-th order partial derivatives, then we call F (n) be the n-th derivative
of the stem function F , defined by
F (n) := (∂iN,N )
nF, ∀ n ∈ N,
where
∂iN,N :=
1
2
(
∂
∂x
− iN,N ∂
∂y
).
Definition 8.7. Let Ω be a domain in C, N ∈ N+, and F : Ω → M2N×1(H) be a
map. If F has n-th order partial derivatives, then we call F (n) be the n-th derivative
of the stem function F , defined by
F (n) := (∂σN )
nF, ∀ n ∈ N,
where
∂σN :=
1
2
(
∂
∂x
− σN ∂
∂y
).
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For each N ∈ N+ and x, y ∈ R with x+ yi = z ∈ C, we set
z[N ] := xI2N + yσN
and
z(N) := xH + yHiN,N .
Theorem 8.8. Let G = (G, π, q) be a ∞-axially symmetric slice-domain over H
with distinguished point, r be a stem radius system of G, and f be a slice regular
function on G. If N ∈ N+ and γ ∈ PN
C
(G), then f rγ and IN (f rγ ) have any order
partial derivatives,
(47) f rγ (z) =
+∞∑
n=0
1
n!
(z[N ] − z[N ]0 )n(f rγ )(n)(z0),
and
(48) IN (f rγ )(z) =
+∞∑
n=0
(
1
n!
(z(N) − z(N)0 )n · (IN (f rγ ))(n)(z0))
for each z ∈ Brγ , where z0 := γ(1). Moreover,
(49) IN (f rγ )(n) = IN ((f rγ )(n)) = IN ((f (n))rγ), ∀ n ∈ N.
Proof. 1. Notice that IN (f rγ ) : Brγ → C⊗N ⊗H is a tensor N -holomorphic function,
i.e.,
(
∂
∂x
+ iN,N
∂
∂y
)IN (f rγ )(x + yi) = 0H
for each x, y ∈ R with x+ yi ∈ Brγ . Let I ′, J ′ ∈ S with I ′ ⊥ J ′. We write
IN (f rγ ) =
2N−1∑
=1
(F 0 + F
1
 I
′
H + F
2
 J
′
H + F
3
 I
′
HJ
′
H)iN (),
where
F ı : B
r
γ → {1}⊗N−1 ⊗ C⊗ {1}, ∀  ∈ {1, 2, ..., 2N−1} and ı ∈ {0, 1, 2, 3}.
We notice that
(
∂
∂x
+ iN,N
∂
∂y
)F ı (x + yi) = 0H,
and F ı has any order partial derivatives, for each x, y ∈ R with x + yi ∈ Brγ ,
 ∈ {1, 2, ..., 2N−1} and ı ∈ {0, 1, 2, 3}. Note that
{1}⊗N−1 ⊗ C⊗ {1} = CiN,N ,
where
CiN,N := {xH + yHiN,N : x, y ∈ R}.
It follows that,
F ı (z) =
+∞∑
n=0
(
1
n!
(z(N) − z(N)0 )n(F ı )(n)(z0))
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for each z ∈ Brγ ,  ∈ {1, 2, ..., 2N−1} and ı ∈ {0, 1, 2, 3}. Then
IN (f rγ )(z) =
3∑
ı=0
2N−1∑
=1
+∞∑
n=0
(
1
n!
(z(N) − z(N)0 )n(F ı )(n)(z0)KıiN())
=
+∞∑
n=0
(
1
n!
3∑
ı=0
2N−1∑
=1
((z(N) − z(N)0 )n(F ı )(n)(z0)KıiN ()))
=
+∞∑
n=0
(
1
n!
(z(N) − z(N)0 )n · (IN (f rγ ))(n)(z0)),
(50)
and IN (f rγ ) has any order partial derivatives, for each z ∈ Brγ , where
K0 := 1H, K1 := I
′
H, K2 := J
′
H and K3 := I
′
HJ
′
H.
Then (48) holds.
2. We notice that (σN )
2 = −I2N , and since (31), it follows that
IN ((f rγ )(n)) =IN ((
1
2
(
∂
∂x
− σN ∂
∂y
))nf rγ )
=(
1
2
(
∂
∂x
− iN,N ∂
∂y
))nIN (f rγ )
=IN (f rγ )(n),
(51)
where n = 0. And according Proposition 7.1 and (50), it follows that f rγ has any
order partial derivatives. Then (51) holds for each n ∈ N. And thanks to (31),
(z(N) − z(N)0 )n · (IN (f rγ )(n)(z0))
=((x− x0) + (y − y0)iN,N)n · IN ((f rγ )(n)(z0))
=IN (((x − x0) + (y − y0)σN )n(f rγ )(n)(z0))
=IN ((z[N ] − z[N ]0 )n(f rγ )(n)(z0))
for each z = x + yi ∈ Brγ and n ∈ N, where x0, y0 ∈ R with x0 + y0i = z0. And
since (50), we have
f rγ (z) =I−1N ◦ IN (f rγ )(z)
=I−1N (
+∞∑
n=0
(
1
n!
(z(N) − z(N)0 )n · (IN (f rγ ))(n)(z0)))
=I−1N (
+∞∑
n=0
(
1
n!
IN ((z[N ] − z[N ]0 )n(f rγ )(n)(z0))))
=
+∞∑
n=0
(
1
n!
(z[N ] − z[N ]0 )n(f rγ )(n)(z0))
for each z ∈ Brγ . Then (47) holds.
3. Let I ∈ S and we set
J := ηN (I).
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According to [13, Proposition 10.6], (20), (21) and (45), we have
f rγ (z) =M(J)−1M(J)f rγ (z)
=M(J)−1(ζ(J1)f rγ (z), ζ(J2)f rγ (z), ..., ζ(J2N )f rγ (z))T
=M(J)−1

f ◦ π|−1
(Grγ)
J1
(PJ1,N (z))
f ◦ π|−1
(Grγ)
J2
(PJ2,N (z))
...
f ◦ π|−1
(Grγ)
J
2N
(PJ
2N,N
(z))

=M(J)−1

∑+∞
n=0
1
n!PJ1,N (z − z0)n(f ◦ π|−1(Grγ)J1 )
(n)(PJ1,N (z0))∑+∞
n=0
1
n!PJ2,N (z − z0)n(f ◦ π|−1(Grγ)J2 )
(n)(PJ2,N (z0))
...∑+∞
n=0
1
n!PJ2N,N (z − z0)n(f ◦ π|−1(Grγ)J2N )
(n)(PJ
2N,N
(z0)))

=
+∞∑
n=0
1
n!
M(J)−1((x− x0) + (y − y0)DN (J))nA
=
+∞∑
n=0
1
n!
((x − x0) + (y − y0)σN )nM(J)−1A
=
+∞∑
n=0
1
n!
(z[N ] − z[N ]0 )n(f (n))rγ(z0)
(52)
for each z ∈ Brγ , where
A :=

(f ◦ π|−1
(Grγ)
J1
)(n)(PJ1,N (z0))
(f ◦ π|−1
(Grγ)
J2
)(n)(PJ2,N (z0))
...
(f ◦ π|−1
(Grγ)
J
2N
)(n)(PJ
2N,N
(z0)))
 .
And thanks to (29) and (30),
IN (f rγ )(z) =ζN (i)(
+∞∑
n=0
(
1
n!
(z[N ] − z[N ]0 )n(f (n))rγ(z0)))H
=
+∞∑
n=0
1
n!
((z(N) − z(N)0 )n · ζN (i)(f (n))rγ(z0)H)
=
+∞∑
n=0
1
n!
((z(N) − z(N)0 )n · IN ((f (n))rγ)(z0))
(53)
for each z ∈ Brγ . And since (50), then
IN (f rγ ))(n)(z0) = IN ((f (n))rγ)(z0), ∀ n ∈ N.
And according to (53), we have
IN (f rγ ))(n)(z) = IN ((f (n))rγ)(z), ∀ z ∈ Brγ and n ∈ N.
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Hence
IN (f rγ )(n) = IN ((f (n))rγ), ∀ n ∈ N.
And thanks to (51), (49) holds. 
9. Final remarks
We have developed some fundamental concepts and results of the theory of slice
regular functions on Riemann slice-domains over quaternions. However, we can not
discuss singular points of slice regular functions on Riemann slice-domains, e.g.,
the condition “f s(q) 6= 0” in Proposition 7.17 is not intrinsic. It is necessary and
might be possible to introduce a “slice-analytic space” with singularities.
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