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Abstract 
Vohra, R.V. and N.G. Hall, A probabilistic analysis of the maximal covering location problem, Dis- 
crete Applied Mathematics 43 (1993) 1755183. 
Under a variety of different random models of the maximal covering location problem, we show that 
the relative error of a randomly generated solution converges to zero in expectation as problem size 
grows. We prove similar results for the relative error between the optimal integer and fractional solu- 
tions to the problem. Suppose that randomly generated instances of this problem are used to test 
heuristics. One consequence of our results is that we should expect the mean relative error of a heuristic 
to be better than that of randomly generated solutions, if the heuristic is to be considered useful. 
1. Introduction 
The maximal covering location problem (MCP) is a mathematical problem used 
in deciding the location of emergency facilities such as fire stations and oil spill 
response centers [2,4, 1 I]. We are given a collection of m demand centers (say, 
potential oil spill regions) and a set of n potential facility locations. Each possible 
facility location is said to cover a group of demand centers if it can service, or meet 
the demands of, these centers. Associated with each demand center is a positive 
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number or weight wi, representing the importance of covering that demand center. 
The object is to select K (sn) of the potential facility locations so as to maximize 
the sum of weights of demand centers covered. 
To formulate MCP as a mathematical program let: 
1, if facility site j is chosen, j = 1, . . . , n, 
Xj = 
0, otherwise, 
if demand center i is covered, i= 1, . . . , m, 
1, if facilityj covers demand center i, i= 1, . . . . m, j= 1, . . . . n, 
a;. = 
0, otherwise. 
Then MCP takes the form: 
Z=max i;, W;Y;, (MCP) 
s.t. i U,jXjZYi, i=l,..., m, 
j=l 
Xj=O,l,j=l,...,n, 
y,=O,l, i=l,..., m. 
Clearly, a polynomial algorithm for MCP with arbitrary value of K would imply 
a polynomial algorithm for the set covering problem which is well known, [6], to 
be NP-hard. Hence MCP is NP-hard. In this paper we will analyze, from both a 
worst-case and a probabilistic viewpoint, the behavior of some heuristics for MCP. 
Specifically, in Section 2 we describe a simple greedy heuristic for MCP that 
produces a solution no smaller than max{K/n, 1 - (1 - l/K)K} times the optimal. In 
Sections 3, 4 and 5 we prove, under three different random models of MCP, that 
the relative error of a randomly generated solution converges to zero in expectation 
as the size of the problem increases. Suppose that randomly generated instances of 
MCP are used for the testing of heuristics. Then an important consequence of this 
paper is that the results of such an empirical test will only be taken to show good 
performance (with respect to mean relative error) if those results provide evidence 
of performance superior to a randomly generated solution. We will also show that 
the relative difference between optimal integer and fractional solutions converges to 
zero in expectation. This last result provides some theoretical confirmation for a 
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conclusion reached by empirical observation, [lo]. For results of a similar flavor for 
related problems the interested reader is referred to [l, 6,7,12,13]. 
2. The greedy heuristic 
The first heuristic we study is a simple “greedy” one. Before describing it we in- 
troduce some notation. For any S c { 1,2, . . . , m} let w(S) = CiEs Wi. For all 
j=l ,..., n let S,={i: a,j=l}. 
GREEDY. 
Step 1. Set r=O, Xj=O, j= 1, . . . . n. 
Step 2. Find the index q E { 1, . . . , n} that maximizes W(Sj)* 
Step 3. Set x4 = 1 and r = r + 1. If r = K, stop, feasible solution found. 
Step 4. For all je{l,..., n}, set Sj = Sj\S, and return to Step 2. 
Let 2, denote the value of the solution x1,x2, . . . ,x, returned by GREEDY, i.e., 
the total weight of demand centers covered. 
Theorem 1. Z,/Z~max{K/n, 1 -(l- l/K)K}. 
Proof. Let_/(C)= Cy=“=, W;lTlaXj,c ,J a.. for any set C of facility sites. Then, it is easy 
to see that f(0) = 0 and that f is submodular, i.e., f(A) + f(B) ?f(A U B) +f(A tl B) 
for all A,Bc (1, . . . . n}. Hence, 
Z = max f(C), 
s.t. 1 C 1 =K, 
cc {l,...,n>. 
Problem MCP is thus the problem of maximizing a submodular function and 
GREEDY is the standard myopic heuristic for this problem. So, invoking a result 
of [5,9] we obtain: 
K 
Z,/Zrl- 1-i . 
( > 
Let the indices selected in Step 2 of GREEDY be numbered 1,2,3, . . ..K. Let SJ! 
denote the set Sj at the rth iteration of Step 2. Observe that the sets Sii, S;, . . . , S,” 
(if we allowed GREEDY to continue despite the fact that r>K) form a partition 
of {l,..., m>. Hence, by Step 2 of the heuristic: 
z,=rgl w(s:)P; rfi, w(s;)Z i w,. 
n r=l 
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However, ZS Cy=, w;. Thus, Z,/ZrK/n. Clearly, Z,/Z must be at least as large 
as the larger of its two lower bounds, hence: 
Zo/z>max[f,l-(l-+)x]. 0 
3. Random model I 
In the first random model of MCP we assume the wi are independent identically 
distributed random variables in [0, l] with finite mean p and variance 02. We also 
assume that for 1 ~i~rn, 1 ~j<n, ai, = 1 with probabilityp, and aij =0 with prob- 
ability 1 -p, independently of the other aij. This allows for the possibility that the 
covering matrix A =(ajj) contains a row of zero entries. To prevent this, we 
eliminate any row containing only zero entries, and generate the row anew until it 
contains at least one nonzero entry. This has the effect of making the entries in a 
row dependent, but entries in different rows are still independent. We shall show 
that a randomly generated solution to MCP under these assumptions is likely to be 
optimal. Results of this kind have been obtained in [7,12] for the set covering prob- 
lem, under essentially the same assumptions. 
Let R be any set of K columns of the A matrix. Without loss of generality we can 
take R to be columns { 1,2, . . . , K} . Let Z, = C y= I Wimaxj, R aij. Clearly, Z,. is the 
value of a randomly generated solution. 
Theorem 2. @Z,.)/,?(Z) 2 1 - (1 -P)~. 
Proof. 
( 
171 
E(Z,) =E c Y 7;; ati 
I=1 > 
= t IIE(y;au) 
i=l 
2mp(l -(I -P)~) 
because there is at least one nonzero entry in row i. Now, E(Z)sm,u and so the 
result follows. q 
Note that Theorem 2 does not allow us to conclude that Z/Z- 1 in expectation 
as n, K- 03. However, the next result does so. 
Theorem 3. E(Z,/Z)> 1 - (1 -P)~. 
Proof. Let Qi=maxjER a;], i=l,...,m, and L=(cy=i w;Q;)(Cy=, wi)-‘. Clearly 
Z,/ZrL. Let I,, . . . . I,, be m numbers in [O, 11. We will compute the expectation of 
L conditional on wi falling in a small interval above ti, for i = 1,. . . , m. Then, 
The maximal covering location problem 179 
E(L / t;Iw;It;+Llt; Vi)lE 
m (t;+dt;)Q; c 
i=l Cy=“=, ti > 
Similarly, 
E(L 1 tilW;~t;+dti Vi)r 
Now, 
E(L 1 lip W,~tj+dti Vi) 
E(Qi)Pr(wis t, Vi)dt,...dt, 
=E(Qi). 
Similarly, E(L)2 E(Qi) 3 E(L) = E(Qi) I 1 - (1 -P)~. q 
In order to study the asymptotic behavior of 2 and Z,, we need to specify how 
m and K behave as n grows. We shall assume that both m and K grow with n. We 
do not restrict in any way the rate at which they grow. 
Theorem 4. Z,/m, Z/m + p almost surely as n + 03. 
Proof. Z,/m = (l/m) I;=, WiQi. NOW, WiQi can be treated as a single random 
variable and it has finite mean. So, by the Law of Large Numbers, Z,/m-E(wiQi) + 0 
almost surely as m + 03. But E(wjQi) -+ p as K--t 03. Since by assumption m and 
K + 03 as n + 00, it follows that Z,/m + ,D almost surely as n -+ 03. 
Now Z,./m 5 Z/m I (l/m) Cy’, Wi + ,D almost surely as n --t 03. Hence, Z/m -+ ,a 
almost surely as n --f 00. 0 
Corollary. Zr/Z + 1 almost surely as n -+ 00. 
Thus, the random selection heuristic is asymptotically optimal. It has been 
observed [lo] that the LP solution to MCP is frequently very close to the optimal 
integer solution. Our next result attempts to make this observation precise. Let Z,, 
denote the optimal objective function value to MCP when the integrality constraints 
are dropped. 
Theorem 5. For m fixed and K< n, mp - E(Z,,) -+ 0 as K, n + 03. 
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Proof. Clearly E(Z,,) I rnp. Consider the solution Xj = K/n for all j . This is clearly 
feasible for the LP relaxation of MCP. Hence 
Let u = rn/Kl. A straightforward calculation shows that 
Hence: 
m,u-E(Z,,)sm,u jg, r #Cl-PI”-j- i (n)pj(l_p)“-j 
i 0 j=u J 
For K sufficiently large, l/K<p, so, 
mp-E(Z,,)smp(l--t) y$i (J)pj(l -p)“-j-+0 
as n + 03 by the Chernoff bounds [3]. 0 
It is now an easy matter to deduce that E(Z)/E(Z,,) + 1 as m, K and n -+ 03. 
4. Random model II 
It has been pointed out, [lo], that instances of MCP where the column sums of 
the A matrix are close to being equal are much more difficult to solve computa- 
tionally than when there is great variability in the column sums. The reason for this 
is that the gap between Z,, and Z tends to be larger than usual, so increasing the 
amount of time branch and bound or dual ascent procedures take to solve MCP. 
We introduce random model II as a model of instances of MCP where the column 
sums of A are close to being equal. 
As before we assume the Wi are independently and identically distributed in [0, l] 
with finite mean ,D. In this second model, the number of ones in each column of 
A will be treated as independent draws from a Poisson distribution with mean A, 
where A = Lcmj and c < 1. Once the number of nonzero entries for each column has 
been specified, those entries will be distributed with equal probability among the m 
rows of that column. Note that this procedure is not guaranteed to produce a matrix 
without a row of zeros. 
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We will use the same notation as in Section 3. The analysis for this model differs 
in the calculation of Pr(maxj.. oij = 1). 
Lemma 6. 
Proof. We will compute Pr(lTlaXje~ au =O). Because the nonzero entries in each 
column are no longer independent, 
= [Pr(a;, = O)lK 
= m-f’ (mid e:ArjK L r=O 
= l _$ y L 
e-Air-l K 
___ 
I r=l (r-l)! . 
Using the fact that Pr(maxj.. aij = 1) = 1 - Pr(maxj,, ai, =0), we get the required 
result. 0 
Let am= C~:,‘e~*~‘-‘/(r- l)!. It is easy to see that lim,,, am= 1. Now us- 
ing the same arguments as in Theorems 2 and 3 we obtain the following: 
Notice that the right-hand side quantities of (1) and (2) go to 1 as n, K, m + 03. 
5. Random model III 
The third random model we consider is a geometrical one. Here we place n points 
independently and uniformly in the unit square. These points represent both de- 
mand centers and potential facility locations. Label these points 1, . . . , n. A point 
will “cover” another point if the two are at most d units in distance apart. In effect 
ati = 1 if i and j are at most d units apart for all i, j = 1, . . . , n, and a0 = 0 otherwise. 
We make the same assumption about the distribution of the wi as in Sections 3 and 
4. 
Two observations are in order before proceeding. If d is fixed or grows with n 
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then, for K sufficiently large, MCP becomes trivial to solve. Alternatively, if d 
declines too rapidly with n, say d2=n- ‘-’ then with probability tending to one as 
n+03,aij=Oforalli,j=1 ,..., n. We therefore want d2 to decrease with n (or K) 
but not as rapidly as n - I-‘. 
Theorem 7. E(Z,)/E(Z) -+ 1 for d = 0(1/K), K = O(fi). 
Proof. 
wi max aij 
jcR 
=E(~Rw;)+E(i~Rwi~RXaii) as;yh point ieR covers 
> 
=K/1+(n-K)lrE(~~a,.,,j). 
The probability that a single point whose label is in the set R is not within d units 
of the point labeled K+ 1 is 5 1 -nd2/4. Hence, the probability that at least one 
point in R is within d units of K+ 1 is 2 1 - (1 - nd2/4)K. 
Thus, E(max aK+ ,,] ) L 1 - (1 - nd2/4)K, and so: 
E(Z,)aKp+(n-K)+(L$)*] 
=K+f~+np[l+$)h]. 
Hence, 
z>t(l-fr+l-(1-Tr-1 asn-t03, 
hence the result follows. 0 
Observe that under random model III, 
Pr = Pr(r points cover point i) 
= Pr(a point is within distance d of i)‘- ’ 
x [l -Pr(a point is within distance d of i)]“-’ 
Hence, using an argument similar to the one used in Theorem 5, we can prove that 
E(Z)/E(Z,,)-+ 1 as n+cx, as well. 
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Conclusions 
We have shown that the relative error of a randomly generated solution to MCP 
converges to zero in expectation as problem size grows. This result is quite robust, 
as it holds for at least three different random models of MCP. An interesting ques- 
tion for future investigation is whether these results can be strengthened to almost 
sure convergence. It would also be interesting to study the behavior of solutions for 
MCP under random model III for growth rates of K other than O(fi). 
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