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ABSTRACT
Indoor localization is of particular interest due to its immense practical applications. However,
the rich multipath and high penetration loss of indoor wireless signal propagation make this task
arduous. Though recently studied fingerprint-based techniques can handle the multipath effects,
the sensitivity of the localization performance to channel fluctuation is a drawback. To address
the latter challenge, we adopt an artificial multi-layer neural network (MNN) to learn the com-
plex channel impulse responses (CIRs) as fingerprint measurements. However, the performance
of the location classification using MNN critically depends on the correlation among the training
data. Therefore, we design two different decorrelation filters that preprocess the training data for
discriminative learning. The first one is a linear whitening filter combined with the principal com-
ponent analysis (PCA), which forces the covariance matrix of different feature dimensions to be
identity. The other filter is a nonlinear quantizer that is optimized to minimize the distortion in-
curred by the quantization. Numerical results using indoor channel models illustrate the significant
improvement of the proposed decorrelation MNN (DMNN) compared to other benchmarks.
INTRODUCTION
The booming manufacture of smartphones and wearable devices has spurred the development of
advanced localization techniques. Better services to the users of smart devices can be offered if
precise location information is available to the service providers [1]. There have been numerous
indoor localization techniques that exploit surrounding networks (e.g., a group of base stations,
access points, and local sensors) to calculate the coordinates of active devices by measuring uplink
signals [1–3]. However, these ranging techniques pose critical challenges in an indoor environment
due to the severe signal attenuation and rich multipath of indoor signal propagation [4], limiting
their accuracy. Instead of ranging coordinates, classifying a location zone in an indoor context
(e.g., room or office numbers) was the focus of the work in [2,3,5], referred to as fingerprint-based
localization technique.
1
ar
X
iv
:1
90
8.
02
01
4v
1 
 [e
es
s.S
P]
  6
 A
ug
 20
19
The fingerprint-based techniques adopt a radio map by matching an online measurement to the
offline training measurements [2, 3, 5]. The K-nearest neighbors [5] and support vector machine
(SVM) [2] have been popularly studied. Though these approaches are immune to multipath effects,
they have inherited limitations [1, 4]. First, the localization performance considerably varies with
the choice of fingerprint measurements, such as time-of-arrival (ToA) and received signal strength
(RSS), at different locations. Second, the performance is sensitive to channel fluctuations. Third,
the ToA or RSS fingerprint measurements are susceptible to in-band interference. These limitations
constitute obstacles in the practical application of fingerprint-based localization techniques.
In this paper, we explore an artificial multi-layer neural network (MNN)-based machine learning
framework to overcome the above limitations. We go beyond the prior approaches [2, 3, 5], and
propose a framework that learns the channel impulse responses (CIRs), which are measured by
multiple distributed sensors. Because the CIR captures the particulars of the channel propagation
environment, it can be exploited to enhance the indoor localization performance [1]. Main reasons
for the limited application of MNN to localization are the large training overhead and the restrictive
degree of classification accuracy, which is caused by the high correlation between channel mea-
surements collected from adjacent regions. If the training dataset is highly correlated, a deep neural
representation after training is also highly entangled across nodes because any subtle fluctuations
in the correlated input will modify most of the entries in the MNN, leading to unreliable classifica-
tion performance [6]. To tackle this issue, we propose, in this paper, a class of decorrelation filters
applied to the training dataset prior to training MNN.
We design two different types of decorrelation filters. The first one is whitening transformation
combined with principal component analysis (PCA), which is linear and invertible. The PCA al-
gorithm finds the major features of the training data and the whitening filter removes the correlation
among the features. The second decorrelation filter employs a nonlinear quantization transforma-
tion. By leveraging statistical information of the training data, we design an optimal quantizer
that minimizes the distortion caused by the quantization. We numerically show that the proposed
decorrelation MNN (DMNN) remarkably outperforms both the conventional MNN and SVM [2]
and it achieves an inspiring mis-classification rate around 3− 4%.
Notation
A bold lower case letter a is a vector, a bold capital letterA is a matrix, and IM denotes theM×M
identity matrix. a(i : j) denotes the subvector formed by taking the ith to jth entries of a, and
A(i, j) is the ith row jth column element of A. AT represents the transpose, Vec[A] stacks all
the elements in the set A into a column vector, and Card(A) is the cardinality of A. Var(a) is the
covariance matrix of a, and E(·) is the expectation. We denote <(a) and =(a) as the real part and
imaginary part of a complex number a, respectively. Given f(·) : R 7→ R, we denote for a vector
a ∈ Rn×1, f(a) = [f(a(1)), . . . , f(a(n))]T ∈ Rn×1.
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SYSTEMMODEL AND PROBLEM FORMULATION
SYSTEM MODEL
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Figure 1: System model of an indoor office environment.
We consider an indoor uplink channel from a single-antenna user to L distributed single-antenna
sensors as shown in Figure 1. There are K clustered and equal-sized offices in Fig. 1. Each user
is located in an office and the sensors are distributed uniformly. Define the fingerprints as the
CIRs measured from the center of each office room to the distributed sensors. We model the CIR
measurement from the kth fingerprint location to the `th distributed sensor as a wideband multipath
block-fading channel [7],
hk`(t) = [h
1
k`(t), h
2
k`(t), . . . , h
D
k`(t)], (1)
where t denotes the tth time slot, D is the number of multipaths, and k = 1, . . . , K and ` =
1, . . . , L. The hdk`(t) in (1) can be rewritten as hk
d
` (t) = A
d
k`(t)e
jθdk`(t), d ∈ {1, 2, . . . , D}, where
Adk`(t) = |hdk`(t)| and θdk`(t) = arg(hdk`(t)) with θdk`(t) being a uniform random variable, uniformly
distributed in the interval [0, 2pi]. We further model Adk`(t) as [3]
Adk`(t) = h
d,small
k`
√
hd,largek` (t). (2)
hd,largek` (t) ∈ R is the large-scale fading component and it follows the multi-wall room-level channel
propagation model in 3.5 GHz [8, 9], which is given by in dB,
hd,largek` (t) = P
d
s (t)− (2log10r + 3nwall + 0.2ndoor) [dB], (3)
where P ds (t) [dB] is the effective isotropic radiated power for the dth path, r [m] is the distance
from the indoor user to the sensor in meters, the pre-log factor 2 in (3) denotes the 2 dB loss per
meter in free space, nwall is the number of concrete walls (3 dB loss per wall), and ndoor is the
number of doors (0.2 dB loss per door). We assume in this work P ds (t) follows the international
telecommunication union (ITU) indoor office channel model in [10]. hd,smallk` is a stationary, inde-
pendent, and identically distributed Gaussian random variable, i.e, hd,smalljk ∼ N (µ, σ2), modeling
indoor small-scale fading caused by the user’s random position within an office. Because the CIRs
in adjacent offices experience quite similar signal propagation environments, the amplitudes of
them are highly correlated.
The CIR estimation is a well-studied area with various accurate and practical estimation algorithms
3
being developed [11, 12]. Hence, we assume, in this work, perfect CIR knowledge available and
focus on the development of a fingerprint-based localization technique.
SUPERVISED LEARNING FOR LOCALIZATION
The goal is to directly classify the office number in Figure 1 by observing uplink CIRs from a
wireless device in the office. This regression problem can be formulated as a supervised machine
learning problem that learns a specific office number from the offline measurements and then takes
the online measurement to classify the office number.
We denote the offline training data set as D = {D1, . . . ,DK} where Dk = {(xk(t),yk(t))}Nt=1 and
N is the number of input-output training data pairs. The input in Dk is given by
xk(t) = Vec[{(<(hdk`(t)),=(hdk`(t)))|d = 1, . . . , D, ` = 1, . . . , L}] ∈ R2DL×1,∀t.
The output yk(t) in Dk is given by yk(t) = ek, where ek is the kth column of IK . Then, the
supervised learning task is equivalent to finding a mapping function f , which maps the 2DL × 1
dimensional input data xk(t) to yk(t),
f(·) : xk(t) 7→ yk(t) ∈ Sy = {e1, . . . , eK}, ∀k, t.
Based on the training data set D, the f(·) design problem can be formulated as
f˜(·) = argmin
f(·)
1
NK
K∑
k=1
N∑
t=1
‖f(xk(t))− yk(t)‖22. (4)
There exist numerous approaches that handle the problem in (4). Among those, artificial MNNs
[13] has recently received tremendous attention due to its capability to learn complex relationships
between input xk(t) and output yk(t), ∀k, t.
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Figure 2: Block diagram showing a multi-layer neural network (MNN).
MNN is a deep learning model that consists of three parts, i.e., the input layer, hidden layer, and
output layer as shown in Figure 2. The numbers of neurons at the input layer and the output layer
are determined by the dimensions of the input data (xk(t) ∈ R2DL×1) and the output data (yk(t) ∈
RK×1), respectively. It models the mapping function f(·) via multiple nonlinear transformations of
4
M hidden layers. The mth hidden layer represents a mapping gm(rm−1) : RNm−1 7→ RNm , where
rm−1 ∈ RNm−1 is the output of the (m− 1)th hidden layer, and the mapping function is given by
rm = gm(rm−1) = σ(Wmrm−1 + bm). (5)
In (5), Wm ∈ RNm×Nm−1 is the weight matrix and bm ∈ RNm is the bias vector at the mth hidden
layer. The σ(·) in (5) is an activation (simple) function.
There are several choices for activation function σ(·), such as the linear σ(x) = x, sigmoidal
σ(x) = 1
1+ex
, and rectified linear unit (ReLU) σ(x) = max(0, x). In general, the linear activation
function is applied to the input layer, the sigmoidal function is used for predicting the probability,
and the ReLU function is used to increase the sparsity of the weight matrices [14]. For multiclass
learning and classification, the sigmoidal activation function has been proven to be effective [14].
The stochastic gradient descent (SGD) algorithm [13] is a popularly-adopted MNN training ap-
proach that designs the set of weight matrices and bias vectors {Wm,bm}Mm=1 of MNN in Figure
2, based on the training data set D.
GENERAL DESCRIPTION OF THE PROPOSED TECHNIQUE
Though the traditional MNNs can be employed directly for our indoor localization task, the col-
lected CIRs from one office area is highly correlated with those from adjacent office areas because
of richly scattered indoor wave propagation environments. When an MNN is trained in such an
environment, it reders a highly entangled representation for the trained MNN, which critical dete-
riorates the classification performance [6]. The proposed remedy is to design a decorrelation filter
that reduces the correlation among the training setD prior to training. The entire proposed DMNN
structure is illustrated in Figure 3.
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Figure 3: Block diagram showing the proposed decorrelation MNN (DMNN).
DECORRELATION MNN FOR INDOOR LOCALIZATION
In this section, we propose a DMNN model for indoor localization as shown in Figure 3. Two
decorrelation filters to preprocess the input training data are proposed, one by using the PCA-
Whitening technique [15], which is linear, and the other by leveraging the optimal quantizer design
[16], which is non-linear.
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LINEAR DECORRELATION FILTER DESIGN
A whitening filter is a linear projection that decorrelates each element of a random vector by trans-
forming its covariance matrix into the identity matrix. We let the training input data {{xk(t)}Nt=1,∀k}
be KN realizations of a random vector x = [x1, . . . , x2DL]T whose covariance matrix is given by
Var(x) = Σ ∈ R2DL×2DL. Then a whitening filter T ∈ R2DL×2DL is designed to transform x to
a random vector z = Tx such that Var(z) = I2DL, which is satisfied if the whitening matrix T
obeys
TΣTT = I2DL. (6)
Note that the T satisfying (6) is not unique because any left rotation of T, RT, where R ∈
R2DL×2DL is a unitary matrix, also satisfies (6). Hence, a general form of the whitening matrix is
expressed as T = RΣ−
1
2 , where RRT = RTR = I2DL.
An important criterion when desining a whitening filter is to maintain the variance of z = Tx
to be as close as the variance of x [17]. For instance, if the values of x increase, the values of
z vary proportionally to x. The similarity between z and x can be reasonably quantified by the
cross-covariance matrix
Φ , cov(z,x) = TΣ = RΣ 12 ∈ R2DL×2DL.
Hence, the goal is to optimize R to maximize the minimum entry of Φ, i.e.,
Ro = argmaxR mini,j Φ(i, j) subject to R
TR = RRT = I2DL. (7)
However, the problem in (7) does not admit a closed-form expression. To circumvent, we propose
to relax the criterion in (7) to maximizing the sum of squared elements of Φ, i.e.,
2DL∑
i=1
2DL∑
j=1
Φ(i, j)2 =
2DL∑
i=1
2DL∑
j=1
cov(zi, xj)2. Hence, it turns to the squared frobenius norm maximization problem:
R? = argmaxR ‖Φ‖2F = argmaxR tr(RΣRT ) subject to RTR = RRT = I2DL. (8)
Given the singular value decomposition Σ = UΛUT , where UTU = UUT = I2DL and Λ ∈
R2DL×2DL is a singular value matrix with the ith largest singular value at position (i, i) for i =
1, . . . , 2DL, the solution to (8) is R? = UT , which gives the whitening filter
T = Λ−
1
2UT . (9)
NONLINEAR DECORRELATION FILTER DESIGN
An alternative method for decorrelating the training data is quantization. A well-designed quantizer
can force highly correlated data into a distinct discrete grid to make them separable [16]. We
assume for tractability that the elements of the training input data {{xk(t)}Nt=1,∀k} are 2KDLN
realizations of a random variable x that follows Gaussian distribution with mean υ and variance
ς2, i.e., x ∼ N (υ, ς2). Here, the Gaussian assumption simplifies the analysis and quantization
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algorithm development. Define Ψ = {q1, . . . , qM} as a scalar quantization grid with level M , and
then the real line R is partitioned into M disjoint intervals as {Vi}Mi=1 where
Vi = {x ∈ R : |x− qi| = min1≤j≤M |x− qj|}. (10)
Mathematically, the element-wise quantization function Q(x) : x ∈ R 7→ Ψ with M distinct levels
can be expressed as Q(x) ,
M∑
i=1
qi1Vi , where 1Vi is an indicator function.
The resulting squared quantization distortion of Q, i.e., the squared difference between the input
and the quantized value, is given by
eQ(Ψ) = E|x−Q(x)|2 =
M∑
i=1
∫
Vi
|qi − τ |2√
2piς2
e−(τ−υ)
2/2ς2dτ. (11)
Then an optimal quantizer design problem is to find a finite set Ψ = {q1, . . . , qM} by minimizing
the distortion in (11), namely,
Ψ? = argminΨ eQ(Ψ) subject to Card(Ψ) = M. (12)
Since the distortion function in (11) is continuously twice differentiable, an optimal quantizer is
obtained by finding Ψ that satisfies
∂eQ(Ψ)
∂qi
= 0, 1 ≤ i ≤M. (13)
The fixed point equations in (13) can be numerically solved by using a line search algorithm. In this
paper, we adopt the Newton-Raphson method to iteratively solve them. We let [(qi + qi−1)/2 (qi +
qi+1)/2] be each partition of Vi. Then we have
eQ(Ψ) =
M∑
i=1
∫ (qi+qi+1)/2
(qi+qi−1)/2
|qi − τ |2√
2piς2
e−(τ−υ)
2/2ς2dτ. (14)
Starting from the initial {q(0)1 , . . . , q(0)M }, the Newton-Raphson method iterates for n = 1, 2, . . . the
recursion equation
q
(n+1)
i = q
(n)
i − α(n+1)
[
∂2eQ(Ψ)
∂2q
(n)
i
]−1
∂eQ(Ψ)
∂q
(n)
i
,∀i, (15)
where α(n+1) is the step size. It is shown that the recursion in (15) converges to the solution
{q?1, . . . , q?M} based on the central limit theorem [18]. Finally, after a sufficient amount of itera-
tions, the designed quantizer Ψ? = {q?1, . . . , q?M} is used to quantize the input of MNN.
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NUMERICAL SIMULATIONS
In this section, we numerically demonstrate the proposed DMNN techniques for indoor localiza-
tion. An indoor office environment with length 60 m and width 9 m is modeled as shown in Figure
4. There are K = 15 offices of equal size, 4 m × 4 m, and L = 3 distributed sensors with 30 m
separation. It also shows 15 fingerprints (◦) and offline training measurements locations (+). We
set the mean and variance of hd,smallk` , ∀`, k, d as (µ, σ2) = (1, 0.1) and the number of multipath
as D = 3. The MNN in Figure 3 is implemented to have 4 hidden layers, where the numbers
of neurons of the 4 hidden layers are, respectively, 100 − 200 − 100 − 50. Specifically, the first
hidden layer is chosen as ReLU layer and others are sigmoidal layers. We collectN = 100 training
measurements at the training signal-to-noise ratio (SNR) 20 dB. Based on the ITU indoor office
channel model [10], we set P 1s (t) = 20 dB, P
2
s (t) = 16 dB, and P
3
s (t) = 10 dB in (3), ∀t.
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Figure 4: Layout of an indoor office environment with 15 offices and 3 sensors.
Figure 5 compares the mis-classification rate of the proposed DMNN to MNN in Figure 2 and
SVM in [2], where MNN is the same as the proposed DMNN except for the decorrelation filter. In
Figure 5, we denote DMNN with quantization as QMNN and DMNN with whitening as WMNN.
M = 10 distinct quantization levels are considered for QMNN. Interestingly, WMNN and QMNN
remarkably outperform both benchmarks MNN and SVM. QMNN and WMNN achieve a mis-
classification rate of around 3–4% at SNR = 20 dB, which demonstrates significant performance
enhancement of the proposed DMNN.
We also evaluate the impact of the number of distributed sensors on the localization performance
when the number of offices is doubled, i.e., K = 30 in Figure 6. It is shown in Figure 6 that the
proposed DMNNs can achieve a mis-classification rate around 12% when the number of distributed
sensors are keptL = 3 as in Figure 5. However, when the number of sensors increases toL = 5, the
proposed DMNNs achieve the mis-classification rate around 3–4%. A more number of distributed
sensors improve the classification performance because of the enhanced spatial diversity.
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Figure 5: Comparison of the proposed DMNNs with SVM and MNN (K = 15, L = 3, D = 3, N = 100).
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Figure 6: The proposed DMNNs with different number of sensors (K = 30, D = 3, N = 100).
CONCLUSIONS
In this paper, we proposed DMNN-based indoor localization techniques to address the previously
beset indoor localization challenges. To reduce the correlation among the training data, we pro-
posed the linear whitening filter and the nonlinear quantizer. Through the numerical simulations,
we demonstrated significantly improved mis-classification performance. These reveal the great
potential of the proposed DMNNs to be adopted as a practical indoor localization technique.
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