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ABSTRACT
SIGNAL TRANSMISSION IN EPITHELIAL LAYERS
by
Filippo Posta
Cell signaling is at the basis of many biological processes such as development, tissue
repair, and homeostasis. It can be carried out by different mechanisms. Here, we are
focusing on ligand mediated cell-to-cell signaling in which a molecule (ligand) is free
to move into the extra-cellular medium. On the cell layer surface, it can bind to its
molecule-specific receptors located on the cell plasma membrane. This mechanism is
the subject of many experimental and theoretical studies on many model biological
systems, such as the follicular epithelium of the Drosophila egg, which motivates this
work·
Here, we present a general mathematical model that incorporates the processes
that characterize ligand mediated intercellular signaling in epithelial layers, and we
study this model under various assumptions. This model is characterized by nonlinear
reaction-diffusion type dynamics· The nonlinearities mainly arise at cell layer where
feedbacks can be generated through e.g· ligand mediated ligand release. A direct
consequence of this nonlinear behavior is a possibility of existence of multiple steady
states and traveling wave solutions. In this thesis, we investigate these types of
solutions numerically and analytically.
Looking for steady solutions of parabolic reaction-diffusion equations leads
to nonlinear elliptic boundary-value problems. We take advantage of this property
and develop an extension of the method of Optimal Grids for elliptic problems· We
call this method Compensated Optimal Grids. We present its application and study
its convergence properties· Ultimately, we show that this method can be spectrally
accurate when applied to two dimensional problems, and fourth order accurate in the
three dimensional case, despite the use of simple nearest-neighbor stencils.
We conclude our study by investigating signal transmission in the presence of
bulk degradation. In particular, we study the multiplicity of steady states and con-
struct traveling waves solutions for a mathematical model that accounts for degrada-
tion in the bulk, also obtaining biophysical conditions in which signal transmission is
possible.
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CHAPTER 1
INTRODUCTION
Advances in the technologies that are used to investigate the physical world are con-
stantly reshaping the modus operandi of scientists. As a result, the classical fields of
science do not exist as semi-isolated compartments, and "interdisciplinary" is the rule
rather than the exception of most research projects. Biological and Medical studies
provide the most obvious example of this change of times· In these fields, there is
a necessity of Mathematicians, Physicists and Statisticians to model and interpret
the data that new technologies are able to produce. Nowadays, it is not uncommon
for outstanding scientists (e·g. the mathematician J.D. Murray) to not only provide
a mathematical description of a certain medical condition (e.g. tumor growth), but
also to suggest the best way to treat it [55, 76, 77]. In [77], the authors constructed a
mathematical model to study the dynamics of serum prostate-specific antigen (PSA),
a marker for prostate cancer. The value of PSA is usually used to screen patients for
prostate cancer, it is a very common yet painful procedure. And it has been proved
clinically (see references in [77]) that from the level of detected PSA it is possible to
see if prostate cancer is forming or if the patient could have prostate cancer in the
future. There is an anomaly, however; some patients could have low level of PSA
and still develop prostate cancer. Through the analysis of their mathematical model,
the authors were able to give an explanation of this anomaly. They showed that
the patients that develop prostate cancer after showing low level of PSA have fast
changing PSA levels, and therefore they need to have their levels checked more often
to establish this trend and catch the tumor in time.
This Ph.D. thesis too is the product of an interdisciplinary collaboration in
which we investigate (through the analysis of problem-specific mathematical models)
1
2some of the genetic and biochemical events that can lead to spatial patterning in a
certain biological model (e.g. epithelial layers of drosophila).
Spatial patterning is a central problem in the field of developmental biology
[55], and also applies to many other physiological contexts [28]. Developmental bi-
ology is the branch of biology that focuses on the evolution of an organism from its
early embryonic stages to its adult form. Researchers in the field are investigating
such problems as dynamics of cell growth, cell differentiation, and morphogenesis. Un-
derstanding these mechanisms will shed light on many open-ended questions, some
of which, we might have asked ourselves, such as what determines the spots on a
leopard, or the stripes on a zebra, or the proportions of a human body.
The human body, or any other mammal, develops from one single cell, the
zygote· This cell begins its development by dividing itself, creating an agglomerate of
cells (all of the same type) that constitute the early embryo. This early embryo will
ultimately evolve into an adult, consisting of 100 trillion cells of different types [45].
Biologists have been able to determine when cell differentiation and patterning takes
place, and also where the instructions for it are contained (the genome). However,
the mechanisms that govern these processes have yet to be explained in details.
Studies to understand developmental processes spiked in the late 1960s and
early 1970s. The work of many developmental biologists highlighted the importance
of positional information in development, introducing the notion of pattern formation
as spatial organization of cell differentiation [89]. A well documented in vivo model
of patterning arising from positional information was given by hydra experiments
[91, 87]. These studies showed that when the head of a hydra is cut off, and the
parts below the severed head are grafted to the body, depending on the position of
the newly grafted material, the hydra was able to regenerate either one or two heads
[71].
3Around the same period of time, theoretical work on pattern formation sprouted
from the last paper by Alan Turing [83]· His work showed how differences in the diffu-
sion constants of interacting chemicals could lead to pattern generating instabilities.
While most of the early contribution to this theory came from the work of Gierer and
Meinhardt [30] (who are still working on the subject [31]), the subject has generated
a huge amount of research and not only in Biology, but in related fields (see, e.g.
[49, 46, 56]).
From the diffusion-driven instabilities of the Turing theory, many other math-
ematical models (mainly borrowed from chemistry) had been proven to have the
capability to generate complex patterns from simple settings [53, 84, 93]· However,
none of these models had been able to capture the dynamics of a developing em-
bryo in such a comprehensive way as the Hodgkin-Huxley model did for the electrical
activity in physiology (to cite probably the most important model in physiological
literature [41]). The reasons for the (relative) shortcomings of these models is directly
correlated with the many unanswered questions that experimentalists are still trying
to address, such as the identification of key molecules, genes, etc.
Development is a highly complex process that involves many structurally di-
verse elements which operate on totally different time and length scales. For instance,
the instructions for cell development are contained in the genetic code of the cell it-
self, and the result of these instructions will correspond to an adult, fully functional
organsim [90]. It is not an easy task to determine the genetic network that determines
the foundation of a certain developmental mechanism or to closely monitor molecular
interactions that activate certain genetic patterns.
Continuing technological and methodological advances are allowing scientists
to improve the identification and monitoring of developmental processes at genetic
and molecular levels. The observations obtained from these studies have led to many
important discoveries, such as the confirmation of the existence of morphogen gradi-
4ents, and have changed the way developmental processes are modeled· In fact, this
better (albeit not yet complete) picture of the players and processes that compose the
dynamic of embryonic development in many model organisms (e.g. drosophila, xeno-
pus), has led to mathematical representations of this dynamic through mechanistic
models that can emulate each process more effectively [64, 55]· At the same time,
comprehensive developmental pattern formation models are characterized by many
different variables and parameters that characterize each process they represent·
Moreover, different processes have different time scales, length scales, and gov-
erning dynamics (e·g· activation of a genetic pathway, as opposed to the diffusion
of a ligand in the extracellular medium). When this intrinsic complexity of develop-
mental models is coupled with the lack of experimental measurements of parameters,
or the uncertainty with the precise determination of the players involved in a specific
framework, we might ask ourselves if these models are realistic at all.
The truth is that while we are still far away from being able to construct
comprehensive mathematical models of basic developmental processes, we can suc-
cessfully synthesize the available experimental results into "working" mathematical
models, and then analyze these models to obtain a better understanding of the un-
derlying biological mechanisms they try to represent [64]'.
The most successful modeling results have been obtained for Drosophila. This
is due to the fact that its genome has been completely mapped [1], and many of the
developmental processes of its embryonic stages have been characterized both in vivo,
and in vitro [28, 90].
In [32], the authors used dimensional analysis to identify the key parameters
that determine the shape of the gradient of Gurken, a morphogen acting in the devel-
opment of Drosophila egg. In particular, the authors found that to quantify the shape
of the morphogen gradient, there was no need to evaluate every single parameter in
¹ We strongly recommend this article for a more complete review of the current status of
quantitative modeling in development
5the model, but just the ratio between the ability of Gurken to diffuse and the spatial
decay of the same morphogen. This parameter is know in the engineering literature
as the Thiele modulus [86]. Essentially, it represents the ratio between the size of a
system and the spatial decay of a signal diffusing through it. Furthermore, to have
an efficient patterning this parameter should be of order one [64]. This dimensional
analysis inspired the authors of [32] to formulate a method to estimate the parameter,
obtaining a value of approximately 3, from the experiments.
We should also note that while the Thiele modulus can be directly correleted
with the shape of the gradient of Gurken, there are other morphogenic scenarios
where other dimensionless parameters seem to be more relevant. For instance, in
the case of bicoid (the first morphogen gradient to be observed experimentally) it
was assumed that the shape of the morphogen's gradient is determined (similarly
to Gurken) by the competition between the diffusivity and the degradation of the
signal, thus leading to Thiele modulus dependence [36, 34]. However, in a recent
paper [14], the authors showed that it was the competition between diffusion and
nuclear trapping that may be responsible for the shape of the bicoid gradient. This
is quite a common occurrence in a field such as rapidly evolving as Developmental
biology, hence mathematical models can change quickly as well.
Dimensional analysis, together with other common mathematical model tech-
niques, such as asymptotical studies [52] can be important tools for model analysis
and model simplification. However, the most direct method in our hands is compu-
tational analysis.
The computational studies of mathematical models are of great impact and
of great necessity, since the more complex the model, the less likely we will be able
to obtain quantitative analytical results from it. There are plenty of successful appli-
cations of numerical studies in the field of developmental biology. Some of the most
recent ones are presented in [93, 20, 63, 62]. In general, the computational analysis of
6a mathematical model is very effective in determining the feasibility and sufficiency
of patterning mechanisms, such as in [62] where it is shown that a positive feedback
loop is sufficient to generate long-range signal transmission in an idealized epithelium·
The above paragraphs represent only a brief overview of some of the general
concepts concerning modeling in developmental biology. As we proceed with the
description of the work we have done, we will also give more details about why certain
mathematical and numerical techniques are used over others. In addition, we will
discuss what we want to accomplish with every specific analysis. Before, we do that,
we want to briefly describe our approach within the aforementioned developmental
framework.
As the title suggests, this thesis aims to model intercellular signaling, since
signaling processes are of fundamental importance in development. Our work is moti-
vated by the ligand mediated signaling mechanisms that take place in the development
of Drosophila·
We will use the general mechanistic model presented in [62, 53], and elaborate
upon it with the aim of analyzing certain regimes and processes related to ligand
mediated cell communication. In particular, we are interested in the existence and
properties of traveling front of cell signaling. In fact, from some experiments we infer
that diffusion alone of cell signaling is not sufficient to explain the observed gradients.
Furthermore, the nonlinear coupling between diffusing ligand molecules and intracel-
lular chemicals can lead to the existence of multiple steady states in the mathematical
model. A known feature of bistable reaction diffusion equations is to have traveling
front solutions connecting different steady states [41, 55]. We will use some mathe-
matical and computational techniques to carry out these studies. Numerical analysis
is a centerpiece of this work· We will use it to validate our analytical results, as well
as to compare our findings with the ones in the relevant literature.
7One of our main results is the development of a numerical method tailored
to simulate our model. We called this method Compensated Optimal Grids (COG),
since it is an extension of the optimal grids method presented in [38].
There are plenty of numerical methods that can be used to solve simple prob-
lems involving partial differential equations· However, for more complicated settings
such as systems of nonlinear partial differential equations in three dimensions, these
methods either fail to work or are too computationally expensive. For instance, finite
differences methods on a uniform grids represent a very straightforward and efficient
way to discretize a partial differential equation in one dimension· However, for higher
dimensions, these methods become very computationally expensive and other meth-
ods are chosen instead. In our case, the implementation of COG allowed us to obtain
accurate solutions while minimizing the computational power needed to carry the
simulations. This is a very important aspect of modeling. Often we begin working on
a very simplified model (e.g. a one dimensional reduction of a three dimensional sys-
tem), and use standard numerical techniques such as finite differences because they
are easy and fast to implement. However, when we want to extend the model to a
more complex setup, the computational costs drastically increase, and these standard
techniques are unable to produce results in an acceptable amount of time, hence the
necessity of implementing numerical techniques that are adequate for our task·
We will use these numerical techniques together with analytical ones, to study
cell signaling in a model epithelium in presence of degradation in the bulk. In partic-
ular, we will study the multiplicity of steady states for this model and the traveling
front solutions that are expected in case of the bi-stability.
The thesis is organized as follows:
Chapter 2 We present the biological and modeling concepts regarding ligand me-
diated signal transmission. We describe the fully dimensional model that is
the starting point of our studies, and we study it under a certain set of as-
8sumptions· This first analysis is used to present some of the questions that
researchers are trying to answer using mathematical models of biological phe-
nomena.
Chapter·3 We introduce a computational approach to solve elliptic boundary value
problems in unbounded domains, and explain how this method can be effective
to simulate our model. The method that we called Compensated Optimal
Grids is an extension of the Optimal Grids method that was introduced by
Druskin et al. [38]. We describe the application of the method for Elliptic
p.d.e.'s, discuss its convergence, and present its application to a model cell
signaling problem.
Chapter 4 We analyze a cell signaling framework in which one degradation in the
bulk term is added to the basic events that characterize our model from Chap-
ter 2. In addition, we study the existence and properties of propagating fronts
under this regime. We also describe the effect of using the Heaviside function
as an approximation of the Hill function that is usually used to lump certain
intracellular processes that characterize ligand activation [23]·
Chapter 5 We discuss our findings in a developmental context, and present potential
future extensions of our work.
Appendix We derive the stability properties of the compensated optimal grid method
for the solution of parabolic problems.
CHAPTER 2
MODELING CELL SIGNALING IN EPITHELIAL LAYERS
Intercellular communication is fundamental for every organism to be able to carry
out those biological processes that constitute the organism's life-cycle. Every step is
started, regulated, and ended through precise mechanisms that involve the interac-
tion of cells among themselves and their environment. Intercellular communication is
characterized by different types of signals which can be extremely different in nature,
such as electric signals (caused by the movement of ions), direct cell-to-cell communi-
cation of adjacent cells (through gap junctions on the neighboring cell's membranes),
and extracellular signaling molecules [45]. The latter is the form of cell-to-cell com-
munication we are interested in.
In this communication process, extracellular signaling molecules are synthe-
sized and released by signaling cells. The signal diffuses within the extracellular space
so that it can reach target cells, e.g· cells that have the ability to capture the signal
itself· This ability consists of the presence of specific molecules called receptors (see
Fig. 2.1 part b).
There is a huge variety (both in size and nature) among signaling molecules·
Some of the signals (like steroids) are so small that they can diffuse through the
plasma membrane and bind to the intracellular receptors, others are too big to pass
through the membrane and therefore they bind to receptors which are located on
the membrane's surface. The binding leads to changes in the cytosol through the
activation/deactivation of signaling pathways that can generate extreme changes in
the cell state [45].
The mechanism of cell communication in which an extracellular molecule (
lig- and) acts as a signal and binds to a receptor located on the membrane of a cell to
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generate a cell response is of primary importance in development [29], tumor growth
[2], and wound healing [57].
Studies in developmental biology have shown how genetic patterns generated
by the distribution of the ligands among different cells lead to specific fates of the
affected cells. For example, the distribution of ligands in epithelial layer of the egg of
the fruit fly determines the axial orientation of the embryo [11, 65].
Pattern formation in development due to secreted ligands is common in ep-
ithelial layers [35] making them a more general target for our study· In this context,
the cells in the layer secrete ligands in the extracellular space, the free extracellular
ligands can then bind to the receptors that are present on the surfaces of the cells thus
creating ligand-receptor complexes. The concentration of these complexes within a
single cell induces a response by the cell itself. This response can be both of activa-
tion or inhibition of secretion of the ligand itself, thus creating positive and negative
feedback loops [28].
2.1 Modeling Issues
After this crude introduction to signal transmission in epithelial layers, it is important
to stress some of the features that are of special interest when trying to build a
mathematical model of the system:
Spatial Scales : an epithelium is characterized by three extremely different spatial
domains, the extracellular space (three dimensional) where the ligands dif-
fuse, the cell surface layer (two dimensional) where the forward and backward
binding occur, and the intracellular space that interprets the signal and reacts
accordingly.
Time Scales : each spatial step described above is charatcerized by one or more time
scales. As an example, let us consider the cell layer where we can identify three
different timescales: for forward binding, backward binding and internalization
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of a complex. This issue becomes even more complicated if we consider the
intracellular mechanisms that lead to ligand release by the cell [28].
Nonlinearities : nonlinear behavior is common among the elements of the system.
For example, different ligands can bind to the same receptor, or two ligands
can bind among themselves and by binding among themselves they can inhibit
receptor binding [88]· Another example of nonlinear behavior is given by the
sensitivity of the intracellular species that determines the set of reactions that
lead to ligand release [37]. It is quite problematic to exactly model these
behaviors or even to choose which one of these behaviors has to be modeled
or can be neglected.
As a result, there are a lot of open questions about signal transmission in
epithelial layers, such as the determination of the rate-limiting steps, the range of the
signal or its duration. The goal of a mathematical model of the system is to furnish
further insights to these questions. For example, by confirming some experimentally
observed behaviors or by leading to a better experiment design.
2.2 General Model for Signal Transmission in Epithelial Layers
The general modeling framework of our analysis is depicted in Fig. 2.1. In it, we can
identify (from bottom to top) three compartments, the layer of epithelial cells where
the signal is processed, the cell surface layer, where the signals are captured by the
receptors and transduced inside the cells, and the extracellular compartment where
the signal diffuses. This division into three main parts is of main importance, and
therefore we are going to describe in more details the processes that take place in
each compartment, together with their representation [53].
Extracellular Medium Cells secrete ligands into the extracellular medium· While
in the medium, the ligand molecules diffuse and interact among each other and the
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Figure 2.1 (a) Schematic of the signal transmission framework. (b) Ligand-receptor
dynamics at cell surface level.
medium itself. The extracellular space is considered unbounded in the x and y direc-
tions, while in the vertical direction there are two precise boundaries, the cell layer on
the bottom and an "impermeable wall" on top that is characterized by the fact that
ligands cannot move through it. While diffusing, ligands can reversibly bind to each
other or with the medium itself (ligands are represented by the green and blue dots
and the orange ovals in Fig. 2.1) a. These interactions can have an essential impact
on the signal. For example, association with extracellular material can regulate the
range of the signal or even inhibit the signal itself [28, 44].
We can model these interactions using the law of mass action [41]:
Si + Si 4=-' Si Si, S + ECM 4=t S • ECM, (2.1)
where Si and Si are two ligand molecule's and ECM indfcaies the extracellular
medium· These reactions are characterized by certain rates which are determined
experimentally (when possible). When reaction coefficients cannot be obtained exper-
imentally, a mathematical/computational analysis of the model is essential to obtain
qualitative information about the rates that lead (or not) to the observed evolution
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of the system. For instance, in Chapter 4, where we look at the model in presence
of degradation in the bulk, we determine the relative rates of ligand activation and
ligand degradation so that traveling wave solutions for the system are possible.
Cell Surface The cell surface layer is the centerpiece of the whole communication
process· We consider a flat layer (Fig. 2.1 a) so that the geometry of the compartment
is two-dimensional, and we make no assumptions on the shape of the cells. Two ac-
tions characterize this compartment (Fig. 2.1 b). The main one is the ligand-receptor
complex formation/dissociation, in which ligands reversibly bind to cell surface recep-
tors, thus transmitting the signal to the inside of the cell· The receptor is the physical
link between the cytosol and the extracellular space, and when a ligand binds to it,
the cell is able to sense this through the phosphorylation of the intracellular domain
of the receptor [45]· Also, the complexes are not always constituted by one ligand
and one receptor; actually it is quite the opposite, to have signal transmission more
than one ligand and receptor need to be part of the complex. These mechanisms are
represented through the following reactions schemes:
Sn-1 Rm + S <=4 + R SnRm, + SR <-=>SnRm,
(2·2)
where SnRm represents a complex consisting of n ligand molecules together with m
receptor molecules. In general n < m and the configuration n = 0 and m = 1
represents an unoccupied receptor molecule. Although we are not going to explore
this property in this thesis, we should stress the fact that there are many different
configurations of ligand-receptor complexes. In particular there is signal activation
only under specific ligand-receptor configurations such as the dimer (a complex formed
by two ligand and two receptor molecules (S 2 R2)) that can be observed in EGFR
systems [85]. For more general systems we know that m and n are small [28]. The
other process that characterizes this subsystem is endocytosis of complexes, in which
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ligand-receptor complexes are internalized at some prescribed rate. Endocytosis and
binding are not the only interactions occurring at surface level. In fact, receptors are
also able to move within the cell surface, and there is also the question of replacing
internalized receptors· We will use biologically based assumptions to deal with these
"minor" processes, and we will only concentrate on binding and endocytosis·
Intracellular Space Inside the cell the signal is interpreted, and a series of intracel-
lular reactions leads to a determined physiological response by the signaled cell. The
signal's transduction cascades are started inside the cell when phosphorylation of the
receptor tail occurs. These cascades lead to the activation of different targets. Among
them, there are transcription factors (TF in the equations below) which determine
the transcription and translation of proteins that can activate the production of
lig-and precursors. A precursor's activation will lead to the secretion of ligand molecules
in the extracellular space that can generate both positive and negative feedback loops
[62, 53, 45, 37]. These processes can be represented through a series of irreversible
enzymatic reactions:
SnRm --> TF, TF P, P + Sp„ —> S(2.3)
The above discussion is extremely abstract, since for the purpose of this work
we are not interested in a specific analysis of each reaction that takes place inter-
nally, but rather we are interested in qualitative responses such as the timescale of
intracellular ligand production once the signal is sensed.
Now that we have a broad idea about the mechanisms that govern the system,
we can present a mathematical model that describes the evolution of these same
processes ¹ [53]:
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This is a full dimensional model in time and space. The surface of the cell
layer is represented by the two dimensional domain Q C R 2 and the surface of the
i-th cell is indicated by Ωi , where Ωi C Q and Ωi n = 0 for i j· x i (X, Y) = 1
if (X, Y) E Ωi and zero otherwise is the characteristic function of the i-th cell. The
extracellular medium is represented by the three dimensional domain 1 x (0, H),
where H is the height of the medium (which we assume constant).
The main quantities of the model are the vectors S, C, and P that denote
the concentrations of the ligands, ligand-receptor complexes, and intracellular species
respectively· Their dynamics is described by equations (2.4), (2.5), and (2.6)· The
first equation, the one for the evolution of ligand concentrations, is a typical reaction-
diffusion partial differential equation with a forcing term f and diffusion matrix Ds , it
describes the mechanisms of (2.1) and is characterized by no-flux boundary conditions
at the top and the sides of the extracellular medium. In Chapter 4 we will use a
particular expression of f to represent degradation in the bulk·
¹ A summary of the meaning and the description of the various symbols in the above equa-
tions is given in Table 2.1.
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Equation (2.5) describes the diffusion of the ligand-receptor complexes at cell
surface level (Z = 0) in connection with the various processes that characterize the
cell surface layer of the system. In particular, the second and third term of the right-
hand side of the partial differential equation describe the dynamics shown in part
b of Fig. (2.1), where kon RS and koffC represent the process of association and
dissociation of complexes as represented by reactions in (2.2), and kecC is the term
associated with the receptor-mediated endocytosis in which a complex is internatilzed.
The meaning of the -y term is to be related to the local behavior of the complexes
and the intracellular species, in this work we assume it to be negligible.
Table 2.1 List of the symbols and their description in equations (2.4)-(2.8)·
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The last element that needs to be described in the reaction diffusion equation
(2.5) is R(C). This vector represents the concentration of the ligand-receptor complex
precursors, e.g., the concentration of those ligand-receptor complexes that need the
addition of another molecule to form a certain complex· For example R2 S and RS
are precursors of the dimer R2S2.
The equation for the local dynamics of the intracellular species P due to re-
ceptor signaling is given by (2·6). This is a first order nonlinear ordinary differential
equation in time characterized by two terms, the first one kpPi describes the pro-
cess of degradation of the intracellular material, and the second is a nonlinear term
which represents the processes of (2.3). In particular a is a sigmoidal function whose
argument is the total amount of ligand-receptor complexes on the cell surface and
the concentration of intracellular materials that are directly related to the ligands or
receptors (e.g. ligand-processing protease). This type of function has been observed
to effectively model the cascade that starts with the activation of a pathway and ends
with the release of the final product· In particular, and we will discuss it in more
detail later, this sigmoidal function can be represented by a Hill function with some
pre-determined coefficient [37, 23].
Equation (2.8) describes the boundary condition at cell surface level. The left-
hand side represents the diffusion and binding of ligands, while the right-hand side is
composed of two terms, one describes the dissociation of complexes and is the same
as the analogous term in (2.5), and the other models new ligands that are released in
the extracellular medium due to intracellular processes.
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This is an extremely general model that captures the essential features of the
dynamics of ligand/receptor mediated signal transmission. It is flexible enough to
be adapted to more specific systems and studies, and it has been the foundation of
various works [62, 61, 53] in which this general model was reduced to model a special
biological system under various assumptions. For instance, all three of these works are
based on frameworks consisting of one ligand, one receptor, and one ligand-processing
protease. Also, these nonlinearities f, and 7, and the diffusion of C are absent·
In [62], the authors consider a model whose limiting step is the amount of
available ligand (in other words, there is never a shortage of free receptors), it has fast
binding (the number of complexes is considered to instantaneously adjust to ligand
binding and complex internalization), the variables in the system are independent
of Y, and a is characterized by a sharp threshold. The reduced model they obtain
is characterized by two steady states, one with no signal transmission and one in
which there is production of intracellular protease. They found (numerically and
analytically) traveling wave solutions with constant speed for the model and studied
the ability of these solutions to propagate through heterogeneities·
In [61] the authors consider a fully discrete system and construct a cell-to-cell
coupling matrix whose coefficients depend on the biophysical parameters of the sys-
tem. To do so, they assume a ligand-limited regime with a "thin-gap" approximation
(e.g· a value for H much smaller than the length scale of the system), they also as-
sume a separation among the timescales of the elements of the system such that S and
C are the fast variables, therefore neglecting their time derivatives. They were able
to construct a coupling matrix for the system that would allow for cell-to-cell signal
transmission, this matrix is explicitly constructed for two specific geometries (square
and hexagonal), but it has more general validity. For this model, they can find stable
solutions (as clusters of neighbor cells) of the discrete system, and also made some
qualitative observations about the coupling coefficients, in particular they show the
coefficients have rapid decay which suggests an almost nearest neighbor coupling.
Finally, in [53], the authors use an approach similar to [61] to analyze sig-
nal propagation. They use a quasi steady-state approximation for the ligand and
ligand-receptor complex variables to construct an integral equation for the coupling
coefficients for the solution, using Fourier Transform techniques· To solve this integral
equation they assume a "thin-gap" configuration and that a can be approximated by
the Heaviside function. Then they are able to find discrete traveling waves solutions
of the system, and study their propagation or failure in terms of the parameters of
the problem· In particular, their reduced, nondimensional problem is characterized
by two parameters, one of which represents the threshold of the Heaviside function.
As a result, they found that there is no signal propagation if this threshold is outside
of a certain range (independently of the other parameters of the analyzed problem).
This result is due to the pinning caused by the discreteness of the model [53, 42]·
2.3 Model Simplification and Analysis
We will now start our analysis by using an approach similar to [62, 61, 53] to study
signal tranmission in a reduced version of the model given in equations (2.4)-(2.8).
The multidimensional nature of the vectors S, P, C, and R in the general
model (2·4-2·8) makes it extremely difficult to study. However, it is still possible to
obtain meaningful qualitative results from the analysis of a simpler configuration in
which there is only one type of ligand, empty receptor, ligand-receptor complex, and
one intracellular species (protease) [62, 61, 53]. This is the configuration that we are
going to study·
Here, we consider a purely diffusive system (in Chapter 4 we will add a degra-
dation term) for the ligand (e.g. f(S) = 0), and neglect the diffusive component of
the ligand-receptor complexes (e.g. Dc = 0 and -γ(C, P) = 0). Also, we uncouple
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the terms relative to protease production and ligand release. For the first term, we
assume that the production of intracellular protease is characterized by a sigmoidal
function which only depends on the number of complexes (as opposed to both P i and
C in (2.6)) multiplied by a constant which represents the maximum rate of protease
production. The term for ligand release in (2.8) is simplified by using a mass-action
type dynamics with a constant rate (gs ), representing the rate of ligand release.
Under these assumptions (and in the continuum approximation), the general
model in equations (2.4)-(2.8) reduces to:
(2.9)
We can further reduce the model by considering a ligand-limited regime, where
the number of available receptors is always in excess of the free ligands (in this case R
is constant as opposed to the study [62]) and that ligand diffusion, and ligand-receptor
complexes distribution are independent of Y, thus eliminating one independent vari-
able. Also, we can use a well-known result for EGFR epithelium stating that the
time scale of formation, dissociation, and internalization of ligand-receptor complexes
(represented by k„, koff , and k„ respectively) is fast compared to the time scale of
protease production (kp ) [88]. Then, we can use a quasi steady-state approximation
for C and drop the derivative term. This approximation is quantitatively confirmed
in Table 2·2, which shows some of the parameter values obtained in [61, 74] for the
epithelium of the egg of Drosophila Melanogaster.
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Table 2.2 Typical value of the parameters of the EGFR system for the Drosophila
oocyte [61, 74].
Parameter Typical Value Description
A 2.5 x 10 -7 cm² Cell Area
D 1 x 10 -7 cm ² s-¹ Ligand Diffusivity
H 5 x 10 -5 cm Height of extracellular medium
Icon 0.1 nM-¹ min-¹ Rate of Forward Binding
R 104 Number of Receptors per Cell Surface
koff 0.1 min -¹ Rate of Backward Binding
kec 0.1 min -¹ Rate of Complex Internalization
k p 0.03 min -¹ Protease First Order Degradation Rate
Applying these assumptions to (2.9) gives a new simplified model:
This model is still fully dimensional and is characterized by ten parameters·
We can reduce the number of parameters by standard dimensional analysis· This
analysis leads to the introduction of the following non-dimensional variables:
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where L is the unit length of the system, and can be directly derived from the non-
dimensionalization process. We should also mention that this length scale can also
be measured experimentally through a stochastic approach as described in [10].
We can now re-write the system in a more compact form by introducing the
two non-dimesional parameters:
This system can be further reduced by assuming H << L (e·g. h << 1 ) , i·e. that the
height of the extracellular space is small compared to the dynamical length scale of
the system. This assumption implies that diffusing ligand molecules stay close to the
cell layer. Therefore, they are mostly present in ligand-receptor complexes, and the
long-range signaling is mainly due to the positive feedback generated by the complex
formation.
Under this assumption, we can average s between 0 and h through integration
with respect to z:
Furthermore, we have that s ti s, and we can rewrite the equation for the extracellular
ligand as
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From the no-flux boundary condition at z = h, and the interface boundary condition
we can rewrite the last term in (2.14) as:
And we obtain a one dimensional system of two equations, with two unknowns
g and p and three parameters a, 01 , and h. It is also possible to further reduce the
number of parameters by re-scaling the space variable: x x h/ß:
where T = αh/ß.
As a final step, we drop the bar from s (for ease of notation), and we are left
with the system below:
To study this reduced system we need to have an analytical expression for a.
This is a sigmoidal function that describes the protease production due to signaling
by ligand-receptor complexes, and can be represented through the Hill function with
a prescribed coefficient (n) and threshold (a) [41, 23, 37]:
The Hill function for a = 1/2 and different values of the Hill coefficient n is
given in Fig. 4.11. From this figure we notice how, even for small values of n, we
have a nice sharp threshold. This sharpness increases as the Hill coefficient increases,
and in the limit n a) it is the same as the Heaviside function centered at a.
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Figure 2.2 Behavior of the Hill function for fixed a = 1/2. Notice how as n increases
toward infinity, the Hill function approaches the Heaviside function centered at a
(thick black line).
This fact is of central importance for an analytical study of (2.17), since by
approximating a with the Heavisde function, we can analytically find important spe-
cial solutions of (2.17), and then validate these analytical results through numerical
simulations run with the Hill function for a, as it was done for the analogous (to
(2.12)) discrete system with a = 0 in [61].
2.4 Traveling Wave Solutions
When looking for analytical solutions to (2.17) we are motivated by the studies by Fife
and McLeod [25, 26, 27] who showed that under certain conditions, the asymptotic
behavior of the solutions to the equation ut ut -xx— f (u) = 0 is given by travelling wave
fronts with constant speed. This type of behavior of solutions of nonlinear evolution
equations is also found in many other biological systems [41, 40] and in particular for
the ephitelium problem analyzed in [61].
To study system (2·17) analytically in terms of traveling fronts we use the
approximation σ(s) 9(s — a), where a represents the minimal concentration of
ligands such that intracellular protease is produced. Through this approximation, we
obtain that this dynamical system has two stable steady states at s = p = 0 and
s = p = 1, we can therefore look for traveling waves that connect these two states
monotonically. In particular, we will assume that the traveling fronts for both s and p
are decreasing, and therefore connecting s = p = 1 at t = —oo to s = p = 0 at t = co·
This assumption is equivalent to having a high concentration of ligand at one extreme
of the system that spreads to the rest of the cell layer through the combination of
diffusion and system-specific biophysical mechanisms.
Seeking traveling wave solutions requires that we look for solutions of the form
s(x — vt), p(x — vt). This is achieved by applying the change of variables e x — vt
to (2.17). As a result we obtain a system of two ordinary differential equations as
opposed to the original system of PDE's:
where the derivatives are with respect to e.
To solve this problem we will use the assumption that s is monotonically
decreasing, which implies that s(e) = a only at one point, and therefore, we can
center the Heaviside function at e = 0 without any loss of generality (a result of
translational invariance)· The results for s and p are shown below:
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We can now find an expression relating the velocity of the traveling fronts to
the fixed parameters a and T by using that s(0) = a:
The qualitative behavior of v is given in Figs. 2.3 and 2.4, where v is plotted
as a function of a for selected values of T. From these figures we notice that there is
no wave propagation for a = 0.5. This result is the same as the one obtained for the
discrete problem in [53].
We are now going to check the result of Eq. (2.22) by studying the velocity of
the traveling front solutions of (2.17) for the limiting behaviors T 	 0 and T 	 00 .
Figure 2.3 Graphs of the velocity of the traveling front solutions as a function of
a for small values of T. Notice the convergence of v toward its asymptotic limit at
T = 0 (red line).
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Limit case: 'r —4 0 Let us start by taking the limit T --4 0, and solve the sys-
tem. Under this condition the left-hand side of the first equation of (2.17) becomes
negligible:
Looking for traveling wave solutions of the system, we use the transformation
= x — v0t and the Heaviside function to rewrite the problem as:
We first solve for p, using boundness at infinity as boundary conditions. After
some algebra we find the following:
We can now use the Green's function approach to find an integral expression
for s:
Solving this integral we get:
from which we can infer the value of v 0 by using the fact that s(0) = a:
1 — 2a
v0 = 	
2a
(2.28)
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This function is plotted in Fig. (2.3) in red. Note that this problem was solved
in [21] in the context of modeling neural networks.
Limit case: T --> oo This is the case in which s varies extremely slowly as a function
of time compared to p, which becomes the fastest changing variable of the system.
Biologically, this occurs when protease activation is much faster than ligand diffusion
and ligand-receptor binding and unbinding.
In this regime, we need to re-scale the problem by introducing a new time
variable t 	 t/τ, which leads to the following system: 
As T --> oo, the left-hand side of the second equation of (2.29) becomes negligible.
Then the differential equation for p becomes a simple algebraic equation, and it is
straightforward to determine that p = σ(s). Using this result, we obtain that s needs
to satisfy the following PDE:
st = sxx — s + σ(s). (2.30)
This equation was studied by Fife and McLeod in [25, 26, 27], where they
proved the existence and uniqueness of traveling wave solutions for (2.30)·
Looking for a travelling wave solutions of the form e x — voo t, and assuming
that s(0) = a with s a monotone decreasing function of e, we obtain the following
solution for the Heviside nonlinearity centered at a:
This expression of traveling wave velocity for large values of T is graphically
described in Fig. 2.4, and it is a well-known result from [66].
Figure 2.4 Graphs of the velocity of the traveling front solutions as function of a
for large values of T. Notice the asymptotic behavior of v as T 	 oo (red line).
Eqs. (2.28) and (2.32) are exactly the results we would have obtained by
taking the respective limits in Eq. (2.22), as we can see graphically in Figs. 2.3 and
2.4.
In general, analytical results like the ones we have obtained above are ex-
tremely rare. In this case, by assuming the nonlinearity to be a more realistic Hill
function [23], we are unable to solve the simplified model analytically. Under these
(common) circumstances, we resort to the use of numerical analysis to shed some
light on the solution of the problem. In particular, we can use the analytical results
obtained in this section to confirm the validity of the numerical approach.
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2.5 A Numerical Study
The goal of this numerical study is to extend what was done analytically in the
previous section. In particular, we want to verify the existence of traveling wave
solutions and the expression for the velocity given by (2.22) for a more realistic choice
of the nonlinearity σ.
We are going to use the Hill function as representation of σ· The use of this
function is more appropriate biologically [23], and is also better suited for numerical
simulations since it avoids the stiffness problem introduced by the implementation of
the Heaviside function· Moreover, the Hill function is a continuous approximation of
the piecewise continuous Heaviside function·
We carried out the numerical analysis using two finite difference methods:
FTCS (Forward in Time, Central in Space) and Crank-Nicholson. These are two
standard numerical schemes. One is explicit, extremely simple to implement but
is only conditionally stable (FTCS). The other is implicit and therefore requires a
lengthier implementation, but is unconditionally stable (Crank-Nicholson). In the
following, we just present in detail the FTCS approach which is suitable for the
simple analysis that we are going to perform.
The implementation of this method leads to the following discretization for
the equations of s and p:
where we have used standard finite difference notation in which the subscript repre-
sents the discretization in space, while the superscript represents the discretization
in time, and Ax, At are the space and time steps respectively·
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Figure 2.5 Behavior of numerical solutions of (2.17) at different times. These plots
are obtained using the FTCS finite difference scheme described by (2.33) with no flux
boundary conditions, initial conditions s(x, 0) = 64 (x —3), p(x, 0) = 0, and parameters
a = 0.3, T = 3, n = 20, Ax = 0.5, and At = 0.04.
Fig. 2.5 shows the evolution of the numerical solution for s when using the
FTCS scheme. This result shows the evolution of the initial data into a traveling
front with constant speed, as we discuss next.
To qualitatively analyze the behavior of the traveling fronts shown in Fig. 2.5,
we are going to check the change in position of the front itself as a function of time.
The results of this analysis are shown in Fig. 2.6 for both s and p. The value x(t) is
used to evaluate the evolution of the front and is given by the area under the curve
of s and p at a specific time:
From this figure, we can see how, after a short transient, the front starts mov-
ing at the same constant speed in accordance with what we have found analytically
in (2.20) and (2.21). Moreover, the slopes of the two lines agree up to three signifi-
32
Figure 2.6 Numerical results for the qualitative behavior of the position of the
traveling front for both s (blue line) and p (red line), for the same parameters of the
simulation in figure (2.5). The slope of the blue line is 0.1797 and the one for the red
line is 0.1799. They both agree up to three significant digits to the velocity obtained
through (2.22) in the case of the Heaviside nonlinearity, which is 0.179276.
cant digits with the value of the velocity obtained through (2.22) in the case of the
Heaviside nonlinearity.
Using numerics we were also able to compare the velocity of the front obtained
with the use of the Heaviside function with the numerical velocity obtained from
(2.33). In particular we wanted to check how small the Hill coefficient in (2·18) can
be taken. After various simulations for different a and T we found that for n as small
as 5, the difference between the analytical and the numerical velocity is no more than
ti 10%. This result is similar to what the authors obtained in [62].
To summarize, we simplified the general model in Eqs (2.4)-(2.8) and ana-
lyzed this simplified model both analytically and numerically. We were particularly
interested in traveling wave solutions of the simplified model. These solutions are
expected for certain parameters of the system because of the particular form of the
feedback due to the nonlinearity
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In Chapter 4 we will look in more detail at this aspect of the problem, i.e·
under what conditions we should expect multiple steady-states and traveling fronts
connecting them. We will do this analysis for a model epithelial system similar to the
one discussed in this chapter, but with the added mechanism of degradation in the
bulk.
In this Chapter we also mentioned the importance of numerics for the analysis
of a mathematical model. We used standard finite difference techniques to compare
the analytical results obtained for the Heaviside nonlinearity, with the case of a Hill
nonlinearity for which we do not have exact solutions. This is a very standard ap-
proach that is suitable for a one dimensional study. However, for higher dimensions
the use of finite difference methods leads to an increase of many order of magnitudes
in computational cost. In these cases, to conduct efficient numerical studies, we need
to find alternative ways to cope with the increase in dimensionality of the problem.
In the next Chapter, we will introduce a novel method for the solution of
elliptic problems in unbounded domains. And we will extend it to make it spectrally
accurate in two dimensions and fourth order in four dimensions, without increasing
the method's computational costs.
CHAPTER 3
COMPENSATED OPTIMAL GRIDS
In Section 2·3, we used many assumptions to simplify the model equations. Under
these assumptions we were able to make various analytical conclusions about trav-
eling waves solutions of the simplified model. Moreover, we used a straightforward
finite difference approach to observe traveling fronts and quantitatively study their
properties·
As we move backward along the model simplification, and add complexity to
the model by omitting assumptions, we obtain nonlinear dynamical systems that in
general cannot be solved analytically and require extensive use of numerical methods·
Ultimately, we would have to study spatially three-dimensional models aimed at the
reproduction of the signals experimentally observed in the epithelium.
The numerical study of a system of three-dimensional PDEs is a computation-
ally intensive task. In high dimensional contexts, it is pivotal to be able to minimize
the storage space and the number of operations with respect to the accuracy that
we want to achieve. Failing to do so can lead to a considerable waste of time and
computational resources.
For the particular case of the epithelium, we notice that the intracellular dy-
namics that generates epithelial patterns is regulated by the dynamical behavior of
the system at cell surface level, i.e. the ligand mediated ligand release kinetics that
characterize these systems· In mathematical terms, the problem of relating the flux of
ligands in and out of the cell membrane (i.e. Neumann data) with the concentration
of the ligands themselves on the epithelial layer (i.e. Dirichelet data) is the same as
the problem of finding the Neumann-to-Dirichelet (Al) operator of the system at the
cell surface level. This operator can then be used to replace the dynamics in the ex-
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tracellular medium since all its dynamics is contained in the Neumann-to-Dirichelet
map.
In essence, the spatially three dimensional problem of intracellular signaling is
reduced to a two dimensional one in which the objective is to compute the Neumann-
to-Dirichelet map.
Moreover, as we have seen in the previous Chapter, for a wide range of param-
eters, the mathematical model admits the existence of multiple, often inhomogeneous
steady states. For this scenario, we can eliminate the time dependence, thus going
from a reaction-diffusion type problem to an elliptic one similar to
It has been shown [79], that Eq. (3.1) is characterized by the Neumann to
Dirichelet map which is given by the negative inverse square root of the negative
Laplacian, and this fact is fundamental for the development of optimal grids as we
will show below.
In [18], the author observed a relationship between a three point staggered ap-
proximation of the Laplacian and the optimal rational approximation of the Neumann-
to-Dirichlet map in Fourier space. This observation has led to a novel method for
the solution of elliptic boundary problems [38, 19, 50]. This method is called the
method of optimal grids and its derivation and properties will start our discussion·
After introducing the optimal grid method, we will present the extension we devel-
oped in [60]. We called this extension "compensated optimal grids" and we are going
to explore its properties and its applications to cell signaling problems.
3.1 Optimal Grids
As mentioned above, the fact that the impedance of the Laplacian on half-space is
the negative inverse of the square root of the negative Laplacian is fundamental for
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the success of optimal grid application to elliptic problems. Therefore, we will begin
by briefly showing the validity of this result.
3.1.1 N operator for the Laplace equation in half-space [50]
Let us consider the Laplace equation in half-space
with either Dirichlet or Neumann boundary conditions at z = 0
Under certain choices of boundary conditions at z = 0 and infinity, this prob-
lem has a unique solution. Moreover, there is a one-to-one correspondence between
v and φ through the Neumann-to-Dirichlet map [79].
For problem (3.2)-(3.3) we can find a closed form expression of N by Fourier
transforming it with respect to x and y
If we assume boundness at infinity, the above problem has the solution uq =
φ φqe-Iqlz . Then, we can use the definition of Neumann data v in Eq. (3.3) and find
that the Fourier transform of the impendance is .1V = 1/1q1
We can now find the Neumann-to-Dirichlet map by inverting Ng , obtaining
and N is the inverse square root of the negative transversal Laplacian in operator
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Now that we know the form of the Neumann-to-Dirichlet map, we need to show
how it comes in to play when trying to optimize the solution of an elliptic problem
such as (3.1).
3.1.2 Connection between A and the numerical solution of elliptic prob-
lems
Let us look at problem (3.1) in two dimensions (e.g. we could assume planar fronts
independent of y), and solve the problem numerically by first transforming it to
Fourier space with respect to x, and then discretizing it using a three points staggered
grid in the vertical direction· Thus obtaining the semidiscrete scheme:
We now want to optimize the above scheme to achieve the best approximation
of uq (0), since we are only interested in the Dirichlet data. Therefore, we want to
minimize the error at k = 0 with respect to the L2 norm. This error can be estimated
as in [381 if we assume that the data has compact support in Fourier space:
where .M.1 is the discrete Fourier transform of the impedance operator, and A min ,
Amax represent the extreme of the spectral interval that we want to resolve using this
approach·
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In essence, the estimate in Eq· (3.10) tells us that to minimize the error of
approximating u q (0) with u0q within a certain spectral interval, we need to select the
hk 's in such a way that they minimize the error in the approximation of the inverse
square root on that same spectral interval. This can be achieved by choosing the hk 's
to form the optimal rational approximation of the square root [18].
In particular, we say that R(x) is an optimal rational approximation of f (x)
in some interval [a, b], if:
where, Rn-1,n (x) are rational functions of degree n — 1 by n· This definition of
optimality leads to the so-called Zolotarev grids [59].
For our specific case we have f (A) = N(λ) = 1/N5, and we can rewrite (3.11)
It can be proved that an optimal rational approximation for 1/ λ exists and is
unique. Also its convergence to the approximated function is exponentially fast (see
[38] and references therein). We can evaluate R(λ) in more than one way· For example
we could use the explicit Zolotarev solution, or implement a code that evaluates the
optimal rational approximant numerically using Remez algorithm [13]. We used the
latter approach, especially since we already have a Mathematica implementation for
this task [50]. For example, the (nearly) optimal approximant of the inverse square
root in [1, 10 4 ] with n = 4 is [50]:
At first, the above expression does not seem to help in identifying the steps
hk 's· However, R(λ) is a Stieltjes function and can be represented as an S fraction
[38], i.e·:
where the coefficients hk 's have been obtained from R(λ) through a polynomial divi-
sion [38].
This representation allows us to link the optimal rational interpolant of the
Neumann-to-Dirichelet operator of (3.1) to the finite difference scheme (3.8)-(3.9)·
In fact, Druskin in [18] noticed that Eq. (3.14) is the impedance function for the
staggered three point discretization of problem (3·1) given by Eqs· (3.8)-(3.9). To see
that, we can change Eq. (3.9) to be (N° — uq¯¹)/h-½ = —1, then for the case n = 1
substituting this expression in Eq. (3.8) we obtain:
(3·15)
in the same way, for the case n = 2 we get:
(3.16)
and so on, obtaining Eq. (3.14) for a general value of n.
The scheme in Eqs. (3.8)-(3.9) is in Fourier space. So, to actually find the
Dirichlet data in problem space, we also need to discretize the transversal Laplacian
using any appropriate numerical scheme. For instance, we could use the classical
three point centered difference scheme on an uniform grid of stepsize h1 and length
m, thus obtaining
(1 	uik+¹ _ uki 	uki ___ nk-¹ 	 k uki+1¹—224 + 'Li!:¹
	  + 	 +	 =0,	 k = 0, · · · , n — 1, (3.17)
hk	 hk+¹/²	 hk-¹/²	 hl
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3.1.3 Convergence of optimal grids
In [38], the authors obtained an asymptotic estimate of the relative error in Eq. (3.10)
for large n
which implies superconvergence within the spectral interval where the rational ap-
proximation is computed. Moreover, they showed that even for a small number of
gridpoints it is possible to obtain a very accurate approximation of the inverse square
root for a broad range of eigenvalues·
We checked this observation by evaluating u 0 in (3.8)-(3.9) for n 4 using
three different methods: a tridiagonal solver, the Conjugate Gradient method and a
diagonally preconditioned Conjugate Gradient method· We used these three methods
because in practical applications we will often embed the optimal grid approach into
an implicit scheme (to take advantage of the stability of such schemes), and we wanted
to compare their efficiency (we found that the diagonally preconditioned conjugate
gradient method is the best choice). Note that the use of optimal grids maintains
the sparseness of the differentiation matrix, and that the optimal grid differentiation
matrix is symmetric in weighted space, i.e. under multiplication of the k-th row by
hk ·
Figure 3.1 shows the relative error of these three methods as a function of λ.
From it, we can see that the error never exceeds 5·5 x 10' on the interval [1, 10 4 ],
although we only used four points to approximate the function.
Figure 3.1 Relative Error in approximating R(\) with different methods.
3.1.4 Optimal geometric grids
We end this introduction to Optimal Grids with one more result derived in [38], which
consists of a closed form formula for the steps of the rational approximation:
ho = 	 , 	 h½ = 0(h1), 	 hi+½ = hi-½eπ/ n, 	hi = hi+½ hi-½.1 ±e eπ/2 n
(3.20)
Grids obtained through these formulas are called Optimal Geometric Grids,
and are asymptotically equivalent to the one obtained through Optimal Rational
approximation for n >> 1. Since the construction of these grids is straightforward
they are often the first choice for the discretizaion in the z-direction.
3.2 Compensation
We have shown how optimal grids can achieve exponential convergence in approx-
imating the Neumann-to-Dirichelet map. However, when we apply the method to
practical problems, we embed it into a broader numerical algorithm, e.g. a three-
dimensional solver, in which one dimension is discretized using optimal grids and the
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other two by using some other method. It is this addition that introduces an extra
source of error that can disrupt the superconvergence of the optimal grid approach.
For example, let us suppose that we need to solve the problem
This type of problem could arise when looking for stationary solutions of the ligand
dynamics described in the model in Chapter 2 under certain assumptions, such as a
cubic-like function for the secretion of the signal, and fast ligand receptor binding.
To make the example simpler, we will only consider plane wave solutions that are
independent of y, which are:
To solve Eq. (3.21) numerically, we take a uniform grid with stepsize h 1 in the x
direction, and a Zolotarev¹  grid in the z direction to discretize our two-dimensional
domain. We use a three point centered finite difference to approximate the Laplacian
in x (we will indicate it with A ± ), and use a staggered three point approximation for
the Laplacian in the z direction:
Proceeding as in Section 3.1, we find that the solution at z = 0 is:
where F(λ) is the exact impedance function for problem (3.21) and Fn(λq ) is the
approximation of the impedance function using a Zolotarev grid of size n. As for
λ q , we know that its exact value is q ² . However, because of the discretization of the
¹ We will identify Optimal grids as Zolotarev grids to avoid confusion with Optimal Geo-
metric grids
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Laplacian in the x direction we have an eigenvalue:
From this result, we can choose λ max , λmin , and n to resolve a specific range of
wave vectors. Moreover, we can use the asymptotic error estimate given in [38] to
quantify the error introduced by the optimal grid approximation. This asymptotic
result, together with the error due to the centered finite difference approximation of
the second derivative in x, give us the relative error for scheme (3.23):
where the first term on the right hand side is due to the finite difference approximation
and the second is due to the use of Zolotarev grids.
From this error estimate we can see that for large enough n, the dominant part
of the error comes from the discretization of A I . This error is passed to the scheme
through the argument of Fri , which is the approximation of the impedance function
of the problem F. This is the impedance function that we chose the optimal rational
approximation upon·
Is it possible to choose a different impedance function such that the disper-
sion introduced by the approximation of AI vanishes? The answer is yes. We can
compensate for the approximation of the Laplacian in the direction orthogonal to the
optimal grid by choosing an appropriate impedance function that we will indicate
with Fc ·
For problem (3.23), we have the following compensated impedance function
Fc (λ) ti Fn(λ):
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which results in:
the rightmost term being the exact impedance function. In essence, we are able
to completely eliminate the error term due to the approximation of the transversal
Laplacian, and because of the convergence properties of the optimal grids, we are able
to obtain a spectrally accurate approximation of u(x, 0) (as long as n is big enough)·
What we have found is a way to increase the convergence of a method without
increasing the mesh or the computational complexity. However, there are a few
questions that still need to be addressed regarding this idea· When looking for a
rational approximation of the impedance function, we need to select an interval of
eigenvalues where we want to solve our problem. How do we determine this interval?
Given a certain impedance function, are we guaranteed to be able to find the grid
steps for the interval we have chosen?
The choice of an appropriate interval is straightforward in the case of a uniform
grid of size m with stepsize h1 . In this case we can choose:
If we choose a = 1 in the above expression of λmax , we resolve all the Fourier
modes. This is a very conservative choice and in practice we will choose a value of a
smaller than one. In this way we will only approximate the relevant (for the problem
we intend to solve) spectral interval.
Once the interval is selected, we need to address the other question, namely,
can we find the stepiszes h i 's? The answer is no, at least in general· In fact, for
a function to be able to be represented as an S-fraction with positive coefficients
(h i 's), it needs to be a Markov function [38], and the impedance function (3.27) in
the interval given above is not a Markov function in general unless a < a, < 1 where
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an is some critical value that depends on the nature of the problem [60]. However,
if we can find a spectral interval in which Fn ti F (which is the case if we take a
small enough in Eq. (3.29)), then by continuity of the Zolotarev optimal rational
approximant, we should be able to construct an optimal grid for Fn (which we will
call compensated optimal grid to distinguish it from the Zolotarev one).
This issue represents a small price to pay to achieve spectral convergence
through compensated optimal grids, since in all encountered problems we can always
selected values of a and n to resolve the spectral interval of choice.
Figure 3.2 Relative error in approximating Fn(λ) in Eq. (3.27)·
We have implemented this approximation procedure for the impedance func-
tion Fn in (3.27), using the Remez algorithm [13], and were able to generate optimal
rational approximants for a broad range of values of m and n. For, example the
(nearly) optimal rational approximant for F, with h 1 = 1, n = 6, m = 100, and
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where we found this value of a to be roughly the maximum value at which the algo-
rithm converged to a solution with negative poles and positive residues. The relative
error in approximating Fn in (3.27) on the spectral interval in (3.29) did not exceed
1.2 x 10 -5
 (see Fig. 3.2), showing the usual high performance of optimal grids [38]·
Also, following the procedure of [50], we have extracted the grid steps from (3.30),
which are given in Table 3.1.
Note that for a fixed ratio of λmax to λm in , the grid steps corresponding to
different values of h1 can be obtained from those with h = 1 by a simple rescaling·
This is the approach that we have used for all the numerical studies carried out in
this work, and because of its versatility it is also the approach that should be used in
conjunction with compensated optimal grids .
Table 3.1 The optimal grid steps corresponding to (3.30).
3.3 Convergence of Compensated Optimal Grids
3.3.1 Comparison with Zolotarev and optimal grids
We now want to verify the advantage that the introduction of the compensated
impedance function Fn gives by comparing the performance of the compensated op-
timal grids constructed with that of the "uncompensated" Zolotarev and geometric
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optimal grids [38, 50] of the same size applied to the plane wave solutions of the
Laplace's equation on a half-plane.
As a model problem for this comparison we use the boundary-value problem
where q = 1, 2, ....
We discretize the problem by using the centered finite difference approximation
of the second derivative in x with a uniform grid of size m, and stepsize h i . For the
Laplacian in the vertical direction, we use the three point staggered stencil with n
optimal steps hk 's (which can be either compensated, Zolotarev, or geometric). That
with j 0, 1, . . . , m and k = 0, 1,	 , n-1, the value of h 1 = 7/m, and the boundary
conditions
We solved (3.32) - (3.34) using the diagonally preconditioned conjugate gradient
method [33] with a number of different kinds of choices of hk : compensated grids with
n = 8 and n = 10 optimized on the spectral interval I 	L m²/1000π² , ¹0	2 ]; a compensated grid
with n = 14 optimized on the spectral interval[ ²0000 	and optimal geometric72 ²m²/20π²] ;
and Zolotarev grids with different values of n, with Zolotarev grids optimized for the
condition number λ max /λmin = 103 , where both the geometric and the Zolotarev grids
were scaled so that hi/² = h i · Note that the accuracy of the rational approximation
for the compensated grids was 6 x 10 -9 for n = 10 and 1.6 x 10 -¹² for n = 14, while
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Figure 3.3 Comparison of the performance of different optimal grids for solving the
boundary-value problem (3.31) with m fixed. In both (a) and (b), the relative error
of the solution is shown for all admissible values of q; n = 8 in (a), while n = 14 in
(b). In all cases m = 1000.
the accuracy of the Zolotarev's grid's approximation of the square root for n = 14
was also found to be 1.6 x 10 -¹² .
We first a series of simulations for different values of q at fixed m = 1000
and plotted the relative error of the solution. The results are presented in Fig. 3.3,
where the left panel shows the comparison of the data obtained using compensated,
geometric, and optimal grids with n = 8, while the right panel shows the same
results with n = 14. The blue circles represent compensated optimal grid results,
the red squares are geometric optimal grid data, and the green diamonds show the
performance of Zolotarev optimal grids.
From this analysis, we observe the higher performance of compensated grids
as compared to the other two choices of grid. For n = 8, the relative error does not
exceed 10 -6 in the case of compensation for the whole acceptable spectral interval,
while, for n = 14 the error is reduced to roughly 10 -¹2 for all wave vectors within the
spectral interval for which the grid has been constructed.
The results of the analysis in Fig. 3.3 also confirms the result from Eq. (3.26),
where it is shown that the main source of error is due to the transverse Laplacian and
not the rational approximation of the impedance function. In fact, when increasing
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the number of points in the rational approximation, the accuracy of the geometric
and Zolotarev grid results does not improve, as opposed to the compensated grid
results.
Another effect that we notice in Fig. 3.3 is the deterioration of the performance
of the compensated grid at the two extremes of the spectral interval, e.g. for large
and for small wave vectors q. The discrepancy for large wave vectors is due to the fact
that the spectral interval of optimization was chosen so that a 0.1 in Eq· (3.29),
so that the highest frequencies of the discrete problem were not completely resolved·
On the other hand, the discrepancy at small wave vectors is a result of the resolution
limit of the optimal grid set by the condition number of the optimization interval·
For all the grids used in Fig. 3.3 this condition number was set to 10 3 · Note that
similar deterioration in performance also occurs in the case of the Zolotarev grids
because of the same nature of the approximation procedure. On the other hand, the
geometric grids do slightly better at small wavevectors, since optimal geometric grids
have a tendency to over-resolve low frequencies.
To further illustrate an essentially pseudo-spectral character of the accuracy
of the compensated optimal grids, we performed a convergence study of the solution
at fixed q as the value of m is increased. The results for q = 4 and several choices
of optimal grids are shown in Fig. 3.4. From these results, we observe how the
error of the geometric and Zolotarev grids depends on the choice of discretization of
the transverse Laplacian, and in this case, it is of second order with respect to the
size m of the discretization. Meanwhile, the error of the compensated optimal grid
quickly reduces to the value determined by the maximum resolution of the rational
approximant, and it starts deteriorating only when m is big enough so that q = 4
does not belong to the spectral interval resolution. Also note how the geometric grid
has a wider interval of resolution; this is again an effect of the limiting choices of a
in Eq. (3·29) that compensation introduces.
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Figure 3.4 Convergence study for the solution of (3.31) with q = 4. Results for the
compensated grids with n = 10 and n = 14, as well as geometric and Zolotarev grids
with n = 14 are shown.
We have shown that through compensated optimal grids we are able to obtain
spectral accuracy for the Dirichelet data without having to increase the size of the
discretization. Also, we can achieve very high accuracy with very small grid size, e.g.
the grid with just n = 10 nodes already achieves single-precision accuracy for the
range of m N 10 ± 10 3 in the simulation of Fig. 3.4.
These results were obtained for a very straightforward linear problem. How-
ever, many practical applications of mathematical modeling involve the analysis of
nonlinear problems, such as cell signaling. Can we successfully apply this compensa-
tion approach to more complex nonlinear systems?
3.3.2 An exactly solvable nonlinear problem
To answer this question, we looked in the literature for a nonlinear problem with a
known exact solution, and also for a problem whose solution has the properties of a
sharp stationary front (at least in some limits of the parameters of the problem).
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Toland [81] found that for the nonlinear Neumann boundary-value problem
all bounded solutions can be expressed in closed form. In particular, the author
showed that all non-constant solutions of Eq. (3.35) are either non-periodic in x, in
which case we obtain the Peierls solutions [58]
or, if we pick a E (1, 2), all the solutions are periodic in x with period (7/6), and are
of the form
For our purposes, we are only interested in the solutions at z = 0, which are
shown in Fig· 3.5(a) for chosen values of a· We notice that as a tends to 1 the solution
approaches zero, while as a approaches two the solution approaches the behavior of
a stationary front. The algebraic expression of the family of solutions of Eq. (3.35)
at z = 0 is
uα(x, 0) = 2{arctan(γ- ¹ tan 6x) — arctan(γ tan 6x)}, 	 a E (1, 2). 	 (3.40)
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Figure 3.5 (a) The form of the solutions of (3.35) for several values of a. (b) Results
of the convergence studies of the numerical solution using a compensated grid with
n = 14 obtained in Sec. 3.2.
We solve this problem numerically by first discretizing the two dimensional
domain [0, x [0, +oo) with a uniform grid of size m and stepsize h1 in the transversal
(i.e. x) direction, and with a compensated optimal grid of size n = 14 in the vertical
(z) direction. This compensated optimal grid is the same as the one obtained in
the previous section and used for the simulations in Fig. 3.4. Therefore, for each
simulation, the original compensated grid is rescaled through a multiplication by h1 ,
since the grid was obtained assuming a uniform unitary step along the transversal
direction. At the extrema of the horizontal boundary, we used Dirichelet boundary
conditions, which for this particular choice of boundaries are homogeneous.
To obtain the solution of the discrete problem, we use a relaxation approach, in
which an appropriate initial condition is integrated in pseudo-time until a steady-state
is reached. This equilibrium solution is the solution of the original time-independent
problem (3.35). To do so, we replace the Laplacian with a diffusion operator, there-
fore adding a first order time derivative term that we discretize using forward finite
differences with timestep At, thus obtaining a discrete version of problem (3.35),
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We then analyzed the convergence properties of compensated optimal grids
for the above problem as the size of the mesh in the transverse direction increases·
These results are shown in Fig. 3·5 (b), where the L„ norm of the relative error of
the numerical solution is plotted as a function of m, for different values of a.
For these simulations, we observe exponential convergence, as was achieved for
the linear case of the previous section. However, we also notice that as a approaches
its upper bound, the range of values for which we achieve maximum accuracy de-
creases. For instance, in the case of a = 1.5, by doubling the number of grid-points
along x the error decreases by approximatively one order of magnitude until it reaches
its limit. After reaching this limit, further increase of M does not produce any benefit
in terms of accuracy of the numerical solution. Moreover, once a certain critical value
(independent of a) of m is reached, the accuracy begins to deteriorate since the given
compensated optimal grid has not been defined to resolve these long-wave Fourier
modes. However, for different values of a, we obtain an apparently different spectral
interval of resolution. In particular, as a approaches 2, we observe a decrease in the
range of values for which maximum accuracy is achieved. This result is due to the
nature of the problem. In fact, as a 2, the period of the solution tends to infinity,
since in this limit 6 —> 0. As a result, there are more wavenumbers that need to be
resolved simultaneously than for smaller values of a, and these extra wavenumbers
cause the method to have a smaller range of maximum accuracy. Nonetheless, the
method maintains its exponential rate of convergence as we see from the slope in Fig·
3.5.
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To summarize these numerical studies, the method of compensated optimal
grids applied to the considered nonlinear problem produces solutions that are essen-
tially spectrally accurate. This is quite surprising for a finite-difference method based
on a five-point stencil. Moreover, the method provides an easy way to control the
error of the approximation, and allows us to obtain solutions with high accuracy using
relatively small finite difference grids.
3.3.3 Extension to three-dimensional problems
The results obtained so far have shown the high accuracy and flexibility of compen-
sated optimal grid approaches applied to two dimensional domains. Can we use the
same approach to discretize problems in three dimensions? We can try, since all we
have to do is discretize one direction using an optimal grid, but as we will show in
this Section, we cannot achieve spectral accuracy using just compensation. However,
by using a certain approach to discretize the transversal plane, we can achieve at
least fourth order accuracy at essentially no extra computational cost. This result is
impressive, since when working in three dimensions the required computational effort
can be very expensive. To be able to reduce the computational load by reducing the
number of gridpoints and also achieve fourth order accuracy is a big step forward
with respect to more common methods such as finite differences, which only achieve
2nd order accuracy.
As before, we first consider a simple model problem, which in this case is a
straightforward extension of boundary-value problem (3·31)
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Unfortunately, the straightforward extension of the method of Sec. 3.2 to
(3.43) and (3.44), in which the three-point stencil in the transversal direction is re-
placed with a five-point centered difference for the transversal plane on a square grid
with step hi , would not work because of the numerical anisotropy introduced by such
a discretization· In fact, under this approximation we have
and by Taylor expansion of the right hand side of Eq.(3.45) we find that
As a result, only the modes with either q ¹ = 0 or q² = 0 (which essentially
correspond to a one dimensional problem) would be spectrally resolved. In any other
case, we cannot compensate as we did for the one dimensional case and the 0(h1)
error due to lack of anisotropy of this finite difference approximation will always be
present.
We confirmed this observation by running the solver using various combina-
tions of q ¹ and q² . The results obtained are depicted in Fig. 3.6 and show that the
one-dimensional compensated grid still performs no better than the geometric optimal
grid of the same size except for the case q = (q1 , 0) or q = (0, q² ), which is essentially
one dimensional. In particular, the methods all have second order convergence, as
we would expect from the result in Eq. (3.46). To avoid this behavior, we need to
discretize the transversal Laplacian using a more isotropic scheme. We will do so in
the next two sections·
3.3.4 Compensation on hexagonal grids
Since the problem encountered in the previous simulations is due to the anisotropy of
the five-point stencil, we can try to construct a more isotropic mesh. A natural way
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Figure 3.6 Convergence study for the solution of (3.43) with results for the com-
pensated grids with n = 14 for various combinations of q, together with the results
for an optimal geometric grid of size n = 14 (continuous black line).
to do so would be to go from a square based grid to a hexagonal one, like the grid
shown in Fig. 3.7 a.
We coupled this type of discretization of the plane with a seven-point dis-
cretization, thus obtaining the following numerical scheme:
where the index j denotes a point on the hexagonal grid contained inside a rectangle on
[0, Lx ] x [0, Ly ] and aligned with its sides (see Fig. 3.7 a), (xi , yj ) denotes the Cartesian
coordinates of the point with index j, and Nj is the set of 6 nearest neighbors of the
j-th point.
While the second term in each equation of scheme (3.47)-(3.48) is due to the
optimal grid approximation, the first term represents the numerical scheme for the
transversal Laplacian and can be obtained through, e.g. a finite volume approach. In
56
57
Figure 3.7 (a) The discretization of the rectangular domain using a hexagonal grid·
(b) The 9-point anisotropy-adjusted stencil for A i on a square grid. In (a), the solid
circles show_ the discretization nodes, while the empty circles correspond to the ghost
nodes of the reflecting boundary. Similarly, solid lines in (a) show the connections
between the discretization nodes, while dashed lines show the connections to the ghost
nodes. In (b), the fractions give, apart from the factor of h1 ² , the weights of different
nodes in the stencil·
fact, finite volumes represent a more general way to discretize the plane and can be
efficiently extended to imperfect lattices [80] (see Chapter 6).
To complete the numerical setup of model problem (3·43), we add that we
are using reflecting boundary conditions on the rectangle boundaries and a Dirichlet
boundary condition at k =
To apply compensation to scheme (3.47), we need to determine the source of
the error of the scheme itself· We put u = eiq1x+iq2y  and then proceeding as in Section
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(3.50)
The first two terms of Eq. (3.53) only depend on the modulus of the eigenval-
ues, and only the fourth order term depends explicitly on the components of q. This
fact is of extreme importance, since it will determine the accuracy that we should
expect from the compensated approach.
From the results in Eq. (3.52), we can find an analogue of Eq. (3.24) for the
hexagonal scheme
where F, is the impedance function of the grid in the z-direction.
The idea of compensation is now to modify the impedance function F that is
being approximated by some Fn to cancel out the leading order error term in (3.53).
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This is the best that we can do in three dimensions with this choice of stencil, since the
dependence of the fourth order term on both components q 1 and q² does not allow
(in this context) to compensate for the error in both directions at the same time.
However, since the second order term depends only on the modulus I ql , by choosing a
particular direction of compensation we are able to eliminate the second order error,
and also obtain essentially spectral accuracy along this preferred direction. This can
be achieved, for example, by matching the resulting impedance function to the exact
impedance function for q 1 = 0. Thus, we arrive at
for all choices of q, with the error term vanishing identically for all q = (0, q) .
Finally, constructing an optimal grid from the rational approximant Fri of
the modified impedance function Fn on the spectral interval λ E [λm in , λmax ], with
λm in = O(1) and λ max = O(hI-²), we resolve the solution at z = 0 with O(h4I) accuracy,
provided the value of n is chosen to be sufficiently large. While the obtained accuracy
is no longer spectral-like, as in the case of one-dimensional problems, it nevertheless
is of higher order than the expected second-order accuracy of such a 7-point centered
difference stencil in three dimensions·
We performed numerical tests of the proposed method by solving the dis-
cretized version of the problem (3.43) and (3.44) with the help of the diagonally
preconditioned conjugate gradient method, choosing Lx = 7r and Ly = 115/200π3 with
hi — = π/200·
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Figure 3.8 The L°° norm of the relative error of the numerical solution of (3.43)
and (3.44) obtained, using hexagonal grids in the xy-plane and compensated optimal
grids with n = 8 in (a) and n = 14 in (b) (see text for complete details). In (b), the
straight line indicates the 0(1q1 4 ) dependence.
We used two different optimal rational approximants for F e in (3.55): one
with n = 8 optimized on the spectral interval A E [1, 103 ], and the other with n = 14
optimized on the spectral interval A E [3 x 10 -1 , 3 x 10 2 ].
The results for several choices of q are shown in Fig. 3.8. One can see that,
as Ice is decreased, the accuracy of the solution quickly reaches the resolution limit
of 3.2 x 10 -7 for the n = 8 optimal grid, and stays low for all smaller wave vectors
in the problem. The performance of these grids is essentially as good as that of the
one-dimensional compensated optimal grid constructed earlier (see Sec. 3.2). On the
other hand, in the case of the n = 14 optimal grid the error reaches the resolution
limit of 1.6 x 10 -12 only for the wave vector (0, q) , as we should expect from our choice
of compensation. Nevertheless, we are still able to obtain an error that behaves as
0(4 4 ) for all the other wave vectors.
3.3.5 Compensation on anisotropy-adjusted square grids
We can also use a finite-difference approach for uniform square grids to obtain results
similar to the ones in Section 3.3.4 for hexagonal grids.
In this case, to reduce the anisotropy we discretize the problem in the
xy- plane to achieve a higher degree of isotropy for the discrete problem. Note that this
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is different than using higher-order discretization for spatial derivatives, since the
resulting stencil may still remain O(h1) accurate.
For instance, let us try to solve numerically the boundary-value problem given
by (3.43) and (3.44) using a square grid based finite difference approach for the
transverse Laplacian and compensated optimal grid in the vertical direction·
We have previously observed that the most obvious choice of a 5-point centered
difference stencil is not sufficient to overcome the anisotropy that it produces (the
second order term in Eq. (3.46)), thus leading to second order accuracy (see Fig·
3.6).
Instead, we consider the centered 9-point stencil involving nearest and next-
to-nearest neighbors of each grid point (see Fig. 3.7(b)). In particular, because of
the simmetry of the grid, we obtain the weights of part (b) in Fig. 3.7, e.g. the
neighboring points have all the same weight which is different from the weight of the
next to neighboring points. To see this, let us denote by i and j the Cartesian indices
of the points on the square grid in the xy-plane and by k the index of the staggered
grid in the z-direction, we write:
where x i = ih and yj = j17,1 , and a, b and c are weights that need to be determined.
If we now assume that u = eiq1xi+iq2yj, we obtain the following expression for λq:
if we now Taylor expand the above expression
and match corresponding powers of h i , we obtain that for the choice of a = 2/3,
b = 1/6, and c = —10/3
λq =IqI² _	 + O (hi)	 (3.60)
which is analogous to (3.53). We should also mention that this stencil has been
mentioned in [69] in a different context.
Hence, using the discretization of (3.57) in place of the 7-point stencil in a
suitably modified version of (3.47) and (3.48), we find the solution to be
u(x i , yj , 0) ti cos q i x i cos q2 yj
x
 F,[-2 {5 — 2 cos(q2h) — cos(q1h)(cos(q2h ) + 2)}] , (3.61)3h2±
where, again, Fr, is the impedance function of the staggered grid along the vertical
Laplacian. When q2 = 0, the solution in (3.61) reduces to
u(x i , yj , 0) ti Fn,[2h 1 2 (1 — cos @hi )] cos q i x i ,	 (3.62)
which coincides with the result in Eq. (3.25) obtained for the one-dimensional prob-
lem. Therefore, approximating by F ri the impedance function Fn from (3.27), we have
u(x i , yj , 0) F (q?) cos q i x i , and, moreover, for all q
u(x i , y3 ,0)	 F(14) cos q1xi cos q2yj + O (hi) .	 (3·63)
63
Figure 3.9 The L°° norm of the relative error of the numerical solution of (3.43)
and (3.44) obtained, using anisotropy-adjusted square grids in the xy-plane and com-
pensated optimal grids with n = 8 in (a) and n = 14 in (b) (see text for complete
details). In (b), the straight line indicates the 0(4 4 ) dependence.
In other words, we obtain a result similar to that for hexagonal lattices with the
7-point stencil, i.e., the solution of the discrete problem is approximating the exact
solution of the boundary-value problem as well as the rational function Fn, approxi-
mates the modified impedance function F, given by (3.27), and the solution is O(h4)
accurate for all wave vectors at sufficiently large values of n. We note that the com-
pensated optimal grid in this case coincides with the one already constructed for the
two-dimensional problem in Sec. 3.2.
Results of numerical studies analogous to those of Sec. 3.3.4 are presented in
Fig. 3.9. In (3.43) and (3.44) we choose Lx = Ly = 7T and discretize the problem
with h1 =  using the compensated optimal grids constructed earlier in Sec. 3.3.1
with n = 8 and n = 14. The obtained results coincide with those obtained using the
method of Sec. 3.3.4.
To summarize, we have shown that for the exterior Lalpace problem in half-
space, we can increase the accuracy of the optimal grid method from second order
to fourth order by changing the impedance function being approximated so that it
matches closely the scheme used to discretize the transverse Laplacian. Now, let us
demonstrate the utility of this method when applied to a cell signaling problem.
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3.4 Application to Cell Signaling
We now combine the discussion in the preceding sections with the mathematical
modeling introduced in Chapter 2 to study a model problem arising in epithelial cell
signaling.
In particular, we consider an idealized framework consisting of a flat epithelial
layer and a semi-infinite layer of extracellular medium as in Fig. 2.1. Cells at the
bottom of the layer emit various signaling molecules which can then diffuse in the
extracellular space and bind to their specific cell-surface receptors [64, 28]. Binding
of the signaling molecule to its respective receptor, in turn, activates the intracellular
signaling cascades which then elicit multiple cellular responses. Importantly, such
responses may further regulate secretion of the acting signaling molecule, resulting in
the establishment of positive and negative feedbacks [29].
For simplicity we consider only one ligand molecule of concentration s(t, x, y, z)·
From the mechanistic model described in Chapter 2 by Eqs. (2.4)-(2.8), we know that
s satisfies the diffusion equation with an inhomogeneous Neumann boundary condi-
tion at z = 0 (the level of the epithelial layer) [62, 53]:
where A denotes the three dimensional Laplacian, and g, is the secretion rate at
which the ligand is secreted from the unit area of the epithelium surface. In general
the argument of g, will depend (explicitly or implicitly) on the ligand concentration
s, so that a feedback loop can be established, but it can also depend on many other
extracellular and intracellular elements. For example, in Chapter 2 we obtained
this feedback by coupling ligand dynamics with the intracellular processes that are
activated by ligand-receptor complexes on the epithelium (see the role of p in Eq·
(2.6)).
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We determine the form of gs by assuming a Hill function behavior for the secre-
tion rate of the ligand (σ in Eq. (2.6)), where the argument of this sigmoidal function
is proportional to the concentration of ligand-receptor complexes (s*). We also as-
sume fast ligand-receptor kinetics, which is a biophysically reasonable approximation
[62, 53] that becomes exact for stationary solutions, and an excess of ligand-sensing
receptors·
Under the above conditions, and using the same notation as for the model
described by Eqs. (2·4-2.8), we find the following expression for gs as a function of
the parmeters of the system and the Dirichlet data s(t, x, y, 0) =--
where :Os is the minimum secretion rate, and s 0 is an appropriately rescaled threshold
of 4 .
To the dymanics described by Eqs. (3.64) and (3.65) we add another mecha-
nism that is responsible for generating a feedback loop, which consists of an imposed
morphogen gradient that contributes to the ligand-induced ligand-release dynamics·
This is one of the roles that mophogens have in development [64].
To determine a form of g, that models the involvement of both mechanisms
in the feedback loop formation, we assume that a particular cell on the epithelial
layer is emitting a morphogen molecule at the rate of Qv, molecules in a unit of time,
that the morphogen recapture rate from the layer cells is negligible, and that the
size of the cell is small with respect to the length scale of the problem. Under these
assumptions, the concentration w of the morphogen molecule satisfies the following
diffusive partial differential equation
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where we placed the emitting cell at the origin. Here, 6(x) denotes the Dirac delta-
function, and Dw is the diffusion constant of the morphogen.
We also suppose that the morphogen molecule can reversibly bind to its own
receptor to form a morphogen-receptor complex (whose concentration we indicate
with w*), and that this complex is required to activate signaling through the pos-
itive feedback loop. Under the same regimes of fast equilibration kinetics together
with excess of morphogen-sensing receptors, we may conclude that the density of
morphogen-receptor complexes w* is proportional to morphogen concentration at the
cell surface with the constant of proportionality given by the ratio between the rates
of complex formation and complex dissociation
where kw,onrw is the morphogen-receptor binding rate times the number of receptors
per unit area and kw,off is the morphogen-receptor dissociation constant·
It is also biophysically reasonable to assume that ligand release depends on the
product of concentrations of the inductive signal (the morphogen) and the induced
ligand. This algebraic expression can be viewed as an approximation of the AND
logic commonly encountered in developmental gene regulatory networks [15]· With
this in mind, the input to the signaling cascade in the secretion rate (the argument of
the Hill function in (3.65)) should now be taken to be proportional to the cell surface
density of ligand-receptor and morphogen-receptor complexes:
where, as before, we have assumed fast equilibration of the binding kinetics.
We are particularly interested in the steady state solution of this configuration·
For the morphogen concentration w, we can find the stationary solution analytically
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by using the Green's function for the Laplacian, obtaining:
Before we apply this result to Eq. (3.64), it is also convenient to rescale the
problem by introducing the nondimensional quantities
Finally, we obtain the following equation describing ligand's stationary signal-
ing profiles:
We have simulated the problem in Eq. (3.71) with v = 2 and k = 0·15 on a
square (x, y) E [-L, L] x [—L, L] with Dirichlet boundary conditions.
In practice, the problem was solved using an explicit relaxation algorithm on
a hexagonal grid covering the first quadrant with Neumann boundary conditions at
x = 0 or y = 0, and Dirichlet boundary conditions at x = Lx or y = Ly , with Lx , Ly
chosen sufficiently close to L = 15 in a way compatible with the lattice. We used the
suitably resealed n = 14 compensated optimal grid obtained in Sec. 3.3·3 and varied
h1 in the range h1
 = 0·1 ÷ 1.
The profile of the solution for h1 = 0.25 is shown in Fig. 3.10(a). It has the
expected bell-shaped profile, with high signaling restricted to a small neighborhood
of the cell emitting the morphogen. Also, quite expectedly, we found that the region
of high signaling grows upon decrease of ,c (corresponding to increase in Q,,,), and
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Figure 3.10 (a) The profile of the solution of (3.71) obtained using the n = 14
compensated optimal grid of Sec. 3.3.3 on a hexagonal lattice with h1 = 0.25,
Lx = 60h1, Ly = 681/1 0/2. (b) The relative error of ū(0, 0) obtained using the
n = 14 compensated optimal grids of Sec. 3.3.3 for hexagonal and anisotropy-adjusted
square lattices. In (b), the straight line indicates the 0(h1) dependence.
shrinks with increase of IC, until at some critical value of k the solution disappears
altogether. This signifies a region of bistability, since the problem always has u = 0
as the trivial solution.
We have also performed convergence studies of the solution to assess the ac-
curacy and efficiency of the method. As the indicator, we chose the maximum value
of ft in the computational domain, which is attained at the origin. The results of
these studies for both the hexagonal and anisotropy-adjusted square lattices com-
bined with their corresponding n = 14 compensated optimal grids obtained in Sec.
3.3.3 are presented in Fig. 3.10(b). As expected, both lattices produce solutions that
are fourth-order accurate in h1.
3.5 Some Theoretical Considerations
So far, we have shown that it is possible to extend the method of optimal grids in
such a way that the numerical error due to the discretization along the non opti-
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mal direction(s) is either eliminated (for two dimensional problems) or significantly
reduced (three dimensions). We also showed a successful application of the compen-
sated optimal grids to cell signaling problems.
We would like to end the treatment of this subject by briefly comparing the
compensated optimal grids method with Fast Fourier Transform (FFT) methods [82].
Thus far we only applied the compensated optimal grids method to problems that
can already be solved using Fast Fourier Transform (FFT) methods·
Compensated optimal grids are very easy to use and implement (e.g· they can
be easily embedded into existing codes) and straightforward to parallelize. Optimal
grids can be used efficiently when implementing Newton-like methods for nonlinear
problems, since they lead to sparse matrices to be inverted. This could be done for
FFT too, but it would require the inversion of a non-sparse matrix. This task is com-
putationally expensive for a two dimensional problem and could even be impossible
in three dimensions where the matrix to be inverted would be of O(N4 ), where N is
the number of grid points in one direction (e.g. m = N 2 ). Also, sometimes we have
to use irregular grids to solve certain type of problems, e.g. when localized sources
are present. This can be done using optimal grids, but not with FFT.
CHAPTER 4
AUTOCRINE SIGNAL TRANSMISSION IN THE PRESENCE OF
VOLUME DEGRADATION
In this chapter, we are going to study the existence and qualitative properties of trav-
eling fronts as mean of long range signal transmission in the presence of degradation
in the bulk, i.e. in the context in which a ligand molecule diffusing away from the
cell layer loses its signaling properties. This can happen through various mechanisms,
such as sequestration by other molecules that are present in the extracellular matrix
[63]. In a non developmental context, molecule degradation by extracellular ATP has
been shown to enhance cell signaling in wound healing of corneal epithelial cells [92].
We begin by detailing the equations of the model for a general configuration of linear
degradation.
4.1 Mathematical Model with Degradation
We are going to consider the general model consisting of Eqs. (2.4-2.8). This system
is a mathematical representation of an idealized epithelium in which a cell layers sits
at the boundary of a semi-infinite extracellular medium as shown in Fig. 2·1. We alter
this model by adding a degradation term to the equation governing ligand diffusion
(Eq. (2.4)). In particular, we assume that the rate of change of ligand concentration
S is proportional to ligand concentration itself, and we indicate with kdeg the constant
of proportionality.
We also consider the biophysically plausible assumption of fast binding kinetics
that eliminate the first order time derivative in the complex evolution equation (Eq.
(2.5)), and the assumption of receptors abundance, i.e· as ligands bind, unbind and
ligand receptor complexes get internalized, the number of available receptors on the
cell layer does not change significantly.
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Figure 4.1 Ligand-mediated signal transmission. (A) The geometry of the system
modeled by Eq. (4.1). (B) Illustration of elementary processes.
This system is represented graphically in Fig. 4.1 , and these are its governing
equations:
In writing the last equation we assumed that the response to signaling is characterized
by the sigmoidal function gpσ(C/C0 ) taken to be a Hill function of order n
Our first step is to reduce the number of parameters by making the system
dimensionless. We introduce these new variables:
72
(4.4)
The use of these new variables reduces the number of parameters from 10 to just 3,
leading to the following system of equations:
This is the model we are going to analyze in this Chapter. As first step, we will look
at the model comparison with a well studied one [62, 61, 53] that presents many of
the characteristics of the model under consideration.
4.2 Comparison with the Thin-Gap Limit
The most natural representation of the epithelium is a finite one, of course. And only
under certain assumptions it is reasonable to consider a semi-infinite system like the
one represented in Eq. (4.1).
In Chapter 2, we derived a simpler model (Eq. (2.17)) for an idealized ep-
ithelium in which ligand molecules are diffusing through a narrow layer of height H
above the epithelium· The model we derived is two-dimensional, while the one that
we consider here, like the one considered in [62, 61, 53] is three dimensional, and is
obtained from the general one in the same way as we obtained Eq. (2.17)
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(4.10)
One of the main features that connects the above model with the one in Eqs.
(4.5-4.7) is the feature of bistability· In fact, in both systems, there is a connection
between the linear ligand diffusion with the nonlinear ligand production, this nonlin-
earity is the cause of potential steady state multiplicity. Furthermore, since σ, the
nonlinear term responsible for protease activation and threfore ligand production, has
sigmoidal shape, it can be shown that these systems can have two stable steady states
[41, 55, 48].
In particular, for Ts
 >> 1, Eq· (4.9) reduces to
this equation has been extremely well-studied [24, 25, 26, 27, 41, 4, 67, 68, 51], and it is
known that the system governed by Eq. (4·11) can be switched to the "on" state by a
localized perturbation only if the threshold c 0 is sufficiently small so that the equation
can be bistable [41]. The critical value of the threshold at which bistability can be
observed in the spatially-distributed system is related to the existence of a stationary
one-dimensional heteroclinic orbit connecting the two stable equilibria s = sl = 0
and s = §3· This scenario is depicted in Fig. 4.2, where ,§ 3 is the largest of the two
positive roots ,§ 2 , 3 of the nonlinearity in Eq. (4.11), i.e·
For planar fronts, this solution satisfies
74
Figure 4.2 Graphical representation of a bi-stability scenario for Eq. (4·11)
and by multiplying this equation by s x
 and then integrating, we can find a solvability
condition ([41]) that is necessary and sufficient for the front existence:
This is the solvability condition for the boundary-value problem in Eq. (4.13) which
determines the critical value of the threshold c 0 . Below this threshold, the positive
feedback loop can be switched on in a spatially distributed system.
Thus, in the case of Eq. (4.11) and, in fact, the system of Eqs· (4.9) as well,
one can characterize the spatial behavior of the autocrine loop by solving an algebraic
problem in Eqs· (4.12) and (4·14). For instance, if we consider Eq. (2·30), which
is the same as Eq. (4.11), with σ(s/c0 ) = 9(s — c0 ), where 0 is the Heaviside step
centered at c0 . Then, Eq. (4.12) becomes
and E(s3 ) is equal to zero only if c0 = 1/2, and the traveling front exists with v > 0
if and only if c0 < 1/2· A well known result for a Heaviside nonlinearity that we used
in Chapter 2 too·
In contrast, in the case of Eqs. (4.5) — (4.7) it is no longer obvious how to
do this because of the non-local character of this problem. In the following, we will
present a mathematical treatment which allows to obtain the criteria for activation
of the positive feedback for the problem under consideration·
4.3 Steady State Multiplicity
We begin with the analysis of the steady states of signaling admitted by the model
described by Eqs. (4.5-4.7). This is a necessary first step to check if traveling waves
solutions connecting two stable steady states are possible.
For Eq. (4.11), the cooperativity due to ligand-mediated ligand release is
enough to generate multiple steady states. In fact, the balance between a linear and
a sigmoidal function that is required at equilibrium, coupled with a lower value of
c0 , implies the existence of three steady states (two stable and one unstable). This
configuration is the one of the classical mathematical problem often referred in the
literature as bistable equation [41, 22].
However, for model (4.5-4·7), the multiplicity of steady states is not a trivial
result, although intuitively it is what we expect for certain values of the parameters
of the problem. In fact, the bistable problem that we have obtained in the thin gap
limit approximation is due to the possibility of averaging the concentration of the
ligand along the z direction. This approximation localizes the dynamics of ligand-
mediated ligand release to the epithelium layer, leading to steady states governed by
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Eq. (4.12). In the half-space set up with degradation in the bulk, we cannot average
along z anymore. Therefore, the equilibrium will depend not only on the dynamics
at cell layer level, but also on the degradation in the bulk. And we need to study
the balancing between these two phenomena to determine the steady states of the
signaling system.
We are looking for the steady states of the non-dimensional model (4·5-4.7),
i.e. solutions independent of time and the x, y coordinates. Therefore, at equilibrium
the concentration of ligand in the bulk satisfies
From this equation and the condition that ligand concentration has to vanish at
infinity, we obtain that s(z) = s exp(-zγ ). Furthermore, by using this result, and
the fact that p is at equilibrium too, we obtain from the boundary condition at cell
layer that ,§ needs to satisfy
When σ is a Hill function, this is an algebraic equation which, depending on the value
of y, generically has one or three solutions. When the value of γ is sufficiently large,
we have s l = 0 as the only solution of Eq. (4.18)· A pair of new solutions, :§2 and ,§3
is created through a saddle-node bifurcation when γ < γc , for some γn = γc(c0) > 0.
This is illustrated in Fig· 4.3 where the nonlinearity is assumed to be a Hill function
with n = 2.
In this case we can explicitly find the steady states and their dependence on
the parameters of the system. In fact the algebraic equation we need to solve is
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Figure 4.3 Multiplicity of the steady states for Hill nonlinearity with n = 2. (A)
Three possible scenarios for the solution of Eq. (4.18). (B) The behavior of the two
nontrivial solutions s 2 (unstable) and s 3 (stable) as γ increases· In both plots c0 = 0·2·
which has solutions
From this result we find that the critical value of the degradation coefficient γc is
We need to note that the above steady states can be achieved only if c0 <
1/2. If this is not the case, the only real solution of Eq. (4·19) is the trivial one,
independently of the degradation factor γ. This is intuitively obvious, since even in
absence of degradation, ligand-induced ligand release can overcome ligand-mediated
endocytosis only if c0 < 1/2·
Let us now analyze the stability of these steady state solutions. We linearize
Eqs. (4.5), (4.6) and (4·7) with respect to perturbations of the form op = ae -  λt—iqx
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and Ss = b(z)e- λt- iqx (so that Re λ < 0 would signify instability), obtaining
where we dropped the higher order terms of the Taylor expansion of σ about s/c0
and used the fact that b(z) vanishes at infinity.
The above system of equations leads us to the following condition for λ:
where the analytic branch of the square root is chosen so that its real part is always
positive.
From Eq. (4.25) one can see that λ is always real for γ > 1 (the opposite case
is a little more subtle and will be treated elsewhere)· Furthermore, we have λ = 1 for
= 0, hence the state of no signaling is always linearly stable.
Under multiple steady states conditions, i.e· for γ < γ, we always have three
different steady states as depicted in Fig. 4.3 A. Thus, the slope of σ(s) at s = s3 is
always going to be less than the one of the line 1 + \h. And the opposite happens
for the steady state at s 2 . Therefore, 0 < σ'(s3/c0) < 1+ γ and σ'(s2/c0) > 1+ γ .
As a result, if we assume λ < 0 when s = s 3 , we have that
σ'(s3 /c0 )
= (1 - λ)(1 + γ + q2 — λ) (1 + 	 + q 2 — λ) > 1+ 	 (4·26)
c0
which is impossible· Therefore, λ > 0 for all q, and the steady state s3 is linearly
stable whenever it exists· This result is shown in Fig. 4.4 (B) where we can see that
the value of λ is always greater than zero. From Fig. 4.4 (A) we notice that the
steady state s 2 is unstable for small values of q.
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Figure 4.4 Dependence of λ upon q for the steady stats s 2
 (subplot A) and s 3
(subplot B). For this study we used 7 = 0.3 and c 0
 = 0.1.
Thus, although we started this discussion by highlighting the fact that model
(4·5)-(4.7) may not have the same properties as the bistable equation (4.11), we found
that the steady states of the degradation model are very similar to simple reaction-
diffusion problems with bistable nonlinearities, as e.g., in Eq. (4.11) [41, 22].
To summarize the analysis above, our model exhibits signaling bistability when
the threshold of signaling c 0
 is below a certain value and whenever the volume degra-
dation rate 7 < γc(c0). Bistability is destroyed when the volume degradation is suffi-
ciently strong, an intuitively expected result since under this condition the majority
of ligand molecules will degradate before being able to reach an empty receptor.
In the steady state the effect of bulk degradation is essentially to enhance the
removal of the ligands from the epithelium surface by a factor of 1+ γ Let us point
out the square root dependence of the enhancement factor on γ. This implies that
the additional effect of bulk degradation can remain quite strong even for relatively
small values of kdeg•
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4.4 Stationary Fronts
Now that we have established the existence of bistability for the model, we want to
study stationary front solutions connecting the two stable equilibria sl z=0 = 0 and
slz=0 = 83.
Without the loss of generality, we may assume that this front is parallel to the
y-axis. After setting all the time and y-derivatives in Eqs. (4·5) — (4.7) to zero, we
can eliminate p, thus arriving at the following boundary-value problem for s alone:
Since we are looking for stationary fronts connecting :§3 to 0, we determine that the
following conditions need to be satisfied as x +oo in order to have these type of
heteroclinic x-independent stationary solutions of Eq. (4.27):
To be able to characterize these heteroclinic orbits using Eqs. (4.27) and
(4.28), we need to determine a solvability condition. This is not a trivial task due the
non-local character of the problem.
We looked at the literature for these type of problems· We found that in a
recent paper the authors studied solutions for a general nonlinear problem similar to
Eq. (4.27), except that they have γ = 0 [12]. In particular, one of their driving ideas
was to extend the knowledge of the Peierls-Nabarro problem from [81, 58] to more
general systems. Of course, the Peierls-Nabarro problem they refer to, is the same
one that we studied numerically in Chapter 3.
While looking at the problem in n dimensions, the authors were able to estab-
lish existence of front solutions to Eqs. (4.27) and (4·28) in a special case of γ = 0 [12].
They obtained a solvability condition from an observation that Eq. (4.27), viewed as
an infinite-dimensional dynamical system with x playing the role of time, possesses
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a kind of Hamiltonian structure leading to the existence of a conserved quantity as a
function of x.
Since the linear degradation term is the only difference between our problem
and theirs, we can follow the arguments in [12] in our problem. For each x define the
functional
Then, multiplying the first equation in (4.27) by as/ax and integrating z
we can use the chain rule to rewrite the first and last terms to get
while for the middle term, we use integration by parts and the boundary condition
from the second equation in (4.27) together with the fact that the function vanishes
as z —f co, to obtain:
after two more applications of the chain rule in the above equation and rearranging
the terms, we can use the definition of the energy functional E in Eq. (4.29) to write
the following equation
Since in the limit x —> +co we must have as/ax ---4 0, integrating Eq· (4.33)
over x and using Eqs. (4.28), we obtain the solvability condition:
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This formula can be further expressed in terms of s3 only· Performing the z-integration,
we obtain an equivalent condition
This is an analogue of Eq. (4.14) defining the threshold value of γ = γ0 beyond which
the autocrine loop cannot be switched on by a localized stimulus.
The value of γ0 can be explicitly calculated in the case when σ is a Hill function
with n = 2· Here, the solvability condition of Eq. (4.35) becomes
and 70 needs to saisfy:
where s3 is given by Eq· (4.20) with 7 = 70 · We can plot the obtained threshold
value of 70 vs. s3 parametrically as a function of c0 . The result, together with several
bifurcation curves, is shown in Fig. 4.5· This figure shows how the parameter region
in which autocrine signaling can be switched on, located above the dashed line, is
smaller compared to the region of multiple steady state solutions.
We can also compute the autocrine loop activation threshold in another ex-
treme when the Hill nonlinearity is replaced with a Heaviside function: σ(x) =
H(x — 1) (corresponding to the limit of a very sharp nonlinearity, n = cc in the
Hill function)· In this case it is easy to see from Eq. (4.18) that multiple steady
states exist whenever γ < 'y = (1 — c 0)²/c²0, as long as c0 < 1. Once again, substitut-
ing the Heaviside function into Eq. (4.35), we find that the autocrine loop activation
threshold is given by
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Figure 4.5 Steady state bifurcation diagram superimposed on the plot of the au-
tocrine loop activation threshold curve for Hill nonlinearity with n = 2.
A parametric plot of this dependence is shown in Fig. 4·6. Note a significant drop in
the value of c0 needed for autocrine signaling to take place even for relatively small
values of y, due to the dependence at small 'γ.
In the case of the Hill function with a general value of n, it is still possible
to analyze the autocrine loop activation threshold γ0 numerically. Let us also point
out that these results are not very different from those obtained in the case when the
Hill function is replaced with the Heaviside function. In Fig· 4.7 we compare the
parametric relation between c0 and γ0 for several values of n. One can see that the
Heaviside function gives a very good approximation to the activation threshold for
the entire range of values of n. Also, note that for fixed c 0 the threshold 70 increases
monotonically with n, with the n = 2 result in Eq. (4.37) providing the lower bound
and the Heaviside result in Eq. (4.38) providing the upper bound, respectively·
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Figure 4.6 Autocrine loop activation threshold in the case of the Heaviside
nonlin-earity.
Figure 4.7 Autocrine loop activation threshold: comparison between the Hill and
the Heaviside nonlinearities.
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4.5 Traveling Waves
When the values of c0 and γ are below the activation threshold, one would expect that
a sufficiently localized stimulus applied to the epithelium would result in switching
the signaling activity on.
In the case of Eq· (4.11) this "ignition" phenomenon is rather well understood
[25, 26, 27, 4, 41, 55]. Here, a localized perturbation of sufficient strength and size
evolves into a radially diverging wave of signaling [4, 39]. The role of the feedback in
this process is to relay the signaling activity to remote regions of the epithelium from
the point of origination. This signal propagates through the epithelium by means of
a special type of solution: a traveling front, i·e· a solution of Eqs. (4.5) — (4·7) of the
form
where v is the constant propagation velocity which is characterized by a monotonically
increasing level of signaling. Traveling front solutions are also translation invariant,
and connect two different steady states of a given bistable system such as the one we
are dealing with (at least for certain values of parameters c 0 and γ as discussed in
the previous section).
Substituting the ansatz from Eq. (4.39) into Eqs. (4.5) — (4·7), we find that
the traveling wave solutions satisfy the following nonlinear boundary-value problem,
together with Eq. (4.28):
where the value of c at the origin is chosen to fix translations.
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As we noted earlier in this work, despite the similarities of the model described
by Eqs. (4.5) — (4.7) and that of Eq. (4.11), because of the non-local character of the
spatial coupling, it is not immediately obvious whether the system under consideration
can sustain traveling waves in the presence of bulk degradation. This scenario is also
different from that in Chapter 2 where we demonstrated existence of traveling waves
solutions and signal propagation for a similar class of non-local problems in which
the ligand dynamics in the extracellular space is governed by pure diffusion (see also
similar results in presence of purely diffusing ligand dynamics in [62]).
Here instead, we investigate the existence and properties of the traveling wave
solutions in the presence of bulk degradation.
One can use Fourier transform techniques to study existence of traveling wave
solutions in the special case of a sharp threshold nonlinearity, in which the Hill func-
tion in Eq. (4.7) can be replaced with a Heaviside step· This analysis is outlined in
the last section of this Chapter. There, we find that traveling front solutions with
speed v > 0 exist and are unique (up to translations) for all values of a, as long as
c0 < 1/2 and γ < γe , with γe given precisely by Eq. (4.38). In other words, the front
of signaling activation persists in the presence of ligand volume degradation when the
strength of this degradation is not too high. The profile of one such solution for a
particular choice of the parameters is shown in Fig. 4.8. In particular, one can see
from this figure that, as expected, the high level of signaling remains tightly localized
in the vicinity of the epithelium. The figure was generated by applying numerical
integration to the integral expressions in Eq. (4.61).
Also, the velocity v of the front as a function of model parameters for the
Heaviside nonlinearity is given parametrically by the following expression (see Sec.
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Figure 4.8 The profiles of a traveling wave solution at a = 0·2, 7 = 0·1, c0 = 0.188·
In (A) and (B), the distributions of s(x, 0) and p(x) are shown, in (C) a contour plot
of s(x, z) is shown·
The dependence of c0 on v for several values of a at fixed 7 is presented in Fig.
4·9. This figure also shows two limiting behaviors as a 	 0, corresponding to quasi-
stationary diffusion of ligands in the extracellular space, and a cc, Corresponding
to instantaneous protease response to changes in the ligand 'concentrations at the
epithelium surface. One can see that when a << 1, the solution is well approximated
by neglecting the time derivative in Eq· (4·5), whereas when a >> 1 the solution can
be well approximated by neglecting the time derivative in Eq· (4·6)·
We also studied the dependence of the propagation velocity v on the bulk
degradation rate γ for several values of the threshold c0 at fixed a, Fig. 4·10A, and
for several values of a at fixed c0 , Fig. 4·10B. For all the parameters in Fig· 4.10, there
exists a traveling wave solution with v > 0 at 7 = 0. As the value of -y is increased,
the propagation velocity v decreases, and when γ reaches γ0 , the propagation velocity
vanishes· Note that for -y << 1 the dependence of v on 'y is approximately linear· This
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Figure 4.9 Relation between the traveling wave velocity v and the activation thresh-
old c0 for different values of a at γ = 0·1, obtained from Eq. (4·43).
is in contrast with the	 dependenceence of the propagation threshold c0 on γ in Eq.
(4.38) for small γ.
Finally, we studied how much the propagation velocity in the problem with a
general Hill nonlinearity deviates from the exact solution obtained for the Heaviside
nonlinearity in Eq. (4.43)· The results for numerical studies of the propagation veloc-
ity for several values of the Hill coefficient and other fixed parameters are presented
in Fig. 4.11.
To obtain these results we used a numerical method consisting of forward
difference in time, centered difference for the transversal Laplacian and optimal grids
for the discretization along the vertical direction, obtaining the scheme
where t is the time index, j represents the discretization along the x direction, and k is
the optimal grid index along the vertical direction. We used the standard optimal grid
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Figure 4.10 Dependence of the propagation velocity v on 7 for different values of
c0 (A) and a (B), obtained from Eq. (4.43). In A, a = 0.1, in B, c 0 = 0.15·
treatment of the boundary condition at z = 0 (e.g. k = 0), a homogeneous Dirichelt
boundary condition at k = nog (in the case nog means the size of the optimal grid, to
avoid confusion with the Hill coefficient), and no flux boundary conditions at j = 0, m·
It is not obvious from our discussion in Chapter 3 that we can use the optimal
grids method in connection with such a parabolic problem· However, in [6], the
authors successfully applied the problem for the solution of hyperbolic problems·
Furthermore, we can think of the use of the optimal grid approach in time-dependent
problems as solving an elliptic one in the Laplace transform space. For instance, given
the problem
if we take the Fourier transform of s with respect to x and y, and the Laplace trans-
form with respect of time
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Figure 4.11 Dependence of the propagation velocity on the Hill coefficient at γ =
0.25, a = 0.1, c0 = 0.1594756, obtained from the numerical solution of Eqs. (4.5) —
(4·7).
the above equation reduces to
where q1 , q2 are due to the Fourier transform and r is the Laplace variable·
Using this notation we can suppose that for a range of values of λ the optimal
grid approximation will be valid even for the parabolic problem, and this is actually
the result that we obtain through our simulations.
Going back to Fig. 4.11, one can see that in the considered case the devia-
tion is more significant than in the case considered in [62] at small Hill coefficients·
Nevertheless, for sufficiently sharp Hill nonlinearities (i·e. when n >~ 4) the Heaviside
function gives a good approximation (<~ 20% accurate) of the propagation velocity
for the considered parameter values.
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4.6 Exact Traveling Wave Solutions
If we use as nonlinearity a(c/c0 ) ti H(c/co), where H is the Heaviside step function
and co is the activation threshold, we can find an integral form for the traveling wave
solutions of Eq. (4.5).
We assume that the solution is a traveling front propagating along the x-axis
with constant velocity v, i.e. 8 = 8(x — vt, z), c = c(x — vt), and p = p(x — vt). Then,
if c(x) is a monotonically decreasing function of x, (4.5) can be rewritten as
where, without loss of generality, we assumed that the threshold c = co is reached at
the origin.
We can solve Eq. (4.50) using the continuity condition p(0) = 0· Thus obtain-
We now Fourier-transform with respect to x to find the z dependency of 8 in Fourier
space. We use the following conventions:
Using the above definitions, and solving the resulting o.d.e. in Fourier space, we find
that 8(x, z) is given by the integral expression:
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where the presence of f is due to the Fourier transform of p (P q ):
It is possible to write the complex integral of Eq. (4.54) as a real one by using
contour integration techniques. For the purpose of choosing the appropriate contour,
we found that the integrand has two simple poles at q 1 = —iє, and q2 = —i/v; and
also two branch points at q3,4 = i(αv + α²v² + 4y)/2. Since we want to find the
integral along the real line, we choose the branch cuts to extend from q 3 , 4 toward
minus and plus infinity, respectively. Using this setup, we can find a real expression
for s(x, z) when x < 0 by using the contour portrayed in Fig. 4.12. For this contour
choice we assume that 1q2 1 > 1q3 . This is not always true, but the other case leads to
a more straightforward calculation, and both cases give the same result.
Figure 4.12 Contour for the integral of Eq.(4.56).
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Applying Cauchy's Residue Theorem to the integrand in Eq· (4.54) around
the contour F = ABCDEFGHJKA we have:
The integral to the left is given by the sum of the line integrals that characterize the
contour. Of these line integrals, f; and fKA vanish in the limit as the radius tending
both arcs goes to infinity. The integral around the branch point q3 also disappears in
the limit as € 3 goes to zero. The remaining ones all contribute to the final result.
In the limit as 6 2 goes to zero we find that:
For the two remaining integrals we have:
Combining the results from Eq.'s (4.56), (4.57), (4.58), and (4.59) and taking the
limit as E goes to zero, we obtain the following integral expression for 8(x, z):
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This integral is only valid for nonpositive values of x. An integration around a similar
contour, but on the positive half-plane will give the value of 8(x, z) for positive values
of x. We carried out the calculations and found that:
Note that, by using the condition 8(0, 0) = co on the above equation, we obtain Eq.
(4·43).
To summarize, we showed that even in presence of degradation in the bulk,
there is a wide range of parameters that lead to multiple steady states for the model
of Eqs· (4.5)—(4.7). Furthermore, we showed the existence of traveling fronts con-
necting two stable states. Although the range of parameters for which the models
admits traveling wave solutions is smaller than the multiple steady states range of
parameters.
CHAPTER 5
CONCLUSIONS AND FUTURE RESEARCH
This work has been devoted toward two main goals: the development of an extension
to the optimal grids method, and the analysis of the existence of traveling front
solutions in a model epithelium that accounts for degradation in the bulk.
In Chapter 3, we presented the method of optimal geometric grids for elliptic
problems in unbounded domains. This method was introduced by Druskin in [18] and
has been successfully applied to various problems such as the computation of stray
magnetic fields [50]. We showed that it is possible to improve the method so that the
essentially spectral properties of the optimal grids approximation are not lost when
this method is coupled with a less accurate discretization technique to solve problems
in higher dimensions·
As a result, we are able to render superconvergent a second order scheme
such as centered finite difference for a one dimensional second order derivative, with
only the addition of few discretization points on the direction normal to the one of
the lower order scheme. This is extremely impressive, and comparable to an FFT
approach in terms of computational complexity·
However, as we mentioned at the end of Chapter 3, the compensated opti-
mal grid method has a few advantages over FFT· We did not really exploit these
advantages in details and one of our future goals is to do so.
In particular, we stated that the compensation approach can be extended to
nonregular grids in a more effective way than FFT. This is one of the reason why we
developed the method in the first place, since we envision it as one of the cornerstones
for the implementation of more realistic geometrical shapes of the epithelium. In fact,
we have developed an algorithm able to handle an arbitrary bounded domain. We are
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Figure 5.1 The user input a number of nodes is randomly placed on a prescribed
geometrical shape.
testing it for simple model problems and hope to soon be able to apply it practical
signaling problems.
For instance, let us suppose that we want to solve a problem in a disk, and
that we want to obtain a hexagonal tessellation on the transversal plane and optimal
gris along the vertical direction, with the goal of using the finite volume scheme from
Chapter 3. We propose a general approach for this task that is depicted in Figs.
5.1, 5.1 and 5.3. The first step is to select the number of nodes that we want to
use to represent the given domain, then these points are placed randomly on the
domain, with the only constraint being that points cannot be too close to each other
(this constraint is not necessary but makes the following step faster). The result for
this first step for a circular domain is shown in Fig. 5.1. The next step is to use a
simulated annealing algorithm [43, 47] to rearrange the nodes so that they occupy the
domain in which we want to solve the problem in a "regular" configuration. Briefly,
the simulated annealing algorithm is a Monte-Carlo method in which at each iteration
the state of the system is measured using a problem-specific energy function, then
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Figure 5.2 A simulated annealing algorithm rearranges the nodes to minimize a
given penalty function that is selected with the goal of achieving a regular configura-
tion of nodes.
a random perturbation to the system is introduced. The perturbed configuration is
accepted if it is a configuration of lower energy than the previous one or by a random
acceptance process (to sample as many configurations as possible) that is made more
stringent as the system approaches a state of low energy.
In our case, we choose a penalty function that should give a lower energy
configuration that corresponds to a regular discretization in which each point is po-
sitioned at the vertex of an hexagon. To achieve this regular configuration we could
choose:
(5.1)
where by .Nj we indicate the set of the sixth closest neighbors to the j-th node, and
k1, k2 are two constants. This is the energy function we used to obtain the results in
Fig. (5.2) with k1 = 1, and k2 = 1.
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Figure 5.3 Voronoi partitioning of the given domain.
While the results that we obtain with this approach are not as good as the ones
in Fig. 3.7, we believe that we can still achieve at least second order convergence if we
use a Voronoi tessellation of the domain in the transversal direction, and discretize
it using a finite volume scheme that takes advantage of the properties of Voronoi
tessellation. Such a tessellation is shown in Fig. 5.3 for the annealed grid of Fig. 5.2.
At present time, we are still experimenting using toy problems, such as solving
for the Bessel function in a disk with base given by the circle of Fig. 5.3. The
results are encouraging, however, there is still much more work that needs to be done
especially for the annealing step before we can reach any valid conclusion.
Related to these studies, but with a different biophysical approach, there is the
goal to apply this general idea of partitioning:of the epithelium, to problems in which
cell signaling is analyzed with each cell treated individually, i.e. a discrete version of
the continuum model we have analyzed so far.
This discrete approach has been used in [61] and we could use it to answer some
questions about cell signaling in presence of cells with different signaling capabilities,
for example some of the cell could act as sink with respect to the diffusing ligands.
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The other main analysis of this thesis was done in Chapter 4, were we analyzed
a mathematical model of ligand mediated signaling in an idealized epithelium in
the presence of degradation in the bulk. In this setting it is not obvious that the
system exhibits steady states multiplicity and whether it has traveling front solutions
connecting different stable steady states. We showed that this is indeed the case, by
first using an appropriate energy functional to find the conditions on parameters of
the system for which bi-stability is achieved, using an approach similar to the one
introduced by [12] for a reaction-diffusion equation in an n-dimensional space.
After establishing the existence of two different steady state, we looked for
traveling front solutions of the system, i.e. solutions of the form 8(x — vt), p(x —
vt). In particular we were able to analytically determine the properties of these
traveling fronts for the case of a Heaviside nonlinearity in the ligand activation term.
And to numerically show how the traveling wave front solutions for the case of a
Hill nonlinearity converge toward the Heaviside setup as the Hill coefficient tends to
infinity.
In the near future we are going to do a more through mathematical anal-
ysis of the Hill nonlinearity case, by trying to determine if some of the properties
and theorems of the reaction-diffusion equation literature can be extended to our
model. Also, we will numerically construct the traveling wave solution explicitly for
the degradation model, and extend these results to more general models·
APPENDIX
STABILITY OF TIME DEPENDENT PROBLEMS
We are going to show that the relaxation algorithm used in Chapter 3 for the cell
signaling problem of Section 3.4 and the nonlinear problem of Section 3.3 is condi-
tionally stable, and that the condition depends on h 1 , and the choice of ho , i.e· the
mesh stepsize in the transversal Laplacian, and the initial step in the compensated
grid respectively.
Let us consider scheme (3.47) together with the forward difference scheme for
the discretization of the first order time derivative (we use this time discretization for
the relaxation approach to solve the model nonlinear problem in Section 3.3.2):
where l is the time index, At is the uniform time step, and everything else is the same
as in Eq.(3.47).
We can re-write this scheme in matrix form:
u1+1 = ul+1 ,	 (5.3)
where Q is obtained from Eq.(5.2), after multiplying both sides by hk to make the
compensated optimal grid matrix operator, and Q itself, symmetric. Thus
Qu = u + Δt(H +V)u, 	 (5.4)
where H and V are the matrix operator for the horizontal and vertical Laplacian
respectively.
Under this notation, a necessary and sufficient condition for scheme (5.2) to
be stable is that the spectral radius of Q be less than 1 [80]·
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Let us indicate with λ the eigenvalues of Q, with λ l the eigenvalues of H. and
with A the eigenvalues of V. Then, we can write the following expression relating
these eigenvalues:
Using the negativeness of the eigenvalues of V (it is a real tridiagonal matrix
with negative values on the main diagonal) in Eq.(5.5), we find that λ < 1 for any
choice of At·
We now need to find a condition such that λ > —1. Let us choose λ = 1, then:
and the condition for stability is:
which is definitely satisfied if
and all is left to do is to estimate these maximal spectral values.
This is a simple task for the compensated optimal grids matrix operator since
this values is explicitly given by the optimal rational interpolant. For instance, from
Eq. (3.30) we infer that the maximum eigenvalue is max(λ) = 2.69169/hi·
For the transversal Laplacian, we can use the CFL condition and obtain
for the centered difference and the 7-point stencil respectively.
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In conclusion, a necessary and sufficient condition for stability of scheme (5.2)
where C depends on the choice of optimal grid and discretization on the transversal
domain, and can be easily calculated as we discussed above.
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