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A NONLINEAR MEAN VALUE PROPERTY FOR MONGE-AMPE`RE
PABLO BLANC, FERNANDO CHARRO, JUAN J. MANFREDI, AND JULIO D. ROSSI
Abstract. In recent years there has been an increasing interest in whether a mean value property, known
to characterize harmonic functions, can be extended in some weak form to solutions of nonlinear equations.
This question has been partially motivated by the surprising connection between Random Tug-of-War games
and the normalized p−Laplacian discovered some years ago, where a nonlinear asymptotic mean value
property for solutions of a PDE is related to a dynamic programming principle for an appropriate game.
Currently, asymptotic nonlinear mean value formulas are rare in the literature and our goal is to show that
an asymptotic nonlinear mean value formula holds for the classical Monge-Ampe`re equation.
Dedicated with admiration and affection to our friend Umberto Mosco on his 80th-birthday.
1. Introduction
It is well-known that there is a mean value formula that characterizes harmonic functions; a function u is
harmonic (u is a solution to ∆u = 0) in a domain Ω ⊂ Rn if and only if u satisfies the mean value property
u(x) = −
∫
Bε(x)
u(y) dy (1.1)
for each x ∈ Ω and all 0 < ε < dist(x, ∂Ω). In fact, a weaker statement known as asymptotic mean value
property is enough to characterize harmonicity: A continuous function u is harmonic in Ω if and only if
u(x) = −
∫
Bε(x)
u(y) dy + o(ε2) as ε→ 0, (1.2)
see [11, 41]. The same results hold if we replace the average over the ball Bε(0) by an average over the
sphere ∂Bε(0). Moreover, the mean value property can be extended to characterize sub- and superharmonic
functions replacing the equality by the appropriate inequality in (1.1) and (1.2). Furthermore, a discrete
version also holds; a continuous function u is harmonic if and only if
u(x) =
1
n
n∑
j=1
{
1
2
u(x+ εej) +
1
2
u(x− εej)
}
+ o(ε2) as ε→ 0, (1.3)
where {e1, . . . , en} is the canonical basis of Rn.
Extensions of these ideas to the classical Poisson equation −∆u = f derive from the formula
∆u(x) = lim
ε→0
[
2(n+ 2)
ε2
(
−
∫
Bε(x)
u(y) dy − u(x)
)]
, (1.4)
from where we conclude that when f is continuous, a smooth function u satisfies −∆u = f in Ω if and only
if
u(x) = −
∫
Bε(x)
u(y) dy +
ε2
2(n+ 2)
f(x) + o(ε2) as ε→ 0 (1.5)
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for each x ∈ Ω.
Mean value formulas for operators other than the Laplacian are relatively rare in the literature. In [36],
the authors prove a mean value theorem for linear divergence form operators with bounded measurable
coefficients. In this case, the statement of the mean value formula involves the Green function for the
operator. In [17] (see also [10, 20]), a simpler statement in terms of mean value sets was pointed out (a set
D is a mean value set for the point x ∈ D and the operator L if the mean value property (1.1) holds with
D replacing Bε(x) for every u such that Lu = 0). It is worth mentioning that mean value sets and their
properties are yet to be fully understood, see [2, 3, 6, 8, 29]. For mean value properties in the sub-Riemannian
setting we refer to [12].
In recent years there has been an increasing interest in whether the mean value property can be extended
to nonlinear operators such as the normalized infinity Laplacian
∆N∞u =
1
|∇u|2
n∑
i,j=1
uxixjuxiuxj
and the normalized (also called 1−homogeneous) p-Laplacian,
∆Np u = |∇u|2−p div
(|∇u|p−2∇u) = ∆u+ (p− 2)∆N∞u,
for 1 < p < ∞. This question was originally motivated by the surprising connection between dynamic
programming principles and the normalized infinity Laplacian discovered in [30], [31] and its connection
with Random Tug-of-Wag games in [38]. A nonlinear mean value property for p-harmonic functions first
appeared in [37] motivated by the Random Tug-of-War games with noise in [39]. It was proved in [37] that
p-harmonic functions are characterized by the fact that they satisfy the following nonlinear asymptotic mean
value formula in the viscosity sense
u(x) =
(
p− 2
p+ n
)(
maxBε(x) u+minBε(x) u
2
)
+
(
2 + n
p+ n
)
−
∫
Bε(x)
u(y) dy + o(ε2) as ε→ 0. (1.6)
See also also [4] and the recently published book [9] for historical references and more general equations.
Observe that the mean value formula holds in a generalized or viscosity sense, meaning that whenever a
smooth test function touches u from above (respectively below) at a point x, the mean value formula (1.6) is
satisfied with ≤ (resp. ≥) for the test function at x. In addition, in certain cases (1.6) holds point-wise. This
is the case when the dimension n = 2 and 1 < p <∞ ([32, 5]). However, it does not hold for p =∞ for the
Aronsson function, the ∞−harmonic function u(x, y) = x4/3 − y4/3, see [37]. Whether we have a point-wise
characterization in higher dimensions remains an open problem to the best of our knowledge. The nonlinear
mean value property (1.6) has a game-theoretic interpretation for which it is essential that the coefficients
add up to 1, so that they play the role of conditional probabilities. Note that only the first term in (1.6) is
nonlinear, with more weight the larger the p, while the second one is linear. In particular, the case p = 2
reduces to (1.2), the asymptotic mean value property that characterizes harmonic functions. For mean value
properties for the p-Laplacian in the Heisenberg group see [23] and for the standard variational p−Laplacian
[22].
Our goal in this paper is to investigate the validity of mean value properties for solutions to the Monge-
Ampe`re equation,
detD2u = f,
which arises in many areas of analysis, geometry, and applied mathematics. Some important examples are
the prescribed Gaussian curvature problem or Minkowski problem, optimal mass transportation and the
construction of antennas and reflectors, see [21, 24, 26, 27, 28, 45].
In the Dirichlet problem for the Monge-Ampe`re equation, one prescribes a smooth domain Ω ⊂ Rn,
boundary data g(x) on ∂Ω, and a right-hand side f(x) in Ω, and studies existence and regularity of a
function u that verifies {
detD2u = f in Ω,
u = g on ∂Ω.
(1.7)
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For the problem to fit into the framework of the theory of fully nonlinear elliptic equations, one must look
for convex solutions u to ensure that detD2u is indeed a monotone function of D2u. Thus, we require the
right hand side f(x) to be non-negative. We also assume that the domain Ω is convex. The convexity of Ω
is required in order to construct appropriate smooth subsolutions that act as lower barriers, see [18, 19].
The Monge-Ampe`re equation can be expressed as an infimum of a family of linear operators as follows,
n
(
detD2u(x)
)1/n
= inf
detA=1
trace(AtD2u(x)A) (1.8)
(see Remark 1.6 and Lemma 2.7 below). Notice that the condition det(A) = 1 allows the matrix A to have
arbitrarily small eigenvalues, which shows the degeneracy of the operator; this is immediately apparent in
dimension n = 2, where the two eigenvalues of the matrix must be reciprocal in order to keep the determinant
equal to 1, but one of them can be very small if the other is very large.
As mentioned above, our goal is to establish a mean value property for a convex function u that satisfies
detD2u = f . In fact, the convexity of u automatically implies that the value of u at a given point cannot
be above its average over a ball, that is,
u(x) ≤ −
∫
Bε(x)
u(y) dy. (1.9)
One could also see this formula as a consequence of the subharmonicity of u. A refinement comes from the
Arithmetic-Geometric mean inequality, which implies
∆u ≥ n(detD2u)1/n = nf1/n.
Then, by using the asymptotic representation of the Laplacian in (1.4), it follows that
u(x) ≤ −
∫
Bε(x)
u(y) dy − ε2 n
2(n+ 2)
(f(x))1/n + o(ε2) as ε→ 0,
which improves on (1.9). Even more, we can replace the average over the ball in the previous expression by
the infimum over the family of averages of u over ellipsoids that are volume-preserving affine deformations
of Bε(x). Motivated by equality (1.8) we can expect an equality to hold for this infimum. This is in fact the
main contribution of this article.
The main results of this paper are asymptotic mean value properties for the Monge-Ampe`re equation that
hold point-wise in the C2 case, Theorem 1.1 and Theorem 1.3, and in the viscosity sense in the general case,
Theorem 1.2 and Theorem 1.4. Our first two results give asymptotic mean value formulas when we consider
ellipsoids that do not become too degenerate near the point under consideration.
Theorem 1.1. Let φ(ε) be a positive function such that
lim
ε→0
φ(ε) =∞ and lim
ε→0
ε φ(ε) = 0. (1.10)
Let u be convex and C2 in Ω. Then, for every x ∈ Ω we have
u(x) = inf
detA=1
A≤φ(ε)I
{
−
∫
Bε(0)
u(x+Ay) dy
}
− n
2(n+ 2)
(
detD2u(x)
)1/n
ε2 + o(ε2), (1.11)
as ε→ 0.
Observe that it follows from (1.10) that the ellipsoids in (1.11) shrink to x as ε→ 0.
Notice that Theorem 1.1 shows that a smooth (C2) convex function is a classical solution to the Monge-
Ampe`re equation detD2u = f in Ω if and only if the asymptotic mean value formula
u(x) = inf
detA=1
A≤φ(ε)I
{
−
∫
Bε(0)
u(x+Ay) dy
}
− n
2(n+ 2)
(f(x))
1/n
ε2 + o(ε2),
as ε→ 0 holds point-wise for x ∈ Ω.
Our next result says that this mean value property extends to viscosity solutions but this time the mean
value property need also to be understood in the viscosity sense.
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Theorem 1.2. Let φ be a positive function satisfying (1.10), and f ∈ C(Ω) a non-negative function. Then,
a convex function u ∈ C(Ω) is a viscosity subsolution (respectively, supersolution) of the Monge-Ampe`re
equation
detD2u = f in Ω (1.12)
if and only if
u(x) ≤ inf
detA=1
A≤φ(ε)I
{
−
∫
Bε(0)
u(x+Ay) dy
}
− n
2(n+ 2)
(f(x))1/n ε2 + o(ε2) (1.13)
as ε → 0 for x ∈ Ω (respectively, ≥) in the viscosity sense; meaning that whenever a convex paraboloid P
touches u from above (respectively below) at x, the mean value formula (1.13) is satisfied for the function P
at the point x.
The restriction A ≤ φ(ε)I imposed to the set of matrices over which the infimum is taken in (1.11) makes
the formula local. For every x ∈ Ω, the conditions A ≤ φ(ε)I and |y| ≤ ε imply that x+Ay ∈ Ω for ε small
enough; in fact, we have
dist(x+Ay, x) = |Ay| ≤ ε φ(ε) ≤ dist(x, ∂Ω)
for ε sufficiently small (since ε φ(ε) → 0 as ε → 0). As an example of a function φ that verifies (1.10) we
mention φ(ε) = ε−α for 0 < α < 1.
Strictly convex paraboloids satisfy (1.11) without the remainder o(ε2). However, when λ = 0 is an
eigenvalue of the Hessian matrix of the paraboloid, the remainder o(ε2) appears due to the restriction
A ≤ φ(ε)I; see Example 4.2 below for details.
Next, we present a different mean value formula where we do not impose the condition A ≤ φ(ε)I. The
statement for this formula is more natural and for convex paraboloids it holds without the remainder. On
the other hand, this formula is not local since the paraboloids need not shrink to x as ε→ 0.
In our formula we consider averages of u over ellipsoids depending on A and ε. We must require that this
ellipsoid is included in the domain of definition of the function u. Therefore we restrict the infimum over
matrices A for which the ellipsoid
Eε(A, x) =
{
y ∈ Rn : |A−1(y − x)| ≤ ε} = {x+Ay : y ∈ Bε(0)}
is contained in Ω.
Theorem 1.3. Let u be convex and C2 in Ω. Then, for every x ∈ Ω
u(x) = inf
detA=1
Eε(A,x)⊂Ω
{
−
∫
Bε(0)
u(x+Ay) dy
}
− n
2(n+ 2)
(
detD2u(x)
)1/n
ε2 + o(ε2), (1.14)
asymptotically as ε→ 0.
As it was earlier the case, we have that the mean value formula holds point-wise for smooth functions
and characterizes smooth solutions to Monge-Ampe`re, but when we want to extend the characterization for
viscosity solutions the formula has to be interpreted in the viscosity sense.
Theorem 1.4. Let f ∈ C(Ω) be a non-negative function. Then, a convex function u ∈ C(Ω) is a viscosity
subsolution (respectively, supersolution) of the Monge-Ampe`re equation
detD2u = f in Ω (1.15)
if and only if
u(x) ≤ inf
detA=1
Eε(A,x)⊂Ω
{
−
∫
Bε(0)
u(x+Ay) dy
}
− n
2(n+ 2)
(f(x))1/n ε2 + o(ε2) (1.16)
as ε → 0 (respectively, ≥) in the viscosity sense for x ∈ Ω; meaning that whenever a convex paraboloid P
touches u from above (respectively below) at x, the mean value formula (1.16) is satisfied for the function P
at the point x.
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Notice that we always have
inf
detA=1
−
∫
Bε
u(x+Ay) dy ≤ inf
detA=1
A≤φ(ε)I
−
∫
Bε
u(x+Ay) dy. (1.17)
The equality holds for strictly convex paraboloids and for smooth functions the difference is of order o(ε2).
The difference is not of order o(ε2) for viscosity solutions, see Example 4.5 below. Therefore, Theorem 1.1
and Theorem 1.3 are different in nature, they do not imply each other in an obvious way. The infimum over
ellipsoids with the restriction A ≤ φ(ε)I is bigger or equal than the infimum over ellipsoids contained in Ω for
ε small enough (because there are more ellipsoids contained in Ω than satisfying the restriction A ≤ φ(ε)I).
To check whether u is a subsolution of equation (1.15) the upper bound for u(x) with restricted ellipsoids
is more convenient. On the other hand, the lower bound for u(x) using ellipsoids contained in Ω is more
convenient when checking whether u(x) is a supersolution of the same equation.
Several remarks are in order.
Remark 1.5. Analogous formulas can be obtained by considering the integral over the boundary of the
ellipsoids. That is, for u convex and C2 in Ω we have
u(x) = inf
detA=1
Eε(A,x)⊂Ω
{
−
∫
∂Bε(0)
u(x+Ay) dHn−1(y)
}
− 1
2
(
detD2u(x)
)1/n
ε2 + o(ε2)
= inf
detA=1
A≤φ(ε)I
{
−
∫
∂Bε(0)
u(x+Ay) dHn−1(y)
}
− 1
2
(
detD2u(x)
)1/n
ε2 + o(ε2)
(1.18)
as ε → 0. See Remark 3.3 below. These formulas also hold in the viscosity sense and they characterize
viscosity solutions to the Monge-Ampe`re equation.
Remark 1.6. We assume without loss of generality that the matrices A in Theorems 1.1 and 1.2, and in
general throughout this paper are symmetric and positive definite. This follows from the (unique) left polar
decomposition of A, namely A = SQ, where Q is orthogonal and S is a positive definite symmetric matrix.
In fact, it is easy to see that S = (AAt)1/2 and Q = S−1A.
Remark 1.7. Assume that u ∈ C2(Ω) and that all the eigenvalues of D2u are positive (notice that in this
case u is strictly convex). For every x ∈ Ω, the matrix
A∗ =
(
detD2u(x)
) 1
2n D2u(x)−
1
2
has determinant equal to 1 and satisfies A∗ ≤ φ(ε)I for ε small enough. Therefore, for ε small we have
n det(D2u(x))1/n = trace((A∗)tD2u(x)A∗)
= inf
detA=1
trace
(
AtD2u(x)A
)
= inf
detA=1, A≤φ(ε)
trace
(
AtD2u(x)A
)
,
by Lemma 3.1 below. Moreover, A∗ realizes the infimum in (1.11) asymptotically; that is, making the choice
A = A∗ in the argument leading to (3.6) in the proof of Theorem 1.1, plus (3.8), gives
u(x) = −
∫
Bε(0)
u(x+A∗y) dy − n
2(n+ 2)
(
detD2u(x)
)1/n
ε2 + o(ε2)
for ε small enough. Then, comparing with (1.11), we get
inf
detA=1, A≤φ(ε)I
{
−
∫
Bε(0)
u(x+Ay) dy
}
= −
∫
Bε(0)
u(x+A∗y) dy + o(ε2),
as desired.
After proving the main theorems we present several examples. In Examples 4.1 and 4.2 we study the
behavior of the mean value formulas for paraboloids. Example 4.3 shows that the hypothesis of convexity is
needed. In Example 4.4 we present a viscosity solution to the Monge-Ampe`re equation that is not classical,
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but for which the asymptotic mean value property holds in the point-wise sense. Finally, Examples 4.5
and 4.6 provide examples of a viscosity solution to the Monge-Ampe`re equation such that the mean value
property does not hold point-wise, although it holds in the viscosity sense by Theorem 1.2.
Finally, we want to include a discrete mean value formula for Monge-Ampe`re. This is similar to formula
(1.3) for harmonic functions.
Theorem 1.8. Let u be a convex function in a domain Ω ⊂ Rn and let φ be a positive function satisfying
(1.10). Let us denote by O the set of all orthonormal bases V = {v1, . . . , vn} of Rn. For ε > 0 we define the
sets
Inε =
{
(α1, . . . , αn) ∈ Rn :
n∏
j=1
αj = 1 and 0 < αj < φ
2(ε)
}
.
We have that the asymptotic expansion
u(x) = inf
V ∈O
inf
αi∈Inε
{
1
n
n∑
i=1
1
2
u(x+ ε
√
αivi) +
1
2
u(x− ε√αivi)
}
− ε
2
2
(f(x))1/n + o(ε2)
as ε→ 0, holds in the viscosity sense if and only if u is a solution to the Monge-Ampe`re equation
det(D2u(x)) = f(x)
in the viscosity sense.
Note the similarity with the mean value formula (1.13) in the sense that
√
αi can be regarded as analogous
to the eigenvalues of A (and hence the condition
∏
i αi = 1 is analogous to det(A) = 1) while the orthonormal
basis {vi} is analogous to a basis of eigenvectors of A.
The paper is organized as follows. In Section 2 we provide some necessary preliminaries and information
about general viscosity theory for Monge-Ampe`re. In Section 3 we provide the proofs of Theorems 1.1, 1.2,
1.3 and 1.4. In Section 4 we discuss some particular examples. Finally, in Section 5 we prove the discrete
version of the mean value formula.
2. Notation and preliminaries
In this section we set the notation, recall basic results on the Monge-Ampe`re equation, and state some
definitions.
For symmetric square matrices, A > 0 means positive definite and A ≥ 0 means positive semidefinite.
We will denote λi(A) the eigenvalues of A, in particular λmin(A) and λmax(A) are the smallest and largest
eigenvalues, respectively.
We will denote the k-dimensional ball of radius 1 and center 0 by B
(k)
1 (0) = {x ∈ Rk : |x| ≤ 1} and the
corresponding (k − 1)-dimensional sphere by ∂B(k)1 (0) = {x ∈ Rk : |x| = 1}. Whenever k is clear from the
context, it will be omitted. We use the notation Hk for the k-dimensional Hausdorff measure.
A C2 function P (x) is a paraboloid if and only if it coincides with its second order Taylor expansion, i.e.,
we have
P (x) = P (x0) + 〈∇P (x0), (x− x0)〉+ 1
2
〈D2P (x0)(x− x0), (x− x0)〉
for any given x0. Furthermore, P (x) is a convex paraboloid if and only if D
2P ≥ 0.
We recall from [13, 24, 28] the notion of viscosity solution used in the sequel, see also [14, 15, 16, 34, 35,
42, 43] for additional references on Monge-Ampe`re equations.
Definition 2.1. Let u ∈ C(Ω) be a convex function and f ∈ C(Ω), f ≥ 0. The function u is a viscosity
supersolution (subsolution) of the Monge-Ampe`re equation
det(D2u) = f in Ω, (2.1)
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if for every convex paraboloid P that touches u from below at x0 ∈ Ω (respectively from above) we have
det(D2P (x0)) ≤ f(x0) (respectively ≥ f(x0)).
Remark 2.2. There are other notions of generalized solution of (2.1) in the literature. The notion of admissible
weak solution (see [43]) is equivalent to the notion of generalized solution in the sense of Aleksandrov (see
[28, Section 1.2] and also [1, 7, 13, 40]). When f ∈ C(Ω), a convex function u ∈ C(Ω), solution of (2.1) in
the Aleksandrov sense (or admissible weak sense) is a viscosity solution; the converse is true whenever f > 0
in Ω (see [13, Section 2] and [28, Propositions 1.3.4 and 1.7.1]).
There is considerable work in the literature establishing existence, uniqueness and regularity of solutions to
(1.7), see [18, 19, 24, 28, 44] and the references therein. The main ingredients of this theory are summarized
as follows:
1. The Monge-Ampe`re operator, when written as (det(D2u))1/n, is concave fully nonlinear. It can be
expressed as an infimum of a family of linear operators as follows,
n
(
detD2u(x)
)1/n
= inf
detA=1
trace(AtD2u(x)A) (2.2)
This characterization is a well-known, general property for non-negative matrices, proved below in Lemma
2.7 for the sake of completeness. Notice that the operator is degenerate since the condition det(A) = 1 allows
the matrix A to have arbitrarily small eigenvalues. This idea has been used in [25] to obtain an interpretation
of Monge-Ampe`re in terms of optimal control.
2. The fact that detD2u can be represented as a concave fully nonlinear operator implies that pure second
derivatives are subsolutions of an equation with bounded measurable coefficients and as such, are bounded
from above. For that purpose, the boundary and data must be smooth and the domain strictly convex. In
fact, the geometry of the domain is an important issue in the regularity theory for degenerate operators
depending on the eigenvalues of the Hessian, see [19].
3. The last ingredient of the theory is that for a convex solution of the equation with f strictly positive, the
linearized operator is uniformly elliptic and general regularity theory applies. In particular, the Evans-Krylov
theorem implies that solutions are C2,α and from there, as smooth as two derivatives better than f .
Let us state precisely what we understand by “satisfying the mean value property in a viscosity sense”.
First, recall that given a constant c and a real function g
c ≤ g(ε) + o(ε2) as ε→ 0
whenever we have
lim
ε→0
[c− g(ε)]+
ε2
= 0,
and
c ≥ g(ε) + o(ε2) as ε→ 0
whenever we have
lim
ε→0
[c− g(ε)]−
ε2
= 0.
Definition 2.3. Let φ be a positive function satisfying (1.10). A function u verifies the mean value formula
u(x) = inf
detA=1,
A≤φ(ε)I
{
−
∫
Bε(0)
u(x+Ay) dy
}
− n
2(n+ 2)
(f(x))1/n ε2 + o(ε2)
as ε→ 0 in the viscosity sense if for every convex paraboloid P that touches u from above (respectively from
below) at x, it holds that
P (x) ≤ (≥) inf
detA=1,
A≤φ(ε)I
{
−
∫
Bε(0)
P (x+Ay) dy
}
− n
2(n+ 2)
(f(x))1/n ε2 + o(ε2)
as ε→ 0.
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An analogous definition holds when the infimum is taken over ellipsoids contained in Ω. In fact, ellipsoids
play a very important role in the geometry of Monge-Ampe`re. Let us recall the notation used in Theorems
1.3 and 1.4.
Definition 2.4. Given a real number ε > 0, a point x ∈ Rn and a matrix A with detA = 1, the set
Eε(A, x) =
{
y ∈ Rn : |A−1(y − x)| ≤ ε}
=
{
y ∈ Rn : 〈(AAt)−1(y − x), (y − x)〉 ≤ ε2}
=
{
x+Ay : y ∈ Bε(0)
}
.
(2.3)
is an ellipsoid centered at x, with axes in the directions of the eigenvectors of AAt, and axes lengths given
by square roots of the corresponding eigenvalues, scaled by a factor ε.
Remark 2.5. The following are some elementary but useful facts:
(1) Whenever ε = 1 we will say that the ellipsoid is unitary since then
|E1(A, x)| = det(A) |B1(0)| = |B1(0)|.
(2) Eε(A, 0) = εE1(A, 0).
(3) |Eε(A, x)| = εn|E1(A, x)| = εn |B1(0)| = |Bε(0)|.
(4) The representation of a given ellipsoid by a matrix A is not unique, since for any Q with QtQ = I,
the matrix QA represents the same ellipsoid.
(5) According to Remark 1.6, we can always assume that an ellipsoid is given by a symmetric, positive
definite matrix.
The following elementary fact will be used several times in the sequel.
Lemma 2.6. Let M be a square matrix of dimension n. Then,
trace(M) =
n
ε2
−
∫
∂Bε(0)
〈My, y〉 dHn−1(y), (2.4)
=
n+ 2
ε2
−
∫
Bε(0)
〈My, y〉 dy, (2.5)
Proof. (Included for the sake of completeness) Expression (2.4) follows immediately from the divergence
theorem, just realizing that the exterior unit normal to ∂Bε(0) at y ∈ ∂Bε(0) is y/ε. For the second part, a
change to polar coordinates and (2.4) (with ε = 1) yield
−
∫
Bε(0)
〈My, y〉 dy = 1|Bε(0)|
∫ ε
0
∫
∂B1(0)
〈My, y〉 dHn−1(y) rn+1 dr
=
ε2
(n+ 2)|B1(0)|
∫
∂B1(0)
〈My, y〉 dHn−1(y) = ε
2
n+ 2
trace(M). 
We conclude this section with the following linear algebra fact, which is the key to what follows.
Lemma 2.7. Let B be a symmetric and positive semidefinite matrix. Then,
inf
detA=1
trace(AtBA) = n(det(B))1/n.
On the other hand, if B has a negative eigenvalue, then the infimum is −∞.
Proof. Let A with detA = 1, which we can assume symmetric and positive definite by Remark 1.6. The
matrix AtBA is symmetric and positive semidefinite and the arithmetic–geometric inequality gives,
det(B)1/n =
( n∏
i=1
λi(A
tBA)
)1/n
≤ 1
n
n∑
i=1
λi(A
tBA) =
trace(AtBA)
n
.
As this is true for any A with detA = 1, we deduce,
n(det(B))1/n ≤ inf
detA=1
trace(AtBA).
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To derive the converse inequality, assume first that B > 0. Then, the matrix A = det(B)
1
2nB−
1
2 has
determinant equal to 1 and verifies the equality,
trace(AtBA) = n(det(B))1/n.
Let us now consider the case when B ≥ 0. Since the result is trivial when B = 0, we can assume that 0
is an eigenvalue of the matrix B with multiplicity n− k < n, that is,
B = PB diag
(
λ1(B), . . . , λk(B), 0, . . . , 0
)
P tB
with PBP
t
B = I. Fix δ > 0 and define
Aδ = PB diag(λi(Aδ))P
t
B (2.6)
with PB the same as before and diag(λi(Aδ)) the diagonal matrix with entries
λi(Aδ) =


(
δ
trace(B)
) 1
2
for i = 1, . . . , k
(
δ
trace(B)
)− k
2(n−k)
for i = k + 1, . . . , n.
In this way, Aδ is positive definite with det(Aδ) = 1, and
trace(AtδBAδ) =
k∑
i=1
λi(Aδ)
2λi(B) = δ.
Since δ > 0 is arbitrary, we conclude that
inf
detA=1
trace(AtBA) = 0 = n(det(B))1/n.
Finally, whenever B has negative eigenvalues, one can adapt the above argument and write
B = PB diag
(
λ1(B), . . . , λk(B), λ
−
k+1(B), . . . , λ
−
n (B)
)
P tB
where λ−i (B) denote the negative eigenvalues of B (note that we are assuming that B has k non-negative
eigenvalues). Then, choosing Aδ as in (2.6) with
λi(Aδ) =
{
δ
1
2 for i = 1, . . . , k
δ−
k
2(n−k) for i = k + 1, . . . , n.
we get
trace(AtδBAδ) = δ
k∑
i=1
λi(B) + δ
− k
n−k
n∑
i=k
λ−i (B).
Taking δ → 0 in the above expression, we obtain that
inf
detA=1
{
trace(AtBA)
}
= −∞.

3. Proof of the main results: Theorems 1.1, 1.2, 1.3, and 1.4
In this section, we first prove the mean value property under the restriction A ≤ φ(ε)I for solutions of the
Monge-Ampe`re equation, in the classical and viscosity cases, Theorems 1.1 and 1.2, respectively. We start
by showing that for strictly convex functions with positive definite Hessian the matrices that compete for
the infimum at a given point cannot be too degenerate.
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Lemma 3.1. Let u ∈ C2(Ω) with λmin(D2u) > 0. Then, for every x ∈ Ω and every
θ > θ0 :=
(
∆u(x)
λmin
(
D2u(x)
)
)1/2
, (3.1)
we have
inf
detA=1
trace
(
AtD2u(x)A
)
= inf
detA=1, A≤θI
trace(AtD2u(x)A). (3.2)
Proof. Let A be a symmetric matrix with det(A) = 1, and write A = QJQt with Q orthogonal. Then, we
have
trace(AtD2u(x)A) =
n∑
i=1
λ2i (A)(Q
tD2u(x)Q)ii
≥ λmin
(
D2u(x)
) n∑
i=1
λ2i (A)
≥ λmin
(
D2u(x)
)
λ2max(A).
Therefore, we conclude that
inf
detA=1,
λmax(A)>θ
trace(AtD2u(x)A) ≥ λmin
(
D2u(x)
)
θ2. (3.3)
Moreover, by choosing A = I, we have
inf
detA=1
trace(AtD2u(x)A) ≤ ∆u(x). (3.4)
From (3.3) and (3.4), whenever θ > θ0 for θ0 given by (3.1), we have that
inf
detA=1,
λmax(A)>θ
trace(AtD2u(x)A) > inf
detA=1
trace(AtD2u(x)A).
This proves the lemma, since
inf
detA=1
trace(AtD2u(x)A) = min
{
inf
detA=1,
λmax(A)>θ
trace(AtD2u(x)A), inf
detA=1,
λmax(A)≤θ
trace(AtD2u(x)A)
}
. 
We can proceed with the proof of Theorem 1.1.
Proof of Theorem 1.1. Given x ∈ Ω, let us define the paraboloid
P (z) = u(x) + 〈∇u(x), z − x〉+ 1
2
〈D2u(x)(z − x), (z − x)〉.
Since u ∈ C2(Ω), we have
u(z)− P (z) = o(|z − x|2) as z → x,
which means that for every η > 0, there exists δ > 0 such that for every z ∈ Bδ(x),
P (z)− η
2
|z − x|2 ≤ u(z) ≤ P (z) + η
2
|z − x|2, (3.5)
with equality only when z = x. For convenience, let us denote
P±η (z) = P (z)±
η
2
|z − x|2.
Let us assume first that D2u(x) > 0. Then,
−
∫
Bε(0)
(
P±η (x+Ay)− P±η (x)
)
dy =
1
2
−
∫
Bε(0)
(〈
AtD2u(x)Ay, y
〉± η|Ay|2) dy
=
1
2
−
∫
Bε(0)
〈
At
(
D2u(x)± ηI)Ay, y〉 dy = ε2
2(n+ 2)
trace
(
At
(
D2u(x)± ηI)A) , (3.6)
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by Lemma 2.6. From here, we can use Lemmas 3.1 and 2.7 to get
inf
detA=1,
A≤φ(ε)I
{
−
∫
Bε(0)
(
P±η (x+Ay)− P±η (x)
)
dy
}
=
ε2
2(n+ 2)
inf
detA=1,
A≤φ(ε)I
{
trace
(
At
(
D2u(x)± ηI)A)}
=
ε2
2(n+ 2)
inf
detA=1
trace
(
At
(
D2u(x)± ηI)A)
=
n
2(n+ 2)
(
det
(
D2u(x)± ηI))1/n ε2
(3.7)
as long as
ε <
λmin(D
2u(x))− η
∆u(x) + nη
,
which holds for η, ε small enough because D2u(x) > 0.
On the other hand, from (1.10) it follows that the conditions A ≤ φ(ε)I and |y| ≤ ε imply x+Ay ∈ Bδ(x)
for ε < ε0, where ε φ(ε) < δ for every ε < ε0 and δ is as in (3.5). Therefore, by (3.5), if ε < ε0, then
P−η (x+Ay) ≤ u(x+Ay) ≤ P+η (x+Ay) for every y ∈ Bε(0). (3.8)
Then, (3.7) and (3.8) give
n
2(n+ 2)
(
det
(
D2u(x)− ηI))1/n ε2
≤ inf
detA=1,
A≤φ(ε)I
{
−
∫
Bε(0)
(u(x+Ay)− u(x)) dy
}
≤ n
2(n+ 2)
(
det
(
D2u(x) + ηI
))1/n
ε2.
(3.9)
To conclude, we observe that(
det
(
D2u(x)± ηI))1/n = (detD2u(x))1/n +O(η) as η → 0. (3.10)
To see this, first notice that
det
(
D2u(x)± ηI) = detD2u(x) + n∑
k=1
(±η)kσn−k
(
D2u(x)
)
, (3.11)
where the coefficients in the expansion are given by the elementary symmetric polynomials on the eigenvalues
of D2u(x), which are positive by the convexity of u. Therefore,(
detD2u(x)− Cη)1/n ≤ (det (D2u(x)± ηI))1/n ≤ (detD2u(x) + Cη)1/n
for some C > 0. Then, the Mean Value Theorem applied to g(t) = t1/n, with a = detD2u(x) and b =
detD2u(x) + Cη gives that there exists ξ ∈ (a, b) such that(
detD2u(x) + Cη
)1/n
= g(b) = g(a) + g′(ξ)(b − a) ≤ (detD2u(x))1/n + Cη.
Similarly, we obtain that (
detD2u(x)− Cη)1/n ≥ (detD2u(x))1/n − Cη
and (3.10) follows.
Putting together (3.9) and (3.10) we have proved that for every η > 0 there exists ε0 such that for every
ε < ε0 ∣∣∣∣∣ infdetA=1,
A≤φ(ε)I
{
−
∫
Bε(0)
(u(x+Ay)− u(x)) dy
}
− n
2(n+ 2)
(
detD2u(x)
)1/n
ε2
∣∣∣∣∣ ≤ Cηε2,
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that is, (1.11) holds.
The case when λ = 0 is an eigenvalue of D2u(x) requires minor modifications of the above argument
(we will assume D2u(x) 6= 0 because the result is trivial otherwise). In fact, the convexity of u yields
u(x+Ay) ≥ u(x) + 〈∇u(x), Ay〉 and therefore,
inf
detA=1,
A≤φ(ε)I
{
−
∫
Bε(0)
(u(x+Ay)− u(x)) dy
}
≥ 0 = n
2(n+ 2)
(
detD2u(x)
)1/n
ε2,
since the integral of the first-order term vanishes by symmetry. Thus, proving (1.11) amounts to show that
inf
detA=1,
A≤φ(ε)I
{
−
∫
Bε(0)
(u(x+Ay)− u(x)) dy
}
≤ o(ε2), (3.12)
as ε → 0. Fix η > 0. Arguing as before, we find that there exists ε0 such that (3.8) holds for every ε < ε0
(we will only use the upper estimate). Then, by (3.8), and Lemmas 2.6, 3.1 and 2.7 we get
inf
detA=1,
A≤φ(ε)I
{
−
∫
Bε(0)
(u(x+Ay)− u(x)) dy
}
≤ inf
detA=1,
A≤φ(ε)I
{
−
∫
Bε(0)
(
P+η (x+Ay)− P+η (x)
)
dy
}
=
ε2
2(n+ 2)
inf
detA=1,
A≤φ(ε)I
{
trace
(
At
(
D2u(x) + ηI
)
A
)}
=
ε2
2(n+ 2)
inf
detA=1
trace
(
At
(
D2u(x) + ηI
)
A
)
=
n
2(n+ 2)
(
det
(
D2u(x) + ηI
))1/n
ε2,
as long as
ε <
η
∆u(x) + nη
.
But them, (3.11) gives
0 ≤ det (D2u(x) + ηI) ≤ detD2u(x) + Cη = Cη
and the proof of (3.12) is complete. 
Next, we proceed with the proof of Theorem 1.2.
Proof of Theorem 1.2. Let us show first that u is a viscosity subsolution of (1.15) if and only if (1.13) holds
in the viscosity sense. Assume that a convex paraboloid P touches u from above at x0 ∈ Ω. By definition of
viscosity subsolution of (1.15), we have
detD2P (x0) ≥ f(x0) (3.13)
and we want to show that
u(x0) ≤ inf
detA=1,
A≤φ(ε)I
{
−
∫
Bε(0)
P (x0 +Ay) dy
}
− n
2(n+ 2)
(f(x0))
1/n ε2 + o(ε2) as ε→ 0. (3.14)
But, in fact, Theorem 1.1 and (3.13) show that
inf
detA=1,
A≤φ(ε)I
{
−
∫
Bε(0)
(P (x0 +Ay)− P (x0)) dy
}
=
n
2(n+ 2)
(
detD2P (x0)
)1/n
ε2 + o(ε2),
≥ n
2(n+ 2)
(f(x0))
1/nε2 + o(ε2),
(3.15)
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as ε→ 0, which gives (3.14).
To prove the converse, let P and x0 be as before, and assume (3.14). Our goal is to show (3.13). Theorem
1.1 and equation (3.14) show that
n
2(n+ 2)
(f(x0))
1/n ε2 + o(ε2) ≤ inf
detA=1,
A≤φ(ε)
{
−
∫
Bε(0)
(P (x0 +Ay)− P (x0)) dy
}
=
n
2(n+ 2)
(
detD2P (x0)
)1/n
ε2 + o(ε2),
as ε→ 0. Then, dividing both sides by ε2 and letting ε→ 0 gives (3.13).
The supersolution case follows similarly. 
Theorem 1.3 follows from Theorem 1.1. The key point in the argument is Lemma 3.2 below, which shows
that when λmin(D
2u) > 0 the ellipsoids that compete for the infimum among ellipsoids contained in Ω must
concentrate around the point where the mean value property is centered. Theorem 1.4 in the viscosity case
follows from Theorem 1.3 as Theorem 1.2 follows from Theorem 1.1.
Lemma 3.2. Let u ∈ C2(Ω) be a convex function. We fix x0 ∈ Ω and assume that λmin(D2u(x0)) > 0. For
each ε, let Aε be a matrix with detAε = 1 that almost realizes the infimum; that is, such that
−
∫
Bε(0)
(
u(x0 +Aεy)− u(x0)− n
2(n+ 2)
(
detD2u(x0)
)1/n
ε2
)
dy
≤ inf
detA=1
Eε(A,x0)⊂Ω
{
−
∫
Bε(0)
(
u(x0 +Ay)− u(x0)− n
2(n+ 2)
(
detD2u(x0)
)1/n
ε2
)
dy
}
+ o(ε2).
(3.16)
Then, the ellipsoids Eε(Aε, x0) concentrate at the point x0 as ε → 0, in the sense that, given δ > 0 there
exists ε0 > 0 such that
Eε(Aε, x0) ⊂ Bδ(x0)
for each ε < ε0.
Proof. First, we observe that since u is convex we can subtract the supporting hyperplane of u at x0 and
assume u(x0) = 0 and u ≥ 0 in Ω. Since the eigenvalues of D2u(x0) are strictly positive we have that there
exists c > 0 such that
u(x) ≥ c δ2, for |x− x0| > δ/2, (3.17)
where δ can be chosen small.
We argue by contradiction. Assume that there is δ > 0 and a sequence Am = Aεm such that detAm = 1,
Eεm(Am, x0) ⊂ Ω, Eεm(Am, x0) ∩ (Ω \Bδ(x0)) 6= ∅ (the ellipsoids do not concentrate), and
−
∫
Bεm (0)
(
u(x0 +Amy)− n
2(n+ 2)
(
detD2u(x0)
)1/n
ε2m
)
dy
≤ inf
detA=1
Eεm (A,x0)⊂Ω
{
−
∫
Bεm (0)
(
u(x0 +Ay)− n
2(n+ 2)
(
detD2u(x0)
)1/n
ε2m
)
dy
}
+ o(ε2m).
(3.18)
Since u(x) ≥ c δ2 for |x− x0| > δ/2 it holds that
−
∫
Bεm (0)
u(x0 +Amy)dy ≥ C
εnm
∫
{y∈Bεm (0) : |Amy|≥δ/2}
u(x0 +Amy)dy ≥ Cδ
2
εnm
∣∣{y ∈ Bεm(0) : |Amy| ≥ δ/2}∣∣
Next, since Eεm(Am, x0) ∩ (Ω \Bδ(x0)) 6= ∅, the largest eigenvalue of Am must satisfy
δ
εm
≤ λmax = λmax(Am).
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We assume that the eigenvector corresponding to λmax(Am) is in the direction of xn, and we have∣∣∣ {y ∈ Bεm(0) : |Amy| ≥ δ/2} ∣∣∣ = εnm
∣∣∣∣
{
x ∈ B1(0) : |Amx| ≥ δ
2εm
}∣∣∣∣
≥ εnm
∣∣∣∣
{
x ∈ B1(0) : (Amx)n ≥ δ
2εm
}∣∣∣∣
≥ εnm
∣∣∣∣
{
x ∈ B1(0) : (Amx)n ≥ λmax
2
}∣∣∣∣ ,
where (Amx)n denotes the n-th coordinate of Amx. By Cavalieri’s principle we have∣∣∣∣
{
x ∈ B1(0) : (Amx)n ≥ λmax
2
}∣∣∣∣ =
∫ λmax
λmax
2
|E1(Am, 0) ∩ {y : yn = xn}| dxn
= |B(n−1)1 (0)| ·
∫ λmax
λmax
2
λ1λ2 . . . λn−1
(
1− (xn/λmax)2
)n−1
2 dxn
= |B(n−1)1 (0)| ·
∫ λmax
λmax
2
1
λmax
(
1− (xn/λmax)2
)n−1
2 dxn
= |B(n−1)1 (0)| ·
∫ 1
1
2
(
1− y2n
)n−1
2 dyn
= |B1(0) ∩ {y : yn ≥ 1/2}|,
where we have used Remark 2.5 and the change of variable xn = λmaxyn. Therefore, we obtain
−
∫
Bεm (0)
u(x0 +Amy) dy ≥ c(δ) > 0.
Using this lower bound, (3.18) and Theorem 1.1 we conclude
o(ε2m) = inf
detA=1
A≤φ(εm)I
{
−
∫
Bεm (0)
(
u(x0 +Ay)− n
2(n+ 2)
(
detD2u(x0)
)1/n
ε2m
)
dy
}
≥ inf
detA=1
Eεm (A,x0)⊂Ω
{
−
∫
Bεm (0)
(
u(x0 +Ay)− n
2(n+ 2)
(
detD2u(x0)
)1/n
ε2m
)
dy
}
≥ −
∫
Bεm (0)
(
u(x0 +Amy)− n
2(n+ 2)
(
detD2u(x0)
)1/n
ε2m
)
dy + o(ε2m)
≥ c(δ) + o(ε2m) > 0
as εm → 0, a contradiction. This shows that a sequence Am verifying detAm = 1, Eεm(Am, x0) ⊂ Ω, and
Eεm(Am, x0) ∩ (Ω \Bδ) 6= ∅, together with inequality (3.18) cannot exist. 
Proof of Theorem 1.3. We fix x0 ∈ Ω and, as in the previous lemma, assume that u(x0) = 0 and u ≥ 0 in
Ω. Since u is convex we can subtract a supporting hyperplane of u at x0. We split the proof in two cases:
det(D2u(x0)) = 0 and λmin(D
2u(x0)) > 0.
In the first case, since det(D2u(x0)) = 0 and u(x0) = 0, we have to prove that
inf
detA=1
Eε(A,x0)⊂Ω
−
∫
Bε
u(x0 +Ay) dy = o(ε
2).
This follows from Theorem 1.1 since
0 ≤ inf
detA=1
Eε(A,x0)⊂Ω
−
∫
Bε
u(x0 +Ay) dy ≤ inf
detA=1
A≤φ(ε)I
−
∫
Bε
u(x0 +Ay) dy = o(ε
2)
as ε→ 0.
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In the second case, when the eigenvalues of D2u(x0) are strictly positive, Lemma 3.2 shows that we may
assume that the ellipsoids Eε(A, x0) are contained in a ball Bδ(x0) with δ as small as needed. We then argue
as in the proof of Theorem 1.1. 
We conclude this section with the following remark.
Remark 3.3. Using the coarea formula, we can rewrite our mean value formulas in terms of a weighted
surface integral over ∂Eε(A, x) as follows,
u(x) = inf
detA=1,
A≤φ(ε)I


∫
∂Eε(A,x)
u(y) |(AAt)−1(y − x)|−1 dHn−1(y)∫
∂Eε(A,x)
|(AAt)−1(y − x)|−1 dHn−1(y)

−
1
2
(f(x))1/n ε2 + o(ε2). (3.19)
To see this, notice that for a paraboloid P , a change of variables in (4.1) yields
−
∫
Eε(A,x)
(P (y)− P (x)) dy = ε
2
2(n+ 2)
trace
(
AtD2P (x)A
)
.
For any g ∈ L1, the coarea formula gives∫
Eε(A,x)
g(y) dy =
∫ ε
0
t
∫
∂Et(A,x)
g(y) |(AAt)−1(y − x)|−1 dHn−1(y) dt. (3.20)
In particular, for g(y) = P (y)− P (x) we have∫ ε
0
t
∫
∂Et(A,x)
(P (y)− P (x)) |(AAt)−1(y − x)|−1 dHn−1(y) dt
=
∫
Eε(A,x)
(P (y)− P (x)) dy = |B1(0)|
2(n+ 2)
trace
(
AtD2P (x)A
)
εn+2.
Then, we can differentiate both sides with respect to ε and obtain∫
∂Eε(A,x)
(P (y)− P (x)) |(AAt)−1(y − x)|−1 dHn−1(y) = |B1(0)|
2
trace
(
AtD2P (x)A
)
εn. (3.21)
Observe that making g(y) = 1 in (3.20) and differentiating both sides with respect to ε gives
nεn−2 |B1(0)| =
∫
∂Eε(A,x)
|(AAt)−1(y − x)|−1 dHn−1(y). (3.22)
Then, (3.21) and (3.22) lead to∫
∂Eε(A,x)
P (y) |(AAt)−1(y − x)|−1 dHn−1(y)∫
∂Eε(A,x)
|(AAt)−1(y − x)|−1 dHn−1(y)
= P (x) +
ε2
2n
trace
(
AtD2P (x)A
)
,
and (3.19) follows in the same way as in the proof of Theorems 1.1 and 1.2.
4. Examples
In this section we present several examples referred to in the introduction that highlight different aspects
of Theorems 1.1, 1.2, 1.3, and 1.4.
In the first two examples, we illustrate Theorem 1.1 for convex paraboloids, with emphasis in the case
when λ = 0 is an eigenvalue of the Hessian matrix of the paraboloid. As pointed out in the introduction,
strictly convex paraboloids satisfy (1.11) without remainder. However, when λ = 0 is an eigenvalue of the
Hessian matrix of the paraboloid, the remainder o(ε2) appears due to the restriction A ≤ φ(ε)I.
Example 4.1. For all convex paraboloids we have equality without the remainder in the expansion (1.14)
considering all matrices satisfying det(A) = 1.
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By definition, a paraboloid P coincides with its second-order Taylor expansion around x and we can write
−
∫
Bε(0)
P (x+Ay) dy = −
∫
Bε(0)
(
P (x) + 〈At∇P (x), y〉+ 1
2
〈AtD2P (x)Ay, y〉
)
dy
= P (x) +
1
2
−
∫
Bε
〈AtD2P (x)Ay, y〉 dy,
since the integral of the first-order term vanishes by symmetry. Then, Lemma 2.6 gives
−
∫
Bε
P (x+Ay) dy = P (x) +
ε2
2(n+ 2)
trace
(
AtD2P (x)A
)
. (4.1)
If the paraboloid P is convex, we can take infimum over the class of matrices with determinant equal to 1
on both sides of (4.1) and apply Lemma 2.7, to obtain
inf
detA=1
−
∫
Bε
P (x+Ay) dy = P (x) +
n
2(n+ 2)
(
detD2P (x)
)1/n
ε2. (4.2)
Example 4.2. For strictly convex paraboloids we have equality without remainder in the expansion (1.11)
restricted to matrices A satisfying A ≤ φ(ε)I and det(A) = 1. The remainder is present when the paraboloid
is convex but not strictly convex (and not identically zero).
Taking infima on both sides of (4.1) with the additional constraint A ≤ φ(ε)I as in Theorem 1.1 gives
inf
detA=1,
A≤φ(ε)I
{
−
∫
Bε
P (x+Ay) dy
}
= P (x) +
ε2
2(n+ 2)
inf
detA=1,
A≤φ(ε)I
{
trace
(
AtD2P (x)A
)}
. (4.3)
If D2P (x) > 0, we can apply Lemmas 3.1 and 2.7 and get (1.11) without a remainder when ε is small enough.
Let us now consider the case when λ = 0 is an eigenvalue of the matrix D2P (x) with multiplicity n− k < n
(assume that P 6≡ 0, otherwise everything trivializes). Suppose that we have equality without remainder in
(1.11) for small ε. We would have
P (x) = inf
detA=1,
A≤φ(ε)I
{
−
∫
Bε
P (x+Ay) dy
}
, (4.4)
which, in view of (4.3), implies that for ε > 0
inf
detA=1,
A≤φ(ε)I
{
trace
(
AtD2P (x)A
)}
= 0.
We show that this is not possible. Write
D2P (x) = Q diag
(
λ1(D
2P (x)), . . . , λk(D
2P (x)), 0, . . . , 0
)
Qt
with QQt = I. For ε > 0 small consider matrices A such that det(A) = 1 and A ≤ φ(ε)I. We have
trace(AtD2P (x)A) ≥ 1
φ(ε)2(n−1)
min
j=1,..,k
λj(D
2P (x)) > 0
independently of A, no matter how small ε is (this is due to the fact that minj=1,..,k λj(D
2P (x)) > 0).
The following example shows that for a general smooth function (without convexity), we have
inf
detA=1
−
∫
Bε(0)
u(x+Ay) dy 6= inf
detA=1,
A≤φ(ε)I
{
−
∫
Bε(0)
u(x+Ay) dy
}
+ o(ε2). (4.5)
The problem is the change in convexity outside of the domain, which is detected by “far reaching” matrices
A. This is not seen when we require A ≤ φ(ε) because we remain inside the domain for ε small enough.
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Example 4.3. Consider the functions
u+(x) =
|x|2
2
+
|x|4
12
and u−(x) =
|x|2
2
− |x|
4
12
.
Then, u+, u− respectively solve detD2u(x) = f(x) in the classical sense for
f+(x) = (1 + |x|2)
(
1 +
|x|2
3
)n−1
and f−(x) = (1− |x|2)
(
1− |x|
2
3
)n−1
.
Moreover, for φ(ε) under hypotheses (1.10), we have
inf
detA=1
−
∫
Bε(0)
u−(x+Ay) dy = −∞, (4.6)
and
inf
detA=1
A≤φ(ε)I
−
∫
Bε(0)
u−(x+Ay) dy = inf
detA=1
Eε(A,x)⊂Ω
−
∫
Bε(0)
u−(x+Ay) dy + o(ε2) (4.7)
where we take Ω = B1(0) so that u
− is convex and f−(x) ≥ 0 in Ω. This is in contrast with u+, for which
inf
detA=1
−
∫
Bε(0)
u+(x+Ay) dy = inf
detA=1
A≤φ(ε)I
−
∫
Bε(0)
u+(x+Ay) dy + o(ε2) (4.8)
as a consequence of Theorems 1.3 and 1.1.
Let us show first with an explicit calculation that
inf
detA=1
A≤φ(ε)I
{
−
∫
Bε(0)
(
u−(x+Ay)− u−(x)) dy} = n
2(n+ 2)
(f(x))1/nε2 + o(ε2).
To see this, first, observe that the matrix
D2u−(x) =
(
1− |x|
2
3
)
I − 2
3
(
x⊗ x) (4.9)
has two eigenvalues, 1 − |x|2, which is simple and corresponds to the eigenvector x, and 1 − |x|2/3, which
has multiplicity n− 1 and eigenspace given by the subspace orthogonal to x. Then,
−
∫
Bε(0)
(
u−(x+Ay)− u−(x)) dy = −∫
Bε(0)
( |x+ Ay|2
2
− |x+Ay|
4
12
− |x|
2
2
+
|x|4
12
)
dy
=
1
2
(
1− |x|
2
3
)
−
∫
Bε(0)
|Ay|2 dy − 1
12
−
∫
Bε(0)
|Ay|4 dy − 1
3
−
∫
Bε(0)
〈x,Ay〉2 dy
(4.10)
since y 7→ 〈x,Ay〉 is odd and the integral over Bε(0) vanishes. We compute the three integrals on the
right-hand side. First, Lemma 2.6 yields
−
∫
Bε(0)
|Ay|2 dy = ε
2
n+ 2
trace
(
AtA
)
. (4.11)
For the second integral, a change to polar coordinates gives
−
∫
Bε(0)
|Ay|4 dy = ε
4
(n+ 4)|B1(0)|
∫
∂B1(0)
|Ay|4 dHn−1(y). (4.12)
Notice that the exterior unit normal to ∂B1(0) at y ∈ ∂B1(0) is y itself. Therefore, the divergence theorem
yields ∫
∂B1(0)
|Ay|4 dHn−1(y) =
∫
B1(0)
div
(|Ay|2AtAy) dy
= 2
∫
B1(0)
|AtAy|2 dy + trace(AtA)
∫
B1(0)
|Ay|2 dy
=
|B1(0)|
n+ 2
(
2 trace(AtAAtA) +
(
trace(AtA)
)2)
,
(4.13)
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where we have applied Lemma 2.6 twice in the last step. Finally, a similar argument, changing to polar
coordinates and applying the divergence theorem yields
−
∫
Bε(0)
〈x,Ay〉2 dy = ε
2
(n+ 2)|B1(0)|
∫
∂B1(0)
〈x,Ay〉2 dHn−1(y)
=
ε2
(n+ 2)|B1(0)|
∫
B1(0)
divy
(〈Atx, y〉Atx) dy = ε2
n+ 2
|Atx|2.
(4.14)
Plugging (4.11)–(4.14) back into (4.10) gives
2(n+ 2)
ε2
−
∫
Bε(0)
(
u−(x+Ay)− u−(x)) dy
=
(
1− |x|
2
3
)
trace
(
AtA
)− ε2
6(n+ 4)
(
2 trace(AtAAtA) +
(
trace(AtA)
)2)− 2|Atx|2
3
= trace
(
AtD2u−(x)A
) − ε2
6(n+ 4)
(
2 trace(AtAAtA) +
(
trace(AtA)
)2)
,
(4.15)
with D2u−(x) given by (4.9).
Let us see what happens if we impose A ≤ φ(ε)I with φ(ε) under hypotheses (1.10). We get
trace
(
At
(
D2u−(x) − n+ 2
6(n+ 4)
ε2φ(ε)2I
)
A
)
≤ 2(n+ 2)
ε2
−
∫
Bε(0)
(
u−(x +Ay)− u−(x)) dy ≤ trace(AtD2u−(x)A)
and, from there, by (1.10), we get
ε2
2(n+ 2)
inf
detA=1
A≤φ(ε)I
{
trace
(
At
(
D2u−(x) − o(1)I)A)}
≤ inf
detA=1
A≤φ(ε)I
{
−
∫
Bε(0)
(
u−(x+Ay)− u−(x)) dy} ≤ ε2
2(n+ 2)
inf
detA=1
A≤φ(ε)I
{
trace
(
AtD2u−(x)A
)}
as ε→ 0. At this point, we can apply Lemmas 3.1 and 2.7 (notice that D2u−(x) > 0 in Ω) and get that, for
ε small enough
n
2(n+ 2)
(
det
(
D2u−(x)− o(1)I))1/nε2
≤ inf
detA=1
A≤φ(ε)I
{
−
∫
Bε(0)
(
u−(x+Ay)− u−(x)) dy} ≤ n
2(n+ 2)
(
detD2u−(x)
)1/n
ε2.
We conclude using (3.10) to get
n
2(n+ 2)
(f(x))1/nε2 − o(ε2) ≤ inf
detA=1
A≤φ(ε)I
{
−
∫
Bε(0)
(
u−(x+Ay)− u−(x)) dy} ≤ n
2(n+ 2)
(f(x))1/nε2.
Furthermore, we know by Theorem 1.3 that
inf
detA=1
A≤φ(ε)I
−
∫
Bε(0)
u−(x+Ay) dy = inf
detA=1
Eε(A,x)⊂Ω
−
∫
Bε(0)
u−(x +Ay) dy + o(ε2),
although this fact is not obvious from (4.15).
A similar computation to the above shows that the function
u+(x) =
|x|2
2
+
|x|4
12
18
satisfies
n
(
detD2u+(x)
)1/n
= inf
detA=1
trace
(
AtD2u+(x)A
)
≤ 2(n+ 2)
ε2
inf
detA=1
−
∫
Bε(0)
(
u+(x +Ay)− u+(x)) dy
≤ trace(AtD2u+(x)A) + ε2
6(n+ 4)
(
2 trace(AtAAtA) +
(
trace(AtA)
)2)
,
for every A with detA = 1. In particular, we can take A = det(D2u+(x))1/(2n)D2u+(x)−1/2 and get
u+(x) = inf
detA=1
−
∫
Bε(0)
u+(x+Ay) dy − n
2(n+ 2)
(f(x))1/n ε2 +O(ε4)
as ε→ 0, from which (4.8) follows
To conclude the example let us see that
inf
detA=1
−
∫
Bε(0)
(
u−(x+Ay)− u−(x)) dy = −∞, (4.16)
and (4.6) holds. This shows that the ellipsoids in the mean value property need to be restricted to the
domain where u is convex. To prove (4.16), notice that (4.15), yields
2(n+ 2)
ε2
inf
detA=1
−
∫
Bε(0)
(
u−(x+Ay)− u−(x)) dy
= inf
detA=1
{
trace
(
AtD2u−(x)A
) − ε2
6(n+ 4)
(
2 trace(AtAAtA) +
(
trace(AtA)
)2)}
with D2u−(x) given by (4.9). Let us assume that the matrix A is diagonal. Then,
trace
(
AtD2u−(x)A
)− ε2
6(n+ 4)
(
2 trace(AtAAtA) +
(
trace(AtA)
)2)
=
n∑
i=1
λ2i (A)uxixi(x) −
ε2
6(n+ 4)

2 n∑
i=1
λ4i (A) +
(
n∑
i=1
λ2i (A)
)2
and the goal is to minimize this expression with the restriction det(A) = 1. For simplicity, let us further
assume n = 2 here, since the general case is similar. In two dimensions, det(A) = 1 means that the two
eigenvalues of A are necessarily reciprocal and we can write λ1(A) = (λ2(A))
−1 = λ. Then, we have
trace
(
AtD2u−(x)A
) − ε2
36
(
2 trace(AtAAtA) +
(
trace(AtA)
)2)
= λ2 ux1x1(x) +
ux2x2(x)
λ2
− ε
2
12
(
λ4 +
1
λ4
)
− ε
2
18
.
Since we are assuming no relation between A and ε, we can fix ε and let λ→ 0, which gives (4.16).
In the following example we present a viscosity solution to the Monge-Ampe`re equation that is not classical.
Nevertheless, the asymptotic mean value formula holds in the point-wise sense.
Example 4.4. Consider the Monge-Ampe`re equation detD2u(x) = f(x) with
u(x) =
1
2
(|x| − 1)2+, f(x) =
(
1− 1|x|
)n−1
+
.
This is an example of a viscosity solution of the Monge-Ampe`re equation with right-hand side f(x) that
is not a classical C2 solution. Notice that f = 0 in B1(0). We show how much simpler it is to work with
the asymptotic mean value property in the viscosity sense, in contrast with in the point-wise sense, where we
have to compute an infimum of integrals for the actual function u (and not just for the test paraboloid). In
this example, the resulting integrals for u are of elliptic type. Nevertheless, we are able to use the viscosity
computation to show that the asymptotic mean value formula holds in the point-wise sense.
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For the reader’s convenience, we will verify the definition of viscosity solution. This only needs to be
done in the sphere ∂B1(0) since u is locally C
2 otherwise. The subsolution case is immediate since any
convex paraboloid P that touches u from above at x0 will automatically satisfy detD
2P (x0) ≥ 0 = f(x0)
by convexity. Let us check now the supersolution case. Let P be a convex paraboloid that touches u from
below at x0 ∈ ∂B1(0), i.e., such that P ≤ u with P (x0) = u(x0) = 0. Since ∇u(x0) = 0, we must require
∇P (x0) = 0 as well. Moreover, u is constant and equal to zero in part of any neighborhood of x0 and, by
convexity and the contact condition, we find that P (x) = 0 is the only convex paraboloid that touches u
from below at x0 and detD
2P (x0) = 0, as required by the definition of viscosity supersolution.
Assume now that P (x) is a convex paraboloid that touches u from above at x0, with |x0| = 1. Because
u(x0) = 0 and ∇u(x0) = 0, then, P (x) must be of the form
P (x) =
1
2
〈
M(x− x0), (x− x0)
〉
(4.17)
Moreover, in a neighborhood of x0 we must have
1
2
(|x| − 1)2+ = u(x) ≤ P (x) =
1
2
〈
M(x− x0), (x − x0)
〉
, (4.18)
which holds trivially for |x| ≤ 1. Taking x = (1 + a)x0 in the previous equation we obtain that
〈Mx0, x0〉 ≥ 1 (4.19)
is a necessary condition for contact. For example, if M ≥ I, then
2P (x) = 〈M(x− x0), (x− x0)〉 ≥ |x− x0|2 = |x|2 − 2〈x, x0〉+ 1 ≥ |x|2 − 2|x|+ 1 = 2u(x)
and this holds for all x. However, (4.19) is not a sufficient condition. As we are going to see, one can take
some of the eigenvalues of M smaller than 1 in the directions orthogonal to x0 and still have that P touches
u from above in a small neighborhood around x0.
Let us choose in (4.17) the matrix
M = Q diag(λ1, . . . , λn)Q
t, (4.20)
with Q an orthogonal matrix with first column x0 and the remaining n− 1 forming an orthonormal basis of
the orthogonal complement to x0. Furthermore, we will choose
λ1 = 1 and λi = λ > 0, i 6= 1.
Then, we are going to show that P touches u from above at x0 in the ball Bδ(x0) with
δ =
λ
1− λ. (4.21)
Notice that δ →∞ as λ→ 1 (which means that the neighborhood becomes larger and larger as we approach
M = I) and δ → 0 as λ → 0 (the neighborhood degenerates as the paraboloids become flatter in the
directions orthogonal to x0).
Denote by wi the columns of Q. Because they form an orthonormal basis of R
n, we can write
x = x0 +
n∑
i=1
ciwi = (1 + c1)x0 +
n∑
i=2
ciwi
and
|x|2 = (1 + c1)2 +
n∑
i=2
c2i . (4.22)
Therefore, 〈
M(x− x0), (x− x0)
〉
= c21 + λ
n∑
i=2
c2i = c
2
1 − λ(1 + c1)2 + λ|x|2,
and proving (4.18) for |x| > 1 becomes equivalent to showing
(|x| − 1)2 − λ|x|2 ≤ c21 − λ(1 + c1)2. (4.23)
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Observe that when λ ≤ 1 the function g(t) = t2− λ(t+1)2 is decreasing for t ≤ λ/(1− λ). Moreover, (4.22)
and (4.21) imply that
c1 ≤ |x| − 1 ≤ |x− x0|+ |x0| − 1 ≤ λ
1− λ
and therefore g(|x| − 1) ≤ g(c1), which is equivalent to (4.23) and (4.18).
Let us show now that, in this case,
inf
detA=1
−
∫
Bε(0)
u(x0 +Ay) dy = inf
detA=1,
A≤φ(ε)I
{
−
∫
Bε(0)
u(x0 +Ay) dy
}
= u(x0) + o(ε
2) (4.24)
as ε → 0, for φ satisfying (1.10). First, notice that for every P that touches u from above at x0 in a
neighborhood, which must be of the from (4.17), we have
0 ≤ inf
detA=1
−
∫
Bε(0)
u(x0 +Ay) dy ≤ inf
detA=1,
A≤φ(ε)I
{
−
∫
Bε(0)
u(x0 +Ay) dy
}
≤ inf
detA=1,
A≤φ(ε)I
{
−
∫
Bε(0)
P (x0 +Ay) dy
}
=
ε2
2(n+ 2)
inf
detA=1,
A≤φ(ε)I
{
trace(AtMA)
} (4.25)
for ε small enough, where in the last equality we have applied Lemma 2.6.
In particular, when we choose M given by (4.20), the paraboloid P touches u from above at x0 in a ball
Bδ(x0) with δ given by (4.21). Moreover, we can apply Lemma 3.1 as long as(
1 + (n− 1)λ
λ
)1/2
< φ(ε) and ε <
λ
1− λ = δ,
which holds for ε small enough. This, together with (4.25), yields
0 ≤ inf
detA=1
−
∫
Bε(0)
u(x0 +Ay) dy ≤ inf
detA=1,
A≤φ(ε)I
{
−
∫
Bε(0)
u(x0 +Ay) dy
}
≤ n
2(n+ 2)
(detM)
1/n
ε2 ≤ Cλ1− 1n ε2
with C independent of λ. Since λ can be taken arbitrarily small, we conclude (4.24).
Example 4.5. This time we consider the function
u(x1, x2) = |x1|
in R2, which is a viscosity solution to the Monge-Ampe`re equation with f = 0. The mean value formula
(1.13) does not hold point-wise for any φ satisfying (1.10). The mean value formula (1.16) holds in a point-
wise sense if we consider the function in its natural domain R2 (see Example 4.6 for a function where it does
not hold point-wise). On the other hand, if we restrict the domain to B1(0), the expansion (1.16) does not
hold in a point-wise sense.
More generally, we consider
u(x1, x2) = |x1|γ ,
with γ ≥ 1 in R2. We have that u(x1, x2) is a viscosity solution for the Monge-Ampe`re equation with f = 0
and the mean value property (1.13) holds point-wise only when φ(ε) satisfies
lim
ε→0
ε1−
2
γ
φ(ε)
= 0. (4.26)
In particular, when γ = 1 the mean value property (1.13) does not hold point-wise for any function φ(ε)
satisfying (1.10). On the other hand, (1.13) is satisfied point-wise for every φ(ε) satisfying (1.10) when
γ = 2.
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Using polar coordinates,∫
Bε
u(Ax) dx =
∫
Bε
|a11x1 + a12x2|γ dx = ε
2+γ
2 + γ
∫ 2pi
0
|a11 cos θ + a12 sin θ|γ dθ.
Assume a12 6= 0 and let θ0 = arctan (a11/a12). Then,∫ 2pi
0
|a11 cos θ + a12 sin θ|γ dθ =
(
a211 + a
2
12
)γ/2 ∫ 2pi
0
| sin (θ + θ0)|γ dθ
=
(
a211 + a
2
12
)γ/2 ∫ θ0+2pi
θ0
| sin (θ + θ0)|γ dθ = 2
(
a211 + a
2
12
)γ/2 ∫ pi
0
sinγ θ dθ
= Cγ
(
a211 + a
2
12
)γ/2
.
If a12 = 0 we obtain the same result. Therefore,
−
∫
Bε(0)
u(Ax) dx = Cγ
(
a211 + a
2
12
)γ/2
εγ = Cγ〈AAte1, e1〉γ/2εγ ≥ Cγλγmin(A)εγ ,
with equality for diagonal matrices where a11 = λmin(A).
Observe that the restriction A ≤ φ(ε)I implies λmin ≥ 1/φ(ε). Therefore,
inf
detA=1
A≤φ(ε)I
−
∫
Bε(0)
u(Ax) dx = Cγ
(
ε
φ(ε)
)γ
,
which is o(ε2) only as long as (4.26) holds. In the particular case φ(ε) = ε−α condition (4.26) reduces to
γ(1 + α) > 2. Then, for each α ∈ (0, 1) there exists γ > 1 such that γ(1 + α) ≤ 2 and therefore a function
C1,γ for which the mean value property (1.13) does not hold point-wise.
If no conditions over the matrix are imposed we get
inf
detA=1
−
∫
Bε
u(Ax) dx = 0.
The restriction Eε(A, 0) ⊂ B1 implies λmax ≤ 1/ε and therefore λmin ≥ ε. We get
inf
detA=1
Eε(A,0)⊂B1
−
∫
Bε
u(Ax) dx ≥ Cε2γ
which is not o(ε2) for γ = 1.
Example 4.6. Here we present a function defined in R2 that is a viscosity solution to the equation but that
does not verify (1.16) in a point-wise sense at the origin.
The function
u(x1, x2) =
{
|x1| if |x1| ≥ x42
x82+x
2
1
2x42
if |x1| < x42.
It is a solution to the equation detD2u(x) = f(x) in R2 with
f(x1, x2) =
{
0 if |x1| ≥ x42
6
x82−x21
x102
if |x1| < x42.
This can be easily verified in the points where the function is smooth. Since u(0, x2) =
x42
2 and therefore
∂2u
∂2x2
(0, 0) = 0 we conclude that the equation holds at the origin. For the other points of the set {|x1| = x42},
we have that ∂u∂x1 (x1, x2) = 1 and in the side where u(x1, x2) = |x1| we have ∂
2u
∂2x1
(x1, x2) = 0. Then, any
convex paraboloid P touching u from below at those points must verify ∂
2P
∂2x1
(x1, x2) = 0.
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Observe that u(x1, x2) ≥ |x1| and u(x1, x2) ≥ x42/2, then, we have that
inf
detA=1
−
∫
Bε
u(Ax) dx
is not of order o(ε2).
5. A discrete mean value formula
Now our aim is to briefly sketch the proof of the discrete mean value characterization of viscosity solution
stated in Theorem 1.8. To this end we first need to introduce what we understand for an asymptotic mean
value property to hold in the viscosity sense in the discrete case (this definition is similar to Definition 2.3).
Definition 5.1. A function u verifies the mean value formula
u(x) = inf
V ∈O
inf
αi∈Inε
{
1
n
n∑
i=1
1
2
u(x+ ε
√
αivi) +
1
2
u(x− ε√αivi)
}
− ε
2
2
(f(x))1/n + o(ε2),
as ε→ 0, in the viscosity sense if whenever a convex paraboloid P touches u from above (respectively from
below) at x, it holds that
P (x) ≤ (≥) inf
V ∈O
inf
αi∈Inε
{
1
n
n∑
i=1
1
2
P (x+ ε
√
αivi) +
1
2
P (x− ε√αivi)
}
− ε
2
2
(f(x))1/n + o(ε2),
Proof of Theorem 1.8. Assume that we have a continuous function that verifies the asymptotic mean value
property. Our goal is to show that it is a viscosity solution. To this end let P be a paraboloid that touches
u strictly from below at x and with eigenvalues of the Hessian verifying λi(D
2P (x)) > 0. Then, from the
asymptotic mean value property we have
P (x) ≥ inf
V ∈O
inf
αi∈Inε
{
1
n
n∑
i=1
1
2
P (x+ ε
√
αivi) +
1
2
P (x− ε√αivi)
}
− ε
2
2
(f(x))1/n + o(ε2).
Next, using Taylor expansions as we did in the proof of Theorem 1.2 we get
0 ≥ inf
V ∈O
inf
αi∈Inε
{
1
n
n∑
i=1
αi〈D2P (x)vi, vi〉
}
− (f(x))1/n + o(1).
Passing to the limit as ε→ 0 we get
0 ≥ inf
V ∈O
inf∏
i
αi=1
{
1
n
n∑
j=1
αi〈D2P (x)vi, vi〉
}
− (f(x))1/n,
Since all the αi are positive we conclude
det(D2P (x)) ≤ f(x).
The proof that u is a viscosity subsolution is analogous.
For the converse, assume that u is a viscosity solution and let P a paraboloid that touches u strictly from
below at the point x, and with eigenvalues of the Hessian verifying λi(D
2P (x)) > 0. Since u is a viscosity
solution to det(D2u) = f , we have that
n∏
j=1
λi(D
2P (x)) ≤ f(x).
Using that all the αi are positive we get
0 ≥ inf
V ∈O
inf∏
i
αi=1
{
1
n
n∑
j=1
αi〈D2P (x)vi, vi〉
}
− (f(x))1/n,
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and hence, we have
0 ≥ lim
ε→0
inf
V ∈O
inf
αi∈Inε
{
1
n
n∑
i=1
αi〈D2P (x)vi, vi〉
}
− (f(x))1/n.
That is,
0 ≥ lim
ε→0
inf
V ∈O
inf
αi∈Inε


1
n
n∑
i=1
1
2
P (x+ ε
√
αivi) +
1
2
P (x− ε√αivi)− P (x)
ε2

−
1
2
(f(x))1/n,
as we wanted to show.
The proof of the other inequality is similar. 
Now, let us go back to Example 4.4 to see how this mean value property works using the function
φ(ε) = 1√
ε
. We consider the Monge-Ampe`re equation detD2u(x) = f(x) in dimension 2 with
u(x) =
1
2
(|x| − 1)2+, and f(x) =
(
1− 1|x|
)
+
.
As we have mentioned, u is a viscosity solution of the Monge-Ampe`re equation with right-hand side f , but
it is not a classical C2 solution, see Example 4.4.
Let us look at the point x0 = (1, 0) that is precisely in the set where u is not smooth. The mean value
property reads as
u(x0) = inf
V ∈O
inf
αi∈I2ε
{
1
2
2∑
i=1
1
2
u(x0 + ε
√
αivi) +
1
2
u(x0 − ε√αivi)
}
− ε
2
2
(f(x0))
1/2 + o(ε2),
that is, we would like to see if
0 = inf
V ∈O
inf
αi∈I2ε
{
2∑
i=1
1
4
(|(1, 0) + ε√αivi)| − 1)2+ +
1
4
(|(1, 0)− ε√αivi)| − 1)2+
}
+ o(ε2).
As the involved function is non-negative we trivially have
0 ≤ inf
V ∈O
inf
αi∈I2ε
{
2∑
i=1
1
4
(|(1, 0) + ε√αivi)| − 1)2+ +
1
4
(|(1, 0)− ε√αivi)| − 1)2+
}
+ o(ε2).
Let us show that
0 =
1
ε2
inf
V ∈O
inf
αi∈I2ε
{
2∑
i=1
1
4
(|(1, 0) + ε√αivi)| − 1)2+ +
1
4
(|(1, 0)− ε√αivi)| − 1)2+
}
,
To this end, we choose v1 = (1, 0) and v2 = (0, 1) and α1 =
√
ε and α2 = 1/
√
ε. We obtain
0 ≤ 1
ε2
inf
V ∈O
inf
αi∈I2ε
{
2∑
i=1
1
4
(|(1, 0) + ε√αivi)| − 1)2+ +
1
4
(|(1, 0)− ε√αivi)| − 1)2+
}
≤ 1
ε2
{
(|(1 + ε5/4, 0))| − 1)2+ + (|(1,−ε3/4)| − 1)2+
}
=
1
ε2
{
ε5/2 + (
√
1 + ε3/2 − 1)2
}
= ε1/2 +
(
√
1 + ε3/2 − 1)2
ε2
.
Now, we just have to observe that
lim
ε→0
(
√
1 + ε3/2 − 1)2
ε2
= 0
to conclude that the discrete mean value property holds point-wise in this case.
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