In this article a model of gas hydrate and a machine learning based predictive detection system are introduced. To develop a preventive, model-based, inhibitor dosing system, some measurement data from width parameter range is needed. Using the data models can be created, which highly influence the quality and stability of control system. In last decade several measurements, which connected to formation of gas hydrate, were performed on our department. These raw data was used for model development and analyses.
INTRODUCTION
Appearance of gas hydrate is very similar to ordinary snow. This material can cause serious problem during the production of gas, when the ingredients present and the conditions are enabled, hydrate crystals are formed in the pipeline. In contretemps' case the number of hydrate molecules can be increased, which can agglomerate with each other, it can cause plug in the section of pipeline. In worst case the hydrate plug can effect production outages which results loss of money for the maintainer or in other cases "just" decrease in production [1] .
There are more preventive technologies to apply against the formation of hydrate. In practice of gas industry one of the most popular solutions is the usage of thermodynamic inhibitors (THI). The dosage of THI shifts the hydrate curve to region where the conditions are not corresponding for a stable hydrate formation [2] . The methanol (MeOH) is a common compound beside monoethylene glycol (MEG). These inhibitors have to inject in high volume to the gas to be effective against hydrate formation. This technology is not a modern solution, because it has several drawbacks like: a) cost of additional pipe to the gas wells; b) the cost of the methanol regeneration [3] ; c) methanol contaminates also intensively the environment.
The injection of low-dosage hydrate inhibitors is a newer alternative technology, where kinetic hydrate inhibitors (KHI) are used to prevent the growth of hydrate molecules [4] . In this group belongs even the antiagglomerants (AA) [6] products, which allow the formation of gas hydrates but keep the hydrate crystals small and dispersed [5] . These modern, low-dosing inhibitors enable the usage and noticeably dynamically spread of locally installed injection systems in the field, at site of the gas wells. Thus injection unit systems are needed for this purpose [7] .
During the last decades the staff of the Research Institute of Applied Earth Sciences takes part in severely project, where hydrate prevention and inhibitor injection were in the centre. This paper has two object: a) to show the determination Figure  1 .
Figure 1 Hydrate forming tester equipment
This modeling equipment is suitable for simulation of gas pipeline flow. The equipment using field conditions such as -20 … +30 °C temperature range, and original gas pipeline pressure range. The flow values in accordance to modeling principles, the flow rate range is 1-10 nl/min. The hydrate forming in capillary cell which placed in a thermostat. To promote hydrate formation water is added which comes from gas well.
Important to note that the practical measurements are only forecasts hydrate limit temperature as a function of time at predefined pressure. The hydrate formation in gas sample is beginning at approximately 16 °C temperature and 60 bar pressure. Results of practical measuremes are shown in Table 1 On one hand hydrate phase limit curve can be determined by calculations. Simulation program, called PVTP, was used to perform the calculations of hydrate curve. The program has been patented by the Petroleum Experts. The software supports Windows 32 bit systems. The shape of the limit curve depends on the composition of gas well ( Table 2 ). Therefore the composition of the gas is needed in order to calculate the curve. After the measurements of the components, the hydrate phase limit curve can be calculated by the software.
There are three different structures of gas hydrates, the first (S1) and second (S2) structure are very frequent in industry. The calculation was made in two ways, according to the above mentioned two main hydrate structure types. Both hydrate phase limit curves are shown in Figure 2 /B. (S1 is red; S2 is blue). As we can see low temperature and high pressure are needed for the formation of gas hydrates [8] . Generally in industrial conditions the operating gas pressure is at 60 bar, therefore this point of this diagram is very important. As we can see the hydrate forming limit temperature of this point is approximately at 12-13 °C in case of structure 1, and at 16 °C in case of structure 2.
As we can see in case of structure 2 the simulated result is meets the measured result, namely 16 °C at 60 bar.
MEASUREMENTS FOR DETECTION METHODE
High number of measurements were performed with the previously detailed hydrate forming test equipment (Figure 1 ), using different inhibitor materials and gases from all over Hungary. In last decade more than thousands of analyses were done using that test bench. From this huge database of measurement 50 pieces were randomly selected and used for the investigation. During the measurements mainly the values of differential pressure, inlet pressure, temperature of gas were saved for later investigation.
The appearance of gas hydrate molecules in gas flow is occurred the rises of the pressure in pipe section. It is important to sign in time the appearance of gas hydrate. From practical view the differential pressure gives the most valuable information about the processes in the tube. Thus, in our investigation the value of that parameter was used mainly as input of the alarm system.
GENERATION OF DATASETS
Three main datasets were generated for the training of alarm system. First a longer training dataset is needed to train the features of prediction and configuration the weights of the network during the training process. One of the most important parameter during the training process is to stop it on time. The early stop occurs that the network does not learn the main features of the training data. In other case, when the training process of the neural networks (NN) takes longer than the optimum, the network can be overtrained. It means that the network can give good estimation when unknown independent dataset is used. So an independent dataset, called validation dataset, is used to stop the training process correct time. When mean squared error (MSE) value of validation dataset is lowest than it is optimum to stop the training process of the network. In generally the mean squared error can calculated in the next form, (1).
Where y req (i) is the required output of the network in the ith time step, y est (i) is the estimation of actual network in ith time step, n is for the number of samples.
The third generated dataset is the test dataset, which is also independent from the training and validation sets. This dataset is used to compare the result of different network structures. The main parameters of datasets can be found in the next Table 3 . As input, the scaled, normalized differential pressure values were used from the measurements in datasets. The required output was an artificially generated alarm signal, which was created from the differential pressure values. A 75% limit, relative to maximal value of the dataset, separates the zero and alarmed levels. Until the actual differential pressure values were under the limit, the datapoints of alarm signal were also zero. When pressure value reaches the limit, the value of alarm signal changed to 1. An example for alarm generation can be seen on Figure 3 . 
ARCHITECTURE OF USED NEURAL NETWORKS AND TRAINING PROCESS
In this paper two network families are compared. First is the neural network auto-regressive model with exogenous input (NNARX), which uses the required outputs as inputs in regressor, so it is not real recurrent network type. Other network type is a neural network output error model (NNOE), which use its earlier outputs as input. These networks realize a nonlinear model using their inputs. The used regressor of that models and the mapping function can be found in (2) for NNARX and (3) for NNOE models.
Here the estimation of the neural network in tth timestamp is y est (t), x(t-1) is the used input of the network in (t-1)th timestep, y req (t-1) is the required output of the neural network in (t-1)th timestamp. n i is the size of used tapped delay line of the inputs, n ro is the size of used tapped delay line of the required outputs, n o is the size of used tapped delay line of the outputs of the network. One-one examples for networks can be seen on Figure 4A Twelve neural networks were trained using the generated datasets. Every network was trained for 1000 iterations but just the validated network was saved, which produced the smallest MSE value during the training process. For training the Levenberg-Marquard algorithm was used in Matlab environment with NNSYSID toolbox [10] .
SELECTION PROCESS OF NETWORK AND RESULTS
To investigate the performance of a developed system, the MSE value does not give adequate information about the efficiency of the networks, thus some other index value usage is suggested. The characteristic of the output of the alarm system is similar to shorter or longer impulse shapes. The appearance of rising edge (RE) of these impulses in output of the network can be investigated and use for comparison.
There are several methods, which can be used to find edges in one dimension. One traditional method is, where after some filtering the signal derivatives are analyzed to find the step like changes in the signal [11] . Drawback of the method is the sensitivity to the noises. The other used method is the Canny edge detection method, which use the first derivative of Gaussian to approximate the optimal finite length filter [12] . This method gives good result in our case.
Result of twelve networks were compared, using the MSE and the relative error of found rising edges in the simulated output of the network and the required alarm signal. The comparison of networks can be found in Table 4 . The most efficient networks were the networks with smaller hidden layer and with simple regressor. The complicated input configuration do not gave so good results. Most efficient network was a NNOE network with small regressor numbers. The test dataset is showed on Figure 5 .
Figure 5
Example for the used neural network model structure
CONCLUSION
In the first part of the paper the analyses of gas hydrate measurements is showed. In the second part of the paper a prediction method of appearance of gas hydrate was detailed based on NN. The on time sign of appearance of hydrate is a hard task during the gas production process. In this paper a method is showed which is capable to sign the hydrate on time. The method is based on neural network with recurrent architecture. Using the results of some experiments datasets were generated for training, validation and test purpose of neural networks. Twelve networks were trained and their results compare to get accurate, usable alarm signal on wide parameter range. A simple NNOE network served the most accurate results. For comparison the found rising edges of the signal were investigated with success beside the well-known MSE value.
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