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Abstract
By constructing the comparison functions and the perturbed method, it is showed that any solu-
tion u ∈ C2(Ω) to the semilinear elliptic problems ∆u = k(x)g(u), x ∈ Ω , u|∂Ω = +∞ satisfies
limd(x)→0 u(x)Z(dµ(x)) =
[ (2+σ)(2+ρ+σ)
2c0(2+ρ)
]1/ρ
, where Ω is a bounded domain with smooth boundary
in RN ; limd(x)→0 k(x)dσ (x) = c0, −2 < σ , c0 > 0, µ = 2+σ2 ; g ∈ C1[0,∞), g  0 and g(s)s is in-
creasing on (0,∞), there exists ρ > 0 such that lims→∞ g
′(sξ)
g′(s) = ξρ , ∀ξ > 0,
∫∞
Z(s)
dt√
2G(t) = s,
G(t) = ∫ t0 g(s) ds.
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The purpose of this paper is to investigate the precise asymptotic behaviour of the solu-
tions near the boundary to the model problems
∆u = k(x)g(u), x ∈ Ω, u|∂Ω = +∞, (1.1)
where the last condition means that u(x) → +∞ as d(x) = dist(x, ∂Ω) → 0, and the
solution is called ‘large solution’ or ‘explosive solution,’ Ω is a bounded domain with
smooth boundary in RN (N  1), g ∈ C1[0,∞) and satisfies
(g1) g(0) = 0, g′  0 on [0,∞);
(g2) Keller–Osserman condition:
∞∫
s
dt√
2G(t)
< ∞, ∀s > 0, G(t) =
t∫
0
g(s) ds;
k ∈ Cαloc(Ω) for some α ∈ (0,1), and is nonnegative in Ω and positive near ∂Ω . Moreover,
it may be singular or zero on ∂Ω .
The problems go back to the pioneering Bieberbach’s work in 1916 and Rademacher’s
work in 1943 (see, for example, [13]) where k(x) ≡ 1, g(u) = eu, N = 2 and N = 3. The
problems arise from many branches of mathematics and applied mathematics; and have
been discussed by many authors and in many contexts; see, for instance, [1–7,9–17,19,
21–23].
For k(x) ≡ 1, Osserman–Keller [10,19] supplied a necessary and sufficient condition
(g2) for the existence of large solutions. Then, by analyzing the corresponding ordinary
differential equation, combining with the maximum principle, Bandle and Marcus [1] es-
tablished the following results: if g satisfies (g1) and
(g3) there exist θ > 0 and t0  1 such that g(ξ t) ξ1+θg(t) for all ξ ∈ (0,1) and t  t0/ξ ,
then for any solution u of problem (1.1)
u(x)
Z(d(x))
→ 1 as d(x) → 0,
where Z satisfies
Z′′(s) = g(Z(s)), s ∈ (0, b), Z(s) → +∞, as s → 0. (1.2)
Moreover, in addition to the conditions given above, g satisfies
(g4) g(sξ) ξg(s) for all ξ ∈ (0,1) and all s  0,
then problem (1.1) has a unique solution.
Moreover, Lazer–McKenna [14] showed that if g satisfies (g1) and
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lim
s→∞
g′(s)√
G(s)
= ∞,
then for any solution u of problem (1.1)
u(x) − Z(d(x)) → 0 as d(x) → 0.
Most recently, applying the regularly varying functions and their properties, which were
first introduced and established by Karamata in 1930, and constructing the comparison
functions, Cirstea and Radulescu [3–5] showed that if g satisfies (g1) and the following
conditions:
(g6) g(s)/s is increasing on (0,∞);
(g7) there exists ρ > 0 such that lims→∞ g
′(sξ)
g′(s) = ξρ , ∀ξ > 0,
and k ∈ Cα(Ω¯), k  0 in Ω , k = 0 on ∂Ω , and satisfies the following assumptions: there
exist δ0 > 0 and a positive increasing function h ∈ C1(0, δ0) such that
(k1) limd(x)→0+ k(x)h2(d(x)) = c0 > 0;
(k2) limt→0+
∫ t
0 h(s)ds
h(t)
= 0 and limt→0+ ddt
( ∫ t
0 h(s)ds
h(t)
)= l ∈ [0,1],
then any solution u of problem (1.1) satisfies
lim
d(x)→0
u(x)
Z(d(x))
= ξ0,
where ξ0 =
[ 2+lρ
c0(2+ρ)
]1/ρ
and Z ∈ C2(0, a) (a ∈ (0, δ0)) is defined by
∞∫
Z(t)
ds√
2G(s)
=
t∫
0
h(s) ds, ∀t ∈ (0, a).
In this paper, applying the Cirstea and Radulescu’s argument, constructing the com-
parison functions, we show the following results in the case of limd(x)→0 k(x)dσ (x) = c0 with
σ > −2 and c0 > 0.
Theorem 1.1. If g satisfies (g1), (g6), (g7), and k ∈ Cαloc(Ω) is nonnegative in Ω and
positive near ∂Ω , and limd(x)→0 k(x)dσ (x) = c0, σ > −2, c0 > 0, then every solution u ∈
C2(Ω) to problem (1.1) satisfies
lim
d(x)→0
u(x)
Z(dµ(x))
=
[
(2 + σ)(2 + ρ + σ)
2c0(2 + ρ)
]1/ρ
, (1.3)
∫where µ = 2+σ2 and ∞Z(s) dt√2G(t) = s, ∀s > 0.
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Z(s) = cs−2/(p−1), c =
[
2(p + 1)
(p − 1)2
]1/(p−1)
,
every solution u to problem (1.1) satisfies
lim
d(x)→0u(x)
[
d(x)
](2+σ)/(p−1) = [ (2 + σ)(p + σ + 1)
c0(p − 1)2
]1/(p−1)
.
Remark 1.1. When g(u) = up , p > 1 and σ  0, by a different argument, López-Gómez
[16] showed the same results as in Theorem 1.1 for the more general boundary condition.
2. Proof of Theorem 1.1
First we give some preliminary considerations.
Let us recall some basic definitions and the properties to Karamata regular variation
theory (see [18,20]).
Definition 2.1. A positive measure function f defined on [a,∞), for some a > 0, is called
regularly varying at infinity with index ρ, written f ∈ Rρ , if for each ξ > 0 and some
ρ ∈R,
lim
t→∞
f (ξ t)
f (t)
= ξρ. (2.1)
The real number ρ is called the index of regular variation.
Definition 2.2. A positive measure function L defined on [a,∞), for some a > 0, is called
slowly varying at infinity, if for each ξ > 0
lim
t→∞
L(ξt)
L(t)
= 1. (2.2)
It follows by the definitions that if f ∈Rρ it can be represented in the form
f (u) = uρL(u). (2.3)
Lemma 2.1 (Uniform convergence theorem). If f ∈ Rρ , then (2.1) (and so (2.2)) holds
uniformly for ξ ∈ [a, b] with 0 < a < b.
Lemma 2.2 (Representation theorem). The function L is slowly varying at infinity if and
only if it may be written in the form
L(u) = c(u)exp
( u∫
a
y(s)
s
ds
)
, u a, (2.4)
for some a > 0, where c(u) and y(u) are measurable and for u → ∞, y(u) → 0 and
c(u) → c, with c > 0.
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the following are equivalent:
(i) g′ ∈ Rρ; (ii) lim
s→∞
sg′(s)
g(s)
= ρ + 1;
(iii) lim
s→∞
(
G(s)
g(s)
)′
= (2 + ρ)−1. (2.5)
Moreover, if ρ > 0, then
lim
s→∞g
′(s) = ∞ and g(u) = uρ+1 exp
( u∫
0
y(s)
s
ds
)
, (2.6)
where y ∈ C[0,∞) is nonnegative such that lims→0+ y(s)s ∈ [0,∞) and lims→∞ y(s) = 0.
Lemma 2.4. If g satisfies (g1), (g6) and (g7) with ρ > 0, then Z(t) in Theorem 1.1 has the
following properties:
lim
t→0+
Z′(t)
Z′′(t)
= 0 and lim
t→0+
Z′(t)
tZ′′(t)
= − ρ
2 + ρ . (2.7)
Proof. It follows from the definition of Z(t) that
Z′(t) = −√2G(Z(t)), Z′′(t) = g(Z(t)), ∀t > 0, lim
t→0+
Z(t) = +∞,
(2.8)
and by Lemma 2.3 and l’Hospital’s rule, we see that
lim
t→0+
(
Z′(t)
Z′′(t)
)2
= lim
u→∞
2G(u)
g2(u)
= lim
u→∞
1
g′(u)
= 0, i.e., lim
t→0+
Z′(t)
Z′′(t)
= 0,
and
lim
t→0+
Z′(t)
tg(Z(t))
= − lim
t→0+
√
2G(Z(t))
(
g
(
Z(t)
) ∞∫
Z(t)
dv√
2G(v)
)−1
= − lim
u→∞
√
2G(u)
g(u)
( ∞∫
u
dv√
2G(v)
)−1
= − lim
u→∞
(
2g′(u)G(u)
g2(u)
− 1
)
= 1 + 2 lim
u→∞
((
G(u)
g(u)
)′
− 1
)
= 1 + 2
(
1
2 + ρ − 1
)
= − ρ . 
2 + ρ
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condition in Theorem 1.1, then problem (1.1) has a solution u ∈ C2(Ω). Moreover, for any
solution u ∈ C2(Ω),
u(x)H−1
(
v¯(x)
)
, ∀x ∈ Ω,
where v¯ ∈ C2+α(Ω) ∩ C(Ω¯) is the unique solution to the problem
−∆v = k(x), v > 0, x ∈ Ω, v|∂Ω = 0, (2.9)
and H(t) = ∫∞
t
ds
f (s)
, t > 0, H−1 denotes the inverse function of H .
Remark 2.1. If g satisfies (g1), (g7), then we see by (2.3) and (2.4) that g satisfies (g2) and
the function H(t) is well-defined in (0,∞).
With the same proof as in [21, Theorem 1], we can show the following result.
Lemma 2.6. Lemma 2.5 still holds on Ω¯/Ω¯0 to the problem
∆u = k(x)g(u), x ∈ Ω/Ω¯0, u = 1, x ∈ ∂Ω,
u = +∞, x ∈ ∂Ω0, (2.10)
where Ω0 Ω and ∂Ω0 is a smooth submanifold of dimension N −1, v¯ ∈ C2+α(Ω/Ω¯0)∩
C(Ω¯/Ω¯0) is the unique solution to the following problem:
−∆v(x) = k(x), v > 0, x ∈ Ω/Ω¯0, v =
∞∫
1
ds
f (s)
, x ∈ ∂Ω,
v = 0, x ∈ ∂Ω0. (2.11)
Proof of Theorem 1.1. For any δ > 0, we define Ωδ = {x ∈ Ω: dµ(x) < δ}, and ∂Ωδ =
{x ∈ Ω: dµ(x) = δ}. By the regularity of ∂Ω , we can choose δ sufficiently small such that
(i) d(x) ∈ C2(Ω¯2δ);
(ii) ∣∣∣∣µ(µ − 1)
(
Z′(s)
sZ′′(s)
+ ρ
2 + ρ
)
+ Z
′(s)
sZ′′(s)
µd(x)∆d(x)
∣∣∣∣< ε,
for all (x, s) ∈ Ω2δ × (0,2δ).
Define
ξ0 =
[
(2 + σ)(2 + ρ + σ)
2c0(2 + ρ)
]1/ρ
, ξ2 =
(
ξ
ρ
0 +
4ε
c0
)1/ρ
,
ξ1 =
(
ξ
ρ
0 −
4ε
c0
)1/ρ
,
( c ξρ )
where ε ∈ 0, 0 04 .
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dµ(x) < 2δ, and uβ = ξ1Z(dµ(x) + β), for any x with dµ(x) + β < 2δ. It follows by
|∇d(x)| = 1 that
−∆u¯β(x) + k(x)g
(
u¯β(x)
)
= k(x)g(ξ2Z(dµ(x) − β))− µ2ξ2d2µ−2(x)Z′′(dµ(x) − β)
− µ(µ − 1)ξ2dµ−2(x)Z′
(
dµ(x) − β)− µξ2dµ−1(x)Z′(dµ(x) − β)∆d(x)
= ξ2d2µ−2(x)g
(
Z
(
dµ(x) − β))[ k(x)g(ξ2Z(dµ(x) − β))
ξ2dσ (x)g(Z(dµ(x) − β))
−
(
µ2 − ρµ(µ − 1)
ρ + 2
)
− µ(µ − 1)
(
Z′(dµ(x) − β)
dµ(x)Z′′(dµ(x) − β) +
ρ
ρ + 2
)
− Z
′(dµ(x) − β)
dµ(x)Z′′(dµ(x) − β)d(x)µ∆d(x)
]
 ξ2dσ (x)g
(
Z
(
dµ(x) − β))[(c0ξρ2 − ε)
− c0ξρ0 − µ(µ − 1)
(
Z′(dµ(x) − β)
dµ(x)Z′′(dµ(x) − β) +
ρ
ρ + 2
)
− Z
′(dµ(x) − β)
dµ(x)Z′′(dµ(x) − β)d(x)µ∆d(x)
]
 0
and
−∆uβ(x) + k(x)g
(
uβ(x)
)
= k(x)g(ξ1Z(dµ(x) + β))− µ2ξ1d2µ−2(x)Z′′(dµ(x) + β)
− µ(µ − 1)ξ1dµ−2(x)Z′
(
dµ(x) + β)− µξ1dµ−1(x)Z′(dµ(x) + β)∆d(x)
= ξ1d2µ−2(x)g
(
Z
(
dµ(x) + β))[ k(x)g(ξ1Z(dµ(x) + β))
ξ1dσ (x)g(Z(dµ(x) + β))
−
(
µ2 − ρµ(µ − 1)
ρ + 2
)
− µ(µ − 1)
(
Z′(dµ(x) + β)
dµ(x)Z′′(dµ(x) + β) +
ρ
ρ + 2
)
− Z
′(dµ(x) + β)
dµ(x)Z′′(dµ(x) + β)d(x)µ∆d(x)
]
 ξ1dσ (x)g
(
Z
(
dµ(x) + β))[(c0ξρ1 + ε)
− c0ξρ0 − µ(µ − 1)
(
Z′(dµ(x) + β)
dµ(x)Z′′(dµ(x) + β) +
ρ
ρ + 2
)
− Z
′(dµ(x) + β)
dµ(x)Z′′(dµ(x) + β)d(x)µ∆d(x)
] 0.
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solution of problem (1.1) and v = u + w. We see that
u + w|∂Ω = +∞ > uβ |∂Ω, u + w|∂Ωδ = +∞ > uβ |∂Ωδ ,
u¯β + w|∂Ωβ = +∞ > u|∂Ωβ , u¯β + w|∂Ωδ = +∞ > u|∂Ωδ .
It follows by (g1) and the comparison principle [8, Theorem 10.1] that
uβ(x) u(x) + w(x), ∀x ∈ Ωδ, u(x) u¯β(x) + w(x), ∀x ∈ Ωδ ∩ Ωβ.
Let β → 0, we see that
ξ1Z
(
dµ(x)
)
 u(x) + w(x) ξ2Z
(
dµ(x)
)+ 2w(x), ∀x ∈ Ωδ,
which implies
ξ1  lim
d(x)→0 inf
u(x)
Z(dµ(x))
 lim
d(x)→0 sup
u(x)
Z(dµ(x))
 ξ2.
Let ε → 0, and look at the definitions of ξ1 and ξ2; we have
lim
d(x)→0
u(x)
Z(dµ(x))
= ξ0.
Finally, as the same proof as in [1,3–5,14], we can show the uniqueness. Let u1, u2 ∈
C2(Ω) be two solutions of problem (1.1). By (1.3), we see that limd(x)→0 u1(x)/u2(x) = 1.
Hence, for any ε ∈ (0,1), there exists δ > 0, such that
(1 − ε)u2(x) u1(x) (1 + ε)u2(x), ∀x ∈ Ωδ.
Moreover, we see by (g6) that for every x ∈ Ω ,
∆(1 − ε)u2(x) k(x)g
(
(1 − ε)u2(x)
)
,
∆(1 + ε)u2(x) k(x)g
(
(1 + ε)u2(x)
)
.
Thus the comparison principle [8, Theorem 10.1] implies that
(1 − ε)u2(x) u1(x) (1 + ε)u2(x), ∀x ∈
{
x ∈ Ω: d(x) δ/2}.
Let ε → 0, we see that u1 ≡ u2 in Ω . The proof is finished. 
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