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Abstract

Many mixtures important to research consist of hundreds or even thousands of
individual components of interest. These types of mixtures are far too complex
to separate by a single chromatographic dimension in any reasonable amount of
time. However, if a multidimensional approach is used, where a complex mixture
is separated by an initial dimension, simpler fractions of that separation are collected
and each of those fractions are analyzed individually, highly complex mixtures
can be resolved in relatively short amounts of time. This dissertation serves as
a guide to multidimensional chromatography, in particular, two-dimension liquid
chromatography. There are many aspects of multidimensional separations that have
been investigated to show its aspects, drawbacks and potential ability to separate
highly complex mixtures. Measurements for the performance of multidimensional
chromatography, the effects of the first and subsequent dimensions and the approaches
to pairing dimensions are shown with experimental examples. Fundamental and
practical features of multidimensional chromatography are explained as well as
theoretical discussions on current and future multidimensional chromatography
performance. Experimentally, very high peak capacities were obtained (ca. 7000)
and an algorithm to predict how to best optimize a two-dimensional separation based
on the time used and performance was created for designing experiments.
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Chapter 1
Introduction
1.1

Objectives of this proposal

A large portion of samples that are interesting to scientists to study are very complex
in their chemical nature. For instance, biological fluids can contain hundreds of
individual compounds that are relevant to a particular study. To properly analyze
such samples, the components of the mixture should be separated for identification
and/or quantitation. One of the most effective and efficient methods of separating
complex mixtures is via chromatography, where the components of the mixture are
organized into groups based on their chemical properties. Unfortunately, extremely
complex mixtures can only be partially separated by a single chromatographic
dimension.

These mixtures require a much higher separating power that can

be provided by a multidimensional approach, where multiple chromatographic
separations are performed on a given mixture. Multidimensional chromatography
as a technique has been highly investigated in this work to describe the factors
and considerations for its usage. Although not a new technique, multidimensional
chromatography has not been studied in great detail beyond particular applications
of users.

To this end, multidimensional chromatography has been investigated

with the purpose of understanding how these separations can be carried out best.
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Very high separating powers were achieved as well as methods to properly optimize
two-dimensional separations. In the remainder of this chapter, the reader will be
introduced to chromatography and given a brief overview of subsequent chapters and
the experiments involved in this work.

1.2

Introduction to chromatography

Chromatography has been a superb technique for the separation of chemically
similar compounds since its discovery by Tswett [1, 2].

The spectrum in which

chromatography works is quite broad when one considers that components of a
homogeneous mixture can be separated by any physical and/or chemical property.
J. C. Giddings prepared a masterful collection of chromatographic techniques
and explained how an amount of entropy could be overcome at a cost of some
energy in his book, Unified Separation Science [3].

These techniques include

electrophoresis, distillation, extraction, countercurrent electrophoresis, field-flow
fractionation, thermogravitational separation and chromatography. Giddings further
showed the major variations of chromatography based on eight classifications, each
with two or more sub-classes, such as: type of mobile phase; mechanism of retention;
dimensionality; and physical scale [4]. Throughout this dissertation, any discussion
about chromatography will be nearly exclusively limited to liquid chromatography
operated at the analytical physical scale unless otherwise diverted.
Fundamentally, chromatography can be described as a separative or differential
transport of atomic, molecular or particulate species. In liquid chromatography,
molecules percolate through a bed of (typically) porous material facilitated by a
concentration gradient. The concentration gradient promotes crossing a boundary
layer between the mobile and stationary phases into the porous media. Inside the
porous media, the movement of molecules through the pores is controlled by the
apparent diffusivity of the molecule and interactions with the solid support itself.
Likewise, build-up of concentration inside a particle facilitates diffusion of molecules
2

Figure 1.1: Basic illustration of how a mixture of species are grouped by a separative
transport.
out of the stationary phase and the process continues throughout the length of the
porous bed/column.
Obviously, molecules of different types will interact to varying degrees with the
stationary phase and result in an increasing separation along the length of the column.
The ultimate goal of chromatography is to group molecules together or purify them so
that they can be collected, identified and/or quantified. This also means that mixtures
must necessarily be composed of two components, in the very simplest case, or many
more in most practical applications. Which, in turn, the analyst is constrained to
wisely choose the conditions under which a mixture could and should be separated.
The fundamental problem all chromatographers will be faced with is that no
single, perfect set of chromatographic conditions exists to separate every mixture of
interest. Furthermore, the resolution of all components of a mixture will most likely
take an inordinate amount of time. If one works to optimize the separation of a few
of the components in that mixture, it will often result in the co-elution of another
set of components. Achieving the satisfactory separation of all the components in
3

Figure 1.2: The elution process of separating components of a mixture (A and B)
along the length of a chromatographic column.

4

a mixture can be very time consuming, but just as rewarding and useful if done
correctly. When this is done on a relatively small scale, or analytical scale, the
identity, purity and/or concentration of compounds can be determined. Compounds
eluting can be subsequently collected at the exit of the column as pure substances.
Although the substance is in a solution of the mobile phase and more dilute than when
injected, the purity is known and removal of the solvent is often somewhat of an easy
task. This is usually done on a much larger scale called preparative chromatography,
where hundreds of milligrams to hundreds of kilograms of a particular analyte can
be purified. Micro-preparative chromatography can be performed on analytical scale
columns to purify a few milligrams of product, but more often than not the entire
eluate is directed to a waste bottle after detection. Of course, this is would be untrue
if the product was rather expensive or rare, in which case a sample could be collected
with little or no loss for nondestructive detection.

1.3

High Performance Liquid Chromatography Basics

High Performance (also High Pressure) Liquid Chromatography (HPLC) specifically
refers to the forced flow of liquid mobile phase through a column of solid stationary
phase, which has become an extremely popular technique in analytical laboratories.
Modern HPLC instrumentation is capable of delivering the mobile phase at a nearly
constant flow rate with backpressures of 400 or 600 bar (5,800 or 8,700 psi). Newly
developed systems utilize very high pressures (VHPLC) reaching 1000 or 1200 bar
(14,500 or 17,400 psi) backpressures, although with some consequence [5, 6] Pure
solvents, which must be free of debris, dust, and dissolved gases, are held in reservoirs
until they are delivered (often by pumping) and moved through capillary tubing into
the inlet of a column. Because of the highly pressurized liquid in the system, an
injection valve must be used to introduce a sample. The injection valve diverts the
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flow of mobile phase through an additional length of tubing, with a defined volume,
containing the sample to be injected. One the components of a mixture exit the
column, or elute, the eluate is sent to a detector. The detected signal was recorded
many years ago physically onto paper, but now almost all signals are digitally recorded
and stored by a computer. Figure 1.3 shows a very simple HPLC setup containing
the basic parts of every chromatographic system.

Figure 1.3: Example of basic HPLC instrumentation.
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1.4

Main modes of liquid chromatography

The two primary modes of liquid chromatography are called normal (NPLC) and
reversed phase (RPLC). In normal phase chromatography, a non-polar mobile
phase is percolated through a polar stationary phase.

Commonly the mobile

phases are comprised of heptane, hexane or chloroform (NP weak eluent, non-polar
solvents) modified with ethanol, isopropanol or methlylene chloride (NP strong eluent,
somewhat polar solvents). NP stationary phases are mostly neat silica particles
with exposed silanol groups (Si-OH) or small polar groups (i.e. amine, cyano, etc.)
bonded to a silica support. In direct contrast, reversed phase mobile phases are polar
solvents (RP weak eluent; e.g. water) containing a miscible, organic modifier such
as methanol, acetonitrile or tetrahydrofuran (RP strong eluent, somewhat nonpolar
solvents). Monolithic stationary phase beds have been developed for both normal
and reversed phases, but their performance is lacking when compared to current
(as of 2010) HPLC column technology [7–11]. Their markedly lower backpressures
can be very advantageous, but the monoliths themselves are much more fragile than
typical HPLC packing materials. Although many other modes of chromatography
exist, most chromatographic theory is based on RP because of its ubiquitous usage
(see Section 1.5 Chromatographic theory). However, two other very common modes
of chromatography will be presented here and in later chapters. First, strong cationexchange (SCX) is a mode used to separate molecules based on their charge state.
The SCX stationary phase is often made of porous, polystyrene-divinylbenzene (PSDVB) co-polymer beads that have been functionalized with negatively charged groups
(i.e. aryl-SO3 , sulfoethyl aspartamide, etc.). Positively charge analytes are retained
and those with the highest charge state are retained the most. To elute retained
analytes, an increasing gradient of cations, typically singly charged, monoatomic ions
such as K+ , is used. Other organic bases can be used, such as those containing
amino groups, effectively creating a pH gradient that facilitates the separation of
charged analytes. The second alternate mode of liquid chromatography mentioned
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later is hydrophilic interaction liquid chromatography (HILIC). The HILIC mode of
chromatography can be described as normal phase using reversed phase solvents. This
means that polar analytes are separated on a polar stationary phase using water as
the strong solvent and miscible organics as weak solvents. Polar analytes are retained
in HILIC mode when the mobile phase consists of 0-50% of water, usually mixed with
acetonitrile. (Note: when the percentage of water in the mobile phase exceeds about
75%, retention of analytes resembles RPLC and has been described as per aqueous
liquid chromatography (PALC) or aqueous reversed phase). As noted later, these two
modes are of particular interest because of their relatively high degree of orthogonality
to RPLC.

1.5

Chromatographic theory

The action of chromatography has been described as: “[a]ny liquid or gaseous mixture
of the substances is divided into its components during the process of its movement
through a layer of sorbent, if there are differences in the sorbtion interaction between
the components of the mixture and the sorbent [12].” Although this definition is
probably not as inclusive a description as others [13], the comments are more obvious
to chemists about the process involved. As molecules percolate through a sorbent
bed, they may continue through the bed or column without interaction with the
sorbent’s surface or elute from the column after some discrete level of interactions,
which increase the time of residence inside the column. This implies that there must
be some stationary and some mobile phase traveling through it. The volume of
the column in which all flow must travel through is known as the column “hold-up
volume” which, at a given rate of flow is translated to the column “hold-up time” or
t0 . Molecules whose residence times are greater than the column hold-up time are
said to be retained, and their retention times, tR , are defined as [14]:

tR =

KVS
1+
VL
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t0 = (1 + k 0 ) t0

(1.1)

where K is the equilibrium constant of the compound considered in the phase system
used, VS and VL are the respective volumes of the stationary and mobile phases in the
column, and k 0 is the retention or “capacity” factor of the compound. The retention
factor describes the ratio of the amount of time spent by a molecule in the stationary
to mobile phase.
k0 =

tR − t0
t0

(1.2)

For gradient elution, the composition of the mobile phase is varied at some point
or over the course of a given separation.

This approach is particularly useful

when a mixture of compounds has a wide range of retention factors which makes
isocratic elution of the compounds unsatisfactory or overly lengthy. By increasing
the concentration of a strong solvent, the retention of all compounds is reduced. The
following quadratic equation can be used to express the relationship between k 0 and
the strong solvent’s concentration [15]:
ln k 0 (φ) = ln k00 − Sφ + bφ2

(1.3)

where φ is the strong solvent concentration, k00 is the retention factor of the molecule
under the initial conditions of the gradient, and S and b are numerical coefficients.
S measures the strength of the strong solvent and the coefficient b is often negligible.
In most cases, a linear gradient (where b = 0) is used and the gradient composition
can be calculated at a given time, t, as:

φt = φ0 +

∆φ t
tG

(1.4)

where φ0 is the initial concentration of the strong solvent, ∆φ is the range of strong
solvent concentration throughout the run, and tG is the duration of the gradient.
Thus, the gradient slope, G, is defined as:
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G = S ∆φ

t0
tG

(1.5)

0
The retention factor of a compound under gradient conditions, kG
, can be calculated

as:
0
kG
=

tR − t0
1
=
ln(G k00 + 1)
t0
G

(1.6)

and here tR is the retention time of the compound eluted during the gradient run.
To quantify the amount of band spreading a compound is subjected throughout a
chromatographic run, the efficiency or number of theoretical plates, N , is derived
from a peak’s elution profile (assumed to be Gaussian) and the baseline width, w.

N = 16

tR
w

2
(1.7)

Theoretical plates are assumed to be spread evenly across the entire length of a column
so that their height can be calculated as follows:

H=

L
N

(1.8)

where H is the height equivalent to a theoretical plate (HETP) and L is the length of
the column. From the moment of injection, the components of a mixture continually
diffuse while traveling through the tubing, column, and detector for analysis. An
injected band of sample is said to be broadened by certain effects during the elution
process. In the past, there has been many equations developed to calculate H based on
the three main contributions to band broadening [16–18] and data based correlations
[6, 19, 20]. The Knox equation [21] gives a simplified representation and easy to
understand outline of the contributions to band broadening on the reduced plate
height, h (h = H/dp using dp as the stationary phase particle diameter)
h = Av 1/3 +
10

B
+ Cv
v

(1.9)

where v = µ dp /DM is the reduced velocity, in which DM is the diffusion coefficient
and µ is the average interstitial mobile phase linear velocity. The A, B and C terms
of the Knox equation are coefficients corresponding to the main contributors to band
broadening. The A term describes eddy diffusion in which molecules diffuse into
small “pools” of low pressure. Longitudinal diffusion is described by the B term
where molecules diffuse from their concentration bands along the length of a column.
Finally, the C term is deals with the mass transfer of molecules diffusing into and out
of the stationary phase and the kinetics thereof involved.

1.6

Peak Capacity

The peak capacity has been defined as the maximum number of peaks that can be
resolved, with a given resolution, in a defined separational space [22]. Practically, this
space is considered to be from the first eluted peak and last eluted peaks of interest.
Also, the defined resolution is mostly taken to be unity, although this is merely a
convention. For isocratic separations, Grushka [23] calculated the peak capacity, n,
as:
√
N 1 + k20
n=1+
ln
4
1 + k10

(1.10)

where k10 and k20 are the retention factors of the first and last eluted compounds
respectively. Similarly for gradient conditions, the peak capacity can be calculated
assuming peak widths are constant for all compounds eluted.
√
0
N kG,2
n=1+
ln 0
4
kG,1

(1.11)

This equation was further expanded by Gilar et al. [24] using the linear solvent
strength theory to include the gradient slope.
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√

S ∆φ
N
(1.12)
4 S ∆φ ttG0 + 1
√
However, in Equations (1.11 and 1.12) the term N , which N is the isocratic plate
n=1+

0
number measured for k 0 = kG
, is a somewhat arbitrary number. Efficiency only has

a meaning when the conditions are isocratic and the peak is Gaussian. Peak profiles
are almost never Gaussian and for gradients the assumption must be made that N
and t0 remain constant throughout the change of eluent composition. These terms
as well as others not mentioned [25–27], including gradient peak compression [28–30]
and even some factors that are not completely understood [31, 32], can be lumped
together to give a simplified equation:

n=1+

a tG
b + tG

(1.13)

where a and b are constants under a set of defined conditions (e.g. ∆φ, flow rate,
temperature, etc.). The peak capacity can then be calculated by solving for the a and
b parameters by fitting the equation with an explicitly measured n vs. tG database.
This database is built from measuring and calculating the “sample” or “conditional”
peak capacity, nc , for a series of gradients (i.e. tG = 1, 2, 3, 5, 10, 15, 20 min, ...) from
the following equation:

nc = 1 +

tR,n − tR,1
w

(1.14)

where tR,1 and tR,n are the retention times of the first and last eluted compounds
respectively and w is the average baseline width of peaks eluted in the retention
window.
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1.7

Multidimensional Peak Capacity

Simple mixtures have long been separated with ease and with vanishingly short
analysis times because the peak capacity required for the separation is relatively
small. This has led to high production of purified analytes via preparative scale
chromatography and very fast quality control regimens. Yet, often the mixtures that
are desirable to separate are extremely complex, needing very high peak capacities to
sufficiently separate most or all of the components of a mixture. Relevant mixtures
can, for example, range from a tryptic digest of a protein [33], the components of a
gasoline mixture [34] or a collection of metabolites used by living cells amongst various
pathways [35]. This has led to the development of chromatographic columns with
high separation efficiencies and the optimization of instrumentation. However, even
at its best, unidimensional chromatography has an upper limit as to the feasibility of
separating very, very complex mixtures in reasonable amounts of time [36].
The resolution of two peaks in a chromatogram can be calculated as
2(tR,B − tR,A )
w +w
√ A B  

0
N α−1
1 + kB
=
0
4
α
kB

R =

(1.15)
(1.16)

where tR,A and tR,B are the retention times of the two peaks considered (A and B)
0
with corresponding widths and retention factors wA , kA0 and wB , kB
respectively. The

selectivity, α, is the ratio of retention factors
α=

0
kB
kA0

(1.17)

which is manipulated by the chromatographic conditions. From Eq. (1.16) three
choices are found for increasing resolution. First, the selectivity can be altered
by changing retention mechanisms, stationary phase, mobile phase, or a phase
modification (i.e. pH, ion pairing, temperature, etc.). Second, although the efficiency
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can be increased, the resolution is only increased by the square root of N ; meaning,
if a column’s length is doubled, the resolution increases by a factor of 1.4 and the
column backpressure doubles. Finally, a combination of changing the selectivity and
increasing the efficiency can be used to increase the resolution between peaks in a
complex chromatogram unidimensionally. In multidimensional chromatography, the
complexity of the sample is reduced by fractionating the sample into many simpler
mixtures and separating the components of those mixtures. In a two-dimensional
experiment, a complex mixture is incompletely separated by an initial dimension,
then fractions of the eluate are collected then separated again by a subsequent
dimension. For an effective two-dimensional separation, the two dimensions should
not be identical. This is elementary to taking advantage of changing the selectivity
and efficiency to increase resolution; however, in principle, simpler mixtures do not
require highly efficient columns to separate the individual components.
When successive orthogonal separations are performed, first on a sample and then
on its fractions in the case of multidimensional chromatography, the peak capacities
of the individual separations are multiplicative. This is undoubtedly the primary
reason multidimensional chromatography is attractive to researchers. Even though
there are many practical difficulties in creating a multidimensional separation, the
result will be an improved resolution of peaks in a markedly shorter time than that
required by a unidimensional separation. The product rule was initially implied by
Horváth and co-workers [37] and expressed mathematically by Freeman [38] as

nc,total = nc,1 nc,2 . . . nc,d =

d
Y

nc,i

(1.18)

i=1

where nc,total is the total system peak capacity, composed of orthogonal separation
mechanisms with peak capacities of nc,1 to nc,d . However, Eq. (1.18) is only valid if
(1) the retention mechanisms implemented in the different columns are all completely
independent and the entire separation space available can be used [39, 40], and (2) if
there is no loss of the first-dimension peak capacity due to back-mixing during the
14

transfer of the effluent fractions from the first to the second-dimension column [41].
Considering the degree of orthogonality, only a portion of the available separation
space will be populated with analytes. Therefore, the term fcoverage is used to describe
the fraction of spaced used and reflect the loss of peak capacity related to dimension
orthogonality [41–44]. Much work has been done to describe the effects of undersampling on peak capacity, leading to the definition of a calculated limiting peak
capacity in the first dimension, 1 n0 c,1 [45–49]. The limiting first-dimension peak
capacity is calculated as
n0c,1 =

nc,1
β

(1.19)

where β is the “first-dimension broadening factor” [50], which is calculated as:
s
β=



1 + 0.214

ts
σ1

2
(1.20)

where ts is the sampling time and σ1 is the average standard deviation of the peaks
along the first-dimension. In Eq. (1.19), under-sampling is only considered for the
first dimension, leading to a two-dimensional separation overall. If one considers
that chromatography could be performed in five, six or even more dimensions, each
sampled dimension would have a similarly calculated under-sampling loss of peak
capacity. For example, a three-dimensional separation, with dimensions d1 , d2 and d3 ,
can be divided into two, two-dimensional separations. First, the transfer of analytes
from d1 to d2 having a “broadening factor” of β1,2 reducing the peak capacity of d1 .
Analytes would use a set portion of the first- and second-dimension separational space,
so a coverage factor, fcoverage

1,2

would be included based on the orthogonality between

d1 and d2 . This separation set would be followed by the transfer of fractions to the
third dimension, d3 , where again the previous separation would be under-sampled to a
degree, β2,3 , reducing the peak capacity of d2 , and another coverage factor, fcoverage

2,3

would be necessary between d2 and d3 . This three-dimensional peak capacity, 3 nc,total
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can be expressed mathematically with Eq. (1.18) as the product of the individual
peak capacities for each dimension, nc,d1 , nc,d2 and nc,d3 .
3

nc,total = nc,d1 · nc,d2 · nc,d3

(1.21)

Factoring in the fcoverage term of the separational space used between the first- and
second-dimensions and again between the second- and third-dimensions, nc,total can
be calculated as

3

nc,total ≈ nc,d1 · nc,d2 · fcoverage

1,2

· nc,d3 · fcoverage

2,3

(1.22)

Then, considering the under-sampling occurring at the transfers between dimensions
nc,total becomes

3

nc,d1 nc,d2
·
· fcoverage 1,2 · nc,d3 · fcoverage 2,3
β1,2 β2,3
= n0c,d1 · n0c,d2 · fcoverage 1,2 · nc,d3 · fcoverage 2,3

nc,total =

(1.23)
(1.24)

However, here the orthogonality between phases has been neglected and the
pragmatic aspects of linking multiple phases has been ignored. When discussing
multidimensional separations, one must consider the advantage gained, separation
power or peak capacity, and the currency for which this advantage is paid, time.
Peak capacity is simply an estimate of the number of chromatographic peaks that
can be placed in a given separational space (with a defined resolution, often taken
to be unity). The time used is quite easy to understand, but there are more factors
in multidimensional separation to measure than just the time elapsed between the
beginning and end of the entire process [51]. These subjects and considerations will
be covered more in-depth later.
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1.8

Very high peak capacity separations

A limited number of experiments have been made to show very high peak capacities or
efficiencies above 1,000,000 theoretical plates for unidimensional separations [35, 52–
57]. For these examples, only one boasts a peak capacity much greater than 1,000 and
all require a significant amount of analysis time, an increase in column backpressures
or both. Separations of these types are often impractical and may not even achieve
the goal of separation when a very complex sample is analyzed. Multidimensional
chromatography is the only way to reach lofty separation goals in reasonable amounts
of time using available instrumentation. In essence, it is much easier to produce a
given peak capacity, nc , twice in a row than to produce the square of that same peak
capacity, n2c . Peak capacity itself is a theoretical construct to determine the maximum
number of peaks that could fit into a chromatographic space. The calculation of peak
capacity must be clearly defined and its effect on a given separation must be apparent
for peak capacity to have purport.
The number of resolved peaks can be predicted using Statistical Model Overlap
(SMO) theory based on the peak capacity generated [58–62]. The results are quite
devastating that the peak capacity should be several times higher than the number of
individual components in a mixture. Even the relatively simple mixture of a tryptic
digest of BSA (ca. 80 peptides and protein fragments) would require a unidimensional
peak capacity of around 1000 to statistically resolve 90% of the peptides and that
number jumps to 2000 when a two-dimensional separation is considered. A set of twodimensional systems utilizing SCX and RPLC was used to generate very high peak
capacity separations of ranging from ca. 1800 to 7000 in 28 hours [63]. The amount
of time necessary to perform these separations could be further reduced dramatically,
as the re-equilibration time used was particularly long; nevertheless, the results are
still desirable and among the highest published peak capacities.
The significance of markedly increasing the peak capacity for a given separation is
best illustrated by lengthening a given gradient. The advantage gained is elementary
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to most chromatographers, yet difficult to quantify. Wherefore, a set of gradient
experiments was designed using similar columns to register peak capacity’s effect in
proteomics. A protein digest of bovine serum albumin (BSA; 66 kDa) using gradients
of different durations on columns packed with different particle diameters [64]. Data
was collected using LC-MS/MS in a data-dependent mode. In data-dependent mode,
peptide masses are determined and fragmented based on their relative abundance.
Once a peptide’s parent mass is detected multiple times, the repeated peptide masses
are excluded from fragmentation for a set time period. This process creates a vast
amount of MS/MS data for peptides across a wide relative concentration range. The
MS/MS data was then transfered to the peptide/protein identification algorithm
TurboSEQUEST (distributed by Thermo Fisher, San Jose, CA, USA). In short,
TurboSEQUEST compares theoretical mass spectra to experimental data and scores
the spectra based on their correlation to the predicted fragmentation pattern. The
final result is that detected peptides correspond to a particular protein and a given
percentage of that protein will be identified. The results of these tests are shown in
Chapter 2 Peak Capacity.

1.9

Optimization of two-dimensional liquid chromatography

Preparing multidimensional separations is a multi-step process to develop and link
the actions of the dimensions, the fraction collection and detection.

While the

work can be difficult, the process layers can be optimized to achieve a certain
result. Essentially, the limitation in a particular two-dimensional experiment is either
obtaining a certain peak capacity or generating the highest peak capacity possible
in a specified time frame. This compromise reveals the need for optimization to
achieve these goals efficiently. The first level of optimization is treating the dimensions
completely separately (i.e. a certain goal is achieved by assuming the process layers
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are independent). A more sophisticated approach to optimization is the determination
of the proper frequency of fraction collection and the length of a second dimension
gradient. With these two parameters, one can control the net peak capacity from
the first and second dimensions as well as the overall time of analysis [49]. Taking
optimization a step further, the first dimension gradient length and the approach
in which two dimensions are linked, whether on-line or off-line, sets up an array
of choices to be made for a two-dimensional separation. Careful dissection of how
peak capacity is generated and time is used in multidimensional chromatography is
necessary to make the proper decisions during optimization [51, 65]. This is critical
when high performance results are desired and practical limits need definition. With a
thorough investigation of the factors contributing to multidimensional peak capacity,
extrapolations about improving separations or future work can be made [66]. One
aspect to consider is how the dilution of MDLC affects detection [67]. Many peaks in a
MDLC experiment are detected across multiple fractions and three-dimensional peak
shapes can be distorted based on their sampling from an initial separation. Other
considerations and practical aspects of planning and executing a multidimensional
separation are commented upon in subsequent chapters.

19

Chapter 2
Peak Capacity
The peak capacity of a given separation is a conventional metric for describing the
separation power. The peak capacity is defined and pertinent equations are shown for
its calculation as well as practical applications of peak capacity for complex mixture
separations.

2.1

Peak Capacity

The peak capacity of a given separation can be a very useful metric to determine the
effectiveness of a method or chromatographic column. For peak capacity to have a
real meaning, its definition must be absolutely clear to analysts and readers. Giddings
coined a well-known definition that was specifically for gel filtration [22]:
‘‘While a precise determination of resolvable peaks will depend
on the nature of solutes existing in a particular mixture, one
can define and estimate a ‘peak capacity’ which approximates the
maximum number of peaks to be separated on a given column.’’
-- J. C. Giddings
In this quote, Giddings implies that the peak capacity is intrinsic to a given
column. He is justified in this by referring to gel filtration, which is aqueous size
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exclusion chromatography (SEC). In SEC, molecules are separated isocratically based
on their size and access to pores in the stationary phase. Large molecules percolate
through a SEC column quickly since they are “excluded” from entering small pores.
Conversely, small molecules are highly retained in the SEC column because they will
diffuse into and out of many, many of the pores. Therefore, the peak capacity is
directly related to the number of theoretical plates of a SEC column. In the first
clause of the quote lies the truth about peak capacity in any chromatography; it
depends on the nature of the solutes.

2.2

Peak Capacity Equations

In 2005, Uwe Neue prepared an in-depth review of the evolution of peak capacity in
chromatography and the derivation of several equations in which it can be calculated
[68]. Others have done work to explain peak capacity and show its relationship to
the performance of columns [69, 70]; but here the approach of Neue will be followed.
Peak capacity can be referred to as a measurement of retention time in terms of peak
widths, where a peak width is assumed to be four times the standard deviation, σ.
He arrived at a general mathematical formula for the peak capacity shown in Eqn.
(2.1).
Z

tR,n

n=1+
t0

1
dt
4σ

(2.1)

By substituting 4σ for w in Eqn. (1.7) and solving (1.6) for σ, gives
0
(1 + kG
) t0
√
σ=
N

(2.2)

under gradient conditions. Rewriting Eqn. (2.1) in terms of σ gives the following
equation.

√ Z t
R,n
N
1
n=1+
dt
0
4 t0
t0 (1 + kG
)

21

(2.3)

0
The expression for kG
(Eqn. (1.6)) can also be rewritten (because G = S ∆φ ttG0 ; Eqn.

(1.5)) as
0
kG

=

tG ln(1 +

k00 S t0 ∆φ
)
tG

S t0 ∆φ

(2.4)

and substituted into Eqn. (2.3) and simplified using the Linear Solvent Strength
Theory [71, 72] (Eqn. (1.3)) to arrive at a general equation for peak capacity.
√
n=1+

N
S ∆φ
4 S ∆φ ttG0 + 1

(2.5)

This equation must dealt with carefully, as described earlier, considering the term

√
N

is used in an equation referring to gradients. One must judiciously choose the values
for N and S that are representative of the column used and the sample. The equation
suggests that the peak capacity scales with the square root of the column efficiency,
therefore, the column length, when extra-columnar effects are removed. The value of
S, which is a numerical coefficient related to the relative chromatographic diffusivity
of a given solute, is often between 15 and 45, depending upon whether small molecules
or peptides are modeled. Eqn. (2.5) gives a good estimate of peak capacity, but the
best option for determining it is an explicit measurement.
The conditional peak capacity, also sometimes referred to as the sample peak
capacity, can be measured by dividing the retention window (difference between the
first and last eluted compounds) by the average width.
nc = 1 +

tR,n − tR,1
w

(2.6)

Here, it is apparent that the additional unit of peak capacity comes from the first
half of the peak at tR,1 and the last of half of the peak at tR,n . However, when the
value of nc is large, it becomes negligible. Additionally, when effective gradients are
used and peaks are spread over the entire length of the gradient the conditional peak
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Figure 2.1: Peak capacity data recorded for a 4.6 × 50 mm Halo C18 (2.7µm particles,
90Åpores) column using a linear 5 − 50% ACN with 0.1% TFA gradient, 3 mL/min,
60◦ C.
capacity can be approximated as [24]:
nc ≈

tG
w

(2.7)

Data measured by either Eqn. (2.6) or (2.7) can be used to plot peak capacity as a
function of the gradient duration. Note: this data should be comprised of separations
of the same sample, under the same conditions, varying only the gradient length.
When those data points are fitted by a simple function:
nc = 1 +

a tG
b + tG

(2.8)

where a is a unitless coefficient and b is in units of time. Figure 2.1 shows data fit
with Eqn. (2.8) recorded from separations of a tryptic digest of myoglobin??.
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Taking the limit of Eqn. (2.8) reveals the maximum peak capacity that can be
reached using a given column, at a given flow rate and with a given eluent composition
as:


a tG
lim 1 +
=1+a
tG →∞
b + tG

(2.9)

This means that the coefficient a practically defines the maximum peak capacity at
very long gradient times. Since the elution window for peaks here is assumed to be tG ,
the coefficient a is related to the column efficiency. The b coefficient is a combination
of the factors controlling peak width, mainly the gradient slope. By using Eqn. (2.5),
a can be defined as: a =

√

N
4

function in Eqn. (2.8) is then:

S ∆φ, and b as: b = S ∆φ t0 . The slope of the
a
b

=

√
N
,
4 t0

determining how quickly the peak capacity

approaches its supposed maximum, 1 + a. The practical consideration for the slope

a
b

is that to generate high peak capacities using short gradients, highly efficient columns
should be used under conditions where t0 is minimized (i.e. high linear velocities). At
high linear velocities, the resistance to mass transfer, “C” term in HETP equations,
becomes the largest contribution to band broadening. This advocates the usage of
superficially porous particles because they allow faster mass transfer, particularly for
high molecular weight compounds [73].

2.3

Peak capacity and number of peaks

The peak capacity is an important measurement that can be used to estimate the
number of resolved peaks in a mixture or the maximum resolvable peaks with a given
peak capacity. Much work has been based on the the statistical theory of band overlap
(a.k.a. Statistical Model of Overlap, SMO) developed by Davis and Giddings [58,74],
expanded upon further by those authors and others [61, 75–81]. SMO theory relates
the number of expected peaks to the number of components in a mixture, m, provided
a separation that generates a given peak capacity. The distribution of retention factors
in a complex mixture tends towards a Poisson distribution, consistent with a constant
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peak density throughout a chromatogram. Assuming constant peak sizes, Davis and
Giddings were able to calculate the number of singlets, s, doublets, d, and triplets, t,
as
s = α nc e−2α

(2.10)

d = α nc e−2α (1 − e−α )

(2.11)

t = α nc e−2α (1 − e−α )2

(2.12)

where α is the saturation factor,

m
,
nc

of components of a mixture to the peak capacity.

In very complex mixtures, a portion of the peaks will elute as a multicomponent peak
consisting of four or more parts.
If one considers a 50 component mixture separated with a peak capacity of 100,
giving a saturation factor of 0.5, approximately 30 peaks will be detected. Only about
18 of those peaks will be singlets, 7 doublets, 3 triplets and at least one peak will be
a multiplet of four or more components. If the peak capacity was doubled to 200,
approximately 39 peaks would elute consisting of about 30 singlets, 7 doublets, at
least 1 triplet. This means that with a saturation factor of 0.25 only about 60% of the
peaks detected will be single components of a mixture. The result is quite devastating
when considering that peak capacities greater than 300 require a gradient length of
many hours for a single column [52]. To statistically find 90% of the components of
a 50 component mixture as singlets, a peak capacity of ca. 950 would be necessary.
Pragmatically, the results are understandable; if one needs to resolve many peaks, a
large ratio of separational space to band width is necessary.
Davis [61] and others [62, 79] extended and confirmed the SMO theory for a twodimensional area of randomly distributed spots. Where, for the following equations,
nc is the spot capacity
nc = 4 A2D /π (γd0 )2
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(2.13)

Figure 2.2: Plots of peak distribution in a single dimension (a) for singlets, doublets
and triplets (solid blue, dashed green and dot-dashed red, respectively) and (b) sum
of all peaks.
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calculated from the two-dimensional area, A2D , a scaling factor, γ , which is the
degree of acceptable overlap between spots, and the diameter of the spots, d0 . The
number of singlets, s2D , doublets, d2D , and triplets, t2D , for the two-dimensional
space are then
s2D = α nc e−4 α
α2 e−8 α
1 − e−4 α
256
α4 e−12 α
≈
α nc
5
(1 − e−4 α )2

(2.14)

d2D = 8 α nc

(2.15)

t2D

(2.16)

When unidimensional and two-dimensional separations are compared using SMO
theory, the unidimensional system will alway statistically produce more peaks.
Considering the same 50 component mixture with a two-dimensional spot capacity
of 200, the expected number of peaks is only about 25 with 18 of those peaks being
singlets. The deception in this is that generating a two-dimensional peak capacity
(spot capacity) of 200 is quite easy; two equal dimensions of about 14 peak capacity
each could be used. If the 50 component mixture is separated two-dimensionally
with a spot capacity of 1000, an easily achievable amount in less than one hour, one
could expect ca. 45 spots with 41 of those being singlets and at least 3 doublets.
The advantage of two-dimensional system is that high peak capacities are generated
easily, because of its multiplicative nature, even though statistically a unidimensional
system could potentially separate peaks better with the same peak capacity. This
can be rationalized by the fact that peaks or spots in a two-dimensional area can be
overlapped from any angle.

2.4

Implications of peak capacity

Shot-gun protein analysis in proteomics is based on the chromatographic separation
of the protein digests made by HPLC followed by the identification of these
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peptides by mass spectrometry or tandem mass spectrometry (MS/MS). A suitable
program for identifying proteins from peptide sequences is used in the subsequent
data analysis. For peptide separations made in HPLC, conventional quantitative
comparisons between the performance of columns packed with particles different in
type, size, or chemistry are based on their peak capacity in gradient elution and
their ability to deliver peptides to the mass spectrometer for protein identification.
In contrast, the current metric to assess the value of LC/MS analyses is its ability
to return quantifiable peptide identification results as determined by a program such
as TurboSEQUEST, which compares the number of peptide fragments identified to
that predicted from the protein structure and the conditions of its digestion. The use
of protein identification algorithms has made proteomics work easier and faster for
researchers since Yates and coworkers described their strategies and work [82–84]. The
consolidation of analytical knowledge acquired in liquid chromatography and mass
spectrometry still requires considerable work. Most LC separations matched to a mass
spectrometer that are reported in the literature do not afford good chromatographic
separations because MS analysts rely much on the mass spectrometer’s ability to
deconvolute groups of co-eluting analytes. This practice may or may not be founded
in good evidence that chromatography can be merely used as a method to dilute
the number of ions reaching the mass spectrometer inlet. In truth, chromatography
and mass spectrometry need one another to quantitatively separate and detect the
components of a complex mixtures in low concentrations.

2.5

Peak capacity and protein sequence coverage

Using a tryptic digest of Bovine Serum Albumin (BSA), the peak capacities of
columns packed with different sized particles were correlated to the protein sequence
coverage [64]. The peak capacity was calculated from a peptide “envelope,” under
conditions where the majority of peptides are eluted. For protein identification, the
TurboSEQUEST algorithm was used to analyze the MS/MS data. This algorithm
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matches detected MS fragmentation data with theoretical peptide fragments for a
given list of proteins. A protein sequence coverage is then calculated as the percentage,
by mass or number of amino acids, of a particular protein detected. Such a correlation
could permit the prediction of the peak capacity necessary to achieve a given protein
sequence coverage in proteomics.
Reversed phase separations were performed with 150 × 4.6 mm columns packed
with particles of fully porous Luna C18(2) particles of various dimensions and with
a 100 × 4.6 mm column packed with 2.6 µm particles of Kinetex C18 shell (i.e.,
superficially porous) particles (Phenomenex, Torrence, CA, USA). The Kinetex
particles are made of 1.9 µm diameter solid silica cores surrounded by a 0.35 µm
thick porous, C18-bonded shell. The Luna brand columns were selected due to the
availability of columns of the same dimensions, packed with particles of a similar
packing material, with the same surface chemistry and varying only in average
particle diameter. The Kinetex column was selected based on recent findings that
exceptionally efficient separations could be made with this material for a wide
range of the analyte molecular sizes, from small molecules to proteins [85, 86]. It
gives excellent separations of protein digests and columns packed with this material
markedly enhance chromatographic performance in proteomics and multidimensional
chromatography. The inner diameter of the columns used in this correlation study
are larger than what is conventionally used now in mass spectrometry, but it is still
ubiquitous in analytical scale chromatography. The largest obstacle for sensitive MS
detection when using 4.6 mm diameter columns is the evaporation of the relatively
large volume flow of mobile phase. This probably contributes to lower detection
sensitivity and ultimately may contribute to lowering sequence coverages. Yet, this
is a minor issue that does not affect the trends found across the set of columns used.
Mass spectra were collected for three gradient lengths, for each column in a data
dependent mode consisting of a three step routine to determine what peptides are
present at a given moment of elution and their intensity. The first step was a full
scan of 150-2000 m/z (mass to charge ratio) of which the two most intense peaks were
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Table 2.1: LC/MS/MS experimental data based on results generated by
TurboSEQUEST for Luna and Kinetex columns.
Column
Dimensions (mm)
4.6 × 150

4.6 × 150

4.6 × 150

4.6 × 150

4.6 × 100

Particle
Gradient
Diameter (µm) Length (min)
15
10
20
40
10
10
20
40
5
10
20
40
3
10
20
40
2.6 (shell)
10
20
40

Peak
TurboSEQUEST
Capacity
Score (best)
36.2
219.2
54.9
245.2
78.0
328.3
43.0
418.2
52.7
684.2
84.4
931.2
48.6
712.2
59.1
736.3
89.2
1196.7
43.9
469.2
68.3
581.2
98.5
730.8
58.0
462.2
80.7
644.6
149.2
968.4

Percent Sequence Coverage
by mass
by amino acid
47.80
47.61
51.63
51.63
65.92
65.73
54.79
54.86
56.54
68.53
68.19
68.53
53.38
53.87
65.77
65.73
74.31
74.46
59.90
60.46
70.18
70.35
73.8
74.14
72.44
72.82
78.04
78.09
82.67
82.54

submitted for subsequent steps. The first and second most intense peaks from the
full scan spectra were subjected to collision induced dissociation with helium as the
collision gas. Their MS/MS spectra were recorded and the routine began again with a
full scan. Multiply observed precursors in a thirty second time window were excluded
from detection for the remainder of the separation. Here, the observed data collection
cycle was quite slow (ca. 1-2 seconds, depending upon how quickly the ion trap was
filled), compared to other detection techniques such as UV-vis spectrometry (5-120+
Hz). To analyze all these spectra, the protein identification software TurboSEQUEST
was used under Thermo’s BioWorks software version 3.0 (Thermo Fisher, San Jose,
CA, USA) to determine the charge of the eluted peptides and the protein sequence
coverages. The data obtained is summarized in Table 2.1 for all the columns and
gradients used.
Figure 2.3 shows the chromatograms obtained with the five columns used, for 40
minutes gradients. The elution “envelope” used for the peak capacity calculations
extends from about 10 until 27 minutes, for all chromatograms. Two important
trends are found between the particle diameter, the peak capacity, and the sequence
coverages. First, the peak capacity predictably increases with decreasing average
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particle diameter, which is due to the known inverse relationship between the average
particle diameter and the column efficiency. The data in Table 2.1 show how smoothly
this trend is verified across particle diameters of the fully porous particles and how
substantially the peak capacity increases for the superficially porous particles. The
second trend observed is that the sequence coverage increases asymptotically with
increasing peak capacity (as does increase the peak capacity with increasing gradient
length). This is easily explained by the reduction of coelutions, where peptides
compete for ionization in the ion source. The Kinetex column produces narrow,
concentrated bands of peptides that can suppress ionization of relatively more difficult
to ionize peptides.
All other things being equal, from Figure 2.4 it can be assumed that the peak
capacity is a function of the gradient length and of the average particle diameter of
the packing material. In this limited range of data, the function is quasi-linear and
can be approximated as
nc = 1.386 tG − (1.102 dp − 39.86)

(2.17)

where tG is the gradient length in minutes and dp is the particle diameter in µm.
An important result regarding detection was also discovered in this experiment. The
detection frequency is relatively slow when compared to that of a UV-vis detector.
The slower form of detection can lead to reduced peptide identification. Consider the
peak eluting at 8.8 min with a 10 min gradient on the Kinetex column. From the full
scan spectra, it is clear that this peak is a co-elution of two peptides the sequences of
which are KSLHTFGDELCKV (1420.35 m/z ) and KLVNELTEFAKT (1163.34 m/z ).
However, only the former is noted by the mass spectrometer and the MS/MS data are
recorded. These same peptides are resolved in the 40 min gradient and their respective
MS/MS data are recorded at retention times of 21.5 and 20.4 min., respectively. The
smaller peptide accounts for ca. 1.7% of the mass of BSA and is not submitted for
MS/MS in the 10 min gradient because the signal of the larger peptide is higher
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Figure 2.3: Reconstructed total ion chromatograms of BSA digests utilizing 40
minutes long gradients. The “envelope” of peptides used to calculate peak capacity,
from around 10 minutes until about 27 minutes, is consistent across the columns used.
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Figure 2.4: Peak capacity for each gradient plotted against the percent protein
sequence coverage of BSA (calculated by the mass of peptides found and total mass
of BSA peptides expected).
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during their co-elution. The same manifestation of undersampling occurs for other
co-elutions, including a peak at 7.6 minutes using the 10 min gradient on the Kinetex
column. This peak is resolved into two peaks of peptides, (KHLVDEPQNLIKQ
(653.7 m/z, +2 charge) and KVHKECCHGDLLECADDRADLAKY (871.5 m/z, +3
charge)), using the 40 min gradient. In this case, the larger peptide accounts for over
3% of the mass of BSA, but it is hidden by the higher signal of the smaller peptide.
The correlation presented above is illustrated in Figure 2.5 and shows how the
gradient time tG and the particle diameter dp control the percent sequence coverage.
Another interesting way to interpret these data is that there are two other factors
related to tG and dp that affect the percent sequence coverage, one weakly, the other
one strongly. The weak factor is the peak width (data not shown). Increasing the
gradient length increases the peak width; it also increases the sequence coverage,
which means that broad peaks are not necessarily bad for the identification of proteins
because broad chromatographic peaks make easier the recording of the mass spectra
and better detection of their peaks. The strong factor is that increasing the resolution
between the sample components greatly increases the percent sequence coverage,
which results in a higher signal for each peak, a higher signal/noise ratio, and less
competition for ionization in the ion source at any time during elution. The value of
a correlation between peak capacity and protein sequence coverage is that it refutes
the notion that peak capacity is merely a theoretical construct. This work shows that
to obtain high sequence coverages the peak capacity must be high and if a complex
mixture of protein digests is considered, multidimensional liquid chromatography is a
good option to achieve both. In the future, prediction of necessary peak capacity could
be used for the efficient use of analysis time in long separations or multidimensional
approaches.
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Figure 2.5: Column diagram showing the two basic parameters for increasing percent
sequence coverage under conditions used in this work - increasing gradient length and
decreasing particle diameter. (Note: axes for particle diameter and length of gradient
are not to scale.)

2.6

Generating very high peak capacities

Since very high peak capacities are prudent and desirable, a significant question is
‘what is the practical limit of peak capacity?’ Estimates have been made, but few
experiments have actually shown peak capacities of several thousands [42]. For this
purpose, a set of two dimensional separations were performed that show a pragmatic
limit [63]. This work was undertaken using a Whatman Partisphere SCX 110 × 4.6
mm column (5-µm particle size) for the first separation step (Whatman Inc., Florham
Park, NJ). One of two 50 × 4.6 mm columns packed with different C18-bonded silica
particles was used for the second separation dimension. The first column (Higgins
Analytical, Inc., Mountain View, CA) was packed with standard silica-B totally
porous 5 µm particles. The other was a Halo column (Advanced Materials Technology,
Wilmington, DE) packed with superficially porous particles (average diameter 2.7
µm, shell thickness 0.5 µm, average pore size 90 Å). The mobile phases used for the
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SCX separations were solutions of 0.5% (v/v) CH3 COOH in 95/5 H2 O/ACN and
250 mM KCl in the same CH3 COOH/H2 O/ACN 0.5/95/5 mixture. Two gradient
profiles were applied to elute the myoglobin and BSA digest samples by increasing
the KCl concentration at a flow rate of 0.5 mL/min. Both gradients started at a salt
concentration of 25 mM and ended at a concentration of 250 mM. These gradients
involved three successive linear segments and two slope changes: (I) 25 to 50 mM
KCl; (II) 50 to 200 mM; (III) 200 to 250 mM. The type-1 gradient has the following
durations: (I) 6, (II) 10, and (III) 10 min. For the type-2 gradient, the duration of
each step was doubled. In all cases for this line of experiments, detection was made
via UV-vis spectrometer at 210 nm.
Fractions of the eluate of the SCX column were collected and stored in vials
for successive injections on the second column. The fractions of the myoglobin digest
separations were collected at the rate of one fraction every 30 s (e.g. 250 µL/fraction).
The fractions of the BSA separations were collected at a rate of one fraction every 20
s (e.g. 167 µL/fraction). The former sampling rate allowed the injection of 100 µL
(full loop) of the collected fraction into the second-dimension column while the latter
sampling rate allowed only the injection of 80 µL. So, aliquots of 40 and 48% of the
sample were injected in the second column.
The second-dimension separations were carried out in the reversed-phase LC
mode, with either one of two columns. The two mobile phases used were 0.1% (v/v)
solutions of TFA in pure H2 O and 0.1% (v/v) solutions of TFA in 50/50 ACN/H2 O.
These solutions were mixed through the solvent delivery system in order to generate
a 5-50% ACN gradient at a constant flow rate of 3 mL/min at 60◦ C. Each successive
cycle of elution of a collected fraction was characterized by a 4 min gradient run,
followed by a 1-min isocratic elution at 50% ACN, to ensure total elution of all the
peptides, and a 4-min period of column regeneration, with a 5% aqueous solution of
ACN before performing the next injection. All chromatograms were recorded using a
photo-diode array UV-vis detector at 10 Hz.
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Figure 2.6: SCX separation of a tryptic digest of myoglobin using two different
gradient programs (type-1, top and type-2, bottom). Chromatograms were divided
into zones Z1 -Z4 for peak capacity calculations.
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Figure 2.7: SCX separation of a tryptic digest of bovine serum albumin (gradient
type-1, top and type-2, bottom).
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The numbers of collected fractions were 82 and 125 for the analyses of the
myoglobin digest using the type-1 and type-2 gradient programs, respectively. The
corresponding analysis times along the first separation dimension were 41 and 62.5
min, respectively. These fractions were successively analyzed in the second-dimension,
with total analysis times of 12.3 and 18.75 hours, respectively. For the analysis of
the BSA digest, 135 and 182 fractions were collected, stored and analyzed when
using the type-1 and type-2 gradient programs, respectively. The total analysis times
in the first dimension were 45 and 60.6 min, respectively. These fractions were all
analyzed in the second-dimension. The required analysis times were 20.25 and 27.3
hours, respectively. The collection of 82 and 135 fractions with the type-1 gradient
corresponds to a collection frequency of approximately 1.8 and 3 collected fractions
per peak width, respectively (peak capacity with type-1 gradient, 45, see Table 2.2).
The collection of 125 and 182 fractions with the type-2 gradient corresponds to a
collection frequency of approximately 2.3 and 3.4 collected fractions per peak width,
respectively (peak capacity with type-2 gradient, 54, (see Table 2.2). The peak
capacities generated in each zone are measured and summed to give the peak capacity
of the first dimension. Peak capacity information for the second-dimension and total
peak capacity is summarized in Table 2.3.

Table 2.2: Peak capacities calculated from zones of BSA digest peaks eluting from
the SCX column using two different gradient programs.
First dimension (SCX) peak capacities
separation zone gradient type-1 gradient type-2
Z1
Z2
Z3
Z4

11
19
10
6

16
28
10

nc,1

46

54
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Table 2.3: Second-dimension and two-dimensional peak capacities generated.
Second-dimension (RP) peak capacities
column type gradient type
w1
RSD nc,1
2

totally porous
porous shell

1
2
1
2

0.0492
0.0433
0.0145
0.0141

9.2
12.9
4.9
5.2

41
46
138
142

nc,total
1845
2484
6210
7668

Looking at the statistics of band overlap, Table 2.4 shows the results of calculations
for unidimensional systems having peak capacities of 200, 500 and 1000 and for twodimensional systems having peak capacities of 2000, 5000, 10 000 and 20 000. These
calculations were made for the separation of four different mixtures having the same
complexity as the myoglobin and BSA digests, 18 and 77 components, respectively,
and more complex mixtures having 150 and 1000 components (this last number being
an approximate estimate of the number of components in a metabolomic mixture).
As expected, the less complex samples can easily be analyzed under all the sets of
1D and 2D experimental conditions presented. A value of nc,total = 10 000 would
have to be reached, however, in order for the BSA digest sample to give an expected
number of peaks equal to the number of components. The other results show that our
approach would give extremely satisfactory analytical separations for 150-component
mixtures. With peak capacities between 5000 and 10 000, such a mixture would
probably have fewer than 5% of its components eluted as doublets while, for a
unidimensional system having a peak capacity of only 1000, this number would be
of the order of 20%. The situation is much less satisfactory for 1000-component
mixtures, as should be expected. Even with a high separation power corresponding
to 2 nc = 10 000, some clusters of spots containing up to ten components or even more
will be eluted. However, this gives hope that if mass spectrometry detection is used,
all the components of the mixture could be identified and quantitated if desired when
very high peak capacities are reached.

40

Here a large increase in separation power comes at the cost of a comparable
increase in the analysis time; again, the second-dimension alone was about 27 hours.
Nevertheless, this method provides a most attractive solution to the analysis of very
complex mixtures. To achieve a comparable separation power in unidimensional
chromatography would require at least a further two orders of magnitude increase
in the analysis time, since a column efficiency exceeding twenty million theoretical
plates would be necessary to generate a peak capacity of ca. 7000. This work shows
one of the largest peak capacities published and surprisingly could be improved
much further. The time used for rinsing the second-dimension column and its reequilibration could be significantly reduced from 5 minutes to 30 seconds or less.
This would effectively cut the overall second-dimension analysis time in half and the
aggregate time used for the entire two-dimensional separation would be around 14
hours.
These two studies of peak capacity for unidimensional and two-dimensional separations show that peak capacity has good theoretical and experimental importance.
Regarding protein sequence coverage, a significantly higher portion of the protein was
identified when more peak capacity was generated. Where it can be easily concluded
that highly efficient columns and high peak capacities are useful to proteomics. In
regards to generating a very high peak capacity of ca. 7000, it can be concluded that
it is possilbe with multidimensional liquid chromatography to separate extremely
complex mixtures. The separations shown were of much high resolution than could
be expected from unidimensional separations in a similar time frame.
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Figure 2.8: Two-dimensional separation of Myoglobin using type-1 (top) and type-2
(bottom) first-dimension gradients and the Higgins column in the second-dimension.
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Figure 2.9: Two-dimensional separation of Myoglobin using type-1 (top) and type-2
(bottom) first-dimension gradients and the Halo column in the second-dimension.
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Figure 2.10: BSA separation using type-1 (top) and type-2 (bottom) first-dimension
gradients and the Higgins column in the second-dimension.
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Figure 2.11: BSA separation using type-1 (top) and type-2 (bottom) first-dimension
gradients and the Halo column in the second-dimension.
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Table 2.4: Probable number of peaks/spots (p) and their multiplicity (singlet (s),
doublet (d), triplet (t), quadruplet (q)) as calculated by the Statistical Model of
Overlap for Myoblobin and BSA digests and two hypothetical mixtures at different
values of unidimensional (nc,1 ) and two-dimensional (nc,total ) peak capacity.
digest
sample
Myoglobin

BSA

theoretical
fragments
18

77

200

nc,1
500

1000

1000

2000

nc,total
5000

10000

20000

p=17
s=17
d=1
p=66
s=57
d=8
t=1

p=18
s=17

p=18
s=18

p=18
s=18

p=18
s=18

p=71
s=66
d=5

p=75
s=72
d=2

p=76
s=75
d=1

p=76
s=76

p=109
s=82
d=19
t=6
q=2
pn =1a
p=75
s=18
d=9
t=6
q=4
pn =14a

p=129
s=111
d=14
t=2

p=141
s=133
d=8
t=1

p=146
s=141
d=4

p=148
s=146
d=2

p=313
s=135
d=59
t=34
q=22
pn =49a

p=653
s=449
d=124
t=45
q=19
pn =15a

p=813
s=670
d=110
t=24
q=6
pn =2a

p=903
s=819
d=74
t=9
q=1

p=16
s=15
d=1
p=52
s=36
d=11
t=4
q=1

p=17
s=17
d=1
p=66
s=57
d=8
t=1

p=18
s=17

p=71
s=33
d=18
t=9
q=5
pn =5a
p=7
s=0
d=0
t=0
q=0
pn =1b

p=111
s=82
d=21
t=6
q=1
pn =1b
p=135
s=18
d=16
t=14
q=12
pn =44a

p=129
s=111
d=15
t=2
q=0

p=71
s=66
d=5

sample complexity

m150

m1000

150

1000

p=368
s=135
d=86
t=54
q=34
pn =55a

a: cluster with a multiplicity 5 ≤ n ≤ 10.
b: cluster with a multiplicity 5 ≤ n ≤ 30.
Note: The numbers of probable peaks or clusters are given as integers, which explains why the sum of the products of the cluster
numbers and their multiplicity can exceed the number of components.
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Chapter 3
Multidimensional chromatography
3.1

Origins of multidimensional chromatography

To understand the need for multidimensional chromatography, one must first note
that there exists many real mixtures that are profitable to separate for qualitative
and quantitative analysis. Some of these mixtures are so complex that they have
never been or possibly never will be separated properly. Obviously, these mixtures
can be separated to some small degree unidimensionally, but with little optimism
that all components of the mixtures will elute individually. Even if we exhaust all
avenues to utilize a very efficient column under optimized conditions, and varying
the chromatographic conditions throughout the entire elution (such as mobile phase
modifier concentration, column temperature, and mobile phase pH), highly complex
mixtures will not be separated completely. Fortunately, there is hope for separating
these complex mixtures by combining two sets of chromatographic conditions which
have different selectivities of the analytes of interest. The best way to do this is
to perform an initial separation and while preserving that separation, transfer the
eluent to a second separation dimension for analysis.

Thus a multidimensional

approach for separating a highly complex mixture by pairing two dimensions of
different selectivities has been created. There have been several important findings
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and discussions about the great potential of multidimensional chromatography to
separate very complex mixtures [37, 38, 87–89]. What is recognized as the first report
of two-dimensional chromatography was reported by Consden et al. [90], who used
paper chromatography to separate 22 hydrochlorides of amino acids. Combinations
of chromatography × electrophoresis [91] and electrophoresis × electrophoresis [92]
were also made early in the life of multidimensional separations. Two-dimensional
thin-layer chromatography (2D-TLC) was pioneered early on by Kirchner et al. [93]
and quickly became a popular technique. Later, impressive improvements were made
to produce two-dimensional gas chromatography (2D-GC) [94, 95]. Bertsch wrote a
review on 2D-GC in 1978 when capillary GC was still in its infancy [96], then later
refreshed the review to deal with newer technology in 1999 [97], both of which cover
the subject well.
Two-dimensional column liquid chromatography was developed by Erni and Frei
in 1978 [98]. Although not a strictly comprehensive work, they defined the usage of
off-line and on-line approaches to two-dimensional liquid chromatography (2DLC).
The next comprehensive construction of a 2DLC device with significance did not
occur until Bushey and Jorgenson’s highly impressive work, twelve years later [99].
In the past decade, there has been an explosion of work in 2DLC in a wide array of
applications, speed and performance and a few important reviews [39–42,48,49,63,83,
84, 100–118]. Three excellent books have come to the forefront of multidimensional
chromatography, each one edited by experts in the field [44, 119, 120]. The most
recent book, edited by Cohen and Schure, focuses exclusively on multidimensional
liquid chromatography and gives a broad range of applications. This chapter will
cover the main subjects of multidimensional chromatography, but again will focus on
comprehensive multidimensional liquid chromatography particularly.
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3.2

Two-dimensional liquid chromatography and
optimization

When combining two HPLC methods, there are three basic pairings of the dimensions:
off-line, on-line, and stop-and-go.

Thorough descriptions and comparisons for

these approaches are made in Chapter 4 Approaches to multidimensional liquid
chromatography (MDLC). Eluting the dimensions off-line has the least amount
of restrictions and requires the least amount of automation.

Fractions of the

first-dimension effluent are collected, usually in vials, then injected and analyzed
sequentially by the second-dimension. A few clear advantages arise from performing
2DLC this way including the lack of time restrictions, ability to use a single
chromatograph and the ability to modify the eluted components between dimensions
(i.e. re-concentration, derivatization, etc.). The lack of a time restriction for either
the first- or second-dimension means that an analyst can generate high peak capacities
in for either or both. Most complex mixtures will have components that have a wide
range of retention factors, from 1 to 20 or more. To separate such mixtures in a timely
fashion, gradients are nearly always used in both the first- and second-dimensions.
As showed in Chaper 2, the peak capacity is the best measurement of performance
under gradient conditions and the advantage of multidimensional chromatography is
that the peak capacities are multiplicative, which was described mathematically by
Freeman [38].
nc,total = nc,1 nc,2 . . . nc,d =

d
Y

nc,i

(3.1)

i=1

Considering two-dimension analyses only, the “product rule” is
nc,total = nc,1 nc,2
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(3.2)

when the first-dimension is sufficiently fractionated and orthogonal dimensions are
used. Work to depict the effect of undersampling on the peak capacity of the firstdimension led to a general rule of thumb, the Murphy-Schure-Foley rule, that each
peak from the first-dimension should be sampled four times [45]. The number of
fractions taken, f , can easily be calculated from the peak capacity and the fraction
collection ratio, r, from the first-dimension as
f = nc,1 · r

(3.3)

The Murphy-Schure-Foley rule implies that r should numerically be 4, but this is
rarely the case. Further work was made to describe the limiting first-dimension peak
capacity, n0c,1 ,
n0c,1 =

nc,1
β

(3.4)

and the nonlinear effect of β, the “first-dimension broadening factor” [46–48, 50].
The “first-dimension broadening factor” was derived by Davis et. al [50] and can be
calculated as

s
β=



1 + 0.214

ts
σ1

2
(3.5)

where ts is the sampling time and σ1 is the average standard deviation of the peaks
along the first-dimension. The “first-dimension broadening factor” gives a numerical
value to the degree of undersampling based on the ratio of the sampling time to peak
standard deviation. β can be rewritten in terms of nc,1 , where the width of every
peak is assumed to be 4σ, and f as
s
β=



1 + 3.424

nc,1
f

2
(3.6)

and Eqn. (3.3) can be substituted into Eqn. (3.6) again to yield
r
β=

1+

50

3.424
r2

(3.7)

Figure 3.1 is a plot of β as a function of r within reasonable values of the fraction
collection ratio. From the plot, it can be seen that collecting any more fractions
per peak than 3-4 does little to reduce β.

Fortunately, this nonlinear function

can be optimized to preserve a first-dimension peak capacity while minimizing the
number of fractions taken. Thus, f will ultimately control the analysis time because
in multidimensional chromatography the largest portion of time is spent analyzing
fractions in subsequent dimensions. More of the first-dimension peak capacity can
be preserved with high fraction collection ratios, but at the cost of very long analysis
times and little gain in first-dimension peak capacity. In Figure 3.2, the percent
peak capacity preserved according to reasonable fraction collection ratios is shown.
The inset of the figure shows that, for example, doubling the number of fractions
taken from 4 to 8 fractions per peak would only preserve about 6% more of the firstdimension peak capacity at a cost of doubling the analysis time. If the first-dimension
peak capacity is much larger, Figure 3.3 shows that a smaller number of fractions is
necessary to achieve a given limiting peak capacity. For example, if a limiting peak
capacity of 50 is desired, one may collect 4, 3, 2, 1 or 0.5 fractions/peak from the
first-dimensions having peak capacities of 55, 59, 68, 105 and 190 respectively, giving
220, 177, 136, 105 and 95 fractions respectively. Obviously, this would have a huge
impact on the total analysis time when so many fractions are necessary.
The limiting first-dimension peak capacity (Eqn. (1.19)) can be rewritten in terms
of r and f as
f
n0c,1 = √
r2 + 3.424
and the product rule, Eqn.

(3.8)

(3.2), now can also be rewritten according to the

undersampling as and the simplified equation for the second-dimension peak capacity
(Eqn. (2.8)) as
nc,total = n0c,1 nc,2 =

f (a tG /(b + tG )) + 1)
√
r2 + 3.424

(3.9)

where a and b are constants related only to the second-dimension under a set of given
gradient conditions and tG is the gradient length of the second-dimension.
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Figure 3.1: Plot depicting the nonlinear nature of the “first-dimension broadening
factor,” β, as the fraction collection ratio is increased, according to Eqn. (3.7).

Figure 3.2: Relative limiting peak capacity of the first-dimension as a function of the
fraction collection ratio.
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Figure 3.3: Number of fractions that must be collected to reach the desired limit
peak capacity, as a function of the peak capacity in the first-dimension. The lines
represents different target limit peak capacities.
Turning attention to another effect detrimental to multidimensional peak capacity,
the orthogonality between dimensions plays a vital role in the resolution of components and the separational space available. The orthogonality in multidimensional
chromatography relates the relationship between retention data and the dimensions.
Clearly, different types of samples can have very different measures of orthogonality
for the same set of dimensions. Practically, there are two general pairings to achieve
an acceptable level of orthogonality. First, two different retention mechanisms can be
paired, each with different mobile phase systems. Usually, one of those dimensions is
reversed-phase because it is well understood and good for separating a wide variety
of sample types. Second, the same stationary phase can be used, but with a separate,
widely different mobile phases. Consideration must be made to ensure that the mobile
phases are compatible in terms of miscibility and even viscosity [102, 121–129]. Since
no two dimensions are completely orthogonal, a factor of the portion of separational
space used, fcoverage , should be introduced into the calculation of two-dimensional
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peak capacity.

Therefore, the most correct and appropriate calculation of two-

dimensional peak capacity is
nc,total = n0c,1 nc,2 fcoverage

(3.10)

Typically, the term fcoverage is neglected because it can be difficult to quantify and
will vary sample to sample. Gilar et. al [39] compiled a very good collection of data
on orthogonality and a method for quantifying it. The separational space is broken
down into blocks and the fraction of blocks that contain a peak or part of a peak is
considered the fraction of the separational area used. The best results seem to come
from situations where different retention mechanisms are used and due diligence is
made to spread peaks across entire gradients in both dimensions.

3.3

Optimization of the separation of BSA digest

From Eqn. (3.9) it can be seen that, in two-dimensional chromatography, the total
peak capacity can be manipulated and optimized by the fraction collection ratio and
the gradient length. Hence, two-dimensional separation can be optimized to either:
(1) reach a given peak capacity in the shortest possible amount of time or (2) reach
the maximum peak capacity in a given time limit. The first situation, which can
be considered highly practical, an analyst would merely estimate the peak capacity
necessary to achieve a certain resolution for a given mixture. In the latter situation,
an analyst would set a reasonable time limit, above which the cost of resolving the
components of a mixture is too great, and simply achieve the best separation possible
up to that limit. The time necessary to complete all analysis in the second-dimension
only, ttotal , can be calculated as
ttotal = f (tG + tadd )
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(3.11)

where tadd here is the additional time used from the end of a second-dimension
gradient and the subsequent injection. This time is used for the re-equilibration
of the second-dimension column and any time used for the injection cycle. A more
in-depth evaluation of how time is used in two-dimensional liquid chromatography
will be provided in Chapter 4 Approaches to multidimensional liquid chromatography
(MDLC). Substituting this equation into Eqn. (3.9), ttotal can be calculated in terms
of the factors contributing to its length.
√

ttotal = nc,1 b

r2

nc,1 r − nc,total
+ 3.424
√
+ tadd
2
nc,total r + 3.424 − nc,1 r (a + 1)

!
(3.12)

The calculation of ttotal is quite useful for determining the maximum peak capacity
achievable in reasonable analysis times (≤ 2 days).

In Figure 3.4, target peak

capacities from 1,000 to 22,000 are plotted in terms of the analysis time necessary
and the first-dimension peak capacity used. From this, one can easily assume that
the first-dimension peak capacity should be as large as possible, but again this is part
of a difficult balancing act. A high first-dimension peak capacity is desired, however,
first-dimension peaks should be somewhat wide to ease collection and increase the
volume per fraction collected. This could be remedied by increasing the diameter of
the first-dimension, but then a larger sample injection volume would be necessary,
which may not always be available.
If the additional time, tadd , and fraction collection ratio, r, are factored in, the
optimal fraction collection ratio, second-dimension gradient length (by determining
the second-dimension peak capacity necessary and solving Eqn. (2.8) for tG ) and total
analysis time to achieve a target two-dimensional peak capacity can be calculated (see
Eqn. 3.12).
tG =

b (nc − 1)
a − nc + 1

(3.13)

In Figure 3.5, first-dimension peak capacities of 150 and 54 with additional times of
1 and 2 min, respectively, were assumed.
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Figure 3.4: Time needed to achieve different target total peak capacities as a function
of first-dimension peak capacity. The second-dimension was calculated using data in
Figure 2.1 with Eqn. (3.12).
Consider again the separation of a typtic digest of BSA as a model complex
mixture. The desired peak capacity is defined to be 4000 and the goal is to generate
said peak capacity as quickly as possible. Previously, it was shown that a peak
capacity of 7000 was obtained, but at the cost of a very long analysis time. Keeping
the same first-dimension separation and using the same second-dimension column
as before, the rule of thumb fraction collection ratio (r ' 4) can be optimized.
The first-dimension peak capacity was 54 and the rule of thumb fraction collection
ratio suggests that 216 fractions should be collected, each with a second-dimension
gradient of 1.23 min, resulting in a limiting peak capacity of 49. This two-dimensional
separation requires slightly more than 8 hours to complete. When the parameters are
optimized, Figure 3.5b shows that to reach nc,total in the least amount of time r
should be 1.72. Meaning, 93 fractions should be collected to give a n0c of 36.7 and
a second-dimension gradient of 2.32 min should be used. The total analysis time
for the optimized separation was only 5.2 hours, a considerable decrease in time to
achieve the same separation. Figure 3.6 shows the results of the optimized separation
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Figure 3.5: Total analysis time vs. the density of collected fractions or fraction
collection ratio at different total peak capacities. The peak capacity of the firstdimension is 150 (a) and 54 (b). For these calculations, the additional time, tadd , is
1 (a) and 2 (b) min. The solid line that intersects the peak capacity contour lines is
the locus of the optimum number of collected fractions to minimize the total analysis
time.
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Figure 3.6: Optimized two-dimensional separation of BSA digest (map and surface
plots) to achieve nc,total of 4000 in 5.2 hours.
(SCX-RP) of BSA digest, requiring less than two-thirds of the amount of time as that
of the rule of thumb convention.

3.4

Two-dimensional optimization outline

To optimize two-dimensional separations as in the previous section, a simple
procedure was made to guide analysts using Eqns. (3.12 and 3.13) [49].
1. Determine target 2D-LC peak capacity, based on complexity of sample. A
value of nc,total on the order of ten times larger than the estimated number of
components in the sample is a reasonable first estimate (about 70% of the peaks
would be singlets).
2. Determine the characteristics of the second-dimension separation, in particular,
∆φ and constants a and b from tG vs nc data.
3. Determine the first-dimension peak capacity according to the target 2D-LC
peak capacity and second-dimension characteristics, such as in Figure 3.4.
4. Choose and optimize the separation conditions of the first-dimension column
(column type, gradient length(s), gradient slope(s), temperature and flow rate)
that are necessary in order to achieve the defined first-dimension peak capacity.
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5. Calculate the optimum fraction collection ratio, r, for the desired nc,total as in
Figure 3.5.
6. The limiting peak capacity of the first-dimension column (n0c,1 ) can be calculated
from the number of collected fractions and nc,1 .
7. The necessary peak capacity of the second-dimension column needed to achieve
the target nc,total can be calculated by dividing the required total peak capacity
by the limiting peak capacity of the first-dimension column.
8. The gradient time of the second-dimension can be calculated from tG vs nc data
based on the required second-dimension peak capacity. The values of r (and f ),
n0c,1 and tG (and nc,2 ) should all be examined for their plausibility to implement
with the lowest acceptable length of tadd .
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Chapter 4
Approaches to multidimensional
liquid chromatography (MDLC)
4.1

The three basic approaches

In the previous chapter, it was mentioned that there are three basic couplings or
schemes of multidimensional systems: on-line; stop-and-go; and off-line [42]. The
on-line coupling consists of the second-dimension being carried out in real time with
the first-dimension. This system requires that the second analysis of a single fraction
be completed during the time needed to collect the fraction, transfer and analyze it,
and restore the column to the initial conditions of the analysis. This constrains the
second-dimension separation to be completed in what is typically a very short amount
of time, resulting in a limited separation power. Typically, the second-dimension
gradient is on the order of several seconds to one or two minutes with an on-line
system. Most separations with analysis times less than two-hours and peak capacities
between 500 and 1000 have been obtained with this scheme [100–106]. Here the
experimental advantage is increasing the peak capacity by an order of magnitude over
that of a unidimensional separation in a relatively short amount of time. The stopand-go scheme involves stopping or pausing elution from the first-dimension column
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while a fraction is transferred to and analyzed on the second-dimension column,
then resuming the elution in the first-dimension. This somewhat alleviates the time
constraints of the second-dimension, but can result in excessively long peak parking
times, which decreases the efficiency of the first-dimension separation [130–132]. This
approach has been used successfully [107, 133] and notably in the form of MudPIT
(Multidimensional Protein Identification Technology) to generate high peak capacities
(ca. 2500) with very long analysis times (ca. 28 hours) [83, 84, 117, 118, 134]. The
advantage of the stop-and-go approach is the added flexibility that the seconddimension can be considerably longer than those in an on-line approach. The last
scheme is the off-line system in which fractions eluted from the first-dimension column
are collected and stored indefinitely, until their injection onto the second-dimension
column. There is no time constraint for either dimension and therefore, virtually no
high limit to the separation power available, remembering that time is the currency
for which peak capacity is paid. Another key advantage of an off-line approach is
that only a single liquid chromatograph is necessary to perform a 2DLC separation.

4.2

Time of analysis in MDLC

Each approach has distinct features; particular considerations can make the use of one
of them more advantageous than that of the other two for some specific applications.
A fair comparison of the different approaches was completed to understand and select
a proper approach for a given experiment [51]. To reduce ambiguity, the following
terms are introduced to describe how time is used in a multidimensional separation:
the cycle time (tcyc ), the fractional survey time (tf rac ), the analysis time (tana ) and
the aggregate time (tagg ). The cycle time of the second-dimension analysis, tcyc , is the
time elapsed from the moment of the injection until the moment when the column
has been regenerated and is ready for the next injection. The cycle time consists of
the time of the gradient used (tG,2 , the second-dimension gradient) and an additional
time (tadd ) that is required to rinse and equilibrate the second-dimension column.
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The fractional survey time, tf rac , is the time between two successive injections; it
includes the second-dimension gradient length, tG,2 , and an additional time, tadd , that
is needed to rinse, equilibrate the second-dimension column and fill the sample loop
with the proper aliquot of the next sample fraction. The cycle time and fractional
survey time can, under the best conditions, be equal. The distinction between the
two is necessary because when the HPLC autosamplers process is slow, the column
may be regenerated and prepared for a subsequent injection, but the injector may
not deliver the injection plug at that moment. Thus, tadd is the part of the fractional
survey time during which the concentration gradient is not delivered to the column.
In practice, it depends on the flow rate, the dwell volume (the volume in which a
gradient must flow before reaching the column), and the time needed to operate
the autosampler/injector. The value of tadd is not necessarily the arithmetical sum
of the dwell, the equilibration, and the injection times as these procedures may be
performed concurrently. Furthermore, the additional time needed for a cycle may or
may not be equal to the additional time used in the a fractional survey time. If the
filling of the sample loop takes the same or a shorter time than the sum of the dwell
and the equilibration times, tf rac will be equal to tcyc . This is the ideal case and
what happens during on-line separations. In contrast, in the case of the stop-andgo and the off-line techniques, tf rac is usually higher than tcyc (assuming the same
tG,2 ). The additional time can range from a negligible amount (in the case of on-line
separations) to several minutes (in the case of off-line separations), depending on the
sampling/injection system used. For all second-dimension analyses, this time should
be minimized or used as efficiently as possible because it only increases the analysis
and the aggregate times without improving the resolution of the sample components.
The effects of tadd are discussed further in the following section.
We refer to the total analysis time, tana , as being the product of the cycle time, tcyc ,
and the number of fractions analyzed, f . This is the conventional metric used to assess
the time needed for a two-dimensional separation. However, it does not provide the
most accurate comparison between different multidimensional systems, particularly
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in systems that use a long first-dimension separation and/or a long additional time.
This definition of the analysis time neglects the additional time required between
each successive injection (when applicable) and the time taken by the first-dimension
separation. To correct this inaccuracy, the aggregate time, tagg , is proposed and
defined as the sum of the time that the sample spends in the first-dimension column
and the time necessary to analyze all the fractions collected from the eluent of the
second-dimension column, minus any overlap. Therefore, aggregate time is the sum of
the fractional survey time multiplied by the number of fractions and of the analysis
time in the first-dimension. In these definitions, the time spent to label, cap, and
load the collected fractions onto the second-dimensions autosampler in the aggregate
time is excluded because this time depends on the instrument used and these last
operations may or may not be performed manually.

4.3

Effect of additional time on MDLC

The additional time, tadd , can have a large, negative effect on the achievable peak
capacity for a two-dimensional separation. tadd merely lengthens the time necessary
for analysis of a single fraction and contributes nothing to increase the peak capacity.
In Figure 4.1, the maximum peak capacity reached within given time limits is plotted
as a function of tadd . In this figure, the same dimensions and columns as in Chapter
3 Multidimensional chromatography (Whatman SCX and Halo C18) are assumed, as
well as r = 4. When the analysis time must be small (i.e. ≤ 12 h) additional times
of 1-3 min can drastically reduce the performance or make a given goal impossible
to reach in a certain time frame. Additionally, one can easily conclude that if a fast
separation is desired, tf rac should be carefully optimized with the minimization of tadd .
However, as also shown in the figure, when very long analysis times are acceptable,
the length of tadd is somewhat negligible within reasonable values.
If the analysis time is plotted as a function of the first-dimension peak capacity,
using different values of tadd (0-5 min), as in Figure 4.2, tadd has a significant
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Figure 4.1: Accessible peak capacity as a function of the additional time of the seconddimension separation for different total analysis times required. The different lines
correspond to total analysis times: 4, 8, 12, 16, 20, 24, 34, 48, 62, and 80 h (from the
left bottom to the top right).
effect. In this figure, two peak capacities, 3000 and 6000, are generated at widely
different analysis times, assuming the same first- and second-dimensions as before
(see Section 3.3 Optimization of the separation of BSA digest). Understandably, the
total analysis time decreases quickly as the first-dimension peak capacity is increased
to an optimum. However, when the first-dimension peak capacity is increased, there
is a proportional increase in the number of fractions taken because r is fixed for these
calculations. This results in an increase of the total analysis time, the slope of which
is determined by the value of tadd , because tadd will be necessary for each fraction.
In all cases, the best option is to minimize the value of tadd or at least optimize the
number of fractions taken.

64

Figure 4.2: Analysis time as a function of the first-dimensional peak capacities.
nc,total = 3000 (solid line) and 6000 (dotted line) for different values of tadd . The
number of collected fractions, r, is 4. As the value of tadd increases, the importance
of optimization becomes increasingly evident to minimize the analysis time.

4.4

Calculation of aggregate times in MDLC

In general the aggregate time can be described as sum of analysis times for each
dimension minus any mutual overlap in time between two consecutive dimensions.

tagg =

d
X

tana,i −

i=1,2,3,...

d−1
X

ti,i+1

overlap

(4.1)

i=1,2,3,...

Eqn. (4.1) can be broken down further for clearer implications. Based on the previous
section’s comments, the aggregate time for the three approaches to 2DLC can be
calculated individually. For an on-line approach, the time needed to fill the sample
loop, tloop , with the next fraction is equal to the cycle time, tcyc . Hence, in an on-line
system tcyc is equal to the fractional survey time, tf rac . The two-dimensional analysis
begins by filling the fraction loop with the initial fraction, then the separation of each
fraction continues from that point. Thus, when the elution of the first-dimension
ends, all fractions have been collected and only the final fraction needs to analyzed

65

to complete the two-dimensional analysis. This final tG (that of the last fraction)
is often neglected which can be acceptable when it is small compared to the length
of the first-dimension in the calculation of the aggregate time in an on-line system,
tagg,onl .
tagg,onl = tloop + (f − 1) · tcyc + tG,2 = f · tf rac + tG,2

(4.2)

When a stop-and-go analysis is performed, elution from the first-dimension is paused
once the fraction loop is filled. Ideally, elution of the first-dimension is resumed
either at the end of the second-dimension gradient or once the second-dimension
column is rinsed and equilibrated, as to make efficient use of the time. As in an
on-line approach, a fraction must be eluted into the fraction loop before analysis in
the second-dimension can begin, but tadd for the final fraction is not necessary. These
terms cancel one another and the stop-and-go aggregate time, tagg,sng , is the product
of tf rac and the number of fractions, f .
tagg,sng = tloop + (f − 1) · tf rac + tG,2 = f · tf rac

(4.3)

In the case of an off-line separations, fractions are collected and can be stored for an
indefinite amount of time. Fractions can be analyzed as soon as they are collected
from the first-dimension, but this would require two separate chromatographs. The
typical approach, and a particular advantage of an off-line system, is that the same
chromatograph may be used for analysis of both dimensions. The off-line aggregate
time, tagg,of f can be calculated from the sum of the first- and second-dimension
analysis times, where again the last fraction is not followed by rinsing and reequilibration.
tagg,of f = t1st + (f − 1) · tf rac + tG,2
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(4.4)

4.5

Comparing the approaches

The three approaches to two-dimensional liquid chromatography were compared
using identical first-dimensions and fraction collection ratios. Two second-dimension
gradients, one long and one short, were selected to create five 2DLC systems for this
line of experiments.

4.5.1

Instrumentation and Data Handling

All the separations performed for the first- and second-dimension analyses were
carried out using an Agilent capillary 1100 and standard 1100 HPLC (Agilent
Technologies, Palo Alto, CA, USA), respectively. Both were equipped with a vacuum
degasser, binary pump with solvent mixer, an autosampler, thermostated column
heater and photometric diode array UV-vis detector. The detector signal was recorded
in either case with a sampling rate of 20 Hz at 210 nm. The two-position, ten-port
valve used to collect the samples from the first-dimension column and transfer them
to the second-dimension column in the on-line and stop-and-go techniques was a
Phenomenex Synergi Fluid Handler (Phenomenex, Torrance, CA, USA) equipped
with two 50µL sample loops. The two-position, six-port valve used to deliver the
second-dimension gradient, then to wash the column with the initial mobile phase was
a Rheodyne MX series II valve (IDEX Health and Science, Oak Harbor, WA, USA).
Plumbing for the on-line and stop-and-go systems is shown in Figures 4.3 and 4.4,
respectively. The wash pump used for the on-line separation was a Hewlett-Packard
(now Agilent Technologies) 1050 isocratic HPLC pump. The splitter used to decrease
the volume of effluent delivered to the sample loops was assembled and calibrated inhouse, using a standard flow splitting tee and an adjustable back-pressure regulator.
To collect the eluent fractions from the first-dimension column in the off-line mode,
a programmable Gilson F203 fraction collector (Gilson, Middleton, WI, USA), retrofitted with a F203b internal hardware was used.
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Figure 4.3: Schematic of a fully on-line two-dimensional system.

Figure 4.4: Schematic of a stop-and-go two-dimensional system.
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4.5.2

Methods

For the first-dimension separations (Luna SCX 150 × 4.6 mm), the mobile phases
used were (A): a 75:25 (v/v) solution of a 20mM KH2 PO4 (pH=2.5) aqueous buffer
in ACN and (B): 75:25 (v/v) a solution of a 20mM KH2 PO4 (pH=2.5) and 500mM
KCl aqueous buffer in ACN. For all SCX separations, the same gradient was used, a
linear concentration gradient of solution B in solution A, beginning at 5% and ending
at 100%, in 9 minutes, followed by a hold at 100% for an additional 11 minutes, all the
analysis being carried out at room temperature. In the second-dimension separations
(Halo C18 50 × 4.6 mm), the mobile phases used were (A) a 0.1 % (v/v) solution of
TFA in pure H2 O and (B) a 0.1 % (v/v) solution of TFA in pure ACN. The gradient
used was a linear concentration gradient of ACN (solution B) in water (solution A),
from 10 to 60% in either 0.2 or 3 minutes, in each case at 60◦ C. The mobile phases
of the first- and second-dimensions were prepared by mixing the solutions A and B,
as indicated, using the solvent delivery system of the instrument and following the
desired gradient programs. The second-dimension column and its connections in the
on-line mode were rinsed with a stream of mobile phase having the same composition
as that of the initial gradient of the second-dimension separation, a 0.1 % (v/v)
solution of TFA in 90/10 H2 O/ACN, delivered with an isocratic wash pump.

4.5.3

Experimental Procedure

For all separations, a mixture of 30µL of β-lactoglobulin and 10µL of cytochromec digests were injected onto the first-dimension column using the first-dimension
injector and pump. The first-dimension column, operated at a flow rate of 400µL/min,
effluent was split at a ratio of 3:1 to waste and the sample loops, respectively.
The fully on-line separation was performed by synchronizing both the first- and the
second-dimension instruments. The first valve, a two-position, ten-port valve was
outfitted with two 50µL sample loops to collect the eluent fractions from the firstdimension. The second valve, a two-position, six-port valve was connected to the
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first valve and operated independently. It delivered the second-dimension gradient
during the analysis of each fraction, then the mobile phase from the wash pump
(initial conditions of the second-dimension gradient - a solution of 0.1% TFA (v/v)
in 90/10 H2 O/ACN) to rinse out the second-dimension column and its connections.
For the on-line separation, the fractions were injected and eluted with a 0.2 minute
gradient (10-60% ACN; 60◦ C), at the end of which the mobile phase composition
was immediately returned to the initial gradient conditions, held for 0.2 minutes and
finally, the column was rinsed by the wash pump for 0.1 minutes before injection of
the next fraction.
The stop-and-go separations necessitated only that the first- and the seconddimension columns be connected using the ten-port valve.

The fractions were

delivered to the second-dimension column by the valve and the second-dimension
column was rinsed, using the second-dimension pump, as soon as the gradient had
ended (either a 0.2 minute gradient and a 0.3 minute wash or a 3 minutes gradient
and a 0.5 minute wash for the systems identified later as the “fast” and the “slow”
systems, respectively).

In the case of the on-line system, chromatograms were

recorded continuously, whereas in the stop-and-go systems each second-dimension
chromatogram was recorded individually.
The simplest setup was that of the off-line separations because no valving was
necessary. The first- and the second-dimension columns were operated in a completely
independent fashion, as the fractions of the first-dimension column were collected into
vials arranged in trays, using a fraction collector. The vial trays were then loaded onto
the autosampler of the second-dimension HPLC instrument for their analysis. The
fully off-line separations could have been carried out using only one HPLC system,
by switching columns and mobile phases between dimensions. However, this was not
done in the interest of performing the first-dimension separations consistently using
the same instrumental setup.
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4.5.4

2D Peak Capacities Generated

For these separations, a short first-dimension analysis time was selected and each
of the first-dimension separations was equivalent. The conditional peak capacity
in the first-dimension was determined to be 40. Each two-dimensional separation
employed 40 equal-volume fractions of the first-dimension analysis. Thus, the limiting
peak capacity of the first-dimension separation was 19 for the on-line and the offline systems. In the stop-and-go setup, during the time when the first-dimension is
dormant, the retained compounds are actively diffusing along the column.
Band broadening comes from the combination of three processes taking place
inside a chromatographic column: 1) axial dispersion in the bulk mobile phase (due
to axial and eddy diffusion); 2) external mass transfer (from the fluid phase to
the particles); and 3) intra-particle diffusion [14, 17, 135, 136]. While the last two
contributions are inactive during peak parking, the first one remains active and the
peak variance changes such that:
2
σparking
= 2DM ∆t

(4.5)

2
where σparking
is the variance of the diffused peak, DM is the apparent diffusion

coefficient of the analyte, which takes into account the equilibrium distribution of
the analyte between the mobile phase and the adsorbent particles, and the tortuosity
of the bed [132], and ∆t is the amount of time during which the peak is “parked.”
The peak parking variance and the peak variance due to percolation through the
chromatographic bed are combined to give:
σdiffuse

q
2
= σ02 + σparking

(4.6)

where σ02 is the contribution to the variance of a peak due to its percolating through
the column bed and σdiffuse is the resulting peak standard deviation, measured when
this peak elutes. The resulting σdiffuse causes a decrease in the apparent peak capacity,
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nc,1 , of the first-dimension separation and gives to the stop-and-go first-dimension a
peak capacity contribution, nc,sng , calculated from the conditional peak capacity of
the first-dimension.
nc,sng =

tr,n − tr,1
4σdiffuse

(4.7)

Therefore, a new value for β must be calculated based on nc,sng as the first-dimension
peak capacity. The value of nc,sng is substituted into Eq. (3.4) in lieu of nc,1 with
the stop-and-go value of β [Eq. (3.5)] to calculate the limiting peak capacity for the
stop-and-go separations.
An apparent diffusion coefficient of a typical peptide (DM = 2 × 10−6 cm2 s−1 ) was
assumed during the calculation of σdiffuse and the parking time was taken to be the
average amount of time during which a peptide lay dormant in the first-dimension
column, which is equal to the period of the fraction transfers (10 min. in our case).
On the basis of σdiffuse , the peak capacity value from Equation (4.7) was used in the
stop-and-go peak capacity calculations. In the case of the “fast” stop-and-go system,
the limiting peak capacity in the first-dimension is about the same as that of the online and off-line systems. In the case of the “slow” stop-and-go system, the limiting
peak capacity becomes only slightly less, 18. This effect would become greater if very
long, slow first- or second-dimension separations were used, where the first-dimension
was dormant for a significant amount of time.
Considering the two different second-dimension gradients, tG = 0.2 and 3
minutes, combined with a unique first-dimension separation, five comprehensive
two-dimensional separation systems were created. The off-line and the stop-andgo systems each used both second-dimension gradients, while the on-line system
could employ only the shorter 0.2 minute gradient with a reasonable first-dimension
flow rate. The three systems using the shorter gradient, or “fast” systems, yielded
equivalent peak capacities of 14 in the second-dimension, giving all three systems
the same peak capacity, nc,total = 266. Both “slow” systems used the longer 3 minute
gradient and yielded the same equivalent second-dimension peak capacity of 155. The
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Table 4.1: Comparison of the time metrics components and the peak capacity values
for different two-dimensional systems (times are in minutes).

tcyc
tf rac
tana
tagg
nc,total
nc,total /tagg

”Fast” Systems
”Slow” Systems
On-line Stop-and-go Off-line Stop-and-go Off-line
0.5
0.5
0.5
3.5
3.5
0.5
0.5
1.88
3.5
4.83
20
20
20
140
140
20.2
40
95.3
140
213.3
266
266
266
2790
2945
13.2
6.6
2.8
19.9
13.8

resulting nc,total values for the “slow” stop-and-go and “slow” off-line systems, were
2790 and 2945 respectively.

4.5.5

Comparison of aggregate times

The results of the different metrics for time (i.e. tagg , tana , tf rac and tcyc ) used in
each two-dimensional system are summarized in Table 4.1. The three “fast” and the
two “slow” systems have all the same cycle times, respectively, which was expected
because the second-dimension separations are equivalent in each case and require
neither more nor less time for completion of a single cycle. Since the cycle times are
equal when the same gradient is used and the number of fractions analyzed is the
same, the analysis times of each second-dimension are equal. However, the fractional
survey times of the off-line systems are different from that of the on-line and stop-andgo systems. This is due to the time needed by the autosampler to retrieve a fraction
vial, prepare the sample loop, and inject each fraction onto the second-dimension
column. For the on-line and stop-and-go systems, such a time is not needed because
the sampling loops are rinsed and filled during the analysis of the previous fraction
in the second-dimension. These two systems require no delay between the end of the
elution of a fraction from the first column into the sample loop and its injection into
the second-dimension column.
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The bar diagram in Figure 4.5 shows how each system handles the time available
by listing the values of the different components of tf rac . The figure is not drawn to
scale, but shows how time can be used effectively or wasted, (e.g., by using excessive
tadd values). An on-line system uses the time required to fill the sample loops most
efficiently. Any additional time required to perform a task that increases tf rac to a
time greater than tcyc is not necessary. However, such an increase of the fractional
survey time is acceptable if a significant gain in separation power or peak capacity
production (nc,total /tagg ) is produced.
In theory, off-line separations should be able to actively fill the sample loop with
the effluent from the first-dimension column while another vial is being filled. Most
likely, this would require the use of specialized instrumentation and the integration
of a fraction collector in the autosampler. Also in this case, two HPLC instruments
would be necessary to operate such a two-dimensional system. The ability to perform
a multidimensional separation on a single HPLC would be lost, an advantageous
consideration when the proper equipment is available. The fractional survey time
will also vary quite markedly, depending on which additional time (tadd ) will be
implemented, on which mobile phase flow rates, which column, and which specific
instrumentation will be selected. Without further study of the effect of the additional
time, we can conclude that the additional time should be minimized. However,
this time cannot be decreased indefinitely unless the separation is carried out under
isocratic conditions since the equilibration of the second-dimension column will always
be necessary and it needs time. Nevertheless, it is a parameter that can and should
be carefully optimized.
The major difference between the values of the time needed with the different
systems studied is in the aggregate times used to perform a separation with each one.
For the fully on-line system, the aggregate time is small as the first- and the seconddimension columns are mostly operated concurrently with the exception being for the
initial fraction eluted from the first-dimension. The second-dimension column must
wait for this elution before beginning the series of analyses. Thus, the two separation
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Figure 4.5: Diagram of the different 2D systems used and how their tf rac times were
used. Blocks are not drawn to scale.
dimensions are out-of-phase during only one cycle time. In the “fast” stop-and-go
system, the sum of the analysis times in the first- and the second-dimensions results
in an aggregate time of forty minutes, the double of the time of the on-line system
for no gain in separation power.
The stop-and-go separations were performed separately and the systems were
operated completely out of phase. An optimization of the additional time could
reduce the aggregate time to a value equal to that of a fully on-line separation, a case
in which the first-dimension column is no longer truly dormant.
In the “fast” off-line mode, the aggregate time increased greatly due to the
extended fractional survey time. An aggregate time more than double that of the
“fast” stop-and-go system leaves much to be desired when fast analyses are wanted
and no gain in peak capacity is achieved. In a similar amount of time (ca. 100
minutes), a unidimensional separation made with only the second-dimension column
used here, one could achieve peak capacities on the order of 250. With a similar
but longer 15cm Halo column peak capacities of over 300 were achieved in the same
time [52]. When peak capacities less than ca. 1000 are needed and the time available
for the required separation is short, an on-line two-dimensional separation is the best
option to achieve both relatively high peak capacities and in relatively short aggregate
times. When the performances of the “slow” operation modes are compared, the cycle
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Figure 4.6: Fully on-line two-dimensional system surface chromatogram (tG = 0.2
min; tagg = 20.2 min; nc,total = 266).
times again are equivalent, and the off-line mode predictably requires a longer tadd
for each fraction. The aggregate time for the “slow” off-line separation is about
two-thirds longer than that of the “slow” stop-and-go mode while nearly the same
separation power is achieved.
A remarkable 10-fold increase in the peak capacity is obtained when a “fast”
system is replaced with a “slow” system.

Specifically, the peak capacities and

aggregate times of the fully on-line system (2D Chromatogram in Figure 4.6) are
respectively 10-fold and 7-fold smaller than those of the “slow” stop-and-go system
(2D chromatogram in Figure 4.7). This is an exceptional bargain in chromatography
where analysis times tend to increase in proportion to the column length, i.e., as the
square of the peak capacity. Obviously, this improvement is mainly due in part to
the rapid increase of the peak capacity of the second-dimension column when the
gradient time is increased from 0.2 to 3 minutes. Yet, the multiplicative nature of
combining two unidimensional separations in two-dimensional chromatography plays
the critical role in this performance gain.
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Figure 4.7: “Slow stop-and-go system surface chromatogram (tG = 3 min; tagg = 140
min; nc,total = 2790).

4.6

Calculations of tagg vs. nc,total

Using an in-house written algorithm, calculations of achievable peak capacities were
made using the specific columns selected for the multidimensional system comparison.
For the sake of simplicity, the gradient time of the first-dimension separation was
not changed, but was kept at 20 min., meaning the peak capacity of this firstdimension was always 40. During the calculations, only the gradient time of the
second-dimension was varied.

For the second-dimension column, values for the

constants in Eqn. (2.8)were: a = 262.4 and b = 3.0. In the case of the online technique, changing the second-dimension tG caused a change of the number
of collected fractions, resulting in a change of the limiting first dimensional peak
capacity as well. To limit the consequences of this effect, the gradient time of the
second-dimension was kept below 2.5 min. Implementing a gradient of 2.5 min. in the
second-dimension separation requires a 1:9 split ratio (i.e., 10 % of the first column
effluent only flows into the loop) of the effluent when the loop volume is 100 µL loop
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and the flow rate 0.4 mL/min. In the case of the off-line and stop-and-go systems,
the number of fractions were not changed and remained 40, as mentioned previously.
Plots of the achievable peak capacity in on-line 2D-LC, the number of collected
fractions, and the second-dimension gradient time as a function of aggregate time are
shown in Figure 4.8 in the case of the on-line technique. Figure 4.8 shows that the peak
capacity increases steeply with increasing aggregate time, until a maximum is reached,
followed by a smoother decrease. In contrast, the number of collected fractions and the
gradient time of the second-dimension separation exhibit a strong monotonic decrease
and increase, respectively. The maximum nc,total is at an aggregate time of 21.0 min.
corresponding to the optimal separation conditions with the system and experimental
conditions selected in this work. The maximum achievable peak capacity would be
534. The second-dimension gradient time and the number of collected fractions are
0.73 min and ∼20 (19.7) at that point, respectively. Although the working point
corresponding to the experiments reported earlier (tG = 0.2 min, tagg = 20.2 min and
nc,total = 312 (from calculation)) and marked by a black point in Figure 4.8 is very close
to the optimum aggregate time (∆tagg = 0.8 min), its performance is remote from the
maximum achievable peak capacitiy (∆nc,total > 200). Optimizing the system would
allow a peak capacity gain of more than 200 at the cost of less than 50 seconds. Figure
4.8 clearly underlines the absolute necessity of optimizing on-line 2D-LC systems.
The achievable peak capacities of the other two approaches are plotted alongside
the on-line approach versus the aggregate time in Figure 4.9. In contrast to what
happens with the on-line system, the peak capacity of the off-line system increases
with increasing aggregate time and tends slowly toward a maximum. The maximum
achievable peak capacity with the off-line technique is slightly less than 5000 (n0c,1 ·
limtG →∞ nc,2 = 4986). In the case of the stop-and-go systems, the peak capacity
increases also with increasing aggregate times but it levels off at a maximum of
slightly above 450 min. only to decrease slowly above this time. This is a result of
the peak broadening that is due to axial diffusion that takes place during the parking
time. In stop-and-go systems, the actual achievable peak capacity is the result of
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Figure 4.8: Achievable peak capacities (solid line), number of collected fractions
(dotted line) and second-dimension gradient time (dashed line) as a function of
aggregate time in case of on-line technique. The arrows show the axes of ordinates to
be used with the data curves. The black point at 20.2 min aggregate analysis time
represents the working point of experiments described.
two opposing processes. An increase of the second-dimension gradient time causes
an increase of the aggregate time and an increase of the achievable peak capacity on
the one part while, on the other part, it increases the time spent by analytes in the
dormant first-dimension column. The increasing parking time causes the broadening
of the peaks and excessive loss in the first-dimension peak capacity.
For an aggregate time of 223 minutes, the achievable peak capacities of the offline and the stop-and-go systems are equal. Below this time, the peak capacity of the
stop-and-go technique is higher than that of the off-line system. Beyond this time, the
opposite becomes true and the off-line technique permits the achievement of higher
peak capacities. Figure 4.9 illustrates the important result that there are conditions
under which either the stop-and-go or the off-line technique perform better, yielding
a higher peak capacity in a given time or providing a given peak capacity in a shorter
time.
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Figure 4.9: Achievable peak capacities as a function of aggregate time in case of
on-line (solid line), stop-and-go (dashed line), and off-line (dotted line) systems.

4.7

Possibilities of decreasing the aggregate time
of 2D-LC separations

There are few possible ways of improving the efficiency of the 2D-LC systems discussed
earlier. The most powerful way consists in selecting the most efficient first- and
second-dimension separations available for the sample considered. In this respect,
the use of a Halo column contributed considerably to the exceptional performance
achieved. It is also possible to adjust the experimental conditions under which the
separation is performed, e.g., by changing the method (gradient time, flow rate, etc.)
or the columns used. Since the additional time, tadd , must be added to all the seconddimension analyses, it is obvious that the time needed to achieve a given target peak

80

capacity can be decreased by decreasing tadd . Most often, the equilibration time
cannot be reduced significantly, other than switching from a gradient to an isocratic
mode, which is rarely a practical solution. However, tadd can be decreased by reducing
the dwell volume of the second-dimension and/or by optimizing the sampling rate.
Using more second-dimension columns in parallel could also significantly reduce the
aggregate time of the off-line systems and improve the achievable peak capacity of the
on-line systems [113]; however, these approaches consume large amounts of solvents
and require the availability of a series of nearly identical columns.
Each of the three 2D-LC schemes known, on-line, stop-and-go, and off-line
comprehensive liquid chromatography, performs better than the other two schemes in
a specific range of aggregate times and peak capacities, as illustrated by the plots of
tagg vs. nc,total shown. When very fast separations are needed, the on-line approach
should be used preferably. It yields peak capacities that are greater and/or achieved
faster than those which can be reached by unidimensional separations. However,
if their analysis time is the same as that of the unidimensional first separation
performed, the separation power achieved in the second-dimension is drastically
limited by the requirement that the period of the second-dimension separations be
of the order of a quarter of the natural baseline width of the peaks eluted from the
first-dimension column. Thus, the gain in peak capacity over that of the first column
can hardly exceed a factor 10 to 20. When larger peak capacities are needed, analysts
must accept to use slower methods that use more powerful second separation columns,
at the cost of a significant increase in the analysis time. Longer second-dimension
columns or columns using slower concentration gradients are needed but they yield
larger peak capacities than those achieved in on-line schemes. For intermediate values
of the peak capacity, in the 500 to a few thousands range, the stop-and-go method
should be used. However, beyond that range, the stop-and-go scheme begins to
lose separation power due to the axial diffusion of the peaks during their parking
time. Then, an off-line approach will allow the achievement of extremely high peak
capacities if very long aggregate times are still acceptable.
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Chapter 5
Parameters that control peak
capacity in multidimensional liquid
chromatography
The different operating conditions of an on-line two-dimensional chromatographic
separation (2DLC), such as the length of the column, the linear velocity and the
composition of the mobile phase used in the second-dimension, its initial organic
content if this separation is carried out in gradient elution, the number of fractions
taken and the analysis time of each dimension all affect the achievable separation
power of 2DLC systems. The influences of these factors on the separation performance
were investigated and an equation was derived for the calculation of the achievable
peak capacity in on-line 2DLC assuming the degree of undersampling is acceptable,
solutes follow linear solvent strength behavior and that all separations are made in
gradient-elution [65].
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5.1

Parameter optimization background

There has been some recent work to develop equations and procedures for optimizing
multidimensional liquid chromatography.

Wang et al. [69] derived a simplified

equation for optimizing the peak capacity of a 2DLC system:
nc,total = tG,1

nc,2
tcyc

(5.1)

where tG,1 is the gradient length of the first-dimension, nc,2 is the peak capacity of the
second-dimension separation and tcyc is the second-dimension cycle time. The authors
concluded that, at constant gradient time of the first separation, the total 2DLC
peak capacity can be maximized by maximizing the second-dimension conditional
peak capacity production (i.e.,

nc,total
).
tcyc

Then, they focused on the effect of the

particle size, pressure and the temperature on the second-dimension peak capacity, by
modifying the Poppe plot (log N vs log N/t0 at a given pressure drop) and assuming
the applicability of the linear solvent strength model. They found that fast separations
giving low peak capacities but high peak capacity production rates favor the use of
small particles (∼2 µm) and short columns (∼ 3 cm).
Schoenmakers et al. [137] introduced a practical scheme based on the use of
Poppe’s plots [138] to optimize comprehensive, on-line 2DLC. In this protocol, the
analyst has only to define the maximum allowable pressure in both dimensions and
the minimum diameter of the first-dimension column. Then, the protocol provides
suitable column dimensions, particle sizes and flow rates for the two columns and
the second-dimension injection volume corresponding to practical conditions. The
authors used their method to design a suitable on-line LC-SEC system under realistic
conditions.
Recently, two-dimensional parallel-gradient systems were optimized by Jandera et
al. [139, 140] for the separation of phenolic acids and of flavone natural antioxidants,
using a bonded polyethylene glycol (PEG) column and a C18 column in the first-
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and second-dimensions respectively. During the optimization procedure, the authors
used the linear free energy relationship (LFER) model for the selection of the most
suitable (i.e., the most closely orthogonal) combination of separation columns. The
gradients in the two separation dimensions were optimized to find the mobile phase
composition providing the highest selectivity between the critical pairs of compounds
by using the resolution mapping window diagram method [141]. As a result of this
optimization process, a significant improvement was achieved in the utilization of the
available two-dimensional retention space.

5.2
5.2.1

Achievable peak capacity theory
The achievable peak capacity in on-line 2D-LC

For effective gradient separations, when the peaks of the sample compounds populate
the whole possible retention window (e.g. from beginning to end of analysis; see
Eqn (2.7)), the window can be assumed to be the length of tG . In an on-line twodimensional system, the second-dimension is carried out in real time with the firstdimension, during the time that it takes (1) to collect a sufficiently narrow fraction
of the first column eluent; (2) to transfer this fraction and inject it into the second
column; (3) to analyze it; and (4) restore the second column to its initial conditions
for the next analysis. Only a fraction of the time during which fractions of the first
column effluent are collected is available to carry out their analysis on the second
column and the cycle time of the second-dimension can be divided into two parts the
gradient time and additional time. Let λ be the fraction of the cycle time devoted
to the separation (tG,2 = tcyc λ, 0 ≤ λ ≤ 1). Then (1 − λ) is the fraction of the
cycle time used to transfer the sample fraction and restore the column to its initial
conditions. To limit the effects of backmixing in an on-line separation, the number
of fractions collected at the exit of the first column must be equal to a small fraction

84

of the width, w1 , of a peak eluted from this first column
tcyc =

w1
r

(5.2)

where r is the fraction collection ratio (number of fractions taken per peak). The peak
capacity of each dimension can be estimated by

tG
w

(e.g.

tG,1
w1

and

tG2
,
w2

the product

rule (Eqn. (3.2)) can be rewritten as:

tG,1 tG2
w1 w2
tG,1 λ
'
w2 r

nc,total '

(5.3)
(5.4)

Equation (5.4) is similar to Eq. (5.1), although the latter was derived on the
basis of different assumptions. Equation (5.4) shows that highly efficient on-line
2DLC separations require very small values of w2 and that the peak capacity of a
two-dimensional separation does not directly depend on the efficiency of the first
separation nor on the duration of the analysis made in the second-dimension. This
conclusion justifies the relative lack of concern that practitioners of on-line twodimensional chromatography have for the performance of the first column of their
separation process. Recently, Xiaoping et al. [142] derived a simplified equation for
the calculation of the effective peak capacity in on-line 2DLC. They also concluded
that for relatively short 2DLC separations, the first-dimension peak capacity is not
really important and need not to be fully optimized.
Equation (5.4) has another important, practical consequence. It suggest that it
is impossible to develop an on-line 2DLC separation that is fast and in the same
time has a high peak capacity. Since w2 and tG,1 are independent, the peak widths
of the second-dimension can be decreased without decreasing tG,1 and/or tG,1 can
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be increased without increasing the width of the peaks eluted from the seconddimension column. Such modifications can be made far more flexibly than in the
case of unidimensional separations.
Taking into account undersampling (see Eqn. (3.8), Eqn. (5.4) can be rewritten
to give:
nc,total '

tG,1 λ
1
√
2
w2
r + 3.424

(5.5)

From this equation, there are three practical ways to increase the separation power
of an on-line 2DLC system: first, the first-dimension gradient length, tG,1 can be
√
increased; second, the product of w2 and r2 + 3.424 can be minimized (note: it
√
is impossible to minimize w2 and r2 + 3.424 separately because the average peak
width in the second-dimension depends on the number of fractions collected from the
first-dimension eluent, Eqn. (5.2)); thirdly, the value of λ can be maximized or, in
other words, minimizing the of equilibration time of the second-dimension column.
Upon further investigation of Eqn. (5.5), in order to produce a two-dimensional peak
capacity larger than that yielded by the first-dimension, the average peak width in
the second-dimension must be smaller than

5.2.2

√ w1 λ
.
r2 +3.424

Calculation of retention times and variances in gradient
chromatography

Retention times in gradient (reversed phased) elution can be calculated by solving
the following integral for tR (neglecting the dwell volume) [25, 27]:
Z
0

tR −t0

dt
= t0
k 0 (t)

(5.6)

where t0 is the hold-up time of the column.
The integration of this equation requires prior knowledge of the relationship
between the local retention factor, k 0 , and the local composition of the mobile phase,
φ. In practice, the relationship between the logarithm of the isocratic retention factor,
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ln k 0 , and φ is almost always accounted for in RPLC by an empirical quadratic and/or
cubic equation [25, 27]. However, for the sake of simplicity, a linear relationship will
be considered here as valid. Accordingly:
k 0 [φ] = ln k00 − S φ

(5.7)

where k00 is the retention factor of the compounds for φ = 0, and S is the slope of the
log k 0 [φ] vs. φ plot. S is a practical measure of the strength of the strong solvent for
the given analyte. The actual composition of the eluent at any time, t, at the inlet
of the column is given by:
φ[t] = φ0 + ψt
where ψ is

∆φ
tG

(5.8)

and φ0 the initial eluent composition. In order to allow the utilization

of the whole retention window, ψ should be set knowing the retention behavior of the
sample components separated (see Eqn. (5.18) later in this section).
By combining Eqns. (5.7) and (5.8) with Eqn. (5.6) and integrating, the retention
time of a compound eluted with a linear gradient is:

tR = t0

ln (1 − k 0 [0] S t0 ψ)
1−
S t0 ψ


(5.9)

where k 0 [0] is the retention factor of the compounds in the initial eluent at the
beginning of the elution, φ = φ0 .
Poppe et al. [29] derived a simplified equation for the calculation of the peak
variance in the case of linear solvent strength (LSS) gradients. Later Gritti et al. [143]
generalized this equation for non LSS cases. According to Poppe and assuming a Dirac
pulse injection, the variance of the peak can be calculated as:
σt2

= HL

1 + p + 13 p2
(1 + p)2
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1 + k 0 [L]
u0

2
(5.10)

where H is the height of a theoretical plate of the compound on the column considered
(under isocratic conditions), L the column length, u0 the linear velocity of the mobile
phase, u0 =

L
,
t0

and k 0 [L] the retention factor of the compound at the time of its

elution (when the peak maximum leaves the column), with
k 0 [L] =

k 0 [0] u0
u0 − k 0 [0] S L ψ

(5.11)

S L ψ k 0 [0]
u0 1 + k 0 [0]

(5.12)

and p is given by
p=−

The first fraction in Eqn. (5.10) represents the peak compression factor [72, 144],
which is due to the rear part of the band moving in a stronger solvent, hence at a
higher velocity than its front part. The last term of the equation converts the variance
from length-scale into time-scale.
From Eqn. (5.10), the width of the peak in linear gradient elution is:
w = 4 σt = 4

1 + k 0 [L]
u0 (1 + p)

q

HL 1 + p + 13 p2

(5.13)

If the retention factor of the compound at the beginning of the elution, k 0 [0], is not
too small (which is the case in practice) Eqn. (5.13) simplifies to
4
w=
ψ u0

5.2.3

r

H
(3 u20 + S L ψ (S L ψ − 3 u0 ))
3 L S2

(5.14)

Separation power of the on-line scheme

Equation (5.5) shows that the separation power of a 2DLC system can be increased
either by increasing the analysis time of the first-dimension separation, by minimizing
√
the product of w2 and r2 + 3.424 and/or by minimizing the equilibration time of
the column used in the second-dimension. Dorsey et al. [145] has shown that the
equilibration of an RPLC column after the end of a gradient run needs two column
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volumes of the initial eluent. Recently, Schellinger confirmed this result [146, 147],
suggesting an organic modifier (i.e. butanol) be added at a constant concentration
to speed up the re-equilibration process. Thus 2 t0,2 will be used as an estimate for
the minimum equilibration time of the second column. Furthermore, it was assumed
that the flow rate was held constant during the analysis and column regeneration.
An interesting possibility would be to rinse and re-equilibrate the second-dimension
column at a higher flow rate. Fundamentally this would shave time off a length
regeneration, but may its use may not be practical. Often, the second-dimension
is operated near the pressure limit of the pumps and/or column, therefore this is
approach cannot be employed. Another note is that in practice, wide swings in
pressure can contribute to excessive mechanical wear on pumping systems.
The cycle time of the separation done in the second-dimension must be equal to
the ratio of tG,1 and f .
tcyc =

tG,1
f

(5.15)

This statement is the same as Eq. (5.2), considering that the number of collected
fractions is equal to the product of the peak capacity, nc,1 , and the fraction collection
ratio, r (f = nc,1 r). Since the minimal equilibration time is twice the hold-up time
of the second-dimension column, it is obvious that tcyc must be higher than 2 t0,2 , so
the effective gradient time of the second-dimension is
tG,2 =

tG,1
− t0,2 2
f

(5.16)

and the fraction of the cycle time that is devoted to the separation, λ, is
λ=

tG,2
2f
= 1 − t0,2
tG,1 /f
tG,1
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(5.17)

By rearranging Eq. (5.9), we find that the gradient slope of the second-dimension
separation, ψ, can be calculated as:
ψ=

u0 %
f u0 %
u0
u0
+
+
=
0
0
L Sl kl [0] Sl (tG,2 u0 − L)
L Sl kl [0] Sl (tG,1 u0 − 3 L f )

(5.18)

where

% = W−1

3 L f − tG,1 u0
exp
L f kl0 [0]



3 L f − tG,1 u0
L f kl0 [0]


(5.19)

where W−1 (x) is the Lambert W-Function [148] that gives the principal solution for
Υ in x = Υ eΥ for the cases in which Υ ≤ −1. In Eqn. (5.18) the parameters Sl ,
and kl0 [0] are S, and k 0 [0] of the last eluting compound, L, and u0 refer to the column
length and eluent velocity of the second-dimension, respectively.
By substituting Eqn. (5.18) into Eqn. (5.14), the peak width of the sample
compound can be derived from
4

r

z (z + 3) + 3
3

(5.20)

L f (kl0 [0] % − 3) + tG,1 u0
kl0 [0] (3 L f − tG,1 u0 )

(5.21)

w2 =

u0 z

LH

where
z=

Accordingly, the achievable 2D peak capacity in the case of LSS behavior can be
calculated by combining Eqns. (5.5), (5.17), and (5.20):
nc,total '

5.3

q
4 HL

nc,1 z u0 (tG,1 − t0,2 2 f )


1 2
z + z + 1 f 2 + 3.424 n2c,1
3

(5.22)

Method of Calculations

Figures 5.1 to 5.7 were calculated via Eqn. (5.22) by changing one or two parameters
at a time and keeping the other ones constant. During the calculations, and unless
differently indicated in the figure captions, the value of the different parameters are
listed in Table 5.1. In addition, there are two restraints in the calculation algorithm.
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Table 5.1: Value of parameters used during the calculations to create the figures in
this chapter. All but the first two parameters are referring to the second-dimension.
Parameter
value
unit
1
tG
120 min
f
165
L
5 cm
u0
60 cm/min
dp
5 · 10−4 cm
Dm
10−4 cm2 /min
Sl
-43
k0,l
105
φ0
5 · 10−2
Since the organic content of the eluent cannot be higher than 1 (e.g., 100%), the
algorithm gave results only for the cases in which the product of tG,2 and ψ are
smaller than or equal to 1 and r was limited to values between 0.25 and 20.
Although many parameters can affect the achievable peak capacity in the firstdimension, all their effects were not investigated deeply in this work. In the case
of Figure 5.1, the peak capacity of the first-dimension was an independent variable,
while in all the other figures, it was calculated according to the following equation:
nc,1 =

175 tG,1
7.8 min + tG,1

(5.23)

The height equivalent to a theoretical plate, H, was estimated using the following
van Deemter equation:
H = 1.5 dp + Dm /u0 +

0.3 d2p u0
Dm

(5.24)

where dp is the particle size of the stationary phase, and Dm is the diffusion coefficient
of the sample compound. The coefficients of 5.24 were chosen as those of a well
packed column. Similar values can be found in the chromatographic practice (see
e.g. ref. [24]). Note: the contribution of the extra-column band broadening was not
included in the calculations; the dwell volume of the instrument was also neglected.
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5.3.1

Effect of the operating parameters on the achievable
2D peak capacity

The peak capacity of an on-line 2D-LC system can be calculated using Eq. 5.22.
Several independent parameters affect the value of nc,2D : L, u0 , 1 nc , f , 1 tG , φ0 , dp ,
Sl , and k0,l . Aside from the last two ones, all the parameters can be adjusted by the
analyst. In the following, the values of Sl , and k0,l are set to be −43 and 1 × 105 ,
respectively.
Figure 5.1 illustrates the effect of the first-dimension peak capacity on the
achievable 2D peak capacity. The numbers of collected fractions are 50, 100, 150, and
200 while the other parameters, including the gradient time of the first-dimension,
were kept constant. Since tG,1 was constant, Eqn. (5.23) was not used for the
calculation of the peak capacity in the first-dimension and nc,1 was used as the
independent variable. Figure 5.1 shows that there is a limit for the first-dimension
peak capacity beyond which the total achievable 2D peak capacity does not increase
significantly. When 50 fractions are collected (lower curve), it would make no sense to
increase the separation power of the first dimension beyond ca. 50. In contrast, when
100 fractions are collected (second lower curve), a significant improvement would be
achieved by increasing nc,1 from 50 to ca. 110.
Figure 5.2 illustrates the influence of the number of fractions of the first column
eluent that are collected and analyzed on-line during 2DLC runs made with 3, 5, 10,
and 15 cm long second-dimension columns. This figure shows that the separation
power of the 2DLC system has an optimum depending on the number of collected
fractions. The cycle time (e.g., tG,1 /f ) of the second-dimension separation must
decrease when more fractions from the first-dimension are collected. Since the eluent
linear velocity, u0 , and the initial eluent strength, φ0 , are kept constant, the only
possibilities to reduce the analysis time to the value determined by the number of
collected fraction [see Eq. (5.16)] are either to increase the gradient slope, ψ, and/or
to decrease the column length. In the first case, increasing the gradient slope also

92

2D peak capacity

1500
1200
900
600
300
0

0

50

100

150

200

Peak capacity of the first dimension

Figure 5.1: Achievable 2D peak capacity as a function of the peak capacity of the first
dimension calculated using Eqn. (5.22). The number of collected fractions are: 50
(dot-dashed), 100 (dashed), 150 (dotted), 200 (solid line). For all the other parameters
see Table 5.1.
increases the peak compression and, more importantly, decreases the retention factor
of the compound at the time of its elution, k[L], which results into thinner peaks [see
Eq. (5.10)]. Furthermore, increasing the number of collected fractions decreases the
degree of undersampling of the separation made on the first column, thus decreases
the loss of first-dimension peak capacity. On the other hand, however, the shorter
the cycle time, the lower its contribution to the peak capacity of the 2DLC system λ
decreases rapidly [see Eq. (5.17)], which explains why nc,2 goes through a maximum,
then decreases at high numbers of collected fractions. Figure 5.2 illustrates also the
importance of using shorter second-dimension columns and of collecting a relatively
large number of fractions on the achievable on-line 2DLC peak capacity.
In Figure 5.3 the achievable 2D peak capacity is plotted as a function of the length
of the second column, for different eluent velocities: 15, 30, 60, and 90 cm/min. It
shows that the maximum achievable 2DLC peak capacity offered by the system under
given conditions can be reached either by using shorter column/lower eluent flow rate
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Figure 5.2: Effect of the number of analyzed fractions on the separation power of an
on-line 2DLC system, calculated using Eqn. (5.22). Column lengths of the seconddimension are: 3 (dot-dashed), 5 (dashed), 10 (dotted), 15 cm (solid line).
or longer column/higher eluent flow rate combinations in the second-dimension if
all other parameters are kept constant. When a longer second column is used and
everything else is kept constant, the gradient slope must be increased in order to
achieve the elution of all the components within the available retention window, tG,2 .
Similarly, an increase of the second-gradient slope can result in thinner peaks, due
to the smaller retention factor of the solute at the time of elution and the higher
degree of peak compression, even if the length of the second-dimension column is
higher. However, an increase of the column length in the second-dimension causes an
increase of the time needed for its equilibration and a decrease in λ. As a result of these
processes, the achievable 2DLC peak capacity goes through a maximum suggesting
that the eluent flow rate and the length of the column in the second-dimension have to
be changed and optimized together in order to reach the maximum 2D peak capacity.
The influence of the linear velocity of the eluent in the second-dimension column on
the separation power of the 2DLC system for different numbers of collected fractions
is shown in Figure 5.4 (r = 0.5, 1.0, 2.0, 4.0; f = 82, 165, 330, 660 fractions).
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Figure 5.3: 2D-LC peak capacity of an on-line system as a function of the length
of the second-dimension column at different eluent velocities calculated from Eqn.
(5.22) (15 - solid; 30 - dotted; 60 - dashed; 90 cm/min - dot-dashed line).
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Figure 5.4: Effect of the linear velocity of the eluent on the achievable peak capacity
of an on-line 2D-LC system, calculated from Eqn. (5.22), in case of a number of
collected fractions equal to 0.5 nc,1 (solid), nc,1 (dotted), 2 nc,1 (dashed), and 4 nc,1
(dot-dashed line).
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As could be expected from previous conclusions, nc,total goes through a maximum
at a certain linear velocity of the eluent. Since the retention times of the sample
components and the eluent velocity are inversely proportional, an increase of the
latter causes a decrease of the width of the retention window. In order to keep
tG,2 constant, the gradient slope must be decreased. As a result, the peaks broaden
resulting in a decrease of the peak capacity in the second-dimension. However, at
the same time, the increase of the eluent flow rate decreases the time needed for
the column re-equilibration as well. As a result, λ increases and consequentially
increases the achievable peak capacity in the second-dimension. These two processes
act in opposition, resulting in a maximum of the achievable 2D peak capacity.
Practically, this means that using too high of a second-dimension eluent flow rate
is not advantageous.
Figure 5.5 illustrates the influence of the initial organic content of the eluent, φ0 ,
on the on-line 2DLC peak capacity. The observed decrease of the separation power
of the 2D system with increasing φ0 is expected since the higher the initial organic
content of the initial eluent, the smaller the slope of the gradient needed in order to
utilize the full width of the retention window, which results in broader peaks. Figure
5.6 illustrates the influence of the duration of the first-dimension gradient on the 2DLC peak capacity that can be achieved with different numbers of collected fractions.
In Figure 6a, the number of collected fractions depends on the peak capacity of
the first-dimension (with r = 0.5, 1.0, 2.0 and 4.0). In this case, the degree of
undersampling remains constant. The figure shows that the peak capacity tends
toward a limit and that, beyond a certain range, tG,1 has only a small influence on
the separation power of the on-line system. This observation could seem surprising
since Eqn. (5.15) showed that tG,1 and nc,total are directly proportional. However, the
peak capacity of the first-dimension does not increase significantly beyond ∼100 min
(i.e. Eqn. (5.23). Any further increase merely causes peak broadening (w = tG /nc ),
without increasing either the separation power of the first-dimension or the number
of collected fractions. In Figure 5.6(a), the eluent velocity was kept constant and
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Figure 5.5: Achievable peak capacity of an on-line system as a function of the initial
organic content of the eluent in the second-dimension calculated from Eqn. (5.22).
the gradient slope changed according to Eqn. (5.18). This increases k 0 [L], decreases
the degree of peak compression and gives broader peaks. The consequences of the
increases of tG,1 and w2 are opposed, but they tend to compensate for one another.
In Figure 5.6(b), the number of collected fractions depends on first-dimension
gradient length (f = 0.5, 1, 2, and 3 times the numerical value of tG,1 in minutes). In
this case, the gradient times of the second-dimension separation were constant, with:
tG,2 =

1 min
− 2t0,2
y

(5.25)

where the value of y is 0.5, 1, 2, or 3.
The achievable on-line 2DLC peak capacity in Figure 5.6(b) increases steadily with
increasing first-dimension gradient length because, although the nc,1 does not increase
beyond a certain limit, f increases, which reduces the effects of the undersampling.
Thus, the achievable 2D peak capacity continues to increase even when the firstdimension peak capacity has become constant. A comparison of Figures 5.6(a) and
5.6(b) shows that, under the experimental conditions listed in Table 5.1, the largest
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Figure 5.6: Effect of the analysis time of the first-dimension, 1 tG , on the achievable
2D-LC peak capacity calculated from Eqn. (5.22). The number of collected fractions
are: a. 0.5 1 nc (solid), 1 nc (dotted), 2 1 nc (dashed), 4 1 nc (dot-dashed line); and b.
0.5 1
1 1
2 1
3 1
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tG (dot-dashed line).
min
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2D peak capacity can be achieved if the cycle time is constant, as it is in Figure
1
1
or 3 min
tG,1 ). This is in relatively good agreement
5.6(b), and is ∼20-30 sec (f ' 2 min

with the conclusions of Xiaoping et al. [142]. Under their experimental conditions,
the peak capacity production rate reached a maximum at a gradient time of about
15-20 sec.

5.3.2

Limitations of on-line 2D-LC

Figures 5.6(a) and b also express the potential limit of on-line 2DLC. Never does
the achievable peak capacity ever significantly exceed 2500 within a reasonable time.
The same observation can be made in Figures 5.1-5.5. However, as noted earlier, the
calculations leading to the figures do not correspond to the best possible conditions,
given the present state of column technology. The plot in Figure 5.7 corresponds
to the use of 1.7 µm instead of 5 µm particles in the second-dimension. The initial
organic content of the eluent, φ0 , was 1%, the linear velocity of the eluent 60 cm/min,
1
and the number of collected fractions were 3 min
×tG,1 . These conditions are consistent

with the use of an Ultra-high pressure liquid chromatography (UHPLC) column in
the second-dimension. Even in this case, the peak capacities remained below 5000.
Considering Eq. (5.22) and Figure 5.7, in all probability, the on-line scheme is limited
to peak capacities below 8000 – 10 000 even if the method is well optimized and
long analysis times are accepted. This is due to the time restriction of the seconddimension analysis. In order to reach peak capacities significantly larger than 10 000,
one of the other two schemes (stop-and-go or off-line) should be used. The complete
optimization of an on-line 2DLC separation is difficult due to the relatively large
number of parameters affecting its performance and the many different ways in which
they should be considered simultaneously.
From this study, it can be concluded that:
1. highly efficient separations made with on-line 2D-LC require the seconddimension peaks to be very narrow.
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Figure 5.7: Achievable 2D-LC peak capacity as a function of the first-dimension
analysis time (1 tG ) calculated from Eqn. (5.22). The particle diameter of the
stationary phase of the column used in the second-dimension is 1.7 µm, the initial
organic content of the eluent, φ0 , is 1%, the linear velocity of the eluent is 60 cm/min,
3 1
tG .
and the number of collected fractions is min
2. The separation power of 2DLC systems is maximized when an optimum number
of fractions are collected.
3. Higher peak capacities can be achieved by using short second-dimension columns
(few centimeters in length) and collecting a relatively large number of fractions.
4. The achievable 2D peak capacity can be maximized for a certain seconddimension eluent flow rate and column length.
5. The maximum achievable peak capacity increases with decreasing velocity and
initial organic content of the second-dimension eluent.

As a consequence,

due to the time restriction of the second-dimension, on-line 2DLC schemes
cannot realistically afford peak capacities exceeding 10 000, even if they are
implemented with exceptionally efficient columns and long analysis times.
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Chapter 6
Practical aspects of detection in
2DLC
Simplified equations for the calculation of the dilution factors in the first- and seconddimension columns were derived considering the variance of the injected sample,
the flow rates, the split ratio, the volume of the intermediate sample loop and the
sampling time of the first-dimension effluent. The net dilution factor is the product
of the dilution factors in the two single dimensions. It is between 200 and 300 in
typical two-dimensional liquid chromatographic (2D-LC) separations. These values
are less pessimistic than those reported by Schure [149]. Experimentally, the fraction
of organic modifier in the injected sample has a significant effect on the widths and
heights of the eluted peaks. Analytes with high retention factors and high molecular
weights are less sensitive toward the “sample diluent-induced peak profile distortion”
effect than those having small retention factors, where the sample solvent acts as a
strong eluent (see Figure 6.3). Hence, optimization of the experimental conditions of
2DLC separations must be made from the points of view of both k 0 and the detector
response factor. However, the frequency of sampling from the first-dimension does
not have a significant effect on the detection limit of a 2D system if the split ratio is
adjusted in the ratio of the sample collection frequency [67].

101

6.1

Dilution in 2DLC

One of the most important drawbacks of 2DLC methods is the dilution of the analytes
during the two successive elutions and during the collection, storage and transfer
of the sample fractions. Obviously, dilution tends to make the detection of trace
level compounds in 2DLC more difficult than it is in unidimensional methods. It
originates from several sources including: the injection of sample into a stream of
mobile phase, which takes place twice in 2DLC; band broadening effects during elution
(e.g., eddy and molecular diffusion, mass transfer resistance, radial trans-column
temperature gradient, viscous fingering, etc.), occuring twice; and the splitting of the
first-dimension effluent, because the injection of 100% of a given fraction is not alway
feasible or even desirable. If these three contributions are large, the resulting overall
dilution may severely limit detection performance.
The relationships between detection limits and analyte dilution in unidimensional
chromatography have been clearly outlined in several papers [150–152]. Shure [149]
extended this theory for multidimensional separations by considering the split ratio
of the effluent of the first-dimension. He showed that the column dilution factors
and the split ratios were multiplicative for multidimensional systems. When the
dilution factors are large, the coupling of columns becomes impractical because
analytes would be too dilute and their detection would become impossible, even
at moderate concentrations. Schure concluded that only certain of combinations
of two-dimensional separations, such as LC-LC, LC-SEC, SEC-LC, SEC-SEC and
combinations in which CE (Capillary Electrophoresis) is the first-dimension appear
to offer net column-dilution factors below 2500. In this work, isocratic conditions were
assumed. However, almost all 2D-LC separations are now carried out under gradient
elution conditions.

Gradient elution in the second-dimension causes significant

concentration of the transferred bands at the column inlet. So, the conclusions of
this early work needed to be revisited. Note: Admittedly, the limit of detection of
a chromatographic method depends also on the detector noise. However, the factors
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that affect this noise, temperature, mobile phase flow rate and composition tend to
be moderately affected by the optimization of 2D separations. So, this issue will be
ignored. For a summary of baseline noise decreasing methods, see ref. [153].

6.2

Retention time and peak variance in gradient
chromatography

The retention time of a compound and the variance of its peak can be calculated by
solving the following set of differential equations [29, 143]:
u0
dz
= 0
dξ
k [ξ]
 0
2
k [z]
dy
=H
dz
1 + k 0 [z]

(6.1)
(6.2)

where ξ = t − z/u0 is the time that a compound spends in the stationary phase,
z is the position of the first moment of the band (∼ peak maximum) after time ξ;
k 0 [ξ], and k 0 [z] are the retention factors of the analyte after time ξ and at position z,
respectively; u0 =

L
t0

is the linear velocity of the eluent; L is the length of the column;

t0 is the hold-up time of the column; H is the height equivalent to a theoretical plate;
2
 0
2 k [z]+1
; and σz2 is the variance of the peak in length scale.
y = σz k0 [z]
Assuming LSS behavior (see section 5.2.2 Calculation of retention times and
variances in gradient chromatography), the position of the compound after time ξ
in the stationary phase can be calculated in the case of a linear gradient as:

eS ψ ξ − 1 u0
z[ξ] =
k 0 [0] Sψ

(6.3)

where, again, k 0 [0] is the retention factor of the solute at the initial eluent composition
of the gradient. Considering that ξ = t − z/u0 and t0 = L/u0 , the retention time of
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the compound (z = L) is given as (Eqn. 5.9):


ln (1 − k 0 [0] S t0 ψ)
tR = t0 1 −
S t0 ψ

(6.4)

Similarly, by combining Eqns. (5.7) to (6.3), the retention factor of the analyte at
any position in the column is
k 0 [z] =

k 0 [0]
1+

(6.5)

k0 [0] S ψ z
u0

Considering Eqn. (6.5) and assuming a Dirac impulse injection, the solution of
Eqn. (6.2) for the variance of the peak of the analyte in time scale is (Eqn. 5.10):
2
σt,L,δ

=HL

1 + p + 13 p2



(1 + p)2

1 + k 0 [L]
u0

2
(6.6)

The variance calculated by Eqn. (6.6) is valid in the ideal case, in which the injection
profile is a Dirac pulse with no width. However, this situation never exists in practice,
the injected sample always has a finite variance. Thus, the solution of Eqn. (6.5) in
2
becomes:
the case in which the initial condition is σz2 [0] = σz,0

"
2
σt,L

=

2
σz,L,δ

+

2
σz,0



k 0 [0]
1
1 + k 0 [0] 1 + p

2 # 

1 + k 0 [L]
u0

2
(6.7)

Furthermore, considering that the retention factor of the analyte at the outlet of the
k 0 [0]
column, k 0 [L], is
, Eqn. (6.7) simplifies to
1 + k 0 [0] S ψ t0
"
2
σt,L

=

2
σz,L,δ

+

2
σz,0



k 0 [L]
1 + k 0 [L]

2 # 

1 + k 0 [L]
u0

2
(6.8)

Equation (6.8) considers only the peak broadening contributions of the pre-, and the
in-column processes. However, other effects cause peak broadening regardless of the
column (e.g., peak spreading in tubings, connections, detector cell, etc.). Accordingly,
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the variance of the detected peak can be calculated as:
"
2
σt,Ω

2
σz,L,δ

=

+

2
σz,0



k 0 [L]
1 + k 0 [L]

2 # 

1 + k 0 [L]
u0

2

2
+ σt,pc

(6.9)

2
where σt,pc
represents the sum of the post-column processes to the variance of the

peak.
2
) is the result of the finite width of the
The initial variance of the peak (σz,0

injection, the peak broadening effects of the tubes and connections before the column.
By neglecting the latter two effects and taking into consideration only the injection
2
width, σz,0
is given by

2
σz,0

t2inj
=
12



u0
1 + k 0 [ϕs]

2

t2inj
=
12



u0
0
1 + k0 exp[−S ϕs ]

2
(6.10)

where k[ϕs ] is the retention factor of the analyte in the solution in which it is dissolved
and injected. From Eqn. (6.10), the variance of the detected peak is [14]:
"
2
σt,Ω

6.3

=

2
σz,L,δ

1
+
12



tinj u0
k 0 [L]
1 + k 0 [ϕs ] 1 + k 0 [L]

2 # 

1 + k 0 [L]
u0

2

2
+ σt,pc

(6.11)

Peak height in 2DLC

Assuming that the profile of the band detected at the exit of the second-dimension
column is Gaussian, the maximum concentration, cmax , of the band upon injection of
an amount minj,12 of analyte eluted from the first-dimension column is
cmax = √

minj,12
2π σt,2,Ω F2

(6.12)

where σt,2,Ω is the variance of the peak eluted under linear gradient conditions along
the second-dimension column, and Fi is the eluent flow rate in the ith dimension. The
amount of analyte injected into the first-dimension column can be calculated knowing
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the volume of the sample and its concentration. However, only a known aliquot is
transferred from the first- to the second-dimension column during each cycle. The
amount transferred into the second-dimension column during one cycle, minj,12 , can
be calculated via the sampling time, ts , and the aliquot ratio, ρ.
minj,12

F1
=
ρ

Z

t∗ +ts

c1 (t) dt

(6.13)

t∗

where c1 (t) is the concentration profile of the band eluted from the first-dimension
column, and t∗ is the starting time of the sample collection that lasts a time ts .
The fractional loss, ρ, represents the sample amount lost during the transfer between
the two dimensions. Here, ρ is the ratio of the volume of effluent leaving the firstdimension column during the sampling time and the volume injected into the seconddimension column, (Vfrac /Vinj ). This ratio is greater than or equal to one (ρ = 1 if
the whole volume eluted from the first column is transferred to the second column).
In the case of the on-line and stop-and-go schemes, this definition refers to the split
ratio, while for off-line techniques, it is the sampling dilution factor. In the case of the
on-line and stop-and-go schemes, the sampling time can be calculated knowing the
analysis time in the first-dimension column, ta,1 , the number of collected fractions, Φ,
and the degree of sample loss, ρ:
ts = ρ

ta,1
Φ

(6.14)

In the case of off-line schemes, the sampling time is simply the ratio of the firstdimension analysis time and the number of the collected fractions analyzed on the
second column.
Assuming that the profile of the band exiting the first-dimension column is
Gaussian, the phase shift of the sampling time can be changed between two extremes.
Either the sample collection is symmetrical with respect to the first moment of
the band of the analyte considered, or ends and the collection of the next sample
begins just when the peak maximum elutes (shown in Figure 6.1). The former
case corresponds to the best scenario, the latter to the worst one. In the first case,
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Figure 6.1: Best (a) and worst (b) case scenario for the sampling of effluents of
the first dimension column. The thick solid line represents the elution profile of the
analyte. The area between the grey perpendicular lines represents the sampling time
(i.e., 2σ) while the dotted horizontal lines show the relative intensities of the fractions
injected into the second-dimension column during a given cycle.
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the maximum amount of analyte transferred from the first to the second-dimension
column is:
mmax,+
inj,12



1
ts
= minj erf √
ρ
2 2σt,1

(6.15)



1
ts
=
minj erf √
2ρ
2σt,1

(6.16)

while in the second case it is:
mmax,−
inj,12

The sign, + or −, in these equations refers to the best and the worst scenario,
respectively, assuming that the larger the amount injected, the better the detection.
Again, in Eqns. (6.15) and (6.16) ρ refers to both the split ratios of the on-line
and stop-and-go schemes and to the sampling-dilution factor of the off-line scheme.
According to Eqns.

(6.12) – (6.16), the height of the highest peak of a given

compound eluted from the second-dimension column changes between c2nd
max,− and
c2nd
max,+ , depending on the phase shift of the sampling. These can be calculated as:
c2nd
max,+



1
ts
minj
√
= erf √
ρ
2 2σt,1
2π σt,2,Ω F2

(6.17)

c2nd
max,−



ts
1
minj
√
erf √
=
2ρ
2σt,1
2π σt,2,Ω F2

(6.18)

Assuming that the concentration of the sample injected into the first-dimension
column is cinj,01 , the dilution due to elution along the first and the second-dimension
columns, as well as the net dilution of the 2D system are in the case of the best
injection scenario (i.e. when one of the sample collection is symmetrical to the peak
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maximum, see. Figure 6.1) are:
√
2 π σt,1 F1
cinj,01
f1 = 1st =
cmax
Vinj,1
1st
cmax
ρ
F2 σt,2,Ω

f2,+ = 2nd
=
cmax
F1 σt,1 erf √ts

(6.19)
(6.20)



2 2σt,1

fnet,+ = f1 · f2,+

√
cinj,01
F2 σt,2,Ω
2πρ


= 2nd =
cmax
Vinj,1 erf √ts

(6.21)

2 2σt,1

where Vinj,1 is the volume of the sample injected into the first-dimension column. The
dilution factors for the worst case scenario of sampling can be calculated similarly to
f2,+ and fnet,+ .

6.4

Dilution factors in 2D-LC

On the basis of Eqns. (6.19) – (6.21), it is possible to calculate some typical column
dilution factors for unidimensional and net dilution factors for two-dimensional
separations. For the sake of comparability of isocratic and gradient combinations,
the same column parameters as Schure were used [149]. The most important column
parameters, such as length (L) and diameter (dc ) of the column, diameter of the
stationary phase particles (dp ), volume of injection (Vinj ), flow rate (F ), standard
deviation of a peak (σt ), and column dilution factor in the unidimensional case (f1 , see
Eqn. (6.19)) are summarized in Table 6.1 in the System A column. Shure assumed the
split ratio to be 17.8. Since the flow rate in the first-dimension column was chosen to
be 1.0 ml/min and the injection volume into the second-dimension column was 15 µL,
the sampling time became 16 seconds (i.e., 2.67 σ1 ), even if it is too small for practical
purposes. According to Eqns. (6.19) – (6.21) the value of the net dilution factor of the
2D system is ∼170 in the best, and ∼280 in the worst case scenario of data sampling
(f1 = 24.98, f2,+ = 6.74, f2,− = 11.12, fnet,+ = 168.37, fnet,− = 277.78). Thus, the
maximum concentration of an analyte may change between 1/280 and 1/170 of the
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Table 6.1: Column and operating parameters for the calculations of dilution factors
for 2D-LC measuremets.
System A
System B
st
nd
st
Parameter
1 D
2 D
1 D
2nd D
L (cm)
25.0
3.0
15.0
5.0
dc (mm)
4.6
4.6
4.6
4.6
dp (µm)
5.0
3.0
5.0
2.7 (shell)
Vinj (µL)
10.0
15.0
40.0
50.0
Fi (mL/min) 1.0
3.0
0.4
3.0
σt , i (min)
0.0997 0.0103 0.1250 0.0036
f1
24.98
5.16
3.13
0.54
ρ
17.8
4.0
original injected concentration after the second-dimension separation. This result
is far more optimistic than Schure’s (isocratic) estimate of 1/2500 (fnet,+ = 2500).
Figure 6.2(a) shows the peaks after the first and the second-dimension separations
in the best case scenario. The maximum concentration of the peak after the firstdimension separation is ∼4 % of the original (injected) concentration. It becomes
∼0.6 % after the second-dimension separation. The gray area that represents the
collection time covers the 81.9 % of the whole area. Thus, the amount of analyte
transferred to the second-dimension column was 4.6 % of the original injected amount,
due to the split of the effluent of the first-dimension column. That means that the
area of the peak recorded at the exit of the second-dimension column is 1.53 % of the
area of the peak eluted from the first-dimension column, due to the difference in the
mobile phase flow rates. In the worst case scenario, these numbers become 49.6 %,
2.8 %, and 0.9 %, respectively.
Close examination of the calculated dilution factors shows that, even if the split
ratio was 17.8, the dilution downstream of the first-dimension column would be only
6.74 to 11.12, depending on whether the best or worst scenario is considered. This
means that the peaks eluted from the second-dimension column could be higher in
detection signal than those eluted from the first-dimension column, depending on the
split ratio and the time of sample collection. The parameters of an SCX-RP-HPLC
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(a) Peak elution in the best case sampling scenario.
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(b) Peak elution in the worst case sampling scenario.

Figure 6.2: Peaks eluted from the first (dotted line) and second-dimension (solid line)
columns in the best and worst case sampling scenarios. The relative concentration
refers to that of the sample originally injected into the first-dimension columns.
The grey areas represent the sampling time and the injected amount. Operating
parameters of the two dimensions are given in Table 6.1, column System A.
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system developed in our laboratory are given in Table 6.1, for the System B column
(more information on the method is in ref. [51]). According to Eqns. (6.19) – (6.21)
the value of the net dilution factor for that system is only ∼3 in the best, and ∼5.5
in the worst sampling scenarios (f1 = 3.13, f2,+ = 0.90, f2,− = 1.72, fnet,+ = 2.82,
fnet,− = 5.38). The eluted peaks in the worst scenario are shown in Figure 6.2(b).
Using a larger loop would allow the use of a smaller split ratio (4.0). Then, only three
fourths of the originally injected amount would be lost. In addition, the use of a short
and effective gradient with an efficient column would result in much more efficient
second-dimension separations than those afforded by System A. As a consequence,
the dilution factor became more than acceptable.

6.5

Peak width and elution strength of the sample
diluent

In isocratic separations, the variance of an eluted peak is obtained as the sum of
the variances of the injection plug, the separation, and post-column band broadening
processes. However, in gradient elutions, the variance contribution due to the finite
width of the injection pulse is not as easy to calculate. Under gradient conditions, the
relative increase of peak variance between the Dirac and the finite-width injections
can be calculated according to the following equation??:
2
2
σt,L
− σt,L,δ
t2inj

=
∆σ =
2
σt,L,δ
12 H L 1 + p + 13 p2
2



u0
1 + k[ϕs ]

2
(6.22)

2
(Note: the contribution of post column broadening, σt,pc
, is neglected in Eqn. (6.22).)

Investigation of Eqn. (6.10) reveals that the variance of compounds having small
retention factors (k00 ) is more sensitive to the stronger eluent concentration than that
of highly retained compounds since ln(2 k00 )/S is smaller in the previous case. In
RPLC, the value of S depends on the molecular weight of the analyte (the slope,
S, of the plot of ln k 0 versus ϕ increases with increasing molecular size). Thus, the
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higher molecular weight compounds are more sensitive to the elution strength of the
analytes than the lower ones, considering the width of the peaks eluted in the RPLC
mode. It has to be noted, however, that the variability of k00 is much higher than that
of S. It means, that the first factor has a more significant effect on the variance of
the peak. Since the proportion of the mobile phase component having the stronger
elution strength cannot be negative (ϕ ≥ 0), k00 cannot be smaller than 0.5 at said
inflection point. For a component having k0 = 0.5 at ϕ = 0, initial eluent composition,
tinj u20
2
the smallest initial variance, σz,0
, is
. For the sake of comparison, the smallest
24
tinj u20
2
is
σz,0
(or in other words, 10% of what it was in the previous case) if the k00 of
240
the compound is ∼5.2 in the case of ϕ = 0 in the initial eluent.
In unidimensional gradient runs, the sample is usually dissolved in the weak
initial eluent. However, in 2DLC separations, the matrix of the analytes is the
effluent of the first-dimension column that can contains a high concentration of the
stronger eluent. Thus, the injection into the second-dimension column can cause a
significant broadening of the peaks of weakly retained, low molecular weight analytes.
Considering ion exchange chromatography, the eluent typically contains 10 to 30%
of organic modifier, as there is some reversed phase retention on ion exchange resins,
which can be considered significant when paired to RPLC. However, a HILIC - RPLC
coupling should not be considered compatible from the detection point of view. The
eluents in the HILIC mode are rich in organic modifier (typically acetonitrile). Thus,
the peaks transferred from the HILIC to the RPLC system can be spread significantly
during their injection, resulting in a high σz,0 and in wide peaks that are more difficult
to detect in the second-dimension. When the injection volume into the seconddimension is not too large compared to the column hold-up volume, a clever injection
strategy could be used to refocus analytes at the inlet of the second-dimension column.
Before drawing the sample into the injection syringe, an aliquot of a weak solvent can
be drawn into the syringe. The sample plug will then be followed by a short weak
solvent plug, thus refocusing the analytes at the column inlet.
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Figure 6.3 shows peaks of caffeine and insulin injected as solutions in varying
acetonitrile-water mixtures (H2 O:ACN = 95:5, 90:10, 85:15, 75:25, and 65:35) and
analyzed using an RPLC gradient. The chromatographic experiments were performed
with an Agilent 1100 HPLC, with the UV-vis detection signal recording set at 10Hz.
The chromatographic runs were carried out at 30 ◦ C on a Hypersil GOLD C18 50 ×
2.1 mm column (Thermo Fisher Scientific, Pittsburgh, PA, USA) packed with 1.9 µm
particles. This figure shows that the elution strength of the sample diluent has a
much more significant effect on the width and height of the peak of caffeine than
that of insulin, since the latter has a much higher initial retention factor (k00 ) than
the former. In the case of caffeine, even 10% of acetonitrile in the sample solution
is enough to widen its peak. Therefore, even if the two dimensions are suitable from
the point of view of their retention patterns (orthogonality), they are not necessarily
compatible from the point of view of detection. In addition, the elution strength of
ACN-rich mobile phases in RP systems can be so high that the major part of the
transferred compounds may elute close to the second column hold-up volume. Then,
the efficiency of the second-dimension becomes critical for a proper separation of these
compounds.

6.6

Effect of the frequency of sample collection on
the peak heights in the second dimension

The peak heights of compounds eluted in the second-dimension column depend on:
(1) the amount of analyte transferred from the first to the second-dimension column,
minj
12 ; (2) the split ratio/dilution factor, ρ; and (3) the variance of the peak eluted
from the second-dimension column, σt,2,Ω . Among these factors, the first two are
related to the sampling and transfer of the samples between the two columns while
the third depends on the retention mechanism used in the second-dimension. Figure
6.4 illustrates the effect of the sampling frequency on the peaks detected downstream
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(a) Peaks of caffeine dissolved in different acetonitrile:water mixtures.
(1. - 5:95; 2. - 10:90; 3. - 15:85; 4. - 25:75; 5. - 35:65) after an RPLC
gradient (see Experimental).
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(b) Peaks of insulin dissolved in different acetonitrile:water mixtures
(5:95; 10:90; 15:85; 25:75; and 35:65) after an RPLC gradient (see
Experimental).

Figure 6.3: Peaks of caffeine and insulin dissolved varying acetonitrile:water (v/v)
mixtures. (1. - 5:95; 2. - 10:90; 3. - 15:85; 4. - 25:75; 5. - 35:65
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of second-dimension column. Both the split ratio and the dilution factor were 1.0
for the calculation of Figure 6.4(b), which means that the whole amount of analyte
was transferred, without any loss from the first to the second-dimension column.
In addition, the variance of the peak eluted from the second-dimension column was
assumed to be the same in each case, independently of the sampling time. This
assumption is valid for the off-line and stop-and-go schemes, in which the analysis time
in the second-dimension does not depend on the time used for the sample collection.
However, in the case of the on-line scheme, this assumption is valid only in special
cases.
As more fractions are collected from the first-dimension eluent, a more detailed 2D
chromatogram is produced, but with lower peak heights. This is due to the decreasing
amount of analyte transferred between the two columns during a separation cycle of
the second-dimension column. As the volume of the transferred fractions decreases,
the amount of analyte injected decreases, causing a decrease of the peak heights
in the second-dimension according to Eqns. (6.15) - (6.18). Thus, Figure 6.4(a)
suggests that, from the viewpoint of the sensitivity of 2D separations, the frequency
of sample transfers from the first- to the second-dimension columns should be kept
low, assuming ρ = 1.
Figure 6.4(b) shows the 2D peaks recorded with different transfer times (ts = 0.4,
1, and 2 σ1,t , respectivey). During the calculation of Figure 6.4(b), ρ was considered to
be one for the chromatogram having the highest sampling rate and it was increased for
the other two chromatograms in the same proportion as the one in which ts increased
(i.e. ρ = 1, 2.5, and 5, respectively). The first 2D chromatograms (left most) on
Figure 6.4 are exactly the same. The difference between them is due to the change
in scale used. If the split ratio/dilution factor is taken into account, the 2D peaks
recorded with the highest sampling rate are not only more detailed, they are also
slightly taller. Compared to the peak obtained for the highest sampling rate, the
height of the highest peaks decrease by 3.4 and 13.9% for sample collection times of
1 and 2 σ1,t . Although the actual value of the split ratio and dilution factor depends
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on the eluent flow rate, the width of the first-dimension peaks, and the volume of the
intermediate sample loop, it can be stated that the frequency of sample collection
does not significantly affect the 2D peak heights; hence, detection limits of the 2DLC
systems themselves. During the design and optimization of a 2DLC separation, the
sample collection time, the split ratio, and the methods used in both dimensions must
be considered together to estimate the detection limits of the compounds analyzed.
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(a) During the calculation, ρ was set to be unity.

(b) Values of ρ were 1.0, 2.5, and 5.0.

Figure 6.4: Effect of the sampling frequency on the peaks detected in the second
dimension eluent. The sampling times (from left to right) are 0.4, 1.0, and 2.0 σ1,t
respectively.
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Chapter 7
Multidimensional liquid
chromatography utilizing multiple-,
parallel second-dimension columns
The theoretical advantages and drawbacks of using a multiple-, parallel column
approach in on-line multidimensional liquid chromatography systems are investigated
in this chapter. Much time or peak capacity can be gained with the use of multiple
parallel columns at the second-dimension while the aggregate time of separation
increases only by the increment of the gradient time of the second-dimension.
Multidimensional chromatographic systems are currently used to perform many
tasks ranging from routine, fast analyses to specialized, arduous separations. Such
separations could benefit by augmenting the number of second-dimension columns.
Therefore, calculations of the achievable peak capacities were made as functions of
the number of columns operated in parallel. Also, some practical aspects to consider
when attempting multidimensional separations with multiple columns operated in
parallel [66].
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7.1

Multiple-, parallel columns

Much experimental work has been dedicated to the operation of columns in parallel
[108–114], including a setup with four second-dimension columns [115].

These

experiments represent the desire for achieving high peak capacities in relatively
short periods of time, at the cost of some instrumental difficulties. As previously
shown (Chapter 3 Multidimensional chromatography), as a fair assessment, an average
chromatographic peak should be fractionated into four samples. This corresponds
to isolating a sample of the first-dimension eluent and analyzing it every quarter
of the baseline peak width, i.e., every single standard deviation, σ.

Therefore,

the fundamental equation relating the average bandwidth of peaks eluted from the
first-dimension column and the period of sampling for an “ideal” fully on-line twodimensional analysis is (e.g., Eqn. (5.2)):
σ1 = tf rac

(7.1)

based on the requirement that the fractional survey time, tf rac , of second-dimension
column be less than a quarter of the average width of the peaks eluted from the first
column. This condition sets quite a strict relationship between the first- and seconddimension that can be rationalized as a good theoretical choice, but yet is somewhat
lacking in performance. Nevertheless, the consequences of Eqn. (7.1) are that the
analyses made in the second-dimension must be very fast, yet also must generate
a relatively high peak capacity production; in other words, nc,2 /tg,2 must be large
compared to what is achieved with longer gradients, albeit that the peak capacities
are numerically small with short gradients.
Assuming the drastic constraints of Eqn. (7.1), the number of fractions transferred
from the first to the second column in this case is the product of the peak capacity
generated by the first-dimension column and the fraction collection ratio of its eluent

120

(number of fractions per peak).
f = r 1 nc,1

(7.2)

f = 4 1 nc,1

(7.3)

When Eqn. (7.1) is held true in an on-line two-dimensional separation, the analysis
time can be calculated as:
tana,onl = 4 nc,1 tf rac

(7.4)

where tcyc = tf rac and the aggregate time for an on-line, two-dimensional separation,
tagg,onl , is:
tagg,onl = tana + tG,2

(7.5)

where tG,2 is the duration of the gradient used in the second-dimension. Equation
(7.5) can then be rewritten as (see Eqn. (7.4)):
tagg,onl = 4 1 nc,1 tf rac + tG,2

(7.6)

Remembering that the fractional survey time can be simply calculated as:
tadd = tf rac − tG,2

(7.7)

the additional time could have a large impact on the time allotted for a new seconddimension gradient when multiple columns are used, especially in cases where tadd is
not negligible compared to tG,2 . When multiple second-dimension columns are used
in parallel, new, longer gradients and fractional survey times can be used, represented
by t∗G,2 and t∗f rac , respectively.
t∗f rac = t∗G,2 + tadd
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(7.8)

The new, parallel columns fractional survey time, t∗f rac , would increase in proportion
to the number of columns operated in parallel, m, such that:
t∗f rac = m tf rac

(7.9)

A longer additional time is not necessary to rinse and re-equilibrate the columns that
are used in parallel. Thus, these new gradient times linearly increase with the addition
of more parallel, second-dimension columns in the form of the follown equation:
t∗G,2 = m tG,2 + (m − 1) tadd

(7.10)

This is the fundamental advantage of using multiple parallel columns when very high
peak capacities are desired. These new gradient times, t∗G,2 , linearly increase with
the addition of columns operated in parallel. The two-dimensional peak capacity can
be increased significantly by the increase of the second-dimension gradient time from
tG,2 to t∗G,2 [65]. The price of this peak capacity increase is usually minor, the mere
increase of the aggregate time by t∗G,2 − tG,2 (by substituting t∗f rac /m for tf rac and t∗G,2
for tG,2 in Eqn. (7.6)). Equations (7.8), (7.9) and (7.10) have significant consequences
in the generation of peak capacity and in acceptable chromatographic constraints, as
discussed below. In short, the gradient time for each fraction is increased while
the peak capacity production is decreased. The inverse nature of peak capacity
production and generated peak capacity is often overlooked, but can simply be added
to the cost of creating high peak capacities.

7.2

Calculation of peak capacity

The equations derived previously in Chapter 5 Parameters that control peak capacity
in multidimensional liquid chromatography have been augmented to reflect the use
of multiple, parallel columns in on-line two-dimensional liquid chromatography. If
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the fcoverage factor is neglected, only the limiting peak capacity and peak capacity
of the second-dimension need be calculated arrive at the 2-D peak capacity. The
two-dimensional peak capacity then becomes:
nc,total =

λ t∗f rac
tG,1
r
√
w1 r2 + 3.424 w2

(7.11)

where w1 and w2 are the peak widths at the first and the second dimensions,
respectively, λ is the ratio of the second-dimension gradient time to the fractional
survey time that is devoted to the separation (i.e. λ t∗f rac = t∗G,2 ), and tG,1 is the
gradient time of the first-dimension. Again, assuming r = 4 and t∗f rac =

mw1
),
4

Eqn.

(7.11) can be extended in the case of using a number of columns in parallel, m, which
simplifies into:
tG,1 t∗G2
m
√
∗
w2 tf rac 19.424
tG,1 λ m
√
=
w2 19.424

nc,total =

(7.12)

nc,total

(7.13)

Eqn. 5.22 can also be extended for the cases when m columns are used in parallel at
the second-dimension accordingly:
nc,total =

z u (m tG,1 − 8 t0,2 nc,1 )
q 0,2

4 19.424 H2 L2 13 z 2 + z + 1

(7.14)

Peak capacity calculations in this chapter were made using the following parameters: f = 4 nc,1 ; L2 = 3 cm; u0,2 = 60 cm/min; diameter of stationary phase particles,
dp = 0.00017 cm (1.7 µm); diffusion coefficient of the last eluting compound in a
chromatographic column Dm = 10−4 cm2 /min; and the capacity factor of the last
eluting compound at the beginning of a second-dimension gradient, kl0 [0] = 1.165×109 .
The peak capacity of the first dimension was calculated according to the following
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equation:
nc,1 =

70 tG,1
30 min + tG,1

(7.15)

where tG,1 is in minutes.

7.3

Calculated results

From calculations of 2DLC systems made using several second columns in parallel, two
important trends are found between the overall two-dimensional peak capacity and
the aggregate analysis time. First in Figure 7.1, the two-dimensional peak capacity
does not increase linearly with increasing number of columns operated in parallel.
The increase in peak capacity becomes less significant as the number of additional
columns used in parallel increases. For these calculations, the first- and seconddimension gradients were varied systematically throughout the ranges of tagg while
keeping Eqn. (7.1) true. Interestingly, an increase of the number of parallel columns
used does not change the two-dimensional peak capacity equally along the whole
range of aggregate times. These observations coincide with the characteristic change
in peak capacity with increasing gradient time under unidimensional conditions [65].
Note, that in Figure 7.1, the plot of 2D peak capacity starts only at ∼34 min in
the case when a single column is used in the second-dimension. The reason is that
under 34 min the slopes of the gradients should be set so high in order to elute all
the compounds in the accessible retention window (tG,2 ) that the final fraction of the
stronger eluent would be higher than 100%. For this reason, the minimum gradient
time at the second dimension is 0.12 min (see also Figure 7.2).
The second trend is that the minimum aggregate time required to achieve a given
2D peak capacity decreases steadily as the number of columns operated in parallel
increases, especially between one and three columns. The minimum aggregate time
hinges again on Eqn. (7.1) and on the fact that the minimum fractional survey time
must be 4 · t0,2 (as stipulated in the calculation algorithm), of which 2 · t0,2 is the
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(a) Comparison of aggregate times and 2D peak capacity using columns in
parallel.
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(b) Rescaled comparison of aggregate times and 2D peak capacity using columns
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Figure 7.1: Comparison of aggregate times and 2D peak capacity for two-dimensional
systems using 1, 2, 3, 5, and 10 columns operated in parallel (1, dark solid line; 2,
dotted line; 3, short-dashed line; 5, long-dashed line; 10, solid line).
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Figure 7.2: Comparison of aggregate times and second-dimension gradient times for
two-dimensional systems using 1, 2, 3, 5, and 10 columns operated in parallel (1, dark
solid line; 2, dotted line; 3, short-dashed line; 5, long-dashed line; 10, solid line).
additional time. Combining Equations (7.1) and (7.9):
σ1 =

t∗f rac
m

(7.16)

Eqn. (7.16) can create a scenario where the peak capacity, therefore the analysis time,
of the first-dimension is determined by the fractional survey time. This is the case
when determining the shortest time possible aggregate times for two-dimensional the
systems in Figures 7.1 and 7.2. This means that if t∗f rac is minimized to the lowest
possible tG,2 and the number of columns used in parallel, m is maximized; then
very fast, efficient two-dimensional analyses can be made. Significant reductions in
aggregate times (on the order of

1
)
m

can be achieved with a multicolumn method.

The changes in the duration of the second-dimension gradients are summarized in
Figure 7.2, again for 1, 2, 3, 5, and 10 columns operated in parallel. These gradient
times and their resulting peak capacities are the governing factors for the 2D peak
capacities expressed in Figure 7.1, giving them their characteristic profiles.
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The use of multiple columns is an attractive alternate strategy (1) for multidimensional systems that employ long additional times; or (2) when tadd has to
be comparable in length to tG . For example, if a two-dimensional system is set
up such that two columns are used in parallel, rather than a single column in the
second-dimension, and tadd = tG,2 , then t∗G,2 would become three times larger than
tG,2 . Furthermore, the fractional survey time increases with the number of seconddimension columns operated in parallel, therefore doubling tf rac . This provides an
exceptional pair of advantages. Firstly, tripling the chromatographic space for each
individual fraction at the cost of merely doubling the time to analyze each fraction
is a worthy result in itself, all the more as it does not significantly increase the
aggregate time, since the aggregate time is only increased by the time difference
between t∗G,2 and tG,2 . This will most likely be the choice for analyses where a high
overall peak capacity is desired, assuming that analytes can be spread with a greater
relative resolution throughout t∗G,2 than through tG,2 and that the unidimensional
peak capacity obtained during t∗G,2 is significantly greater than that afforded by tG,2 .
The second advantage is that the same separation could be achieved in t∗f rac with
several second-dimension columns as in tf rac with only one such column but under
less taxing chromatographic conditions, such as with lower volume flow rates and
inlet pressures. This means that conventional HPLC rather than UHPLC could be
used for such analyses when a large number of fractions need to be analyzed rapidly,
provided that the total peak capacity in the second dimension remains the same or
is increased. In Figure 7.3, the additional time was varied, therefore also the ratio
of the second-dimension gradient and the additional time. In each case, the shortest
additional time will always result in the highest 2D peak capacity for a given set
of parallel columns. It can easily be concluded that the additional time should be
minimized, especially if three or fewer columns are utilized in the second-dimension.
However, the importance of the length of tadd decreases with increasing number of
columns employed in parallel. This is due partly to the fact that the ratio tG,2 /tadd
grows as the number of parallel columns increases. The result also appears as the
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2D peak capacity

Length of tadd
2 × 2 t0
5 × 2 t0
10 × 2 t0

Number of columns at the 2nd dimension

Figure 7.3: Bar diagram showing the effect of the length of tadd on the achievable 2D
peak capacity when the number of parallel columns used in the second-dimension is
varied. Additional times of two, five and ten column volumes of the second-dimension
column are shown, as indicated by the legend, in light, medium, and dark gray,
respectively. The bar that does not appear in the single second-dimension column
position (corresponding to an additional time of ten column volumes) is because the
gradient time becomes too short for elution in the allotted fractional survey time.
peak capacity generated tends toward a limit, increasing only slightly when excessive
gradient times are reached.

7.4

Practical applications of on-line two-dimensional
liquid chromatography

The use of multiple parallel columns in the second dimension of a two-dimensional online chromatographic separation scheme appears very attractive from a fundamental
viewpoint. It raises significant practical problems, however. The chromatographic
characteristics of the different parallel columns should be identical in order to allow
the merging of all second-dimension chromatograms into one 2D-chromatogram. This
requires that the retention times and efficiencies of the sample components in the
chromatograms generated by the different parallel columns be nearly identical, which
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means that the different columns should have the same porosities, the same hold-up
times, the same retention factors for all these compounds and the same degree of
radial heterogeneity of their beds. A reasonable set of specifications necessary to
declare columns “matched” or “identical” would be necessary.
Systematic investigations [154–159] on the reproducibility of the performance
of columns of different brands have shown that, although quite demanding, tight
specifications could be met with commercially available columns.

It should be

emphasized that the fluctuations of the column characteristics are essentially due
to fluctuations in the inner diameter of the column tube and in the packing density of
the column bed [160]. Whenever possible, columns packed in successive sections
of the same tube should be selected, where the deviation in efficiency and total
mass packed between columns is small [161]. So far, column manufacturers have
striven to develop procedures to pack reproducible columns, the goal being to
permit the replacement of worn-out columns by new ones without requiring that
the analysts have to significantly modify the parameters under which previously
developed analytical methods are run. Except for strongly basic compounds, relative
standard deviations of the column retention factors and efficiencies of the order of
0.5 and 1%, respectively, were reported for half-a-dozen columns of the same batch,
with reproducibilities of the relative retention of the order of 0.1% [155–159]. Since
the main manufacturers of columns produce them in huge numbers, it seems that
it would be easy for them to offer, for a reasonable premium, sets of two or three
columns having the same retention factors and efficiencies for a group of specified
compounds, within 0.1% or even less.
If the characteristics of the different columns used are close but slightly different,
software corrections could be used to eliminate their consequences. Furthermore, if
the discrepancies between columns are well-known, methods developed on a particular
column could be extrapolated to another. This means that, columns of different
lengths, diameters, or even particle sizes (but identical stationary phase) could be used
in parallel to achieve the same separation (assuming the retention mechanisms and
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selectivities are the same for each column). The data from each fraction could then be
plotted as a population distribution across retention factors for easy interpretation.
A second major practical problem will be the design and construction of a manifold
tubing allowing the smooth operation of successively shifting the eluate of the firstdimension column to the inlet of the m different parallel second-dimension columns.
The extra-column volumes of such a system should be kept small and the same for
all the columns involved. The assembly of the 2DLC chromatograph includes the
need for synchronized pumps, detector(s), and a proper selection of switching valves
for such a system. Each parallel column requires its own gradient pump, unless an
isocratic method was developed where one or only a few pumps would be needed.
Likewise, each parallel column must employ its own detector. Just as well, a series
of switching valves would be needed to collect and inject fractions onto each parallel
column. The vast amount of equipment necessary to operate five or more columns
in parallel seems impractical. However, this is somewhat inconsequential as little is
gained when using more than two or three columns in parallel.

7.5

Some speculation about three dimensional liquid chromatography

Using multiple, parallel columns would practically be the best choice for three
dimensional liquid chromatography (3DLC) and the only choice to carry out on-line
3DLC or achieve higher dimensionality separations than those currently achieved with
this method. However, there are great challenges to creating such a system which
include, but are not limited to, gathering and assembling the proper equipment,
selecting and joining three or more orthogonal retention mechanisms, and analyzing
a sufficiently large number of fractions. If the general rule represented by Eqn. (7.1) is
followed, not only would hundreds or even thousands of fractions need to be analyzed;
this task would need to be achieved in vanishingly short fractional survey times [162].
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To lengthen such short fractional survey times and gradient times, multiple parallel
columns could be used to create manageable separations for each fraction. If the rule
is not followed, ultra-high peak capacities will be extremely difficult to reach as peak
capacity would be lost via back-mixing at the interface between each dimension. It
would be quite devastating to lose 25 to 50% of the peak capacity from the first two
dimensions due to the use of non-orthogonal separation mechanisms. Therefore, we
suggest that, with current technology, on-line 3DLC cannot be developed to achieve
the 500,000 plus peak capacity necessary to separate complex mixtures of peptide
digests, but possibly reach a 50,000 peak capacity in just a few hours, which would
be most useful for the analysis of metabolites. Unfortunately, the realization of such
a separation will likely remain impractical until several retention mechanisms truly
orthogonal to reversed phase liquid chromatography with similar performance and
reliability are developed. Ultimately, if these factors are considered and adequate
planning is made, multidimensional, multicolumn approach to chromatography might
become commonplace as the technique of choice for complex separations.
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Chapter 8
Application of 2DLC to the
separation of water-soluble
metabolites
Off-line two-dimensional liquid chromatography with tandem mass spectrometry
detection (2DLC-MS/MS) was used to separate a set of water soluble metabolomic
species.

Water-soluble metabolites were extracted from Escherichia coli and

Saccharomyces cerevisae cultures and immediately analyzed using strong cation
exchange (SCX)-hydrophilic interaction chromatography (HILIC). A single set of
chromatographic conditions for both ionization modes was used and a total of 141
extracted metabolite species were detected, with an overall peak capacity of ca. 2500.

8.1

Metabolite detection background

Typically, metabolite extracts have been analyzed with a single chromatographic
dimension [163–170]. Chromatography paired with mass spectrometry (MS) has
become a valuable technique for metabolomics to detect analytes with high sensitivity
over a large dynamic range. Techniques that utilize liquid chromatography have
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not shown the ability to measure as large a set of compounds to date, but are
very well suited to measure compounds whose structures are more diverse, including
highly polar analytes such as the nucleotide triphosphates [171–178]. Current LCMS metabolomic techniques fall into two broad categories: targeted and untargeted
experiments. Using a targeted approach, a complimentary analysis to the targeted
techniques developed by Rabinowitz and co-workers was developed [163]. These
LC-MS/MS methods utilize a triple quadrupole MS for metabolite quantitation and
measure at least one metabolite from each core pathway [179]. However, their current
chromatographic methods utilize an aminopropylsilyl column, operated in HILIC
mode, and a octadecyl (C18) reversed phase column, containing an embedded polar
group, for the separation of metabolites to be detected in positive- and negativeion mode, respectively [180]. The negative-ion mode separation relies on the use of
tributylamine as an ion-pairing reagent, thus requiring that positive- and negativeionization mode experiments be run on separate instruments or with separate tubing
to avoid complications from incompatible ion-pairing reagents. This directly suggests
an opportunity for improvement of these separations by developing a comprehensive
method employing both ionization modes under a single set of chromatographic
conditions, which will be the focus of this set of experiments.
Metabolite mixtures are well-suited for multidimensional chromatography as the
range of components varies widely with respect to polarity and chemical makeup
[35, 177, 181, 182]. The overwhelming obstacle for creating an off-line 2DLC-MS/MS
method in our approach is the consolidation of the resolving powers of both the
liquid chromatography and mass spectrometry dimensions. Analysts can rely heavily
on the resolving power of a mass spectrometer, which provides excellent results in
most cases, but care must be taken to reduce co-elution of easily ionized metabolites.
Selective reaction monitoring (SRM) detection was used based on fragmentation
transitions from standards in Bajad et al. [163]. SRM detection is ideal for directed
metabolite detection due to the specificity and lower limit of detection. Different
from the 2DLC methods mentioned earlier, the experimental design can be described
133

as a “work horse” approach.

This is when a first-dimension is short and few

fractions were collected, relying on the second-dimension and detector for much of
the separation power. This conscious decision was made with respect to desiring
a high-throughput method necessary for processing a large number of metobolomic
samples and the relative instability of several metabolites. Furthermore, the detection
method provides additional dimensionality to the separations. This means that some
chromatographic performance can be sacrificed, to reduce the overall analysis time,
and a large amount of analytical data can still be acquired.

8.2
8.2.1

Experimental
Microbial growth and extraction

Wild type Escherichia coli strain BW25113 (Coli Genetic Stock Center, Yale
University) cultures were grown overnight in minimal media to mid to late exponential
phase (OD600 of 0.915). Saccharomyces cerevisae (Carolina Biological, Burlington,
NC, USA) was grown in Yeast Mold Broth overnight to an OD600 of 0.373. Metabolites
were extracted from 50 mL of E. coli and S. cerevisae cells similar to the method
described in Bajad et al. [163] and Lu et al. [179].
For the E. coli, the growth media was removed by centrifugation and for the
S. cerevisae, the media was removed via filter. Both microbials were deposited
onto separate, nylon filters and extraction was performed by rinsing the filters with
extraction solvent. Metabolites were extracted from each for 15 min with 1300 µL
of a cold (ca. −80◦ C) 2:2:1 ACN:MeOH:H2 O with 0.1 M formic acid solution. After
extraction, cell debris was removed by centrifugation. 840 µL of the supernatant
was mixed with 72 µL of 15% bicarbonate (to neutralize the solution), 5 µL of 4.25
mM Tris and 5 µL of 1.7 mM benzoic acid (here benzoic acid and Tris are added as
internal standards). The extracts were stored at −80 ◦ C until use.
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8.2.2

Instrumentation and data handling

Experiments were performed on a Thermo Finnigan (San Jose, CA, USA) Surveyor
liquid chromatograph connected to a TSQ Quantum Discovery Max (Thermo
Finnigan) triple quadrupole mass spectrometer with electrospray ionization (ESI).
The ESI source spray voltage was set to 4500 V, and detection in both positive and
negative mode. Argon was used as the collision gas, set at 1.5 mTorr. Data was
collected in the selective reaction monitoring (SRM) mode where parent ions are
selected by the first quadrupole, fragmented by collision induced dissociation (CID)
in the second and the product ions are detected in the final quadrupole. Each SRM
was scanned for 0.015 s over a range of 1 m/z unit.
In the first-dimension, a 100 µL volume of the sample mixture was injected onto a
150×4.6 mm Luna SCX (Phenomenex, Torrence, CA, USA), strong cation exchanger
column.

The mobile phases for the cation exchange gradient separation were

(mobile phase A) 75:25 H2 O:ACN and (mobile phase B) 75:25 400mM NH4 FA:ACN.
The volatile buffer, 400mM NH4 FA was prepared by titrating 400mM ammonium
hydroxide to pH 3.25 with formic acid. For the cation exchange gradient, mobile
phase B was increased linearly from 2 − 35% in five minutes and held at 35% until
all components were eluted. The fractions from the first-dimension were collected
using a Gilson F203 fraction collector (Gilson, Middleton, WI, USA), retrofitted with
F203b internal hardware. Eighteen equal volume fractions were collected from 2.5 to
8.5 minutes across the first-dimension. Fractions were collected in 300µL vials and
loaded into the autosampler quickly, where they were chilled to 4 ◦ C until injection.
For the second-dimension, 50 µL injections were made onto a 150 × 3.0 mm
Luna HILIC (Phenomenex) porous, silica diol column. The HILIC separation used
a gradient of (mobile phase A) 95:5 ACN:100 mM ammmonium formate, pH 3.2,
and (mobile phase B) 50:50 ACN:10 mM ammonium formate, pH 3.2. This mobile
phase system was chosen to provide a constant 5 mM concentration of ammonium
formate throughout the second-dimension separation. The second-dimension gradient
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consisted of two linear increases of mobile phase B. The gradient was initially increased
from 15 − 35% mobile phase B in the first two minutes, followed by an increase from
35 − 100% mobile phase B from 2 − 9 minutes. Mobile phase B was held at 100% for
one minute then returned to the initial conditions for re-equilibration of the column.

8.3

Design and results

Initially, the experiment was designed as a HILIC separation followed by a reverse
phase dimension.

These dimensions are quite orthogonal, which is critical to a

two-dimensional separation [39]. The choice for a HILIC-RP separation, however,
proved to be an unsuccessful choice when the second-dimension chromatograms were
reviewed. Even though a reverse phase column with an embedded polar group was
used, the polar nature of the compounds used here resulted in mostly unresolved
peaks. The poor resolution could also be attributed to the transfer of fractions
with a high organic solvent content from the first-dimension. We decided to use
an unconventional, yet necessary route to not only pair strong cation exchange and
HILIC, but to use volatile buffers in both dimensions so that de-salting was not
necessary before detection by mass spectrometry.
In designing the experiment, a sub-set of metabolite standards was used as a
test solution to ensure the elution of all metabolites of interest in a reasonable time
frame. A second-dimension that is the “work horse” for the overall separation was
made from the lack of first-dimension effluent splitting and relatively low number
of fractions taken, thus, requiring that the first-dimension only separate components
of the mixture into manageable groups to be analyzed in the second-dimension. A
“work horse” type multidimensional separation is ideal for simple and quick method
development, especially in the case where a very sensitive, multiplex detector is used.
In Figures 8.1 and 8.2 the approximate locations of metabolites in a two-dimensional
space, based on their relative maximum concentrations are shown. Many of the
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metabolites detected are found in multiple fractions, but such a plot demonstrates
nearly complete orthogonality between the two separation dimensions.
In total, 141 metabolite species were detected (92 and 95 for E. coli and S.
cerevisae respectively with 46 metabolites in common), the list of which are in
the captions of Figures 8.1 and 8.2. These metabolites represent a wide range of
metabolite classes from amino acids to sugars and vitamins. The orthogonality
demonstrated is near the best case scenario for a two-dimensional separation, where
the analytes are spread over nearly the entire separational space. Additionally, the
quantity of metabolites detected is considerable based on the extraction method,
which preferentially extracts highly polar metabolites. Further considering that the
micro-organisms in this study were grown on minimal media, this result is promising.
In general, microbials grown in well-fed environments should be able to allocate their
energy differently, resulting a higher quantity of metabolites. The methods used here
were also designed such that positive and negative mode detection would be possible
utilizing a single set of chromatographic conditions. Typical analysis of metabolites
from a bacteria extract requires ca. 2 hours for positive and negative mode detection
using different columns and conditions for both cases. In this study, the seconddimension separation takes about fifteen minutes per fraction for a total analysis
time of 4.5 hours. The 4.5 hours cycle is performed for one ionization mode, then
repeated for another. Although our approach still requires two separate columns
and conditions, detection is only required in a single dimension. In the case where
an analyst is interested in a subset or class of metabolites, this method could be
ideal. The first-dimension here could be used to fractionate particular metabolites
into groups and only targeted groups would require collection and analysis using
the second-dimension. If a heart-cutting method (selectively collecting particular
fractions) was used, the total analysis time could be significantly reduced. Such a
procedure could be highly productive for metabolic flux studies [183, 184].
Methods used from others have produced acceptable results, but at some
consequences. Two methods in particular were used, one utilized an aminopropyl
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Figure 8.1: Spotting arrangement of E. coli metabolites detected in both positive and
negative ionization modes. 01-glutamine; 02-lysine; 03-ornithine; 04-aspartate; 05betaine; 06-betaine aldehyde; 07-o-acetyl-L-serine; 08-urea; 09-proline; 10-thymine;
11-isoleucine; 12-octanyl-homoserine; 13-acetyl CoA; 14-CoA; 15-cyclic-di-GMP; 16dephospho CoA; 17-FAD; 18-glutathione; 19-glycerophosphocholine; 20-proponyl
CoA; 21-succinyl CoA; 22-TMP; 23-UMP; 24-1-methylhistidine; 25-acetylcarnitine;
26-acetyllysine; 27-arginine; 28-N-carbamyl-aspartate; 29-carnitine; 30-choline;
31-dimethylglycine; 32-histidine; 33-imidazole; 34-imidazole acetic acid; 35-1methyladenosine; 36-GMP; 37-NADP; 38-creatine; 39-indole; 40-epinephrine; 41N-acetyl-L-lysine; 42-N-acetyl-glutamine; 43-N-acetyl-glutamate; 44-nicotinamide;
45-pyridoxamine; 46-ADP; 47-AMP; 48-ATP-gamma-S; 49-Biotin; 50-CMP; 51dAMP; 52-IMP; 53-NAD; 54-serine; 55-dCMP; 56-oxidized glutathione; 57glucosamine-6-phosphate; 58-2,3-dihydroxybenzoic acid; 59-myo-inositol; 60-orotic
acid; 61-UDPAG; 62-UDPG; 63-aconitate; 64-isoketovalerate; 65-maleic acid; 66fumarate; 67-malate; 68-phenylpyruvate; 69-phosphoenolpyruvate; 70-dephospho
CoAII; 71-kynurenic acid; 72-4-hydroxybenzoic acid; 73-lactate; 74-citrate; 75-Dglyceraldehyde-3-phosphate; 76-DHAP; 77-glycerol-phosphate; 78-glucono-lactone;
79-isocitrate; 80-pantothenic acid; 81-glyceric acid; 82-oxaloacetate; 83-cAMP; 84pyridine-dicarboxylate; 85-glucose-1-phosphate; 86-succinyl/methylmalonyl CoA; 87xanthine; 88- nicotinate; 89-inosine; 90-hypoxanthine; 91-fructose-bis-phosphate; 92gluconate.
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Figure 8.2: Spotting arrangement of S. cerevisae metabolites detected in both positive
and negative ionization modes. 01-glutamine; 02-4,5-dihydroxy-2,3-pentanedione;
03-ornithine; 04-aspartate; 05-betaine; 06-betaine aldehyde; 07-2-oxoglutatrate;
08-4-hydroxybenzoate; 09-proline; 10-adenosine; 11-iso-leucine; 12-allantoate; 135’-methylthioadenosine; 14-asparagine; 15-acetyl-CoA; 16-adenine; 17-alanine;
18-glutathione; 19-cytidine; 20-carbamoyl aspartate; 21-cytosine; 22-D-hexosephosphate; 23-dihexose; 24-citrulline; 25-acetylcarnitine; 26-acetyllysine; 27-Dglyceraldehyde-3-phosphate; 28-folate; 29-carnitine; 30-choline; 31-dimethylglycine;
32-DL-pipecoline; 33-glucosamine; 34-erythrose-4-phosphate 35-flavone; 36-GMP;
37-glucose-6-phosphate; 38-fructose-6-phosphate 39-GABA; 40-epinephrine; 41-Nacetyl-L- lysine; 42-N-acetyl-glutamine; 43-N-acetyl-glutamate; 44-nicotinamide
45-pyridoxine; 46-glutamate; 47-AMP; 48-guanosine; 49-biotin; 50-methionine;
51-phenylalanine; 52-IMP; 53-phenylpropiolate; 54-serine; 55-riboflavin; 56oxidized glutathione; 57-methylcysteine; 58-methylmalonate; 59-myo-inositol; 60-Nacetylglucosamine-1-phosphate; 61-UDPAG; 62-UDPG; 63-aconitate; 64-NAD; 65N-carbamoyl-L-aspartate; 66-nicotinamide ribotide; 67-malate; 68-phenylpyruvate;
69-sedoheptulose-7-phosphate; 70-succinate; 71-trehalose-6-phosphate; 72-typtophan;
73-lactate; 74-citrate; 75-tyrosine; 76-DHAP; 77-glycerol-3-phosphate; 78-pyruvate;
79-isocitrate; 80-pantothenate; 81-S-adenosyl-L-homocystein; 82-oxaloacetate; 83cAMP; 84-S-ribosyl-homocystein; 85-glucose-1-phosphate; 86-threonine; 87-xanthine;
88-nicotinate; 89-inosine; 90-hypoxanthine; 91-fructose-1,6-bis phosphate; 92gluconate; 93-valine; 94-UTP; 95-xanthosine.
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column at a high pH and another used a reverse phase column and an ion pairing
reagent, tributylamine.

The aminopropyl columns were degraded quickly and

tributylamine proved extremely difficult to remove from the HPLC system. The
two-dimensional method described here could result in a higher throughput of
samples with a dedicated LC-MS system (for the second-dimension) because the
first-dimension could be operated off-line with only a gradient pump, an injector,
and a fraction collector. Figures 8.3 and 8.4 show detection of positive and negative
mode metabolites collected under the same separation conditions. These are typical
chromatograms of fractions where compounds may still co-elute, but the number
of co-eluting compounds is significantly reduced such that mass spectrometry can
deconvolute the spectra.

The peaks shown illustrate a wide range of absolute

and local metabolite concentrations. Assessing the chromatographic separation, we
have calculated the two-dimensional peak capacity to be ca. 2500 (neglecting the
undersampling and dimension orthogonality) if we conservatively assume the peak
capacity of the mass spectrometer to be five, although the mass spectrometer can
easily handle many more compounds. This number could realistically be increased to
fifty because of the fast nature of detection.

8.4

Improving results

The most significant drawback in using multidimensional approaches to detect
metabolites of relatively low concentrations in the sample is dilution. This issue is not
without some remedies that can be implemented. First, a larger sample mass can be
injected into the first-dimension column. Injection of a larger initial sample into the
first-dimension should be allowable in most cases without significant problems, as long
as this column is not highly overloaded. However, injecting a higher volume into the
second-dimension when using a 3.0 mm i.d. column could be detrimental to the second
separation. As discussed earlier, care must be taken to ensure the effect of sample
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(a) Second-dimension chromatogram of fraction 9, postive mode.

(b) Second-dimension chromatogram of fraction 17, postive mode.

Figure 8.3: second-dimension chromatograms of fractions 9 and 17, recorded
in positive ionization mode (a: 25-acetylcarnitine; 29-carnitine; 30-choline;
31dimethylglycine; 33-imidazole; 38-creatine; b: 42-N-acetyl-glutamate; 54-serine;
56-oxidized glutathione).
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(a) second-dimension chromatogram of fraction 10, negative mode.

(b) second-dimension chromatogram of fraction 16, negative mode.

Figure 8.4: second-dimension chromatograms of fractions 10 and 16, recorded in
negative ionization mode (a: 59-myo-inositol; 74-citrate; 80-pantothenic acid; 82oxaloacetate; 83-cAMP; 86- succinyl/methylmalonyl CoA; b: 85-glucose-1-phosphate;
88-nicotinate; 90-hypoxanthine).
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diluent-induced peak profile distortion via injecting one mobile phase, which behaves
as a strong eluent additive in the subsequent mobile phase, is negligible [27, 67].
Second, the number of fractions taken can be increased. More fractions could be
collected from the first-dimension column. Although the absolute signal for peaks in
the second-dimension would be lower, the dilution factor for each peak would also
be lowered. If the number of fractions taken is reduced, the aggregate time can be
significantly reduced at the cost of a decreased signal.
Thirdly, the diameter of the second-dimension column could be reduced to lower
the elution volume. This is an excellent option, considering that mass spectrometry
is used for detection. Decreasing the column diameter will increase the ionization
efficiency, thereby increasing the detector signal [185,186]. A favorable consequence of
reducing the second-dimension column diameter is that the second-dimension column
can be eluted at a faster flow velocity, insofar as the corresponding inlet pressure
remains acceptable. Since we are working with an acetonitrile-rich second-dimension
mobile phase, the second-dimension fractional survey time (the time required to
analyze a fraction and re-equilibrate the second-dimension) could then be cut roughly
in half. Another consideration is that both the first and second-dimension gradients
could be optimized for particular metabolites of interest or to significantly reduce the
aggregate time.
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Chapter 9
Conclusions and recommendations
As the scientific community continues to evolve and become interested in highly
complex mixtures, multidimensional chromatography will be the main resource to
separate such mixtures in acceptable amounts of time. From the research presented
here, the fundamentals have been examined and demonstrations were given on how to
prepare, optimize and execute multidimensional separations. The two main factors in
multidimensional chromatography are undoubtedly the peak capacity and the price
for which delivering a high peak capacity is paid, time. When an analyst understands
peak capacity and its meaning, the choices for MDLC become much easier. From
choosing the appropriate scheme, on-line, stop-and-go or off-line, to optimizing each
part of the separation to achieve a certain goal, the choices become logical when the
boundary setup conditions are defined.
A detailed expression of how multidimensional liquid chromatography separations
should be optimized was given. The derived equations should help in understanding
and optimizing MDLC methods. Many parameters must be considered simultaneously during optimization and that the separations in the first- and the seconddimensions must be optimized together. The optimization process must be carefully
thought out because the method leaves little room for empirical adjustments.
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Finally, the on-line scheme of 2DLC will probably never permit the achievement of
peak capacities in excess of 10 000; however, this limit still leaves considerable room
to practitioners. Current on-line methods rarely, if ever exceed peak capacities of
1000, which is a considerable difference. Moving onward, the theoretical outlines and
experimental results previously provided should exist as strong base for development.
When MDLC is extended beyond two dimensions, the proposed optimization methods
should be used to minimize the aggregate time used, maximize peak capacity (and
peak capacity production) and achieve lofty separation goals under less taxing
chromatographic conditions. Furthermore, when analysis requires much higher peak
capacities, the utility of stop-and-go and off-line MDLC should make reaching those
goals quite easy. In which case, peak capacities reaching 20 000 to 100 000 will be
realistic in 30 hours or less as column and instrument technology improves.
The work presented here should be taken as a stepping stone towards designing
more intelligent multidimensional separations. Peak capacities much higher than
those presented here (on the order of 15 000) can and should be achieved in reasonable
time limits.

Also, there can be some interesting research dealing with sample

collection frequency and peak identification.

Throughout this work, the sample

collection frequency was kept at a constant interval. However, this merely done for
convenience to the researcher. To determine when or how often to collect samples,
a close study of the first-dimension chromatogram should be made, either by visual
inspection or by the use of peak fitting software. Further studies could be made using
the multiple, parallel column approach described earlier. All of these tasks would be
important to the field of multidimensional chromatography and could be useful for
many research applications.
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[140] P. Česla, T. Hájek, P. Jandera, J. Chromatogr. A 1216.
[141] P. J. Schoenmakers, Optimization of chromatographic selectivity : a guide to
method development, Elsevier, Amsterdam, 1986.
[142] X. Li, D. R. Stoll, P. W. Carr, Anal. Chem. 81 (2009) 845–850.
[143] F. Gritti, G. Guiochon, J. Chromatogr. A 1212 (2008) 35.
[144] L. Snyder, D. Saunders, J. Chromatogr. Sci. 7 (1969) 195.
[145] L. Cole, J. Dorsey, Anal. Chem. 62 (1990) 16.
[146] A. P. Schellinger, D. R. Stoll, P. W. Carr, J. Chromatogr. A 1192 (2008) 41.
[147] A. P. Schellinger, D. R. Stoll, P. W. Carr, J. Chromatogr. A 1192 (2008) 54.
[148] E. W. Weisstein, Lambert W-function, From MathWorld - A Wolfram Web
Resource, http://mathworld.wolfram.com/LambertW-Function.html.
[149] M. Schure, Anal. Chem. 71 (1999) 1645.
[150] B. Karger, M. Martin, G. Guiochon, Anal. Chem. 46 (1974) 1640.
[151] J. Foley, J. Dorsey, Chtomatographia 18 (1984) 503.
[152] F. Pál, E. Pungor, E. Kováts, Anal. Chem. 60 (1988) 2254.
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