On the consistency of Runge--Kutta methods up to order three applied to the optimal control of scalar conservation laws by Hintermüller, Michael & Strogies, Nikolai
Weierstraß-Institut
für Angewandte Analysis und Stochastik
Leibniz-Institut im Forschungsverbund Berlin e. V.
Preprint ISSN 2198-5855
On the consistency of Runge–Kutta methods up to order three
applied to the optimal control of scalar conservation laws
Michael Hintermüller1,2, Nikolai Strogies1
submitted: October 27, 2017
1 Weierstrass Institute
Mohrenstr. 39
10117 Berlin
Germany
E-Mail: michael.hintermueller@wias-berlin.de
nikolai.strogies@wias-berlin.de
2 Humboldt-Universität zu Berlin
Unter den Linden 6
10099 Berlin
Germany
E-Mail: hint@math.hu-berlin.de
No. 2442
Berlin 2017
2010 Mathematics Subject Classification. 49J15, 49J20, 35L65, 65L06, 65M06, 65M12.
Key words and phrases. Optimal control, conservation laws, discretization methods, RK methods, TVD-RK.
This work is supported by the German Research Foundation (DFG) within project B02 of CRC TRR 154.
Edited by
Weierstraß-Institut für Angewandte Analysis und Stochastik (WIAS)
Leibniz-Institut im Forschungsverbund Berlin e. V.
Mohrenstraße 39
10117 Berlin
Germany
Fax: +49 30 20372-303
E-Mail: preprint@wias-berlin.de
World Wide Web: http://www.wias-berlin.de/
On the consistency of Runge–Kutta methods up to order three
applied to the optimal control of scalar conservation laws
Michael Hintermüller, Nikolai Strogies
Abstract
Higher-order Runge-Kutta (RK) time discretization methods for the optimal control of scalar
conservation laws are analyzed and numerically tested. The hyperbolic nature of the state system
introduces specific requirements on discretization schemes such that the discrete adjoint states
associated with the control problem converge as well. Moreover, conditions on the RK-coefficients
are derived that coincide with those characterizing strong stability preserving Runge-Kutta meth-
ods. As a consequence, the optimal order for the adjoint state is limited, e.g., to two even in the
case where the conservation law is discretized by a third-order method. Finally, numerical tests for
controlling Burgers equation validate the theoretical results.
1 Introduction
We investigate discretization techniques for problems of optimal control subject to scalar conservation
laws in one space dimension which, in conservative form, are given as
yt + [f(y)]x = 0 inQ := (0, T ]× R,
y(0, x) = u(x) in R.
(1)
Here, f ∈ C2(R) is a nonlinear convex flux function that is uniformly convex with f ′′ ≥ c > 0. Partial
differential equations like (1) might, even for smooth initial data, develop shocks (see, e.g., [8]) and thus
require the consideration of weak solutions that satisfy additional conditions, guaranteeing uniqueness
of solutions. In case of conservation laws, usually modeling physical processes, the relevant solution is
called entropy solution. It is known, that the map of control to entropy solution, u(·) 7→ y(t, ·), is usually
not differentiable in L1(R) but shift-differentiable in BV (R). This notion of directional differentiability
was introduced and discussed for balance laws, inhomogeneous conservation laws with an additional
source term, in [9, 33] and extended to strictly hyperbolic systems of balance laws in [4, 11].
In this paper, we consider the model problem
minimum
1
2
∫ 1
0
(y(T, x)− yd(x))2dx+R(u) =: J (y, u)
over (y, u) ∈ (L∞(Q) ∩ C([0, T ];L1loc(R)))× L∞(R) (P )
subject to y solves (1) for u,
for a desired state yd ∈ PC1(R), the control entering as initial data for (1) and a suitable convex
cost functionalR(u) with an effective domain domeff(R) embedding compactly into L
1(R) and being
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coercive with respect to ‖u‖L∞(R). In case of scalar conservation laws, theoretical results for optimality
conditions of (P ) have been discussed for example in [33] in case of an unbounded domain and in [30]
for bounded domains with a switching control at the boundary. The main focus of these papers lies on
obtaining a representation of the reduced gradient of
1
2
∫ 1
0
(y(T, x)− yd(x))2dx (2)
with respect to perturbations in the control. If the conservation law satisfies the weakened one-sided
Lipschitz condition (OSL), the reduced gradient is given by the solution to the adjoint equations (5)
below, a linear conservation law with discontinuous coefficients. It is known that such equations, even for
Lipschitz continuous terminal conditions, do not admit unique solutions (see, e.g., [6]) and the relevant
reversible solution is identified utilizing solutions to the sensitivity equation (6) below.
In case of systems of balance laws, theoretical results concerning optimality conditions for a distributed
control have been formulated in [10] for an unbounded domain and in [12] for bounded domains in terms
of generalized tangent vectors, the first order variations of the solution.
The numerical treatment of problems of optimal control subject to scalar conservation laws has been
studied for example in [3]. In case of systems, a first step for function space consistent numerical
methods is considered in [23], where a numerical method for the computation of generalized tangent
vectors for a system of conservation laws has been introduced.
Addressing (P ) numerically is a delicate task since the non uniqueness of solutions to the adjoint equa-
tion requires suitable discretization techniques for both, state and adjoint equation, respectively. In [18]
numerical results for Burgers’ equation have been obtained where the discrete solutions to the adjoint
equation can converge to an incorrect solution if the discretization scheme is not chosen properly. In
[16, 17] the convergence behavior of a discretization of the primal equation based on the Lax-Friedrichs
flux and a mesh dependent artificial viscosity has been studied. The consistency of the discretized
problems with (P ) has been proven in [33] for monotone discretization schemes of (1) satisfying certain
assumptions. Such discretizations can be interpreted as explicit Euler time discretizations of a system
of ordinary differential equations representing a semi discretization of the conservation law. We will in-
vestigate higher order Runge-Kutta time discretization methods applied to this semi discretization and
derive conditions for the coefficients such that the resulting full discretization of (P ) is still consistent.
In the context of optimal control subject to ordinary differential equations, the application of Runge-Kutta
(RK) time discretization schemes has been investigated for example in [5, 21].
The application of RK-schemes to semi-discretizations of conservation laws has been a subject of
investigation for a long time (see, e.g., [20, 25]). Given the discretization of a conservation law that
is total variation diminishing (TVD) for the basic explicit Euler time stepping, these RK methods are
used to construct higher order approximations of the solutions with respect to time while preserving the
overall TVD property of the full discretization scheme.
Notation. Throughout this paper, ∆x denotes the width of the spatial discretization, ∆t the size of
the time step and λ = ∆t/∆x. The terminal time is denoted by T and N = T/∆t represents
the number of time steps. Moreover, we utilize several function spaces and refer to [1, 15] for details.
Besides the standard Lebesgue and Sobolev spaces Lploc and W
k,p(Ω) with corresponding norms,
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we consider the space of piecewise continuously differentiable functions with possible discontinuities
at finitely many points, the space of all bounded functions that can be approximated pointwise almost
everywhere by a sequence of Lipschitz continuous functions {wn} bounded in C(R) ∩W 1,1loc (R) and
the space of bounded functions, PC1(Ω), BLip(R) and B(R) repestively, all equipped with the sup
norm. Finally, SM := C([0, T ];Mloc(R) − w(Mloc(R), Cc(R))) denotes the space of continuous
functions on [0, T ] with values in the local Borel measures on R, M(R), with the weak topology
induced by continuous functions with compact support.
The paper is organized as follows. In section 2 we provide existence results for solutions of the primal
and adjoint equations and for (P ). Moreover, we introduce the semi discretization of (1) and recall
conditions for the consistency of the fully discretized problems with (P ) for time discretizations based
on Euler’s method. In section 3 we analyze RK schemes and the resulting discretizations of (1) and
present conditions for consistency of the resutling discretizations. In section 4 we briefly discuss the
fully discretized problems and convergence order of the time discretization and in section 5 we present
numerical results validating our theory of section 3.
2 Preliminaries
In this section we study appropriate solution concepts for the state equation (1), associated adjoint
equations, and we discuss the use of the adjoint when computing the reduced gradient of J (y, u).
2.1 The state equation and its adjoints
As outlined above, even for smooth initial data solutions to (1) might develop shocks and require to
study weak solutions y ∈ L∞(R+ × R) that satisfy the identity∫
R×R+
yφt + f(y)φxdxdt+
∫
R
u(·)φ(0, ·)dx = 0 for all φ ∈ C∞c (R+ × R).
In general, weak solutions are not unique and the physically relevant solution, referred to as entropy
solution (see, e.g., [27]), is characterized as follows.
Definition 1. Consider η(y) := |y − k| and q(y) := sign(y − k)(f(y)− f(k)). A weak solution of
(1) is an entropy solution if it satisfies∫
R×R+
η(y)φt + q(y)φxdxdt+
∫
R
η(u(·))φ(0, ·)dx ≥ 0
for all φ ∈ C∞c (R× R+), φ ≥ 0, and k ∈ R.
The following result provides the existence of such solutions, provides some properties and goes back
to [33, Proposition 3.4.1].
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Proposition 1. For every u ∈ L∞(R) there exists a unique entropy solution
y ∈ L∞(Q) ∩ C([0, T ];L1loc(R))
that satisfies ‖y(t)‖L∞(R) ≤ ‖u‖L∞(R) for all t ∈ [0, T ],
‖y1(t)− y2(t)‖L1(R) ≤ ‖u10 − u20‖L1(R) for all t ∈ (0, T ]
with yi(t) denoting the solution of (1) for initial data ui0 ∈ L∞(R), i ∈ {1, 2} and, for all controls with
‖u‖L∞(R) ≤Mu, Mu > 0, there exists some C = C(Mu, u, t) > 0 such that
yx(t) ≤ C(Mu, u, t) (3)
holds in the sense of distributions.
Consequently, (1) is well defined which allows us to consider (P ) next. Note here that the y depends
on the control u entering as initial data in the state equation. Let the desired state yd be an element
of PC1(R). If the effective domain of R(·), domeff(R), embeds compactly into L1(R), and R(·) is
coercive with respect to ‖u‖L∞(R), then (P ) admits a solution (see, e.g., [33, Theorem 2.4.2]).
Proposition 1 allows for considering y = y(u), i.e., the entropy solution of (1) depends on the control.
In order to establish a gradient related descent algorithm for solving (P ) iteratively, a gradient repre-
sentation of the reduced objective in (2) is necessary. In fact, let u ∈ PC1(R) and consider fixed
positions of discontinuities in the initial data. Then the reduced objective associated with (P ) is given
by Jˆ (u) := J (y(u), u) and the application of its gradient to a direction δu ∈ PC1(R) is given by
duJ (y(u), u) · δu = (p(0, ·), δu)L2(R) + duR(u) · δu (4)
withL2(R)-scalar product, derivative of the cost term duR(u) and p denoting the solution to the adjoint
equation
pt + f
′(y(t, x))px = 0 inQ,
p(T, x) = pT (x) in R, (5)
with final time data
pT (x) =
∫ 1
0
(y(T, x+) + τ [y(T, x)]− yd(x))dτ.
Here, [y(T, x)] := y(T, x−) − y(T, x+) denotes a possible jump of the entropy solution to (1) at
final time T at x. In general, linear conservation laws with discontinuous coefficients as in (5), even
for continuous end data pT , do not admit unique solutions. While entropy solutions are the physically
relevant ones for the nonlinear state equation (1), the proper concept of solutions for (5) is called
reversible solution and relies on the one-sided Lipschitz continuity condition, i.e., that there exists an
α ∈ L1(0, T ) with
∂xf
′(y)(t, ·) ≤ α(t). (OSL)
Next we recall the definition of reversible solutions from [6] and [33] for regular and more general final
time data pT respectively.
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Definition 2. In case of regular final time data pT ∈ C0,1loc (R), a Lipschitz continuous solution p to (5) is
a reversible solution if and only if there exist Lipschitz continuous solutions p1, p2 to (5) with ∂xp1 ≥ 0
and ∂xp2 ≥ 0 such that p = p1 − p2.
In case of pT ∈ BLip(R), they are defined as broad solutions along the generalized backward charac-
teristics.
Broad solutions are solutions to first-order partial differential equations that are, in case of linear con-
servation laws, constant along the characteristic lines of the problem; see [13] for the corresponding
definitions. In case of nonlinear conservation laws, generalized characteristics have to be considered;
see [33] for a discussion. The following result is proven in [33, Corollary 4.2.11].
Proposition 2. Let f satisfy (OSL). Then, for end data pT ∈ BLip(R) there exists a unique reversible
solution p ∈ B(Q) ∩ C0,1([0, T ];L1loc(R)) ∩ B([0, T ];BVloc(R)) ∩ BVloc(Qcl) of (5) fulfilling the
maximum principle
‖p(t)‖B(I) ≤ ‖pT‖B(J)
with I = [z1, z2] and J = [z1 − ‖f ′(y)‖L∞(T − t), z2 + ‖f ′(y)‖L∞(T − t)] for all z1, z2 ∈ R,
z1 < z2 and t ∈ [0, T ].
In case of entropy solutions to (1), (OSL) of the flux term f is ensured by estimate (3). Moreover, final
time data pT ∈ BLip(R) are, for example, elements of PC1(R).
Reversible solutions are closely related to duality solutions (compare Definition 3 below) that charac-
terize directional derivatives of solutions y to the state equation (1) with respect to perturbations in the
control u as shown in [7, Theorem 3.1]. In particular, for the perturbed position of a shock in the control
u, such sensitivities are measures and defined as weak solutions to
µt + (f
′(y)µ)x = 0 inQ,
µ(0) = δu,
(6)
for δu ∈ Mloc(R) and y denoting the solution to (1), given the control u (see, e.g., [33, Example
3.1.1.]).
Definition 3. Let f ′(y) satisfy (OSL) and consider δu ∈ Mloc(R). Solutions µ ∈ SM to (6) are
called duality solution if for any τ ∈ (0, T ], any pτ ∈ BLip(R) with compact support and any reversible
solution p of
pt + f
′(y(t, x))px = 0 in (0, τ)× R,
p(τ, x) = pτ (x) in R, (7)
we have ∫
R
pτµ(τ, dx) =
∫
R
p(0, x)δu(dx)
Their existence result follows from [33, Theorem 4.3.7].
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Proposition 3. Let f ′(y) satisfy (OSL). Then for any δu ∈ Mloc(R) there exists a unique duality
solution µ ∈ SM to (6).
Moreover, the following relation of reversible and duality solutions has been established in [33, Theorem
4.4.1.]: for every pτ ∈ BLip(R), τ ∈ (0, T ], p is a reversible solution to (7) if it is Borel-measureable
and satisfies for all σ ∈ (0, τ) and all δu ∈M(R) the duality relation∫
R
pτµ(τ, dx) =
∫
R
p(σ, x)δu(dx), (8)
where µ is the duality solution of (6) on (σ, τ)× R for the control δu.
2.2 Discrete schemes
Since state, adjoint and sensitivity equations, respectively, in general do not admit unique solutions,
discretization schemes have to be chosen that approximate the relevant entropy, reversible and duality
solution properly. While convergent schemes for (1) are available in terms of monotone schemes, the
respective discretization of (5) and (6) has to be derived from such schemes along with properties of
reversible and duality solutions.
Monotone schemes operate on cell averages of the solution by accounting for their evolution over time
steps. Thus, given a uniform mesh of width ∆x on R, the discretization of the initial state is obtained
by averaging the function in each interval or cell j of the spatial discretization, i.e.,
u0j := T
j(u) = ∆x−1
∫ xj+1
xj
u(x)dx. (9)
with ∆x := xj+1 − xj for j ∈ N. A semidiscretization of (1) utilizing the method of lines provides a
system of ordinary differential equations (ODE),
y˙j = F (y)j = −∆x−1[f∆(ynj , ynj+1)− f∆(ynj−1, ynj )], y˙(0) = u0. (10)
Here, f∆ : R2 → R represents a suitable numerical flux function that quantifies the flux between the
intervals j+1 and j. It is assumed to be at least Lipschitz continuous and thus guarantees the existence
of a unique, Lipschitz continuous solution to (10). Depending on the regularity of the chosen numerical
flux and the underlying conservation law, the solution of the semidiscrete system of ODE’s might attain
even higher regularity with respect to t. In fact, for Burgers’ equation and the Engquist-Osher flux (see
Section 5), the solution to (10) exists and is twice continuously differentiable with respect to time. Using
an explicit Euler method with time step size ∆t for the time discretization we obtain
yn+1j = y
n
j − λ(f∆(ynj , ynj+1)− f∆(ynj−1, ynj )), (11)
a so-called centered three-point scheme since the average of the state in cell j only depends on the av-
erage in the neighboring cells. In more general schemes, the numerical flux function and consequently
the average of the state in cell j, might depend on cell averages of the state in further cells, increasing
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the number of arguments of f∆. In the discussion below this number, compared to (11), will increase but
we restrict ourselves to even numbers of arguments for the numerical flux function, i.e., f∆ : R2K → R
with K = 1, 2, ... and formally, f∆ depending on (ynj−K+1, ..., y
n
j+K). Thus, the integer K defines the
domain of determinacy in that in the general, fully discrete scheme, yn+1j depends on y
n+1
j−K , ..., y
n+1
j+K ;
cf. (11) for the case of K = 1.
Based on (11), discretization schemes of (5) and (6) can be derived as demonstrated next. Their con-
vergence depends on properties of certain coefficients that are introduced in this process.
Derivatives of entropy solutions to (1) with respect to variations in the initial data are characterized
by duality solutions to (6). Thus, if the numerical flux f∆ is differentiable, a sensitivity scheme can be
established that characterizes derivatives of the discrete approximations ynj defined by (11) with respect
to the discrete initial data u for n = 1, ..., N and j ∈ N. It is given by
µn+1j = µ
n
j − λ[f∆2 (ynj , ynj+1)µnj+1 + (f∆1 (ynj , ynj+1)− f∆2 (ynj−1, ynj ))µnj − f∆1 (ynj−1, ynj )µnj−1]
(12)
along with the initial data µ0j = δuj. Here, f
∆
l (v1, v2) represents the partial derivative of f
∆ with
respect to the l-th argument. This scheme can be written explicitly as
µn+1j =
1∑
k=−1
Dnj,kµ
n
j+k for
Dnj,−1 = λf
∆
1 (y
n
j−1, y
n
j ),
Dnj,0 = 1− λ(f∆1 (ynj , ynj+1)− f∆2 (ynj−1, ynj )),
Dnj,1 = −λf∆2 (ynj , ynj+1).
(13)
Note that if these coefficients are non negative, (11) forms a monotone discretization scheme since
they represent the partial derivatives in, e.g., [32, Definition 5.1]. Similar to the relation of duality and
reversible solutions in the continuous setting, the discretization scheme for the adjoint equation has to
satisfy the discrete analogue of (8), obtained for σ = t, τ = t+∆t and rescaling the sum representing
the integrals, given by ∑
j
pn+1j µ
n+1
j =
∑
j
pnj µ
n
j , (14)
for any solution {µnj } of (12) with bounded support, i.e., µ0j 6= 0 at finitely many j ∈ N only. In case of
tracking type objective functionals for desired states with bounded support, the control is assumed to
have bounded support as well. Multiplying (13) by pn+1j , a summation over j and reordering provides∑
j
pn+1j µ
n+1
j =
∑
j
1∑
k=−1
Dnj−k,kp
n+1
j−kµ
n
j .
A substitution into (14) yields the discretization scheme for the adjoint equation, given by
pnj = p
n+1
j + λ(Dj+1,−1(p
n+1
j+1 − pn+1j )−Dj−1,1(pn+1j − pn+1j−1 )), (15)
a time discretiazation for the system of ordinary differential equations
p˙j = ∆x
−1[f2(yj−1(t), yj(t))(pj+1(t)− pj(t))− f1(yj(t), yj+1(t))(pj(t)− pj−1(t))] (16)
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utilizing an implicit Euler method along with discrete final time condition p(T ) = dy(T )J (y(T ),u). In
case of (P ), the latter is given as p(T )j = ∆x(y(T )j − T j(yd)).
The following set of coefficients allows for quantifying the difference of neighboring values of the solution
to (15) after one time step in the adjoint scheme.
pn+1j+1 − pn+1j =
1∑
k=−1
Cnj,k(p
n
j+k+1 − pnj+k), with
Cnj,−1 = −λf∆2 (ynj−1, ynj ),
Cnj,0 = 1 + λ(f
∆
2 (y
n
j , y
n
j+1)− f∆1 (ynj , ynj+1)),
Cnj,1 = λf
∆
1 (y
n
j+1, y
n
j+2).
(17)
Finally, the existence of reversible and duality solutions depend on (OSL), respectively, to ensure con-
vergence of their corresponding discrete approximations, the schemes have to be consistent with it. A
sufficient condition for (OSL)-consistency that relies on the coefficients
ln+1j := ∆x
−1(ynj+1 − ynj ), ln,+j,K := max(0, lnj−K , . . . , lnj+K). (18)
was studied in [33, Section 6.4.4.] and allows to establish a bound on ∂xf ′(y)(t, ·).
By the coefficients introduced above, we are now able to present the following theorem, collecting re-
sults from [33, Theorem 6.4.10 and Theorem 6.4.15.]. It characterizes the consistency of nonlinear pro-
grams obtained from (P ) by discretizing the state system with suitable schemes like (11) and obtaining
gradient information of the reduced objective by associated adjoint schemes like (15). The formulation
covers centered three-point schemes, i.e., (11) but also holds for larger domains of determinacy (see
discussion below (11)).
Theorem 1 ([33]). For u ∈ PC1(R), which provides y(T, ·) ∈ PC(R), and yd ∈ PC1(R), let the
flux function f ∈ C2(R) satisfy f ′′ ≥ c > 0 and consider K ≥ 1, K ∈ N and My > 0 sufficiently
large. Moreover, let the numerical flux f∆ fulfill the following conditions:
1 f∆ ∈ C1,1loc (R2K) and the numerical flux is consistent, i.e., f∆(y, . . . , y) = f(y);
2 The coefficients Dnj,l defined in (13) are non negative for all y
n
j ∈ [−My,My], j ∈ N;
3 The coefficients Cnj,l defined in (17) are non negative for all y
n
j ∈ [−My,My], j ∈ N;
4 The discrete state ynj is contained in [−My,My] for j ∈ N, n = 1, ..., N and there exist some
ν > 0 such that
ln+1j ≤ ln,+j,K −∆tν(ln,+j,K )2; (19)
5 The partial derivatives f∆yi are non decreasing on [−My,My]2K .
Then the solution to the discrete sensitivity equation (12) converges to the duality solution of (6) in
B([0, T ];Mloc(R)−w(Mloc(R), Cc(R))) and the solution to the discrete adjoint equation (15) con-
verges to the solution of (5) in Lr(Q\⋃kDk) with r ∈ [1,∞) and Dk depending on the shock
positions in the terminal condition for the adjoint equation and the height of the corresponding jumps.
Moreover, p0 → p(0, ·) as ∆x→ 0 at least in Lr(R\(⋃kDk ∩{t = 0})) where p0 is considered to
be piecewise constant on the corresponding intervals of the discretization.
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Convergence of the discrete state ynj to y as ∆x→ 0 follows from the theory for monotone discretiza-
tion schemes for conservation laws which, as discussed above, is ensured by the non-negativity of the
coefficients Dnj,l. The monotonicity also determines the constant My since, for such schemes, time
iterates satisfy the maximum principle (see, e.g., [32, Theorem 13.36]), given as
max
j
{|ynj |} ≤ max
j
{|uj|}, for all n = 1, ..., N.
Consequently, the control introduces bounds to the discrete approximation of the solution, ynj with
n = 1, ..., N and j ∈ N. By the assumed coercivity of R(·), the discrete initial condition has to be
bounded in L∞(R) as ∆x→ 0, allowing to establish a bound onMy. Condition 2 of Theorem 1 poses
explicit conditions on the numerical flux to ensure Dnj,−1 ≥ 0 and Dnj,1 ≥ 0 while Dnj,0 ≥ 0 typically
can be ensured by a restriction on ∆t and thus on λ; compare (13). In case of K = 1, the numerical
flux functions (EO) and (LF) (compare Section 5) are known to satisfy all conditions of Theorem 1 under
certain conditions on ∆t (see [33, Chapter 6]).
After introducing the central convergence result for nonlinear programs obtained from (P ) by applying
suitable discretization techniques, we will now study the impact of higher order Runge-Kutta (RK) time
discretization methods applied to (10). If the solution to the system of ODE’s is sufficiently smooth,
these schemes are more accurate in that the truncation error depends on some power of the chosen
time step ∆t. Thus, the term higher order should not be mistaken with the overall truncation error of
the discretization strategy for (1) that still heavily relies on the discretization method with respect to the
spatial variable. The section closes with introducing RK schemes in the well known form of Butcher
arrays and the Shu-Osher representation.
Definition 4. Consider a uniform time step ∆t. In vector notation, an s stage RK scheme is given by
yn,i = yn + ∆t
s∑
l=1
ailF (y
n,l), i = 1, . . . , s,
yn+1 = yn + ∆t
s∑
i=1
biF (y
n,i).
The coefficients A = (aij) and weights b = (bj) with 1 ≤ i, j ≤ s represent the Butcher array and
characterize the method.
Here we only consider explicit RK-methods, thus restricting the coefficients to aij = 0 for j ≥ i. If the
coefficients in A and b satisfy conditions formulated, e.g., in [21, Table 2], the truncation error of the
approximation of the ODE’s is of higher order.
In numerical methods for conservation laws, a different representation of RK methods is used frequently
(see, e.g., [20, 25]).
Definition 5. The Shu-Osher representation of a s-stage RK method is a convex combination of forward
Euler steps, parametrized by two sets of coefficients {αij} and {βij} for i= 1,..., s and j= 0,..., s−1,
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defined by
y(i) =
i−1∑
l=0
αily
(l) − βilhF (y(l)),
y(0) = yn, yn+1 = y(s)
and satisfying αij ≥ 0,
i−1∑
j=0
αij = 1.
This format allows for studying high-order total variation diminishing (TVD) discretizations with respect
to time for a given spatial disretization that is TVD. The resulting, so called, TVD-RK methods preserve
the TVD-property of the original discretization and have a higher order of accuracy with respect to time
in terms of the truncation error. In fact, they are strong stability preserving (SSP) methods and ensure
C(y(t) + ∆tF (y(t))) ≤ C(y(t)) for all ∆t ≤ cSSP∆tE, (20)
for arbitrary convex functionals C : RN → R including norms and the TV-seminorm, and time steps ∆t
up to a multiple of the time step ∆tE for the original discretization, employing an explicit Euler method.
The scaling factor, cSSP := min
ij
αij
|βij | is called SSP coefficient.
We will derive a close relationship between RK schemes that can be used in the context of Theorem
1 and strong stability preserving RK methods. As a consequence, known restrictions from SSP-RK
methods apply in our case as well. In particular, it is known that explicit SPP methods are restricted to
order p ≤ 4 (see [31]). Moreover, we aim for time stepping methods with order matching the number
of stages to avoid the computational effort of calculating and storing additional stages. There exist no
combination of coefficients in the Butcher tableau of any RK method with number of stages matching
the order such all coefficients in the Shu-Osher representation are non-negative (see [19]) in case of
convergence order p > 3. We will see in the next section, that we are restricted to RK methods that have
a Shu-Osher representation with αij ≥ 0, βij ≥ 0. Consequently, we are restricted to RK-schemes of
order at most 3.
Equation (11) forms a centered three-point scheme and Theorem 1 holds with K = 1. However, in
case of higher order time stepping methods, this holds for every intermediate step. This increases the
domain of determinacy for the full time step which is the number of values in a time slice contributing to
values in the following time slice.
3 Consistency of the Runge-Kutta time stepping
We are now ready to study optimization RK schemes, i.e., we are interested in RK-discretizations of (1)
which yield consistent RK-schemes for the adjoint (5) with high approximation order. Similar to SSP-
methods in the context of strong stability preserving methods, we assume that an explicit Euler time
stepping for (10) with a properly chosen time step size ∆t provides a full discretization of (1) such that
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the conditions of Theorem 1 are satisfied and identify RK schemes that preserve this properties, thus
allowing for an application of the result. Consequently, the basic assumption for the following is given
by
(A) The numerical flux f∆ and ∆t are chosen such that conditions 1. to 5. of Theorem 1 are met by
(11).
Writing f(v1, v2) instead of f∆(v1, v2) in a slight misuse of notation, we introduce F
n,s
j : R3 → R, its
gradient and the vector valued functions F˜ n,sj : R4 → R3 and Fˆ n,sj : R4 → R3 utilized for validating
the assumptions of Theorem 1 in case of a multistage time discretization of (10):
F n,sj := y
n,s
j − λ[f(yn,sj , yn,sj+1)− f(yn,sj−1, yn,sj )],
∇F n,sj := [−λf2(yn,sj , yn,sj+1), 1− λ(f1(yn,sj , yn,sj+1)− f2(yn,sj−1, yn,sj )), λf1(yn,sj−1, yn,sj )],
F˜ n,sj := [λf1(y
n,s
j , y
n,s
j+1), 1− λ(f1(yn,sj , yn,sj+1)− f2(yn,sj−1, yn,sj )),−λf2(yn,sj−1, yn,sj )],
Fˆ n,sj := [λf1(y
n,s
j+1, y
n,s
j+2), 1− λ(f1(yn,sj , yn,sj+1)− f2(yn,sj , yn,sj+1)),−λf2(yn,sj−1, yn,sj )].
Here, n = 0, ..., N − 1, s and j ∈ N denote time step, stage of the RK method and cell number
respectively. By this notation, the general RK-scheme with three stages (RK3-scheme) can be rewritten
as follows:
yn,1j = y
n
j ,
yn,2j = c20y
n
j + c21F
n,1
j ,
yn,3j = c30y
n
j + c31F
n,1
j + c32F
n,2
j ,
yn+1j = c40y
n
j + c41F
n,1
j + c42F
n,2
j + c43F
n,3
j . (21)
This forms a particular Shu-Osher representation (see Definition 5) of the general Runge-Kutta method
in that we assume αij = βij , fixing cSSP = 1. In particular we find the structure of the original Euler
time step preserved in that F n,ij , i = 1, ..., 3 coincides with (11) evaluated at the intermediate steps
of the RK scheme and ∇F n,ij and Fˆ n,ij represent the coefficients from (13) and (17), evaluated at the
intermediate steps i of the RK method for i = 1, ..., 3. The coefficients in (21) are given next.
Definition 6. Given a time discretization of (10) by a RK3-method, the coefficients in (21) are defined
by
c21 = a21, c43 = b3,
c20 = 1− a21, c42 = b2 − b3a32,
c32 = a32, c41 = b1 − b3a31 − (b2 − b3a32)a21,
c31 = a31 − a32a21, c40 = 1−
∑3
j=1 c4,j.
c30 = 1−
∑2
j=1 c3,j,
General RK-schemes with two stages (RK2-scheme) can be interpreted as RK3-schemes with a3,1 =
a3,2 = b3 = 0 in the corresponding Butcher array. In this case, representation (21) follows by sub-
stituting these values into the coefficients of Definition 6. The differentiability of the numerical flux
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(according to Condition 1 of Theorem 1) allows to obtain the following sensitivity scheme, where
µ¯n,sj := [µ
n,s
j+1, µ
n,s
j , µ
n,s
j−1]:
µn,1j = µ
n
j ,
µn,2j = c20µ
n
j + c21∇F n,1j · µ¯n,1j ,
µn,3j = c30µ
n
j + c31∇F n,1j · µ¯n,1j + c32∇F n,2j · µ¯n,2j ,
µn+1j = c40µ
n
j + c41∇F n,1j · µ¯n,1j + c42∇F n,2j · µ¯n,2j + c43∇F n,3j · µ¯n,3j . (22)
Assuming bj 6= 0 for j = 1, . . . , s and given an RK-method with coefficients from the corresponding
Butcher-tableau (see Definition 4), the adjoint scheme is will be derived by substituting the intermediate
stages into the equation defining µn+1j and employing the discrete duality condition (14) followed by
collecting suitable terms in the result. To keep notation short, we restrict ourselves to a RK2-scheme.
For more stages, the adjoint scheme is obtained analogously. Any time step is, with yn,1j = y
n
j and
µn,1j = µ
n
j , given as follows:
µn,2j = µ
n
j − a21λ(f2(ynj , ynj+1)µnj+1 + (f1(ynj , ynj+1)− f2(ynj−1, ynj ))µnj − f1(ynj−1, ynj )µnj−1),
(23)
µn+1j = µ
n
j − b1λ(f2(ynj , ynj+1)µnj+1 + (f1(ynj , ynj+1)− f2(ynj−1, ynj ))µnj − f1(ynj−1, ynj )µnj−1)
(24)
− b2λ(f2(yn,2j , yn,2j+1)µn,2j+1 + (f1(yn,2j , yn,2j+1)−f2(yn,2j−1, yn,2j ))µn,2j −f1(yn,2j−1, yn,2j )µn,2j−1).
Multiplying (24) by pn+1j , summing over j and utilizing the bounded support of {µni }, we can reorder
the sum and obtain
∑
j∈N
µn+1j p
n+1
j
=
∑
j∈N
µnj (−b1λf2(ynj−1, ynj )pn+1j−1 + (1− b1λ(f1(ynj , ynj+1)− f2(ynj−1, ynj )))pn+1j
+ b1λf1(y
n
j , y
n
j+1)p
n+1
j+1 )
+ b2
∑
j∈N
µn,2j (−λf2(yn,2j−1, yn,2j )pn+1j−1 − λ(f1(yn,2j , yn,2j+1)− f2(yn,2j−1, yn,2j ))pn+1j
+ λf1(y
n,2
j , y
n,2
j+1)p
n+1
j+1 ).
Substituting (23) in this expression and further reordering of the sum provides, just as in the case of
a single Euler step, an expression for
∑
j∈N
µn+1j p
n+1
j that depends on µ
n
i and p
n+1
i only, providing a
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formula for pnj . Collecting suitable terms, we get
pn+1,1j = p
n+1
j ,
pn+1,2j = p
n+1
j − λa†12(λf2(yn,2j−1, yn,2j )pn+1j−1
+ λ(f1(y
n,2
j , y
n,2
j+1)− f2(yn,2j−1, yn,2j ))pn+1j − λf1(yn,2j , yn,2j+1)pn+1j+1 ),
pnj = p
n+1
j
− λb2(f2(yn,2j−1, yn,2j )pn+1,1j−1
+ (f1(y
n,2
j , y
n,2
j+1)− f2(yn,2j−1, yn,2j ))pn+1,1j − f1(yn,2j , yn,2j+1)pn+1,1j+1 )
− λb1(f2(yn,1j−1, yn,1j )pn+1,2j−1
+ (f1(y
n,1
j , y
n,1
j+1)− f2(yn,1j−1, yn,1j ))pn+1,2j − f1(yn,1j , yn,1j+1)pn+1,2j+1 ).
Applying this technique to a general RK3-scheme provides the following update rule for the time step
n+ 1→ n of the adjoint equation:
pn+1,1j = p
n+1
j ,
pn+1,2j = p
n+1
j
− λa†12(f2(yn,3j−1, yn,3j )pn+1,1j−1
+ (f1(y
n,3
j , y
n,3
j+1)− f2(yn,3j−1, yn,3j ))pn+1,1j − f1(yn,3j , yn,3j+1)pn+1,1j+1 ),
pn+1,3j = p
n+1
j
− λa†13(f2(yn,3j−1, yn,3j )pn+1,1j−1
+ (f1(y
n,3
j , y
n,3
j+1)− f2(yn,3j−1, yn,3j ))pn+1,1j − f1(yn,3j , yn,3j+1)pn+1,1j+1 )
− λa†23(f2(yn,2j−1, yn,2j )pn+1,2j−1
+ (f1(y
n,2
j , y
n,2
j+1)− f2(yn,2j−1, yn,2j ))pn+1,2j − f1(yn,2j , yn,2j+1)pn+1,2j+1 ),
pnj = p
n+1
j (25)
− λb3(f2(yn,3j−1, yn,3j )pn+1,1j−1
+ (f1(y
n,3
j , y
n,3
j+1)− f2(yn,3j−1, yn,3j ))pn+1,1j − f1(yn,3j , yn,3j+1)pn+1,1j+1 )
− λb2(f2(yn,2j−1, yn,2j )pn+1,2j−1
+ (f1(y
n,2
j , y
n,2
j+1)− f2(yn,2j−1, yn,2j ))pn+1,2j − f1(yn,2j , yn,2j+1)pn+1,2j+1 )
− λb1(f2(yn,1j−1, yn,1j )pn+1,3j−1
+ (f1(y
n,1
j , y
n,1
j+1)− f2(yn,1j−1, yn,1j ))pn+1,3j − f1(yn,1j , yn,1j+1)pn+1,3j+1 ).
Formally, this corresponds to an implicit multistage method with the following tableau of coefficients:
A†RK2
b†RK2
=
0 b2a21
b1
0 0
b2 b1
,
A†RK3
b†RK3
=
0 b3a32
b2
b3a31
b1
0 0 b2a21
b1
0 0 0
b3 b2 b1
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We observe that the adjoint RK schemes correspond to the methods established in [21] in case of
optimal control of ordinary differential equations. Similar to (21), the adjoint scheme can be rewritten in
a form that preserves the structure of the single-step adjoint scheme with coefficients c˜l,k.
Proposition 4. Let (A) be satisfied. For s ∈ {2, 3} consider an s-stage RK-scheme for the time
discretization of (10). Moreover, let bj 6= 0 hold for j = 1, ..., s and the coefficients from the Butcher
tableau of the time stepping scheme satisfy the conditions of Table 1. Then we have Dnj,l ≥ 0 for
1 ≤ n ≤ N , j ∈ N, −s ≤ l ≤ s and s ∈ {2, 3}.
Stages Conditions
2 a21 ≥ 0, 1− a21 ≥ 0, b2 ≥ 0, b1 − b2a21 ≥ 0
3 a32 ≥ 0, a31 − a32a21 ≥ 0, 1− a31 − a32(1− a21) ≥ 0, b3 ≥ 0, b2 − b3a32 ≥ 0,
b3a32 + b3a31 + b2a21 − b3a32a21 ≥ 0, b1 − b2a21 − b3(a31 − a32a21) ≥ 0
Table 1: Order Conditions for RK-Scheme
Proof. The proof establishes conditions in case of RK3 schemes only, but RK2 schemes are treated
analogously. Any intermediate stage i = 1, 2, 3 and the full time step, µn+1j , µ
n,3
j , µ
n,2
j , µ
n,1
j = µ
n
j , will
be expressed in the form
µn,ij =
1∑
l=−1
D˙n,ij,l µ
n,1
j+l + D˜
n,i
j,l µ
n,2
j+l + Dˆ
n,i
j,l µ
n,3
j+l (26)
for coefficients D˙n,ij,l , D˜
n,i
j,l , Dˆ
n,i
j,l ∈ R to be determined. For unifying the representation, we utilize the
superscript (n, 4) for µn+1j and since we consider explicit schemes, it holds that
D˙n,kj,l ≡ D˜n,kj,l ≡ Dˆn,kj,l ≡ 0
for k ≥ i.
The proof consists of two parts. Recall that assumption (A) ensures positivity of the coefficients Dnj,l in
(13) only if ynj ∈ [−My,My] holds for all j ∈ N. Thus, these coefficients, evaluated at intermediate
steps of the RK method, are not necessarily non-negative. Consequently, we first assume Dnj,l ≥ 0 for
ynj ∈ R for all j ∈ N and derive conditions on the coefficients in the Butcher array of the RK-scheme
ensuring positivity of the corresponding coefficients in case of a multistage method. In a second step,
we discuss the restriction ynj ∈ [−My,My] required in Theorem 1.
As outlined above, (22) and the intermediate steps preserve the original single-step structure which, by
assumption (A), ensures positivity of each component in∇F n,ij , i = 1, ..., s. By the assumption on the
numerical flux and ∆t and considering (22) rewritten in the form of (26) we obtain
D˙n,4j,l = c40[0, 1, 0] + c41∇F n,1j , D˜n,4j,l = c42∇F n,2j , Dˆn,4j,l = c43∇F n,3j .
Non-negativity of these coefficients follows for c4,k ≥ 0, k = 0, . . . , 3. Similarly, D˙n,3j,l ≥ 0, D˜n,3j,l ≥ 0
if c3,k ≥ 0, k = 0, . . . , 2 and D˙n,2j,l ≥ 0 if c20 ≥ 0, c21 ≥ 0. As a consequence, the coefficients of the
DOI 10.20347/WIAS.PREPRINT.2442 Berlin 2017
Consistency of RK methods in optimal control of scalar conservation laws 15
reduced time step satisfy Dnj,l ≥ 0 for 1 ≤ n ≤ N , j ∈ N, −3 ≤ l ≤ 3 by consisting of sums and
products of non negative numbers only.
For the second part of the proof we observe, that the conditions derived in Table 1 exactly match the
conditions that characterize strong stability preserving Runge-Kutta methods with full Eulerian time step
(see, e.g., [25, Theorem 2]). The latter RK-methods ensure the maximum principle, not only for the full
time step but for each intermediate stage as well. Consequently, given ynj ∈ [−My,My] for all j ∈ N,
we have yn+1j ∈ [−My,My] and in particular yn,ij ∈ [−My,My] for i = 1, ..., s. Thus, the arguments
from step 1 remain true.
Now we analyze the coefficients Cnj,l in the representation of p
n
j+1 − pnj and find the following result.
Proposition 5. Let the assumptions of Proposition 4 be satisfied. Then the coefficients Cnj,l for 1 ≤
n ≤ N , j ∈ N and −3 ≤ l ≤ 3 are non-negative if the conditions of Table 1 are satisfied.
Proof. Similar to the discretization scheme for the conservation law and its sensitivity equation, for
p¯n+1,sj = [p
n,s
j−1, p
n+1,s
j , p
n+1,s
j+1 ] we find the following representation of the adjoint discretization scheme
(25):
pn+1,1j = p
n+1
j ,
pn+1,2j = c˜20p
n+1
j + c˜21F˜
n,3
j · p¯n+1,1j ,
pn+1,3j = c˜30p
n+1
j + c˜31F˜
n,3
j · p¯n+1,1j + c˜32F˜ n,2j · p¯n+1,2j ,
pnj = c˜40p
n+1
j + c˜41F˜
n,3
j · p¯n+1,1j + c˜42F˜ n,2j · p¯n+1,2j + c˜43F˜ n,1j · p¯n+1,3j .
Abbreviating ∆+p¯
n+1,s
j = [p
n+1,s
j+2 − pn+1,sj+1 , pn+1,sj+1 − pn+1,sj , pn+1,sj − pn+1,sj−1 ] we obtain
pn+1,1j+1 − pn+1,1j = pn+1j+1 − pn+1j ,
pn+1,2j+1 − pn+1,2j = c˜20(pn+1j+1 − pn+1j+1 ) + c˜21Fˆ n,3j ·∆+p¯n+1,1j ,
pn+1,3j+1 − pn+1,3j = c˜30(pn+1j+1 − pn+1j+1 ) + c˜31Fˆ n,3j ·∆+p¯n+1,1j + c˜32Fˆ n,2j ·∆+p¯n+1,2j , (27)
pnj+1 − pnj = c˜40(pn+1j+1 − pn+1j+1 ) + c˜41Fˆ n,3j ·∆+p¯n+1,1j + c˜42Fˆ n,2j ·∆+p¯n+1,2j
+ c˜43Fˆ
n,1
j ·∆+p¯n+1,3j .
As in Proposition 4 and by the assumptions on the numerical flux and ∆t we find the coefficients Cnj,l
for 1 ≤ n ≤ N , j ∈ N and −3 ≤ l ≤ 3 to be non-negative if c˜j,k ≥ 0 holds for all j = 2, . . . , 4 and
k = 0, . . . , 3.
We first consider the RK2-scheme with c˜20 = 1 − a†23 = 1 − b−11 b2a23, c˜21 = a†23 = b−11 b2a21 and
b2 − b1a†23 = b2(1− a21). Here, non-negativity is ensured by the conditions presented in Table 1.
In case of a RK3-scheme we have c˜32 = a
†
23 = b
−2
1 b2a21, c˜31 = a
†
13−a†23a†12 = b−11 b3(a31−a32a21)
and c˜30 = 1− a†23− a†13 + a†23a†12 ≥ 0 which holds if b1− b2a21− b3a31 + b3a32a21 ≥ 0 is satisfied.
Moreover, c˜40 = b1a
†
23 +b1a
†
13 +b2a
†
12−b1a†12a†23 ≥ 0 and c˜41 = b3−b1a†13−b2a†23 +b1a†12a†23 ≥ 0
if b2a21 + b3a31 + b3a32 − b3a32a21 ≥ 0 and b3(1 − a31 − a32 + a32a21) ≥ 0. Finally we have
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c˜42 = b2−b1a†13 = b2−b3a31 and c˜43 = b1. Thus, the conditions of Table 1 imply non negativity of the
coefficients c˜j,k and, by the representation (27), of Cnj,l for n = 1, . . . , N , j ∈ N and k = −s, . . . , s.
The next result provides conditions ensuring that Assumption 4 of Theorem 1 is satisfied.
Proposition 6. Let the assumptions of Proposition 4 be satisfied and let the RK-scheme satisfy the
conditions of Table 2. Then there exists a constant νs > 0 such that
ln+1,0j ≤ ln,0,+j,s −∆tνs(ln,0,+j,s )2
is satisfied (cf. (18)). Here, the constant νs depends on the number of stages s.
Stages Conditions
2 a21 6= 0, b2 6= 0
3 a21 6= 0, a32 6= 0, b3 6= 0
Table 2: Conditions for OSLC consistency
Proof. We start proving the claim for s = 2. To establish the existence of ν2 > 0 we recall (21):
yn,2j =(1− a21)yj + a21(yj − λ(f(yj, yj+1)− f(yj−1, yj)), (28)
yn+1j =b2a21yj + (b1 − b2a21)(yj − λ(f(yj, yj+1)− f(yj−1, yj))
+ b2(y
n,2
j − λ(f(yn,2j , yn,2j+1)− f(yn,2j−1, yn,2j ))), (29)
with non-negative weights by assumption. Since the discretization scheme, utilizing a single Euler step,
satisfies (19), substituting (28) into (18) provides
ln,2j ≤(1− a21)ln,0j,0 + a21(ln,0,+j,1 −∆tν(ln,0,+j,1 )2) ≤ ln,0,+j,1 − a21∆tν(ln,0,+j,1 )2 (30)
where we used 0 < a21 ≤ 1 and for the ν form the explicit Euler discretization. Similarly, (29) can be
estimated by
ln+1,0j ≤ b2a21ln,0j,0 + (b1 − b2a21)(ln,0,+j,1 − ν∆t(ln,0,+j,1 )2) + b2(ln,1,+j,1 − ν∆t(ln,1,+j,1 )2) (31)
with
ln,2,+j,1 = max(0, l
n,2
j−1, l
n,2
j , l
n,2
j+1)
≤ max(0, ln,0,+j+1,1 −∆tνa21(ln,0,+j+1,1)2, ln,0,+j,1 −∆tνa21(ln,0,+j,1 )2, ln,0,+j−1,1 −∆tνa21(ln,0,+j−1,1)2)
where we utilized (30). For νˆ = (4λMya21ν max{1,∆t})−1 we find the function x−∆tλννˆa21x2 to
be non-negative and monotonically increasing for x ∈ [0, 2My]. Consequently, we have
ln,2,+j,1 = max(l
n,2
j−1, l
n,2
j , l
n,2
j+1) ≤ max(ln,0,+j+1,1, ln,0,+j,1 , ln,0,+j−1,1)−∆tνˆ(max(ln,0,+j+1,1, ln,0,+j,1 , ln,0,+j−1,1))2.
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For (31), by using max(ln,0,+j+1,1, l
n,0,+
j,1 , l
n,0,+
j−1,1) = l
n,0,+
j,2 and dropping the negative terms, the following
upper bound can be established:
ln,0,+j,2 −∆tνˆb2(ln,0,+j,2 )2.
Thus, for ν2 = νˆb2, the RK2 method satisfies the OSL-consistency conditions (19) where positivity is
ensured by the conditions of Table 2. In case of s = 3 we first note that
ln,3j,1 ≤ ln,0,+j,2 −∆tνˆa32(ln,0,+j,2 )2
and a32 > 0 hold true. Now, the same arguments as in the case s = 2 provide the existence of
0 < ν3 = b3(4λMya32νˆ max{1,∆t})−1 with
ln+1,0j ≤ ln,0,+j,3 −∆tν3(ln,0,+j,3 )2,
which concludes the proof.
Finally we discuss assumption 5 of Theorem 1.
Proposition 7. Let the assumptions of Proposition 4 be satisfied. Let a RK-scheme of order s with
s = 2, 3 satisfy the conditions of Table 1. Then the numerical flux
f∆(ynj−s+1, ..., y
n
j+s) =
s∑
i=1
bif
∆(yn,ij , y
n,i
j+1)
satisfies Assumptions 1 and 5 of Theorem 1, respectively.
Proof. By assumption we have f∆(y, y) = f(y) for the original numerical flux. Consequently, one
easily finds yn,ij = y
n
j = y for i = 1, ..., s and yl = y for l = j−s+1, ..., j+s. A necessary condition
for higher-order time stepping schemes is
∑
bi = 1 and consequently f∆(ynj−s+1, ..., y
n
j+s) = f(y).
The second assertion follows from the corresponding properties of the original numerical flux, repre-
sentation (21) and the conditions from Table 1 as an application of the chain rule.
Before summarizing the previous results, we revise the assumption bj 6= 0 for j = 1, . . . , s, originally
imposed for establishing the discretization scheme of the adjoint. The conditions presented in Table 2
not only enable the results of Proposition 7 but are also necessary for the a higher convergence order
of the discretization of the state system. These order-conditions for RK-schemes are summarized, e.g.,
in [21, Table 2] and given by b2a21 = 1/2 in case of a RK2 scheme and b2a21 + b3(a31 + a32) = 1/2,
b3a32a21 = 1/6 and b2a221 + b3(a31 + a32)
2 = 1/3 for RK3 methods. Consequently, RK2 and RK3
schemes of order two and three automatically satisfy the conditions of Table 2 and further have strictly
positive coefficients b2 and b3. Strict positivity of b1 now follows from the conditions in Table 1.
Theorem 2. Let a semi-discretization of the conservation law (1) be given such that a time discretization
by the explicit Euler method with a suitable time step ∆t provides a full discretization (11) satisfying
(A). Moreover, suppose that a RK-scheme for the time discretization of (10) is of order s ≤ 3. Let
the RK-scheme satisfy the conditions formulated in Table 1. Then the resulting full discretization of (1)
provides a consistent discretization of (P ) in the sense of Theorem 1.
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The set of RK methods that satisfy the conditions of Table 1 and 2 is discussed next. In [26], Runge-
Kutta methods in terms of the Butcher-Arrays have been studied in the context of strong-stability-
preserving time stepping. For s = 2, Heun’s method
0 0
1 0
1/2 1/2
, (32)
and in case of s = 3 the method defined by the array
0 0 0
1 0 0
1/4 1/4 0
1/6 1/6 2/3
(33)
are the only time stepping schemes satisfying the conditions of Table 1 and 2. They provide a method
that has cSSP = 1 in (20) and the associated number of stages matches the order of convergence.
4 Problems of optimal control and order of convergence for the
adjoint scheme
The problem of optimal control subject to a system of ordinary differential equations resulting from a
semidiscretization of (1) is given by
minimize
∆x
2
|y(T )− yd|2l2 +R(u) = J ∆(y(T ),u),
over (y(T ),u) ∈ RN × RN˜ , (P∆)
subject to y satisfies (10),
and can be interpreted as a Mayer problem in the context of optimal control of ODE’s where N, N˜
depend on the spatial discretization. First order necessary optimality conditions for (P∆), as given in
[14, Theorem 4.2.i], involve the adjoint ODE system
p˙ = −[F (y)p]y
= ∆x−1[f2(yj−1(t), yj(t))(pj+1(t)− pj(t))− f1(yj(t), yj+1(t))(pj(t)− pj−1(t))]
with terminal condition p(T) = J ∆y(T )(y(T ),u) as discussed in [21]. Comparing the adjoint system
obtained from the optimal control of ordinary differential equations with (16), obtained via sensitivity
scheme and discrete duality relation, we find them to be equal.
This equivalence allows for utilizing the order conditions on RK time stepping methods in the context
of optimal control of ODE’s from [21] also in the context of optimal control for scalar conservation laws.
Consulting the conditions formulated in [21, Table 1], Heun’s scheme has convergence order 2 with
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respect to time for both, state and adjoint system. In case of the third order method, the additional
condition (b2a21 + b3a31)2/b1 + (b3a32)2/b2 = 1/3 is not satisfied by the coefficients in (33) and
consequently, the approximation of the adjoint is merely of order 2. This observation coincides with the
results of [22], where certain numerical flux functions were investigated and conditions on the coeffi-
cients of the associated Shu-Osher representation that guarantee total variation stability of the adjoint
discretization were derived. In addition, an upper bound for the order of convergence was established,
namely imposing the SSP property on the time discretization of the state system and stability on the
discretization of the adjoint system limits the order of convergence for the latter scheme to 2. As out-
lined before, the consideration of (32) and (33) is sufficient since they represent the only methods with
cSSP = 1 in (20) and order matching the number of stages.
Let Ss : RN˜ → RN denote the solution operator of the underlying full discretization of (1) with s
stages. Then the fully discrete problem is given as
minimize J ∆(y(T ),u),
over (y(T ),u) ∈ RN × RN˜ , (34)
subject to y(T ) = Ss(u),
where the discrete desired state is obtained by averaging the given function as discussed, in case of
the initial datum, in (9).
By design, Ss is Lipschitz continuous with a constant depending on the Lipschitz constant of the cho-
sen numerical flux, the number of time steps s, and the coefficients of the RK-scheme even if these
coefficients do not meet the conditions of Table 1. Consequently, following the direct method from the
calculus of variations, there exists a solution of (34) independently of the chosen mesh width ∆x.
5 Numerical Experiments
We end this paper by a report on numerical experiments associated with (P ). In fact, utilizing a Tikhonov-
type cost for the control (R) and employing a standard gradient descent scheme with Armijo line search,
a numerical study when using Burgers’ equation as the underlying state system is conducted.
5.1 Regularization Term
A possible choice for the regularization term is given byR(u) = ‖u‖BV (R) that ensures boundedness
of u in L1(R) and coercivity with respect to L∞(R) due to the continuous embedding BV (R) ↪→
L∞(R). To avoid additional problems due to the non-differentiability of this choice, our numerical ex-
periments utilize an H1(R)-type cost. However, the assumptions on the cost term ensure a bounded
support of the optimal control u∗ and the associated solution y∗ = y(u∗) of (1), provided the desired
state has bounded support as well. Since u ≡ 0 is a feasible control with corresponding solution
y0 := y(0) of (1), we obtain
|u∗|L∞(R) ≤ R(u∗) ≤ J (y∗, u∗) ≤ J (y(0), 0) = 1
2
|y0(T )− yd|2L2(R) =: Mu.
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By the maximum principle (see Proposition 1), we further have |y∗(t, ·)|L∞(R) ≤Mu for all t ∈ [0, T ],
bounding the overall characteristic speed by
max
η∈[−Mu,Mu]
|f ′(η)| = Mf .
The maximum exists by assumptions on the flux function f and the extreme value theorem. Conse-
quently, if (a, b) with −∞ < a < b < ∞ denotes the support of yd, (a˜, b˜) with a˜ = a −MfT and
b˜ = b + MfT represents the part of the domain of u∗ that might influence y∗(T, ·) on (a, b) directly.
Finally, optimality enforces u∗ to tend to zero outside of (a˜, b˜). As a consequence we consider
R(u) =
α
2
‖u‖2H10 (Ω)
with α > 0 and (a˜, b˜) ⊂ Ω chosen large enough, to allow u∗ to tend to zero. Following the discussion
above, this restriction of the domain does not change the problem since optimal control and the corre-
sponding state are zero outside Ω and [0, T ]×Ω anyway. Although this kind of regularization enforces
the initial data to be continuous, shock phenomena may still occur in the solution of (1). For example,
Burgers’ equation with smooth initial data u and some x ∈ R with u′(x) < 0 develops shocks in finite
time T = −1/min{u′(x)}; see [28].
5.2 The Algorithm
Since the adjoint equation allows for a compact gradient representation of (2), we utilize a steepest
descent method to solve the discretized problem (34) that is given in Algorithm 1.
Algorithm 1 Solution Algorithm
1: Choose u(1), set k = 1.
2: while stopping criterion not satisfied do
3: Solve discretization of primal equation (10) according to (21) to obtain yT(k)
4: Evaluate J ∆(y(k), u(k))
5: Solve adjoint equation (16) according to (25) to obtain p0(k)
6: Compute the update direction δu(k)
7: Perform line search to obtain θ > 0 with
J ∆(y(u(k)θ ), u(k)θ )− J ∆(y(u(k)), u(k)) ≤ −θσ‖δu(k)‖2H10 (Ω) for u
(k)
θ := u
(k) + θδu(k) (35)
8: Update control, i.e. u(k+) := u(k)θ , set k := k + 1
9: end while
Recalling (4), for a control u(k) ∈ H10 (Ω) the reduced gradient of (P ), i.e., p0(k)−α∆u(k), is an element
of H−1(Ω) when considering the function space setting. Thus, the update direction δu(k) in H10 (Ω) is
given by the Riesz representative (see, e.g., [24]) δu(k) = v − αu(k) with v ∈ H10 (Ω) solving
∆v = p0(k) in Ω.
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The line search is realized by a backtracking method halving the trial step in each iteration until the
Armijo condition (35) is satisfied with σ = 10−4 as suggested in [29].
The algorithm terminates when the relative stopping criterion
‖δu(k)‖H10 (Ω) ≤ εG + εD‖δu(1)‖H10 (Ω)
is satisfied with εG = εD = 10−6.
In all numerical tests, the weight for the regularization term is α = 10−5.
5.3 Examples
The numerical tests consider Burgers’ equation
yt +
1
2
[y2]x = 0 (36)
on the computational domain (0, 3) with homogenous Dirichlet boundary data. The chosen computa-
tional domain is large enough such that the support of the primal and adjoint equations, respectively,
are included as discussed above. The control is discretized by standard P1 conforming finite elements
on a mesh of width ∆x and its integral average on the cells is computed exactly for the approximation.
We utilize the following numerical flux functions. First, we use the Engquist-Oscher scheme employing
the numerical flux
fEO : R2 → R, fEO(v1, v2) =
v1∫
v¯
f ′(ξ)+dξ +
v2∫
v¯
f ′(ξ)−dξ − f(v¯) (EO)
with v¯ ∈ R arbitrary and f ′(ξ)+ := max{0, f ′(ξ)}, f ′(ξ)− := min{0, f ′(ξ)} denoting positive and
negative part of f ′(ξ), respectively. If it exists, v¯ is chosen to be the sonic point of the flux function with
f ′(v¯) = 0 to simplify computations. Applied to (36), the solution of the semi discretization (10) admits
a solution that is twice continuously differentiable with respect to time. In case of (EO), it was shown
in [33] that the assumptions of Theorem 1 are met for time steps ∆t such that λ = ∆t/∆x satisfies
λ sup|y|≤My |f ′(y)| ≤ (1− ρ)2−1 and some ρ ∈ (0, 1).
Second, we also utilize the modified Lax-Friedrichs scheme with numerical flux
fLF : R2 → R, fLF (v1, v2) = 1
2
(f(v1) + f(v2)) +
γ∆x
2∆t
(v1 − v2) (LF)
for a parameter γ ∈ (0, 1) (the original Lax-Friedrichs numerical flux is obtained for γ = 1). For this
choice, the solution of (10) is smooth. Again, it was shown in [33] that the assumptions of Theorem 1
are satisfied for a time discretization with an explicit Euler method and time steps such that
λ sup
|y|≤My
|f ′(y)| ≤ min{(1− ρ) min{γ, 2(1− γ)}, 1− γ}
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holds with some ρ ∈ (0, 1).
Example 1 presents the performance of the algorithm and demonstrates the necessity of employing RK
schemes that satisfy the conditions in Table 1 to obtain a consistent discretization of (P ) for the same
step length as in case of the basic explicit Euler time stepping. We consider the desired, piecewise
constant state
yd(x) =

1
3
, x ∈ [6
5
, 5
3
],
− 1
10
, x ∈ (5
3
, 7
4
],
0, else,
depicted in red in Figure 2, a spatial discretization of width ∆x = 500−1, T = 1 and set
λ = 1.0.
Moreover, we utilize the Engquist-Osher numerical flux and thus, λ is chose sufficiently small to satisfy
λ sup|y|≤My |f ′(y)| < 2−1 for all initial conditions with |u| < 1/2 since f ′(y) = y and the maximum
principle for entropy solutions (see Proposition 1) ensures ‖y‖L∞(Q) ≤ ‖u‖L∞(R).
For Heun’s scheme (32), Algorithm 1 converged within 149.587 iterations for the initialization u(1) ≡ 0.
The optimal control can be found in Figure 1 while the corresponding state at t = T is presented in
Figure 2.
0 1 2 3
-0.1
-0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
Figure 1: Optimal control
0 1 2 3
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
Figure 2: Solution of (1) (blue) vs desired
state(red)
Figure 3 displays the final time data for the adjoint state, the difference of desired state and solution
to the state system evaluated at t = T , clearly containing discontinuities. This, in particular, requires
the adjoint scheme to be TVD-stable to avoid spurious oscillations in the solution. Figure 4 displays this
solution to the discretized adjoint equation evaluated at t = 0, not showing oscillations.
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0 1 2 3
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-0.15
-0.1
-0.05
0
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0.1
0.15
0.2
Figure 3: Final time data for the adjoint equation.
0 1 2 3
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2 ×10
-3
Figure 4: Solution to the adjoint equation in t =
0.
To report on the convergence behavior of the algorithm, we show the behavior of the objective value
and the H10 (Ω)-norm of the update direction in Figure 5 and 6, respectively.
0 5 10 15
×104
10-2
10-1
100
Figure 5: Evolution of the objective value.
0 5 10 15
×104
10-6
10-5
10-4
10-3
Figure 6: Evolution of the norm of the update di-
rection.
For the second purpose of this example we change the initialization of Algorithm 1 to
u(1)(x) = max{0,min{ax, a− ax}}, u(1) ∈ H10 (Ω)
with a = 2.075 and consider ∆x = 1000−1. Moreover, we verify in every iteration and each time step
of step 3 and 5 of Algorithm 1, that the total variation of state and adjoint at this time is bounded by the
total variation if the initial and final time data respectively, i.e., whether
|yi|TV ≤ |y0|TV and |pi−1|TV ≤ |pNT |TV
holds for i = 1, ..., NT with NT denoting the number of timesteps in the discretization scheme of state
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and adjoint equation and the total variation seminorm |v|TF =
N−1∑
j=1
|vj+1 − vj|. If this is not the case
the algorithm terminates since the corresponding iterate does not satisfy the requirements of Theorem
1. The choice of the initialization u(1) violates λ sup|y|≤My |f ′(y)| ≤ (1 − ρ)2−1 for some ρ ∈ (0, 1)
but on the given mesh, Algorithm 1 still converges in case of the Heun scheme (32). Figure 8 displays
the corresponding optimal control while Figure 7 displays the norm of the update direction along the
iterations of the algorithm.
In addition we consider the RK2 scheme
0 0
1
2(1−10(−4)) 0
10−4 (1− 10−4)
, (37)
clearly violating the conditions of Table 1 as
0 ≤ b1 − b2a21 = 10−4 − 1/2.
In the same setting, Algorithm 1 termiantes in the very first iteration as the computed discrete state fails
to satisfy |yi|TV ≤ |y0|TV .
-1 0 1 2
-0.1
-0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
Figure 7: Optimal Control.
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2
×105
10-6
10-5
10-4
10-3
Figure 8: Evolution of the norm of the update di-
rection.
In this example we reported on the convergence behavior of Algorithm 1 and demonstrated the impor-
tance of choosing RK-schemes that satisfy the conditions of Table 1. Although the problem with the
RK2 scheme (37) can be circumvented by choosing a smaller time step, this is not recommended in the
context of optimal control since this increases the numerical effort to solve the problem with respect to
computing time along with storage requirements.
Example 2 considers a setting, where shocks appear neither in the solution to the state equation nor
in the final time data due to the chosen desired state that is taken from [2]. In the latter work, long time
behavior of optimization algorithms for Burgers’ equation with respect to several methodologies was
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studied. We only transform the domain such that the target function is contained in (0, 3). The desired
state is given by
yd(x) =
3
2000
(
−e−(5
√
20−φ(x))2 + e−(2
√
20+φ(x))2+
√
piφ(x)(erf(5
√
20− φ(x)) + erf(2
√
20 + φ(x))))
)
and it is depicted in Figure 9. Here, ϕ represents a linear transformation of arguments from [0, 3] to
the interval [−50, 100], a domain in the scale of the original desired state from [2]. To compensate
for gradient scaling in the initial state because of the transformed domain, we refrain from long time
behavior analysis and consider T = 1 as well as ∆x = 5 · 10−2. This setting allows for a discussion
concerning the approximation order of the solutions to the state and adjoint equations as we can expect
them to be regular enough for the Taylor-expansion that provides the order of convergence of the
time stepping. For both numerical flux functions, we will obtain a reference solution based on the RK3
scheme (33) and compare it with solutions obtained by the explicit Euler and Heun’s method. Moreover,
we will analyze the order of convergence of the RK methods at the example of the Engquist-Osher
numerical flux function. To this end, a further reference solution based on the RK3 scheme and for a
time step ∆t˜ = 2−4∆t with ∆t = λ∆x is generated. Then, solutions to the problem of optimal control
are generated for the RK1, RK2 and RK3 scheme with time step sizes ∆t˜ = 2−j∆t, j = 0, ..., 3 are
obtained and compared to the reference solution by providing
Ey = max
j,n
|ynj − y˜nj |, Ep = max
j,n
|pnj − p˜nj |.
First we use the numerical flux of the Lax-Friedrichs scheme (LF) with γ = 1/2 and λ = 2.75 since
in this case the regularity of the solution to (10) with respect to time is sufficient for the application of a
RK3-scheme. Concerning the numerical flux functions, this choice of λ satisfies the conditions for the
explicit Euler time stepping as formulated in [33]. The solution obtained by (33) provides the reference
solution for this test and the corresponding optimal control is presented in Figure 10.
-1 -0.5 0 0.5 1 1.5 2
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0.12
Figure 9: Desired State
-1 -0.5 0 0.5 1 1.5 2
-0.04
-0.02
0
0.02
0.04
0.06
0.08
0.1
0.12
Figure 10: Opt. control for the RK3 scheme.
Further, we computed the solution for the same parameters utilizing an explicit Euler time discretization
and Heun’s method (32). In Figure 11 (a), (b) and (c) we present the solutions to the semi-discrete
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forward problems (10), with the controls obtained by Algorithm 1, evaluated at t = T and the difference
to the desired state. In Figure 11 (d), the differences of solutions to the lower order time discretization
schemes and the reference solution are plotted at t = T .
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(a) RK1.
-1 0 1 2
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0.1
-1 0 1 2
-0.04
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0
0.02
0.04
(b) RK2.
-1 0 1 2
-0.05
0
0.05
0.1
-1 0 1 2
-0.04
-0.02
0
0.02
0.04
(c) RK3.
-1 0 1 2
-10
-5
0
5 ×10
-4
-1 0 1 2
-2
0
2
4 ×10
-6
(d) Difference of states at t = T .
Figure 11: States at t = T and differences to desired state.
As it can be seen in Figure 11 (d), the RK2-scheme approximates the solution obtained from applying
the RK3-scheme more accurately than the explicit Euler scheme. In Figure 12 we have depicted the
differences in the optimal control obtained by Algorithm 1 for the lower order schemes to the reference
solutions. Finally, the following tables provides Ey and Ep.
RK1 RK2
6.4 · 10−4 1.3 · 10−6
Table 3: L∞-discrepancy of states to reference
state Ey.
RK1 RK2
1.2 · 10−5 2.2 · 10−7
Table 4: L∞-discrepancy of adjoint to reference
adjoint Ep.
Again, we observe that the second-order scheme approximates the solution of the RK3-scheme better
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than the first-order scheme by two orders of magnitude, which, by ∆t = 5 · 10−2/λ ≈ 2 · 10−2
corresponds to the behavior expected for the approximation order for RK-schemes.
-1 0 1 2
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-10
-8
-6
-4
-2
0
2
4
6 ×10
-5
(a) RK3 vs RK1.
-1 0 1 2
-1
-0.5
0
0.5
1
1.5
2
2.5
3 ×10
-6
(b) RK3 vs RK2.
Figure 12: Difference of the optimal control.
Next we test the problem of optimal control with a spatial discretization based on the Engquist-Osher
scheme (EO) with λ = 1.0. The scheme is less diffusive but only provides a solution of (10) which is
twice continuously differentiable with respect to time. Again we obtained the reference solution by the
RK3-scheme defined in (33) and depict the corresponding optimal control in Figure 13.
-1 0 1 2
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0.08
0.1
Figure 13: Optimal control for RK3 scheme.
Further, we computed the solution for the same parameters utilizing an explicit Euler time discretization
and Heun’s method (32). Again, we depict the optimal states evaluated at t = T and the difference to
the desired state in Figure 14 (a), (b) and (c) while we find the differences of the optimal states for the
RK1- and RK2-scheme at t = T and the reference solution in Figure 14 (d).
In Figure 15 we have depicted the differences in the controls obtained by Algorithm 1 for the lower order
time discretization methods to the reference solutions. Again we observe a better approximation of the
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(a) RK1.
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(d) Difference of states at t = T .
Figure 14: States at t = T and differences to desired state.
reference solution in case of the RK2 scheme.
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(a) RK3 vs RK1.
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(b) RK3 vs RK2.
Figure 15: Difference of the optimal control.
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In order to quantify the convergence order, we next generate a new reference solution by utilizing the
RK3 scheme and a time step ∆t˜ = 2−4∆t. Then we compare solutions to the problem of optimal
control for the RK1, RK2 and RK3 schemes, respectively, and time steps ∆t˜ = 2−j∆t for j = 0, ..., 3,
i.e., we compare the states to the optimal control and the corresponding adjoints. The following tables
provide Ey and Ep in case of the Engquist-Osher numerical flux function.
2−j RK1 RK2 RK3
1 6.4 · 10−4 5.4 · 10−6 5.1 · 10−8
1/2 3.2 · 10−4 1.3 · 10−6 6.2 · 10−9
1/4 1.6 · 10−4 3.3 · 10−7 7.6 · 10−10
1/8 8.0 · 10−5 8.3 · 10−8 8.4 · 10−11
Table 5: L∞-discrepancy of states to reference state Ey.
2−j RK1 RK2 RK3
1 7.0 · 10−5 4.7 · 10−5 4.7 · 10−5
1/2 3.4 · 10−5 2.2 · 10−5 2.2 · 10−5
1/4 1.5 · 10−5 9.7 · 10−6 9.7 · 10−6
1/8 6.2 · 10−6 3.3 · 10−6 3.3 · 10−6
Table 6: L∞-discrepancy of adjoints to reference adjoint Ep.
This example demonstrated the convergence order of the corresponding discretization schemes. In
particular we observe the order bound for the adjoint in Table 6.
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