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Abstract Example-based super-resolution algorithms,
which predict unknown high-resolution image
information using a relationship model learnt from
known high- and low-resolution image pairs, have
attracted considerable interest in the field of image
processing. In this paper, we propose a multi-example
feature-constrained back-projection method for image
super-resolution. Firstly, we take advantage of a
feature-constrained polynomial interpolation method
to enlarge the low-resolution image. Next, we consider
low-frequency images of different resolutions to provide
an example pair. Then, we use adaptive kNN search
to find similar patches in the low-resolution image for
every image patch in the high-resolution low-frequency
image, leading to a regression model between similar
patches to be learnt. The learnt model is applied to
the low-resolution high-frequency image to produce
high-resolution high-frequency information. An
iterative back-projection algorithm is used as the final
step to determine the final high-resolution image.
Experimental results demonstrate that our method
improves the visual quality of the high-resolution
image.
Keywords feature constraints; back-projection;
super-resolution (SR)
1 Introduction
The aim of image super-resolution (SR) is to
determine a corresponding high-resolution (HR)
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image from one or multiple low-resolution (LR)
images [1, 2]. As a basic task in image processing,
image SR is widely applied in many fields, such
as computer vision, medical imaging, computer
animation, and digital media technology [3]. As
many diverse unknown pixels are estimated from
groups of pixels in the original LR image, image
super-resolution still faces great challenges. Over the
past several decades, many experts and scholars have
undertaken much research into producing SR images.
SR image algorithms can be loosely classified into
three categories of methods based on interpolation,
reconstruction, and example learning, respectively.
The classical method is to use polynomial
interpolation, particularly using cubic splines [4, 5]
or cubic convolution [6]. Interpolation-based SR
methods typically utilize different kernel functions
to estimate the unknown pixels in the HR image.
Such methods are widely applied in a variety
of commercial image processing softwares: the
advantage of this class of SR approaches is that they
are simple yet fast. However, the drawback is that
they often blur details in textures and cause jagged
artifacts along edges [7], as they do not model edges
and textures in the image.
Reconstruction-based SR methods are based
upon an image degradation model and solve an ill-
posed inverse problem of deblurring, up-sampling,
and denoising to produce the high-quality image.
The iterative back-projection (IBP) method, first
proposed by Irani and Peleg [8], projects errors back
to the HR image iteratively, and the final HR image
is the one with minimum reconstruction errors.
However, the HR images produced always suffer from
obvious jagged and ringing artifacts along edges,
and the back-projection of reconstruction errors
ignores anisotropic structures in image features.
73
74 J. Zhang, D. Gai, X. Zhang, et al.
Later, Dong et al. [9] proposed a nonlocal iterative
back-projection (NLIBP) method, combining
nonlocal information with the IBP algorithm,
which effectively reduces the reconstruction errors.
Unfortunately, the NLIBP algorithm may induce
noise during the process of searching pixels for local
information for reconstruction.
In recent years, example learning-based methods
for image SR have become popular. This type of
method predicts the unknown image information
by learning from known instances. Example-based
SR can be further generally subdivided into three
categories of methods based on image pyramids,
sparse representations, and neighbor embedding.
Image pyramid methods obtain HR image sequences,
which are taken as known examples, and according to
the similarity between different resolution versions of
the same image, the high-resolution image blocks are
predicted [10–12]. With the gradual improvement of
the theory of sparse representation [13], the method
was introduced to the field of image SR, and has
not been investigated by many researchers [14–17].
The principle of this kind of method is that the
LR image can be sparsely expressed using a low-
resolution dictionary, giving weights for use with a
corresponding high-resolution dictionary to obtain
the HR image. Neighbor embedding methods are
based on local linear embedding [18–20], which finds
several neighboring image patches for each LR image
patch in the low-resolution dictionary, and calculates
each neighbor’s weight using a least-squares method.
The weights are used to combine HR image patches
to get the final HR image patches.
Compared with the polynomial interpolation
method, the example-based method has higher
complexity, but the resulting images are visually
better at preserving image features and keeping
more image details. Although these approaches are
capable of adding details, the output image quality
depends greatly on the image training set selected.
In this paper, we put forward a novel multi-
example feature-constrained back-projection method
for image super-resolution. Unlike other multiple
example-based methods, image instances come from
the input image instead of from an external image
library. The proposed method first makes use of a
simple and efficient feature interpolation algorithm
to initialize the HR image. Then the instance
pair comprises the initial HR image and the low-
frequency information from the low-resolution input
image. For each patch in the high-resolution low-
frequency image we seek similar patches from the
low-resolution image using an adaptive kNN search
algorithm, which learns a regression model between
similar patches. This learnt model is applied to
the low-resolution high-frequency image to augment
it with high-resolution high-frequency information.
Iterative back-projection is used as the final step to
get the final HR image. Experiments indicate that
the proposed method achieves highly competitive
performance in visual quality, especially along the
edges and within textures.
The rest of this paper is organized as follows. In
Section 2, we briefly review the image degradation
model, which forms the basis of this paper. We
present our algorithm in Section 3. In Section 4, we
introduce the feature-constrained interpolation, and
the iterative back-projection algorithm is described
in Section 5. Section 6 gives experimental results for
our method, compares it with other state-of-the-art
methods, and draws conclusions.
2 Image degradation model
The image degradation model describes the inverse
process of image super-resolution, and indicates
reasons for image degradation. In this paper, we
use degradation model formulated as
L = D(B ∗H) +N (1)
where L is the LR image, H is the HR image, D is
downsampling by a scale factor, B is an operation
which can be interpreted as Gaussian smoothing, ∗
is the convolution operation, and N is noise. Figure
1 gives a schematic diagram for downsampling by a
scale factor n = 2, where the undegraded pixels are
represented by red dots and the blurred pixels are
represented by orange dots.
Fig. 1 Schematic diagram of degradation model.
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3 Example-based method
Relative to smooth areas, the changes at edges
and the texture characteristics of natural images,
are obvious. The human visual system is more
sensitive to high-frequency areas, so it is crucial
to maintain the structure of image feature areas
in SR. This paper makes full use of edges and
texture structures, and other image features, with
using a feature-constrained interpolation method for
initialization. In addition, in images, it is often
the case that many patterns appear repeatedly
in the image [21–23], especially in regions with
regular structures. This property is called image
self-similarity, and is very helpful to fix pixels
with disturbing artifacts. In this paper, we propose
a multi-example feature-constrained back-projection
method for SR which uses the similarity between
images at different resolutions. The method is as
follows.
Given an input LR image L, the aim of image
super-resolution is to determine the HR image. As
shown in Fig. 2, we enlarge the input image L n times
using a feature-constrained polynomial interpolation
method to get an initial HR image. Part of the
high-frequency information is lost due to polynomial
interpolation, so the initial HR image is considered
to be a low-frequency image, denoted Ilf,hr (low-
frequency high-resolution image). Using a Gaussian
fuzzy sampling model for image degradation of
Fig. 2 Schematic diagram of the proposed approach. Steps
1 and 2 use feature-constrained polynomials, steps 3 and 4 are
performed using adaptive kNN search, and step 5 uses iterative back-
projection.
image L, the same feature-constrained polynomial
interpolation method is applied to get the same
resolution image as input image L without high-
frequency information, denoted Ilf,lr (low-frequency
low-resolution image). Then {Ilf,hr,Ilf,lr} constitute
the known example pair at low frequency in high-
and low-resolution images. For the high-frequency
information, compared to image L, Ilf,hr is missing
part of the high-frequency information, so the high
frequency of the LR image is Ihf,lr = L− Ilf,lr. The
unknown high frequency of HR image is given by
Ihf,hr = H − Ilf,hr, with {Ihf,hr, Ihf,lr} regarded as
the example pair for high frequency at a different
resolution. We then determine a regression model by
learning from the example pair {Ilf,hr, Ilf,lr}, and
apply it to the low-resolution high-frequency image
to determine the high-resolution high-frequency
information. This can be written H0 = Ilf,hr+Ihf,hr.
Iterative back-projection is used as the final step to
get the final HR image. Figure 2 gives a schematic
diagram of the proposed approach.
3.1 Feature vectors
The regression relation between the image example
pair {Ilf,hr, Ilf,lr} is based on image patches. Thus,
we firstly extract image patches in order. Each
small patch has 3 × 3 pixels. In order to increase
information consistency between the image patches,
the number of overlapping pixels is set to 2. The
image patches make up feature vectors; the feature
vector sets of the images Ilf,lr, Ilf,hr, Ihf,lr, Ihf,hr
are respectively vl:{bil}ni=1, vh:{bih}mi=1, Vl:{Bil}ni=1,
Vh:{Bih}mi=1, where m is the number of HR image
patches and n is the number of LR image patches.
In this paper, we employ Euclidean distance to
measure similarity between feature vectors, and
hence the similarity of image patches. To make
feature vectors suitably reflect image features, the
mean value is subtracted from the pixel values,
and these are combined with weighted information
from the image for use as feature vectors of the
low-frequency images, Ilf,hr and Ilf,lr. Figure
3 illustrates the feature vector representation for
an image patch whose center coordinates are
(46, 70). The edge information is the result of Canny
edge detection, λ denotes weight, and the feature
vectors of the high-frequency images Ihf,hr and Ihf,lr
are expressed as pixel values.
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Fig. 3 Feature vectors.
3.2 Adaptive kNN search algorithm
The relationship between the example pair
{Ilf,hr, Ilf,lr} is a one-to-many adaptive multi-
instance regression model. Compared to the
single-instance model in Ref. [1], this model is more
robust. LLE-based kNN search algorithms search for
fixed k instances for each patch, but on account of
the anisotropic structures of image features, we take
advantage of an adaptive kNN search algorithm.
The ith image patch belonging to Ilf,hr has feature
vector bih. We search adaptively for k similar vectors
from the feature vector of Ilf,lr, vl, to find a similar
set for bih, denoted Si : {bt}. Then weighted







We sort the feature vectors of vl in descending order
according to the degree of similarity to bih, then add
to Si : {bt} in sequence the most similar feature
vectors to bih. When the reconstruction error e =
‖bih−bi
′
h‖2 no longer changes, we stop adding vectors
to Si : {bt}. The objective function used is{
tˆ = arg min ||bih − bt||2




In the LEE-based kNN search method [18], the
weight values for similar patches are calculated by
a least-squares method, and their values sum to
1, which results in appearance of negative weights.
Thus the image quality usually fluctuates with the
value of k. To avoid this problem, we use a Gaussian
function to set the weight values of similar patches,







where N is the size of each image patch, and h2
controls the decay speed, set to 1 in this paper.
The procedure for adaptive kNN search algorithm
is summarized in Algorithm 1.
The adaptive kNN search method determines Si,
Algorithm 1 Adaptive kNN search algorithm
Input: bih belonging to Ilf,hr; the feature vector set vl :
{bil}ni=1.
Output: The similar set Si : {bt}kt=1 with bih and
corresponding weight values {ωt}kt=1.
1: Initialize: k = 1, Si = ∅;
2: Calculate the degree of similarity of bih and each vector
in vl, sort the feature vectors for vl in descending order,





h from Eq. (2) where ωt and wt are found
from Eq. (4);
4: Calculate the error between bi
′
h and bih: e1 =∥∥∥bih − bi′h∥∥∥2;
5: derror ← e1;
6: while derror > 0 do
7: k ← k + 1;
8: Repeat step 3 with the new k, calculate the new error
e2 =
∥∥∥bih − bi′h∥∥∥2;
9: derror ← e1 − e2;
10: e1 ← e2;
11: end while
12: k ← k − 1.
the similar set for bih, and the values of the weights.
The learnt model is applied to the example pair
{Ihf,hr, Ihf,lr}, so the high-frequency information in






By traversing the feature vector set, we get the
vector set for Ihf,hr, defined as Vh : {Bih}mi=1. By
performing the process of fetching image patches and
the inverse process of vector operations, we get the
Ihf,hr. As a result, the HR image can be defined as
H0 = Ihf,hr + Ilf,hr.
4 Feature-constrained polynomial
interpolation method
In the degradation model in Eq. (1), the
high-frequency information is filtered out by
a Gaussian blurring filter, producing L from
H. Thus, different HR images having different high-
frequency information but the same low-frequency
information can produce the same LR image. Thus,
the initial HR image is essential to the final
HR image. Most learning-based methods adopt
polynomial interpolation to initialize the HR image
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for simplicity, but these methods often cause severe
jagged artifacts along edges and blurring as they
do not consider feature areas sufficiently. Instead,
this paper adopts a simple and efficient feature-
constrained polynomial interpolation (FCI) method.
For every small region, a 3 × 3 patch shown in
Fig. 4, we assume that the surface can be expressed
by a quadratic function fi,j , where (i, j) is the
coordinate of the center pixel Pi,j of the surface:
fi,j (x, y) = a1x2+a2xy+a3y2+a4x+a5y+Pi,j (6)
where (x, y) is the coordinate for the sample point on
the surface with (i, j) as the original point, (x, y) ∈
[−1.5, 1.5], (a1, . . . , a5) are the unknown coefficients,
and the coordinates of Pi,j are (0, 0).
As shown in Fig. 4, there are four directions
marked by red arrows around the center pixel Pi,j
and other eight pixels surrounding it. The first
order differences at the original point along the four
directions x, y, x+ y, and x− y are correspondingly
as follows:
x : a4 = (Pi+1,j − Pi−1,j) /2
y : a5 = (Pi,j+1 − Pi,j−1) /2
x+ y : a4 + a5 = (Pi+1,j+1 − Pi−1,j−1) /2
x− y : a4 − a5 = (Pi+1,j−1 − Pi−1,j+1) /2
(7)
Coefficients a4 and a5 can be computed by solving
Eq. (7) with a weighted least-squares method defined
as follows:






where Uqi can be expressed via the following set of
equations:
Ux = a4 − (Pi+1,j − Pi−1,j) /2
Uy = a5 − (Pi,j+1 − Pi,j−1) /2
Ux+y = a4 + a5 − (Pi+1,j+1 − Pi−1,j−1) /2
Ux−y = a4 − a5 − (Pi+1,j−1 − Pi−1,j+1) /2
(9)





Fig. 4 Four directions. Fig. 5 Overlap region for four
neighboring patches.
where ∆i is the second order difference along the
same direction as the relevant equation, and ∆i⊥ is
the second order difference in the vertical direction.
For example, ∆i in the x direction is given by ∆x =
Pi+1,j+Pi−1,j−2Pi,j , and its ∆i⊥ is given by ∆x⊥ =
Pi,j+1 + Pi,j−1 − 2Pi,j . Here, σ is a small value to
make Wi meaningful when ∆i = 0. The smaller ∆i
is, the more the possible pixels forming the edges.
The relationship for ∆i⊥ is just the opposite.
To determine the unknown coefficients a1, a2, a3,
we fit the other eight pixels around Pi,j using the
objective function:
fi,j (u, v) = a1u2+a2uv+a3v2+a4u+a5v+Pi,j (11)
where (u, v) is the coordinate of the pixel around Pi,j ,
(u, v) ∈ [−1, 0, 1], and u2 + v2 6= 0. Abbreviating
the function in Eq. (7), we can write that equation
as fi,j (u, v) = Pi+u,j+v. The equation is solved





Wuv(fi,j (u, v)− Pi+u,j+v)2
(12)
where weights along the same direction are defined
in the same way as for Eq. (6). For example, pixels
Pi+1,j and Pi−1,j both lie in the same direction along
the x direction, so the weight can be set to
W10 = W−10 = WX (13)
We can observe from Fig. 5 that the blue region,
which is the center of the overlap region for four
neighboring patches, can be defined as
Fi,j = (1−m) (1− n) fi,j +m (1− n) fi+i,j
+ (1−m)nfi,j+1 +mnfi+1,j+1 (14)
where (m,n) is the coordinate of the interpolated
point for which (i, j) is the original point. Using
function F , we can interpolate unknown pixels by
averaging four adjacent pixels with relevant scale
factors.
5 Iterative back-projection
After these operations are complete, we have the HR
image H0. In order to further improve the quality of
the image, we introduce iterative back-projection as
a global post-processing operation. In fact, it plays
an important role in determining the HR image’s
visual quality.
In ideal conditions, a perfect HR image will
reproduce the same LR image as the original one
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by the degradation model in Eq. (1). However, the
HR image always reproduces LR images with errors
compared to the input LR image. To describe this
concisely, let L denote the input LR image and H
denote the reconstructed HR image. The ideal HR
image is the one with minimum reconstruction error:{
Hˆ = arg min ||L−D (B∗H) ||22
s.t. D (B∗H) = L (15)
This problem is solved by projecting reconstruction
errors back to the HR image iteratively:
Ht+1 = Ht + P (L−D(B∗Ht)) (16)
where P (·) is feature-constrained polynomial
interpolation as explained in Section 3; we use it
to avoid propagating errors isotropically during
the iterative process which would result in jagged
artifacts and ringing effects in the HR image.
The back-projection procedure is summarized in
Algorithm 2.
Here, the number of iterations is set to 2. This
algorithm provides an improved HR image. Then,
we shrink the improved HR image using Eq. (1),
giving an LR image denoted L′. For each pixel
p′i in L′ and the corresponding pixel pi in the
input LR image L, we assume there is a related
scale coefficient θi=pi/p′i. Using the inverse process
of Eq. (1), we can find 4 pixels in the improved
HR image by iterative back-projection for each
corresponding pixel in L′. Then we get values for
these 4 pixels by multiplying them by the relevant
scale coefficient θi, finally giving the desired HR
image.
6 Experimental results and conclusions
In this section we assess the effectiveness of
the proposed method (feature-constrained multi-
Algorithm 2 Iterative back-projection
Input: HR image H0.
Output: The final HR image H.
1: Initialize counter: t = 0;
2: Ht = H0;
3: while t < 2 do





5: Upscale reconstruction error: e
′
= P (e);
6: Update H: Ht+1 = Ht + e
′
;
7: t = t + 1;
8: end while
example back-projection, FCMEBP) through
experiments, and compare it with other five
methods. CSFI [24] is cubic surface fitting with
edges as constraints. NeedFS [25] is based on
neighbor embedding edge detection feature selection.
IUIE [26] and NARM [27] represent example-based
and sparse coding methods respectively. FCME
is our multi-example feature-constrained method
ignoring back-projection.
We use the 8 common test images in Fig. 6. The
test images are regarded as reference HR images,
and appropriate LR images are determined from
these HR images using a scaling factor of n =
2. The six super-resolution methods are used to
magnify the LR images to the same resolution as
the original HR images. The effectiveness of each
method is verified by comparing the results with
test HR images quantitatively and visually. To be
fair, for each method, the degradation model is set
in accordance with the corresponding reference.
6.1 Quantitative assessment
In order to evaluate the quality of the results
of magnification, we adopt the most commonly
used objective methods based on comparisons with
explicit numerical criteria [28], including peak signal
to noise ratio (PSNR) and structural similarity
(SSIM). PSNR measures the difference between the
HR image and the test image, while SSIM measures
the similarity of the structural information in the
images. The numerical value of PSNR for each
standard image is listed in Table 1, and the value of
SSIM of each test image is listed in Table 2. Table
1 shows that the proposed method achieves higher
PSNR than the other five methods. For SSIM, the
proposed method, FCME, and NeedFS have about
Fig. 6 Test images. Top: Artwall, Lena, Baby, Butterfly. Bottom:
Zebra, Hat, Head, Pepper.
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Table 1 PSNR values
Image CSFI NeedFS IUIE NARM FCME Ours
Artwall 26.88 26.38 25.73 26.62 27.43 27.57
Lena 34.98 34.26 33.53 35.31 35.54 35.68
Butterfly 28.27 29.63 26.11 30.27 30.17 30.39
Baby 37.19 36.03 34.61 36.72 37.37 37.55
Zebra 25.38 25.30 24.04 25.63 26.41 26.57
Hat 32.18 32.07 30.88 33.16 33.52 33.58
Pepper 35.25 32.23 33.88 34.80 35.82 36.01
Head 34.88 33.85 33.99 34.37 34.99 35.07
Average 31.89 31.22 30.35 32.11 32.66 32.80
Table 2 SSIM values
Image CSFI NeedFS IUIE NARM FCME Ours
Artwall 0.81 0.82 0.78 0.81 0.83 0.83
Lena 0.99 0.99 0.96 0.92 0.99 0.99
Butterfly 0.93 0.95 0.91 0.95 0.95 0.96
Baby 0.99 0.99 0.98 0.95 0.99 0.99
Zebra 0.84 0.86 0.82 0.85 0.85 0.86
Hat 0.90 0.92 0.90 0.92 0.92 0.92
Pepper 0.99 0.99 0.98 0.91 0.99 0.99
Head 0.86 0.87 0.85 0.86 0.87 0.87
Average 0.91 0.92 0.90 0.90 0.92 0.92
the same values, but there is an obvious improvement
compared with the other three methods.
6.2 Visual quality comparison
To compare the visual quality of each method, we
illustrate two-time reconstructed HR images for the
Artwall, Lena, and Pepper images in Figs. 7–9. For
reasons of space, we simply show some local effects
on each image, produced by each method. We see
that CSFI avoids jagged artifacts effectively, but the
loss of some high frequencies means that the result
images are blurred, e.g., the regions surrounded by
Fig. 7 Two-time reconstructed image Artwall using the six SR
methods. (a) Input test image. (b) FCME. (c) NARM. (d) CSFI.
(e) NeedFS. (f) IUIE. (g) Our method.
Fig. 8 Two-time reconstructed image Lena using the six SR
methods. (a) Input test image. (b) FCME. (c) NARM. (d) CSFI.
(e) NeedFS. (f) IUIE. (g) Our method.
Fig. 9 Two-time reconstructed image Pepper using the six SR
methods. (a) Input test image. (b) FCME. (c) NARM. (d) CSFI.
(e) NeedFS. (f) IUIE. (g) Our method.
red rectangles in Fig. 7(d) and Fig. 9(d). NeedFS
produces evidently blurred textures, e.g., see the
Artwall’s crack in Fig. 7(e) and the Pepper’s handle
in Fig. 9(e). IUIE produces relatively clear HR
images, but edge information is distorted, e.g., in the
Artwall’s texture in Fig. 7(f), Lena’s hair in Fig. 8(f),
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and the region marked by a red rectangle in Fig. 9(f).
NARM produces HR images with clear textures, but
we can clearly see the blurred eyes in the Artwall
image in Fig. 7(c); in Fig. 9(c), the surface texture
of the Pepper is distorted. FCME produces high-
frequency information which makes the HR images
relatively sharp, but in Fig. 7(b) and Fig. 9(b), we
note that the method cannot produce well-ordered
textures.
We also compare results produced from MR brain
images in Fig. 10. They show that the proposed
method works well not only for natural images, but
also for MR images, producing sharp edges while
effectively avoiding jagged artifacts during the SR
process.
In order to further compare the FCME and
FCMEBP methods, we illustrate other two-time
reconstructed HR images for the Baby and Butterfly
in Figs. 11 and 12, respectively. In Fig. 11(b)
and Fig. 12(b), information loss along the edge
of the woolly hat and the scales on the wings
cause the HR images to lack details. However,
the proposed method effectively regenerates image
features, suppresses jagged and ringing effects,
producing high-resolution information that makes
the HR image clearer.
6.3 Conclusions
This paper presents a novel method for image super-
Fig. 10 Two-time reconstructed MR brain image using the six SR
methods NARM, CSFI, NeedFS, IUIE, FCME, and our method, in
order.
Fig. 11 Two-time reconstructed image Baby using two SR methods.
(a) Input test image. (b) FCME. (c) Our method.
Fig. 12 Two-time reconstructed image Butterfly using two SR
methods. (a) Input test image. (b) FCME. (c) Our method.
resolution based on multiple examples, using feature-
constrained interpolation and back-projection. Our
proposed method first obtains an HR image by using
feature-constrained polynomial interpolation. We
consider low-frequency images of different resolution
images as the example pair. We use adaptive
kNN search to find similar patches from the
low-resolution image for every image patch in
the high-resolution low-frequency image, allowing
us to learn a regression model between similar
patches. This model is applied to the low-resolution
high-frequency image to get high-resolution high-
frequency information. Iterative back-projection is
used as the final step to get the final high-resolution
image. Our experimental results demonstrate that
our proposed method can achieve high-quality image
super-resolution. Use of direct interpolation helps to
avoid jagged artifacts and iterative back-projection
preserves sharp edges.
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