Crustal density models derived from seismic velocity models by means of velocity-density conversions typically reproduce the main features of the observed gravity anomaly over the area but often show significant misfits. Given the uncertainty in the relationship between velocity and density, seismically derived density models should be regarded as an initial estimate of the true subsurface density structure. In this paper, we present a method for estimating the adjustments necessary to a seismically derived density model to improve the fit to gravity data. The method combines the Genetic Algorithm paradigm with linear inversion as a way to approach the non-linear and linear aspects of the problem. The models are divided into three layers representing the sedimentary column, the crystalline crust and the lithospheric mantle; the depths of these layers are determined from the seismic velocity model. Each of the layers is divided into a number of provinces and a density adjustment ( ρ) value is found for each province so that the residual gravity (difference between the observed gravity anomaly and the anomaly calculated for the seismically derived model) is minimized while keeping ρ between predefined bounds. The preferred position of the province boundaries is found through the artificial evolution of a population of solutions. Given the stochastic nature of the algorithm and the non-uniqueness of the problem, different realizations can yield different solutions. By performing multiple realizations we can analyse a set of solutions by taking their mean and standard deviation, providing not only an estimate of the ρ distribution in the subsurface but also an estimate of the associated uncertainty. Synthetic tests prove the ability of the algorithm to accurately recover the location of province boundaries and the ρ values for a known model when using noise-free synthetic data. When noise is added to the data, the algorithm broadly recovers the features that define the known model despite greater standard deviations of the solutions and the occurrence of artefacts in the mean solutions. The algorithm was applied to four profiles across the Caribbean-South America Plate boundary. Some general patterns in the distribution of ρ were observed consistently in the profiles and are correlated with the interpretations of the velocity models. Positive ρ values in the sedimentary layer, negative ρ values for island arc and extended island arc crust with an abrupt change to positive values in South American crust, and positive values in the mantle under the continent and island arc with a transition to negative values under the Caribbean oceanic crust.
. Nafe and Drake data set (grey dots) and commonly used V p -ρ relations. Thin black lines represent the Z89 curve ±0.25 Mg m -3 . References: Z89 -Zelt 1989; G74-Gardner et al. 1974; B05-Brocher 2005; G97-Godfrey et al. 1997; B61-Birch 1961; CM95-Christensen & Mooney 1995. the Nafe-Drake curve (polynomial regressions to this curve by Zelt (1989) and Brocher (2005) ), relations derived specifically for sedimentary rocks (e.g. Gardner et al. 1974; Hamilton 1978) and relations specific to crystalline crust and upper-mantle rocks (e.g. Birch 1961; Sobolev & Babeyko 1994; Christensen & Mooney 1995; Godfrey et al. 1997; Fig. 1) . Researchers can choose between these formulas, or a combination of them, according to a priori geological information and subjective preference. Density models thus derived often produce gravity anomalies that correlate well with the observations, but commonly have significant misfits, even when lithology-specific V p -ρ relations are used and careful measures are taken to account for the effects of pressure and temperature (e.g. Ravat et al. 1999; Korenaga et al. 2001) . This is to be expected, since the data on which these relations are based show significant scatter (Fig. 1) . The variability of the V p -ρ relation is caused by its dependence on a number of factors including mineralogy, composition, presence of melt and porosity structure (Korenaga et al. 2001) . The effects of variations in these parameters can be so large as to call into question the usefulness of seismic velocities as effective constraints on densities (Barton 1986) . Therefore, although the V p -ρ relations are certainly valuable, any density model derived using them must be regarded as an initial approximation and the need for subsequent model refinement should be expected. Site-specific V p -ρ relations will be found as a result of refining the density models to fit the observed gravity anomalies, which may help estimate or constrain some of the parameters that control the relation. In addition, a spatially systematic variation of the V p -ρ relation could help define otherwise inconspicuous boundaries of tectonic units.
Forward modelling is commonly used to refine the density models derived from seismic velocities (e.g. Horsefield et al. 1994; Barton & White 1997; Hirsch et al. 2009; Klingelhoefer et al. 2009; Šumanovac et al. 2009) , and is sometimes guided by assumptions concerning the lateral variations in chemical composition, lithology, mineralogy and/or temperature (e.g. Ravat et al. 1999; Korenaga et al. 2001) . While certainly a valid and widely used approach, forward modelling has significant drawbacks when applied to gravity modelling, given the inherent non-uniqueness of the problem. This issue can be addressed by producing a set of different models that incorporate different assumptions. As an alternative to forward modelling, inversion schemes can be applied. However, to make the problem suitable for inversion techniques, restrictions are usually imposed on the distribution of the density adjustments [e.g. limited to a single layer (Kauahikaua et al. 2000; Korenaga et al. 2001) ]. Both of these approaches result in a limited exploration of model space and cannot provide a statistically valid estimate of the range of parameters that can fit the data adequately. Therefore, when using these methods, it is difficult to estimate the errors on the model parameters. As an alternative, the use of stochastic parameter search methods has proven useful in the modelling of seismic and potential field data and can yield quantitative assessments of model uncertainty (e.g. Bosch 1999; Schreiber et al. 2010) .
In this paper, we present a guided stochastic search approach to this problem based on the Genetic Algorithm (GA) paradigm, which aims to find suitable solutions to a problem by mimicking biological evolution (Vose 1999) . GAs are a powerful and versatile tool for global optimization and are an efficient method for the exploration of model spaces with local minima. They have been shown to be useful in the analysis and modelling of gravity data both in 2-D and 3-D (e.g. Boschetti et al. 1997; Roy et al. 2002; Montesinos et al. 2005; King 2006; Chen et al. 2006) . The methodology we present here is based on a multirealization GA that also incorporates linear inversion as part of the optimization process. The goal of this algorithm is to recover the density adjustments ρ required to improve the fit of a seismically derived 2-D crustal density model. We have applied this method to four active-source wide-angle profiles of the BOLIVAR project (Levander et al. 2006) across the Caribbean-South America Plate boundary.
D E S C R I P T I O N O F T H E A L G O R I T H M

Residual anomaly
A 2-D initial density model is obtained from a 2-D seismic velocity model by using a given V p -ρ relation. In the examples presented Gravity inversion using genetic algorithms 579 in the following sections, we have used a polynomial regression to the Nafe and Drake curve (Zelt 1989 ) hereafter referred to as Z89. To calculate the initial gravity anomaly we parametrize the density model as a series of trapezoidal blocks of constant density and use the method of Talwani et al. (1959) . To avoid edge effects, the models are padded on either end by laterally extrapolating the densities at the edges of the model for one model length. We obtain the residual anomaly by subtracting this initial calculated anomaly from the observations and removing the mean.
Parameterization
While the initial model can be arbitrarily complicated and can contain an arbitrary number of polygons distributed in any number of layers, to make the implementation of the GA feasible we simplify the problem as follows:
(1) We divide the model into three layers representing the sedimentary cover, the crystalline crust and the upper mantle. We obtain the depths of the boundaries between these layers from the velocity model and assume these boundaries to be well constrained, and thus, fixed.
(2) We assume that each of these layers can be divided laterally into a small number of 'provinces' and that the provinces are separated by vertical boundaries. The number of provinces and the location of the boundaries in each layer are independent of the other layers.
(3) We assume that ρ is constant within each province and limited to a certain range ( ρ min < ρ < ρ max ).
By making these simplifications, the inversion process effectively results in static shifts in the model densities relative to the values in the initial model, with the shift being constant within a province. The question of the optimal number of provinces per layer will be discussed in Section 3.2. The values of ρ max and ρ min were fixed in this implementation to ±0.25 Mg m -3 based on the distribution of empirical data points about the Nafe-Drake curve (Fig. 1 ).
Solution representation and evaluation
Since the general architecture of the GA method has been extensively described elsewhere (e.g. Goldberg 1989; Vose 1999; Sivanandam & Deepa 2007) , we will leave the details of our implementation to Appendix A. In this section, we will discuss the evaluation operator, which is the central part of the algorithm. Each density adjustment solution can be viewed as consisting of two parts. The geometry of the blocks (provinces) and the value of the density adjustment ( ρ) in each block. Although the problem of calculating the gravity anomaly resulting from a 2-D body has a non-linear dependence on the geometry of the body, it depends linearly on its density. Therefore, we approach the two parts of the problem in different ways. Since the layer boundaries are assumed to be fixed, the geometry of the blocks is determined by the set of parameters defining the province boundaries. It is these parameters that will represent a particular solution competing for survival in the GA. Using GA terminology, this can be thought of as the solution genotype. Due to the linear dependence of the gravity anomaly on the block's density, once we have defined the geometry of the blocks we can use the formulation of Talwani et al. (1959) to calculate a matrix G that relates the ρ values to the residual gravity anomaly they produce by Gm = d est where m is a vector containing a given set of ρ and d est is the corresponding residual gravity anomaly.
Conversely, given the values of the residual anomaly d res and the matrix G we can perform a linear inversion to obtain the values of m that minimize Gm -d res , thereby finding the set of density adjustments that would best explain (in a least-squares sense) the observed gravity residual, given the pre-defined block geometry. Since we do not place constraints on the inversion, the elements of m are free to take values outside the permitted range, so we obtain the vector m by imposing minimum and maximum values ( ρ min and ρ max ) on the elements of m .
The vector m can be thought of as the solution phenotype as it is the density distribution that results from the province geometry and the bounds placed on ρ. We then calculate the gravity anomaly generated by the reset model by d est = Gm , and finally obtain a measure f of the fitness of the solution by calculating the rms misfit between d res and d est . The fittest solutions are then those with the smallest f values, and we will refer to the fittest solution (minimum f ) in a population as the α solution. We let the solutions compete and evolve for a fixed number of generations and retrieve the α solution at the end of the run, which we consider to be one realization. We note that, when applying inverse methods, it is often desirable not to minimize data misfit but to obtain a normalized data misfit of unity [misfit equivalent to data uncertainty; (Bevington 1969) ]. However in the case of crustal scale 2-D gravity modelling, uncorrelated noise stemming from observational error is negligible and other factors, difficult to estimate before the inversion, play a more important role as discussed in Section 3.3. It is for this reason that the concept of normalized misfit is not used in our evaluation function.
Analysis of the results
Since the GA method is based on a guided but random process, after a set number of generations, it converges to a different α solution in each run depending on the seed of the random number generator. Although GA's are designed to avoid local minima, there is such a high level of non-uniqueness in the problem at hand that many different combinations of model parameters can fit the data almost equally well. We speculate that if the process was allowed to run indefinitely, the global minimum might be found each time, independent of the random seed used. However, given the slow pace of convergence after a given number of generations, we find it more practical and efficient to stop the convergence at a given point and repeat the process a number of times to obtain different approximations to the global minimum. There is an added benefit to this approach in that it allows us to examine the variability in the set of model parameters that fit the data at a given level.
The representation of each solution based on the location of the province boundaries does not allow for the direct comparison of two solutions (two significantly different sets of boundaries could result in very similar density distributions), so we resample the density distributions resulting from the α solutions emerging out of each realization into 1 km wide cells. We can then perform an elementary statistical analysis on the resampled density distributions to obtain the mean ρ value and standard deviation for each 1 km wide cell. We will refer to this average as the mean α solution.
S Y N T H E T I C T E S T
In designing a synthetic model to test the algorithm, we used the geometry of the P-wave velocity model from BOLIVAR profile 67W (Magnani et al. 2009 ) as a template. The Moho interface was taken directly from the velocity model and the crystalline basement 580 M. J. Bezada and C. A. Zelt interface was constructed from the 5 km s -1 contour in the velocity model. We prescribed a series of density anomalies on each of the three layers as follows. We placed positive (0.10 Mg m -3 ) and negative (-0.17 Mg m -3 ) density anomalies in the north and south of the sedimentary layer, respectively, a negative density anomaly (-0.13 Mg m -3 ) in the crystalline crustal layer near the centre of the model and we divided the upper-mantle layer into two zones of negative (-0.15 Mg m -3 ) and positive (0.15 Mg m -3 ) density anomalies in the north and south, respectively, with a transition in three steps between the two zones near the centre of the model (Fig. 2) . This results in four provinces in the sedimentary layer, three in the crystalline crustal layer and five in the uppermost mantle layer. This distribution of density anomalies was meant to pose a challenge to the methodology since negative and positive density anomalies in different layers of the model coincide laterally, producing competing effects on the residual gravity curve. The synthetic residual anomaly has a peak-to-trough amplitude of ∼ 350 mgal and is clearly dominated by the long-wavelength effect of the upper-mantle anomalies (Fig. 2) .
Noise-free residual gravity
For a first test, we use the synthetic residual gravity as input to the algorithm and we set the number of provinces to match those of the known model. We ran the algorithm for 150 generations per realization and 50 realizations. The results are satisfactory in that the mean α solution recovers the location and amplitude of most of the anomalies accurately (Fig. 3) . The distribution of the individual α solutions and the values of the standard deviations indicate that the level of constraint on the anomalies is variable (Fig. 3) . The density anomalies seem to be much better constrained in the south of the model (less variability in the individual α solutions and smaller standard deviations), where there are shorter wavelength lateral variations in the topography of the layer boundaries. The northern half of the sedimentary layer and the northernmost third of the igneous-metamorphic layer show the least constraint on ρ. This is likely due to their small thicknesses that make it easy to compensate a ρ there with a laterally coincident, small change in the ρ value of another layer. The rms misfits of each of the 50 α solutions vary from 0.5 to 1.3 mgals with the mean being 0.8 mgal (Fig. 4) . Meanwhile, the rms misfit of the mean α solution is 0.4 mgal, better than any of the individual α solutions. Another noteworthy result is that the areas where the anomalies are not recovered correctly are those where the uncertainty is greatest (Fig. 3) . Regarding the lateral boundaries of the anomalies, the northern boundaries of the negative sedimentary anomaly and the positive mantle anomaly, as well as the southern boundary of the crustal anomaly are recovered successfully. In contrast, the boundaries of the positive sedimentary anomaly and the northern boundary of the crustal anomaly are not recovered very well, although sharp gradients or small steps are observed in the mean α solution at the location of the prescribed boundaries (Fig. 3) . The magnitudes of the mantle anomalies, the negative sedimentary anomaly and even the poorly laterally constrained positive sedimentary anomaly are recovered accurately, while the crustal anomaly is underestimated in the mean α solution by ∼20 per cent. The stepwise transition between the two mantle zones is not recovered in the mean α solution. Instead there is a zero anomaly zone that is partially in spatial agreement with the prescribed zero anomaly block, connected to the high and low density anomalies by gradients (Fig. 3) .
Incorrect number of provinces
This set of tests takes into account the fact that the number of provinces used to subdivide each layer is generally an unknown. It is therefore important to test the robustness of the algorithm with respect to this parameter. We consider four cases: The first one uses one fewer province in each layer with respect to the true model, the second one uses one additional province in each layer and the third and fourth use three and five additional provinces in each layer, respectively.
The results show that, for a fixed number of realizations, the ability of the algorithm to fit the data increases with the number of provinces used. As the number of provinces increases, we see an improvement of the rms misfit of the mean α solution and, for numbers of provinces matching or exceeding those in the true model, a general reduction of the variability of the sets of solutions. In the case where we assumed one fewer province per layer with respect to the true model, the variability of the α solutions is very low, with the distribution of solutions seemingly bimodal in the sedimentary layer. This low variability is misleading since it gives the impression of a tight constraint even in areas where the true anomaly is not recovered well and results from the limitations imposed by the small number of provinces. In all cases, the rms misfit of the mean solution is at least as small as the smallest rms misfit of the individual α solutions (Fig. 4) . Overall, the mean α solutions for all cases contain the main features of the true model and the rms fit is excellent (0.1-1.0 mgal). The northern boundary of the positive sedimentary anomaly and the magnitude and northern boundary of the crystalline crustal anomaly are the most difficult features to recover. These features become increasingly well resolved as the number of provinces increases and they are recovered accurately in the case with five additional provinces per layer. In that case, the northernmost ∼50 km of the sedimentary and crystalline crustal layer (where these difficult to resolve features are located) show the largest standard deviations of ρ, reflecting the fact that a variety of combinations of density anomalies in these two layers can explain the synthetic gravity values in this part of the model. The algorithm is unable to recover the stair-step transition between the low and high-density mantle anomalies when more than three additional provinces per layer are added. Instead, the mean α solution shows a density gradient connecting the two anomalies. A quantitative assessment of the success of the inversions is possible by calculating the L2 norm of the difference between vectors containing the resampled ρ values from the true model and each of the individual α solutions as well as the mean α solution for each of the cases considered. Fig. 4 shows that the difference between the mean α solution and the true model decreases monotonically with increasing number of provinces per layer. The trends seen in the graphs presented in Fig. 4 suggest that the addition of a greater number of additional provinces per layer would produce only incremental improvements in the rms misfit and difference with the true model of the mean α solution.
We conclude that the algorithm can successfully recover a set of density anomalies if the key assumptions we have made are met (i.e. the layer boundaries are known accurately from the velocity model, the residual gravity is caused by static shifts in the V p -ρ conversion and these shifts are constant within a province). It is not necessary to know a priori the number of provinces that each layer should be divided into, as the results are robust with respect to this parameter and satisfactory solutions are found while using a number of provinces that differs from that of the true model. Moreover, it is desirable to use a greater number of provinces than is strictly needed, as this helps the algorithm converge to the correct solution.
Residual gravity with added noise
In the next set of tests we explore the robustness of the algorithm with respect to noise in the residual gravity curve. Due to the precision and accuracy of gravity meters, noise in gravity data is practically negligible in crustal scale studies. However, we have assumed that the layer boundaries that we define from the velocity model are accurate, but we should expect some degree of error depending on the quality of the seismic data. Our formulation also ignores 3-D effects that could be locally significant, and the simple parameterization we use cannot represent small bodies with anomalous densities within a province. We added noise to the synthetic residual anomaly to simulate randomly distributed density contrasts not accounted for by our parameterization. Since the intent is not to simulate uncorrelated noise, instead of adding a random value to each residual gravity point, we create a smooth noise curve by placing Gaussian random values with a standard deviation of 8 mgal at equal intervals of 20 km and resample them to match the observation interval of 5 km (Fig. 5) . We repeated the set of tests performed with the noise-free synthetic data set to gauge the effect of the number of tectonic provinces assumed on the set of solutions found. The results show that even after adding noise to the residual gravity curve, the algorithm is able to broadly recover the main features of the prescribed model (Fig. 6) .
As was the case for the noise-free synthetic test, we consider five cases where we varied the number of provinces per layer with 582 M. J. Bezada and C. A. Zelt Figure 3. (Continued.) respect to the true model from -1 to +5. In all of the five cases, we recovered the negative and positive density anomalies in the mantle. The magnitude of the negative mantle anomaly is more accurate and robust (smaller standard deviations), but that of the positive anomaly is generally adequate except in the case with five additional provinces per layer. The stepwise transition is not recovered well, but it is suggested by the mean α solution in the cases with the correct number of provinces and with one additional province per layer. The negative crystalline crustal anomaly is also present in the mean α solution in all the cases considered. The southern boundary of this anomaly is a very robust feature and is recovered accurately in all cases, while the northern boundary is only apparent in the results when fewer than three additional provinces per layer are used. The magnitude of the crystalline crustal anomaly is underestimated by 33-69 per cent. The recovery of the anomaly magnitude improves as the number of provinces per layer with respect to the true model increases from -1 to 1, but no additional improvement is seen when a larger number of provinces per layer is used (Fig. 6 ). In the sedimentary layer, the northern boundary of the negative anomaly is recovered accurately in all cases but the magnitude is severely underestimated. Only 50 per cent of the magnitude of this anomaly is recovered when using the correct number of provinces, recovery worsens slightly when one additional province per layer is added and is very poor (∼25 per cent of the true value) in the cases with a larger number of additional provinces per layer. The positive sedimentary anomaly is generally overestimated (up to 100 per cent). In this case, the estimate does improve consistently with the addition of more provinces per layer. The lateral boundaries of this anomaly are recovered only approximately, but within ∼25 km of the corresponding boundaries in the true model (Fig. 6) . Additional, laterally small anomalies not present in the true model appear in the mean α solutions (e.g. at ∼200 km, Fig. 6 ) as a result of the noise. These artefacts become more pronounced with the addition of provinces.
Overall, although the fit to the data improves, the quality of the mean solution decreases if the number of additional provinces with respect to the true model is greater than one (Fig. 7) . Quantitatively, the norm of the vector difference between the mean α solution and the true model is smallest when one additional province per layer is considered and increases for a larger number of additional provinces (Fig. 7) . While the additional provinces do not improve the estimate of the true model, they do produce a significant increase in the standard deviation of the individual α solutions, making the interpretation of the set of solutions more difficult.
We can conclude that using a large number of provinces when applying the algorithm to real data degrades the quality of the results and leads to the strengthening of artefacts in the solutions. Our results suggest that many additional provinces do not result in better approximations to the true model and complicate the interpretation of the sets of solutions given the larger scatter produced. These tests suggest that, when using real data, this method would be most successful when the number of provinces assumed in the algorithm exceeds the number required or expected by one or two.
An encouraging result that arises from this set of tests is that by looking at the mean α solution and the distribution of the solutions it is possible to discern what the main features of the true model are and what the level of uncertainty is. As elaborated above, the mean α solution in all cases contains the transition from low to high density in the mantle, the low density anomaly in the crystalline crust near the centre of the model and the high and low density anomalies in the north and south of the sedimentary layer, respectively. These are all the features that define the true model, and although their magnitudes are not always recovered well, the polarities are correct and the recovered locations of their lateral boundaries are fairly accurate. In these tests, additional density anomalies not present in the true model are seen in the mean α solutions. This implies that, as with most geophysical techniques, attention should be paid to the possible presence of artefacts in the solutions. Laterally, small anomalies that occur in areas of the model otherwise known to be geologically homogenous should be considered potential artefacts; meaning not that they should be ignored but that their interpretation should be approached with caution and alternative explanations for the gravity residual they cause should be considered.
A P P L I C AT I O N T O R E A L DATA
In this section, we describe the application of our procedure to 2-D velocity models of four transects across the Caribbean-South American Plate boundary produced as part of the BOLIVAR project (Levander et al. 2006) . The four boundary normal profiles we will consider resulted from the analyses of first-arrival and reflected traveltimes from controlled-source seismic data. The profiles were named according to their approximate longitude: 70W (Guédez 2007) , 67W (Magnani et al. 2009 ), 65W (Bezada et al. 2010 ) and 64W (Clark et al. 2008) . The four profiles cross a series of tectonic provinces roughly perpendicularly. These provinces are, from north to south, the Venezuela basin over the Caribbean seafloor, the Southern Caribbean Deformed Belt, the Leeward Antilles extinct volcanic island arc and extended island arc, the strike-slip fault system, the coastal ranges (with the exception of profile 65W) and sedimentary basins on land (Fig. 8) .
The gravity anomaly values over the profiles were interpolated from a 3 grid of land, ship and satellite measurements (Izarra et al. 2005 ; Fig. 8 ). The data represent Bouger anomaly on land and free-air anomaly offshore. For the initial gravity calculations, the models were parameterized as a set of trapezoids with constant density (Fig. 9) and padded at the edges as described in Section 2.1. The density of each trapezoidal block was determined from the block's average velocity using the Z89 curve. The location of relative high and low gravity anomalies calculated from the initial models correlate well with the observations (Fig. 9 ) but the level of misfit is significant, with original rms misfits ranging from 23 to 69 mgal (average 51 mgal). Previous attempts to fit the gravity data for two of the profiles relied on forward modelling and constrained the density adjustments to laterally varying depth intervals to avoid the problem of trade-offs between density anomalies at different depths. These modelling efforts reduced the rms misfit to a minimum of 11 mgal (Magnani et al. 2009; Bezada et al. 2010) .
Based on the experience with the noisy synthetic data set described in the previous section, and the number of tectonic provinces observed on the surface and interpreted from the seismic velocity models, we chose to use six provinces per layer when applying our algorithm to these data. As was the case for the synthetic models described above, we ran the algorithm for 150 generations and 50 realizations. The mean α solutions achieve a significant reduction of the misfit with respect to the original density models, reaching rms values of 4.5-7.7 mgal (Fig. 10) .
As expected, the character of the sets of solutions is similar to what is seen in the noisy synthetic test, and there is significant variation in the individual α solutions (Fig. 10) . Based on the noisy synthetic results, we expect to encounter artefacts in the mean α solutions and will focus the analysis of the solutions on the polarity and the location of lateral changes in ρ. In general, in the mean α solutions for each of the four profiles we observe a good correlation between lateral changes in ρ and the boundaries of tectonic provinces interpreted in the velocity models (Fig. 11 ). We will describe the mean α solutions in terms of those tectonic provinces and will make some general observations based on the features that are roughly consistent across the different profiles.
In the mean α solution for each of the four profiles, mantle under the volcanic island arc, extended island arc and continent shows consistently slightly higher ρ than the mantle north of the Southern Caribbean Deformed Belt (Fig. 11) . The transition between the two blocks occurs over a distance of 50-100 km and the magnitude of the difference in ρ is 0.05-0.10 Mg m -3 (Fig. 10) . This pattern seems counterintuitive from the perspective of the known variations in ρ and V p as a function of mantle depletion. We would expect the mantle under the extinct island arc and the continent to be more depleted than that under the oceanic plate. Depletion of mantle peridotite (increase in the Mg#) does not produce significant variation in the P-wave velocity but produces a systematic decrease in density (Lee 2003) . Therefore, if composition was the only contributing factor we would expect that, relative to a reference V p -ρ curve, depleted peridotite would have a lower density for any given V p , the opposite of what we observe. This suggests that other factors influence the relationship between V p and ρ in this area. In interpreting this spatial pattern in ρ we must take into account that, in the seismic models, constraint on upper-mantle velocities is limited to the shallowest depths, given the penetration of the Pn phase. It is therefore possible that variations in velocity (and density) at depth not captured in the original models are partially responsible for the ρ pattern we observe. The sedimentary layer generally exhibits positive ρ in all of the four profiles. A notable exception occurs in the area directly above the volcanic island arc crust on profile 67W. Here, the sedimentary cover is very thin, and it is possible that this negative density anomaly results from the influence of the anomaly in the crystalline crust directly below it. The distribution of ρ in the igneous-metamorphic crust seems to divide it into three main provinces: The Caribbean oceanic crust, the Leeward Antilles volcanic island arc and extended island arc and the continental South American crust. The Caribbean oceanic crust shows very large scatter in the individual solutions for all of the four profiles, with the mean α solution in most cases showing a weakly negative ρ (Fig. 10) . Given the large standard deviations in the solutions and the relatively weak constraint on the northern edge of the velocity models, this set of results is inconclusive.
The extinct Leeward Antilles arc shows a generally negative ρ. It is worth noting that this area of the velocity models is well constrained and that the velocity structure of this volcanic belt was shown to be consistent laterally along the island chain (Magnani et al. 2009; Bezada et al. 2010) , suggesting similar lithologies throughout the arc. The negative density anomaly ( ρ values of -0.10 to -0.17 Mg m -3 ) is consistent in all of the profiles with the exception of 70W where it becomes very weakly positive near the centre of the profile. On profile 67W the area covering the volcanic island arc has a stronger anomaly than the extended volcanic island 586 M. J. Bezada and C. A. Zelt arc crust and the boundaries show good agreement with the interpretation of the seismic velocity models (Fig. 11) . The V p -ρ relation that results from applying this negative ρ to the Z89 curve differs significantly from empirical observations on magmatic arc rocks (Behn & Kelemen 2006) , producing smaller densities throughout the relevant V p interval (Fig. 12) . A thorough analysis and interpretation of these results in petrological terms is beyond the scope of this paper, instead, we will briefly explore the possible causes of this anomaly. If we consider the density and P-wave velocity of some of the mineral components of basaltic and gabbroic rocks (Fig. 12) , we can speculate that a reduction in density could be produced by an above average proportion of quartz and feldspars. However, this would also tend to reduce the seismic velocity, while the Leeward Antilles arc exhibits relatively high velocities in the models (Magnani et al. 2009; Bezada et al. 2010) . In addition to a higher quartz and feldspar content, a shift to the magnesium endmember in the orthopyroxene solid solution series might produce the results we observe, since it would decrease the proportion of the very dense ferrosilite and increase that of the relatively light and seismically fast enstatite. Therefore, these results suggest that the Leeward Antilles crustal rocks contain less iron and perhaps a greater percentage of quartz and feldspars than the average island arc crust.
In contrast to the Leeward Antilles chain, the South American crust exhibits a generally positive ρ (0.05-0.10 Mg m -3 , with the exception of profile 70W, where the continental crust shows negative ρ values). An interesting result is that the boundary between the positive ρ values of the South American crust and the negative values of the volcanic island arc and extended volcanic island arc to the north occurs abruptly and, for profiles 67W and 64W coincides with the location of the strike-slip fault system that represents the boundary between the Caribbean and South American Plates. Based The density models were derived from P-wave seismic velocity models using the Z89 curve. Observed gravity anomaly shown as black crosses, calculated anomaly as red line. rms misfits are indicated in the figure. on differences in Moho depth and velocity structure in the north and south of the strike-slip fault system in these two profiles, the fault zone was interpreted to be the juxtaposition of two distinct types of crust (Clark et al. 2008; Magnani et al. 2009 ). This analysis of the residual gravity supports this hypothesis as it shows different V p -ρ signatures on the opposite sides of the margin. On profile 65W, the boundary between the positive and negative ρ zones occurs further inland, in spatial agreement with a deepening of the Moho south of the strike-slip boundary. Unlike profiles 67W and 64W, profile 65W did not show significant variation of the velocity structure across the strike-slip fault system (Bezada et al. 2010) . Again, the analysis of the residual gravity is consistent with the interpretation of the velocity model since the ρ signature seems to be continuous across the strike-slip fault system and the step towards slightly positive values occurs ∼40 km inland.
D I S C U S S I O N A N D C O N C L U S I O N S
Seismically derived density models should be regarded as initial approximations to the subsurface density structure as they often produce significant levels of misfit with respect to gravity anomaly observations. The residual gravity (not explained by the seismically derived model) can be viewed as resulting from a distribution of density anomalies or adjustments ( ρ) in the subsurface. Here, we have presented a new method for the analysis of residual gravity curves. The method uses the GA paradigm in combination with a linear inversion technique to find a simple distribution of density adjustments that will minimize the gravity anomaly misfit. The multirealization nature of the algorithm allows it to provide a range of different solutions that fit the data at a similar level, which helps to assess the degree of non-uniqueness of the solution at different locations in the model. After multiple realizations have been completed, the mean and standard deviation of all the individual solutions can be taken as an estimate of the ρ distribution in the subsurface and the associated uncertainty.
Tests showed excellent results when the noise-free synthetic residual gravity calculated from a known model was used as input to the algorithm. In those tests, the lateral boundaries as well as the magnitude of all the prescribed anomalies were recovered accurately. In addition, the algorithm proved to be robust with respect to the number of provinces per layer used, achieving better results when the number exceeded that of the true model. When noise was added to the synthetic residual gravity to simulate a scenario where the model parameterization was inadequate, artefacts were observed in the mean solutions and there was not a major improvement associated with increasing the number of provinces per layer beyond one more than in the true model. However, even in this suboptimal scenario, the main features of the true model were recovered. Specifically, the boundaries were recovered more accurately than the magnitude of the anomalies and the polarities of the anomalies were always recovered accurately. Fig. 3(a) .
To test the algorithm on real data, we applied it to velocity models and gravity data from the Caribbean-South American Plate boundary. For all of the four profiles, a significant amount of scatter was seen in the sets of individual solutions. However, some consistent trends were observed in the mean solutions for each profile. Despite the remaining ambiguity, having multiple profiles across the same tectonic units allows us to make the following general observations. The sedimentary layer showed generally positive ρ values, reflecting the fact that the V p -ρ curve used to obtain the initial model may underestimate the density of sedimentary rocks. The lithospheric mantle showed a transition from higher ρ values in the south to lower values in the north occurring near the Southern Caribbean Deformed Belt near the northern end of the profiles. This observation is difficult to explain in terms of mantle depletion, suggesting that other factors must play an important role. The crust of the island arc and extended island arc parts of the profiles generally show negative ρ values suggesting that the Leeward Antilles have lower iron content and possibly a higher proportion of quartz and feldspars than average island arc crust. Continental South American crust showed generally positive ρ values. The transition between this positive ρ regime and the negative ρ regime to the north occurs abruptly and coincides with the strike-slip plate margin for profiles 64W and 67W, supporting the interpretation of the velocity models that places different types of crust on either side of the fault zone (Clark et al. 2008; Magnani et al. 2009 ). For profile 65W, the step to positive ρ values occurs inland from the plate margin, also in accordance with the interpretation of the seismic velocity model (Bezada et al. 2010) .
The application we have presented serves as an example of the usefulness of our algorithm in the analysis of residual gravity data.
Due to the reliance of the algorithm on the layer boundary depths defined by the velocity model, the robustness of the results will improve with increasing constraint on the velocity models. Given the inherent non-uniqueness of gravity problems, we consider the ability of the algorithm to yield a range of different solutions its most important feature. In the application we present here, we have used the mean of the set of individual realization solutions as an estimate of the subsurface distribution of ρ. This approach proved to be successful in the synthetic tests we carried out, but different alternatives are also valid. For example, an interpreter may choose to deviate from the mean solution when warranted by additional geological information. The advantage of having a set of possible solutions is that they provide an idea of the acceptable model space from which to proceed. We acknowledge that many simplifications were made to make the algorithm work, but consider it a step in the right direction, and an improvement over the reliance on forward modelling or single-layer inversion schemes.
A P P E N D I X A : D E TA I L S O F G A I M P L E M E N TAT I O N
In this appendix, we describe how each new generation of solutions is created from the previous generation. For clarity, we will make a distinction between the set of parent and offspring solutions, since not all of the offspring solutions will pass on to the next generation and become potential parents (this is analogous to the fact that not all individuals in a biological population reach sexual maturity). We will refer to the individuals in generation n as parents n and the solutions produced by combining them as offspring n . The next generation of solutions parents n+1 is created by replacing a portion of parents n with an equal number of individuals from offspring n as described in the following paragraphs. Also for clarity, we will add a superscript to denote the fitness of the individual, with parents n 1 being the fittest individual solution in generation n (referred to in the text as the α solution), parents n 2 the second fittest and so on. Recall that each solution is represented by a vector whose components are real numbers indicating the lateral locations of province boundaries. Each boundary location (vector component) is termed a gene. The value of each gene is limited to the range defined by the northern and southern extremes of the model.
The application of three different operators is necessary to create generation n+1 from the solutions of known fitness in generation n. These are mating, mutation and replacement.
The mating operation is performed P times with P being the population size. It begins by selecting two individuals from parents n to mate. An elitism factor E s (with a value ranging from 0 to 1) is introduced so that the (E s × P) fittest solutions in the parents n population of solutions automatically become selected as one parent with their mating partner being selected at random from the population. For the remaining [(1-E s ) × P] of the matings, both parents are selected at random from within the population. For example, for P = 100 and E s = 0.3, 100 mating operations will take place in each generation; for the first 30 mating operations parents n 1 through parents n 30 will be chosen as one of the parents with the second parent in each case being selected at random from parents n . In the remaining 70 mating operations both parents will be selected randomly from parents n . Table A1 . Parameter values used in the algorithm for all tests and real data applications in the text. These values were selected by trial and error with the noise-free synthetic data set described in the text. From the two parent solutions selected, the mating operator produces one offspring solution by uniform crossover. The genes in the offspring solution take the value of the corresponding gene in one of the parent solutions, with an equal probability of choosing either parent for each gene.
Once the mating has been completed, the offspring individuals undergo mutation by random replacement: a certain percentage of all the genes is replaced by a different value picked at random from within the range specified. The percentage of genes replaced is termed mutation rate mr. This completes the process of creating the offspring n population of solutions. This offspring population is then evaluated to measure the fitness of the individual solutions.
The evaluation operator has been described in the text. Here we note that the linear inversion of the system of equations Gm = d (where G, m and d are as defined in the text) is given by m = (G T G) −1 G T d yielding the vector m that minimizes Gm-d in a least-squares sense.
Finally, generation n+1 is created by replacing a number of individuals from parents n with an equal number of individuals from offspring n . Here too we introduce an elitism factor E r (with a value ranging from 0 to 1), so that fittest (E r × P) individuals of generation n proceed unchanged to generation n+1, and the [(1-E r ) × P] least fit individuals of generation n are replaced by the [(1-E r ) x P] fittest individuals of the offspring population. For example, for a P = 100, and E r = 0.2. n . This completes the process and forms the population parents n+1 of known fitness from which parents n+2 can be calculated by repeating the steps described above. The process is repeated for a set number of generations maxg.
Clearly, an initial population of known fitness is required for the first generation. The initial population parents 0 is produced by choosing randomly generated values within the range define by the model's extremes.
There are a number of free parameters that can be adjusted such as the population size P, the mutation rate mr, the elitism factors in the selection phase of the mating operator E s and the replacement operator E r . The values we have used were selected through trial and error using the noise-free synthetic data set and are shown in Table A1 . High elitism factors tend to cause the algorithm to converge prematurely, whereas for small values convergence slows down and the algorithm requires a greater number of generations to achieve a given level of misfit. Variations in the mutation rate have a similar effect; exceedingly small values may cause premature convergence while high values tend to delay convergence. With respect to population size, a greater value implies a more expanded search of model space in each generation and helps the algorithm converge to a given misfit level on fewer generations but increases the CPU time per generation. Finally, the user specifies a number of realizations. Here again a compromise must be made, taking into account CPU time. The number of realizations should be large enough to create a statistically significant sample of the space of adequate solutions. We have settled on 50 realizations for all the runs presented in this paper based on tests performed with the noise-free synthetic data set, as it is difficult to estimate a priori what the level of variation in the sets of solutions will be.
It is important to note that while it is difficult to estimate the optimum values of the free parameters for a given data set, and to evaluate the effect of the interaction between the different free parameters, the tests we conducted with synthetic data produced comparable results over a range of different values for each of these parameters. This allows us to conclude that although trial and error is necessary to optimize the values of free parameters, the algorithm is robust with respect to these values.
