This paper investigates the end-to-end throughput maximization problem for a two-hop multiplerelay network, with relays powered by simultaneous wireless information and power transfer (SWIPT) technique. Nonlinearity of energy harvester at every relay node is taken into account and two models for approximating the nonlinearity are adopted: logistic model and linear cut-off model. Decode-and-forward (DF) is implemented, and time switching (TS) mode and power splitting (PS) mode are considered.
The second class of literature targets at maximizing some utility including the outage capacity [20] or end-to-end throughput [21] [22] [23] [24] , or minimizing some cost such as transmission time for given amount of data [25] , by optimizing PS ratio, TS ratio, etc. Without specific clarification, two-hop relay network is set up in default in these literatures. In [20] , PS ratio and TS ratio are optimized under PS mode and TS mode in a DF relay network, respectively. In [21] , multiple antennas are assumed at an AF relay, and PS ratio and antenna selection strategy are optimized jointly. In [22] , beamforming vector and PS/TS ratio are optimized with multiple antennas implemented at source node, AF relay, and destination node. In [23] , PS ratio is optimized over multiple channels in PS mode. In [24] , PS ratio and TS ratio are optimized respectively for a multi-hop DF relay network. In [25] , time for energy harvesting, information decoding, and information forwarding at the relay nodes are scheduled jointly.
For all the previously surveyed works in SWIPT-powered relay network, linear model is assumed for the energy harvester at the relay node, which indicates that the output power of the energy harvesting circuit grows linearly with the power of input RF signal. However, measurements show that the practical energy harvesting circuit is subject to a non-linear model. Hence the mismatch of energy harvesting model in surveyed literatures will lead to the degradation of system performance. In [26] , a nonlinear EH model based on logistic function is built, which fits the measurement data well. Some literatures related to SWIPT [12] , [27] have also taken use of this non-linear model. For the ease of discussion, we will call this kind of model as logistic model. In [28] , a linear cut-off model is used to approximate the nonlinear feature of energy harvester, which goes with the power of input RF signal constantly, then linearly, and at last constantly in [28] . The linear cut-off model is also shown to be a good approximation. It should be noticed that when logistic model or linear cut-off model is adopted for a SWIPT-powered relay network, the methods in existing literatures cannot offer a solution.
In this paper, we investigate the two-hop DF relay network with a consideration of nonlinear energy harvester under TS mode and PS mode for the first time. For the nonlinearity of energy harvester, both logistic model and linear cut-off model will be taken into account. The scenario with multiple relay nodes is considered, which is more general and beneficial since more copies of source signal can be utilized. Thus there are multiple links from source to destination through a relay node. End-to-end throughput is targeted to be maximized by optimizing transmit power and bandwidth on every link and PS ratio or TS ratio on every relay node. Optimization problems are formulated for TS mode and PS mode, respectively.
• For TS mode under two nonlinear models of energy harvester, the associated optimization problem is non-convex. To find the global optimal solution, the original optimization problem is decomposed into two levels. In the lower level, with some further transformations and by exploring the special properties of investigated problem, closed-form optimal solution is derived. In the upper level, the associated problem is transformed to be a standard monotonic optimization problem, whose global optimal solution is achievable.
• For PS mode under logistic model, with some transformations, the original optimization is also transformed to be a standard monotonic optimization problem. Hence the global optimal solution is also achievable.
• For PS mode under linear cut-off model, the method for PS mode under logistic model also applies. However, to further save the computation complexity, we transform the original optimization problem to be an equivalent form and then derive the semi-closed-form solution for the transformed problem, which is also global optimal.
The rest of this paper is organized as follows. In Section II, the system model is presented and the research problems are formulated. Section III and Section IV present the optimal solution of the formulated problem in TS mode and PS mode, respectively. Section V shows the numerical results, followed by concluding remarks in Section VI.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a two-hop DF multiple-relay network as shown in Fig. 1 , in which the source node S would like to transmit information to the destination node D via relay node R n , who has no power supply, for n ∈ N {1, 2, ..., N }. The source, destination, and N relays all have single antenna. Denote the channel gain from S to R n as h n , the channel gain from R n to D as g n , and the path from node S to node D through node R n as link n, for n ∈ N . A direct link from the source node S to the destination node D does not exist due to physical obstacles [15] , [29] .
All the links also constitute the set N {1, 2, ..., N }. In the system, all the channel gains keep stable in one fading block, and are randomly and independently distributed over fading blocks with continuous distribution function.
The information is transmitted with the help of relay nodes in the following way. Denote the bandwidth allocated to link n as w n , suppose the transmit power of source node S as p n for link n. By assuming the total system bandwidth as w T , and total transmit power of source node S as p T , there are
and
For every relay node, it should be noticed that they all have no power supply. Thus R n for n ∈ N has to harvest energy from the signal transmitted by node S. SWIPT technique is utilized, and two modes are considered: TS mode and PS mode.
In TS mode,
•
Step 1: As shown in Fig. 2 , time is divided into multiple frames with equal length T . The T is smaller than the coherence time, hence channel gains h n and g n for n ∈ N within in T keeps invariant. Within one frame, R n first harvests energy from S's RF signal in the time duration between [0, αT ], where 0 ≤ α ≤ 1. In this step, the harvested energy can be written as αT φ(p T h n ), where φ(x) indicates the power of harvested energy of every relay nodes's energy harvester when the power of received energy is x 1 .
• Step 2: In the rest of time of one frame, i.e., within time duration
signal is left for information decoding. 1 Without loss of generality, the feature of φ(x) of the every relay node's energy harvester is assumed to be identical. In PS mode, time is also divided into multiple frames with equal length T , within which h n and g n for n ∈ N keeps invariant. But different from TS mode, as shown in Fig. 3 , a fraction β n where 0 ≤ β n ≤ 1, of the received signal's power is left for energy harvesting, and a fraction
(1 − β n ) of received signal's power is left for information decoding. Denote the transmit power of R n as q n for n ∈ N . In TS mode, the transmit power q n = αφ(p T hn) (1−α) . In PS mode, the transmit power q n = φ(p T h n β n )). Thus the end-to-end throughput in TS mode can be written as
and the end-to-end throughput in PS mode can be written as
where σ 2 is the power spectrum density of noise 2 . On the other hand, q n should be also subject to a limit on the maximal transmit power, denoted as q max , due to the physical limit of the relay node R n . Hence there is
in TS mode, and
in PS mode.
For the feature of energy harvester, as shown in Fig. 4 , experimental measurements in [26] shows that the power of harvested energy first grows with the power of received energy when the power of received energy is larger than a threshold, and then the grows slowly and slowly until it reaches up to an upper bound. To approximate this feature, two models are adopted.
• Logistic Model: In this model,
where M represents the maximal power the energy harvester can harvest, a and b are parameters for nonlinearity. This model is broadly used when taking into account the nonlinearity of the energy harvester [12] , [27] .
• Linear Cut-off Model: In this model,
Note that both the function in (9) and the function in (10) are monotonic increasing functions with x, which is in coordination with such an intuition: More power can be harvested when more power is received. Fig. 4 also plots φ(x) versus x under logistic model and linear cut-off model under selected parameter setup. It can be seen that both of these two models can achieve a good approximation of measurement data. 2 When taking into security issue, a different throughput can be expressed and achieved as shown in [30] , [31] . Due to the limit of space, we will only look into the ideal case without consideration of security in this work, which is also a general case in most of related literatures. Collecting the formulated constraints, the associated optimization problem under TS mode and PS mode can be given as follows.
In TS mode, the associated optimization problem is Problem 1:
In PS mode, the associated optimization problem is Problem 2:
In the following, we will show how to solve Problem 1 and Problem 2 under two energy harvester models, i.e., logistic model and linear cut-off model, respectively.
III. OPTIMAL SOLUTION IN TS MODE
In this section, Problem 1 will be solved. Note that Problem 1 is a non-convex optimization problem given that the function C t (α, {p n }, {w n }) is a non-concave function with the vector of α, {p n }, and {w n }. Thus the global optimal solution of Problem 1 is hard to achieve. In the following, we will do some transformation and simplification on Problem 1, and find the global optimal solution of Problem 1. Attention that the presented solution in this section works for both the case under logistic model and the case under cut-off model.
To solve Problem 1 optimally, we decompose it into two levels 3 . In the lower level, α is fixed, and the following optimization problem need to be solved
For the upper level, look into the constraint (11d), which is equivalent with
Define
. Note that α max ≤ 1. Thus the constraint (11d) and constraint (11a) can be combined to be
In the upper level, we need to optimize α so as to solve the following optimization problem Problem 4:
It can be checked that Problem 1 is equivalent with the upper level optimization problem, i.e., Problem 4.
A. Optimal Solution for the Lower Level Optimization Problem
In this subsection, we will solve the lower level optimization problem, i.e., Problem 3. To simplify the solving of Problem 3, we impose one additional constraint
then the objective function of Problem 3 reduces to
In addition, by relaxing the equality constraint (13d) in Problem 3 to be an inequality, Problem 3 turns to be the following optimization problem Problem 5:
It should be noticed that maximal achievable utility of Problem 5 equals the maximal achievable utility of Problem 3. The reason is as follows: Even the optimal solution of Problem 3 does not obey the constraint (17), i.e., p n >
, the throughput on link n is still
, which can be achieved by setting
. In other words, in the feasible region such that constraint (17) holds, the maximal achievable utility of Problem 3 is also achievable. To be consistent with the constraint (17), the equality constraint (13d) in Problem 3 is relaxed to be the inequality constraint (18c), which has no influence on equality between the maximal achievable utility of Problem 3 and the maximal achievable utility of Problem 5. Therefore solving Problem 3 is equivalent with solving Problem 5.
It should be also noticed that the solution of Problem 5 may not serve as the optimal solution of Problem 3 directly, since the optimal solution of Problem 5 may have N n=1 p n < p T . In the real application, to get the optimal solution of Problem 3, we only need to find the optimal solution of Problem 5 in the first step, and then keeps w n unchanged for n ∈ N , and enlarge p n for n ∈ N calculated by solving Problem 5 such that constraint (13d) holds.
Next we turn to solve Problem 5. It can be checked that Problem 5 is a convex optimization problem since the constraints of Problem 5 are all linear and the objective function
is concave with (w n , p n )
T . Although existing method can help to find the global optimal solution, in the next we will explore some special property of Problem 5's optimal solution so as to simplify the solving of Problem 5.
It can be checked that Problem 5 satisfies the Slater's condition. Hence the KKT condition of Problem 5 can serve as the sufficient and necessary condition of its optimal solution [32] , which can be given as follows
Constraints(18a), (18b), (18c), (18d), (18e).
where η n , µ n , δ, ν, and λ n are the Lagrange multipliers associated with the constraints (18a), (18b), (18c), (18d), (18e), respectively.
Before we start the investigation on the KKT condition listed in (19) , two facts about the optimal solutions of Problem 5 are claimed.
• Define A {n|p n > 0, w n > 0} and B {n|p n = 0, w n = 0}. Then there is N = A ∪ B.
This fact indicates that the case with p n > 0, x n = 0 (or the case p n = 0, x n > 0) will not happen for the optimal solution of Problem 5. This is because the case with p n > 0, x n = 0 (or the case p n = 0, x n > 0) indicates a wasteful use of power resource p n (or spectrum resource x n ). Higher utility can be achieved by transferring the wasted resources to the other links with positive bandwidth allocation or power allocation.
• The constraint (18d) is active, which means that N n=1 w n = w T , for the optimal solution of Problem 5. This is due to the fact that the objective function of Problem 5 is an increasing function with w n for n ∈ N . So it is better to increase w n for n ∈ N as much as possible.
Then we turn to investigate the KKT condition in (19) , which can help to prove the following lemma.
Lemma 1: Define A {n|p n > 0, w n > 0}, the term pnhn wnσ 2 equals a constant for n ∈ A. Proof: For n ∈ A, there is w n > 0, thus it can be inferred that µ n = 0 from (19e). Define γ n = pnhn wnσ 2 , then (19b) can be rewritten as
The function ln (1
is actually a strictly increasing function with x for x > 0. Hence from (20) it can be concluded that γ n for n ∈ A equals a common value, which is denoted as γ for the ease of presentation in the following.
This completes the proof.
According to the claim in Lemma 1, there is w n = pnhn γσ 2 . Combining with the two claimed facts for the optimal solution of Problem 5, it can be derived that
which further indicates that
Therefore the objective function of Problem 5 can be rewritten as 
Since maximizing w T log 1 + 
For Problem 6, it is straightforward to see that the optimal policy is to allocate more power resource to the link with higher channel gain, i.e., to set the p n with higher h n as large as possible. Specifically, the optimal allocation of p n for n ∈ N can be found as follows.
Algorithm 1 Searching procedure for the optimal solution of Problem 6.
1: Order h n for n ∈ N in descending order, such that h
,
In the end of this subsection, the optimal solution of the lower level optimization problem, i.e., Problem 3, can be summarized as follows.
Algorithm 2 Searching procedure for the optimal solution of Problem 3.
1: By following Algorithm 1, find the optimal p n for n ∈ N of Problem 6.
where p n is calculated in Step 1 of Algorithm 2 for n ∈ N .
3: Increase p n calculated in Step 1 to be p n for n ∈ N such that N n=1 p n = p T . 4: Output p n and w n for n ∈ N .
B. Optimal Solution for the Upper Level Optimization Problem
In this subsection, we will solve the upper level optimization problem, i.e., Problem 4. In the first step, there is such a lemma.
Lemma 2:
The function F (α), which is defined in Problem 3, is monotonically increasing with α.
Define the optimal solution of Problem 3 associated with α † and α ‡ are p † n and w † n , and p ‡ n and w ‡ n , respectively, for n ∈ N . Then there is
where (a) holds is due the fact that the coefficient This completes the proof.
With Lemma 2, the objective function of Problem 4 is actually the difference between two monotonically increasing function with α, i.e., the difference between F (α) and αF (α). Thus solving Problem 4 is equivalent with solving the following optimization problem Problem 7:
For Problem 7, since both F (α) in its objective function and z in its objective function are increasing functions with α and z respectively, the maximum of Problem 7 can be achieved by increasing both α and z as large as possible. Looking into the constraint (25a), both αF (α) and z are increasing functions with α and z respectively, thus the maximum of Problem 7 will be achieved when both α and z reach their maximal allowable value in the feasible region of Problem 7, in which case there is
which indicates that
Replace z with the expression in (27) , the objective function of Problem 7 turns to be F (α) − αF (α) + F (α max ). Since maximizing F (α) − αF (α) + F (α max ) is equivalent with maximizing F (α) − αF (α), solving Problem 7 is equivalent with solving Problem 4.
Then we focus on solving Problem 7. Although being non-convex, Problem 7 actually falls into the standard form of Monotonic Optimization Problem, whose standard form can be given as follows.
Problem 8:
where the variable x is a multiple dimensional vector, x L and x U represent the lower bound and upper bound of x respectively, and both f (x) and g(x) are monotonically increasing functions with x. For a standard monotonic optimization problem, there is a polyblock algorithm to achieve the ε-optimal solution of a standard monotonic optimization problem, where ε indicates the gap between the achieved utility and the global optimal utility is bounded by ε. The ε > 0 is a predefined parameter before running the polyblock algorithm. By following the polyblock algorithm, the detailed procedure for solving Problem 7 is given as follows.
Algorithm 3 ε-optimal solution for Problem 7.
1: Initialize a point set Z by a two-dimensional point z 1 = (α max , F (α max )) T , where the α max and F (α max ) indicate the maximal achievable value of the variable α and z, respectively.
2: while |Z| > 0 do 3: for l = 1, 2, ..., |Z| do
4:
Find the u l such that u l z l (1)F (u l z l (1)) + u l z l (2) = F (α max ) by utilizing the bisection search method, where z l (1) and z l (2) are the 1st and 2nd element of the vector z l respectively. Set Ω l = u l z l .
5:
Find l * = arg max
where Ω l (1) and Ω l (2) are the 1st and 2nd element of the vector Ω l respectively.
6:
z from the set Z.
7:
if |Z| > 0 then 8:
Find u j * such that u j * z j * (1)F (u j * z j * (1)) + u j * z j * (2) = F (α max ) by utilizing the bisection search method. Set Ω j * = u j * z j * .
10:
Generate two new points z = z j * +(Ω j * −z j * )•(1, 0) and
where • is the operation of Hadamard product.
11:
Add z and z into Z, delete z j * from the set Z.
12: Output the last Ω l * before Z is subtracted to be an empty set.
By following Algorithm 3, the optimal solution of Problem 7 can be achieved, which also paves the way for working out the optimal solution of Problem 4. To this end, Problem 4 can be solved optimally, which also indicates the optimal solving of Problem 1.
IV. OPTIMAL SOLUTION IN PS MODE
In this section, Problem 2 will be solved. It can be checked that Problem 2 is a non-convex optimization problem either, considering the non-convexity of φ(x) under both logistic model and linear cut-off model in the objective function of Problem 2. In the following, we will show how to find the global optimal solution of Problem 2 under logistic model and linear cut-off model, respectively.
A. The Case under Logistic Model
In this subsection, logistic model is adopted for the energy harvester, i.e., φ(x) is set to be the function in (9) . To solve Problem 2, look into the objective function of Problem 2, the term w n log 1 +
is monotonically decreasing function with β n , and the term
is monotonically increasing function with β n considering the increasing monotonicity of the function φ(x). Hence the maximal value of the term w n log 1 + pnhn(1−βn) σ 2 wn and the term w n log 1 +
is achieved when these two terms are equal, equivalently, there is
which further indicates
Taking into account the fact that p n ≤ p T for n ∈ N , and combine the constraint (30), there
which imposes an upper bound on β n , denoted as β
can be found by following bi-section search method such that
It can be easily derived that β
is bounded for n ∈ N . Combining with the constraint (12d), which indicates that β n ≤
, and the constraint (12a), which indicates
Then by following the similar discussion for Problem 5 in Section III, solving Problem 2 is equivalent with solving the following optimization problem Problem 9:
By following the similar transformation from Problem 5 to Problem 6, Problem 9 is equivalent with the following optimization problem Problem 10:
Recalling φ(x) defined in (9) is a monotonically increasing function, thus both the objective function of Problem 10 and the left-hand side function of (35b) are increasing functions with
≤ p T , the optimal solution is just set β n as large as possible, i.e., set β n = β U Y n for n ∈ N . In general case, i.e., when
> p T , Problem 10 also falls into the standard form of monotonic optimization problem. Then by following the similar procedure in Algorithm 3 4 , the ε-optimal solution of Problem 10 can be achieved.
In summary, the optimal solution of the original optimization problem in PS mode, i.e., Problem 2, can be achieved by following the steps in Algorithm 4, i.e., 4 Algorithm 3 works for a two-dimensional vector. The general solving algorithm can be found in [33] and is omitted due to the limit of space.
Algorithm 4 Searching procedure for the optimal solution of Problem 2 under logistic model.
By following the similar procedure in Algorithm 3, find the optimal β n for n ∈ N .
, where β n is calculated in Step 2 or Step 4 of Algorithm 4 for n ∈ N . 6: Calculate p n for n ∈ N according to (30) . 7 : Increase p n calculated in Step 6 to be p n for n ∈ N such that N n=1 p n = p T . 8: Output β n , w n , and p n for n ∈ N .
B. The Case under Linear Cut-off Model
In this subsection, linear cut-off model is adopted for the energy harvester, i.e., φ(x) is set to be the function in (10) . Since the function φ(x) in (10) is also a monotonically increasing function with x, by following Algorithm 4, the optimal solution of Problem 2 can be also achieved.
However, in this subsection, we will develop a simpler solution.
Looking into the expression of φ(x) in (10), to guarantee positive energy harvested, there should be
which indicates
On the other hand, when more than a power of x U is received at the energy harvester, the energy harvester will become saturated. Thus there is no need to set the power of received energy to be larger than x U , i.e., we have
which implies
With the holding of constraints (37) and (39), there is
By following the similar discussion as in Section IV-A, we also have
Still following the similar discussion as in Section IV-A, the constraint (31) also holds for linear-cutoff model, which indicates that β n is upper bounded by β
In addition, combine the constraint (12a) and constraint (12d),
, 1 , β n should be subject to the following constraint,
Then combining the constraints (37) and (44) 
which can be simplified to be the following optimization problem by following the discussion method from Problem 9 to Problem 10 Problem 12:
For Problem 12, it can be checked that the objective function of Problem 12 is a linear function with β n for n ∈ N , and the left-hand side function in (46b) is convex with β n when
Therefore, Problem 12 is a convex optimization problem. It can be checked that Problem 12 satisfies Slater's condition. Thus the KKT condition of Problem 12 can serve as the sufficient and necessary condition of its optimal solution [32] , which can be written as
Constraints(37), (44), (46b).
According to (47b) and (47c), when β n > β L n and β n < β
according to (47a).
For a given Ξ, if the calculated β n by following (48) is larger than its upper bound β
n by checking (44), (47a) and (47c). Similarly, if the calculated β n by following (48) is smaller than its lower bound β L n , then β n = β L n . Hence β n can be expressed by Ξ in a precise way as follows On the other hand, it should be noticed both the left-hand side function of (46b) and the objective function of Problem 10 are increasing functions with β n for n ∈ N , so it is better to set β n as large as possible, which indicates that the optimal solution of Problem 12 happens when the constraint (46b) become active, i.e.,
Given that the left-hand side function of constraint (50) is increasing with β n , and the monotonicity of β n (Ξ) with Ξ. The left-hand side function of constraint (50) is also monotonic with Ξ.
Hence the Ξ such that the equality (50) holds can be searched by following bi-section method.
Note that when
which is the maximal value of the left-hand side of (50) is less than p T , the optimal configuration of β n is β n = β U Z n for n ∈ N . In the end of this subsection, the simple solution for PS mode under linear cut-off model is summarized as follows Algorithm 5 Searching procedure for the optimal solution of Problem 2 under linear cut-off model.
Use bi-section search method to find the Ξ such that equality (50) holds.
5:
Calculate β n (Ξ) according to (49) for n ∈ N . 6: Calculate p n for n ∈ N according to (42).
, where β n is calculated in Step 2 or Step 5 of Algorithm 5 for n ∈ N . 8: Increase p n calculated in Step 3 to be p n for n ∈ N such that N n=1 p n = p T . 9: Output β n , w n , and p n for n ∈ N .
V. NUMERICAL RESULTS
In this section, numerical results are presented to verify the effectiveness of our proposed methods. The system parameters are set as follows in default. There are 4 relay nodes, i.e., N = 4 and N = {1, 2, 3, 4}. The total system bandwidth w T = 1 MHz. The total transmit power of source node p T = 1 W. The power spectrum density of noise σ 2 = 1 × 10 −14 W/Hz.
The maximal transmit power of every relay node q max = 50 mW. The carrier frequency is set as 1 GHz. Both g n and h n for n ∈ N are uniformly distributed between -40dB and -50dB, which approximately correspond to the attenuation in free space between 2m and 10m, respectively.
For the energy harvester, by utilizing the curve fitting tool on the measured data points in Fig.4 , it is calculated that M = 2.3 × 10 −2 , a = 170, and b = 1.398 × 10 −2 for logistic model, and c = 0.7833, x L = 0, and x U = 3 × 10 −2 for linear cut-off model. When running the polyblock algorithm, ε is set as 1×10 −2 . As a comparison, a relay selection method, which usually appears in literatures [19] , is implemented. In the relay selection method, all the allowable transmit power and bandwidth are imposed on one link from the source node through some relay node to the destination node. The link associated with the maximal end-to-end throughput is selected. With the implementation of relay selection method, there are also two modes: TS mode and PS mode.
For the ease of presentation, we will denote the relay selection method under TS mode and PS mode as "TS-select" and "PS-select", respectively.
In Fig. 5 , the end-to-end throughput from the source node to the destination node is plotted versus the transmit power p T for TS mode, TS-select mode, PS mode, and PS-select mode respectively, under logistic model (in Fig. 5a ) and under linear cut-off model (in Fig. 5b ). It can be observed that as p T grows, the end-to-end throughput under every mode grows, which is in coordination with intuition. Additionally, it can be seen that PS mode outperforms PS-select mode and TS mode outperforms TS-select mode, which verifies the effectiveness of our proposed method. Moreover, it can be also observed that PS mode always outperforms TS mode. This is consistent with the results in existing literatures [6] , [24] on SWIPT and provides helpful suggestion for the implementation in real application.
In Fig. 6 , the end-to-end throughput is plotted versus system bandwidth w T for TS mode, TS-select mode, PS mode, and PS-select mode respectively, under logistic model (in Fig. 6a) and under linear cut-off model (in Fig. 6b ). Similar observations can be obtained as for Mean of g n and h n (dB) Mean of g n and h n (dB) decreasing rate, rather than a nearly constant rate. This indicates that increasing total transmit power p T will play a more significant effect on improving end-to-end throughput compared with increasing the system bandwidth w T .
In Fig. 7 , the end-to-end throughput is plotted versus the mean of g n and h n for TS mode, TS-select mode, PS mode, and PS-select mode respectively, under logistic model (in Fig. 7a) and under linear cut-off model (in Fig. 7b ). Note that when the mean of g n and h n are set as x dB. Then the g n and h n are uniformly distributed between [x − 5, x + 5] dB. Similar observations can be obtained as for Fig. 5 as well. It can be also seen that the value of g n and h n have great influence on the end-to-end throughput. This indicates such a suggestion: We should try the best to place relay nodes at the locations close to source node and destination node with little shadowing and fading.
VI. CONCLUSION
In this paper, end-to-end throughput is maximized for a two-hop DF multiple-relay network implemented with SWIPT under TS mode and PS mode. Transmit power and bandwidth on every link from source to destination, and the PS ratio or TS ratio on every relay node are optimized.
Two types of nonlinear model are adopted for the energy harvester. For every combinational case in terms of working mode and nonlinear model, an optimization problem is formulated, all of which are non-convex. With a series of analysis and transformation, and with the aid of bi-level optimization and monotonic optimization, etc., we find the global optimal solution for the optimization problem in every case. In some case, the offered optimal solution is closedform or semi-closed-form. Our findings can provide helpful suggestion for the application of SWIPT-powered relay network in the future.
