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Abstract
A theorem unifying the theorems of little Picard, Lohwater–Pommerenke and Brody is presented: Let
M,Y be complex spaces. Then a family of holomorphic maps F ⊂H(M,Y ) is uniformly normal iff every
F -limiting curve is trivial. Furthermore, Zalcman’s lemma and the Robinson–Zalcman Heuristic Principle
are ‘extended.’
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1. Uniformly normal families
Isolating a property of invariant normal families of holomorphic self-maps of the unit disk
Hayman [5] defined a concept of a uniformly normal family. The family of holomorphic func-
tions defined on the unit disk omitting two values is an example of an uniformly normal family.
Another example of a uniformly normal family is the singleton set of normal holomorphic func-
tions [3]. Joseph and Kwack [10] extended this notion of Hayman’s uniformly normal family to
one in several complex variables which encompasses and unifies the concepts of normal maps,
defined by Noshiro and Lehto–Virtanen in one complex variable and extended by other authors
in various settings in the context of several complex variables, and s-normal families and maps
by Zaidenberg (see [4–6,8,19]).
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fies the theorems of little Picard, Lohwater–Pommerenke and Brody which state the following.
The disk of radius r in the complex plane C is denoted by Dr and P 1(C) denotes the Riemann
sphere.
• (Little Picard theorem) Every map f ∈H(C,P 1(C)− {0,1,∞}) is constant.
• (Lohwater and Pommerenke [17]) A map f ∈ H(D,P 1(C)) is not normal iff there exist
sequences sn ↑ ∞ and ϕn ∈H(Dsn,D) such that f ◦ ϕn = gn → g ∈H(C,P 1(C)) and g is
nonconstant.
• (Brody [15]) A compact complex space X is hyperbolic iff every f ∈H(C,X) is constant.
If X,Y are topological (complex) spaces, C(X,Y )(H(X,Y )) will denote the space of contin-
uous (holomorphic) maps from X into Y with the compact-open topology. If f ∈ C(X,Y ) and
A ⊂ X, fA or f |A denotes the restriction of f to A. The family of composition maps will be
denoted by F ◦ G (= {f ◦ g: f ∈F , g ∈ G}), where F and G are family of maps. If Y is a topo-
logical space, Y∞ will represent the one-point compactification of Y if Y is not compact and
Y = Y∞ if Y is compact. A subset Ω is relatively compact in Γ iff Ω  Γ. The disk of radius
r in the complex plane C is denoted by Dr = {z ∈ C: |z| < r} and the unit disk by D = D1. If
X is a complex space, its hyperbolic pseudo-distance and its infinitesimal pseudo-metric will be
denoted by kX and KX , respectively [12].
Definition 1. If X is a hyperbolic manifold and Y is a complex space with a length function E,
the norm |df |E of the tangent map for f ∈ H(X,Y ) with respect to the length functions KX and
E will be defined by
|df | = |df |E = sup
{|dfp|E : p ∈ X}, where
|dfp| = |dfp|E = sup
{
E
(
dfp(v)
)
: KX(v) = 1, v ∈ Tp(X)
}
.
Definition 2. If X is a complex space and Y is a complex space with a length function E, the
seminorm |df |E of the tangent map for f ∈H(X,Y ) with respect to E will be defined by
|df |E = sup
{∣∣d(f ◦ φ)∣∣
E
: φ ∈H(D,X)},
|dfp|E = sup
{∣∣d(f ◦ φ)0∣∣: φ ∈H(D,X), φ(0) = p}.
Normal maps by Lehto–Virtanen [16] and uniformly normal families by Hayman [7] may be
restated in terms of differentials using the spherical metric [14].
(1) If Ω is a hyperbolic domain in C, a map f ∈H(Ω,P 1(C)) is normal in the sense of Lehto–
Virtanen iff |df | < ∞.
(2) A family F ⊂ H(D,C) is uniformly normal in the sense of Hayman iff sup{|df |:
f ∈F} < ∞.
The following theorem is useful in the sequel.
Theorem 1.1. Let (Y,σ ) be locally compact metric space. Let X be a topological space with a
pseudo-distance ρ which is continuous on X × X. If F ⊂ C(X,Y ) is Lipschitz with respect to ρ
and σ , i.e., ∃c > 0 such that σ(f (a), f (b)) cρ(a, b) ∀a, b ∈ X, ∀f ∈F , then F  C(X,Y∞).
In addition, if σ is complete, then F  C(X,Y ) ∪ {∞}.
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function spaces. The following result presents an important characterization of this condition.
Theorem 1.2. Let X, Y be complex spaces. Then the following statements are equivalent for
F ⊂H(X,Y ):
(1) There is a length function E on Y such that
sup
{|df |E : f ∈F}= c < ∞, i.e.,
E
(
d(f ◦ φ)z(v)
)
 cKD(v) ∀φ ∈H(D,X), v ∈ Tz(D).
(2) There is a length function E on Y such that ∀p,q ∈ X,
sup
f∈F
dE
(
f (p),f (q)
)
 kX(p,q)
and if, in addition, X is complex manifold,
sup
f∈F
E
(
dfp(w)
)
KX(w) ∀w ∈ Tp(X).
(3) F ◦H(D,X) C(D,Y∞).
Proof. (1) ⇒ (2). Let p,q ∈ X and σ(p,q) be a holomorphic chain from p to q ,{
φi ∈H(D,X): ai ∈ D, i = 1, . . . , n, φ1(0) = p, φi(ai) = φi+1(0), φn(an) = q
}
.
Then
dE
(
f (p),f (q)
)
 inf
σ(p,q)
∑
dE
(
f
(
φi(0)
)
, f
(
φi(ai)
))
 inf
σ(p,q)
∑
ckD(0, ai) = ckX(p,q).
The conclusion follows. The corresponding infinitesimal case is obvious.
(2) ⇒ (3). The family F ◦H(D,X) is Lipschitz with respect to the distances dD and dE . Now
the conclusion follows from Theorem 1.1.
(3) ⇒ (1). First we show that for each length function E on Y and compact Q ⊂ Y , there is
a c > 0 such that |df | c on f−1(Q) for each f ∈ F . If Q ⊂ Y is compact and fails the stated
condition for the length function E, there are sequences φn ∈H(D,X), fn ∈F and q ∈ Q such
that fn(φn(0)) ∈ Q, fn(φn(0)) → q and |d(fn ◦ φn)0| → ∞. Let V,W be local neighborhoods
of q such that W is biholomorphic to a bounded subset in Cn and V ⊂ W . Since F ◦H(D,X)
is relatively compact, it may be assumed that there is an 0 < r < 1 such that fn ◦ φn(Dr) ⊂ V .
The sequence of restrictions of {fn ◦ φn} to Dr , to be denoted by {(fn ◦ φn)Dr }, is a relatively
compact subset of H(Dr,W) contradicting |(dfn ◦ φn)0| → ∞.
Now, to complete the proof, let {Vn}, {cn} be sequences such that each Vn is open, Vn  Vn+1,⋃∞
1 Vn = Y , cn > 0 and |df | cn on f−1(Vn) for each f ∈ F . There is a continuous function
μ on Y such that μcn  1 on Vn. The function defined by L = μE is a length function on Y and
|df | 1 for each f ∈F . 
Theorem 1.2 shows that the definition below extends the concept of normal maps by Noshiro–
Lehto–Virtanen [16] and uniformly normal family by Hayman [7] to higher dimensional complex
spaces.
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(in H(X,Y )) if F ◦H(D,X) C(D,Y∞). If a singleton set {f } is uniformly normal, the map
f is said to be normal.
Kiernan [12] showed that a relatively compact complex subspace X of a complex space Y is
hyperbolically imbedded in Y iff H(D,X)H(D,Y ). Abate [1] showed that a complex mani-
fold X is hyperbolic iff H(D,X) C(D,X∞). The following theorem unifies these two results
with a common generalization since a hyperbolic complex space is hyperbolically imbedded in
itself [9].
Theorem 1.3. A complex subspace X of a complex space Y is hyperbolically imbedded in Y iff
the family H(D,X) is a uniformly normal family in H(D,Y ). Or equivalently X is hyperboli-
cally imbedded in Y iff the identity map id ∈H(X,Y ) is normal.
Proof. It was shown by Lang [15] that if X is hyperbolically imbedded in Y then there is a length
function E such that sup{|dφ|: φ ∈H(D,X)} < ∞. The necessity follows from Theorem 1.2.
Suppose the familyH(D,X) is a uniformly normal family inH(D,Y ). By Theorem 1.2 there
is a length function E on Y such that
dE
(
φ(z),φ(w)
)
 kX(z.w)
for φ ∈H(D,X). Thus X is hyperbolically imbedded in Y . 
Theorem 1.4. Let X, Y be complex spaces. Let F ⊂H(X,Y ) is uniformly normal, then:
(1) The family F ◦ G is uniformly normal where G ⊂H(M,X) and M is a complex space.
(2) The family F is relatively compact in C(X,Y∞).
(3) For every complex space M , F ◦H(M,X) C(M,Y∞).
(4) The closure of F in H(X,Y ) is uniformly normal.
Proof. (1) This is obvious.
(2) It suffices to show that the family of restrictions of members of F to U , FU =
{fU : f ∈ F} ⊂H(U,Y ) is relatively compact where U is a local coordinate neighborhood bi-
holomorphic to a subset of a ball
Bm = {p ∈ Cm: ‖p‖ < 1}.
As FU is uniformly normal, there is a length function E on Y such that FU is distance de-
creasing with respect to dE and the hyperbolic distance kU of U . By Theorem 1.1, FU 
C(U,Y∞).
(3) The family F ◦H(M,X) is uniformly normal and so relatively compact in C(M,Y∞).
(4) This follows since(F ∩H(X,Y )) ◦H(M,X) ⊂F ◦H(M,X),
where F ◦H(M,X) denotes the closure of F ◦H(M,X) in H(M,Y ). 
As any singleton set of nonnormal maps demonstrates, a relatively compact family may not be
uniformly normal. Also a family of normal maps might fail to be uniformly normal even though
each member of a uniformly normal family is a normal map.
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|fn(z)| n on D and fn is bounded and so is a normal map. But the family {fn} is not relatively
compact and hence not uniformly normal.
If M is a homogeneous hyperbolic manifold, its space of automorphisms is denoted byA(M).
Theorem below is a characterization for uniformly normal families on such manifolds.
Theorem 1.5. The following are equivalent for a family F ⊂H(M,Y ) when M be a homoge-
neous hyperbolic manifold and Y a complex space.
(1) F is uniformly normal.
(2) F ◦H(M,M) is uniformly normal.
(3) F ◦H(M,M) C(M,Y∞).
(4) F ◦A(M) C(M,Y∞).
(5) F is a subset of an invariant family relatively compact in C(M,Y∞).
Proof. (1) ⇒ (2) ⇒ (3) ⇒ (4). This follows from Theorems 1.2 and 1.4.
(4) ⇒ (1). We show that F ◦ H(D,M)  C(D,Y∞). There are sequences {zn} ⊂ D,
{fn ◦ ϕn} ⊂ F ◦H(D,M) and a point p ∈ Y with a neighborhood U in Y such that zn → 0,
fn ◦ ϕn(0) → p and fn ◦ ϕn(zn) /∈ U . Let a ∈ M and let {λn} be a sequence in A(M) such that
λn(a) = ϕn(0). Then fn◦λn(a) → p while fn◦λn(λ−1n (ϕn(zn)) /∈ U . SinceA(M) andH(D,M)
either preserve or decrease hyperbolic distances, we see that (λ−1n ◦ϕn)(zn) → a, a contradiction.
(4) ⇔ (5). This is obvious. 
Corollary 1.1. Let M be a homogeneous hyperbolic manifold, let Y be a complex space and let
F ⊂H(M,Y ) satisfy F =F ◦A(M). Then
(1) F is uniformly normal iff F  C(M,Y∞).
(2) If Y = C, F is uniformly normal iff F is normal in the sense of Wu [18].
Besides the uniformly normal families of Hayman [7] and the singleton sets of normal maps,
there are many uniformly normal families in several complex variables. This definition of uni-
formly normal families unifies many notions of normal maps defined by various authors in
various settings as shown in the examples below, i.e., normal maps as defined by various au-
thors in various settings are uniformly normal families as singleton sets.
Example 1.2. The families and the singleton set {f } in the list below are examples of uniformly
normal families in several complex variables.
(1) A s-normal family defined by Zaidenberg [19] and a s-normal map f ∈H(X,Y ) where X
is a complex space and Y is a relatively compact subspace of a complex space Z.
(2) A normal map f ∈H(Ω,P 1(C)) where Ω ⊂ Cn is a hyperbolic domain as defined by Cima
and Krantz [4], i.e., |df | < ∞.
(3) A Bloch map f ∈ H(Ω,C) where Ω ⊂ Cn is a hyperbolic domain as defined by Krantz
[13], i.e., |df |E < ∞ where E is the Euclidean metric.
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compact complex subspace of a Hermitian manifold as defined by Hahn [6], i.e., the family
F = {f } ◦H(D,X) is normal (in the sense of Wu ) in H(D,Z).
(5) A normal map f ∈H(Ω,Y ) where Ω ⊂ Cn is a bounded homogeneous domain and Y is a
complex space as defined by Funahashi [5], i.e., F = {f } ◦A(Ω)H(Ω,Y ).
(6) Aladro and Krantz [2] called a map f ∈H(Ω,Y ) normal if |df |E < ∞ where Ω ⊂ Cn is
a hyperbolic domain and Y is a complete complex Hermitian manifold with a Hermitian
length function E.
2. The main results
The following theorem extends the little Picard theorem since every f ∈H(C,C − {0,1}) is
a normal map. The spherical metric on P 1(C) is denoted by ES .
Theorem 2.1. If f ∈H(C,P 1(C)) is normal, then f is constant.
Proof. By Theorem 1.2, for c > 0,
dES
(
f (p),f (q)
)
 ckC(p,q) = 0, ∀p,q ∈ C. 
If f ∈ H(C,P 1(C)), then f = limf ◦ (idn) where idn ∈ H(Dn,C) is the identity map on
each disk Dn ⊂ C. Extending the concept of the F -limiting entire curve by Zaidenberg [19], we
define F -limiting curves (or Brody limit as in [11]). This definition coincides with Zaidenberg’s
F -limiting entire curve if the limit map is holomorphic. Kobayashi defined a similar concept
called ‘limiting complex line.’
Definition 4. Let M,Y be complex spaces and let F ⊂H(M,Y ). A map h ∈ C(C,Y∞) is called
F -limiting (f -limiting if F = {f }) if there are sequences Rn ↑ ∞ and fn ◦φn ∈F ◦H(DRn,M)
(called F -limiting sequence) such that
h = limfn ◦ φn.
A limiting curve h = limfn ◦ φn is nontrivial if for any length function E on Y there is a point
z ∈ C such that
limE
(
d(fn ◦ φn)z(e)
)= a > 0,
where e is the Euclidean unit vector.
A limiting curve will be called limiting entire if it is holomorphic.
A limiting curve is a constant map if it is trivial. However a constant limiting curve may
not be trivial as the {fn}-limiting map h = limfn ◦ idn shows where fn(z) = n + z, z ∈ C and
idn ∈H(Dn,C) is the identity map. The two concepts coincide for limiting entire curves.
The little Picard theorem is extended to limiting curves of uniformly normal families in
the following theorem. Two proofs are presented, the first one directly below using Brody’s
reparametrization lemma. The second proof, presented as series of theorems using the classi-
cal Lohwater–Pommerenke theorem, exhibits limiting sequences somewhat explicitly. It is to be
noted that the theorems of Lohwater–Pommerenke and Brody are special cases of this extension.
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F ⊂H(X,Y ). The family F is uniformly normal iff every F - limiting curve is trivial.
Proof. Assume that F is uniformly normal and let E be a length function on Y such that
sup{|df |E : f ∈ F} 1. Suppose h = limfn ◦ gn ∈ C(C,Y∞) where fn ∈ F , gn ∈H(DRn,X)
and Rn ↑ ∞ with limE(d(fn ◦ gn)z(e)) = a > 0. By choosing coordinates appropriately, it may
be assumed that E(d(fn ◦ gn)0(e)) > a > 0. However,
E
(
d(fn ◦ gn)0(e)
)
 (KDRn )0(e) → 0.
Thus the necessity follows.
For the converse assume that F is not uniformly normal and let E be a length function on Y .
There exist sequences fn ∈F and φn ∈H(D,X) such that
sn =
∣∣d(fn ◦ φn)0∣∣E = E(d(fn ◦ φn)0(e))→ ∞.
Let gn ∈H(Dsn,D) be defined as gn(z) = 1sn z. As
limE
(
d(fn ◦ φn ◦ gn)0(e)
)= 1,
the Brody’s reparametrization lemma [12] shows that there is a sequence ψn ∈H(Dsn,X) such
that ∀z,
E
(
d(fn ◦ψn)z(e)
)
E
(
d(fn ◦ψn)0(e)
)= 1.
The sequence, fn ◦ ψn, then, is distance decreasing with respect to dE and the Euclidean
distance and thus by Theorem 1.1 a subsequence will converge to a nontrivial F -limiting
curve h ∈ C(C,Y∞). 
If limiting curves are holomorphic, the Main Theorem 1 may be restated as follows.
Main Theorem 2. Suppose that M , X, Y are complex spaces and that X  Y . Then F ⊂
H(M,X) is uniformly normal in H(M,Y ) iff every F -limiting curve is constant.
The Lohwater–Pommerenke theorem [17], as modified in Section 1, is a special case of Main
Theorem 2. The original Lohwater–Pommerenke theorem below provides the same characteri-
zations for normal maps in H(D,P 1(C)) with explicit formulas for limiting maps.
Theorem 2.2 (Lohwater–Pommerenke). A map f ∈ H(D,P 1(C)) is not normal iff there ex-
ist sequences {zn} ⊂ D, rn ↓ 0 and sn ↑ ∞ such that ϕn(w) = zn + rnw for ϕn ∈H(Dsn,D),
f ◦ ϕn = gn → g and g ∈H(C,P 1(C)) is nonconstant.
The following generalization of the Lohwater–Pommerenke theorem to uniformly normal
families where the range space is an arbitrary complex space is another special case of the Main
Theorem 1. It was proved by Hahn [6] for normal maps in H(D,P n(C)). This theorem will be
proved independently of the Main Theorem 1 presenting another proof for it when the domain
is the unit disk D. The necessity is adopted from the proof given for the Lohwater–Pommerenke
theorem.
Theorem 2.3. Let Y be a complex space and let F ⊂H(D,Y ). Then F is not uniformly normal
iff for each length function E on Y there are sequences fn ∈ F , zn ∈ D, ρn > 0, rn ↑ ∞, and
gn ∈ H(Drn,D) with gn(z) = zn + ρnz such that
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(ii) fn ◦ gn → h ∈ C(C,Y∞).
First a lemma is proved.
Lemma 2.1. Let Y be a complex space. A family F ⊂H(D,Y ) is not uniformly normal if for
any length function E on Y , there exist sequences fn ∈ F , rn → ∞ and gn ∈H(Drn,D) such
that fn ◦ gn → h ∈ C(C,Y∞) and limE(d(fn ◦ gn)0(e)) = a > 0.
Proof. Suppose F is uniformly normal. There is a length function E on Y such that sup{|df |E :
f ∈ F}  1. Suppose pn, rn, fn, gn satisfy the conditions given. Then E(d(fn ◦ gn)0(e)) 
(KDn)0(e) → 0 where Dn = Drn . This is a contradiction. 
Proof of Theorem 2.3. The sufficiency is a consequence of the lemma above. Suppose F is not
uniformly normal and let E be any length function E on Y . Since sup{|df |E : f ∈ F} = ∞,
there are sequences fn ∈F ,pn ∈ D such that |pn| → 1 and(
1 − |pn|2
)
E
(
(dfn)pn(epn)
)→ ∞.
Let
a2n =
2|pn|2
1 + |pn|2 , pn = 0,
= 1
2
, pn = 0.
For each n, choose zn such that
Mn = sup
|z|an
(
1 − |z|
2
a2n
)
E
(
(dfn)z(ez)
)
=
(
1 − |zn|
2
a2n
)
E
(
(dfn)zn(ezn)
)
.
Since |pn| an and 1 − |pn|2a2n 
1−|pn|2
2 , Mn → ∞.
Let
ρn = 1
E((dfn)(ezn))
= 1
Mn
(
1 − |zn|
2
a2n
)
.
Then
rn = an − |zn|
ρn
= a
2
nMn
an + |zn| 
a2nMn
2
→ ∞
and gn(Drn) ⊂ D, where gn(z) = zn + ρnz.
For |z|R,
E
(
d(fn ◦ gn)z(ez)
)= ρnE((dfn)gn(z)(egn(z)))
 ρnMn
(
1 −
( |zn + ρnz|
an
)2)−1

(
1 −
∣∣∣∣ zn
∣∣∣∣
2)(
1 −
( |zn + ρnz|)2)−1an an
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(
an + |zn|
an + |zn| + ρnR
)(
an − |zn|
an − |zn| − ρnR
)
 an − |zn|
an − |zn| − ρnR → 1.
Hence {fn ◦ gn} is Lipschitz on DR with respect to the Euclidean distance on DR and dE
on Y . Thus {fn ◦ gn} is a relatively compact subset of C(DR,Y∞) and consequently we may
assume that fn ◦ gn → h ∈ C(C,Y∞). Obviously E(d(fn ◦ gn)0(e0)) = 1. 
The following theorem whose proof is independent of the Main Theorem 1 shows that
uniformly normal families defined on complex spaces carry a characterization similar to the
Lohwater–Pommerenke. The Main Theorem is a consequence of this theorem.
Theorem 2.4. Let X,Y be complex spaces and letF ⊂H(X,Y ). ThenF is not uniformly normal
iff for each length function E on Y there are sequences fn ∈ F , hn ∈H(Dsn,X), sn ↑ ∞ such
that
(i) E(d(fn ◦ hn)0(e)) = 1 ∀n and
(ii) fn ◦ hn → g ∈ C(C,Y∞).
The map g is nonconstant of necessity if g(C)∩ Y = ∅.
Proof. Sufficiency follows from the lemma above.
Suppose F is not uniformly normal and E be a length function on Y . There exist sequences
fn ∈ F and φn ∈ H(D,X) such that the family G = {fn ◦ φn} ⊂ H(D,Y ) is not uniformly
normal. By Theorem 2.3, there are sequences {pn} in D, sn ↑ ∞, and ϕn ∈ H(Dsn,D) with
ϕn(z) = pn + zrn such that
(i) E(d(fn ◦ φn ◦ ϕn)0(e)) = 1 ∀n and
(ii) fn ◦ φn ◦ ϕn → g ∈ C(C,Y∞).
The conclusion follows with hn = φn ◦ ϕn. 
Corollary 2.1. Suppose X is a relatively compact complex subspace of a complex space Y . Then:
(1) X is hyperbolically imbedded in Y iff everyH(D,X)-limiting curve h ∈H(C,Y ) is constant,
or equivalently every id-limiting curve is constant where id ∈H(X,Y ) is the identity map
[12].
(2) X is hyperbolically imbedded in Y if every map h ∈H(C,Y ) with h(C) ⊂ X is constant.
(3) If Y is compact then Y is hyperbolic iff every map h ∈H(C,Y ) is constant [15].
The following corollary extends Brody’s theorem.
Corollary 2.2. Let X be a complex subspace of a complex space Y .
(1) A complex space Y is hyperbolic iff every limiting curve is trivial.
(2) A complex subspace X of a complex space Y is hyperbolically imbedded in Y iff every
H(D,X)-limiting curve in Y is trivial or equivalently every id-limiting curve is trivial where
id ∈H(X,Y ) is the identity map.
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true unless X is compact as shown by the example [12, p. 104]. The Main Theorem demonstrates
this fact easily.
Example 2.1. Let
X = {(z,w) ∈ C2; |z| < 1, |zw| < 1}− {(0,w): |w| 1}.
(1) The domain X is not hyperbolically imbedded in P 1(C)× P 1(C) since there is a nontrivial
id-limiting curve h ∈H(C,P 1(C) × P 1(C)) given by h(z) = (0, z). Note that h = limhn,
hn ∈H(Dn,X) where hn(z) = ( 1n , z).(2) The domain X is not hyperbolic since there is a nontrivial id-limiting curve h ∈ C(C,X∞)
given by h(z) = (0, z) if |z| < 1 and h(z) = ∞ if |z| 1 since h = limhn, hn ∈H(Dn,X)
where hn(z) = ( 1n , z) .
3. Compactness and uniform normality
A family F ⊂ H(D,P 1(C)) is relatively compact iff its restriction FU = {fU : f ∈ F} to
any relatively compact open subset U ⊂ D is relatively compact. However a similar property is
not valid for uniformly normal families as shown by any singleton sets of a nonnormal maps.
Furthermore, a relatively compact family may not be uniformly normal. However a partial con-
clusion is valid when the domain is hyperbolic or is a subset of Cn as the following theorem
shows.
Theorem 3.1. Suppose X is hyperbolic or X ⊂ Cn. Let Y be a complex space and let F ⊂
H(X,Y ). Then the family F  C(X,Y∞) iff the family FU is uniformly normal in H(U,Y ) for
every open U X.
Proof. If FU is uniformly normal then it is relatively compact and so the family F is relatively
compact.
Suppose X is hyperbolic and FU is not uniformly normal where U ⊂ X is open and rel-
atively compact. Then there are sequences φn ∈ H(D,U) and fn ∈ F such that the sequence
φn converges to a map φ ∈ C(D,X∞), but the sequence (fn)U ◦ φn is not relatively com-
pact in any neighborhood of 0 ∈ D. Let V be relatively compact neighborhood of U . Since
φn(0) → φ(0) ∈ U , there is r > 0 such that φn(Dr) ⊂ V ∀n. Since F |V is relatively compact,
the sequence ((fn)U ◦ φn)|Dr is relatively compact, a contradiction.
If X ⊂ Cn, the conclusion follows as before since any relatively compact open subsets of X
are subsets of a ball of radius R. 
The Main Theorem 1 together with Theorem 3.1 provides the following characterization for
a family to be relatively compact.
Theorem 3.2. Let X, Y be complex spaces and let F ⊂H(X,Y ). Then:
(1) F  C(X,Y∞) if every FU -limiting curve is trivial for each open domain U X.
(2) F H(X,Y ) if every FU -limiting curve h is constant with h(C) ⊂ Y for each open domain
U X.
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(3) F  C(X,Y∞) iff every FU -limiting curve is trivial for each open domain U X.
(4) F H(X,Y ) iff every FU -limiting curve h is constant with h(C) ⊂ Y for each open domain
U X.
Proof. (1) and (3). These are results of the Main Theorem 1 and Theorem 3.1.
(2) Let fn ∈ F be a sequence such that fn → f ∈ C(X,Y∞). Suppose f (p) = ∞. Let U be
a relatively compact neighborhood of p. Let rn ↑ ∞ and define φn ∈H(Drn,X) by φn(z) = p.
Then the FU -limiting sequence fn ◦ φn converges to a FU -limiting curve h whose value is
constant ∞, a contradiction.
(4) We prove sufficiency. Let U be a relatively compact open subset of X and suppose h =
limfn ◦ φn, fn ◦ φn ∈ F ◦H(Drn,U), is a F -limiting curve in C(C,Y∞). It may be supposed
that fn → f ∈H(X,Y ). There is an open W ⊂ Y with
f (U) ⊂ W  Y.
Then eventually fn ◦ φn(Drn) ⊂ W and so h ∈H(C,Y ). Since h is trivial by Theorem 3.1, h is
a constant in H(C,Y ). 
The assumption of hyperbolicity on the domain in Theorem 3.2(3) and (4) cannot be removed
as the example below shows.
Example 3.1. Let
X = {(z,w) ∈ C2; |z| < 1, |zw| < 1}− {(0,w): |w| 1}.
Recall that the domain X is not hyperbolic nor hyperbolically imbedded in Y = P 1(C)×P 1(C).
The singleton F = {id} ⊂H(Y,Y ) where id is the identity map is relatively compact. Since
X is not hyperbolically imbedded in Y , the restriction map idX is not a normal map and thus
there is a idX-limiting sequence idX ◦ φn ∈H(Drn,X) converging to a nonconstant idX-limiting
curve g ∈H(C,Y ).
The corollary below follows from the necessity of Theorem 3.2(4).
Corollary 3.1. Let Y be a complex space and let F H(D,Y ). Suppose there exist a sequence
fn ∈F , an open U X, sn ↑ ∞, and ϕn ∈H(Dsn,U) satisfying fn ◦ϕn → g ∈ C(C,Y∞). Then
g is constant (with g(C) ⊂ Y ).
The “converse” of the corollary above is not always true as the following example shows. The
sufficiency of Theorem 3.2(4) requires that the limiting curves be maps with values in Y .
Example 3.2. Let F = {fj : fj (z) = j} ⊂H(D,C). Then the family F is not relatively compact
in H(D,C) and every F -limiting curve limfj ◦φj = h ∈H(C,P 1(C)) where φj ∈H(Drj ,D),
rj ↑ ∞, is constant.
Corollary 3.2. Let X,Y be complex spaces and let F ⊂H(X,Y ). Then F is not relatively com-
pact in C(X,Y∞) iff there are sequences fn ∈ F , an open U X, sn ↑ ∞ and ϕn ∈H(Dsn,U)
such that
(i) fn ◦ ϕn → g ∈ C(C,Y∞) and
(ii) g is not trivial.
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Corollary 3.3. Let Y be a complex space and let F ⊂H(D,Y ). Then F is not relatively compact
in C(D,Y∞) iff there are r ∈ (0,1), sequences fn ∈F , pn ∈ Dr , sn ↑ ∞, and ϕn ∈H(Dsn,Dr)
with ϕn(z) = pn + zrn such that
(i) fn ◦ ϕn → g ∈ C(C,Y∞) and
(ii) g is not trivial.
The following corollary is known as Zalcman’s lemma [17] when Y is the Riemann sphere.
Corollary 3.4. Let Y be a compact complex space and let F ⊂H(D,Y ). Then F is not relatively
compact iff there are r ∈ (0,1), sequences fn ∈F , pn ∈ Dr , sn ↑ ∞, and ϕn ∈H(Dsn,Dr) with
ϕn(z) = pn + zrn such that
(i) fn ◦ ϕn → g ∈ C(C,Y ) and
(ii) g is not constant.
Lohwater–Pommerenke criterion shows that f ∈H(D,C) is normal iff any f -limiting curves
is constant, i.e., iff for any sequence f (pn+ρnz) → h ∈H(C,P 1(C)) with pn ∈ D and ρn → 0,
h is constant. The following corollary shows similar characterization for arbitrary maps f ∈
H(D,C) since fDr is a normal map.
Corollary 3.5. Let f ∈ H(D,C). Let 0 < r < 1. Suppose pn ∈ Dr , ρn ↓ 0 and the sequence
f (pn + ρnz) → h ∈H(C,P 1(C)). Then h is constant.
Proof. Let r ′ ∈ (r,1). let Rn = r ′−rρn ↑ ∞ and define φn ∈H(DRn,Dr ′) by φn(z) = pn + ρnz.
The f -limiting sequence hn = f ◦φn is also a fDr′ -limiting sequence hn = fDr′ ◦φn. Since fDr′
is bounded, it is normal and its limiting curve h is constant. 
Corollary 3.6. Let Y be a relatively compact complex subspace of a complex space Z. Let X be
a complex space and let F ⊂H(X,Y ). Then F is not relatively compact inH(X,Z) iff there are
an open, relatively compact subset V ⊂ X, sequences fn ∈F , sn ↑ ∞ and ϕn ∈H(Dsn,V ) such
that
(i) fn ◦ ϕn → g ∈ C(C,Z) and
(ii) g is not constant.
One interesting consequence of Theorem 3.1 is that the restriction to any open, relatively
compact subset of any holomorphic map defined on a hyperbolic space or Cn is normal. This may
be considered as a generalization of the fact that if U is open, U Ω ⊂ C and f ∈ H(Ω,C),
then fU is normal.
Corollary 3.7. Let X be a complex hyperbolic space or X = Cn and let Y be a complex space.
Let f ∈ H(X,Y ). Then for each open domain U  X, the restriction map fU is normal and
hence each fU -limiting map is trivial.
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erty,’ for a family F ⊂H(Ω,P 1(C)) to be relatively compact.
A normal property P is a collection of functional elements (f,Ω) where f ∈H(Ω,P 1(C)),
Ω ⊂ C satisfying:
(1) If (f,Ω) ∈ P and Ω ′ ⊂ Ω , then (f,Ω ′) ∈ P .
(2) If (f,Ω) ∈ P and g(z) = az + b, then (f ◦ g,g−1(Ω)) ∈ P.
(3) Let (fn,Ωn) ∈ P , where Ω1 ⊂ Ω2 ⊂ · · · and C =⋃n Ωn. If fn → f , then (f,C) ∈ P .
(4) If (f,C) ∈ P , then f is constant.
Theorem 3.3 (Robinson–Zalcman Heuristic Principle). [17] If P is a normal property, then for
any domain Ω ⊂ C, the family
F = {f : (f,Ω) ∈ P }
is relatively compact in H(Ω,P 1(C)).
The following theorem resulting from Theorem 2.3 extends the Robinson–Zalcman Heuristic
Principle above where it may be assumed without loss that Ω = D.
Theorem 3.4. Let P be a normal property and let F ⊂ H(D,P 1(C)). Then the family
{(f,D): f ∈F} ⊂ P iff F uniformly normal.
Aladro and Krantz [2] presented a version of this principle and proved the following theorem.
Theorem 3.5. Let P be a property of holomorphic functions in H(Ω,P 1(C)), Ω ⊂ Cn which
satisfies the following conditions:
(1) If (f,Ω) ∈ P and Ω ′ ⊂ Ω , then (f,Ω ′) ∈ P .
(2) Let
P1 =
{
(f ◦ φ,Dr): (f,Ω) ∈ P and φ ∈H(Dr,Ω), for some r > 0
}
.
If g = limfj where (fj ,Ωj ) ∈ P1, Ω1 ⊂ Ω2 ⊂ · · · , ⋃j Ωj = C, then (g,C) ∈ P1.
(3) If (g,C) ∈ P1, then g is a constant function.
Then, for any domain Ω ⊂ Cn, the family F = {f : (f,Ω) ∈ P } is normal in Ω .
A version of the Robinson–Zalcman principle will be presented for uniformly normal families
in terms of a uniformly normal property defined below.
Definition 5. The uniformly normal property P of a complex space Y is the set of ordered pairs
{(f,Ω)} where f ∈H(Ω,Y ), Ω a complex space, satisfying:
(1) If (f,Ω) ∈ P and Ω ′ ⊂ Ω , then (f,Ω ′) ∈ P .
(2) If (fn,Ω) ∈ P and gn ∈H(DRn,Ω), then (fn ◦gn,DRn) ∈ P . Furthermore if fn ◦gn → h ∈
C(C,Y∞), then h is trivial.
The following theorem follows from Main Theorem 1 and extends a version of the Robinson–
Zalcman principle by Aladro and Krantz [2] for several complex variables.
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property of Y . Then {(f,X): f ∈F} ⊂ P iff the family F is uniformly normal.
A version of the Robinson–Zalcman principle for relative compactness is stated as the fol-
lowing theorem. The relative compactness property Q of a complex space Y is the set of ordered
pairs {(f,Ω)}, f ∈H(Ω,Y ), satisfying:
(1) If (f,Ω) ∈ Q and Ω ′ ⊂ Ω , then (f,Ω ′) ∈ Q.
(2) If (fn,Ω) ∈ Q, U ⊂ Ω is open, relatively compact and gn ∈ H(DRn,U), then (fn ◦
gn,DRn) ∈ Q. Furthermore if fn ◦ gn → h ∈ C(C,Y∞), then h is trivial.
The following theorem follows from Theorem 3.2.
Theorem 3.7. Let Q be the relative compactness property of a complex space Y . Let X be a com-
plex space and F ⊂H(X,Y ). Then the family F is relatively compact if {(f,X): f ∈F} ⊂ Q.
The converse is also valid if X is hyperbolic or X ⊂ Cn.
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