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Oljeselskapene vurderer å plassere oljeproduksjonsanlegg på havbunnen som skal styres
fra land, 200 km unna, ved hjelp av fiberoptiske kabler.
Målet med oppgaven har vært å finne en sanntids kommunikasjonsløsning som gir mini-
mal forsinkelse i nettet utover det som avstand medførerer. I tillegg har der vært opp-
gavens mål å finne en transmisjonsløsning som gjør det mulig å kommunisere optisk med
en bitrate på flere hundre Mb/s ved en gitt bitfeilsannsynlighet.
Løsningen som ble valgt var svitsjet Gigabit Ethernet. Det er bygget opp et prøvenett med
Gigabit Ethnernet svitsjer og noder. I dette prøvenettet er gjort bitfeilsannsynligheten-
tester på transmisjonslinken, samt at det er gjort tester på forsinkelse og gjennomstrømn-
ing i nettet.
Testene for bitfeilsannsynlighetene (BER, eng. bit error ratio) viser at det er mulig å kom-
munisere med en datarate på 1 Gb/s med en linklengde på inntil 260 km. Det stemmer bra
i forhold til det som var beregnet teoretisk. For å kunne kommunisere over 200 km viser
testene at det må benyttes optisk forforsterker og optisk effektforsterker både på land og
på havbunnen. Forsøk med å redusere utstyrsmengden på havbunnen ble optiske forsterk-
ere kun installert på land, og disse testene viser at linklengden da må reduseres til 170 km.
Lengdene som er beregnet ut fra disse testene baserer seg på at bitfeilsannsynligheten er
10-10.
Videre viser tester at forsinkelsen i nettet øker i samsvar med teoretiske beregninger når
lengden på fiberkabelen økes. I tester hvor en økte antall noder som sender samtidig i
nettet viste det seg at forsinkelsen økte svært lite. Testene viser at når en node i nettet kom-
muniserer med to andre noder samtidig, er det ikke mulig å oppnå mer enn 60-70% av
maksimal teoretisk gjennomstrømning. Grunnen til det er at den noden som ble mest
belastet har for liten båndbredde til at hver av de andre to nodene kan få 90-100% av mak-
simalt teoretisk gjennomstrømning. Når kun to noder i nettet kommuniserer med hveran-
dre viser målingene maksimalt 90% av teoretisk gjennomstrømning. Årsaken til at en ikke
fikk en høyere verdi er at hode-/haleinformasjon i datapakkene vil trekke ned gjennom-
strømningen, samt at det vil være prosesseringstid i både nettkort, svitsj og noder.
Disse testene som er gjort viser at det er fullt mulig å implementere et styringsnett som
baserer seg på svitsjet Gigabit Ethernet. Det må være optiske forsterkere både på havbun-
nen og på land dersom avstand er over 170 km. Nettet viser seg å være effektivt selv på
lange avstander, og forsinkelsen øker lite utover forplantningsforsinkelsen når en øker
antall noder som sender samtidig. Det er fordi alle noder kan sende samtidig og det gjør at
det ikke blir noe ekstra forsinkelse for å få adgang til å sende på nettet.3
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Oljeselskapene vurderer å installere produksjonsanlegg på havbunnen ved borehullet, og
produksjon skal styres fra land ved hjelp av fiberoptiske kabler. En slik løsning vil kunne
gi store kostnadsbesparelser da behovet for oljeplattformer til havs ikke lenger er tilstede.
Figur 1.1 viser prinsippskisse for kommunikasjon mellom land og produksjonsanlegget på
havbunnen.
                 Figur 1.1 Prinsippskisse for datakommunikasjon i et oljeproduksjonsanlegg
Avstand mellom land og havbunnsinstallasjonen vil i noen tilfeller være over 200 km, og
det vil derfor være behov for langdistansekommunikasjon. Hovedkontrollsystemet er
installert på land, og brønnrammene er installert på havbunnen ved borehullet. Oppgaven
til hovedkontrollsystemet er å kontrollere, overvåke og styre oljeproduksjonen på havbun-
nen. Brønnrammene inneholder elektroniske moduler, SEM (eng subsea electronic modu-
les), og er grensesnittet mellom hovedkontrollsystemet og enheter på havbunnen som kan
være ventiler og sensorer. Dersom hovedkontrollsystemet ønsker å stenge/åpne en ventil
eller innhente måledata fra sensorer, sendes melding til SEM. Når SEM mottar melding
utføres operasjonen, og gir tilbakemelding til hovedkontrollsystemet på land.
I tillegg til sensorer og ventiler skal systemet også kunne innhente seismiske data fra
mikrofoner på havbunnen. Seismiske data er store datamengder som krever bredbånds-
kommunikasjon, gjerne opp mot 50-100 Mb/s for hver måleenhet. Dersom det er mange
måleenheter vil samlet båndbredde komme opp i flere hundre Mb/s.
       Hovedkontroll-
         system
    SEM SEM
     SEM SEM
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Kommunikasjon mellom hovedkontrollsystemet og SEM’ene er i sanntid. Det setter krav
til nettet og kommunikasjonsprotokollene som skal benyttes.
I tillegg til krav om stor båndbredde, vil det og være krav om minst mulig forsinkelse
utover forplantingsforsinkelsen i fiberkabelen.
En ufrivillig stopp i produksjon er økonomisk tap for oljeselskapene, derfor er høy stabili-
tet en viktig faktor. For å ivareta krav om høy stabilitet bør kommunikasjonssystemet være
redundant.
De fiberoptiske kablene som skal overføre data er integrert i oljerøret som fører oljen til
land. Det vil derfor ikke være mulig å koble inn forsterker på midten av fiberlinken, kun i
hver av endene.
Eksempel på kommunikasjonskrav for et nett som er beskrevet vises i appendiks i.
1.2  Problemstilling
En problemstilling er hvordan skal et nett skal designes, og hvilke kommunikasjonsproto-
koller som egner seg best for et nett som er beskrevet over. Det må taes hensyn til krav om
sanntids kommunikasjon, samt at båndbredden på dataoverføringen vil kunne kreve flere
hundre Mb/s. Ved å ta utgangspunkt i kjente kommunikasjonsprotokoller som kan være
mulig å benytte, skal det velges ut en kommunikasjonsprotokoll som egner seg best til net-
tet som er beskrevet i innledningen. Da lengden på linken kan komme over 200 km må en
finne en løsning for transmisjonslinken som gjør at signalet som mottas er god nok for å
opprettholde en gitt bitfeilsannsynlighet (BER, eng. bit error ratio).
1.3  Mål
Målet er å kartlegge kommunikasjonsprotokoller for bredbåndskommunikasjon som er
velegnet for et nett der styringssentralen står over 200 km fra resten av nodene (SEM) i
nettet. Det skal planlegges og bygges et prøvenett som skal testes. Utstyr og kommunika-
sjonsprotokoller som skal benyttes i nettet skal være kommersielt tilgjengelig.
1.4  Oppgavens oppbygging
I kapittel 2 presenteres bakgrunnsstoff som skal danne grunnlag for valg av løsning. I
kapittel 3 presenteres valg av kommunikasjonsprotokoll som benyttes, samt en innledning
for hvordan nettet bygges opp fysisk. I tillegg vises teoretiske beregninger som er av inter-
esse for testene som skal gjøres. Kapittel 4 gir en mer inngående beskrivelse av oppbyg-
gingen av prøvenettet og testmetode som benyttes. Tilslutt presenteres testresultater som
er framkommet. Testen det legges mest vekt på er bitfeiltest, i tillegg er det gjort en test
som viser gjennomstrømning og forsinkelsen i prøvenettet. I kapittel 5 er det diskusjon/
forslag til videre arbeid. Kapittel 6 er konklusjon.Innledning 8
Kapittel 2
Bakgrunnsstoff
2.1  Protokoller og nettarkitekturer
2.1.1  Ethernet (IEEE 802.3)
Ethernet er den mest vellykkede teknologien for lokalnett de siste 20 årene [Peterson &
Davie, 2000]. Den ble utviklet på midten av 1970 årene av forskere ved Xerox Palo Rese-
arch Center (PARC). Ethernet bruker lokalnett-teknologien “Carrier Sense Multiple
Access with collition detect” (CSMA/CD). Av navnet fremgår det at flere noder deler et
medium som det sendes/mottas datapakker på.
Ethernet har sitt utspring fra et tidligere pakkeradionett kalt Aloha, og ble utviklet ved
Universitetet på Hawaii. Som følge av behov for datakommunikasjon mellom Hawaii
øyene ble Aloha utviklet. Problemet var å finne en løsning som ga den enkelte node til-
gang til overføringsmediet på en rettferdig og effektiv måte. Det er utviklet algoritme både
for Ethernet og Aloha som kontrollerer tilgangen når hver node skal få lov å sende.
IEEE standarden 802.3 definerer flere typer overføringsmedier, koaksialkabel (10Base5,
10Base2, 10 står for 10 Mb/s), parkabel (10BaseT) og fiberoptisk kabel (10BaseF). Stan-
darden definerer også tre datarater, 10 Mb/, 100 Mb/s og 1000 Mb/s, etter hvert vil også 10
Gb/s bli standardisert. 10 Mb/s blir brukt i et multippel aksessmodus, det vil si den deler
overføringsmediet med andre noder i et nett. Mens 100 Mb/s og 1000 Mb/s er ofte fulldu-
pleks, punkt til punkt forbindelse. Eksempel på det er et svitjset-nett.
Fysiske egenskaper:
Et Ethernet-segment kan være inntil 500 meter koaksialkabel. Benyttes koaksialkabel som
transmisjonsmedium kobles nodene direkte på bussen, se figur 2.1.
                                                          Figur 2.1 Ethernet bussegment
For å øke den fysiske lengden på nettet kan flere bussegmenter kobles sammen ved hjelp
av gjentaker (eng. repeater). Oppgaven til gjentaker er å forsterker opp mottatt signal, og
 Node  Node  Node  Node
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videresende det forsterkede signalet til neste segment i nettet. Maksimalt fire gjentakere er
tillatt i Ethernet, og lengste avstand mellom to noder blir da 2500 meter.
Dersom parkabel benyttes som transmisjonsmedium, kobles nodene sammen ved hjelp av
nettnav (eng. hub). En nettnav er gjentaker med mange inn-/utporter. Et signal som kom-
mer inn på en port i en nettnav blir sendt ut på alle andre porter. En slik kobling kalles
stjernekonfigurasjon, se figur 2.2
Figur 2.2 Stjernekonfigurasjon av Ethernet
Alle noder som er sammenkoblet ved hjelp av gjentaker eller nettnav vil være i samme
kollisjonsdomene [Peterson & Davie, 2000]. Noder innenfor et kollisjonsdomene konkur-
rerer om tilgangen til samme transmisjonsmedium.
I parkabelkonfigurasjon kan nettnav erstattes med svitsj, som er en mer intelligent enhet.
Svitsj har i likhet med nettnav mange inn-/utporter. Men en ramme som kommer inn på en
port sendes ikke ut på alle andre porter. Rammen blir kun sendt ut på porten som mottake-
ren av rammen er tilkoblet. Svitsjen leser av mottakeradresse på innkommende ramme, og
vet derfor hvilken port rammen skal sendes ut på. Hver port blir et kollisjonsdomene. Er
det tilkoblet en node per port vil man få et kollisjonsfritt nett. Fordi om flere porter forsø-
ker å sende til en og samme port vil det ikke bli kollisjon. Det er fordi svitsjen bufferer
data dersom det er flere porter som forsøker å sende til samme port samtidig. Dersom det
er tilkoblet en node per port i en svitsj, vil gjennomstrømningen øke og responstiden gå
ned i nettet. Det er fordi en unngår kollisjon av pakker som fører til retransmisjon i nettet.
Prismessig er svitsjer begynt å komme på nivå med nettnav, av den grunn er det blitt vanlig
å benytte svitsj framfor for nettnav. En svitsj kan ha forskjellige hastigheter på portene, for
eksempel kan 5 av portene ha 100 Mb/s og en annen port kan ha 1 Gb/s.








Ethernet’s rammeformat er vist i figur 2.3
Figur 2.3 Ethernet rammeformat
De første 64 bitene er “synkroniseringsbit”, den gir mottaker mulighet å synkronisere seg
med signalet.
I mottaker- og senderadresse feltene identifiseres avsender og mottaker av Ethernet ram-
men.
“Type” feltet fungerer som en demultipleksnøkkel. Den angir hvilken høyere lags proto-
koll pakken skal leveres til.
Datafeltet inneholder datainformasjonen som sendes, og kan inneholde inntil 1500 byte.
Minste antall byte feltet kan inneholde er 46 byte. Grunnen til krav om minste pakkestør-
relse er for å kunne detektere kollisjon av pakker i nettet. Dersom datainnholdet er mindre
enn 46 byte, benyttes bit-stuffing for å tilfredstille kravet. Ved bit-stuffing legges det til
ekstra bit i datafeltet.
“CRC” feltet er for feilsjekk av rammen. En 32-bit syklisk redundanssjekkode (CRC, eng.
cyclic redunancy check) blir generert av sender. Koden blir kontrollert av mottaker for å se
om bit er blitt feildetektert i mottaker. Mottakeren kaster normalt pakker med bitfeil.
Adressering
Alle Ethernet-kort har en unik 48-bits adresse som er brent i en minnekrets. Når nettkortet
mottar en ramme sjekkes det om rammen er adressert til seg. Er nettkortets adresse lik
mottakeradresse sendes rammen til noden som nettkortet er tilkoblet. Nettkortet kan også
programmeres til å motta alle rammene som sendes over mediet. En ramme som innehol-
der bare 1’ere i adressefeltet er en kringkastingspakke, og er adressert til alle nodene i net-
tet. Gruppeadresse (eng. multicast adress) kan også brukes, da er nettkortet programmert
til å akseptere en spesiell adresse som er for en gruppe noder.
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Aksess protokoll for Ethernet
Hvordan den enkelte node skal få aksess til mediet styres ved hjelp av en algoritme kalt,
“Ethernet media access control” (MAC) [Peterson & Davie, 2000]. Algoritmen er imple-
mentert i nettkortet som er i noden, og kan ikke forandres.
Sender algoritme
Når en node ønsker å sende, lytter den på mediet for å sjekke om andre noder sender (det
er egentlig nettkortet i noden som gjør dette, men bruker node i forklaringene som følger).
Er mediet ledig, sendes rammen ut på nettet. Rammen som sendes er maksimal 1500 byte,
og det begrenser tiden hver node kan oppta mediet. Dersom en node ønsker å sende flere
pakker/rammer må den vente 9.6 µs [Peterson & Davie, 2000] mellom hver utsendelse,
det er for å gi andre noder mulighet å sende.
Er mediet opptatt når en node skal sende, må den vente til mediet blir ledig før rammen
sendes (rammen sendes 9.6 µs etter at mediet er blitt ledig). Ethernet er en 1-persistent
protokoll, det vil si den sender med en sannsynlighet på 1 når mediet blir ledig.
Ethernet ikke har noe nettkontroll som gir nodene tillatelse til å sende data på nettet. Det
vil kunne føre til at to (eller flere) noder starter å sende samtidig, og pakkene som sendes
ut på nettet vil kunne kollidere. Ethernet har kollisjonsdeteksjon som gjør nodene opp-
merksom på pakkekollisjon i nettet. En node som sender lytter samtidig på nettet. Dersom
den mottar noe annet enn sitt eget signal, er det oppstått kollisjon mellom pakker i nettet.
Når en sender oppdager kollisjon, vil den sende ut en 32-bits jammesekvens før den
avslutter sendingen. Jammesekvensen skal gjør andre noder oppmerksom på at pakkekol-
lisjon har oppstått i nettet. Når jammesekvensen er sendt, vil senderen vente en tilfeldig tid
mellom 0 og 51.2 µs [Peterson & Davie, 2000] før den forsøker å sende rammen på nytt.
Oppstår ny kollisjon dobles ventetidsintervallet for hvert mislykkede sendingsforsøk. Etter
seksten mislykkede sendingsforsøk gir noden opp å sende.
Forsinkelser
Signalet forplanter seg med en viss hastighet i et medium, maksimalt 3·108 m/s (i
vakuum). Det gir forplantningsforsinkelse når en node sender en ramme til en annen node.
Maksimal avstand mellom to noder kan i følge Ethernet standarden være inntil 2500 meter
[Peterson & Davie, 2000]. Et signal bruker cirka 8 µs å forplante seg 2500 meter dersom
forplantningshastigheten er 3·108 m/s. En sender skal innen 51.2 µs [Peterson & Davie,
2000] kunne detektere om kollisjon har oppstått i nettet. Hvordan denne tiden fremkom-
mer forklares under ved hjelp av et eksempel. Anta to noder (1 og 2) skal kommunisere
med hverandre over Ethernet. Dersom node 1 sender en ramme ut på mediet, vil første bit
av rammen mottas av node 2 etter x µs. Hvis node 2 begynner å sende før den mottar sig-
nal fra node 1 vil kollisjon oppstå. Signalet fra node 2 vil nå node 1 etter x µs, og node 1
vil da kunne detektere kollisjon ettersom den ikke er ferdig å sende sin ramme. Det vil der-
for ta 2·x µs å detektere en kollisjon for node 1, i tillegg vil det være prosesseringstid i
Ethernetkortene og gjentakere/nettnav. Forplantingsforsinkelse og prossesseringtid i nett-Bakgrunnsstoff 12
kort/gjentakere danner grunnlaget for 51.2 µs. Antall bit som sendes ut i løpet av 51,2 µs,
er 512 bit når bitraten er 10 Mb/s. Bitraten og antall utsendte bit i løpet av 51.2 µs, danner
grunnlaget for minste pakkestørrelse som gir garanti for kollisjonsdeteksjon.
51.2 µs er basert på disse parametrene [Svend Eriksen, 2000]:
51.2 µs = 2 ·  (mp + pg + pn)
mp = Maksimal forplantningstid mellom to noder
pg = Prosesseringstiden i gjentakere
pn = Prosesseringstiden i nettkortene
Ethernet over lange avstander
Dersom avstanden mellom to noder økes til 200 km, vil forplantningstiden øke og garan-
tien for kollisjonsdeteksjon faller bort. Årsaken er at senderen vil kunne være ferdig å
sende en ramme før signalet har forplantet seg til mottakeren. Sene kollisjoner (“late colli-
sion”) [Svend Eriksen, 2000] er et utrykk som brukes når en node har avsluttet sending og
kollisjon oppstår i etterkant. Når avstanden øker, vil det kunne bli økning av pakkekolli-
sjoner på grunn av det tar lengre tid før alle nodene registrerer at mediet er tatt i bruk.
For å løse problemet med sene kollisjoner kan en øke minste pakkestørrelse. Signalet vil
da kunne forplante seg frem og tilbake før sender har avsluttet utsendelse av rammen. Det
vil fungere, men båndbreddeutnyttelsen vil gå ned dersom en må bit-stuffe når dataram-
mene blir for små. Denne løsningen vil ikke hindre økning av pakkekollisjoner, derfor vil
denne løsningen ikke være optimal.
En annen løsning er å bruke svitsj. Ved koble kun en node per port vil det aldri bli kollisjo-
ner i nettet. En svitsj bufferer data som kommer inn på svitsjen, og sender data ut på riktig
port. Dersom en port er opptatt med å sende data, blir datarammene satt i kø i påvente av å
sende data ut på porten. En slik løsning gjør at alle noder som er tilkoblet svitsjen kan
sende når de vil. Det vil gjøre nettet mer effektivt på grunn av nodene slipper å vente for å
få tilgang til mediet. En node koblet til en svitsj vil kunne kommunisere fulldupleks, det
vil si den kan sende og motta samtidig. Det dobler overføringshastigheten sammenlignet
med halvdupleks. I busskonfigurasjon og stjernekonfigurasjon (med nettnav) brukes halv-
dupleks. To noder koblet direkte mot hverandre kan kommunisere fulldupleks, se figur 2.4
Figur 2.4 To noder direktekoblet kan kommuniserer fulldupleks
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2.1.2  Gigabit Ethernet
Protokollarkitektur
Gigabit Ethernet har en tidobling av hastigheten i forhold til “Fast Ethernet” (100 Mb/s).
Det fysiske grensesnittet til Gigabit Ethernet er forskjellig i fra IEEE standarden 802.3.
Men Gigabit Ethernet vil fungere sammen med IEEE standarden 802.3 fordi dataformatet
er likt fra datalinklaget og oppover i OSI-modellen(open system interconnection).
Gigabit Ethernet (IEEE 802.3z) er en standard som er bygd opp av to andre standarder,
IEEE 802.3 Ethernet og ANSI X3T11 Fiber channel [Cisco, 2000]. Det fysiske laget til
Fiber channel er benyttet i Gigabit Ethernet, mens rammeformat og CSMA/CD er tatt fra
IEEE standarden 802.3. For IEEE standarden  802.3 ab (1000Base-T, parkabel) er ikke
Fiber channel’s fysisk lag benyttet, men det har et eget definert grensesnitt. Det blir nær-
mere forklart lengre ned. Figur 2.5 viser hvordan linklag og fysisk lag er bygd opp i Giga-
bit Ethernet (IEEE 802.3z).
Figur 2.5 Oppbygging av linklag og fysisk lag i Gigabit Ethernet
Fysisk lag i Gigabit Ethernet
Det er definert tre typer overføringsmedier for Gigabit Ethernet [IEEE, 2000]:
1. Fiber: Langbølgelaser (1300nm) over singelmodusfiber eller multimodusfiber



























2. Skjermet balansert kobberkabel (150 ohm karakteristisk impedans), 1000Base-CX
3. Parkabel, 1000Base-T
Signaleringsraten for Gigabit Ethernet er 1.25 Gb/s, og gir en datarate på 1 Gb/s. Hvordan
dataene blir kodet før de sendes ut på det fysiske mediet er avhengig av om det benyttes
fiber- eller parkabel. Fiberkabel (1000Base-SX/LX) og skjermet-kobberkabel (1000Base-
CX) bruker 8B10B koding, mens parkabel (1000Base-T) bruker Trellis koder/Vitervi
dekoder [Cisco, 2000].
Distansen i utstrekning er avhengig av type overføringsmedium. Tabell 2.1 viser utstrek-
ningen i meter for de typer overføringsmedier som Gigabit Ethernet definerer.
TABELL 2.1  Utstrekning for Gigabit Ethernet[IEEE, 2000]
*Dette er minimums avstander som er spesifisert av IEEE, men vil kunne være høyere avhengig av type fiber
som blir brukt.
8B/10B koding
8B/10B koding er blant annet til hjelp for DC-balansering. Dersom det ikke er DC-balan-
sering i koden vil det kunne bygge seg opp et DC-signal som fører til varmgang i laseren
når flere 1’ere enn 0’ere blir sendt. Det vil igjen føre til en høyere bitfeilsannsynlighet
(BER, bit error ratio). 8B/10B koden har to redundansbit, 8 bit fra høyere lag blir kodet til
10 bit i det fysiske laget, som vil gi en signaleringsrate på 1.25 Gb/s.
Fordeler med koding av data ved høye datahastigheter [Cisco, 2000]:
* Forbedring av klokkegjenvinning i mottaker
* Mottaker har en større mulighet for feildeteksjon og eventuelt feilretting av mottatt data.
* Hindrer DC-oppbygging på mediet.
* Koding kan hjelpe å skille databit fra kontrollbit.
Transceiver Fiber Avstand
1000Base-LX 62.5 550 meter
50 550 meter
10 5000 meter*
1000Base-SX 62.5 220 meter
50 550 meter
1000Base-CX 25 meter
1000Base-T 100 MeterBakgrunnsstoff 15
Gigabit Ethernet Interface Carrier (GBIC)
Ved å ha et grensesnittlag, GBIC ( eng.Gigabit Ethernet Interface Carrier), mellom linklag
og fysisk lag vil en kunne koblet til flere medietyper i et Gigabit Ethernet-produkt. En
svitsj vil for eksempel kunne ha en port som støtter fiberkabel og en annen port som støtter
parkabel. Figur 2.6 viser hvordan forskjellige typer media kan kobles til et Gigabit Ether-
net-produkt. En ser parkabel skiller seg ut ved at den bruker en annen type koding/deko-
ding.
Figur 2.6 Funksjonalitetsdiagram for Gigabit Ethernet grensesnitt
MAC-laget
MAC-laget i Gigabit Ethernet er det samme som benyttes i standard Ethernet. Dette laget
innbefatter støtte for halv- og fulldupleks og kollisjonsdeteksjon (eng. Collision detect).
Gigabit Ethernet to tilleggsfunksjoner når en skal kommunisere med halvdupleks, ramme-
bursting (eng. frame bursting) og bærebølgeforlengelse (eng.carrier extention).
Bærebølgeforlengelse (eng. Carrier Extention):
Standard Ethernet har en minste pakkestørrelse på 64 byte for å kunne detektere pakkekol-
lisjon i et nett. Når dataraten øker går det kortere tid å sende ut en pakke, og lengden på
pakken blir dermed mindre enn tidsluken (eng. slot time)(i bit). Det vil si en node er ferdig
å sende en pakke før signalet har forplantet seg frem og tilbake på mediet, og noden vil
                1 Gb/s MAC
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ikke kunne detektere pakkekollisjon. For å løse problemet i Gigabit Ethernet brukes en
metode som kalles bærebølgeforlengelse (eng. Carrier Extention). Bærebølgeforlengelse
legger til bit i rammen inntil den holder kravet til minimum tidsluke, og Gigabit Ethernet
vil da være kompatibel med Ethernet CSMA/CD.
Rammebursting (eng. Frame Bursting):
Den andre tilleggsfunksjonen som finnes i Gigabit Ethernet er rammebursting. Dersom en
node har mange små pakker som skal sendes, legger den til ekstra bit mellom hver pakke
slik at de andre nodene vil se dette som en stor pakke. Sender-noden kan sende inntil 1500
byte, som er maksimal pakkestørrelse gitt av standarden IEEE 802.3.
Fulldupleks
Ved fulldupleks kan nodene sende og motta samtidig, det vil gi en båndbredde på 2 Gb/s
for hver node. Fulldupleks Gigabit Ethernet blir typisk bruk mellom to svitsjer eller mel-
lom svitsj og server. Ved en slik konfigurasjon vil det aldri kunne bli kollisjoner, dermed er
CSMA/CD flyt- og aksesskontroll overflødig. Det er imidlertid definert en egen flytkon-
troll for Gigabit Ethernet av IEEE (IEEE 802.3x)
Flytkontroll (IEEE 802.3x)
Dersom en mottaker blir overfylt med pakker slik at den får opphoping, vil den sende en
pauseramme til senderen om at den må holde igjen en gitt tid. Senderen stopper sending,
og vil ikke starte å sende før den forespurte ventetiden er over. Blir imidlertid mottaker
klar til å motta før forespurt ventetid, kan mottakeren sende en pauseramme med ventetid
null. Når sender mottar pauseramme med null ventetid fortsetter den sending. Flytkontroll
er nyttig dersom mikroprosessoren til mottakeren er opptatt med andre oppgaver.
1000Base-T fysisk lag og koding
Det fysiske mediet i 1000Base-T er parkabel, der standarderen sier at 4 par brukes. Tabell
2.1 viser maksimal utstrekning når parkabel benyttes som transmisjonsmedium.
Dataene som kommer fra høyere lag kodes før de sendes ut på parkabelen. Koding som
benyttes i 1000Base-T er Trellis koder/ Viterbi dekoder [GEA, 1997]. Denne koden vil ha
mulighet å rette eventuelle feil som blir detektert ved dekoding [Bissel & Chapman,
1992].Bakgrunnsstoff 17
2.1.3  Billett-ringnett (eng. Token Ring Network)
Som Ethernet baserer billett-ringnett seg på delt medium [Peterson & Davie, 2000]. De to
mest kjente er IBM Token Ring og IEEE 802.5. Disse to er nærmest identiske, og vil der-
for omtales som billett-ringnett i teksten som følger.
Billett-ringnett består av noder sammenkoblet i ring, se figur 2.7. Data flyter i ringen mel-
lom nodene i en retning. En node mottar data fra en nabonode, og sender data til neste
nabonode i ringen. Som Ethernet har også billett-ring en distribuert algoritme som kon-
trollerer når nodene kan sende. En annen likhet med Ethernet er at alle nodene kan se hva
som blir sendt i nettet.
Figur 2.7 Billett-ringnett
Ordet billett (eng. token) er et spesielt bitmønster som gir en node adgang til å sende data
ut på mediet. Billetten sirkulerer i ringen og tilbyr nodene etter tur å sende data. Når en
node mottar billetten, videresender den billetten til neste node dersom den ikke har noe å
sende. Har noden data den ønsker å sende, beholder den billetten og sender dataene ut på
nettet. Når en node ser en pakke som er adressert til seg, kopierer den pakken og videre-
sender den til neste nabonode. Pakken sirkulerer i ringen helt til den kommer tilbake til
avsendernoden. Denne noden fjerner pakken fra ringen og sender billetten videre til neste
nabonode. Dette er en kommunikasjonsprotokoll som baserer seg på “round robin” prin-
sipp, alle får mulighet å sende data på nettet etter tur. Dataraten på billett-ringnett er 4 Mb/
s eller 16 Mb/s.
Kontroll av mediumaksess i billett-ring
I et billett-ringnett deler alle nodene transmisjonsmediet. For å gi nodene tilgang til mediet
er det utviklet en algoritme for kontroll av mediumaksess (MAC, eng. Medium Access
control). Den er i grove trekk beskrevet tidligere, men under følger en mer detaljert forkla-
ring.
Når billetten sirkulerer i ringen, kan stasjoner som har noe å sende gripe billetten å starte
utsending av data. Billetten taes av ringen ved å endre første bit i andre byte av billetten,





følgende datapakken som sendes. Når en stasjon har billetten kan den sende en eller flere
datapakker, hvor mange er avhengig av tidsparametere som blir beskrevet lengre.
En pakke som sendes inneholder mottakeradresse til mottaker-noden, adressen kan også
være en gruppe- eller kringkastingsadresse som sender en pakke til flere noder. Når pak-
ken flyter i ringen sjekker hver node om pakken er adressert til seg. Dersom en node mot-
tar en pakke som er adressert til seg, kopierer noden pakken og sender den videre til neste
node i ringen. Det er avsender-noden som har ansvar for å fjerne pakken fra ringen.
Hvor mye data som kan sendes bestemmes av parameteren billett-holdetid (eng. token
holding time,THT). Denne parameteren bestemmer hvor lenge en node kan holde billetten
før den må sende den videre til neste node. Når en node ønsker å sende en pakke, må den
beregne hvor lang tid det tar å sende den. Dersom sendetiden overstiger tiden den har igjen
av THT, kan pakke ikke sendes. Billetten videresendes da umiddelbart til neste node.
En annen nyttig parameter er billett-rotasjonstid (eng.token rotation time, TRT). Det er
tiden det tar billetten å traversere ringen.
TRT <= Aktive noder · THT + forplantningsforsinkelse i ringen
Fra utrykket over ser en at tiden mellom hver gang en node får billetten er avhengig av for-
plantingsforsinkelsen. Dersom ringen er 400 km lang, vil forplantningsforsinkelsen bli 2
ms når forplantingshastigheten i mediet er 2·108 m/s. Hvis forplantingsforsinkelsen er stor
vil det kunne påvirke effektivutnyttelse i nettet. Dersom pakkestørrelsen er 1500 byte og
dataraten er 16 Mb/s, vil det ta 0.75 ms å sende hele pakken ut på nettet. Tiden det tar før
noden har fått tilbake pakken og kan sende billetten til neste node er 2.75 ms. Gjennom-
strømningen i nettet blir da 1500 byte/ 2.75 ms = 4.4 Mb/s. Dette eksempelet viser hvor
dårlig billett-ringnett skalerer når lengden på ringen blir stor. Hvis det er mange noder i
nettet vil TRT tiden kunne øke, og det vil gå enda lengre tid mellom hver gang en node får
mulighet å sendt data.
Billett-ringnett støtter påliteligoverføring ved å bruke 2 bit, A- og C-bit, av pakken. Når
pakken sendes er disse satt til null. I det øyeblikket en node mottar en pakke som er adres-
sert til seg, setter den A bitet til 1 og kopiere pakken. Når kopiering er utført settes C bitet
til 1, og videresender pakken med de modifikasjonene som er gjort. Når avsender mottar
sin egen pakke, sjekkes A og C-bitene for konstatere om sendingen var feilfri. Er A-bitet
ikke satt, ble pakken ikke mottatt. Dersom A-bit satt, men ikke C-bit, tyder det på at mot-
taker ikke klarte å kopiere pakken av en eller annen grunn, for eksempel mangel på nok
minne. Senderen kan da sende pakken på nytt dersom den ønsker det.
En annen egenskap ved billett-ring er prioritering av pakker. Billetten har et 3-bits felt som
er satt av til prioritet. En node som ønsker å sende kan sette prioritetsverdi på utgående
datapakke. For å kunne sende data på nettet må prioriteten på pakken minst være like høy
som prioriteten på billetten. Denne egenskapen gjør at ringnett vil kunne prioritere data fra
applikasjoner som krever tjenestekvalitet (QoS, eng. Quality of Service).Bakgrunnsstoff 19
Det finnes to måter å gi fra seg billetten, tidlig slipp og sen slipp. Ved tidlig slipp vil billet-
ten bli sendt rett etter siste bit til utgående pakke, se figur 2.8 a). Ved sen slipp, vil billetten
bli sendt først når pakken er kommet tilbake til senderen, se figur 2.8 b). Båndbreddeutnyt-
telsen vil ha en høyere verdi ved tidlig slipp enn ved sen slipp. En vil spesielt merke det
når lengden på ringen er stor.
                                 Figur 2.8 To måter å slippe billetten, a) tidlig slipp, b) sen slipp
Vedlikehold av billett-ringnett
Billetten kan forsvinne ut av ringen, og da må det være en mulighet å få billetten tilbake i
ringen. Det er løst ved å ha en monitorstasjon som har kontroll over billettens tilstand. I til-
legg har monitorstasjonen den generelle kontrollen over tilstand i ringen. Noden som er
monitorstasjon sender ut en kontrollmelding jevnlig for å gjøre andre noder oppmerksom
at den er aktiv. Hvis en node ikke mottar kontrollmeldingen innen en viss tidsperiode, sen-
der den ut en melding om at den ønsker å bli monitorstasjonen. Dersom ikke andre sender
samme melding blir den monitorstasjon. Er det flere noder som krever å bli monitorstasjon
vil noden med høyest adresse få tilslaget.
Monitorstasjonens oppgave er å [Peterson & Davie, 2000]:
• Se til at billetten eksisterer i ringen, eventuelt gjenninnsette den dersom den er forsvun-
net fra ringen.
• Sjekke at pakkene som blir sendt er feilfrie.
• Fjerne pakker fra ringen dersom avsender av pakken har mistet kontakten med ringen.
Det forhindrer pakker i å sirkulere rundt i nettet.Bakgrunnsstoff 20
Rammeformat
Figur 2.9 viser rammeformatet til Billett-ring.
Figur 2.9 Rammeformat til Billett-ring
Start-avgrenser: Indikerer starten på en ramme.
Tilgangskontroll: Brukes i forbindelse med prioritering.
Rammekontroll: Demultipleks-nøkkel som identifiserer høyere lags protokoller.
Adresse: 48-bits sender- og mottakeradresse.
Sjekksum: 32-CRC
Slutt-avgrenser: Indikerer slutten på rammen, samt inneholder feilindikeringsbit som blir
satt dersom det er feil i rammen.
Rammestatus: Brukes i forbindelse med pålitelig overføring (A-bit og C-bit).
2.1.4  FDDI (Fiber distributed data interface)
FDDI er på mange måter lik Billett-ringnett, men det skiller seg fra billett-ring ved at den
benytter fiberkabel som overføringsmedium. Datarate i FDDI nett er 100 Mb/s, og ifølge
standarden for FDDI kan lengden på ringen være 100 km [Peterson & Davie, 2000]. Men
denne lengden kan overskrides [Svend Eriksen, 2000].
Aksessalgoritme for FDDI
Som i billett-ring er det definert en billett-holdetid (eng. token holding time, THT).
I tillegg er det definert en ny tidsparameter, tålt billett-holdetid (eng. target token rotation
time, TTRT), som er øvre grense for rotasjonstiden (TRT) til billetten.
I FDDI skilles det mellom to typer data, synkron og asynkron. Synkron data er data som er
sensitiv for forsinkelse, for eksempel video eller lyd. Asynkron data er data som ikke er
tidskristiske.
Når en node mottar billetten måler den tiden det har tatt billetten å traversere ringen. Er
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noden sende både synkron data og asynkron data. Hvor mye asynkron data som kan sen-
des er avhengig av tidsdifferansen mellom TRT og TTRT.
Ved å kunne skille mellom synkron data og asynkron data, gjør at FDDI kan overføre
applikasjonsdata med krav til tjenestekvalitet (for eksempel krav til maksimal forsinkelse).
Fysisk oppbygging av FDDI
FDDI har to parallelle uavhengig ringer som figur 2.10 a viser. Det gir en sikkerhet hvis en
av ringene får et brudd, eller en node slutter å fungere. Dersom brudd oppstår vil nodene
nærmest bruddet koble om, og benytte den andre ringen, se figur 2.10 b. Det gjør FDDI-
nett mer robust sammenlignet med billett-ringnett. Begge ringene kan brukes samtidig til å
overføre data, og en vil da få høyere gjennomstrømning. Det vil da kunne være to billetter
i ringen.
Figur 2.10 FDDI-nett, a)Alle noder inntakt, b)en node er ut av funksjon
2.1.5  PROFIBUS
Profibus er en kommunikasjonsstandard som brukes i styringssystemer ved industriproses-
ser. Det kan være styringssentraler som ønsker å kommunisere med sensorer, ventiler og
lignende i et prosessystem. Profibus er en produsentuavhengig åpen feltbusstandard [Profi-
bus International, 2001], der enheter fra forskjellige produsenter skal kunne kommuniserer
med hverandre uten store forandringer på enheter. Det er standardisert tre typer kommuni-
kasjonsprotokoller, DP, PA og FMS [Profibus International, 2001]. Der DP benyttes typisk
mellom et automasjonskontrollsystem og distribuerte I/O-enheter (givere og eller venti-
ler). PA benyttes i automasjonsprosesser der applikasjoner skal kommunisere med givere
og lignende enheter. FMS-protokollen benyttes i kommunikasjon mellom to eller flere
kontrollenheter. Overføringsmedium kan være elektriske kabler (typisk parkabel) eller
fiberoptiske kabler.
Felles for disse tre kommunikasjonsprotokollene er at de er master-slavebasert eller pol-Bakgrunnsstoff 22
lingbasert. Masteren har kontroll over kommunikasjonen på den serielle bussen som enhe-
tene er tilkoblet. Masterenheten kan sende melding/forespørsel til en enhet når den ønsker
det, og kalles derfor aktiv stasjon. Slaveenheter er typisk sensorer, I/O-enheter eller venti-
ler. Disse har ikke aksessrett til bussen annet en når den skal sende svar/melding etter fore-
spørsel gjort av masteren. Slaveenhetene kalles passive stasjoner. Maksimal datarate for
Profibus er 12 Mb/s [Profibus International, 2001].
Bussaksesskontroll
Et typisk kommunikasjonsoppsett for et prosessystem er visst i figur 2.11. Det er tre mas-
tere som skal kommunisere med slaveenheter som figuren viser.
Figur 2.11 Profibus kommunikasjonssystem
Da dette er et nett som baserer seg på delt medium må hver master få en tildelt tid for når
den skal få aksess til bussen. Tilgangskontrollen er løst ved å la en billett (eng. token) sir-
kulerer mellom masterstasjonene. Når en master mottar billett fra en annen master kan den
sende en forespørsel/melding til en av slaveenhetene. Slaven mottar forespørsel/meldin-
gen, og kan sende tilbakemelding til masteren den har kontakt med. Masteren må vente på
kvittering fra en slave før ny forespørsel kan gjøres. Masteren må videresende billetten til
neste master etter en gitt tid (THT).
Pollingbasert kommunikasjon er en sikker måte å overføre data ettersom det gis kvittering
for hver sendte datapakke. Ulempen er når avstanden mellom slave og master blir veldig
lang. Da vil tiden det tar å sende en forespørsel øke som følge av lang forplantningstid, og
det vil kunne gi tidskristiske sanntids systemer problemer.
Anta det finnes fem slaver i et Profibus-nett, og avstand mellom master og hver av slavene
er 200 km. Forplantingsforsinkelsen frem og tilbake blir (2·200·103 m)/(2·108 m/s)= 2 ms.
Dersom master skal sende forespørsel til en og en node vil det ta 10 ms før den har innhen-
tet data fra alle slavene. I tillegg kommer tiden det tar å sende ut en pakke og forsinkelse i
nodene. På grunn av master må ha kvittering for hver pakke, vil det i dette eksemplet gå
minimum 2 ms å sendes en pakke uansett hvor liten den er. En datapakke i Profibus kan
inneholde opptil 256 byte data [Profibus International, 2001]. Ut fra dette eksemplet ser en
det vil kunne bli en del forsinkelse. Dersom det i tillegg er snakk om høy datarate vil et
slikt nett kunne bli lite effektivt. Et eksempel på linkutnyttelse vil bli vist i kapittel 2.2.
  Master 1   Master 2 Master 3
  Slave 1   Slave2   Slave 3   Slave 4   Slave 5   Slave 6
                                       FeltbussBakgrunnsstoff 23
2.1.6  ATM (asynchronous transfer mode)
ATM er en celle-svitsjet basert teknologi som er forbindelsesorientert [Peterson & Davie,
2000]. Celle er en liten datapakke (53 bytes) med fast størrelse.
Når en forbindelse basert på ATM settes opp, allokerer ATM-signaleringsprotokollen sam-
tidig de ressursene i nettet som forbindelsen har behov for. ATM kan tilby brukeren av for-
bindelsen en garantert kvalitet (eng. Quality of Service,QoS) på oppkoblingen, som for
eksempel minimum datarate. QoS er ATM’s store styrke sammenlignet med for eksempel
standard Ethernet.
Cellestørrelse
Pakkesvitsjet teknologi bruker vanligvis variabel pakkestørrelse. Det kan være en fordel
hvis det for eksempel skal sendes en kvittering på 1 byte for en mottatt pakke. Å kunne
variere pakkestørrelsen vil ha en positiv effekt for båndbredde utnyttelsen. Årsaken er at
det begrenser bruken av bit-stuffing i datapakker når små datamengder skal overføres.
Grunnen til ATM har valgt å bruke fast cellestørrelse er for lettere å kunne implementere
hardkodet-svitsjer. Det er to hovedgrunner for at fast cellestørrelse gjør det lettere å bygge
hurtige og høyskalerbare svitjser [Peterson & Davie, 2000]:
1. Det er mindre komplisert å bygge “hardware” som gjør enkle jobber, og prosessering av
pakker blir enklere når cellestørrelsen er kjent på forhånd.
2. Hvis alle pakkene er av samme lengde kan en ha flere svitjseelementer som gjør samme
jobb i parallell. Svitsjseelementene vil bruke like lang tid på prosesseringen.
En annen god egenskap med celler, er når de skal bufferes opp i køer. En kø kan for
eksempel være utbuffer på en svitsj. Dersom en ønsker god kontroll med forsinkelse har
celler en fordel, en vet hvor lang tid det tar å sende den. ATM har god kontroll med jitter
(variasjon i forsinkelse), og det finnes applikasjoner som krever nettopp det. Kommer det
inn en høy prioritetscelle til svitsjen, trenger den kun å vente maksimalt tiden det tar å
sende en celle (53 bytes) før den blir sendt ut av svitsjen (forutsatt at det ikke er andre høy
prioritetsceller i kø). Sammenligner en ATM med et pakkesvitsjet nett der pakkelengden
kan for eksempel være opp mot 4 kB, vil en høy prioritetspakke måtte vente atskillig len-
gre før den blir sendt. Pakkelengden vil kunne variere og det kan føre til jitter.Bakgrunnsstoff 24
Celle formatet til ATM
Figur 2.12 Celle format til ATM, UNI-grensesnitt
ATM-celle formatet har to formater, ett for bruker-nett grensesnittet (UNI) og ett for nett-
nett grensesnittet (NNI). Forskjellen er NNI har 4 ekstra bit i VPI feltet i stede for GFC
bit. UNI blir typisk brukt mellom telefonselskap og abonnent, mens NNI blir brukt mel-
lom telefonselskaper. Figur 2.12 viser celle formatet for UNI-grensesnitt.
De fire første bitene i cellen er GFC (“generic flow control”). Dette feltet gir mulighet å
kontrollere trafikkflyten ved forskjellige QoS.
VPI- (“Virual path identifier”) og VCI-bitene (“virtual channel identifier”) er for ruting, og
vil bli omhandlet senere.
Type-bitene angir hvilken type informasjon cellen inneholder. Informasjonstype kan for
eksempel være brukerdatainformasjon eller administratorinformasjon for nettet.
CLP-bitene (“cell loss priority”) indikerer om en celle kan forkastes hvis det oppstår opp-
hopning av celler i nettet.
HEC-bitene (“header error check”) er bitfeilsjekk for hodeinformasjonen i cellen. Det blir
fortatt en 8-bit syklisk redundanssjekk (CRC-8, eng. cyclic Redundancy check) av hodet. I
tillegg til å detektere feil, kan også feilretting skje i noen tilfeller. Feilretting er mulig hvis
det kun er en enkel bitfeil.
Deling (eng. segmentation) og sammensetting (eng. reassembling) av pakker
Som beskrevet tidligere sendes det kun celler à 53 bytes over et ATM-nett, men ATM støt-
ter også høyere lags protokoller som har pakkestørrelse over 53 bytes. For å håndtere disse
pakkene har ATM et protokoll-lag mellom ATM-laget og høyere lags protokoller som for
eksempel IP (Internett Protokoll). Dette laget kalles ATM-adapsjonslag (AAL), og har
som oppgave å dele/sette sammen pakker som kan ha variabel størrelse. AAL deler en
pakke i flere ATM-celler og setter cellene sammen til en pakke hos mottaker. Figur 2.13
illustrerer hvordan deling/sammensetting foregår i ATM.
    GFC    VPI VCI Type CLP Data
4 bit 8 bit 16 bit 3 bit 1 bit
HEC(CRC-8)
   8 bit   384 bitBakgrunnsstoff 25
                                    Figur 2.13 Deling/sammensetting av pakker i ATM
ATM er utviklet for å støtte flere typer trafikk som tale, video og filoverføring. De ulike
trafikk typene har behov for forskjellige QoS, og derfor er det standardisert fire typer
AAL-lag, AAL1, AAL2, AAL3/4 og AAL5. AAL3/4 og AAL5 er ment for datakommuni-
kasjon [William Stallings, 1998,] og vil bli beskrevet mer i detalj litt senere. ITU-T (ITU
Telecomunication Standardization Sector) har standardisert fire tjenesteklasser, A, B, C og
D som tilbyr forskjellige typer QoS.
Klasse A krever konstant bitrate og krever timingrelasjon mellom sender og mottaker.
Overføringen er forbindelsesorientert. Eksempel på applikasjon for klasse A er kretssimu-
lering.
Klasse B har variabel bitrate, og krever timingrelasjon mellom sender og mottaker. Over-
føringen er forbindelsesorientert. Eksempel på applikasjon er videokonferanse. Bitraten
kan variere avhengig av hvor mye bevegelse kameraet registrerer.
Klasse C og D har begge variabel bitrate, og krever ingen timingrelasjon mellom sender
og mottaker. Klasse C er forbindelsesorientert og klasse D er forbindelsesløs. Typisk
applikasjon her er filoverføring.
AAL-laget er delt i to underlag, konvergensunderlag (CS) og deling-/sammensettingsun-
derlag (SAR). CS-laget er grensesnittet mot applikasjoner som ønsker å sende data over
ATM. SAR-laget mottar data fra CS-laget og pakker informasjon i ATM-celler. Den høy-
ere lags pakken er nå segmentert i ATM-celler og kan sendes over et ATM-nett. På motta-
kersiden pakkes cellen ut og settes sammen til riktig pakkeformat før den sendes opp til
CS-laget.
AAL3/4
En pakke som kommer inn på CS-laget blir definert som protokolldataenhet (eng. protocol
data unit, PDU). Når CS-laget legger til hode/haleinformasjon defineres pakken som CS-
PDU. CS-laget sender CS-PDU til SAR-laget, som segmenterer CS-PDU slik at den pas-





 ...  ...
Sender MottakerBakgrunnsstoff 26
                                                Figur 2.14 Pakkeformatet til AAL3/4
De første 8-bitene, CPI (“common part indicator”) viser versjonstype av CS-PDU. De
neste 8-bitene er Btag (eng. beginning tag), startmerke, som skal matche Etag (eng. end
tag), sluttmerke. Disse to feltene hindrer to pakker, PDU, å bli mikset sammen når de skal
settes sammen. BASize (eng.buffer allocation size) bitene angir hvor mye bufferplass som
må allokeres ved sammensetting av en pakke. De siste 16-bitene, LEN, angir lengden på
PDU. I tilegg til å ha hode- og haleinformasjon i CS-PDU, legges hode- og haleinforma-
sjon i cellen også. Figur 2.15 viser hvordan en ATM-celle AAL3/4 er bygget opp.
Figur 2.15 ATM celleformat for AAL3/4
Type-feltet angir om cellen er den første, siste, en som er midt i eller om det er en enkel
celle av CS-PDU. Et fire bits sekvensnummer (SEQ) sjekker om det er celletap. Feltet
multipleksing Identifier (MID) gjør det mulig å ha multipleksing i ATM. Lengde-feltet
angir antall bytes med nyttelast som cellen inneholder. CRC-10 feltet er for feildeteksjon
av hele nyttelasten til cellen (48 bytes).
Tjeneste klasse C benytter seg typisk av AAL 3/4 [Stallings, 1998]
AAL5
AAL3/4 har en del hode- og haleinformasjon som reduserer utnyttelsen av båndbredden.
Av den grunn ble AAL5-laget definert. ATM med AAL5 bruker ikke noe av ATM-cellens
nyttelast til hode-/haleinformasjon. For å kunne detektere siste celle til en CS-PDU brukes
ett bit av TYPE-feltet i ATM hode. Når bitet er satt, indikerer det siste celle av en CS-
PDU. Figur 2.16 viser ATM AAL5 pakkeformatet. Figuren viser at det kan være opptil 47
bytes med bit-stuffing for å forsikre seg at haleinformasjon alltid kommer i slutten av en
ATM-celle. Lengde-feltet, LEN, er antall bytes PDU’en inneholder. Tilslutt er det en
CRC-32 feilsjekk. Selv om det er mindre hode/haleinformasjon i AAL5 sammenlignet
med AAL3/4, har AAL5 nesten den samme funksjonalitet. CRC-32 sjekken detekterer
celletap og bitfeil i datainnholdet. En funksjonalitet som er borte i AAL5 er celle-multi-
pleksing. Men multipleksingen kan gjøres av høyere lags protokoller.
Tjenesteklasse C og D benytter seg typisk av AAL5 laget [Stallings, 1998].
CPI Btag BASize
Bruker
data Pad 0 Etag Len
8 bit 8 bit   16 bit < 64 kB 0-24 bit 8 bit 8 bit 16 bit
 ATM- Type SEQ
 hode
CRC-10LengdeDataMID
40 bit 2 bit 4 bit 10 bit 352 bit 6 bit 10 bitBakgrunnsstoff 27
Figur 2.16 ATM AAL5 pakkeformat
Virtuell-sti
ATM-hode innholder to felt kalt; Virtual Path identifier (VPI) og Virtual Circuit identifier
(VCI). Disse feltene er for å rute pakkene fram til mottaker gjennom nettet. For lettere å
illustrere funksjonaliteten til VPI og VCI følger et eksempel på hvordan disse to feltene
bruks. Anta to lokalnett som ønsker å kommunisere med hverandre over et offentlig nett. I
det offentlige nettet er det svitsjer som sender cellene videre til riktig destinasjon. Når
kommunikasjon opprettes mellom lokalnettene, settes det opp en virtuell sti som går gjen-
nom det offentlige nettet. Når cellene kommer inn på det offentlig nettet må svitsjene vite
hvor de skal sende cellen videre. Det avgjør svitsjen ved å se på VPI-feltet til cellen. VPI-
feltet er adressen til den virtuelle stien som cellen skal følge. Når cellen kommer inn på
lokalnettet brukes VCI-feltet av intern svitsjene for å avgjøre hvilken virtuell krets cellen
skal sendes til. En virtuell krets kan være forbindelse mellom to endestasjoner som kom-
muniserer med hverandre.
ATM har ikke definert noe eget fysisk lag, men ofte er SONET/SDH brukt til å overføre
ATM-celler.
2.1.7  SONET/SDH
SONET (Synchronous Optical Network, Nord Amerika)/SDH (Synchronous Digial Hie-
rachy, Europa/Japan) er den nåværende standard som ofte brukes til å overføre høy hastig-
hets signaler. SONET og SDH er nesten to identiske standarder, forskjellen er
multiplekshierakiet til SDH som et subsett av SONET. Da SONET er synkrontransmi-
sjonssystem, er lett å ta ut en lavere datastrøm som er multiplekset i en høyere datastrøm
[Ramaswami & Sivarajan, 1998]. Et synkronsystem krever klokkeinformasjon, og
SONET benytter en referanseklokke som blir distribuert til nodeklokker.
Basis signalet eller den laveste dataraten, STS-1 (synchronous transport signal-level 1) i
SONET er 51.85 Mb/s [Ramaswami & Sivarajan ,1998]. Høyere datarate er multipple av
STS-1, kalt STS-N. Et STS-N signal er generert av N-byte innfelte STS-1 signaler. STS-N
Data Pad Reservert CRC-32
< 64 kB   16 bit 16 bit 32 bit
Len
 0-47 bytesBakgrunnsstoff 28
er definert som elektriske grensesnitt, det finnes også et optisk grensesnitt som er definert,
OC-N. Tabell 2.2 viser de definerte dataratene som er fra standarden til SONET/SDH.
Lavere hastighetssignaler som ikke er synkron vises i tabell 2.3. Disse lavere hastighets-
signalene kan sendes over SONET ved å bli mappet inn i en ramme kalt synkron nyttelas-
tpakke (eng. synchronous payload envelope (SPE), eller synchronous container i SDH).
I tillegg til datainformasjon som blir mappet inn, blir det lagt inn sti-informasjon (eng.
path overhead). Det gir mulighet til å overvåke datainformasjonen ende til ende. Eksempel
på type overvåking er måling av bitfeilraten i overføringen. SPE og sti-informasjon danner
en ramme som er definert som “virtual tributary” (VT), og utgjør nyttelasten til STS-1. VT
er definert til å kunne bære fire forskjellige nyttelaster [Ramaswami & Sivarajan, 1998]:
VT1.5 (1.5 Mb/s), VT2 (2 Mb/s), VT3 (3 Mb/s) og VT6 (6 Mb/s). Flere slike VT’er kan
danne en VT-gruppe (se figur 2.17), og sju VT-grupper blir byte-innfelt for å danne en
basis SONET SPE. En VT-gruppe kan bestå av fire VT1.5, tre VT2, to VT3 eller en VT6.
Figur 2.17 viser hvordan N STS-1 signaler kan danne et STS-N signal. En ser også i figur
2.17 hvordan et ATM-signal blir mappet inn i en STS-x ramme. Ved å byte-innfelle kan de
lavere hastighetsignalene lett bli plukket ut, uten å demultiplekse hele datastrømmen.
TABELL 2.2 Standard datarater for SONET/SDH[Ramaswami & Sivarajan, 1998]
SONET SIGNAL SDH SIGNAL Bit rate
STS-1 51.84 Mb/s
STS-3 STM-1 155.52 Mb/s
STS-12 STM-4 622.08 Mb/s
STS-24 1244.16 Mb/s
STS-48 STM-16 2488.32 Mb/s
STS-192 STM-64 9953.28 Mb/s
TABELL 2.3 Lavere standard datarater som kan sendes over SONET/SDH
[Ramaswami & Sivarajan ,1998]
Nivå USA (D) Europa (E)
D0/E0 0.064 Mb/s 0.064 Mb/s
D1/E1 1.544 Mb/s 2.048 Mb/s
D2/E2 6.312 Mb/s 8.448 Mb/s
D3/E3 44.736 Mb/s 34.368 Mb/s
D4/E4 139.264 Mb/s 139.264 Mb/sBakgrunnsstoff 29
Figur 2.17 Mapping av forskjellige datarater til SONET/SDH format
SONET rammeformat
Figur 2.18 viser rammeformatet til STS-1, den består av 90 koloner og 9 rader. Rammen er
to delt, transportinformasjon og SPE. Transportinformasjon deles i to grupper, seksjonsin-
formasjon og linjeinformasjon. Seksjonsinformasjon er for STS-1 signaler mellom nabo-
nett elementer, for eksempel regeneratorer. Linjeinformasjon er for STS-n signaler
mellom STS-n multipleksere. I SPE gir sti-informasjon mulighet å monitorerer data ende-
til ende. Seksjonsinformasjon har som oppgave å monitorere ytelse av STS-n signalet,
være datakanal for administrasjon av nettet, og innramming av signaler. Linjeinformasjon
gir mulighet til å måle ytelsen til hver STS-1 signal, samt at den inneholder peker til star-
ten av SPE i rammen. Sti-informasjonen måler ytelsen av VT, og den inneholder informa-
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 Figur 2.18 Rammeformatet til STS-1
2.2  Linkutnyttelse
For å illustrere hvordan linkutnyttelsen endrer seg når avstanden mellom to noder øker
vises to eksempler. Det er tatt utgangspunkt i en kommunikasjonsprotokoll som baserer
seg på polling.
Gjennomstrømning er den effektive båndbredden på linken, og er definert slik:
Gjennomstrømning = Pakkestørrelse/tiden det tar å overføre pakken
Tiden det tar å overføre en pakke er summen av forplantningsforsinkelsen, forsinkelse i
nodene og tiden det tar å sende en datapakke med bitrate r.
Forplantningsforsinkelse er tiden det tar fra første bit blir sendt ut på linken til det blir
mottatt av mottaker. Forsinkelsen frem og tilbake kalles rundeforsinkelse (eng. round trip
time, RTT).
T, totaltiden = RTT + pakkestørrelse/dataraten.
Forsinkelsen i nodene er sett bort fra i disse to eksemplene.
Kvittering for mottatt pakke settes til et bit, og derfor kan tiden det tar å klokke denne ut
på nettet sees bort fra i dette regne eksemplet. Men forplantningstiden for dette bitet taes
med.





B = Bitraten: 10 Mb/s
L = Lengde på linken: 2 km
C = Lysets hastighet i fiber 2·108 m/s
S = Pakkestørrelse: 255 bit
RTT = 2·(L / C) = 2· (2 km / 2·108 m/s) = 20·10-6 s
T = RTT + S / B = 20·10-6 s + 255bit/10·106 b/s = 45·10-6 s
Gjennomstrømning = S / T = 255 bit/45.5·10-6 s= 5.6·106 b/s
Linkutnyttelse =  (Gjennomstrømning / B) · 100% = (5.6·106/10·106) b/s ·100%= 56%
Eksempel 2:
Bitraten: 10 Mb/s
Lengde på linken: 200 km
Lysets hastighet i fiber 2·108 m/s
Pakkestørrelse: 255 bit
RTT = 2·(L / C) = 2· (200 km / 2·108 m/s) = 2·10-3 s
T = RTT + S / B = 2·10-3 s + 255bit/10·106 b/s = 2.03·10-3 s
Gjennomstrømning = S / T = 255 bit/2.03·10-3 s = 125·103 b/s
Linkutnyttelse = (Gjennomstrømning / B) · 100% = (125.6·103 /10·106) b/s·100%= 1.25%
Disse beregningene viser at linkutnyttelsen går ned i det eksempelet der avstanden har økt
til 200 km. Det er som følge av relativ høydatarate, små datapakker og lang linklengde.
For å øke linkutnyttelsen kan en øke pakkestørrelsen, eller velge en protokoll som gir
adgang å sende flere pakker selv om det ikke er mottatt kvittering fra første pakke (ikke
pollingbasert).
Eksemplene illustrerer de dårlige egenskapene til pollingbaserte kommunikasjonsproto-
koller når lengden på linken blir lang. Ringnett kan sende flere pakker så lenge den har bil-
letten, men den har ikke aksess rett til nettet når andre noder har billetten. Det kan gi store
forsinkelser dersom det er mange noder i et stort ringnett. Svitsjet Ethernet/Gigabit Ether-
net og ATM med SONET/SDH gir tilgang til mediet kontinuerlig, og gjør det mulig å
sende pakker/celler uten å måtte vente på kvittering før neste pakke/celle kan sendes. Det
gjør at de to sist nevnte kommunikasjonsprotokollene introduserer lite ekstra forsinkelse
utover forplantningsforsinkelsen.Bakgrunnsstoff 32
2.3  Fiberoptikk
Fiberkabel er en bølgeleder for lys. Den er bygd opp av en kjerne og en kappe som er laget
av glass eller plastikk, se fig 2.19. Kjernen og kappen har forskjellige brytningsindeks, og
gjør at lyset kan forplante seg langs fiberkabelen. Brytningsindeks er definert som forhol-
det mellom lysets hastighet i vakuum og lysets hastighet i materialet som brukes [Ramas-
wami & Sivarajan, 1998]. Kjernen har større brytingsindeks enn kappen, og lyset vil
derfor bli avbøyd eller reflektert når det går fra kjernen til kappen. Når lyset blir reflektert
tilbake til kjernen er det totalrefleksjon, lyset vil da forplante seg langs fiberkabelen. Om
lyset blir avbøyd eller om det blir reflektert er avhengig av innfallsvinkelen i fiberen.
 Figur 2.19 Oppbygging av fiberoptisk kabel
For å kommunisere optisk må det være en lyskilde og en lysmottaker. Lyskilden kan være
LED (light emitted diode) eller Laser (light amplification by stimulated emission of radia-
tion). Hva som benyttes er avhengig av bruksområde. Er dataraten lav og distansen lyset
skal forplante seg er kort, brukes gjerne LED som er billigere enn laser. Ved høye datarater
og lange distanser er laser det best alternativet til formålet. Det er fordi Laser har et mer
smal båndet frekvensspekter enn LED, og vil derfor gi mindre dispersjon. Lengre ned blir
dispersjon forklart nærmere. Funksjonsmessig mottar lyskilden et elektrisk signal, omfor-
mer det til et lyssignal, og sender det ut på en fiberkabel. Lysmottakeren som blant annet
består av en fotodiode, mottar utsendt lyssignal og omformer det til et elektrisk signal.
Forplantning av signal i fiberkabel
Fiberkabel er et medium som har bedre kommunikasjonsegenskaper sammenlignet med
en del andre medier, som for eksempel kobberkabel. Fiberkabel har lav dempingsfaktor og
stor båndbredde kapasitet. Derfor kan det sendes et optisk signal med høy datarate over
lange avstander før en trenger å forsterke eller regenerere signalet. En begrensningsfaktor
er pulsforvrengning. Når en smal signalpuls forplanter seg i fiberkabel smøres pulsen ut (i




Multimodusfiber er en fiberkabel der kjernen har større radius enn bølgelengden på lyset. I
en slik type fiber kan lyset forplante seg flere veier (modi) gjennom fiberen, se figur 2.20.
Hvilken vei signalet forplanter seg i fiberen er avhengig av innfallsvinkelen inn på fiberen.
Dersom en smal puls (i tid) blir sendt inn på en multimodusfiber, vil en kunne måle tids-
spredning av pulsen i den andre enden av fiberkabelen. Tidsspredningen kalles modal
pulsforvrengning, og er forskjellen mellom den hurtigste og seneste vei/sti i fiberen.
Modal pulsforvrengning kan elimineres ved å bruke singelmodus fiber.
                                                        Figur 2.20 Forplanting av lys i multimodusfiber
Singelmodusfiber
I singelmodusfiber er det kun en modus, og modal pulsforvrengning er eliminert da lyset
kun har en modus å følge. Kjernen i singelmodusfiber har mindre radius en bølgelengden
på det optiske signalet, og signalet vil forplante seg i en rett linje langs fiberkabelen, se
figur 2.21. I alle media med konstant brytningsindeks (for eksempel luft og fiber) vil en
smal lysstråle spre (blir bredere) seg når den forplanter seg langs mediet, det kalles dif-
fraksjon. For å forbygge diffraksjon brukes innhomogent medium. I innhomogent medium
er brytningsindeksen høyere i senteret enn ytterste del av mediet. Lyset vil forplante seg
hurtigere i ytterste delen av strålen enn i selve strålesenteret, og diffraksjons problemet er
dermed løst. Ved å bruke fiberkabel med innhomogen egenskap kan lysstrålen forplante
seg langs mediet over lange avstander med lavt tap. I singelmodusfiber kan pulsforvreng-
ning forekomme, og kalles dispersjon. En puls kan bestå av flere frekvenskomponenter, og
disse har ulike forplantningshastigheter i fiberkabelen. Når frekvenskomponentene i et
signal ikke når mottaker samtidig, vil pulsen bli smurt ut i tid. Mer utfyllende beregninger
på dispersjon vil bli vist senere.






Dempingstapet i fiberkabel er relativt lav sammenlignet med kobberkabel, typisk 0.2- 0.3
dB/km [Ramaswami & Sivarajan, 1998]. Tapet er avhengig av fibertype og bølgelengde på
det optiske signalet. La Put være effekten som mottas i enden av fiberen, Pinn er effekten
som sendes inn på fiberen, og L er lengden i meter på fiberkabelen. Med disse parametrene
kan effektnivå ut av fiberkabel beregnes ved hjelp av uttrykket [Ramaswami & Sivarajan,
1998]:
Put = Pinn · e(−αL)
Der α er fiberens dempingsfaktor, [α] = km-1
Det er vanlig å uttrykke dempingsfaktor i enheter målt i db/km,
(10 dB)·lg(Put/Pinn) = a·L,
der a er dempingsfaktor, [a]=dB/km.
Dempingstapet i fiberkabelen kommer av materialabsorpsjon og rayleighspredning. Mate-
rialabsorpsjon er forårsaket av silisiumoksid og urenhet i selve fiberen [Ramaswami &
Sivarajan, 1998]. I dagens fiberkabler kan en se bort fra materialabsorpsjon da den er liten
i forhold til rayleighspredning. Årsaken til rayleighspredning er variasjon i tettheten til
mediet (på mikroskopisk nivå). Rayleighspredning er minst rundt 1550 nm, derfor brukes
denne bølgelengde i kommunikasjon som skal gå over lange avstander. Figur 2.22 viser
demping i fiberkabel som funksjon av bølgelengden.
                         Figur 2.22 Demping i fiberkabel som funksjon av signalets bølgelengdeBakgrunnsstoff 35
Fordeler med fiberkabel sammenlignet med kobberkabel
Det er mange fordeler med fiberkabel sammenlignet med kobberkabel, her er noen:
1. Kan overføre mer informasjon og på en mer pålitelig måte.
2. Fiberkabel kan overføre høyere datarater over lengre avstander.
3. Blir ikke påvirket av noen form for støy, og den leder ikke elektrisitet.
4. Fiberkabelen er laget av glass, og vil av den grunn ikke korrodere i motsetning til kob-
berkabel.
5. Da det kun er lys som sendes gjennom fiberen vil det aldri bli generert noen form for
gnist. Det gjør det attraktivt å bruke fiberkabel i eksplosive områder.
6. Fiberkabel er sikker mot tapping av signalet, og gjør fiberkabel til et ideelt overførings-
medium i sikker kommunikasjon.
2.4  Fiberoptiske komponenter
2.4.1  Laser
Laser (light amplification by stimulated emission of radiation) er den lyskilden som ofte
benyttes i optisk kommunikasjon over lange avstander. En laser består av en optisk forster-
ker innelukket i et refleksjonskammer. Optisk forsterker i et refleksjonskammer vil kunne
fører til oscillasjon i optisk forsterker, og som følge av det vil lys med samme fase, retning
og polarisasjon sendes ut fra Laseren [Ramaswami & Sivarajan, 1998]. Hovedsaklig fin-
nes det to typer lasere, halvlederlaser og fiberlaser. Halvlederlaser benytter halvledermate-
riale som forsterkningsmedium og fiberlaser har Erbiumdopet fiber som
forsterkningsmedium. Utgangseffekt på slike lasere kan ligge mellom 0-10 dBm [Ramas-
wami & Sivarajan, 1998].
Prinsippet for laser
Anta et av forsterkningsmediene som er nevnt over plasseres i et refleksjonskammer, se
figur 2.23. I hver ende av kammeret som kalles Fabry Perot resonator, blir endel av den
utstrålte optiske effekten reflektert, resten av effekten går ut av resonatoren. Effekt som
slipper ut er kun bølgelengder som er resonante av resonatoren. Den reflekterte effekten
reflekteres igjen på venstre siden av resonatoren. Endel av lyset som nå er gått frem og til-
bake er nå blitt resonante bølger av resonatoren, og vil slippe gjennom veggen på høyre
siden. Alle lysbølger som slipper gjennom veggen blir addert, og når disse har samme fase
vil amplituden til denne bølgelengden øke sammenlignet med andre bølgelengder. Som
følge av høy forsterking og høy refleksjon i resonatoren vil forsterkeren begynne å oscil-
lere, og lys vil sendes ut av laseren. Det skjer som følge av spontanemisjon, (som er til-
stede ved alle bølgelengder i forsterkerens båndbredde) slik at dette forsterket opp, og
vises som lys på utgangen. Da forsterkningsprosessen er en stimulert emisjon er lyset på
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laseren koherent, det vil si samme fase, retning og polarisasjon [Ramaswami & Sivarajan,
1998].
                   Figur 2.23 Refleksjon og utsendelse av bølger i et Fabry Perot resonator
2.4.2  Fotodetektor
Fotodetektor omformer optisk signal til elektrisk signal. Prinsippet for en fotodetektor er
vist i figur 2.24. En fotodetektor er laget av halvledermateriale, og fotoner som kommer
inn på halverledermaterialet blir absorbert av elektroner i valensbåndet. Som følge av krav
fra elektronet om høyere energinivå etter absorpsjon, vil elektronet gå opp i ledningsbån-
det, se figur 2.24. I valensbåndet blir det nå et hull etter elektronet. Påføres halvlederen
elektrisk spenning vil det begynne å gå en elektrisk strøm som følge av elektron-hull paret.
Denne strømmen kalles fotostrøm.
Kvantum mekanikk prinsippet sier at hvert elektron bare kan absorbere ett foton når det
går fra valens- til ledningsbånd. Energien i fotonet må derfor minst være like stort som
energien i båndgapet for at fotostrøm skal genereres. Det gir følgende ulikhet:
Der h er Plancks konstant= 6.63·10-34 J/Hz, fc er frekvensen, Eg er båndgapet, c er lysets
hastighet, λ er bølgelengden.
Største verdien λ kan ha for at ulikheten skal oppfylles kalles grensebølgelengden. Denne
bølgelengden er avhengig av materiale halvlederen består av.
Fotodetektoren karakteriseres ved parameteren responsitivitet, R, som er et uttrykk for
hvor mye strøm, Ip, som genereres når optisk effekt til detektoren er Pinn.
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Figur 2.24 Prinsippet for fotodetektor når en bruker halvleder. Elektron absorberer fotoner og går til
et høyere energinivå, “ledningsbånd”. Elektron-hull paret gir opphav til fotonstrøm som genereres
når spenning tilføres halvledermaterialet.
2.4.3  Optisk forsterker
Optiske forsterkere er en essensiell komponent i et transmisjonssystem. Det er fordi den
kan være med å øke avstand mellom sender og mottaker. Den mest brukte optiske forster-
ker er Erbiumdopet fiberforsterker (EDFA). Den har en båndbredde på 35 nm i bølgeleng-
deområdet 1550 nm [Ramaswami & Sivarajan, 1998]
Forsterkere blir benyttet som forforsterker, linjeforsterker og effektforsterker. Forforster-
ker er koblet rett før mottakeren og øker følsomheten til mottakeren. Linjeforsterker
benyttes i midten av en link, og har som oppgave å kompensere for dempingstap i fiberka-
belen. Effektforsterker øker utgangseffekten til signalet som sendes ut på fiberlinken.
Figur 2.25 viser hvordan forsterkere kan kobles i et transmisjonssystem. Optiske forster-
kere har noen ulemper som må taes hensyn til ved design av et transmisjonssystem. Det
ene er støy som oppstår ved bruk av forsterker, beregninger for det vises lengre ned. Den
andre ulempen er at forsterkningen er avhengig av total inngangseffekt. Blir inngangssig-
nalet for høyt, kan forsterkeren gå i metning. Som et resultat av det kan forsterkningen
minke, og i tillegg vil det kunne gi uønskede effekttransienter i nettet [Ramaswami &
Sivarajan, 1998].
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2.5  Mottak av optisk signal
Det modulerte optiske signalet som sendes inn på fiberkabelen påvirkes på flere måter
fram til mottaker. Signalet blir dempet samtidig som pulsene kan smøres ut i tid (disper-
sjon). Støy virker også inn på signalet når det mottas. Optisk forsterker vil for eksempel
være en støykilde [Ramaswami & Sivarajan, 1998]. Mottaker krever en viss kvalitet på
signalet for å kunne detektere et digitalt signal med en gitt feilsannsynlighet. Det må der-
for taes hensyn til både støy, dispersjon og demping når transmisjonssystem skal designes.
2.5.1  Ideell optisk mottaker
Ideelt vil en optisk mottaker kunne avgjøre 100% sikkert om det er 0 eller 1 som er mot-
tatt. Det avgjøres ved å se om det er lys (1) eller ikke lys (0). I praksis er det ikke slik, det
har sammenheng med måten fotonene forplanter seg på. Et lyssignal med effekt P kan sees
på som en strøm av fotoner som mottas med en midlere rate på P/hfc. Der h er Planck’s
konstant (6.63·10-34 J/Hz), og fc er frekvensen til lyssignalet. En ideell mottaker vil ikke
detektere feil når null blir sendt. Men når en blir sendt kan den bli detektert som en nuller
hvis det ikke kommer fotoner til mottaker inne ett gitt bitintervall. Fotonstrømmen kan ha
en Poisson fordeling [Ramaswami & Sivarajan, 1998]. Midlere antall fotoner per bit
innenfor et bitintervall 1/B, der B er bitraten er:
Sannsynligheten for å motta n fotoner innen et gitt bit intervall 1/B er: [Ramaswami &
Sivarajan, 1998]:
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Forutsatt at sannsynligheten for å sende null er like stor som å sende en, er bitfeil sannsyn-
ligheten, BER (Bit error ratio):
Med en gitt BER og B kan minimum optisk effektnivå til mottaker beregnes ved å bruke
uttrykkene over. I en praktisk mottaker vil ikke uttrykket for BER over være representativ.
Det er fordi støy fra flere kilder vil påvirke bitfeilsannsynligheten til informasjonssignalet
som mottas.
2.5.2  Støy i optisk mottaker
2.5.2.1  Direktedeteksjonsmottaker
Et optisk signal som kommer inn på en fotodiode blir omformet til et elektrisk signal. I til-
legg til det elektriske signalet vil tre støykomponenter, termisk støy, haglstøy og spontan-
emisjonsstøy(hvis det brukes optisk forforsterker) også være tilstede. Disse støykompo-
nentene er med på å bestemme bitfeilsannsynligheten til det mottatte datasignalet.
Termisk støy
Termisk støy oppstår som følge av tilfeldige bevegelser av elektroner ved en gitt tempera-
tur. Denne støyen er hvit, det vil si effektspekteret er likt på alle frekvenser. Derfor vil
elektrisk båndbredde i mottaker være avgjørende for hvor mye termisk støy det vil være
tilstede. Variansen til termisk støystrøm kan uttrykkes slik [Ramaswami & Sivaraj, 1998]:
kB = Boltzmann’s konstant, 1.38·10-23 J/K
T = Temperatur i grader Kelvin
RL = Lastmotstand på fotodetektor









Et lyssignal kan sees på som en strøm av fotoner, og kan være en poisson fordeling.
Fotostrømmen som genereres av fotodetektoren kan uttrykkes slik [Ramaswami & Sivara-
jan, 1998]:
Imiddel er en konstant strøm
is er haglstøystrøm.
Haglstøystrøm kommer av variasjon av elektroner som genereres i en fotodetektor. Det vil
være variasjon selv når lysintensiteten er konstant.
Haglstøystrømmen er Gaussisk fordel med middelverdi null og varians [Ramaswami &
Sivarajan, 1998]:
e er ladning for et elektron 1.6·10-19 C.
Haglstøyen er hvit støy, dermed vil størrelsen være avhengig av elektrisk båndbredde i
mottaker. Variansen til haglstøyen med elektrisk båndbredde Be vil være:
Samlet støy i en fotodetektor
Totalstrøm som blir generert ut av fotodioden vil være:
I = Imiddel + is + it
hvor it (termisk) har varians:
Ettersom haglstøy og termisk støy er uavhengige av hverandre, kan strømmen i lastmot-
stand på fotodetektoren sees på som en gaussisk fordeling med middel verdi Imiddel og vari-
ans lik:
Elektrisk båndbredde, Be, er avgjørende for størrelsen på variansen, og vil derfor være en
viktig parameter ved design av mottakere.
I Imiddel is+=
σhagl
2 2 e Imiddel⋅ ⋅=
σhagl






En optisk mottaker består ikke bare av fotodiode, men har en frontforsterker som forster-
ker signalet fra fotodioden høyt nok til at desisjonskretsen kan avgjøre om det er 0 eller 1
som er mottatt. Fig 2.26 viser blokkdiagram av en optisk mottaker. Forsterkeren innehol-
der komponenter (for eksempel transistorer) som gir opphav til termisk støy. Hvor mye
ekstra termisk støy forsterkeren bidrar med uttrykkes ofte som støytall (eng. noise figure),
Fn. Med frontforsterker vil variansen til termisk støystrøm i mottaker være:
Figur 2.26 Blokkdiagram av en optisk mottaker
2.5.2.3  Optiske forsterkere
Følsomheten i en optisk mottaker er et mål på hvor stor optisk effektnivå en mottaker må
ha for å kunne motta et signal med en gitt bitfeilsannsynlighet. Støy er en faktor som er
med å avgjøre mottakers følsomhet. Dersom det mottatte informasjonssignalet kommer på
signalnivå med støyen, vil ikke mottakeren klare å skille informasjon fra støy. For å øke
mottakers følsomhet kan en bruke optisk forforsterker foran mottaker, se figur 2.27.
Figur 2.27 Mottaker med optisk forforsterker
Signal med effekt P, blir forsterket opp G ganger før den sendes inn på mottaker. Signal/
støyforholdet er blitt større etter innkobling av forforsterker, og det vil gi en bedre bitfeil-
sannsynlighet. En ulempe ved bruk av optisk forforsterker er spontanemisjonsstøy. I alle



















forsterkeren. Effekten til spontanemisjonsstøy kan uttrykkes slik [Ramaswami & Sivara-
jan, 1998]:
nsp = spontanemisjonsfaktor
h = Planck’s konstant, 6.63·10-34J/Hz
fc = bærebølgefrekvens
G = Forsterkningen
Bo = Optisk båndbredde i Hz
I singelmodusfiber er det to polarisasjonsmodus, dermed blir total spontanemisjonsstøy
2·PN
Den elektriske strømmen som fotodetektoren produserer er proporsjonal med den optiske
effekten som kommer inn på forforsterkeren. Signalstrømmen uttrykkes slik:
I = RGP
Den optiske effekten er proporsjonal med kvadratet av det elektriske feltet, og spontan-
emisjonsstøyen vil derfor kryssmultipliseres med signalet og seg selv. Det gir opphav til
støykomponenter kalt signal-spontanstøy og spontan-spontanstøy. I tillegg vil termisk støy
og haglstøy være tilstede. Variansen til disse fire støystrømmene uttrykkes matematisk slik
[Ramaswami & Sivarajan, 1998]:
der Pn = nsp·h·fc
nsp kan beregnes ut fra oppgitt støytall i forsterker.
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Som tidligere beskrevet er støytallet, Fn, en parameter som viser hvor mye støy forsterke-
ren introduserer. Støytallet uttrykkes som forholdet mellom signalstøy forhold på forster-
kenes inngang og signalstøy forhold på forsterkerens utgang:
2.5.3  Bitfeilsannsynlighet i optisk mottaker
I praktiske mottakere kan bitfeildeteksjon oppstå som følge av støy vil kunne påvirke
deteksjon av informasjonssignalet. Bitfeilsannsynlighet (BER, eng. bit error ratio) er et
mål på hvor stor sannsynlighet det er for å feildetektere mottatt bit. For å beregne bitfeil-
sannsynligheten må en vite hvordan mottaker avgjør om det er 0 eller 1 som er mottatt.
Optisk mottaker uten forforsterker
La mottatt optisk effekt for en mottaker uten optisk forforsterker være P = P1 når 1 mottas.
Middelverdien til fotostrømmen er,
og variansen til fotostrømmen er,
Når 0 mottas er middelverdi til fotostrømmen,
og variansen til fotostrømmen er,
Fotostrømmen er Gaussisk fordelt [Ramaswami & Sivarajan, 1998] med middelverdi I1
(eller I0) med tilhørende varianser som uttrykt over.

















Sannsynlighets fordelingsfunksjon til samplet ser en i figur 2.28.
                            Figur 2.28 Sannsynlighet fordelingsfunksjon for et mottatt bit
Mottaker sammenligner den samplede fotostrømmen, I, med en terskelverdi, Ith,.
Hvis I > Ith er det 1 som er mottatt. Er I < Ith er det 0 som er mottatt. Optimal terskelverdien
til fotostrømmen kan uttrykkes slik [Ramaswami & Sivarajan, 1998]:
Utrykket over forutsetter lik sannsynlighet for at null og en blir sendt. Brukes denne ter-
skelverdien i mottaker vil sannsynlighet for bitfeil være minst.
Men det er ikke alle mottakere som har mulighet til å justere terskelverdien, og disse setter
ofte terskelverdien til (I1+I0)/2. Mottaker som skal benyttes i senere tester har ikke mulig-
het til å justere terskelverdien, og derfor benyttes (I1+I0)/2 som verdi i uttrykk og beregnin-
ger som følger.
La Q(x) være en sannsynlighetsfunksjon. Den viser sannsynligheten for at en normal for-
delt Gaussisk variabel, med middelverdi null og varians lik 1, går over verdien x. Der Q(x)
er,
der tilnærmelsen gjelder for x > 4. Beregning gjort med opprinnelig uttrykk og tilnærme-



















P(0|1) = Sannsynlighet for at 0 blir detektert når 1 er sendt
P(1|0) = Sannsynlighet for at 1 blir detektert når 0 er sendt
Disse to uttrykkene kan uttrykkes ved hjelp av Q(x). Figur 2.28 viser område for disse
uttrykkene. Ved å beregne intervallet for feilsannsynlighet kan denne settes inn i Q(x)
funksjonen. For å normalisere intervallverdien divideres den på standardavviket, og en får
da følgende uttrykk:
Ved å substituere Ith, med (I1 + I0) / 2 i uttrykkene over får en følgende:
Sannsynligheten for bitfeil gitt med ord er:
BER= (sannsynlighet for 0 blir sendt · sannsynlighet for 1 blir detektert) + (sannsynlighet
for 1 blir sendt · sannsynlighet for 0 blir detektert)
Hvis sannsynlighet for å sende 0 er like stor som å sende 1 (= 0.5), får vi følgende uttrykk
for BER,
eller,
P 0 1( ) Q I1 I th–
σ1
----------------  =
P 1 0( ) Q Ith I0–
σ0
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P 0 1( ) Q I1 I0–2σ1
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Ut fra dette uttrykket kan en beregne mottakers følsomhet, som er definert som minimum
middel effektnivå som mottaker må ha for å kunne ha en gitt BER.
Middel effekt = (P0 + P1) / 2.
Optisk mottaker med forforsterker
Dersom det benyttes optisk forforsterker vil det i mottakeren være signal-spontanemi-
sjonsstøy og spontan-spontanemisjonsstøy i tillegg til termisk støy og haglstøy. Uttryk-
kene under viser variansen til støystrømmene for null og en når alle støykildene er tatt
med:
Utrykkene til variansene finnes i kapittel 2.5.2.3. Ved å erstatte P i utrykkene med P1 og P0
vil en kunne beregne variansen for 0 og 1 bitet.
Dersom sannsynligheten for å sende 0 er like stor som å sende 1, får en følgende uttrykk
for bitfeilsannsynligheten i en mottaker med forforsterker:
Ut fra dette utrykket kan en beregne mottakers følsomhet, som er definert som minimum
middel effektnivå som mottaker må ha for å kunne ha en gitt BER.
Alle disse støykildene vil være representert, men avhengig av optisk båndbredde og for-
sterkningen i optisk forforsterker vil noen dominere over andre. En kan derfor i en del
praktiske sammenhenger se bort fra noen av støykildene. Hvilke støykilder som dominerer
vil bli diskutert senere.
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2.5.4  Bitfeil i en datapakke
Som beskrevet i kapittelet over vil en praktisk mottaker kunne feildetektere bit som den
mottar. Data som sendes mellom noder i et nett sendes som pakker. Dersom det oppstår
bitfeil i en Ethernet-pakke vil CRC-sjekken oppdage bitfeil og forkaste pakken. Sannsyn-
ligheten for å forkaste en pakke er avhengig av bitfeilsannsynligheten og størrelsen på
datapakken. En pakke blir forkastet dersom den inneholder en eller flere bitfeil. Under
vises eksempler som illustrerer sannsynlighet for en eller to bitfeil i en datapakke som
inneholder 12208 bit (størrelsen på en Ethernet-pakke).
La P være bitfeilsannsynlighet og S være antall bit i en pakke. Hvis P = 10-10 og
S = 12208, blir sannsynligheten for en bitfeil i en pakke:
Denne sannsynligheten viser at det for hver cirka 800 000. pakke vil det være en pakke
som har en bitfeil og vil bli forkastet.
Om en antar P og S er lik som i eksemplet over, vil sannsynlighet for to bitfeil i en pakke
være:
Beregningene viser at det er liten sannsynlighet for to bitfeil i en Ethernet-pakke når
P = 10-10. Dersom det mottas cirka 1.3·1012 pakker vil det være cirka en pakke som inne-
holder 2 bitfeil.
La P = 10-5 og S være lik som i eksemplet over. Sannsynligheten for en bitfeil i en pakke
blir da:
Her ser en at det for hver 9. pakke som sendes vil kunne inneholde en bitfeil og bli forkas-
tet.
S P 1 p–( )s 1–⋅ ⋅ 12208 10 10– 1 10 10––( )12207⋅ ⋅ 1.22 10 6–⋅= =
S
2   P
2 1 p–( )S 2–⋅ ⋅ 12-- 12208 2–( ) 12208⋅ 10
10–( )2⋅ 7.45 10 13–⋅= =
S P 1 p–( )s 1–⋅ 12208 10 5– 1 10 5––( )12207⋅ 0.11= =Bakgrunnsstoff 48
Dersom en antar P = 10-5 og S lik som over vil sannsynligheten for to bit feil i en pakke vil
være:
Ut fra tallet over vil cirka hver 151. pakke som mottas inneholde 2 bitfeil, og vil bli forkas-
tet.
Disse beregningene vil være interessant dersom en ønsker å finne bitfeilsannsynligheten
på en transmisjonslink. Dersom en vet hvor mange pakker som er sendt og hvor mange
pakker som er forkastet vil en kunne beregne en tilnærmet verdi for bitfeilsannsynligheten
på transmisjonslinken. For å kunne beregne en tilnærmet bitfeilsannsynlighet må en anta
at det er kun en bitfeil per forkastet pakke. Måten å finne sannsynligheten for bitfeil er å
dividere antall forkastede pakker med totalt antall bit som er sendt i måle perioden.
Ut fra beregningene over vil usikkerheten for tilnærmingsverdien være størst ved høy bit-
feilsannsynlighet. En ser også at usikkerheten vil være avhengig av pakkestørrelsen. For å
illustrere hvor stor usikkerheten er følger et eksempel:
Anta pakkestørrelsen er 12208 bit. Totalt antall sendte pakker er 1.2·106. Bitfeilsannsyn-
ligheten, P, er 10-5.
Antall pakker med en bitfeil = 1.2·106 / 9 = 133333
Antall pakker med to bitfeil = 1.2·106  / 151 = 7950
Totalt antall pakker med bitfeil er 141 283.
Ved å anta kun en bitfeil per pakke, blir bitfeilsannsynligheten=
141283/(1.2·106 ·12208)= 9.65·10-6
Dersom en tar hensyn til de pakker med to bitfeil, vil bitfeilsannsynligheten bli:
149233/(1.2·106 ·12208) = 10.18·10-6
Tallene over utgjør en forskjell i bitfeilsannsynlighet på 0.54·10-6. Når bitfeilsannsynlig-
heten blir mindre vil usikkerheten også bli mindre, på grunn av det er mindre sannsynlig-
het for to bitfeil i en pakke. Disse beregningene viser at usikkerheten ved en slik
bitfeilmåling er cirka 5% eller bedre.
S
2   P
2 1 p–( )S 2–⋅ ⋅ 12-- 12208 1–( ) 12208( ) 10
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Kapittel 3
Valg av løsning og teoretiske beregninger
3.1  Diskusjon av nettløsning
Når det skal velges løsning for kommunikasjonssystemet som er beskrevet i innlednings-
kapittelet, må det taes hensyn til at kommunikasjonsprotokollene skal være standardisert
og relativt godt kjent. Alle kommunikasjonsprotokollene beskrevet i bakgrunnskapittelet
er kjente og har vært kommersielt benyttet i lang tid. Applikasjonene som skal benytte net-
tet er sanntids applikasjoner. Det krever både minimum bitrate og maksimal forsinkelse.
Grunnet stor avstand mellom noden(e) (hovedkontrollsystemet) på land og nodene på hav-
bunnen (SEM’ene), er det viktig å velge en effektiv løsning som gir minimal tilleggsfor-
sinkelse utover det som avstanden medfører.
Ethernet
Et Ethernet der nodene er sammenkoblet ved hjelp av nettnav vil det kunne oppstå kolli-
sjoner. En slik konfigurasjon gir derfor ingen garanti for hvor mye forsinkelse det blir i
nettet. Når nettnav brukes, må en i tillegg holde seg innenfor maksimal avstand mellom to
noder for å detektere kollisjon. Hvis nettnav erstattes med svitsj vil en unngå pakkekolli-
sjoner. Det forutsetter at det kun er en node per port tilkoblet svitsjen. En slik løsning gir
to noder i et nett mulighet å kommunisere over maksimal avstand som IEEE standarden
802.3 har satt, og i tillegg kan en kommunisere fulldupleks. Det som begrenser maksimal
avstand når en bruker svitsj er transmisjonslinken. Signalnivået dempes når det forplanter
seg langs en fiberkabel, og dersom dette blir for lavt vil mottaker kunne få problemer å
detektere signalet riktig. Gigabit Ethernet har båndbredde 1 Gb/s, og det vil være stor nok
båndbredde for systemet som er beskrevet i innledningskapittelet.
Ringnett
I billett-ringnett vil det ikke oppstå kollisjon mellom to eller flere pakker. Det er fordi kun
en node av gangen får mulighet å sende pakker ut på nettet. I et slikt nett vil en kunne ha
kontroll med maksimal forsinkelse, og det åpner muligheten til å overføre sanntids data.
IEEE Standarden 802.5 tilbyr en maksimal bitrate på 16 Mb/s. Det vil kunne være for lav
båndbredde dersom det skal overføres store datamengder i sanntid. Båndbredde behovet
kan løses ved å benytte seg av FDDI-nett som tilbyr 100 Mb/s, og i tillegg kan den økes
ved å sende data i begge ringene. Både IEEE 802.5 og FDDI tilbyr prioritering av pakker,
og det vil være en fordel for sanntids kommunikasjon dersom det er en blanding av sann-
tids data og ikke sanntids data.
Profibus
Profibus er en kommunikasjonsprotokoll som skiller seg ut i forhold til de tre førstnevnte.
Denne kommunikasjonsprotokollen er beregnet for styrings-/kontrollsystemer i prossess-
anlegg [Profibus International, 2001]. Profibus er pollingbasert og er derfor godt egnet for
sanntids systemer. Den gir garanti for både bitrate og forsinkelse. Maksimal bitrate i Profi-Valg av løsning og teoretiske beregninger 51
bus er 12 Mb/s. Denne båndbredden vil kunne være for lav dersom det skal overføres store
datamengder som for eksempel seismiske data.
ATM og SONET/SDH
ATM er en mye brukt kommunikasjonsprotokoll i tele- og datakommunikasjon. Den har
støtte for tjenestekvalitet (eng. Quality of Service, QoS) som blant annet konstant bitrate,
variabel bitrate og maksimal forsinkelse. Det gjør ATM godt egnet til sanntids kommuni-
kasjon.
ATM benytter ofte SONET/SDH som fysisk lag. En fin egenskap med SONET/SDH er at
det lett kan taes ut en datastrøm som er multiplekset inn i en høyere datastrøm. ATM i
kombinasjon med SONET/SDH vil kunne egne seg godt for et nett der en (eller flere)
noder står langt fra resten av nodene. ATM med SONET/SDH vil kunne opprette en virtu-
ell kanal mellom hver av nodene som skal kommunisere med hverandre, og en unngår der-
med kollisjon mellom pakker/celler. Båndbredden i en ATM løsning med SONET vil ha
nok båndbredde kapasitetet til et nett som er beskrevet i innledningen. Denne løsningen
gir også mulighet til å overvåke kommunikasjonen i sanntid (for eksempel måle BER på
overføringen).
Sammenligning av kommunikasjonsprotokollene
I et nett der avstand mellom nodene kan kommer over 200 km, må det taes hensyn til for-
plantingsforsinkelsen når det skal velges kommunikasjonsprotokoll. Det er viktig å velge
en kommunikasjonsprotokoll som gir en node tilgang til overføringsmediet så snart den
har noe å sende. Det vil si kommunikasjonsprotokollen som skal benyttes bør ha så liten
forsinkelse som mulig utover forplantingsforsinkelsen. Effektiviteten vil kunne bli dårlig
og forsinkelsen stor dersom en node som ønske å sende må vente på tilgang til overfø-
ringsmediet. Kombinasjon stor forplantningsforsinkelse og lang ventetid for tilgang til
overføringsmediet vil derfor egne seg dårlig for overføring av sanntids data som krever
høy bitrate.
I billett-ring/FDDI nett må nodene vente på billett før de kan sende pakker ut på nettet.
Dersom det er stor avstand (over 200 km) mellom en node og resten av nodene i nettet, vil
det gå relativt lang tid mellom hver gang en node får tilgang til mediet. Billetten må gå en
runde i ringen (400 km) før en node får billetten som gir mulighet å sende data. I tillegg
kommer forsinkelsen som hver node introduserer. Hver node har en gitt tid (THT) den får
lov å sende data. Forsinkelsen vil øke ytterligere dersom antall noder økes. Når forsinkel-
sen blir høy vil det kunne bli kritisk for sanntids data som skal overføres. Derfor vil nett
som billett-ring og FDDI ikke egne seg i nett med store avstander.
Profibus er pollingbasert og vil ha samme problem som ring nett når det gjelder høy for-
sinkelse. Noden som er master må vente på kvittering før neste pakke kan sendes ut. Det
vil si signalet må propagere over 400 km før master kan sende en ny pakke ut på nettet.
Profibus vil derfor egne seg dårligere enn billett-ring, på grunn av master må ha kvittering
for hver pakke. Billett-ring kan sende flere pakker så lenge den holder seg innenfor THT-
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ATM i kombinasjon med SONET/SDH kan ha en virtuell kanal mellom noder som skal
kommunisere med hverandre. En slik løsning gir nodene mulighet å sende pakker ut på
nettet når den ønsker, uten å måtte vente på tilgang til mediet. Dermed faller ventetiden for
å få aksess til mediet bort, og forsinkelse som dominerer er forplantningsforsinkelsen som
alltid vil være tilstede. Dersom ATM benyttes som kommunikasjonsprotokoll, vil hoved-
kontrollsystemet kunne kommunisere med alle SEM’ene samtidig. En slik løsning vil
være effektiv og gi hurtig respons på forespørsler. Ut fra dette resonnementet kan en kon-
kludere med at ATM vil egne seg meget godt for styring av oljeproduksjon som foregår på
havbunnen.
Ethernet eller Gigabit Ethernet kan koble nodene sammen ved å benytte svitsj. I en svitsjet
løsning elimineres kollisjonsforsinkelsen som kan oppstå i et standard Ethernet. Alle
noder kan sende samtidig, og det vil gjøre nettet effektivt.
Dersom mange noder sender data til en port vil det kunne bli forsinkelse i svitsjen. Hvor
hurtig pakkene blir svitsjet gjennom nettet er avhengig av trafikk og portenes bitrate. Der-
som fem noder sender data til samme node samtidig, vil det kunne bli betydelig forsin-
kelse dersom alle portene på svitsjen har en bitrate på 100 Mb/s. For å kompensere for
denne forsinkelsen, kan porten som mottar fra alle andre noder øke bitraten til 1 Gb/s. Eth-
ernet er mindre komplisert enn ATM med SONET/SDH, og er prismessig 70-80% billi-
gere [Telecom 2001, per 14/6-01]. Noen Gigabit svitsjer tilbyr også prioritering av pakker,
og vil derfor kunne egne seg godt til sanntids kommunikasjon. Ut fra diskusjon over er det
valgt å bruke svitsjet Gigabit Ethernet som kommunikasjonsløsning for systemet som er
beskrevet i innledningen av rapporten.
Figur 3.1 viser en prinsippskisse av et svitsjet Gigabit Ethernet. Utgangspunktet for opp-
koblingen er kommunikasjonssystemet som er beskrevet i innledningen av rapporten.
Nodene (SEM’ene) på havbunnen er koblet til svitsjens 100 Mb/s porter. Avstanden mel-
lom svitsjen og SEM’ene er liten sammenlignet med avstand til noden på land. Er avstan-
den mindre enn 100 meter kan parkabel benyttes for å koble SEM’ene til svitsjen. Men det
er også mulig å benytte fiberkabel. Overføringsmedium mellom svitsjen på havbunnen og
hovedkontrollsystemet på land er singelmodusfiber. Båndbredden på linken er 1 Gb/s. I
følge standarden for Gigabit Ethernet er det ikke oppgitt noe maksimal avstand i en punkt
til punkt forbindelse. Begrensningen er Gigabit Ethernet utstyret som kommersielt er til-
gjengelig. Per i dag (24/8-2001) finnes det ikke Gigabit Ethernet-komponenter som støtter
avstander over 200 km. For å løse avstands problemet må en benytte seg av optiske for-
sterkere på overføringslinken. Under følger en mer detaljert beskrivelse av støyberegning,
bitfeilsannsynlighet og linkbudsjett for transmisjonslinken mellom havbunn og land.
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Figur 3.1 Prinsippskisse for kommunikasjon mellom hovedkontrollsystem på land og elektroniske
moduler på havbunnen
3.2  Teoretisk støyberegning for optisk mottaker
Under følger teoretiske beregninger for støykomponenter som påvirker mottakerens føl-
somhet. Tabell 3.1 viser parametrene og deres verdier som inngår i støyberegningene.
TABELL 3.1
Parameter Symbol Verdi Kilde
Temperatur T 300 K Antatt rom temperatur
Elektrisk båndbredde Be 900 MHz Appendiks A, Test rap-
port
Elektron-ladning e 1.6·10-19 C
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Disse beregningene baserer seg på en mottaker fra Agilent, HFCT-53D5 (appendiks a).
Responsitiviteten, R, er hentet fra datablad i Fujitsu katalog, “Lightwave componentes &
modules catalog, 1996”. Det var ikke mulig å få tak i denne informasjon fra Agilent, der-
for ble det sett på lignende fotodioder fra Fujitsu som oppga R til 0.85 A/W for 1550 nm
bølgelengde.
Støyfaktor i frontforsterker i Agilent’s mottaker, Fn, og lastmotstand på fotodiode, RL, var
det vanskelig å finne data på. Derfor ble det ut fra BER målinger beregnet en faktor, q,
som viser forholdet mellom Fn og RL. For å beregne q ble BER utrykket (for optisk mot-
taker uten forforsterker) under kapittel 2.5.3 benyttet. Verdien som fremkommer viser en
at en kan for eksempel ha RL lik 50 Ω og Fn lik 3.5 dB. Det er ikke så urealistisk når en vet
at støyfaktor kan ha verdi mellom 3-5 dB, og lastmotstand kan ikke ha høye motstandsver-
dier ved høye frekvenser, typisk 100 Ω [Ramaswami & Sivarajan ,1998].
3.2.1  Optisk mottaker uten forforsterker
Som tidligere beskrevet er det to støykomponenter som virker inn på en optisk mottaker,
termisk støy og haglstøy. Størrelsen på disse er begge avhengig av den elektriske bånd-
bredden til mottaker. Støy er med på å fastsette følsomheten i mottakeren, derfor er det
viktig å redusere støyen til et minimum. Mottaker som benyttes har en oppgitt elektrisk
båndbredde på maksimal 1.5 GHz. Tester gjort på flere mottakere av denne typen viser en
gjennomsnittlig båndbredden på rundt 900 MHz (se appendiks A). I beregningene som
følger nedenfor er det tatt utgangspunkt i en elektrisk båndbredde på 900 Mhz. Variansen
til termisk støystrøm vil få følgende verdi når en antar parameterverdiene gitt i tabell 3.1:
Planck’s konstant h 6.63·10-34 J/Hz
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Variansen til haglstøystrømmen blir:
Beregningene og figur 3.2 viser at termisk støy dominerer over haglstøy når effektnivået
inn på mottaker er liten. Den termiske støyen er signaluavhengig, mens haglstøy er signal-
avhengig. Haglstøyen vil derfor gjøre seg mer gjeldene ved høyere effekt inn til mottaker,
se figur 3.2.
Figur 3.2 Termisk støystrøms varians og haglstøystrøms varians i en direktedeteksjonsmottaker som
funksjon av mottatt optisk effektnivå.
3.2.2  Optisk mottaker med forforsterker
Ved bruk av optisk forforsterker vil to ekstra støykomponenter gjøre seg gjeldene, signal-
spontanstøy og spontan-spontanstøy. Dermed er det totalt fire støykomponenter som må
taes hensyn til ved beregning av variansen til total støystrøm. Ved å sette inn verdier i vari-
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Figur 3.3 viser variansen til støystrøms komponentene som funksjon av optisk effektnivå
inn på mottaker. Ved å studere varians verdiene over og figur 3.3, ser en at signal-spontan-
støy vil dominere over termisk støy, haglstøy og spontan-spontanstøy fra -45 dBm og høy-
ere effektnivåer. Uttrykket for spontan-spontanstøy viser at størrelsen på støyen er
avhengig av optisk båndbredde. Grafen for spontan-spontanstøy i figur 3.3 er optisk bånd-
bredde 35 GHz (0.25 nm). For å redusere spontan-spontanstøy kan det benyttes optisk fil-
ter som reduserer optisk båndbredde. I testoppsettet er det benyttet et optisk filter med
båndbredde 0.25 nm (se appendiks C for datablad). På grunn av signal-spontanstøy domi-
nerer vil derfor kun denne taes med når en skal beregne bitfeilsannsynlighet for optisk
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Figur 3.3 Støystrøms varians i mottaker som funksjon av mottatt optisk effektnivå
3.3  Teoretisk beregnet bitfeilsannsynlighet i optisk mottaker
Bitfeilsannsynlighet (BER, eng. bit error ratio) er et mål på hvor ofte bit blir feildetektert
av mottaker. En bitfeilsannsynlighet på 10-9, vil gi en bitfeil per 109 bit som mottas. Med
utgangspunkt i en optisk mottaker fra Agilent, HFCT-53D5, vil en i kapitlene under få
oversikt hvordan BER endres ved endring av optisk effektnivå inn på mottaker. Først vises
BER beregning for en ideell optisk mottaker der ingen støykomponenter vil være tilstede.
Neste beregning er for en direktedeteksjonsmottaker. I denne mottakeren vil termisk støy
og haglstøy påvirke BER og mottakeres følsomhet. Tilslutt vises en beregning av BER og
optisk effektnivå når det kobles inn optisk forforsterker før mottaker.
De parameterverdiene som brukes for beregning av BER er listet i tabell 3.1Valg av løsning og teoretiske beregninger 58
3.3.1  Ideell optisk mottaker
I kapittel 2.5.1 ble en ideell optisk mottaker beskrevet, og selv her er det ikke feilfri detek-
sjon av bit. Grunnen er måten fotonene forplanter seg på. Som beskrevet i delkapitel 2.5.1
er utrykket for bitfeilsannsynlighet:
Anta bitraten, B, er 1.25 Gb/s og bølgelengden til mottatt signal er 1550 nm
(fc= 193.548 THz). Figur 3.4 viser BER som funksjon av optisk effektnivå inn på motta-
ker. Det optisk effektnivået inn på mottaker, Prec, er definert som (P0 + P1)/2. I en ideell
mottaker er effekten til 0 bitet null, og Prec blir da P1/2.
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3.3.2  Direktedeteksjonsmottaker
I motsetning til ideell mottaker vil det i en praktisk deteksjonsmottaker være støy i tillegg
til informasjonssignalet. Som følge av støy, må effektnivået inn på mottaker økes dersom
en skal beholde samme BER. De støykomponentene som virker inn på en praktisk detek-
sjonsmottaker er termisk støy og haglstøy. Figur 3.5 viser plott av BER som funksjon av
mottatt effektnivå. Sammenligner en denne grafen med grafen for en ideell mottaker ser en
at støyen svekker mottakers egenskaper betraktelig. BER-uttrykket som er brukt for å
fremstille grafen i figur 3.5 vises under kapittel 2.5.3 (optisk mottaker uten forforsterker).
Variansverdiene som inngår i uttrykket er beregnet i kapittel 3.2.1.
      Figur 3.5 BER for en direktedeteksjonsmottaker som funksjon av mottatt effektnivå
I en praktisk mottaker har ikke 0 bitet nivå null, men gjerne litt høyere. I denne utregnin-
gen er 0 bitet satt atten ganger lavere enn 1’er bitet. Forholdet mellom null og en er målt ut
fra senderkilden. Grunnen til forholdet mellom 0 og 1 begrenses i senderen er at frekvens-
utsvinget for bærefrekvensen blir større dess større av/på (null og en) forholdet er
[Ramaswami & Sivarajan, 1998]. Denne uønskede frekvensmodulasjon kalles frekvens-
sveip (eng. chirp), og vil kunne gi problemer med dispersjon som følge av bredere fre-
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3.3.3  Mottaker med optisk forforsterker
Innkobling av optisk forforsterker som er vist i figur 3.6 gir ekstra støy i tillegg til å for-
sterke opp signalet.
Figur 3.6 Optisk mottaker med optisk forforsterker
Som argumentert tidligere vil kun signal-spontanstøy dominere dersom forsterkningen i
forsterkeren er høy nok og den optiske båndbredden begrenses. I testoppsettet benyttes et
optisk filter som kobles inn mellom forforsterker og mottaker. Filteret reduserer båndbred-
den til 35 Ghz ( 0.25 nm ved 1550 nm bølgelengde). Uttrykket for BER under er kun sig-
nal-spontanstøy tatt hensyn til.
Figur 3.7 viser plott av BER som funksjon av mottatt effektnivå når optisk forforsterker
benyttes. Figuren er framstilt ved hjelp av variansverdien for signal-spontanstøy fra kapit-
tel 3.2.2. Forholdet mellom en- og nullnivå er det samme som er benyttet i kapittel 3.3.2.
Ved å sammenligne figur 3.5 for praktiske mottakere uten forforsterker med figur 3.7, kan
en se forbedring av følsomheten på 20 dBm når optisk forforsterker benyttes. Med en slik
forbedring vil avstanden mellom sender og mottaker kunne økes betydelig. Teoretisk sett
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        Figur 3.7 BER som funksjon av mottatt effektnivå når optisk forforsterker benyttes
3.3.4  Effektstraff
Komponenter som inngår i et transmisjonssystem kan forringes over tid og gi effektstraff.
Det fører til at mottaker må ha høyere effektnivå for å opprettholde en gitt bitfeilsannsyn-
lighet.
La P1 være mottatt optisk effektnivå for logisk 1, og P0 er mottatt optisk effektnivå for
logisk 0. Elektrisk strøm som fotodetektor gir ut er R·P1 og R·P0 for henholdvis 1’er bit og
0’er bit. R er responsitiviteten til fotodetektoren. La d1 og d2 være standardavviket til
støyen for henholdsvis 1’er og 0’er bitet.
Ved forringelse, la mottatt effektnivå og standardavviket være henholdsvis P1’, P0’, d1’ og
d0’. Effektstraffen, PP, blir da:
Utrykket over viser hvor mye signal/støy forholdet går ned som følge av forringelse av
transmisjonssystemet.
PP 10dB
R P1' P0'–( )⋅
d1' d0'+
---------------------------------
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3.3.5  Sender
Ekstinksjonsforholdet defineres som forholdet mellom utgangseffektene for logisk 1 og
logisk 0. P uttrykker middel utgangseffekt fra sender. Ideelt er det ønskelig at P1 = 2·P og
P0 = 0, det gir et ekstinksjonsforhold på uendelig. I praksis vil sendere ikke ha et uendelig
ekstinksjonsforhold, men ha et forhold på 10-20 på grunn av uønsket frekvensmodulasjon
i senderen ved høye ekstinksjonsforhold. Med ekstinksjonsforhold, r, vil effekten for P1 og
P0 være [Ramaswami & Sivarajan, 1998]:
Redusert ekstinksjonsforhold vil gi effektstraff. Ved å anta signaluavhengig støy (for
eksempel termisk støy) får vi følgende uttrykk for effektstraff [Ramaswami & Sivarajan,
1998]:
Effektstraff for den sender typen som blir benyttet i testoppsettet har et ekstinksjonsfor-
hold på 18, det vil gi en effektstraff på cirka 0.5 dB.
3.3.6  Dispersjon
Dispersjon er utsmøring (i tid) av en signalpuls når den forplanter seg i fiberkabel. En sig-
nalpuls kan inneholde mange frekvenskomponenter, og disse har forskjellig forplantnings-
hastighet i fiberkabel. På grunn av forskjellig forplantningshastighet vil
signalkomponentene i pulsen ikke komme fram til mottaker samtidig, og det fører til uts-
møring av pulsen. Blir pulsene for brede vil de kunne interferere med hverandre og gi opp-
hav til intersymbol interferens (ISI). For å kompensere for dispersjon må en øke effekten
ut fra lyskilden dersom en ønsker å opprettholde en gitt BER hos mottaker. Et eksempel
under viser beregning av dispersjon og effektstraffen den gir. Figur 3.8 viser dispersjonsef-
fekten på en puls som sendes i en fiberkabel.
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I singelmodusfiber vil en kunne få dispersjon. Størrelsen på dispersjon er avhengig av
fiberkabelens karakteristikk. Måleenheten for dispersjon i fiberkabel er ps/nm-km, der ps
er tidsspredningen av pulsen, nm er spektralbåndbredden for pulsen og km er lengden på
linken. Hvor mye effektstraff en får som følge av dispersjon måles i dB. For å beregne
effektstraffen kan man bruke følgende uttrykk [Ramaswami & Sivarajan, 1998]:
D = Fiberkabelens dispersjonskonstant
L = Lengden på linken
B = Bitraten
∆λ = Spektralbåndbredden til signalpulsen
ε = Brøkdelen av en bitperiode
Med ε = 0.306 vil en få 1 dB straff, og ε = 0.491 vil straffen bli 2 dB [Ramaswami & Siva-
rajan, 1998]
I testoppsettet kan vi anta følgende verdier for parametrene over:
D = 17 ps/nm-km, L = maksimal 270 km, B = 1.25 Gb/s, ∆λ = 0.05 nm
D er hentet fra datablad for fiberen, B er signaleringsraten til for Gigabit Ethernet, og ∆λ
verdien er hentet fra datablad for laserdioden som er i transponderen. Se appendiks e.
Med disse verdiene vil en få ε lik 0.286 noe som vil gi en effektstraff på cirka 0.8-1 dB.
3.4  Linkbudsjett
Ved design av transmisjonssystem er det viktig å sette opp et linkbudsjett. En vil da kunne
se hvor lang fiberkabelen mellom sender og mottaker kan være. Det som avgjør lengden
på linken mellom sender og mottaker er tap og dispersjon i fiberkabelen, samt utgangsef-
fekt fra sender og følsomhet til mottaker. I tillegg må tap i eventuelle skjøter og kontakter
taes med i beregningene. Tapet i en singelmodusfiber kan antas til å være 0.2 dB/km (fra
datablad over fiberkabel) når bølgelengden til det optiske signalet er 1550 nm. Kontakter
som kobler fiberkabelen inn på en optisk komponent gir et signaltap på 0.4-0.5 dB per
kontakt [Gould, 2001]
Effektstraff som følge av dispersjon kan ignoreres dersom lengden på fiberen er mindre
enn 150 km og bitraten er på dataoverføringen er 1 Gb/s (se beregning for dispersjon for-
rige kapittel). Dersom lengden på fiberen er 270 km vil en kunne få rundt 0.8-1.0 dB
effektstraff, og det må taes med i linkbudsjettet.
For å øke lengden på fiberen mellom sender og mottaker kan en bruke optisk effektforster-
ker/forforsterker. Nedenfor vises fire konfigurasjoner av transmisjonssystemer med tilhø-
rende linkbudsjett. Disse fire konfigurasjonene skal senere kobles opp i praksis og testes.
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Konfigurasjon 1:
En lyskilde/sender med utgangseffekt -7 dBm (målt).
En mottaker med følsomhet -21.5 dBm (fra teoretisk beregninger).
Fiberkabel som benyttes er av typen singelmodus og har et tap på 0.2 dB/km (oppgitt i
datablad for fiberen).
Det trengs to kontakter for å koble sammen sender og mottaker, tap i disse to er 1 dB.
Figur 3.9 viser oppkobling av konfigurasjon 1.
I budsjettet legges det til en systemmargin i budsjettet på 3 dB, og skal kompensere for
signaltap som følge av forringelse i transmisjonskomponentene.
                          Figur 3.9 Optisk transmisjonssystem med en optisk sender og optisk mottaker
Linkbudsjett under viser hvor mye tap som kan være i fiberkabelen for å opprettholde en
gitt BER (cirka 10-10).
Utgangseffekt på sender                   -7     dBm
Følsomhet i mottaker                     -21.5  dBm
Tap i kontakter                                   1     dB
Systemmargin                                    3     dB
----------------------------------------------------------------------
Fibermargin:                                      10.5  dB
Lengden på fiberen kan maksimalt være 10.5 dB/(0.2 dB/km) = 52.5 km
Konfigurasjon2:
I denne konfigurasjonen settes det inn en optisk effektforsterker like etter lyskilden/sende-
ren. Forsterkeren har en utgangseffekt på +16 dBm (målt), og mottakeren har samme føl-
somhet som i konfigurasjon 1. Det er fremdeles to kontakter som taes med i beregningen
og systemmargin er 3 dB. Figur 3.10 viser hvordan transmisjonssystemet er koblet.
Lyskilde/
sender
MottakerValg av løsning og teoretiske beregninger 65
                  Figur 3.10 Optisk transmisjonssystem med optisk effektforsterker innkoblet.
Linkbudsjettet under viser hvor mye tap det kan være i fiberkabelen for å opprettholde en
gitt BER (cirka 10-10):
Utgangseffekt på optisk effektforsterker:        +16    dBm
Følsomhet i mottaker:                                      -21.5 dBm
Tap i kontakter:                                                    1    dB
Systemmargin:                                                     3    dB
----------------------------------------------------------------------
Fibermargin:                                                       35.5 dB
Lengden på fiberkabelen kan maksimalt være 35.5 dB/(0.2 dB/km) = 167.5 km
Konfigurasjon 3:
I figur 3.11 ser en hvilke komponenter som inngår i  konfigurasjon 3. Lyskilden/senderen
har nå en optisk utgangseffekt på 0 dBm (målt). På mottakersiden er det satt inn en optisk
forforsterker og et optisk filter i tillegg til mottaker. Filteret begrenser den optiske bånd-
bredden slik at spontan-spontanemisjonsstøy kan sees bort fra, jamfør tidligere beregnin-
ger i støykapittelet. Mottakers følsomhet økes til -43.5 dBm (fra teoretisk beregninger)
ved bruk av forforsterker og filter. I dette oppsettet vil det være seks kontakter som gir et
tap på 3 dB til sammen. Systemmargin er fremdeles 3 dB.
                    Figur 3.11 Optisk transmisjonssystem med optisk forforsterker innkoblet
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Utgangseffekt fra lyskilden/senderen                0     dBm
Følsomhet i mottaker                                     -43.5  dBm
Tap i kontakter                                                   3     dBm
Systemmargin                                                    3     dBm
---------------------------------------------------------------------
Fibermargin                                                     37.5   dB
Lengden på fiberkabelen kan nå maksimalt være 37.5 dB/(0.2 dB/km) = 187.5 km
Konfigurasjon 4:
I denne konfigurasjonen brukes både effektforsterker og forforsterker begge optiske, se
figur 3.12. Utgangseffekt på sendersiden er +16 dBm og mottakeren har en følsomhet på
-43.5 dBm. Antall kontakter er 6 og gir 3 dB demping. Systemmargin er fortsatt 3 dB.
              Figur 3.12 Optisk transmisjonssystem med optisk effekt- og forforsterker innkoblet
Linkbudsjettet under viser hvor mye tap det kan være i fiberkabelen for å opprettholde en
gitt BER (cirka 10-10):
Utgangseffekt fra effektforsterker:                     +16    dBm
Følsomhet i mottaker:                                         -43.5  dBm
Tap i kontakter:                                                      3     dB
Systemmargin:                                                       3     dB
Effektstraff for dispersjon                                      1     dB
------------------------------------------------------------------------
Fibermargin:                                                        52.5  dB
Lengden på fiberkabelen kan være maksimalt 53.5 dB/(0.2 dB/km) = 262.5 km.
Lyskilde/
sender
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Linkbudsjettene viser hvordan fiberlengden kan økes mellom sender og mottaker ved bruk
av optiske forsterkere. Sammenligner en konfigurasjon 1 og 4 kan en se at lengden kan
økes med rundt 200 km, men da må det være forsterker både på sender og mottakersiden.
Linkbudsjettene i konfigurasjon 2 og 3 viser at en kan ha lenger fiberkabel dersom det bru-
kes forforsterker i stede for effektforsterker. Derfor vil det i utgangspunktet være hensikts-
messig å bruke forforsterker. Det må imidlertid vurderes i hvert enkelt tilfelle hva som bør
brukes. Et eksempel er ved undervannsinstallasjoner, der senderen er på land og mottaker
er på havbunnen. Ved installasjoner på havbunnen er det ønskelig med minst mulig kom-
ponenter, både med hensyn til plass og feil som kan oppstå i komponentene. Skulle det
oppstå feil i en komponent vil det være store kostnader ved feilretting. Derfor vil effektfor-
sterker installert på land være å foretrekke framfor forforsterker installert på havbunnen.Valg av løsning og teoretiske beregninger 68
Kapittel 4
Nettløsning og testresultater
4.1  Mål for testene
Målet med testene er å kunne fastslå om svitsjet Gigabit Ethernet kan brukes som kommu-
nikasjonsprotokoll til det formålet som ble skrevet i innledningskapittelet.
Testene som er gjort vil kunne fastslå om det lar seg gjøre å bruke standard kommersielt
Gigabit Ethernet utstyr, eller om utstyret må modifiseres for å kunne fungere på avstander
over 200 km. Hovedsaklig er det transmisjonsdelen for Gigabit Ethernet som har vært tes-
tet ut. Gigabit Ethernet-svitsjen som benyttes i testoppsettet er ikke konstruert for å kom-
munisere på slike avstander som en ønsker i dette tilfelle, derfor må det benyttes optiske
forsterkere. Spørsmålet er om kvaliteten på signalet er god nok for mottakeren i Gigabit
Ethernet- svitsjen. Måten å teste kvaliteten på det optiske signalet er å utføre en bitfeiltest.
Metoden for hvordan testen er utført beskrives lengre ned.
Det er også gjort en enkel test som viser forsinkelse og gjennomstrømning når nodene
(SEM’er og hovedkontroll system) kommuniserer med hverandre. Denne testen beskrives
i slutten av dette kapittelet.
4.2  Nettløsning og fysisk oppsett
Utgangspunktet for testnettene er figur 3.1. Det er satt opp to mulige nettkonfigurasjoner.
Et nett der det er testet med fiberlengde 270 km mellom to Gigabit Ethernet svitsjer, og et
annet nett der fiberlengden er redusert til 150 km. Ser en bort fra transmisjonssystemet, og
kun ser på resten av nettet er det ingen forskjell på disse oppsettene. Transmisjonsmessig
er det to forskjellige løsninger. Figur 4.1 og 4.2 viser hvordan nettene for henholdsvis 150
km og 270 km er bygd opp. Figur 4.1 viser at alle optiske forsterkere er på land, og avstan-
den er derfor redusert til 150 km. I figur 4.2 er det optiske forsterkere i begge endene, og
linkbudsjett er stort nok til å kunne ha en fiberlengde på 270 km. Av praktiske årsaker ble
ikke lengdene i testnettene ikke helt lik de lengdene som ble beregnet i linkbudsjett kapit-
telet, men tilnærmelsen skal ikke ha så mye å si for testresultatene.
Løsningen i figur 4.1 baserer seg på å ha minst mulig utstyr installert på havbunnen, og det
gir utslag på linklengden.
Figur 4.1 viser hvilke komponenter som inngår i konfigurasjon 1. Som det framkommer av
figuren er det to Gigabit Ethernet svitsjer som kommuniserer med en avstand på 150 km.
Svitsjen er ServerIronXL fra Foundry Networks, og har to optiske 1 Gb/s porter og 8 100
Mb/s porter med parkabel tilkobling. Svitsjen deles i to virtuelle lokalnett (svitsj 1 og 2),
der hver av lokalnettene har 1 Gb/s port og 4 100 Mb/s porter, se figur 4.1.Nettløsning og testresultater 69
Figur 4.1 Transmisjonssystem for fjernstyring av oljeproduksjon, linkavstand 150 km
All kommunikasjon mellom lokalnett 1 og 2 går gjennom gigabit-portene. På svitsj 1
(lokalnett 1) er det tilkoblet fire enheter, SEM 1-4. Hver av disse SEM’ene har båndbredde
100 Mb/s, og er tilkoblet svitsjen med parkabel. Oppgaven til SEM’ene er å samle inn
informasjon fra sensorer og givere slik at de kan videresendes til serverne 1 og 2 (lokalnett
2). Det er server 1 og 2 som sender forspørsel om informasjon til SEM’ene, men SEM’ene
skal også kunne sende data til serverne uten å måtte få forspørsel. En kan derfor si at
begge endene på nettet er aktive. For å begrense oppgavens omfang vil det ikke bli beskre-
vet noe om hvordan innsamling av informasjon mellom SEM og givere/sensorer foregår.
Kort fortalt er SEM’enes oppgave å samle informasjon og pakke inn dataene i Ethernet-
pakker slik at de kan sendes til svitsjen.
100 Mb/s Ethernet over parkabel tillater en kabellengde på inntil 100 meter. Overstiges
denne grensen, må fiberkabel brukes.
Kommunikasjon mellom svitsj 1 og 2 har en datarate på 1 Gb/s (signaleringsrate 1.25 Gb/
s), og det optiske signalet blir sendt over singelmodusfiber med lengde 150 km. Hver giga-
bit port har en gigabit sender og mottaker. Sender og mottaker er tilpasset standarden for
Gigabit Ethernet over fiber, 1000Base-LX. Senderen har bølgelengde 1300 nm som er
standard for 1000Base-LX. Signal med 1300 nm bølgelengde dempes mer i fiberkabel enn
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nalet fra 1300 nm til 1550 nm. Det gjøres ved å benytte transponder, se figur 4.1. Det
optiske signalet ut fra svitsjen går inn på transponderen som omformer signalet til et elek-
trisk signal. En transponder er sammensatt av en mottaker, en forsterker og en sender (dio-
delaserbasert). Den optiske senderen i transponderen omformer det elektriske signalet til
et optisk signal med bærebølge på 1550 nm. En annen løsning for å unngå bruk av trans-
ponderen er å benytte en Gigabit Ethernet svitsj som sender på 1550 nm. Det finnes på det
kommersielle markedet, men det lot seg ikke gjøre å få tak i en slik for testing.
I mottakeren på svitsjen er det en fotodiode som mottar det optiske signalet med bære-
bølge 1550 nm. Fotodioden er av typen InGaAs (indium gallium arsenid), og denne typen
fotodiode kan motta lys med bølgelengde opp til 1650 nm [Ramaswami & Sivarajan,
1998]. En slipper derfor å omforme signalet tilbake til 1300 nm i mottaker.
For å kunne operere med avstander på 150 km som figur 4.1 viser, må en forsterke opp
signalet. Det fremkommer av linkbudsjettberegninger gjort i forrige kapittel. Forsterkerne
som benyttes er optiske og er av typen Erbiumdoped fiberforsterker (EDFA). Før mottaker
på svitsj 2 er det koblet inn en optisk forforsterker etterfulgt av et optisk filter som skal fil-
trere bort spontan-spontanstøy. For å få høyt nok signalnivå når svitsj 1 skal motta signal
fra svitsj 2 benyttes effektforsterker på svitsj 2 siden. Med denne konfigurasjonen unngår
en å ha andre komponenter enn transponder på svitsj 1 som skal simulere undervannsin-
stallasjon.
Figur 4.2 viser konfigurasjon 2 av transmisjonssystemet. Avstand mellom svitsj 1 og 2 er
økt til 270 km. Linkbudsjettene i kapittel 3.4 viser at det må benyttes både effekt- og for-
forsterker for å kunne operere på så lange avstander. Budsjettet viser også en maksimums
grense på 262 km, men på grunn av systemmargin på 3 dB vil en kunne teste systemet på
270 km.
Liste over benyttet utstyr i testnettene:
• Gigabit Ethernet svitsj, ServerIronXL fra Foundry Networks
• Optisk filter med optisk båndbredde på 0.25 nm fra JDS Fitel Inc
• Optiske forsterker  EDFA-1550 fra Synchronous Inc
• Fiberkabel som benyttes er singelmodus som har en demping på 0.2 dB/km
• Datamaskiner Pentium 233 MHz, 64 MB minne, og med 100 Mb/s Ethernet-kort
fra 3 Com
• Transpondere er designet og produsert av Telenor Forskning og utvikling
• Optisk  variabelt svekkeledd fra Advantest
• Optisk effektmeter k.d Optics PM32H
Se appendiks A-F for tekniske data på utstyret.Nettløsning og testresultater 71
       Figur 4.2 Transmisjonssystem for fjernstyring av oljeproduksjon, linkavstand 270 km
4.3  Testmetode
For å test kvaliteten på transmisjonsdelen av nettet, måles bitfeilsannsynligheten og effekt-
nivå inn på mottaker ved forskjellige linklengder. Utgangspunktet for målingene var å
teste nettet ende til ende, det vil si fra SEM til hovedkontrollsystem (server). Tanken var å
overføre Ethernet pakker som mottaker kjente innholdet av. Mottaker kunne dermed
sjekke innholdet av mottatt pakke mot en referansepakke. Feilsjekking skulle gjøre det
mulig å telle bitfeil i en pakke ved hjelp av et program som skulle implementeres.
Ethernet har en CRC-sjekk som forkaster pakker dersom CRC-sjekken oppdager feil. Tan-
ken var å stoppe CRC-sjekken slik at det var mulig å motta pakker med bitfeil. Det viste
seg det ikke var mulig å stoppe CRC-sjekken verken i Ethernet-kortene eller i Gigabit Eth-
ernet svitsjen. CRC-sjekken er hardkodet i en elektronikkbrikke, derfor måtte en annen
løsning velges.
Ethernet svitsjen innholder en webserver som gjør det mulig å konfigurere svitsjen via
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sjon om pakketap (forkastet på grunn av bitfeil) for hver port. Pakketapsinformasjon viste
seg å kunne benyttes ved bitfeilmåling. Webserveren gir kun oversikt over pakketapet på
hver port internt i svitsjen, derfor vil en ikke kunne måle ende til ende (SEM til hovedkon-
trollsystemet). Men sannsynlighet for bitfeil mellom svitsj 1 og SEM (eller svitsj 2 og ser-
ver) er liten, derfor vil BER måling på fiberlinken mellom svitsjene være representativ for
hele nettet.
Metoden for å måle BER er å lese av antall tapte pakker, og antall sendte pakker på gigabit
linken. Den informasjonen leses av i webserveren til svitsjen (se appendiks h for web-
grensesnitt). Ved å anta et pakketap tilsvarer en bitfeil, kan en beregne bitfeilsannsynlighe-
ten ved å dividere pakketapet med antall sendte bit. Samtidig som en leser av pakketapet,
måles effektnivået inn på mottaker. Gjøres mange nok målinger kan en plotte en graf som
viser bitfeilsannsynligheten som funksjon av mottatt effektnivå.
Denne metoden er ikke standard måte å måle BER. Vanligvis kobles det inn en kodegene-
rator på senderen som sender ut et fast bitmønster. Mottakeren kjenner bitmønsteret og
kan derfor detektere bitfeil når den mottar bitmønsteret fra senderen. På grunn av Gigabit
Ethernet svitsjens oppbygging var det vanskelig å gjennomføre en slik standard BER-test.
Antagelsen om en bitfeil per pakke vil føre til usikkerhet i målingene. Det kan forkomme
to bitfeil i en pakke, og det vil ikke målemetoden som benyttes kunne registrere. Men
sannsynlighet for to bitfeil i en pakke er en del mindre enn sannsynligheten for en bitfeil i
en pakke, og derfor blir usikkerheten relativt liten. Under kapittel 2.6.4 vises beregninger
som støtter disse påstandene. Usikkerheten er større jo høyere bitfeilsannsynlighet er.
Antall bit i en Ethernet-pakke blir kontrollert ved å benytte seg av et klient-tjener socket-
program. I programmet (se appendiks g) blir et buffer fylt opp med fast antall ascii-karak-
terer. På den måten kontrollerer en hvor mange bit hver pakke innholder. I socket pro-
grammet er det en “for sløyfe” som bestemmer antall pakker som skal sendes. Det blir for
hver måling kjørt ut 1 200 000 pakker med en pakkestørrelse på 1350 Bytes, dette gir ca.
1.6 GB med data noe som skal være nok til å kunne måle BER på opp mot 10-10.
Transport- og nettprotokoller som benyttes for å overføre data er UDP og IP. UDP blir
benyttet for å hindre retransmisjon når pakker går tapt. I appendiks g er kildekoden til det
modifiserte UDP-socket programmet som er benyttet i testen.
Ved å måle optisk effektnivå inn til mottaker samtidig som en overfører data kan en finne
BER som funksjon av mottatt effektnivå. For å kunne variere den optiske effekten som går
inn til mottaker benyttes et optisk variabelt svekkeledd, Advantest optical Attenuator
Q8182.
Det er gjort bitfeilmålinger på fire forskjellige transmisjonsoppsett med utgangspunkt i
figur 4.1 og 4.2. I oppsett 1 er det kun målt med svitsjene uten andre komponenter (forster-
ker, transponder ....), fiber lengden er rundt 2 meter. I oppsett 2 er det koblet inn transpon-
der, forforsterker og filter, lengden på fiberkabelen er 150 km. I oppsett 3 benyttes
transponder og effektforsterker, fiber lengden er 150 km . I oppsett 4 er både transponder,
effektforsterker, forforsterker og filter benyttet, fiber lengden er 270 km. Under følger en
nærmere beskrivelse av oppsettene med tilhørende figurer. Dataraten mellom SEM’er ogNettløsning og testresultater 73
svitsj 1 er 100 Mb/s, det samme gjelder mellom svitsj 2 og server. Mellom svitsj 1 og 2 er
dataraten 1 Gb/s (1.25 Gb/s signaleringsrate).
Oppsett 1:
Figur 4.3 viser hvordan testoppsett 1 er satt opp. Det er koblet inn et variabelt optisk svek-
keledd før inngangen på mottaker til svitsj 2. For å kunne måle optisk effektnivå som går
inn på mottaker benyttes en 10/90 fibersplitter. 10% av effekten går inn på et optisk effekt-
meter som vist på figur, og resten av effekten blir matet inn på mottaker.
Det sendes 1 200 000 Ethernet pakker fra SEM 1 til server. Når de er overført beregnes bit-
feilsannsynligheten etter metoden som er beskrevet, og effektnivået inn til mottaker leses
av. Dempingen økes og ny runde med pakker sendes. Testingen repeteres inntil bitfeil-
sannsynligheten er cirka 10-5. Grunnen til denne testen er å se på BER egenskapene til
svitsjen når ingen andre komponenter er innkoblet. I dette oppsettet er transponder ikke
tatt med, derfor er bølgelengden på det optiske signalet 1300 nm.
 Figur 4.3 Testoppsett 1 som måler BER i en Gigabit Ethernet-svitsj
Oppsett 2:
Figur 4.4 viser testoppsett 2. Her er det 150 km fiberkabel mellom sender på svitsj 1 og
mottaker på svitsj 2. Signalet forplanter seg 150 km før der går inn på samme 10/90 optisk
splitter som ble beskrevet i forrige oppsett, der 10% av effekten går i optisk effektmeter og
resterende 90% går inn på samme svekkeledd som er benyttet i oppsett 1. Ut fra svekke-
leddet blir signalet ført inn på optisk forforsterker. Før signalet kommer inn på mottaker
blir det filtrert i et optisk filter som begrenser optisk båndbredde. Ved å sammenligne figur
4.3 og 4.4 ser en at det optiske effektmetret er plassert før svekkeleddet i figur 4.4. Grun-
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optiske svekkeleddet har en digitalvisning som viser dempingen i dB. Derfor er det tilfred-
stillende og kontrollerer hva som går inn på dempeleddet. Det er 3 dB innskuddstap i
svekkeleddet, og det blir tatt hensyn til ved målingene. Selve gjennomføringen av testen
foregår på samme måte som i oppsett 1.
Figur 4.4 Testoppsett 2 som måler BER i Gigabit Ethernet-svitsj når det benyttes optisk forforsterker
Oppsett 3:
Figur 4.5 viser testoppsett 3. Her benyttes effektforsterker etter transponder på sendersi-
den ved svitsj 1. Lengden på fiberkabelen mellom svitsj 1 og 2 er 150 km. Svekkeledd og
optisk effektmeter er koblet inn på samme måte som i oppsett 1. Metode for å gjennom-
føre testen er identisk med det som er gjennomført i oppsett 1 og 2.
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Oppsett 4:
Figur 4.6 viser testoppsett 4. I dette oppsettet er fiberlinken mellom svitsj 1 og 2 270 km.
Ut fra linkbudsjettet må en i dette tilfelle benytte både effektforsterker på sendersiden og
forforsterker på mottakersiden. Optisk filter er koblet inn før inngangen på mottaker på
samme måte som i oppsett 2. Det optiske effektmetret må kobles inn før dempeleddet for å
unngå påvirkning fra forforsterkeren. Testingen av BER forgår på samme måte som tidli-
gere beskrevet.
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4.4  Testresultater
Testene ble utført i henhold til tidligere beskrivelse. Resultatene framstilles i figurer som
viser bitfeilsannsynlighet som funksjon av mottatt effektnivå.
4.4.1  Resultat fra testoppsett 2 og 4
Måleresultatene fra testoppsett 2 (figur 4.4) og 4 (figur 4.6) er vist i figur 4.7. Kurvene i
figuren viser noe ujevn form, og det kan skyldes usikkerhet i effektnivå målingene. Optisk
filter har oppgitt en repeterbarhet på 0.05 nm (appendiks c), og vil derfor gi en usikkerhet
på pluss/minus 0.5 dB. Hvis en antar standard normal fordelt kurve form på filteret, vil en
få denne usikkerheten når en vet at  -3 dB båndbredden er 0.25 nm. Det er optiske effekt-
metret har en nøyaktighet på pluss/minus 0.25dB (appendiks f). Optisk forsterker har opp-
gitt pluss/minus 0.1 dB variasjon i forsterkningen. På grunn av optisk effektmeter er
plassert fremfor forsterker og filter, vil i effektmetret ikke registrere variasjon fra disse.
Usikkerhetene som er nevnt er uavhengig, og samlet usikkerhet blir lik cirka pluss/minus
0.6 dB.
Studerer en de målte grafene og den beregnede grafen, så avviker målegrafene maksimalt
1 dB fra beregnet kurve. De målte kurvene i figur 4.7 viser at de følger hverandre rimelig
bra. Kurven som representerer 270 km link har litt større avvik fra teoretisk kurve enn kur-
ven for 150 km link ved høy bitfeilsannsynlighet. Kurven for 150 km link følger teoretisk
kurve veldig bra, det er tilnærmet null avvik. En ser ved lavere bitfeilsannsynlighet avvi-
ker alle kurvene lite fra hverandre. Fordi om usikkerheten i målemetoden er større ved
høyere bitfeilsannsynlighet, er den så liten at den ikke vil gi noe utslag på kurvene (jamfør
bevis i kapittel 2.5.4). Derfor må en anta det er usikkerhetene i effekt målingene som gjør
at avviket er større ved høyere bitfeilsannsynlighet. Når bitfeilsannsynligheten er 10-9
krysser målekurvene og 270 km kurve har dårligere karakteristikk enn 150 km link. Det
kan være tegn på dispersjon gir litt effektstraff for 270 km linken. Men det er vanskelig å
konkludere noe sikkert på grunn av variasjon i kurvene. Teoretisk sett skulle 270 km
målingen gi litt dårligere følsomhet enn 150 km målingen som følge av dispersjon.
Ut fra disse målingene kan en si at dersom en krever BER på 10-10, bør en ha minimum
-42.5 dBm optisk effektnivå inn på forforsterker. Det er da tatt høyde for usikkerhet i
målingene. Ut fra linkbudsjett beregninger og målingene vil lengden på fiberkabelen
kunne være cirka 260 km i et oppsett som figur 4.6 viser. I oppsett som figur 4.4 viser, vil
lengden på fiberkabelen kunne være cirka 180 km. Med disse lengdene eller kortere vil
BER være 10-10 eller bedre.Nettløsning og testresultater 77
            Figur 4.7 Testresultater som viser målt BER som funksjon av mottatt effektnivå
4.4.2  Resultat fra testoppsett 1 og 3
Måleresultatene fra testoppsett 1 (figur 4.3) og 3 (figur 4.5) presenteres i figur 4.8. Det er i
tillegg gjort to ekstra målinger som presenteres i samme figur. I oppsettet til den ene
ekstramålingen er det benyttet transponder og to meter fiberkabel mellom svitsjene. Den
andre ekstramålingen bygger på testoppsett 3, men fiberlengden mellom svitsjene er redu-
sert til to meter. Ekstramålingene som er utført vil kunne gi en indikasjon på hvordan mot-
taker reagerer når effektforsterker benyttes, i tillegg vil en kunne se om dispersjon
påvirker følsomheten i mottaker når linklengden er 150 km.
Grafene i figur 4.8 har samme ujevnhet som i figur 4.7, og kan skyldes usikkerheten i
effekt målingene. Nøyaktigheten til det optiske effektmetret er pluss/minus 0.25 dB. På
grunn av effektmeteret er koblet inn rett før mottaker i disse oppsettene vil det bare være
denne usikkerheten.
Figur 4.8 viser at testoppsett 1 har dårligst karakteristikk. Følsomheten er lavere sammen-
lignet med de tre andre grafene. Det stemmer med teorien der det framgår at responsitivi-
teten til en fotodiode er dårligere på 1300 nm enn 1550 nm bølgelengde. De to
ekstramålingene som er gjort med og uten effektforsterker viser at effektforsterkeren ikke
påvirker følsomheten til mottaker. Grafene til disse to målingene er rimelig lik og avvikerNettløsning og testresultater 78
lite fra hverandre.
Måleresultatet fra testoppsett 4 (150 km) viser en tilnærmet lik graf karakterestikk som for
ekstramålingene. Det viser at det er lite dispersjon i 150 km linken. Det stemmer overens
med beregnet dispersjon og effektstraff gjort tidligere.
I figur 4.8 er det tegnet inn teoretisk tilpasset kurve. I kapittel 3.2 ble Fn og RL beregnet ut
fra målingene på grunn av det ikke var mulig å finne noe data på disse. Derfor kan en si at
skjæringspunktet mellom teoretisk kurve og abscisse i figur 4.8 er tilpasset målingene,
men kurveformen er beregnet teoretisk. Sammenligning mellom teoretisk kurve og måle-
kurvene viser at målekurvene følger kurveformen til teoretisk kurve bra. Målekurvene
avviker maksimalt 0.4 dB fra teoretisk kurve. En ser de målte kurvene avviker ikke mye
fra hverandre, største avviket er 0.3-0.4 dB, og det stemmer med teorien der det fremgår at
ingen av målingene skal skille seg fra hverandre. Unntaket er testoppsett 1 som skal ha en
litt dårligere karakteristikk på grunn av lavere responsitivitet på 1300 nm bølgelengde. Ut
fra datablad fra Fujitsu er det cirka 0.1 A/W dårligere responsitivitet på 1300 nm sammen-
lignen med 1550 nm.
En kan ut fra målingene si at dersom en krever BER på 10-10 , bør en har minimum -21.5
dBm effektnivå inn til mottaker. Det forutsetter et signal med 1550 nm bølgelengde, og at
det ikke er benyttet forforsterker. Det er da tatt høyde for en usikkerhet på pluss/minus
0.25 dB. Lengde på fiberkabelen vil da kunne være cirka 170 km i et oppsett som figur 4.5
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          Figur 4.8 Testresultater som viser målt BER som funksjon av mottatt effektnivå
4.4.3  Oppsummering av målinger
Ut fra disse testene stemmer målingene bra i forhold til det teoretiske som er beregnet. En
klarer å overføre data opp mot 260 km med en BER på 10-10. En må da bruke både optisk
effekt- og forforsterker ved slike avstander. Dispersjon vil ha liten innvirking på link leng-
der rundt 150 km, men det er noe usikkert om det kan gi litt effektstraff på 270 km. Er
lengden på fiberen mindre enn 170 km vil det være tilstrekkelig å bruke optisk effektfor-
sterker eller optisk forforsterker. Det vil kunne ha betydning ved en undervannsinstallasjo-
ner, hvis en vil unngå optiske forsterkere på havbunnen.
4.5  Forsinkelses- og gjennomstrømningstest av nettet
4.5.1  Testapplikasjon
For å teste forsinkelse og gjennomstrømning i nettet ble Netpipe benyttet som testapplika-
sjon. Netpipe er en protokoll-uavhengig applikasjon [AmesLab, 2000] som sender data-Nettløsning og testresultater 80
blokker mellom noder i et nett. I dette tilfelle skal testen simulere trafikk mellom SEM’er
og server(e) som kommuniserer over en Gigabit Ethernet-link, se figur 4.1. SEM’ene og
servere er datamaskiner (Pentium 233 Mhz) med Linux Redhat 7.0 operativsystem. Ether-
net-kort (3 Com Etherlink PCI III/XL) som benyttes er 100 Mb/s. Netpipe måler overfø-
ringstiden og gjennomstrømning for hver datablokk som sendes. Testapplikasjonen starter
med å sende en blokk på 1 bytes, deretter økes blokkstørrelsen med en fast størrelse inntil
overføringstiden for en datablokk er kommet opp i et sekund. Transport- og nettprotokoll
som benyttes i testene er TCP/IP.
4.5.2  Testoppsettene
Det ble utført fem tester på nettet som er vist i figur 4.1
I test 1 skal to SEM’er kommunisere med server over gigabit fiberlink. Fiberlengden på
gigabit linken er 150 km fiberkabel en vei, den andre veien er det brukt 2 meter fiberkabel.
Oppkoblingen er nesten den samme som i figur 4.4, forskjellen er en ekstra SEM er innko-
blet på svitsj 1 siden.
Målet med testen er å finne forsinkelse og gjennomstrømning når to SEM’er kommunise-
rer med en server når linkavstand er 150 km.
I test 2 er oppsettet nesten lik test 1, forskjellen er at det nå er en SEM som kommuniserer
med server. Figur 4.4 viser hvordan oppkoblingen er. Denne test vil kunne gi et sammen-
ligningsgrunnlag mot test 1, og vil gi en indikasjon på hvordan systemet oppfører seg når
antall SEM’er som kommuniserer med server reduseres.
I test 3 kobles SEM og server direkte sammen uten å gå gjennom svitsjene. Parkabel
benyttes som kommunikasjonsmedium. Ved å sammenligne denne testen med de andre
testene vil en kunne få indikasjon på hvor mye svitsjen forsinker datablokken.
Test 4 er koblet opp på samme måte som test 2, en SEM kommuniserer med en server over
svitsjene. Forskjellen fra test 2 er fiberlengden som er redusert til to meter. En sammenlig-
ning av denne testen og test 2 vil kunne vise hvordan forsinkelse og gjennomstrømning
blir når fiberlengden reduseres fra 150 km til 2 meter.
Test 5 er nesten lik test 4. Forskjellen er at det nå er to SEM’er som kommuniserer med en
server. Denne testen vil kunne vise hvordan gjennomstrømning og forsinkelse blir når en
øker antall noder.
4.5.3  Testresultater
Figur 4.9 viser resultat av målingene gjort med Netpipe. Grafene viser gjennomstrømning
i bit/s som funksjon av tiden det tar å sende en datablokk. Målingene er sett i fra en SEM.
Forsinkelsen for hver test kan leses av grafen ved å se på minste tiden for hver graf. Det er
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Grafene i test 1 og 2 viser størst forsinkelse, rundt 0.8 ms. Disse testene har 150 km fiber
mellom SEM og Server. Test 1 og 2 har cirka 0.7 ms høyere forsinkelse sammenlignet
med test 3-5. Forskjellen i forsinkelse skyldes forplantingsforsinkelse når fiberkabelen er
150 km. Det stemmer bra med beregnet forplantingsforsinkelse som er 0.75 ms. I bereg-
ningen av forplantningsforsinkelse er antatt lyshastighet i fiberkabel 2·108 m/s og fiber-
lengden er 150 km. Dersom en hadde økt fiberlengden til 200 km hver vei, ville
forsinkelse kommet opp mot cirka 2 ms. Ut fra disse forsinkelsene ser en at pollingbasert
kommunikasjon ville gitt dårlig gjennomstrømning ved små pakkestørrelser. Men i et nett
med svitsj der nodene kan sende når de ønsker, vil små pakkestørrelser ikke gi noe utslag i
gjennomstrømning som er av betydning. Dersom det sendes mange små pakker i stede for
å sende en stor, vil det gi litt utslag i gjennomstrømningen. Årsaken er at det sendes mer
hode/haleinformasjon når det sendes mange små pakker.
En sammenligning av test 3 og 4 viser hvor mye svitsjen forsinker datablokken. I test 3
kommuniserer to noder med hverandre uten å gå gjennom svitsjen, mens i test 4 kommu-
niserer to noder ved å gå gjennom svitsjen. Når en blokk på 1 byte sendes vil svitsjen for-
sinke datablokken 0.025 ms.
Figur 4.9 Testresultater som viser gjennomstrømning som funksjon av tiden det tar å sende en blokk
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Grafene til test 4 og test 5 viser at test 5 har litt høyere forsinkelse. Dette kan skyldes buf-
fring av data i svitsjen når to SEM’er prøver å sende til server samtidig. Svitsjen bufferer
opp data som kommer inn på portene, og dersom begge portene sender til samme utport
vil det bli litt forsinkelse på grunn av de ikke kan få tilgang til samme port samtidig.
Testene (test 1 og 5) hvor to SEM’er kommuniserer med en server samtidig øker grafene
parallelt opptil 50 Mb/s med de testene hvor kun en SEM kommuniserer med server. Det
viser hvor effektivt svitsjen håndterer og prosesserer datapakkene når det er flere noder
som sender samtidig i nettet. Forsinkelsen øker lite selv om antall noder som sender samti-
dig øker.
Gjennomstrømningen for tester (1 og 5) hvor to SEM’er kommuniserer med en server vil
ikke være høyere enn 60- 70 Mb/s. Årsaken er at to SEM’er må dele en båndbredde på 100
Mb/s og det gjør at hver av SEM’ene ikke vil kunne oppnå en gjennomstrømning på 90-
100 Mb/s. Dermed kan en slå fast at flaskehalsen ligger i båndbredden til serveren og ikke
i svitsjene. Dataraten mellom svitsjene er 1 Gb/s og det gir nok overføringskapasitet når to
SEM’er kommuniserer med en server.
I testene 2, 3 og 4 hvor kun en SEM kommuniserer med server viser grafene en maksimal
gjennomstrømning på 90 Mb/s. Årsaken til at en ikke kommer oppimot 100 Mb/s kan
skyldes hode/haleinformasjon som er i kommunikasjonsprotokollene (Ethernet, TCP og
IP). Det er cirka 5% hode/haleinformasjon i en pakke. Ethernet har 208 bit, IP og TCP har
192 bit hver, til sammen blir det 592 bit med overhead. En Ethernet pakke er på 12208 bit.
I tillegg vil gjennomstrømningen gå noe ned som følge av retransmisjon av pakker. Data-
maskinene som benyttes vil kunne oppleve å få overfylte buffer, og dermed vil noen av
pakkene bli forkastet, og sendes pånytt. Datamaskinene som benyttes er Pentium 233
MHz med 64 MB minne, og det vil kunne begrense hvor hurtig den klarer å prosessere de
mottatte pakkene. I tillegg vil nettkortene ha prosesseringstid som vil kunne påvirke ytel-
sen. Netpipe tester på applikasjonsnivå, det vil si over transportlaget i OSI-modellen. Der-
for vil det nok være en del prosesseringstid som vil kunne gi utslag i
gjennomstrømningen. For å begrense oppgavens omfang er det ikke gjort dypere analyse
av hvorfor maksimal gjennomstrømninger er 90 Mb/s, men de nevnte punktene over vil
nok være utslagsgivende for gjennomstrømningen.
Jitter er ikke tatt med i testene. Skal det gjøres test for jitter bør det vært flere noder i nettet
som gir litt høyere trafikkbelastning enn det som er gjort i disse testene. Litt mer diskusjon
rundt jitter og trafikkbelastning blir diskutert i neste kapittel.
4.5.4  Oppsummering
Testene som er gjort viser at det introduseres ekstra forsinkelse ved lange fiberlinker (150
km), og det stemmer bra med teoretisk beregning.
En kunne se av testene at dersom to noder kommuniserte med en server var maksimal
gjennomstrømning for SEM’ene 60-70 Mb/s, og det skyldes for liten båndbredde
(100 Mb/s) i server. Dersom det kreves 80-90 Mb/s gjennomstrømning for hver SEM, og
flere SEM’er skal kommunisere med en server bør det benyttes 1 Gb/s Ethernet-kort i ser-
veren framfor 100 Mb/s. En bør være oppmerksom på at en server med 1 Gb/s nettkort måNettløsning og testresultater 83
ha stor nok prosessorkraft og minne for å kunne sende/motta data med slike hastigheter.
Det var ikke mulig av praktiske årsaker å teste en slik konfigurasjon. Dersom det kun er en
server i hovedkontrollsystemet, vil det kun kreve en svitsj i nettet. Serveren kobles da
direkte til gigabitporten i svitsjen som SEM’ene er tilkoblet. Dersom det er flere servere
som skal kommunisere med SEM’ene vil det kunne holde å ha 100 Mb/s til alle nodene
(SEM og servere). Det må da taes høyde for at alle SEM’ene ikke overfører store data-
mengder til en server samtidig, men fordeler trafikken mellom serverne. Dataraten mellom
svitsjene vil fremdeles kreve 1 Gb/sNettløsning og testresultater 84
Kapittel 5
Diskusjon/videre arbeid
5.1   Diskusjon/videre arbeid
Problemstillingen i denne oppgaven var å finne en kommunikasjonsløsning for styring/
kontroll av oljeproduksjon på havbunnen.
Avstand mellom styrings/kontrollsystem på land og havbunnsinstallasjonen kan komme
over 200 km. Kommunikasjonen baserer seg på fiberoptikk. Kommunikasjonsprotokoll
som skulle benyttes måtte være kjente standardprotokoller. Båndbredden mellom land og
havbunnen kan være flere hundre Mb/s.
Etter analyse og gjennomgang av mulige kommunikasjonsprotokoller, ble Gigabit Ether-
net valgt som kommunikasjonsprotokoll mellom land og havbunnen. For å unngå kollisjon
av pakker i nettet, ble nodene koblet sammen ved hjelp av svitsjer.
Det fysiske laget til standard Gigabit Ethernet støtter ikke avstander over 200 km, derfor
måtte det designes en transmisjonsløsning som gjorde det mulig å kommunisere på slike
avstander.
Fra testresultatene i kapittel 4 går det fram at Gigabit linken kan være inntil 260 km når
det benyttes både effekt- og forforsterker. For å minske utstyrsmengden på havbunnen, ble
det gjort tester som baserte seg på et asymmetrisk transmisjonsnett. Det vil si optisk
effekt- og forforsterker kun installert på land, se figur 4.1. Et asymmetrisk nett reduserer
imidlertid lengden på linken når forsterkere kun plasseres på land. Avhengig om det
benyttes effekt- eller forforsterker, vil linklengden ha en begrensning på henholdsvis 170
km og 180 km.
En mulig utvidelse av oppgaven kan være å undersøke nærmere om det er andre løsninger
som kan gi en rekkevidde på over 200 km uten optiske forsterkere på havbunnen. En løs-
ning kan være å gå ned på bithastigheten i overføringen, og benytte seg av flere fiberpar.
En kan for eksempel gå ned til 100 Mb/s i overføringshastighet per fiberpar. Ved å gå ned
10 ganger i bitrate (elektrisk båndbredde reduseres tilsvarende) vil mottaker klare seg med
kvadratroten av 10 mindre effekt, som tilsvarer 5 dB. Uttrykk som er benyttet for denne
beregningen er BER-uttrykket som er for en optisk mottaker uten forforsterker under
kapittel 2.6.3. Dette gjør at en kan øke lengden på linken 25 km dersom en antar 0.2 dB/
km tap i fiberkabelen. Hver SEM eller brønnramme må da få et fiberpar hver som går
direkte til en svitsj på land. En slik løsning kan eliminere bruken av optiske forsterkere på
havbunnen, samtidig faller behovet for svitsj på havbunnen bort. Ulempen er fiberforbru-
ket som øker betydelig på grunn av alle SEM’ene eller brønnrammene må ha et fiberpar
hver. For å øke lengden ytterligere kan en se på mottakere som er av typen “avalache pho-
todiode ( APD)” som kan bedre følsomhet ( cirka 8 - 10 dB) enn standard fotodiode mot-
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Det er gjort en enkel test som viser forsinkelse og gjennomstrømning for en node i nettet.
På grunn av lite noder i testnettet vil en ikke få se hvordan forsinkelse og gjennomstrøm-
ning er når det er mange noder som sender data. Jitter (variasjon i forsinkelse) i nettet er
ikke testet. Grunnen til det er utelatt er fordi antall noder i testnettet vil gi litt for dårlig
grunnlag til å si noe om jitter. Derfor har det vært interessant å sette opp et testnett med
flere noder i nettet, slik at testnettet blir mest mulig likt et reelt nett. En kan da teste nettet
for jitter, forsinkelse og gjennomstrømning. En bør også øke linklengden fra 150 km til
260 km hver vei i et slikt oppsett. Det bør innhentes informasjon som gir et nærmere bilde
av hvordan trafikken i et reelt nett er. Ut fra denne informasjonen vil en kunne få simulert
en reell situasjon, og det vil gi en indikasjon om nettet må modifiseres. Kanskje må en del
av pakkene få prioritet for å holde seg innenfor spesifikasjonene.
Det ble innledningsvis nevnt i oppgaven at pålitelighet eller stabilitet var viktig i et nett
som skulle styre oljeproduksjon fra land. Av den grunn er det viktig å ha et sekundærsys-
tem som overtar dersom primærnettet feiler. Det vil derfor vært interessant å finne en løs-
ning som ruter om trafikken dersom primærnettet feiler som følge av brudd på linken til
land. Kanskje bør svitsjene utstyres med doble optiske gigabit porter som gir redundante




I denne oppgaven er det bygd opp og testet et nett basert på Gigabit Ethernet. I et svitsjet
Gigabit Ethernet kan alle noder i nettet sende samtidig. Det gjør at det ikke er noe vente-
tidsforsinkelse for å få tilgang til nettet, noe som er viktig å få redusert når forplantingsfor-
sinkelsen er stor. På grunn av lengden på linken (> 200 km) ble løsningen å benytte
optiske forsterkere på transmisjonslinken i tillegg til standard Gigabit Ethernet-utstyr.
For å teste om kvaliteten på signalet var god nok inn til mottaker ble det utført BER målin-
ger ved forskjellige effektnivåer. Det ble utført bitfeil tester med fiberlengde 2 meter, 150
km og 270 km.
I testene (150 km og 270 km) der det ble benyttet forforsterker og/eller effektforsterker,
viste måleresultatene seg å stemme bra med teoriberegningene gjort i kapittel 3. De plot-
tede kurvene i figur 4.7 som viser måleresultatet er noe ujevn. Det kan nok skyldes usik-
kerheten i effektnivå målingene. I figur 4.7 er også den teoretiske kurven tegnet inn, og
viser at de målte verdiene ikke avviker mye fra denne kurven. Avviket holder seg innenfor
usikkerheten som er beregnet, med unntak av noen målepunkter. Ut fra testene går det
frem at en bør ha et effektnivå på minst -42.5 dBm inn på optisk forforsterker for å kunne
motta datasignal med en BER på 10-10. Lengden på linken kan da være 260 km dersom en
benytter effekt- og forforsterker, og 180 km dersom en kun bruker forforsterker.
I testoppsettene der det kun er benyttet effektforsterker kan en se at grafene til målingene
har litt ujevnheter, og er nok et resultat av usikkerheten i effekt målingene. Sammen med
målekurvene er også teoretisk tilpasset kurve tegnet inn i et plott, og en ser at målekurvene
avviker lite fra den teoretiske kurven, maksimalt 0.4 dB avvik. Det ble gjort en test der
lengden på fiberen ble redusert fra 150 km til 2 meter, men transponder og effektforsterker
ble beholdt i oppsettet. Denne testen viser at dispersjon ikke gir noe målbar effektstraff
ved 150 km, og det samsvarer med teoriberegningen i kapittel 3. Testene viser en må ha
minimum -21.0 dBm optisk effekt inn til mottaker dersom BER skal være bedre enn 10-10.
Lengden på linken vil da kunne være 170 km når effektforsterker benyttes.
Test på forsinkelse og gjennomstrømning i nettet viser at ved lang linklengde (150 km)
faller gjennomstrømning ved små pakkestørrelser og høy bitrate. Men det vil ikke gi noe
negativt utslag for nodene ettersom nettet ikke er pollingbasert. Nettet tillater nodene å
sende pakker kontinuerlig. Testen viser cirka 0.7 ms høyere forsinkelse ved 150 km link
sammenlignet med 2 meter link. Det samsvarer med teoriberegninger som er gjort under
kapittel 4.5.3.
Forsinkelse i svitsjen er liten dersom det er stor nok båndbredde på portene. Selv om en
øker antall noder som sender samtidig øker forsinkelsen lite, og det viser hvor effektivKonklusjon 87
nettet er. Det viste seg at gjennomstrømningen for hver node ikke oppnådde mer enn 60-
70% av maksimal båndbredde, dersom to noder kommuniserte med en og samme node
samtidig. Årsaken er at hver av nodene hadde 100 Mb/s båndbredde. For å oppnå høyere
gjennomstrømning kan en øke båndbredden (fra 100 Mb/s til 1 Gb/s) til noden som er
mest belastet.
Maksimal gjennomstrømning som ble målt i en node var 90 Mb/s. Årsaken til at en ikke
kom opp mot 100 Mb/s er hode-/haleinformassjon i pakkene, samt at prosessorkraften i
datamaskinene vil kunne begrense gjennomstrømningen.Konklusjon 88
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Appendiks G
Programkode
Uthevet skrift viser modifikasjonene i programmene.
Her er klient programmet for UDP:
/* fpont 12/99 */









#include <string.h> /* memset() */
#include <sys/time.h> /* select() */
#define REMOTE_SERVER_PORT 1500
#define MAX_MSG 100
int main(int argc, char *argv[]) {
 static struct timeval timeout ={0,500000000};/*Half second*/
int sd, rc, i, j,k,l,m,n,o,p,q,x,r,s, index;
char packet_num;
struct sockaddr_in cliAddr, remoteServAddr;
struct hostent *h;
unsigned char buff[1500];
  /* check command line args */
  if(argc<3) {
printf(“usage : %s <server> <data1> ... <dataN> \n”, argv[0]);
exit(1);
}
/* get server IP address (no check if input is IP address or DNS name */
h = gethostbyname(argv[1]);
if(h==NULL) {Appendiks G Programkode 113
printf(“%s: unknown host ‘%s’ \n”, argv[0], argv[1]);
exit(1);
}
   printf(“%s: sending data to ‘%s’ (IP : %s) \n”, argv[0], h->h_name,
   inet_ntoa(*(struct in_addr *)h->h_addr_list[0]));
   remoteServAddr.sin_family = h->h_addrtype;
 memcpy((char *) &remoteServAddr.sin_addr.s_addr,
 h->h_addr_list[0], h->h_length);
remoteServAddr.sin_port = htons(REMOTE_SERVER_PORT);
  /* socket creation */
sd = socket(AF_INET,SOCK_DGRAM,0);
if(sd<0) {
    printf(“%s: cannot open socket \n”,argv[0]);
    exit(1);
  }




rc = bind(sd, (struct sockaddr *) &cliAddr, sizeof(cliAddr));
if(rc<0) {
printf(“%s: cannot bind port\n”, argv[0]);
exit(1);
}
 /* send data */
/*Legger inn 14 foerste bytes, tilfeldig karakter*/
for(index=0;index<14;index++){
buff[index]=’q’;
printf(“I bufferet er naa foer for lokke og index telling: %s\n”,buff);
printf(“Her er index: %d\n”,index);
  }
  for(i=0;i<6;i++){
 printf(“Antall karakterer i bufferet er naa: %d\n”,strlen(buff));
 printf(“Her er index: %d\n”,index);
    for(j=33;j<256;j++)
      {
/*Legger inn alle ascii verdiene i bufferet*/
buff[index]=j;Appendiks G Programkode 114
index++;
      }
}
    printf(“index er: %d\n”,index);
    buff[index]=’\0’;
  printf(“Her er innhold i  hele bufferet: %s\n”,buff);
  printf(“Antall karakterer i bufferet er naa: %d\n”,strlen(buff));
m=0;
 o=0;
 /*For sekvens nummerering*/
packet_num=’0’;
 while(o<150000)
   {
  for(i=0;i<1;i++) {
 rc = sendto(sd, buff, strlen(buff)+1, 0, (struct sockaddr *) &remoteServAddr,
sizeof(remoteServAddr));
    if(rc<0) {
      printf(“%s: cannot send data %d \n”,argv[0],i-1);
      close(sd);
      exit(1);
    }
    m++;
    }
    /*Pause sloyfe mellom to intervaller*/
    for(n=0;n<5000;n++){}
    j=0;
     for(l=0;l<5;l++){
 rc = sendto(sd,buff, strlen(buff)+1, 0, (struct sockaddr *) &remoteServAddr,
sizeof(remoteServAddr));
 if(rc<0) {
      printf(“%s: cannot send data %d \n”,argv[0],i-1);
      close(sd);
      exit(1);
    }
    m++;
     }
  }
 /*Pause sloyfe mellom to intervaller*/
for(n=0;n<5000;n++){}
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   }
  printf(“Har sendt %d antall pakker\n”,m);
  return 1;
}
Tjener programmet for UDP:
/* fpont 12/99 */








#include <unistd.h> /* close() */
#include <string.h> /* memset() */
#define LOCAL_SERVER_PORT 15000
#define MAX_MSG 1500
int main(int argc, char *argv[]) {
int sd, rc, n, cliLen, runder;
  struct sockaddr_in cliAddr, servAddr;
  char msg[MAX_MSG];
  /* socket creation */
  sd=socket(AF_INET, SOCK_DGRAM, 0);
  if(sd<0) {
    printf(“%s: cannot open socket \n”,argv[0]);
    exit(1);
  }
  /* bind local server port */
  servAddr.sin_family = AF_INET;
  servAddr.sin_addr.s_addr = htonl(INADDR_ANY);
  servAddr.sin_port = htons(LOCAL_SERVER_PORT);
  rc = bind (sd, (struct sockaddr *) &servAddr,sizeof(servAddr));
  if(rc<0) {
    printf(“%s: cannot bind port number %d \n”,
   argv[0], LOCAL_SERVER_PORT);
    exit(1);
  }
  printf(“%s: waiting for data on port UDP %u\n”,   argv[0],LOCAL_SERVER_PORT);
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  /* server infinite loop */
 /* init buffer */
    memset(msg,0x0,MAX_MSG);
    /* receive message */
    cliLen = sizeof(cliAddr);
    while(1){
 n = recvfrom(sd, msg, MAX_MSG, 0,  (struct sockaddr *) &cliAddr, &cliLen);
    }
  while(runder<1) {
    /* init buffer */
    memset(msg,0x0,MAX_MSG);
    /* receive message */
    cliLen = sizeof(cliAddr);
       n = recvfrom(sd, msg, MAX_MSG, 0,  (struct sockaddr *) &cliAddr, &cliLen);
    if(n<0) {
      printf(“%s: cannot receive data \n”,argv[0]);
      continue;
    }
  } /* end of server infinite loop */
 printf(“Har mottatt 10000 pakker\n”);
return 0;
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Appendiks  I
Eksempel på krav for kommunikasjon
Krav fra Norsk Hydro:
• Fiberoptisk kabel skal benyttes som transmisjonsmedium.
• Kontrollsystemet skal være  i stand til å overføre ti 100kB i løpet av 10 sekunder til
SEM  for hver modem kanal.
• Round Trip Time(RTT) bedre enn 50 ms.
• Kontrollsystemet skal ha mulighet til å lese alle sensorer engang pr. sekund, men med
mulighet for lengre intervall
• Fiberoptisk kommunikasjon skal ha mulighet til å operere med en avstand på opptil 200
km uten gjentagere, med BER bedre enn 10-8
• Det skal være 10dB margin mellom S/N hvor BER er 10-8 og hvor S/N er målt 200 km
lengre borte.
• SEM skal kunne operere uten polling.Appendiks I  Eksempel på krav for kommunikasjon 121
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