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Abstract
In this paper, one-dimensional (1D) nonlinear beam equations
utt + uxxxx +mu= f (u),
with hinged boundary conditions are considered; the nonlinearity f is an analytic, odd function and
f (u)= O(u3). It is proved that for all real parameters m> 0 but a set of small Lebesgue measure, the
above equation admits small-amplitude quasi-periodic solutions corresponding to finite-dimensional
invariant tori of an associated infinite-dimensional dynamical system. The proof is based on infinite-
dimensional KAM theory developed by Kuksin [Lecture Notes in Mathematics, Vol. 1556, Springer,
Berlin, 1993], Wayne [Commun. Math. Phys. 127 (1990) 479–528], Pöschel [Ann. Sc. Norm. Sup.
Pisa, Cl. Sci. 23 (1996) 119–148].
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction and main result
Presently there are many significant results with respect to the beam equations, e.g.,
Edent and Milani [8] established a global fast dynamics by energy methods; Wang
and Chen [16] derived explicit asymptotic expressions for the eigenfrequencies of the
nonhomogeneous damping beam equations by the method of Birkhoff; Drabek and Lupo
[7] studied the existence of generalized periodic solutions of a nonlinear beam equation
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basing on the homotopy invariance property of the Leray–Schauder degree and the
shooting method of ordinary differential equations; furthermore, Feckan [9] showed the
existence of periodic solutions of beams on bearings with nonlinear elastic responses by
using variational methods; recently Lee [12] gave the existence of periodic solutions to the
nonautonomous case. In this paper, not basing on the above mentioned methods, but basing
on another method—infinite dimensional KAM theory, we will prove that the 1D nonlinear
beam equation
utt + uxxxx +mu= f (u), (1.1)
subject to hinged boundary conditions
u(0, t)= uxx(0, t)= u(π, t)= uxx(π, t)= 0, (1.2)
admits small-amplitude quasi-periodic solutions for majority of m > 0 (in Lebesgue
measure sense). Where f is a real analytic, odd function of u of the form
f (u)= au3 +
∑
k5
fku
k, a = 0. (1.3)
Eqs. (1.1), (1.2) may serve as the perturbation of integrable Hamiltonian equation
utt + uxxxx +mu= 0, (1.4)
with hinged boundary conditions (1.2). There are two different approaches to deal with
the quasiperiodic solutions of Hamiltonian PDEs: one is the infinite-dimensional KAM
theory which is the extension of the classical KAM theory, see Wayne [15], Kuksin [11],
Pöschel [13], Chierchia and You [6]; the other one is based on Lyapunov–Schmidt
procedure and techniques by Fröhlich and Spencer [10], which is established by Craig
and Wayne [5] and improved by Bourgain [2–4]. Recently, Bambusi [1] found a simple
way (also based on the Lyapunov–Schmidt reduction) to construct periodic solutions of
1D wave equation as well as beam equations. In his approach, the small divisor problem
is cleverly avoided. However, his method fails to construct quasi-periodic solutions. In
this paper, we will use the KAM approach originating from Kuksin, Wayne and Pöschel.
Actually, our proof follows the line of Pöschel [13] for wave equations with some minor
modifications.
A rough description of our results is as follows. Consider Eq. (1.1) with (1.2), then for
all m> 0 but a set of small Lebesgue measure, there exist small-amplitude quasi-periodic
solutions for (1.1) corresponding to a n-dimensional KAM tori of an associated infinite-
dimensional Hamiltonian system. Moreover (as usual in the KAM approach) one obtains,
for the constructed solutions, a local normal form which provides linear stability. In this
sense, the result obtained by KAM theorem is a little stronger than that obtained by the
methods of Craig, Wayne and Bourgain.
The operator A = d4/dx4 + m has an orthonormal basis of eigenfunctions {φj =√
2/π sin(jx)}∞j=1 and corresponding frequencies {ωj =
√
j4 +m}∞j=1. Consider lin-
earized equation (1.4), whose solutions are given by
u(x, t)=
∑
j∈J
Ij cos(ωj t + ξj )φj (x), J = {j1, . . . , jn}, (1.5)
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with amplitudes Ij  0 and initial phase ξj . The motions are periodic, quasi-periodic,
respectively, depending on whether one or finitely many eigenfunctions are excited. In
particular, for every choice
J = {j1 < j2 < · · ·< jn} ⊂N,
the corresponding quasi-periodic motions form an invariant n-dimensional torus with
frequenciesωj1 , . . . ,ωjn in a suitable phase space. In addition, such torus is linearly stable,
and all solutions have zero Lyapunov exponents.
Upon restoring the nonlinearity f , the invariant tori with those quasi-periodic solutions
will not entirely persist due to resonances among the modes and the strong perturbing effect
of f for large amplitudes. In a sufficiently small neighborhood of the origin, however, there
does exist a large Cantor family of rotational n-tori which are only slightly deformed.
The following is the main result of this paper.
Theorem 1 (Main Theorem). Consider 1D nonlinear beam equation (1.1) with the
boundary condition (1.2), with f a real analytic and odd function of the form (1.3). Then
for each index set J = {j1 < · · · < jn} with n  1, there exists, for all m > 0 but a set
of small Lebesgue measure, a Cantor manifold EJ of real analytic, linearly stable and
Diophantine n-tori in an associated phase space carrying quasi-periodic solutions of the
nonlinear beam equation.
Remark 1. The assumption that f is odd in u is necessary. The solutions constructed
below are real analytic sine-series, hence in a neighborhood of x = 0 they are defined,
odd, and satisfy the equation. Adding the equations for u(x, t) and u(−x, t) one obtains
f (u)+ f (−u)= 0.
Remark 2. The result remains true for odd nonlinearities f of the form
f (x,u)= au3 +
∑
k5
fk(x)u
k, a = 0,
where the coefficients fk are real analytic in x .
Remark 3. In the case n= 1, We will obtain the existence of periodic solutions. But with
respect to periodic solutions, there have been better results even to the nonautonomous
equations (see [7,9,12]).
Remark 4. The frequencies of the Diophantine tori are also under control. They are
ω∗(ξ)= ωJ +AJ ξ +O
(‖ξ‖2),
where ωJ = (ωj1 , . . . ,ωjn), AJ is the (n× n)-matrix with coefficients Akl = (6/π)((4 −
δkl)/(ωjkωjl )) and ξ is a real parameter in Rn. Furthermore, we may choose any finite
number n of orthonormal eigenfunctions φj1 , . . . , φjn and renumber them in such a way
that they become the first n eigenfunctions.
Remark 5. One can use the methods of Craig, Wayne and Bourgain, showing the existence
of quasi-periodic solutions, but it is much more involved.
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The rest of the paper is organized as follows. In Section 2 we formulate an infinite-
dimensional KAM theorem for nonlinear partial differential equations, which is given
by Pöschel [14]. In Section 3 the Hamiltonian function is written in infinitely many
coordinates, which is then put into partial normal form in Section 4. In Section 5 we
complete the proof of Main Theorem by applying an infinite-dimensional KAM theorem
given by Pöschel [14]. Some technical lemmata are proved in the Appendix.
2. An infinite-dimensional KAM theorem for partial differential equations
We consider small perturbations of an infinite-dimensional Hamiltonian in the parame-
ter dependent normal form
N =
∑
1jn
ωj (ξ)yj + 12
∑
j1
Ωj(ξ)
(
u2j + v2j
)
on a phase space
Pa,ρ = Tn ×Rn ×Ha,ρ ×Ha,ρ  (x, y,u, v),
where Tn is the usual n-torus with 1  n <∞, and Ha,ρ is the Hilbert space of all real
(later complex) sequences w = (w1,w2, . . .) with
‖w‖2a,ρ =
∑
j1
|wj |2j2ae2ρj <∞,
where a  0 and ρ > 0. The frequencies ω = (ω1, . . . ,ωn) and Ω = (Ω1,Ω2, . . .) depend
on n parameters ξ ∈Π ⊂Rn, a closed bounded set of positive Lebesgue measure, in a way
described below.
The Hamiltonian equations of motion of N are
x˙ = ω(ξ), y˙ = 0, u˙=Ω(ξ)v, v˙ =−Ω(ξ)u,
where (Ωu)j =Ωjuj . Hence, for each ξ ∈ Π , there is an invariant n-dimensional torus
T n0 = Tn × {0,0,0} with frequencies ω(ξ), which corresponds to an elliptic fixed point
in its attached uv-space with frequencies Ω(ξ). Hence T n0 is linearly stable. The aim is
to prove the persistence of a large portion of this family of linearly stable rotational tori
under small perturbations H = N + P of the Hamiltonian N . To this end the following
assumptions are made.
Assumption A (Nondegeneracy). The map ξ → ω(ξ) is a Lipeomorphism. Moreover, for
all integer vectors (k, l) ∈ Zn ×Z∞ with 1 |l| 2,∣∣{ξ : (k,ω(ξ))+ (l,Ω(ξ))= 0}∣∣= 0
and (
l,Ω(ξ)
) = 0 on Π,
where | · | denotes Lebesgue measure for sets, |l| =∑j |lj | for integer vectors, and (· , ·) is
the usual scalar product.
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Assumption B (Spectral Asymptotics). There exist d  1 and δ < d − 1 such that
Ωj(ξ)= jd + · · · +O
(
jδ
)
,
where the dots stand for fixed lower order terms in j , allowing also negative exponents.
More precisely, there exists a fixed, parameter-independent sequence Ω with Ωj = jd+· · ·
such that the tails Ω˜j =Ωj − Ωj give rise to a Lipschitz map
Ω˜ :Π →H−δ∞ ,
where Hp∞ is the space of all real sequences with finite norm ‖w‖p = supj |wj |jp. Note
that the coefficient of jd can always be normalized to one by rescaling the time. So there
is no loss of generality by this assumption. Also, there is no restriction on finite numbers
of frequencies.
Assumption C (Regularity). The perturbation P is real analytic in the space coordinates
and Lipschitz in the parameters, and for each ξ ∈ Π its Hamiltonian vector field XP =
(Py,−Px,Pv,−Pu)T defines near T n0 a real analytic map
XP :Pa,ρ → P a¯,ρ,
{
a¯  a for d > 1,
a¯ > a for d = 1.
We may also assume that a − a¯  δ < d − 1 by increasing δ, if necessary.
To make this quantitative we introduce complex T n0 -neighbourhoods
D(s, r): | Imx|< s, |y|< r2, ‖u‖a,ρ + ‖v‖a,ρ < r,
where | · | denotes the sup-norm for complex vectors, and weighted phase space norms
‖W‖r = ‖W‖a¯,r = |X| + 1
r2
|Y | + 1
r
‖U‖a¯,ρ + 1
r
‖V ‖a¯,ρ
for W = (X,Y,U,V ).Then we assume that XP is real analytic in D(s, r) for some positive
s, r uniformly in ξ with finite norm ‖XP ‖r,D(s,r) = supD(s,r) ‖XP ‖r , and that the same
holds for its Lipschitz semi-norm
‖XP ‖Lr = sup
ξ =ζ
‖1ξζXP ‖r
|ξ − ζ | ,
where 1ξζXP =XP (· , ξ)−XP (· , ζ ), and where the supremum is taken over Π .
To state the main results we assume that
|ω|LΠ + ‖Ω‖L−δ,Π M <∞, |ω−1|Lω(Π)  L<∞,
where the Lipschitz semi-norms are defined analogously to ‖XP ‖Lr . Moreover, we intro-
duce the notations
〈l〉d = max
(
1,
∣∣∣∑ jdlj ∣∣∣), Ak = 1+ |k|τ ,
where τ  n+ 1. Finally, let Z = {(k, l) = 0, |l| 2} ⊂ Zn ×Z∞.
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Theorem 2 (Infinite-Dimensional KAM Theorem, Pöschel [14]). Suppose H = N + P
satisfies Assumptions A, B, C, and
ε = ‖XP ‖r,D(s,r)+ α
M
‖XP ‖Lr,D(s,r)  γα, (2.1)
where 0 < α  1 is another parameter, and γ depends on n, τ and s. Then there exists a
Cantor set Πα ⊂Π , a Lipschitz continuous family of torus embeddings Φ :Tn ×Πα →
P a¯,ρ , and a Lipschitz continuous map ω∗ :Πα → Rn, such that for each ξ ∈Πα, the map
Φ restricted to Tn×{ξ} is a real analytic embedding of a rotational torus with frequencies
ω∗(ξ) for the Hamiltonian H at ξ .
Each embedding is real analytic on | Imx|< s2 , and
‖Φ −Φ0‖r + α
M
‖Φ −Φ0‖Lr  cε/α,
|ω∗ −ω| + α
M
|ω∗ −ω|L  cε,
uniformly on that domain and Πα , where Φ0 is the trivial embedding Tn ×Π → T n0 , and
c γ−1 depends on the same parameters as γ .
Moreover, there exist Lipschitz maps ων and Ων on Π for ν  0 satisfying ω0 = ω,
Ω0 =Ω and
|ων −ω| + α
M
|ων −ω|L  cε,
‖Ων −Ω‖−δ + α
M
‖Ων −Ω‖L−δ  cε,
such that Π \Πα ⊂⋃Rνkl(α), where
Rνkl(α)=
{
ξ ∈Π : ∣∣(k,ων(ξ))+ (l,Ων(ξ))∣∣< α 〈l〉d
Ak
}
,
and the union is taken over all ν  0 and (k, l) ∈Z such that |k|>K02ν−1 for ν  1 with
a constant K0  1 depending only on n and τ .
Remark 1. Around each torus there exists another normal form of the Hamiltonian having
an elliptic fixed point in the uv-space. Thus all the tori are linearly stable. Moreover, their
frequencies are Diophantine.
Remark 2. The role of the parameter α is the following. In applications the size of
the perturbation usually depends on a small parameter, for example the size of the
neighbourhood around an elliptic fixed point. One then wants to choose α as another
function of this parameter in order to obtain useful estimates for |Π \Πα|.
Remark 3. Theorem 2 only requires the frequency map ξ → ω(ξ) to be Lipschitz
continuous, but not to be a homeomorphism or Lipeomorphism.
110 J. Geng, J. You / J. Math. Anal. Appl. 277 (2003) 104–121
3. The Hamiltonian setting of beam equations
Let us rewrite the beam equation (1.1) as follows
utt +Au= f (u), Au≡ uxxxx +mu, x, t ∈R, (3.1)
u(0, t)= uxx(0, t)= u(π, t)= uxx(π, t)= 0, (3.2)
Eq. (3.1) may be rewritten as
u˙= v, v˙ +Au= f (u), (3.3)
which, as is well known, may be viewed as the (infinite-dimensional) Hamiltonian
equations u˙=Hv , v˙ =−Hu associated to the Hamiltonian
H = 1
2
〈v, v〉 + 1
2
〈Au,u〉 +
π∫
0
g(u) dx, (3.4)
where g is a primitive of (−f ) (with respect to the u variable) and 〈· , ·〉 denotes the scalar
product in L2.
As in [13], we introduce coordinates q = (q1, q2, . . .), p = (p1,p2, . . .) through the
relations
u(x)=
∑
j1
qj√
ωj
φj (x), v =
∑
j1
√
ωjpjφj (x),
where φj = √2/π sin jx for j = 1,2, . . . are the orthonormal eigenfunctions of the
operator A with eigenvalues ω2j = j4 +m. The coordinates are taken from some Hilbert
space Ha,ρ of all real valued sequences w = (w1,w2, . . .) with finite norm
‖w‖2a,ρ =
∑
j1
|wj |2j2ae2jρ.
Below we will assume that a  0 and ρ > 0. We formally obtain the Hamiltonian
H =Λ+G= 1
2
∑
j1
ωj
(
p2j + q2j
)+ π∫
0
g
(∑
j1
qj√
ωj
φj
)
dx (3.5)
with the lattice Hamiltonian equations
q˙j = ∂H
∂pj
= ωjpj , p˙j =− ∂H
∂qj
=−ωjqj − ∂G
∂qj
. (3.6)
Rather than discussing the above formal validity, we shall, following [13] or [6], use the
following elementary observation (proved in the Appendix):
Lemma 3.1. Let I be an interval and let
t ∈ I → (q(t),p(t))≡ ({qj (t)}j1,{pj (t)}j1)
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be an analytic solution of (3.6) such that
sup
t∈I
∑
j1
(∣∣qj (t)∣∣2 + ∣∣pj (t)∣∣2)j2ae2jρ <∞ (3.7)
for some ρ > 0 and a  0. Then
u(t, x)≡
∑
j1
qj (t)√
ωj
φj (x),
is an analytic solution of (3.1).
Next we consider the regularity of the gradient of G. To this end, let H2b and L2,
respectively, be the Hilbert spaces of all bi-infinite, square summable sequences with
complex coefficients and all square-integrable complex valued functions on [−π,π]. Let
F :H2b →L2, q →Fq =
1√
2π
∑
j
qj e
ijx,
be the inverse discrete Fourier transform, which defines an isometry between the two
spaces. The subspaces Ha,ρb ⊂H2b consist, by definition, of all bi-infinite sequences with
finite norm
‖q‖2a,ρ = |q0|2 +
∑
j
|qj |2|j |2ae2|j |ρ.
Through F they define subspaces Wa,ρ ⊂ L2 that are normed by setting ‖Fq‖a,ρ =
‖q‖a,ρ .
Lemma 3.2. For a > 12 , the space Ha,ρb is a Hilbert algebra with respect to convolution of
sequences, and
‖q ∗ p‖a,ρ  c‖q‖a,ρ‖p‖a,ρ
with a constant c depending only on a. Consequently, Wa,ρ is a Hilbert algebra with
respect to multiplication of functions.
Lemma 3.3. For a  0 and ρ > 0, the gradient Gq is real analytic as a map from some
neighbourhood of the origin in Ha,ρ into Ha+2,ρ , with
‖Gq‖a+2,ρ = O
(‖q‖3a,ρ).
The proof of Lemma 3.2 and Lemma 3.3 is given in the Appendix.
For the nonlinearity (−u3) we find
G= 1
4
π∫
0
∣∣u(x)∣∣4 dx = 1
4
∑
i,j,k,l
Gijklqiqj qkql (3.8)
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with
Gijkl = 1√
ωiωjωkωl
π∫
0
φiφjφkφl dx. (3.9)
It is not difficult to verify that Gijkl = 0 unless i± j ± k± l = 0, for some combination of
plus and minus signs. Particularly, we have
Giijj = 12π
2+ δij
ωiωj
(3.10)
by elementary calculation.
In the following, we focus on the nonlinearity (−u3), since a non-zero coefficient in
front of u3 makes no difference.
4. Partial Birkhoff normal form
Next we transform the Hamiltonian (3.5) into some partial Birkhoff form of order four
so that it may serve as a small perturbation of some nonlinear integrable system in a
sufficiently small neighborhood of the origin.
We first switch to complex coordinates
zj = 1√
2
(qj + ipj ), z¯j = 1√
2
(qj − ipj ),
then Hamiltonian (with respect to the symplectic structure i∑j dzj ∧ dz¯j ) is given by
H =Λ+G=
∑
j
ωj |zj |2 +
π∫
0
g
(∑
j
zj + z¯j√
2ωj
φj
)
dx. (4.1)
Lemma 4.1. If i, j, k, l are non-zero integers, such that i ± j ± k ± l = 0, but (i, j, k, l) =
(p,−p,q,−q), then for m /∈ S (S is a set of small measure in (0,∞)),
|ωi ±ωj ±ωk ±ωl | 1√
h4 +m3
, h= min(|i|, |j |, |k|, |l|). (4.2)
The long but elementary proof is given in the Appendix. We remark that the result
in the above lemma for beam equations is weaker than the corresponding result for wave
equations (see [13]) where (4.2) holds for all m. This is due to the difference of eigenvalues
in two cases.
Proposition 4.1. For each finite n 1 and all m ∈ (0,∞) \ S (S is a set of small measure
in (0,∞)), there exists a real analytic, symplectic change of coordinates X1F in some
neighborhood of the origin that takes the Hamiltonian H =Λ+G with nonlinearity (3.8)
into
H ◦X1F =Λ+ G+ Ĝ+K,
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where XG,XĜ,XK :Ha,ρ →Ha+2,ρ ,
G= 1
2
∑
min(i,j)n
Gij |zi |2|zj |2
with Gij = (6/π)((4− δij )/ωiωj ), and
|Ĝ| = O(‖zˆ‖4a,ρ), |K| = O(‖z‖6a,ρ),
zˆ = (zn+1, zn+2, . . .). Moreover, the neighbourhood can be chosen uniformly for every
compact m-interval in (0,∞), and the dependence of F on m is real analytic.
Thus, Hamiltonian Λ + G is integrable with integrals |zj |2, j = 1,2, . . . , while the
non-normalized fourth order term Ĝ is not integrable, but independent of the first n modes.
Proof. For convenience we introduce another coordinates (. . . ,w−2,w−1,w1,w2, . . .) in
Ha,ρb by setting zj =wj , z¯j =w−j . The Hamiltonian then reads
H =Λ+G
=
∑
j1
ωj zj z¯j + 14
∑
i,j,k,l
Gijkl (zi + z¯i ) · · · (zl + z¯l )
=
∑
j1
ωjwjw−j +
∑
i,j,k,l
Gijklwiwjwkwl.
by second order Taylor formula, we formally obtain
H ◦X1F =H + {H,F } +
1∫
0
(1− t){{H,F },F} ◦XtF dt
=Λ+G+ {Λ,F } + {G,F } +
1∫
0
(1− t){{H,F },F} ◦XtF dt,
where {H,F } denotes the Poisson bracket of H and F . We will find a function F of the
form
F =
∑
i,j,k,l
Fijklwiwjwkwl
satisfying the equation
G+ {Λ,F } =
( ∑
(i,j,k,l)∈Nn
+
∑
(i,j,k,l)/∈Ln
)
Gijklwiwjwkwl = G+ Ĝ,
where
Ln =
{
(i, j, k, l) ∈ Z4: 0 = min(|i|, |j |, |k|, |l|) n},
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and Nn ⊂ Ln is the subset of all (i, j, k, l)≡ (p,−p,q,−q). That is, they are of the form
(p,−p,q,−q) or some permutation of it. While {Λ,F } = −i∑i,j,k,l (±ωi ± ωj ± ωk ±
ωl)Fijklwiwjwkwl, according to Lemma 4.1, we obtain
iFijkl =
{
Gijkl
±ωi±ωj±ωk±ωl for (i, j, k, l) ∈ Ln \Nn,
0 otherwise.
Returning into the notations zj , z¯j , we have
G= 1
2
∑
min(i,j)n
Gij |zi |2|zj |2
with
Gij =
24Giijj =
24
π
1
ωiωj
for i = j ,
12Giiii = 18π 1ωiωj for i = j ,
by (3.10), while Ĝ is independent of the first n coordinates. Hence we formally have
H ◦X1F =Λ+ G+ Ĝ+K as claimed.
To prove analyticity and regularity of the preceding transformation we first show that
XF :Ha,ρb →Ha+2,ρb .
Indeed, by Lemma 4.1 and Eq. (3.9), and with w˜j = |wj |+|w−j ||j | , then for majority of m> 0,
we have∣∣∣∣ ∂F∂wl
∣∣∣∣ ∑
±i±j±k=l
|Fijkl ||wiwjwk| c|l|
∑
±i±j±k=l
|wiwjwk|
|ijk|
 c|l|
∑
i+j+k=l
w˜iw˜j w˜k = c|l| (w˜ ∗ w˜ ∗ w˜)l .
Hence by Lemma 3.2,
‖Fw‖a+2,ρ  c‖w˜ ∗ w˜ ∗ w˜‖a+1,ρ  c‖w˜‖3a+1,ρ  c‖w‖3a,ρ. (4.3)
The analyticity of Fw follows from the analyticity of each component function and its
local boundedness. Hence in a sufficiently small neighborhood of the origin in Ha,ρ the
time-1-map X1F is well defined with the estimates∥∥X1F − id∥∥a+2,ρ = O(‖w‖3a,ρ), ∥∥DX1F − I∥∥opa+2,a,ρ = O(‖w‖2a,ρ),
where the operator norm ‖ · ‖opr,a,ρ is defined by
‖A‖opr,a,ρ = sup
w =0
‖Aw‖r,ρ
‖w‖a,ρ .
Obviously, ‖DX1F − I‖opa+2,a+2,ρ  ‖DX1F − I‖opa+2,a, while in a sufficiently small neigh-
bourhood of the origin, DX1F defines an isomorphism of Ha+2,ρ. Since
XH :Ha,ρ →Ha+2,ρ,
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then
XH◦X1F :H
a,ρ →Ha+2,ρ .
The same holds for the Lie bracket: The boundedness of ‖DXF ‖opa+2,a,ρ implies that
[XF ,XH ] =X{H,F } :Ha,ρ →Ha+2,ρ.
These two facts show that XK :Ha,ρ →Ha+2,ρ. The analogous claims for XG and XĜ are
obvious. ✷
5. Proof of main theorem
We prove Theorem 1 by applying Theorem 2, in fact, we may further prove the
following theorem.
Theorem 3. Consider the Hamiltonian
H =Λ+ G+ Ĝ+K,
where
Λ= (α, I)+ (β,Z),
G= 1
2
(AI, I)+ (BI,Z),
|Ĝ| = O(‖zˆ‖4a,ρ), |K| = O(‖z‖6a,ρ),
with α = (ω1, . . . ,ωn), β = (ωn+1,ωn+2, . . .), A= (Gij )1i,jn, B = (Gij )1jn<i and
I = (|z1|2, . . . , |zn|2), Z = (|zn+1|2, |zn+2|2, . . .). Furthermore, XG,XĜ,XK :Ha,ρ →
Ha+2,ρ , then for 0 < α  1 another parameter depending on n, τ and s, there exists a
Cantor set Πα ⊂Π , a Lipschitz continuous family of torus embeddings Φ :Tn ×Πα →
Pa+2,ρ which is a higher order perturbation of the inclusion map Φ0 :Tn×Π → T n0 , and
a Lipschitz continuous map ω∗ :Πα →Rn, such that for each ξ ∈Πα , the map Φ restricted
to Tn × {ξ} is a real analytic embedding of a rotational torus with frequencies ω∗(ξ) for
the Hamiltonian H at ξ .
Remark. Theorem 1 is the direct consequence of Theorem 3.
Proof. We introduce symplectic polar and real coordinates by setting
zj =
{√
(ξj + yj )e−ixj , 1 j  n,
1√
2
(uj + ivj ), j  n+ 1,
depending on parameters ξ ∈Π = [0,1]n. Then we have
i
∑
j1
dzj ∧ dz¯j =
∑
1jn
dxj ∧ dyj +
∑
jn+1
duj ∧ dvj ,
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I = ξ + y and Z = 12 (u2 + v2), with the obvious component-by-component interpretation.
The normal form becomes
Λ+ G= (ω(ξ), y)+ 1
2
(
Ω(ξ),u2 + v2)+ G˜
with frequencies ω(ξ) = α + Aξ , Ω(ξ) = β + Bξ and remainder G˜ = O(|y|2) +
O(|y|‖u2 + v2‖). The total Hamiltonian is H =N + P with P = G˜+ Ĝ+K .
In the following, we will verify the assumptions A,B and C for the above Hamiltonian.
Since
A= (Gij )1i,jn = 6
π

3
ω21
4
ω1ω2
· · · 4
ω1ωn
4
ω2ω1
3
ω22
· · · 4
ω2ωn
· · · · · · · · · · · ·
4
ωnω1
4
ωnω2
· · · 3
ω2n

then det(A) = (−1)n−1Gn/(ω21 · · ·ω2n)(4n − 1) = 0. Thus A is invertible and the map
ξ → ω(ξ) is a lipeomorphism of Rn onto itself. The measure condition is satisfied,
since (k,ω(ξ)) + (l,Ω(ξ)) is a non-trivial affine function of ξ which vanishes on a
codimension 1 subspace. Finally, clearly (l, β) = 0, for 1  |l|  2, and Bξ is small
because of |ξ | small with
B = (Gij )1jn<i = 6
π

4
ωn+1ω1 · · · 4ωn+1ωn
4
ωn+2ω1 · · · 4ωn+2ωn
...
...
...
 ,
hence (l,Ω(ξ)) = 0 on Π . Consequently the Assumption A is satisfied.
To verify the Assumption B, we note that
ωj =
√
j4 +m= j2 + m
2j2
+O(j−6).
Then
Ωj−n = (β +Bξ)j−n = ωj + (v, ξ)
ωj
,
with v = 24/π(ω−11 , . . . ,ω−1n ), by the notation. This gives the asymptotic expansion
Ωj−n = j2 + mξ
j2
+O(j−6),
mξ = 12m+ (v, ξ). The Assumption B is satisfied if one takes d = 2, δ =−2 and Ω = β
since Bij = O(i−2) uniformly for 1  j  n, Ω˜j =Ωj − Ωj is a Lipschitz map from Π
to H2∞.
The Assumption C is verified as follows. SinceXG :Ha,ρ →Ha+2,ρ , thenXG˜ :Ha,ρ →
Ha+2,ρ . Therefore in terms of regularity of XG˜,XĜ,XK , we obtain
XP :Ha,ρ →Ha+2,ρ.
Thus the Assumption C holds true.
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Furthermore, we choose γ,α such that c1r2  γα  c2r
4
3 , where c1, c2 are constants.
Consider the phase space domain
D(1, r): | Imx|< 1, |y|< r2, ‖u‖a,ρ + ‖v‖a,ρ < r,
and the parameter domain
Eα,r =UαEr, Er =
{
ξ : 0 < ξ < r4/3
}
,
where UαEr is the subset of all points in Er with boundary distance greater than α.
The total Hamiltonian H is well defined on these domains. And |G˜| = O(r4), |Ĝ| =
O(r4), |K| = O(r6) on D(1, r). Using Cauchy estimates, we obtain
‖XG˜‖r/2,D(1/2,r/2)+ ‖XG‖r/2,D(1/2,r/2)+‖XK‖r/2,D(1/2,r/2)= O
(
r2
)
.
Using again Cauchy estimates with respect to ξ on Eα,r , we have
‖XG˜‖Lr/2 +‖XG‖Lr/2 + ‖XK‖Lr/2 = O
(
r2/α
)
.
Altogether we obtain
‖XP ‖r/2,D(1/2,r/2)+ α‖XP ‖Lr/2,D(1/2,r/2)= O
(
r2
)
.
Thus Eq. (2.1) holds true.
In conclusion, all the conditions of Theorem 2 are satisfied, thus Theorem 3 is obtained
by applying Theorem 2. ✷
Appendix A
A.1. The proof of Lemma 3.1
From the hypotheses it follows that the eigenfunctions φn are analytic and bounded
with, in particular,
sup
R
(∣∣φ′n∣∣+ ∣∣φ′′n ∣∣) cωn.
Thus the sum defining u(x, t) is uniformly convergent in some complex neighbourhood
of the x-interval [0,π] and some complex disc around a given t in I . Therefore u is real
analytic in x and t , and we may differentiate under the summation sign. Thus
∂G
∂qj
=− 1√
ωj
〈
f (u),φj
〉
,
hence
utt +Au=
∑
j1
q¨j√
ωj
φj +
∑
j1
qj√
ωj
Aφj
=
∑
j1
1√
ωj
(
−ω2j qj −
∂G
∂qj
ωj
)
φj +
∑
j1
qj√
ωj
ω2j φj
=
∑
j1
〈
f (u),φj
〉
φj = f (u).
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We conclude that
utt +Au= f (u)
as we wanted to show.
A.2. The Banach algebra property
Consider the Hilbert space Ha,ρ of all doubly infinite complex sequences q = (. . . ,
q−1, q0, q1, . . .) with
‖q‖2a,ρ =
∑
j
|qj |2[j ]2ae2ρ|j | <∞, [j ] = max
(|j |,1).
The convolution q ∗ p of two such sequences is defined by (q ∗ p)j =∑k qj−kpk .
A.3. The proof of Lemma 3.2
Let γjk = ([j − k][k]/[j ]). By the Schwarz inequality,∣∣∣∣∑
k
xk
∣∣∣∣2 = ∣∣∣∣∑
k
γ ajkxk
γ ajk
∣∣∣∣2  c2j∑
k
γ 2ajk |xk|2, c2j =
∑
k
1
γ 2ajk
,
for all j . We have
1
γjk
 [j − k] + [k][j − k][k] =
1
[j − k] +
1
[k] ,
so that
c2j 
∑
k
(
1
[j − k] +
1
[k]
)2a
 4a
∑
k
1
[k]2a
def= c2 <∞
for all j . It follows that for ρ > 0
‖q ∗ p‖2a,ρ =
∑
j
[j ]2a
∣∣∣∣∑
k
qj−kpk
∣∣∣∣2e2ρ|j |
 c2
∑
j
[j ]2a
∑
k
γ 2ajk |qj−kpk |2e2ρ|j−k|e2ρ|k|
= c2
∑
j,k
[j − k]2a|qj−k|2e2ρ|j−k|[k]2a|pk|2e2ρ|k| = c2‖q‖2a,ρ‖p‖2a,ρ.
A.4. The proof of Lemma 3.3
Due to
G= 1
4
π∫
0
∣∣u(x)∣∣4 dx = 1
4
∑
i,j,k,l
Gijklqiqj qkql
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then
∂G
∂ql
=
∑
i,j,k
Gijklqiqj qk.
Hence
‖Gq‖2a+2,ρ =
∑
l1
|Gql |2l2(a+2)e2ρl
 c
∑
l1
∑
±i±j±k=l
(
1√
ωiωjωkωl
|qiqjqk|
)2
l2(a+2)e2ρl
 c
∑
l1
(
1
l
)2 ∑
±i±j±k=l
(
qiqjqk
|i||j ||k|
)2
l2(a+2)e2ρl
 c
∑
l1
1
l2
(q˜ ∗ q˜ ∗ q˜)2l l2(a+2)e2ρl  c
∑
l1
(q˜ ∗ q˜ ∗ q˜)2l l2(a+1)e2ρl
 c‖q˜ ∗ q˜ ∗ q˜‖2a+1,ρ  c
(‖q˜‖2a+1,ρ)3  c(‖q‖2a,ρ)3.
So
‖Gq‖a+2,ρ  c
(‖q‖a,ρ)3.
The regularity of XG follows from the regularity of its components.
A.5. The proof of Lemma 4.1
Without loss of generality, we may assume that i  j  k  l. The condition i ± j ±
k ± l = 0 then reduces to two possibilities, either i − j − k + l = 0 or i + j + k − l = 0.
We have to study divisors of the form δ = ±ωi ± ωj ± ωk ± ωl for all possible
combinations of plus and minus signs. To this end, we distinguish them according to their
number of minus signs. To shorten notation we let for example δ++−+ = ωi+ωj−ωk+ωl .
Similarly for all other combinations of plus and minus signs.
Case 0: No minus sign. This case is trivial.
Case 1: One minus sign. Obviously, δ++−+, δ+−++, δ−+++  1. The remaining is
δ = δ+++−, we consider δ as a function of m and notice that
δ′(m)= 1
2
(
1
ωi
+ 1
ωj
+ 1
ωk
− 1
ωl
)
 1
2ωi
> 0
then δ is strictly monotone increasing in m. Thus∣∣∣∣{m ∈ (0,∞): δ(m) < 1√
h4 +m3
}∣∣∣∣< 2h4 +m < 2h4 .
So after excising a set of small measure, we obtain that
δ(m) 1√
h4 +m3
.
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Case 2: Two minus signs. Here we have δ−+−+, δ−−++  δ+−−+, and all other cases
reduce to these ones by inverting the signs. So it suffices to study δ = δ+−−+. The function
f (t)=√t4 +m is monotone increasing and convex for t  0. Hence we have the estimate
ωl −ωk  ωl−p −ωk−p for every 0 p  k.
In the case i + j + k = l we thus obtain
ωl −ωk  ωl−k+i −ωi = ωj+2i −ωi,
hence
δ =ωi −ωj −ωk +ωl  ωi −ωj +ωj+2i −ωi = ωj+2i −ωj
 2(ωj+i −ωj ) 2if ′(j) i√1+m,
using the mean value theorem and the monotonicity of f ′.
With the other alternative i − j − k + l = 0, we have j − i = l − k = 0, hence
ωl −ωk  ωj+1 −ωi+1 and ωj+1 −ωj  ωi+2 −ωi+1. So we obtain
δ  ωj+1 −ωi+1 −ωj +ωi  ωi+2 − 2ωi+1 +ωi
 cf ′′(i) 1√
i4 +m3
.
Case 3 and 4: Three and four minus signs. These ones reduces to Cases 1 and 0,
respectively.
Thus these bounds give the claimed estimate and Lemma 4.1 follows.
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