This paper presents two main results on partially obsemble (PO) stochastic systems. In the first one, we consider a general PO system z t + l = F(zt,at,Ct), z/t = G(zt,qt), (*I on Bore1 spaces, with possibly unbounded cost-per-stage functions, and give conditions for the existence of a-discount optimal control policies (0 < a < 1). In the second result we specialize (*) to additive-noise systems zt+l = Fn(zt, at) + Ct I ~t = G n (~t )
Introduction
In this paper we consider a nonlinear, time-varying, partially observable (PO) stochastic control system evolving according to the equations Z t + l = Ft(zt,a,) + F t , t E N, ( 
1)
Y t = Gt(zt) + ~t , t E W. ( 
2)
We investigate the existence of optimal control policies for the limiting PO system zt+l =Fco(zt,at)+Et, ~i = G m ( z t ) +~t ,
when the optimality criterion is the a-discounted cost (0 < 01 < 1). In fact, we present two main results. In the first one, we consider a general PO system zt+l 
=F(zt,at,Et), Y i =G(Zt,Q),
Condition 1 All the stochastic processes considered below are defined o n an underlying probability space (a, 3, P) . In addition, the following hold.
(a) The state space X, the observation set Y, and the disturbance spaces S and S' are all Bore1 spaces.
(b) The control (or action) set A is a compact metric space. (l) , (2) and the limiting system (3) on the spaces X = S = Wdl and Y = S' = Wd2. then we give conditions ensuring the existence of an optimal control policy for (3).
We begin by writing (4) as a PO Markov control process, also hown as a controlled "hidden Markov model" 121. In other words, we work with a geneml state tramition law and a geneml obseruation kernel. There are many applications in control of queues, fisheries, learning processes, and others (see 12, 3, 41) described by "stochastic kernels" on possibly finite or countable spaces, rather than by a "difference equation" model such as (4). Let P E P(X(X x A ) and Q E P(Y1X) be the state transition law and the observation k e n e l corresponding to (4), that is,
f o r e a c h B E U ( X ) , C E B ( Y ) , z E X , a E A, a n d t E N .
Our original motivation to study the limiting control problem, which naturally led us to consider the general system (4), was our interest in some biotechnological processes and other time-varying systems, as in (l), (2), but for which it is known that their "coefficients" tend to stabilize in the sense of pointwise convergence to F, and G , . Alternatively, if the disturbances Et and qt have zero means, then pointwise convergence is equivalent to the convergence of the expected d u e s
Ff(z,a)=E(zt+llzt=5,at=a) and G t ( z ) = E ( y t J z t =z). (7)
Thus OUT Theorem 3 can also be interpreted &s a result on the adaptive control of (3) when the terms F,(z,a) and G ,
are unlmown but they are being estimated by the conditional expectations in (7). Similarly, using (5) and (6), t; see [5] . Similarly, in the noncontrolled case, our results on (1)-(4) can be seen as stating the convergence of filtering models.
The general PO system
Let Yt := u(y0,. . . ,yt) be the u-algebra generated by the observations up to t i e t. By an admissible contml policy (or simply a policy) we mean a sequence K = { a t } of A-valued random variables such that a, is &measurable for each t E W. We shall denote by ll the set of all such policies.Let CY E (0,l) be a fked "discount factor." For each policy 71 E II and initial distribution 'p E P(X) ( that is, 1p is the a priori distribution of Q), the corresponding CY-discounted cost is defined as where E; denotes the expectation operator with respect to the probability measure P; induced by T and 'p. Let V*('p) := infV(?r,'p) for 'p E P(X)
n be the optimal a-discounted cost. The PO optimal control problem is then to find an optimal policy s*, that is, a policy such that
M o r m r , using the notation
J,
we can rewrite the a-discounted cost in (8) as
(12) t=O We also require some technical assumptions on the state transition law P. (Conditions 2 and 3). We shall denote by Bw(P(X)) the (vector) space of all realvalued measurable functions U on P(X) such that
Finally, for each D E B(P(X)), 'p E P ( X ) , a E A, and t E W, let
We can now state our first optimality result as follows. 
for all 'p E P(X). (c) There ezists a measurable function f' : P(X) + A that attains the minimum in (13), i.e., for all 'p E B(X)
PX)
and f' determines an optimal wntml policy K* = {a;) given by
where { i p t } is the filtering process.
3 Additive-noise models and the limiting PO system
Consider the PO additimnoise system 
z t + l = F ( z t , a t ) + t , , y t = G ( z t ) + q t , t E W ,
where a is the discount factor in (12) (or (8) 
where F,, and G, satisfy pointwise convergence to F, and G, respectively. 
Concluding remarks
As was already mentioned, the results in Theorem 5 are essentially well known except for the fact that c ( z , a ) is allowed to be unbounded and for the generality of the PO system (4). However, to our knowledge, the proof itself is new, even for the case of a bounded cost function c ( z , a ) , that is, when w(.) 1 in Condition l(f). To the best of OUT knowledge, the only case studied in the literature in which c(2, a ) is unbounded is for the s@called linear-quadratic-Gavssian (LQG)
PO system. Theorem 4 is valid for general PO systems on Bore1 spaces, and so, in particular, it includes systems on countable spaces, which are very common in applications; see 12, 3, 4, ?, 91. Similarly, in the proof of Theorem 6, some results which concern the total variation norm, are new.
