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Chapter 1
Introduction
Recent years have witnessed a growing interest in studies of theoretical 1D
models, rst introduced by Lieb and Liniger [1] and Girardeau [2]. This has
been largely inspired by experimental progress in realizing these models with
ultracold atomic gases [3, 4, 5, 6, 7, 8, 9]. In experiments, an eectively one-
dimensional system is achieved in elongated and transversely tight atomic wave
guides, loaded with ultracold atoms, where transverse excitations are strongly
suppressed [3, 4, 5, 6, 7, 8, 9]. These atomic gases are well described by the
Lieb-Liniger model [1] - a system of identical Bose particles in 1D which inter-
act via -function interactions of strength c. In the limit of innite interaction
strength (c ! 1), the Bose particles are described by the Tonks-Girardeau
model [2], describing an "impenetrable" Bose gas. This regime occurs when
eective interactions are strong, whereas temperatures and linear densities are
low [10, 11, 12].
1.1 Experimental realization
Let us briey review the experimental techniques which enable realization
of low-dimensional models in ultracold atomic systems. This eld advanced
thanks to the development of methods for cooling and trapping of atomic va-
pors. These techniques are based on manipulating neutral atoms with various
optical (laser) and magnetic elds [13]. The gases were cooled even down
to the temperatures in the nano-kelvin regime. A great breakthrough came
in 1995 with the achievement of Bose-Einstein condensates (BECs) in three-
1
dimensional (3D) systems of ultracold atoms [14, 15, 16].
By manipulating the geometry of atomic traps, one- and two-dimensional
(2D) systems became available. The standard way to change the dimension-
ality is by means of creating an optical potential [4, 17, 18, 19]. Consider
the potential created by superimposing two counter-propagating laser beams.
Their interference produces a standing wave pattern of light intensity with
periodicity determined by the wavelength of light. When placed in an electric
eld, neutral atoms acquire dipole moments which are determined by their po-
larizability. Due to the coupling of this dipole and the electric eld, the dipole
force on atoms arises. In a simple two level model, it can be shown that the
force on atoms is attractive (atoms are pushed towards intensity maxima) if
the laser frequency is red-detuned, that is, laser frequency is smaller then the
resonant frequency of a two-level transition. The dipole force is repulsive in
the case of a blue-detuned laser, that is, when the laser frequency is above the
resonant frequency of a two-level transition. Because of that, the interference
between two counter-propagating beams will create a periodic potential for
atoms.
If the amplitude of this potential is large enough, so that the hopping of
atoms from one minumum of the periodic potential to the neighbouring one
is unlikely, the three-dimensional gas of atoms turns into a system of many
decoupled two-dimensional sheets of gas. By superimposing two orthogonal
standing waves, a large number of one-dimensional tubes can be formed [see
Fig. 1.1 (a)]. Evenmore, three orthogonal standing waves produce a three-
dimensional optical lattice for atoms [see Fig. 1.1 (b)]. In the explanation
above, we have not mentioned the dissipative term in the light force which is a
consequence of spontaneous emission: in experiments, it can be diminished by
using detunings which are much greater then the spontaneous emision rates
[20]. Also, due to the Gaussian prole of the light beam an additional (small)
harmonic connement is present.
Another ecient technique for trapping atoms utilizes so-called atom chip
traps [21, 22]. Here, atoms are trapped close to the surface (chip) by magnetic
elds. Microfabricated structure of the chip consists of tiny wires carrying
electric currents which produce a magnetic eld. An external uniform eld
perpendicular to the wire axis is superimposed in order to create local mini-
mum of the total magnetic eld along the line parallel to the wire. Because
2
Figure 1.1: Optical lattice potentials are created by superimposing orthogonal
standing waves. (a) The atoms are conned to an array of tightly conning 1D
potential tubes if a 2D optical lattice is formed. (b) For a three-dimensional
(3D) lattice, the potential can be approximated by a 3D simple cubic array of
tightly conning harmonic oscillator potentials at each lattice site. Reprinted
by permission from Macmillan Publishers Ltd: Nature Phys. [19], c2005.
of the coupling between atoms with spin and the magnetic eld, the eld
minimum traps atoms in states with spin antiparallel to the magnetic eld
(low-eld seeking spin states). An experimental diculty here is to prevent
nonadiabatic spin-ipping in the region of zero magnetic eld and eective loss
of the particles. This is done by adding another magnetic eld (parallel to the
wire) [21, 22].
The essential feature which makes ultracold atomic systems highly interest-
ing in physics nowadays is the possibility to control various parameters of the
system. Besides trapping (optical and magnetic) potentials discussed above,
interatomic interactions can be tuned as well. In general, collisions in ultracold
regime take place in the channel with lowest angular momentum. Therefore,
the s-wave scattering dominates for bosons. The interatomic potential is de-
scribed by a pseudopotential with delta function (in 3D, this delta potential
has to be regularized [20]). The strength of the interaction is determined by
the s-wave scattering length a. Again, in 3D, the potential is repulsive (attrac-
tive) for a > 0(a < 0). It is important to point out that the scattering length
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can be tuned by applying an external magnetic eld. This eect is known as
the Feshbach resonance [23, 13]. Two particles undergo collision in the allowed
(open) channel, determined by quantum numbers of the initial and nal state.
If the coupling between open and closed (forbidden) channel is present, the
scattering process in the open channel can change. This happens if the energy
of the scattering particles in the open channel is close to some bound state in
the closed channel. The scattering length is modied depending on energy dis-
tance from the bound state. As channels usually describe dierent spin states,
their relative position in energy can be manipulated by the magnetic eld. In
summary, the external eld can drive the system through various interaction
regimes.
In addition to this, in one dimension eective interaction depends also on
the strength of transversal connement which holds atoms in eectively 1D
geometry (see Ref. [10] and the discussion in Section 1.2). Therefore, by
merely changing geometry of the system, one can modify the strength (and
the sign) of the interaction. In literature, this is known as the connement
induced resonance [10].
1.2 Theoretical models
The Lieb-Liniger model describes N identical bosons in one spatial dimension,
which interact via a -function potential of strength c. The model can be
represented in terms of the Schrodinger equation:
i
@ 
@t
=  
NX
i=1
@2 
@x2i
+
X
1i<jN
2c (xi   xj) +
NX
i=1
V (xi) (x1; : : : ; xN ; t): (1.1)
The spatial and temporal coordinates (x and t, respectively), as well as the
external one-body potential V (x) will be dimensionless in this thesis. Their
connection to physical units is as follows: x = X=X0, t = T=T0, and V (x) =
U(X)=E0, where X, T and U(X) are space, time, and energy variables in
physical units. Given the mass of the atomsm, the choice of an arbitrary length
scale X0 sets the time scale T0 = 2mX
2
0=~, and energy scale E0 = ~2=(2mX20 ).
Suppose that the transverse connement of the atomic waveguide is described
by a harmonic oscillator with frequency !?. The interaction parameter c is
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proportional to the eective 1D coupling strength g1D [10], 2c = g1D=(X0E0) =
g1D 2mX0=~2, which is related to the 1D scattering length a1D via g1D =
 2~2=ma1D; the 1D scattering length a1D =  (l2?=a)(1   Ca=
p
2l?) depends
on three-dimensional scattering length a and the transverse oscillator width
l? =
p
~=m!? (the constant C = 1:4603 : : :) [10].
We illustrate connection to physical units with the following example. If we
consider a system of 87Rb atoms, then the ratio X20=T0  3:65  10 10m2/s
is xed. By choosing for example X0  1:35m for the spatial scale, the
temporal scale is set to T0 = 5 ms. The 3D scattering length is a = 5:3
nm. The interaction parameter c can be varied by changing the width of
transversal connement l?; for example, the values of c = 0:25 up to c = 10,
can be obtained by varying l? from 242 nm down to l?  41 nm, respectively.
Of course, for a dierent choice of temporal and spatial scales, transversal
connements l? would have dierent values. Also, for the choice of scales
in our example, the longitudinal energy E0 is less then the transverse energy
spacing ~!?, a condition needed for freezing the radial degrees of freedom.
Experiments are even capable of exploring nonequilibrium quantum dynam-
ics of these 1D many-body systems [7, 8], which may occur after some sudden
change in the system's parameters. These ultracold atomic assemblies are
well isolated from the environment, that is, their quantum coherence stays
preserved for long times [8]. Therefore, they may serve as a playground
to investigate relaxation of isolated quantum many-body systems, which is
one of the most interesting questions in theoretical physics (e.g. see Refs.
[24, 25, 26, 27, 28, 29, 30, 31] and references therein). Subsequent relaxation
of 1D gases via collisions is greatly determined by the reduced dimensionality
and the integrability of the underlying models. We are motivated to study
the time-dependent Lieb-Liniger model because (i) today's experiments can
explore fundamental physical questions in these systems [7, 8], and (ii) one
can construct exact solutions of some relevant problems for all interaction
strengths (from the mean eld regime up to the strongly correlated regime)
[32, 33, 34, 35].
The eigenstates of the Lieb-Liniger model (without an external potential
present), which were constructed by employing the Bethe ansatz [1], are deter-
mined by a set of quasimomenta; when periodic [1] boundary conditions are
imposed, the quasimomenta must obey a set of transcendental Bethe equations
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[1]. The Lieb-Liniger eigenstates in the presence of the hard-wall (i.e., on the
semi-innite line) can be constructed via superposition of free space eigenstates
[36]; again, if the quasimomenta should obey a particular set of transcendental
equations [36], this superposition yields eigenstates in an innitely deep box
[36]. Recent years have witnessed an increasing interest in exact solutions of
these models (e.g., see [37, 38, 39, 40, 41, 42, 43] and references therein), most
of which are focused on the properties of the ground and excited eigenstates
(see also Refs. [44, 45]). Unfortunately, the Lieb-Liniger model does not re-
veal exact solutions in the presence of some smooth external trapping potential
V (x) (the only exception to the best of our knowledge is the linear potential).
In the Tonks-Girardeau limit c ! 1, the methods for nding eigenstates
[2], time-dependent solutions [46], as well as observables (e.g., see Ref. [47]
for the system of hard-core bosons on the lattice and [48] for the continuous
Tonks-Girardeau model) are much simpler due to the Fermi-Bose mapping,
which in a simple fashion maps a fermionic wave function describing spinless
noninteracting fermions onto a Tonks-Girardeau wave function [2, 46]. It is
important to emphasize that these methods are valid for any external potential.
Perhaps the simplicity of the methods and phenomenological relevance of the
model [7] have lead to increasing interest in quantum many-body dynamics
of Tonks-Girardeau gases. Some of these studies include dynamics during
free expansion [47, 49, 50, 51], dynamics of dark soliton-like states [46], and
reections from a periodic potential [48].
In the case of nite interaction strength c, it is far more dicult to calculate
exact many-body wave functions and/or observables describing dynamics of
time-dependent Lieb-Liniger wave packets. Without attempting to provide
a review, let us mention a few approaches utilized to study nonequilibrium
dynamics of 1D interacting Bose gases. The hydrodynamic formalism [12]
(the local density approximation) can be formulated in terms of the Nonlinear
Schrodinger like equation with variable nonlinearity [52]; this approach reduces
to the Gross-Pitaevskii theory in the weakly interacting limit [12, 52]. More
sophisticated numerical approaches include the time-evolving block decimation
algorithm [53], which has recently been utilized to study relaxation following a
quench in a 1D Bose gas [54], the twoparticle irreducible (2PI) eective action
approach [55, 56], the multicongurational time-dependent Hartree method
for bosons (MCTDHB) [57] (the MCTDHB method is numerically exact when
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suciently many time-dependent orbitals are taken into account), and the
multicongurational time-dependent Hartree method (e.g., see Ref. [58] and
references therein). Reference [35] provides a discussion of several methods
which can be used to describe nonequilibrium dynamics of Lieb-Liniger gases
with greater focus on the form-factor approach [35], which has been recently
utilized to calculate equilibrium correlation functions of a 1D Bose gas (see [59]
and references therein). A broader review discussing many-body physics with
ultracold gases can be found in Ref. [20]. The physics of 1D interacting Bose
gases is reviewed in Ref. [60]. We also mention a recent review on quantum
transients [61].
1.3 Objectives and results
The objective of this research is the study of nonequilibrium dynamics of many-
body quantum systems by using exact methods. In this context we have stud-
ied the Lieb-Liniger model [1] which describes one-dimensional Bose particles
with point-like interactions. Whether or not is it possible to use an exact
approach to study out-of-equilibrium dynamics in the Lieb-Liniger model de-
pends on the external potential V (x). The eigenstates of the Lieb-Liniger
model have so far been found only for certain potentials V (x), or should we
say mainly in the absence of it. The eigenstates are known for homogeneous
system (on an innite line and with periodic boundary conditions [1]), on a
semi-innite line [36] and in an innitely deep box [36].
Exact time-dependent solutions of the Lieb-Liniger model were not stud-
ied until recently [34]. One approach in attempting to nd new exact time-
dependent solutions is by using the Gaudin's Fermi-Bose mapping operator
[32]. The method of Gaudin has been shown to be valid in the absence of any
external potential (i.e., on an innite line [32, 34]). There one can apply it to
nd both time-dependent and stationary Lieb-Liniger wave functions.
Gaudin's Fermi-Bose transformation has been used in Ref. [34] to study time
evolution of the Lieb-Liniger system on a particular family of time-dependent
wave functions. We would like to emphasize that, to the best of our knowledge,
apart from the aforementioned study this idea has not been utilized in the
literature. In this thesis, we nd that for some specic cases, exact time-
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dependent solution of the Lieb-Liniger model can be obtained by calculating
an N -dimensional Fourier transform. Our analysis includes dynamics during
free expansion (i.e. on an innite line) which corresponds to the time-of-ight
experiments. Next, we present reection of the Lieb-Liniger wave packet from
the the hard-wall potential, and nally evolution in the eld of constant force.
The analysis of these cases represents the main ndings of this thesis.
The thesis is organized into chapters as follows. In Chapter 2 we review
the Tonks-Girardeau and the Lieb-Liniger model. We describe Fermi-Bose
mapping techniques by which these models can be solved. In Chapter 3 we
study free expansion of the Lieb-Liniger gas from a localized initial many-body
wave packet. We explore both the transient and the asymptotic regime. The
time-dependent wave function for this problem can be calculated via an N -
dimensional Fourier transform, where N is the number of particles in a wave
packet. Interestingly, in Chapter 4 we show that this approach can also be
utilized for Lieb-Liniger gas reecting from the hard-wall potential. We will
use Gaudin's operator for construction of the Lieb-Liniger eigenstates in linear
external potential in Chapter 5; the time dynamics is in this case also found
by computing an N -dimensional Fourier transform.
In Chapter 6 we use the Tonks-Girardeau model to study the phenomenon
of Anderson localization [62]. In the limit of the Tonks-Girardeau gas, c!1,
the Fermi-Bose mapping (which was discovered in 1960 [2]) can be utilized for
any external potential [2] and for time-dependent problems [46]. Motivation
for investigation of Anderson localization in atomic gases is prompted by recent
experiments in Bose-Einstein condensates [63, 64]. Starting from an initially
trapped gas with controlled disorder, we explore correlations in the expanding
system when the conning potential is suddenly turned o but disorder is
present at all times. Finally, in Chapter 7 we summarize.
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Chapter 2
Fermi-Bose mapping techniques
for Tonks-Girardeau and
Lieb-Liniger gases
Exact solutions for 1D Bose gases can be constructed by using the Fermi-Bose
mapping techniques [2, 32, 46, 65]. In 1960 Girardeau discovered that the
wave function of a spinless noninteracting 1D Fermi gas can be symmetrized
such that it describes an impenetrable-core 1D Bose gas [2]. This mapping is
valid for arbitrary external potentials [2], for time-dependent problems [46],
and in the context of statistical mechanics [65]. In fact, fermion-boson dual-
ity in 1D exists for arbitrary interaction strengths [66, 67]. Furthermore, a
time-dependent antisymmetric wave function describing a 1D system of non-
interacting fermions can be transformed, by using a dierential Fermi-Bose
mapping operator, to an exact time-dependent solution for a Lieb-Liniger gas,
as outlined by Gaudin [32]. This method is applicable in the absence of ex-
ternal potentials and other boundary conditions. Therefore, it is particularly
useful to study free expansion of Lieb-Liniger gases from an initially local-
ized state. In the following two sections we present the techniques utilized to
exactly solve (time-dependent) Tonks-Girardeau and Lieb-Liniger models.
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2.1 Tonks-Girardeau model
In this section we review the Tonks-Girardeau model which describes "impen-
etrable - core" 1D Bose gas [2, 46]. We study a system of N identical Bose
particles in 1D geometry, which experience an external potential V (x). The
bosons interact with impenetrable pointlike interactions [2], which means that
the wave function describing the bosons vanishes whenever the two particles
are in contact, that is,
 B(x1; x2; : : : ; xN ; t) = 0 if xi = xj; 1  i < j  N: (2.1)
In addition to this constraint, the wave function  B must obey the Schrodinger
equation
i
@ B
@t
=
NX
j=1

  @
2
@x2j
+ V (xj)

 B: (2.2)
The solution of this system may be written in compact form via the famous
Fermi-Bose mapping, which relates the Tonks-Girardeau bosonic wave function
 B to an antisymmetric many-body wave function  F describing a system of
noninteracting spinless fermions in 1D [2, 46]. Let  F (x1; x2; : : : ; xN ; t) be a
solution of Eq. (2.2) which is antisymmetric with respect to exchange of any
two coordinates xi and xj. Let us also dene an antisymmetric unit function
A(x1; x2; : : : ; xN) = 1i<jNsgn(xi   xj); (2.3)
where sgn(x) is the sign function, +1( 1) for x > 0 (x < 0). Then, the wave
function
 B(x1; x2; : : : ; xN ; t) = A(x1; x2; : : : ; xN) F (x1; x2; : : : ; xN ; t) (2.4)
is a solution of Eq. (2.2), it posseses Bose symmetry under exchange of xi and
xj, and satises hard-core constraint (2.1) [2, 46]. Thus, it is a solution of the
Tonks-Girardeau model in arbitrary external potential V (x).
To verify this, an N -dimensional conguration space is divided into N ! dis-
joint sectors by hyperplanes xi = xj. For example, the fundamental permu-
tation sector is dened as R1 : x1 < x2 < : : : < xN . In each permutation
sector the function A has constant value, which is either 1 or  1. Therefore,
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 B is a solution of Eq. (2.2) in every sector because  F obeys it. In addition,
the boundary condition (2.1) is met because of the Pauli principle imposed on
 F . The Bose symmetry of  B is ensured by an antisymmetric function A:
both A and  F are antisymmetric in particle coordinates, and as a result  B
is symmetric.
In many physically relevant situations, the fermionic wave function  F can
be written in a form of the Slater determinant,
 F (x1; : : : ; xN ; t) =
1p
N !
N
det
m;j=1
[ m(xj; t)]; (2.5)
where  m(x; t) denote N orthonormal single-particle wave functions obeying
a set of uncoupled single-particle Schrodinger equations
i
@ m
@t
=

  @
2
@x2
+ V (x)

 m(x; t); m = 1; : : : ; N: (2.6)
Therefore, due to the Fermi-Bose mapping the many-body problem of strongly
interacting bosons in one dimension is reduced to solving the single-particle
equations (2.6). We note here that generalization of the Fermi-Bose mapping
to higher dimensions is restricted by the fact that we cannot construct gener-
alization of the function A in more then one dimension [2]: we cannot divide
the conguration space into disjoint sectors by hyperplanes xi = xj.
The Fermi-Bose mapping (2.4) described here also applies to the eigenvalue
equation:
NX
j=1

  @
2
@x2j
+ V (xj)

 B = E B; (2.7)
where E is energy of an eigenstate. That is, all eigenstates of noninteracting
spinless fermions in 1D are mapped onto the Tonks-Girardeau model by (2.4).
The spectra of energies of two systems are identical.
So far we have outlined the construction of the many-body wave function
describing the Tonks-Girardeau gas in an external potential V (x), which is
valid both in the static [2] and the time-dependent case [46]. For the discrete
system of impenetrable-core bosons (i.e. on the lattice), the Jordan-Wigner
transformation can be applied to nd exact solutions [47, 68]. Equivalence of
this transformation and the Fermi-Bose mapping is discussed in Ref. [69].
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The calculation of observables and correlation functions for interacting many-
body state is, in general, very dicult task. However, from the Fermi-Bose
mapping it is clear that the density correlations of Tonks-Girardeau gas will
be the same as in the case of noninteracting fermions. The conclusion follows
because for density correlations the product of sign factors in (2.4) equals
to one. This statement is not valid for one-particle correlations, where sign
factors are present and the calculation is not trivial. Yet, an ecient and exact
algorithm to compute these correlations was presented in Ref. [48].
Given the wave function  B, we can straightforwardly calculate all one-body
observables furnished by the reduced single-particle density matrix (RSPDM),
B(x; y; t) = N
Z
dx2 : : : dxN  B(x; x2; : : : ; xN ; t)

 B(y; x2; : : : ; xN ; t): (2.8)
If the RSPDM is expressed in terms of the single-particle wave functions  m
as
B(x; y; t) =
NX
i;j=1
 i (x; t)Aij(x; y; t) j(y; t); (2.9)
it can be shown that the N N matrix A(x; y; t) = fAij(x; y; t)g has the form
A(x; y; t) = (P 1)T detP; (2.10)
where the entries of the matrix P are Pij(x; y; t) = ij 2
R y
x
dx0 i (x
0; t) j(x0; t)
(x < y without loss of generality) [48].
2.2 Lieb-Liniger model
A system of N identical -interacting bosons in one spatial dimension and in
external potential V (x) is described by the many-body Schrodinger equation
[1]
i
@ B
@t
=  
NX
i=1
@2 B
@x2i
+
X
1i<jN
2c (xi   xj) B +
NX
i=1
V (xi) (x1; : : : ; xN ; t):
(2.11)
12
Here,  B(x1; : : : ; xN ; t) is the time-dependent wave function, and c is the
strength of the interaction. This model was rst introduced by Lieb and
Liniger in 1963 [1]. Due to the nite strength of the coupling c the set of
exact solutions, both time-dependent and stationary, is limited only to some
specic external potentials V (x). The stationary states were found via Bethe
ansatz when there is no external potential present [1]. As mentioned in the
Introduction, they are determined by a set of quasimomenta. If we impose
periodic boundary conditions, the quasimomenta satisfy transcendental Bethe
equations [1]. Also, the Lieb-Liniger model on a semi-innite line (and in the
hard-wall box) can be solved by superimposing free-space eigenstates [36].
In order to address the Lieb-Liniger model, let us divide an N -dimensional
conguration space again into N ! dierent sectors separated by hyperplanes
xi = xj. The Schodinger equation in each sector reduces to the one for non-
interacting particles, that is, Eq. (2.2). Finite interactions between Bose
particles can be expressed as a boundary condition at surfaces xi = xj. The
condition for Lieb-Liniger gas relates the value of the wave function and its
derivative at the boundary. At the borders of the fundamental permutation
sector R1 this can be expressed as [1]:
1  1
c

@
@xj+1
  @
@xj

xj+1=xj
 B = 0: (2.12)
In other words, the -interactions create a cusp in the wave function when two
particles touch. The wave function remains continuous at the border of R1,
and discontinuity of its derivative is determined by c. Equation (2.12) can
be obtained by integrating Schrodinger equation (2.11) over the surface xj =
xj+1. These boundary conditions can easily be rewritten for any permutation
sector. In the Tonks-Girardeau limit, i.e., for c ! 1, the cusp condition
implies that the wave function vanishes when two particles are in contact:
 B(x1; : : : ; xj; xj+1; : : : ; xN ; t)jxj+1=xj = 0 [2, 46].
We now present the Fermi-Bose transformation for the Lieb-Liniger model
which was rst suggested by Gaudin [32] to study time evolution in free space.
In what follows, we set external potential in (2.11) to zero,
V (x) = 0:
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Here the spatial dimension is innite xj 2 ( 1;1), i.e., we do not impose
any boundary conditions.
Due to the Bose symmetry of the wave function, it is sucient to express it
in the fundamental sector of the conguration space, R1 : x1 < x2 < : : : < xN ,
where  B obeys
i
@ B
@t
=  
NX
i=1
@2 B
@x2i
: (2.13)
In particular, the eigenvalue problem can be formulated as an N -dimensional
Helmholtz equation in the sector R1 with additional boundary condition (2.12)
at its borders.
Exact solutions of the time-dependent Schrodinger equation (2.11) can be
obtained by using a Fermi-Bose mapping operator [32, 34] acting on fermionic
wave functions: If  F (x1; : : : ; xN ; t) is an antisymmetric (fermionic) wave func-
tion, which obeys the Schrodinger equation for a noninteracting Fermi gas,
i
@ F
@t
=  
NX
i=1
@2 F
@x2i
; (2.14)
then the wave function
 B;c = NcO^c F ; (2.15)
where
O^c =
Y
1i<jN

sgn(xj   xi) + 1
c

@
@xj
  @
@xi

; (2.16)
is the dierential Fermi-Bose mapping operator, and Nc is a normalization
constant, obeys Eq. (2.11) with V (x) = 0 [32].
In Appendix A, we present a detailed proof of this statement. In brief,
without loss of generality, we restrict ourselves to the fundamental sector R1.
First we show that the wave function (2.15) obeys the cusp condition (2.12)
imposed by the interactions (see Appendix A). Next, it is straightforward
to see that the Schrodinger equation (2.13) is satised. This is due to the
commutators 
@2
@x2i
; O^c

= 0 and

i
@
@t
; O^c

= 0;
and the fact that  F obeys Eq. (2.14), which concludes the proof.
By using the Fermi-Bose mapping operator we are not able to address the
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Lieb-Liniger problem in some general external potential V (x). This idea is
limited by nonvanishing commutation relations between O^c and V (x), i.e. in
general we have "
O^c;
X
j
V (xj)
#
6= 0:
We will consider this issue in more details in Chapter 5. There we will use the
Gaudin's operator O^c to construct exact solutions of the Lieb-Liniger model in
the linear potential V (x) = x, where  is a constant force. As a nal remark,
we note that in the strongly correlated regime a 1=c expansion can be applied
for a general potential V (x) [70].
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Chapter 3
Free expansion of a Lieb-Liniger
gas
Free expansion of interacting Bose gases has recently attracted considerable
attention. It has been utilized in experiments to deduce information on the
initial state (see, e.g., Ref. [20] and references therein), and can be considered
as a quantum-quench-type problem which provides insight into the relaxation
of quantum systems (see, e.g., Refs. [24, 29] and references therein). Free
expansion of a Lieb-Liniger (LL) gas has been analyzed in Ref. [52] by em-
ploying the hydrodynamic formalism [12]; it was shown that the density of the
gas does not follow self-similar evolution [52]. However, in 1D Bose systems,
most exact many-body solutions are given for the Tonks-Girardeau (TG) gas
[52, 47, 49, 50, 51]. An important result is that the momentum distribution of
the freely expanding TG gas asymptotically approaches the momentum distri-
bution of free fermions [47, 49]. Recently, a particular family of exact solutions
describing a LL gas freely expanding from a localized initial density distribu-
tion has been constructed [34]. It was shown that for any interaction strength,
the wave functions asymptotically (as t!1) assume TG form. Even though
it is generally accepted that 1D Bose gases become less ideal with decreasing
density, this intuition is mainly based on the studies of a LL gas in equilibrium
ground states [1]. Thus, a more rigorous analysis of the expanding LL gas,
which leads to more dilute system, but out of equilibrium, is desirable. In
particular, it is interesting to study the dependence of the asymptotic wave
functions on the initial state, and to see how are the initial conditions imprinted
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in the asymptotic states.
Here we study the asymptotic form of the wave function describing a freely
expanding Lieb-Liniger gas, which can be constructed via the Fermi-Bose
transformation and the stationary phase approximation. In Section 3.1 we
demonstrate that the asymptotic wave functions have Tonks-Girardeau struc-
ture, that is, they vanish when any of the two particle coordinates coincide.
The dependence of the asymptotic state on the initial state is discussed. We
illustrate that the properties of the asymptotic wave functions can signicantly
dier from the properties of a TG gas in the ground state of some external
potential. This study generalizes and adds upon the previous result from
Ref. [34], as the initial conditions studied here encompass ground states for
generic external potentials and various interaction strengths. From the next-
to-leading order term in the asymptotic regime, we deduce that the interaction
energy of the LL gas decays as a universal power law in time Eint / t 3. This
is illustrated on a particular example in Section 3.2, where we provide further
analysis of the particular family of time-dependent LL wave functions studied
in Ref. [34]. In Section 3.3 we dene one-body observables of interest. Explicit
expressions for the asymptotic form of the single-particle density are provided
in Section 3.4. In Section 3.5 we calculate the asymptotic single-particle den-
sity for free expansion of a LL gas from an innitely deep box potential. We
compare our exact calculation with the hydrodynamic approximation intro-
duced in Ref. [12], and employed in Ref. [52] in the context of free expansion,
obtaining good agreement for all values of the interaction strength.
In Section 3.6 we derive analytically (by using the stationary phase approx-
imation) the formula which connects the asymptotic shape of the momentum
distribution and the initial state. For suciently large times the momentum
distribution coincides (up to a simple scaling transformation) with the shape
of the real-space single-particle density, reecting the fact that the expansion
is asymptotically ballistic. The relation between the asymptotic expansion ve-
locity of the LL cloud, and the overall energy stored in the system is derived.
Furthermore, in Section 3.7 we numerically study free expansion of a few
Lieb-Liniger bosons, which are initially in the ground state of an innitely
deep hard-wall trap. The numerical calculation is carried out by employing
a standard Fourier transform, as follows from the Fermi-Bose transformation
for a time-dependent Lieb-Liniger gas [32, 34]. We focus on dynamics of one-
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body observables of the system, in particular the momentum distribution, the
occupancies of natural orbitals, and also the real-space single-particle density.
Our numerical calculation allows us to explore the behavior of these observables
in the transient regime of the expansion, where they are non-trivially aected
by the particle interactions. Our analytical and numerical results are in good
agreement.
3.1 Free expansion: Asymptotics
In this section we study the asymptotic form of time-dependent LL wave func-
tions  B;c which are obtained by the Fermi-Bose transformation (2.15). All
information on the initial condition  B;c(x1; : : : ; xN ; t = 0) is contained in the
initial fermionic wave function  F (x1; : : : ; xN ; t = 0):
 B;c(x1; : : : ; xN ; 0) = NcO^c F (x1; : : : ; xN ; 0): (3.1)
The initial bosonic wave function  B;c, which can be expressed in this way, is
assumed to describe a LL gas in its ground state when trapped in some external
potential V (x), e.g., in a harmonic oscillator potential, or some other trapping
potential used in experiments. We consider the evolution from this initial
state after the trapping potential has been suddenly turned o, as studied in
experiments to deduce information on the initial state [20].
The time-dependent fermionic wave function  F (x1; : : : ; xN ; t), which freely
expands from the initial condition  F (x1; : : : ; xN ; 0), can be expressed in terms
of its Fourier transform,
 F (x1; : : : ; xN ; t) =
Z
dk1    dkN ~ F (k1; : : : ; kN)ei
PN
j=1[kjxj !(kj)t]; (3.2)
where !(k) = k2, and
~ F (k1; : : : ; kN) =
1
(2)N
Z
dx1    dxN
  F (x1; : : : ; xN ; t = 0)e i
PN
j=1 kjxj : (3.3)
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By using the Fermi-Bose transformation, the time-dependent bosonic wave
function describing the freely expanding LL gas can be expressed as
 B;c =
Z
dk1    dkN G(k1; : : : ; kN)ei
PN
j=1[kjxj !(kj)t]; (3.4)
where the function G(k1; : : : ; kN) is dened as
G(k1; : : : ; kN) = Nc ~ F (k1; : : : ; kN)
Y
1i<jN
[sgn(xj   xi) + i
c
(kj   ki)]: (3.5)
It should be noted that G(k1; : : : ; kN) is not the Fourier transform of  B;c
because it depends on xj through the sgn(xj   xi) terms. However, if we
calculate G in the fundamental sector R1, its Fourier transform will give us
with the wave function  B;c in R1. From this, due to the bosonic symmetry,
we obtain the time-dependent wave function ih the whole coordinate space.
The asymptotic form of the wave function (3.4) can be obtained by evalu-
ating the integral with the stationary phase approximation. The phase  =PN
j=1[kjxj   !(kj)t] is stationary when @=@kj = 0. Let fk
0
jg denote the
kj-values for which
@
@kj

k
0
j
= xj   2k0jt = 0;
that is, k
0
j = xj=2t. The phase can be rewritten as
(fkg) = (fk0g)  t
NX
j=1
(kj   k0j)2:
The leading term of the integral in Eq. (3.4), as well as the next-to-leading
term, can be evaluated by expanding G(k1; : : : ; kN)  G(fkg) in a Taylor series
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around the stationary phase point fk0g:
 B;c = e
i(fk0g)
h
G(fk0g)
Z
dk1    dkNe it
PN
j=1(kj k
0
j)
2
+
NX
i=1
@G(fkg)
@ki

fk0g
Z
dk1    dkN(ki   k0i)e it
PN
j=1(kj k
0
j)
2
+
1
2!
NX
i;j=1
@2G(fkg)
@ki@kj

fk0g

Z
dk1    dkN(ki   k0i)(kj   k
0
j)e
 itPNl=1(kl k0l)2 + : : : i: (3.6)
The remaining integrals in the three terms written out in this expansion can
be calculated analytically. The second term involving the rst derivatives of
G(fkg) vanishes. The third term is nonvanishing only for i = j. Thus Eq. (3.6)
reduces to
 B;c = e
i(fk0g)
r

t
e i=4
N h
G(fk0g)  i
4t
NX
i=1
@2G(fkg)
@k2i

fk0g
+ : : :
i
: (3.7)
From Eq. (3.7) we obtain in leading order the asymptotic wave function
 1 / t N=2
Y
1i<jN
h
sgn(xj   xi) + i
c
(k
0
j   k
0
i)
i
 ~ F (k01; : : : ; k
0
N)e
i
PN
j=1[k
0
jxj !(k
0
j)t]; (3.8)
which is written in a more convenient form in terms of the variables j = xj=t:
 1 / t N=2
Y
1i<jN
h
sgn(j   i) + i
2c
(j   i)
i
 ~ F (1=2; : : : ; N=2) e i4
PN
j=1 
2
j t: (3.9)
Equation (3.9) is the main result of this section. Evidently the asymptotic form
of the LL wave function  1 has TG form. Namely, the Fourier transform of
a fermionic wave function ~ F (1=2; : : : ; N=2) is antisymmetric, which implies
that  1 is zero whenever i = j (i 6= j). Furthermore,  1 is symmetric
under the exchange of any two coordinates i and j. This clearly shows that
a localized LL wave function during free expansion asymptotically approaches
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a wave function with the TG structure. However, it should be emphasized
that the properties of the asymptotic state are not necessarily similar to the
wave function describing TG gas in equilibrium, in the ground state of some
external potential. The connection between the initial and the asymptotic
state is illustrated below.
In the derivation of Eq. (3.9) we have analyzed LL wave functions which are
obtained through the Fermi-Bose transformation (2.15). This class of wave
functions is quite general and corresponds to numerous situations of practical
relevance. Let us discuss the case in which the initial bosonic wave function
 B0 =  B;c(x1; : : : ; xN ; 0) is a ground state of a repulsive LL gas in an experi-
mentally realistic external potential V (x), e.g., a harmonic oscillator potential.
The eigenstates of the LL system in free space are of the form
 fkg = N (fkg)O^c det[eikmxj ]Nm;j=1; (3.10)
where the set of N real values fkg = fkm jm = 1; : : : ; Ng uniquely determines
the eigenstate; the normalization constant is given by
1
N (fkg) =
vuut(2)NN !Y
i<j
"
1 +

kj   ki
c
2#
;
see Ref. [44]. In free space, there are no restrictions on the numbers km. If pe-
riodic boundary conditions are imposed as in Ref. [1] (i.e., the system is a ring
of length L), the wave numbers kj must obey a set of coupled transcendental
equations [1, 38, 39, 71, 42] which depend on the strength of the interaction
(see, e.g., Ref. [39]). The LL eigenstates  fkg possess the closure property [32]
and they are complete [72]. Thus, our initial state  B0 can be expressed as a
superposition of LL eigenstates,
 B0 =
X
fkg
b(fkg) fkg
= O^c
X
fkg
N (fkg)b(fkg) det[eikmxj ]Nm;j=1; (3.11)
where the coecients b(fkg) can be obtained by projecting the initial condition
 B0 onto the LL eigenstates. By comparing Eqs. (3.1) and (3.11) we nd that
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the initial fermionic wave function is
 F0 = N 1c
X
fkg
N (fkg)b(fkg) det[eikmxj ]Nm;j=1: (3.12)
Since we have assumed that V (x) is an experimentally realistic smooth func-
tion, also  F0 is smooth and dierentiable such that the operator O^c can be
applied.
The connection between the asymptotic state (3.9) and the initial state  B0
is made through the Fourier transform of the initial fermionic wave function
~ F (fkg). More insight into the connection between the initial state and the
asymptotic state can be made by expressing ~ F (fkg) through the coecients
b(fkg) utilized in the expansion (3.11). First, let us note that the coecients
b(fkg) = b(k1; k2; : : : ; kN) are antisymmetric with respect to the interchange
of any two arguments ki and kj (i 6= j). This follows from the fact that the
LL eigenstates  fkg possess the same property, see Ref. [44]. By using this
property of b(fkg), Eq. (3.12) can be rewritten as
 F0 = N 1c
X
fkg
N (fkg)b(fkg)
X
P
( )P ei
PN
j=1 kPjxj
= N 1c
X
P
X
fkg
N (kP1; kP2; : : : ; kPN)
 b(kP1; kP2; : : : ; kPN)ei
PN
j=1 kPjxj
= N 1c N !
X
fkg
N (fkg)b(fkg)ei
PN
j=1 kjxj : (3.13)
By comparing Eqs. (3.13) and (3.2) we obtain
~ F (fkg) = N 1c N !N (fkg)b(fkg): (3.14)
Evidently, the Fourier transform of the initial fermionic wave function ~ F (fkg)
is directly proportional to the projections b(fkg) of the initial bosonic wave
function onto the LL eigenstates. From this relation we can conclude that the
asymptotic wave function (3.9) has TG structure as a consequence of the an-
tisymmetry of the coecients b(fkg), which originates from the antisymmetry
of the LL eigenstates with respect to kj arguments [44]. It is also worthy to
note that Eq. (3.4), and therefore our main result, can be obtained without
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Figure 3.1: Contour plots illustrating free expansion of N = 3 bosons from
the ground state of a LL gas in a box with innitely high walls (L = ). The
left column depicts the initial ground state j B0(L=2; x2; x3)j2, and the right
column depicts the asymptotic state j 1(0; 2; 3)j2, for c = 0:2 (a,b), c = 1
(c,d), c = 2 (e,f), and c = 10 (g,h). The density of the asymptotic state is zero
when two coordinates i and j (i 6= j) coincide.
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explicit use of the Fermi-Bose transformation; by writing the time dependent
LL states as  B;c =
P
fkg b(fkg) fkg exp( i
P
j k
2
j t), and after employing the
antisymmetry of b(fkg) [equivalently as in Eq. (3.13)] one obtains Eq. (3.4).
Formulae (3.9) and (3.14) provide, under general conditions, the asymptotic
form of the wave functions for the freely expanding LL gas, and the connection
between these asymptotic states and the initial states.
For the sake of the clarity, let us illustrate the asymptotic state of the LL
gas on a particular example. Suppose that initially the LL gas is in the ground
state, enclosed in an innitely deep box of length L. The ground state  B0 for
this potential was found by employing the superposition of the Bethe ansatz
wave functions in Ref. [36]. The coecients b(fkg) can be relatively easily
found for a few particles by employing a computer program for algebraic ma-
nipulation (Mathematica). In Fig. 3.1 we illustrate the initial state and the
asymptotic state for the case of N = 3 particles, and for values of c = 0:2; 1; 2,
and 10, by showing the contour plots of the probabilities j B0(L=2; x2; x3)j2
(left column) and j 1(0; 2; 3)j2 (right column). Thus, one particle is xed
in the center of the system, while the plots illustrate the probability of nd-
ing the other two particles in space. The left column illustrating the initial
states shows that the system becomes more correlated with increasing inter-
action strenght c and it enters the TG regime for suciently large c (e.g.,
for c = 10 depicted in Fig. 3.1 (g) the ground state of the system is in the
TG regime). The right column illustrating the asymptotic state shows that
the wave function is zero whenever two of the coordinates coincide. However,
it is important to note that the properties of the asymptotic wave functions,
even though they possess the TG structure, can signicantly dier from the
properties of the TG gas in the equilibrium ground state. This can be seen
by comparing the asymptotic state in Fig. 3.1 (b), and the TG ground state
shown in Fig. 3.1 (g). The asymptotics of Fig. 3.1 (b) is obtained after free
expansion from a weakly interacting ground state (c = 0:2); from Fig. 3.1 (b)
we observe that when one particle is xed at zero, there is still a relatively
large probability of nding the other two particles to the left and to the right
of the xed one. In contrast, for the TG ground state shown in Fig. 3.1 (g),
if one particle is xed in the center of the system, the other two are on the
opposite sides of that one. Furthermore, by comparing the asymptotic states
in Figs. 3.1 (b), (d), (f), and (h), we see that their properties depend on the
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interaction strength c. It is worthy to mention again that free expansion can
be utilized to deduce information on the initial state (see, e.g., Refs. [20] and
references therein); free 1D expansion can distinguish between dierent initial
regimes of the LL gas [52].
Let us now address the case of attractive interactions. For c < 0, the cusp
condition assumes a form that is identical to that for c > 0 (see, e.g., Ref. [38]).
Therefore, by acting on some fermionic time-dependent wave function obeying
Eq. (2.14) with the Fermi-Bose transformation operator O^c<0, one obtains an
exact solution for the attractive time-dependent LL gas in the form O^c<0 F
(see Appendix A); our derivation holds for this family of wave functions. Ex-
periments where the attractive quasi-1D Bose gas is suddenly released from a
trapping potential were used to study solitons made of attractively interacting
BEC [73]. Exact studies of such a system within the framework of the LL
model are expected to provide deeper insight into nonequilibrium phenomena
beyond the Gross-Pitaevskii mean-eld regime, where interesting dynamical
eects can occur [74, 75].
It should be noted that the time scale it takes for the LL system to reach
the TG regime depends on the initial condition. The next-to-leading term of
the asymptotic wave function is suppressed relative to the leading term by a
factor 1=t, as obtained by the stationary phase expansion in Eq. (3.7). From
this we can deduce the scaling of the interaction energy, dened as
Eint = 2c
Z
dx1    dxN j B;cj2
X
1i<jN
(xi   xj); (3.15)
as t!1. Since the interaction strength c is nite, and since the asymptotic
density j 1(1; : : : ; N ; t)j2 equals zero for any pair of arguments being equal,
i = j, one concludes that asymptotically the leading term of the interaction
energy vanishes. Since the rst correction to the leading TG term of the wave
function is of order t 1, and since (xi   xj) = t 1(i   j), the interaction
energy asymptotically decays to zero as Eint / t 3. This power law decay of
the interaction energy is illustrated in the following section.
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3.2 Example: Fermionic wave function expand-
ing from a harmonic trap
In Ref. [34], a particular family of time-dependent wave functions describing
a freely expanding Lieb-Liniger gas has been constructed. The wave functions
were obtained by acting with the Fermi-Bose mapping operator onto a specic
time-dependent fermionic wave function,
 F / exp
n
  iN
2
2
(t)     i
2t
4
NX
j=1
h xj
b(t)
i2o
 b(t) N2=2
Y
1i<jN
(xj   xi); (3.16)
which describes free expansion of noninteracting fermions in one spatial di-
mension. The initial fermionic wave function at t = 0 corresponds to a
fermionic ground state in a harmonic trap V (x) = 2x2=4 (see, e.g., Ref. [76]).
Here,  corresponds to the trapping frequency, b(t) =
p
1 + t22, and (t) =
arctan(t)=. The limiting form of the Lieb-Liniger wave function for t!1,
 B;c(1b(t); : : : ; Nb(t); t), was shown to have the following form characteristic
for a TG gas:
 B;c(1b(t); : : : ; Nb(t); t) / b(t) N=2 exp
n
  iN
2
2
(t)     i
2t
4
NX
j=1
2j
o

Y
1i<jN
g(j   i) +O(1=t); (3.17)
where g() = jj + i2=2c. Equation (3.9) is a generalization of this result
given rst in Ref. [34]. Since Eq. (3.9) was obtained with the help of the
stationary phase approximation, whereas (3.17) is obtained straightforwardly
from the exact form of the specic LL wave function (see Ref. [34]), it is worthy
to verify that Eq. (3.9) reproduces Eq. (3.17) as a special case. In order to do
so, we calculate the Fourier transform of the initial fermionic wave function,
i.e.,  F (x1; : : : ; xN ; 0) from Eq. (3.16). Interestingly, the Fourier transform has
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Figure 3.2: Time-evolution of the interaction energy Eint(t), expressed in units
of the total energy E. The three curves correspond to values of c = 1 (solid
line), c = 5 (dashed line), and c = 10 (dotted line). The straight lines depict
the asymptotic power law behavior of the interaction energy, Eint(t) / t 3 (see
text for details).
exactly the same functional form as the initial condition in x-space:
~ F / e 
PN
j=1 k
2
j =
Y
1i<jN
(kj   ki): (3.18)
By plugging this form into Eq. (3.9) we obtain:
 1 / t N=2e 
PN
j=1 
2
j =(4)e(i=4)
PN
j=1 
2
j t

Y
1i<jN
[jj   ij+ i
2c
(j   i)2]: (3.19)
After replacing j = xj=t with j = xj=b(t) which asymptotically approaches
j  xj=t = j, we obtain the functional form identical to Eq. (3.17). This
veries the validity of Eq. (3.9) in the special case studied in Ref. [34].
In order to verify the asymptotic power law decay of the interaction energy
Eint obtained in the previous section, let us calculate the time-evolution of
Eint for the specic family of LL wave functions discussed in this section.
We calculate integral (3.15) for N = 3 particles, and  = 2. Given these
parameters, Eint depends on the strength of the interaction c and time t. Figure
3.2 illustrates time-evolution of the interaction energy for three values of c;
displayed curves depict the ratio Eint(t)=E, where E denotes the total energy,
which is a constant of motion. Evidently, after some initial transient period
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Figure 3.3: The ratio Eint=E as a function of the interaction strength c, at
three values of time, t = 0 (solid line), t = 0:5 (dotted line), and t = 1 (dashed
line) (see text for details).
the interaction energy starts its asymptotic power law decay Eint(t) / t 3. It
should be noted that the contribution of the interaction energy to the total
energy depends on the interaction strength c. This is illustrated in Fig. 3.3
which shows Eint(t)=E as a function of c at three points in time. At t = 0, the
contribution of the interaction energy to the total energy is non-monotonous
with the increase of c; it is zero at c = 0 and in the TG limit c ! 1, with
a specic maximal value in between. The form of the curve is preserved for
nite values of t, with the evident decay of the interaction energy to zero as
t ! 1. Note that an equivalent non-monotonous behavior of the interaction
energy as a function of c was found for the Lieb-Liniger gas in the ground state
for c > 0 and with periodic boundary conditions [38].
3.3 One-body observables of interest
In principle, from the time-dependent LL wave function  B;c(x1; : : : ; xN ; t) one
can extract the physically relevant observables (in practice, this is a dicult
task). In the following sections, we will consider one-body observables con-
tained within the reduced single-particle density matrix (RSPDM),
B;c(x; y; t) =N
Z
dx2    dxN B;c(x; x2; : : : ; xN ; t)
  B;c(y; x2; : : : ; xN ; t): (3.20)
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The single-particle (SP) density in real space is simply B;c(x; x; t), whereas
the momentum distribution is dened as
nB(k; t) =
1
2
Z
dxdyeik(x y)B;c(x; y; t): (3.21)
The eigenfunctions of the RSPDM, i(x; t) are called the natural orbitals
(NOs), Z
dxB;c(x; y; t)i(x; t) = i(t)i(y; t); i = 1; 2; : : : ; (3.22)
the eigenvalues i(t) are the occupancies of these orbitals. Apparently, in a
nonequilibrium situation, the eective single particle states i(x; t) and their
occupancies i(t) may change in time.
3.4 Asymptotic single-particle density
Given the asymptotic form of the wave function, we now consider the asymp-
totic form of the single-particle density which is of considerable interest for ex-
periment. The single-particle density is dened as c(x; t) = N
R
dx2    dxN
j B;c(x; x2; : : : ; xN ; t)j2. For studying asymptotics, it is convenient to dene
the asymptotic form in terms of the rescaled coordinates  = x=t:
1() = N1tN
Z 1
 1
d2 : : : dN j 1(; 2; : : : ; N ; t)j2; (3.23)
here the normalization constant N1 is chosen such that
R
d 1() = N , the
total number of particles, while the factor tN cancels the trivial time-scaling
of the asymptotic single-particle density.
For the specic asymptotic form of the wave function (3.19) we can analyt-
ically calculate the asymptotic form of the density for a few particles. As an
example, for N = 3, the normalization constant is
N1;N=3 = c
6
p
239(8c6 + 48c4 + 90c22 + 453)
; (3.24)
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while the single-particle density has the following structure:
1() = N1;N=3
2
8c6
e 
2=(2) (3.25)
 [32c6(32 + 4)
+ 16c4(333   322 + 94 + 6)
+ 2c2(4654   6032 + 9024 + 206 + 8)
+ 3(1654   6032 + 3024 + 46 + 8)]:
This expression shows that the Gaussian shape of the single-particle density
is modulated with the N -hump structure characteristic for the single-particle
density of a TG gas in the ground state of some external potential. The
corresponding density (3.25), in terms of  = = is shown in Fig. 2 of Ref. [34].
It should be noted that such an asymptotic form of the single-particle density
corresponds to a particular family of time-dependent wave functions obtained
in Ref. [34]. For dierent initial conditions one can obtain a dierent shape
of the asymptotic single-particle density as follows from Eqs. (3.9) and (3.14);
the asymptotic single-particle density depends on ~ F (fkg), that is b(fkg).
3.5 Comparison with the hydrodynamic ap-
proximation
Besides providing insight into the physics of interacting time-dependent many-
body systems, our motivation to study exact solutions of such systems is to
utilize those solutions as a benchmark against various approximations. Free
expansion of a Lieb-Liniger gas has been studied in Ref. [52] by employing
the formalism introduced in Ref. [12], referred to as the hydrodynamic ap-
proximation. This formalism can be written in a form of a nonlinear evolution
equation for a single-particle wave function  H(x; t) [see Eq. (9) in Ref. [52]],
i
@ H(x; t)
@t
=  @
2 H
@x2
+ V (x) H + c
2f

c
j H j2

 H ; (3.26)
where j H(x; t)j2 is the single-particle density normalized to
R j H(x; t)j2dx =
N , while the function f which appears in the nonlinear term is dened in Ref.
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Figure 3.4: The asymptotic form of the SP density obtained exactly (black solid
line), and with the hydrodynamic approach (red dotted line). The parameters
used in the calculation are N = 3, L = , c = 1 (a), c = 2 (b), c = 5 (c), and
c = 10 (d). (see text for details).
[12], and also tabulated in Ref. [19] of Ref. [12]. The potential is V (x) = 0
during free expansion. The hydrodynamic approximation was used to obtain
Eq. (3.26), which is written in units corresponding to the Lieb-Liniger model
of Eq. (2.11). The nonlinear equation above reduces to the standard Gross-
Pitaevskii equation for small interactions, and to the nonlinear equation from
Ref. [77] for strong interactions [52]. The hydrodynamic approximation over-
estimates the coherence in the system, and therefore it may not be accurate for
analyzing observables strongly connected to coherence. However, it is reason-
able to compare the exact asymptotic form of the single-particle density after
free expansion with the asymptotic form obtained from the hydrodynamic ap-
proximation.
Let us follow upon our example from Section 3.1, that is, let us consider
the asymptotic form of the single particle density 1() of a LL gas which is
initially in the ground state of a box with innitely high walls; the length of
the box is L = . The calculation of the exact SP density demands performing
multi-dimensional integration over N   1 variables which is not a simple task.
For this reason, the number of particles in our calculation of the exact SP
density is N = 3. For the initial condition of the hydrodynamic approach
 H(x; t = 0) we could choose  H(x; t = 0) =
p
N=L within the box, and zero
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otherwise. This would be a good initial condition in the thermodynamic limit
(largeN , N=L = const:). However, since for our exact calculation we usedN =
3, we have chosen, in order to be able to compare between the two approaches,
the hydrodynamic initial eld  H(x; t = 0) =
p
nexact, where nexact is the exact
SP density of the initial ground state (this can be calculated by employing Ref.
[36]). Figure 3.4 displays the exact asymptotic form of the SP density, and the
hydrodynamic asymptotic SP density. The latter is obtained numerically by
solving Eq. (3.26) with the standard split-step Fourier technique; the nonlinear
term in Eq. (3.26), that is, the function f(c=j H(x)j2) is calculated by using
values tabulated in Ref. [19] of Ref. [12]. The asymptotic dynamics in the
hydrodynamic approach occurs after suciently long propagation, when the
SP density starts exhibiting self-similar propagation (see also [52]).
The agreement is qualitatively excellent for all values of the interaction
strength, and quantitatively excellent for c < 1. The width of the SP den-
sity as a function of  = x=t indicates the velocity of the expansion of the
cloud. The asymptotic FWHM (full-width at half maximum) expansion veloc-
ity is in good agreement for all values of c. The hydrodynamic approximation
does not reproduce small humps in the SP density, characteristic in the TG
regime after expansion from the ground state; this discrepancy is expected to
be smaller if we had calculated expansion from the ground state with large N ,
where the hydrodynamic approximation is expected to work even better.
Another possible comparison that can be made with the hydrodynamic ap-
proximation is the following. The LL wave function which is utilized as the
initial condition in Sec. 3.2 and Ref. [34] is obtained by acting with the opera-
tor O^c onto the fermionic ground state  F0 in the harmonic trapping potential
V (x) = 2x2=4. This wave function can approximate the ground state only
when the commutator [O^c; V (x)] can be neglected [34]. The SP density of this
state can be compared with the static hydrodynamic density obtained in Ref.
[12] for the LL gas in a harmonic trap. Due to the properties of the operator
O^c [34] and the fermionic ground state in the harmonic trap  F0, it is straight-
forward to verify that the shape of the SP density corresponding to the state
O^c F0 scales as (x)! (x=s)=s under the transformation  ! =s2, c! c=s,
that is, the shape of the SP density does not change under this transformation.
The same is true for the shape of the (ground-state) SP density obtained with
the hydrodynamic approach, which has been shown [12] to depend on a single
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parameter  = (3N
4c2
)
2
3 that is invariant under the transformation  ! =s2,
c! c=s. This is fully analogous to the case of a homogeneous LL gas where the
only governing parameter  = c=n is invariant under a simultaneous rescaling
of the interaction strength c and the linear particle density n [1]. The shape
of the SP density of the state O^c F0 (calculated for N = 3) agrees with the
shape obtained in Ref. [12] only in the Tonks-Girardeau limit (  1) where
O^c F0 is a good approximation for the ground state. If we reduce the interac-
tion strength c by keeping  xed, thereby increasing , the two SP densities
will no longer have a similar shape; this stems from a simple fact that O^c F0
is an excited state for suciently small values of c, because the commutator
[O^c; V (x)] cannot be neglected, whereas the hydrodynamic solution approxi-
mates the ground state.
3.6 Asymptotic form of the momentum distri-
bution
In this section we derive the asymptotic form of the momentum distribution of
a Lieb-Liniger gas after free expansion from an initially localized state dened
by G(k1; : : : ; kN) [we should keep in mind that G(k1; : : : ; kN) also depends
upon the coordinates xj via the sgn functions, see Eq. (3.5)]. The momentum
distribution dened in Eq. (3.21) can be rewritten by using Eqs. (3.4) and
(3.20) as
nB(k) =
N
2
Z
dxdyeik(x y)
Z
dx2    dxN

Z
dk1    dkNG(k1; : : : ; kN)ei
PN
j=1(kjxj k2j t)

x1=x

Z
dq1    dqNG(q1; : : : ; qN)ei
PN
j=1(qjxj q2j t)

x1=y
=
N
2
Z
dx2    dxN
Z
dxdy dk1    dkN dq1    dqN
G(k1; : : : ; kN)jx1=x G(q1; : : : ; qN)jx1=y ei; (3.27)
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where the phase  is
(k1; : : : ; kN ; q1; : : : ; qN ; x; y) =  
NX
j=2
(kjxj   k2j t) +
NX
j=2
(qjxj   q2j t)
  k1x+ k21t+ q1y   q21t+ k(x  y):
The integrals over k1; : : : ; kN ; q1; : : : ; qN ; x; y in Eq. (3.27) are evaluated with
the stationary phase approximation. The point of stationary phase is dened
by the following equations:
@
@kj

k
0
j
=
@
@qj

q
0
j
=
@
@x

x0
=
@
@y

y0
= 0; for 1  j  N:
The stationary phase point is:
k
0
j = q
0
j = xj=(2t); for 2  j  N;
k
0
1 = q
0
1 = k; and
x
0
= y
0
= 2kt: (3.28)
The phase  can be rewritten as
 = t
NX
j=2
h
(kj   xj
2t
)2   (qj   xj
2t
)2
i
+ [(k   k1)x+ k21t]  [(k   q1)y + q21t]:
(3.29)
We notice that (k
0
1; : : : ; k
0
N ; q
0
1; : : : ; q
0
N ; x
0
; y
0
) = 0: In the stationary phase
approximation, the function G in Eq. (3.27) is evaluated at the stationary
phase point dened in Eq. (3.28), which yields
nB;1(k)  N
2
Z
dx2    dxN
G(k; x2
2t
; : : : ;
xN
2t
)
2

Z
dxdk1e
i[(k k1)x+k21t]
Z
dydq1e
 i[(k q1)y+q21t]

Z
dk2e
it(k2 x22t )2
N 1Z
dq2e
 it(q2 x22t )2
N 1
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=
N
(2)3
Z
dx2    dxN
G(k; x2
2t
; : : : ;
xN
2t
)
2
 eik2te ik2t
r

t
ei=4
N 1r

t
e i=4
N 1
: (3.30)
It is convenient now to introduce variables j = xj=t; from (3.30) we obtain
the asymptotic form of the momentum distribution of a freely expanding LL
gas
nB;1(k) /
Z
d2    dN jG(k; 2=2; : : : ; N=2)j2: (3.31)
We note that in the asymptotic regime, the momentum distribution acquires
the same functional form as the asymptotic SP density. In the asymptotic
regime, the SP density exhibits self-similar (ballistic) expansion (this is not
true in the transient period preceding the asymptotic regime, see Ref. [52]).
It is most convenient to express the asymptotic SP density in variable  = x=t
(see Chapter 2),
1() /
Z
d2    dN jG(=2; 2=2; : : : ; N=2)j2; (3.32)
we normalize 1() such that
R
1()d = N . The variable  = x=t has units
of velocity; the self-similar asymptotic SP density can be interpreted as the
distribution of velocities of particles in a gas, which is in a simple manner
related to the momentum distribution nB;1(k).
Equation (3.31) can be thought of as a generalization of the dynamical
fermionization of the momentum distribution which has been demonstrated
for a freely expanding TG gas (c ! 1) [47, 49]. Free expansion in the TG
regime is solved by the Fermi-Bose mapping [2, 46]. In this regime, the SP den-
sity is identical on both sides of the map. Since fermions are noninteracting,
the asymptotic form of the SP density (for both TG bosons and free fermions)
is identical to the fermionic momentum distribution, which does not change
in time. Equations (3.31) and (3.32) immediately yield that the asymptotic
momentum distribution for TG bosons has the same shape as the asymptotic
SP density, which has the shape of the fermionic momentum distribution, i.e.,
we obtain the result of Refs. [47, 49]. We also note that equivalent relation
between the asymptotic SP density and momentum distribution was found in
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Ref. [79] for a dierent model with emphasis that the time of ight measure-
ments do not give the initial momentum distribution. The derived formula
(3.31) is veried numerically on a particular example in the next section.
3.7 Free expansion from a box: Dynamics of
the momentum distribution and the occu-
pancies i(t)
In this section we calculate free expansion of three LL bosons, which are ini-
tially (at t = 0) in the ground state in an innitely deep box of length L = .
The analytical expression for the LL box ground state has been found in Ref.
[36]. By using this result it is straightforward to calculate G(k1; k2; k3) (which
depends on the interaction strength c) for this particular initial condition; we
have outlined this calculation in Appendix B for N particles. The next step is
calculation of the Fourier integral in Eq. (3.4), which is performed numerically
by employing the Fast Fourier Transform algorithm. From the numerically ob-
tained LL wave function  B;c(x1; x2; x3; t) we calculate the momentum distri-
bution nB(k; t), the SP density c(x; t), natural orbitals and their occupancies,
and study their evolution during free expansion from the box ground state.
First let us explore the dynamics of the wave function  B;c(x1; x2; x3; t). Fig-
ure 3.5 displays contour plots of the probability density j B;c(0; x2; x3; t)j2 for
c = 1, at two dierent times, t = 0 and t = 3. We see that as the LL gas
expands, the probability density decreases at the hyperplanes xi = xj (i 6= j)
where the particles are in contact. This is in agreement with the result of Sec-
tion 3.1, where it was shown (by using the stationary phase approximation)
that the leading term of  B;c(1t; 2t; 3t; t) has Tonks-Girardeau form for suf-
ciently large t; that is, the leading term is zero for i = j (i 6= j). However,
this does not necessarily mean that the properties of such an asymptotic state
correspond to the properties of a TG gas, which was usually studied in the
ground state of some external potential. For example, suppose that the initial
state is a weakly correlated ground state in the box; despite the fact that,
during expansion, the particles get strongly correlated in the close vicinity of
the hyperplanes of contact, the absence of correlations in the initial state sur-
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Figure 3.5: Contour plots of j B;c(0; x2; x3; t)j2 for c = 1 at (a) t=0, and (b)
t=3. As the time t increases, the probability density at the hyperplanes where
particles are in contact decreases.
vives as an overall feature through to the asymptotic state (see the discussion
in Section 3.1 and the second item of Ref. [34]). Thus, even though that
the asymptotic state is described by a wave function with the TG structure,
the physical properties of the expanded gas can considerably dier from the
properties of a TG gas.
In order to further study the properties of the state in expansion, Fig. 3.6 il-
lustrates the occupation of the lowest natural orbital in time, 1(t), for several
values of c. The asymptotic values of the occupancies, which are obtained by
using the asymptotic forms of the wave functions (see Section 3.1), are indi-
cated with horizontal lines. We observe that the occupancy of the leading NO,
1(t), decreases during time evolution. However, for the plotted interaction
strengths, the decrease of 1(t) is not too large. This means that the coher-
ence of the system (described by the occupations of the natural orbitals) for
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Figure 3.6: The lowest natural orbital 1(t) as a function of time for three
values of c. Red diamonds (dashed line) is for c = 0:25, black circles (solid
line) for c = 1, and blue squares (dotted line) for c = 5; the lines connecting
the markers are guides for the eye. The corresponding horizontal lines without
markers denote the asymptotic occupancies, calculated from the asymptotic
wave functions (see Chapter 2).
the plotted parameters only partially decreases during free expansion due to
the interactions. It should be noted that in the TG limit c!1, for hard-core
bosons on the lattice [47], it has been shown that the leading natural orbitals
slightly increase during free expansion [47], which diers from the nite c re-
sults obtained here. It is reasonable to associate the decrease of 1(t) to the
change of the LL wave functions at the hyperplanes of contact; this change
does not occur in the TG regime, where the wave functions are zero at the
contact hyperplanes at any time of the expansion.
Let us explore the dynamics of the momentum distribution nB(k; t), and
its connection to the SP density c(x; t) at large times t. The time-evolution
of c(x; t) and nB(k; t) is illustrated in Figs. 3.7 and 3.8; we display x- and
k-space densities for various values of the parameter c, at several times t.
Initially, all momentum distributions have a typical bosonic property: they
peak at k = 0. We observe that the qualitative changes in the shape of nB(k; t)
are more pronounced for larger values of c. Circles in Figs. 3.7 and 3.8 show
the asymptotic values calculated by using Eqs. (3.31) and (3.32). We see
that at the maximal value of time t in the plots, the momentum distribution
agrees well with that obtained with the stationary phase approximation in Eq.
(3.31). Our numerical calculation is in agreement with the ndings presented
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in Eqs. (3.31) and (3.32). We would like to point out that, even though
the observables nB(k; t) and c(x; t) are well approximated by the stationary
phase approximation at the maximal expansion time reached in our numerical
simulations (see Figs. 3.7 and 3.8), the system is strictly speaking not yet
fully in the asymptotic regime (e.g., note that the occupancies of the natural
orbitals have not reached their asymptotic values) and even better agreement
should be expected at larger times. Unfortunately, the maximal time allowed
in our numerical calculations is limited by the computer memory and time.
In order to further study the asymptotic forms of the momentum distribu-
tion and the SP density, let us calculate the asymptotic expansion velocity as
a function of the interaction parameter c. Since dierent parts of the cloud ex-
pand at dierent velocities, a denition of this quantity has a certain degree of
freedom. Here we dene this quantity as a root mean square of the asymptotic
SP density [82] in variable  = x=t (i.e., velocity):
1 =
s
1
N
Z
21()d; (3.33)
the factor 1=N simply reects the fact that 1() is normalized to the number
of particles N . The asymptotic velocity 1 is connected to the total energy E
stored in the system. During free expansion, the interaction energy is trans-
ferred to the kinetic energy; in the asymptotic regime all of the energy is
kinetic, and it can be expressed via the momentum distribution:
E =
Z
k2nB;1(k)dk: (3.34)
By using Eqs. (3.31) and (3.32), we obtain
1 =
r
4
N
p
E; (3.35)
that is, E = N21=4 which is the classical expression for the kinetic energy of
N particles with velocity 1 and mass 1=2 (recall that we use units where the
kinetic energy operator in Eq. (2.11) is  PNi=1 @2=@x2i ). The quantities pE
and 1 are displayed in Fig. 3.9 for various values of the interaction strength
c; the plots underpin Eq. (3.35). The total energy was calculated simply as
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Figure 3.7: Evolution of the x-space density in time for various interaction
strengths c: (a) c = 0:25, at t = 0 (red dotted line), t = 2 (solid black line),
t = 4 (blue dashed line); (b) c = 1, at t = 0 (red dotted line), t = 2 (solid black
line), t = 4 (blue dashed line); (c) c = 10, at t = 0 (red dotted line), t = 1
(solid black line), t = 3 (blue dashed line). The asymptotic x-space density
1() (circles), is plotted as a function of x = t corresponding to the largest
time in each subplot.
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Figure 3.8: Evolution of the momentum distribution in time for various in-
teraction strengths c. The lines and colors for dierent values of c and t are
identical as in Fig 3.7. Solid black and blue dashed line are almost indistin-
guishable.
E = q21+q
2
2+q
2
3 where quasimomenta qi are obtained by solving transcendental
Bethe equations for the initial state [36] (see Appendix B). The asymptotic
velocity was obtained via Eq. (3.34) by numerical integration. Our numerical
calculations are in good agreement (better than 99%) with Eq. (3.35); we
attribute the discrepancy to inaccuracy of the numerical integration.
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Figure 3.9: Asymptotic expansion velocity, 1 (squares, dashed line), and the
square root of the total energy,
p
E (circles, solid line) for various interaction
strengths c; lines serve to guide the eye (see text for details).
3.8 Conclusion
We have derived the asymptotic form of the wave function describing a freely
expanding Lieb-Liniger gas. It is shown to have the Tonks-Girardeau structure
[see Eq. (3.9)], that is, the wave functions vanish when any two of the particle
coordinates coincide. We have pointed out that the properties of these asymp-
totic states can signicantly dier from the properties of a TG gas in a ground
state of an external potential (see Fig. 3.1). The dependence of the asymp-
totic state on the initial state was discussed [see Eq. (3.14)]. The analysis
was performed for time-dependent Lieb-Liniger wave functions which can be
obtained through the Fermi-Bose transformation (2.15). This encompasses ini-
tial conditions which correspond to the ground state of a repulsive Lieb-Liniger
gas in physically realistic external potentials. Thus, our analysis characterizes
the free expansion from such a ground state, after the potential is suddenly
switched o. In deriving our main result, Eq. (3.9), we have used the sta-
tionary phase approximation. This generalizes and adds upon the result from
Ref. [34] which was derived for a particular family of time-dependent Lieb-
Liniger wave functions. We have demonstrated that the interaction energy of
the freely expanding LL gas asymptotically decays according to a power law,
Eint / t 3. Furthermore, we have calculated the asymptotic single-particle
density for free expansion of a LL gas from an innitely deep box potential.
We have compared our exact calculation with the hydrodynamic approxima-
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tion introduced in Ref. [12], and employed in Ref. [52] in the context of free
expansion, obtaining good agreement for all values of the interaction strength.
For suciently large times the momentum distribution coincides (up to a
scaling transformation) with the shape of the real-space single-particle density
(the expansion is asymptotically ballistic). This result can be considered as a
generalization of the dynamical fermionization of the momentum distribution
in the Tonks-Girardeau regime, which has been pointed to occur in the course
of free expansion [47, 49]. We have shown that the occupancy of the lowest
natural orbital of the system decreases with time while approaching its asymp-
totic value. This was related to the build-up of correlations of the hyperplanes
of contact of the particles. Finally, we have calculated the expansion velocity
in asymptotic regime and pointed out its relation to the overall energy of the
system.
We have numerically studied free expansion of a few Lieb-Liniger bosons,
which are initially in the ground state of an innitely deep hard-wall trap. This
numerical calculation has been carried out by employing a standard Fourier
transform, as follows from the Fermi-Bose transformation for a time-dependent
Lieb-Liniger gas. We have studied the evolution of the momentum distribution,
the real-space single-particle density, and the occupancies of natural orbitals,
both in the non-trivial transient regime of the expansion and asymptotically.
We have derived analytically (by using the stationary phase approximation)
the formula which connects the asymptotic shape of the momentum distribu-
tion and the initial state. In order to gain further understanding of a freely
expanding LL gas, it would be desirable to investigate transient dynamics of
the observables for larger number of particles, and also for dierent initial
conditions (e.g., the ground state of a LL gas in dierent initial trapping po-
tentials).
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Chapter 4
Reection of a Lieb-Liniger
wave packet from the hard-wall
potential
We have already outlined in Chapter 2, and used in Chapter 3 an interesting
exact method which has been discovered by Gaudin way back in 1983 [32]: A
time-dependent Lieb-Liniger wave function on an innite line, in the absence of
an external potential, can be constructed by acting with a dierential operator
(which contains the interaction strength parameter c) onto a time-dependent
wave function describing noninteracting (spin polarized) 1D fermions [32, 34]
(see also Chapter 2). For dynamics of a Lieb-Liniger wave packet comprised of
N particles, this method reduces to nding an N -dimensional Fourier trans-
form, which can be used to extract the asymptotic behavior of the wave func-
tion and some observables during the course of 1D free expansion (see Chapters
2 and 3). In this chapter we investigate the possibility of extending this ap-
proach to study dynamics of a Lieb-Liniger wave packet in the presence of the
hard-wall potential,
V (x) =
8<:0; if x > 01; if x  0: (4.1)
Our interest in quantum dynamics in the presence of the hard-wall potential
is in part motivated by experiments. More specically, the interaction of Bose-
45
Einstein condensates (BEC) with surfaces is of interest for implementations
of atom interferometry on chips [83]. A BEC falling under gravity, and then
reecting from a light-sheet, has been experimentally and theoretically studied
in Ref. [84]. Moreover, one of the prominent experimental activities nowadays
is deceleration of atomic beams by reection from a moving mirror. This
work rst started with neutrons being cooled by reecting from a moving Ni
surface [85]. In cold atoms physics, there have been several experiments for
manipulation and slowing down atomic beams with the use of reection mirrors
[86, 87, 88].
In this chapter we explore, by using exact methods, dynamics of Lieb-Liniger
wave packets in the presence of the hard-wall potential, more specically, re-
ection of a Lieb-Liniger wave packet from such a wall. The outline of the
chapter is as follows. In Sec. 4.1 we outline the construction of eigenstates in
the given external potential. In Sec. 4.2 we analytically discuss time-dependent
quantum dynamics of the system which starts from a general initial condition.
By employing the symmetries of the Lieb-Liniger eigenstates, we demonstrate
that a time-dependent Lieb-Liniger wave packet reecting from the wall can
be calculated by solving an N -dimensional Fourier transform, where N is the
number of particles. This opens the way to calculate the asymptotic prop-
erties of the wave packet by employing the stationary phase approximation
as in Chapter 3 for free expansion. In Sec. 4.3 we utilize the formalism to
numerically study dynamics of single-particle density and momentum distri-
bution of a few-body wave packet reecting from the wall. We nd that the
wave packets for smaller interaction strength c get reected at a slower rate,
because they get compressed more strongly as the wave packet hits the wall.
The interference fringes which occur during the dynamics have larger visibility
for smaller values of c.
4.1 Eigenstates in the presence of the hard-
wall potential
In the present chapter, we focus ourselves on the dynamics (in time) of a
Lieb-Liniger wave packet in the presence of the hard-wall potential (4.1). We
will show that the solution of this problem can be constructed by solving an
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N -dimensional Fourier transform. To this end, we need eigenstates of a Lieb-
Liniger gas in the hard-wall potential. First, let us write down the Lieb-Liniger
eigenstates in free space (i.e., x 2 ( 1;1) without external potentials and
any boundary conditions):
 fkg = N (fkg)
X
P
( 1)P
Y
i<j

sgn(xj   xi) + i
c
(kPj   kPi)

ei
P
j kPjxj
= N (fkg)
X
P
( 1)Pa(P; fkg)ei
P
j kPjxj (4.2)
where fkg = fkm jm = 1; : : : ; Ng is a set of (real) distinct quasimomenta which
uniquely determine the eigenstate, P denotes a permutation of N numbers,
P 2 SN , and we have implicitly dened a(P; fkg). The normalization of these
eigenstates is given by [44, 45]
1
N (fkg) =
vuutN !(2)NY
i<j
"
1 +

kj   ki
c
2#
;
that is, within the fundamental sector in k-space, k1 <    < kN and k01 <
   < k0N , we haveZ 1
 1
 fkg fk0gdx1    dxN =
NY
j=1
(kj   k0j): (4.3)
The Lieb-Liniger eigenstates in the presence of the hard-wall (denoted by
fkg) were rst constructed by Gaudin [36] as a superposition of 2N free-
space eigenstates. This superposition obeys the hard-wall boundary condition:
fkg(x1 = 0; x2; : : : ; xN) = 0 in the fundamental sectorR1 : x1 < x2 < : : : < xN
of x-space. These eigenstates are expressed as follows:
fkg =
X
fg
A(fg; fkg) fkg; (4.4)
where fg = fm j m 2 f 1; 1g;m = 1; : : : ; Ng and fkg = fmkm j m 2
f 1; 1g;m = 1; : : : ; Ng; evidently, there are 2N such sets and therefore 2N
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terms in the sum (4.4). The quantity A(fg; fkg) is dened by
A(fg; fkg) = 1    N A0(1k1; 2k2; : : : ; NkN); (4.5)
where
A0(k1; k2; : : : ; kN) 
Q
i<j

1 + i
c
(kj + ki)
sQ
i<j

1 +

kj+ki
c
2 ; (4.6)
are the coecients utilized in the superposition. It is straightforward to verify
that indeed fkg(x1 = 0; x2; : : : ; xN) = 0 in the fundamental sector R1 [36].
However, it is not simple to prove that these eigenstates are orthogonal and
normalized. This is of key importance if one wishes to project some initial state
onto these eigenstates and calculate time-evolution in the standard fashion via
superposition over eigenstates. In Section 4.3 we discuss the normalization of
eigenstates (4.4), and based on our numerical investigations conjecture that
these eigenstates are orthogonal and normalized.
4.2 Many-body dynamics in time via a Fourier
transform
In this section we demonstrate that a solution of the time-dependent equation
(2.11) with the hard-wall potential (4.1) can be expressed in terms of an N -
dimensional Fourier transform. We assume that at time t = 0 the wave packet
is localized in the vicinity of the wall. For example, the initial state  0 can be
the ground state wave function in some external trapping potential; if at t = 0
this potential is suddenly turned o, the wave packet will start expanding
and some of its components will be reected from the wall which will give
rise to interference eects. Such a scenario is possible to create with today's
experimental capabilities [7]. One possible (similar) scenario is as follows:
suppose that at t = 0 the aforementioned trapping potential is turned o, and
that in the next instance the many body wave packet is given some momentum
kick, say towards the wall; the reection and interference phenomena will
depend on the interactions and imparted momentum. During the reection,
particles will collide and one may ask to which extent will the initial conditions
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be forgotten (or blurred) after the reection?
To describe quantum dynamics from the initial conditions described above,
we write the initial state  0 as a superposition over complete set of eigenstates
fkg:
 0 =
Z
0<k1<<kN
b(k1; : : : ; kN)fkgdk1 : : : dkN : (4.7)
The subsequent derivation is based on the following two relations obeyed by
the eigenstates fkg:
fkg = ( 1)PfPkg; (4.8)
and
fkg =  fk1;:::;kj 1; kj ;kj+1:::;kNg: (4.9)
Equation (4.8) follows from the denition of fkg in Eq. (4.4), and the fact that
the Lieb-Liniger eigenstates in free space  fkg obey identical relation:  fkg =
( 1)P fPkg; this identity can be traced to the fact that  fkg are antisymmetric
with respect to the interchange of any two variables ki and kj [44]. The deriva-
tion of Eq. (4.9) is straightforward. Let us dene a set f0g, which corresponds
to the set fg as follows: f01; : : : ; 0Ng = f1; : : : ; j 1; j; j+1; : : : ; Ng; it is
evident from the denition (4.4) that fkg =
P
f0gA(f0g; fkg) f0kg. Fur-
thermore, let us denote fk0g = fk1; : : : ; kj 1; kj; kj+1 : : : ; kNg, i.e., the set of
k-values fk0g is identical to the set fkg except that kj is reversed in sign. By
using A(fg; fkg) =  A(f0g; fk0g) and f0k0g = fkg we have
fk0g =
X
f0g
A(f0g; fk0g) f0k0g =  
X
fg
A(fg; fkg) fkg =  fkg; (4.10)
that is, we obtain Eq. (4.9). We note in passing that if any kj = 0, then
fkg = 0, which follows from Eq. (4.9); furthermore, fkg is also zero whenever
any two of the quasimomenta ki and kj are equal.
Due to the symmetry of the hard-wall eigenstates fkg presented in Eqs.
(4.8) and (4.9), a complete set of eigenstates is spanned in the region of the k-
space dened by 0 < k1 < : : : < kN , which we will refer to as the fundamental
region in k-space, and denote it with Q+1 . Hence, the integral in Eq. (4.7)
spans over Q+1 . Furthermore, by employing relations (4.8) and (4.9),  0 can
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be written as an integral over the whole k-space:
 0 =
Z 1
 1
dk1    dkNGhw(k1; : : : ; kN)ei
P
j kjxj ; (4.11)
where the function Ghw is dened as
Ghw(k1; : : : ; kN) = b(k1; : : : ; kN)A
0(k1; : : : ; kN)N (fkg)

Y
i<j

sgn(xj   xi) + i
c
(kj   ki)

: (4.12)
From Eq. (4.12) it immediately follows that the time-evolution of a Lieb-
Liniger wave packet in the presence of the hard-wall can be calculated from
an N -dimensional Fourier transform.
In order to derive Eqs. (4.11) and (4.12), rst note that due to (4.8) and
(4.9), the projection coecients satisfy
b(k1; : : : ; kN) = ( 1)P b(kP1; : : : ; kPN); (4.13)
and
b(k1; : : : ; kN) =  b(k1; : : : ; kj 1; kj; kj+1; : : : ; kN); (4.14)
the latter identity can conveniently be rewritten as
b(k1; : : : ; kN) = 1    Nb(1k1; : : : ; NkN): (4.15)
By employing the symmetries of the Lieb-Liniger hard-wall eigenstates, which
are inherited by the expansion coecients b(k1; : : : ; kN), Eq. (4.7) can be
rewritten as follows:
 0 =
1
N !
Z
k1>0;:::;kN>0
dk1    dkNb(k1; : : : ; kN)
X
fg
A(fg; fkg)
N (1k1; : : : ; NkN)
X
P
( 1)Pa(P; fkg)ei
P
j PjkPjxj (4.16)
=
1
N !
Z
k1>0;:::;kN>0
dk1    dkN
X
fg
b(1k1; : : : ; NkN)A
0(1k1; : : : ; NkN)
N (1k1; : : : ; NkN)
X
P
( 1)Pa(P; fkg)ei
P
j PjkPjxj (4.17)
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=
1
N !
Z 1
 1
dk1    dkN b(k1; : : : ; kN)A0(k1; : : : ; kN)
N (k1; : : : ; kN)
X
P
( 1)Pa(P; fkg)ei
P
j kPjxj (4.18)
=
1
N !
X
P
Z 1
 1
dk1    dkN b(kP1; : : : ; kPN)A0(kP1; : : : ; kPN)
N (kP1; : : : ; kPN)a(P; fkg)ei
P
j kPjxj (4.19)
=
1
N !
X
P
Z 1
 1
dkP1    dkPN b(kP1; : : : ; kPN)A0(kP1; : : : ; kPN)
N (kP1; : : : ; kPN)a(P; fkg)ei
P
j kPjxj ; (4.20)
from which we immediately obtain Eqs. (4.11) and (4.12) because the sum over
all permutations P is a sum overN ! identical integrals. In the derivation above,
the rst identity, Eq. (4.16), follows from the properties (4.8) and (4.13). The
second identity (4.17) is due to (4.15) and the denition of A(fg; fkg) in Eq.
(4.5). By employing Eqs. (4.9) and (4.15), the sum over fg in Eq. (4.17)
can be replaced by integrating over the whole k-space to obtain the third
equality, Eq. (4.18). By using identities A0(kP1; : : : ; kPN) = A0(k1; : : : ; kN)
and N (kP1; : : : ; kPN) = N (k1; : : : ; kN), together with Eq. (4:13), we obtain
(4:19).
The time-dependent solution of the many-body Schrodinger Eq. (2.11) with
V (x) given by (4.1) is simply
 =
Z 1
 1
dk1 : : : dkNGhw(k1; : : : ; kN)e
i
P
j(kjxj k2j t): (4.21)
Thus, by knowing the function Ghw which contains all information about the
initial condition, and which is simply related to the projection coecients
b(k1; : : : ; kN) of the initial state onto hard-wall Lieb-Liniger eigenstates fkg,
we can compute the time-dependent Lieb-Liniger wave function in the hard-
wall potential by employing the Fourier transform. With this identication, an
exact analysis of this many-body problem is at least conceptually considerably
simplied.
We note that the asymptotic behavior of the many-body state and the ob-
servables such as single-particle density or momentum distribution can be
straightforwardly extracted from expression (4.21) by using the stationary
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phase approximation, as it was done in Chapter 3 for the case of free ex-
pansion of a Lieb-Liniger gas [e.g., see (3.9), (3.31), and (3.32)]. From these
methods, and Eqs. (4.21) and (4.12), it follows that the initial conditions are
imprinted into asymptotic states. It is straightforward to infer that the asymp-
totic wave functions,  1(1; : : : ; N ; t) =  (1t; : : : ; N t; t) for suciently large
t, vanish at the hyperplanes of contact between particles i = j (i 6= j), which
is characteristic for Tonks-Girardeau wave functions [2]. However, it should be
emphasized that the properties of such asymptotic states can considerably dif-
fer from the physical properties of a Tonks-Girardeau gas in the ground state
of some trapping potential (see Chapter 3 and also the second item of Ref.
[34]). Moreover, the asymptotic momentum distribution coincides, up to a
simple scaling transformation, with the shape of the asymptotic single-particle
density in x-space, reecting the fact that the dynamics is asymptotically bal-
listic (see Chapter 3); this means that at asymptotic times, despite of the fact
that the wave functions have attained the Tonks-Girardeau structure, interac-
tions do not aect the dynamics any more. From the connection between the
asymptotic momentum distribution and single-particle density one nds that
the asymptotic momentum distribution is zero at k = 0, and it is located on
the positive k-axis, which simply means that for suciently large times the
particles move away from the wall.
4.3 Example: A Lieb-Liniger wave packet in-
cident on the hard wall
In this section we study a specic example of a localized Lieb-Liniger wave
packet comprised of a N = 3 particles reecting from the hard-wall potential.
More specically, we assume that for t < 0 the Lieb-Liniger system is in the
ground state of an innitely deep box denoted by  g:s:(x1; x2; x3). The ana-
lytic expression for this ground state was found in Ref. [36]; for reasons of
completeness, in Appendix B we present its construction. In our simulations,
the box is in the interval [1:5; 2:5], i.e.,  g:s:(x1; x2; x3) is zero whenever
any xi is outside of this interval. At t = 0 the box potential is suddenly
turned o, and the wave packet is simultaneously (and suddenly) imparted
some momentum of magnitude K  0 towards the wall:  (x1; x2; x3; t = 0) =
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Figure 4.1: Density evolution of a Lieb-Liniger wave packet comprised ofN = 3
bosons, which is given some momentum kick K (per particle) towards the wall.
Insets correspond to the interaction strengths (a) c = 0:25, (b) c = 3, and (c)
c = 10. The imparted momentum is K = 1. Red dotted lines are for t = 0,
black solid lines are for t = 1, and blue dashed-lines are for t = 2.
−5 0 50
0.4
0.8
1.2
k
n
(k,
t)
 
 
t=0
t=1
t=2
−5 0 50
0.4
0.8
1.2
k
 
 
t=0
t=1
t=2
−5 0 50
0.4
0.8
1.2
k
 
 
t=0
t=1
t=2
(a) (b) (c)
Figure 4.2: The same as in Fig. 4.1 but for the momentum distribution
 g:s:(x1; x2; x3) exp[ iK(x1 + x2 + x3)]; apparently, K denotes the imparted
momentum per particle. From such an initial state, we are able to nd pro-
jection coecients b(k1; k2; k3) dened in Eq. (4.7), that is, we can nd the
corresponding function Ghw(k1; k2; k3) which is needed to calculate the Fourier
transform (4.21). The Fourier integral in (4.21) is in this particular example
3-dimensional, and it is calculated numerically by using the fast Fourier trans-
form algorithm in MATLAB. This provides us with the time-dependent wave
function  (x1; x2; x3; t), which we use to study dynamics of observables such as
the single-particle (SP) density (x; t) or the momentum distribution n(k; t).
First, let us explore the eect of the interactions on the reections of a
few-body Lieb-Liniger wave packet. In Figures 4.1 and 4.2 we plot the time-
evolution of single-particle densities and distributions of the momenta, respec-
tively. The plots are made at three dierent times, t = 0, 1, and 2, and for
three values of the coupling parameter, c = 0:25, 3, and 10. The magnitude of
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the imparted momentum per particle is K = 1. Note that the wave packets
broaden in time due to the repulsive interactions between the particles, and
also due to the wave dispersion eects; the wave packets for larger values of
c spread at a faster rate than the wave packets for smaller c. From Figs. 4.1
and 4.2 we observe that wave packets with a larger interaction parameter c
get reected faster than the wave packets for smaller c; for wave packets with
smaller repulsion between the particles (smaller c), the compression of the wave
packet is stronger, and therefore reection of the momenta occurs at a slower
rate. We also observe that all wave packets exhibit interference fringes during
the reection process. However, we nd the interference fringes to be deeper
for smaller values of c, which follows from the fact that the wave packets for
smaller c are more spatially coherent. This can be seen also from Fig. 4.2
which displays momentum distributions. The distribution n(k; t) for c = 0:25,
at the largest time shown t = 2, has one strong well-dened peak (the one
closest to zero), and several smaller peaks of the wave components with larger
magnitude of the momentum [see Fig. 4.2(a)]. In contrast, for c = 10 this
most dominant peak close to k = 0 is much smaller [see Fig. 4.2(c)].
Next we explore dependence of the time-evolution on the imparted momen-
tum. To this end we x the interaction strength at c = 1, and observe the
time-evolution for three dierent initial conditions (see Figs. 4.3 and 4.4): (i)
expansion in the presence of the wall occurs when K = 0, (ii) reection at an
intermediate value K = 3, and (iii) for large value of the imparted momentum
K = 5. The wave packets for K = 3 and 5 have the property that basically
all of the initial momentum distribution is directed towards the wall, i.e., the
distributions at t = 0 is on the negative k-axis. In contrast, exactly half of
the initial momentum distribution of the wave packet for K = 0 is positive
(negative). The basic distinction between these cases is that the wave packets
with suciently large imparted momentum K get simply reected from the
wall and at larger times the interference fringes are almost negligible. For ex-
ample, the wave packet with K = 5 is practically completely reected from the
wall at t = 2, see solid black lines in Figs. 4.3(c) and 4.4(c); the momentum
distribution is on the positive k-axis and the interference fringes are essentially
absent. In contrast, for K = 0 half of the momentum distribution is already
positive (corresponding to motion away from the wall), and this part interferes
with the reected component at all times of the evolution. Note that the wave
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Figure 4.3: Density evolution of a Lieb-Liniger wave packet comprised ofN = 3
bosons, which is given some momentum kick K (per particle) towards the wall.
Insets correspond to the times (a) t = 0, (b) t = 1, (c) t = 2, and (d) t = 3. The
interaction strength is c = 1. Blue dashed-lines are for K = 0, red dot-dashed
lines are for K = 3, and black solid lines are for K = 5.
packet with K = 0 is still in the process of reection from the wall at t = 2
because a large fraction of its momentum distribution is still on the negative
k-axis, see dashed blue line in Fig. 4.4(c); the interference fringes are the
largest in this case, see dashed blue line in Fig. 4.3(c).
Exact solutions can serve as a benchmark to check the range of validity of
other methods which may be used to analyze nonequilibrium dynamics of in-
teracting systems. We have compared the solutions obtained with the Fourier
transform method presented here with the so-called hydrodynamic formalism
[12], which describes the Lieb-Liniger system via the nonlinear Schrodinger
equation with variable nonlinearity [52]. In Figs. 4.5 (a)-(d), we show density
proles for two dierent couplings (c = 0:25 and c = 3) at two dierent times
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Figure 4.4: The same as in Fig. 4.3 but for the momentum distribution
(t = 1 and t = 2). We nd that the single-particle density (and momentum
distribution), calculated within this method, are in good agreement with our
simulations for small values of the coupling parameter c (up to c = 1); this
upper limit for c also depends on the initial density of the 1D Bose gas, as
it is well known that the eective interaction strength parameter is c divided
by the linear density [1]. However, for larger values of c, the hydrodynamic
formalism goes beyond its range of validity for the simulations presented here.
For example, for the simulations at intermediate interaction strength c = 3
[see Figs. 4.5 (c) and (d)], the hydrodynamic formalism predicts deeper in-
terference fringes than those obtained via the Fourier transform method; this
is attributed to the fact that the hydrodynamic formalism overestimates the
spatial coherence of the wave packet [12, 52]. For suciently large c, the sys-
tem is in the Tonks-Girardeau regime, and one can employ the Fermi-Bose
mapping [2, 46] to study the dynamics. In Fig. 4.5 (e) and (f) we compare
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Figure 4.5: Comparison of the density evolution in the exact calculation, with
the hydrodynamic approximation (HDA) [(a)-(d)], and the Fermi-Bose map-
ping [(e) and (f)] valid in the Tonks-Girardeau (TG) regime. The interaction
strengths c and times t in the insets are: (a) c = 0:25, t = 1; (b) c = 0:25,
t = 2; (c) c = 3, t = 1; (d) c = 3, t = 2; (c) c = 10, t = 0; (d) c = 10, t = 1.
The initially imparted momentum is K = 1 for all gures.
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our calculation with that obtained via Fermi-Bose mapping (c = 1, [2, 46])
for a large value of the interaction strength c = 10; we observe that qualita-
tive features of the Tonks-Girardeau regime such as the N peaks in the initial
single-particle density coincide in the two calculations, however, even larger c
is needed to obtain better quantitative agreement.
4.3.1 Normalization of eigenstates
In order to numerically check our conjecture that the Lieb-Liniger hard-wall
eigenstates dened in (4.4) are properly normalized, we have compared the
initial state obtained via  g:s:(x1; x2; x3) exp[ iK(x1+x2+x3)], and the wave
function obtained via Eq. (4.11) by employing the function Ghw(k1; k2; k3),
which is calculated from the projection coecients b(k1; k2; k3) as in Eq. (4.12).
We found that the relative agreement between the two wave functions is on
the order of 1% or better, which is on the order of the numerical accuracy
for the size of our numerical grid, which is limited by computer memory. We
have performed this comparison for various initial conditions (dierent K and
c values). Unfortunately, a rigorous proof of normalization of Lieb-Liniger
hard-wall eigenstates is to the best of our knowledge still lacking.
4.4 Conclusion
We have studied reections of a Lieb-Liniger wave packet from the hard-wall
potential. By employing the symmetry of the many-body eigenstates with
respect to the change of the sign and permutation of their quantum numbers
(i.e., quasimomenta), that is, Equations (4.8) and (4.9), we have demonstrated
that time-evolution of this interacting many-body wave packet can be repre-
sented in terms of an N -dimensional Fourier transform, where N is the number
of particles in the wave packet. This result simplies our understanding of the
time-evolution in this many-body problem and enables straightforward calcu-
lation of the time-asymptotic properties of the system.
We have utilized the formalism to numerically study dynamics of single-
particle density and momentum distribution of a few-body wave packet reect-
ing from the wall (the wave packet is initially close to the wall). Reection
dynamics and interference phenomena depend on the strength of the interac-
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tion between the particles c and the imparted momentum K towards the wall.
The wave packets for smaller c get reected at a slower rate, because they
get compressed more strongly as the wave packet hits the wall. Moreover, the
interference fringes are deeper (larger visibility) for smaller values of c. If K is
suciently large such that the initial momentum distribution is on the nega-
tive k-axis, the wave packet gets reected and the interference fringes become
small as soon as most of the momenta become positive. On the other hand,
for K = 0, the interference eects are fairly large.
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Chapter 5
Lieb-Liniger gas in a
constant-force potential
For the nite coupling Lieb-Liniger gas (c nite), the method of Gaudin has
been shown to be valid in the absence of any external potential (i.e., on an in-
nite line [34]), and has been used to study free expansion from localized initial
conditions in Chapters 2 and 3; in this case the time-dependent wave function
can be calculated via an N -dimensional Fourier transform. Interestingly, such
a transform can be also utilized for a Lieb-Liniger gas reecting from the wall
(Chapter 4). However, Gaudin's method (at least in its current form) is not
applicable to nd eigenstates of a Lieb-Liniger gas in generic trapping poten-
tials V (x) (such as the harmonic oscillator); technically, this arises because the
dierential operator O^c does not generally commute with such potentials.
Here, we study the Lieb-Liniger model in the constant-force (linear) poten-
tial. Exact stationary solutions for this system are constructed (we call these
wave functions the Lieb-Liniger-Airy states) by employing Gaudin's operator
O^c. The construction is enabled by the fact that this operator commutes with
the linear (constant-force) potential. We calculate the ground-state proper-
ties of the Lieb-Liniger gas in the wedgelike potential [V (x) = x for x > 0
( > 0), and1 otherwise] in the strongly interacting regime. This is achieved
in the Tonks-Girardeau regime and below that regime in 1=c approximation
by employing the pseudopotential approach [89]. Finally, we point out that
the time-dependent Lieb-Liniger wave packets in the linear potential can be
calculated via an N -dimensional Fourier transform.
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5.1 Lieb-Liniger-Airy states
In this section we consider this system placed in a linear external poten-
tial. The stationary Schrodinger equation for the many-body wave function
 B(x1; : : : ; xN) in such a system is
E B =  
NX
i=1
@2 B
@x2i
+
X
1i<jN
2c (xi   xj) B + 
NX
i=1
xi B; (5.1)
where c > 0 denotes the strength of the interaction, and  > 0 is the constant
external force. Solutions of Eq. (5.1) for a single particle (N = 1) are the
Airy functions. For this reason, in what follows, we will call the solutions of
Eq. (5.1) for N > 1 the Lieb-Liniger-Airy (LLA) states (we are interested
only in those solutions which decay to zero when x!1). The constant force
in ultracold atomic experiments can arise from the gravity force (e.g., if the
one-dimensional atomic wave guides are tilted with respect to gravity).
In what follows, we will demonstrate that LLA states can be constructed via
Gaudin's Fermi-Bose transformation [32]. Because of the bosonic symmetry of
the wave functions, one can consider only the fundamental permutation sector
of the coordinate space R1 : x1 < x2 < : : : < xN . Within this sector, the
Schrodinger equation (5.1) reads
E B =  
NX
i=1
@2 B
@x2i
+ 
NX
i=1
xi B: (5.2)
The interaction term is taken into account as a boundary condition (the so
called cusp condition), which is imposed upon  B at the borders of R1 (i.e.,
when two particles touch [1]; see Chapter 2 for details):
1  1
c

@
@xj+1
  @
@xj

xj+1=xj
 B = 0: (2.12)
Equation (5.2) holds in all other permutation sectors, whereas the interaction
cusp (2.12) can be re-expressed on the borders of other sectors as well. To
construct the LLA states we utilize Gaudin's Fermi-Bose mapping operator
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[32],
O^c =
Y
1i<jN

sgn(xj   xi) + 1
c

@
@xj
  @
@xi

; (2.16)
which acts upon an antisymmetric (fermionic) wave function  F . The wave
function  F must obey the Schrodinger equation for noninteracting spinless
fermions in the linear potential:
E F =  
NX
i=1
@2 F
@x2i
+ 
NX
i=1
xi F : (5.3)
The wave function  F can be written in the form of Slater determinant with
Airy functions as entries:
 F = 
 N
6
1p
N !
N
det
i;j=1
Ai(
1
3xj     23Ei); (5.4)
where E =
PN
i=1Ei.
The LLA states [i.e., solutions of the Schrodinger Eq. (5.2), together with
the cusp condition (2.12)], are given by
 B;c = NcO^c F ; (5.5)
where Nc is the normalization constant. It is known that all wave functions
of the form (5.5) obey the cusp conditions throughout the conguration space
[32, 34]. To show that  B;c is also a solution of Eq. (5.2), it is sucient
to prove that the following commutators are zero:
hP
i @
2=@x2i ; O^c
i
= 0 andhP
i xi; O^c
i
= 0; this is sucient because  F obeys Eq. (5.3). The rst
commutator is trivially satised, and therefore we are left to verify that"X
i
xi; O^c
#
= 0: (5.6)
As a rst step, we restrict ourselves to the case of two particles, N = 2. By
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using [xj; @=@xi] =  j;i, we have
x1 + x2; sgn(x2   x1) + 1
c

@
@x2
  @
@x1

=
1
c

x2;
@
@x2

  1
c

x1;
@
@x1

= 0:
(5.7)
Now we generalize this for any number of particles N . Let us write the dier-
ential operator as O^c =
Q
1i<jN B^i;j, where
B^i;j =

sgn(xj   xi) + 1
c

@
@xj
  @
@xi

: (5.8)
A general expression,
h
V^ ;
QM
l=1 W^l
i
=
PM
l=1 W^1    W^l 1
h
V^ ; W^l
i
W^l+1    W^M ;
valid for operators V^ and W^l, l = 1; : : : ;M , enables us to write the required
commutator for the case of N particles:"X
k
xk; O^c
#
=
X
i<j
B^N 1;N   
"X
k
xk; B^i;j
#
   B^1;2: (5.9)
Now Eq. (5.6) follows immediately because for any B^i;j we have
hP
k xk; B^i;j
i
=h
xi + xj; B^i;j
i
= 0, as is veried for the N = 2 case. This completes the proof
that the wave function  B;c dened in (5.5) is a solution of Eq. (5.1).
In this section we have found exact closed form solutions of Eq. (5.1). We
point out that the eigenstates (5.5) with total energy E are degenerate, because
the choice of single particle energies Ei for which E =
PN
i=1Ei is not unique.
By superposition of degenerate eigenstates (5.5), one can construct eigenstates
which are of dierent mathematical form. In [90] the authors study Eq. (5.1)
for N = 2 and N = 3 particles. They constructed solutions by introducing
a new set of coordinates and separating Eq. (5.1). For N = 2 they separate
the center of mass and relative motion. Their solution for a given energy can
be written as a superposition of eigenstates (5.5). For N = 3 the procedure
in [90] becomes more cumbersome, which clearly points out the advantage of
using Fermi-Bose transformation for solving Eq. (5.1).
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5.2 The Lieb-Liniger gas in a wedgelike poten-
tial: Strongly interacting limit
In this section, we consider the Lieb-Liniger gas in the wedgelike potential
dened as
V (x) =
(
x if x  0;
1 if x < 0: (5.10)
For simplicity, we have xed the value of the constant force to  = 1. Solutions
for any other value can be obtained by simple rescaling: x ! 1=3x and
E !  2=3E.
In order to nd the ground state in such a potential, one should nd solutions
of Eqs. (5.2) and (2.12) (assuming we work in the fundamental sector R1), to-
gether with the following boundary condition:  B;c(x1 = 0; x2; : : : ; xN) = 0.
The rst idea that may come to mind in attempting to nd such a ground state
is to utilize Eq. (5.5) as an ansatz, since it apparently obeys (5.2) and (2.12),
and try to adjust theN free parameters Ei such that  B;c(x1 = 0; x2; : : : ; xN) =
0. Namely, such a procedure leads to the solutions for the ground states of a
Lieb-Liniger gas on the ring [1], where instead of the ansatz (5.5) with Airy
functions, one utilizes an ansatz with plane waves,  B;c = NcO^c detNm;j=1 eikjxm
(e.g., see [44]), and instead of Ej, one adjusts the quasimomenta kj (which
have to obey Bethe's equations) to acquire the proper boundary conditions.
However, for this wedge like potential such a line of reasoning fails. Mathe-
matically, this occurs because the rst derivative of the Airy function is not
simply related to the Airy function itself (whereas a derivative of a plane wave
is proportional to the plane wave itself).
Nevertheless, we can nd solutions in the form (5.5) in the Tonks-Girardeau
limit (c ! 1), and we can utilize some form of 1=c approximation to nd
deviations from the Tonks-Girardeau ground state for large but nite c. The
Tonks-Girardeau ground state is constructed by symmetrizing the Slater de-
terminant of N lowest single-particle eigenstates [2]:
 TG = k<msgn(xm   xk) 1p
N !
N
det
i;j=1
i(xj); (5.11)
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Figure 5.1: The single particle density B;c(x) (solid black line) of N = 10
Lieb-Liniger bosons in a wedgelike potential (c = 40,  = 1). Dashed blue line
shows the density in the Tonks-Girardeau limit.
where
i(x) =
Ai(x  Ei)
Ai0( Ei) : (5.12)
The single-particle energies Ei are such that Ai( Ei) = 0 [i.e., i(0) = 0],
and the eigenstates form an orthonormal set:
R1
0
i (x)j(x)dx = i;j. The
ground-state energy is simply ETG =
PN
i=1Ei. As an illustration, in Fig. 5.1
we display the single-particle density for the Tonks-Girardeau ground state
(dashed blue line) comprising N = 10 particles.
An approximative perturbative approach for calculating the properties of
a Lieb-Liniger gas in the strongly interacting regime has been suggested by
Sen [89]. It can be shown that the perturbation around c = 1 (the Tonks-
Girardeau limit) is correctly described by a pseudopotential [89]
V^pp =  4
c
X
i<j
00(xi   xj); (5.13)
that is, the pseudopotential (5.13) is utilized as a small perturbation around
the Tonks-Girardeau ground state (unperturbed state) for large c. It gives
the correct rst-order correction to the ground-state energy and wave function
when plugged into the standard perturbation expressions with 1=c as a small
parameter.
In the 1=c approximation, the ground-state energy of the Lieb-Liniger system
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is
EB;c = ETG +
D
 TG
V^pp TGE
= ETG   1
c
N(N   1): (5.14)
Result (5.14) is obtained by a direct calculation of the expectation value of
the pseudopotential V^pp for the Tonks-Girardeau ground state. Such matrix
elements are readily evaluated by using Slater-Condon rules:
D
 TG
V^pp TGE =  4
c
X
i<j
Z 1
0
dx

i (x)i(x)
d2
dy2
[j(y)j(y)]y=x
  i (x)j(x)
d2
dy2
[j(y)i(y)]y=x

: (5.15)
We have veried (5.14) numerically (by employing Mathematica) up to N = 20
particles, and we conjecture that the expression is valid for any number of
particles trapped by the potential (5.10).
To rst order in 1=c, the Lieb-Liniger wave function is given by [89]
 B;c   TG +
X
nN;m>N
D
 
(m;n)
TG
V^pp TGE
En   Em  
(m;n)
TG
+
X
n<n0N
m0>m>N
D
 
(m;m0;n;n0)
TG
V^pp TGE
En + En0   Em   Em0  
(m;m0;n;n0)
TG ; (5.16)
where  
(m;n)
TG labels an excited Tonks-Girardeau state; this state is obtained
from the ground state  TG by replacing the single-particle state n, where
n  N , with the single-particle state m of higher energy, m > N  n.
Analogously,  
(m;m0;n;n0)
TG labels two particle excitation of the TG gas state.
The expression for the single-particle density B;c(x) = N
R
dx2    dxN j B;cj2
can be calculated straightforwardly by employing the wave function from Eq.
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(5.16), by keeping the terms up to 1=c:
B;c(x)  TG(x)
+N
X
nN;m>N
0@
D
 
(m;n)
TG
V^pp TGE
En   Em
Z
dx2    dxN TG (m;n)TG + c:c:
1A
 TG(x) + 1
c
X
nN;m>N
V
(m;n)
pp
En   Em n(x)m(x): (5.17)
Here, the matrix element V
(m;n)
pp   8
D
 
(m;n)
TG
Pi<j 00(xi   xj) TGE of the
single-particle excitation from the level n  N with energy En, to the level
m > N with energy Em is given by
V (m;n)pp =  8
NX
i=1;i6=n
Z 1
0
dx


m(x)n(x)
d2
dy2
[i (y)i(y)]y=x   m(x)i(x)
d2
dy2
[i (y)n(y)]y=x

:
(5.18)
In Fig. 5.1 we illustrate the single-particle density B;c(x) in 1=c approximation
(solid black line), which is obtained by using Eq. (5.17) for N = 10 and c = 40.
It should be mentioned that the two-particle excitations [second sum in Eq.
(5.16)] do not yield any contribution to the rst-order single particle density
B;c(x), due to the vanishing of the overlap of the wave functions in calculation
of the density (in the same way as demonstrated for the case of bosons conned
in an innitely deep box [89]). In our calculation of the density B;c via (5.17),
we have included only a nite number of terms, where the cuto is chosen
to be suciently large, such that the contribution of the remaining terms is
negligible [for the calculation illustrated in Fig. 5.1, we kept 150 terms in Eq.
(5.17) with the highest contribution].
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5.3 Exact quantum dynamics via a Fourier trans-
form
In this section we discuss the time-dependent solutions of the Lieb-Liniger
system in a linear potential. Before proceeding, we note that dynamics in
the strongly interacting regime (i.e., dynamics of a Tonks-Girardeau gas in a
linear potential) was studied in Ref. [91]. Here, we assume that the bosons
are initially localized by some external trapping potential. At time t = 0,
this potential is suddenly turned o, and bosons are released to evolve in the
linear potential. This problem can be related to free expansion of the Lieb-
Liniger wave packet by simple rescaling of the coordinates. If the wave function
 free(x1; : : : ; xN ; t) obeys the equation,
i
@ free
@t
=  
NX
i=1
@2 free
@x2i
+
X
1i<jN
2c (xi   xj) free; (5.19)
(i.e.,  free describes free expansion (see Chapter 3)), then the wave function
 B;c(x1; : : : ; xN ; t) = e
 itPNi=1(xi+t2=3)  free(x1 + t2; : : : ; xN + t2; t)
(5.20)
is the solution of the time-dependent problem in the constant-force potential,
i
@ B;c
@t
=  
NX
i=1
@2 B;c
@x2i
+
X
1i<jN
2c (xi   xj) B;c + 
NX
i=1
xi B;c: (5.21)
The initial conditions coincide (i.e., at t = 0 we have  B;c =  free). Note that
the phase factor in Eq. (5.20) accounts for the momentum per particle t,
which is acquired in time in the eld of constant force  (in units used here,
m = 1=2, and therefore the classical acceleration is 2). Transformation (5.20)
can be veried by direct substitution in Eq. (5.21), from which it becomes
evident that it is valid for any two-particle interaction V (xi   xj). Namely,
transformation xi ! xi+t2 does not aect the two-particle interaction term
V (xi   xj) [in fact, because of this, Eq. (5.20) can be deduced from the well-
known solution for a single-particle wave packet in a linear potential].
It is known that freely expanding Lieb-Liniger wave packets can be calculated
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by solving an N -dimensional Fourier transform (see Chapter 2):
 free(x1; : : : ; xN ; t) =
Z
dk1    dkNG(k1; : : : ; kN)ei
PN
i=1(kixi k2i t): (5.22)
We note that the function G is not the Fourier transform of the wave function
 free because it depends on the coordinates xj through the sgn(xj   xi) terms
(see Chapter 3 for details), that is, it diers from one permutation sector in x
space to the next. Nevertheless, by calculating the integral in Eq. (5.22) in one
sector (say R1), we obtain  free in that sector, which is sucient due to bosonic
symmetry. The function G contains all information on initial conditions and
it can be expressed in terms of the projections of the initial wave function on
the Lieb-Liniger free space eigenstates (e.g., see Chapter 3). By using Eqs.
(5.22) and (5.20) we can express  B;c in terms of an N -dimensional Fourier
transform:
 B;c(x1; : : : ; xN ; t) =
Z
dk1    dkN G(k1; : : : ; kN)
 exp
(
i
NX
i=1

(ki   t)xi + (ki   t)
3   k3i
3
)
: (5.23)
We would like to note that result (5.23) can be obtained by straightfor-
ward use of Fermi-Bose transformation. The time-dependent wave function
 F which describes the system of N noninteracting fermions in a linear poten-
tial V (x) = x can be written via its Airy transform:
 F (x1; : : : ; xN ; t) =
Z
dE1    dEN
  F (E1; : : : ; EN)e it
PN
i=1 Ei
NY
i=1
Ai( 2=3(xi   Ei)):
(5.24)
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Here,  F (E1; : : : ; EN) contains information on initial conditions,
 F (E1; : : : ; EN) =

1
1=3
N Z
dx1    dxN
  F (x1; : : : ; xN ; 0)
NY
i=1
Ai( 2=3(xi   Ei)): (5.25)
By using the well-known relation between the Airy and Fourier transform ~ F
[92],
 F (E1; : : : ; EN) =

1
2=3
N Z
dk1    dkN ~ F ei
PN
i=1(kiEi k3i =3)=; (5.26)
we nd
 F (x1; : : : ; xN ; t) =
Z
dk1    dkN
 ~ F exp
(
i
NX
i=1

(ki   t)xi + (ki   t)
3   k3i
3
)
: (5.27)
The time-dependent solution of the Lieb-Liniger model [i.e. Eq. (5.23)], can
now be found directly from the expression above by applying the Fermi-Bose
transformation operator O^c onto Eq. (5.27).
Our discussion in this section adds upon the previous studies of Lieb-Liniger
wave-packet dynamics on an innite line (see Refs.[32, 34] and Chapter 3), and
in the presence of the hard-wall potential (Chapter 4); in all these cases the
motion of an interacting Lieb-Liniger wave packet can be calculated by using
an N -dimensional Fourier transform.
In order to illustrate the connection between (5.19) and (5.20), we present
the following numerical example. The system of three Lieb-Liniger bosons
are trapped in the ground state of an innitely deep box of length L = ;
at t = 0, the trap is turned o and the bosons start to experience the con-
stant force  = 3. The exact initial wave function is constructed as a su-
perposition of free space eigenstates [36]. From this state we can nd the
function G(k1; : : : ; kN) which keeps all information on initial conditions (see
Chapters 2 and 3). By numerically calculating the integral in (5.23), we ob-
tain the time-dependent wave function  B;c(x1; : : : ; xN ; t) describing the sys-
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tem. Here, we plot two relevant physical quantities, the single-particle density,
B;c(x; t) = N
R
dx2    dxN j B;c(x; : : : ; xN ; t)j2, and the momentum distribu-
tion n(k; t) (density in k space).
From Eq. (5.20) it follows that the density in coordinate space will be the
same as in the case of free expansion ( = 0), with mere translation of the
coordinates [B;c(x; t) = free(x + t
2; t)]. The momentum distribution will
be equivalent also up to the simple transformation k ! k   t. The density
prole and momentum distribution of the wave packet are plotted in Figs. 5.2
and 5.3, respectively, for three various interactions strengths c: (a) c = 0:25,
(b) c = 3, and (c) c = 10. Starting from t = 0, the wave packet evolves to the
left in x space with the center of mass motion t2, while at the same time it
spreads in width independently. For large c, the spread is more pronounced,
as can also be conjectured from the initial momentum distribution. For very
large c, the wave packet will asymptotically experience fermionization of the
momentum distribution [47, 49].
5.4 Conclusion
We have studied the Lieb-Liniger model in the constant-force (linear) potential.
Exact stationary solutions for this system, referred to as the Lieb-Liniger-Airy
states, were constructed by employing Gaudin's Fermi-Bose mapping operator
O^c. This was enabled by the fact that the operator commutes with the linear
potential: [O^c;
P
j xj] = 0. We have calculated the ground-state properties
of the Lieb-Liniger gas, in the strongly interacting regime, in the wedgelike
potential: V (x) = x for x > 0 ( > 0), and V (x) = 1 for x < 0. This
was achieved in the Tonks-Girardeau regime and in 1=c approximation by
employing the pseudopotential approach [89]. Finally, we have pointed out
that the time-dependent Lieb-Liniger wave packets in the linear potential can
be found by employing an N -dimensional Fourier transform.
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Figure 5.2: Evolution of N = 3 Lieb-Liniger bosons in the linear potential
x ( = 3) from the ground state of a box with innitely high walls. Single-
particle density in time for various interaction strengths c: (a) c = 0:25, (b)
c = 3, and (c) c = 10. Red dotted lines are for t = 0, solid black lines are for
t = 1, and blue dashed lines are for t = 2.
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Chapter 6
Anderson localization of a
Tonks-Girardeau gas in
potentials with controlled
disorder
The phenomenon of Anderson localization [62], which was originally theoret-
ically predicted in the context of condensed matter physics, has been experi-
mentally demonstrated in other wave systems including optical waves [93, 94,
95, 96, 97] and ultracold atomic gases (matter waves) [63, 64]. In the context
of Bose-Einstein condensates (BECs), Anderson localization was obtained by
placing ultracold atomic BECs in elongated, essentially one-dimensional dis-
ordered [63] and quasiperiodic incommensurate potentials [64], which were
created optically (see Ref. [98] for a recent review of the topic). The matter
waves utilized in those experiments were condensates, i.e., they were spatially
coherent in the sense that their one-body density matrix factorizes (x1; x2) 
(x1)(x2), where (x) is the condensate wave function. However, in real-
ity interactions and/or the presence of the thermal cloud aects the spatial
coherence in the system. Naturally, the spatial coherence in the system is
expected to have important implications on localization phenomena, since the
phenomenon of Anderson localization is deeply connected to interference of
multiple reected waves. This motivates us to study Anderson localization
in a Tonks-Girardeau gas, which is a relatively simple example of partially-
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spatially-coherent Bose gas (i.e., it is not condensed).
The Tonks-Girardeau model describes a system of strongly repulsive ("im-
penetrable") bosons, conned in one-dimensional (1D) geometry [2]. Exact
solutions of the model are found by employing the Fermi-Bose mapping [2, 46],
wherein the Tonks-Girardeau wave function (for both the stationary and the
time-dependent problems) is constructed from a wave function describing non-
interacting spinless fermions. In Ref. [10] it was suggested that the Tonks-
Girardeau model can be experimentally realized with ultracold atoms in ef-
fectively 1D atomic waveguides. This regime is reached at low temperatures,
for suciently tight transverse connement, and with strong eective inter-
actions [10, 11, 12]. Indeed, in 2004 two groups have experimentally realized
the Tonks-Girardeau gas [5, 6]. Furthermore, nonequilibrium dynamics of a
1D Bose gas (including the Tonks-Girardeau regime) has been experimentally
addressed in the context of relaxation to equilibrium [7]. It is known that
ground states of the Tonks-Girardeau gas on the ring [99], or in a harmonic
potential [100] are not condensates, because the population of the leading nat-
ural orbital scales as
p
N , where N is the number of particles. Thus, the
Tonks-Girardeau gas is only partially spatially coherent. The free expansion
of the Tonks-Girardeau gas from some initial state has been of great interest
over the past few years [47, 49, 50, 51]; this type of scenario, i.e., expansion
from an initial state which is localized (say by a trapping potential) can be
used to address Anderson localization [63].
The experimental demonstrations of Anderson localization in ultracold atomic
gases were preceded by theoretical investigations of this topic (e.g., see Refs.
[101, 102, 103], see also Ref. [98] and references therein). The interplay of dis-
order (or quasiperiodicity) and interactions in a Bose gas (from weakly up to
strongly correlated regimes), has been often studied in the context of the Bose-
Hubbard model [101, 102, 104, 105, 106, 107, 108, 109, 110, 111, 112, 113, 114].
Within the model, a transition from a superuid to a Bose glass phase has been
predicted to occur [104, 105]. The aforementioned interplay has been studied
by using versatile methods including calculating the energy absorption rate
[114], momentum distribution and correlations [107, 112], and expansion dy-
namics [110, 111]. In the limit of strong repulsion, the system can be described
by using hard-core bosons on the lattice [107, 110, 114]. For these systems, by
employing the Jordan-Wigner transformation the bosonic system is mapped
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to that of noninteracting spinless fermions, and all one-body observables can
be furnished from the one body density matrix both in the stationary (e.g.,
see [68]) and out-of-equilibrium systems [47]. The ground state properties of
the hard-core Bose gas in a random lattice have been studied in [107], whereas
expansion dynamics was considered in [110]; both approaches predict the loss
of quasi long-range order.
In this chapter we study Anderson localization within the framework of the
Tonks-Girardeau model [2] in one-dimensional disordered potentials. We study
the expansion of a Tonks-Girardeau wave packet in a potential with controlled
disorder. The potential is characterized by its correlation distance parameter
. At t = 0, the initial wave packet is in the ground state of a harmonic
trap with frequency ! (with small disorder superimposed upon it), and then
the trap is suddenly turned o. After some time, we nd that the system
reaches a steady state characterized by exponentially decaying tails of the
density. We show that the exponents decrease with the increase of ! and the
decrease of  in the investigated parameter span ( = 0:13 0:40 m and ! =
5  10 Hz). The one-body density matrix B(x; y; t) of the steady state, that
is its amplitude jB(0; x; t)j, decays exponentially on the tails of the localized
wave packet. However, in the region of these tails the degree of rst order
coherence jB(0; x; t)j = jB(0; x; t)j=
p
B(0; 0; t)B(x; x; t) reaches a plateau.
These plateaus are connected to the behavior of the single-particle states used
to construct the Tonks-Girardeau wave function, from which we nd that the
spatial coherence increases in the tails. This increase of coherence in the tails
has its counterpart in incoherent optical solitons [115], a phenomenon well
understood in terms of the modal theory for incoherent light [115].
6.1 Numerical results on Anderson localiza-
tion in a Tonks-Girardeau gas
In order to investigate Anderson localization of the Tonks-Girardeau gas, we
perform numerical simulations designed in the fashion of optical [96] and
matter wave [63] experiments which were conducted recently to demonstrate
Anderson localization. We investigate dynamics of a Tonks-Girardeau wave
packet in a disordered potential VD(x), where the initial wave packet (at t = 0)
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is localized in space by some trapping potential. After long time of propagation
the wave packet reaches some steady state. Anderson localization is indicated
by the exponential decay of the density of the wave packet in this steady state.
More specically, we assume that initially, at t = 0, the gas is in the ground
state of the harmonic oscillator potential, with the small controlled disordered
potential superimposed upon it, that is,
V (x) = VD(x) + 
2x2 for t < 0. (6.1)
At t = 0 the trapping potential is suddenly turned o, i.e.,
V (x) = VD(x) for t > 0, (6.2)
after which the density and correlations of the gas begin to evolve. This means
that at t = 0 the wave function  B is given by Eqs. (2.4) and (2.5) where
 m(x; t = 0) is the mth single-particle eigenstate of the potential VD(x)+
2x2.
The subsequent evolution of  m is given by Eq. (2.6) where the potential is
given solely by the disordered term V (x) = VD(x).
The disordered potential can be characterized in terms of its correlation
functions; the autocorrelation function is dened by
AC(x) = hV D(x0   x)V D(x0)ix0 ; (6.3)
where V D(x) = VD(x)  hVD(x0)ix0 , and h   ix0 denotes a spatial average over
x0. For the disordered potentials in our simulations we have approximately
AC(x) = V
2
0
sin2(x=)
(x=)2
; (6.4)
where  denotes the spatial correlation length of the disordered potential,
whereas V 20 = hV 2D(x)ix denotes its amplitude. The spatial power spectrum of
the potential has support in the interval [ Kcut; Kcut], where the cut-o value
is Kcut = 2=. Thus, the potential VD(x) has the autocorrelation function
identical to that of the optical speckle potentials used in the experiments, e.g.,
see [63].
The asymptotic steady state of the system depends on the parameters of the
disordered potential  and V0, and on the initial state, that is, the harmonic
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Figure 6.1: Anderson localization in a Tonks-Girardeau gas in dependence
of the initial trap parameter  (i.e., !). The parameters of the disordered
potential are ( = 0:13 and V0 = 0:465). (a) The averaged density of the
Tonks-Girardeau wavepacket at t = 0 and after t = 1450 (=4 s) of propagation.
The initial state corresponds to  = 8:67  10 2 (! = 10 Hz). (b) Shown
is the density of a Tonks-Girardeau gas (in the localized steady state) after
t = 1450 (=4 s) of propagation in a disordered potential. Blue dot-dashed line
corresponds to  = 4:34 10 2 (! = 5 Hz), whereas red solid line corresponds
to  = 8:67 10 2 (! = 10 Hz). (c) Same as gure (b) on a logarithmic scale.
Blue line corresponds to (! = 5 Hz), and red line corresponds to ! = 10 Hz;
arrow indicates the increase of !. For jxj larger than some value (call it Lt),
the density decays exponentially, which characterizes Anderson localization.
The density-tails decay slower for larger initial trap parameter ! (see text for
details).
trap parameter . In fact, since the dynamics of the Tonks-Girardeau gas
is governed by a set of uncoupled Schrodinger equations, it follows from the
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Figure 6.2: Anderson localization in a Tonks-Girardeau gas in dependence of
the disorder parameter . The averaged density of a Tonks-Girardeau gas
after t = 1450 (=4 s) of propagation in the disordered potential. The plots
correspond to  = 0:13 (blue line),  = 0:25 (green line), and  = 0:40
(red line); arrow indicates the increase of . The initial state corresponds to
! = 10 Hz, while the amplitude of the disordered potential is V0  0:47 (see
text for details).
simple scaling of units outlined below Eq. (2.2), that there are in fact only two
independent parameters; thus we investigate the dynamics in dependence of 
and , and keep V0 at an approximately constant value. We have performed our
numerical simulations in a region of the parameter space which was accessible
with our numerical capabilities, but which is relevant to experiments [63, 64].
We have varied the correlation length  of the potential from 0:13 up to 0:40
(corresponding to 0:13 m and 0:40 m since the spatial scale is chosen to be
X0 = 1 m), and the harmonic trap parameters in the interval  = 4:34  
8:6710 2 (corresponding to ! = 5 10 Hz). The number of particles used in
our simulations is relatively small, N = 13, due to the computer limitations,
however, despite of this, one can use our simulations to infer general conclusions
that would be valid in an experiment with larger N . It should be emphasized
that all plots of densities and correlations are ensemble averages made over 40
realizations of the disordered potentials.
First we investigate the behavior of the single-particle density. In Figure
6.1 we show B(x; x; t = 1450) versus x for (; V0) = (0:13; 0:465), and two
values of :  = 4:34  10 2 (! = 5 Hz) and  = 8:67  10 2 (! = 10 Hz).
In Fig. 6.1(a) we compare the initial density (at t = 0), with the density at
time t = 1450 (= 4 s), at which the steady state regime is already achieved
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(all graphs below which describe the steady state are also calculated at this
time). We observe that the steady-state density has a broad central part with
a fairly at top, and decaying tails on its sides. The central part is composed
of many single-particle states  j. In Fig. 6.1(b) we plot the steady state
density for two values of !. For ! = 5 Hz, the central part is broader than for
! = 10 Hz, but the tails are decaying faster with the increase of jxj, as shown
in Fig. 6.1(c), where the densities are plotted in the logarithmic scale. We
clearly see that for jxj larger than some value (call it Lt), the density decays
exponentially, which indicates Anderson localization. We have tted the tails
to the exponential curve B(x; x; t) / exp( jxj) and obtained  = 0:0097 for
! = 5 Hz, and  = 0:0053 for ! = 10 Hz, that is, we nd that the density-tails
decay slower for larger initial trap parameter !. For larger values of !, the
trap is tighter and the initial state has larger energy and broader momentum
distribution, therefore, it is harder to achieve localization of the wave packet
(e.g., see [103, 116]). Another way to interpret these simulations is in terms
of the spatial correlation distance of the wave packet. An incoherent wave
packet can be characterized by using the spatial correlation distance, which
determines a spatial degree of coherence; this quantity is inversely proportional
to the width of the spatial power spectrum. If the spatial correlation distance
decreases, it is harder to achieve localization.
In Fig. 6.2 we display dependence of the density B(x; x; t) versus x for  =
8:6710 2 (! = 10 Hz), and three values of (; V0): (0:13; 0:465), (0:25; 0:478),
and (0:40; 0:485). Note that V0 can be regarded as a constant close to 0:47 and
we will omit to explicitly write the values of V0 besides  in further text;
the variations of V0 are a consequence of the method utilized to construct the
random potential. We observe that the exponential tails decay faster for larger
values of .
Next we focus on correlations contained within the reduced single-particle
density matrix B(x; y; t). Suppose that we are interested in the phase correla-
tions between the center (at zero) and the rest of the cloud (at some x-value);
the quantity B(0; x; t) will decay to zero with the increase of jxj even if the
eld is perfectly coherent simply because the density decays to zero on the
tails. In order to extract solely correlations from the RSPDM, we observe the
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Figure 6.3: First-order correlations in the initial state decay algebraically.
Shown are the single-particle density matrix jB(0; x; 0)j (a), and the degree of
rst-order coherence jB(0; x; 0)j (b), at t = 0 for the initial state corresponding
to ! = 10 Hz. The graphs are plotted for three values of  as indicated in the
legend. Black dotted lines depict the tted curves jB(0; x; 0)j  jxj 0:54 and
jB(0; x; 0)j  jxj 0:51.
behavior of the quantity [118]
B(x; y; t) =
B(x; y; t)p
B(x; x; t)B(y; y; t)
; (6.5)
which is the degree of rst-order coherence [118] (in optics it is sometimes
referred to as the complex coherence factor [119]). In the context of ultracold
gases B(x; y; t) can be interpreted as follows: If two narrow slits were made
at points x and y of the 1D Tonks-Girardeau gas, and if the gas was allowed to
drop from these slits, expand and interfere, B(x; y; t) expresses the modula-
tion depth of the interference fringes. In this work we investigate correlations
between the central point of the wave packet and the tails: B(0; x; t).
In Fig. 6.3 we show the averages of the magnitudes of the one-body density
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Figure 6.4: Correlations in the steady (Anderson localized) state. The single-
particle density matrix jB(0; x; t)j [blue line in (a), indicated with the arrow],
and the degree of rst order coherence jB(0; x; t)j [blue line in (b), indicated
with the arrow], at the time 4 s. The parameters used are  = 0:13 and
! = 10 Hz. Red lines (in both panels) depict the single particle density
B(x; x; t). Insets enlarge the region where jxj is small and where correlations
decay approximately exponentially. For jxj in the region of the density tails
(jxj > Lt), jB(0; x; t)j reaches a plateau. See text for details.
matrix jB(0; x; t)j, and the degree of rst order coherence jB(0; x; t)j, at
time t = 0 for the initial state corresponding to ! = 10 Hz and for three
values of . From previous studies of the harmonic potential ground-state (e.g.,
see Ref. [100] for the continuous Tonks-Girardeau gas and [47] for hard-core
bosons on the lattice) it follows that in a fairly broad interval of x-values, both
jB(0; x; t = 0)j and jB(0; x; t = 0)j decay approximately as a power law jxj 0
with the exponent 0 = 0:5 [100, 47], despite of the fact that the density is not
homogeneous; the density dependent factors multiplying the power law are also
known [100, 47]. We have observed that the initial correlation functions are well
tted to the power law: jB(0; x; 0)j  jxj 0:54 and jB(0; x; 0)j  jxj 0:51 for
! = 10 Hz (for ! = 5 Hz, we obtain jB(0; x; 0)j  jxj 0:60 and jB(0; x; 0)j 
jxj 0:55). The power-law decay of correlations indicates presence of quasi long-
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Figure 6.5: The single-particle states j j(x; t)j2 for j = 5; 9, and 13 in the
(Anderson localized) steady state. The arrow indicates increase of j. The
parameters used are  = 0:13 and ! = 10 Hz. The single-particle states for
larger j (larger in energy) decay slower with the increase of jxj. See text for
details.
range order. Apparently, the properties of the small random potential do not
signicantly aect the correlations of the initial state for the trap strengths !,
and disorder parameters used in our simulations. This happens because the
initial single particle states are localized by the trapping potential, rather than
by disorder (their decay is Gaussian). The eect of disorder on these states
becomes more signicant for weaker traps, because the disordered potential
becomes nonegligible in comparison to the harmonic term 2x2 in a broader
region of space. In fact, we expect that if one keeps the number of particles
constant, for suciently shallow traps, disorder would qualitatively change the
behavior of the correlations in the initial state, in a similar fashion as when the
trap is absent. However, probing Anderson localization by using transport (i.e.,
expansion of an initially localized wave packet), is perhaps more meaningful
for tighter initial traps, where the initial wave packets are localized by the trap
rather than by disorder.
For very small values of jxj, and for very large values (at the very tails of the
wave packet) there are deviations from the power law behavior [100, 47]. The
behavior of jB(0; x; 0)j at the tails, where jB(0; x; 0)j starts to grow up to
some constant value is attributed to the fact that higher single-particle states
 m(x; 0) decay at a slower rate with the increase of jxj, and therefore spatial
coherence increases in the tails (see also the discussion below).
After the Tonks-Girardeau gas expands in the disordered potential and
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Figure 6.6: The absolute value of the real and imaginary part of Aij(0; x; t)
for i = 1 and j = 13, and ve dierent realizations of the disordered potential.
The parameters used in the simulation are  = 0:13 and ! = 10 Hz. For
suciently large jxj, Aij(0; x; t) reaches a constant value. See text for details.
reaches a steady-state, the behavior of B(0; x; t) and B(0; x; t) signicantly
diers from that at t = 0. This is shown in Fig. 6.4, where we display the
magnitude of the two functions for  = 0:13 and ! = 10 Hz. We observe
that jB(0; x; t)j exhibits a fairly fast exponential decay for small values of
jxj, that is, in the region where the density is relatively large [see the inset in
Fig. 6.4(a)]. This fast decay slows down up to suciently large values of x,
i.e., jxj > Lt, where we observe slower exponential decay of jB(0; x; t)j, which
corresponds to the exponentially decaying tails in the single-particle density
of the localized steady state. Regarding the degree of rst-order coherence
jB(0; x; t)j, we nd that for suciently small jxj, it decays exponentially [see
the inset in Fig. 6.4(b)]; however, as x approaches the region of exponentially
decaying tails jxj > Lt, the exponential decay of jB(0; x; t)j slows down until
it reaches roughly a constant value in the region jxj > Lt. This plateau oc-
curs because single-particle states  j decay slower for larger j values (they are
higher in energy and momentum), and due to the fact that for suciently large
jxj, the matrix elements Aij(0; x; t), which are important ingredients in expres-
sion (2.9) for jB(0; x; t)j, also reach a constant value. This is depicted in Figs.
6.5 and 6.6, which display j j(x; t)j2 for j = 5; 9, and 13, and A1;13(0; x; t) (real
and imaginary part) for ve dierent realizations of the disordered potential.
We clearly see that Aij(0; x; t) reaches a constant value (generally complex o
the diagonal), which diers from one realization of the disorder to the next; this
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is connected to the fact that the integral
R x
0
dx0 i (x
0; t) j(x0; t) converges to a
constant value for suciently large x, which is a consequence of the exponential
localization. The uctuations in Aij(0; x; t) are reected onto the uctuations
of the plateau value of jB(0; x; t)j. We have compared the averages of the
matrix elements Aij(0; x; t) for large x (at the plateau) for all values of i and j.
They are all within one order of magnitude with A13;13(0; x; t) (N = 13) being
the largest, more specically, the averages of some of the absolute value in
our simulations are jA13;13(0; x; t)j = 0:25 10 3, jA7;7(0; x; t)j = 0:16 10 3,
jA1;1(0; x; t)j = 0:06 10 3, and jA1;13(0; x; t)j = 0:03 10 3. Thus, the values
of the matrix elements to some extent enhance the contribution of the highest
single-particle states in the correlations j(0; x; t)j. It is worthy to mention
that identical eect is observed in incoherent light solitons (e.g., see [115]),
where the coherence also increases in the tails, which is observed in the com-
plex coherence factor in optics (in the case of solitons, it is nonlinearity, rather
than disorder which keeps the wave packet localized).
Let us now extrapolate our numerical calculations and results to larger par-
ticle numbers. Suppose that we keep all parameters xed, and increase only
N . The energy of the initial state as well as the high momentum cut-o khcm
increase with the increase of N . Our simulations up to a nite time up of
4 s would not be able to see exponentially decaying tails of the asymptotic
steady state. By employing the results of Ref. [116], one concludes that the
steady state will always be localized, however, at larger values of N , the Born-
approximation mobility edge [116] will be crossed and the exponents describing
the exponentially decaying tails will be smaller. The plateaus in the correla-
tions will still exist in the regions of these tails, however, the value jB(0; x; t)j
will decrease with the increase of N (simply because more single particle states
 j are needed to describe the Tonks-Girardeau state), and both the exponen-
tially decaying tails together with the plateaus will be harder to observe. The
eect where the coherence of the localized steady state increases in the tails
should however be observable also with partially condensed BECs, below the
Tonks-Girardeau regime.
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6.2 Conclusion
We have investigated Anderson localization of a Tonks-Girardeau gas in con-
tinuous potentials [VD(x)] with controlled disorder, by investigating expansion
of the gas in such potentials; for the initial state we have chosen the Tonks-
Girardeau ground state in a harmonic trap (with VD(x) superimposed upon it),
and we have analyzed the properties of the (asymptotic) steady state obtained
dynamically. We have studied the dependence of the Lyapunov exponents and
correlations on the initial trap parameter ! [5   10 Hz], and the correlation
length of the disorder  [0:13  0:40 m]. We found that the Lyapunov expo-
nents of the steady state, decrease with the increase of . In the parameter
regime considered the Lyapunov exponents increased with the increase of ,
which was underpinned by the perturbation theory. The behavior of the cor-
relations contained in the one-body density matrix B(x; y; t) and the degree
of rst order coherence indicate that the o diagonal correlations jB(0; x; t)j
decrease exponentially with the increase of jxj, due to the exponential decay of
the density, however, in the region of the exponentially decaying tails, the de-
gree of rst-order coherence jB(0; x; t)j reaches a plateau. This is connected to
the behavior of the single-particle states used to construct the Tonks-Girardeau
wave function and to the increase of coherence in the exponentially decaying
tails. This eect is analogous to the one found in incoherent optical solitons,
for which coherence also increases in the tails.
As a possible direction for further research we envision a study of Anderson
localization for incoherent light in disordered potentials, Anderson localization
within the framework of the Lieb-Liniger model describing a 1D Bose gas with
nite strength interactions (which becomes identical to the Tonks-Girardeau
model when the interaction strength becomes innite). These studies should
provide further insight into the inuence of wave coherence (within the context
of optics), and the inuence of interactions on Anderson localization (within
the context of eectively 1D ultracold atomic gases).
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Chapter 7
Summary
Exactly solvable models describing interacting bosons in one-dimension (1D)
have been studied over decades since the pioneering work of Girardeau [2],
and Lieb and Liniger [1]. The interest in these models is greatly stimulated
with recent experiments [3, 4, 5, 6, 7], in which ultracold atomic gases are
tightly conned in 1D atomic waveguides, such that transverse excitations are
suppressed. The Lieb-Liniger model describes 1D bosons with pointlike con-
tact interactions of a given strength c [1]. In the limit of suciently strong
interactions, the Lieb-Liniger gas enters the Tonks-Girardeau (TG) regime of
impenetrable bosons [2]; the TG regime can be obtained at very low tem-
peratures, with strong eective interactions, and low linear particle densities
[10, 11, 12]. An interesting aspect of 1D Bose gases, which can be probed exper-
imentally from weakly to the strongly interacting regime, is their behavior out
of equilibrium (e.g., see Ref. [7]). An exact (analytical or numerical) theoreti-
cal calculation of nonequilibrium dynamics of a Lieb-Liniger gas is a complex
many-body problem, which was previously studied in a few cases [32, 33, 34].
In the present thesis we contribute to the study of nonequilibrium dynamics
of a Lieb-Liniger system. We have explored the free expansion, dynamics in
the hard-wall and linear potential by an exact method. Specically, we have
shown that the wave function for N Lieb-Liniger bosons in these situations
can be obtained by calculating an N -dimensional Fourier transform.
In Chapter 2 we have reviewed the Fermi-Bose mapping techniques used for
solving Lieb-Liniger and Tonks-Girardeau model. In the TG regime, exact
solutions in any external potential [2] and for time-dependent problems [2]
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were constructed by mapping a wave function describing "impenetrable-core"
bosons onto the wave function describing spinless fermions. For the nite
strength of the delta interaction, i.e. the Lieb-Liniger system, the Fermi-Bose
transformation was introduced [32, 34] to explore nonequilibrium dynamics
in absence of external potentials. In this method, a wave function describing
spinless fermions is transformed into a wave function of the Lieb-Liniger model.
In Chapter 3, the asymptotic form of the wave functions describing a freely
expanding Lieb-Liniger gas was derived by using the Fermi-Bose transforma-
tion for time-dependent states, and the stationary phase approximation. We
nd that asymptotically the wave functions approach the Tonks-Girardeau
(TG) structure as they vanish when any two of the particle coordinates coin-
cide. We point out that the properties of these asymptotic states can signi-
cantly dier from the properties of a TG gas in a ground state of an external
potential. The dependence of the asymptotic wave function on the initial state
is discussed. The analysis encompasses a large class of initial conditions, in-
cluding the ground states of a Lieb-Liniger gas in physically realistic external
potentials. It is also demonstrated that the interaction energy asymptotically
decays as a universal power law with time, Eint / t 3. Moreover, we have
derived analytically (by using the stationary phase approximation) the for-
mula which connects the asymptotic shape of the momentum distribution and
the initial state. For suciently large times the momentum distribution coin-
cides (up to a simple scaling transformation) with the shape of the real-space
single-particle density (the expansion is asymptotically ballistic).
We have also numerically studied of free expansion of a few Lieb-Liniger
bosons, which are initially in the ground state of an innitely deep hard-wall
trap. Numerical calculation is carried out by employing a standard Fourier
transform, as follows from the Fermi-Bose transformation for a time-dependent
Lieb-Liniger gas. We have studied the evolution of the momentum distribution,
the real-space single-particle density, and the occupancies of natural orbitals.
Our numerical calculation allows us to explore the behavior of these observables
in the transient regime of the expansion, where they are non-trivially aected
by the particle interactions. Our analytical and numerical results are in good
agreement.
Nonequilibrium dynamics of a Lieb-Liniger system in the presence of the
hard-wall potential has been studied in Chapter 4. We have demonstrated
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that a time-dependent wave function, which describes quantum dynamics of a
Lieb-Liniger wave packet comprised of N particles, can be found by solving an
N -dimensional Fourier transform; this follows from the symmetry properties
of the many-body eigenstates in the presence of the hard-wall potential. The
presented formalism is employed to numerically calculate reection of a few-
body wave packet from the hard wall for various interaction strengths and
incident momenta.
We have used Gaudin's Fermi-Bose mapping operator to calculate exact
solutions for the Lieb-Liniger model in a linear (constant-force) potential in
Chapter 5 (the constructed exact stationary solutions are referred to as the
Lieb-Liniger-Airy wave functions). The ground-state properties of the gas in
the wedgelike trapping potential were calculated in the strongly interacting
regime by using Girardeau's Fermi-Bose mapping and the pseudopotential ap-
proach in the 1=c approximation (c denotes the strength of the interaction).
We point out that quantum dynamics of Lieb-Liniger wave packets in the linear
potential can be calculated by employing an N -dimensional Fourier transform
as in the case of free expansion.
Finally, in Chapter 6, we have theoretically demonstrated features of Ander-
son localization in the Tonks-Girardeau gas conned in one-dimensional (1D)
potentials with controlled disorder. That is, we have investigated the evolu-
tion of the single particle density and correlations of a Tonks-Girardeau wave
packet in such disordered potentials. The wave packet is initially trapped, the
trap is suddenly turned o, and after some time the system evolves into a
localized steady state due to Anderson localization. The density tails of the
steady state decay exponentially, while the coherence in these tails increases.
The latter phenomenon corresponds to the same eect found in incoherent
optical solitons.
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Appendix A
Fermi-Bose transformation
In this appendix we outline the proof that the wave function (2.15) obeys
both the cusp condition imposed by the interactions and Eq. (2.13), i.e., that
it obeys Eq. (2.11) with V (x) = 0. Without loss of generality we restrict
our discussion to the fundamental permutation sector R1. Let us write the
dierential operator as O^c =
Q
1i<jN B^ij, where
B^ij =

1 +
1
c

@
@xj
  @
@xi

: (A.1)
We rst show that the wave function (2.15) obeys the cusp condition (2.12)
(see Ref. [44]). Consider an auxiliary wave function
 AUX(x1; : : : ; xN ; t) = B^j+1;jO^c F
= B^j+1;jB^j;j+1O^
0
j;j+1 F ; (A.2)
where the primed operator O^0j;j+1 = O^c=B^j;j+1 omits the factor B^j;j+1 as com-
pared to O^c. The auxiliary function can be written as
 AUX =
"
1  1
c2

@
@xj+1
  @
@xj
2#
O^0j;j+1 F : (A.3)
It is straightforward to verify that the operator B^j+1;jB^j;j+1O^
0
j;j+1 in front of
 F is invariant under the exchange of xj and xj+1. On the other hand, the
fermionic wave function  F is fully antisymmetric with respect to the inter-
change of xj and xj+1. Thus,  AUX(x1; : : : ; xj; xj+1; : : : ; xN ; t) is antisymmetric
93
with respect to the interchange of xj and xj+1, which leads to
 AUX(x1; : : : ; xj; xj+1; : : : ; xN ; t)jxj+1=xj = 0: (A.4)
This is fully equivalent to the cusp condition (2.12), B^j+1;j B;cjxj+1=xj = 0.
Thus, the wave function (2.15) obeys constraint (2.12) by construction.
Second, from the commutators [@2=@x2i ; O^c] = 0 and [i@=@t; O^c] = 0 follows
that if  F obeys Eq. (2.14), then  B;c obeys Eq. (2.13), which completes the
proof.
If we use the expression
B^ij =

sgn(xj   xi) + 1
c

@
@xj
  @
@xi

; (A.5)
we obtain O^c =
Q
1i<jN B^ij as in Eq. (2.16), which is valid inside any
sector of the conguration space (see [32]). Note that for c ! 1, one
recovers Girardeau's Fermi-Bose mapping [2], where the operator O^c=1 =Q
1i<jN sgn(xj   xi) maps a noninteracting fermionic to a bosonic Tonks-
Girardeau wave function.
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Appendix B
The function G(k1; : : : ; kN ) for
the box ground state
In Sec. 3.7 we have studied free expansion of three LL bosons, which are
initially (at t = 0) in the ground state in an innitely deep box of length
L = . Here we present exact analytical expression for function G(fkg) 
G(k1; : : : ; kN) for this particular case. First, we use the connection between
~ F (k1; : : : ; kN) and the projection coecients b(k1; : : : ; kN) of the initial bosonic
wave functions onto the LL eigenstates in free space (see Chapter 3) to rewrite
the expression for G:
G(fkg) = N !N (fkg)b(fkg)
Y
1i<jN
[sgn(xj   xi) + i
c
(kj   ki)]: (B.1)
Here, N (fkg) is the normalization constant for LL eigenstates in free space
[44],
1
N (fkg) =
vuut(2)NN !Y
i<j
"
1 +

kj   ki
c
2#
; (B.2)
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and coecients b(fkg) are found by using the solution for the LL box ground
state [36],
b(fkg) / N (fkg)
X
P 0
( 1)P 0
Y
1i<jN
h
1  i
c
(kP 0j   kP 0 i)
i

X
fg
X
P
1    N
Y
1i<jN
(1  ic
qi + qj
)(1 +
ic
qPi   qPj )

Z L=2
 L=2
dx1
Z L=2
x1
dx2   
Z L=2
xN 1
dxN
 exp
(
i
NX
j=1
 
qPj   kP 0j

xj   qPjL
2
)
: (B.3)
In the expression above, summations are taken over all permutations P and P
0
which are of order N , whereas the set fg is dened such that each i is either
+1 or  1 (here i = 1; : : : ; N , i.e., there are 2N combinations in the set fg).
The ground state quasimomenta are dened as qi = ijqij, for i = 1; : : : ; N , and
their magnitudes jqij are found by solving (numerically) the system of coupled
transcendental equations [36]
jqijL =  +
X
j 6=i

tan 1
c
jqij   jqjj + tan
 1 c
jqij+ jqjj

: (B.4)
Finally, let us mention that the constant of proportionality in Eq. (B.3) is
xed such that the wave function  B;c is properly normalized.
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Appendix C
The ground state of a
Lieb-Liniger gas in an innitely
deep box
In Sec. 4.3 we study Lieb-Liniger dynamics in the presence of the hard wall
potential, with an example of three Lieb-Liniger bosons which are at t < 0
conned in the ground state of an innitely deep box of length L = . The
ground state in fundamental permutation sector R1 has been constructed by
Gaudin in Ref. [36] via a superposition of 2N free space eigenstates. For
the box in the interval [1:5; 2:5], the ground state (up to a normalization
constant) reads
 g:s:(x1; : : : ; xN) /X
fg
1    N
Y
i<j

1  ic
qi + qj
X
P
Y
i<j

1 +
ic
qPi   qPj

ei
P
j qPj(xj 1:5):
(C.1)
Here, summations are taken over 2N elements of set fg, and N ! permutations
P . The quasimomenta qj = jjqjj, for j = 1; : : : ; N , are determined by set of
transcendental equations
jqijL =  +
X
j 6=i

tan 1
c
jqij   jqjj + tan
 1 c
jqij+ jqjj

: (C.2)
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Eqs. (C.2) are solved numerically. For the initial state corresponding to three
particles (N = 3), where  (x1; x2; x3; t = 0) =  g:s:(x1; x2; x3) exp[ iK(x1 +
x2 + x3)], it is straightforward to obtain the projection coecients b(fkg) by
employing Eq. (4.7) and the orthonormality of eigenstates fkg.
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