Within the verification commuNty, there has been a recent increase in interest in Quantified Boolean Formula evaluation (QBF) as many interesting sequential circuit verification problems can be formulated as QBF instances. A closely related research area to QBF is Boolean Satisfiability (SAT). Recent advances in SAT research have resulted in some very efficient SAT solvers. One of the critical techniques employed in these solvers is Conflict Driven Learning. In this paper, we adapt conflict driven learning for application in a QBF setting. We show that conflict driven learning can be regarded as a resolution process on the clauses. We prove that under certain conditions, tautology clauses obtained from resolution in QBF also obey the rules for implication and conflicts of regular (nontautology) clauses; and therefore they can be treated as regular clauses and used in future search. We have implemented this idea in a new QBF solver called Quaffle and our initial experiments show that conflict driven learning can greatly speed up the solution process for most of the benchmarks we tested.
Introduction
Given a Quantified Boolean Formula, the question whether it is satisfiable (i.e. evaluates to 1) is called a Quantified Boolean Satisfiability (QBF) problem. Many practical problems ranging from AI planning [I] to sequential circuit verification [2] can be transformed to QBF instances. Recently, because of the wide industrial adoption of search based (in contrast to BDD based) sequential verification techniques, researchers in the EDA community are very interested in finding efficient QBF evaluation algorithms to make current search based sequential verification methods (e.g. bounded model checking 131) complete.
Research on QBF solvers has been going on for some time. In 141, the authors present a resolution-based algorithm and prove that it is complete and sound. In [5] , the authors present a decision procedure for QBF, which is similar to a resolution process. Both of these algorithms have the potential memory blow up problem encountered by most resolution based decision methods. Algorithms based on variations of the Davis Logemann Loveland (sometimes referred to as DPLL) procedure [6] such as [7] [8] [9] [lo] [ I l l have also made a lot of progress. These methods use the classic DPLL algorithm without learning. Though methods based on traditional DPLL
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A closely related problem to QBF is the well-known Boolean Satisfiability problem (SAT). SAT can be regarded as a restricted form of QBF. In a SAT problem, only existential quantifiers are allowed. As SAT is very important both in theory as well as in practice, it has attracted significant research attention. Recent years have seen significant advancements in SAT research, resulting in some very efficient complete SAT solvers (e.g. GRASP 1121, rel-sat 1131, SAT0 [14] , Chaff [15] ). These solvers are also based on the DPLL algorithm. Most of these SAT solvers employ conflict driven learning and nonchronological backtracking techniques. Conflict driven learning utilize the knowledge learned from failures in certain search space to help prune search in future spaces. Experiments shows that conflict driven learning is very effective in pruning the search space for structured (in contrast to random) SAT instances. Because of the inherent similarity of search in QBF and SAT, the same idea of conflict driven learning should also help with structured QBF instances.
In this paper we present our work of incorporating conflict driven learning in a QBF solver. We assume that readers have some familiarity with state of the art SAT solvers, though every attempt will be made to explain the concepts used from that domain. Because 3 x 3~ cp = 3y3x cp and VxVy cp = VyVx cp, we can 0-7803-7607-2/02/$17.00 0 2002 IEEEalways group the quantified variables into disjoint sets where each set consists of adjacent variables with the same type of quantifier. In the rest of the paper, we will assume QBFs of the form:
Problem Formulation
Here Ci's are clauses, 9 ' s are mutually disjoint sets of variables. Each variable in the formula must belong to one of these sets. We will call the variables existential or universal according to the quantifier of their respective quantifier sets. Also, each variable has a quantijcarion level associated with it. The variables belonging to the outermost quantification set have quantification level 1, and so on. In the following, we will call the formula in form (2) a QBF in CNF.
Our framework is based on the DPLL procedure, which is a branch and search procedure on the variables. Therefore, in the rest of the paper, many of the statements will have the implicit "with regard to the current assignment of variable values" as a suffix. For example, when we say "the clause is conflicting", we mean that "the clause is conflicting with regard to current variable assignments". We will omit this suffix for concise presentation when no confusion can result. The value assignment to the variables may be a partial assignment. Some variables may not be assigned a value yet. We will call variables (and their corresponding literals) that have not been assigned free. Moreover, the DPLL algorithm is a branch procedure. Each branch has a decision level associated with it. The first branch variable has decision level 1, and so on. All of the variables implied by a decision variable will assume the same decision level as the decision variable. In the rest of the paper, we may use terms like "in the current branch". This has the same meaning as "in the partial variable assignment resulting from the implications of the current branching variables' assignments". All current QBF algorithms based on DPLL require that the branch order obeys the quantification order. A variable can be chosen as a branch variable if and only if all variables that has smaller quantification levels have already been assigned a value. In this paper, we assume that the quantification order is obeyed.
A tautology clause contains both a literal and its complement.
We can assume that the initial input to the QBF solver has no tautology clauses. The basic framework of our algorithm for QBF solving is described in Figure 1 . It differs from a SAT solving process (e.g.
[12]) in some aspects. First, the branch procedure needs to obey the quantification order. Second, the deduction procedure uses the implication rule described earlier instead of the unit literal rule for SAT. Another difference of the procedure from DPLL for SAT is the case when deduction finds that the current branch is satisfiable. In SAT, it will immediately return with the solution found. In a QBF solver, we need to make sure both branches of a universal variable lead to a satisfiable solution. Therefore, the solver needs to backtrack and continue search.
The nayve DPLL algorithm will backtrack chronologically. Each decision variable will have a flag associated with it. The flag's value is either flipped or unflipped. When a decision is made, the flag will assume the initial value of unflipped. Function a n a l y z e -c o n f l i c t ( ) will find the unflipped existential decision variable with the highest decision level, flip it (i.e. make it assume the opposite phase, and mark it pipped), and return that decision level. Similarly, analyze-SAT ( ) will find the unflipped universal decision variable with the highest decision level, flip it, and return the decision level. If no such decision variable exists, both will return -1.
The main topic of this paper is to improve the a n a l y z e -c o n f l i c t 0 routine to make it smarter by determining the reasons for a conflict, and recording the reasons as clauses. These clauses can be used to prune the search space by avoiding making the same mistakes in the future. Recording reasom from conflicts is called conflict driven learning.
Conflict Driven Learning by Resolution
Conflict Driven Learning in Boolean SAT was proposed in the 1990's by Silva and Sakallah [I21 and Bayardo and Schrag [13]. Conflict driven learning is the primary reason for the practical success of contemporary SAT solvers. Practical implementation of conflict-driven learning has been presented in the form of bipartitioning of the implication graph in prior research (e.g. [12] 161).
Conflict Driven Learning in Boolean SAT
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Fig. 2 Conflict Analysis by Resolution
In this section, we present an alternate equivalent formulation of the learning process in a Bwlean SAT solver using resolution. Resolution is a process to generate a clause from two clauses analogous to the process of consensus in the logic optimization domain (e.g. [19] ). We now define the process of resolution of two clauses CI and C2 with respect to a variable a. Suppose clause CI contains literals {11,12, ... Similar to the well-known consensus law (e.g. [19] ), the resulting clause of resolution between two clauses is redundant with respect to the original clauses. Therefore, we can always generate clauses from original clause database by resolution and add the generated clause back to the clause database without changing the satisfiability of the original formula.
For a SAT solver, the procedure of a n a l y z e -c o n f l i c t ( ) is shown in Figure 2 . At the beginning, the function checks whether the current decision level is already 0. If that is the case, the function will return -1, essentially saying that there is no way to resolve the conflict and the formula is unsatisfiable. Otherwise, the solver determines the cause of the conflict. Iteratively, the procedure resolves the conflicting clause with the antecedent clause of a variable that appears in the conflicting clause. Function choose-literal ( ) will always choose an implied literal (instead of the decision variable) From the input clause. Function r e s o l v e ( c l l . c l 2 , v a r ) returns a clause that has all the literals appearing in cll and c12 (except for the literals corresponding to var. If the generated clau.;e meets some predefined stopping criterion, the iteration will slop; otherwise the resolution process is canied on iteratively. The actual learning is performed by add-clause-to-database ( ) . In current state-of-the-art SAT solvers, choose-.literal ( ) always chooses the literals in reverse chronological order, i.e. the literal implied last in the clause will be chosen first. The stopping criterion is that the resulting clause bc an asserting clause. An asserting clause is a clause with all vdue 0 literals, and among them, only one literal is at the current decision level. After backtrack, the clause will be a unit clause and this literal will be forced to flip, thus bringing the search to a new space. For more details about learning in a Boolean SAT solver, readers are referred to [16] . We want to poini out that the formulation we provide here is equivalent to the usual implication graph partition formulation. For example, if the stop criterion is to stop at thefirsf asserting clause, then it is exactly the same as the FirstUIP scheme described in [16] .
Long Distance Resolution
In this section, we will discuss resolution as we use it in the context of QBFs. To clarify, we want to point out that we are interested in resolution here only because the learning process needs to use resolution to generate valid learned clauses. We do not imply that our solver framework is resolution based like the algorithms in [4] [5]. Our framework is based on the DPLL procedure; therefore, it does not have the same memory blow-up problem encountered by most resolution-based algorithms. In our framework learned clauses can always be deleted without affecting the correctness of the algorithm.
To apply the same procedure of Figure 2 to QBF solvers, we need to introduce a concept called long distance resolution. Similar to the concept of distance between two cubes in logic optimization (e.g. [19] ), the distance between two clauses is the number of times a literal appears in positive phase in one of the clauses and in negative phase in the other clause. Note that in the SAT case, because one of the input clauses to resolve ( ) is a conflicting clause (i.e. all literals evaluate to 0). and the other is an antecedent of the input variable (i.e. all but one literal evaluate to 0). the distance between these two clauses is always 1.
In QBF, the situation is different. Consider two clauses of a formula (there are other clauses in the QBF, but we only show two of them that we are most interested in):
a, b, c, and dare existential variables, x is a universal variable. The numbers in the subscript are the quantification levels for the corresponding variables. Suppose initially, c and d are both implied to be 0 at decision level 5, and all the other literals are free. At decision level 6, suppose we make a branch a=O. By the implication rule, the first clause is unit because x has a higher quantification level than b, and c is already 0. Therefore, b is implied to be 1. This implication results in the second clause to become conflicting (because a, b', and dare all 0) . The function analyze-conflict ( ) calls resolve ( ) in Figure 2 This clause is a tautology clause because we have both x and x' as literals in it. This is not a surprise because the consensus of two cubes with distance larger than 1 is an empty cube, and correspondingly the resolution of two clauses with distance greater than 1 is a tautological clause. However, in the following we will prove that we can regard such a resolvent clause between two clauses with distances greater than 1 as a regular (i.e. non-tautology) clause, and this clause will obey the same unit implication rule and conflict rule as regular clauses. In the previous example, because a has a lower quantification level than x; and c and d are assigned 0 at decision level 5 , this last clause is a unit clause at decision level 5. Therefore, a should be implied at decision level 5 with value 1. Note that this does not follow immediately, as this clause is a tautology clause. The proof for the implication rule for non-tautology clauses in 171 will not apply here.
We will briefly outline our proof strategy in plain language first, and a more rigorous proof will follow. Clauses in a QBF solver have two functions. The first function is to provide nonconflicting implications, and thus lead the search to a new space, the second is to show conflicts, and thus declare that a certain search space has no solution. Therefore, to prove that clauses (regardless of tautology or not) generated from resolution can be regarded as regular clauses, we only need to prove that they also can be used to generate implications and conflicts by the same implication rule and conflict rule. Therefore, OUT main effort is to prove that if both of the two input clauses to the function resolve ( ) in Figure 2 obey these two rules, then the output clause will also obey them (even if the output clause is a tautology clause). As we know, initially the entire clause database consists of non-tautology clauses, and they obey both rules. Therefore, we can use induction to prove that any clauses generated from the routine analyze-conf lict ( ) will obey these two rules, and can be regarded as regular clauses for implication and conflict generation in future search.
A note on the language used: In the following, we will not define all the terminology used due to space limitations. Sometimes we may use language informally if it does not cause confusion to improve readability. For example, we may say a rule holds for a clause, or a clause follows a rule, or a clause satisfies a rule etc. They all mean the same thing.
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To prove that long distance resolution is feasible, we need to redefine some terms and formalize some assumptions. 
2.
Then the formula F can be satisfied in the branch only if we assign V(a)=I. Note that in these two rules, we do not require the clause to be non-tautology. Therefore, these two rules are definitions instead of lemmas because they are not shown to be valid yet. In the following, we will prove that they actually hold for all the clauses that can appear in the database if we follow the procedure depicted in Figure 2 . Proof: If VaEE(Cj, a'EE(C), then the clause C is not a tautology clause. This is essentially Lemma 2.6 of [7] . Otherwise, it is impossible for this clause to satisfy the conditions of the Implication Rule and Conflict rule, so they obviously hold.
Lemma 2. If clause Cl and C2 both follow the Conflict and Implication Rule, and they satisfy:
D(E(CI), E(C2)
= 1. Let the distance I liieral be a.
i.e. a E E(C1). a'EE(C2j,
For any x, i f x~U ( C i j and x'EU(Cjj, i j ~1 1 . 2 ) then Then, the resolvent clause C with E(Cj = (E(C1)b) U (E(C2jb'j and U(C) = U(CI) U U(C2) also obeys these two rules.
Proof: To simplify the notation, define E'(C1j = E(CI)b, E'(C2j = E(C2)b'. We will prove each rule separately. a) Clause C obeys the Conflict Rule.
1.
2.
x b U 4
Because of condition 1, D(E'(C1). E'(C2)) = 0. Therefore, there may have some variable assignments that satisfy both of the conditions to the Conflict Rule. i.e. the assignment can make V b eE(C), V(b) = 0, V x E U(C), V(x) t I. We will prove that if that is the case, the QBF is unsatisfiable in this branch. There are three cases: Because 1 has the smaller quantification level than that of any of the free universal literals appearing in C, it must be assigned a value before any of them. Therefore, if the assignment makes V(1) = 0, then the clause C satisfies the condition of the Conflict Rule, thus by the first part of the proof, it is a conflict.
Therefore, F can be satisfied in the branch only if V(l)=l.
Therefore, the Implication Rule also holds, Theorem. The clause generated by the procedure depicted in Proof: We will prove this by induction on the resolution depth of the resulting clause. We define resolution depth recursively. The resolution depth of the clause generated from the resolve ( ) function is the maximum resolution depth of the two input clauses plus 1. Initially, all of the original clauses have resolution depth 0.
Induction Basis: We require that no input clause be a tautology. Therefore, if a clause has resolution depth 0, it satisfies both rules by Lemma I.
Induction Hypothesis: The theorem holds for resolution depth smaller or equal than n.
Induction
Step: Clause C with resolution depth of n+l is obtained by calling resolve ( ) on two clauses CI and C2. Both CI and CZ have resolution depth less than or equal to n. Therefore, both CI and C2 follow the Implication Rule and the Conflict Rule. We will prove that these two clauses satisfy both condition I and 2 of Lemma 2, and thus the theorem holds.
Suppose C2 is the antecedent of the resolution variable var, the corresponding literal for var is a. Then obviously, V(a)=I, bz~E(C2). 1 # a, V(I)=O. CI is obtained from a conflicting clause by some resolution steps. All the other clauses involved in these resolution steps are unit clauses, and the unit literals are removed during the resolution process. Therefore. P k E ( C l ) , VfI)=O. Therefore, D(E(CI), E(CZ))=I. Thus condition 1 of the lemma is satisfied.
Suppose there is a literal X E U(C2). Then if X ' E U(C2). L(x) z L(u) because otherwise a will not be implied by this clause. If
X ' E U(Cl), we also have 4 x ) > u a ) because otherwist:, for a to be implied in C2, we need V(x)=O. But then V(x')=l, therefore the clause that has x' in it will neither be a unit clause nor a conflicting clause, so this literal should not appear in CI. Thus condition 2 of the lemma is satisfied.
Notice in our proof, we only require that D(E(CI), E(C2)) = 1.
We do not have any requirements for the distance between the universal literals. Therefore, the distance between these two clauses may be larger than 1. That is the reason why we call this long distance resolution. Our theorem proves that we can just regard the results from the resolution process as regular nontautology clauses for purposes of the Implication and Conflict Rules, even though some of these resolvents may contain universal literals in both phases.
In [4], the authors proposed a concept called Q-resolution. Qresolution omits each universal variable in a resulting clause if no existential variable in the clause has higher quantification level than the universal variable. Therefore, in Q-resolution, the resulting clause may contain fewer variables than an ordinary resolvent from the same two clauses. The authors prove that Qresolution is valid in QBF, i.e. the result from a Q-resolution is redundant and can be added to the original clause database. Our proof for the main theorem is valid even if "Q-resolution" is used instead of regular resolution.
In our proof for the Implication Rule, we used the assumption that a universal variable can be assigned a value only if all variables that have quantification level less that it hive already been assigned. The Monotone Literal Rule [7] (sometimes called pure literal rule, which states that a variable can be assigned a value if all of its occurrences in the unsatisfied clauses are in the same phase. Please refer to [7] for details about this rule) actually invalidates this assumption. However, the Monotone Literal Rule will not invalidate our conclusion because if applied, it will only make the universal literals evaluate to 0. Therefore, the Implication Rule still holds even when the Monotone Literal Rule is applied. Because the proof for the Conflict Rule does not depend on the above mentioned assumption, the rule obviously holds. 
Stop Criterion for QBF
The stop criterion will make sure that the resulting clause from the resolution will generate a clause that can really resolve the current conflict, and bring the search to a new space.
In a QBF solver, the function choose-literal'( ) will still only choose an implied literal because decision variables do not have an antecedent. Therefore, it automatically makes sure that all the chosen resolved variables will be existential.
The
Among all its existential variables, one and only one of them has the highest decision level (which may not be the current decision level). Suppose this variable is V. 2. V is in a decision level with an existential variable as the decision variable. 3. All universal literals with quantification level smaller than V's are assigned 0 before decision level of V's. The fnst and third conditions make sure that this clause is indeed an asserting clause (i.e. unit after backtracking). The second condition makes sure that we will undo at least one existential decision because undoing universal decisions only can never really resolve a conflict. An exception to this stop criterion is that if all existential literals in the resulting clause are at decision level 0, or if there are no existential literals in the resulting clause, then the solver should stop and immediately state that the problem is unsatisfiable.
Implementing the QBF solver Quaffle
We have implemented the above-mentioned idea in a new QBF solver called Quaffle. Quaffle is a lwse acronym for Quantified Formulae Evaluator with Learning. Quaffle is implemented in C++. We have implemented both the nawe chronological backtracking scheme as well as the new conflict driven learning scheme in the place of analyze-conflict ( ) , as shown in Figure 2 . In the learning case, we use the decision strategy VSIDS ([E.]), which has been shown to be quite successful for Boolean SAT solvers. In the nave case, we still used VSIDS, but disabled the decaying mechanism, which makes sense only with learned clauses, thus just chwsing the unassigned literal that occurs the most. In all the experiments in this paper, Quaffle uses the nafve chronological backtracking scheme in place of analyze-SAT ( ) .Section 5 provides some additional information on further developments on this.
The learned clauses from conflicts can be deleted in the same manner as in Boolean SAT solvers. It is easy to implement either relevance based or clause length based clause deletion. In the current implementation, because the benchmarks are not very big and the solver is largely runtime limited, we did not turn the clause deletion on in all the experimental runs. For larger benchmarks, certain clause deletion strategies are obviously needed. It is also possible to implement other techniques commonly used in SAT solvers such as random restart in our framework. However, a detailed discussion and experimentation for that is beyond the scope of this paper. 
Experimental Results
In this section, we compare the performance of three versions of Quaffle. The first version has the learning turned on, which is denoted as Quaffle-CDL in the result table shown in Figure 3 . The second version uses the same procedure as Quaffle-CDL, except that the learned clauses are deleted immediately. The result is that we essentially disabled learning but enabled the solver to perform non-chronological backtracking. This is equivalent to the concept of backjumping in [ 1 I], and we denote it Quaffle-BJ in the implicit unrolling [9] , connected component detection (81 etc. Therefore, it is not surprising that the nake version of Quaffle is not very competitive compared with others. The Quaffle-BJ version fares much better than Quaffle-naive. because of nonchronological backjumping. In comparison, it is doing better in this particular benchmark suite than QuBE-BJ. We suspect that is so because OUT branch heuristic VSIDS is better suited for these examples. Notice that in most of the benchmarks, Quaffle-CDL is much better than Quaffle-BJ. This shows the effectiveness of conflict driven learning in a QBF setting compared with back jumping only. The only exceptions are four of the TOILET test cases. We suspect that is due to noise introduced in learning that brings the search to some area that is hard to get out of. Random restarts and other techniques that can bring search out of the "valley area" may help in these cases.
We want to point out that the effectiveness of conflict driven learning depends on how many conflicts are encountered in the searching process. In some of the benchmarks (e.g. CHAIN), almost all of the terminal leaves of the search are satisfying leaves (i.e. in Figure 1 , the status is SAT). In that case, learned clauses do not contribute much compared with just back jumping. We would like to show some representative data for the search tree size, number of implications, number of conflicts etc. for each solver. However, we do not have access to the source code of other solvers, and their print outs after each run are not quite informative. All three solvers use different implication rules, thus making direct comparison of number of branches misleading. For example, decide [8] uses a look ahead technique for each branch, this will reduce the number of decisions, but will increase the time need for each decision. Therefore, we can only show the run time for each of the 4 bOILET16.1 h.32 I T I I I .. -Solver aborted after 1800 seconds solvers, because that is the ultimate criterion in evaluating a fares very well on this particular benchmark suite, mainly solver.
because the "inversion of quantifier" 181 and "implicit . .
unrolling" [9]
heuristic it employs seem to be very effective for these particular benchmark suites. Our focus in this paper was to study conflict driven learning for QBF, and thus our experiments are currently focused on evaluating the gains provided by this capability.
From the experimental results we find that Quaffle is quite competitive compared with other state-of-the-art QBF solvers. It seems that conflict driven learning has great effect in pruning the search space, as shown by comparing the nalve version and CDL version of Quaffle. Quaffle with CDL outperforms Quaffle-BJ in most of the structured benchmarks, demonstrating that CDL is more effective than simple backjumping. Decide
Related Work
A closely related work is presented by E. Giunchiglia er ai. recently in [ I l l . In that paper, the authors demonstrate how to add backjumping into their QBF solving process. Our work differs from their conflict directed backjumping in the way that we keep the knowledge from conflicts as learned clauses, and non-chronological backjumping is a direct consequence of the learned clauses much like in modern SAT solvers. As this learned clause is recorded in the database, it may be used for future pruning of the search space. In contrast, in [ I l l learning is not possible. On the other hand, the paper has the concept of solution directed backjumping, which can prune the search space when a satisfying leaf is encountered. In this work, we do not have a corresponding concept for that. We have independently developed new techniques to deal with this deficiency in [24].
Recently there has been a big resurgence in QBF research. We are now aware of two research efforts with contemporaneous publications. In particular, in 1221, the authors propose to cache lemmas and models to help the search. 
Conclusion
In this paper we present OUT work on incorporating conflict driven learning into a Quantified Boolean Formulae evaluation framework. Conflict driven learning has been tremendously successful in Boolean SAT solvers. Our experiments show that it is also very promising in a QBF solver framework. To adapt the algorithm for the QBF case, we introduce long distance resolution and prove that the resulting clauses obey the rules of regular clauses. We implemented this algorithm in a new QBF solver called Quaffle. Experiments shows that conflict driven learning can greatly speed up the solving process.
