In this paper, a modification of the successive linearization method (SLM) for solving nonlinear initial value problems is introduced for the first time. The proposed method is based on a novel technique of extending the standard SLM and adapting it to a sequence of multiple intervals. In this new application the method is referred to as the piecewise successive linearization method(PSLM). This new algorithm is applied to chaotic and non-chaotic differential equations that model the Lotka-Volterra, Lorenz, Rössler and GenesioTesi systems. A comparative study between the new algorithm and the MATLAB Runge-Kutta based in-built solver (ode45) method is presented. The results demonstrate accuracy and reliability of the proposed PSLM algorithm.
Introduction
The successive linearization method (SLM) is a numerical as well as analytical algorithm that has been developed for solving mainly nonlinear boundary value problems (BVPs). In it's basic application the SLM (see for example [21] ) seeks to linearize the governing nonlinear differential equations to form an iterative system of linear differential equations which, in most cases, cannot be solved analytically. The Chebyshev pseudospectral method (or any other collocation method or numerical scheme) is then used to transform the iterative sequence of linearized differential equations into a system of linear algebraic equations which are converted into a matrix system. The method has been successfully applied to a wide variety of scientific models [6, 18, [21] [22] [23] 27 ] over finite and semi-infinite intervals. In the above cited applications the SLM method was applied to boundary value problems which possess smooth solutions. The method has not been extended to initial value problems (IVPs).
For IVPs whose solutions are characterized by rapidly oscillating and chaotic behaviour over small and large regions, the standard SLM may not give accurate results. The current work seeks to develop a new method that will be robust enough to handle a wide variety of prob-lems including IVPs that model chaotic systems. The new extended algorithm of SLM, hereinafter referred to as the piecewise successive linearization method (PSLM), implements the idea of the SLM on a sequence of intervals to form an algorithm which is very accurate and has a much larger region of convergence than the standard SLM. It has recently been noticed that the radius of convergence of some analytical methods of approximations can be greatly increased by implementing the standard approximation methods on sequences of subintervals whose union make up the domain of the underlying problem. In addition to accelerating the convergence of the approximate solution, the piecewise (multi-stage) approach improves the accuracy of the parent approximate method of solution, particularly for rapidly oscillating systems which have been found to be difficult to solve using traditional analytical approximation methods.
Examples of multi-stage methods that have been developed recently to solve IVPs for chaotic and nonchaotic systems include the, multi-stage homotopy analysis method [2, 4, 5] , piecewise homotopy perturbation methods [9, 25] , multi-stage Adomian decomposition method [1, 20] , multi-stage differential transformation method, [3, 15, 24] , multi-stage variational iteration method [14, 19] . Because these methods attempt to obtain analytical solutions at each interval they involve timeconsuming and tedious computational operations and if too many small intervals are considered, as may be the case when dealing with highly oscillatory systems, the analytical integration process will be too much to handle even with the use of symbolic scientific software. For this reason, focus is now shifting towards multi-stage methods which use numerical integration techniques such as the piecewise iteration method [13] which uses a spectral collocation method to perform the integration process.
This work examines the applicability of the proposed PSLM approach to chaotic and non-chaotic systems of IVPs namely, the Lotka-Voltera, Lorenz, Rössler and Genesio-Tesi system. These sample systems are often used by many researchers as the benchmarks for testing the validity of new and existing methods of solving IVPs. The Lotka-Voltera equations were solved for the general three-species system using the Adomian decomposition method [28] and the multi-stage differential transform method [24] . The Lorenz system was solved using the multi-stage differential transform method [24] , the Adomian decomposition method [16] and the multi-stage homotopy analysis method [5] . Approximate analytical or numerical multi-stage methods that have been used to find solutions of the Genesio-Tesi system include, the differential transform method [11] , the piecewise-spectral parametric iteration method [13] , variational iteration method (VIM) and the multi-stage VIM [14] . Recent multi-stage methods that have been reported for solving the other chaotic systems similar to the ones discussed in the paper, for example the Chen system [8] , include the multi-stage differential transform method [3, 24] , the multi-stage homotopy analysis method [4] and the multi-stage variational iteration method [14] . The rest of this paper is organized as follows: In Section 2 the basic description of the SLM is presented. Section 3 deals with the description and formulation of the PSLM. In Section 4, the numerical implementation of the PSLM to the sample examples is considered. In Section 5 we present the main results and discussion of the numerical simulations and finally, the conclusion is given in Section 6.
Successive linearization method (SLM)
For convenience of the interested reader, we will first present a brief description of the basic idea behind the successive linearization method [18, 21, 22 ]. This will be followed by a description of the multi-step extension of the SLM algorithm which is suitable for solving initial value problems with chaotic behaviour. We consider the initial value problem (IVP) of dimension given aṡ
where the dot denotes differentiation with respect to . We make the usual assumption that f is sufficiently smooth for linearization techniques to be valid. If y = ( 1 2 ) we can apply the SLM by rewriting equation (1) as
where is a linear operator which is derived from the entire the linear part of (1) and is the remaining nonlinear component for = 1 2 . The SLM approach assumes that the solution of (3) can be expressed as
Starting from a suitable initial approximation 0 ( ), the solution for ( ) can be obtained by successively linearising equation (3) and solving the resulting linear system. The general form of the linearized equations for the SLM algorithm is
subject to the initial condition
where
( ) (7) and Γ −1 ( ) is the Jacobian matrix of the system of functions
A suitable initial guess to start off the SLM algorithm (5) is obtained by solving the linear part of (3), that is, we solve
Spectral collocation methods (or any other numerical method) can be used to solve equation (5) in any given interval ∈ [ ]. For a system of first order equations a solution of equation (8) (8) is then used to initiate the iterative scheme (5) which is iteratively solved for ( ) (for = 1 2 3 ). After obtaining solutions for equations (5), the approximate solution for each ( ) is determined as the series solution
A SLM solution is said to be of order M if the above series is truncated at = M, that is, if
Piece-wise successive lineatization method
We remark that, in its standard form, the SLM is ideally suited for boundary value problems whose solutions don't rapidly change in behaviour or oscillate over small regions of the domain of the governing problem. The SLM solution can thus be considered to be local in nature and may not be suitable for initial value problems at very large values of the independent variable . A simple way of ensuring the validity of the approximations for all values of is to determine the solution in a sequence of equal intervals, which are subject to continuity conditions at the end points of each interval. To extend this solution over the interval Ω = [ 0 ] we divide the interval Ω into sub-intervals Ω = [ ] and ( ) be the solutions in the subintervals Ω for 2 ≤ ≤ . The initial conditions used in obtaining the solutions in the subinterval Ω (2 ≤ ≤ ) are obtained from the initial conditions of the subinterval Ω −1 . Thus, we solve
] (11) subject to the initial condition
The initial approximations for solving equation (11) are obtained as solutions of the system
subject to the initial condition 0 (
The Chebyshev spectral collocation method is then applied to solve equations (11 -14) on each interval [
]. Before applying the spectral method, it is convenient to transform the region [ ] is discretized using the Chebyshev-Gauss-Lobatto collocation points [7, 29] = cos
which are the extrema of the Nth order Chebyshev polynomial
The basic idea behind the pseudo-spectral collocation method is the introduction of a differentiation matrix D which is used to approximate the derivatives of the unknown variables ( ) at the collocation points as the matrix vector product
T is the vector function at the collocation points . Applying the the Chebyshev spectral collocation method in equations (11 -14) gives
and A is a matrix that comes from transforming the linear operator using the derivative matrix D, B −1 is obtained by adding A and Γ −1 which is evaluated at the collocation points and R −1 is a vector corresponding to the function R −1 when evaluated at the collocation points. Thus, starting from the initial approximation X 0 which is the solution of equation (19), the recurrence formula
can be used to obtain the solution ( ) using equation 9 in the interval [
]. The solution approximating ( ) in the entire interval [ 0 ] is given by
We observe that when = 1, the proposed piecewise successive linearization method (PSLM) becomes equivalent to the original SLM algorithm.
Numerical experiments
To demonstrate the applicability of the proposed piecewise SLM (PSLM) algorithm as an appropriate tool for solving nonlinear IVPs, we apply the proposed algorithm to the Lotka-Voltera, Lorenz attractor, Rössler attractor and the Genisio system. These examples are chosen because their solutions rapidly change in small regions. The results obtained by the piecewise SLM are compared with the results of the standard SLM approach and RungeKutta generated results.
Lotka-Voltera system
The Lotka-Voltera equations are a pair of first order, nonlinear, differential equations that are used to describe the dynamics of biological systems in which two species interact, a predator and its prey. The model equations are
where represents the time, is the predator density, is the prey density, , , , and are parameters representing the interaction of the two species. In this problem, the parameters used in the SLM and PSLM algorithms are
where the matrices I and O are the (N + 1) × (N + 1) identity matrix and a matrix of zeros respectively. In this particular example, the initial approximation that is used in obtaining solutions in the interval [
] can easily be obtained analytical through equations (13 -14) as
Lorenz Attractor
Here, consider the Lorenz system [17] into consideration. The nonlinear differential equations that describe the Lorenz system are
are all greater than zero. These equations were derived by Lorenz [17] in the modelling of two dimensional fluid cell between two parallel plates at different temperatures. In this example, the parameters used in the SLM and PSLM algorithms are
The initial approximation that is used in obtaining solutions in the interval [
] can easily be obtained analytical through equations (13 -14).
Rössler system
Consider the Rössler system [26] 
where > 0. These differential equations define a continuous-time dynamical system that exhibits chaotic dynamics associated with the fractal properties of the attractor for selected values of . Throughout this paper we set = 0 2 = 0 2 = 5 7. At these values, a chaotic attractor was observed by Rössler [26] .
In this example, the parameters used in the SLM and PSLM algorithms are
Genisio system
Consider Genesi-Tesi nonlinear differential equation system:
where , , are state variables. When = 1 2 = 2 92 = 6, it was observed [12] that the Genisio-Tesi system is chaotic. The results presented in this paper will be generated using these parameters.
In this example, the parameters used in the SLM and 
The initial approximation that is used in obtaining solutions in the interval [ ] can easily be obtained analytical through equations (13 -14).
Results and discussion
In this section we present the results of the implementation of the piecewise successive linearization method (PSLM) to the four examples given in the previous section. All the results presented for the PSLM simulations were obtained using N = 20 collocation points and ten iterations (that is M = 10) in each [
] interval. Unless otherwise specified, the width of each interval ∆ = − −1 was taken to be ∆ = 0 1. In order to assess the accuracy and performance of the proposed PSLM approach, the present results are compared with those obtained with the MATLAB in-built solver ode45. The ode45 solver integrates a system of ordinary differential equations using explicit 4th & 5th Runge-Kutta (4,5) formula, the Dormand-Prince pair [10] . To simulate the results for the Lotka-Voltera system, we used the initial condition (0) = 15, (0) Table 1 gives a comparison between the present PSLM results and the numerically generated ode45 for the LotkaVoltera system at selected values of time . It can be seen from the table that there is in good agreement between the two results. The computational time for generating the results is also given in Table 1 . We note that the computation time for the PSLM is slightly shorter than the computation time for the MATLAB routine ode45. The corresponding time series graphs and phase portraits are given in Fig. 1 . The good agreement between the two results is also observed in Fig. 1 .
To simulate the results for the Lorenz system we select the parameters ( ) = (10 28 8/3) and the initial conditions 0 = 1 0 = 5 0 = 10. At these values, the system is known [16] to exhibit chaotic behavior. Because the Lorenz system rapidly oscillates within very small intervals a smaller interval width of ∆ = 0 002 was used to generate accurate results. Table 2 gives a numerical comparison between PSLM and ode45 time series results for the Lorenz system. The results are generally in good agreement but the accuracy seems to decrease at becomes large. We remark that the accuracy can further be improved by using smaller time steps and more iterations. However, it can be noted that smaller time step sizes give more accurate results but at the expense of computational time. The computational time for generating the results is also given in Table 2 . In this case, the computation time for the PSLM is longer than that of computation time for the MATLAB routine ode45. Fig. 2 depicts the comparison between the PSLM and ode45 time series for Lorenz system. Again, we note that the results are in good agreement. The corresponding phase portraits are given in Fig. 3 . Numerical simulations using the Runge-Kutta based ode45 yield exactly the same results.
In Table 3 we give a comparison between the present PSLM results and the ode45 for all the governing dependent variables of the Rössler attractor at selected values of time . The initial conditions used for the simulations are (0) = (0) = (0) = 0. We observe, again, that there is good agreement between the two results. This confirms the validity of the proposed PSLM approach as a potential method for solving initial value problems including those with chaotic behaviour. From Table 3 we also note that the computation time for the PSLM is slightly shorter than the computation time for the MATLAB routine ode45. The time series plots and phase portraits for the Rössler attractor are given in Figs. 4 and 5 respectively. Figure 4 shows that the PSLM solution is in good agreement with the Runge-Kutta based solution. Table 4 gives a comparison between the present PSLM results and the numerically generated ode45 for all the governing dependent variables of the Genesio-Tesi system at selected values of time . It can be seen from the table that there is in good agreement between the two results. The computation times for the two results are comparable in this case. Fig. 6 gives the time series graphical profiles of the classes ( ) ( ) ( ). Again, the results from this figure indicate that there is good agreement between the present method and the Runge-Kutta based results. The initial conditions used to generate the graphs are (0) = 0 2 (0) = −0 3 (0) = 0 1. In Fig. 7 , we give the various phase portraits of the Genesio-Tesi problem using the PSLM method. The phase portraits are qualitatively similar to those obtained in [15] wherein the multistage Differential transform method was used to solve the same problem. Numerical simulations using ode45 yield exactly the same results.
Conclusion
In this paper we presented a new application of the successive linearization method in solving a class of initial value problems whose solutions show chaotic and nonchaotic behaviour. This new algorithm, named piecewise successive linearization method, was successfully applied to chaotic and non-chaotic differential equations that model the Lotka-Volterra, Lorenz, Rössler and GenesioTesi systems. A comparative study between the new algorithm and the MATLAB Runge-Kutta based in-built solver (ode45) method was presented graphically and numerically in tabular form. The present results were found to be in excellent agreement with the ode45 results. This confirms the validity of the proposed PSLM approach as a suitable method for solving a wide variety of initial value problems in practical applications including those with chaotic behaviour. This preliminary study demonstrates that the proposed PSLM approach can be used to solve a wide variety of initial value problems arising from the mathematical modelling of other dynamical systems from a number of research fields.
