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Columnar Resolution of Blood Volume
and Oximetry Functional Maps in the Behaving
Monkey: Implications for fMRI
level, the contribution of the global part of the responses,
resulting from hemodynamic activity regulated at coarse
spatial scale, is to be minimized with respect to the
contribution of the responses’ local part, which closely
colocalizes with electrical activity. “Differential” imaging
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achieves this goal by comparing the activity patternsIsrael
elicited by two appropriately chosen stimuli, e.g., using
subtraction or division (Bonhoeffer and Grinvald, 1996).
In the resulting differential map, the hemodynamic re-Summary
sponses’ global part, which is mostly (although not com-
pletely) stimulus-nonspecific, is nearly eliminated. Dif-The ultimate goal of high-resolution functional brain
ferential imaging, however, requires the two comparedmapping is single-condition (stimulus versus no-
stimuli to be “orthogonal,” i.e., known to activate spa-stimulus maps) rather than differential imaging (com-
tially nonoverlapping neuronal populations; otherwise,paring two “stimulus maps”), because the appropriate
the activity patterns attributed to the stimuli are wrongly(“orthogonal”) stimuli are rarely available. This re-
estimated. Unfortunately, such a priori knowledge aboutquires some component(s) of activity-dependent he-
the expected activation by the stimuli is not availablemodynamic signals to closely colocalize with electri-
in the general case, and when studying higher braincal activity, like the early increase in deoxyhemoglobin,
areas, such orthogonal stimuli might not even exist. Al-shown previously to yield high-quality functional sin-
ternatively, the hemodynamic activity patterns elicitedgle-condition maps. Conversely, nonlocal vascular re-
by a given stimulus can be compared to those recordedsponses dominate in cerebral blood volume (CBV)-
in absence of stimulation (“blank”), averaged over manybased single-condition maps. Differential CBV maps
trials to get rid of eventual contribution of large “ongo-are largely restricted to the parenchyma, implying that
ing” activity (Arieli et al., 1996). Although this procedure,part of the CBV response does colocalize with electri-
termed “single-condition” mapping, can overcome thecal activity at fine spatial scale. By removing surface
shortcomings of differential imaging, here, the hemody-vascular activation from optical imaging data, we doc-
namic responses contribute as a whole to the obtainedument the existence of a capillary CBV response com-
map, including the part that does not colocalize withponent, regulated at fine spatial scale and yielding
electrical activity. To optimally choose a particular signalsingle-condition maps exhibiting100 m resolution.
for high-resolution imaging, it is thus important to care-Blood volume and -flow based single-condition func-
fully evaluate the global and local part of the contributingtional mapping at columnar level should thus be feasi-
hemodynamic responses, especially when single-condi-ble, provided that the capillary response component
tion imaging is required.
is selectively imaged.
Since increasing oxygen extraction by the electrically
active neurons or the surrounding glia (Vanzetta and
Introduction Grinvald, 1999; Ances et al., 2001) depends on local
electrical activity (Thompson et al., 2003), naturally, an
Activity-dependent hemodynamic signals are being ex- increase in the conversion rate of oxy-hemoglobin
tensively used for functional brain imaging, including (HbO2) into deoxy-hemoglobin (Hbr) provides a hemo-
positron emission tomography (PET) (Fox and Raichle, dynamic signal component that colocalizes with areas
1985), optical imaging of intrinsic signals (Grinvald et of electrical activity at fine spatial scale. Therefore, the
al., 1986), and functional magnetic resonance imaging “initial dip,” i.e., the initial increase in [Hbr] (amount of
(fMRI) (Ogawa et al., 1990, 1992; Bandettini et al., 1992; Hbr per sampled tissue-volume unit), observed just after
Kwong et al., 1992). All these techniques rely on the stimulus onset with optical imaging of intrinsic signals
seminal findings of Roy and Sherrington (1890) regard- (Frostig et al., 1990), imaging spectroscopy in anesthe-
ing the coupling between changes in electrical activity tized (Malonek and Grinvald, 1996; Mayhew et al., 1999)
and the various components of the microcirculation’s and awake preparations (Shtoyerman et al., 2000; Martin
response. Evidently, the spatial scale at which any given et al., 2002), and high-field BOLD-fMRI (Ernst and Hen-
hemodynamic signal is regulated by local electrical ac- nig, 1994; Menon et al., 1995; Hu et al., 1997; Logothetis
tivity sets the upper limit for the spatial resolution et al., 1999; Kim et al., 2000) should contain a large
achievable, independently of the technique used. Yet, local component. Indeed, using the initial dip, functional
for some of the hemodynamic responses, a detailed single-condition maps at columnar resolution were ob-
tained by optical imaging (Frostig et al., 1990; Grinvaldcharacterization of their degree of spatial localization is
et al., 2000; Shoham and Grinvald, 2001; Masino, 2003)still missing.
and fMRI (Kim et al., 2000; Duong et al., 2001). Since,When aiming for functional imaging at the columnar
however, the signal from the initial dip is small as com-
pared to the later positive BOLD and because confirma-*Correspondence: vanzetta@incm.cnrs-mrs.fr
tion of single-condition fMRI maps by established inde-1Present address: Equipe Dynamique de la Vision et de l’Action
pendent measurements has not been reported, the bestINCM, CNRS-UMR 6193 (Bat. N), 31 Chemin Joseph Aiguier, 13402
Marseille Cedex 20, France. way to achieve single-condition maps with fMRI remains
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highly controversial (Logothetis, 2000; Kim, 2000; Duong the time from response onset until the end of data acqui-
sition for 570 nm (8.5 s). As expected from the study ofet al., 2001).
Of great interest has been the level of spatial regula- Frostig et al. (1990), functional maps were obtained at
both wavelengths. Still, the activity patterns obtainedtion of activity-dependent cerebral blood volume (CBV)
and blood flow (CBF) changes. Previous optical imaging from the CBV maps (Figure 1C) were partially distorted
with respect to the patterns obtained from the oximetricand imaging spectroscopy work in the visual cortex of
cats and monkeys (Frostig et al., 1990; Malonek and differential maps (Figure 1B). In the following, we refer
to those maps as the “gold standard,” since they haveGrinvald, 1996; Shtoyerman et al., 2000; Vanzetta and
Grinvald, 2001) reported that CBV changes colocalize been shown to faithfully reflect the underlying functional
architecture in numerous previous studies combiningwith the electrically active columns to a much lower
extent than the [Hbr] increase during the initial dip, and optical imaging with electrophysiology and histology
(Bonhoeffer and Grinvald, 1991; Shmuel and Grinvald,functional single-condition maps were obtained by im-
aging the oximetric signal but not by imaging CBV 1996; Wang et al., 1996; Weliky et al., 1996; Bosking et
al., 1997; Shoham et al., 1997). To quantify the similaritychanges. Still, some part of the CBV signal is local.
Indeed, high-quality functional CBV maps are readily of the functional maps obtained at the two wavelengths,
their correlation coefficient, R, was calculated. As op-obtained upon differential optical imaging (Frostig et al.,
1990). Furthermore, Menon et al. (1997), Goodyear and posed to the maps displayed in the figures, for this
calculation, all maps were spatially low-pass filtered forMenon (2001), and Cheng et al. (2001) obtained differen-
tial maps of ocular dominance columns in humans, ex- the purpose of avoiding correlation artifacts due to the
presence of—albeit weak—blood vessel patterns in ad-ploiting the hyperoxic phase of the BOLD fMRI signal,
dominated by the CBV and CBF responses. However, dition to the functional patches. We found R  0.53,
indicating that the two maps in Figures 1B and 1Cit remains unresolved whether this local part of the CBV
signal can be identified with the response of a precise strongly resembled each other. The close similarity be-
tween the two differential maps is evident also in anothermicrovascular compartment and whether, if selectively
imaged, this component would allow obtaining single- monkey in which ocular dominance columns were im-
aged over a larger area. (Figures 1E–1G).condition maps eventually comparable to those ob-
tained by using the initial dip. To quantify the time course of the differential func-
tional maps we calculated the “mapping signal,” definedWe address these questions by comparing the quality
of various single-condition maps based on activity- as the difference in activation amplitude between ipsi-
and contralateral stimuli in a cortical location with ipsilat-evoked changes in oximetry and CBV, using high-resolu-
tion optical imaging of intrinsic signals. Unlike fMRI, eral preference or vice versa (Grinvald et al., 1986;
Frostig et al., 1990; Malonek and Grinvald, 1996). Tothese allow straightforward identification of the vascular
versus the parenchymal signal. Whereas a recent report increase the signal-to-noise ratio (SNR), the mapping
signal was averaged over all centers of the ocular domi-(Sheth et al., 2004) addressed this issue in the anesthe-
tized rat barrel cortex, here we preferred to use the nance columns. The resulting traces are shown in Figure
1D. The fast increase and the characteristic plateau ofawake primate model to make the conclusions more
relevant for human functional brain mapping. Removing the 605 nm mapping signal time course as opposed to
the monotonous increase of the CBV mapping signalsurface vascular activity by postprocessing, we prove
the existence of a highly local component of the CBV underscores the different physiological processes un-
derlying the two signals.signal. We attribute this component to the capillary CBV
response. Although the best functional maps were ob-
tained by imaging the oximetric changes during the ini- Time Course of the Single-Condition Maps
tial dip, the results suggest that single-condition func- Single-condition maps were obtained by dividing im-
tional maps at columnar resolution can be obtained also ages recorded during a stimulus by the images recorded
by using the CBV signal, provided that the capillary com- during a blank condition. The time course is shown in
ponent of the CBV response is selectively imaged. Figure 2 at a time resolution of 950 ms.
Larger numbers of vessels were activated at 570 than
at 605 nm, not colocalizing with the functional architec-Results
ture. These vascular responses exhibited much higher
reproducibility and stimulus specificity in blood volumeDifferential Imaging
To compare oximetric functional maps with CBV maps, maps than in oximetric maps obtained during the period
of the initial dip. This was especially apparent for smalla sequence of cortical images was taken while a monkey
was viewing a stimulus either with the right or with the vessels (30–100 m), giving rise to distortions even in
differential CBV maps (e.g., Figure 1F versus Figure 1G),left eye. The cortex was illuminated either at 605 nm,
emphasizing oximetric changes and thus providing “oxi- indicating that the nonlocal, yet stimulus-specific, part
of the macrovasculature’s CBV response is larger thanmetric maps,” or at 570 nm, an isosbestic wavelength
for Hbr and HbO2 and thus sensitive mainly to changes that of the oximetric changes during the initial dip. Thus,
reproducibility of maps obtained by indirect measure-in CBV, providing “blood volume maps” (Frostig et al.,
1990). The differential maps shown in Figures 1B and ments is not a sufficient criterion for their functional
character, underscoring the importance of carefully1C were obtained by dividing the images taken during
contralateral stimulation by those taken during ipsilat- evaluating the local versus global components’ ampli-
tudes in a given signal used for functional imaging.eral stimulation, averaged over the time interval yielding
the best functional maps: the initial dip for 605 nm and Clear single-condition ocular dominance (OD) patches
CBV-Based Functional Imaging in the Behaving Monkey
845
Figure 1. Differential Maps and Mapping Signal Time Courses
(A) Cortical vasculature (image taken at 570 nm).
(B and C) Differential maps, obtained upon imaging at 605 nm (B) for the time of the initial dip, and at 570 nm (C), from stimulus onset until
end of data acquisition (8.5 s). Maps’ amplitudes (clipping range): 0.14% (B) and 0.46% (C). To facilitate comparisons of functional maps, red
and green crosses, herein and elsewhere, mark bright and dark functional patches, obtained from the 605 nm differential map (B).
(D) Mapping signal time courses. Blue: 605 nm. Red: 570 nm. The larger 570 nm signal was downscaled by a factor of 4 for display purposes.
Error bars: SEM of seven imaging sessions, performed on two monkeys. Throughout the paper, the shaded area marks the stimulus duration.
Inset: expanded view of the first 2 s of the response.
(E–G) Same as in (A), (B), and (C), obtained in a second monkey, using low magnification. At the top, the image includes a small part of V2.
Clipping range: 0.16% (F) and 0.9% (G). Scale bars: 1 mm. Note that the blood volume maps are similar but not identical to the oximetric
ones; e.g., the “C-shaped” black patch seen in (B) at half-height on the far right of the image is missing in (C). Also, the blood volume map
(G) shows a white and a black patch of vascular origin right on the V1/V2 border (top right), which is absent in the corresponding oximetric
map (F).
were observed only at the oximetric wavelength (Figure standard was small (R  0.09). The “late patches” were
seen better by redisplaying the data in Figure 2A after2A). The definition of the functional maps at 605 nm was
best (R  0.72) during the initial dip (first 3.5 s). At later clipping each frame individually to 2 standard devia-
tions in the frame’s pixels’ gray level (Figure 3A), thustimes, functional patches were seen together only with
prominent vascular activation patterns of much larger matching the grayscale to each data-frame’s individual
dynamic range. Indeed, due to the high spatial resolutionamplitude, and therefore the correlation with the gold
Figure 2. Time Development of Single-Condition OD Maps Obtained in Interlaced Imaging Sessions at 605 and 570 nm
(A) 605 nm; (B) 570 nm. For each time series, the spatial pattern prior to stimulus onset was subtracted from all frames. To show the time
development of the maps’ amplitudes, the same clipping range was used for displaying every frame in the time series, after subtraction of
its mean gray level. Clipping range: 0.2% (A) and 1.4% (B). Scale bar  1 mm. Here and in Figures 3 and 6, the red bar marks the time during
which the stimulus was on.
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Figure 3. Time Development of the Single-Condition OD Maps
(A) 605 nm; (B) 570 nm. Same data as in Figure 2, but displayed such as to enhance spatial patterns at each point in time. After subtraction
of the spatial pattern prior to stimulus onset, each frame was clipped individually to2 standard deviations from its mean gray level, calculated
from the gray level distribution of all of its pixels. Scale bar  1 mm.
and the focus on the vasculature, the functional or vas- any time (Figures 4C and 4D; R  0.21 and R  0.22).
Rather, large vascular activity patterns, unrelated to thecular origin of the signals could be visually identified in
functional columns, dominated the images. Analogousthese experiments. Depending on the particular experi-
results were obtained in monkey V1 also upon imagingmental session and monkey, late single-condition
the orientation column system, with either full-field orpatches could or could not be seen. In cases in which
small (0.75  1) retinotopic stimulation.the global brightening of the cortex at 605 nm was large,
The different hemodynamic processes should giveindicating a large CBF response and thus a large macro-
rise to different, eventually orthogonal, spatio-temporalvascular signal, the identification of such late functional
features in the image time series. We thus tried to revealpatches was particularly difficult or even impossible.
the hidden CBV changes in the parenchyma by decom-Whenever late functional patches could be seen, they
posing the recorded time series of single-conditionwere observed together with prominent vascular activa-
maps using principal component analysis (PCA). First,tion of vessels even smaller than 50 m.
we applied PCA to the data recorded at 605 nm, whereIn contrast with the results observed for the oximetric
the processes contributing to the signal are known tomaps, no OD patches could be observed in the single-
have largely different spatio-temporal dynamics (the ini-condition maps obtained from CBV changes (R 0.22)
tial de-oxygenation phase as opposed to the delayedimaged at 570 nm (Figures 2B and 3B). Here, images of
CBV and CBF response). The resulting eigenvectorsextensive surface vasculature obscured any traces of
could, in most experiments, be separated into a “mainlyfunctional architecture, even at the high magnification
vascular” group and a “mainly functional” group, ac-used. These activation patterns reflected the large vas-
cording to their similarity to the vascular patterns of thecular component of the CBV response, completely
cortex or to the functional architecture, and noise. Themasking the local part of the CBV responses.
eigenvectors were ordered according to the decreasing
amplitude of their eigenvalues. For the single-condition
Separating Functional and Vascular Patterns maps shown in Figures 2 and 3 (21 frames, 475 ms/
in Single-Condition Maps frame), the 1st eigenvector displayed mostly vascular
To increase the SNR, the single-condition maps were patterns (Figure 4E; R  0.05). Summation of the eigen-
integrated over time, separating the period of the initial vectors displaying prevalently functional patterns (2nd to
dip (the first 3.5 s after stimulus onset; Figure 5B), 4th) yielded the maps shown in Figure 4F. This sum of
“early,” from the later period, “late” (Figure 4, top). “functional” eigenvectors clearly displayed the OD pat-
At 605 nm, the clearest functional patches were ob- terns, as identified by differential imaging in Figure 1B
tained at early times (Figure 4A). Since the focus on the (R  0.74). The PCA of the time series of blood volume
vasculature and the high magnification allowed a clear maps obtained at 570 nm yielded similar results. Sum-
identification of vascular elements and functional archi- mation of the eigenvectors displaying mostly vascula-
tecture, a large part of the functional patches could be ture (1st to 2nd) revealed the vascular patterns (R  0.02;
identified also during the subsequent hyperoxygenation Figure 4G), whereas summation of the eigenvectors dis-
phase (Figure 4B). The dominant features in this later playing prevalently functional patterns (3rd to 5th) yielded
image, however, were high-amplitude vascular signals. a functional map, revealing the OD patterns (R  0.41;
During the hyperoxygenation phase, the functional archi- Figure 4H). The sum the eigenvalues until the 4th at 605
tecture thus easily becomes unrecognizable—especially nm and the 5th at 570 nm represented97% and99%,
at low spatial resolution—unless the vascular patterns respectively, of the whole spectrum. Visual inspection
are known a priori or can be rejected according to mor- suggested that the remaining eigenvectors captured
phological criteria. Conversely, at 570 nm, no functional mainly nonphysiological noise. Indeed, inclusion of ad-
ditional eigenvectors into either the vascular or the func-architecture could be seen in single-condition mode at
CBV-Based Functional Imaging in the Behaving Monkey
847
Figure 4. Separation of Functional from Vascular Components in Single-Condition Maps
Top: Spatial patterns in single-condition maps at 605 and 570 nm, integrated over the initial dip and over the late phase of the hemodynamic
response. (A) 605 nm, averaged from 0 to 3.8 s, clipping range: 0.06%; (B) 605 nm, averaged from 5.7 to 8.55 s, clipping range: 0.4%; (C and
D) 570 nm, averaged over same times as (A) and (B), clipping range: 0.55% and 2.74%, respectively.
Bottom: Vascular maps (E and G) and functional maps (F and H), obtained from principal component analysis (PCA). Functional maps were
obtained by decomposing the single-condition maps time courses at 605 and 570 nm into principal components and summing separately
the eigenvectors displaying the most evident vascular patterns (C1 and C1C2, respectively, clipping range: 2.7%) and the eigenvectors
displaying the most evident functional patterns (C2C3C4 and C3C4C5, respectively, clipping range: 2.6%). For both wavelengths, the
functional patterns obtained by PCA reproduced the OD patterns. Note that the separation is not complete. In particular, the functional image
at 570 nm (H) is contaminated by vascular activation. Scale bar  1 mm.
tional group introduced mainly shot-noise patterns into microvasculature (capillary transit time 2 s). The time
course of the functional component at 605 nm stronglythe images, without appreciably affecting either their
vascular or functional patterns, nor their time course. resembled the mapping signal time course (Figure 1D),
reflecting the local part of the oximetric signal, i.e., theThese results indicate that, when the large activation
signals from the noncapillary vessels are successfully monophasic time course of the [Hbr] gradient between
active and nonactive columns (Malonek and Grinvald,reduced, single-condition functional maps can be ob-
tained also through activity-dependent CBV changes, 1996). The time course of the CBV functional compo-
nent, however, displayed the quasilinear increase of theeven without introducing information from an orthogo-
nal stimulus. CBV mapping signal only at early (3 s) and late (	6 s)
times: due to its clear macrovascular elements, the 570
nm functional component (Figure 4H) captured also theTime Course and Relative Amplitudes of the
macrovascular, global signal (the inverted polarity is dueGlobal and Mapping Components
to the bright color of its vascular patterns), especiallyFigure 5A shows the amplitudes of the vascular and
between 3 and 6 s, when the ratio of global versusfunctional components of single-condition maps ob-
mapping signal was largest.tained by PCA (Figures 4E–4H), as a function of time.
Figure 5B shows the time course of the global signal.To represent the time courses specific to the vascular
The downscaling factor used for the 570 nm signal wascomponent on one hand and to the functional compo-
8, twice that used for the mapping signal (Figure 1D),nent on the other, the temporal dynamics common both
reflecting the smaller ratio of the local versus the globalto the vasculature and to the parenchyma had been
part of the intrinsic signal at 570 nm as compared tosubtracted from the data before all PCA (see Experimen-
605 nm. The same proportionality factor of2 was foundtal Procedures). For each wavelength, the time course
in analogous experiments performed in two other mon-of the vascular component strongly resembled that of
keys, whereas it was slightly smaller in the cat (1.7),the global signal, defined as the reflection change in
probably due to effects of the anesthesia on the macro-single-condition maps averaged over the whole acti-
vasculature’s response.vated area (Figure 5B). The delay of the vascular compo-
To further quantify the contribution of the nonlocalenent at 605 nm with respect to the global signal was
macrovascular component to the optical signals, weexpected, since oximetric changes specific to the mac-
rovasculature (e.g., larger veins) occur later than in the calculated the “vascular index” (Figure 5C, right-hand
Neuron
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Figure 5. Weight of Vascular and Functional Components; Comparison of the Macrovascular Contribution to the Maps, Obtained at the
Two Wavelengths
(A) Time course of the weights of the vascular and functional patterns obtained by PCA (21 time frames, 475 ms/frame). Weights of vascular
eigenvectors: 1st for 605 nm, blue; and 1st  2nd for 570 nm, red. Weights of functional eigenvectors: 2nd  3rd  4th for 605 nm, yellow; and
3rd  4th  5th for 570 nm, green. For convenience, the 570 nm vascular time course (red) was downscaled by a factor of 10. Inset: first 20
eigenvalues, graphed semilogarithmically (basis 10). Blue: 605 nm, red: 570 nm.
(B) Global signal: blue and red, 605 and 570 nm, respectively (red trace downscaled by a factor of 8). Inset: expanded view of the first 2 s of
the response.
(C) Time course of the ratio between the 570 and the 605 nm macrovascular signals, normalized by dividing it, for each point in time, by the
mapping signal and corrected by multiplying by the surface density ratio of the activated vasculature at the two wavelengths (the uncorrected
units appear on the right). Note that until 1 s after stimulus onset the ratio is meaningless, since both mapping and vascular signals have
near-zero values. Error bars as in Figure 1D.
scale), a measure of the average macrovascular re- However, when the single-condition maps were de-
composed by PCA, vascular and functional patternssponse, at 570 nm relative to 605 nm, scaled by the
could be separated, and clear orientation patches werelocal component of the optical signals (see Experimental
observed at both wavelengths, closely matching theProcedures). To assess the effective contribution of the
functional maps obtained upon differential imaging (Fig-macrovascular response to the two-dimensional maps,
ure 7). The time course of the functional and vascularthe different spatial density of the activated vasculature
components, as well as their relation to the mappingseen at the two wavelengths was taken into account:
and global signals, was similar to those obtained in thethe vascular contribution to the single-condition maps
OD system of the awake monkey. The eigenvalues corre-was 5–10 times stronger at 570 nm than at 605 nm for
sponding to the eigenvectors included in the imagesmost of the time of activation, reaching a maximum of
of Figures 7A–7D accounted for 83% and 99% of the13 at 4 s, and not decreasing below 2–4 even in the
spectrum at 605 and 570 nm, respectively.late part of the time course (Figure 5C, left-hand scale).
Figures 8A–8D shows the results of PCA applied toThis result shows that the macrovascular contribution
single-condition maps of the orientation system in V1in CBV single-condition maps is about one order of
of a third monkey. At both wavelengths, a clear vascularmagnitude larger than for single-condition maps based
component was obtained (Figures 8A and 8B) whoseon the oximetric signal during the initial dip, reflecting
time course closely resembled that of the global signalsthe weak localization of the overall CBV response to loci
(Figures 8G and 8H). The functional components (Fig-of electrical activity.
ures 8C and 8D) allowed recovery of most of the patches
identified by the differential maps (Figures 8E and 8F),
Decomposition Procedure: Applicability and their weights’ time courses resembled the corre-
To be successful, the PCA decomposition requires the sponding mapping signals for the first 3 s, like those
spatio-temporal response patterns of the macrovascu- obtained for the awake monkey ocular dominance sys-
lature, the capillaries, and the noise to be largely orthog- tem. The images were, however, strongly contaminated
onal. As expected, this is not always the case. Whereas by vascular patterns. Furthermore, the eigenvalue spec-
the simple decomposition method used here was effec- trum decayed more slowly than for the OD maps (Figure
tive also in the orientation column system in area 18 of 8G, inset): the first four eigenvalues captured only 74%
the anesthetized cat (Figures 6 and 7), it was indeed and 87% of the spectrum at 605 and 570 nm, respec-
only partially successful when applied to the orientation tively, indicating an only partially effective separation
column system in area V1 of the awake monkey (Figure between vascular and functional eigenvectors and
8), which upon optical imaging yields functional maps physiological noise. Indeed, the functional components
characterized by a considerably lower SNR. constructed from the 3rd and 4th eigenvectors (Figures 8C
Figure 6 shows the time course of single-condition and 8D) less clearly reflected the functional architecture
maps obtained at 570 nm in the anesthetized cat, using than in the previously described cases. Including addi-
a 2 s stimulation paradigm with oriented square gratings. tional eigenvectors increased the physiological (stimu-
Again, the functional architecture was hidden by vascu- lus-unrelated) noise in the images more than it enhanced
the functional patterns.lar activity.
CBV-Based Functional Imaging in the Behaving Monkey
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Figure 6. Time Development of Single-Condition Maps Obtained at 570 nm in Area 18 of the Anesthetized Cat with a 2 s Stimulus Consisting
of a Drifting Horizontal Grating
(A) To show the time development of the maps’ amplitudes, the same clipping range of 1.5% was used for displaying every frame in the time
series, after subtraction of its mean gray level. The slight brightening of the vasculature beginning at 8 s is due to the onset of poststimulus
oscillations (vasomotion noise), often observed at the end of the hemodynamic response, in particular in anesthetized preparations (e.g.,
Malonek et al., 1997). To enhance spatial patterns at each point in time, in (B), each frame was clipped individually to 3 standard deviations
from its mean gray level. In both (A) and (B), the spatial pattern prior to stimulus onset was subtracted from all frames. Scale bar  1 mm.
The red bar marks the time during which the stimulus was on.
These results are most likely due to the lower ampli- age the differential orientation maps in the monkey were
tude of orientation maps as compared to OD maps in characterized, respectively, at 605 and 570 nm by a 2.4
the monkey or to orientation maps in the cat, together and 3.8 times smaller amplitude then the other differen-
with a similar physiological noise level. Indeed, on aver- tial maps shown here, whereas the amplitudes of the
global signal were similar. Similar results have been ob-
tained in numerous previous experiments performed in
our laboratory using optical imaging of intrinsic signals.
Discussion
The Initial Dip and Prospects for High-Resolution
Single-Condition Mapping with fMRI
Malonek and Grinvald (1996) suggested that restricting
the fMRI acquisition to the highly localized early [Hbr]
increase during the first 4 s after stimulus onset could
improve the spatial resolution. Indeed, intraoperative
human studies combining various recording techniques
(Cannestra et al., 2001) confirmed the higher localization
of the initial dip as opposed to the positive BOLD. Fur-
thermore, by focusing on the initial dip, Kim et al. (2000)
and Duong et al. (2001) obtained high-resolution single-
condition orientation maps in cats at 4.7 and 9.4 T.
Recent direct oxygen measurements in the parenchyma
have confirmed both the existence of the initial dip and
Figure 7. PCA Decomposition of Single Condition Orientation Maps
its potential usefulness for functional imaging. Usingin Area 18 of the Anesthetized Cat
oxygen electrodes, Thompson et al. (2003) showed that(A and B) Vascular component (C1) of the single-condition orienta-
increases in neuronal spike rate were accompaniedtion maps obtained at 605 and 570 nm, respectively (clipping range:
2.0% and 1.3%). by immediate decreases in tissue oxygenation. Those
(C and D) Functional component (C2C3) of the same maps, taken could then be used to predict the functional properties
at 605 and 570 nm, respectively (clipping range: 2.0% and 2.6%). of neighboring neurons. Since several independent
(E and F) Differential maps, obtained dividing conditions stimulated
methods have established a link between neural activitywith horizontal by conditions stimulated with vertical drifting grat-
and microvascular deoxygenation, it appears that con-ings. (E) 605 nm, clipping range: 0.14%; (F) 570 nm, clipping range:
0.5%. Scale bar  1 mm. cerns raised by Fransson et al. (1998), Buxton et al.
Neuron
850
Figure 8. Decomposition of Single-Condition Orientation Maps in Awake Monkey V1
(A and B) Vascular component (C1C2) of the single condition orientation maps obtained at 605 and 570 nm, respectively (clipping range:
2.8% and 1.6%).
(C and D) Functional component (C3C4) of the same maps (clipping range: 0.5%).
(E and F) Differential maps. (E) 605 nm, clipping range: 0.06%; (F) 570 nm, clipping range: 0.16%. Note that the oximetric (E) and CBV (F)
maps are not identical (e.g., the black patch in [E] marked by a blue cross is shifted in [F]). Scale bar  0.5 mm.
(G) Time course of the weights of the vascular (1st  2nd: 605 nm, blue; 1st  2nd: 570 nm, red) and functional (3rd  4th: 605 nm, yellow; 3rd 
4th: 570 nm, green) eigenvectors obtained by PCA (23 time frames, 480 ms/frame). For convenience, the 570 nm vascular time course (red)
was downscaled by a factor of 4. Inset: first 15 eigenvalues, graphed semilogarithmically (basis 10). Blue: 605 nm; red: 570 nm.
(H) Global signal traces (left scale): blue and red, 605 and 570 nm (red trace downscaled by a factor of 8). Mapping signal (right scale): cyan
and magenta, 605 and 570 nm (magenta trace downscaled by a factor of 4.2). Error bars: SEM of six independent experiments (plotted
alternating between global and mapping signal for clarity of display).
(1998), Marota et al. (1999), Mandeville et al. (1999), Silva Activity-Dependent CBV Changes Regulated at
the Capillary Level Can Provide Columnaret al. (2000), and Lindauer et al. (2001) were not war-
ranted. However, blood oxygenation changes progress Resolution Single-Condition Functional Maps
Previous optical imaging findings indicated that CBV,downstream from their origin in the capillary bed toward
larger vessels within less than 2 s (capillary transit time). and thus also CBF, are inadequate for high-resolution
single-condition mapping due to the large vascular re-This restricts the time window for imaging related to
electrical activity per se to less than 2 s, thus significantly sponse, which is uncorrelated with the functional archi-
tecture at the columnar level. Those include: poor oxy-limiting the achievable SNR. Although data from human
subjects at field strengths up to 7 T suggest that the hemoglobin maps found by imaging spectroscopy
(Malonek and Grinvald, 1996), absence of single-condi-amplitude of the fMRI dip increases with the square of
the field strength (depending to some extent also on the tion maps in optical imaging studies performed at an
isosbestic wavelength (Vanzetta and Grinvald, 2001), asmethod of analysis) (Ogawa et al., 1993; Yacoub and
Hu, 1999), the practical feasibility of readily obtaining well as the strong vascular response seen in late 605
nm single-condition maps (Grinvald et al., 2000). On thehigh-resolution maps based on the initial dip has thus
remained an open issue (Logothetis, 2000; Kim, 2000). other hand, the spatial resolution may depend also on
the cortical area. Using intrinsic optical imaging in audi-Nevertheless, we suggest that efforts in this direction
would be rewarding, since oxygen extraction a priori tory cortex, functional tonotopy could be mapped also
at 540 nm (Harel et al., 2000; Spitzer et al., 2001), wherecolocalizes with electrical activity, yielding a hemody-
namic signal that, at least in its early part (2 s), is the CBV signal dominates, and not only at oximetric
wavelengths between 610 and 630 nm (Bakin et al.,mainly passive from the point of view of the vasculature.
In contrast, delayed activity-dependent CBV and CBF 1996; Hess and Scheich, 1996). (Spitzer et al. [2001],
however, failed to see tonotopic organization at 690 nm,changes are an indirect result of electrical activity, medi-
ated by the active vascular response. Since they cer- a wavelength at which single-condition maps are readily
obtained in visual cortex). Recently, Sheth et al. (2004)tainly occur not only in small (50 m) but also in large
vessels, they largely do not colocalize with neuronal reported columnar resolution of CBV signals in rat so-
matosensory cortex, where, however, the layout of theactivity, raising the need for designing imaging proce-
dures that selectively enhance the capillary signal. microvasculature is known to correlate with the func-
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tional architecture. In the primate visual cortex, Frostig tion methods may yield better results. Several postpro-
cessing procedures have been proposed in an attemptet al. (1990) showed that high-resolution (100–150 m)
differential maps, largely restricted to the cortical paren- to reliably separate the functional signal from the global
activation. Examples are PCA (Sirovich and Everson,chyma, can be obtained by imaging CBV changes using
optical imaging of intrinsic signals, as well as using an 1992; Sirovich et al., 1996; Cannestra et al., 1996), indica-
tor function (Everson et al., 1997), truncated differenceintravascular fluorescent contrast agent. These pioneer-
ing results clearly showed the existence of a capillary approach (Gabbay et al., 2000), periodic stacking
method (Sornborger et al., 2003), independent compo-CBV component regulated at the columnar scale. To-
gether with the results reported here, optical imaging nent analysis (Bell and Sejnowski, 1995; Hyva¨rinen and
Oja, 1997), extended spatial decorrelation (Molgedeystudies thus support the notion of CBV and CBF regula-
tion at the level of the capillaries, a concept that has and Schuster, 1994; Schiessl et al., 1999; Stetter et al.,
2000), introduction of weak temporal models (Cheng-often been denied.
Concerning functional brain mapping, here we ob- Bee et al., 1996; Zheng et al., 2001), ANOVA-based sta-
tistical analysis (Sheth et al., 2004), and wavelets (Car-tained maps having the appearance of single-condition
functional CBV maps by removing activity patterns origi- mona et al., 1995). In spite of the progress made with
respect to traditional differential or first frame analysis,nating from vessels down to50–100 m. Furthermore,
we confirmed that these maps are indeed rather precise however, the question of which method reliably per-
forms better than the others across experimental de-by comparing them with the well established gold stan-
dard for mapping OD and orientation columns. These signs, preparations, or even datasets acquired in differ-
ent laboratories (Zheng et al., 2001; Esposito et al., 2002)results show that it is possible to obtain single-condition
functional maps also through activity-dependent CBV appears to be still open. This underscores the difficulties
inherent to the development of postprocessing proce-changes, even without introducing information from an
orthogonal stimulus, provided that the capillary compo- dures that succeed in the general case, in particular on
data with low SNR.nent of the CBV response is selectively imaged. Most
importantly, these conclusions are valid even though Like most postprocessing methods, the simple PCA
decomposition used here is not successful in the generalthe postprocessing used here is not effective in the
general case. In fact, they concern the spatio-temporal case. It is thus not intended as a “cleaning procedure”
for data containing large contributions from the macro-properties of the different physiological components of
the hemodynamic signals per se and of the CBV re- vasculature. Still, the success of the PCA decomposi-
tion, even only in the particular case, proves the exis-sponse in particular. They are thus independent of
whether the different components may or may not be tence of a highly local capillary CBV response. This
physiological result suggests that single-condition func-successfully isolated by any particular decomposition
method. Recently, Duong and colleagues found an ele- tional maps would be reliably obtained by selectively
imaging the capillary component of the CBV/CBF re-gant solution to this technical challenge. They obtained
columnar resolution upon single-condition imaging with sponse, directly at the stage of data acquisition, thus
avoiding the shortcomings inherent to postprocessingperfusion-based signals using the FAIR technique
(Duong et al., 2001) and contrast agent-based fMRI (N. procedures. Whereas upon optical imaging, such selec-
tive data acquisition is hampered by the surface vascu-Harel et al., 2002, Neuroimage, abstract). With their MRI
experimental protocols, the CBF or CBV MRI signals lature that always contributes to the recorded signal, in
fMRI, thin slices can be placed within the gray mattercould be enhanced in a rather selective way, appearing
mostly in capillaries and being largely absent from below the surface of the cortical sheet, avoiding the
surface vessels’ contributions. Using FAIR and contrastlarger vessels.
agent-based fMRI, Duong et al. (2001) and N. Harel et
al. (2002, Neuroimage, abstract) obtained CBV and CBFPostprocessing versus Selective Data Acquisition
responses containing only small macrovascular contri-Upon PCA, the oximetric 605 nm signal originating from
butions, suggesting that the technical goal of selectivelyseveral spatio-temporally distinct hemodynamic pro-
imaging the capillary CBV or CBF response could becesses (i.e., oxygen extraction and hyperoxygenation
achieved by fMRI.due to increase flow) separated into a global, nonlocal
macrovascular component and a functional, local,
mainly parenchymal component. This can probably be Prospects for fMRI using CBV or CBF Changes
Our data indicate that a large part of the nonlocal CBVattributed to the characteristic spatio-temporal behavior
of the oximetric signal, which colocalizes with loci of response originates from the macrovasculature, running
tangentially to the cortical sheet: compared to the map-electrical activity mostly at the capillary level but much
less so in other vessels. Such a separation occurred in ping signal, the macrovascular CBV signal is 10 times
larger than for oximetry-induced absorption changes,some cases also for the PCA decomposition of the CBV
response, being more effective the larger the SNR of reflecting the much weaker colocalization of the CBV
response with electrical activity than the [Hbr] increasethe maps and the difference in time course between the
mapping and the global signals. To be successful, in during the initial dip. However, our data also suggest
that single-condition maps can be obtained by usingfact, the present PCA decomposition requires the
spatio-temporal response patterns of the macrovascu- the CBV response, provided that the macrovascular
component can be drastically reduced.lature, the capillaries, and the noise to result in largely
orthogonal processes. In other cases, other decomposi- The three-dimensional vascular morphology of the
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tude of the displayed maps is given by the “clipping range.” Itvarious compartments of the cortical microcirculation
specifies the range spanned by the employed grayscale in terms ofsuggests that high-resolution single-condition maps
fractional light intensity change with respect to the baseline.based on CBV or CBF responses can be obtained only
if their source is limited to the capillaries, eventually
PCA and Time Course of the Macrovascular Signalconsidering also the velocity with which the hemody-
Time series of single-condition maps were decomposed into princi-namic signal propagates beyond the electrically active
pal components after subtraction of the time course of the spatialarea. SNR considerations are obviously the most impor-
mean, taken over the whole image (global signal). When possible,
tant criterion, and they vary from one methodology to the resulting eigenvectors were classified as vascular, functional,
the next. Thus, modeling that predicts the behavior of and noise (a strategy similar to that used by Stetter et al. [2000] to
reject the global part of the hemodynamic response and the vascularthe various types of MRI signals, intrinsic or extrinsic,
activity patterns from the optical signal), according to their similaritybased on parameters that are derived from high spatial
with the cortical vasculature or the functional patches obtained byand temporal resolution optical imaging and electrical
differential imaging, respectively. Throughout the paper, “similarity”recordings would be fruitful. This is particularly true for
is quantified by R, the correlation coefficient with respect to the
oximetric, CBV, and CBF changes in capillaries, and commonly used gold standard differential map obtained at 605 nm
shrinkage and expansion of the extracellular space (Dar- during the time window of the initial dip. To bias the sensitivity
of the correlation coefficient toward the contribution of functionalquie et al., 2001).
patterns over the contribution of the nonlocal vascular response,
all the maps involved in the calculation were Gaussian low-passExperimental Procedures
filtered (sigma  130 m) before correlating them. Convolutions
with Gaussians with sigma values between 65 m and 156 mPreparation
Experiments were performed on three adult male monkeys (M. fas- yielded very similar results to those reported here: over this range,
R changed by less than 0.05, first increasing up to sigma 110cicularis, 6–7 kg), with a transparent cranial window chronically
implanted onto a 2  2 cm aperture in the skull above the V1/V2 m and then decreasing, for all correlations performed between
“physiological” maps. When correlating maps with random noise orborder, at about 2.5 eccentricity of the visual field. For a detailed
description of all surgical and maintenance procedures, see Shtoy- with rotated maps, R increased nearly linearly with sigma, at a rate
of 0.0002/m. The ordering of the different values of R remainederman et al. (2000) and Arieli et al. (2002). Data from adult cat area
18 were acquired under sodium pentothal anesthesia. For details unchanged up to sigma  400 m.
The eigenvectors coding for noise (physiological noise, shot-and surgical procedures see Frostig et al. (1990) and Malonek et al.
(1997). All procedures were in accordance with NIH guidelines. noise, dark noise) were rejected, and a vascular and a functional
image were constructed by summing the eigenvectors in the respec-
tive groups. Vascular components were selected according to theirExperimental Paradigm
The paradigm in the alert monkey experiments was a simple fixation correlation value with the image of the cortical vasculature. Func-
tional components were chosen as components that exhibited atask. A trial started when the monkey began fixation on a fixation
point (0.08–0.1) displayed on a CRT screen. After a variable delay patchy appearance. The correlation coefficient is obviously sensitive
to residual noise in the experimental data; a correlation value of 1(2–3 s), a moving square grating appeared for 2 s, except in the
blank conditions (no grating). The stimulus was then turned off, between two “identical” maps is never expected. To assess the
significance of a given value of the correlation coefficient betweenand the monkey had to continue to fixate until the fixation point
disappeared, for a total fixation period varying between 11 and 12 s. two functional maps, the following information was thus obtained:
(1) A value of R 0.84 was found for two identical differential maps,Eye shutters were switched to ipsi- or contralateral stimulation. To
allow for the relaxation of all hemodynamic signals, a dark-screen calculated from two independent datasets, obtained at 605 nm dur-
ing the period of the initial dip. (2) |R| for correlation with filteredintertrial interval of 10 s followed. Data from trials where the mon-
key broke fixation were rejected. When imaging the orientation sys- random noise was 0.1. (3) As a “control” value, R calculated for
two unrelated functional maps yielded 
0.12 (e.g., the differentialtem in monkey V1, the paradigm was the same, but the stimuli were
binocular horizontal and vertical drifting gratings of optimal spatial map in Figure 1B was rotated by 90 and then correlated with itself).
Thereafter, the weights in the single-condition time series of theand temporal frequency. In the anesthetized cat, we stimulated with
drifting horizontal and vertical square gratings of optimal spatial vascular and the functional images as a function of time were calcu-
lated by projection (scalar product defined as pixel-by-pixel multipli-and temporal frequency for area 18, moving for 2 s and separated
by at least 20 s. cation) of each frame in the single-condition time series onto the
vascular and the functional images, respectively. For comparison
to the weights of the vascular and functional images, the globalOptical Imaging
Optical recordings were performed with a commercial imaging sys- signal was inverted (Figures 5B and 8H), since it represents activa-
tion as a decrease in reflected light (whereas no inversion is neededtem (Imager 2001, Optical Imaging, Germantown, NY), adapted for
the behaving monkey (Shtoyerman et al., 2000). The exposed cortex for the mapping signal, which represents the difference in activation
of functional patches between optimal and nonoptimal stimulation).was illuminated (100 W tungsten halogen lamp, Zeiss, Germany)
through interference filters (10 nm bandwidth; Omega Optical, Brat- Vascular Index and Vascular Contribution
The amplitude of the vascular contribution to the time series oftleboro, VT) and light guides. In the awake monkey, data were ac-
quired in recording sessions of 2 hr over several days. In each the single-condition maps was calculated directly by averaging the
signal over the macrovasculature (vessels	50m) after subtractionrecording session, the wavelengths of 605 and 570 nm were inter-
laced at least once to avoid artifactual results due to drifts in the of the mean time course (global signal). The activated blood vessels
were selected from the single-condition map time series, and thephysiological state of the cortex, such a relatively slow alternation
rate being sufficient, since the physiology is stable and so are the time course was calculated separately for each wavelength (the
activity patterns originating from the blood vessels were often differ-optical signals (Shtoyerman et al., 2000). In the anesthetized cat,
where the physiology is less stable, wavelengths were interlaced ent at 605 and 570 nm, since the two wavelengths enhance different
hemodynamic processes). To obtain the effective weight of thoseevery three stimuli by a computer-controlled filter wheel. To allow for
a better identification of vascular activity patterns versus functional vascular activity patterns with respect to the functional patterns,
this vascular time course was normalized by the time course of thearchitecture, high magnification was used (13 m/pixel), and the
optical system was focused onto the cortical vasculature, rather mapping signal, at each wavelength. The vascular index was then
obtained by dividing this normalized time course at 570 by thatthan 300 m below the surface as traditionally done. Unless other-
wise specified, image processing was always the same for both obtained at 605 nm (Figure 5C). Next, we assessed the activated
vessels’ “surface density,” defined by the number of activated ves-wavelengths (Gaussian high-pass filtering to eliminate very low spa-
tial frequency gradients in the images: sigma 650 m). The ampli- sels (independently of their color) crossed by a representative set
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of horizontal and vertical straight lines superimposed on the single- Darquie, A., Poline, J.-B., Poupon, C., Saint-Jalmes, H., and Le Bi-
han, D. (2001). Transient decrease in water diffusion observed incondition maps. The obtained surface density was 4–5 times larger
at 570 than at 605 nm. Multiplication of the vascular index by the human occipital cortex during visual stimulation. Proc. Natl. Acad.
Sci. USA 98, 9391–9395.average surface density ratio of the activated vessels at the two
wavelengths then yielded the “vascular contribution” to the maps Duong, T.Q., Kim, D.-S., Ugurbil, K., and Kim, S.-G. (2001). Localized
(Figure 5C). cerebral blood flow response at submillimeter columnar resolution.
Proc. Natl. Acad. Sci. USA 98, 10904–10909.
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