Short-term load forecasting is one of the crucial sections in smart grid. Precise forecasting enables system operators to make reliable unit commitment and power dispatching decisions. With the advent of big data, a number of artificial intelligence techniques have been used to predict the load of the next day. Nevertheless, due to the noise of raw data and the randomness of power load, forecasting errors of existing approaches are relatively large. In this study, a short-term load forecasting method is proposed on the basis of empirical mode decomposition and long short-term memory networks, the parameters of which are optimized by a particle swarm optimization algorithm. Essentially, empirical mode decomposition can decompose the original time series of historical data into relatively stationary components and long short-term memory network is able to emphasize as well as model the timing of data, the joint use of which is expected to effectively apply the characteristics of data itself, so as to improve the predictive accuracy. The effectiveness of this research is exemplified on a realistic data set, the experimental results of which show that the proposed method has higher forecasting accuracy and applicability, as compared with existing methods.
I. INTRODUCTION
Based on historical data, power load forecasting is to explore the developing law of electricity, establish models between power demand and features, then make a valid prediction of future load [1] . A lot of operations in power systems sharply depend on the future information provided by predictions, for example making a satisfying unit commitment (UC) decision [2] , saving energy and reducing the cost of power generation [3] . Therefore, accurate load forecasting has far-reaching significance for this industry. In reality, due to the in-depth study and extensive application of the day-ahead scheduling by system operators, short-term load forecasting (STLF) has a relatively larger application market. On the one hand, researchers have continuously improved the statistical methods such as autoregressive integrated moving average model (ARIMA) and Kalman filter method [4] , [5] . On the other hand, with the increasing demand of forecasting accuracy and the rapid development of artificial intelligence (AI) algorithms, recent studies have been focused on the AI-based approaches such as support vector machine (SVM) and neural networks [6] - [8] .
Generally, the above AI-based methods have significantly improved the forecasting accuracy. However, there still exists difficulties in setting parameters, speeding up training-rate and avoiding local minima. Therefore, researchers have considered to combine traditional methods with AI algorithms such as ARIMA-NN and ARIMA-SVM [9] , [10] .
However, few of existing methods including the above ones consider the inherent nature of load data, which is a long-term series with undulation multiplicity and periodic variety. Fortunately, recurrent neural network (RNN) could be an impactful tool to deal with such sequences due to its connections among hidden nodes [11] . Recently, various studies have been focused on the application of RNN such as sentiment classifications [12] , household load forecasting [13] . But, the main disadvantage of applying RNN for STLF is the problem of gradient vanishing caused by continuous multiplications for the items less than one. To mitigate the defect, long short-term memory (LSTM) network has been proposed by Hochreiter and Schmidhuber in 1997 [14] . As an improved version of RNN, LSTM can effectively alleviate the gradient vanishing of RNN due to its internal structure and the concept of gates. Recently, LSTM has been extensively used in various forecasting problems such as the traffic prediction [15] , the power load forecasting of a single energy user [16] and so on.
Although LSTM for load forecasting is not new, few of them take into account the pre-processing of raw data and the optimization of LSTM parameters. Thus, there still exists a relatively large promotion space of forecasting accuracy. In this paper, a method that combines empirical mode decomposition (EMD), particle swarm optimization (PSO) and LSTM is proposed to forecast the next 24 hour load profile, named EMD-PSO-LSTM. In particular, this method only uses load data as the feature and label for training, which not only effectively reduces the dimension of required data, but also excavates the information of load data.
The contribution of this study is two-fold: First, by decomposing the original load data into similar frequency components through EMD, LSTM can expediently learn the characteristic of the processed data. Secondly, the parameters of LSTM are optimized by PSO, which improves the forecasting accuracy evidently.
II. PRELIMINARIES
In this section, we briefly introduce the knowledge of RNN, LSTM and EMD.
A. Recurrent neural network
RNN is an artificial neural network specially designed to solve the problem of certain recursion structures in daily phenomena. As shown in Fig. 1 , the standard RNN not only learns the information I t of current time t, but also relies on the previous sequence information h t−1 . Owing to the special structure with chain features, RNN solves the problem of information preservations, and has unique advantages in dealing with time series. 
B. Long short-term memory network
Although RNN is an impactful tool in dealing with recursion problems, the network is unable to learn long-distant information thus arising the problem of gradient vanishing as the time interval increases. In various solutions, LSTM is the most common and effective method [14] .
Generally, LSTM inherits the feature of RNN that each hidden layer interconnects with the others, but the connection of back-nodes to front-nodes of LSTM is improved by using three gates, i.e. forget gate, input gate and output gate. Then the input and output of each cell are selected by the gates, as shown in Fig. 2 .
Specifically, the forget gate determines the information to be discarded from a cell, then the input gate determines the 
where x, h, c, o, bias, W represent the input, the state, the temporary state, the output, the correction and the corresponding weights.
C. Empirical mode decomposition
Generally, the original data contains several intrinsic mode functions (IMFs). With IMFs and a residual waveform (Res) overlapping, the raw data is rebuilt as a composite one,
where the decomposed IMF components contain local characteristics of different time scales of the original data.
To obtain IMFs, the raw data is decomposed with EMD, which is an adaptive approach of time-frequency analysis proposed by Huang in 1998 [17] , the procedure of EMD is as below:
c) Apply Cubic Spline Interpolation on maximum and minimum extreme values of h j−1 (t) to establish the upper e max (t) and lower e min (t) envelopes. d) Calculate the average value as m j−1 (t) = (e min (t) + e min (t))/2.
4) If extreme points of r i (t) are more than two, then i = i + 1, repeat Steps 2) and 3). Else, the decomposition is completed with r i (t) as Res.
In summary, EMD first seeks the difference in each part of the mixed sequence, then separates IMFs with the same frequency. As a mixed sequence, power load data can be divided into several frequency parts as well. The high frequency component describes the slight change of the load curve, and the low frequency component depicts the amplitude. Therefore, it is reasonable to use EMD to analyze the raw data of STLF problems.
III. PROPOSED METHOD
As shown in Fig. 3 , the proposed EMD-PSO-LSTM mainly consists four portions: In reality, the original data may contain bad data such as defaults and outliers due to equipment failures or operational errors, which could have a sharp effect on the forecasting accuracy. Thus, the input data could be pre-cleaned according to the following steps before training LSTM.
Step 1: Calculate the average µ and the variance σ of the raw load data.
Step 2: Filter bad data based on the 3σ principle with threshold ε as Equation (8) and (9) .
Step 3: Revise bad data as:
where in Equation (10), α + β + γ = 1, X a,b is the revised point, X a±1,b and X a,b±1 are the horizontal and vertical load points.
After recognizing and processing of bad data, EMD could be performed to obtain several IMFs and one Res. Then the maximum X max and minimum X min are obtained for each component. Finally, the processed data is normalized based on Equation (11) and all load data is allocated between 0 and 1,
After pretreatment, each component has its own unique frequency characteristic. Considering the interaction among components, certain components can be recombined to not only reduce the final predictive error but also lighten the computation burden.
B. Modeling of LSTM network
Generally, this paper is to predict the future 24 hour load value. Proverbially, the load data shows periodic changes such as weekly and quarterly, which should be exploited so as to determine a suitable input pattern. This paper adopted the Nto-one training pattern, which is to iteratively predict the load values of the (N + 1) day by using the load values of the previous N days as features, until the load forecast for the target day is obtained.
Except for the input pattern, considering the relevant factors such as the depth of network learning, the complexity of network computing, the speed of calculation and so on, we learned the experience from literatures, then carried out a series of comparative experiments to adjust the parameters such as the speed of reaching an optimal parameter value, the number of hidden layers and unrolled steps. Morever, during the training process of LSTM, the adaptive moment estimation (Adam) algorithm [18] is applied to optimize the objective function.
C. Parameter optimization with PSO
The initialization of the input and output weights of LSTM is a random task, which however has a significant impact on the forecasting accuracy. Therefore, PSO is utilized to optimize these weights to improve the forecasting accuracy [19] . Especially, the following steps are applied to each EMD component.
1) Initialize PSO with m particles, n iterations per particle.
2) Initialize velocity V i , position X i per particle, evaluate particle P i and set the current individual extremum P best = X i . 3) Set the global individual extremum Gbest = min(P best) 4) Search the optimal solution a) Update and evaluate particle P i . b) Update P best and Gbest c) If all particles have been traversed for n times, return Gbest and the corresponding X i . Else, turn to Step 4) By using PSO, the optimal weights of LSTM and the corresponding best LSTM neural network are both obtained.
D. Renormalization and linear addition
After training, a number of optimal LSTM neural networks corresponding to each EMD component are labeled by numerical values. Then the networks are used to predict the load of each part respectively, where the forecasting values are between 0 and 1. Thus, the results of each set are renormalized as follows,
In Equation (12), X pre represents the prediction value, X max and X min symbolize the maximum and minimum of each component. Finally, the prediction results are obtained by linearly adding all of the sets.
IV. EXPERIMENTS In this study, the effectiveness of EMD-PSO-LSTM is exemplified by a realistic data set. In what follows, we first highlight the performance of EMD-PSO-LSTM. Then comparisons among the proposed method and existing approaches are provided.
A. Data description
The data set is collected from the European Network of Excellence on Intelligent Technologies for Smart Adaptive Systems (EUNITE) competition, where contains 8760 load values measured from 0:00 to 23:00 per day in year 1998. In this study, we use the first 335 days as the training set to predict the 24 hour load of the 336 th day.
B. Results and discussions
Here, mean absolute percentage error (MAPE) is applied to evaluate the performance of load forecasting,
in Equation (13), X act represents the actual load data, X pre is the predictive value and n equals 24.
1) Performance of EMD-PSO-LSTM: First, the training set is decomposed by EMD, where the raw data is divided into ten IMFs and one Res. Then the proposed method is used to predict the load data of the 336 th day, which is based on MIX3, i.e. IMF 1 to 3 are superimposed to form the high frequency component, and the remaining IMFs are treated as separate components. The forecasting results are depicted in Fig. 4 . Fig. 4 demonstrates that the maximum, minimum and mean forecasting errors are 2.9708%, 0.0833% and 1.4274%, while most of errors are below 1.5%. Therefore, it can be concluded that the proposed method is effective.
2) Related factors: In order to evaluate the effects of related factors on prediction results, a series of experiments were performed.
• Impact of input pattern: Generally, an appropriate input pattern can accelerate LSTM to learn the features of the training data and get better prediction results. The results are described in Fig. 5 . Clearly, as the N value rises, the prediction accuracy increases first and then decreases. Since the load shows weekly cyclical, it can be speculated that the forecast result with the seven-to-one input pattern is more accurate than the others. • Effectiveness of IMFs and Res combinations: In order to lightens the computation burden and preserve the main feature information, experiments on restructuring the components were carried out, where MIXn indicates that IMF 1 to n are stacked as a high frequency component, the rest IMFs and Res are treated as low frequency components. The results are depicted in Fig. 6 . Obviously, MIX3 is the most effective combination in this data set. According to the above analysis, the seven-to-one input pattern and MIX3 are adopted in all subsequent experiments.
3) Comparisons of LSTM, EMD-LSTM, PSO-LSTM, RNN, GRU and EMD-PSO-LSTM: In order to make a more comprehensive comparison of the effectiveness of the proposed method, experiments are carried out from two aspects. First, EMD-PSO-LSTM is compared with the original LSTM, LSTM with EMD, and LSTM with PSO to describe the process of improvement. Second, the proposed method is compared with existing approaches such as RNN [20] and GRU [21] to further confirm the superiority of EMD-PSO-LSTM. The result is shown in Fig. 7 . Since EMD-PSO-LSTM combines the advantage of EMD and PSO, the forecast load curve of EMD-PSO-LSTM is the closest to the actual one, and the errors of all points are below 3%. Moreover, compared with RNN and GRU, EMD-PSO-LSTM has precision advantages of nearly 0.8% and 0.4% separately.
Based on the above knowledge, it can be concluded that the proposed method is effective for STLF.
V. CONCLUSION In this paper, a novel EMD-PSO-LSTM method for STLF was proposed, which utilizes load data as the feature to predict the 24 hour load. Based on a series of experiments, EMD-PSO-LSTM is proved to be effective. Especially, the prediction accuracy of EMD-PSO-LSTM has reached 98.5726%, where the errors of all points are below 3%, and the minimum error is 0.0833%. Compared with traditional methods, EMD-PSO-LSTM has improved the prediction accuracy by nearly 1.2%. Besides, compared with the state of the art methods, EMD-PSO-LSTM also outperforms them by nearly 0.4%. In the future, the difficulty in both improving the forecast accuracy and reduceing the computational burden could be proceeded.
