Low-rank approximations are popular techniques to reduce the high computational cost of large-scale kernel matrices, which are of significant interest in many applications. The success of low-rank methods hinges on the matrix rank, and in practice, these methods are effective even for high-dimensional datasets. The practical success has elicited the theoretical analysis of the rank in this paper. We will consider radial basis functions (RBF) and present theorems on the rank and error bounds. Our three main results are as follows. First, the rank of RBFs grows polynomially with the data dimension, in the worst case; second, precise approximation error bounds in terms of function properties and data structures are derived; and last, a group pattern in the decay of singular values for RBF kernel matrices is analyzed, and is explained by a grouping of the expansion terms. Empirical results verify and illustrate the theoretical results.
Introduction
With the increase in the size and dimensionality of datasets, large-scale high-dimensional dense matrices have become a central part of many linear systems. Kernel matrices, especially those related to radial basis functions (RBF), have attracted attention in a variety of fields including machine learning, inverse problems, graph theory and PDEs [30, 35, 25, 18, 20, 19, 29] due to their good interpolation properties. Examples of interest in machine learning include kernel ridge regression [34, 6] and kernel support vector machines [5] . Regrettably, kernel methods often involve operations on large-scale matrices, which can be computationally challenging.
The broad applications of kernel matrices and the high computational cost have made algorithms that accelerate matrix computations particularly important. There have been many algebraic algorithms proposed to reduce the computational burden, mostly based on matrix approximations. One popular class of algorithms relies on low-rank approximations of the matrix or certain submatrices [35] . The singular value decomposition (SVD) [16] is optimal but has an undesirable cubic complexity. Many methods have been proposed to accelerate the low-rank construction with an acceptable sacrifice in the accuracy [22, 17, 21, 26, 9, 15, 8, 38] .
The success of these low-rank algorithms hinges on a large spectrum gap, or a fast decay of the spectrum of the matrix or some of its submatrices. However, to our knowledge, there is no theoretical guarantee that this is always the case. For d-variable functions with bounded derivatives up to the q-th order, a classical analysis based on tensor-product grids [7] shows that to achieve an approximation error ǫ, the rank needed is R = O(ǫ −d/q ). The exponential growth with d is striking because even for a moderate d, a reasonable accuracy should be expected to be difficult to achieve. However, in practice, people have observed much lower ranks. Algebraic low-rank techniques work effectively in many cases where the data dimension ranges from moderate to high. One high-level explanation is that both the functions and the data of practical interest enjoy special properties and latent structures.
Despite the popularity of applying low-rank algorithms to RBF kernels, the relation between the rank and data dimension has not been described analytically. The aim of this paper is to provide a theoretical foundation for the practical success of low-rank matrix algorithms. In this
Related Work
There has been an extensive interest in kernel properties in a high-dimensional setting.
One line of research focuses on the spectrum of kernel random matrices. There is a rich literature on the smallest eigenvalues, mainly concerning the matrix conditioning. [1, 23, 27, 28] provided lower bounds for the smallest eigenvalues, and Ball [2] discussed the upper bound. Some work further studied the eigenvalue distributions. Karoui [10] obtained the spectral distribution in the limit by applying a second-order Taylor expansion to the kernel function. In particular, Karoui considered kernel matrices with the (i, j)-th entry K(x T i x j /h 2 ) and K( x i − x j 2 /h 2 ), and showed that as data dimension d → ∞, the spectral property is the same as that of the covariance matrix T . Wathen [36] described the eigenvalue distribution of RBF kernel matrices more explicitly. Specifically, the authors provided formulas to calculate the number of eigenvalues that decay like (1/h) 2k as h → ∞, for a given k. This group pattern in eigenvalues was observed earlier in [12] but with no explanation. The same pattern also occurs in the coefficients of the orthogonal expansion in the RBF-QR method proposed in [11] .
Another line of research is on developing efficient methods for function expansion and interpolation. The goal is to diminish the exponential dependence on the data dimension introduced by the tensor-product based approach. Barthelmann [3] considered polynomial interpolation on a sparse grid [13] . Sparse grids are based on a high-dimensional multiscale basis and involves only O(N (log N ) d−1 ) degrees of freedom, where N is the number of grid points in one coordinate direction at the boundary. This is in contrast with the O(N d ) degrees of freedom from tensor-product grids. Barthelmann showed that when d → ∞, the number of selected points grows as O(d k ), where k is related to the smoothness of the function.
Trefethen [33] commented that most methods (including sparse grid) aiming to mitigate the curse of dimensionality have taken advantage of the rotational or translational non-uniformity of the underlying functions. This may cause over-or under-sampling in one direction to achieve a certain accuracy. To ensure a uniform resolution in all directions, Trefethen suggested that the Euclidean degree may be helpful. He investigated the complexity of polynomials with degree defined by 1-, 2-and ∞− norms and concluded that by using the 2-norm we achieve similar accuracy as with the ∞-norm, but with d ! fewer points.
Main Results
In this paper, we study radial basis functions (RBF). An RBF is of the form K(x, y) = f ( x−y 2 ). Such functions include but are not limited to the Gaussian kernel and the Cauchy kernel. The numerical rank of an RBF related to error ǫ is defined as
Our two main results are as follows. First, we show that under common smoothness assumptions of RBFs, the rank for RBF kernels is a polynomial function of the data dimension d. In particular, for RBF kernel matrices, the rank R = O(d q ) where q is related to the approximation error. We will prove precise error bounds.
Second, we observe that the singular values for RBF kernel matrices form groups with plateaus. A pictorial example is in Figure 1 .
There are 5 groups (plateau) of singular values with a sharp drop in magnitude between groups; the group cardinalities depend on the data dimension, but are independent of the data size. We explain this phenomenon by applying an appropriate analytic expansion of the function and grouping expansion terms appropriately.
Organization
This paper is organized as follows. Section 2 presents our theorems on the function rank and the error bound. Section 3 provides the theorem proofs. Section 4 shows the optimality of the 
The data were randomly generated in dimension 6. The legend shows the data size and the kernel functions: Laplacian (exp(− x − y )), Cauchy (1/(1 + x − y 2 )), and Gaussian (exp(− x − y 2 )).
derived rank. Section 5 verifies our theorems experimentally. Section 6 investigates and discusses the group pattern in the singular values for RBF kernel matrices.
Main Theorems
In this section, we present three theorems on the rank of an RBF function, and the approximation error bound. The first two theorems rely on the Chebyshev expansion. They consider functions with different smoothness assumptions, and show that the function rank grows polynomially with increasing data dimension, and that the approximation error decreases with decreasing dataset radius. The third theorem relies on the Fourier expansion. It provides a separable form that captures more subtle relations between the error and rank, and shows that the error decreases with either the source or target dataset radius. Before stating our theorems, we introduce some notations. Let E(x) and Var(x) denote the expectation and variance of x, respectively. Let
be the Bernstein ellipse defined on [−1, 1] with parameter ρ 2 , an open region bounded by an ellipse. For an arbitrary interval, the ellipse is scaled and shifted.
In the following theorems, we assume that the bandwidth parameter h = 1. In fact, h is tightly related to the scale of point sets; we can always adjust h indirectly by scaling the data points.
Theorem 2.1. Consider kernel function K and point sets Ω ⊂ R d . We assume that
where D is the diameter for Ω, and is analytically continuable to a Bernstein ellipse defined on [0, D 2 ] with parameter ρ 2 , and |f (x)| ≤ C for some C.
3. Vectors from Ω are statistically independent with their infinity norms bounded by M .
Under conditions 1 and 2, there exist sequences of real-valued functions,
is the approximation rank of K(x, y), n is the degree of Chebyshev partial sum of f (r), and for n ≥ 0 the approximation error ǫ is bounded as follows:
Further, if condition 3 holds, then with probability at least
the approximation error ǫ is bounded as follows:
where
Theorem 2.1 describes many insightful relations between dimension d, rank R, and approximation error ǫ. First, the rank grows polynomially with increasing data dimension d, i.e., R = O(d n ). This can be seen from R = n+d+2 d+2
with n fixed and d → ∞. Second, the error bound decreases with decreasing data diameter D. This suggests that decreasing the dataset radius will increase the effectiveness of low-rank algorithms. In other words, if the data are tightly clustered together, we will observe a small approximation error; if the data spread out uniformly in the space, we will likely encounter a large approximation error.
Third, the error bound decreases with increasing dimension d in the probabilistic sense. When d increases, the phenomenon of concentration of measures starts to reduce the variance in the pairwise distances x − y . That is, most values of x − y 's will concentrate in a small-sized subinterval of [0, D], which in turn shrinks the data radius.
The analytic assumption in Theorem 2.1 is very strong because many RBFs are not infinitely differentiable when the domain contains zero. However, most RBFs of practical interest are q-times differentiable. In the following theorem, we weaken the analytic assumption to a differentiable assumption and compute the estimation of the corresponding error bound. 
Then we arrive at the same conclusions, but with a different upper bound. That is, for n > q the approximation error ǫ is bounded as follows:
Further, with a probability of at least 1 − 2 exp(
Compared to Theorem 2.1, the major difference in Theorem 2.2 lies in the convergence rate and effect of data diameter D. The convergence rate slows down from a nice geometric convergence rate O((ρ 2 /D 2 ) −n ) to an algebraic convergence rate O(n −q ). Each time the function becomes one derivative smoother (q increased by 1), the convergence rate will also become one order faster. The dataset diameter D affects the error bound through D 2q instead of D 2n , where q is determined by the function but n is adjustable from the function expansion.
One drawback of the above two theorems is the lack of consideration of the source/target dataset radius. As a result, the error bound fails to explain a known fact that a kernel matrix with underlying data tightly clustered around k points has an approximation rank that is approximately k. In the following theorem, we include the radius of target point set Ω x and source point set Ω y in the error bound. Our result theoretically supports the motivation behind many algorithms that take advantage of the low-rank property of submatrices.
Theorem 2.3. Consider kernel function K and point sets
Suppose the assumptions in Theorem 2.1 hold, but with condition 2 replaced by 2" Denote by
with its derivatives through p
(q−1) be continuous, and the q-th derivative be piecewise continuous with the total variation over one period ρ 2 bounded by V q .
Then, we obtain the following error bound:
, D x and D y are the radius of Ω x and Ω y , respectively, and M f is the number of terms in the Fourier expansion of p(x), M t is the number of terms in the Taylor expansion of exp(−ıx), both of which are independent of the point sets.
is the approximation rank of K(x, y).
The error bound in Theorem 2.3 includes three sources: the function periodic extension, the Fourier expansion, and the Taylor expansion. The radius of the two point sets occur in the error
Mt+1 , suggesting that shrinking the radius of either point set will decrease the error. As mentioned above, this property has motivated people to approach matrix approximation problems by identifying low-rank blocks in a matrix, which is partially achieved by partitioning the data into clusters of small radius.
The rank grows as
, when M f and M t are fixed and d → ∞. Finer rank and error analysis can be performed by decreasing the number of Taylor expansion terms M t with the Fourier expansion orders. For simplicity we assume M t to be fixed.
The periodic extension error ǫ P depends on the extension methods (see [4] for details). When the bell function T ≡ 1 is in the physical domain of f , ǫ P = 0.
In the end, considering that the derived error bounds correspond to function's infinity norm, we relate the function's infinity norm to matrix norms of primary interest.
Lemma 2.4. Assume that a real-valued function K can be a approximated by two sequences of real-valued functions
Consider any kernel matrix K ∈ R n×n with entry K ij = K(x i , y j ) where x i ∈ Ω x and y j ∈ Ω y . Let G, H ∈ R n×R be two matrices with entry G ij = g j (x i ) and H ij = h j (y i ), respectively. Then, K can be approximated by GH T with error bounded by the following:
where · F , · 2 are the Frobenius norm and two norm, respectively. · max is the maximum norm, and
Remark. We summarize the assumptions, error bound and rank estimation of each theorem in Table 1 , and discuss two main differences from the perspective of the rank and the error bound. The rank in the Fourier expansion approach grows with the expansion order at a slower rate than that in the Chebyshev approach. The error bound in the Fourier approach considered both D x and D y , whereas the Chebyshev approach only considered the radius of the entire point set. That
Mt+1 occurs in the error bound explains why point clustering and local interpolations generally leads to a more memory efficient approximation. 
Notation n: degree of Chebyshev expansion
# terms in Taylor expansion

Theorem Proof
In this section, we provide proofs for the theorems in section 2. All the proofs aim to separate K(x, y) into functions of x and of y. The proofs of Theorem 2.1 and Theorem 2.2 rely on a Chebyshev expansion of K followed by an expansion of the terms x − y 2l . The proof of Theorem 2.3 first applies a Fourier expansion on K to extract the cross term exp(x T y), then it applies a Taylor expansion on the cross term to complete the separation.
Notations
d and the multinomial coefficient with |α| = m to be
Proof of Theorem 2.1
Proof. The proof consists of four components. First, we apply a linear transformation of the data. Second, we apply the Chebyshev expansion theorem on the kernel function K. Third, we write the approximated function in a separable form and compute the corresponding error bound and approximation rank. And last, we consider and the phenomenon of concentration of measures.
1. Linear transformation of data. ∀ x, y ∈ Ω, let D = max x,y∈Ω x − y . We denote by
2. Chebyshev approximation. We approximatef (r) by its Chebyshev partial sum of degree n:
1−r 2 dr, and T n (r) is the Chebyshev polynomial of the first kind of degree n defined by the relation: [32] , ∀ n ≥ 0, the error term ǫ n satisfies:
Because T k (r) is a Chebyshev polynomial with degree k, by rearranging the terms we obtain
where a k depends on c k but is independent of x and y.
3. Separable form. We separate each term x − y 2l in (5) into functions of x and y:
α . Substituting (6) to (5), we obtain a separate form of K:
is a constant independent of the point set. The rank of K can be bounded by the total number of separate terms, which is:
To summarize, K(x, y) can be written in a separable form with rank
and approximation error
4. Concentration of measure. We consider the concentration of measure phenomenon. When dimension d increases, with a high probability the values of x − y will concentrate in a smallsized subinterval of [0, D]. Therefore, the upper bound from the above analysis would be loose in high-dimensional settings.
We apply concentration inequalities to achieve a sharper bound in the probability sense. We assume that the vectors in the dataset are statistically independent, with their entries bounded by M < ∞. If the vectors are statistically dependent, we can obtain a better rank result. We
. From the assumptions, z i 's are statistically independent with mean zero and are bounded by 4M
2 . Let us denote
Var(z i ). By applying the Bernstein's inequality on z i 's, we conclude that ∀δ ≥ 0,
. In other words, with probability at least
If we adopt the same analysis as above, and denote
Becausef also satisfies the smoothness assumptions, the analysis in item 2 applies here and the error term satisfies:
This sharper bound can be achieved with the same function rank as in (8) . Rewriting the separable form for K(x, y)
we arrive at the same form as in (7) except for the coefficients. Therefore, the function rank related to error ǫ n remains n+d+2 d+2 , and we have proved our result.
Proof of Theorem 2.2
Proof. The proof follows the same steps as that in Theorem 2.1; we only need to establish that the error term in the Chebyshev expansion is bounded by 
Therefore, for n > q, the convergence rate of the order-n Chebyshev expansion off (r) tof (r) is given by the result from Chebyshev approximation theory [32] :
The rest of the proof is identical to that of Theorem 2.1.
Proof of Theorem 2.3
We first introduce a lemma regarding the rank of complex functions.
Lemma 3.1. If a real-valued function K can be approximated by two sequences of complex-valued functions, i.e.,
and {Φ i (y)} Rc i=1 are complex-valued functions, then there exist two sequences of real-valued functions,
Proof. Let Re (·) and Im (·) denote the real and imaginary part of a complex value, respectively. For each term, Ψ i (x)Φ i (y), we rewrite it as
We can then construct the sequences of real-valued functions as follows
The approximation error holds for the real-valued approximation:
We now start the proof for Theorem 2.3.
Proof. The proof consists of two main parts. The first part derives a separable form of K(x, y). This includes applying a Fourier expansion to the periodic function p(z) followed by a Taylor expansion. The second part computes the approximation rank and the upper bound for the truncation error.
Fourier expansion. Let the Fourier expansion of p with error term
−ρ 2 /2 p(t) exp(−in 1 wt)dt and ω = 2π ρ 2 . The error term ǫ M f has a fast decay because p(z) is a smooth periodic function. Let x * and y * be the center of point sets Ω X and Ω Y , respectively. We rewrite z in terms of ρ x = x − x * , ρ y = y − y * and ρ = x * − y * :
Substituting (15) into exp(ın 1 ωz), we obtain
function of x and y
2. Taylor expansion. To further separate the terms in (16) involving both x and y, we apply a Taylor expansion to exp(−ın 1 ω2ρ T x ρ y ) with error term ǫ n1 Mt :
Adopting the multi-index notation,
Substituting (18) into (17),
3. Separable form derivation. Combining (19) , (16) and (14) and rearranging the terms, we obtain
are independent of the point distribution in Ω X and Ω Y ,
are functions of x only and y only, respectively, and
Rank computation. Equation (20) is a separable form of K(x, y) with rank
By Lemma 3.1, the kernel function can be approximated by two sequences of real-valued func-
When M f and M t are fixed and d → ∞, the rank grows as O(d Mt ).
Error analysis.
The total error consists of that from the Fourier expansion, the Taylor expansion, and the periodical extension. According to Theorem 2 in [14] , the Fourier expansion error ǫ M f is bounded as follows
where V q (p) is the upper bound for the total variation of p (q) over one period. Using the Lagrange form of the remainder, the Taylor expansion error ǫ n1 Mt is bounded as
Therefore, the total error ǫ in (20) can be bounded as
. The first inequality comes from the Cauchy-Schwarz inequality and the Parseval's theorem, and the last inequality comes from an upper bound for the discrete sum and the inequality e( n e ) n ≤ n!.
Therefore, we have found two sequences of real-valued functions that approximate the kernel function with rank
and approximation error |ǫ| ≤ p eρ
where ǫ P is the periodic-extension error of f and
Optimality
The analytic error bound in Theorem 2.1 is optimal in the sense that will be defined below. Schaback [37] provided a lower bound on the minimal number of interpolation points needed for a linear operator to reach a required accuracy. Specifically, let
denoting the Fourier coefficient of f , and let the ǫ-complexity n(ǫ, d) of L n (f ) be defined as
The lower bound in (29) is the minimal rank needed to achieve approximation error ǫ, considering that the number of interpolation points is equivalent to the rank of a function.
In the following, we show that the rank in Theorem 2.1 reaches the lower bound in (29) asymptotically. We assume that the volume of data space is bounded by 1, i.e., Vol(Ω) ≤ 1, and that K k ≤ 1. The latter is implied by the smoothness assumption in Theorem 2.1. Under these conditions,
For simplicity, we denote c 1 = 
Finally, we relate rank R to error ǫ and dimension d. When d → ∞,
where c ǫ = 1 n! , and "≈" denotes the strong equivalence of sequences, i.e., v n ≈ w n iff lim n→∞ vn wn = 1. In (32), "≈" applies when n is fixed and d → ∞. Therefore, (32) is the same as (29) asymptotically. We conclude that our result for the rank achieves optimal dependence on dimension d and error ǫ.
Related work. There has been work achieved similar results using the sparse grid. Barthelmann [3] considered a polynomial interpolation on a sparse grid, and showed that such interpolation can achieve an acceptable accuracy with the number of interpolation points growing polynomially on data dimension. Specifically, consider function f in the function class
If we apply an interpolation operator A(k + d, d), the Smolyak formula [31] , on f , then the interpolation error is bounded as follows
is the number of interpolation points for A(k + d, d) (see [24] ), and
where i ∈ N d is a multi-index, and ⊗ denotes the tensor product operator.
. This polynomial dependence is consistent with our result in (7) that the rank is approximately O(d n ). The two notations k and n are both related to the smoothness of a function: k is the degree of polynomials and n is the degree of the Chebyshev expansion. Further, both A(k + d, d) and Equation (7) are exact for all polynomials of the same degree.
Numerical Experiments
In this section, we experimentally verify two main results suggested by our theorems: the polynomial growth of the numerical rank with the data dimension, and the effect of data radius on the approximation error. Considering that the error bounds in our theorems correspond to the worst-case error, we report the highest rank from varying data distributions to be the numerical rank.
One difficulty of generating data which is representative of the worst case lies in the concentration of measures, that is, a peak will occur in the pairwise-distance distribution as the data dimension increases, leading to all the elements in the matrix being nearly identical. To mitigate this issue and achieve a larger variance in the pairwise distances, we project those randomly generated points to the boundary. The detailed procedure is as follows. First, we uniformly generate data in the cube [a, b] d ; second, we randomly sample a fraction p of points and set k randomly selected dimensions of each sampled data point to be a or b. For our experiments, we take p ∈ {0.1, 0.4, 0.7, 1.0} and k ∈ {0, · · · , d}.
The numerical rank R associated with tolerance tol is defined as
where U r , S r , V r are factors from the singular value decomposition (SVD) of matrix K. Depending on the choice of the norm, the value of R will vary; however, our main focus is on the max norm, which is consistent with the function infinity norm in the theorems. Theoretically, the max error does not decrease monotonically with the rank; however, we find that for the RBF kernel matrices, the max error decreases in general with the rank, except for certain small short-lived increases.
Throughout our experiments, we fix the number of points at 3,000. The kernels used are the Gaussian kernel exp(− x − y 2 /h 2 ) and the Laplacian kernel exp(− x − y /h) with h = max xi,xj ∈Ω x i −x j . For each setting of dimension and tolerance, we report the mean and standard deviation of the numerical rank out of 5 independent runs. Figure 2 shows the numerical rank as a function of data dimension subject to a fixed tolerance on 3 different data overlapping scenarios: source and target data both in ≤ tol K } with the choice of norm listed in the legend. "inf" is infinity norm; "fro" is Frobenius norm; "two" is two norm; and "max" is max norm. Subplots (a) to (i) used the Gaussian kernel with data completely overlapped for (a) to (c), partially overlapped for (d) to (f ), and not overlapped for (g) to (i). Subplots (j) to (l) used the Laplacian kernel with data completely overlapped.
One observation on the growth of rank verifies that for a fixed degree k of the Chebyshev expansion, the rank grows in the order of O(d k ) with dimension d. In our experiments, we increase k by decreasing the approximation tolerance, according to the relation between k and error ǫ in Theorem 2.1. We observe results consistent with the order O(d k ). Another observation on the data radius and the error bound verifies that shrinking the radius of either point set decreases the error bound. Theorem 2.3 suggests that the radius of target points D x and source points D y affect the error in the form of DxDy ρ 2
Mt+1
where Dx ρ < 1 and Dy ρ < 1. That is, to achieve a certain tolerance threshold, a smaller data radius D x (or D y ) allows M t to be smaller. This is verified by our experimental results. Figure 2 shows that with a fixed tolerance, the numerical rank that is positively related to M t , decreases with the decrease of the data radius from top to bottom.
The numerical rank reported, however, grows at a slower rate than the theoretical value. This is expected. Even though the data was generated to represent the worst case scenario, it is difficult to avoid the concentration of measures and achieve such worst case with a limited number of points and data distributions.
The rare occurrence of the worst-case data distribution provides part of the reason for the success of low-rank approximations for high-dimensional problems. The real-world data are often more structured and most of them in fact live in a lower-dimensional manifold. Consequently, the kernel matrices of practical interest are much simpler than the striking number of points n and large data dimension d suggest.
Group Pattern of Singular Values
In this section, we reveal and explain a group pattern in the singular values of kernel matrices generated by RBFs. Specifically, the singular values form groups by their magnitudes, with the group cardinalities dependent on the data dimension and independent of the data size.
We explain this phenomenon based on Theorem 2.3 by an appropriate grouping of the number of terms in the function's separable form. For any RBF, consider the number of separable terms n in its function expansion:
The two summations correspond to the Fourier expansion of the kernel function, and the Taylor expansion of exp ıρ T x ρ y , respectively. n t denotes the number of separable terms in ρ T x ρ y t . The observed group cardinalities are consistent with an appropriate grouping of the terms in (37) . The order of these terms is governed by the error term in the truncation. One grouping example is The cardinality of the 1st, 2nd and 3rd group is n 0 + n 1 + n 2 , n 0 + n 1 and n 3 + n 4 , respectively.
Experimental Verification
We experimentally verify the above claim and assume that the singular values are ordered such that σ 1 ≥ σ 2 ≥ . . . ≥ σ n . Figure 3 shows σ i /σ i+1 , the ratio of the i-th largest singular value to the next smaller one. One observation is that both the group cardinalities indicated by the differences between the high-ratio indices, and the singular value decay amount indicated by the magnitudes of those ratios, are independent of the data size. This observation suggests that the numerical rank is independent of the data size.
We study the group cardinality in detail. Consider Figure 3a Applying a cumulative sum of the number of these terms yields the above indices. Our explanation adopts the idea of the Fourier approach instead of the Chebyshev approach. The key reason is that the Fourier approach allows us to group separable terms into finer sets that contributes to subtler error decay. The Chebyshev approach considers x − y 2l as a unit, which has l+d+1 d+1 separable terms; whereas the Fourier approach considers x T y l as a unit, which only
separable terms. This flexibility in grouping benefits from the Fourier expansion, which raises the term x − y 2 to the exponent of e so that we are able to directly expand the cross term exp(x T y). A Fourier expansion is unnecessary if the cross term involving x T y is naturally separated from x−y 2 . One example is the Gaussian kernel exp(− x−y 2 ) = exp(− x 2 ) exp(− y 2 ) exp(2x T y). This in fact explains our observations for Gaussian kernels, that the threshold ranks are represented by the number of separable terms in l x T y l .
Practical Guidance
The group pattern in the singular values theoretically explains many phenomenons in practice. One common example is the threshold ranks in matrix approximations. In other words, we often need to increase the rank above a certain threshold to observe a further decay in the matrix approximation error. We can take advantage of the group pattern when applying low-rank algorithms. In practice, most low-rank approximation algorithms take input as a desired rank; however, it is unclear what rank is reasonable. The group cardinalities provide candidate ranks for the inputs of those algorithms. We examine the effectiveness of our guidance on two popular RBF kernel matrices. We expect significant decay in the reconstruction error around rank R = n+d d , the number of separate terms in the n-th order Taylor expansion of exp(h(x) T g(y)). For Gaussian kernel, h(x) = g(x) = x; for Laplacian kernel and other inseparable kernels, h(x) = ρ x , g(y) = ρ y . Figure 4 shows the reconstruction error as a function of the rank. For leverage-score Nyström method, we oversample 30 and 60 columns for d = 6 and d = 8, respectively, and report the mean of reconstruction error out of 5 independent runs. For all the methods, a significant decay in the error occurs at rank 1, 7, and 28 for d = 6, and at rank 1, 9 and 45 for d = 8. The trend in the decay pattern meets our expectation, except for several subtle perturbations that may be caused by the data distribution and contributions from other expansion terms.
Conclusions
Approximation algorithms that take advantage of the low-rank structures of a matrix or certain submatrices are widely applied to RBF kernel matrices. The success of such algorithms, especially for high-dimensional datasets, has motivated us to study how the rank grows with the data dimension. In this paper, we provided three key results on the rank and the approximation error. Figure 4 : Reconstruction error vs. approximation rank. The legend represents low-rank algorithms, "levscoreNys" is the leverage-score Nyström method, "randSVD" is the randomized SVD with iteration parameter to be 2, and "SVD" is the exact SVD. The bandwidth parameter h was set to be the maximum pairwise distance. A significant decay in the error occurs at rank = n+d d
(n = 1, 2, 3) for all experiments.
First, the rank of an RBF grows polynomially, in the worst case, with data dimension d as d → ∞. The exponential growth for multivariate functions from a classical analysis is absent for RBFs. Empirical studies show that a much slower growth than polynomial is even possible in some cases; part of the reason is the concentration of measures and the structures in the data of interest.
Second, reducing the radius of either the source or target point set decreases the approximation error, assuming a fixed bandwidth parameter.
Third, we observed groups in the singular values of RBF kernel matrices. We explained this group pattern by our analytic expansion of the kernel function. Specifically, the number of singular values of the same magnitude can be computed by an appropriate grouping of the separable terms of the function. Very commonly, the cardinality of the i-th group is i+d−1 d−1 , the number of separable terms in the i-th order term in the Taylor expansion of exp(x T y).
