Notably, the raw pH of TRIS buffer (~8.1) agreed with the reference value, while that for the AMP buffer (~6.8) had an error of +0.004 due to the small absorption ratio (R) and being out of the lower adequate pH range (> 7.2) for mCP. pHT measurements obtained for seawater samples using the present colorimetric method agreed with those obtained using a glass electrode. These results demonstrate that this low-cost TLED detection system with a short cell length, 5 cm, can be used for seawater pHT analysis.
Introduction
There is considerable interest to understand the carbon cycle on earth because of the greenhouse effects of CO2 on the global climate. The rapid rise in atmospheric CO2 has increased the total dissolved inorganic carbon (DIC) in the oceans. 1 With the increasing uptake of fossil fuel CO2 into the oceans, the effect of a decrease in the pH is important to consider. Ocean acidification will result in reduced rates of calcification 2 and shell dissolution 3 for all calcified organisms, as well as metabolic depression resulting in reduced growth. 4 We need to study the inorganic carbon cycle in the ocean in order to understand and predict the export of carbon from air to seawater. The carbonate system in seawater can be studied by measuring four parameters: pH, total alkalinity (AT), total dissolved inorganic carbon (CT), and fugacity of CO2 (fCO2). Note that at least two of these parameters are required to characterize the carbonate system, while the other interrelated parameters can be calculated using thermodynamic constants. 5 Spectrophotometric measurements of seawater pH using methods developed in the late 1980s [6] [7] [8] [9] [10] are simple, rapid, and precise. The pH indicator meta-cresol purple (mCP) has been proposed to be optimal for the pH range encountered in typical surface-to-deep water profiles, 8 whereas thymol blue has been proposed for surface-water measurements that are within a relatively narrow pH range. 11 However, the accuracy of spectrophotometric pH measurements can be adversely affected by any impurities in the sulfonephthalein indicators that are used for such measurements. 12 For instance, the use of unrefined mCP for spectrophotometric measurements can result in systematic errors as large as 0.018 at typical surface ocean pH values. 13 A method for purifying mCP via highperformance liquid chromatography (HPLC) has been established, and Liu et al. determined the temperature and salinity dependence of the second acid dissociation constant (Ka2) of purified mCP using the mCP molar absorbance ratio e2 (Ka2e2). 13 The wavelengths for pH measurement of Ka2e2 were strictly set at 434 and 578 nm using high-quality spectrophotometers, since other wavelengths cannot be used. 13 However, the requirement to use such instruments is not practical for the development of simple, low-cost sensing systems and remote sensors. Light-emitting diodes (LEDs) have the important advantages of robustness, low cost, low power consumption and small size; also they cover an increasingly broad spectral range from the UV to near infrared. 14 These properties are ideal for the development of optical analytical devices; LEDs have been widely used as the illumination source in various optical sensing systems, such as fiber optic-based sensors and reflectometers.
In this study, we describe a low-cost and stable optical system that uses a detector comprising three light-emitting diodes (TLED) for determining the colorimetric pH of seawater using mCP, and its Ka2 value. 8 The Ka2 value of mCP for seawater pH measurements determined by Clayton varied as a function of the salinity, Sp, and the temperature, T, and was independent of the measurement wavelength. 8 Therefore, using the Ka2 value for pH measurements at other wavelengths is convenient, although typically there is an expected level of error in the results. A calibration method useful for the determination of pH perturbation due to the addition of mCP that is based on a non-linear least-squares method is also discussed.
Experimental

Theory
There are several approaches to define the pH scale for seawater, including the NBS (National Bureau of Standards) scale, free proton concentration scale, free hydrogen ion scale, total hydrogen ion scale, and seawater scale. [15] [16] The difference between these scales refers to the seawater model employed. We choose the total hydrogen ion scale for the present work owing to the agreement with the majority of the CO2 community. 17 The total hydrogen ion scale accounts for the HSO4 -ions and is defined by the following equation: 17, 18 
where the total hydrogen ion concentration is obtained as follows:
where ST is the total sulfate concentration and KS is the acid dissociation constant of [HSO4 -]. Diprotic sulfonephthalein-type indicators (H2I) are the most commonly used pH indicators, and the dissociation of these indicators is described as follows:
The pKa2 value of mCP for saline water is ca. 8.0; 8 moreover, for this class of indicators, the first (Ka1) and second (Ka2) dissociation constants are separated by a factor >10 6 .
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Consequently, mCP is suitable for to monitor the pH of seawater. The colorimetric pHT is determined using the following equations: 
and
where Ka2 is the dissociation constant of mCP in seawater, R is the absorbance ratio at wave lengths of λ1 and λ2, λεHI and λεI are the molar absorption coefficient at wave length of λ and chemical forms of HI -or I 2-. 14 The value of Ka2 varies as a function of the salinity, Sp, and the temperature, T, and it has been determined by careful laboratory measurements. Note that for mCP, 
where 293 (K) ≤ T ≤ 303 (K) and 30 ≤ Sp ≤ 37. 8 Although the molar absorption coefficients cannot be accurately determined if the purity of the indicator is not known, the molar absorption coefficient ratio, e1, is typically determined using a sufficiently acidic solution because λ1A -(HI) and λ2A -(HI) can be obtained from a single solution, allowing e1 to be estimated independently of the mCP concentration. The ratio e3/e2 can also be determined using a single sufficiently alkaline solution without accurate knowledge of the mCP concentration. The ratio e2 should be determined using a sufficiently alkaline solution for λ1A 2-(I) and acidic solution for λ2A -(HI) . The accurate concentration ratio of mCP in an alkaline solution (for I 2-) and an acidic solution (for HI -) is therefore acquired.
Ion equilibrium in seawater for indicator addition
First, the ion equilibrium in a seawater sample when an indicator dye is added is considered to be an analogy of the total alkalinity of a seawater sample, which is defined as the number of moles of hydrogen ion equivalent to the excess concentration of proton acceptors in a 1-kg sample:
where the ellipses represent additional minor acidic or basic species that are unidentified or present in negligible amounts. Proton acceptors are defined as bases resulting from the dissociation of weak acids with dissociation constants, K < 10 . The analytical total hydrogen ion concentration in seawater with the mCP indicator in the sodium salt form (mCP-2Na), CH, is given by the following equation:
Note that the presence of minor unidentified species is ignored in this expression. Thus, after a mass m of the alkaline colorimetric indicator, IT, has been added to a mass m0 of the sample:
Equation (10) indicates CH = -AT at m = 0. The ammonia and hydrogen sulfide concentrations are typically considerably low; thus, their concentrations are negligible in open ocean water. Therefore, Eqs. (9) and (10) can then be rewritten as follows: 2-], respectively. 17 All acid-dissociation constants are given by the expression as a function of temperature and salinity. 17 Note that sulfate, fluoride, and boric acid are the major ions present in seawater, and that ST, FT, and BT can be calculated from the salinity Sp. 17 The acid dissociation constants are calculated using values for Sp and T obtained from suitable references. 17 From the analysis data of seawater samples, determining the values for SiT and PT should be possible. Although the first dissociation constant of the indicator for seawater, Ka1, is not known, its value should be greater than 10 -2 , because the first and second dissociation constants are separated by a factor of more than 10 6 . 19 ; thus, Eq. (11) can be safely written as follows:
TLED detection system
The TLED detection system is composed of a TLED detector unit in a dark box and a water syringe for injection of the indicator outside the dark box by Kimoto Electric Co., Ltd. (Fig. 1 ). There are three optical components in the TLED detector unit: (i) three light sources on a metal molded chip (10 mm in diameter and 5 mm in height) with a detector for monitoring the light emission, (ii) a spectrophotometric cell with a 5-cm path length, and (iii) a detector for monitoring the absorbance of the sample. The entire unit is enclosed in a dark box to prevent exposure to ambient light. An air-thermostat bath is used to regulate the temperature of the cell compartment and the TLED unit. TLED detection system is controlled by a micro processing unit. The sample temperature and pH are measured to 0.01 C and 0.001 pH unit using a thermometer and a glass electrode (PH2401C, Radiometer Analytical) located within the sample cell. An inlet from 1 cm 3 auto bullet (XCalibur, CAVRO) for indicator dye addition is immersed to the sample solution.
The three light sources comprise three LEDs with peak wavelengths at 593 (LED1), 446 (LED2), and 849 (LED3) nm with half-peak widths of 18 (LED1), 20 (LED2), and 42 (LED3) nm. These three wavelengths were selected because 593 and 446 nm correspond to the absorption maxima of the base (I 2-) and acid (HI -) forms of the mCP, respectively, and 849 nm is a nonabsorbing wavelength for reference. The three LEDs are switched on for 300 ms in series for measurements of the absorbance of the sample at all three wavelengths and then switched off for 300 ms for a dark-current measurement; these steps are continuously repeated every 1.2 s. The detector used for monitoring the light emission, referred as "detector*" in Fig. 1 , provides four output photocurrents: References for 593 nm (R593 nm), 446 nm (R446 nm), 849 nm (R849 nm), and no emission (R0) for the LEDs 1, 2 and 3 and the dark current, respectively.
The light from each of the LEDs radiates the sample solution from one side of the sample cell. A compact, 5 cm-diameter, 100 cm 3 glass bottle containing a thermometer and a capillary tube for supply of the pH indicator from a burette was used as the sample cell in the present study. Note that the solution was stirred using a magnetic stirrer during the measurement.
Subsequently, the detector located on the opposite side of the sample cell receives the transmitted signals and then provides four output photocurrents: Signals for 593 nm (S593 nm), 446 nm (S446 nm), 849 nm (S849 nm), and no emission (S0) for the LEDs 1, 2 and 3 and the dark current, respectively.
The intensity of the transmitted radiation at wave length of λ (Iλ) can be written as follows:
The absorbance at wave length of λ (Aλ) can be written as follows:
where Iλ 0 is the intensity of the incident radiation. The TELD detection system calculates the Aλ value every 1.2 s. The stability of resulting Aλ at 593, 446 and 849 nm was ± 0.0005/h.
Reagents
The pH buffers 2-amino-2-hydroxymethyl-1,3-propanediol (TRIS, catalog number 283-77321) and 2-aminopyride (AMP, catalog number 284-77331) in synthetic seawater with a salinity of 35 (pHT buffers) were purchased from Wako. For oceanic CO2 measurements, the certified reference material (CRM) of batch 104 was used. As the pH indicator, mCP (Tokyo Chemical Industry) was used.
Seawater samples
Seawater samples were obtained from the northwestern Pacific (27.9 N, 140.7 E) during the R/V Haku-ho Maru (Japan Agency for Marine-Earth Science and Technology, JAMSTEC) KH-11-05 cruise ( Table 1) . The depth and in situ temperature were measured using a CTD carousel mounting system with water samplers (SBE 911 Plus, Seabird). Sp and AT were measured on board using a salinometer (AUTOSAL 8400A, Guildline) and an automated open-cell titration system (ATT-05, Kimoto Electric Co., Ltd.), 20 respectively. The precision was within ± 0.01% for Sp and AT measurements.
Procedure for determination of pH
A sample (ca. 100 g) kept in the room of 25 C room temperature was weighed in the sample cell. The exterior of the cell was then cleaned and dried, and the cell was placed in the air thermostated box (Fig. 1) of the spectrophotometer. The temperature in the air thermostated box was controlled at 25.0 ± 0.1 C by a peltier device. The pH electrode, calibrated using TRIS and AMP buffer solutions prior to sample analysis by the reported protocol for the pHT measurement, 17 thermometer and inlet of an indicator dye solution were immersed to the sample solution. The cover of the dark box was closed. After waiting to stabilize the value of pH electrode, the electrode pHT value and Iλ 0 were stored to the TLED detecting system. Then a concentrated solution of the dye (~2 mmol dm -3 , ~0.1 cm 3 ) was added to the sample using the auto bullet. Absorbances, Aλ, were automatically calculated from intensity of the transmitted radiations, Iλ, and the stored Iλ 0 value. Aλ values were stored after waiting for 2 min to homogenize the sample solution after dye addition.
Procedure for determining the molar absorption ratios e1, e2, and e3/e2
The molar absorption ratios were determined via measurements of the mCP absorbance in several salt solutions: (1) KCl (0.7 M), titrated with 1 M NaOH to provide a pH of ~12, which was used to determine the lowest e1 value. Under these conditions, the dye was almost exclusively in the I 2-form. (2) KCl (0.7 M), titrated with 0.1 M HCl to provide a pH of ~4.7, which was used to determine the lowest e3/e2 value. Under these conditions, the dye was >99.8% HI -. The pHF of these solutions was calculated using known volumes of KCl and added NaOH/HCl, and the apparent ion product of water for KCl (μ = 0.7). 21 The value of e2 was obtained using the absorbance values of solution (1) for the I 2-form and solution (2) for the HI -form.
Results and Discussion
Molar absorption ratios for mCP
The molar absorption ratios for mCP at 25 C are given in Table 2 . The values for e1, e2, and e3/e2 were 0, 1.9994, and 0.1010, respectively. Equation (5) can be written as follows:
Equation (15) is same form as Clayton and Byrne. 8 The values for e1, e2, and e3 are not the same as that driven in a previous paper. 8 Note that the values differ because different wavelengths were used for the measurements.
Calibration of the pHT measurements using TRIS and AMP buffers
The determination of the pHT of TRIS and AMP seawater buffer solutions between 20 and 30 C was performed using the TLED detector; the results and studied temperature are presented in Table 3 . First, the measured absorption values listed in Table 3 were used to calculate the molar adsorption ratios at each temperature. The values for pHT , indicated as raw pHT in Table 3 , were then calculated using the absorption ratios and the values for R and pKa2 at the measurement temperatures, which were calculated using Eqs. (5), (6) and (7) . Reference pHT values for both the TRIS and AMP buffers were calculated according to the method of Dickson et al. 17 at the measurement temperatures. For the TRIS buffer solution, the raw and reference pHT values were very similar and within ±0.002 at all of the measurement temperatures; therefore, the e1, e2, and e3/e2 values listed in Table 2 were suitable for the determination of the pHT. However, for the AMP buffer, the raw pHT values were 0.004 -0.005 larger than the reference values. This result is not surprising, as the value of pHT for AMP is ca. 6.8, which is out of lower adequate pH range (> 7.2) for mCP, 13 due to being significantly different from the pKa2 value for mCP (ca. 8.0). Therefore, the absorption ratio, R, for AMP was smaller in value and larger in error than that for TRIS. For the AMP measurement, cresol red is a suitable pH indicator 22 due to the lower pKa2 value (ca. 7.8) and lower pH range (> 6.8) compared to mCP.
TRIS or AMP buffers contained 80 mmol dm -3 of TRIS or AMP, respectively. 17 The concentration and volume of the mCP added to the buffer solutions was 2 mmol dm -3 and 0.1 cm 3 , respectively. The final concentration of mCP in the TRIS and AMP buffers was 2 μmol dm -3 . The effect of dye addition should be canceled by the buffer effect of TRIS and AMP.
Measurement of seawater samples
The pHT values of 11 seawater samples at one station and one CRM were measured using both the colorimetric TLED detector and a pH electrode ( Table 4 ). The pHT values were first calculated using the absorption ratios, R, and the pKa2 values at the measurement temperatures obtained using Eqs. (5), (6) and (7). These results are referred as the raw pHT values in Table 4 . Any perturbations due to addition of the indicator were then eliminated, and the pHT values were calculated again using Eq. (12) (corrected pHT in Table 4 ). Note that the differences between the corrected pHT values obtained using the TLED method and the conventional electrode were within ±0.003 pHT units. Therefore, it can be concluded that the determination of the pHT of the seawater samples using the new TLED method and Eq. (12) was successfully achieved.
These results demonstrate that this low-cost TLED detection system with a short cell length, 5 cm, can be used for seawater pHT analysis. Precise pHT data should be obtained by using purified mCP for an indicator dye, as Liu et al. 13 pHT perturbation due to the addition of mCP In this study, 2 mmol kg -1 of mCP-2Na was used as the indicator and was added at a concentration of 0.1 g per 100 g of seawater sample. Note that the addition of such a dye to seawater increases the pH unlike addition to the TRIS and AMP buffers; thus, the raw pHT values for the seawater samples (Table 4) , as shown in Fig. 2 . The pH value increased as the amount of added indicator increased, because the alkaline form of the indicator (mCP-2Na) was used. At an indicator additional level of 0.1 wt% of the sample, the value of the pH increased by 0.0023 pH units. This level of increase agreed with that observed for the seawater samples as listed in Table 4 .
pHT calculation at different temperatures
The most reliable method for calculating the effect of temperature on the pHT of seawater is to use the pHT value at a fixed temperature with another carbonate parameter such as AT or CT. These experimental parameters can be used to determine the pHT at an aimed temperature based on thermodynamic relationships. For example, an unknown AT or CT value at the pHT measured temperature can be calculated directly by Eq. (12) using pHT and known CT or AT. The value of pHT at a desired temperature can then be calculated using the AT and CT values, obtained previous step, and the nonlinear least-squares method by adjusting the pHT value to minimize the residual of the left side of Eq. (12) . By setting m = 0 for Eq. (12), this procedure for the calculation of pHT for aimed temperatures can also be adapted for seawater samples without the addition of an indicator.
For example, the CT values for seawater samples were unknown in the present work (Table 1) . At first, unknown CT value at measured temperature was calculated directly by Eq. (12) using AT in Table 1 and corrected pHT. Then the value of pHT at 25 C was calculated using the AT value in Table 1 ) can be used to correct for changes in the pH over a small range of temperatures (10 C). 22 The pHT profile calculations to 25 C in Fig. 3 were therefore appropriate. pHT profile at in situ temperature in Table 1 were also shown in Fig. 3 . pHT differences between 25 C and in situ temperature below 1500 m in depth were ca. 0.35 due to low in situ temperature around 2 C. The pHT differences for the upper 500 m in depth were 0.1 to 0.2, thus showing a smaller difference compared to deeper samples due to the higher temperature around 12 to 21 C.
Conclusions
A colorimetric pH measurement of seawater samples, using a low-cost optical system that uses a detector comprising TLED and mCP-2Na as the indicator dye, was investigated. Molar absorption ratios for mCP using the TLED detector at 25 C were determined. The values for e1, e2, and e3/e2 were 0.0000, 1.9994, and 0.1010, respectively. Measurements of the pH values of TRIS and AMP seawater buffers were then conducted. For TRIS, the raw pH value of ~8.1 agreed with the reference value. However, for AMP, there was an error of ca. +0.004 in the raw pH value due to the small R value. Note that the corrected pH values obtained for seawater samples agreed with the pH values obtained using a conventional glass electrode. Moreover, the calculation of pH perturbation due to mCP addition was successfully achieved. Fig. 2 Prediction of the change in the pHT upon the addition of the indicator to CRM batch 104 using Eq. (12) . The salinity, total dissolved inorganic carbon, and total alkalinity were: 33.300, 2020.10, and 2222.61 μmol kg -1 , respectively. The concentrations of P and Si were 0 mmol kg -1 , and that of the added mCP was set at 2 mmol kg -1
. Fig. 3 Vertical profile of pHT. Open squares: corrected pHT in Table 4 , closed circles: pHT at 25 C, open triangles: pHT at in situ temperature.
