We use the path-vMued process called the "Brownian snake" to investigate the trace at the boundary of nonnegative solutions of a semilinear parabolic partial differential equation. In particular, we characterize possible traces and in dimension one we prove that nonnegative solutions are in one-to-one correspondence with their traces at the origin. We also provide probabilistic representations for various classes of solutions.
Introduction and Statement of the Results
The goal of this work is to develop a probabilistic approach for studying the trace at the boundary of positive solutions to the semilinear parabolic equation This approach has been inspired by our previous work [14] and the recent paper of Dynkin and Kuznetsov [7] , which both dealt with the trace at the boundary for related semilinear elliptic partial differential equations. Our main probabilistic tool is the path-valued process called the Browniau snake, whose connections with semilinear partial differential equations have been investigated in several recent papers [10, 13, 14] . Since the Brownian snake is closely related to the super-Brownian motion, part of these connections can be viewed as a reformulation of Dynkin's important work on the relation between superprocesses and partial differential equations [3] [4] [5] .
However, we think that the Brownian snake is more tractable, although less general, for certain applications. In particular, it is not clear how to derive the results of [14] or of Section 4 of the present work, using only the theory of superprocesses. On the other hand, it is very plausible that superprocesses can be applied to extend a significant part of the present work to more general equations where the nonlinear term u 2 is replaced by u s for 1 < c _< 2.
The problem of the trace at the boundary for semilinear elliptic or parabolic equations of type (1) has also been studied recently by analytic methods. See in particular, Marcus and Vron [15] . 400 
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Very recently, as the final version of this work was in preparation, we received the note [16] , which announces results that generalize some of the statements below (Theorem 1 and the analytic part of Theorem 4) to equations of form (1) with a nonlinearity u p instead of u2, for any p > 1. Nonetheless, we feel that it is worth developing the probabilistic approach, which in the case p 2 gives slightly more precise results (in contrast to [16] , we are able to characterize all possible traces; see Proposition 2 below) and also yields explicit probabilistic formulas for the solutions.
Let us now state our main results. For y E d and r > 0, we denote by B(y, r) the open ball of radius r centered at y.
Theorem 1: Let be a domain in d and let u C1,2((0,cx)x ) be a nonnegative solution of (1) There exists a Radon measure , on f\A such that, for every 9 G Cc(a\A), (u,) -lim / u(t z)(z)dz. The method of proof gives precise information about the behavior of u near (0, y), when y f\A. See Lemma 6 and the remark following the proof of Theorem 1 in Section 3.
Our second result gives a characterization of possible traces of a solution. It is obviously analogous to Theorem 1.3 of Dynkin and Kuznetsov [7] . In this statement, "polar" means "polar with respect to Brownian motion in Rd., 
0t in oc, 0) x f. Up to a trivial scale parameter, the change of variables t t reduces the study of (1) to that of (4). Rather than proving the results stated in the introduction, we shall prove below the equivalent statements concerning (4). As we shall deal only with nonnegative solu-tions, the word "solution" will always mean "nonnegative solution". A solution of (4) For w gt, x, we also denote by P*w the law of the Brownian snake started at w and stopped when it first hits the trivial path of Irt, x (equivalently when first hits t). 
This follows from the maximum principle applied to u and to the function Nt,(1--exp (xD', u)) in the domain (r,a')xf',r < a'. We have seen that v solves
in D' and from the integral equation satisfied by v, it is easy to verify that v has boundary value u on a total subset of 0D'. In the special case -Nd, we can take '-B(0, R) and then let R--<x to obtain u(t,x) Nt, z(1 -exp-(Xr, u(r )}) for t < r < a.
Remark: The previous mean value property can be stated in a much more general form.
Additive functionals
We now take D (-oe, 0)x f for simplicity. In order to construct more general solutions of (4), we introduce additive functionals of the Brownian snake. Let be a finite measure on f.
We first assume that has a finite energy in the classical potential-theoretic sense:
where fl(r)-l,f2(r)-log+(1/r), and fd(r)--r ([6] , Theorem 1.3), the condition that u does not charge polar sets is necessary for the existence of (nonnegative) solution of (6). A proof of this fact using the Brownian snake can also be given Mong the lines of the proof of Proposition 4.3 in [13] .
Singular solutions
It is also easy to get a probabilistic representation for solutions that tend to infinity on a part of the boundary. We limit ourselves to a special case that will be needed later. Let D (-cx3 it is easy to verify that u has boundary value + oc at (r, y).
The Trace of a Solution
The next lemma is the key to the proof of Theorem 1. tion 5.
Recall the notation uu, ft from Proposi-Lemma 6" Let u be a (nonnegative) solution of (4) 
n: n > Choose r > 0 such that B(y, r)C B' if y E B. Then, the "mean value property" of solutions of (4) gives for (t,x) Dn, 
=Un(t,x)+r(--t). By passing to the limit n--,oc, we get u(t,x)< Uu, B(t,x)+ Cr(--t), for every (t,x) (--oc,0) g. Recall from (5) that r(-t)0 as tT0. Since we already know that uu, B < u n < u in On, the proof of (9) is complete.
Proof of Theorem 1: Let u be a solution of (4) Lemma 7: Let (A,u) be the trace of a solution u of (4) Proof of Proposition 2: The necessity of condition (a) has already been established in the construction of the trace, and the necessity of (b) follows from Lemma 7. To prove the sumciency of (a) and (b), we may clearly take f-Nd (otherwise we construct a solution in (-oo, 0) x Nd with trace (A tO fY, u)and then we restrict it to (-oo, 0) (13) By letting R-+oo, we get v(t,y)>_ Mr, v(1-exp-An) and by letting n-+oo, we arrive at v >_ u, which implies v-u. (4) As was recalled in Subsection 2.3, we can write for t r 0, u(t,x) Nt,x(1-exp-(Xr, u(r, )>) Nt, x(1-exp-] dyYr(y)u(r,y)).
Passing to the limit r0 in this formula we see that (15) follows from the below lemma. Proof: Part (a) is easy to prove (in fact, much easier to prove than the corresponding statement in the elliptic case [14] ). We know that 3'0 is compact. Hence, on the event (3'0 A q)}, the function Y---Yo(Y) is continuous with compact support contained in \A. Because 0 is a.e. not a time of discontinuity of the mapping r---3' r (see Perkins [17] These formulas and our assumptions on y,z,r easily lead to the existence of two positive constants C 1 and C 2 depending only on A, such that Nr, v(Yo(z)) > C1 2-n/2, Nr, v(Yo(z)2) < C 2. It follows that ]r,y(Yo(z)> O)>_ C3 2-n, with C 3 -C 2-1C12. By applying this bound to the previous formula for e (Yo(w(0) )-0), we get P;(Vo(w(0)) 0) _< exp( -C3Card{n _> no; {w(r), 2-n <_ r <_ O} C B(w(O), A2-n/2)}) and, consequently, e(Y0(w(0))-0)-0 by (17).
To get (16) This completes the proof of Lemma 9 and of Theorem 4.
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