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VARIATIONAL APPROACH TO REGULARITY OF OPTIMAL TRANSPORT MAPS:
GENERAL COST FUNCTIONS
FELIX OTTO, MAXIME PROD’HOMME, AND TOBIAS RIED
Abstract. We extend the variational approach to regularity for optimal transport maps initiated
by Goldman and the rst author to the case of general cost functions. Our main result is an
ϵ–regularity result for optimal transport maps between Hölder continuous densities slightly more
quantitative than the result by De Philippis–Figalli. One of the new contributions is the use of
almost-minimality: if the cost is quantitatively close to the Euclidean cost function, a minimizer for
the optimal transport problem with general cost is an almost-minimizer for the one with quadratic
cost. This further highlights the connection between our variational approach and De Giorgi’s
strategy for ϵ–regularity of minimal surfaces.
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1. Introduction
In this paper, we give an entirely variational proof of the ϵ-regularity result for optimal
transportation with a general cost function c and Hölder continuous densities, as established by
De Philippis and Figalli [DF14]. This provides a keystone to the line of research started in [GO17]
and continued in [GHO19]: In [GO17], the variational approach was introduced and ϵ-regularity
was established in case of a Euclidean cost function c(x ,y) = 12 |x − y |2, see [GO17, Theorem 1.2].
In [GHO19], among other things, the argument was extended to rougher densities, which required
a substitute for McCann’s displacement convexity; this generalization is crucial here.
One motivation for considering this more general setting is the study of optimal transportation
on Riemannian manifolds with cost function given by 12d
2(x ,y), where d is the Riemannian
distance. In this context, an ϵ–regularity result is of particular interest because, compared to the
Euclidean setting, even though c is a compact perturbation of the Euclidean case, there are other
mechanisms creating singularities like curvature. Indeed, under suitable convexity conditions on
the support of the target density, the so-called Ma–Trudinger–Wang (MTW) condition on the cost
function c , a strong structural assumption, is needed to obtain global smoothness of the optimal
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transport map, see [MTW05] and [Loe09]. Since in the most interesting case of cost 12d
2(x ,y),
the MTW condition is quite restrictive1, and does not have a simple interpretation in terms of
geometric properties of the manifold2, it is highly desirable to have a regularity theory without
further conditions on the cost function c (and on the geometry of the support of the densities).
The outer loop of our argument is similar to that of [DF14]: a Campanato iteration on dyadically
shrinking balls that relies on a one-step improvement lemma, which in turn relies on the closeness
of the solution to that of a simpler problem with a high-level interior regularity theory. The main
dierences are:
◦ In [DF14], the simpler problem is the Monge–Ampère equation with constant right-hand-
side and Dirichlet boundary data coming from the convex potential; for us, the simpler
problem is the Poisson equation with Neumann boundary data coming from the ux in
the Eulerian formulation of optimal transportation [BB99].
◦ In [DF14], the comparison relies on the maximum principle; in our case, it relies on the
fact that the density/ux pair in the Eulerian formulation is a minimizer3 given its own
boundary conditions.
◦ In [DF14], the interior regularity theory appeals to the ϵ-regularity theory for the Monge–
Ampère equation [FK10], which itself relies on Caarelli’s work [Caf92]; in our case, it is
just inner regularity of harmonic functions.
Loosely speaking, the Campanato iteration in [DF14] relies on freezing the coecients, whereas
here, it relies on linearizing the problem (next to freezing the coecients). In the language of
nonlinear elasticity, we tackle the geometric nonlinearity (which corresponds to the nonlinearity
inherent to optimal transport) alongside the material nonlinearity (which corresponds to the
cost function c). As a consequence of this, we achieve C2,α -regularity in a single Campanato
iteration, whereas [DF14] proceeds in three rounds of iterations, namely rst C1,1−, then C1,1,
and nally C2,α . Another consequence of this approach via linearization is that we instantly
arrive at an estimate that has the same homogeneities as for a linear equation (meaning that
the Hölder semi-norm of the second derivatives is estimated by the Hölder semi-norm of the
densities and not a nonlinear function thereof). Likewise, we obtain the natural dependence
on the Hölder semi-norm of the mixed derivative of the cost function4. When it comes to this
dependence on the cost function c , we may observe a similar phenomenon as for boundary
regularity, in the sense that optimal transportation seems better behaved than its linearization, as
we shall explain now5: Assuming unit densities for the sake of the discussion, the Euler–Lagrange
equation can be expressed on the level of the optimal transport map T as the fully nonlinear
(and x-dependent) elliptic system given by det∇T = 1 and curlx (∇xc(x ,T (x))) = 0. Since the
latter can be re-phrased by imposing that the matrix ∇xyc(x ,T (x))∇T (x) is symmetric, the Hölder
norm of ∇T lives indeed on the same footing as the Hölder norm of the mixed derivative ∇xyc .
The linearization around T (x) = x on the other hand is given by the elliptic system divδT = 0
and curlx (∇xc(x ,x) + ∇xyc(x ,x)δT (x)) = 0, which has divergence-form character6. Here Hölder
control of ∇xyc(x ,x) matches with Hölder control of only δT , and not its gradient.
Our approach is analogous to De Giorgi’s strategy for the ϵ-regularity of minimal surfaces,
foremost in the sense that it proceeds via harmonic approximation. In fact, our strategy is
surprisingly similar to Schoen & Simon’s variant [SS82] to that regularity theory:
1It is violated whenever a Riemannian sectional curvature is negative at any point of the manifold, see [Loe09].
2See [KM10] for the concept of cross-curvature and its relation to the MTW condition.
3In fact, an almost minimizer.
4The regularity of the cost function enters our result in a more non-linear way, too: Its qualitative regularity on the
C2-level determines the energy and length scales below which the linearization regime kicks in.
5We refer to [MO20] for a discussion of this phenomenon in the study of boundary regularity.
6In 2-d this can be seen by re-expressing the second equation in terms of the stream function of δT .
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◦ Both approaches rely on the fact that the conguration is minimal given its own boundary
conditions (Dirichlet boundary conditions there [SS82, (43)], ux boundary conditions
here [SS82, (3.22)]), see [SS82, p.428] and [GO17, Proof of Proposition 3.3, Step 4]; the
Euler–Lagrange equation does not play a role in either approach.
◦ Both approaches have to cope with a mismatch in description between the given congu-
ration and the harmonic construction (non-graph vs. graph there, time-dependent ux
vs. time-independent ux here) which leads to an error term that luckily is superlinear
in the energy, see [SS82, (38)] and [GO17, Proof of Proposition 3.3, Step 4]. This super-
linearity can be seen as a consequence of lower-dimensional isoperimetric principles, see
[SS82, Lemma 3] and [GO17, Lemma 2.3]. (However, there is no direct analogue of the
Lipschitz approximation here.)
◦ Both approaches have to establish an approximate orthogonality that allows to relate the
distance between the minimal conguration and the construction in an energy norm by
the energy gap, see [SS82, p.426.] and [GO17, Proof of Proposition 3.3, Step 3] in the
simple setting or rather [GHO19, Lemma 1.8] in our setting; it thus ultimately relies on
some (strict) convexity, see [SS82, (4)].
◦ In order to establish this approximate orthogonality, both approaches have to smooth
out the boundary data (there by simple convolution, here in addition by a nonlinear
approximation), see [SS82, (34),(40),(52)] and [GHO19, Proposition 3.6,(3.46),(3.47)].
◦ In view of this, both approaches have to choose a good radius for the cylinder (in the
Eulerian space-time here) on which the construction is carried out, see [SS82, p.424] and
[GHO19, Section 3.1.3].
The advantages of a variational approach become particularly apparent in this paper, when
we pass from a Euclidean cost function to a more general one: We may appeal to the concept
of almost minimizers, which is well-established for minimal surfaces.7 In our case, this simple
concept means that, on a given scale, we interpret the minimizer (always with respect to its
own boundary conditions) of the problem with c as an approximate minimizer of the Euclidean
problem. This allows us to directly appeal to the Euclidean harmonic approximation [GHO19,
Theorem 1.5]. Incidentally, while dealing with Hölder continuous densities like in [GO17] and not
general measures as in [GHO19], we could not appeal to the simpler [GO17, Proposition 3.3], since
this one relies on the Euler–Lagrange equation in form of McCann’s displacement convexity.
There are essentially two new challenges we face when passing from a Euclidean to a general
cost function (next to the geometric ingredients also present in [DF14]):
◦ Starting point for the variational approach is always an L∞/L2-bound on the displacement,
which does rely on the Euler–Lagrange equation in the weak form of monotonicity of the
support of the optimal coupling, see [GO17, Lemma 3.1], [GHO19, Lemma 2.9], and [MO20,
Proposition 2.2]. In this paper, we establish the analogue of [GO17, Lemma 3.1] based
on the c-monotonicity, see Proposition 1.5. Loosely speaking, this relies on a qualitative
argument down to some (c-dependent) scale R0, followed by an argument that constitutes
a perturbation of the one in [GO17, Lemma 3.1] for the scales ≤ R0.
◦ In the previous works [GO17, GHO19, MO20], there was no need to precisely relate La-
grangian and the Eulerian side of the local minimizing property. This relation is now
needed, on the level of the Euclidean description, see Proposition 1.9. More precisely, we
need to show that any local competitor on the Eulerian level gives rise to a competitor on
the Lagrangian level that is a local perturbation of the original conguration. This is not
obvious due to non-uniqueness in the construction of a coupling due to the low regularity
on the Eulerian side, and does not follow directly from the well-known global equivalence
[Vil03, Chapter 8].
7See for instance [Alm76, Denition III.1], [Bom82, Denition 1]. Almost minimizers are often also called ω-
minimizers, see e.g. [Giu03, Section 7.7].
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1.1. Main results. Let X ,Y ⊂ Rd be compact. We assume that the cost function c : X × Y → R
satises:
(C1) c ∈ C2(X × Y ).
(C2) For any x ∈ X , the map Y 3 y 7→ −∇xc(x ,y) ∈ Rd is one-to-one.
(C3) For any y ∈ Y , the map X 3 x 7→ −∇yc(x ,y) ∈ Rd is one-to-one.
(C4) det∇xyc(x ,y) , 0 for all (x ,y) ∈ X × Y .
Let ρ0, ρ1 : Rd → R be two probability densities, with Spt ρ0 ⊆ X and Spt ρ1 ⊆ Y . It is well-known
that under (an even milder regularity assumption than) condition (C1), the optimal transportation
problem
inf
pi ∈Π(ρ0,ρ1)
∫
Rd×Rd
c(x ,y) dpi , (1.1)
where the inmum is taken over all couplings pi between the measures ρ0 dx and ρ1 dy, admits a
solution pi , which we call a c-optimal coupling.
For R > 0 we dene the set
||==R := (BR × Rd ) ∪ (Rd × BR), (1.2)
which is quite natural in the context of optimal transportation, because it allows for a symmetric
treatment of the transport problem: it is suitable to describe all the mass that gets transported out
of BR , and all the mass that is transported into BR . For α ∈ (0, 1) we write[∇xyc]α,R := sup
(x,y),(x ′,y′)∈ ||==R
|∇xyc(x ,y) − ∇xyc(x ′,y ′)|
|(x ,y) − (x ′,y ′)|α (1.3)
for the C0,α -semi-norm of the mixed derivative ∇xyc of the cost function in the cross ||==R , and
denote by
[ρ]α,R := sup
x,x ′∈BR
|ρ(x) − ρ(x ′)|
|x − x ′ |α
the C0,α -semi-norm of ρ in BR .
Fixing ρ0(0) = ρ1(0) = 1, we think of the densities as non-dimensional objects. This means that
pi ( ||==R) =
∫
BR
(ρ0 + ρ1) − pi (BR × BR) has units of (length)d , so that the Euclidean transport energy∫
||==R
1
2 |x − y |2 dpi has dimensionality (length)d+2, and explains the normalization by R−(d+2) in
assumption (1.4) and in the denition (1.9) of ER below, making it a non-dimensional quantity8.
Similarly, the normalization ∇xyc(0, 0) = −I makes the second derivatives of the cost function
non-dimensional.
The main result of this paper is the following ϵ-regularity result:
Theorem 1.1. Assume that (C1)–(C4) hold and that ρ0(0) = ρ1(0) = 1, as well as ∇xyc(0, 0) = −I.
Assume further that 0 is in the interior of X × Y .
Let pi be a c-optimal coupling from ρ0 to ρ1. There exists R0 = R0(c) > 0 such that for all R ≤ R0
with9
1
Rd+2
∫
B4R×Rd
|x − y |2 dpi + R2α
(
[ρ0]2α,4R + [ρ1]2α,4R +
[∇xyc]2α,4R ) c 1, (1.4)
8Notice that we are using a dierent convention here than in [GHO19], since it is more natural to work with the
non-dimensional energy in our context.
9An assumption of the form f  1 means that there exists ϵ > 0, typically only depending on the dimension d and
Hölder exponents, such that if f ≤ ϵ , then the conclusion holds. We writeΛ to indicate that ϵ also depends on the
parameter Λ. The symbols ∼, & and . indicate estimates that hold up to a global constant C , which typically only
depends on the dimension d and Hölder exponents. For instance, f . д means that there exists such a constant with
f ≤ Cд. f ∼ д means that f . д and д . f .
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there exists a function T ∈ C1,α (BR) such that (BR × Rd ) ∩ Sptpi ⊆ graphT , and the estimate
[∇T ]2α,R .
1
Rd+2+2α
∫
B4R×Rd
|x − y |2 dpi + [ρ0]2α,4R + [ρ1]2α,4R +
[∇xyc]2α,4R (1.5)
holds.
We stress that the implicit constant in (1.5) is independent of the cost c . The scaleR0 below which
our ϵ-regularity result holds has to be such that B2R0 ⊆ X ∩Y and such that the qualitative L∞/L2
bound (Lemma 2.1) holds. We note that the dependence of R0 on c and the implicit dependence on
c in the smallness assumption (1.4) are only through the qualitative information (C1)–(C4), see
Remark 1.7 and Lemma 2.1 for details. Note also that, without appealing to the well-known result
that the solution of (1.1) is a deterministic coupling pi = (Id×T )#ρ0, this structural property of the
optimal coupling is an outcome of our iteration.
Remark 1.2. Under the same assumptions as in Theorem 1.1, in particular only asking for the
one-sided energy 1Rd+2
∫
B4R×Rd |x − y |
2 dpi to be small in (1.4), we can also prove the existence of
a function T ∗ ∈ C1,α (BR) such that (Rd × BR) ∩ Sptpi ⊆ {(T ∗(y),y) : y ∈ BR}, with the same
estimate on the semi-norm of ∇T ∗. This follows from the symmetric nature of the assumptions
(C1)–(C4), of the normalization conditions on the densities and the cost, and of the smallness
assumption (1.4). We refer the reader to Step 1 of the proof of Theorem 1.1 to see how (1.4) entails
smallness of a symmetric version of the Euclidean transport energy, as dened in (1.9), at a smaller
scale.
As in [DF14], Theorem 1.1 leads to a partial regularity result for a c-optimal transport map T ,
that is, a map such that the c-optimal coupling between ρ0 and ρ1 is of the form
piT := (Id×T )#ρ0.
The existence of such a map is a classical result in optimal transportation under assumptions
(C1)–(C2) on the cost, as well as its particular structure, namely the fact that it derives from a
potential. More precisely, there exists a c-convex function u : X → R such that
T (x) = Tu (x) := c-expx (∇u(x)),
where the c-exponential map is well-dened in view of (C1) and (C2) via
c-expx (p) = y ⇔ p = −∇xc(x ,y) for any x ∈ X ,y ∈ Y ,p ∈ Rd . (1.6)
Recall that a function u : X → R is c-convex if there exists a function λ : Y → R ∪ {−∞} such
that
u(x) = sup
y∈Y
(λ(y) − c(x ,y)) .
Note that by assumption (C1) and the boundedness of Y , the function u is semi-convex, i.e., there
exists a constant C such that u + C |x |2 is convex. Hence, by Alexandrov’s Theorem (see, for
instance, [EG15, Theorem 6.9], or [Vil09, Theorem 14.25]), u is twice dierentiable at a.e. x ∈ X .
For more details on c-convexity and its connection to optimal transport and Monge-Ampère
equations we refer to [Vil09, Chapter 5] and [Fig17, Section 5.3].
Before stating the partial regularity result, let us mention that our L2-based assumption on
the smallness of the Euclidean energy of the forward transport is not more restrictive than the
L∞-based assumption of closeness of the Kantorovich potential u to 12 | · |2 in [DF14, Theorems
4.3 & 5.3]. However, the assumption on u is not invariant under transformations of c and u that
preserve optimality, whereas the optimal transport map Tu , and hence our assumption on the
energy R−d−2
∫
B4R
|x −Tu (x)|2 ρ0(x) dx , are unaected. For that reason we additionally have to x
∇xxc(0, 0) = 0, and ∇xc(0, 0) = 0 in the following corollary10, and ask for [∇xxc]α,4R to be small.
Hence, in this result we think of the cost c as being close to −x · y, which is not necessarily the
case in Theorem 1.1.
10Assuming that Tu (0) = 0, the assumption ∇xc(0, 0) = 0 xes ∇u(0) = −∇xc(0,Tu (0)) = 0.
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Corollary 1.3. Assume that (C1)–(C4) hold and that ρ0(0) = ρ1(0) = 1, as well as ∇xyc(0, 0) = −I,
∇xxc(0, 0) = 0, and ∇xc(0, 0) = 0. Assume further that 0 is in the interior of X × Y .
Let Tu be the c-optimal transport map from ρ0 to ρ1. There exists R0 = R0(c) > 0 such that for all
R ≤ R0 with
1
R2
u − 12 | · |2C0(B8R ) + Rα ([ρ0]α,4R + [ρ1]α,4R + [∇xyc]α,4R + [∇xxc]α,4R ) c 1, (1.7)
Tu ∈ C1,α (BR) with
[∇Tu ]α,R . 1
R2+α
u − 12 | · |2C0(B8R ) + [ρ0]α,4R + [ρ1]α,4R + [∇xyc]α,4R + [∇xyc]α,4R . (1.8)
The partial regularity statement is then as follows:
Corollary 1.4. Let ρ0, ρ1 : Rd → R be two probability densities with the properties that X = Spt ρ0
and Y = Spt ρ1 are bounded with11 |∂X | = |∂Y | = 0, ρ0, ρ1 are positive on their supports, and
ρ0 ∈ C0,α (X ), ρ1 ∈ C0,α (Y ). Assume that c ∈ C2,α (X ×Y ) and that (C2)–(C4) hold. Then there exist
open sets X ′ ⊆ X and Y ′ ⊆ Y with |X \ X ′ | = |Y \ Y ′ | = 0 such that the c-optimal transport map T
between ρ0 and ρ1 is a C1,α - dieomorphism between X ′ and Y ′.
As recently pointed out in [Gol20] for the quadratic case, the variational approach is exible
enough to also obtain ϵ–regularity for optimal transport maps between merely continuous
densities. The modications presented in [Gol20] can be combined with our results to prove
an ϵ–regularity result for the class of general cost functions considered above. This will be the
context of a separate note [PR20].
Finally, Theorem 1.1 can also be applied to optimal transportation on a Riemannian manifold
M with cost given by the square of the Riemannian distance function d : if ρ0, ρ1 ∈ C0,α (M) are
two probability densities, locally bounded away from zero and innity onM, then the optimal
transport map T :M →M sending ρ0 to ρ1 for the cost c = d22 is a C1,α -dieomorphism outside
two closed sets ΣX , ΣY ⊂ M of measure zero. See [DF14, Theorem 1.4] for details.
1.2. Strategy of the proofs. In this section we sketch the proof of the ϵ-regularity Theorem
1.1. As in [GO17, GHO19] one of the key steps is a harmonic approximation result, which can be
obtained by an explicit construction and (approximate) orthogonality on an Eulerian level.
1.2.1. L∞ bound on the displacement. A crucial ingredient to the variational approach is a local
L∞/L2-estimate on the level of the displacement. More precisely, given a scale R, it gives a point-
wise estimate on the non-dimensionalized displacement y−xR in terms of the (non-dimensionalized)
Euclidean transport energy
ER(pi ) := 1
Rd+2
∫
||==R
1
2 |x − y |
2 dpi , (1.9)
which amounts to a squared L2-average of the displacement. While this looks like an inner
regularity estimate in the spirit of the main result, Theorem 1.1, it is not. In fact, it is rather an
interpolation estimate with the c-monotonicity of Sptpi providing an invisible second control next
to the energy. This becomes most apparent in the simple context of [GO17, Lemma 3.1] where
monotonicity morally amounts to a (one-sided) L∞-control of the gradient of the displacement. The
interpolation character of the estimate still shines through in the fractional exponent 2d+2 ∈ (0, 1)
on the L2-norm.
Following [GHO19], we here allow for general measures µ and ν ; the natural local control of
these data on the energy scale is given by
DR(µ,ν ) := 1
Rd+2
W 2BR (µ,κµ ) +
(κµ − 1)2
κµ
+
1
Rd+2
W 2BR (ν ,κν ) +
(κν − 1)2
κν
, (1.10)
11| · | denotes the Lebesgue measure on Rd .
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which measures locally at scale R > 0 the distance from given measures µ and ν to the Lebesgue
measure, where
κµ =
µ(BR)
|BR | and W
2
BR (µ,κµ ) =W 2(µ bBR ,κµ dx bBR ) (1.11)
is the quadratic Wasserstein distance between µ bBR and κµ dx bBR . Notice that if µ = ρ0 dx and
ν = ρ1 dy with Hölder continuous probability densities such that 12 ≤ ρ j ≤ 2 on BR , j = 0, 1, then12
DR . R2α
(
[ρ0]2α,R + [ρ1]2α,R
)
, (1.12)
see Lemma A.4 in the appendix.
The new aspect compared to [GHO19, Lemma 2.9] is the general cost function c . Not surpris-
ingly, it turns out that the result still holds provided c is close to Euclidean and that the closeness
is measured in the non-dimensionalC2-norm. We stress the fact that this closeness is not required
on the entire “cross” ||==5R , cf. (1.2), but only to the “nite cross”
B5R,ΛR := (B5R × BΛR) ∪ (BΛR × B5R) . (1.13)
This is crucial, since only this smallness is guaranteed by the niteness of theC2,α -norm, cf. (1.18)
below. This sharpening is a consequence of the qualitative hypotheses (C1)–(C4).
Proposition 1.5. Assume that the cost function c satises (C1)–(C4), and let pi ∈ Π(µ,ν ) be a
coupling with c-monotone support.
For all Λ < ∞ and for all R > 0 such that
||==5R ∩ Sptpi ⊆ B5R,ΛR (1.14)
and for which
E6R +D6R  1, (1.15)
and ‖∇xyc + I ‖C0(B5R,ΛR )  1, (1.16)
we have that
(x ,y) ∈ ||==4R ∩ Sptpi ⇒ |x − y | . R (E6R +D6R)
1
d+2 . (1.17)
Moreover, for any (x ,y) ∈ Sptpi and t ∈ [0, 1] we have that
(1 − t)x + ty ∈ BR ⇒ (x ,y) ∈ B2R,3R ⊂ B3R × B3R .
Remark 1.6. A close look at the proof of Proposition 1.5 actually tells us that if E6R is replaced in
(1.15) by the one-sided energy, that is, if we assume
1
Rd+2
∫
B6R×Rd
|y − x |2 dpi  1,
and if (1.14) is replaced by the one-sided inclusion
(B5R × Rd ) ∩ Sptpi ⊆ B5R,ΛR ,
then we still get a one-sided L∞ bound in the form of
(x ,y) ∈ (B4R × Rd ) ∩ Sptpi ⇒ |x − y | . R
(
1
Rd+2
∫
B6R×Rd
|y − x |2 dpi +D6R
) 1
d+2
.
This observation will be useful in the proof of Theorem 1.1 to relate the one-sided energy in (1.4)
to the full energy in Proposition 1.14.
12Whenever there is no room for confusion, we will drop the dependence of D on the measures µ and ν .
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Note that due to assumption (1.14) Proposition 1.5 might appear rather useless: indeed, one
basically has to assume a (qualitative) L∞ bound in the sense that there is a constant Λ < ∞
such that if x ∈ B5R , then y ∈ BΛR , in order to obtain the L∞ bound (1.17). However, as we show
in Lemma 2.1, due to the global assumptions (C1)–(C4) alone, there exists a scale R0 > 0 and
a constant Λ0 < ∞ such that (1.14) holds. Moreover, in the Campanato iteration used to prove
Theorem 1.1, which is based on suitable ane changes of coordinates, the qualitative L∞ bound
(1.14) is reproduced in each step of the iteration (with a constant Λ that after the rst step can be
xed throughout the iteration, e.g. Λ = 8 works).
Remark 1.7. There is an apparent mismatch with respect to the domains involved in the closeness
assumptions on c in Theorem 1.1 and Proposition 1.5: we assume13 R2α [∇xyc]2α,6R  1 in Theorem
1.1 and ‖∇xyc + I‖C0(B5R,ΛR )  1 in Proposition 1.5. We are able to relate the two assumptions due
to the qualitative L∞ bound (1.14): If ∇xyc(0, 0) = −I, we have for all Λ < ∞, using the inclusion
B5R,ΛR ⊆ ||==6R ,
‖∇xyc + I‖C0(B5R,ΛR ) = sup(x,y)∈B5R,ΛR
|∇xyc(x ,y) − ∇xyc(0, 0)| .Λ Rα [∇xyc]α,6R . (1.18)
Thus, if R2α [∇xyc]2α,6R is chosen small enough, then the assumption (1.16) in Proposition 1.5 is
fullled.
1.2.2. Almost-minimality – Lagrangian and Eulerian point of view. One of the main new contribu-
tions of this work is showing that the concept of almost-minimality, which is well-established in
the theory of minimal surfaces, can lead to important insights also in optimal transportation. The
key observation is that if c is quantitatively close to Euclidean cost, then a minimizer of (1.1) is
almost-minimizing for the quadratic cost.
Proposition 1.8. Assume that ∇xyc(0, 0) = −I. Let pi ∈ Π(µ,ν ) be a c-optimal coupling between
the measures µ and ν with E2R +D2R ≤ 1. Then pi is almost-minimizing for the quadratic cost, in
the sense that for any pi ∈ Π(µ,ν ) such that Spt(pi − pi ) ⊆ ||==R we have that∫
|x − y |2 dpi ≤
∫
|x − y |2 dpi +CQ2R
for some constant C depending only on α and d , with
QR := Rd+2Rα [∇xyc]α,R E
1
2
R . (1.19)
The above statement is most naturally formulated in terms of couplings, that is, in the Kan-
torovich framework. However, the way minimality enters in the proof of the harmonic approxi-
mation result (see Theorem 1.11 below), it is needed in the Eulerian picture, where the construction
of a competitor is done.
The Eulerian side of optimal transportation. Given a coupling pi ∈ Π(µ,ν ) between measures µ
and ν , we can dene a density-ux pair (ρt , jt ) associated to the coupling pi by∫
ζ dρt :=
∫
ζ ((1 − t)x + ty) dpi ,
∫
ξ · djt :=
∫
ξ ((1 − t)x + ty) · (y − x) dpi (1.20)
for t ∈ [0, 1] and for all test functions ζ ∈ C0c (Rd × [0, 1]) and elds ξ ∈ C0c (Rd × [0, 1])d . It is easy
to check that (ρt , jt ) is a distributional solution of the continuity equation
∂tρt + ∇ · jt = 0, ρ0 = µ, ρ1 = ν , (1.21)
that is, for any ζ ∈ C1c (Rd × [0, 1]) there holds∫ 1
0
(∫
∂tζ dρt + ∇ζ · djt
)
dt =
∫
ζ1 dν −
∫
ζ0 dµ . (1.22)
13The assumption of Theorem 1.1 is scaled to 6R here to match the scale on which smallness of E and D is assumed
in both statements.
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For brevity, we will often write (ρ, j) := (ρt dt , jt dt). Being divergence-free in (t ,x), the density-
ux pair (ρ, j) admits internal (and external) traces on ∂(BR × (0, 1)) for any R > 0, i.e., there exists
a measure fR on ∂BR × (0, 1) such that∫
BR×[0,1]
(∂tζ dρ + ∇ζ · dj) =
∫
BR
ζ1 dν −
∫
BR
ζ0 dµ +
∫
∂BR×[0,1]
ζ dfR . (1.23)
We also introduce the time-averaged measure f R on ∂BR dened via∫
∂BR
ζ df R :=
∫
∂BR×[0,1]
ζ dfR . (1.24)
Similarly, dening the measure j :=
∫ 1
0 dj(·, t), it is easy to see that
∇ · j = µ − ν
and that therefore j admits internal and external traces, which agree for all R > 0 with |j |(∂BR) =
µ(∂BR) = ν (∂BR) = 0, and the internal trace agrees with f R , see [CF03] for details.
Furthermore, the energy identity∫
|x − y |2 dpi =
∫ 1
ρ
|j |2 =
∫
|v |2 dρ (1.25)
holds if j  ρ with densityv = djdρ , and is innite otherwise. Note that we have the duality [San15,
Proposition 5.18]
1
2
∫ 1
ρ
|j |2 = sup
ξ ∈C0c (Rd×[0,1])d
∫
ξ · dj − |ξ |
2
2 dρ, (1.26)
which immediately implies the subadditivity of (ρ, j) 7→
∫ 1
ρ |j |2. A localized version of (1.26), in
the form of
1
2
∫
BR×[0,1]
1
ρ
|j |2 = sup
ξ ∈C0c (BR×[0,1])d
∫
BR×[0,1]
ξ · dj − |ξ |
2
2 dρ, (1.27)
also holds for any R > 0. We also have the following localized version of (1.25), whose short proof
is given in the appendix (Lemma A.6):14∫
1BR (ty + (1 − t)x)|x − y |2 dt dpi =
∫
BR×[0,1]
1
ρ
|j |2. (1.28)
Contrary to the case of quadratic cost c(x ,y) = 12 |x − y |2, or, equivalently, c˜(x ,y) = −x · y, we
cannot rely on McCann’s displacement convexity. In particular, given an optimal coupling pi for
the cost c , the density-ux pair (ρ, j) associated to pi in the sense of (1.20) is not optimal for the
Benamou–Brenier formulation of optimal transportation, i.e.,
W 2(µ,ν ) = inf
{∫ 1
ρ
|j |2 : ∂tρ + ∇ · j = 0, ρ0 = µ, ρ1 = ν
}
, (1.29)
where the continuity equation and boundary conditions are understood in the weak sense (1.22).
As another consequence, while displacement convexity guarantees in the Euclidean case that the
Eulerian density ρ ≤ 1 (up to a small error), c.f. [GO17, Lemma 4.2], in our case ρ is in general
merely a measure. This complication is already present in [GHO19] and led to important new
insights in dealing with marginals that are not absolutely continuous with respect to Lebesgue
measure in the Euclidean case, upon which we are also building in this work.
It turns out that due to low regularity on the Eulerian side and the resulting non-uniqueness,
one major new issue we have to address is the relation between local minimizers on the Lagrangian
14This localized version is needed in the proof of the Lagrangian version of the harmonic approximation result.
Note that it does not rely on optimality of (ρ, j) (respectively pi ) in the Benamou–Brenier formulation of optimal
transportation.
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and the Eulerian side, which does not follow easily from the global equivalence [Vil03, Chapter
8]. More precisely, given a solution (ρ˜, j˜) of the continuity equation in the cylinder BR × [0, 1]
with the same boundary conditions as (ρ, j), i.e.
∂t ρ˜ + ∇ · j˜ = 0 in BR × [0, 1],
ρ˜0 = µ, ρ˜1 = ν in BR ,
j˜ · νR = j · νR on ∂BR × (0, 1),
(1.30)
in the sense of distributions, we have to construct a coupling pi that is a local perturbation of pi .
This is the content of the next proposition, which relies on the L∞ bound in a crucial way:
Proposition 1.9. Let pi ∈ Π(µ,ν ) have the property that for all t ∈ [0, 1] and (x ,y) ∈ Sptpi
ty + (1 − t)x ∈ BR =⇒ (x ,y) ∈ B3R × B3R (1.31)
for some R > 0. Let the pair of measures (ρ˜, j˜) satisfy15∫ (
∂tζ dρ˜ + ∇ζ · dj˜
)
=
∫
BR
ζ1 dν −
∫
BR
ζ0 dµ +
∫
∂BR×[0,1]
ζ df
for all ζ ∈ C∞c (Rd × [0, 1]). Then there exists a coupling pi ∈ Π(µ,ν ) with
Spt(pi − pi ) ⊆ ||==3R
and ∫
BR×[0,1]
1
ρ
|j |2 −
∫ 1
ρ˜
| j˜ |2 ≤
∫
|x − y |2 dpi −
∫
|x − y |2 dpi .
In conjunction with Proposition 1.8, Proposition 1.9 implies the following almost-minimality
statement on the Eulerian level:
Corollary 1.10. Assume that ∇xyc(0, 0) = −I. Let pi ∈ Π(µ,ν ) be a c-optimal coupling between the
measures µ and ν with E6R +D6R ≤ 1 and the property (1.31) for some R > 0.
Then the associated density-ux pair (ρ, j) (via (1.20)) is almost-minimizing for the Benamou–
Brenier functional, in the sense that∫
BR×[0,1]
1
ρ
|j |2 ≤
∫ 1
ρ˜
| j˜ |2 +CQ6R
for any pair of measures (ρ˜, j˜) satisfying (1.30), with QR from (1.19).
1.2.3. The harmonic approximation result. The main ingredient in the proof of Theorem 1.1 is
the following harmonic approximation result, which states that if the assumptions of the L∞
bound (Proposition 1.5) hold for some radius R > 0, then the displacement y − x is very close to a
harmonic gradient eld ∇Φ in BR :
Theorem 1.11 (Harmonic approximation). For every 0 < τ  1, there exist ϵτ ,Cτ > 0 such that,
provided for some R > 0 and Λ < ∞ we have
||==5R ∩ Sptpi ⊆ B5R,ΛR (1.32)
and
E6R +D6R ≤ ϵτ , ‖∇xyc + I‖C0(B5R,ΛR ) ≤ ϵτ ,
the following holds: There exists a radius R∗ ∈ (3R, 4R) such that if Φ is the (distributional) solution,
unique up to an additive constant, of 16
∆Φ = κµ − κν in BR∗ and ν · ∇Φ = ν · j = f R∗ on ∂BR∗ , (1.33)
15See (1.23) for the denition of the trace f of the density-ux pair (ρ, j) on ∂BR (we dropped the index R for
convenience).
16We recall that κµ =
µ(BR∗ )
|R∗ | and κν =
ν (BR∗ )
|R∗ | in this context, and the denition of f R∗ in (1.24).
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then
1
Rd+2
∫
||==R
|x − y + ∇Φ(x)|2 dpi ≤ τE6R +Cτ (D6R + Q6R), (1.34)
and
1
R2
sup
B2R
|∇Φ|2 + 1
R4
sup
B2R
|∇2Φ|2 + 1
R6
sup
B2R
|∇3Φ|2 . E6R +D6R . (1.35)
Remark 1.12. The energy estimate (1.34) could also be phrased in a more symmetric way with
∇Φ(x+y2 ) in lieu of ∇Φ(x). However, in the proof of the one-step improvement (Proposition 1.14),
due to the ane change of coordinates described in Lemma 1.13, it is more convenient to work
with (1.34).
The proof of Theorem 1.11 is actually done at the Eulerian level (as in [GO17, GHO19]) by con-
structing a suitable competitor. The proof of this Eulerian version of the harmonic approximation
itself consists of four steps:
1) Choose a good radius R∗ ∈ (3R, 4R) for which the ux f is well-behaved on ∂BR∗ . Actually,
since we are working with L2-based quantities, to be able to get L2 bounds on ∇Φ, we
would have to be able to estimate f in L2 or at least in the Sobolev trace space L
2(d−1)
d .
However, since the boundary uxes j are just measures, one rst has to go to a solution of
a regularized problem
∆φ = const in BR∗ and νR∗ · ∇φ = д̂ on ∂BR∗ , (1.36)
where const is the generic constant for which the equation has a solution, and д̂ is a
regularization through rearrangement of f with good L2 bounds (see [GHO19, Section
3.1.2] for details).
2) Use the following approximate orthogonality property [GHO19, Lemma 1.8]: for every
0 < r  1 there exist ϵr > 0, Cr < ∞ such that if E6R +D6R ≤ ϵr , then17∫
B2R×[0,1]
1
ρ
|j − ρ∇φ |2 −
(∫
BR∗×[0,1]
1
ρ
|j |2 −
∫
BR∗
|∇φ |2
)
≤ rE6R +CrD6R . (1.37)
3) Use the almost-minimality of (ρ, j) (Proposition 1.9) to obtain the estimate∫
B2R×[0,1]
1
ρ
|j − ρ∇φ |2 ≤ τE6R +Cτ (D6R + Q6R) (1.38)
through construction of a suitable competitor. The construction can be found in [GHO19,
Section 3.2.2].
4) Use properties of the regularized ux д̂ and elliptic regularity to show that ∇Φ and ∇φ are
close in B2R .
Once the harmonic approximation is established at an Eulerian level, it is easy to go back to the
Lagrangian setting, see [GHO19, Proof of Theorem 1.5] for details.
The only dierences compared to [GHO19, Theorem 1.5] are the additional assumptions involv-
ing the cost function c , which are such that Proposition 1.5 holds, and the extra term Q6R on the
right-hand-side of the energy estimate (1.34) which is due to almost-minimality, c.f. (1.38). We
are therefore omitting the proof of Theorem 1.11 in this paper and refer the interested reader to
[GHO19] for the details.
17Since the proof of the almost orthogonality result relies on interior regularity estimates, one has to go from BR∗
to the slightly smaller ball B2R in the estimate (1.37).
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1.2.4. One-step improvement and Campanato iteration. With the harmonic approximation result
at hand, we can derive a one-step improvement result, which roughly says that if the coupling pi
is quantitatively close to (Id× Id)#ρ0 on some scale R, expressed in terms of the estimate
ER(pi ) + R2α
(
[ρ0]2α,R + [ρ1]2α,R +
[∇xyc]2α,R )  1,
and the fact that (1.32) holds, then on a smaller scale θR, after an ane change of coordinates, it
is even closer to (Id× Id)#ρ0. This is the basis of a Campanato iteration to obtain the existence of
the optimal transport map T and its C1,α regularity.
Lemma 1.13. Let pi ∈ Π(µ,ν ) be an optimal transport plan with respect to the cost function c
between the measures µ(dx) = ρ0(x) dx and ν (dy) = ρ1(y) dy.
Given a non-singular, positive denite, and symmetric matrix B ∈ Rd×d and a vector b ∈ Rd , we
perform the ane change of coordinates(
x̂
ŷ
)
=
(
B−1x
γBM(y − b)
)
=: Q(x ,y),
whereM = −∇xyc(0,b) and γ =
(
ρ1(b)
ρ0(0)
) 1
d | detB2M |− 1d .18 If we let
ρ̂0(x̂) = ρ0(x)
ρ0(0) , ρ̂1(ŷ) =
ρ1(y)
ρ1(b) , ĉ(x̂ , ŷ) = γc(x ,y),
so that in particular ρ̂0(0) = ρ̂1(0) = 1 and
∇x̂ŷĉ(x̂ , ŷ) = B∇xyc(x ,y)M−1B−1, (1.39)
from which it follows that ∇x̂ŷĉ(0, 0) = −I, then the coupling
pi := (ρ0(0) detB)−1Q#pi (1.40)
is an optimal coupling between the measures µ̂(dx̂) = ρ̂0(x̂) dx̂ and ν̂ (dŷ) = ρ̂1(ŷ) dŷ with respect to
the cost function ĉ .
In the change of variables we perform, the role of M is to ensure that we get a normalized cost,
i. e. ∇x̂ŷĉ(0, 0) = −I, while γ and detB in (1.40) are needed for pi to dene a transportation plan
between the new densities. We refer the reader to Appendix B for a proof of this lemma.
Proposition 1.14. Assume that ρ0(0) = ρ1(0) = 1 and ∇xyc(0, 0) = −I, and that pi ∈ Π(ρ0, ρ1) is
c-optimal.
For all β ∈ (0, 1), there exist θ ∈ (0, 1) and Cβ < ∞ such that for all Λ < ∞ and R > 0 for which
||==5R ∩ Sptpi ⊆ B5R,ΛR (1.41)
and
E6R(pi ) + R2α
(
[ρ0]2α,6R + [ρ1]2α,6R +
[∇xyc]2α,6R ) Λ 1, (1.42)
there exist a symmetric matrix B ∈ Rd×d and a vector b ∈ Rd with
|B − I|2 + 1
R2
|b |2 . E6R(pi ) + R2α
(
[ρ0]2α,6R + [ρ1]2α,6R
)
, (1.43)
such that, performing the change of variables in Lemma 1.13, it holds
EθR(pi ) ≤ θ 2βE6R(pi ) +CβR2α
(
[ρ0]2α,6R + [ρ1]2α,6R +
[∇xyc]2α,6R ) . (1.44)
Moreover, we have the inclusion
||==5θR ∩ Sptpi ⊆ B5θR,8θR . (1.45)
18Note that M is non-singular by assumption (C4).
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Note that in the rst step of the iteration, the qualitative bound on the displacement is obtained
from the global assumptions (C1)–(C4) on the cost function, see Lemma 2.1. This yields an initial
scale R0 > 0 below which the cost function is close enough to the Euclidean cost function for (1.41)
to hold. Since after the change of coordinates in Proposition 1.14 the densities and cost function
are again normalized at the origin, optimality is preserved, and the qualitative L∞ bound (1.45)
holds for the new coupling, we can iterate this result to smaller and smaller scales, which, together
with Campanato’s characterization of Hölder regularity, yields the claimed C1,α regularity of T .
The details of the above parts of the proof of our main Theorem 1.1 are explained in the sections
below, with a full proof of Theorem 1.1 in Section 4.2. The proof of Corollary 1.4 is essentially a
combination of the ideas in [GO17] and [DF14], and is given for the convenience of the reader in
Section 5.
Acknowledgements
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2. An L∞ bound on the displacement
In this section we establish an L∞ bound on the displacement for transference plans pi ∈ Π(µ,ν )
with c-monotone support, that is,
c(x ,y) + c(x ′,y ′) ≤ c(x ,y ′) + c(x ′,y) for all (x ,y), (x ′,y ′) ∈ Sptpi , (2.1)
provided that the transport cost is small, the marginals µ,ν are close to the Lebesgue measure, and
the cost function c is close to the Euclidean cost function. In Lemma 2.1 we use the c-monotonicity
(2.1) combined with the qualitative hypotheses (C1)–(C4) in conjunction with compactness to
obtain a more qualitative version of the L∞/L2-bound, which just expresses nite expansion. In
Proposition 1.5 this qualitative L∞/L2 bound in form of (2.2) is upgraded to the desired quantitative
version under the scale-invariant smallness assumption (2.4). The latter is a consequence of the
quantitative smallness hypothesis R2α [∇xyc]2α,R  1, as we pointed out in Remark 1.7. In both
steps, we need to ensure that there are suciently many points in Sptpi close to the diagonal.
This is formulated in Lemma A.1, which does not rely on monotonicity.
Proposition 1.5. Assume that the cost function c satises (C1)–(C4), and let pi ∈ Π(µ,ν ) be a
coupling with c-monotone support.
For all Λ < ∞ and for all R > 0 such that
||==5R ∩ Sptpi ⊆ B5R,ΛR (2.2)
and for which
E6R +D6R  1, (2.3)
and ‖∇xyc + I ‖C0(B5R,ΛR )  1, (2.4)
we have that
(x ,y) ∈ ||==4R ∩ Sptpi ⇒ |x − y | . R (E6R +D6R)
1
d+2 . (2.5)
Moreover, for any (x ,y) ∈ Sptpi and t ∈ [0, 1] we have that
(1 − t)x + ty ∈ BR ⇒ (x ,y) ∈ B2R,3R ⊂ B3R × B3R . (2.6)
Proof. Let Λ < ∞ and R > 0 be such that (2.2), (2.3) and (2.4) hold. We only prove the bound (2.5)
for a couple (x ,y) ∈ (B4R × Rd ) ∩ Sptpi , as the other case (x ,y) ∈ (Rd × B4R) ∩ Sptpi follows by
symmetry.
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Step 1 (Rescaling). Let (x˜ , y˜) = (SR(x), SR(y)) := (R−1x ,R−1y) and set
µ˜ := SR#µ, ν˜ := SR#ν , pi := R−d (SR × SR)#pi and c˜(x˜ , y˜) := R−2c(Rx˜ ,Ry˜),
so that c˜ still satises properties (C1)–(C4), and we have pi ∈ Π(µ˜, ν˜ ), and Sptpi is c˜-monotone.
We also have
E6(pi ) = E6R(pi ), D6(µ˜, ν˜ ) = D6R(µ,ν ) and ‖∇x˜y˜c˜ + I‖C0(B5,Λ) = ‖∇xyc + I‖C0(B5R,ΛR ).
This allows us to only consider the case R = 1 in the following. We will abbreviate
E := E6 and D := D6.
Step 2 (Use of c-monotonicity of Sptpi ). Let (x ,y) ∈ (B4 × Rd ) ∩ Sptpi . We rst show that for all
(x ′,y ′) ∈ (B5 × Rd ) ∩ Sptpi we have
(x − y) · (x − x ′) ≤ 3|x − x ′ |2 + |x ′ − y ′ |2 + δ |x − x ′ | |x − y |, (2.7)
where, recalling (1.13),
δ := ‖∇xyc + I‖C0(B5,Λ). (2.8)
Indeed, setting xt := tx + (1 − t)x ′ and ys := sy + (1 − s)y ′ for t , s ∈ [0, 1], c-monotonicity (2.1)
of Sptpi implies that
0 ≥ (c(x ,y) − c(x ′,y)) − (c(x ,y ′) − c(x ′,y ′)) =
∫ 1
0
∫ 1
0
(x − x ′) · ∇xyc(xt ,ys ) (y − y ′) dsdt
= −(x − x ′) · (y − y ′) +
∫ 1
0
∫ 1
0
(x − x ′) · (∇xyc(xt ,ys ) + I) (y − y ′) dsdt . (2.9)
By assumption (2.2), we have (x ,y), (x ′,y ′) ∈ B5 × BΛ and thus {(xt ,yt )}t ∈[0,1] ⊆ B5 × BΛ ⊂ B5,Λ.
Hence, we obtain from (2.8)∫ 1
0
∫ 1
0
(x − x ′) · (∇xyc(xt ,ys ) + I) (y − y ′) dsdt  ≤ δ |x − x ′ | |y − y ′ |,
so that (2.9) turns into
0 ≥ −(x − x ′) · (y − y ′) − δ |x − x ′ | |y − y ′ |. (2.10)
Upon writing y − y ′ = (y − x) + (x − x ′) + (x ′ − y ′), it follows that
0 ≥ −(x − x ′) · (y − x) − |x − x ′ |2 − (x − x ′) · (x ′ − y ′) − δ |x − x ′ | |y − x |
− δ |x − x ′ |2 − δ |x − x ′ | |x ′ − y ′ |,
from which we obtain the estimate
(x − y) · (x − x ′) ≤ δ |x − x ′ | |x − y | + (1 + δ )|x − x ′ |2 + (1 + δ )|x − x ′ | |x ′ − y ′ |
≤ δ |x − x ′ | |x − y | + 32 (1 + δ )|x − x
′ |2 + 12 (1 + δ )|x
′ − y ′ |2.
Note that δ  1 by assumption (2.4), hence (2.7) follows.
Step 3 (Proof of estimate (2.5)). Let r  1 and e ∈ Sd−1 be arbitrary, to be xed later. Let η be
supported in B r
2
(x − re) and satisfy the bounds
sup |η | + r sup |∇η | + r 2 sup |∇2η | . 1. (2.11)
We make the additional assumption that η is normalized in such a way that∫
(x − x ′)η(x ′) dx ′ = rd+1e . (2.12)
Note that since x ∈ B4 and r  1, we have
Sptη ⊆ B r
2
(x − re) ⊂ B5.
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Integrating inequality (2.7) against the measure η(x ′)pi (dx ′dy ′), it follows that
(x − y) ·
∫
(x − x ′)η(x ′)pi (dx ′dy ′) ≤ 3
∫
|x − x ′ |2η(x ′)pi (dx ′dy ′)
+
∫
|x ′ − y ′ |2η(x ′)pi (dx ′dy ′)
+ δ |x − y |
∫
|x − x ′ |η(x ′)pi (dx ′dy ′).
(2.13)
Note that by (2.12) the integral on the left-hand-side of inequality (2.13) can be expressed as∫
(x − x ′)η(x ′)pi (dx ′dy ′) =
∫
(x − x ′)η(x ′)µ(dx ′)
= κµr
d+1e +
∫
(x − x ′)η(x ′) (µ(dx ′) − κµ dx ′) .
To estimate the latter integral, we recall the following result from [GHO19, Lemma 2.8]: for any
ζ ∈ C∞(BR),∫
BR
ζ (dµ − κµ dx)
 ≤ (κµ ∫
BR
|∇ζ |2 dxW 2BR (µ,κµ )
) 1
2
+
1
2 supBR
|∇2ζ |W 2BR (µ,κµ ). (2.14)
By this estimate with ζ = (x − ·)η and using that κµ ∼ 1 by assumption (2.3), we obtain with (2.11)
that ∫ (x − x ′)η(x ′) (µ(dx ′) − κµ dx ′)  . (rdD) 12 + 1r D . ϵrd+1 + 1ϵ 1r D
for some 0 < ϵ  1 to be xed later. Hence,
(x − y) ·
∫
(x − x ′)η(x ′)pi (dx ′dy ′)
≥ κµrd+1(x − y) · e −C
(
ϵrd+1 +
1
ϵr
D
)
|x − y |.
(2.15)
We now estimate each term on the right-hand-side of inequality (2.13) separately:
1) For the rst term we estimate∫
|x − x ′ |2η(x ′)pi (dx ′dy ′) =
∫
|x − x ′ |2η(x ′)µ(dx ′)
≤ κµ
∫
|x − x ′ |2η(x ′) dx ′ +
∫ |x − x ′ |2η(x ′) (µ(dx ′) − κµ dx ′)  .
Using again (2.11) and κµ ∼ 1 for the rst term on the right-hand side, estimate (2.14) with
ζ = |x − ·|2η, and Young’s inequality for the second term we obtain∫
|x − x ′ |2η(x ′)pi (dx ′dy ′) . rd+2 +D . (2.16)
2) For the second term on the right-hand-side of (2.13) we use that Sptη ⊆ B5 and (2.11), recalling
also the denition (1.9) of E, to estimate∫
|x ′ − y ′ |2η(x ′)pi (dx ′dy ′) .
∫
B5×Rd
|x ′ − y ′ |2 pi (dx ′dy ′) . E . (2.17)
3) We may bound the integral in the third term on the right-hand-side of (2.13) as for (2.16) by
using (2.11), κµ ∼ 1 and estimate (2.14) with19 ζ = |x − ·|η to get∫
|x − x ′ |η(x ′)pi (dx ′dy ′) . rd+1 + 1
r
D . (2.18)
19Notice that by the assumption that η is supported on B r
2
(x −re), the function x ′ 7→ |x −x ′ |η(x ′) has no singularity
at x ′ = x .
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Inserting the estimates (2.15), (2.16), (2.17), and (2.18) into inequality (2.13) yields
κµr
d+1(x − y) · e .
(
ϵrd+1 +
1
ϵr
D
)
|x − y | + rd+2 +D + E + δ
(
rd+1 +
1
r
D
)
|x − y |.
Since e is arbitrary and κµ ∼ 1, this turns into
|x − y | . (ϵ + δ )|x − y | +
(
δ +
1
ϵ
) (
1
r
)d+2
D |x − y | + r +
(
1
r
)d+1
(E +D). (2.19)
We rst choose ϵ and the implicit constant in (2.4), which in view of (2.8) governs δ , so small that
we may absorb the rst term on the right-hand-side into the left-hand-side. We then choose r to
be a large multiple of (E +D) 1d+2 , so that also the second right-hand-side term in (2.19) can be
absorbed. This choice of r is admissible in the sense of r  1 provided the implicit constant in
(2.3) is small enough. This yields (2.5).
Step 4 (Proof of (2.6)). Let (x ,y) ∈ Sptpi and t ∈ [0, 1] such that (1 − t)x + ty ∈ B1. According to
Lemma A.1 (i), there exists (x ′,y ′) ∈ Sptpi such that
|x ′ |, |y ′ |  1. (2.20)
In particular, we may apply (2.10) to the eect of
|(1 − t)x + ty − ((1 − t)x ′ + ty ′)|2 = (1 − t)2 |x − x ′ |2 + t2 |y − y ′ |2 + 2t(1 − t)(x − x ′) · (y − y ′)
(2.10)≥ (1 − δ )((1 − t)2 |x − x ′ |2 + t2 |y − y ′ |2)
≥ 1−δ2 min{|x − x ′ |2, |y − y ′ |2}.
Taking the square root and applying the triangle inequality gives
min{|x |, |y |} ≤ max{|x ′ |, |y ′ |} +
√
2
1−δ
(|(1 − t)x + ty | +max{|x ′ |, |y ′ |}) .
Hence by assumption |(1 − t)x + ty | < 1 and by (2.20), this yields
min{|x |, |y |} −
√
2
1−δ  1,
which thanks to δ  1 implies min{|x |, |y |} ≤ 2. Using now (2.5) and (2.3), we obtainmin{|x |, |y |} −max{|x |, |y |} . (E +D) 1d+2 ≤ 1,
which implies the desired max{|x |, |y |} ≤ 3. 
The next lemma shows that due to global qualitative information on the cost function c , that is,
(C1)–(C4), there is a scale below which we can derive a qualitative bound on the displacement.
It roughly says that there is a small enough scale after which the cost essentially behaves like
Euclidean cost, with an error that is uniformly small due to compactness of the set X × Y .
Lemma 2.1. Assume that the cost function c satises (C1)–(C4) and let pi ∈ Π(µ,ν ) be a coupling
with c-monotone support.
There exist Λ0 < ∞ and R0 > 0 such that for all R ≤ R0 for which
E6R +D6R  1, (2.21)
we have the inclusion
||==5R ∩ Sptpi ⊆ B5R,Λ0R .
Proof. We only prove the inclusion (B5R × Rd ) ∩ Sptpi ⊆ B5R × BΛ0R , the other inclusion (Rd ×
B5R) ∩ Sptpi ⊆ BΛ0R × B5R follows analogously since the assumptions are symmetric in x and y.
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Step 1 (Use of c-monotonicity of Sptpi ). Let R > 0 be such that (2.21) holds, in the sense that we
may use Lemma A.1(ii), and set
c˜(x ,y) := c(x ,y) − c(x , 0) − c(0,y) + c(0, 0). (2.22)
We claim that there exists a constant λ < ∞, depending only on ‖c ‖C2(X×Y ), such that
∇x c˜(x ,y) ∈ BλR for all (x ,y) ∈ (B5R × Rd ) ∩ Sptpi .
To show this, we use the c-monotonicity (2.1) of Sptpi . Notice that c-monotonicity of Sptpi
implies its c˜-monotonicity:
c˜(x ,y) − c˜(x ′,y) ≤ c˜(x ,y ′) − c˜(x ′,y ′) for all (x ,y), (x ′,y ′) ∈ Sptpi . (2.23)
With xt := tx + (1 − t)x ′ we can write
c˜(x ,y) − c˜(x ′,y) =
∫ 1
0
∇x c˜(xt ,y) dt · (x − x ′)
= ∇x c˜(x ,y) · (x − x ′) +
∫ 1
0
(∇x c˜(xt ,y) − ∇x c˜(x ,y)) dt · (x − x ′),
and, using that ∇x c˜(0, 0) = 0,
c˜(x ,y ′) − c˜(x ′,y ′) = (∇x c˜(0,y ′) − ∇x c˜(0, 0)) · (x − x ′)
+
∫ 1
0
(∇x c˜(xt ,y ′) − ∇x c˜(0,y ′)) dt · (x − x ′).
Inserting these two identities into inequality (2.23) gives
∇x c˜(x ,y) · (x − x ′) ≤
∫ 1
0
|∇x c˜(xt ,y) − ∇x c˜(x ,y)| dt |x − x ′ | + |∇x c˜(0,y ′) − ∇x c˜(0, 0)| |x − x ′ |
+
∫ 1
0
|∇x c˜(xt ,y ′) − ∇x c˜(0,y ′)| dt |x − x ′ |.
Using the boundedness of ‖c ‖C2(X×Y ) we estimate this expression further by
∇x c˜(x ,y) · (x − x ′) ≤ ‖∇xx c˜ ‖C0(X×Y )
(∫ 1
0
|xt − x | dt +
∫ 1
0
|xt | dt
)
|x − x ′ |
+ ‖∇xyc˜‖C0(X×Y ) |y ′ | |x − x ′ |
. ‖c‖C2(X×Y ) (|x ′ | + |x | + |y ′ |) |x − x ′ |, (2.24)
where in the last step we estimated the integrals and used that
‖∇xx c˜ ‖C0(X×Y ) ≤ 2‖∇xxc‖C0(X×Y ), ‖∇xyc˜ ‖C0(X×Y ) = ‖∇xyc ‖C0(X×Y ).
Now by Lemma A.1(ii), given x ∈ B5R , we have (SR(x , e) × B7R) ∩ Sptpi , ∅ for any direction
e ∈ Sd−1. Hence, letting e = ∇x c˜(x,y)|∇x c˜(x,y) | , we can nd a point (x ′,y ′) ∈ (SR(x , e) ×B7R) ∩ Sptpi . Since
the opening angle of SR(x , e) is pi2 , we have
∇x c˜(x ,y) · (x − x ′) = |∇x c˜(x ,y)| |x − x ′ |e · x − x
′
|x − x ′ | & |∇x c˜(x ,y)| |x − x
′ |.
It follows with (2.24) that there exists λ < ∞ such that
|∇x c˜(x ,y)| . ‖c ‖C2(X×Y ) (|x ′ | + |x | + |y ′ |) ≤ λR.
Step 2 (Use of global information on c). We claim that there exist R0 > 0 and Λ0 < ∞ such that
for all R ≤ R0 and x ∈ X , we have that
BλR ⊆ −∇x c˜(x ,BΛ0R).
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Indeed, by assumption (C2), for any x ∈ X , the map −∇x c˜(x , ·) = −∇xc(x , ·) + ∇xc(x , 0) is
one-to-one on Y . Since ∇xyc˜(x ,y) = ∇xyc(x ,y), it follows by (C4) that det∇xyc˜(x ,y) , 0 for all
(x ,y) ∈ X × Y . Hence, the map
Fx : −∇x c˜(x ,Y ) → Y , v 7→ [−∇x c˜(x , ·)]−1 (v)
is well-dened and a C1-dieomorphism, so that in particular
Fx (v) = Fx (0) + DFx (0)v + ox (|v |).
Using that −∇x c˜(x , 0) = 0, which translates into Fx (0) = 0, this takes the form
Fx (v) = DFx (0)v + ox (|v |).
By compactness of X , there thus exist a radius R0 > 0 and a constant Λ0 < ∞ such that
λ |Fx (v)| ≤ Λ0 |v | for all x ∈ X and |v | ≤ λR0,
which we may reformulate as
Fx (BλR) ⊆ BΛ0R , i.e. BλR ⊆ F−1x (BΛ0R) = −∇x c˜(x ,BΛ0R)
for all R ≤ R0 and x ∈ X .
Step 3 (Conclusion). If (x ,y) ∈ (B5R × Rd ) ∩ Sptpi , then we claim that |y | ≤ Λ0R for R ≤ R0.
Indeed, by Step 1 we have ∇x c˜(x ,y) ∈ BλR . Since BλR ⊆ ∇x c˜(x ,BΛ0R) by Step 2, injectivity of
y 7→ ∇x c˜(x ,y) implies that we must have y ∈ BΛ0R . 
Remark 2.2. Note that if (2.21) is replaced by smallness of the one-sided energy, i.e.,
1
Rd+2
∫
B6R×Rd
|y − x |2 dpi +D6R  1,
then Lemma A.1 still applies and we obtain the one-sided qualitative bound
(B5R × Rd ) ∩ Sptpi ⊆ B5R,Λ0R .
3. Almost-minimality with respect to Euclidean cost
In this section we show that a minimizer of the optimal transport problem with cost function c
is an approximate minimizer for the problem with Euclidean cost function. However, in order to
make full use of the Euclidean harmonic approximation result from [GHO19, Proposition 1.6] on
the Eulerian side, we have to be careful in relating the Lagrangian and Eulerian side of the local
minimizing property.
3.1. A c-minimizer is almost-minimizing for the Euclidean cost.
Proposition 1.8. Assume that ∇xyc(0, 0) = −I. Let pi ∈ Π(µ,ν ) be a c-optimal coupling between
the measures µ and ν , and assume that
E2R +D2R ≤ 1. (3.1)
Then pi is almost-minimizing for the quadratic cost, in the sense that for any pi ∈ Π(µ,ν ) such that
Spt(pi − pi ) ⊆ ||==R we have that∫ 1
2 |x − y |
2 dpi ≤
∫ 1
2 |x − y |
2 dpi +CRd+2Rα [∇xyc]α,2R E
1
2
2R (3.2)
for some constant C depending only on α and d .
Proof. First, let us observe that we may assume in the following that
1
2
∫
|x − y |2 d(pi − pi ) ≥ 0, (3.3)
since otherwise there is nothing to show. In particular, combining (3.3) and Spt(pi − pi ) ⊆ ||==R
gives
E2R(pi ) ≤ E2R . (3.4)
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Using the admissibility of pi , i.e. that pi and pi have the same marginals, optimality of pi implies
that
1
2
∫
|x − y |2 d(pi − pi ) = −
∫
[c(x ,y) + x · y] d(pi − pi ) +
∫
c(x ,y) d(pi − pi )
≤ −
∫
[c(x ,y) + x · y] d(pi − pi )
= −
∫
[˜c(x ,y) + x · y] d(pi − pi ), (3.5)
where c˜ is dened as in (2.22). Abbreviating
ζ (x ,y) := c˜(x ,y) + x · y,
and splitting (3.5) into two terms we thus have the estimate
1
2
∫
|x − y |2 d(pi − pi ) ≤
∫
B2R×Rd
ζ (x ,y) d(pi − pi ) +
∫
Bc2R×Rd
ζ (x ,y) d(pi − pi ). (3.6)
Let us start by estimating the rst term on the right-hand side of (3.6), which will turn out to
be the dominant one in terms of the energy. Using again the admissibility of pi and the fact that
the domain of integration is of the form A × Rd , we may write∫
B2R×Rd
ζ (x ,y) d(pi − pi ) =
∫
B2R×Rd
(ζ (x ,y) − ζ (x ,x)) d(pi − pi ).
Note that by the denition (2.22) of c˜ and the normalization condition ∇xyc(0, 0) = −I, the function
ζ satises
∇xζ (x , 0) = 0 for allx and ∇yζ (0,y) = 0 for ally, (3.7)
∇xyζ (x ,y) = ∇xyc˜(x ,y) + I = ∇xyc(x ,y) − ∇xyc(0, 0). (3.8)
Now, by (3.7),
ζ (x ,y) − ζ (x ,x) =
∫ 1
0
(∇yζ (x , sy + (1 − s)x) − ∇yζ (0, sy + (1 − s)x)) · (y − x) ds
=
∫ 1
0
∫ 1
0
x · ∇xyζ (tx , sy + (1 − s)x)(y − x) dtds,
so that, using (3.8), it follows that∫
B2R×Rd
ζ (x ,y) d(pi − pi )
 . [∇xyc]α,2R ∫
B2R×Rd
|x | |y − x |(|x |α + |y − x |α ) d(pi + pi ). (3.9)
By the estimate
(pi + pi )(B2R × Rd ) = 2µ(B2R) (1.11)= 2|B2R |κµ ≤ 2|B2R |(1 + |1 − κµ |)
(1.10)
. Rd (1 +D
1
2
2R)
(3.1)
. Rd ,
and Hölder’s inequality, we get∫
B2R×Rd
|x |1+α |y − x | d(pi + pi ) . R1+α
(∫
B2R×Rd
|y − x |2 d(pi + pi )
) 1
2
R
d
2
(3.4)
. Rd+2+αE
1
2
2R ,
and similarly ∫
B2R×Rd
|x | |y − x |1+α d(pi + pi ) . Rd+2+αE
1+α
2
2R .
Since α ≥ 0 and by (3.1), this term can be absorbed into the rst one. (3.9) is therefore bounded by∫
B2R×Rd
ζ (x ,y) d(pi − pi )
 . Rd+2+α [∇xyc]α,2R E 122R . (3.10)
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We now turn to the second right-hand side term of (3.6). Using that Spt(pi − pi ) ⊆ ||==R , we
obtain ∫
Bc2R×Rd
ζ (x ,y) d(pi − pi ) =
∫
Bc2R×BR
ζ (x ,y) d(pi − pi ).
Since ζ (0, 0) = 0 and by (3.7) and (3.8), we have the representation
ζ (x ,y) =
∫ 1
0
∫ 1
0
x · (∇xyc(tx , sy) − ∇xyc(0, 0)) y dtds,
so that ∫Bc2R×Rd ζ (x ,y) d(pi − pi )
 . [∇xyc]α,R ∫Bc2R×BR |x | |y |(|x |α + |y |α ) d(pi + pi ). (3.11)
Note that for (x ,y) ∈ Bc2R × BR we have |x | ≤ 2|x − y | ≤ 2 |x−y |
2
R , hence∫
Bc2R×BR
|x | |y |1+α d(pi + pi ) . Rα
∫
Bc2R×BR
|x − y |2 d(pi + pi ) (3.4). RαRd+2ER ,
and the same for the second contribution in (3.11), using that |x |1+α . |x − y |1+α ≤ Rα−1 |x − y |2.
This shows that (3.10) is the dominant term in (3.6), and estimating [∇xyc]α,R ≤ [∇xyc]α,2R ,
ER . E2R concludes the proof. 
3.2. Eulerian point of view. The purpose of this subsection is to translate almost-minimality
from the Lagrangian setting, as encoded by Proposition 1.8, to the Eulerian setting so that it may
be plugged into the proof of the harmonic approximation result [GHO19, Proposition 1.7]. This is
the purpose of Proposition 1.9 below, which relates a (Lagrangian) coupling pi , which we think
of being an almost-minimizer, to its Eulerian version (ρ, j) (introduced in (1.20)). It does so on
the level of the energy dierence to a local competitor, denoted by pi and (ρ˜, j˜), respectively, see
(3.15). In a rst reading, one should think of (ρ˜, j˜) as being supported on BR × [0, 1] so that (3.13)
expresses that (ρ˜, j˜) has indeed the same ux boundary data f as (ρ, j) (f is introduced in (1.23)).
While the global equivalence of minimizers is standard, this local equivalence of almost-
minimizers is less obvious. Indeed, for a given local perturbation (ρ˜, j˜), one has to construct
a corresponding transference plan pi that is only a local perturbation of pi , see (3.14). In view
of our application in [GHO19, Proposition 1.7], we have to allow for (ρ˜, j˜) that has a singular
contribution, and therefore for a velocity eld v˜ = dj˜dρ˜ that is not Lipschitz. Hence the standard
(global) construction of pi would have to resort to regularization and compactness, and in particular
is non-unique, so that (3.14) is not obvious. We avoid this type of construction by a decomposition,
appealing to the L∞-bound (3.12).
Proposition 1.9. Let pi ∈ Π(µ,ν ) have the property that for all t ∈ [0, 1] and (x ,y) ∈ Sptpi
ty + (1 − t)x ∈ BR =⇒ (x ,y) ∈ B3R × B3R (3.12)
for some R > 0. Let the pair of measures (ρ˜, j˜) satisfy∫ (
∂tζ dρ˜ + ∇ζ · dj˜
)
=
∫
BR
ζ1 dν −
∫
BR
ζ0 dµ +
∫
∂BR×[0,1]
ζ df (3.13)
for all ζ ∈ C∞c (Rd × [0, 1]). Then there exists a coupling pi ∈ Π(µ,ν ) with
Spt(pi − pi ) ⊆ ||==3R (3.14)
and ∫
BR×[0,1]
1
ρ
|j |2 −
∫ 1
ρ˜
| j˜ |2 ≤
∫
|x − y |2 dpi −
∫
|x − y |2 dpi . (3.15)
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Notice that we do not make any assumption on the supports of ρ˜ and j˜ . This is in fact important,
since in the construction of a competitor in [GHO19, Section 3.2.2], it is necessary to rst take
out exceptional trajectories that enter the cylinder BR × [0, 1] too late or exit too early. These
trajectories, the contribution of which to the transport cost is small, are then simply added to the
competitor. Hence, the resulting density-ux pair (ρGHO, jGHO) is not supported in the cylinder
BR × [0, 1].20
For the proof of Proposition 1.9 it is convenient to lift the coupling pi – and correspondingly
the density-ux pair (ρ, j) – to a measure P ≥ 0 on continuous curves, concentrated on the set
of straight trajectories, by considering [0, 1] 3 t 7→ X (t) := (1 − t)x + ty and setting P = X (·)#pi .
Notice that from (1.20) we have the identities∫
ζ (X (t)) dP =
∫
ζ dρt and
∫
ξ (X (t)) · ÛX (t) dP =
∫
ξ · djt
for all ζ ∈ C0c (Rd ) and ξ ∈ C0c (Rd )d , and that the energy can be expressed as∫
|X (0) − X (1)|2 dP =
∫
|x − y |2 dpi (1.25)=
∫ 1
ρ
|j |2. (3.16)
Let us dene the set of trajectories that spend some time in BR and end in BcR
Ω+ := {X : |X (1)| ≥ R, |X (t)| < R for some t ∈ [0, 1]} (3.17)
and the set of trajectories that start in BcR and spend some time in BR
Ω− := {X : |X (0)| ≥ R, |X (t)| < R for some t ∈ [0, 1]} . (3.18)
To a trajectory X that spends time in BR we associate exiting and entering times:
t+ := sup {t ∈ [0, 1] : |X (t)| < R} ∈ (0, 1], (3.19)
t− := inf {t ∈ [0, 1] : |X (t)| < R} ∈ [0, 1), (3.20)
where t+ = 1 if the trajectory ends in BR and t− = 0 if the trajectory starts in BR . This allows us
to introduce the non-negative measures f± on ∂BR × [0, 1]∫
∂BR×[0,1]
ζ df± :=
∫
Ω±
ζ (X (t±), t±) dP, (3.21)
which keep track of where (in space-time) trajectories exit and enter. It can be shown, see [GHO19,
Lemma 3.1], that the signed measure
f := f+ − f− (3.22)
coincides with the inner trace of j on ∂BR × (0, 1), that is, for any ζ ∈ C∞c (Rd × [0, 1]) one has∫
BR×[0,1]
(∂tζ dρ + ∇ζ · dj) =
∫
BR
ζ1 dν −
∫
BR
ζ0 dµ +
∫
∂BR×[0,1]
ζ df . (3.23)
Proof of Proposition 1.9. Our strategy is to extend21 the given competitor (ρ˜, j˜) beyond BR × [0, 1]
to a density-ux pair (ρ̂, ĵ) that satises a global continuity equation, however without extending
the support beyond B3R × [0, 1]. More precisely, the construction will be carried out in Step 1, the
continuity equation will be established in Step 2, and the support of ρ̂0 = µ̂ and ρ̂1 = ν̂ will be
investigated in Step 3. In Step 4, we introduce the optimal coupling pi between the marginals
µ̂ and ν̂ , which inherits their support properties. In Step 5, we construct the local competitor pi
based on pi and the outer part of pi . The energy bound (3.15) is proved in Step 6.
20One can show, similar to Step 3 in the proof of Proposition 1.9, that due to the L∞ bound ρGHO is supported in
B3R × [0, 1], because the whole construction except for the exceptional trajectories is done within BR × [0, 1]. The
exceptional trajectories are straight trajectories in ΩR , for which the argument in Step 3 applies, so they lead to a
contribution in ρGHO supported in B3R × [0, 1].
21This is an abus de langage, since we allow (ρ˜, j˜) to have support outside of BR × [0, 1].
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Step 1 (Denition of (ρ̂, ĵ)). In order to satisfy the global continuity equation (3.37), the idea in
passing from (ρ˜, j˜) to (ρ̂, ĵ) is to include the contribution of the outside-lying part of all those
trajectories X that pass through ∂BR . This requires a decomposition of the set Ω of all trajectories
into ve sets: The set of trajectories that stay inside BR at all times
Ωin := {X : |X (t)| < R for all t ∈ [0, 1]} , (3.24)
the set of trajectories that exit BR , i. e. that start in BR and end in BcR
Ωexit := {X : |X (0)| < R and |X (1)| ≥ R} , (3.25)
the set of trajectories that enter BR , i. e. start in BcR and end in BR
Ωenter := {X : |X (0)| ≥ R and |X (1)| < R} , (3.26)
the set of trajectories that cross BR , i. e. that start and end in BcR but spend time in BR
Ωcross := {X : |X (0)| ≥ R, |X (1)| ≥ R and |X (t)| < R for some t ∈ (0, 1)} , (3.27)
and nally the set of trajectories that stay in BcR at all times
Ωout := {X : |X (t)| ≥ R for all t ∈ [0, 1]} . (3.28)
We also consider the set of trajectories that spend time in BR ,
Ωtouch := {X : |X (t)| < R for some t ∈ [0, 1]} = Ωin ∪ Ωenter ∪ Ωexit ∪ Ωcross, (3.29)
and the set of trajectories that pass through ∂BR
Ωtrans := Ωenter ∪ Ωexit ∪ Ωcross. (3.30)
Then the set Ω of all straight trajectories connecting µ to ν can be written as the disjoint union
Ω = Ωin ∪ Ωenter ∪ Ωexit ∪ Ωcross ∪ Ωout = Ωin ∪ Ωtrans ∪ Ωout = Ωtouch ∪ Ωout. (3.31)
This decomposition of Ω induces a decomposition of µ and ν into
µ = µin + µexit + µenter + µcross + µout = µin + µtrans + µout = µtouch + µout, (3.32)
ν = νin + νexit + νenter + νcross + νout = νin + νtrans + νout = νtouch + νout (3.33)
via ∫
ζ dµout :=
∫
Ωout
ζ (X (0)) dP,
∫
ζ dνout :=
∫
Ωout
ζ (X (1)) dP, (3.34)
for all test functions ζ ∈ C0c (Rd ) and analogously for the other measures in (3.32) and (3.33). To
each of these subsets, we may nally associate a density-ux pair via∫
ζ dρout :=
∫
Ωout×[0,1]
ζ (X (t)) dt dP,
∫
ξ · djout :=
∫
Ωout×[0,1]
ξ (X (t)) · ÛX (t) dt dP (3.35)
for all ζ ∈ C0c (Rd × [0, 1]), ξ ∈ C0c (Rd × [0, 1])d , and analogously for the other sets in (3.31).
We may then dene
(ρ̂, ĵ) := (ρ˜, j˜) + (ρtrans, jtrans)bBcR×[0,1]. (3.36)
Step 2 (Continuity equation for (ρ̂, ĵ)). We claim that for any test function ζ ∈ C∞c (Rd × [0, 1])∫ (
∂tζ dρ̂ + ∇ζ · dĵ
)
=
∫
ζ1 dν̂ −
∫
ζ0 dµ̂, (3.37)
with
µ̂ := µtouch and ν̂ := νtouch. (3.38)
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Indeed, we have∫
BcR×[0,1]
(∂tζ dρtrans + ∇ζ · djtrans) =
∫
(∂tζ dρtrans + ∇ζ · djtrans)
−
∫
BR×[0,1]
(∂tζ dρtrans + ∇ζ · djtrans) ,
(3.39)
and by denitions (3.34) and (3.35)∫
(∂tζ dρtrans + ∇ζ · djtrans) =
∫
ζ1 dνtrans −
∫
ζ0 dµtrans. (3.40)
For the other term on the right-hand-side of (3.39) we calculate with (3.35) and (3.19)22∫
BR×[0,1]
(∂tζ dρtrans + ∇ζ · djtrans)
=
∫
Ωtrans×[0,1]
1{ |X (t ) |<R }
(
∂tζ (X (t), t) + ∇ζ (X (t), t) · ÛX (t)
)
dt dP
=
∫
Ωtrans
(ζ (X (t+), t+) − ζ (X (t−), t−)) dP. (3.41)
Note that by (3.19) and (3.17) we may write∫
Ωtrans
ζ (X (t+), t+) dP =
∫
Ωtrans
ζ (X (1), 1)1{ |X (1) |<R }dP +
∫
Ωtrans
ζ (X (t+), t+)1{ |X (1) |≥R }dP
=
∫
BR
ζ1 dνtrans +
∫
Ωtrans∩Ω+
ζ (X (t+), t+)dP, (3.42)
and since by denitions (3.17) and (3.24)–(3.28) Ω+ = Ωcross ∪ Ωexit ⊆ Ωtrans, it follows with the
denition (3.21) of f+ that∫
Ωtrans∩Ω+
ζ (X (t+), t+)dP =
∫
Ω+
ζ (X (t+), t+)dP =
∫
∂BR×[0,1]
ζ df+,
so that (3.42) turns into∫
Ωtrans
ζ (X (t+), t+) dP =
∫
BR
ζ1 dνtrans +
∫
∂BR×[0,1]
ζ df+. (3.43)
Analogously, using that Ω− = Ωcross ∪ Ωenter ⊆ Ωtrans by (3.24) and (3.18), there holds∫
Ωtrans
ζ (X (t−), t−) dP =
∫
BR
ζ0 dµtrans +
∫
∂BR×[0,1]
ζ df−, (3.44)
hence, combining (3.43) and (3.44) and using (3.22), the equality (3.41) turns into∫
BR×[0,1]
(∂tζ dρtrans + ∇ζ · djtrans) =
∫
BR
ζ1 dνtrans −
∫
BR
ζ0 dµtrans +
∫
∂BR×[0,1]
ζ df .
Together with (3.36), (3.39), (3.40) and (3.13) this implies that∫ (
∂tζ dρ̂ + ∇ζ · dĵ
)
=
∫
BR
ζ1 dν −
∫
BR
ζ0 dµ +
∫
BcR
ζ1 dνtrans −
∫
BcR
ζ0 dµtrans
=
∫
ζ1 d
(
ν bBR+νtransbBcR
)
−
∫
ζ0 d
(
µ bBR+µtransbBcR
)
. (3.45)
Noticing that
νexitbBcR = νexit, νenterbBcR = 0, νcrossbBcR = νcross,
and µexitbBcR = 0, µenterbBcR = µenter, µcrossbBcR = µcross,
22Note that by a simple approximation argument we can also use 1{ |X (t ) |<R }∂t ζ and 1{ |X (t ) |<R }∇ζ as test functions.
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we get with (3.32) and (3.33)
νtransbBcR= νexit + νcross and µtransbBcR= µenter + µcross.
Using that ν bBR= νin + νenter and µ bBR= µin + µexit, we see that
ν bBR+νtransbBcR= νtouch = ν̂ and µ bBR+µtransbBcR= µtouch = µ̂,
which yields (3.37) and (3.38).
Step 3 (Support of the measures µ̂ and ν̂ ). We claim that
Spt µ̂ ⊆ B3R and Spt ν̂ ⊆ B3R . (3.46)
Indeed, by denitions (3.34) and (3.38), we have∫
ζ dµ̂ =
∫
Ωtouch
ζ (X (0)) dP,
∫
ζ dν̂ =
∫
Ωtouch
ζ (X (1)) dP. (3.47)
If X ∈ Ωtouch, i.e. |X (t)| < R for some t ∈ [0, 1], see (3.29), then by assumption (3.12) it follows that
X (0) ∈ B3R and X (1) ∈ B3R . (3.48)
Hence, from (3.47) we see that the measures µ̂ and ν̂ must be supported in B3R .
Step 4 (Coupling µ̂ and ν̂ ). Let pi ∈ argminW 2(µ̂, ν̂ ). We claim that
Sptpi ⊆ B3R × B3R (3.49)
and that ∫
|x − y |2 dpi ≤
∫ 1
ρ̂
| ĵ |2. (3.50)
Indeed, since any coupling pi ∈ Π(µ̂, ν̂ ) satises
Sptpi ⊆ Spt µ̂ × Spt ν̂ ,
(3.49) follows from (3.46). As pi is by its denition optimal for the quadratic cost, we can apply
the Benamou–Brenier formula (1.29) to obtain by the admissibility condition (3.37)∫
|x − y |2 dpi =W 2(µ̂, ν̂ ) ≤
∫ 1
ρ̂
| ĵ |2.
Step 5 (Denition of pi and proof of (3.14)). Let piout be the coupling induced by P restricted to
the set Ωout, that is, ∫
ζ dpiout :=
∫
Ωout
ζ (X (0),X (1)) dP (3.51)
for all ζ ∈ C0c (Rd × Rd ). We claim that
pi := pi + piout (3.52)
is a coupling between the measures µ and ν which satises
Spt(pi − pi ) ⊆ ||==3R . (3.53)
Indeed, it follows from (3.34) that piout ∈ Π(µout,νout), so (3.38), (3.32), and (3.33) imply that
pi ∈ Π(µ,ν ). We show next that
Spt(piout − pi ) ⊆ ||==3R .
To this end, let ζ ∈ C0c (Rd × Rd ) be supported on ||==c3R . Then∫
ζ dpi =
∫
ζ (X (0),X (1)) dP (3.31)=
∫
Ωtouch
ζ (X (0),X (1)) dP +
∫
Ωout
ζ (X (0),X (1)) dP.
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The integral over Ωtouch vanishes, because by (3.48) for X ∈ Ωtouch the point (X (0),X (1)) does not
lie in the support of ζ . Hence, by denition (3.51),∫
ζ dpi =
∫
Ωout
ζ (X (0),X (1)) dP =
∫
ζ dpiout.
Together with (3.49) the claim (3.53) then follows.
Step 6 (Proof of estimate (3.12)). By denition (3.52) of pi and the energy estimate (3.50) on pi , as
well as the identity23∫
|x − y |2 dpiout (3.51)=
∫
Ωout
|X (0) − X (1)|2 dP (3.16)=
∫ 1
ρout
|jout |2,
we have ∫
|x − y |2 dpi ≤
∫ 1
ρ̂
| ĵ |2 +
∫ 1
ρout
|jout |2.
Note that by subadditivity (from (1.26)) and the denition (3.36) we may estimate∫ 1
ρ̂
| ĵ |2 ≤
∫ 1
ρ˜
| j˜ |2 +
∫
BcR×[0,1]
1
ρtrans
|jtrans |2. (3.54)
Moreover, the following additivity formula, which follows from (3.16) and the fact that the three
sets Ωin, Ωout and Ωtrans form a partition of Ω (see (3.31)), holds true:∫ 1
ρ
|j |2 =
∫ 1
ρin
|jin |2 +
∫ 1
ρout
|jout |2 +
∫ 1
ρtrans
|jtrans |2. (3.55)
With (1.25) and the additivity of the measure B 7→
∫
B×[0,1]
1
ρtrans
|jtrans |2 it then follows that∫
|x − y |2 dpi −
∫
|x − y |2 dpi ≤ 1
ρ˜
| j˜ |2 −
∫ 1
ρin
|jin |2 −
∫
BR×[0,1]
1
ρtrans
|jtrans |2. (3.56)
From the decomposition (ρ, j) = (ρin, jin) + (ρout, jout) + (ρtrans, jtrans), which is a consequence of
(3.30), and the inclusion Spt ρout ⊆ BcR × [0, 1], we have∫
BR×[0,1]
1
ρ
|j |2 ≤
∫
BR×[0,1]
1
ρin
|jin |2 +
∫
BR×[0,1]
1
ρout
|jout |2 +
∫
BR×[0,1]
1
ρtrans
|jtrans |2
≤
∫ 1
ρin
|jin |2 +
∫
BR×[0,1]
1
ρtrans
|jtrans |2.
(3.57)
Combining (3.56) and (3.57) yields the claimed estimate (3.15). 
4. Proof of ϵ–regularity
4.1. The one-step improvement. The following proposition is a one-step improvement result,
which will be the basis of a Campanato iteration in Theorem 1.1. Note that the iteration is more
complicated than in [GO17], because we have to make sure that the qualitative bound on the
displacement is propagated in each step of the iteration.24
Proposition 1.14. Assume that ρ0(0) = ρ1(0) = 1, and ∇xyc(0, 0) = −I, and that pi ∈ Π(ρ0, ρ1) is
c-optimal.
For all β ∈ (0, 1), there exist θ ∈ (0, 1) and Cβ < ∞ such that for all Λ < ∞ and R > 0 for which
||==5R ∩ Sptpi ⊆ B5R,ΛR (4.1)
and E6R(pi ) + R2α
(
[ρ0]2α,6R + [ρ1]2α,6R +
[∇xyc]2α,6R ) Λ 1, (4.2)
23Note that in view of denition (3.35) the energy identity (3.16) applies.
24Alternatively, one could devise an argument based on the fact that the qualitative L∞ bound only depends on the
cost through its global properties (C1)–(C4) and that the set of cost functions considered in the iteration is relatively
compact.
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there exist a symmetric matrix B ∈ Rd×d and a vector b ∈ Rd with
|B − I|2 + 1
R2
|b |2 . E6R(pi ) + R2α
(
[ρ0]2α,6R + [ρ1]2α,6R
)
, (4.3)
such that, performing the change of variables in Lemma 1.13, it holds
EθR(pi ) ≤ θ 2βE6R(pi ) +CβR2α
(
[ρ0]2α,6R + [ρ1]2α,6R +
[∇xyc]2α,6R ) . (4.4)
Moreover, we have the inclusion
||==5θR ∩ Sptpi ⊆ B5θR,8θR . (4.5)
Remark 4.1. In (4.2), the implicit constant depends on Λ, see Remark 1.7. This will not be a
problem in the iteration, since in view of (4.5), after this rst change of variables we can use Λ = 8
at every step.
Proof. Step 1 (Rescaling). Let (x˜ , y˜) = SR(x ,y) := (R−1x ,R−1y) and set
ρ˜0(x˜) = ρ0(Rx˜), ρ˜1(y˜) = ρ1(Ry˜), c˜(x˜ , y˜) = R−2c(Rx˜ ,Ry˜),
and b˜ = R−1b. We still have ρ˜0(0) = ρ˜1(0) = 1 and ∇x˜y˜c˜(0, 0) = −I, and pi := R−d (SR)#pi is the
c˜-optimal coupling between ρ˜0 and ρ˜1. This allows us to consider only the case R = 1 in the rest
of the proof. To simplify, we will also use the notations
E := E6(pi ), D := D6(ρ0, ρ1)
and [ρ0]α := [ρ0]α,6, [ρ1]α := [ρ1]α,6,
[∇xyc]α := [∇xyc]α,6 .
Step 2 (Denition of b and B and proof of estimate (4.3)). For given τ > 0, to be chosen later, let
ϵτ and Cτ be as in the harmonic approximation result (Theorem 1.11). Since ρ0(0) = ρ1(0) = 1, we
have 12 ≤ ρ j ≤ 2, j = 0, 1, provided [ρ0]2α + [ρ1]2α is small enough, so that (1.12) holds. Assume
now that
E +D (1.12)≤ E +C([ρ0]2α + [ρ1]2α ) ≤ ϵτ , (4.6)
where C is a constant depending only on α and d , and that [∇xyc]2α is so small that
‖∇xyc + I‖C0(B5,Λ)
(1.18)≤ CΛ[∇xyc]α ≤ ϵτ , (4.7)
so that, in view of (4.1), Theorem 1.11 allows us to dene
b := ∇Φ(0), A := ∇2Φ(0) and B := e−A2 , (4.8)
where the harmonic gradient eld ∇Φ dened by (1.33) satises (1.34) and (1.35). By (1.35) and
(1.12), we then have
|b |2 . E +D . E + [ρ0]2α + [ρ1]2α ,
and the same estimate holds for |A|2, so that
|B − I|2 . E + [ρ0]2α + [ρ1]2α .
This proves the estimate (4.3). Furthermore, recalling the denition of Φ in (1.33), we bound25
|1 − detB2 |2 = 1 − e−trA2 = 1 − e−∆Φ(0)2 = |1 − eκν−κµ |2
.
κµ − κν 2 (1.10). DR∗ (1.12). R2α∗ ([ρ0]2α,R∗ + [ρ1]2α,R∗ ) ≤ [ρ0]2α + [ρ1]2α . (4.9)
In view of (4.3) we may assume b ∈ B6, so that
|ρ1(b) 1d − ρ1(0) 1d |2 . |ρ1(b) − ρ1(0)|2 ≤ |b |2α [ρ1]2α . [ρ1]2α , (4.10)
25We set the scale 6R in Theorem 1.11 equal to 1 here so that R∗ ∈
(
1
2 ,
2
3
)
.
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and similarly
|M − I|2 . [∇xyc]2α , (4.11)
which implies that
|1 − detM |2 . |M − I|2 . [∇xyc]2α . (4.12)
Now, noticing that γ = ρ1(b) 1d (detB2M)− 1d because ρ0(0) = 1, (4.9), (4.10) and (4.12) imply
|1 − γ |2 . [ρ0]2α + [ρ1]2α + [∇xyc]2α . (4.13)
Step 3 (Mapping properties of Q). We show that if E +D + [∇xyc]2α  θ 2,26 then
Q−1( ||==θ ) ⊆ ||==2θ . (4.14)
Indeed, we have
Q−1( ||==θ ) = Q−1(Bθ × Rd ) ∪Q−1(Rd × Bθ )
=
(
B(Bθ ) × Rd
)
∪
(
Rd × (γ−1M−1B−1(Bθ ) + b)
)
,
and from (4.3), (4.11), and (4.13) it follows that B(Bθ ) ⊆ B2θ and γ−1M−1B−1(Bθ ) + b ⊆ B2θ if
E +D + [∇xyc]2α  θ 2, which we assume to be true from now on.
Step 4 (Proof of the main estimate (4.4)). Recalling (1.40), let us compute
θd+2Eθ (pi ) =
∫
||==θ
|x̂ − ŷ |2 dpi = 1detB
∫
Q−1( ||==θ )
|B−1x − γBM(y − b)|2 dpi
(4.14)
.
γ 2
detB
∫
||==2θ
|B−1x − BM(y − b)|2 dpi + |1 − γ |
2
detB
∫
||==2θ
|B−1x |2 dpi . (4.15)
For the rst term on the right-hand side of (4.15), we use (4.9) and (4.13), and then (4.3) and (4.11)
to bound
γ 2
detB
∫
||==2θ
|B−1x − BM(y − b)|2 dpi
.
∫
||==2θ
BM(M−1B−2x − (y − b))2 dpi
.
∫
||==2θ
B−2x − (y − b)2 dpi + |M−1 − I|2 ∫
||==2θ
|B−2x |2 dpi . (4.16)
By the L∞ bound (1.17), see also (1.12) and Remark 1.7, if E + [ρ0]2α + [ρ1]2α  θd+2, which holds in
view of (4.2), then
||==2θ ∩ Sptpi ⊆ B3θ × Rd , (4.17)
so that we may split the rst term on the right-hand side of (4.16) as∫
||==2θ
B−2x − (y − b)2 dpi . ∫
||==2θ
|x − y + ∇Φ(x)|2 dpi
+
∫
B3θ
(B−2 − I −A)x 2 ρ0 dx (4.18)
+
∫
B3θ
|Ax + b − ∇Φ(x)|2 ρ0 dx ,
26Note that we have not yet xed θ .
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and use (1.34), assuming θ ≤ 12 , together with Young’s inequality, to bound the rst term by∫
||==2θ
|x − y + ∇Φ(x)|2 dpi ≤ τE +Cτ
(
[ρ0]2α + [ρ1]2α + [∇xyc]α E
1
2
)
≤ 2τE +Cτ
([ρ0]2α + [ρ1]2α + [∇xyc]2α ) . (4.19)
By (1.35), the third term can be estimated by∫
B3θ
|Ax + b − ∇Φ(x)|2 ρ0 dx . θd sup
x ∈B3θ
|Ax + b − ∇Φ(x)|2 . θd+4 sup
B3θ
∇3Φ2
. θd+4
(E + [ρ0]2α + [ρ1]2α ) , (4.20)
while for the second term of (4.18) we boundB−2 − I −A2 = eA − I −A2 . |A2 |2 . |∇2Φ(0)|4 (1.35). (E + [ρ0]2α + [ρ1]2α )2
to get ∫
B3θ
(B−2 − I −A)x 2 ρ0 dx . θd+2 (E + [ρ0]2α + [ρ1]2α )2 . (4.21)
Inserting (4.19), (4.20) and (4.21) into (4.16), we obtain∫
||==2θ
|x − y + ∇Φ(x)|2 dpi . (τ + θd+4)E +Cτ ,θ ([ρ0]2α + [ρ1]2α + [∇xyc]2α )
+ θd+2(E + [ρ0]2α + [ρ1]2α )2. (4.22)
Now using (4.17) and the fact that
∫
B3θ
ρ0 dx . θd , the second term on the right-hand side of (4.16)
can be bounded as
|M−1 − I|2
∫
||==2θ
|B−2x |2 dpi ≤ |M−1 − I|2 |B−2 |2
∫
B3θ
|x |2 dpi (4.11). θd+2[∇xyc]2α , (4.23)
and the second term on the right-hand side of (4.15) as
|1 − γ |2
detB
∫
B3θ
|B−1x |2ρ0 dx
(4.13)
. θd+2
([ρ0]2α + [ρ1]2α + [∇xyc]2α ) . (4.24)
Inserting (4.22), (4.24) and (4.23) into (4.15) yields the existence of a constant C = C(d,α) such
that
Eθ (pi ) ≤ C
(
τθ−(d+2) + θ 2
)
E +Cτ ,θ
([ρ0]2α + [ρ1]2α + [∇xyc]2α ) +C (E + [ρ0]2α + [ρ1]2α )2 .
Using that E + [ρ0]2α + [ρ1]2α  θ 2, this implies that
Eθ (pi ) ≤ C
(
τθ−(d+2) + θ 2
)
E +Cτ ,θ
([ρ0]2α + [ρ1]2α + [∇xyc]2α ) .
We now x θ = θ (d,α , β) such that Cθ 2 ≤ 12θ 2β , which is possible since β < 1, and then τ small
enough so that Cτθ−(d+2) ≤ 12θ 2β . This xes ϵτ given by Theorem 1.11 and we may now nd a
threshold in (4.2), depending on Λ, so that (4.6) and (4.7) hold true, yielding (4.4).
Step 5 (Proof of (4.5)). Let (x̂ , ŷ) ∈ ||==5θ ∩ Sptpi and set (x ,y) := Q−1(x̂ , ŷ), see Lemma 1.13 for
the denition of Q . By A.3, we get
(x ,y) ∈ Sptpi .
Similarly to Step 3, we have thatQ−1( ||==5θ ) ⊆ ||==6θ , provided that E +D + [∇xyc]2α  θ 2, so that
(x ,y) ∈ ||==6θ ∩ Sptpi .
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Using the L∞ bound (1.17) (notice that θ ≤ 23 ) and the fact that we assumed E +D  θd+2, we
have then
|x − y | . (E +D) 1d+2 ≤ θ ,
so that (x ,y) ∈ B6θ,7θ . It thus follows that (x̂ , ŷ) ∈ Q(B6θ,7θ ). Following the proof of Step 3, we
have
Q(B6θ,7θ ) ⊆ B7θ,8θ .
We may then conclude that
(x̂ , ŷ) ∈ B7θ,8θ ∩ ||==5θ = B5θ,8θ .

4.2. Proof of Theorem 1.1. To lighten the notation in this subsection, let us set
HR(ρ0, ρ1, c) := R2α
(
[ρ0]2α,R + [ρ1]2α,R +
[∇xyc]2α,R ) .
We are now in the position to give the proof of our main ϵ-regularity theorem, which we restate
for the reader’s convenience:
Theorem 1.1. Assume that (C1)–(C4) hold and that ρ0(0) = ρ1(0) = 1, as well as ∇xyc(0, 0) = −I.
Assume further that 0 is in the interior of X × Y .
Let pi be a c-optimal coupling from ρ0 to ρ1. There exists R0 = R0(c) > 0 such that for all R ≤ R0
with
1
Rd+2
∫
B4R×Rd
|y − x |2 dpi +H4R(ρ0, ρ1, c) c 1, (4.25)
there exists a function T ∈ C1,α (BR) such that Sptpi ∩ (BR × Rd ) ⊆ graphT , and the estimate
[∇T ]2α,R .
1
R2α
(
1
Rd+2
∫
B4R×Rd
|y − x |2 dpi +H4R(ρ0, ρ1, c)
)
(4.26)
holds.
Proof. To simplify notation, we write ER for ER(pi ) and HR for HR(ρ0, ρ1, c). Note that since
ρ0(0) = ρ1(0) = 1 and Rα
([ρ0]α,4R + [ρ1]α,4R ) is small by (4.25), we may assume throughout the
proof that 12 ≤ ρ0, ρ1 ≤ 2 on B4R .
Step 1 (Control of the full energy at scale 2R). We show that under assumption (4.25) we can
bound
E2R . 1
Rd+2
∫
B4R×Rd
|y − x |2 dpi . (4.27)
Indeed, from Remarks 1.6 and 2.2, we know that (4.25) implies the L∞ bound
(x ,y) ∈ (B3R × Rd ) ∩ Sptpi
⇒ |x − y | . R
(
1
Rd+2
∫
B4R×Rd
|y − x |2 dpi +D4R(ρ0, ρ1)
) 1
d+2
.
(4.28)
Let us now prove that
(Rd × B2R) ∩ Sptpi ⊆ B4R × B2R , (4.29)
from which we get ∫
Rd×B2R
|y − x |2 dpi ≤
∫
B4R×Rd
|y − x |2 dpi ,
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thus yielding (4.27). To this end, assume there exists (x ,y) ∈ (Bc4R × B2R) ∩ Sptpi . Let also
x ′ ∈ [x ,y] ∩ ∂B 5
2R
and y ′ ∈ Rd such that (x ′,y ′) ∈ Sptpi , see Figure 1. Then by (4.28), (4.25) and
(1.12), we have
|x ′ − y ′ |  R. (4.30)
From (2.10), recalling the denition (2.8) of δ and the fact that δ  1, we get, upon writing
y − y ′ = y − x ′ + x ′ − y ′,
0 ≤ (x − x ′) · (y − x ′) + (x − x ′) · (x ′ − y ′) + δ |x − x ′ | |y − x ′ | + δ |x − x ′ | |x ′ − y ′ |
≤ (δ − 1)|x − x ′ | |y − x ′ | + (1 + δ )|x − x ′ | |x ′ − y ′ |
≤ |x − x ′ |
(
−12
R
2 + (1 + δ )|x
′ − y ′ |
)
,
which together with (4.30) yields a contradiction, proving (4.29).
B2R
B4R
y
x
B 5
2R
x ′
y′
Figure 1. The denition of x ′ and y ′ in the proof of (4.29).
In the following, Step 2 – Step 6 are devoted to prove that under the assumption
E2R +H2R  1, (4.31)
the following Campanato estimate holds:
sup
0<r< R2
sup
x0∈BR
1
rd+2+2α
inf
A,b
∫
(Br (x0)∩BR )×Rd
|y − (Ax + b)|2 dpi . 1
R2α
(E2R +H2R) . (4.32)
Step 2 (Getting to a normalized setting). We claim that it is enough to prove that if
ER +HR  1 (4.33)
then for all r ≤ R2 ,
1
rd+2
inf
A,b
∫
Br×Rd
|y − (Ax + b)|2 dpi . r
2α
R2α
(ER +HR) . (4.34)
Let us rst notice that for any x0 ∈ BR , (Br (x0) ∩ BR) × Rd ⊆ ||==2R so that
Ex0,R :=
1
Rd+2
∫
(Br (x0)∩BR )×Rd
|y − x |2 dpi . E2R ,
and Hx0,R := R2α
(
[ρ0]2α,BR (x0) + [ρ1]2α,R +
[∇xyc]2α,(Br (x0)∩BR )×Rd ) . H2R .
Therefore, in view of (4.31), it is sucient to show for all x0 ∈ BR that, if
Ex0,R +Hx0,R  1, (4.35)
then for all r ≤ R2 ,
1
rd+2
inf
A,b
∫
(Br (x0)∩BR )×Rd
|y − (Ax + b)|2 dpi . r
2α
R2α
(Ex0,R +Hx0,R ) . (4.36)
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Performing a similar change of coordinates as Lemma 1.13, namely letting M := −∇xyc(x0, 0),
γ := (ρ0(x0) detM) 1d and S(y) := γM−1y and dening
pi := 1
ρ0(x0) (Id× S
−1)#pi , ρ˜0 := ρ0
ρ0(x0) , ρ˜1 := ρ1 ◦ S, c˜(x ,y) := γ
−1c(x , S(y)),
we have that ρ˜0(x0) = ρ˜1(0) = 1 and ∇xyc˜(x0, 0) = −I. Furthermore, pi is a c˜-optimal coupling
between ρ˜0 and ρ˜1 and pi , ρ˜0, ρ˜1 and c˜ still satisfy (4.35). Without loss of generality, we may thus
assume x0 = 0 and then (4.35) turns into (4.33) and (4.36) turns into (4.34).
Step 3 (First step of the iteration). Recall that (1.12) holds, i.e., DR . R2α
(
[ρ0]2α,R + [ρ1]2α,R
)
. By
Lemma 2.1, there exist Λ0 < ∞ and R0 > 0 such that for all R ≤ R0 for which (4.33) holds, we have
||== 5
6R
∩ Sptpi ⊆ B 5
6R,
Λ0
6 R
. (4.37)
Let β > 0. In view of (4.33) and (4.37), we may apply Proposition 1.14 to get the existence of a sym-
metric matrixB1 and a vectorb1 such that, deningM1 := −∇xyc1(0,b1),γ1 := ρ1(b1) 1d (detB21M1)−
1
d
and ρ0,1, ρ1,1, c1 and pi1 as ρ̂0, ρ̂1, ĉ and pi in Lemma 1.13, we get
E1 := EθR(pi1) ≤ θ 2βER +CβHR , (4.38)
and that pi1 is a c1-optimal coupling between ρ0,1 and ρ1,1. From (4.5) we also have the inclusion
||== 5
6θR
∩ Sptpi1 ⊆ B 56θR, 43θR , (4.39)
so that we may x Λ = 8 from now on (assuming w.l.o.g. that Λ0 ≥ 8).
Step 4 (Iterating Proposition 1.14). We now show that we can iterate Proposition 1.14 a nite
number of times.
Notice that from the estimates (4.3), (4.11) and (4.13) we have the inclusion
γ−11 M
−1
1 B
−1
1 BθR + b1 ⊆ BR . (4.40)
Hence, we can bound
[ρ1,1]α,θR = ρ1(b1)−1 sup
y,y′∈BθR
|ρ1(γ−11 M−11 B−11 y + b1) − ρ1(γ−11 M−11 B−11 y ′ + b1)|
|y − y ′ |α
(4.10)
. |γ−11 M−11 B−11 |α sup
y,y′∈BθR
|ρ1(γ−11 M−11 B−11 y + b1) − ρ1(γ−11 M−11 B−11 y ′ + b1)|
|(γ−11 M−11 B−11 y + b1) − (γ−11 M−11 B−11 y ′ + b1)|α
(4.40)≤ γ−α1 |M−11 |α |B−11 |α sup
y˜,y˜′∈BR
|ρ1(y˜) − ρ1(y˜ ′)|
|y˜ − y˜ ′ |α .
Estimates (4.3), (4.11), (4.10), and (4.13) thus yield for i ∈ {0, 1} (ρ0,1 is treated similarly)
[ρi,1]2α,θR ≤
(
1 +C(E
1
2
R +H
1
2
R )
)
[ρi ]2α,R ,
where C is a constant depending only on d and α . Using (1.39), the same kind of computation
gives [∇xyc1]2α,θR ≤ (1 +C(E 12R +H 12R )) [∇xyc]2α,R ,
so that
H 1 := HθR(ρ0,1, ρ1,1, c1) ≤ θ 2α
(
1 +C(E
1
2
R +H
1
2
R )
)
HR . (4.41)
Therefore, (4.33), (4.38), (4.39), and (4.41) imply that we may iterate Proposition 1.14K times, K ≥ 2,
to nd sequences of matrices Bk and Mk , a sequence of vectors bk , and a sequence of real numbers
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γk such that, setting for 1 ≤ k ≤ K
ρ0,k (x) := ρ0,k−1(Bkx), ρ1,k (y) :=
ρ1,k−1(γ−1k M−1k B−1k y + bk )
ρ1,k−1(bk ) ,
Qk (x ,y) := (B−1k x ,γkBkMk (y − bk )), pik := (detBk )−1Qk #pik−1, (4.42)
and ck (x ,y) := γkck−1(Bkx ,γ−1k M−1k B−1k y + bk ), (4.43)
we recover ρ0,k (0) = ρ1,k (0) = 1 and ∇xyck (0, 0) = −I, pik is a ck -optimal coupling between ρ0,k
and ρ1,k , and from (4.5) we have
||== 5
6θ
kR ∩ Sptpik ⊆ B 56θkR, 43θkR . (4.44)
Moreover, dening
Ek := EθkR(pik ) and Hk := HθkR(ρ0,k , ρ1,k , ck ), (4.45)
we have
Ek (4.4)≤ θ 2βEk−1 +CβHk−1, (4.46)
|Bk − I|2 + 1(θk−1R)2 |bk |
2 (4.3). Ek−1 + θ 2(k−1)αR2α
(
[ρ0,k−1]2α,θk−1R + [ρ1,k−1]2α,θk−1R
)
, (4.47)
|Mk − I|2
(4.11)
. θ 2(k−1)αR2α [∇xyck−1]2α,θk−1R , (4.48)
|γk − 1|2
(4.13)
. Hk−1. (4.49)
Arguing as for (4.41), there exists a constant C1 = C1(d,α) < ∞ such that
Hk ≤ θ 2α
(
1 +C1
(
(Ek−1) 12 + (Hk−1) 12
))
Hk−1. (4.50)
Step 5 (Smallness at any step of the iteration). From now on, we x β > α . Let us show by
induction that there exists a constant C2 = C2(d,α , β) < ∞ such that for all K ∈ N
EK ≤ C2θ 2Kα (ER +HR) , (4.51)
HK ≤ θ 2α (1 + θKα )HK−1. (4.52)
This will show, together with (4.44), that we can keep on iterating Proposition 1.14. As an outcome
of this induction, the estimate
HK . C3θ 2KαHR (4.53)
holds for all K ∈ N with C3 := ∏+∞k=1(1 + θkα ) < ∞.
We set
C2 := max
{
θ 2(β−α ),
C3Cβθ
−2α
1 − θ 2(β−α )
}
. (4.54)
By (4.38) and (4.41), the estimates (4.51) and (4.52) hold forK = 1 provided ER+HR is small enough,
since C2 ≥ max{θ 2(β−α ),Cβθ−2α }. Assume now that (4.51) and (4.52) hold for all 1 ≤ k ≤ K − 1.
By induction hypothesis, we have
EK−1 ≤ C2θ 2(K−1)α (ER +HR) and HK−1 ≤ C3θ 2(K−1)αHR .
Combining these two estimates with (4.50) for k = K and assuming that
C1
(
C
1
2
2 (E
1
2
R +H
1
2
R ) +C
1
2
3H
1
2
R
)
≤ θα ,
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which is possible provided ER +HR is small enough, we get (4.52). Similarly, by (4.46) with k = K
we obtain, using that C2 ≥ C3Cβ θ
−2α
1−θ 2(β−α ) by (4.54), the bound
θ−2KαEK ≤
(
θ 2(β−α )C2 +CβC3θ−2α
)
(ER +HR) ≤ C2(ER +HR).
This concludes the induction.
Step 6 (Campanato estimate). We can now prove the main estimate, that is, assuming (4.33), we
show that (4.34) holds.
Let
γ k := γk . . .γ1, Bk := B1 . . . Bk , Mk := BkMk . . . B1M1, bk :=
k∑
i=1
(γkBkMk ) . . . (γiBiMi )bi
and
Qk (x ,y) := (B
−1
k x ,γ kMky − bk ). (4.55)
We see that, recalling (4.42) and noticing that Qk = Qk ◦ · · · ◦Q1,
pik = (detBk )−1Qk #pi and ρ0,k (x) = ρ0(Bkx). (4.56)
Moreover, from (4.47), (4.51), and (4.52), we have the estimate
|Bk − I|2 . ER +HR  1, (4.57)
so that
B 1
2θ
kR × Rd ⊆ Bk (BθkR) × Rd = Q
−1
k (BθkR × Rd ). (4.58)
Similarly, from (4.47), (4.48) and (4.49),
|γ k − 1|2 + |Mk − I|2 . ER +HR  1. (4.59)
Let us now compute
1( 1
2θ
kR
)d+2 infA,b ∫B 1
2 θ
k R×Rd
|y − (Ax + b)|2 dpi
(4.58)
.
1
(θkR)d+2
∫
Q
−1
k (Bθk R×Rd )
|y − γ −1k M
−1
k B
−1
k x − γ −1k M
−1
k bk |2 dpi
(4.56)
=
detBk
(θkR)d+2
∫
Bθk R×Rd
|γ −1k M
−1
k (y − x)|2 dpik
(4.57)&(4.59)
.
1
(θkR)d+2
∫
Bθk R×Rd
|y − x |2 dpik (4.45)= Ek .
By (4.51), we obtain
1( 1
2θ
kR
)d+2 infA,b ∫B 1
2 θ
k R×Rd
|y − (Ax + b)|2 dpi . θ 2kα (ER +HR) ,
from which (4.34) follows, concluding the proof of (4.32)
Step 7 (Sptpi is contained in the graph of a function T within BR × Rd ). We claim that (4.32)
implies the existence of a function T : BR → Y such that
(BR × Rd ) ∩ Sptpi ⊆ graph T. (4.60)
In the following, we abbreviate
[[pi ]]2α := sup
0<r< R2
sup
x0∈BR
1
rd+2+2α
inf
A,b
∫
(Br (x0)∩BR )×Rd
|y − (Ax + b)|2 dpi .
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To prove the claim, x x0 ∈ BR and notice that (4.32) implies that for any r > 0 small enough,
there holds
1
rd+2
inf
A,b
∫
Br (x0)×Rd
|y − (Ax + b)|2 dpi . r
2α
R2α
(
1
Rd+2
∫
B4R×Rd
|x − y |2 dpi +H4R
)
. (4.61)
Step 7.A. It is easy to see that the inmum in (4.61) is attained at someAr = Ar (x0) andbr = br (x0).
Analogous to [Cam64, Lemma 3.IV] one can show that there exist a matrix A0 = A0(x0) and
a vector b0 = b0(x0) such that Ar → A0 and br → b0 as r → 0 (uniformly in x0) with rates
|Ar −A0 | . [[pi ]]αrα and |br − b0 | . [[pi ]]αrα+1. (4.62)
We refer the reader to Appendix C for a proof of the convergences and (4.62).
Step 7.B. We claim that
1
rd
∫
Br (x0)×Rd
|y − (A0x0 + b0)|2 dpi → 0 as r ↘ 0. (4.63)
Indeed, we can split
1
rd
∫
Br (x0)×Rd
|y − (A0x0 + b0)|2 dpi . 1
rd
∫
Br (x0)×Rd
|y − (Arx + br )|2 dpi
+
1
rd
∫
Br (x0)×Rd
|(Ar −A0)x + (br − b0)|2 dpi (4.64)
+
1
rd
∫
Br (x0)×Rd
|A0(x − x0)|2 dpi .
By denition of Ar ,br , we have
1
rd
∫
Br (x0)×Rd
|y − (Arx + br )|2 dpi = 1
rd
inf
A,b
∫
Br (x0)×Rd
|y − (Ax + b)|2 dpi . [[pi ]]2αr 2α+2.
Using (4.62), ρ0 ≤ 2, and x0 ∈ BR , it follows that
1
rd
∫
Br (x0)×Rd
|(Ar −A0)x + (br − b0)|2 dpi = 1
rd
∫
Br (x0)
|(Ar −A0)x + (br − b0)|2 ρ0(x)dx
. |Ar −A0 |2R2 + |br − b0 |2
. [[pi ]]2αr 2α (R2 + r 2).
Finally, the last term in (4.64) is estimated by
1
rd
∫
Br (x0)×Rd
|A0(x − x0)|2 dpi = 1
rd
∫
Br (x0)
|A0(x − x0)|2 ρ0(x)dx . r 2.
Letting r → 0 in the above estimates proves the claim (4.63).
Step 7.C. By disintegration, there exists a family of measures {pix }x ∈X on Y such that
1
rd
∫
Br (x0)×Rd
|y − (A0x0 + b0)|2 dpi = 1
rd
∫
Br (x0)
∫
|y − (A0x0 + b0)|2 pix (dy) ρ0(x)dx . (4.65)
Since the left-hand side of (4.65) tends to zero as r → 0 by Step 7.B, it follows that if x0 is a
Lebesgue point, we must have∫
|y − (A0x0 + b0)|2 pix0(dy) = 0,
hence pix0 = δA0x0+b0 .
Step 7.D. For any Lebesgue point x0 ∈ BR , dene T (x0) := A0(x0)x0 + b0(x0). Then the previous
Step 7.C shows that
pi
⌊
BR×Rd = (Id ×T )#ρ0,
that is (4.60).
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Step 8 By boundedness of ρ0, (4.32) implies the bound
sup
0<r< R2
sup
x0∈BR
1
rd+2+2α
inf
A,b
∫
Br (x0)∩BR
|T (x) − (Ax + b)|2 dx
.
1
R2α
(
1
Rd+2
∫
B4R×Rd
|x − y |2 dpi +H4R
)
,
which by means of Campanato’s theory [Cam64] proves that T ∈ C1,α (BR) and that the Hölder
seminorm of ∇T satises (4.26). 
Remark 4.2. The deterministic structure of the c-optimal coupling, that is, the existence of T
such that pi = (Id ×T )#ρ0, is a classical result in optimal transportation. If we had used this result,
the proof would have become shorter, as Step 7 would not have been needed.
Before we give the proof of Corollary 1.3, let us remark that one can show the following variant
of our qualitative L∞ bound on the displacement (Lemma 2.1):
Lemma 4.3. Assume that the cost function c satises (C1)–(C4) and that ∇xc(0, 0) = 0. Let
u be a c-convex function. There exist Λ0 < ∞ and R′0 > 0 such that for all R ≤ R′0 for which
1
R2
u − 12 | · |2C0(B8R ) ≤ 1 we have
esssup
x ∈B4R
c-expx (∇u(x)) ≤ Λ0R. (4.66)
Proof. Since u is c-convex, it is dierentiable a.e. For any x ∈ B4R such that ∇u(x) exists, let
y = c-expx (∇u(x)), that is,
∇u(x) + ∇xc(x ,y) = 0. (4.67)
Let c˜ be dened as in (2.22). Then, using ∇xc(0, 0) = 0, we have
−∇x c˜(x ,y) = −∇xc(x ,y) + ∇xc(x , 0) (4.67)= ∇u(x) + ∇xc(x , 0) − ∇xc(0, 0)
= ∇u(x) − x + x +
∫ 1
0
∇xxc(tx , 0) dtx ,
so that
|∇x c˜(x ,y)| ≤ |∇u(x) − x | + |x | + ‖∇xxc‖C0(X×Y ) |x |.
Being c-convex, the function u, and therefore also the function x 7→ u(x) − 12 |x |2, is semi-convex,
which implies that
esssup
x ∈B4R
|∇u(x) − x | . 1
R
sup
x ∈B8R
|u − 12 |x |2 |, (4.68)
see Lemma A.7 in the appendix. By the closeness assumption on u and (C1) we may therefore
bound
|∇x c˜(x ,y)| ≤ λR.
Steps 2 and 3 of the proof of Lemma 2.1 then imply that there exist Λ0 < ∞ and R′0 > 0 (depending
on c only through assumptions (C1)–(C4)) such that for all R ≤ R′0 we have
|∇x c˜(x ,y)| ≤ λR ⇒ |y | ≤ Λ0R,
that is, (4.66) holds. 
Proof of Corollary 1.3. By Lemma 4.3 there exist Λ0 < ∞ and R′0 > 0, depending only on the
qualitative assumptions (C1)–(C4) on c such that for all R ≤ R′0 for which (1.7) holds, we have
‖Tu ‖L∞(B4R ) ≤ Λ0R. (4.69)
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We claim that
1
R
‖x −Tu ‖L∞(B4R ) .
1
R2
u − 12 | · |2C0(B8R ) + Rα ([∇xyc]α,4R + [∇xxc]α,4R ) , (4.70)
which immediately implies that
1
Rd+2
∫
B4R×Rd
|x − y |2 dpi = 1
Rd+2
∫
B4R
|x −Tu (x)|2 ρ0(x)dx
.
1
R4
u − 12 | · |22C0(B8R ) + R2α ([∇xyc]2α,4R + [∇xxc]2α,4R )  1. (4.71)
In particular, it follows by Theorem 1.1, that there exists a potentially smaller scale R0 ≤ R′0 such
that for all R ≤ R0 for which (1.7) holds, we have that Tu ∈ C1,α (BR) and ∇Tu satises the bound
(1.5). Applying (4.71) once more, we see that (1.8) holds.
To prove the claim (4.70), we appeal to semi-convexity of the c-convex function u (which
implies semi-convexity of the function x 7→ u(x) − 12 |x |2), in particular Lemma A.7, to bound
‖x −Tu ‖L∞(B4R ) ≤ ‖x − ∇u‖L∞(B4R ) + ‖∇u −Tu ‖L∞(B4R )
.
1
R
‖u − 12 | · |2‖C0(B8R ) + ‖∇u −Tu ‖L∞(B4R ).
It remains to estimate the latter term. To this end, notice that for a.e. x ∈ B4R we have ∇u(x) =
−∇xc(x ,Tu (x)), so that with the normalization assumption ∇xc(0, 0) = 0 we may bound
|∇u(x) −Tu (x)| = |∇xc(x ,Tu (x)) +Tu (x)|
≤ |∇xc(x ,Tu (x)) − ∇xc(x , 0) +Tu (x)| + |∇xc(x , 0) − ∇xc(0, 0)|
≤
∫ 1
0
|(∇xyc(x , sTu (x)) + I)Tu (x)| ds +
∫ 1
0
|∇xxc(tx , 0)x | dt .
It now follows with (4.69), denition (1.3), and ∇xxc(0, 0) = 0, ∇xyc(0, 0) = −I, that
|∇u(x) −Tu (x)| ≤ [∇xyc]α,4R(|x |α + |Tu (x)|α )|Tu (x)| + [∇xxc]α,4R |x |α+1 (4.72)
(4.69)≤ CΛ0Rα
([∇xyc]α,4R + [∇xxc]α,4R ) R.
In view of (1.7), we may assume
CΛ0R
α ([∇xyc]α,4R + [∇xxc]α,4R ) ≤ 1,
so that
|∇u(x) −Tu (x)| ≤ R. (4.73)
Using that by Lemma A.7 and the smallness assumption (1.7), we have
|∇u(x) − x | . 1
R
‖u − 12 | · |2‖C0(B8R ) . R,
and writing Tu (x) = (Tu (x) − ∇u(x)) + (∇u(x) − x) + x , the estimate (4.72) turns into
|∇u(x) −Tu (x)| . [∇xyc]α,4R(Rα + |∇u(x) −Tu (x)|α )(|∇u(x) −Tu (x)| + R) + R1+α [∇xxc]α,4R
(4.73)
. R1+α
([∇xyc]α,4R + [∇xxc]α,4R ) .
This proves the claimed inequality (4.70). 
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5. Partial regularity: Proof of Corollary 1.4
As a corollary of Theorem 1.1, we obtain a variational proof of partial regularity for optimal
transport maps proved in [DF14]. The changes of variables used to arrive to a normalized situation
are exactly the same as in [DF14] and the argument to derive partial regularity from ϵ-regularity
follows [GO17].
Proof of Corollary 1.4. A classical result in optimal transport states that the optimal map T from
ρ0 to ρ1 for the cost c and the optimal map T ∗ from ρ1 to ρ0 for the cost c∗(y,x) := c(x ,y) are
almost everywhere inverse to each other, and are of the form
T (x) = c-expx (∇u(x)) and T −1(y) := T ∗(y) = c∗-expy (∇uc (y)),
where u is a c-convex function and uc is the c-conjugate of u. u and uc are semi-convex so that
by Alexandrov’s Theorem, they are twice dierentiable almost everywhere. Therefore, we can
nd two sets of full measure X1 ⊆ X and Y1 ⊆ Y such that for all (x0,y0) ∈ X1 × Y1, u is twice
dierentiable at x0, uc is twice dierentiable at y0 and
T −1(T (x0)) = x0 and T (T −1(y0)) = y0. (5.1)
Now let
X ′ := X1 ∩T −1(Y1) and Y ′ := Y1 ∩T (X1). (5.2)
Because ρ0 and ρ1 are bounded and bounded away from zero, T sends sets of measure 0 to sets of
measure 0 so that |X \ X ′ | = |Y \ Y ′ | = 0. The goal is now to prove that X ′ and Y ′ are open sets
and that T is a C1,α -dieomorphism between X ′ and Y ′.
Fix x0 ∈ X ′, then by (5.2), y0 := T (x0) ∈ Y ′. Up to translation, we may assume that x0 = y0 = 0.
Dene
u(x) := u(x) − u(0) + c(x , 0) − c(0, 0),
c(x ,y) := c(x ,y) − c(x , 0) − c(0,y) + c(0, 0). (5.3)
Then u is a c-convex function and we have
c-expx (∇u(x)) = c-expx (∇u(x)), (5.4)
so that T (x) = c-expx (∇u(x)), from which we know that T is the c-optimal transport map from
ρ0 to ρ1.
By Alexandrov’s Theorem, there exist a symmetric matrix A such that
∇u(x) = ∇u(0) +Ax + o(|x |),
so that, using that (p,x) 7→ c-expx (p) is C1 and setting M := −∇xyc(0, 0) = −∇xyc(0, 0), noticing
that by Assumption (C4)M is nondegenerate, a simple computation yields
T (x) = M−1Ax + o(|x |).
Therefore, we have
1
Rd+2
∫
BR
|T (x) −M−1Ax |2ρ0(x) dx −→
R→0
0. (5.5)
The c-convexity of u and the fact that c-expx (∇u(x)) ∈ ∂cu(x) imply that, see for instance [Fig17,
Section 5.3],
∇2u(x) + ∇xxc(x , c-expx (∇u(x))) ≥ 0,
so that, together with (5.3), (5.4) and the property T (0) = 0, the matrix A = ∇2u(0) is positive
denite. We now make the change of variables x˜ := A 12x and y˜ := A− 12My so that
T˜ (x˜) := A− 12MT (A− 12 x˜),
c˜(x˜ , y˜) := c(A− 12 x˜ ,M−1A 12 y˜).
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Dening
ρ˜0(x˜) := det(A− 12 )ρ0(A− 12 x˜) and ρ˜1(y˜) := | det(M−1A 12 )|ρ1(M−1A 12 y˜),
we get that T˜#ρ˜0 = ρ˜1 c˜-optimally. This may be seen noticing that
T˜ (x˜) = c˜-expx˜ (∇u˜(x˜)),
where u˜(x˜) := u(A−1/2x) is a c˜-convex function. The cost c˜ satises ∇x˜y˜c˜(0, 0) = −I and by the
Monge–Ampère equation  det∇T˜ (x) = ρ˜0(x)
ρ˜1(T˜ (x))
,
we obtain ρ˜0(0) = ρ˜1(0). Up to dividing ρ˜0 and ρ˜1 by an equal constant, we may assume that
ρ˜0(0) = ρ˜1(0) = 1. Moreover, with this change of variables, (5.5) turns into
1
Rd+2
∫
BR
|T˜ (x˜) − x˜ |2ρ˜0(x˜) dx˜ −→
R→0
0. (5.6)
Finally, c˜ is still C2,α and satises Assumptions (C2)–(C4) and since ρ0 and ρ1 are bounded and
bounded away from zero, ρ˜0 and ρ˜1 are C0,α , and we have
HR(ρ˜0, ρ˜1, c˜) = R2α
(
[ρ˜0]2α,R + [ρ˜1]2α,R +
[∇xyc˜ ]2α,R ) −→R→0 0. (5.7)
Hence by (5.6) and (5.7), we may apply Theorem 1.1 to obtain that T˜ is C1,α in a neighborhood of
zero. By Remark 1.2, we also obtain that T˜ −1 is C1,α in a neighborhood of zero.
Going back to the original map, this means that T is a C1,α dieomorphism between a neigh-
borhoodU of x0 and the neighborhood T (U ) of T (x0). In particular, U ×T (U ) ⊆ X ′ × Y ′ so that
X ′ and Y ′ are both open and by (5.1), T is a global C1,α dieomorphism between X ′ and Y ′. 
Appendix A. Some technical lemmata
A.1. Properties of the support of couplings. The following lemma is an important ingredient
in the proofs of our L∞ bounds on the displacement of couplings with c-monotone support,
Proposition 1.5 and Lemma 2.1:
Lemma A.1. Let pi ∈ Π(µ,ν ) and assume that there exists R > 0 such that
1
Rd+2
∫
B6R×Rd
|y − x |2 dpi +D6R  1. (A.1)
Then
(i) (BλR × B2λR) ∩ Sptpi , ∅ provided λ 
(
1
Rd+2
∫
B6R×Rd |y − x |
2 dpi +D6R
) 1
d+2
.
(ii) For any x ∈ B5R and e ∈ Sd−1 we have that (SR(x , e) × B7R) ∩ Sptpi , ∅, where
SR(x , e) := C(x , e) ∩ (BR(x) \ B R
2
(x))
is the intersection of the annulus BR(x) \ B R
2
(x) with the spherical cone C(x , e) of opening
angle pi2 with apex at x and axis along e .
Remark A.2. If (A.1) is replaced by 1Rd+2
∫
Rd×B6R |y − x |
2 dpi + D6R  1, then the symmetric
results hold, namely (B2λR × BλR) ∩ Sptpi , ∅ and (B7R × SR(y, e)) ∩ Sptpi , ∅ for all y ∈ B5R and
e ∈ Sd−1.
Proof. To lighten the notation in the proof, let us set
E+6R :=
1
Rd+2
∫
B6R×Rd
|y − x |2 dpi . (A.2)
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C(x , e)e
B6R
B5R
x
B R
2
(x)
BR(x)
SR(x, e)
O
We start with the more delicate statement (ii). Let x ∈ B5R and e ∈ Sd−1, note that
pi (SR(x , e) × B7R) = pi (SR(x , e) × Rd ) − pi (SR(x , e) × Bc7R)
= µ(SR(x , e)) − pi (SR(x , e) × Bc7R).
Since SR(x , e) ⊆ B6R , we have
pi (SR(x , e) × Bc7R) .
1
R2
∫
B6R×Bc7R
1
2 |x
′ − y ′ |2 pi (dx ′dy ′) (A.2). RdE+6R .
To estimate µ(SR(x , e)) from below, let η be a smooth cut-o function equal to one on a ball of
radius r2 and zero outside a concentric ball of radius r satisfying
sup |η | + r sup |∇η | + r 2 sup |∇2η | . 1, (A.3)
and such that Sptη ⊆ SR(x , e) ⊆ B6R , which is possible provided r ≤ R4 . Then by (A.3)
µ(SR(x , e)) &
∫
B6R
η dµ =
∫
B6R
η κµ dx +
∫
B6R
η (dµ − κµ dx)
& κµ
( r
2
)d − ∫
B6R
η (dµ − κµ dx)
 .
We now use (2.14) with ζ = η to get, by the denition (1.10) ofD6R , and since κµ ∼ 1 by (A.1), that∫
B6R
η (dµ − κµ dx)
 . r d−22 R d+22 D 126R + r−2Rd+2D6R .
Hence,
µ(SR(x , e))
Rd
&
( r
R
)d (
1 −
(( r
R
)−(d+2)D6R ) 12 − ( r
R
)−(d+2)D6R ) .
We may now choose r = R4 so that
µ(SR(x , e))
Rd
& 1 −
(
4d+2D6R
) 1
2 − 4d+2D6R ,
from which we conclude that pi (SR(x , e)×B7R) is strictly positive ifD6R and E+6R are small enough.
In order to prove (i) we run a similar argument to obtain
pi (BλR × B2λR)
Rd
& λd
(
1 −
(
λ−(d+2)(E+6R +D6R)
) 1
2 − λ−(d+2)(E+6R +D6R)
)
.
Hence (BλR × B2λR) ∩ Sptpi , ∅ provided that λ  (E+6R +D6R)
1
d+2 . 
The next lemma, which is quite elementary, relates the support of a measure and the support
of its push forward under an ane transformation:
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Lemma A.3. Let γ be a measure on Rn and set γ˜ := F#γ , where F (x) := Ax + b with A ∈ Rn×n
invertible and b ∈ Rn . Then
x˜ ∈ Spt γ˜ ⇔ F−1(x˜) ∈ Sptγ .
Proof. Let x˜ ∈ Spt γ˜ . Then for all ϵ > 0
γ˜ (Bϵ (x˜)) = γ (F−1(Bϵ (x˜))) > 0.
Now
F−1(Bϵ (x˜)) = {x : |x˜ − F (x)| < ϵ} = {x : |(x˜ − b) −Ax | < ϵ}
⊆ {x : |A−1(x˜ − b) − x | < |A−1 |ϵ} = B |A−1 |ϵ (F−1(x˜)),
so that for all ϵ ′ > 0 we have γ (Bϵ ′(F−1(x˜))) > 0. The other implication follows analogously. 
A.2. Bound on DR . In this subsection we show how the quantity DR(ρ0, ρ1) can be bounded in
terms of the Hölder semi-norms of the densities ρ0, ρ1:
Lemma A.4. Let ρ0, ρ1 ∈ C0,α , α ∈ (0, 1), be two probability densities with bounded support, and
such that 12 ≤ ρ j ≤ 2, j = 0, 1, on their support. If ρ0(0) = ρ1(0) = 1, then for all R > 0 such that
BR ⊆ Spt ρ j , j = 0, 1, we have
DR . R2α
(
[ρ0]2α,R + [ρ1]2α,R
)
. (A.4)
Proof. By the denition (1.11) of κj := κρ j and using ρ j (0) = 1, Jensen’s inequality implies
|κj − 1|2 = |κj − ρ j (0)|2 ≤ 1|BR |
∫
BR
|ρ j (x) − ρ j (0)|2 dx ≤ [ρ j ]2α,RR2α .
If R > 0 is such that BR ⊆ Spt ρ j , the assumption that ρ j is bounded away from zero on its support
implies that κj & 1. The claimed inequality (A.4) then follows with Lemma A.5. 
Lemma A.5. Let ρ ∈ C0,α , α ∈ (0, 1), be a density with bounded support, and such that 12 ≤ ρ ≤ 2
on its support. Then
1
Rd+2
W 2BR (ρ,κ) . R2α [ρ]2α,R .
Proof. By the assumptions on ρ, the 2-Wasserstein distance between ρ dx and κ dx restricted to
BR can be bounded by
W 2BR (ρ,κ) . ‖∇Ψ‖2L2(BR ),
where Ψ is the mean-zero solution of the Neumann problem{ −∆Ψ = ρ − κ in BR ,
∇Ψ · ν = 0 on ∂BR , (A.5)
see [San15, Theorem 5.34]. Global Schauder theory27 for (A.5) implies that
1
R2
sup
BR
|∇Ψ|2 . ‖ρ − κ‖2C0(BR ) + R
2α [ρ − κ]2α,R . R2α [ρ]2α,R ,
so that
W 2BR (ρ,κ) . ‖∇Ψ‖2L2(BR ) . R
d sup
BR
|∇Ψ|2 . Rd+2R2α [ρ]2α,R .

27See for instance [Tro87, Theorem 3.16] for details.
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A.3. A localization formula for the transport cost.
Lemma A.6. Let pi ∈ Π(µ,ν ) and dene (ρ, j) via (1.20). Then for any R > 0,∫
1BR (ty + (1 − t)x)|x − y |2 dt dpi =
∫
BR×[0,1]
1
ρ
|j |2. (A.6)
Proof. Since for any ξ ∈ Rd we have that ξ · (y − x) − |ξ |22 ≤ 12 |x − y |2, it follows with (1.27) that∫
BR×[0,1]
1
ρ
|j |2 ≤
∫
1BR (ty + (1 − t)x)|x − y |2 dt dpi .
For the reverse inequality we use the fact that we have∫ 1
ρ
|j |2 =
∫
|x − y |2 dpi =
∫
|x − y |2
(
1BR (ty + (1 − t)x) + 1BcR (ty + (1 − t)x)
)
dt dpi
to obtain ∫
1BR (ty + (1 − t)x)|x − y |2 dt dpi =
∫
BR×[0,1]
1
ρ
|j |2 +
∫
BcR×[0,1]
1
ρ
|j |2
−
∫
1BcR (ty + (1 − t)x)|x − y |2 dt dpi .
Note that by (1.27) for BcR instead of BR , we also have∫
BcR×[0,1]
1
ρ
|j |2 ≤
∫
1BcR (ty + (1 − t)x)|x − y |2 dt dpi ,
so that ∫
1BR (ty + (1 − t)x)|x − y |2 dt dpi ≤
∫
BR×[0,1]
1
ρ
|j |2.

A.4. A property of semi-convex functions.
Lemma A.7. Let C ∈ R and assume that v : Rd → R is C-semi-convex, that is, x 7→ v(x) + C2 |x |2
is convex. Then
‖∇v ‖L∞(B1) . ‖v ‖
1
2
C0(B3)max{‖v ‖
1
2
C0(B3),C
1
2 }. (A.7)
Proof. Notice rst that by semi-convexity, the gradient of v exists a.e. Convexity of x 7→ v(x) +
C
2 |x |2 implies that for a.e. y and all x ,
∇v(y) · (x − y) ≤ v(x) −v(y) + C2 |x − y |
2.
In particular, for a.e. y ∈ B1 and every x ∈ B3 lying in a cone of opening angle 2pi3 with apex at y
and axis along ∇v(y), so that ∇v(y) · (x − y) ≥ 12 |∇v(y)| |x − y |, we have
|∇v(y)| . ‖v ‖C0(B3)|x − y | +C |x − y |.
Optimizing in |x − y | then gives (A.7). 
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Appendix B. The change of coordinates Lemma 1.13
Proof of Lemma 1.13. First, we clearly have ρ̂0(0) = ρ̂1(0) = 1 and ∇x̂ŷĉ(0, 0) = −I. It is also easy
to check that pi ∈ Π(ρ̂0, ρ̂1). Let us now compute∫
ĉ(x̂ , ŷ)pi (dx̂dŷ) = γ
ρ0(0) detB
∫
c(Q−1(x̂ , ŷ)) (Q#pi )(dx̂dŷ)
=
γ
ρ0(0) detB
∫
c(x ,y)pi (dxdy).
Thus, ĉ-optimality of pi is equivalent to c-optimality of pi . Indeed, if pi is not optimal for the
cost ĉ then one can nd a coupling σ̂ ∈ Π(ρ̂0, ρ̂1) such that
∫
ĉ(x̂ , ŷ) σ̂ (dx̂dŷ) <
∫
ĉ(x̂ , ŷ)pi (dx̂dŷ).
Dening now σ := ρ0(0) detB (Q−1)#σ̂ ∈ Π(ρ0, ρ1), the previous computation would yield∫
c(x ,y)σ (dxdy) <
∫
c(x ,y)pi (dxdy),
a contradiction. 
Remark B.1. It is also possible to prove the ĉ-optimality of pi by showing that Sptpi is ĉ-cyclically
monotone, which characterizes optimality (see for instance [San15, Theorem 1.49]). This property
readily follows from Lemma A.3 and the c-cyclical monotonicity of Sptpi .
Appendix C. Some aspects of Campanato’s theory
Lemma C.1. Let R > 0, 12 ≤ ρ0 ≤ 2 on BR , and assume that the coupling pi ∈ Π(ρ0, ρ1) satises
(4.32) for α ∈ (0, 1). For r < R2 let Ar = Ar (x0,pi ) ∈ Rd×d and br = br (x0,pi ) ∈ Rd be the (unique)
minimizers of
inf
A,b
∫
(Br (x0)∩BR )×Rd
|y − (Ax + b)|2 dpi .
Then there exist A0 ∈ Rd×d and b0 ∈ Rd such that Ar → A0 and br → b0 uniformly in x0 and the
estimates (4.62) hold.
For the proof we need the following lemma, which can be found for instance in [Cam64, Proof
of Lemma 2.I]:
Lemma C.2. Let P(x) = Ax + b for some A ∈ Rd×d and b ∈ Rd . Then for any x0 ∈ Rd and r > 0
there holds
|A|2 . 1
rd+2
∫
Br (x0)
|P(x)|2 dx , and |b |2 . 1
rd
∫
Br (x0)
|P(x)|2 dx . (C.1)
Proof of Lemma C.1. We only give the proof for Ar , as the one for br is analogous. Without loss
of generality we may assume that r is small enough such that Br (x0) ⊂ BR .
Step 1 Dene
Pr (x) := Arx + br . (C.2)
We claim that for any k ∈ N0 there holds∫
Br 2−k−1 (x0)
|Pr2−k (x) − Pr2−k−1(x)|2ρ0(x) dx . [[pi ]]2α 2−k (d+2+2α ) rd+2+2α . (C.3)
Indeed, since pi ∈ Π(ρ0, ρ1) and Br2−k−1(x0) ⊂ Br2−k (x0), we may estimate∫
Br 2−k−1 (x0)
|Pr2−k (x) − Pr2−k−1(x)|2ρ0(x) dx =
∫
Br 2−k−1 (x0)×Rd
|Pr2−k (x) − Pr2−k−1(x)|2 dpi
.
∫
Br 2−k (x0)×Rd
|y − Pr2−k (x)|2 dpi +
∫
Br 2−k−1 (x0)×Rd
|y − Pr2−k−1(x)|2 dpi ,
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so that by the denition of Ar and br as minimizers and the denition (4.32) of [[pi ]]α , the bound
(C.3) easily follows.
Step 2 We claim that for any i ∈ N,
|Ar −Ar2−i | . [[pi ]]α
i−1∑
k=0
2−kα rα . (C.4)
Indeed, writing the dierence as a telescopic sum, we may apply Lemma C.2 to the polynomial
Pr2−k − Pr2−k−1 to obtain
|Ar −Ar2−i | ≤
i−1∑
k=0
|Ar2−k −Ar2−k−1 |
(C.1)
.
i−1∑
k=0
(
2(k+1)(d+2) 1
rd+2
∫
Br 2−k−1 (x0)
|Pr2−k − Pr2−k−1 |2 dx
) 1
2
,
so using that 12 ≤ ρ0 ≤ 2 on Br2−k−1(x0), the claim follows with (C.3).
Step 3 We show next that the sequence {Ar2−i }i ∈N converges as i →∞ to a limitA0 independent
of r .
Indeed, for any i > j we may use (C.4) to estimate
|Ar2−j −Ar2−i | . [[pi ]]α
i−1∑
k=j
2−kα rα
i, j→∞−→ 0,
since the series
∑∞
k=0 2−kα converges. Hence, the sequence {Ar2−i }i ∈N is Cauchy and there exists
A0 ∈ Rd×d such that Ar2−i → A0 as i →∞.
To see the independence of the limit of r , let 0 < r < ρ < R2 be small enough. Then applying
Lemma C.2 to the function Pr2−j − Pρ2−j for j ∈ N gives
|Ar2−j −Aρ2−j |2
(C.1)
. 2j(d+2)r−d−2
∫
Br 2−j (x0)
|Pr2−j (x) − Pρ2−j (x)|2 dx ,
which can be bounded similarly to Step 1 to yield
|Ar2−j −Aρ2−j |2 . 2−2jαr 2α [[pi ]]2α
(
1 +
(ρ
r
)d+2+2α ) j→∞−→ 0.
The claimed inequality (4.62) now follows easily by letting i →∞ in (C.4). 
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