Throughput maximization of an adaptive transmission system with a finite number of transmitted power levels and code rates for communication over slow fading channels is analyzed based on the concept of information outage. Properties of throughput maximizing policies lead to an iterative algorithm that yields good system designs. Numerical results show that carefully designed discrete adaptive transmission systems with a small number of power levels and code rates can achieve throughput values close to ergodic capacity.
I. Introduction
In third generation cellular systems [1] , [2] , [3] , [4] , adaptation at the transmitter is one of the core technologies leading to power efficient wireless data communication systems. The work of Goldsmith and Varaiya [5] shows that the ergodic capacity of a fading channel can be achieved by employing an adaptive transmission system with variable transmitted power and variable code rate assignment.
An optimum adaptive transmission system [5] requires knowledge of the current channel state at the transmitter. In addition, both transmitted power and code rate assignments must adapt continuously to changes in the channel state. Both of these requirements have been widely adopted in further work on information theoretic aspects of communication over fading channels [6] , [7] . Unfortunately, these requirements are hard to satisfy in practice. In order to simplify an adaptive transmission system, an adaptive M-ary quadrature amplitude modulation (MQAM) with a finite number of modulation levels and an adaptive trellis-coded modulation (TCM) scheme with a finite number of code rates are proposed in [8] and [9] , respectively. More recently, an adaptive transmission design based on outdated channel information and either MQAM or TCM is proposed in [10] . This paper examines throughput maximization of a discrete adaptive system with a finite number of power levels and code rates. In this problem, the challenge is twofold. First, the throughput maximization problem for such a system is hard to formulate, especially when channel coding is involved. Second, the problem requires joint optimization of a number of parameters.
We assume a slow multiplicative fading environment where the channel is constant during the transmission of a codeword. The channel state space is partitioned into a finite number of quantization intervals and it is assumed that the transmitter learns the quantization interval of the current channel state instead of the exact channel state. From this information, the transmitter selects a corresponding pair from a finite set of code rate and power level pairs to encode and transmit the information message, respectively. For convenience, we only consider the case where the number of quantization intervals, code rates, and power levels are equal even though it is possible for these to differ in a specific system design.
For a multiplicative fading channel with AWGN, the coding theorem in [5] states that an adaptive transmission system can achieve ergodic capacity by using the water-filling power assignment and channel codes which achieve the maximum mutual information at each channel state. Hence, we employ the same class of codes at each quantization level as [5] . Related coding theorems can also be found in [11] , [12] , [13] .
For a discrete adaptive system it is possible that the instantaneous mutual information corresponding to a channel state is less than the assigned code rate. In this case, an information outage event occurs. The information outage is an intrinsic characteristic of slow fading channels and, consequently, the strict sense Shannon capacity is zero in slow fading channels [14] . During an outage, a transmission is not considered reliable and, thus, it is frequently convenient to assume that the transmitted data can be ignored [11] . This assumption leads to the capacity versus outage problem which focuses on the tradeoff between the outage probability and the supportable rate [7] , [15] . The practice of ignoring data received during an outage is supported by the fact that the outage probability matches well the error probability of actual codes [16] , [17] . Consequently, we characterize the performance of a system design based on the concept of average reliable throughput, defined as the average data rate assuming zero rate when the channel is in outage. Henceforth, our central topic is finding the maximum average reliable throughput, also termed capacity, of a discrete adaptive system communicating over a slow fading channel.
Following the formulation of the discrete adaptive system design problem, we focus on exploring the optimum (capacity-achieving) policies where a policy is defined as an ensemble of the channel state space partition and corresponding power and rate allocations. In this work, we will show that, for an optimum policy, an outage can occur only for a set of channel states within the first quantization interval. In other quantization intervals the assigned rates support the worst channel state of that interval. An optimum policy can be Sept. 24, 2001 DRAFT uniquely characterized by the channel state space partition, first interval rate assignment, and the power level assignments. The optimum power level allocation has a water-filling character. When the number of levels approaches infinity, reasonably designed discrete adaptive transmission schemes with a water-filling power assignment and an equal probability partition of the channel state space can achieve the ergodic capacity.
We emphasize that finding an optimum policy is still a challenging non-convex optimization problem. Since brute force searching over a space of policies at a high resolution has complexity that increases exponentially with the number of quantization levels, we present an iterative algorithm that numerically evaluates capacity lower bounds and determines corresponding suboptimum policies. The computation complexity of the algorithm is linear in the number of levels and the achieved rates can be very close to the true capacity.
II. System Model and Problem Formulation
We consider a multiplicative flat fading channel model similar to that in [5] . The complex received signal
where S is the channel (fading) state, X is the complex transmitted signal, and W is a circularly symmetric additive white Gaussian noise (AWGN) with variance N 0 . The channel state S is a real random variable of unit mean with a probability density function (PDF) f (s), a cumulative distribution function (CDF) F (s), and a domain S = {s|s ≥ 0}. It is also assumed that the fading is sufficiently slow that the channel state is constant during the transmission of a codeword.
The proposed adaptive transmission system quantizes any channel state s to one of L
When the channel state s ∈ V l , the encoder at the transmitter generates codewords of a code rate r l and the codewords are transmitted at a power level p l = E {|X| 2 |s ∈ V l }, where E {·} denotes expectation. Since (1) describes an AWGN channel for any given s ∈ S, the corresponding maximum mutual information is given by An adaptive transmission policy is defined by a set of quantization levels {v l } and the corresponding set of power and rate assignment pairs {(p l , r l )}, or equivalently, by the triple of L by 1 vectors
For any s ∈ V l , given a power level and code rate assignment pair (p l , r l ), it is guaranteed that the information will be successfully received only if R(p l s) ≥ r l . Hence, following the established outage probability definition [15] , we define the conditional outage probability as
Given a policy (p, v, r), the average reliable throughput is
Note that this definition hinges on the assumption that no information is successfully received during an outage. Here, we adopt the following convention: p l = 0 implies that r l = 0 and, consequently, there is no decoding error and no outage when no transmission is attempted.
, the average power of the policy (p, v, r) is
If the average power is upper bounded by p, the set of feasible L-level transmission policies
We define the maximum average reliable throughput over all L-level policies to be
A corresponding capacity achieving policy is referred to as an optimum policy (p * , v * , r * ).
III. Properties of Optimum Policies
In this section, we present sketches of power allocations as a function of the channel state and illustrate a number of useful properties of optimum policies. These properties are helpful in simplifying the optimization problem (7). One possible policy assignment is depicted in Fig. 1 develop an implicit characterization of the assigned rates for an optimal policy.
This proof, as well as proofs of other lemmas and theorems, can be found in Appendix A.
Without loss of generality, we assume that any policy of interest (p, v, r) also satisfies the condition (8) . Consequently, for any policy (p, v, r) for which (8) holds and for any quantization interval V l , strict monotonicity of R(·) implies that we can find a unique channel state q l ∈ V l such that r l = R(p l q l ). This defines a one to one mapping between channel states {q 0 , . . . , q L−1 } and the respective rate assignments {r 0 , . . . , r L−1 } for a given power policy.
In particular, q l is the worst channel state in V l that still allows for reliable communication at a rate r l . Therefore, it will be more convenient to redefine transmission policies of interest as vector triples (p, v, q). Accordingly, such a policy assignment can be illustrated by using a plot such as the one in Fig. 1 , where all vector parameters are depicted.
With the introduction of q, the conditional outage probability in (3) can be interpreted
as the probability that s ∈ V l is worse than the worst reliable channel q l , i.e.,
With (4) and (10), the average rate can be expressed in terms of the vector q as
The next lemma, which follows from the monotonicity of R(p l q l ) with respect to p l , says that an optimum policy meets the average power constraint with equality.
As clear from (11) and Fig. 1 , an outage interval does not contribute to the overall average rate. Thus, one could intuitively assume that an optimum policy should minimize such
intervals. An extreme case is q l = v l , which implies that there is no outage interval.
Theorem 1 Given an arbitrary policy
In the general case of arbitrary power levels, Theorem 1 is due to the concavity and monotonicity of R(·); the proof is in Appendix A. In the special case when a policy has an increasing power allocation as depicted in Fig. 2 , it is relatively simple to demonstrate Theorem 1. As noted earlier from (11) 
where we use the notation q L = ∞.
In the following, we assume that the CDF F (s) is a strictly increasing function of s and, instead of optimizing the policy (p, q), we equivalently optimize a policy (p, a), where
Using the shorthand q(a) = F −1 (a), the average reliable throughput in terms of the pair (p, a) has the form:
The average power constraint is
Among the set of L-level policies,
and a feasible policy from (16) is an optimum policy if it achieves the L-level capacity
Hence, Theorem 1 now implies the following corollary.
Although the new optimization problem (17) is somewhat simpler than (7), it is still nonconvex and difficult to solve in the general case. The following theorem provides a further characterization of the optimum policies. It shows that, given any adaptation partition now defined by q, the optimum power assignment is a water-filling assignment [12] . Theorem 2 Given a partition a, the optimum power allocation is water-filling,
where the water-filling level 1/λ is chosen to satisfy the average power constraint ρ(p, a) = p.
Note that the powers p l allocated according to Theorem 2 are non-decreasing in l. Also,
given an arbitrary partition a, water-filling may result in a collection of l ′ > 1 intervals {V l |l ≤ l ′ } with power p l = 0. However, there is no benefit in terms of the average reliable throughput to design policies with more than one zero power interval. The following lemma
shows that the average reliable throughput can be increased by subdividing intervals with non-zero power.
and [x, a l+1 ), such that its average throughput contribution strictly increases while the average power does not change.
As illustrated in Fig. 3 , greater efficiency can result from repartitioning an arbitrary policy by merging all intervals with zero power into a single interval and subdividing a non-zero power interval. Thus Lemma 3 yields the following corollary.
Corollary 2 For an optimum policy (p * , a * ) only p * 0 can be zero.
IV. An Asymptotically Optimum Policy
The ergodic capacity of a fading channel [5] can be written as
where s 0 is a cut-off value which is strictly positive for a finite average power constraint
where p(s) is a continuous water-filling power assignment given by
Sept. 24, 2001 DRAFT Intuitively, for our discrete adaptive system, when L increases to infinity, the corresponding capacity C L should converge to the ergodic capacity. For a reasonably good policy (p, a), it is expected that the corresponding average reliable throughput R L (p, a) should also converge to the ergodic capacity. This property is referred to as asymptotic optimality.
Although we gained some insight on construction of good policies in the previous section, the design of an optimum partition a * remains unknown. Here, we verify the asymptotic optimality of a policy based on a channel state partition which is uniform in probability.
This design is a building block and the starting point of our iterative algorithm in the next section. We compare the ergodic capacity with the average reliable throughput of an L-level policy (p † , a † ) with the rate/quantization level assignment
and the water-filling power assignment (18) . Here, we deliberately set a † 0 = a † 1 which leads to p † 0 = 0 after water-filling. Although suboptimal, this choice will simplify subsequent arguments. Based on (18), we have that p † l for l = 0 can be expressed as follows.
Since
The similarity between the power allocation functions p(s) in (21) and p † l in (23) is helpful in demonstrating that R † L is asymptotically optimal, as elaborated on in the proof of the following theorem.
The implication of Theorem 3 is that, for sufficiently large L, the optimization over the partition q is of less importance. Allocating the power in a water-filling manner and assigning the corresponding code rates allow for an average throughput which is close to the ergodic capacity for a given "reasonable" partition a. On the other hand, an arbitrarily chosen partition a may not lead to an asymptotically optimum policy. Moreover, arguments given
here imply that the joint partition and power-rate optimization will offer more significant improvement when L is small.
V. Iterative Policy Improvement
Finding an optimum policy (p * , a * ) that achieves the capacity C L is a challenging optimization problem. The following simple example illustrates that the problem could be non-convex and that there might be multiple local maxima. In this example, we assume L = 1 so that the equality in the average power constraint yields p 0 =p. The objective function (average reliable throughput) is
where q 0 = q(a 0 ) and R(q 0 p 0 ) is a monotonically increasing function shown in Fig. 4(a) . Let q 0 be the one shown in Fig. 4(b) , then R 1 (a 0 ) has two local maxima and is not concave as shown in Fig. 4 
(c).
One way of finding the optimum policy is brute force maximization of (17) over a quantized space of all possible pairs of power and partition assignments. This approach entails quantization of continuous policy variables p and a and can only be taken for a very small number of quantization levels L since its complexity increases exponentially in L. In Fig. 6 , we present an iterative algorithm that finds a good policy (p
The first two steps initialize the algorithm with the asymptotically optimum policy (p
with throughput R † L . The rest of the algorithm consists of the following three local optimization techniques:
• Water-filling (Theorem 2) to optimize power allocation given a partition;
• Water-spilling to optimize the intervals while satisfying by the power constraint (16);
• Repartitioning (Lemma 3) to re-allocate zero power intervals. The convergence of the algorithm follows from the fact that the average reliable throughput will be nondecreasing at each step of the algorithm and is upper-bounded by C [5] . Thus,
We note that a water-filling step may result in several zero power assignments (p l = 0), which is suboptimal according to Corollary 2. We will see that water-spilling may not be able to remedy this. Thus we employ repartitioning, as illustrated in Fig. 3 For iterative adjustment of the partitions, we employ a local optimization technique called water-spilling that varies boundaries a l one at a time. Fig. 5 depicts a policy before and after such local optimization. The water-spilling technique is designed to satisfy the average power constraint (15) . Since the quantization intervals in Fig. 5 are represented in terms of a, the average power assigned to a given interval is equal to the area of its respective rectangle.
To ensure that the power constraint (15) is satisfied with equality regardless of the change in a l , the sum of the areas of the shaded rectangles must remain the same. Consequently, when we shift a l to the right (or, equivalently, increase the rate assignment r l ), power spills from the interval l to raise the power p l−1 .
wherep l is the average power over V l−1 and V l . Consequently, water-spilling suggests maximizing the average reliable throughput over a single variable a l .
Determining the family of twice differentiable distributions F (s) for which the waterspilling objective function is concave in a l is straightforward. For such distributions any convex searching algorithm can be used in this step. Nevertheless, since water-spilling solves a single parameter optimization problem, any line-search algorithm can be employed over an interval (a l−1 , a l+1 ) for determining a l 1 .
VI. Numerical results
In this section, we present numerical results for the capacity C L and lower bounds of C L obtained by brute force maximization over a quantized space of all possible policies and by using the proposed iterative algorithm, respectively. We compare C L and lower bounds with the ergodic capacity C for two different fading models: Rayleigh and log-normal fading.
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A. Rayleigh Fading Channel
For a Rayleigh fading channel, the fading CDF is
In this case, it is easily verified that the water-spilling objective function is concave. Fig. 7 shows there is a 6 to 7 dB gap between the curves of C and C 1 for a capacity around 1 to 2 bits/sec/Hz. As C 1 is the capacity for constant-rate constant-power transmission, the gap indicates potential gains of the adaptive transmission system. By applying an L = 2 adaptive transmission policy, the required SNR can be reduced by approximately 3 dB in comparison with that by using a constant-power and constant-rate policy. In other words, a 2-level adaptive system can eliminate about half of the SNR gap between the curves of the ergodic and the non-adaptive capacity. Furthermore, increasing L from 2 to 3 yields another 1 dB reduction in the SNR requirement. Note that C 2 and C 3 were obtained by brute force maximization (searching). 1 It can be shown that there are impulsive PDFs for which the objective function has multiple local maxima, and for such distribution functions local maximization algorithms would fail to determine the optimum solution.
B. Log-Normal Fading Channel
With a mean µ and a variance σ, a PDF of a log-normal random variable s [19] L for the log-normal channel with σ = 6 is shown. Here, in comparison to the Rayleigh fading, the log-normal fading channel requires relatively larger L for an adaptive system in order to achieve a performance close to C.
VII. Conclusion
Following the seminal work [5] and the recently introduced concepts of information outage and outage probability [14] , [15] , [11] , we define the throughput maximization problem for discrete adaptive transmission systems. Problem solution is an optimum policy consisting of a channel state space partition and a power and rate allocation. Properties of optimum policies aid in understanding and simplifying the throughput maximization problem.
No closed form optimum policies have been found, nevertheless, we suggest three approaches to obtaining good policies. The first approach is to exhaustively search for good policies over the feasible policy set with a high resolution. Unfortunately, this approach is only effective for cases where L is relatively small since its computational complexity increases exponentially in L. Another approach is to design a reasonably good policy, as shown in Section IV, which provides a very good approximation to an optimum policy when L is large. The last one is an iterative local search algorithm which is particularly useful when the first approach is impractical and the second one is not good enough.
Finally, we have demonstrated that a carefully designed discrete adaptive system with a small number of power levels and code rates can achieve average throughput close to the one obtained by optimum continuous adaptive transmission systems in several slow fading environments. When p * l is zero, (8) is obvious. Otherwise, suppose there is an optimum policy (p, v, r) for which p l > 0 and r l ∈ [R(p l v l+1 ), R(p l v l+1 )) for some l. We construct the policy (p, v, r ′ )
which is a contradiction. Second, if
which is also a contradiction.
2

Proof: Lemma 2
Given a policy (p, v, q), with average power
2
Proof: Theorem 1
Given an arbitrary policy (p, v, q) ∈ π L (p), suppose that there is an l such that v l+1 < q l+1
and 0 ≤ l < L − 1. We will construct a new policy (p
If such scenarios appear more than once, we can repeat the same construction for each such l.
denote the portion of the average transmitted power ρ(p, v, q) associated with channel states s / ∈ [v l , q l+1 ). Therefore, we can write
Based onp, we construct a new policy (p
It follows from (35) 
Since α ≤ 1,p
From (38), (41) and the fact that R(·) is monotonic increasing, we observe that
Note that inequality (a) is due to the concavity of R(·) while (b) holds because R(0) = 0. Following the standard Lagrange procedure, we have
For l > 0,
This leads to
Similarly, if a 0 > 0, we have
and, thus,
If a 0 = 0, then p 0 = 0. Based on (16), 1/λ can be solved and (18) follows immediately.
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Proof: Lemma 3
Proof: Theorem 3
For a sufficiently large L, there exists an l 0 (L) > 0 such that
in order to simplify the following derivations. In this case,
With the same average power p for both the discrete power assignment (23) and the continuous policy (21), we have
We observe that the inequality (56) implies q †
Now we derive a lower bound to
Applying the lower bound (57), we obtain
Below, we will take some additional care to upperbound I †
Using the shorthand V † L−1 for the event S ∈ V † L−1 , we employ (62) to write
Since Pr[V † L−1 ] = 1/L, and since the log function is concave,
The conditional expectation can also be upperbounded as
From (67) and (69), we have that
Finally, we observe that q † l 0
Continuity of the distribution function F (·) implies that lim L→∞ q † l 0 = lim L→∞ q † l 0 +1 = s 0 . This permits us to conclude that
Similarly, (70) implies
Applying (72) and (73) to (65), we see that original allocation allocation after water-spilling 
and stop. Otherwise, set a (k+1) = a (k) , k = k + 1, and go back to step 2. 
