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SPECTRAL CHARACTERIZATION
OF SUMS OF COMMUTATORS II
K.J. Dykema and N.J.Kalton1
27 August, 1997
Abstract. For countably generated ideals, J , of B(H), geometric stability is necessary
for the canonical spectral characterization of sums of (J , B(H))–commutators to hold.
This answers a question raised by Dykema, Figiel, Weiss and Wodzicki. There are some
ideals, J , having quasi–nilpotent elements that are not sums of (J , B(H))–commutators.
Also, every trace on every geometrically stable ideal is a spectral trace.
Introduction
Let H be a separable infinite–dimensional Hilbert space, and let J be a (two-
sided) ideal contained in the ideal of compact operators K(H) on H. We define the
commutator subspace Com J to be the linear span of commutators [A,B] = AB−BA
where A ∈ J and B ∈ B(H).
In the immediately preceding paper, [5] N.J. Kalton showed that, for a wide
class of ideals including quasi–Banach ideals (i.e. ideals equipped with a complete
ideal quasi–norm) Com J has the following spectral characterization. For T ∈ J , let
λk = λk(T ) be the eigenvalues of T listed according to algebraic multiplicity and such
that |λ1| ≥ |λ2| ≥ · · · . Then T ∈ Com J if and only if diag {
1
n
∑n
k=1 λk} ∈ J . The
sufficient condition from [5] for Com J to have a spectral characterization in the above
sense is geometric stability, i.e. the condition that if (sn) is a monotone decreasing
real sequence then diag {sn} ∈ J if and only if diag {(s1 . . . sn)
1/n} ∈ J . (See the
introduction of [5] for background.)
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In §1 of this paper, we show that when J is a countably generated ideal, then
geometric stability is a necessary condition for this spectral characterization of Com J .
In particular, for every countably generated ideal, J , which is not geometrically stable,
we find an element T , of Com J for which diag { 1n (λ1(T ) + · · · + λn(T ))} 6∈ J . We
also give examples of ideals for which spectral characterization of Com J fails in the
opposite direction, and in in an extreme way, in that J has a quasi–nilpotent element
that is not in Com J .
In §2, we show, based on an elementary decomposition result for compact oper-
ators, that every trace, τ , on an arbitrary geometrically stable ideal, J , is a spectral
trace, i.e. for every T ∈ J , τ(T ) depends only on the eigenvalues of T and their
multiplicities.
1. Countably generated ideals
Proposition 1.1. Suppose s1 ≥ s2 ≥ · · · ≥ 0. Suppose that (λn)
∞
n=1 is any sequence
of complex numbers with |λ1| ≥ |λ2| ≥ · · · and such that |λ1 . . . λn| ≤ s1 . . . sn for all
n. Then there is an upper triangular operator A = (ajk)j,k such that sn(A) ≤ sn for
all n and ajj = λj for all j.
Proof. This is the infinite dimensional extension of a result of Horn [3] (see Gohberg–
Krein [2] Remark II.3.1). By Horn’s result we can find for each n an upper–triangular
matrix A(n) = (a
(n)
jk ) such that a
(n)
jk = 0 if max j, k > n, a
n
jj = λj for 1 ≤ j ≤ n and
sj(A
(n)) ≤ sj for 1 ≤ j <∞.
Now we can pass to a subsequence (B(n)) of (A(n)) which is convergent to the
weak operator topology to some operator A = (aij) which is upper–triangular and has
ajj = λj for all j. It remains to show that sj(A) ≤ sj for all j.
Fix j > 1 (the case j = 1 is well known.) For each n there is a subspace
En of dimension j − 1 so that if Pn is the orthogonal projection with kernel En
then ‖B(n)Pn‖ ≤ sj . Let {f
n
k }
j−1
k=1 be an orthonormal basis of En. By passing to
a further subsequence we can suppose that limn→∞ f
n
k = fk exists weakly for each
1 ≤ k ≤ j − 1. Let E be the span of (fk)
j−1
k=1, so that dim E ≤ j − 1. Suppose
x ∈ E⊥. Then lim(x, fnk ) = 0 for 1 ≤ k ≤ j − 1. Hence limn→∞ ‖x − Pnx‖ = 0.
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Thus ‖Ax‖ ≤ lim infn→∞ ‖B
(n)x‖ ≤ lim infn→∞ ‖B
(n)Pnx‖ ≤ sj‖x‖. This shows that
sj(A) ≤ sj. 
Let us introduce a bit of notation. Suppose u = (uj)
∞
j=1 and t = (tj)
∞
j=1 are
decreasing sequences of positive numbers. We write t ≤ u to mean that uj ≤ tj for
every j. For c > 0 we let cu denote the sequence (cuj)
∞
j=1. We let u ⊕ u denote the
sequence (u1, u1, u2, u2, u3, u3, . . . ).
Lemma 1.2. Let u = (uj)
∞
j=1 and t = (tj)
∞
j=1 be sequences of positive numbers de-
creasing to zero such that diag {tj} is in the ideal of compact operators generated by
diag {uj}. Then diag {(t1t2 · · · tk)
1/k} is in the ideal of compact operators generated
by diag {(u1u2 . . . uk)
1/k}.
Proof. The hypotheses imply that there is a positive integer n and a positive number c
such that tnj ≤ cuj for every j, and we may suppose n is a power of 2. Hence, in order
to prove the lemma it will suffice to prove it in each of the following special cases, in
turn.
(i) t ≤ u,
(ii) t = cu for c > 1,
(iii) t = u⊕ u.
The cases (i) and (ii) are clear. If (iii) holds then (t1 . . . t2n)
1/2n = (u1 . . . un)
1/n,
which shows that diag {(t1 . . . tk)
1/k} is in the ideal generated by diag {(u1 . . . un)
1/n},
and the lemma is proved.

Theorem 1.3. Let J be a countably generated ideal in K(H). Then the following
conditions are equivalent:
(i) J is geometrically stable.
(ii) If T ∈ J then diag {λn} ∈ J where λn = λn(T ).
(iii) If T ∈ Com J then diag { 1
n
(λ1 + · · ·+ λn)} ∈ J , for some ordering of λn so
that (|λn|) is decreasing.
Proof. (i) implies (iii) is proved for any ideal in [5]. That (i) implies (ii) is also noted
in [5]; this follows from the inequalities |λn(T )| ≤ (s1(T ) . . . sn(T ))
1/n.
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Since J is countably generated there is a countable family, {u(k) | k ∈ N}, of
decreasing sequences of positive numbers such that T ∈ J if and only if for some k we
have sn(T ) ≤ u
(k)
n for all n ≥ 1. Indeed, let {u(k) | k ∈ N} = {w(i,j) | i, j ∈ N} where
w
(i,j)
n = jw
(i)
n/j and where w
(i)
n = sn(T1) + sn(T2) + · · · + sn(Ti), with {Ti | i ∈ N} a
countable generating set of the ideal J .
We will prove that each of (ii) and (iii) individually implies (i) by supposing that
(i) fails and showing that both (ii) and (iii) fail. If (i) fails then there is a sequence
(tn)
∞
n=1 such that diag {tn} ∈ J but diag {(t1t2 · · · tn)
1/n} /∈ J . Now for every
k ∈ N, since diag {(tn+k)
∞
n=1} generates the same ideal as diag {tn}, it follows from
Lemma 1.2 that diag
{(
(tk+1tk+2 · · · tk+n)
1/n
)∞
n=1
}
/∈ J .
It follows that we can find a sequence mn ↑ ∞ such that if m0 = 0 and pn =
mn −mn−1 for n ≥ 1 then pn/mn → 1 and
wn
def
=

 mn∏
k=mn−1+1
tk


1/pn
> u(n)mn .
Let wk = wn for every mn−1+1 ≤ k ≤ mn. We may assume without loss of generality
that wn > wn+1 for every n ∈ N. By Proposition 1.1 there is an upper triangular
operator A ∈ J with diagonal entries akk = wk for k ∈ N. Now diag (wk) /∈ J by
construction and hence (ii) fails. Therefore (ii) implies (i).
We now show that also (iii) fails, which will finish the proof of the theorem. We
can choose σ1 > σ2 > · · · > 0 decreasing quickly enough so that wn − σn > wn+1
for every n and such that, letting σk = σn for every mn−1 + 1 ≤ k ≤ mn, we have
diag (σk) ∈ J . Define for each n ∈ N
ǫ2n−1 = ǫ2n =
1
2 min(σ2n−1 − σ2n, σ2n − σ2n+1).
Then for every n ∈ N we have that ǫn > 0, that σn − ǫn > σn+1 and that∣∣∣∣∣∣
n∑
j=1
(−1)j−1ǫj
∣∣∣∣∣∣ ≤
{
σn if n is odd
0 if n is even.
Let (µk)
∞
k=1 be the sequence defined by
µk =
{
σn if mn−1 + 1 ≤ k ≤ mn and n is odd
σn − (ǫn/pn) if mn−1 + 1 ≤ k ≤ mn and n is even
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and let (νk)
∞
k=1 be the sequence defined by
νk =
{
σn − (ǫn/pn) if mn−1 + 1 ≤ k ≤ mn and n is odd
σn if mn−1 + 1 ≤ k ≤ mn and n is even.
Note that (uk)
∞
k=1 and (νk)
∞
k=1 are decreasing sequences. Let D1 = diag {µk} and
D2 = diag {νk}. We will show that D1 ⊕ (−D2) ∈ Com J . Let (λ
′
k)
∞
k=1 be the eigen-
value sequence, arranged in some order of decreasing absolute value, of the operator
D1 ⊕ (−D2). We will show that diag {
1
k (λ
′
1 + · · · + λ
′
k)} ∈ J , which by [1] shows
D1 ⊕ (−D2) ∈ Com J . The sequence (λ
′
k)
∞
k=1 is
σ1, . . . , σ1︸ ︷︷ ︸
p1 times
,−σ1 +
ǫ1
p1
, . . . ,−σ1 +
ǫ1
p1︸ ︷︷ ︸
p1 times
, −σ2, . . . ,−σ2︸ ︷︷ ︸
p2 times
, σ2 −
ǫ2
p2
, . . . , σ2 −
ǫ2
p2︸ ︷︷ ︸
p2 times
, . . .
. . . , σ2n−1, . . . , σ2n−1︸ ︷︷ ︸
p2n−1 times
, −σ2n−1 +
ǫ2n−1
p2n−1
, . . . ,−σ2n−1 +
ǫ2n−1
p2n−1︸ ︷︷ ︸
p2n−1 times
,
−σ2n, . . . ,−σ2n︸ ︷︷ ︸
p2n times
, σ2n −
ǫ2n
p2n
, . . . , σ2n −
ǫ2n
p2n︸ ︷︷ ︸
p2n times
, . . . .
Let η′k =
∑k
j=1 λ
′
k. Then for every n ∈ N,
η′2m2n−2+k = kσ2n−1 (1 ≤ k ≤ p2n−1)
η′2m2n−2+p2n−1+k = (p2n−1 − k)σ2n−1 +
kǫ2n−1
p2n−1
(1 ≤ k ≤ p2n−1)
η′2m2n−1+k = ǫ2n−1 − kσ2n (1 ≤ k ≤ p2n)
η′2m2n−1+p2n+k = ǫ2n−1 − (p2n − k)σ2n −
kǫ2n
p2n
(1 ≤ k ≤ p2n).
5
Making crude (but sufficient) estimates, we get
∣∣∣∣∣
η′2m2n−2+k
2m2n−2 + k
∣∣∣∣∣ ≤ σ2n−1 (1 ≤ k ≤ p2n−1)
∣∣∣∣∣
η′2m2n−2+p2n−1+k
2m2n−2 + p2n−1 + k
∣∣∣∣∣ ≤ 2σ2n−1 (1 ≤ k ≤ p2n−1)
∣∣∣∣∣
η′2m2n−1+k
2m2n−1 + k
∣∣∣∣∣ ≤ σ2n−1 + σ2n (1 ≤ k ≤ p2n)
∣∣∣∣∣
η′2m2n−1+p2n+k
2m2n−1 + p2n + k
∣∣∣∣∣ ≤ σ2n−1 + σ2n. (1 ≤ k ≤ p2n)
Using diag {σk} ∈ J we see that diag {
1
k
(λ′1 + · · · + λ
′
k)} ∈ J . Hence by [1] D1 ⊕
(−D2) ∈ Com J .
Let A ∈ J be the upper triangular operator with diagonal entries akk = wk as
constructed above. Consider the operator
T = (A+D1)⊕ (−A−D2).
Then T ∈ Com J because A ⊕ (−A) ∈ Com J and D1 ⊕ (−D2) ∈ Com J . Let
λk = λk(T ) be the eigenvalues of T listed according to algebraic multiplicity and in
order of decreasing absolute value. Then
λ2m2n−2+k = λ
′
2m2n−2+k
+ w2n−1 (1 ≤ k ≤ p2n−1)
λ2m2n−2+p2n−1+k = λ
′
2m2n−2+p2n−1+k − w2n−1 (1 ≤ k ≤ p2n−1)
λ2m2n−1+k = λ
′
2m2n−1+k − w2n (1 ≤ k ≤ p2n)
λ2m2n−1+p2n+k = λ
′
2m2n−1+p2n+k
+ w2n (1 ≤ k ≤ p2n).
6
Let ηk =
∑k
j=1 λj . Then
η2m2n−2+k = η
′
2m2n−2+k + kw2n−1 (1 ≤ k ≤ p2n−1)
η2m2n−2+p2n−1+k = η
′
2m2n−2+p2n−1+k
+ (p2n−1 − k)w2n−1 (1 ≤ k ≤ p2n−1)
η2m2n−1+k = η
′
2m2n−1+k
− kw2n (1 ≤ k ≤ p2n)
η2m2n−1+p2n+k = η
′
2m2n−1+p2n+k
− (p2n − k)w2n (1 ≤ k ≤ p2n).
We will show that diag { 1k (λ1 + · · · + λk)} /∈ J . Since diag {
1
kη
′
k} ∈ J , it will
suffice to show that diag { 1k (ηk − η
′
k)} /∈ J . However, taking the absolute value
of a subsequence of ( 1
k
(ηk − η
′
k))
∞
k=1 and using limn→∞(pn/mn) = 1, we see that
diag { 1k (ηk − η
′
k)} ∈ J would imply diag {wk} ∈ J , which would be a contradiction.
Therefore
diag {
1
k
(λ1 + · · ·+ λk)} /∈ J
and hence (iii) fails.

We will conclude by showing that it is in general impossible to characterize mem-
bership in Com J by considering only the eigenvalues. To this end we will construct
a quasi–nilpotent operator T so that T /∈ Com JT .
We will start by considering any singly generated ideal, J . Then there is decreas-
ing sequence of positive numbers (un) such that T ∈ J if and only for some C > 0
and 0 < α ≤ 1 we have sn(T ) ≤ Cuαn.
Lemma 1.4. Let J and (un) be as above and suppose (vn)
∞
n=1 and (wn)
∞
n=1 are a
pair of real sequences such that
(i) we have v1 ≥ v2 ≥ · · · ≥ 0;
(ii) for each k ≥ 1 the sequence (vn) is constant on the dyadic block
{2k−1, 2k−1 + 1, . . . , 2k − 1};
(iii) for each n ∈ N we have
∏n
k=1 vk ≤
∏n
k=1 uk;
(iv) for each n we have |wn| ≤ |un|;
(v) for each n we have |
∑n
k=1wk| ≤ nvn.
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Then there is an upper-triangular operator A ∈ Com J with ann = wn for all n.
Proof. The proof is essentially the same as for the corresponding result for diagonal
operators in [4] and [1]. We start by setting
ηn = 2
1−k
2k−1∑
j=2k−1
wj
when 1 ≤ k <∞ and 2k−1 ≤ n ≤ 2k − 1. Notice that
|ηn − wn| ≤ un/2
and that, if 2k−1 ≤ n ≤ 2k − 1,
|
n∑
j=1
(ηj − wj)| = |
n∑
j=2k−1
(ηj − wj)| ≤ 2
kun/2
from which it follows that diag {(ηn − wn)} ∈ Com J .
It therefore will suffice to show that there is an upper-triangular operator A in
Com J with ann = ηn for all n. To this end we define a sequence ξn by setting
ξn = 2
1−k
2k−1∑
j=1
ηj = 2
1−k
2k−1∑
j=1
wj
for 2k−1 ≤ n < 2k−1. By hypothesis we have |ξn| ≤ 2vn for every n ∈ N. Now we note
that by Proposition 1.1, there is an upper-triangular matrix C ∈ J with cnn = vn for
every n; hence there is an upper-triangular matrix B ∈ J with bnn = ξn for n ∈ N.
Now consider the isometries U1, U2 defined by U1en = e2n+1 and U2en = e2n.
Consider the commutator [U1B,U
∗
1 ]. We have
[U∗1 , U1B](e2n+1) = Be2n+1 − U1Ben,
[U∗1 , U1B](e2n) = Be2n
and
[U∗1 , U1B]e1 = Be1.
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Similarly
[U∗2 , U2B]e2n = Be2n − U2Ben
[U∗2 , U2B]e2n+1 = Be2n+1
and
[U∗2 , U2B]e1 = Be1.
Thus if A = 12 ([U
∗
1 , U1B] + [U
∗
2 , U2B]) then Ae1 = Be1 and
(Ae2n+1, e2m+1) = (Be2n+1, e2m+1)−
1
2
(Ben, em)
(Ae2n+1, e2m) = (Be2n+1, e2m+1
(Ae2n+1, e1) = (Be2n+1, e1) = 0
(Ae2n, e2m+1) = (Be2n, e2m+1)
(Ae2n, e2m) = (Be2n, e2m)−
1
2
(Ben, em)
(Ae2n, e1) = (Be2n, e1) = 0.
Thus (Aen, em) = 0 if m < n and a11 = ξ1 = η1 while if 2
k−1 ≤ n ≤ 2k − 1
with k ≥ 2 we have ann = ξ2k−1 −
1
2
ξ2k−2 = ηn. Since A ∈ Com J , this completes the
proof. 
We now turn to the construction of some examples of ideals, J , having quasi-
nilpotents that are not sums of commutators.
Examples 1.5. Let 0 = p0 < p1 < p2 < · · · be integers such that pn+1 > pn + 2n2
2n
for every n ≥ 0. Let
uk = 2
−pn if 2pn−1 ≤ k ≤ 2pn − 1, (n ≥ 1)
and let J be the ideal of B(H) generated by diag {uk}
∞
k=1. Then there is a quasi–
nilpotent operator, T ∈ J such that T /∈ Com J .
Proof. Let qn = 2n+ pn and
vk = 2
n2−pn+1 if 2qn−1 ≤ k ≤ 2qn − 1, (n ≥ 1).
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We claim that
k∏
j=1
vj ≤
k∏
j=1
uj (1)
for every k ∈ N. Let log denote the base 2 logarithm. For every n ∈ N, we have
log

 (2
qn )−1∏
j=2
q(n−1)
vju
−1
j

 =2pn((1− 2−pn+pn+1+2n−2)(−pn+1 + pn)+
+ (1− 2−pn+pn−1−2)n22n
)
.
But
1− 2−pn+pn−1−2 < 2(1− 2−pn+pn−1+2n−2)
so
log

 (2
qn)−1∏
j=2
q(n−1)
vju
−1
j

 < 2pn(1− 2−pn+pn−1+2n−2)(−pn+1 + pn + 2n22n) < 0.
Therefore, by induction on n, (1) holds whenever k = 2qn −1. But since vj < uj when
2qn ≤ j ≤ 2pn+1 − 1 and vj > uj when 2
pn+1 ≤ j ≤ 2qn+1 − 1, it follows that (1) holds
for all k ∈ N.
Let σk =
∑k
j=1 uj and
θk = inf
j∈N
(jvj + |σk − σj |).
Then θ1 ≤ v1 ≤ u1 and for k ≥ 2, |θk − θk−1| ≤ uk. Let w1 = θ1 and wk = θk − θk−1
(k ≥ 2). Then for every k ∈ N we have |wk| ≤ uk and 0 ≤
∑k
j=1wj = θk ≤ kvk.
Therefore, by Lemma 1.4 there is an upper triangular A ∈ Com J with diagonal
elements akk = wk. However, also W
def
= diag {wk} ∈ J . Let T = A − W . Then
T ∈ J is quasi–nilpotent. We will show that T /∈ Com J by showing W /∈ Com J .
Suppose for contradiction that W ∈ Com J . Let {λk}
∞
k=1 be a rearrangement of
{wk}
∞
k=1 such that |λ1| ≥ |λ2| ≥ · · · . Then by [1], diag {
1
k (λ1 + · · ·+ λk)} ∈ J . For
every k ∈ N we have ∣∣∣∣∣∣
k∑
j=1
λj −
k∑
j=1
wj
∣∣∣∣∣∣ ≤ 2kuk
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because every wj having absolute value strictly greater than uk appears in both sum-
mations above. Hence diag { 1k (w1 + · · ·wk)} ∈ J , thus by [5, 3.1(3)] there are α > 0
and c > 0 such that
∀k ∈ N
1
k
θk ≤ cuαk. (2)
Let k = 2pn+n. We will find a lower bound for θk which will contradict (2). Routine
estimation reveals that
jvj + |σk − σj | ≥


1
2 if j < 2
pn−1
1 if 2pn−1 ≤ j ≤ 2qn−1 − 1
2−pn+1+pn+2n if 2qn−1 ≤ j ≤ 2pn − 1
2−pn+1+pn+2n if 2pn ≤ j ≤ 2pn+n − 1
2−pn+1+pn+3n if 2pn+n ≤ j ≤ 2pn+2n − 1
2−pn+1+pn+2n−1 if 2qn ≤ j ≤ 2pn+1 − 1
1
2 if 2
pn+1 ≤ j.
Considering all cases, we find θk ≥ 2
−pn+1+pn+2n−1, so 1
k
θk ≥ 2
−pn+1+n−1. Let α > 0
be arbitrary. If n is so large that 2n > α−1 then uαk = 2
−pn+1 and 1kθk/uαk ≥ 2
n−1,
which grows without bound as n→∞, contradicting (2).

2. Spectral traces.
Let J be an ideal of compact operators. A trace on J is a linear functional,
τ : J → C that is unitarily invariant, or, equivalently, that vanishes on Com J . In
this section, we show that, as a consequence of [5, Theorem 3.3], every trace on a
geometrically stable ideal is a spectral trace, i.e. for every T ∈ J , τ(T ) depends only
on the eigenvalues of T , listed according to algebraic multiplicity.
In the following, given a (compact) operator, T , on some Hilbert space H, the
spectrum of T will be denoted σ(T ). If λ ∈ σ(T )\{0} then Eλ(T ) will denote the finite
dimensional subspace,
⋃
n≥1 ker(λ− T )
n. Note that Eλ(T ) is invariant under T , and
has dimension equal to the algebraic multiplicity of λ as an eigenvalue of T . We will
denote by Pλ the orthogonal projection of H onto Eλ(T ).
Lemma 2.1. Let T be a compact operator on infinite dimensional Hilbert space H,
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and suppose λ ∈ σ(T )\{0}. Then
σ
(
(1− Pλ)T (1− Pλ)
)
= σ(T )\{λ}. (3)
Proof. Since both T and its compression are compact operators on infinite dimensional
Hilbert space, 0 is an element of both sides of (3). Suppose µ ∈ σ(T )\{0, λ}. Then
there is nonzero ζ ∈ H such that Tζ = µζ. One easily sees that (1− Pλ)ζ is nonzero
and is an eigenvector of (1 − Pλ)T (1 − Pλ) with eigenvalue µ. This shows that the
inclusion ⊇ holds in (3).
To show the opposite inclusion, suppose µ ∈ σ((1 − Pλ)T (1 − Pλ))\{0}. Then
there is nonzero ζ ∈ (1− Pλ)H such that (1− Pλ)Tζ = µζ. Thus
η
def
= (µ− T )ζ ∈ Eλ(T )T. (4)
Suppose µ 6= λ. Since PλTPλ has spectrum {λ}, there is η
′ ∈ Eλ(T )T such that
(µ− T )η′ = η. Let ξ = ζ − η′. Then ξ 6= 0 and (µ− T )ξ = 0; hence µ ∈ σ(T ).
If, on the other hand, µ = λ, then from (4) we have ζ ∈ Eλ(T )T , a contradiction.

Let P be the projection of H onto
span
⋃
λ∈σ(T )\{0}
Eλ(T ).
Note that PTP = TP . Choosing bases for all the Eλ(T ) and applying Gramm–
Schmidt, we can find an orthonormal basis for PH with respect to which PTP is
upper triangular and has on the main diagonal all the elements of σ(T )\{0} repeated
according to their algebraic multiplicities. Thus σ(PTP ) = σ(T ).
Lemma 2.2. Let T be a compact operator on infinite dimensional Hilbert space H,
and let P be the projection defined above. Then (1− P )T (1− P ) is quasi–nilpotent.
Proof. Suppose for contradiction there is nonzero µ ∈ σ((1−P )T (1−P )). Then there
is nonzero ζ ∈ (1 − P )H such that η
def
= (µ − T )ζ ∈ PH. If µ /∈ σ(T ) then since
σ(T ) = σ(PTP ), there is η′ ∈ PH such that (µ − T )η′ = η. Thus ζ − η′ 6= 0 and
(µ− T )(ζ − η′) = 0, contradicting that µ /∈ σ(T ).
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If, on the other hand, µ ∈ σ(T ) then η = ηµ + ηo where ηµ ∈ Eµ(T ) and ηo ⊥
Eµ(T ). By Lemma 2.1, µ is not in the spectrum of (P − Pµ)T (P − Pµ), so there is
η′ ∈ (P − Pµ)H such that (P − Pµ)(µ− T )η
′ = ηo. Thus (µ− T )(ζ − η
′) ∈ Eµ(T ), so
ζ − η′ ∈ Eµ(T ), which contradicts the choice of ζ.

Lemma 2.3. Let T ∈ B(H). Suppose that for a projection P , PTP and (1−P )T (1−
P ) are quasi–nilpotent and (1− P )TP = 0. Then T is quasi–nilpotent.
Proof. For convenience write P1 = P and P2 = 1− P . Then
Tn = (P1TP1)
n +
n−1∑
k=0
(P1TP1)
n−k−1(P1TP2)(P2TP2)
k + (P2TP2)
n.
Now some elementary estimates and the quasi–nilpotence of P1TP1 and P2TP2 show
that T is quasi–nilpotent.

Putting together these lemmas, we have the following.
Proposition 2.4. Let T be a compact operator on infinite dimensional Hilbert space
H. Then T = D+Q, where D is a normal operator whose eigenvalues and multiplicities
are equal to those of T , and where Q is a quasi–nilpotent operator.
Corollary 2.5. Let J be a geometrically stable ideal of compact operators and let
T ∈ J . Then T = D +Q where D ∈ J is normal and Q ∈ J is quasi–nilpotent.
Proof. If λk = λk(T ) are the eigenvalues of T listed according to algebraic multiplicity,
then the inequality |λ1 · · ·λk| ≤ |s1(T ) · · · sk(T )| and the geometric stability of J imply
that D ∈ J .

Corollary 2.6. Let J be a geometrically stable ideal and suppose τ is a trace on J .
For every given T ∈ J , the value τ(T ) depends only on the eigenvalues of T and their
algebraic multiplicities.
Proof. Using the decomposition T = D + Q from Corollary 2.5 and the spectral
characterization of Com J in [5, 3.3], it follows that Q ∈ Com J ⊆ ker τ . Hence
13
τ(T ) = τ(D).

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