Glostrup/Copehagen, Denmark. segmented flow system started with the auto-analysers of Skeggs [2], that were made commercially available at the end of the 1950s. This process has continued through many phases with the most recent advances being in the area of robotics [3] . Mechanization figure) and the open or stand-alone system (total figure). Metarules are part of the procedural knowledge of expert systems. They are used to evoke programs and to guide the inference process and thus define how to use the rules in the system. They are basic blocks of (usually) IF_THEN rules for exhaustive mapping.
Introduction
Automation was introduced fairly late in the field of clinical chemistry. In the 1930s, increasing use was made of simple instruments based on classical principles of analytical chemistry. Instrumental analysis became more important because of a switch to physical and physicochemical measurement approaches. The latter methods were often more sensitive and could be used to quantify smaller amounts ofanalytes; they were frequently simpler and tiaster than more conventional methods [1] . Spectrometers, flame spectrometers, instrumentation using electrochemical electrodes and instrumental separation methods (centrifugation, electrophoresis) were particularly important in this respect.
Until 1950 it was still common for clinical chemists to do determinations manually using instruments for the measurement step only. The mechanization of sampleprocessing functions was greatly influenced by the Correspondence to John F. Place, DAKO A/S, Produktionsvej 42, 2600 Glostrup/Copehagen, Denmark. segmented flow system started with the auto-analysers of Skeggs [2] , that were made commercially available at the end of the 1950s. This process has continued through many phases with the most recent advances being in the area of robotics [3] .
Mechanization and automation of most of the functional components of analytical systems [4] (natural) intelligence. This approach is so different that it is sometimes termed naturally intelligent' to distinguish it from other artificial intelligence approaches [5] . In this paper no such distinction will be made and all machine intelligence will be described as artificial.
Despite these advances, or (bottom half of the figure) and the open or stand-alone system (total figure). [74] Gill et al. [75] O'Connor [9] Pfurtscheller et al. [78] Marchevsky [76] Merry [77] de Swaan et al. [78] Pohl and Trendelenburg [79] [27] ). Perry [28] [31] ) and AI/COAG (Lindberg et al. [32] ). Present Illness Program, PiP (Pauker et al. [33] ), Acid-Base Electrolytes, ABEL (Paril et al. [34] ), and INTERNIST-1 (Miller et al. [35] ) are hypothesis-based systems (Bouckaert [36] ). Many medical problems, especially those related only to laboratory data, can be solved using conventional algorithms as they contain data of known imprecision. It has been suggested that only solutions requiring between 10 min and 3 h of clinician time are suitable for expert systems (Frenzel [37] ). The upper limit may be the boundary for knowledge representation.
In a review by Winkel [38] , 13 A successful neural network will show a balance between the error that it exhibits with its training set and its power to generalize based on the training set. Reduction of training error should thus be treated with caution as overtraining can seriously impair generalization power (Astion et al. [43] ). It is known that the number and size of hidden neuron layers influences the representation capabilities and the generalization power of the neural network, yet these parameters are often chosen quite arbitrarily.
Expert systems are used widely in clinical laboratories for the validation of biochemical data. For example, Valdigui et al. [44] have used VALAB, an expert system, incorporating 4500 production rules and the forward chaining inference engine KHEOPS, to validate more than 50 000 The requirements for an ideal troubleshooting system include minimizing the probability of false alarms and of 
User interfaces
The success of knowledge-based instrumentation systems depends to a great extent on the man-machine interface, both during development when the domain expert and knowledge engineer provide the system with a representation of real knowledge and human reasoning, and later when the user tries to implement the system. [57] and a draft reviewer guidance [58] . This is supported by a technical report [59] [63] , Quaglini and Stefanelli [64] ). This situation is changing as validation, verification and maintenance tools are introduced (Pau [14] ).
Evaluation of an AI system in operation depends on the domain and the clinical role it is expected to play. There are a number of issues of interest that are very difficult to assess, for example the impact of the system on the quality of health care and the user's subjective reaction to the system. Mainly because of this there are few evaluations of operational systems.
The need for transparency
We would like greater transparency in the application of artificial intelligence in the clinical laboratory. It is particularly difficult in the clinical laboratory environment to evaluate embedded expert system as they generally appear as black boxes to the user. Wulkan [7] asks the question who is to be held responsible if the system contributes with faulty information that could result in a decision that ultimately proves fatal to the patient?
Hoffmann [65] suggests that responsibility should lie with those who apply such systems to provide information for the clinic.
There is a danger that expert systems may lend authority and even prejudices to shallow decisions by not disclosing the exact nature of the inference mechanisms, not identifying the human experts who have provided the expertise or the knowledge engineers who have interpreted this expertise for the expert system, or not disclosing the learning set used to train a neural network. Neural networks in particular are less amenable to logical explanation, although they can be evaluated in terms of the training data and the network performance on test data (Hart and Wyatt [66] ). There are positive signs that this situation is beginning to change, with the introduction of explanation facilities that are also implemented on neural networks (Pau [14] 
