Visualization empowers people to discover patterns and anomalies in data by noticing unexpected relationships or by actively searching. Predictive analytics (sometimes called "data mining") provides a powerful adjunct to this: algorithms are used to find relationships in data, and these relationships can be used with new data to predict values.
The predictive analytics included in ADVIZOR Analyst/X are the KXEN (Knowledge eXtraction ENgines) system [KXEN] . KXEN is an advanced data mining tool that models your data easily and rapidly while maintaining relevant and readily interpretable results.
Tasks you can do with the predictive analytics in ADVIZOR/X are:
• Build a model of your data that describes what fields and groups within fields influence the value of a target.
• Evaluate the quality of models you build using quality metrics.
• Examine the model to understand the relationships between the target field and the explanatory fields.
• Model your ADVIZOR selection state set via Visual Discovery™ to get a concise description of that set of selected items. This gives a concise description of a visually identified subpopulation.
A tab based task menu launches the predictive model panel. The model panel is entirely point-and-click:
Target Field Selection
The target field can either be one of the fields from the dataset that was input into ADVIZOR (for example, "customers who responded positively to a recent campaign"), or the subset of the overall population selected from one or more charts using Visual Discovery.
The use of Visual Discovery to establish a target provides a unique capability to model virtually any combination of fields and dimensions. For example, "customers who responded positively to a recent campaign and who have had high margins but who haven't purchased anything in the past 6 months". With Visual Discovery this is an easy selection to make, and with the click of a mouse can become the model target.
Interpreting the Model
After a model has been run two meters clearly indicate whether the model had sufficient information and dimensionality to be effective.
The explanatory fields listing indicates which fields contribute how much influence to the makeup of the target population. For example, in the situation below "city" explains 26.6% of the makeup of the "high margin responders" target, buying the "PR03 Money market" product explains 12.3%, "industry" explains 9.9%, and so on. In order to under stand this target population, these are the dimensions that should be looked at.
Explanatory fields often have correlations between themselves as well as with the target field. This correlation implies a certain level of redundancy, that each field contributes some of the same information with respect to the target field. The contributions of fields to the model are adjusted to remove the impact of any co-linearity. These adjusted contributions are called Maximum Smart Contributions, and are what are shown in the model output.
The explanatory field contributions in turn can be broken down to the contributions of values within that field. Some values will have a positive correlation with the target ("lift"), some will have a negative correlation. For each explanatory field, a display of how its values are correlated with the target field values is available as the Group Contribution Bar Chart. The data values that occur for each field are grouped into bins. For categorical fields, those categories sharing the same effect on the target variable are grouped. If the explanatory variable is continuous, the model identifies the points where behavioral changes occur with respect to the target field and automatically crops the field values into intervals exhibiting homogeneous behavior with respect to the target.
The Group Contribution Bar Chart shows the influence of each group on the target as a bar:
• The further to the top one finds a category, the greater the positive effect on the target field. In other words, the further up a category appears in the graph, the more representative that category is of the target field.
• The height and direction of the bar correspond to the lift contributed by that category. In other words, the bar length corresponds to the relationship of that category to the target field and whether that category has more or less observations belonging to the target category of the target variable. For a given category, a positive bar indicates that the category contains more observations belonging to the target category of the target variable than the mean (calculated on the entire data set). A negative bar indicates that the category contains a lower concentration of target category of the target variable than the mean.
So, if a bar is longer in the Group Contribution Bar Chart than the bar above it, it is less highly correlated with the target but has many more observations, and thus has more practical impact. Bar height (X axis on the horizontally-oriented plot) indicates the effect of that group on the target:
• Positive: a positive influence on the target.
• Zero: a behavior similar to that of the target.
• Negative: a negative influence on the target.
Prediction
As described above, the model can be used to understand the relationships within a data table. This model can also be used to predict values:
• It can be applied to another data table with the same structure as the table used to create the model, and used to predict the values for the target based on the explanatory fields.
• It can be used to replace missing values in an existing target field.
Once a model has been created, clicking on the "predict" button will cause the model to score the dataset in the ADVIZOR datapool. Members predicted to be in the target will be scored with a "1", and all others will be scored with a "0". ADVIZOR will insert the scores into a new field / column in the ADVIZOR datapool. This column can then be viewed in ADVIZOR charts, or exported out of ADVIZOR to another application.
The model also outputs a second column showing "probability". This is for classification models only where the target is nominal and takes 2 possible values. The probability associated with the value chosen is used to map the continuous result from the regression analysis to two values only.
Interaction with Charts
The predictive analytics in ADVIZOR/X are integrated so that analytics can be guided using other visualizations in ADVIZOR or aspects of the model can be displayed in the visualizations.
1. Viewing groups: the groups in the Group Contribution Bar Chart can be graphically selected, and that data will be highlighted in all graphs displaying data from that data 
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Process
The use of ADVIZOR/X predictive analytics always starts with a business question. The business question must be answered by a field in the data being analyzed, the target field. For example, if you have customer sales data and you want to understand the characteristics of highly profitable customers, than your data table must contain a field with cutomer profitability; this will be the target in your model.
Target fields may have either continuous values (e.g., real or integer numbers) or binary values (e.g., "0" or "1"). A target field cannot be a field with multiple string values. Although this is a limitation, in practice it tends not to be a problem since most business problems can be stated as trying to maximize (or minimize) a measure or as causing a condition to be present or missing (thus "0" or "1").
The "statistical value type" of explanatory fields must be provided to guide how data is treated. Each field must be characterized as being one of: 
Models
A model is created by the predictive analytics. This model describes the relationship between the target field and the explanatory fields in a single data table. Since the model describes the relationship between the target and explanatory fields, there must be values for the target field in every row in the data table. You must have a sufficiently large volume of data to be able to build a valid model that is both relevant and robust. For example, a model that is generated from a data set of 50 lines may have low generalization capacity, and contain low informative value. Low volumes of data are indicated by the "Robustness" quality indicator (below).
The quality of the created model must be evaluated to see if it will be useful. Models have these two characteristics; each is measured by a metric:
• High explanatory power, that is, sufficient capacity to explain the target variable. This explanatory power is indicated by the Information Indicator.
• High robustness, that is, sufficient capacity to repeat the same performance on new data sets containing observations of a similar nature to the training data set. This explanatory power is indicated by the Robustness Indicator.
The models created by Analyst/X are regression models: mathematical polynomial functions that relate the descriptive attributes (model inputs) and a target attribute (model output). The KXEN software used in ADVIZOR/X implements a proprietary algorithm based on V. Vapnik's "Structured Risk Minimization" [Vapnik] . The returned models are expressed as a first degree polynomial expression of the inputs. A polynomial of degree 1 is of the form:
f(X 1 , X 2 , ..., X n ) = w 0 + w 1 .X 1 + w 2 .X 2 + ... + w n .X n where the "w"s are weights and the "X"s are fields. Although higher degree polynomials could also be used to define this relationship, in the large majority of cases a first degree polynomial is sufficient for generation of a relevant and robust model. ADVIZOR/X currently only supports first degree polynomials.
A model is created from a data table in ADVIZOR/X. The data in the table is divided into three subsets for use in creating and evaluating the model; these subsets are created automatically and cannot be controlled by the user. Subsets used are:
• An Estimation sub-set, used to create the model.
• A Validation sub-set, used to validate the model.
• A Test sub-set, used to evaluate the robustness of the model.
The models created are very efficient with very noisy data sets. The model learning phase is very fast: only 50 seconds is required for a problem on 50,000 cases described with 13 attributes. The model building is almost linear with the number of rows of the training set, but it is combinatorial with respect to the number of input fields.
Quality Indicators
Every model created must first be evaluated for adequacy before it is used. Two indicators allow you to evaluate the performance of a model:
1. The Information indicator. This is a number between 0.0 and 1.0 that corresponds to the proportion of information contained in the target field that the explanatory fields are able to explain. For example, a model with an Information indicator of "0.79" explains 79% of the information contained in the target field using the explanatory fields defined. A perfect model would have an indicator of "1"; a random model has an indicator of "0". A model with an indicator greater than or equal to .95 has excellent predictive power, but any score above 0 indicates some predictive power, better than random results. To improve the Information indicator of a model, add new fields to the data table. 2. The Robustness indicator. This is a number between 0.0 and 1.0 that indicates the capacity of the model to achieve the same performance when it is applied to a new data set exhibiting the same characteristics as the training data. A low Robustness indicates that during testing, cases were seen that could not be correctly predicted. This indicates that there are significant combinations of fields that were not seen during training. A model with a Robustness of at least 0.95 is very robust with high capacity for generalization. To improve the Robustness of a model, additional observation rows may be added to the training data set to cover these additional cases.
Interpreting the Model
After a model has been determined to be adequate based on its quality indicators, it can be used to understand the relationships within the data. The major relationship described by the model is the contributions by variables to predicting the target, how much of the variability of the target is explained by each explanatory field (see figure at right).
Explanatory fields often have correlations between themselves as well as with the target field. This correlation implies a certain level of redundancy, that each field contributes some of the same information with respect to the target field. The contributions of fields to the model are adjusted to remove the impact of any co-linearity. These adusted contributions are called Maximum Smart Contributions.
Because Maximum Smart Contributions are used, when two variables A and B are strongly correlated:
• Variable A, with a greater contribution than B with respect to the target variable, becomes the "primary field": its contribution includes what it has in common with variable B.
• Variable B, with a smaller contribution than A with respect to the target field, becomes the "secondary field": only its marginal contribution is, meaning that only the supplementary contribution to target field information, or the values that B does not share with A, are displayed.
The explanatory field contributions in turn can be broken down to the contributions of values within that field. Some values will have a positive correlation with the target ("lift"), some will have a negative correlation. The Group Contribution Bar Chart shows the influence of each group on the target as a bar:
• The height and direction of the bar correspond to the profit contributed by that category. In other words, the bar length corresponds to the relationship of that category to the target field and whether that category has more or less observations belonging to the target category of the target variable. For a given category, a positive bar indicates that the category contains more observations belonging to the target category of the target variable than the mean (calculated on the entire data set). A negative bar indicates that the category contains a lower concentration of target category of the target variable than the mean.
