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1Introdution
L'objetif de ma thèse est d'étudier le spetre d'opérateurs de Shrödinger périodiques
perturbés, en dimension 1. Préisément, pour ε > 0 et ϕ ∈ R, on onsidère l'opérateur déni sur
L2(R) par :
Hϕ,ε = − d
2
dx2
+ [V (x) +W (εx+ ϕ)], (1.1)
lorsque V est une fontion périodique de arré loalement intégrable et W déroit susamment
vite vers 0 à l'inni.
L'opérateur Hϕ,ε apparaît omme une perturbation d'un opérateur périodique H0 :
H0 = −△+ V. (1.2)
Le spetre deH0 est absolument ontinu et est onstitué d'intervalles réels appelés bandes séparés
par des launes.
Si la perturbation W est relativement ompate par rapport à H0, il apparaît dans les launes de
H0 des valeurs propres [39, 31℄. On se propose de loaliser es valeurs propres appelées niveaux
d'impureté.
L'équation
Hϕ,εψ = Eψ (1.3)
dépend de deux paramètres ε et ϕ. On se plae dans le adre de la limite adiabatique où le
paramètre ε est petit. La périodiité de V implique que les valeurs propres de Hϕ,ε sont ε-
périodiques en ϕ. On hoisira don le paramètre ϕ omplexe et on supposera queW est analytique
dans une bande du plan omplexe.
Lorsque le potentiel V est nul, le problème a été largement étudié. Par exemple, le as où W
est un puits de potentiel est bien onnu : dans l'intervalle ] inf
R
W, 0[, il y a une suite quantiée
de valeurs propres [9℄. On donne une desription similaire des valeurs propres de Hϕ,ε dans
un intervalle J hors du spetre de H0. Préisément, lorsque W et J vérient de plus quelques
onditions supplémentaires dérites dans les paragraphes 2.2.1, 2.2.3 et 2.3.1 du hapitre 2, on
montre que les valeurs propres de Hϕ,ε osillent autour de ertaines énergies quantiées par une
ondition de type Bohr-Sommerfeld ; l'amplitude des osillations est exponentiellement petite et
est déterminée par un oeient tunnel.
Des perturbations plus ompliquées du laplaien ont été étudiées. Le as où W est un double
puits est notamment un problème intéressant [34, 20, 26, 19℄. Ces études ont en partiulier mis
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en évidene des phénomènes de  splitting  entre les valeurs propres assoiées à haque puits.
On démontre au hapitre 10 des résultats analogues pour Hϕ,ε.
1.1 Motivation physique
L'opérateur Hϕ,ε est un des modèles importants de la physique du solide. La fontion ψ
est la fontion d'onde d'un életron dans un ristal ave des impuretés. V représente le potentiel
du ristal parfait : il est périodique. Le potentiel W modélise la perturbation induite par les
impuretés. Dans les semi-onduteurs notamment, ette perturbation est à variation lente ([40℄,
[2℄ hap. 29) ; il est don naturel de se plaer dans le adre de la limite semi-lassique, 'est à dire
lorsque ε → 0. Les valeurs propres du problème à un életron forment une éhelle de niveaux
d'énergie quantiés. La statistique de Fermi-Dira appliquée à es niveaux d'énergie pour une
partiule permet de développer une théorie du transport similaire à elle des gaz ou des métaux
([2℄ hap. 28, [3℄ hap. 15, [22℄ hap. 8).
1.2 Perturbation des opérateurs périodiques
Dans Rd, la théorie spetrale des perturbations d'un opérateur périodique
HP = H0 + P (1.4)
a donné lieu à de nombreuses études ave des points de vue diérents.
La aratérisation de l'existene des valeurs propres n'est pas aisée : en partiulier, en dimension
quelonque, [23℄ met en évidene la présene de valeurs propres plongées dans les bandes. Sur
l'axe réel, la situation est plus laire. Si la perturbation est intégrable, les seules valeurs propres
possibles sont dans l'adhérene des launes ([32, 21℄).
Pour dénombrer les valeurs propres dans les launes, l'étude des fontions de omptage a de
multiples appliations. Dans le as des grandes onstantes de ouplage, 'est-à-dire lorsque P =
λU , et λ→ +∞, [1, 4, 35℄ ont étudié lim
λ7→+∞
tr(P
(λ)
[E,E′]), où P
(λ)
[E,E′] = 1[E,E′]Hλ (projeteur spetral
de Hλ sur un intervalle [E,E
′] d'une laune de H0). Dans le adre semi-lassique, [8℄ a donné,
sous des hypothèses voisines des miennes, un développement asymptotique de tr[f(Hϕ,ε)], pour
f ∈ C∞0 (R) et Supp f dans un gap de H0. Ces formules asymptotiques de trae sont valables en
toute dimension mais peuvent s'avérer insusantes. Dans l'asymptotique obtenue dans [8℄ par
exemple, la préision du reste dépend des dérivées suessives de la fontion f et ne donne pas
une loalisation exponentiellement préise des valeurs propres.
En dimension 1, la théorie de la diusion bien onnue dans le as V = 0 a été développée dans
e adre plus général [16, 27℄. Préisément, on onstruit des solutions partiulières de l'équation
(1.4) tendant vers 0 en ±∞, appelées réessives. Les valeurs propres de l'équation (1.3) sont alors
simplement données par une relation de olinéarité entre es solutions.
1.3 Prinipales étapes de l'étude
On donne ii les grandes lignes qui vont guider e travail. Une des diultés prinipales
de l'étude est de prendre en ompte la dépendane de l'équation en les paramètres ε et ϕ et,
en partiulier, de déoupler la variable  rapide  x et la variable  lente  εx. L'idée nouvelle
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développée dans [10, 12℄ est la suivante : on onstruit des solutions partiulières de (1.3), vériant
une relation dite de ohérene :
f(x+ 1, ϕ, E, ε) = f(x, ϕ+ ε, E, ε). (1.5)
Cette relation permet de relier le omportement en x et le omportement en ϕ.
Pour trouver une solution réessive de (1.3), il sut de trouver une solution de (1.3) qui vérie
(1.5) et qui tend vers 0 quand |Re ϕ| tend vers +∞. On ommene don par onstruire, sur la
demie-bande horizontale {ϕ ∈ C ; ϕ ∈] − ∞,−A] + i[−Y, Y ]}, une solution hg− de l'équation
(1.3) qui est ohérente et tend vers 0 quand Re ϕ tend vers −∞. De même, on onstruit hd+ pour
{ϕ ∈ C ; ϕ ∈ [A,+∞[+i[−Y, Y ]} (hapitres 6 et 7). Ces deux fontions sont réessives en la
variable x. La aratérisation des valeurs propres est alors simplement donnée par la relation de
olinéarité entre hg− et hd+ :
w(hg−, h
d
+) = 0.
Dans l'équation i-dessus, w désigne le wronskien dont la dénition est rappelée en (3.4).
Il reste alors à aluler w(hg−, hd+). Pour ela, on utilise la méthode WKB omplexe établie par A.
Fedotov et F. Klopp. Cette méthode onsiste prinipalement à dérire ertains domaines du plan
omplexe, appelés domaines anoniques, sur lesquels on onstruit des fontions vériant (1.5) et
admettant de plus une asymptotique partiulière :
f±(x, ϕ,E, ε) = e±
i
ε
R ϕ κ(ψ±(x, ϕ,E) + o(1)), ε→ 0. (1.6)
Dans la relation (1.6), la fontion κ est une fontion analytique multi-valuée dénie en (2.4) ; les
fontions ψ± sont des solutions partiulières de l'équation
H0ψ = (E −W (ϕ))ψ,
analytiques en ϕ sur es domaines anoniques, appelées solutions de Bloh. On justiera l'exis-
tene de telles solutions au paragraphe 5.2 du hapitre 5.
A. Fedotov et F. Klopp ne prouvent l'existene de fontions ave l'asymptotique (1.6) que sur
des domaines ompats du plan omplexe des ϕ. Nous étendrons ertains résultats à des bandes
innies du plan omplexe. La relation de ohérene (1.5) implique en fait que la fontion hg−
vérie à gauhe de −A l'asymptotique (1.6) et que hd+ vérie une propriété analogue à droite de
A. Le alul de w(hg−, hd+) ainsi formulé est alors similaire aux aluls traités par A. Fedotov et
F. Klopp. Il s'agit de trouver un domaine susamment grand du plan omplexe dans lequel on
onnait le wronskien de hg− et hd+.
Les tehniques mises en plae dans leurs travaux mettent en évidene des obstales topologiques
qui modient l'asymptotique (1.6) et qui dépendent de l'allure de W et de E.
Mon étude envisagera essentiellement deux as pour W , dont les exemples les plus parlants sont
respetivement le simple et le double puits. Les hypothèses préises sont données aux paragraphes
2.2 et 2.3.1 du hapitre 2.
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2Les prinipaux résultats
Dans e hapitre, on dérit le adre général et les résultats prinipaux de la thèse.
On ommene par présenter les hypothèses onernant les potentiels V etW , ainsi que l'intervalle
J . Ces hypothèses sont essentiellement de trois types. Tout d'abord, l'étude demande ertaines
hypothèses de déroissane sur le potentiel, néessaires pour mettre en plae la théorie de la
diusion. D'autre part, étant donné les hypothèses imposées par la méthode WKB omplexe de
[10℄, on exigera que W soit analytique dans un ertain domaine du plan omplexe. En dernier
lieu, il faut xer le adre géométrique, et en partiulier l'allure de l'ensemble (E − W )−1(R)
lorsque E est réel.
Au vu des études menées dans le as V = 0 ([18, 6, 19℄), deux exemples de potentiel W ont
prinipalement motivé e travail : le simple et le double puits.
Pour haque as, on énone une équation aux valeurs propres qui s'érit en termes d'objets
géométriques onstruits à partir de H0, W et E : les intégrales de phases et d'ations, dénies
préisément aux paragraphes 2.3.2 et 2.4.4 de e hapitre.
2.1 Le potentiel V
On suppose que V a les propriétés suivantes :
(HV,p) V est L
2
lo
, 1-périodique et à valeurs réelles.
On onsidère alors (1.3) omme une perturbation de l'équation périodique :
− d
2
dx2
ψ(x) + V (x)ψ(x) = (E −W (ϕ))ψ(x). (2.1)
On utilisera don ertains résultats onnus de la théorie des opérateurs périodiques, que l'on
présente en détail au hapitre 4.
L'opérateur H0 déni en (1.2) est un opérateur auto-adjoint sur H
2(R). Le spetre de H0 est
formé d'intervalles réels :
σ(H0) =
⋃
n∈N
[E2n+1, E2n+2], (2.2)
où les {En} vérient :
E1 < E2 ≤ E3 < E4...E2n ≤ E2n+1 < E2n+2..., En → +∞, n→ +∞.
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Ces intervalles [E2n+1, E2n+2] sont tous de longueur positive mais peuvent se touher. Ils sont
appelés zones spetrales. On posera E0 = −∞. Les intervalles (E2n, E2n+1) sont les launes.
Lorsque E2n 6= E2n+1, on dit que la laune (E2n, E2n+1) est ouverte.
On supposera de plus que V est tel que :
(HV,g) Toutes les launes de H0 sont ouvertes.
Revenons quelque peu sur l'hypothèse (HV,g). Cette hypothèse est assez  générique . Par
exemple, s'il y a un nombre ni de launes, alors V est une fontion analytique réelle sur R.
Pour les détails et des ompléments, on renvoie à [29℄, setion XIII.16.
Un des objets prinipaux de la théorie des opérateurs périodiques est le quasi-moment de Bloh
noté k (voir paragraphe 4.2 du hapitre 4). Cette fontion de l'énergie à valeurs omplexes est
multivaluée et admet un point de branhement en haque borne du spetre En ; es points de
branhement sont de type raine arrée. En fait, ette fontion k généralise au as V périodique,
le rle joué par la raine arrée pour le laplaien libre ; on trouvera des exemples dans les études
de [9, 17℄. Le leteur trouvera plus de détails sur ette fontion k au hapitre 4. Enn, on notera :
(HV) V vérie (HV,p) et (HV,g).
2.2 La perturbation W
2.2.1 Hypothèses de régularité
On suppose que W est tel que :
(HW,r) Il existe Y > 0 tel que W est analytique dans la bande SY = {|Im (ξ)| ≤ Y}
et il existe s > 1 et C > 0 tels que pour z ∈ SY, on a :
|W(z)| ≤ C
1+ |z|s . (2.3)
Ces deux hypothèses sont essentielles pour mettre en plae la méthode WKB omplexe. L'ana-
lytiité est l'un des points lefs dans la théorie de [10℄. La ondition de déroissane à l'inni
supplée à la ompaité déoulant de l'hypothèse de périodiité de [10℄.
Avant d'énoner les hypothèses géométriques sur W , on introduit le moment omplexe, essen-
tiel dans la méthode WKB. Celui-i fait apparaître en partiulier de façon tout-à-fait naturelle
l'importane de W−1(R).
2.2.2 Le moment omplexe et ses points de branhement
On note :
C+ = {ϕ ∈ C ; Im ϕ ≥ 0} et C− = {ϕ ∈ C ; Im ϕ ≤ 0}.
Pour l'équation (1.3), on onsidère la fontion analytique κ dénie par la relation
κ(ϕ) = k(E −W (ϕ)), (2.4)
où la fontion k est le quasi-moment de Bloh (voir setion 2.1). La fontion κ est appelée moment
omplexe. Elle joue un rle ruial dans les problèmes perturbés adiabatiquement, voir [5, 10℄.
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x
y
mi
Σ+i
Σ−i
Fig. 2.1  Une partie de W−1(R) = {(x, y) ; W (x+ i.y) ∈ R}
On dénit :
Υ(E) = {ϕ ∈ SY ; ∃ n ∈ N∗ ; E −W (ϕ) = En}. (2.5)
L'ensemble des points de branhement de κ est lairement inlus dans Υ(E). Le résultat suivant
donne une aratérisation des points de Υ(E) qui sont des points de branhement de κ. On
rappelle que N désigne l'ensemble des entiers positifs ou nuls.
Lemme 2.1. Soit ϕ ∈ Υ(E). Si inf{q ; W (q)(ϕ) 6= 0} ∈ 2N + 1, alors ϕ est un point de
branhement pour κ.
Ce résultat est une onséquene direte du fait que les bords du spetre de H0 sont des
points de branhement en raine arrée pour k.
2.2.3 Hypothèses géométriques
Le spetre σ(H0) est omposé d'intervalles réels. Soit E ∈ R. Si E − W (ϕ) est dans le
spetre σ(H0), alors W (ϕ) est réel. L'étude spetrale de (1.3) est don étroitement liée à la
géométrie de W−1(R).
On donne maintenant les hypothèses géométriques sur W . Ces hypothèses sont essentiellement
une desription de W−1(R) dans une bande autour de l'axe réel. Dans toute la suite, on appelle
ligne stritement vertiale une ourbe dont la pente est toujours stritement positive. On renvoie
au paragraphe 5.1.2 du hapitre 5 pour une dénition plus préise.
(HW,g)
1. W|R est réel et a un nombre ni d'extrema qui sont tous non dégénérés.
2. Il existe Y > 0 et une suite nie de lignes stritement vertiales {Σi}i∈{1...p},
haune passant par un extremum réel de W, tels que :
W−1(R) ∩ SY =
⋃
i∈{1...p}
Σi ∪ R. (2.6)
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2.2.4 Quelques remarques
 Etant donné queW est analytique et réel sur R, on sait queW (ϕ) =W (ϕ) ; en partiulier,
W−1(R) est symétrique par rapport à l'axe réel.
 Certaines hypothèses de omportement asymptotique de W assurent que le point (1) de
(HW,g) implique (2). C'est le as par exemple si :
∃s > 1 W (z) ∼ 1
1 + |z|s , x→ ±∞.
 On pose Σ+i = Σi ∩ C+ et Σ−i = Σi ∩ C−.
 La gure 2.1 montre un exemple de la pré-image du réel par un tel potentiel.
Comme nous l'avons expliqué au paragraphe 1.3 du hapitre 1, on reouvre la bande SY par
des domaines anoniques. Sur es domaines, on onstruit des fontions ohérentes à l'asympto-
tique standard ('est à dire vériant (1.5) et (1.6)). Pour faire le lien entre les bases assoiées
à des domaines diérents, il faut en partiulier ontourner les points de branhement (pour des
études similaires, on renvoie à [17, 12℄). On va don énoner ertaines hypothèses plus préises
sur la onguration des points de branhement ; es hypothèses permettent de xer en partiulier
(E −W )−1(σ(H0)). Les résultats spetraux obtenus par A. Fedotov et F. Klopp pour l'équation
périodique perturbée par un potentiel périodique ont lairement mis en évidene l'importane
des positions relatives de J et σ(H0).
2.3 Le as de la roix simple
2.3.1 Hypothèses sur l'intervalle J
On dérit maintenant l'intervalle d'énergie J où l'on étudie la famille d'équations (1.3).
Enoné
On suppose que l'intervalle J est un intervalle ompat vériant :
(HJ)
1. Pour tout E ∈ J, il existe une seule bande B de σ(H0) telle que (E−W)−1(B)
est non vide.
2. Pour tout E ∈ J, C := (E−W)−1(B) est onnexe et ompat et (E−W)−1( ◦B)
ontient exatement un extremum réel de W.
Conséquenes
 Ces hypothèses impliquent que l'intervalle J est inlus dans un gap.
 La bande B intervenant dans le point (1) de (HJ) dépend de E a priori. Mais puisque J
est onnexe, la bande B est la même pour tous les E dans J .
 De même, l'extremum de W intervenant dans le point (2) de (HJ) dépend également de
E, mais par onnexité, 'est le même pour tous les E dans J .
8
2.3. Le as de la roix simple
b
ϕ−r
b
ϕ+r
b ϕiσ+
b
ϕiσ−
Fig. 2.2  (E −W )−1(σ(H0))
Notations
On pose alors B = [E2n−1, E2n], ave n ∈ N∗.
De plus, quitte à modier W ou ϕ, on peut supposer que l'extremum de W intervenant dans (2)
est 0.
L'hypothèse (HJ) a alors les onséquenes suivantes :
1. Pour tout E ∈ J , (E −W )−1(σ(H0)) ∩ SY = (E −W )−1(B) ∩ SY .
2. Soit Er ∈ {E2n−1, E2n} l'extrémité de B vériant Er ∈ (E −W )(R) pour tout E dans J .
On dénit aussi Ei tel que {Ei, Er} = {E2n−1, E2n}.
3. Il y a exatement quatre points de branhement (ϕ−r , ϕ+r ) ∈ R2 et (ϕi, ϕi) dans SY assoiés
à Er et Ei. On hoisit les notations de telle façon que :
E −W (ϕ+r ) = Er = E −W (ϕ−r ), ϕ−r < 0 < ϕ+r ,
E −W (ϕi) = E −W (ϕi) = Ei, Im ϕi > 0.
4. Il existe une ligne stritement vertiale σ passant par 0 et reliant ϕi et ϕi, telle que (E −
W )−1(B) ∩ SY = [ϕ−r , ϕ+r ] ∪ σ. On pose alors σ+ = σ ∩ C+ et σ− = σ ∩ C−. On notera
Σ = (E −W )−1(R)\R. La ligne σ vérie σ ⊂ Σ.
On a illustré es faits dans la gure 2.2.
Quelques exemples
On appelle C la roix.
Pour mettre en lumière es hypothèses peu expliites, on va maintenant donner quelques exemples
ainsi que des onditions néessaires sur l'intervalle J . On a représenté quelques exemples dans la
gure 2.3.
 Le as le plus simple est lorsque W admet un unique minimum non dégénéré W− (f.
gure 2.3 A).
Conrètement, on peut penser à l'exemple :
W (x) =
−α
1 + x2
, α > 0,
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b
b
b
E − E2n−1
E − E2n
E − E2n−2
W−
A
W+
W−
b
b
b
E − E2n
E − E2n−1
E − E2n+1
B
Fig. 2.3  Exemples de potentiel W
Alors, si on xe B = [E2n−1, E2n] et Y < 1, on peut hoisir J = [a, b] tel que :
max{E2n−2, E2n−1−α,E2n− α
1− Y 2 } < a < b < min{E2n−1, E2n−α,E2n+1−
α
1− Y 2 }
 On peut également envisager le as où W admet un maximum W+ et un minimum W−,
lorsque J est hoisi pour ne voir la bande qu'autour du maximum (f. gure 2.3 B).
Conrètement, prenons l'exemple suivant :
W (x) =
2
1 + x2
− 1
1 + (x− 5)2
J ⊂]E2n−1 +W+, E2n−2 +W+[∪]E2n, E2n+1 +W−[, |J | ≤ |E2n−2 − E2n−1|
Détaillons un peu et exemple. Le hoix de Y est un peu plus ompliqué ii. L'étude de
l'équation W (u) = w pour w > W+ montre qu'il existe une unique solution dans la bande
{Im u ∈]0, 1[} que l'on note Z(w) ; on hoisit don Y ∈] sup
E∈J
Z(E − E2l−1), inf
E∈J
Z(E −
E2l−2)[.
 On verra par la suite que l'on pourrait adapter notre méthode ave des hypothèses plus
faibles, omme par exemple lorsqu'on ne voit pas les points de branhement ϕi et ϕi
(roix non entière), 'est-à-dire lorsque la ligne vertiale σ ne ontient pas de points de
branhement de κ. On renvoie au paragraphe 2.3.3.
 Pour des raisons de simpliité, on a supposé que tous les extrema de W étaient non
dégénérés. Il sut en fait de supposer que seul l'extremum de W au niveau de la roix,
'est-à-dire en 0, est non dégénéré.
 On pourrait aaiblir l'hypothèse (HV,g). Il sut que les launes ontigues à la bande B
intervenant dans (HJ) soient ouvertes.
2.3.2 Phases et ation
Dans e paragraphe on dénit le oeient tunnel t et les phases Φ et Φd ; es objets analy-
tiques ont un rle essentiel dans la loalisation des valeurs propres. Ces oeients s'expriment
en partiulier omme des intégrales du moment omplexe κ dans le plan des ϕ.
Dans SY , on onsidère κ une détermination du moment omplexe ontinue sur la roix C.
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Dénition et propriétés
On introduit maintenant l'ation S et les phases Φ et Φd assoiées à la détermination κ.
Dénition 2.1. On dénit la phase :
Φ(E) =
∫ ϕ+r
ϕ−r
(κ(u)− κ(ϕ−r ))du, (2.7)
l'ation :
S(E) = i
∫
σ
(κ(u)− κ(ϕi))du, (2.8)
la seonde phase :
Φd(E) =
∫ 0
ϕ
−
r
(κ(u)−κ(ϕ−r ))du+
∫ 0
ϕ
+
r
(κ(u)−κ(ϕ+r ))du+
∫
σ+
(κ(u)−κ(ϕi))du−
∫
σ−
(κ(u)−κ(ϕi))du, (2.9)
les intégrales étant onsidérées dans le sens des parties imaginaires roissantes.
Dans le hapitre 9, on démontre le résultat suivant sur le omportement des oeients Φ,
S et Φd.
Lemme 2.2. Il existe une détermination κ˜i telle que les intégrales de phases et d'ation ont les
propriétés suivantes :
1. Les fontions E 7→ Φ(E), E 7→ S(E), E 7→ Φd(E) sont analytiques dans un voisinage
omplexe de l'intervalle J .
2. Φ, S, Φd prennent des valeurs réelles sur J . Φ et S sont positives sur J .
3. ∀E ∈ J, Φ′(E)(Ei − Er) > 0, S(E) ≤ 2π Im (ϕi(E)).
On dénit le oeient de tunnel :
t(E, ε) = exp(−S(E)/ε). (2.10)
Le oeient t est exponentiellement petit en vertu du point (2) du Lemme 2.2.
Remarque
La phase et l'ation sont simplement une généralisation de oeients du type
∫ √
E −W (ϕ)dϕ,
bien onnus lorsque V = 0 (on renvoie par exemple à [9, 17, 28℄).
On notera également que le oeient Φ fait intervenir uniquement la valeur de W sur le réel,
alors que S et Φd dépendent des valeurs prises par W sur le omplexe et don de l'analytiité de
W .
2.3.3 Les valeurs propres dans le as de la roix simple
On va maintenant énoner l'équation aux valeurs propres de l'équation (1.3).
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Caratérisation des valeurs propres
Proposition 2.1. On suppose que les hypothèses (HV ), (HW,r), (HW,g) et (HJ) sont vériées.
Il existe ε0 > 0, un voisinage V = V de J , deux fontions (E, ε) 7→ Φ˜(E, ε) et (E, ε) 7→ Φ˜d(E, ε)
dénies sur V×]0, ε0[ et deux fontions (ϕ,E, ε) 7→ F (ϕ,E, ε) et (ϕ,E, ε) 7→ R2(ϕ,E, ε) dénies
sur R× V×]0, ε0[ telles que :
1. E est une valeur propre de Hϕ,ε si et seulement si :
F (ϕ,E, ε) = 0
2. La fontion F vérie :
∀ϕ ∈ R, ∀E ∈ V, ∀ε ∈]0, ε0[, F (ϕ,E, ε) = F (ϕ,E, ε)
3. La fontion ϕ 7→ F (ϕ,E, ε) est ε-périodique et son développement en série de Fourier
s'érit :
F (ϕ,E, ε) = cos
(
Φ˜(E)
ε
)
+ e−S(E)/ε cos
(
Φ˜d(E)
ε
+
2πϕ
ε
+ ρ
)
+ e−S(E)/εR2(ϕ,E, ε)
(2.11)
4. Les fontions Φ˜, Φ˜d vérient les propriétés suivantes pour tout ε ∈]0, ε0[ :
 E 7→ Φ˜(E, ε) et E 7→ Φ˜d(E, ε) sont analytiques sur V.
 Φ˜(E, ε) = Φ(E) + o(ε) et Φ˜d(E, ε) = Φd(E) + o(ε) uniformément pour E ∈ V.
5. Pour tout ε ∈]0, ε0[, la fontion (ϕ,E) 7→ R2(ϕ,E, ε) est analytique sur R× V. De plus, il
existe une onstante α > 0 telle que, pour tout ε ∈]0, ε0[, et tout E dans V, la fontion R2
vérie les propriétés suivantes :∫ ε
0
R2(u,E, ε)du = 0,
∫ ε
0
R2(u,E, ε)e
2iπu
ε du = 0,
∫ ε
0
R2(u,E, ε)e
−2iπu
ε du = 0,
sup
ϕ∈R,E∈V
|R2(ϕ,E, ε)| ≤ e−αε .
Les fontions Φ, Φd, S sont dénies au Lemme 2.2. ρ est un oeient réel indépendant de
E,ϕ, ε et déni en (9.6).
Les niveaux d'énergie quantiés
On ommene par s'intéresser aux zéros de l'équation :
cos
Φ˜(E, ε)
ε
= 0. (2.12)
On a la desription suivante :
Lemme 2.3. L'équation (2.12) admet dans J un nombre ni de zéros que l'on note {E(l)(ε)}
pour l ∈ {L−(ε), . . . , L+(ε)} :
Φ˜(E(l)(ε), ε)
ε
= lπ +
π
2
, ∀l ∈ {L−(ε), . . . , L+(ε)}. (2.13)
De plus, il existe une onstante c > 0 telle que les zéros {E(l)(ε)} vérient :
1
c
ε < |E(l+1)(ε)− E(l)(ε)| < cε, ∀l ∈ {L−(ε), . . . , L+(ε)− 1} (2.14)
12
2.3. Le as de la roix simple
Asymptotiques des valeurs propres
On dérit maintenant les valeurs propres pour la roix simple.
Théorème 2.1. Soient V , W et J vériant les hypothèses (HV ), (HW,r), (HW,g) et (HJ).
Il existe un voisinage omplexe V de J , un réel ε0 > 0 et deux fontions Φ˜ et Φ˜d à valeurs
omplexes, dénies sur V×]0, ε0[ tels que :
 Les fontions Φ˜(·, ε) et Φ˜d(·, ε) sont analytiques sur V. De plus, Φ˜ et Φ˜d vérient :
Φ˜(E, ε) = Φ(E) + h0(E, ε) et Φ˜d(E, ε) = Φd(E) + ερ+ h1(E, ε),
où ρ est un oeient réel, h0(E, ε) = o(ε) et h1(E, ε) = o(ε) uniformément en E ∈ V.
 Si on onsidère les niveaux d'énergie {E(l)(ε)} dans J dénis par (2.13), alors, pour tout
ε ∈]0, ε0[,
 le spetre de Hϕ,ε dans J est onstitué d'un nombre ni de valeurs propres, 'est-à-dire
σ(Hϕ,ε) ∩ J =
⋃
l∈{L−(ε),...,L+(ε)}
{El(ϕ, ε)}, (2.15)
 es valeurs propres vérient
El(ϕ, ε) = E
(l)(ε) + ε(−1)l+1 t(E
(l)(ε), ε)
Φ′(E(l)(ε))
[
cos
(
Φ˜d(E
(l)(ε), ε) + 2πϕ
ε
)
+ r(E(l)(ε), ϕ, ε)
]
,
(2.16)
où il existe une onstante c > 0 telle que :
sup
E∈V,ϕ∈R
|r(E,ϕ, ε)| < 1
c
e−
c
ε .
On démontrera es résultats au hapitre 9.
Remarque
Comme nous l'avons dit préédemment, on peut aaiblir les hypothèses du Théorème 2.1.
Supposons par exemple que l'on ne voit pas les points de branhement ϕi et ϕi (roix non entière),
'est-à-dire que la ligne vertiale σ ne ontient pas de points de branhement de κ. Dans e as,
l'asymptotique (2.16) est remplaée par une majoration de la distane :
|El(ϕ, ε)− E(l)(ε)| < Ce−
2πY
ε
où 2Y est la largeur de la bande SY .
Appliation : développement asymptotique de la trae
En exploitant le résultat préédent, on peut aluler le premier terme dans le développement
asymptotique de la formule de la trae, et retrouver partiellement un résultat de [8℄.
Corollaire 1. Soit f ∈ C∞0 (R) une fontion telle que Supp f ∈ J . Alors la fontion f(Hϕ,ε) est
ε-périodique en ϕ et son développement de Fourier vérie :
tr [f(Hϕ,ε)] =
1
ε
∫ ε
0
tr [f(Hu,ε)]du+O(e
−S/ε) (2.17)
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b
ϕ−r1
b
ϕ+r1
bϕi1
σ1
bϕi1
b b
b
b
b
A ϕ−r2 ϕ
+
r2
ϕi2
ϕi2
σ2
Fig. 2.4  (E −W )−1(σ(H0))
ave ∫ ε
0
tr [f(Hu,ε)]du =
1
2π
∫
Ru
∫
[−π,π]
f(W (u) + E(κ))dκdu+ o(ε) (2.18)
où S = inf
e∈Supp f
S(e) > 0
On trouvera plus de détails et la preuve de e orollaire au paragraphe 9.4 du hapitre 9.
2.4 Cas de la roix double
2.4.1 Hypothèses géométriques sur W et l'intervalle J
On suppose que V et W vérient les hypothèses (HV), (HW,g) et (HW,r). On suppose
désormais que l'intervalle J est un intervalle ompat vériant les onditions suivantes :
(H′J)
1. Pour tout E ∈ J, il existe deux bandes spetrales B1 et B2 de σ(H0) distintes
ou non, telles que :
 (E−W)−1(B1 ∪B2) est non vide.
 (E−W)−1(B1 ∪B2) a exatement deux omposantes onnexes ompates. On
les note C1 et C2.
2. Pour tout E ∈ J, il existe exatement deux extrema réels m1 et m2 distints de
W vériant :
m1 ∈ (E−W)−1(
◦
B1) et m2 ∈ (E−W)−1(
◦
B2).
2.4.2 Conséquenes
On donne tout de suite des onséquenes de l'hypothèse (H ′J).
 Comme pour la roix simple, la onnexité de J implique que les bandes B1, B2 et les
extrema m1, m2 sont indépendants de E ∈ J .
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 Fixons j ∈ {1, 2}, on va dérire haque roix Cj en utilisant le formalisme de la roix
simple dérit au paragraphe 2.3.1 de e hapitre.
 On note Erj et Eij les extrémités de Bj vériant Erj ∈ (E−W )(R) et Eij /∈ (E−W )(R)
pour tout E ∈ J .
 Dans SY , les points de branhement de κ ont la onguration suivante :
 Dans SY ∩ {Re (ϕ) ≤ A}, il y a exatement quatre points de branhement {ϕ+r1 , ϕ−r1}
et (ϕi1 , ϕi1) assoiés à Er1 et Ei1 .
 Dans SY ∩ {Re (ϕ) ≥ A}, il y a exatement quatre points de branhement {ϕ+r2 , ϕ−r2}
et (ϕi2 , ϕi2) assoiés à Er2 et Ei2 .
 Pour j ∈ {1, 2}, il existe une ligne vertiale σj passant par mj et reliant ϕij et ϕij . On
note Σj la omposante onnexe de (E −W )−1(R) ontenant σj .
 On a alors Cj = [ϕ
−
rj , ϕ
+
rj ] ∪ σj .
On a représenté ette onguration géométrique dans la gure 2.4.
2.4.3 Remarques et exemples
Analysons quelque peu l'hypothèse (H ′J).
 Considérons les bandes B1 et B2. Ces deux bandes sont identiques ou onséutives. En
eet, par onnexité, l'image (E−W )([ϕ+r1 , ϕ−r2 ]) est inluse dans un gap. Par onséquent,
les points ϕ+r1 et ϕ
−
r2 sont assoiés, soit à deux points de branhement onséutifs de
σ(H0), soit au même point de branhement.
 Doubles puits de potentiel symétrique et non symétrique.
C'est un des exemples les plus représentatifs. On onsidère un potentiel W ave deux
minima W−1 ≤ W−2 , séparés par un maximum loal W+ = sup
R
W . Conrètement, on
peut penser à l'exemple :
W (x) = − A
1 + (x− 5)2 −
B
1 + (x+ 5)2
,
J ⊂]E2n−1 +W+, E2n[∩]E2n +W−2 , E2n+1 +W−1 [.
On a représenté en gure 2.5A et B les doubles puits de potentiel symétrique et non
symétrique.
 L'hypothèse (H ′J) reouvre aussi le as de l'interation de deux extrema de type diérent.
On peut penser à l'exemple :
W (x) =
A
1 + (x− 5)2 −
B
1 + (x+ 5)2
,
J ⊂] max{E2n−1 +W−, E2n−3 +W+, E2n−2},min{E2n−1, E2n +W−, E2n−2 +W+}[.
Un tel exemple est représenté en gure 2.5C.
2.4.4 Phases et ations
La roix double (gure 2.4) apparaît omme la réunion de deux roix simples (gure 2.2).
Pour érire l'équation aux valeurs propres dans e as, on va don onsidérer les phases et ations
assoiées à haque roix simple ainsi que l'ation entre les deux roix (voir gure 2.4).
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Fig. 2.5  Exemples de potentiel W
Coeients assoiés séparément à haque roix Cj
Pour haque roix Cj (j ∈ {1, 2}), on onsidère don les phases Φj , Φd,j et l'ation Sj
assoiées à Cj . On a présenté es oeients au paragraphe 2.3.2.
On notera tj les deux oeients tunnel assoiés à haune des roix Cj .
Coeient tunnel d'ation entre les roix
Soit κ une détermination du moment omplexe ontinue entre ϕ+r1 et ϕ
−
r2 .
Dénition 2.2. On dénit le oeient d'ation entre les deux roix assoié à κ par :
iSI(E) = 2
∫ ϕ−r2
ϕ+r1
κ(u)du. (2.19)
On démontrera au paragraphe 10.1.2 du hapitre 10 le résultat suivant :
Lemme 2.4. Il existe une détermination κ0 telle que l'ation assoiée SI vérie les propriétés
suivantes :
1. E 7→ SI(E) est analytique dans un petit voisinage omplexe de l'intervalle J .
2. SI prend des valeurs réelles sur J .
3. ∀E ∈ J, SI(E) > 0.
On dénit alors le oeient tunnel d'ation horizontal :
tI(E, ε) = exp
(−SI(E)
ε
)
. (2.20)
Le oeient tI est exponentiellement petit en vertu du point (3) du Lemme 2.4.
2.4.5 Résultats
A ma onnaissane, il y a très peu de résultats dans le as de la roix double pour des
perturbations lentes de potentiels périodiques. En revanhe, les études dans le as V = 0 perturbé
par un double puits sont assez nombreuses [34, 20, 26, 18, 6, 19, 7℄ et on revient sur es résultats
au hapitre 10.
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Equation aux valeurs propres
On donne une aratérisation des valeurs propres de la roix double sous la forme suivante :
Théorème 2.2. On suppose que V , W et J vérient les hypothèses (HV ), (HW,r), (HW,g) et
(H ′J). Soit Y0 ∈]0, Y [.
Alors il existe ε0 > 0 et un voisinage omplexe V = V de J tels que, il existe un réel γ > 0, une
onstante c et pour j ∈ {1, 2}, il existe des fontions (E, ε) 7→ Φ˜j(E, ε) et (E, ε) 7→ Φ˜d,j(E, ε),
(ϕ,E, ε) 7→ Fj(ϕ,E, ε) et (ϕ,E, ε) 7→ ηj(ϕ,E, ε) telles que, pour ε ∈]0, ε0[ :
 E ∈ V est une valeur propre de Hϕ,ε si et seulement si E est solution de l'équation :
F1(ϕ,E, ε)F2(ϕ,E, ε) + (−1)eγtI(E, ε)η1(ϕ,E, ε)η2(ϕ,E, ε) = 0, (2.21)
où e est le nombre d'extrema de W entre m1 et m2.
 Pour j ∈ {1, 2}, (ϕ,E) 7→ Fj(ϕ,E, ε) est analytique sur SY0×V. De plus ϕ 7→ Fj(ϕ,E, ε)
est ε-périodique et son développement en série de Fourier s'érit :
Fj(ϕ,E, ε) = cos
(
Φ˜j(E, ε)
ε
)
+ tj(E, ε)
(
cos
(
Φ˜d,j(E, ε) + 2πϕ
ε
)
+ hj(ϕ,E, ε)
)
où sup
ϕ∈SY0 ,E∈V
|hj(ϕ,E, ε)| < 1
c
e
−c
ε .
 Pour j ∈ {1, 2}, la fontion (ϕ,E) 7→ ηj(ϕ,E, ε) est une fontion analytique sur SY0×V.
De plus ϕ 7→ ηj(ϕ,E, ε) est ε-périodique et son développement en série de Fourier s'érit :
ηj(ϕ,E, ε) =
(
sin
(
Φ˜j(E, ε)
ε
)
+O(tj(E, ε))
)
[1 + gj(ϕ,E, ε)],
où lim
ε→0
sup
ϕ∈SY0 ,E∈V
gj(ϕ,E, ε) = 0.
 Pour j ∈ {1, 2}, les fontions Fj et ηj vérient également les propriétés suivantes :
∀E ∈ V, ∀ϕ ∈ SY0 , Fj(ϕ,E, ε) = Fj(ϕ,E, ε), ηj(ϕ,E, ε) = ηj(ϕ,E, ε).
 Pour j ∈ {1, 2}, les fontions Φ˜j(·, ε) et Φ˜d,j(·, ε) sont analytiques sur V pour tout j ∈
{1, 2} et vérient uniformément pour E ∈ V :
Φ˜j(E, ε) = Φj(E) + o(ε), Φ˜d,j(E, ε) = Φd,j(E) + ε(ρj + o(1)),
où les oeients ρj sont des réels dénis en (10.1).
Analyse de l'équation (2.21)
L'équation (2.21) apparaît omme une perturbation exponentiellement petite de l'équation
F1.F2 = 0. Pour j ∈ {1, 2}, haune des fontions Fj orrespond à la aratérisation des valeurs
propres dans le as de la roix simple Cj . Au paragraphe 2.3.3, on s'est intéressé aux zéros de Fj
dans J . On les note alors, pour j ∈ {1, 2} :
Z(Fj) = {Eljj (ϕ, ε)}lj∈{L−j (ε),..,L+j (ε)},
Ces zéros osillent autour de valeurs quantiées {E(lj)j (ε)}lj∈{L−j (ε),..,L+j (ε)} dérites par le Lemme
2.3 ; ils sont don séparés par une distane d'ordre ε.
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Asymptotiques des valeurs propres
De la aratérisation préédente, on déduit tout d'abord un résultat immédiat pour les
valeurs propres de Hϕ,ε :
Théorème 2.3. On suppose que V , W et J vérient les hypothèses (HV ), (HW,r), (HW,g) et
(H ′J). On dénit SˆI = inf
e∈J
SI(e) et t̂I(ε) = e
−SˆI/ε
. Dans J , l'opérateur Hϕ,ε admet un nombre
ni de valeurs propres exponentiellement prohes des zéros assoiés à haque roix simple ; plus
préisément, pour ε assez petit :
σ(Hϕ,ε) ∩ J =
 ⋃
l1∈{L−1 (ε),..,L+1 (ε)}
{Êl11 (ϕ, ε)}
⋃
l2∈{L−2 (ε),..,L+2 (ε)}
{Êl22 (ϕ, ε)}
 ∩ J,
où, pour j ∈ {1, 2}, et lj ∈ {L−j (ε), .., L+j (ε)},
Ê
lj
j (ϕ, ε) ∈ Eljj (ϕ, ε) +
[
−
√
t̂I(ε),
√
t̂I(ε)
]
.
Comme le oeient tunnel t̂I(ε) est exponentiellement petit, on remarque que les valeurs
d'une même suite {Êljj (ϕ, ε)}, pour j ∈ {1, 2}, sont espaées d'une distane de taille ε. Cepen-
dant, il est possible que deux valeurs {Êl11 (ϕ, ε)} et {Êl22 (ϕ, ε)} soient très prohes. A priori,
le Théorème 2.3 n'exlut pas qu'elles soient même onfondues. Puisque le problème est uni-
dimensionnel, on sait que 'est impossible.
Considérons E1(ϕ, ε) un zéro de F1. On s'intéresse à la distane d(E1, Z(F2)) de E1(ϕ, ε) aux
zéros de F2. Considérons une fontion positive ε 7→ d(ε) telle que :
lim
ε→0
d(ε)
ε
= 0 ; lim
ε→0
√
t̂I(ε)
d(ε)
= 0. (2.22)
Le Théorème 2.3 nous dit qu'il y a une seule valeur propre Ê1(ϕ, ε) de Hϕ,ε dans un voisinage de
taille d(ε) de E1(ϕ, ε). Lorsque la distane d(E1, Z(F2)) est inférieure à d(ε), il y a exatement
une valeur propre {Ê2(ϕ, ε)} à une distane inférieure à 2d(ε) de Ê1(ϕ, ε). Au vu des études
menées dans le as V = 0 ([20, 34, 26℄), on peut se demander s'il existe une distane minimale
dite de splitting séparant es deux valeurs propres. C'est e que prouve le résultat suivant.
Théorème 2.4. On suppose que V , W et J vérient les hypothèses (HV ), (HW,r), (HW,g) et
(H ′J). Soit E1(ϕ, ε) un zéro de F1. Soit d une fontion vériant (2.22).
1. Si d(E1, Z(F2)) > d(ε), alors dans E1(ϕ, ε) +
[
−
√
t̂I(ε),
√
t̂I(ε)
]
, Hϕ,ε admet exatement
une valeur propre notée Ê1(ϕ, ε) qui vérie l'asymptotique suivante :
Ê1(ϕ, ε) = E1(ϕ, ε)+γ.ε.(−1)e+1tI(E1(ϕ, ε), ε) 1
Φ′1(E1(ϕ, ε)) tan
Φ2(E1(ϕ,ε))
ε
+o(εtI(E1(ϕ, ε), ε)).
(2.23)
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2. Si d(E1(ϕ, ε), Z(F2)) < d(ε), on note E2(ϕ, ε) l'unique zéro de F2 le plus prohe de E1(ϕ, ε).
Alors, dans [E1(ϕ, ε), E2(ϕ, ε)] +
[
−
√
t̂I(ε),
√
t̂I(ε)
]
, Hϕ,ε admet exatement deux valeurs
propres, notées Ê+(ϕ, ε) et Ê−(ϕ, ε) vériant l'asymptotique :
dE±(ϕ, ε) =
E1(ϕ, ε) + E2(ϕ, ε)
2
±
v
u
u
t
(E2(ϕ, ε)− E1(ϕ, ε))2
4
+ γε2tI (E1(ϕ, ε), ε)
[1 + o(1)]
|Φ′1(E1(ϕ, ε))Φ
′
2(E2(ϕ, ε))|
. (2.24)
Quelques remarques
 On remarque que l'asymptotique (2.24) oinide ave l'asymptotique (2.23) lorsqu'il
existe α > 0 tel que |E2−E1|ε ∈
]
ε−α/2
√
t̂I(ε), ε
α
[
. En eet, il sut d'érire dans (2.24) :
tan
Φ2(E1(ϕ, ε))
ε
= Φ′2(E2(ϕ, ε))
E1 − E2
ε
(1 +O(εα)),
et de faire un développement limité de la raine arrée dans (2.24) :√
(E2(ϕ, ε)− E1(ϕ, ε))2
4
+ γε2tI(E1(ϕ, ε), ε)
[1 + o(1)]
|Φ′1(E1(ϕ, ε))Φ′2(E2(ϕ, ε))|
=
|E2(ϕ, ε)− E1(ϕ, ε)|
2
"
1 + 2γε
2
tI (E1(ϕ, ε), ε)
[1 + o(1)]
|Φ′1(E1(ϕ, ε))Φ
′
2(E2(ϕ, ε))|(E2(ϕ, ε)− E1(ϕ, ε))
2
#
.
 On a représenté dans la gure 2.6 les allures des valeurs propres assoiées à la roix
double. Les zéros de F1 et F2 osillent en ϕ. Si les images des fontions E1([−1, 1], ε)
et E2([−1, 1], ε) sont séparées par une distane très supérieure au oeient tunnel, les
zéros assoiés à haque roix ne se roisent pas et on est toujours dans le as (1) du
Théorème 2.4. Tout se passe omme si on voyait séparément les deux roix. En revanhe,
si l'amplitude des osillations et les valeurs moyennes des zéros E1(ϕ, ε) et E2(ϕ, ε) sont
telles que les images se roisent, on est dans le as représenté en gure 2.6B. Dans ette
gure, on a représenté en traits pleins l'allure des valeurs propres et en traits pointillés
les zéros assoiés à haque roix. Sur haque période les zéros assoiés à haune des deux
roix se roisent deux fois ; au niveau de haque roisement, il y a un élatement donné
par (2.24).
 L'expression (2.24) est analogue aux résultats obtenus dans le as où V = 0 ([20, 34, 26℄),
l'ation SI jouant ii le rle du double de la distane d'Agmon entre les deux puits.
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A
ϕ
Ê+(ϕ)
Ê−(ϕ)
B
ϕ
Ê+(ϕ)
Ê−(ϕ)
Fig. 2.6  Spetre de la roix double
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On va détailler ii la philosophie et les diérentes étapes de l'étude.
3.1 Opérateurs périodiques perturbés en dimension 1
3.1.1
On traitera l'équation (1.3) omme une perturbation de l'équation périodique
H0ψ = Eψ (3.1)
où l'opérateur H0 est déni en (1.2). Pour ela, on dérira la théorie spetrale des opérateurs
périodiques au hapitre 4.
Pour l'instant, on se ontente d'introduire les solutions de Bloh de (3.1). On appelle solution
de Bloh de (3.1) une fontion Ψ vériant (2.1) et :
∀x ∈ R, Ψ(x+ 1, E) = λ(E)Ψ(x,E), (3.2)
pour λ non nul indépendant de x. Le oeient λ(E) est alors appelé multipliateur de Bloh-
Floquet. On peut hoisir k(E) ∈ C tel que λ(E) = eik(E) ; k est le quasi-moment présenté au
paragraphe 2.1 du hapitre 2 et étudié au paragraphe 4.2 du hapitre 4. Lorsque E /∈ σ(H0),
il existe deux solutions de Bloh de (3.1) linéairement indépendantes (voir paragraphe 4.1 du
hapitre 4). On les note Ψ˜+ et Ψ˜− ; les multipliateurs de Bloh-Floquet assoiés sont inverses
l'un de l'autre et les fontions Ψ˜± s'érivent :
Ψ˜±(x,E) = e±ik(E)xp±(x,E) ave p±(x+ 1, E) = p±(x,E).
Quand Im k(E) > 0, Ψ˜+(x,E) tend vers 0 lorsque x tend vers +∞ et Ψ˜−(x,E) tend vers 0
lorsque x tend vers −∞. En fait, la relation (3.2) dénit les fontions Ψ˜+ et Ψ˜− à un oeient
multipliatif près. Préisément, l'équation (3.2) dénit deux espaes vetoriels de dimension 1
que l'on appellera sous-espaes de Bloh.
Pour l'étude du spetre disret des perturbations d'opérateurs périodiques, [16℄ et [27℄ prouvent,
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lorsque Im k(E) > 0, qu'il existe des fontions (x, ϕ,E, ε) 7→ F+(x, ϕ,E, ε) et (x, ϕ,E, ε) 7→
F−(x, ϕ,E, ε) solutions de (1.3) dénies par :
lim
x→+∞[F+(x, ϕ,E, ε)− Ψ˜+(x,E)] = 0, limx→−∞[F−(x, ϕ,E, ε)− Ψ˜−(x,E)] = 0 (3.3)
La ondition (3.3) garantit l'uniité de F+ (respetivement de F−) ar la fontion Ψ˜+ (respe-
tivement Ψ˜−) tend vers 0 lorsque x tend vers +∞ (respetivement −∞). Les fontions de Jost
F+ et F− sont généralement onstruites omme des solutions d'une équation intégrale de type
Lippman-Shwinger. Cette onstrution est une adaptation de la théorie lassique du sattering
(Chapitre XI de [30℄) pour une perturbation du laplaien et onsiste à herher des solutions
partiulières de (1.3) à partir des solutions de l'équation périodique.
On appellera sous-espaes de Jost les sous-espaes vetoriels J+ et J− engendrés par F+ et F−.
J+ (respetivement J−) est l'ensemble des solutions de (1.3) appartenant à L2([0,∞)) (respe-
tivement L2((−∞, 0])).
Soient f et g deux fontions dérivables, le wronskien de f et g noté w(f, g) est déni par
w(f, g) = f ′g − fg′ (3.4)
On rappelle que lorsque f et g sont les solutions d'une équation du seond ordre, leur wronskien
est indépendant de x. L'intérêt spetral des sous-espaes de Jost réside notamment dans le ré-
sultat suivant :
Proposition 3.1. On suppose que Im k(E) > 0. Soient deux solutions de Jost non triviales
h−g ∈ J− et h+d ∈ J+. E est une valeur propre de Hϕ,ε si et seulement si :
w(h+d , h
−
g ) = 0 (3.5)
Pour aluler les valeurs propres, il sut désormais de onstruire les sous-espaes de Jost.
3.2 Constrution de solutions de Jost ohérentes. Coeient de
transmission
Comme nous l'avons expliqué au hapitre 1, une idée essentielle pour étudier (1.3) est de
onstruire des solutions ohérentes, 'est-à-dire vériant (1.5). On ommene don par hoisir
dans J− et J+ des représentants ohérents. On démontre préisément le résultat suivant :
Proposition 3.2. On suppose que V vérie (HV ), W vérie (HW,r) et J vérie (HJ) (ou
(H ′J)). Soit X > 1 et λ > 1 xés. Alors, il existe un voisinage omplexe V = V de J , un réel
ε0 > 0, une onstante C > 0, deux nombres omplexes mg et md, et deux fontions (x, ϕ,E, ε) 7→
hg−(x, ϕ,E, ε), (x, ϕ,E, ε) 7→ hd+(x, ϕ,E, ε) tels que, si on note
Bgε =
{
ϕ ∈ SY ; Re ϕ < −Cε−
λ
s−1
}
et Bdε =
{
ϕ ∈ SY ; Re ϕ > Cε−
λ
s−1
}
,
alors :
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 Les fontions (x, ϕ,E, ε) 7→ hg−(x, ϕ,E, ε) et (x, ϕ,E, ε) 7→ hd+(x, ϕ,E, ε) sont dénies et
ohérentes sur R× SY × V×]0, ε0[.
 Pour tout x ∈ [−X,X] et ε ∈]0, ε0[, (ϕ,E) 7→ hg−(x, ϕ,E, ε) et (ϕ,E) 7→ hd+(x, ϕ,E, ε)
sont analytiques sur SY × V.
 Les fontions hg− et hd+ ont le omportement asymptotique suivant :
hg−(x, ϕ,E, ε) = e
−i
ε
R ϕ
mg
κ(u)du
ψ−(x, ϕ,E)(1 +Rg(x, ϕ,E, ε)) (3.6)
où Rg vérie :
∃M > 0, ∀ε ∈]0, ε0[, ,∀x ∈ [−X,X], ∀E ∈ V, ∀ϕ ∈ Bgε , |Rg(x, ϕ,E, ε)| ≤
M
ε|Re ϕ|s−1
hd+(x, ϕ,E, ε) = e
i
ε
R ϕ
md
κ(u)du
ψ+(x, ϕ,E)(1 +Rd(x, ϕ,E, ε)) (3.7)
où Rd vérie :
∃M > 0, ∀ε ∈]0, ε0[, ,∀x ∈ [−X,X], ∀E ∈ V, ∀ϕ ∈ Bdε , |Rd(x, ϕ,E, ε)| ≤
M
ε|Re ϕ|s−1
 Les asymptotiques (3.6) et (3.7) sont une fois diérentiables en x.
 La fontion x 7→ hg−(x, ϕ,E, ε) (respetivement x 7→ hd+(x, ϕ,E, ε)) est une base de J−
(respetivement J+).
 Il existe deux réels σg ∈ {−1, 1}, σd ∈ {−1, 1}, un entier p et deux fontions E 7→ αg(E)
et E 7→ αd(E) tels que :
1. Pour tout ε ∈]0, ε0[, x ∈ R, E ∈ V,et ϕ ∈ SY ,on a :
αg(E)h
g
−(x, ϕ,E, ε) = iσge
− i
ε
2pπxαg(E)h
g
−(x, ϕ,E, ε) (3.8)
αd(E)h
d
+(x, ϕ,E, ε) = iσde
i
ε
2pπxαd(E)h
d
+(x, ϕ,E, ε) (3.9)
2. Les fontions αg et αd sont analytiques et données par (6.18) et (6.21). Elles ne
s'annulent pas sur V.
 Les fontions ψ+ et ψ− sont les solutions anoniques de Bloh de l'équation périodique
(2.1) présentées au paragraphe 5.2 du hapitre 5.
On prouvera e résultat au hapitre 6. Les Propositions 3.1 et 3.2 impliquent que les valeurs
propres sont aratérisées par :
w(hg−, h
d
+) = 0. (3.10)
3.3 Prolongement des asymptotiques
Pour aluler w(hg−, hd+), il sut de onnaître l'asymptotique de la fontion h
g
− lorsque
ϕ→ +∞.
L'asymptotique (3.6) n'est pas une asymptotique tout à fait omparable à elle intervenant dans
les travaux de A. Fedotov et F. Klopp dans la mesure où elle n'est vériée que sur un domaine
qui dépend de ε. On doit don étudier omment se prolonge ette asymptotique sur un domaine
indépendant de ε. Pour e faire, nous étendrons leurs résultats dans un adre non ompat (f.
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hapitre 7) ; la déroissane de W ompense alors l'absene de ompaité.
Ensuite, pour prolonger plus loin l'asymptotique de hg−, les études eetuées dans [10℄ mettent
en évidene ertains obstales topologiques. En partiulier dans les deux as que l'on onsidère,
on doit ontourner la ou les roix entrales : [ϕ−r , ϕ+r ] ∪ σ dans le premier as (f. gure 2.2), C1
et C2 dans le deuxième (f. gure 2.4).
On montrera au hapitre 5 qu'il existe au voisinage de haque roix un domaine ompat muni
d'une base ohérente f i±. On exprimera les fontions h
g
− et hd+ sur ette base intermédiaire
(hapitres 8, 9 et 10).
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4Opérateurs de Shrödinger périodiques
en dimension 1
Dans e hapitre, je vais rappeler des résultats importants de la théorie des opérateurs de
Shrödinger périodiques en dimension 1, dont je me servirai plus loin. Ces opérateurs ont été
beauoup étudiés (on renvoie par exemple à [36, 25, 24, 33℄). On onsidère l'opérateur H0 déni
en (1.2). On suppose que V vérie l'hypothèse (HV ) (f. 2.1 du hapitre 2).
4.1 Fontions de Bloh et struture en bande du spetre
Dans ette partie, on s'intéresse à l'équation :
H0ψ(x) = − d
2
dx2
ψ(x) + V (x)ψ(x) = Eψ(x) (4.1)
On ommene par donner les propriétés des fontions de Bloh en fontion de E . On a présenté
les fontions de Bloh au paragraphe 3.1.1 du hapitre 3. Les solutions de Bloh sont en fait des
veteurs propres de l'opérateur de translation L̂ : Ψ 7→ L̂Ψ, ave L̂Ψ(x) = Ψ(x+ 1).
On onsidère deux opies Γ+ et Γ− du plan omplexe des énergies oupé le long des zones
spetrales. On les reolle pour obtenir une surfae de Riemann ave des points de branhement
en raine arrée. On appelle ette surfae de Riemann Γ. On peut onstruire une solution de
Bloh Ψ˜(x, E) de l'équation (4.1) méromorphe sur ette surfae de Riemann. Les ples de ette
solution sont situés dans les launes spetrales. Plus préisément, pour haque laune, il existe
un unique ple se projetant dans la laune. Ce ple est situé soit dans Γ+, soit dans Γ−. La
position du ple est indépendante de x. Ces résultats sont présentés en détail dans [16℄.
En dehors des extrémités des zones spetrales ('est-à-dire des points de branhement de Γ), les
restritions Ψ˜± de Ψ˜ à Γ± sont des solutions linéairement indépendantes de (4.1).
Enn, les fontions Ψ˜±(x, E) sont à valeurs réelles lorsque E est dans une laune. Préisément :
Ψ˜±(x, E − i0) = Ψ˜±(x, E + i0), ∀E ∈]E2n, E2n+1[, n ∈ N. (4.2)
Les fontions Ψ˜±(x, E) sont omplexes onjuguées quand E est dans une bande, 'est-à-dire :
Ψ˜±(x, E − i0) = Ψ˜∓(x, E + i0), ∀E ∈]E2n+1, E2n+2[, n ∈ N. (4.3)
On note également
w0(E) = w(Ψ˜+(·, E), Ψ˜−(·, E)) (4.4)
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(E) (k0(E))
b b b b b
E1 E2 E3 E4
γ1
b b b b b
E1 E2 E3 E4
γ2
−2π 2π−π π
γ2
γ1
γ1, γ2
Fig. 4.1  Le quasi-moment k
4.2 Quasi-moment de Bloh
4.2.1
On va dérire en détail le quasi-moment de Bloh k orrespondant à la fontion de Bloh
dérite i-avant. k a les mêmes points de branhement que Ψ˜(x, E) mais la surfae de Riemann
assoiée est plus ompliquée. Pour dérire les propriétés prinipales de k, on onsidère le plan
omplexe oupé le long de l'axe réel de E1 à +∞, que l'on note C0. On peut xer une détermi-
nation univaluée du quasi-moment par la ondition :
ik0(E) < 0, si E < E1. (4.5)
L'image de C0 par k0 est située dans le demi-plan supérieur du plan omplexe, 'est-à-dire :
∀E ∈ C0, Im (k0(E)) > 0. (4.6)
Dans la gure 4.1, on trae quelques ourbes dans C0 et leurs images par l'appliation E 7→ k0(E).
Le quasi-moment k0(E) est réel le long des zones spetrales, et, le long des launes spetrales, sa
partie réelle est onstante ; en partiulier, on a pour l ∈ N :
k0(E1) = 0, k0(E2l ± i0) = k0(E2l+1 ± i0) = ±πl. (4.7)
Soit Em un des points de branhement de k. Alors si
√
est la détermination prinipale de la
raine arrée, haune des fontions :
E ∈ C± 7→ f±m(E) = (k0(E)− k0(Em ± i0))/
√
E − Em, E ∈ R (4.8)
peut être prolongée analytiquement dans un voisinage du point de branhement Em (f. [10℄).
4.2.2
On rappelle que :
k0(E) =
√
E +O(1/
√
E) quand |E| → ∞ (4.9)
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où E ∈ Γ et 0 < arg(E) < 2π (f. [25℄). Soit δ ∈]0, 2π[. Cette asymptotique est uniforme en E
pour 0 < δ < arg(E) < 2π − δ.
Les valeurs du quasi-moment k0 de haque té de la oupure ]E1,+∞[ sont reliées par la formule :
∀E ∈]E1,+∞[, k0(E + i0) = −k0(E − i0), E1 ≤ E (4.10)
Pour l ∈ N, on onsidère la laune spetrale ]E2l, E2l+1[. Soit Cl le plan omplexe oupé de −∞
à E2l et de E2l+1 à +∞. On note kl la détermination du quasi-moment analytique sur Cl et
oïnidant ave k0 pour Im (E) > 0. On a :
∀E ∈]−∞, E2l[∪]E2l+1,+∞[, kl(E + i0) + kl(E − i0) = 2πl (4.11)
Cette formule provient de (4.7) et de l'analytiité des fontions dénies dans (4.8) .
4.3 Composantes périodiques des solutions de Bloh
On xe l ∈ N. On onsidère les solutions Ψ˜± introduites dans le paragraphe 4.1. Elles
peuvent s'érire sous la forme :
Ψ˜±(x, E) = e±ikl(E)xp±l (x, E), E ∈ Cl (4.12)
où p±l (x, E) sont des fontions 1-périodiques en x
p±l (x+ 1, E) = p±l (x, E), ∀x ∈ R (4.13)
4.4 Les solutions analytiques de Bloh de l'équation (4.1)
On onstruit des solutions normalisées de l'équation (4.1). Soit D un domaine de Γ ne
ontenant pas de points de branhement du quasi-moment k. On xe sur D une détermination
ontinue k du quasi-moment et un point E0 ∈ D. On rappelle le résultat suivant tiré de [10, 13℄ :
Lemme 4.1. On dénit les fontions g± : D → C par :
g±(E) = −
∫ 1
0 p∓(x, E)∂Ep±(x, E)dx∫ 1
0 p+(x, E)p−(x, E)dx
, (4.14)
et les fontions ψ0± : R×D → C par :
ψ0±(x, E) =
√
k′(E)e
R E
E0
g±(e)deΨ˜±(x, E). (4.15)
Les fontions E 7→ ψ0±(x, E) sont analytiques sur D pour tout x ∈ R. Les fontions ψ0± sont
appelées solutions analytiques de Bloh normalisées en E0.
Pour faire apparaître le point de normalisation, si besoin est, on notera parfois ψ0±(x, E , E0).
On renvoie au paragraphe 1.4.4 de [13℄ pour les détails de la démonstration. La preuve est
simplement basée sur l'étude des ples des fontions Ψ˜± et des zéros de
√
k′ dans D. Les ples
de g± sont simples et situés exatement aux ples de Ψ˜± ou aux zéros de k′. L'étude des résidus
en es points permet d'obtenir le résultat. Préisément, si on note P l'ensemble des ples de Ψ˜±
et Q l'ensemble des zéros de k′, alors :
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1. Si p ∈ P\Q, respg± = 1.
2. Si p ∈ P ∩Q, respg± = −1/2.
3. Si p ∈ Q\P , respg± = 1/2.
On renvoie à [13℄ pour plus de préisions.
4.5 Formules utiles
On termine ette partie en donnant quelques formules utiles par la suite. On introduit
d'abord une nouvelle notation.
Pour une fontion f : U ⊂ Cn → Cp, on dénit la fontion f∗ : U → Cp :
f∗(Z) = f(Z). (4.16)
On rappelle que les fontions g± sont dénies en (4.14). Les relations (4.2) et (4.3) impliquent
les relations suivantes :
g∗±(E) = g±(x, E), ∀E ∈]E2n, E2n+1[, n ∈ N. (4.17)
g∗±(E) = g∓(x, E), ∀E ∈]E2n+1, E2n+2[, n ∈ N. (4.18)
On note enn que, si E0 /∈ ∂σ(H0) ∪Q,
w(ψ0+(·, E , E0), ψ0−(·, E , E0)) = w0(E0)k′(E0).
On rappelle également la formule suivante tirée de [10℄. Pour E0 /∈ ∂σ(H0)∪Q et E1 /∈ ∂σ(H0)∪Q,
w(ψ0+(·, E , E1), ψ0−(·, E , E1))
w(ψ0+(·, E , E0), ψ0−(·, E , E0))
= e
R E0
E1
(g++g−)(e)de
(4.19)
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5Les prinipaux outils de la méthode
WKB omplexe
Dans e hapitre, on présente les résultats prinipaux de la méthode WKB omplexe sur des
domaines ompats. La méthode WKB onsiste à onstruire des bases ohérentes de solutions
de (1.3) ayant l'asymptotique (1.6). Cei n'est pas possible sur des domaines arbitraires du plan
omplexe, mais l'est sur des domaines dits anoniques.
On appliquera les résultats obtenus par [10, 12, 11℄ pour les hypothèses (HW,g) et (HJ) ou
(H ′J). En partiulier, on exhibe un voisinage de haque roix, dans lequel on onstruit une
base ohérente à l'asymptotique (1.6). On travaille désormais dans la bande SY dénie dans les
hypothèses (HW,g) et (HJ) ou (H
′
J). Pour simplier l'exposé, on supposera don dans tout e
hapitre que Y est hoisi pour que ette ondition soit vériée.
5.1 Les domaines anoniques
Le domaine anonique est la notion géométrique prinipale de la méthode WKB omplexe.
5.1.1 Le moment omplexe
Les domaines anoniques sont dérits grâe au moment omplexe κ(ϕ). On rappelle que
ette fontion est dénie par la relation (2.4). On a étudié les propriétés de κ au paragraphe
2.2.2 du hapitre 2. Les propriétés de κ et la struture de la surfae de Riemann dépendent des
propriétés analytiques de la fontion W et de la valeur du paramètre spetral E.
On présente maintenant quelques dénitions.
5.1.2 Vertialité, vertialité strite
Dénition 5.1. On dit qu'une ourbe omplexe régulière γ est vertiale si elle intersete les
droites Im z = Const en des angles θ non nuls.
S'il existe un nombre stritement positif δ tel que, en tout point de γ, l'angle d'intersetion θ
vérie l'inégalité :
δ < θ < π − δ (5.1)
alors on dit que γ est stritement vertiale.
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Dénition 5.2. Si γ est une ourbe vertiale du plan omplexe, on l'oriente dans le sens de
parties imaginaires roissantes.
On appelle domaine à gauhe d'une ourbe vertiale γ tout domaine inlus dans l'ensemble :
G(γ) = {z + r ; z ∈ γ, r ∈ R−}. (5.2)
5.1.3 Canoniité, δ-strite anoniité
Soit γ une ourbe vertiale ne ontenant pas de points de branhement. Sur γ, on xe une
détermination ontinue du moment κ.
Dénition 5.3. On dit que γ est une ligne anonique pour la détermination κ si, pour ϕ ∈ γ,
 Im ϕ 7→ Im ∫ ϕ κ(u)du est stritement roissante
 Im ϕ 7→ Im ∫ ϕ(κ(u)− π)du est stritement déroissante.
où les intégrales sont onsidérées le long de γ.
On suppose que γ est stritement vertiale. S'il existe δ > 0 tel que
Im
∫ ϕ′
ϕ
κ(u)du ≥ δIm (ϕ′ − ϕ) ∀(ϕ,ϕ′) ∈ γ2 (5.3)
et
Im
∫ ϕ′
ϕ
(π − κ(u))du ≥ δIm (ϕ′ − ϕ) ∀(ϕ,ϕ′) ∈ γ2 (5.4)
alors, on dit que γ est δ − stritement anonique. Dans (5.3) et (5.4), on intègre le long de γ.
On identie de façon usuelle C et R2. La onstrution des lignes anoniques se ramène à l'étude
des deux hamps de veteurs κ et κ − π, ou plutt de leurs ourbes intégrales. Pour ϕ ∈ D, on
note S(ϕ) ⊂ C le seteur de sommet ϕ tel que, pour tout veteur z ∈ S(ϕ), on a
Im (iκ(ϕ)(z − ϕ)) > 0 et Im (i(κ(ϕ)− π)(z − ϕ)) < 0. (5.5)
Alors une ourbe γ ∈ D régulière est anonique pour la détermination κ si et seulement si
pour tout ϕ ∈ γ, le veteur t(ϕ) tangent à γ en ϕ, et orienté dans le sens des Im ϕ roissants,
appartient à S(ϕ) (voir gure 5.1). Le ne S(ϕ) dépend de la détermination de κ. En partiulier
lorsque ette détermination κ vérie Re κ ∈]0, π[, e ne est non vide.
5.1.4
Dans e qui suit, ξ1 et ξ2 sont deux points de C tels que
Im ξ1 < Im ξ2.
On notera γ une ourbe régulière reliant ξ1 et ξ2.
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κ¯ π − κ¯t(ϕ)
γ
Fig. 5.1  Le seteur S(ϕ)
5.1.5 Dénition du domaine anonique relativement ompat
SoitK un domaine simplement onnexe inlus dans {Im ϕ ∈ [Im ξ1, Im ξ2]} et ne ontenant
pas de points de branhement du moment omplexe. Sur K, on xe une détermination ontinue
du moment omplexe notée κ.
Dénition 5.4. On dit que K est un domaine anonique pour κ s'il est l'union de ourbes
anoniques reliant ξ1 et ξ2 xés omme i-dessus, privée des points ξ1 et ξ2.
S'il existe δ > 0 tel que K est l'union de ourbes δ−stritement anoniques, on dit que K est
δ − stritement anonique.
5.1.6
Supposons que K est un domaine anonique. On note ∂K sa frontière. Soit un nombre
δ > 0 xé. On appelle C = {z ∈ K ; dist(z, ∂K) > δ} un sous domaine admissible de K. On
note que les points de branhement du moment omplexe sont à l'extérieur de C, à une distane
plus grande que δ.
5.2 Solutions anoniques de Bloh
Pour dérire les formules asymptotiques de la méthode WKB omplexe pour l'équation
(1.3), on va exprimer les solutions de (1.3) à l'aide des solutions analytiques de (4.1) dénies
dans le Lemme 4.1, pour le paramètre spetral E = E −W (ϕ). Préisément, on s'intéresse à
l'équation :
H0ψ = (E −W (ϕ))ψ (5.6)
5.2.1
Soit D un domaine simplement onnexe de la bande SY , ne ontenant pas de points de
branhement de κ. L'image D de D par l'appliation ϕ 7→ E −W (ϕ) ne ontient pas de points
de branhement de k. Soit ϕ0 ∈ D tel que k′(E −W (ϕ0)) 6= 0.
Dans le Lemme 4.1, on a onstruit les solutions analytiques de Bloh {ψ0±} de l'équation (4.1)
normalisées en E −W (ϕ0). Fixons ϕ ∈ D. On pose :
ψ±(x, ϕ,E) = ψ0±(x,E −W (ϕ)), ∀x ∈ R, ∀ϕ ∈ D. (5.7)
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Dans [10℄, les auteurs prouvent que les fontions ϕ 7→ ψ±(x, ϕ,E) se prolongent analytiquement
à tout le domaine D. On appelle ψ± les solutions anoniques de Bloh de l'équation (5.6).
Pour faire apparaître le point de normalisation, on notera parfois ψ±(x, ϕ,E, ϕ0) = ψ0±(x,E −
W (ϕ), E −W (ϕ0)).
Enn, on pose :
q(ϕ) =
√
k′(E −W (ϕ) (5.8)
5.3 La notion de ohérene
5.3.1 Fontions et bases ohérentes
On rappelle qu'une fontion est ohérente lorsqu'elle vérie la relation (1.5).
On dira de plus qu'une base {f±} de solutions de (1.3) est une base ohérente lorsque :
 Les fontions f+ et f− sont ohérentes.
 Leur wronskien est indépendant de ϕ.
5.3.2 Analytiité et ohérene
On dénit tout d'abord la largeur d'un ensemble :
Dénition 5.5. Soit Y0 > 0 et M un ensemble de points de SY0 . On dénit la largeur de M
dans SY0 , notée l(M,Y0) par :
l(M,Y0) = inf
y∈[−Y0,Y0]
sup
{|Re ϕ− Re ϕ′|; (ϕ,ϕ′) ∈M2 tels que Im ϕ = Im ϕ′ = y} (5.9)
On énone ensuite le résultat suivant :
Lemme 5.1. Soit E xé. On onsidère X > 0, Y˜ ∈]0, Y [, ε0 > 0 et K un domaine de C tel
que l(K, Y˜ ) > ε0. On suppose que pour tout ε ∈]0, ε0[, f(·, ϕ, E, ε) est une solution ohérente de
(1.3) pour ϕ ∈ K et que pour tout x ∈ [−X,X], la fontion ϕ 7→ f(x, ϕ,E, ε) est analytique sur
K. Alors pour tout ε ∈]0, ε0[ et tout x ∈ [−X,X], la fontion ϕ 7→ f(x, ϕ,E, ε) est analytique
sur SY˜ .
Ce résultat est prouvé dans [11, 13℄.
5.4 Le théorème de la méthode WKB omplexe sur un domaine
ompat
Dans ette partie, on rappelle le résultat prinipal de la méthode WKB omplexe sur des
domaines ompats. Ce théorème, établi dans [10℄, onstruit sur les domaines anoniques, des
solutions ohérentes de l'équation (1.3) au omportement asymptotique (1.6).
5.4.1 La notion de omportement asymptotique standard
On ommene par rappeler la notion de omportement asymptotique standard telle qu'elle
est présentée dans [13℄. On dit qu'une fontion a le omportement asymptotique standard lors-
qu'elle a les propriétés suivantes :
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Soit E0 ∈ C et soit D ⊂ C un domaine onnexe ne ontenant pas de points de branhement. Soit
κ une détermination ontinue sur D et ψ± les solutions anoniques de Bloh assoiées à D et
normalisées en ξ0 ∈ D. On dit qu'une fontion ohérente f solution de (1.3) a le omportement
asymptotique standard f ∼ e iε
R ϕ κ(u)duψ+(x, ϕ,E), respetivement f ∼ e− iε
R ϕ κ(u)duψ−(x, ϕ,E),
dans D si elle vérie les propriétés suivantes :
 il existe un voisinage V0 de E0 et X > 0 telle que f est une solution ohérente (vériant
(1.5)) de l'équation (1.3) pour tout (x, ϕ,E) ∈ [−X,X]×D × V0 ;
 pour tout x ∈ [−X,X], l'appliation (ϕ,E) 7→ f(x, ϕ,E, ε) est analytique sur D × V0 ;
 pour tout domaine admissible A de D, il existe un voisinage VA de E0 tel que :
∀(x, ϕ,E) ∈ [−X,X]×D×VA, f(x, ϕ,E, ε) = e
i
ε
R ϕ κ(u)du(ψ+(x, ϕ,E)+r+(x, ϕ,E, ε)),
(5.10)
ave lim
ε7→0
sup
[−X,X]×D×VA
|r+(x, ϕ,E, ε)| = 0 ;
respetivement
∀(x, ϕ,E) ∈ [−X,X]×D×VA, f(x, ϕ,E, ε) = e−
i
ε
R ϕ κ(u)du(ψ−(x, ϕ,E)+r−(x, ϕ,E, ε)),
(5.11)
ave lim
ε7→0
sup
[−X,X]×D×VA
|r−(x, ϕ,E, ε)| = 0 ;
 les asymptotiques (5.10) et (5.11) sont une fois diérentiables en x.
5.4.2
On énone maintenant le Théorème WKB sur un domaine ompat.
Théorème 5.1. [10, 13℄
Supposons que V vérie (HV ) et que W vérie (HW,r). On xe X > 1, E0 ∈ C et Y˜ ∈]0, Y [.
Soit K ⊂ SY un domaine anonique borné pour (1.3) tel que l(K, Y˜ ) > 0 ; soit κ une branhe du
moment omplexe pour laquelle K est anonique.
Il existe ε0 > 0 et une base ohérente {f+(x, ϕ,E, ε), f−(x, ϕ,E, ε)} de solutions de (1.3) ayant
le omportement asymptotique standard (5.10) et (5.11) dans K.
De plus, pour tout x ∈ R xé, les fontions ϕ 7→ f±(x, ϕ,E, ε) sont analytiques sur SY˜ . Enn,
les solutions sont normalisées en ϕ0 ∈ K et
w(f+(·, ϕ, E, ε), f−(·, ϕ, E, ε)) = (w0k′)(E −W (ϕ0)). (5.12)
où k est le quasi-moment assoié à κ.
5.5 Les objets géométriques prinipaux de la méthodeWKB om-
plexe
L'objetif est de onstruire des domaines anoniques et plus généralement des domaines
sur lesquels l'asymptotique standard reste valide. Pour ela, on dénit les objets géométriques
prinipaux de la méthode WKB. Pour ela, on reprend des idées développées notamment dans
[9, 10, 11, 38℄.
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5.5.1 Les lignes de Stokes
La dénition des lignes de Stokes est relativement lassique [9, 10℄. L'intégrale ϕ 7→ ∫ ϕ κ(u)du
a les mêmes points de branhement que le moment omplexe. Soit ϕ0 l'un d'entre eux. On onsi-
dère les ourbes ommençant en ϕ0, et vériant l'équation
Im
∫ ϕ
ϕ0
(κ(ξ)− κ(ϕ0))dξ = 0 (5.13)
où l'intégrale est prise le long de γ. Ces ourbes sont les lignes de Stokes issues de ϕ0. D'après les
relations (4.10) et (4.11), la dénition des lignes de Stokes est indépendante de la détermination
hoisie de κ.
Dérivons brièvement les lignes de Stokes en ϕ0. Supposons que W
′(ϕ0) 6= 0. Les formules (2.4)
et (4.8) impliquent qu'il y a trois lignes de Stokes issues de ϕ0. En ϕ0, l'angle entre deux lignes
de Stokes adjaentes est 2π/3.
5.5.2 Les lignes de type de Stokes
On rappelle que D ⊂ SY est un domaine simplement onnexe ne ontenant pas de points
de branhement. Soit γ ⊂ D une ourbe régulière. Sur γ, on xe une détermination ontinue du
moment κ. On dit que γ est une ligne de type de Stokes pour κ, si le long de γ, on a :
Im
(∫ ϕ
κ(u)du
)
= Const ou Im
(∫ ϕ
(κ(u)− π)du
)
= Const
5.5.3 Les lignes pré-anoniques
Soit γ ⊂ D une ourbe vertiale. La ourbe γ est une ligne pré-anonique si elle est la
réunion nie de segments bornés de lignes anoniques ou de lignes de type de Stokes.
5.6 Constrution de déterminations du moment dans le as de la
roix simple et de la roix double
Dans ette partie, on va dérire les diérentes déterminations de κ près des points de
branhement dans les as dérits en 2.3.1 et 2.4.1. Dans le as de la roix simple, la onguration
géométrique est assez prohe de elle dérite dans [12℄. Dans le as de la roix double, 'est
essentiellement deux roix simples. Ce as est prohe du as étudié dans [14℄.
5.6.1 La roix simple : diérents as possibles
Choix d'une détermination au voisinage de la roix
On suppose que les hypothèses (HW,r), (HW,g), (HJ) sont vériées. Pour étudier les objets
géométriques prinipaux de la méthode WKB omplexe, on doit préiser les propriétés de Im κ et
Re κ. L'hypothèse (HJ) reouvre essentiellement deux as diérents selon la nature de la bande B
dans (HJ). L'étude des opérateurs périodiques résumée au hapitre 4 entraîne que κ(ϕ
±
r ) ≡ 0[π].
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ϕ−r ϕ+r
bϕiσ
bϕiσ
S− S+
Fig. 5.2  Les domaines S− et S+
On distingue les as où κ(ϕ±r ) ≡ 0[2π], et κ(ϕ±r ) ≡ π[2π]. On dénit tout d'abord S− le domaine
ouvert délimité en bas par la droite réelle et à droite par Σ+ :
S− = {ϕ− r ; ϕ ∈ Σ∗+, r ∈ R∗+} ∩ SY (5.14)
De même, on dénit S+ le domaine ouvert délimité en bas par la droite réelle et à gauhe par
Σ+ :
S+ = {ϕ+ r ; ϕ ∈ Σ∗+, r ∈ R∗+} ∩ SY (5.15)
Les domaines S+ et S− sont représentés sur la gure 5.2. On va prouver le résultat suivant :
Lemme 5.2. On suppose que les hypothèses (HW,r), (HW,g), (HJ) sont vériées. Il existe une
détermination κi du moment omplexe telle que
1. Im κi(ϕ) > 0 pour ϕ ∈ S−, κi(ϕ−r + i0) = 0 et κi(ϕi − 0) = π,
ou
2. Im κi(ϕ) < 0 pour ϕ ∈ S−, κi(ϕ−r + i0) = π et κi(ϕi − 0) = 0.
Démonstration On s'intéresse au as κi(ϕ
−
r ) ≡ 0[2π].
 On ommene par xer le signe de la partie imaginaire de κi. L'image (E − W )(R −
[ϕ−r , ϕ+r ])) est inluse dans une laune G. On pose Λ− = (E −W )(S−). On va prouver
que Λ− est un domaine onnexe du plan omplexe qui ne renontre R que dans la laune
G. D'après l'hypothèse (HW,g) (2.2.3), il existe une suite de lignes vertiales Σ˜k telles
que :
Λ− ∩ R = (E −W )((−∞, ϕ−r ] ∪ [ϕ+r ,+∞)) ∪ (E −W )(Σ˜+k ).
(E−W )(Σ˜+k ) est un onnexe de R qui ontient au moins un point de G et qui ne renontre
pas ∂σ(H0). Par onséquent, (E −W )(Σ˜+k ) est inlus dans G et nalement :
Λ− ∩ R = G.
On xe sur Λ− une détermination ontinue du quasi-moment k. La partie imaginaire de
ette détermination ne hange pas de signe ar (E −W )(S−) ne renontre pas σ(H0).
Par onséquent, si on pose κi(ϕ) = k(E −W (ϕ)), Im κi reste de signe onstant sur S−.
On peut supposer que Im κi > 0 sur S−.
 On va désormais préiser la partie réelle de κi. D'après le paragraphe 4.2 du hapitre 4, on
peut hoisir κi tel que κi(ϕ
−
r + i0) ∈ {0, π}. Dérivons tout d'abord les deux possibilités
reouvertes par l'hypothèse κi(ϕ
−
r ) = 0.
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Fig. 5.3  Les domaines S1−, S2+ et B1,2
1. Le point 0 est un minimum de W et la bande B intervenant dans (HJ) est du
type [E4l+1, E4l+2]. Alors les points Er et Ei vérient Er = E4l+1 et Ei = E4l+2. Il
existe un voisinage V de [ϕ−r , 0] ∪ σ tel que (E −W )(S− ∩ V ) ⊂ C+\R. En eet,
au voisinage de 0, on a Im (E −W (ϕ)) ≥ 0. De plus, d'après (HW,g), il existe un
voisinage V de [ϕ−r , 0]∪σ tel que (E−W )(S−∩V ) ne renontre pas R. Comme elle
est ontinue, ϕ 7→ Im (E −W (ϕ)) reste stritement positive sur S− ∩ V . Il existe
une détermination k du moment de Bloh telle que
Im k(E) > 0 pour Im E > 0 et k(Er + i0) = 0, k(Ei + i0) = π.
On pose κi(ϕ) = k(E −W (ϕ)), e qui donne le résultat annoné.
2. Le point 0 est un maximum et la bande B est du type [E4l+3, E4l+4] ; ave les
notations introduites dans (HJ), les points Er et Ei vérient Er = E4l+4, Ei =
E4l+3. Dans e as, on a E −W (ϕ−r + i0) = Er − i0 et E −W (ϕi− 0) = Ei− i0. Si
k est la détermination du moment de Bloh telle que Im k(E) > 0 pour Im E < 0,
et k(Er) = 0, alors k(Ei) = π. On obtient don le résultat.
On traite de même le as où κi(ϕ
−
r ) = π.
Cei termine la preuve du Lemme 5.2.
♦
Pour xer les idées, dans toutes les preuves pour la roix simple, on se plaera désormais dans
le as :
κi(ϕ
−
r + i0) = 0 et κi(ϕi − 0) = π (5.16)
Les arguments dans le deuxième as sont identiques et on ne donnera pas les détails.
5.6.2 Le as de la roix double
On suppose désormais que les hypothèses (H ′W,g), (H
′
J) sont vériées. Par un raisonnement
similaire à elui du Lemme 5.2, on peut dérire au voisinage de haque roix C1 et C2 deux
déterminations κ1 et κ2 vériant les points (1) ou (2) de e lemme. On s'intéresse au hoix d'une
détermination du moment omplexe entre les points de branhement ϕ+r1 et ϕ
−
r2 .
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On introduit omme pour la roix simple le domaine ouvert S1− délimité en bas par l'axe réel et
à droite par Σ1,+ :
S1− = {ϕ− r ; ϕ ∈ Σ∗1,+, r ∈ R∗+} ∩ SY . (5.17)
On dénit aussi S2+ délimité en bas par l'axe réel et à gauhe par Σ2,+.
S2+ = {ϕ+ r ; ϕ ∈ Σ∗2,+, r ∈ R∗+} ∩ SY . (5.18)
On note B1,2 le domaine ouvert ompris entre Σ1 et Σ2 et oupé sur [m1, ϕr+1
] et [ϕr−2
,m2]. Ces
diérents domaines du plan omplexe sont représentés dans la gure 5.3.
Lemme 5.3. Il existe dans le domaine B1,2 une détermination ontinue κ0 du moment omplexe
ayant les propriétés suivantes :
1. Im κ0(ϕ) > 0 pour ϕ ∈ B1,2.
2. κ0(ϕ
+
r1 + 0) = κ0(ϕ
−
r2 − 0) ∈ {0, π}.
3. κ0(ϕi1 + 0) = κ0(ϕi2 − 0) ; κ0(ϕi2 − 0) = κ0(ϕi1 + 0).
4. κ0(ϕi1 + 0) + κ0(ϕi1 + 0) = 2κ0(ϕ
+
r1 + 0).
Démonstration On note que par ontinuité, l'image de l'intervalle réel [ϕr+1
, ϕr−2
] est
inluse dans le gap G ontigu aux bandes B1 et B2 de l'hypothèse (H
′
J). On s'intéresse à Λ =
(E −W )−1(B1,2). Λ est un domaine du plan omplexe qui ne renontre l'axe réel que dans G.
En eet, d'après (HW,g) (paragraphe 2.2.3 du hapitre 2) il existe une suite de lignes vertiales
{Σ˜k}k∈{p1...p2} telles que :
Λ ∩ R = (E −W )([ϕ+r1 , ϕr−2 ]) ∪
⋃
k∈{p1...p2}
(E −W )(Σ˜k)
(E −W )(Σ˜k) est un onnexe de R qui ontient au moins un point de G et qui ne renontre pas
∂σ(H0). Par suite, (E −W )(Σ˜k) ⊂ G, et Λ ∩ R = G.
On onsidère le plan omplexe oupé le long de R−G. Sur e domaine, il existe une détermination
ontinue k. Cette détermination a une partie imaginaire de signe onstant. On peut don supposer
que Im k > 0. On sait de plus (paragraphe 4.2 du hapitre 4) que :
k(Er1) = k(Er2) ∈ πZ
On xe don la détermination k pour que k(Er1) ∈ {0, π}. On pose désormais κ0(ϕ) = k(E −
W (ϕ)). On va maintenant préiser les valeurs de κ0 en les points de branhement. On a vu
(paragraphe 2.4.3 du hapitre 2) que l'hypothèse (H ′J) reouvre deux as :
 Les bandes B1 et B2 sont deux bandes onséutives. Dans e as, Er1 et Er2 sont deux
extrémités diérentes de la laune G . Les extrema m1 et m2 sont de type diérent et
il y a un nombre pair d'extrema entre m1 et m2. Supposons pour xer les idées que
m1 est un maximum et m2 est un minimum. Alors Er1 < Er2 et la bande B1 est en-
dessous de la bande B2. Cette situation est représentée en gure 5.4A. Dans e as, on
eetue un raisonnement identique à elui de la preuve du Lemme 5.2 pour étudier le
signe de Im (E −W (ϕ)) au voisinage de haque roix. Cette étude montre qu'il existe
deux voisinages V1 de la roix C1 et V2 de la roix C2 tels que :
Im (E −W (ϕ)) > 0 pour ϕ ∈ V1 ∩B1,2 ∩ C+
37
Chapitre 5. Les prinipaux outils de la méthode WKB omplexe
Im (E −W (ϕ)) > 0 pour ϕ ∈ V2 ∩B1,2 ∩ C+
De ette étude, on déduit que :
κ0(ϕ
+
r1 + 0) = k(Er1) = κ0(ϕ
−
r2 + 0) = k(Er2)
κ0(ϕi1 + 0) = k(Ei1 + i0) ; κ0(ϕ
−
i2
− 0) = k(Ei2 + i0)
Enn, on a les relations suivantes pour les valeurs du quasi-moment (paragraphe 4.2 du
hapitre 4) :
k(Ei1+ i0) = k(Ei2− i0) ; k(Ei1− i0) = k(Ei2+ i0) ; k(Ei1+ i0)+k(Ei1− i0) = 2k(Er1).
e qui implique le résultat lorsque m1 est un maximum et m2 un minimum. On raisonne
de la même manière lorsque m2 est un maximum et m1 un minimum.
 Les bandes B1 et B2 sont onfondues. Dans e as, Er1 = Er2 , Ei1 = Ei2 et les extrema
m1 et m2 sont de même type ; pour xer les idées, supposons que e sont deux minima
(voir gure 5.4B). De même, on s'intéresse au signe de Im (E −W (ϕ)) au voisinage de
haune des roix. Il existe un voisinage V1 de C1 et un voisinage V2 de C2 tels que :
Im (E −W (ϕ)) < 0 pour ϕ ∈ V1 ∩B1,2 ∩ C+
Im (E −W (ϕ)) > 0 pour ϕ ∈ V2 ∩B1,2 ∩ C+
Par suite,
κ0(ϕ
+
r1 + 0) = k(Er1) = κ0(ϕ
−
r2 + 0) = k(Er2)
κ0(ϕi1 + 0) = k(Ei1 − i0) ; κ0(ϕ−i2 − 0) = k(Ei2 + i0)
Le quasi-moment vérie
k(Ei1 + i0) + k(Ei1 − i0) = 2k(Er1),
e qui implique le résultat. On traite de même le as de deux maxima.
Cei ahève la preuve du Lemme 5.3.
♦
De même que pour la roix simple, on se plaera pour les preuves de la roix double dans le as :
Im κ0(ϕ) > 0 pour ϕ ∈ B1,2, (5.19)
κ0(ϕ
+
r1 + 0) = κ0(ϕ
−
r2 − 0) = 0,
κ0(ϕi1 + 0) = κ0(ϕi2 − 0) = π,
κ0(ϕi1 + 0) = κ0(ϕi2 − 0) = −π.
5.6.3 Les autres déterminations possibles
On dérit ii ertaines déterminations du moment omplexe et les domaines qui leur sont
attahés. Les propriétés générales du moment omplexe sont des onséquenes des hypothèses
sur W et de la desription du quasi-moment de Bloh. Les propriétés de κ près des points de
branhement ϕi, ϕi, ϕ
+
r , ϕ
−
r déoulent des propriétés de k près de Er et Ei.
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Fig. 5.4  Image des roix dans le plan des énergies
Le as de la roix simple
Les déterminations dérites ii sont obtenues par prolongement à partir de la détermination
κi dénie au Lemme 5.2. On onsidère la détermination ontinue κi dénie dans le Lemme 5.2.
On se plae dans le as (5.16).
 On note κg le prolongement de ette détermination κi au domaine {Re (ϕ) < Re (ϕ−r )}.
κg vérie :
Im (κg(ϕ)) > 0 pour {Re (ϕ) < Re (ϕ−r )}
Re (κg)(ϕ)→ 0 quand Re (ϕ)→ −∞.
κg est le prolongement de κi à travers (−∞, ϕ−r ].
 On onsidère la bande SY oupée le long de (Σ\σ)∪ (Σ\σ)∪ (−∞, ϕ−r )∪ (ϕ+r ,+∞). On
note enore κi le prolongement de κi à travers C.
 De même, sur {Re (ϕ) > Re (ϕ+r )}, on xe une détermination ontinue κd par les ondi-
tions :
Im (κd(ϕ)) > 0 pour {Re (ϕ) > Re (ϕ+r )}
Re (κd)(ϕ)→ 0 quand Re (ϕ)→ +∞.
κd est le prolongement de κi à travers S+.
On dérit ii les liens entre es diérentes déterminations de κ :
∀ϕ ∈ S1−, κg(ϕ) = κi(ϕ) ; ∀ϕ ∈ S−, κg(ϕ) = −κi(ϕ). (5.20)
∀ϕ ∈ S2+, κd(ϕ) = −κi(ϕ) ; ∀ϕ ∈ S+, κd(ϕ) = κi(ϕ). (5.21)
Le as de la roix double
On dérit maintenant le hoix des déterminations κ dans le as de la roix double :
 De même que pour la roix simple, on onsidère la détermination κ1 du moment omplexe
xée au niveau de la roix C1 par l'équation (5.16). On note enore κ1 le prolongement
ontinu de κ1 à travers C1. κ1 vérie :
1. Im κ1(ϕ) > 0 pour ϕ ∈ S−,
2. κ1(ϕ
−
r1) = κ1(ϕ
+
r1) = 0,
3. κ1(ϕi1) = κ1(ϕi1) = π.
 On dénit de manière analogue κ2 le prolongement de κ2 à travers C2. κ2 vérie :
1. Im κ2(ϕ) < 0 pour ϕ ∈ S+,
2. κ2(ϕ
−
r2) = κ2(ϕ
+
r2) = 0,
3. κ2(ϕi2) = κ2(ϕi2) = π.
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 On note κg le prolongement de κ1 au domaine {Re (ϕ) < Re (ϕ−r1)}. κg vérie les pro-
priétés suivantes :
Im (κg(ϕ)) > 0 pour {Re (ϕ) < Re (ϕ−r1)}
Re (κg(ϕ))→ 0 quand Re (ϕ)→ −∞
 De même, sur {Re (ϕ) > Re (ϕ+r2)}, on onsidère le prolongement κd de κ2. La fontion
κd vérie :
Im (κd(ϕ)) > 0 pour {Re (ϕ) > Re (ϕ+r2)}
Re (κd)(ϕ)→ 0 quand Re (ϕ)→ +∞
 Entre ϕ+r1 et ϕ
−
r2 , on rappelle que κ0 est la détermination dérite dans le Lemme 5.3. On
se plae dans le as (5.19). κ0 vérie :
Im (κ0(ϕ)) > 0 pour ϕ ∈]ϕ+r1 , ϕ−r2 [
Re (κ0(ϕ)) = 0 pour ϕ ∈ [ϕ+r1 , ϕ−r2 ]
On dérit maintenant les liens entre es diverses déterminations :
 Les relations entre κg et κ1 d'une part et κd et κ2 d'autre part sont similaires aux relations
(5.20) et (5.21), 'est-à-dire :
∀ϕ ∈ S1−, κg(ϕ) = κ1(ϕ) ; ∀ϕ ∈ S1−, κg(ϕ) = −κ1(ϕ). (5.22)
∀ϕ ∈ S2+, κd(ϕ) = −κ2(ϕ) ; ∀ϕ ∈ S2+, κd(ϕ) = κ2(ϕ). (5.23)
 On s'intéresse également aux relations dans le domaine entre les deux roix :
∀ϕ ∈ B1,2 ∩ C+, κ0(ϕ) = −κ1(ϕ) ; ∀ϕ ∈ B1,2 ∩ C−, κ0(ϕ) = κ1(ϕ). (5.24)
∀ϕ ∈ B1,2 ∩ C+, κ0(ϕ) = κ2(ϕ) ; ∀ϕ ∈ B1,2 ∩ C−, κ0(ϕ) = −κ2(ϕ). (5.25)
5.7 Lignes de Stokes
Dans e paragraphe, on va dérire les lignes de Stokes au voisinage des points ϕ−r , ϕ+r , ϕi
et ϕi. On a représenté ette onguration sur la gure 5.5. Sur ette gure, on a indiqué entre
parenthèses la valeur prise par κ aux points de branhement.
Etant donné que W est réel sur l'axe réel, on sait que la gure représentative des lignes de Stokes
admet l'axe réel pour axe de symétrie.
Tout d'abord, κi est réel sur le segment [ϕ
−
r , ϕ
+
r ] ⊂ R ; par onséquent, [ϕ−r , ϕ+r ] est une ligne de
Stokes. Il y a deux autres lignes de Stokes issues de ϕ−r ; on note b la ligne qui va vers le haut et
b¯, sa symétrique par rapport à l'axe réel. De même, on désigne par a et a¯ les deux autres lignes
de Stokes issues de ϕ+r ; a est elle qui va vers le haut.
Pour e qui onerne les lignes de Stokes issues de ϕi, il y en a trois, séparées par un angle de
2π/3. Dans la région délimitée par Σ et e
2iπ
3 Σ, il existe une ligne de Stokes, qui est loalement
dirigée vers la droite de Σ ; on la note d. De même, il existe une ligne de Stokes entre Σ et e−
2iπ
3 Σ.
On la note e. Enn, la troisième ligne de Stokes issue de ϕi est dirigée vers le haut. On l'appelle
c. Par symétrie, on en déduit l'existene des lignes de Stokes c¯, d¯ et e¯ issues de ϕi.
Le omportement des lignes de Stokes a, b, c, d et e dans la bande SY est dérit dans le lemme
suivant.
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Lemme 5.4. On suppose que V et W vérient les hypothèses (HV ), (HW ). Lorsque J vérie
(HJ) ou (H
′
J), les lignes de Stokes autour d'une roix ont les propriétés suivantes :
1. a reste vertiale ; elle oupe {Im (ϕ) = Y } et ne renontre auune ligne de Stokes d'équation
Im
∫
κ = 0.
2. b reste vertiale ; elle oupe {Im (ϕ) = Y } et ne renontre auune ligne de Stokes d'équation
Im
∫
κ = 0.
3. d oupe a au-dessus du point ϕ+r ; le segment de d entre ϕi et l'intersetion ave a est
vertial.
4. e oupe b au-dessus de ϕ−r ; le segment entre ϕi et l'intersetion ave b est vertial.
5. c reste vertiale, oupe {Im (ϕ) = Y } et ne oupe pas σ.
6. a et c ne se oupent pas dans SY .
7. b et c ne se oupent pas dans SY .
Démonstration On énone tout d'abord deux remarques générales sur les lignes de Stokes.
D'abord, une ligne de Stokes devient horizontale seulement en un point où Im κ = 0, 'est à dire
en un point de la pré-image d'une bande spetrale. D'autre part, une ligne de Stokes issue de
ϕ±r (respetivement issue de ϕi ou ϕi) est loalement orthogonale à iκ(ϕ) (respetivement à
i(π − κ(ϕ))).
On eetue la démonstration en détail lorsque J vérie (HJ). Le as où J vérie (H
′
J) est
analogue et on indiquera juste les modiations.
On ommene par démontrer le point (1). D'après (HJ ), la pré-image des bandes spetrales est
[ϕ−r , ϕ+r ] ∪ σ. a devient don horizontale seulement si elle renontre σ. Montrons par l'absurde
que 'est impossible. Supposons que a oupe la ligne σ en ϕa, alors :
Im
∫ ϕa
ϕ+r
κ(u)du = 0 = Im
∫ ϕa
0
κ(u)du
où ette dernière intégrale est prise le long de σ,
=
∫ ϕa
0
(Re κ(u))d(Im (u)) ≤ −k1(E −W−)Im ϕa < 0
e qui est impossible. Don, a reste vertiale. De plus, lorsque ϕ → ∞, ϕ ∈ SY , Im (iκ¯) → 0.
Don, a admet une asymptote vertiale et intersete {Im (ϕ) = Y }. Deux lignes de Stokes du
même type et distintes ne se renontrent pas ; par onséquent, a ne renontre auune ligne de
Stokes d'équation Im
∫
κ(u)du = 0.
On obtient de la même façon le point (2).
Pour démontrer le point (3), on onsidère la ligne de Stokes d. Si a et d ne se oupent pas, alors
d renontre soit σ, soit [0, ϕ+r ]. Dans le premier as, si on note ϕd le point d'intersetion, on a :
Im
∫ ϕi
ϕd
(κ(u)− π)du = 0 =
∫ ϕi
ϕd
Re (κ(u)− π)d(Im (u)) < 0
Par onséquent, d et a se oupent. Entre ϕi et son intersetion ave a, d ne renontre pas la
pré-image d'une bande spetrale et don reste vertiale. On démontre de manière analogue les
propriétés de e.
On s'intéresse maintenant au point (5). c est dirigée vers le haut. Cette ligne ne devient horizontale
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Fig. 5.5  Lignes de Stokes
que si elle renontre la pré-image d'une bande spetrale. Cei est impossible dans le domaine
{Im ϕ ∈]Im ϕi, Y [}. c reste don vertiale.
On prouve enn le point (6) par l'absurde. Supposons qu'il existe ϕa ∈ a ∩ c. Alors on alule :
Im
∫ ϕa
0
κ(u)du = 0 = Im
∫
σ
κ(u)du+ Im
∫ ϕa
ϕi
κ(u)du
en intégrant le long de [0, ϕ+r ] ∪ a. D'une part Im
∫ ϕa
ϕi
κ(u)du = πIm (ϕa − ϕi) > 0 et d'autre
part Im
∫
σ κ(u)du =
∫
σ Re κ(u)d(Im u) > 0.
Il y a don une ontradition ; par onséquent, a et c ne se oupent pas dans SY .
Lorsque J vérie (H ′J), on note aj , bj , cj , dj , ej les lignes de Stokes assoiées à haune des
roix Cj . On imite la preuve du as (HJ) en remarquant les faits suivants :
 a1 et b2 ne se renontrent pas. En eet, a1 et b2 sont des lignes de Stokes de même type
et don ne se oupent pas.
 a1 ne renontre pas σ2. Puisque b2 est stritement à gauhe de σ2, et que a1 et b2 ne se
oupent pas, a1 ne renontre pas σ2. Par onséquent, a1 reste vertiale.
 De même, b2 ne renontre pas σ1 et reste don vertiale.
 c1 ne renontre pas σ2 et reste don vertiale.
 c2 ne renontre pas σ1 et reste don vertiale.
Cei termine la preuve du Lemme 5.4.
♦
5.8 La onstrution d'une base ohérente à l'asymptotique stan-
dard autour de la roix
5.8.1 Desription du domaine K∞i
On va dérire désormais ertains domaines anoniques relativement ompats autour de la
roix simple. La onguration géométrique est similaire à elle présentée dans la setion 7 de
[12℄, à l'exeption de la parité du potentiel W .
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On ommene par introduire une nouvelle notation.
Soient deux lignes de Stokes r et s, admettant un point d'intersetion. On note rs, le segment
de r ompris entre le point de branhement à l'origine de r et son intersetion ave s.
On dénit :
Li = b¯ ∪ be ∪ eb ∪ c, (5.26)
Ri = c¯ ∪ da ∪ ad ∪ a. (5.27)
D'après le Lemme 5.4, les lignes Li et Ri ne se oupent pas dans SY . Par suite, les lignes Li et
Ri ainsi que les droites d'équation Im ϕ = −Y , Im ϕ = Y délimitent un domaine onnexe du
plan omplexe, que l'on note K∞i . K
∞
i est représenté dans la gure 5.7.
Soient ξ1 et ξ2 deux points de K
∞
i tels que Im ξ1 = −Y et Im ξ2 = Y .
5.8.2 Desription des lignes de type de Stokes
On donne ii une desription des lignes de type de Stokes Im
∫ ϕ
ϕ0
κ(u)du = Const et
Im
∫ ϕ
ϕ0
(π − κ(u))du = Const. On a déni es lignes au paragraphe 5.5.2 de e hapitre. La
situation a été étudiée en détail dans [12℄. On reprend don leurs onstrutions.
On notera de façon générique γA les lignes de type de Stokes Im
∫ ϕ
ϕ0
κ(u)du = Const et γB les
lignes de type de Stokes Im
∫ ϕ
ϕ0
(π − κ(u))du = Const.
On dit que les lignes d'une famille (lv)v∈U brent un domaine D si D est l'union disjointe des
lignes (lv)v∈U . Les familles de lignes de type de Stokes γA et γB brent toutes deux le domaine
K∞i ([12℄).
Pour représenter les familles de lignes de type de Stokes, il sut d'étudier les hamps de veteurs
iκ¯ et i(π − κ¯). Pour j ∈ {1, 2}, et ξj ∈ K∞i , on note γA(ξj) et γB(ξj) les ourbes passant par ξj
et vériant :
γA(ξj) : Im
∫ ϕ
ξj
κ(u)du = 0
γB(ξj) : Im
∫ ϕ
ξj
(π − κ(u))du = 0
5.8.3 Le domaine Ki(ξ1, ξ2)
Là enore, on se réfère à la setion 7 de [12℄. L'étude des lignes de type de Stokes γA montre
que la ligne de type de Stokes γA(ξ1) oupe Ri (dénie en (5.27)) dans SY . De même, la ligne
γB(ξ1) oupe Li (dénie en 5.26) dans SY . Enn, les lignes γB(ξ2) et Ri se oupent ainsi que
les lignes γA(ξ2) et Li. On note Ki(ξ1, ξ2) le domaine limité à gauhe par Li, à droite par Ri, en
bas par γB(ξ1) ∪ γA(ξ1) et en haut par γA(ξ2) ∪ γB(ξ2). Ce domaine est représenté sur la gure
5.6A. Sur ette gure, les lignes γA sont représentées par des ourbes ontinues et les lignes γB
sont représentées par des ourbes en pointillés. On démontre désormais le résultat suivant :
Lemme 5.5. Ki(ξ1, ξ2) est un domaine anonique relativement ompat.
Le reste du paragraphe 5.8.3 est onsaré à la démonstration de e résultat. En fait, la
preuve est la même que elle de la Proposition 7.1 de [12℄. On ne donne don que les grandes
lignes et on renvoie à et artile pour les détails. Il y a essentiellement deux étapes :
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ϕ−r ϕ+r
bϕi
bϕi
ξ1
ξ2
ϕ−r ϕ+r
bϕi
bϕi
ϕ−r ϕ+r
bϕi
bϕi
Fig. 5.6  Les domaines Ki(ξ1, ξ2), K
g
i , K
d
i
 La première étape est la onstrution d'une ligne anonique γ reliant ξ1 et ξ2. Pour ela, on
onstruit une ligne pré-anonique β omme réunion de segments de ourbes des familles
γA, γB et de lignes anoniques. On  lisse  ensuite β grâe à la propriété suivante :
Lemme 5.6. [12℄
Soit β une ligne pré-anonique. On suppose qu'elle ommene et se termine par des
segments de lignes anoniques γa et γb. On note ϕa et ϕb les extrémités de es segments,
qui sont des points intérieurs à β, hoisis tels que Im ϕa < Im ϕb. Alors, pour δ > 0, il
existe une ligne anonique située dans un δ-voisinage de β, ontenant γa et γb, privées
d'un δ-voisinage de ϕa et ϕb.
 Ensuite, on utilise la propriété suivante pour onstruire le domaine Ki(ξ1, ξ2) à partir de
γ :
Proposition 5.1. [12℄Domaines anoniques entourant une ourbe
Soit γ une ligne anonique pour la détermination κ. On suppose que K ⊂ D est un
domaine simplement onnexe ontenant γ (sans ses extrémités). Le domaine K est un
domaine anonique entourant γ s'il est la réunion de ourbes pré-anoniques, haune
étant obtenue à partir de γ en remplaçant ertains segments intérieurs par une ligne
pré-anonique par rapport à κ.
Il sut alors de prouver que Ki(ξ1, ξ2) est un domaine anonique entourant γ. Pour ela,
on se donne un point quelonque ξ0 de Ki(ξ1, ξ2). On montre ensuite que, dans Ki(ξ1, ξ2),
il existe une ourbe pré-anonique β reliant deux points intérieurs de γ et ontenant ξ0.
On renvoie à la setion 7 de [12℄ pour les détails de ette onstrution.
5.8.4 Les domaines anoniques K
g
i et K
d
i
Dans toute la suite, on hoisit Y˜ ∈] sup
E∈J
Im ϕi(E), Y [.
En hoisissant les points ξ1 et ξ2 de façon partiulière, on va onstruire deux domaines anoniques
Kgi et K
d
i .
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ϕ−r ϕ+r
bϕi
bϕi
Fig. 5.7  Le domaine K∞i
On onsidère les lignes be∪eb, da∪ad et [ϕ−r , ϕ+r ], es lignes délimitent un  pentagone urviligne 
que l'on note P . On a représenté P dans la gure 5.8.
Lemme 5.7. Il existe ξg1 ∈ K∞i ∩ {Im ϕ = −Y } et ξg2 ∈ K∞i ∩ {Im ϕ = Y } tels que le domaine
Kgi = Ki(ξ
g
1 , ξ
g
2) vérie les propriétés suivantes :
1) Kgi ∩ SY˜ ontient Li ∩ SY˜ .
2) Kgi ontient P .
Démonstration Soit ξ1 ∈ K∞i tel que Im ξ1 = −Y . On rappelle que γB(ξ1) est la ligne
de la famille γB passant par ξ1. On pose Z0 = Li ∩ {Im ϕ = −Y }. Les relations Z ∈ Li
et Im
∫ Z
ξ1
(π − κ(u))du = 0 dénissent impliitement une fontion ξ1 7→ Z(ξ1) ontinue sur
Im ξ1 = −Y . Cette fontion vérie de plus :
‖Z(ξ1)− Z0‖ ≤ C‖ξ1 − Z0‖.
En eet, soit [0, α] → Li ; s 7→ Z(s) un paramètrage urviligne de Li tel que Z(0) = Z0. On
onsidère alors la fontion dénie sur [0, α]× {Im ϕ = −Y } par :
F (s, ξ1) = Im
∫ Z(s)
ξ1
(π − κ(u))du.
F vérie les propriétés suivantes :
F (0, Z0) = 0,
∂F
∂s
(0, Z0) 6= 0.
Il existe don une fontion f ontinue sur un voisinage de Z0 telle que :
f(Z0) = 0, F (s, ξ1) = 0 ⇔ s = f(ξ1).
f vérie de plus :
‖f(ξ1)‖ ≤ C‖ξ1 − Z0‖.
Par suite, pour ξg1 assez prohe de Li, γB(ξ
g
1) oupe Li en-dessous de la droite Im ϕ = −Y˜ .
On hoisit de même le point ξg2 assez prohe de Li pour que la ligne de Stokes γA(ξ
g
2) oupe Li
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Fig. 5.8  Le domaine P
au-dessus de la droite Im ϕ = Y˜ .
Par onstrution, la ourbe γB(ξ
g
1) oupe Li en-dessous de Im ϕ = −Y˜ et γA(ξg2) oupe Li au-
dessus de Im ϕ = Y˜ . Le domaine Kgi = Ki(ξ
g
1 , ξ
g
2) ontient don Li ∩ SY˜ .
On montre maintenant que Kgi ontient P . Par onstrution, γA(ξ
g
2) oupe Li au-dessus de ϕi.
De plus, les deux ourbes γB(ξ
g
2) et d sont deux lignes de type de Stokes Im
∫ ϕ
(π−κ) = Const.
Elles ne se renontrent don pas et γB(ξ
g
2) reste au-dessus de d. Par onséquent, K
g
i ontient P .
On note que Kgi ontient en partiulier σ.
♦
On a le résultat orrespondant pour Ri :
Lemme 5.8. Il existe ξd1 ∈ K∞i ∩ {Im ϕ = −Y } et ξd2 ∈ K∞i ∩ {Im ϕ = Y } tels que le domaine
Kdi = Ki(ξ
d
1 , ξ
d
2) vérie les propriétés suivantes :
1) Kdi ∩ SY˜ ontient Ri ∩ SY˜ .
2) Kdi ontient P .
La démonstration de e lemme est omplètement similaire à la démonstration préédente.
On ne donne pas les détails.
5.8.5 Constrution d'une base à l'asymptotique standard sur K∞i
On prouve maintenant le résultat suivant.
Proposition 5.2. Soit Hϕ,ε vériant (HV ), (HW,r), (HW,g) et (HJ). Soient Y˜ ∈]0, Y [ et X > 1
xés. Soit E0 ∈ J et A ⊂ K∞i un sous-domaine admissible de K∞i . On pose AY˜ = A ∩ SY˜ .
Alors, il existe un voisinage UA omplexe de E0, ε0 > 0 et deux fontions f i±(x, ϕ,E, ε) vériant
les propriétés suivantes :
 Les fontions (x, ϕ,E, ε) 7→ f i±(x, ϕ,E, ε) sont dénies sur R×A×UA×]0, ε0[ et forment
une base ohérente de solutions de (1.3).
 Pour tout x ∈ R, pour tout ε ∈]0, ε0[, les fontions ((ϕ,E) 7→ f i±(x, ϕ,E, ε)) sont analy-
tiques sur SY˜ × UA.
 Pour (x, ϕ,E) ∈ [−X,X]×AY˜ × UA les fontions ont les représentations asymptotiques
suivantes :
f i±(x, ϕ,E, ε) = e
± i
ε
R ϕ
0 κ(u)du
(
ψi±(x, ϕ,E) + r±(x, ϕ,E, ε)
)
. (5.28)
 Les fontions r± vérient :
lim
ε→0
sup
(x,ϕ,E)∈[−X,X]×AY˜ ×UA
max{|r±(x, ϕ,E, ε)|, |∂xr±(x, ϕ,E, ε)} = 0.
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 Il existe un réel σi ∈ {1,−1} tel que les fontions f i± vérient les relations de symétrie :
(f i±)
∗(x, ϕ,E, ε) = f i±(x, ϕ,E, ε) = σif
i
±(x, ϕ,E, ε).
 La détermination κi est dérite au Lemme 5.2.
 Le wronskien des fontions f i± vérie :
w(f i+(·, ϕ, E, ε), f i−(·, ϕ, E, ε)) = (w0k′i)(E −W (0)).
où ki est la détermination du quasi-moment assoiée à κi.
Le reste de ette partie est onsaré à la démonstration de la Proposition 5.2. Soit E0 ∈ J
xé et A un sous-domaine admissible de K∞i (on renvoie au paragraphe 5.1.6 de e hapitre pour
la dénition de ette notion). Le domaine K∞i ∩ SY˜ n'est pas à proprement parler un domaine
anonique. On ne peut don pas lui appliquer diretement le Théorème 5.1. La onstrution
se rapprohe en fait plus des notions de domaine maximal introduites plus réemment par A.
Fedotov et F. Klopp (f. [13℄).
Les domaines Kgi et K
d
i sont des domaines anoniques. Le Théorème 5.1 implique don l'exis-
tene d'un voisinage UA, d'un nombre réel ε0 > 0 et de deux bases ohérentes (f i,g± ) et (f i,d± ) à
l'asymptotique standard sur Kgi et K
d
i .
On ommene par montrer que les fontions f i,g+ et f
i,d
− gardent la même asymptotique sur A∩SY˜ .
Pour ela, on rappelle tout d'abord ertaines tehniques de prolongement des asymptotiques dé-
veloppées dans [10, 13℄.
5.8.6 Résultats préliminaires de prolongement des asymptotiques
Lemme de prolongement sur des domaines ompats
Lemme 5.9. [10℄ Soit ϕ−, ϕ+, ϕ0, des points xés tels que
 Im ϕ− = Im ϕ+ ;
 il n'y a pas de points de branhement de ϕ 7→ κ(ϕ) sur l'intervalle [ϕ−, ϕ+] ;
 ϕ0 ∈ (ϕ−ϕ+), q(ϕ0) 6= 0.
On xe une détermination ontinue de κ sur [ϕ−, ϕ+]. Soit f(x, ϕ,E, ε), f±(x, ϕ,E, ε) des solu-
tions de (1.3) pour ϕ ∈ [ϕ−, ϕ+] et x ∈ [−X,X], vériant (1.5) et telles que :
1. f(x, ϕ,E, ε) = e
i
ε
R ϕ
ϕ0
κ(u)du
(ψ+(x, ϕ,E) + o(1)) pour ϕ ∈ [ϕ−, ϕ0] quand ε → 0 et les
asymptotiques sont diérentiables en x ;
2. f±(x, ϕ,E, ε) = e
± i
ε
R ϕ
ϕ0
κ(u)du
(ψ±(x, ϕ,E) + o(1)) pour ϕ ∈ [ϕ−, ϕ+] quand ε → 0, et les
asymptotiques sont diérentiables en x.
On rappelle que (ψ±) sont les solutions de Bloh anoniques assoiées au moment omplexe κ.
Alors,
 si Im (κ(ϕ)) > 0 pour tout ϕ ∈ [ϕ−, ϕ+], il existe C > 0 telle que, pour ε > 0 assez petit,∣∣∣∣ dfdx(x, ϕ,E, ε)
∣∣∣∣+ |f(x, ϕ,E, ε)| ≤ Ce 1ε R ϕ0ϕ |Imκ(u)|du, ϕ ∈ [ϕ0, ϕ+]; (5.29)
 si Im (κ(ϕ)) < 0 pour tout ϕ ∈ [ϕ−, ϕ+], alors
f(x, ϕ,E, ε) = e
i
ε
R ϕ
ϕ0
κ(u)du
(ψ+(x, ϕ,E) + o(1)), ϕ ∈ [ϕ0, ϕ+], (5.30)
et les asymptotiques sont diérentiables en x.
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ξ0
σ1σ2
σ3
S1
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Fig. 5.9  Les lignes de Stokes
Moralement, e résultat signie que le omportement asymptotique standard d'une solution
reste vérié le long d'une ligne horizontale tant que le terme prinipal reste roissant (pour des
résultats analogues pour la méthode WKB réelle [37℄).
Prinipe du Domaine Canonique Adjaent
L'estimation obtenue dans le Lemme 5.9 pour la solution déroissante est loin d'être opti-
male. On va rappeler un résultat qui préise l'asymptotique d'une solution déroissante.
On introduit d'abord quelques notations. Soit γ une ourbe vertiale. Soit U un domaine du plan
omplexe. On dit que U est un voisinage gauhe s'il existe α > 0 tel que :
{z − r ; r ∈]0, α[ ; z ∈ γ} ⊂ U.
On dit de même que U est un voisinage à droite de γ s'il existe α > 0 tel que :
{z + r ; r ∈]0, α[ ; z ∈ γ} ⊂ U.
La proposition suivante donne un résultat plus préis :
Proposition 5.3. [11℄ On suppose que la solution f a un omportement asymptotique standard
(voir paragraphe 5.4.1) dans un voisinage onstant gauhe ou droit d'une ourbe vertiale γ. On
suppose que γ est anonique par rapport à une détermination donnée du moment omplexe. Alors
f a un omportement asymptotique standard dans n'importe quel domaine anonique entourant
γ.
Le Lemme de Stokes
Notations et hypothèses :
On suppose que ξ0 est un point de branhement du moment omplexe tel que W
′(ξ0) 6= 0. Il y
a trois lignes de Stokes ommençant en ξ0. Les angles entre elles au point ξ0 sont égaux à 2π/3.
On note es lignes σ1, σ2 et σ3. On hoisit la numérotation pour que σ1 soit vertiale en ξ0. Soit
V un voisinage de ξ0 assez petit pour que σ1, σ2 et σ3 divisent V en trois seteurs. On note es
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trois seteurs S1, S2 et S3 de telle façon que S1 est délimité par σ1 et σ2 et S2 est situé entre σ2
et σ3. On a représenté ette situation dans la gure 5.9.
On énone maintenant le résultat :
Lemme 5.10. [13℄ Lemme de Stokes.
Soit V un voisinage assez petit de ξ0 pour que la desription i-dessus soit vériée. Soit f
une solution qui a l'asymptotique standard f = e
i
ε
R ϕ κ(u)du(ψ+(x, ϕ) + o(1)) à l'intérieur du
seteur S1 ∪ σ2 ∪ S2 de V . De plus, on suppose que, dans S1, près de σ1, on a Im κ > 0 si
S1 est à gauhe de σ1 et Im κ < 0 sinon. Alors f a le omportement asymptotique standard
f = e
i
ε
R ϕ κ(u)du(ψ+(x,E, ϕ) + o(1)) à l'intérieur de V \σ1 où κ est prolongé analytiquement de
S1 ∪ σ2 ∪ S2 à V \σ1.
Heuristiquement, le Lemme de Stokes signie que le omportement asymptotique standard
reste valide en  ontournant  les points de branhement dans le sens des Im κ roissants.
5.8.7 Asymptotiques de f
i,g
+
On prouve le résultat suivant :
Lemme 5.11. La fontion f i,g+ garde l'asymptotique standard dans le domaine K
∞
i ∩ {Im ϕ ∈
[−Y˜ , Y˜ ]}.
Démonstration On ommene par montrer qu'il existe une ligne anonique γd ⊂ Kdi
reliant ξd1 et ξ
d
2 telle que f
i,g
+ a l'asymptotique standard dans le domaine de K
∞
i ∩ {Im ϕ ∈
[−Y˜ , Y˜ ]} à gauhe de γd.
D'après le Lemme 5.8, Kdi ontient σ¯ don il existe une ligne anonique γd reliant ξ
d
1 à ξ
d
2 telle
que :
{ϕ ∈ γd ; Im ϕ ∈ [−Im ϕi, 0]} ⊂ S¯−
On va montrer que f i,g+ a l'asymptotique standard à gauhe de ette ligne γd. On distingue quatre
bandes :
 Im ϕ ∈ [−Y,−Im ϕi].
Dans ette bande, Im κi < 0. Le Lemme 5.9 montre don que l'asymptotique de f
i,g
+ reste
vériée dans toute la bande.
 Im ϕ ∈ [−Im ϕi, 0].
Dans ette bande, Im κi(ϕ) < 0 tant que Im ϕ ∈ S¯−. Puisque {ϕ ∈ γd ; Im ϕ ∈ [−Im ϕi, 0]}
est inlus dans S−, l'asymptotique de f
i,g
+ reste vériée à gauhe de γd ∩ {Im ϕ ∈
[−Im ϕi, 0]}.
 Im ϕ ∈ [0, Im ϕi].
D'après le Lemme 5.7, σ ⊂ Kgi . A droite de σ, Im κi < 0 don f i,g+ garde l'asymptotique
standard dans K∞i ∩ {Im ϕ ∈ [−Im ϕi, 0]}.
 Im ϕ ∈ [Im ϕi, Y ].
A droite de c, Im κi < 0 don f
i,g
+ garde l'asymptotique standard dans K
∞
i ∩ {Im ϕ ∈
[−Y˜ ,−Im ϕi]}.
En utilisant la Proposition 5.3, on en déduit que f i,g+ garde l'asymptotique standard dans tout le
domaine Kdi . Par onséquent, f
i,g
+ garde l'asymptotique standard dans le domaine K
∞
i ∩{Im ϕ ∈
[−Y˜ , Y˜ ]}. Cei termine la preuve du Lemme 5.11.
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♦
On montre de la même manière que f i,d− garde l'asymptotique standard dans K∞i ∩ {Im ϕ ∈
[−Y˜ , Y˜ ]}.
5.8.8 Base ohérente
Pour onlure, on va déformer légèrement la base {f i,g+ , f i,d− } pour onstruire une base
ohérente. On alule dans K∞i le wronskien :
w(f i,g+ , f
i,d
− ) = [1 + o(1)]
La base
{
f i,g+ ,
f i,d−
w(f i,g+ ,f
i,d
− )
}
est une base ohérente que l'on note {f i+, f i−}.
5.8.9 Constrution d'une base {fi, f ∗i } du domaine K∞i
On a prouvé l'existene d'une base ohérente {f i±} possédant l'asymptotique standard dans
le domaine K∞i . On a hoisi le point 0 omme point base (f. (5.28)). On va onstruire à partir
de {f i±} une base ohérente du type {fi, f∗i }. On va étudier tout d'abord l'asymptotique de f i+ à
gauhe de c. Pour ela, on va utiliser le Lemme 5.10. On onsidère désormais un retangle R de
S
eY
dans un voisinage gauhe de c ∪ σ ∪ c¯. On étudie maintenant l'asymptotique de f i+ et (f i+)∗
dans R. On rappelle que les fontions g± sont dénies en (4.14). On pose :
ω±(ϕ,E) = −W ′(ϕ)g±(E −W (ϕ)) (5.31)
Calul du wronskien w(f i+, (f
i
+)
∗).
On ommene par étudier, dans R, les objets liés au moment omplexe κi. Soit ki la dé-
termination du moment de Bloh de l'équation (4.1), ontinue à travers [Er, Ei] et vériant de
plus :
ki(Er) = 0 et ki(Ei) = π
ki est réel sur [Er, Ei] don ki(E) = ki(E). La détermination κi vérie κi(ϕ) = ki(E −W (ϕ)).
Les solutions de Bloh assoiées Ψi± vérient don Ψi+(x, ϕ) = Ψi−(x, ϕ).
On en déduit don les relations suivantes dans R :
κ∗i (ϕ) = κi(ϕ) (Ψ
i
+)
∗(ϕ) = Ψi−(ϕ) (ω
i
+)
∗(ϕ) = ωi−(ϕ), ∀ϕ ∈ R (5.32)
De plus, puisque k′i est réel sur la bande, il existe un réel σi ∈ {−1, 1} tel que :
q∗i (ϕ) = σiqi(ϕ) (5.33)
On préisera e oeient σi au paragraphe 8.1.2 du hapitre 8. On alule :
w(f i+(·, ϕ, E, ε), (f i+)∗(·, ϕ, E, ε)) = qi(0)q∗i (0)w(Ψi+(·, 0),Ψi−(·, 0))g(ϕ,E, ε)
Puisque w(Ψi+(·, 0),Ψi−(·, 0)) = −w(Ψi+(·, 0),Ψi−(·, 0)), le fateur g(ϕ,E, ε) vérie g∗(ϕ,E, ε) =
g(ϕ¯, E¯, ε) = g(ϕ,E, ε) et g(ϕ,E, ε) = [1 + o(1)]. Comme le wronskien est analytique et ε-
périodique, ette asymptotique est vériée dans S
eY
.
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5.9. Compléments pour le as où κ(ϕ−r ) = π
b
ϕ−r1
b
ϕ+r1
bϕi1
bϕi1
b b
b
b
ϕ−r2 ϕ
+
r2
ϕi2
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Fig. 5.10  Les domaines K∞1 et K
∞
2
Conlusion
Puisque g∗ = g et g = [1 + o(1)], il existe une fontion analytique (ϕ,E) 7→ h(ϕ,E, ε) sur
S
eY
× U telle que :
- g(ϕ,E, ε) = h(ϕ,E, ε)h∗(ϕ,E, ε),
- h(ϕ,E, ε) = [1 + o(1)].
On va modier légèrement la fontion f i+ et poser fi =
f i+
h(ϕ,E,ε) , la base {fi, f∗i } est une base
ohérente. Cei termine la preuve de la Proposition 5.2.
5.8.10 Remarques et ompléments
Les résultats de la Proposition 5.2 restent valides lorsqu'on remplae (HJ) lorsque l'hy-
pothèse (H ′J) est vériée. En eet, tout d'abord la onstrution du domaine K
∞
i dépend du
omportement des lignes de Stokes. Ensuite, la onstrution développée pour la roix simple et
pour la Proposition 5.2 est une onstrution loale subordonnée au hoix de la détermination κi,
au omportement des hamps de veteurs iκi et i(π − κi) au voisinage des points de branhement
et à la desription des lignes de Stokes. Soient κ1 et κ2 les déterminations dérites au paragraphe
5.6.3 de e hapitre. On a alors le résultat suivant :
Proposition 5.4. Soit Hϕ,ε vériant (HV ), (HW,r), (HW,g) et (H
′
J). Soit Y˜ < Y . Soit E0 ∈ J .
Il existe deux domaines K∞1 et K
∞
2 disjoints et vériant les résultats de la Proposition 5.2 pour
les déterminations κ1 et κ2.
Sur haque domaine K∞j ∩ SeY pour j ∈ {1, 2}, il existe une base {fj , (fj)∗} ohérente, à
l'asymptotique standard. On a représenté es deux domaines dans la gure 5.10.
5.9 Compléments pour le as où κ(ϕ−r ) = π
On ommene par dérire brièvement ii les diverses déterminations du moment omplexe
lorsqu'on est dans le as (2) du Lemme 5.2.
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b
ϕ−r
b
ϕ+r
bϕi
bϕi
Fig. 5.11  Le domaine K∞i dans le as κi(ϕ
−
r ) = π
 La détermination κi vérie :
Im κi(ϕ) < 0 pour ϕ ∈ S−,
κi(ϕ
−
r ) = κi(ϕ
+
r ) = π, κi(ϕi) = κi(ϕi) = 0.
 Soit κg la détermination du moment omplexe qui oïnide ave κi dans S− prolongée
ontinuement à travers (−∞, ϕ−r ]. La détermination κg vérie :
Im κg(ϕ) > 0 pour Re ϕ < ϕ
−
r ,
Re κg(ϕ)→ π quand Re ϕ→ −∞.
 Soit κd la détermination du moment omplexe qui oïnide ave κi dans S
+
prolongée
ontinuement à travers [ϕ+r ,+∞). La détermination κd vérie :
Im κd(ϕ) > 0 pour Re ϕ > ϕ
+
r ,
Re κd(ϕ)→ π quand Re ϕ→ +∞.
 Les relations entre κg et κi d'une part et κd et κi s'érivent :
∀ϕ ∈ S−, κg(ϕ) = 2π − κi(ϕ) ; ∀ϕ ∈ S−, κg(ϕ) = κi(ϕ). (5.34)
∀ϕ ∈ S+, κd(ϕ) = κi(ϕ) ; ∀ϕ ∈ S+, κd(ϕ) = 2π − κi(ϕ). (5.35)
Les lignes de Stokes aux points de branhement ϕ−r , ϕ+r , ϕi et ϕi ont les propriétés dérites au
Lemme 5.4. On peut onstruire pour la détermination κi un domaine K
∞
i représenté sur la gure
5.11 qui vérie les propriétés de la Proposition 5.2.
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6Solutions de Jost ohérentes de
l'équation (1.3).
Le but de e hapitre est de démontrer la Proposition 3.2. En fait, on va en donner la preuve
lorsque J vérie l'hypothèse suivante, plus faible que (HJ) :
(H0J) Il existe n ∈ N tel que J est un intervalle ompat de ]E2n,E2n+1[.
On va onstruire des solutions de Jost ohérentes (vériant (1.5)) de l'équation (1.3). Pour e
faire, on onsidère l'équation (1.3) omme une perturbation de l'équation (2.1) ave le paramètre
E = E. On s'inspire de la onstrution des fontions de Jost présentée dans [16, 27℄. Préisément,
pour ε xé, on herhe des solutions de (1.3) sous la forme :
F g− = e
−ik(E)ϕ/εψ0−(x,E)(1 + o(1)), x→∞, F d+ = eik(E)ϕ/εψ0+(x,E)(1 + o(1)), x→ +∞.
Les fontions (x, ϕ,E, ε) 7→ e±ik(E)ϕ/εψ±(x,E) sont ohérentes. Elles nous permettent don
de onstruire une résolvante ohérente pour l'équation périodique. Cette propriété ouplée à
l'invariane de l'équation (1.3) par la transformation de ohérene (x, ϕ) 7→ (x−1, ϕ+ε) entraîne
la ohérene des fontions de Jost.
6.1 Constrution des fontions de Jost
On ommene par onstruire F g−. La onstrution de F d+ est similaire. Puisque le paramètre
E est au voisinage d'une laune, la partie imaginaire de k(E) est non nulle ; la solution F g−
est don exponentiellement déroissante et tend vers 0 lorsque x → −∞. Une telle solution est
appelée réessive.
6.1.1
Sur un voisinage V assez petit de J , tel que V = V, on hoisit une détermination k telle
que :
Im k(E) ≥ β > 0, ∀E ∈ V
On xe mg un point de SY tel que :
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1. Le point mg n'est pas un point de branhement de κ.
2. Le point mg vérie Im mg ≥ 0 et k′E(mg) 6= 0.
3. Le domaine {ϕ ∈ SY ; Re (ϕ−mg) < 0 et Im (ϕ−mg) > 0} ne ontient pas de points de
branhement de κ.
On pose alors Eg = E −W (mg). On note ψ0± les solutions analytiques de Bloh de l'équation
(2.1) normalisées au point Eg. Ces solutions sont dénies au Lemme 4.1. On pose :
ψ0±(x,E) = e
±ik(E)xp0±(x,E) ave p
0
±(x+ 1, E) = p
0
±(x,E)
Soit
ψ˜±(x, ϕ,E, ε) = e±ik(E)(x+
ϕ
ε
)p0±(x,E) = e
±ik(E)ϕ
ε ψ0±(x,E).
On onsidère la résolvante R de H0 − E, dénie par :
(Rg)(x) = −
∫ x
−∞
ψ0+(x,E)ψ
0−(x′, E)− ψ0+(x′, E)ψ0−(x,E)
(k′w0)(Eg)
g(x′)dx′
6.1.2
Puisque ψ˜− tend vers 0 lorsque x tend vers −∞, on herhe une solution ohérente réessive
f˜ de (1.3) sous la forme :
f˜(x, ϕ,E, ε) = ψ˜−(x, ϕ,E, ε)−R[W (εx+ ϕ)f˜(x, ϕ,E, ε)]. (6.1)
On dénit f˜(x, ϕ,E, ε) = e−ik(E)(x+
ϕ
ε
)f(x, ϕ,E, ε) ; l'équation (6.1) devient :
f(x, ϕ,E, ε) = p0−(x,E) +
∫ x
−∞
A(x, x′, E)W (εx′ + ϕ)f(x′, ϕ, E, ε)dx′ (6.2)
où la fontion A est dénie par :
A(x, x′, E) =
e2ik(E)(x−x′)p0+(x,E)p0−(x′, E)− p0+(x′, E)p0−(x,E)
(k′w0)(Eg)
. (6.3)
Puisque sur V, Im k(E) ≥ β > 0, il existe une onstante C > 0 telle que :
∀x > x′, ∀E ∈ V, |A(x, x′, E)| ≤ C (6.4)
6.1.3
Soit X0 ∈ R et un réel a > 0. Pour un intervalle I ⊂ R, on note :
RI = {ϕ ∈ SY ; Re ϕ ∈ I}.
Soit B((−∞, X0] × R[−a,a]) l'ensemble des fontions {f : (x, ϕ) 7→ f(x, ϕ)} bornées sur
(−∞, X0]×R[−a,a], muni de la norme :
‖f‖∞ = sup
x∈(−∞,X0],Re ϕ∈[−a,a]
|f(x, ϕ)|
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On dénit l'opérateur TE par :
TE : B((−∞, X0]×R[−a,a]) → B((−∞, X0]×R[−a,a])
f 7→ F
où F (x, ϕ) =
∫ x
−∞
A(x, x′, E)W (εx′ + ϕ)f(x′, ϕ)dx′. (6.5)
L'opérateur TE est bien déni et on estime sa norme par :
∀x ∈ (−∞, X0], ∀ϕ ∈ R[−a,a], |TE(f)(x, ϕ)| ≤ C‖f‖∞
∫ x
−∞
|W (εx′ + Re (ϕ) + iIm (ϕ))|dx′.
En utilisant (HW,r) (paragraphe 2.2.1 du hapitre 2), on obtient :
‖|TE(f)‖| ≤ M
ε
sup
x∈(−∞,X0], Reϕ∈[−a,a]
1
|εx+ Re (ϕ)|s−1 ‖f‖∞.
6.1.4
Fixons λ > 1. Il existe une onstante C > 0 telle que :
|X0| > Cε−
λs
s−1 ⇒ ‖|TE‖| < εs(λ−1).
On réérit (6.2) sous la forme :
(1− TE)f = p0−(x,E) (6.6)
L'opérateur (1− TE) est alors inversible sur B((−∞, X0]×R[−a,a]) et on pose :
F g−(x, ϕ,E, ε) = e
−ik(E)(x+ϕ/ε)((1− TE)−1p0−)(x, ϕ,E, ε) (6.7)
On s'intéresse maintenant aux propriétés de F g−.
6.2 Propriétés de F
g
−
6.2.1 Asymptotiques en x
En érivant
(1− TE)−1 = 1− (1− TE)−1TE
dans l'équation (6.7), on obtient que :
F g−(x, ϕ,E, ε) = e
−ik(E)ϕ/εψ−(x,E)(1 +Rg(x, ϕ,E, ε)), (6.8)
ave, pour x ∈ (−∞, X0] et ϕ ∈ R[−a,a],
|Rg(x, ϕ,E, ε)| ≤ M
ε|εx|s−1 .
La fontion F g− est don dans le sous-espae de Jost J−.
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6.2.2 Etude de la ohérene
On suppose que a > 1 et ε < 1. On montre maintenant que la fontion F g− est une fontion
ohérente.
Notons G la fontion :
G : (x, ϕ,E, ε) 7→ G(x, ϕ,E, ε) = F g−(x+ 1, ϕ− ε, E, ε)
G est dénie pour x ∈ (−∞, X0 − 1] et ϕ ∈ R[−a+1,a−1]. De plus, la fontion G vérie G ∈
B((−∞, X0 − 1]×R[−a+1,a−1]). On dénit l'opérateur :
T˜E : B((−∞, X0 − 1]×R[−a+1,a−1]) → B((−∞, X0 − 1]×R[−a+1,a−1])
f 7→ F
où F (x, ϕ) =
∫ x
−∞
A(x, x′, E)W (εx′ + ϕ)f(x′, ϕ)dx′. (6.9)
Puisque B((−∞, X0]×R[−a,a]) ⊂ B((−∞, X0− 1]×R[−a+1,a−1]) et en vertu des équations (6.5)
et (6.9), l'opérateur T˜E est un prolongement de l'opérateur TE . Notons F˜
g
− la restrition de F
g
−
à (−∞, X0 − 1]×R[−a+1,a−1]. Calulons dans B((−∞, X0 − 1]×R[−a+1,a−1]) :
(T˜E(G))(x, ϕ,E, ε) = (TE(F
g
−))(x+ 1, ϕ− ε, E, ε)
On obtient que :
((1− T˜E)(G))(x+1, ϕ− ε, E, ε) = ((1− TE)(F g−))(x+1, ϕ− ε, E, ε) = p0−(x+1, E) = p0−(x,E),
Les fontions F˜ g− et G vérient don l'équation :
((1− T˜E)(G)) = ((1− T˜E)(F˜ g−)).
Pour ε0 assez petit, l'opérateur T˜E vérie pour tout ε ∈]0, ε0[ :
‖|T˜E‖| < 1
2
.
L'opérateur (1− T˜E) est don inversible dans B((−∞, X0 − 1]×R[−a+1,a−1]) et :
F˜ g− = G.
Pour ϕ ∈ R[−a+1,a−1], les fontions F g− et G oïnident sur (−∞, X0 − 1] ; par le théorème
de Cauhy-Lipshitz, elles oïnident pour tout x ∈ R. Pour x xé, elles oïnident pour ϕ ∈
R[−a+1,a−1]. Par analytiité, elles sont égales pour ϕ ∈ SY .
6.2.3 Asymptotiques en ϕ
On va utiliser la ohérene de la fontion F g− pour en préiser l'asymptotique lorsque Re ϕ→
−∞. Soit X > 0 xé, on étudie F g− pour x ∈ [−X,X]. La fontion F g− est ohérente, don :
F g−(x, ϕ,E, ε) = F
g
−
(
x+
[Re (ϕ)]
ε
, ϕ− [Re (ϕ)], E, ε
)
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= e−ik(E)(x+ϕ/ε)p0−(x,E)
(
1 +O(
1
ε|εx+ [Re ϕ]|s−1 )
)
Par onséquent, il existe une onstante C telle que, pour Re ϕ < −Cε− λs−1 :
F g−(x, ϕ,E, ε) = e
−ik(E)(x+ϕ/ε)p0−(x,E)(1 + R˜g(x, ϕ,E, ε)),
ave, pour x ∈ [−X,X] et Re ϕ < −Cε− λs−1 ,
|R˜g(x, ϕ,E, ε)| ≤ 1
ε|Re ϕ|s−1 .
On pose alors Bgε = {ϕ ∈ SY ; Re ϕ < −Cε−
λ
s−1 }. On onstruit de même la fontion F d+.
6.3 Renormalisation des fontions F
g
− et F d+
On va maintenant renormaliser F g−. On pose :
hg−(x, ϕ,E, ε) = e
− i
ε
R−∞
mg
[κ(u)−k(E)]du+ ik(E)mg
ε F g−(x, ϕ,E, ε) (6.10)
La fontion E 7→ ∫ −∞mg [κ− k(E)] est dénie et analytique sur V. On a alors pour ϕ ∈ Bgε :
hg−(x, ϕ,E, ε) = e
− i
ε
R ϕ
mg
[κ(u)−k(E)]du
e−
i
ε
R−∞
ϕ [κ−k(E)]e−
ik(E)(ϕ−mg)
ε ψ0−(x,E)(1 +R(x, ϕ,E, ε)),
ave
sup
x∈[−X,X],E∈V,ϕ∈Bgε
|R(x, ϕ,E, ε)| < ελ−1.
Par analytiité des fontions analytiques de Bloh, et puisque W (ϕ) = O(ε
λs
s−1 ) pour ϕ ∈ Bgε , on
a :
∀ϕ ∈ Bgε , ψ−(x, ϕ,E) = ψ0−(x,E −W (ϕ)) = ψ0−(x,E)(1 +R(x, ϕ,E, ε)) (6.11)
ave
lim
ε7→0
sup
x∈[−X,X],E∈V,ϕ∈Bgε
|R(x, ϕ,E, ε)| = 0.
On en déduit alors que pour x ∈ [−X,X] et ϕ ∈ Bgε :
hg−(x, ϕ,E, ε) = e
− i
ε
R ϕ
mg
κ(u)du
ψ−(x, ϕ,E)(1 + o(1))
6.3.1 Etude des symétries
On remarque que si γ est un hemin du plan omplexe et f une fontion analytique sur γ,
on a alors : ∫
γ
f(z)dz =
∫
γ
f∗(z)dz. (6.12)
Puisque J vérie (H0J), d'après la relation (4.11), il existe un entier naturel p tel que :
k(E) + k∗(E) = 2pπ. (6.13)
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On rappelle que les fontions ω± assoiées à κ sont dénies par la relation (5.31). On se donne
γ˜g un hemin reliant mg à mg symétrique par rapport à l'axe réel et ne ontenant pas de points
de branhement de κ, et de ples de ω±. On suppose qu'une détermination qg de
√
k′E ontinue
sur γ˜g est xée. En vertu de la relation (4.11), on a (k
∗)′ = −k′ e qui implique qu'il existe
σg ∈ {−1, 1} tel que :
q∗g = iσgqg (6.14)
Les fontions ψ±(x, ϕ,E,mg) vérient la relation :
ψ∗±(x, ϕ,E,mg) = iσge
± 2ipπx
ε e
R
eγg
ωg±ψ∗±(x, ϕ,E,mg). (6.15)
De plus, on déduit de (6.12) et (4.17) les égalités suivantes :∫
eγg
ω+ = −
∫
eγg
ω+ ;
∫
eγg
ω− = −
∫
eγg
ω−. (6.16)
D'après (HW,r), W
∗ =W . En utilisant (6.3), on alule :
A(x, x′, E) = A(x, x′, E¯).
L'opérateur TE vérie don :
TE(f
∗) = [TE(f)]∗.
Par onséquent, en utilisant (6.6) et (6.15), on obtient que, pour E dans V, x dans R et ϕ dans
Bgε ,
(F g−)
∗(x, ϕ,E, ε) = F g−(x, ϕ¯, E¯, ε) = e
− i
ε
2pπxiσge
R
eγg
ωg−F g−(x, ϕ,E, ε). (6.17)
Ce qui donne nalement :
(hg−)
∗ = iσge−
i
ε
2pπxαg(E)
α∗g(E)
hg−,
où
αg(E) = e
− i
2ε

R
eγg
(κ(u)−pπ)du+pπ(mg+mg)

e
1
2
R
eγg
ωg−
(6.18)
Similairement, on xe un point md de SY tel que :
1. Le point md n'est pas un point de branhement de κ.
2. Le point md vérie Im md > 0 et k
′
E(md) 6= 0.
3. Le domaine {ϕ ∈ SY ; Re (ϕ−md) > 0 et Im (ϕ−md) > 0} ne ontient pas de points de
branhement de κ.
On pose alors Ed = E −W (md) et on dénit la fontion hd+ par :
hd+(x, ϕ,E, ε) = e
i
ε
R +∞
md
[κ(u)−k(E)]du+ ik(E)md
ε F d+(x, ϕ,E, ε) (6.19)
On se donne γ˜d un hemin reliant md à md symétrique par rapport à l'axe réel et ne ontenant
pas de points de branhement de κ, et de ples de ωd±. On suppose qu'une détermination qd de√
k′E ontinue sur γ˜d est xée. Il existe alors un réel σd tel que :
q∗d = iσdqd (6.20)
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6.4. Quelques remarques
La fontion hd+ vérie alors :
(hd+)
∗ = iσde
i
ε
2pπxαd(E)
α∗d(E)
hd+,
où
αd(E) = e
i
2ε

R
eγd
(κ(u)−pπ)du+pπ(md+md)

e
1
2
R
eγd
ωd+
(6.21)
6.4 Quelques remarques
6.4.1
L'hypothèse (HW,r) peut être aaiblie pour prouver la Proposition 3.2. En fait, il sut de
supposer que W est une fontion analytique réelle dans SY et qu'il existe une fontion f ∈ L1(R)
telle que
∀x ∈ R sup
y∈[−Y,Y ]
|W (x+ iy)| ≤ f(x).
6.4.2
Dans les relations (3.8) et (3.9), on aurait pu inlure les oeients iσg et iσd dans les
fontions αg et αd mais on a préféré rendre apparentes les relations entre qg et q
∗
g , qd et q
∗
d.
6.4.3
On remarque que ette onstrution dière des onstrutions de domaines anoniques de
[10℄, dans la mesure où les domaines sur lesquels on onstruit es fontions dépendent de ε.
Néanmoins, grâe au lemme de prolongement sur des domaines non ompats (f. hapitre 7),
on prolongera es asymptotiques sur une bande xe indépendante de ε au voisinage du réel.
6.4.4
On dénit alors le oeient de transmission :
d(ϕ,E, ε) = w(αgh
g
−(·, ϕ, E, ε), αghd+(·, ϕ, E, ε)) (6.22)
On déduit immédiatement des Propositions 3.1 et 3.2 que les valeurs propres de Hϕ,ε sont a-
ratérisées par :
d(ϕ,E, ε) = 0 (6.23)
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7Le théorème WKB sur des domaines
non ompats
Dans e hapitre, on établit un théorème de prolongement sur des domaines non ompats
de SY . Ce résultat est une extension sur des domaines non ompats de la méthode développée
dans [10℄ et en partiulier de son Lemme 5.9.
On montre que les prinipes de prolongement des asymptotiques restent valides sur des domaines
{ϕ ∈ SY ; |Re ϕ| > A} de SY . Pour e faire, on reouvre es domaines non ompats par une
suession innie de petits domaines anoniques loaux, appelée δ-haîne (voir au paragraphe
7.1.5 de e hapitre).
Cette idée rejoint les développements et améliorations réents de la méthode WKB omplexe,
établis notamment dans [11℄. Dans e nouveau adre, une des idées est de dépasser le adre loal
du domaine anonique au prot de domaines plus étendus appelés domaines maximaux. Ces
domaines obtenus par des reollements de domaines anoniques sont des domaines sur lesquels
une fontion garde l'asymptotique standard (f. [11℄).
7.1 Théorème de prolongement sur des domaines non ompats
7.1.1 Enoné
On va prouver le résultat suivant :
Théorème 7.1. Théorème de prolongement non ompat.
Soit Y˜ ∈]0, Y [. On suppose que V vérie (HV ), que W vérie (HW,r) et que J vérie (H0J).
Alors il existe ε0 > 0, un voisinage V de J et deux réels Ag et Ad tels que, si f a les propriétés
suivantes :
 La fontion f(·, ϕ, E, ε) est une solution ohérente de (1.3).
 La fontion (ϕ,E) 7→ f(x, ϕ,E, ε) est analytique sur SY˜ × V pour tout x ∈ [−X,X] et
tout ε ∈]0, ε0[.
Alors,
1. Il existe κ, une détermination ontinue sur {ϕ ∈ SY ; Re ϕ < Ag} et telle que Im κ > 0.
De plus, pour tous C < B < Ag, si la fontion f vérie l'asymptotique :
f(x, ϕ,E, ε) = e−
i
ε
R ϕ κ(u)du(ψ−(x, ϕ,E) + rC(x, ϕ,E, ε)) (7.1)
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ave lim
ε→0
sup
[−X,X]×R(−∞,C]×V
max{|rC(x, ϕ,E, ε)|, |∂xrC(x, ϕ,E, ε)|} = 0,
alors ette asymptotique reste valide jusqu'à B. Préisément :
f(x, ϕ,E, ε) = e−
i
ε
R ϕ κ(u)du(ψ−(x, ϕ,E) + rB(x, ϕ,E, ε)) (7.2)
ave lim
ε→0
sup
[−X,X]×R(−∞,B]×V
max{|rB(x, ϕ,E, ε)|, |∂xrB(x, ϕ,E, ε)|} = 0.
2. Il existe κ, une détermination ontinue sur {ϕ ∈ SY ; Re ϕ > Ad} et telle que Im κ > 0.
De plus, pour tous C > B > Ad, si f vérie l'asymptotique
f(x, ϕ,E, ε) = e
i
ε
R ϕ κ(u)du(ψ+(x, ϕ,E) + rC(x, ϕ,E, ε)) (7.3)
ave lim
ε→0
sup
[−X,X]×R[C,+∞)×V
max{|rC(x, ϕ,E, ε)|, |∂xrC(x, ϕ,E, ε)|} = 0,
alors ette asymptotique reste valide jusqu'à B. Préisément :
f(x, ϕ,E, ε) = e
i
ε
R ϕ κ(u)du(ψ+(x, ϕ,E) + rB(x, ϕ,E, ε)) (7.4)
ave lim
ε→0
sup
[−X,X]×R[B,+∞)×V
max{|rB(x, ϕ,E, ε)|, |∂xrB(x, ϕ,E, ε)|} = 0.
7.1.2 Remarques
On va en fait démontrer le Théorème 7.1 lorsque W vérie les hypothèses plus faibles
suivantes :
(H1) W est une fontion analytique réelle dans SY.
(H2) ∃ C > 0, ∃ s > 1 tel que ∀ z ∈ SY, |W′(z)| ≤ C1+|z|s
(H3) ∃ f ∈ L1(R) telle que ∀x ∈ R sup
y∈[−Y,Y]
|W(x+ iu)| ≤ f(x)
Le lemme suivant permet de faire le lien entre (HW,r) et (H1), (H2) et (H3) :
Lemme 7.1. Soit W vériant (HW,r) sur SY . Soit Y˜ ∈]0, Y [. Alors W vérie (H1), (H2) et
(H3) sur SY˜ .
Démonstration Supposons que W vérie (HW,r) sur SY . Pour montrer que W vérie
(H2) sur SY˜ , on prouve le lemme suivant :
Lemme 7.2. Soit f une fontion analytique sur SY telle que |f(z)| ≤ C1+|z|s , C > 0.
Soit η > 0. Alors :
∀p ∈ N∗ ∃Cp > 0 tel que ∀z ∈ SY−η |f (p)(z)| ≤ Cp
1 + |z|s .
Démonstration
Ce résultat est une onséquene de la formule de Cauhy. Pour z ∈ SY et R > 0 tel que
D(z,R) ⊂ SY , on érit :
|f (p)(z)| ≤ C
2πRp
∫ 2π
0
dθ
|z +Reiθ|s ,
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On remarque que D(z, Y − |Im (z)|) ⊂ SY . Don, si η > 0, il existe Cp > 0 telle que, pour
|Im (z)| < Y − η et p ∈ N∗,
|f (p)(z)| ≤ Cp
1 + |z|s .
Cei termine la preuve du Lemme 7.2.
♦
- W vérie lairement (H1) sur SY .
- W vérie également (H3) ave f(x) = C1+|x|s .
Le Lemme 7.1 est ainsi prouvé.
♦
7.1.3 Shéma de la preuve
Donnons brièvement une idée de la preuve du Théorème 7.1. On prend l'exemple de
Bd = {ϕ ∈ SY ; Re (ϕ) > Ad}. On proède en trois étapes.
On ommene par reouvrir Bd par une suite de domaines anoniques ompats loaux Km tels
que l'intersetion entre deux domaines suessifs Km et Km+1 est non vide.
Dans haque domaine anonique Km, on sait onstruire une base ohérente loale grâe au
Théorème 5.1. Pour aluler le lien entre les bases ohérentes de Km et Km+n, il sut de faire
le produit des n matries de passage entre les bases anoniques de deux domaines suessifs. La
préision du reste dans l'asymptotique ne peut être meilleure que la somme des préisions obte-
nues pour haque domaine. Les restes obtenus dans le Théorème 5.1 sont en o(1) en la variable
ε ; la préision est insusante si on veut faire tendre n vers ∞.
Le alul des asymptotiques néessite don un ranement du Théorème 5.1 qui onsiste essen-
tiellement à prendre en ompte la dépendane du reste en le paramètre ϕ.
7.1.4 Points de branhement
Le résultat suivant préise quelque peu la position des points de branhement de κ. On
rappelle que l'ensemble Υ(E) est déni en (2.5).
Lemme 7.3. Soit V un voisinage omplexe de l'intervalle J . Soit W vériant
lim
x→+∞ supy∈[−Y,Y ]
|W (x+ iy)| = 0,
alors :
∃A > 0 telle que ∀ E ∈ V, ϕ ∈ Υ(E) ∩ SY ⇒ |Re (ϕ)| < A.
Démonstration Puisque V ∩ ∂σ(H0) = ∅, il existe α > 0 tel que :
∀ E ∈ V, ∀ p ∈ N∗, |E − Ep| ≥ α.
Par onséquent, on obtient que, si ϕp(E) vérie E −W (ϕp(E)) = Ep, alors :
∀ E ∈ V, ∀ p ∈ N∗, |W (ϕp(E))| ≥ α.
Enn, {u ∈ SY ; |W (u)| ≥ α} est inlus dans un ompat de SY . Cei ahève la preuve du
Lemme 7.3.
♦
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7.1.5 Asymptotiques WKB uniformes sur une δ-haîne
Dénition de la δ-haîne
On introduit d'abord une nouvelle dénition. On rappelle que la largeur d'un sous-ensemble
de C est dénie en (5.9).
Dénition 7.1. δ-haîne de domaines stritement anoniques.
Soit Y˜ ∈]0, Y [. Soit E xé. Soit D un domaine simplement onnexe de S
eY
ne ontenant pas de
points de branhement du moment omplexe. On xe sur D une détermination ontinue κ du
moment omplexe. Soit {τn}n∈N une suite de nombres réels et K un ompat de S
eY
.
On dit que {K + τn}n∈N est une δ-haîne assoiée à E, κ et D si elle vérie les propriétés
suivantes :
1.
∞⋃
n=0
(K + τn) = D.
2. ∃τ > 0 tel que ∀n ∈ N l((K + τn) ∩ (K + τn+1), Y˜ ) > τ.
3. Le domaine K est une réunion de ourbes γ telles que, pour tout n, γ + τn est une ourbe
δ-stritement anonique pour κ.
K est alors appelé le domaine élémentaire de la δ-haîne.
Etudes des asymptotiques
On énone le résultat intermédiaire suivant :
Proposition 7.1. Soit V vériant (HV ) et W vériant (H1), (H2) et (H3). Soit Y˜ ∈]0, Y [. Soit
V un voisinage de J et D ⊂ SY˜ un domaine vériant les propriétés suivantes :
 inf
p∈N∗,E∈V
dist{D,ϕp(E)} ≥ C,
 il existe {τn}n∈N telle que, pour tout E ∈ V, {K + τn}n∈N est une δ-haîne assoiée à E
et D.
Fixons ϕ0 ∈ D.
Alors, il existe ε0 > 0 tel que pour tout n ∈ N, il existe deux fontions (x, ϕ,E, ε) 7→ ψn±(x, ϕ,E, ε)
vériant les propriétés suivantes :
 Les fontions (x, ϕ,E, ε) 7→ ψn±(x, ϕ,E, ε) sont dénies sur R× (K + τn)× V×]0, ε0[ et
forment une base ohérente.
 pour tout x ∈ R, ε ∈]0, ε0[ xés, les fontions (ϕ,E) 7→ ψn±(x, ϕ,E, ε) sont analytiques
sur (K + τn)× V.
 pour x ∈ [−X,X], ϕ ∈ (K + τn) et E ∈ V, les fontions ψn± ont la représentation
asymptotique suivante :
ψn±(x, ϕ,E, ε) = e
± i
ε
R ϕ
ϕ0
κdu
(ψ±(x, ϕ,E) + rn(x, ϕ,E, ε)) . (7.5)
ave pour x ∈ [−X,X], ϕ ∈ (K + τn) et E ∈ V :
max{|rn(x, ϕ,E, ε)|, |∂xrn(x, ϕ,E, ε)|} ≤ r(ε)
1 + |τn|s , limε→0 r(ε) = 0.
On démontrera e résultat au hapitre 11.
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7.2 Constrution d'une δ-haîne de domaines stritement ano-
niques
Dans e paragraphe, nous allons onstruire une δ-haîne sous les hypothèses (H1), (H2) et
(H3).
Proposition 7.2. Soit Y˜ ∈]0, Y [ xé. Soit V vériant (HV ). Soit W vériant (H1), (H2) et
(H3). Soit J vériant (H
0
J). Alors il existe un voisinage omplexe V de J , deux réels (Ag, Ad) ∈
R2, un domaine K ⊂ SY˜ et deux suites de réels {τ1n}n∈N, {τ2n}n∈N tels que :
 pour tout E ∈ V, il existe une détermination ontinue κ sur {ϕ ∈ SY˜ ; Re ϕ ∈ (−∞, Ag]}
(resp. sur {ϕ ∈ SY˜ ; Re ϕ ∈ [Ad,∞)}),
 pour tout E ∈ V, {K + τ1n}n∈N (resp. {K + τ2n}n∈N) est une δ-haîne assoiée à κ, E et
{ϕ ∈ SY˜ ; Re ϕ ∈ (−∞, Ag]} (resp. {ϕ ∈ SY˜ ; Re ϕ ∈ [Ad,+∞)})).
Le reste du paragraphe 7.1.5 est onsaré à la preuve de la Proposition 7.2. La preuve
n'utilise que des arguments géométriques élémentaires. On ne fait la onstrution que pour {ϕ ∈
SY˜ ; Re ϕ ∈ (−∞, Ag]}. L'autre demie-bande se traite de la même façon.
7.2.1 Constrution de droites δ-stritement anoniques
On a présenté les lignes anoniques au paragraphe 5.1.3 du hapitre 5 et donné une des-
ription en terme du veteur tangent t(ϕ).
Posons α = 12 infE∈J
Im k(E) et m = 2 sup
E∈J
|Re k(E)|.
Puisque l'appliation (E,ϕ) 7→ E −W (ϕ) est ontinue et que W (ϕ) tend vers 0 quand |Re ϕ|
tend vers +∞, il existe un voisinage omplexe V de J et un réel Ag tels que, pour E dans V et
ϕ ∈ (−∞, Ag] :
Re (k(E −W (ϕ))) ∈ [−m,m], Im k(E −W (ϕ)) > α
On pose Bg = (−∞, Ag]+ i[−Y˜ , Y˜ ]. Les ourbes anoniques pour Re ϕ au voisinage de −∞ sont
dérites par le lemme suivant :
Lemme 7.4. Il existe θ0 ∈]0, π/2[ tel que, si γ est une ourbe régulière de Bg vériant :
∀ϕ ∈ γ, arg[t(ϕ)] ∈]θ0, π/2− θ0[. (7.6)
alors γ est une ourbe anonique pour κ.
Démonstration Pour arg(u) = θ et cot θ ∈]− m−δα , π+m−δα [, on a :
Im ((κ− δ)u) > 0 et Im ((π − κ+ δ)u) > 0
Par suite, il sut de hoisir θ0 tel que cot θ0 =
m−δ
α pour que (7.6) soit vériée.
♦
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y = Y˜
y = −Y˜
−u0 u0γu
ξ2
ξ1
Fig. 7.1  Le domaine élémentaire K
7.2.2 Le domaine élémentaire K
Soient ξ1 = −iY˜ et ξ2 = iY˜ . On note K le losange délimité par les droites passant par ξ1
et ξ2, de veteurs direteurs d'axes e
iθ0
et ei(π−θ0).
On note [−u0, u0] = K ∩ {y = 0}. K est représenté sur la gure 7.1. Montrons que K + x est
un domaine δ-stritement anonique, pour tout réel x tel que K + x ⊂ Bg. Pour ela, d'après le
Lemme 7.4, il sut d'érire K omme une réunion de ourbes régulières vériant (7.6).
Pour tout u ∈ K, on onsidère un segment vertial [ξ, ξ] ontenant u et inlus dans K (voir gure
7.1). La ligne brisée [ξ1, ξ]∪ [ξ, ξ]∪ [ξ, ξ2] vérie (7.6). La relation (7.6) est stable par déformation
C1 ; on peut don déformer la ligne [ξ1, ξ] ∪ [ξ, ξ] ∪ [ξ, ξ2] pour obtenir une ourbe C1 vériant
(7.6).
K vérie don les propriétés suivantes :
- K ∩ SY˜ ontient un retangle de largeur 4η > 0.
- l((K − nη) ∩ (K − (n+ 1)η), Y˜ ) > η.
- K est l'union de ourbes γ telles que γ − nη est δ-stritement anonique pour n assez grand.
7.2.3 Conlusion
Le lemme de prolongement est alors la onséquene de la Proposition 7.2 et de la Proposition
7.1. On donne les détails de la preuve au hapitre 11.
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8Calul du oeient de transmission
dans le as d'une roix.
Dans e hapitre, on va aluler dans le domaineK∞i (dérit au paragraphe 5.8.1 du hapitre
5) le wronskien entre deux solutions de (1.3), ohérentes et analytiques, et dont l'asymptotique
roît dans des diretions opposées.
Fixons Y˜ < Y . Soit E0 ∈ J . On suppose qu'il existe un domaine K∞i , assoié à E0, dérit au
paragraphe 5.8.1 du hapitre 5. On rappelle que les points de branhemement sont notés ϕ+r ,ϕ
−
r
et ϕi, ϕi. Les lignes de Stokes sont dérites au paragraphe 5.7 de e même hapitre.
Soit l > 0. Pour l assez petit, on introduit les domaines Kg ⊂ R[A,B] et Kd ⊂ R[A,B] dénis par :
Kg = {ξ − u, ξ ∈ b ∪ b¯, u ∈]0, l[},
et
Kd = {ξ + u, ξ ∈ a ∪ a¯, u ∈]0, l[}.
On ommene par dérire les hypothèses du alul.
8.1 Hypothèses. Notations
8.1.1 Déterminations
Hypothèse (CD)
On énone maintenant l'hypothèse xant les déterminations :
(CD)
1. Il existe sur Kg une détermination κg vériant :
Im κg(ϕ) > 0 pour {Re ϕ < Re ϕ−r } (8.1)
κg(ϕ
−
r − 0) = 0.
2. Il existe sur Kd une détermination κd vériant :
Im κd(ϕ) > 0 pour {Re ϕ > Re ϕ+r } (8.2)
κd(ϕ
+
r + 0) = 0.
67
Chapitre 8. Calul du oeient de transmission dans le as d'une roix.
Notations
On rappelle qu'il existe sur K∞i une détermination κi du moment omplexe vériant :
Im κi(ϕ) > 0 pour ϕ ∈ S− ∩R (8.3)
κi(ϕ
−
r ) = κi(ϕ
+
r ) = 0 ; κi(ϕi) = κi(ϕi) = π.
(E −W )−1(Kg) est un domaine simplement onnexe qui ne renontre l'axe réel que dans une
seule laune. On note don kg la détermination du quasi-moment vériant :
kg(E −W (ϕ)) = κg(ϕ).
On dénit de même :
ki(E −W (ϕ)) = κi(ϕ), kd(E −W (ϕ)) = κd(ϕ).
On pose également :
qi(ϕ) =
√
k′i(E −W (ϕ)), qg(ϕ) =
√
k′g(E −W (ϕ)) qd(ϕ) =
√
k′d(E −W (ϕ)).
On note alors Ψ˜±
g
(x, E), Ψ˜±i(x, E) et Ψ˜±d(x, E) les solutions de Bloh dérites au paragraphe
4.1 du hapitre 4. On pose alors :
Ψi±(x, ϕ,E) = Ψ˜±
i
(x,E−W (ϕ)) ; Ψg±(x, ϕ,E) = Ψ˜±
g
(x,E−W (ϕ)) ; Ψd±(x, ϕ,E) = Ψ˜±
d
(x,E−W (ϕ)).
On dénit enn les fontions ωg±, ωi± et ωd± assoiées par la relation (5.31) aux déterminations
kg, ki et kd.
8.1.2 Solutions à l'asymptotique standard
Hypothèse (CF)
On dérit maintenant les hypothèses sur l'asymptotique des fontions fg− et fd+ :
(CF)
Il existe un réel ε0 > 0, un voisinage U0 = U0 de E0 et deux fontions (x, ϕ,E, ε) 7→ fg−(x, ϕ,E, ε),
(x, ϕ,E, ε) 7→ fd+(x, ϕ,E, ε) tels que :
1. Les fontions (ϕ,E) 7→ fg−(x, ϕ,E, ε) et (ϕ,E) 7→ fd+(x, ϕ,E, ε) sont analytiques sur SY˜×U .
2. Les fontions fg−(·, ϕ, E, ε) et fd+(·, ϕ, E, ε) sont solutions de l'équation (1.3).
3. La fontion fg−, respetivement fd+ vérie l'asymptotique standard dans Kg, respetivement
Kd et est normalisée en −0 + i0, respetivement 0 + i0. Préisément fg− et fd+ s'érivent :
fg− = qge
− i
ε
R ϕ−r
0 κg(u)due
R ϕ−r
0 ω
g
−(u)due
− i
ε
R ϕ
ϕ−r
κg(u)du
e
R ϕ
ϕ−r
ωg−(u)du
(Ψg− + o(1)),
fd+ = qde
i
ε
R ϕ+r
0 κd(u)due
R ϕ+r
0 ω
d
+(u)due
i
ε
R ϕ
ϕ+r
κd(u)du
e
R ϕ
ϕ+r
ωd+(u)du
(Ψd+ + o(1)),
où les hemins [0, ϕ−r ], et [0, ϕ+r ] sont situés dans C+.
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Notations. Choix des déterminations
On rappelle que les fontions fi et (fi)
∗
vérient les asymptotiques standard suivantes sur
Ki :
fi = qie
i
ε
R ϕ
0 κi(u)due
R ϕ
0 ω
i
+(u)du(Ψi+ + o(1))
(fi)
∗ = q∗i e
− i
ε
R ϕ
0 κi(u)due
R ϕ
0 ω
i
−(u)du(Ψi− + o(1))
On rappelle qu'il existe un réel σi ∈ {−1, 1} tel que :
q∗i
qi
= σi. (8.4)
On renvoie au paragraphe 5.8.9 du hapitre 5.
Le wronskien vérie w(fi, (fi)
∗) = σi(w0k′i)(E −W (0)).
Le réel σi dépend du signe de k
′
le long de la bande B :
 Si la bande B est du type [E4p+1, E4p+2], k
′ > 0 sur B et σi = 1.
 Si la bande B est du type [E4p+3, E4p+4], k
′ < 0 sur B et σi = −1.
On hoisit alors la détermination qg telle que qg = qi dans S− et telle que qg est prolongée
ontinuement dans Kg. D'après la relation (8.4), la détermination qg vérie alors :
q∗g = iσiqg (8.5)
De même, on xe qd telle que qd = qi dans S+ et telle que qd est prolongée ontinuement dans
Kd. La détermination qd vérie alors :
q∗d = iσiqd (8.6)
Le but de e hapitre est de aluler les oeients :
a−g =
w(fi, f
g
−)
w(fi, f∗i )
, (8.7)
et :
a+d =
w(fi, f
d
+)
w(fi, f∗i )
. (8.8)
Les aluls des wronskiens sont similaires à eux eetués dans [12, 10℄. Ils reposent sur quelques
prinipes simples que l'on va rappeler ii.
8.2 Méthode de alul des asymptotiques des wronskiens
8.2.1 Périodiité
La relation de ohérene (1.5) implique que les wronskiens sont ε-périodiques (pour la
variable ϕ). Pour obtenir les asymptotiques de es wronskiens, il sut don de les estimer sur
un segment de longueur ε. La périodiité entraîne de plus que es wronskiens admettent un
développement en série de Fourier dont on va herher à estimer les oeients.
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8.2.2 Analytiité
Puisque les fontions (ϕ,E) 7→ fg−(x, ϕ,E, ε), (ϕ,E) 7→ fd+(x, ϕ,E, ε) et (ϕ,E) 7→ f i±(x, ϕ,E, ε)
sont analytiques sur SY˜ × U , leurs wronskiens sont analytiques en (ϕ,E) ∈ SY˜ × U .
Soit w(ϕ,E, ε) une fontion analytique en (ϕ,E) et ε-périodique en la variable ϕ. Notons le
développement en série de Fourier :
w(ϕ,E, ε) =
∑
k∈Z
wk(E, ε)e
2ikπϕ
ε
La formule de Cauhy nous donne une estimation des oeients de Fourier :
wk(E, ε) =
1
ε
∫ ϕ0+ε
ϕ0
w(ϕ,E, ε)e−
2ikπϕ
ε dϕ, ∀k ∈ N, ∀ϕ0 ∈ SY˜ . (8.9)
En déplaçant Im ϕ0 dans [−Y˜ , Y˜ ], on obtient un ontrle des oeients positifs et négatifs.
8.2.3 Valeurs omplexes de E et δ−sous-domaines admissibles
On insiste sur la notion de sous-domaine admissible. Soit δ > 0 assez petit, on onsidère le δ-
sous-domaine {ϕ ∈ K∞i ; d(ϕ, ∂K∞i ) > δ}. Sur e δ-sous domaine admissible, les asymptotiques
de {f i±} sont vériées et uniformes en E dans un voisinage onstant de E0. Par la suite, on notera
de façon impropre K∞i e δ-sous-domaine admissible.
On xe désormais E ∈ U . On va aluler un développement asymptotique des oeients a−g et
a+d lorsque ε tend vers 0. On démontre le résultat suivant :
Proposition 8.1. On suppose que les hypothèses (CD) et (CF ) sont vériées. Il existe deux
onstantes C > 0 et α > 0 tels que les oeients a−g et a
+
d admettent les développements de
Fourier asymptotiques uniformes suivants pour (E,ϕ) ∈ U × SY0 :
a−g (ϕ,E, ε) =
∑
k∈Z
(a−g )k(E, ε)e
2ikπϕ
ε ,
ave
(a−g )0(E, ε) = σi[1 + o(1)], (8.10)
et
∀k 6= 0, |(a−g )k(E, ε)| < Ce−α/εe
−2|k|πY0
ε , (8.11)
a+d (ϕ,E, ε) =
∑
k∈Z
(a+d )k(E, ε)e
2ikπϕ
ε ,
ave
(a+d )0(E, ε) = iσi[1 + o(1)], (8.12)
(a+d )1(E, ε) = −iσie
2i
ε
R 0
ϕ+r
κi
e
2i
ε
R ϕi
0 (κi−π)e
R 0
ϕ+r
ωi+−ωi−e
R ϕi
0 (ω
i
+−ωi−)[1 + o(1)], (8.13)
et
∀k > 1, |(a+d )k(ϕ,E, ε)| < C|(a+d )1(E, ε)|e−α/εe
−2|k−1|πY0
ε , (8.14)
∀k < 0, |(a+d )k(ϕ,E, ε)| < Ce−α/εe
−2|k|πY0
ε , (8.15)
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ϕ−r ϕ+r
bϕi
bϕi
I
II
III
Fig. 8.1  Bandes I, II, III
8.3 Calul du oeient a−g
Pour étudier a−g (donné par la formule (8.7)) dans la bande SY˜ , on divise ette bande en
trois sous-bandes I, II, III.
I = {ϕ/Im ϕi < Im ϕ < Y˜ } (8.16)
II = {ϕ/0 < Im ϕ < Im ϕi} (8.17)
III = {ϕ/− Y˜ < Im ϕ < 0}. (8.18)
Ces trois sous-bandes sont dérites dans la gure 8.1. Chaque sous-bande va demander un alul
diérent.
8.3.1 Propriétés des objets analytiques de la méthode WKB dans haque
bande
On ommene par dérire les liens entre κg et κi, Ψ
g
± et Ψi±, qg et qi dans les bandes I, II
et III.
Bande II
D'après les dénitions données au paragraphe 5.6.3 du hapitre 5, les déterminations κi et
κg du moment omplexe oïnident sur S−. On a don les relations suivantes, pour ϕ ∈ be ∪ eb :
κi(ϕ+ 0) = κg(ϕ− 0), Ψi±(ϕ+ 0) = Ψg±(ϕ− 0), ωi±(ϕ+ 0) = ωg±(ϕ− 0). (8.19)
Il reste à étudier le lien entre qi et qg.
qi(ϕ+ 0) = qg(ϕ− 0).
Bande III
Dans ette bande, la frontière de K∞i est la ligne de Stokes b¯ ommençant en ϕ
−
r (f.
hapitre 5, paragraphe 5.7). On onsidère kg et ki : ki est le prolongement de kg à travers la
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bande [Er, Ei]. D'après la formule (4.10), on a don les relations suivantes, pour ϕ ∈ b¯ :
κi(ϕ+ 0) = −κg(ϕ− 0), Ψi±(x, ϕ+ 0) = Ψg∓(x, ϕ− 0), (8.20)
ωi±(ϕ+ 0) = ω
g
∓(ϕ− 0), qi(ϕ+ 0) = −iqg(ϕ− 0)
Bande I
La frontière de K∞i dans ette bande est la ligne de Stokes c (f. paragraphe 5.7). On
onsidère les quasi-moments kg et ki assoiés à κg et κi. La relation (4.11) appliquée à kg et ki,
de part et d'autre de [E2, E3], implique que κg et κi vérient les relations suivantes, pour ϕ ∈ c,
κg(ϕ− 0) = 2π − κi(ϕ+ 0), Ψg±(x, ϕ− 0) = Ψi∓(x, ϕ+ 0) (8.21)
wg±(ϕ− 0) = wi∓(ϕ+ 0), qi(ϕ+ 0) = iqg(ϕ− 0)
8.3.2 Calul du développement asymptotique de a−g
On peut désormais ommener le alul du oeient a−g .
Dans la bande II
Dans ette bande, le Lemme 5.9 nous dit que, puisque Im κg > 0, la fontion f
g
− garde la
même asymptotique dans K∞i . On a don pour E ∈ U0, et ϕ ∈ K∞i ∩ II :
fg− = qge
− i
ε
R ϕ−r
ϕ0
κi(u)due
R ϕ−r
0 ω
i
−(u)due
− i
ε
R ϕ
ϕ−r
κg(u)du
e
R ϕ
ϕ−r
ωg−(u)du
(Ψg− + o(1))
et
fi = qie
i
ε
R ϕ
0 κi(u)due
R ϕ
0 ω
i
+(u)du(Ψi+ + o(1))
et don
∀ϕ ∈ II, a−g (ϕ,E, ε) = σi[1 + o(1)]. (8.22)
Dans la bande III
Dans ette bande, on va obtenir grâe au Lemme 5.9 une majoration du oeient |a−g (ϕ)|.
On se donne un point ϕb ∈ b tel que Im ϕb ∈ [−Y˜ , 0]. Puisque Im κg > 0 à gauhe de b ∩ SY˜
et que b n'est pas dans l'image réiproque d'une bande, l'asymptotique de fg− est enore vériée
à droite de ette ligne b ∩ SY˜ . Préisément, soient E ∈ U0, ϕ et ϕb dans K∞i ∩ III tels que
Im ϕ = Im ϕb. Alors :
fg− = qge
R ϕ−r
0 ω
i
−e−
i
ε
R ϕ−r
0 κie
− i
ε
R ϕb
ϕ−r
κg(u)du
e
R ϕ
ϕ−r
ωg−(u)du
e
− i
ε
R ϕ
ϕb
κg(u)du(Ψg− + o(1))
On a également :
fi = qie
i
ε
R ϕ−r
0 κi(u)due
i
ε
R ϕb
ϕ−r
κi(u)du
e
R ϕ
0 ω
i
+(u)due
i
ε
R ϕ
ϕb
κi(u)du(Ψi+ + o(1))
On obtient que
|a−g (ϕ,E, ε)| ≤ C
∣∣∣∣e 2iε R ϕbϕ−r κi(u)du∣∣∣∣ ∣∣∣e 2iε R ϕϕb κi(u)du∣∣∣ (8.23)
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On va maintenant majorer haun des fateurs de l'inégalité (8.23).
Tout d'abord, Im
∫ ϕb
ϕ−r
κi(u)du = 0 ar ϕb appartient à la ligne de Stokes b¯ issue de ϕ
−
r .
Il reste à étudier
∫ ϕ
ϕb
κi(u)du. Par périodiité, il sut d'estimer e oeient sur une bande de
taille ε. Pour Re (ϕ− ϕb) ∈ [δ, δ + ε], on a :∣∣∣∣∫ ϕ
ϕb
κi(u)du
∣∣∣∣ ≤ Cδ
L'inégalité (8.23) s'érit don :
∀ϕ ∈ III, |a−g (ϕ,E, ε)| ≤ CeCδ/ε (8.24)
Bande I
En appliquant le Lemme 5.9, omme Im κg > 0 à gauhe de c ∩ SY˜ , fg− garde la même
asymptotique à droite de c∩SY˜ . Soient E ∈ U0, ϕb ∈ c∩SY˜ et ϕ ∈ K∞i ∩I tels que Im ϕ = Im ϕb.
Alors :
fg− = qge
R ϕ−r
0 ω
i
−e−
i
ε
R ϕ−r
0 κie
− i
ε
R ϕi
ϕ−r
κg(u)du
e
R ϕi
ϕ−r
ωg−(u)du
e
− i
ε
R ϕb
ϕi
κg(u)due
R ϕ
ϕi
ωg−(u)due
− i
ε
R ϕ
ϕb
κg(u)du(Ψg−+o(1))
fi = qie
i
ε
R ϕi
0 κi(u)due
i
ε
R ϕb
ϕi
(2π−κg)(u)due
R ϕi
0 ω
i
+e
R ϕ
ϕi
ωg−(u)due
i
ε
R ϕ
ϕb
(2π−κg)(u)du(Ψg− + o(1))
Par suite,
|a−g (ϕ,E, ε)| ≤ C
∣∣∣e 2iε R ϕbϕi (π−κg)(u)du∣∣∣ ∣∣∣e 2iε R ϕϕb (π−κg)(u)du∣∣∣ ∣∣∣∣e− iε R ϕ−r0 κi∣∣∣∣ . (8.25)
Dans l'inégalité (8.25), on va majorer haque terme.
Premièrement, Im
∫ ϕb
ϕi
(π − κg)(u)du = 0 ar ϕb appartient à la ligne de Stokes issue de ϕi.
Ensuite, pour Re (ϕ− ϕb) ∈ [δ, δ + ε], on a :∣∣∣∣∫ ϕ
ϕb
(π − κg)(u)du
∣∣∣∣ ≤ Cδ.
Enn, κi est réel sur [0, ϕ
−
r ].
On obtient don l'estimation suivante dans la bande I :
∀ϕ ∈ I, |a−g (ϕ,E, ε)| ≤ CeCδ/ε (8.26)
8.3.3 Asymptotiques uniformes de a−g (ϕ,E, ε) dans SY0.
Dans la bande SY0 , on érit :
a−g (ϕ,E, ε) =
∑
n∈Z
αne
2iπnϕ
ε
(8.27)
Les oeients αn vérient :
αn =
1
ε
∫ ϕ0+ε
ϕ0
a−g (ϕ,E, ε)e
−2iπnϕ
ε dϕ, ∀n ∈ N, ∀ϕ0 ∈ {−Y0 ≤ Im ϕ ≤ Y0}. (8.28)
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Soit n > 0. On va majorer |αn|. En utilisant la majoration (8.24) de la bande III et la formule
(8.28) pour Im ϕ0 = −(Y − δ), on obtient
|αn| ≤ Ce−2πn(Y−δ)/εeCδε .
Pour n < 0, on applique le même raisonnement ave Im ϕ0 = (Y − δ) et la majoration (8.26) de
la bande I et on obtient :
|αn| ≤ Ce2πn(Y−δ)/εeCδε .
D'après le alul (8.22) de la bande II, on a
α0 = σi[1 + o(1)].
On hoisit δ < 2π(Y−Y0)C+2π . Pour une onstante α < 2π(Y −Y0)−δ(C+2π), on obtient la majoration
(8.11).
8.4 Calul du oeient a+d
On va estimer le développement en série de Fourier de a+d , donné par la formule (8.8). De
même que préédemment, on va aluler e oeient dans haque bande I ′, II ′ et III ′. Ces
bandes sont représentées sur la gure 8.2 et sont dénies par
I ′ = {0 < Im ξ < Y0},
II ′ = {−Im ϕi < Im ξ < 0},
et
III ′ = {−Y0 < Im ξ < −Im ϕi}.
8.4.1 Propriétés des objets analytiques de la méthode WKB dans haque
bande
Dans e paragraphe, on dérit le lien entre les objets κi et κd, Ψ
i± et Ψd±, ωi± et ωd±, qi et
qd dans les bandes I
′
, II ′ et III ′.
Bande I ′
La frontière de K∞i est la ligne de Stokes a ommençant en ϕ
+
r , le long de ette ligne, on
a les relations suivantes :
κi(ϕ− 0) = −κd(ϕ+ 0), Ψi±(x, ϕ− 0) = Ψd∓(x, ϕ+ 0), (8.29)
ωi±(ϕ− 0) = ωd∓(ϕ+ 0), qd(ϕ+ 0) = −i qi(ϕ− 0)
Bande II ′
Dans K∞i , on a les relations suivantes :
κi = κd, Ψ
i
± = Ψ
d
±, ω
i
± = ω
d
±, et qi = qd. (8.30)
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Bande III ′
La frontière de K∞i dans ette bande est la ligne de Stokes c¯ ommençant en ϕi. On a
alors :
κd(ϕ+ 0) = 2π − κi(ϕ− 0), Ψd±(x, ϕ+ 0) = Ψi∓(x, ϕ− 0) (8.31)
ωd±(ϕ+ 0) = ω
i
∓(ϕ− 0) qd(ϕ+ 0) = iqi(ϕ− 0)
On va pouvoir désormais aluler le oeient a+d .
8.4.2 Calul du développement asymptotique de a+d
Dans la bande I ′
Puisque Im κd > 0 à droite de a ∪ SY˜ , la fontion fd+ garde la même asymptotique dans
K∞i \(S− ∩K∞i )∩ I ′, à gauhe de la ligne a∩SY˜ . fd+ et fi ont les asymptotiques suivantes, pour
E ∈ U0 et ϕ ∈ K∞i \(S− ∩K∞i ) ∩ I ′ :
fd+ = qde
R ϕ+r
0 ω
i
−e−
i
ε
R ϕ+r
0 κie
i
ε
R ϕ
ϕ+r
κd(u)du
e
R ϕ
ϕ+r
ωd+(u)du
(Ψd+ + o(1))
fi = qie
i
ε
R ϕ+r
0 κi(u)due
i
ε
R ϕ
ϕ+r
κi(u)du
e
R ϕ+r
0 ω
i
+(u)due
R ϕ
ϕ+r
ωi+(u)du
(Ψi+ + o(1))
e qui donne
∀ϕ ∈ I ′, a+d (ϕ,E, ε) = iσi[1 + o(1)]. (8.32)
Dans la bande III ′
Puisque Im κd > 0 à droite de c¯∩III ′, la fontion fd+ garde la même asymptotique à gauhe
de la ligne c¯ ∩ III ′. On a don pour E ∈ U0 et ϕ ∈ K∞i ∩ III ′ :
fd+ = qde
R ϕ+r
0 ω
i
−e−
i
ε
R ϕ+r
0 κie
i
ε
R ϕi
ϕ+r
κi(u)du
e
R ϕi
ϕ+r
ωi+(u)du
e
i
ε
R ϕ
ϕi
κd(u)due
R ϕ
ϕi
ωd+(u)du(Ψd+ + o(1))
fi = qie
i
ε
R ϕi
0 κi(u)due
i
ε
R ϕ
ϕi
(2π−κd)(u)due
R ϕi
0 ω
i
+(u)due
R ϕ
ϕi
ωd−(u)du(Ψd− + o(1))
et on obtient :
∀ϕ ∈ III ′, a+d (ϕ,E, ε) = −iσie
2i
ε
R 0
ϕ+r
κi(u)du
e
2i
ε
R ϕi
0 (κi−π)(u)due
R 0
ϕ+r
(ωi+(u)−ωi−(u))due
R ϕi
0 (ω
i
+−ωi−)(u)due
2iπϕ
ε [1+o(1)].
(8.33)
Dans la bande II ′
Il n'est pas utile d'étudier a+d dans ette bande. En eet, l'étude dans la bande III
′
donne
une estimée des oeients de Fourier pour n ≥ 1 et l'étude dans I ′ donne une estimée des
oeients de Fourier pour n ≤ 0.
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ϕ−r ϕ+r
bϕi
bϕi
III ′
II ′
I ′
Fig. 8.2  Bandes I ′, II ′, III ′
8.4.3 Asymptotiques uniformes de a+d dans SY0.
De même que préédemment, on érit dans la bande SY0 :
a+d =
∑
n∈Z
βne
2iπnϕ
ε
Les oeients βn sont donnés par :
βn =
1
ε
∫ ϕ0+ε
ϕ0
a+d (ϕ,E, ε)e
−2iπnϕ
ε dϕ ∀n ∈ N, ∀ϕ0 ∈ {−Y˜ ≤ Im ϕ ≤ Y˜ }.
On en déduit par un raisonnement analogue à elui du paragraphe 8.3.3 les relations (8.12) à
(8.15).
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simple
Le but de e hapitre est de démontrer les résultats énonés au paragraphe 2.3.3 du hapitre
2.
Pour ela, on démontre d'abord les propriétés des phases et ations énonées au Lemme 2.2.
Ensuite, on exprime l'équation aux valeurs propres grâe aux oeients de phases et au oe-
ient tunnel. L'étude de ette équation donne nalement l'expression asymptotique des valeurs
propres de Hϕ,ε.
On suppose dans tout le hapitre que les hypothèses (HV ), (HW,r), (HW,g) et (HJ) sont vériées.
9.1 Démonstration du Lemme 2.2
On rappelle qu'on a noté ϕ±r et ϕi, ϕi les points de branhement du moment omplexe, Er
et Ei les extrémités de σ(H0) assoiées. On va eetuer la démonstration dans le as (5.16). Soit
κi la détermination dérite au paragraphe 5.6.1 du hapitre 5. κi vérie de plus (5.32).
On va prouver le Lemme pour la détermination κ˜i = κi.
 On ommene par exprimer Φ, S et Φd omme des intégrales du moment omplexe le
long de hemins du plan omplexe. Si γ est une ourbe orientée, on note γ† la ourbe
orientée en sens ontraire. Soient ϕd et ϕg deux points du plan omplexe tels que :
Re ϕd > Re ϕ
+
r ; Re ϕg < Re ϕ
−
r .
On ommene par dénir les hemins γΦ, γS et γg,d :
γΦ = [ϕ
−
r + i0, ϕ
+
r + i0] ∪ [ϕ+r − i0, ϕ−r − i0],
γS = (σ + 0) ∪ (σ† − 0),
γg,d = [ϕg + i0, 0 + i0] ∪ (σ+ − 0) ∪ (σ†+ + 0) ∪ [0 + i0, ϕd + i0].
Ces hemins sont représentés sur la gure 9.1. On a alors le résultat suivant :
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Lemme 9.1. Les oeients Φ, Φd et S s'érivent :
Φ =
1
2
∮
γΦ
κ(u)du,
S =
1
2i
∮
γS
κ(u)du,
Φd =
1
2
(∫
γg,d
(κ(u)− π)du+
∫
γg,d
(κ˜(u)− π)du
)
+ π(ϕg − ϕd).
où κ = κi dans S− et est prolongé ontinuement le long de haque hemin et κ˜ = κi dans
S− est prolongé ontinuement le long de γg,d.
Démonstration
 On ommene par justier le fait qu'on peut fermer les laets γΦ et γS . Pour ela, il
sut de montrer que κ admet un prolongement ontinu sur γΦ et γS .
Considérons don la ourbe γΦ. On a hoisi la oupure de γΦ en ϕ
−
r . Montrons que κ
prend les mêmes valeurs de haque té de la oupure. κ = κi sur [ϕ
−
r + i0, ϕ
+
r + i0],
puisque κ est ontinu à droite de ϕ+r , on obtient que κ = −κi sur [ϕ−r − i0, ϕ+r − i0].
De plus, κ(ϕ−r + i0) = 0 = κ(ϕ−r − i0), e qui montre que l'on intègre sur la ourbe
fermée γΦ .
On eetue un raisonnement identique pour montrer que κ est ontinu de part et
d'autre de ϕi.
 On alule :
1
2
∮
γΦ
κ(u)du =
∫ ϕ+r
ϕ−r
κi(u)du = Φ(E).
On proède de même pour le oeient S(E).
1
2i
∮
γS
κ(u)du =
1
i
[
∫
σ+
(π − κi(u))du+
∫
σ−
(π − κi(u))du].
 On s'intéresse nalement à l'expression de Φd. On introduit la détermination κi et on
déompose γg,d en segments élémentaires :∫
γg,d
(κ(u)− π)du+
∫
γg,d
(κ˜(u)− π)du
= 2
∫ 0
ϕg
(κi(u)− π)du+ 2
∫
σ+
(κi(u)− π)du+
∫ 0
ϕd
(κi(u)− π)du− 2
∫
σ−
(κi(u)− π)du
= 2
∫ 0
ϕ−r
(κi(u)−π)du+2
∫
σ+
(κi(u)−π)du+
∫ 0
ϕ+r
(κi(u)−π)du−2
∫
σ−
(κi(u)−π)du−2π(ϕg−ϕ−r )+2π(ϕd−
= 2Φd(E) + 2π(ϕd − ϕg)
Cei termine la preuve du Lemme 9.1.
♦
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 On utilise maintenant le Lemme 9.1 pour prouver l'analytiité de Φ, S et Φd.
Considérons Φ tout d'abord. On peut déformer le ontour γΦ en une ourbe fermée autour
de [ϕ−r , ϕ+r ] et restant à une distane non nulle de et intervalle. De plus, κ est analytique
en E sur le ontour d'intégration, lorsque E est assez prohe de l'intervalle J . On raisonne
de la même manière pour le oeient S. Pour prouver l'analytiité de Φd, on déforme
les ourbes γg,d et γg,d pour être à une distane stritement positive de la roix.
 Soit E ∈ J . Sur l'intervalle [ϕ−r , ϕ+r ], la fontion κi prend ses valeurs dans [0, π]. Φ(E)
est don réel et positif sur J .
On donne maintenant une expression simpliée de S :
S(E) = −i
[∫
σ+
(π − κi(u))du+
∫
σ−
(π − κi(u))du
]
= 2Im
∫
σ+
(π − κi(u))du (9.1)
De plus, sur σ, κi prend ses valeurs dans [0, π]. D'après (2.8) et (9.1), on obtient que
0 < S(E) ≤ 2πIm ϕi(E).
On note nalement que
∫
σ−
(κi(u)− π)du = −
∫
σ+
(κi(u)− π)du. Par onséquent, Φd(E)
est réel.
 On alule maintenant S′ et Φ′ sur J . Soit k la détermination du moment de Bloh
ontinue à travers [Er, Ei], alors κ(ϕ) = k(E −W (ϕ)) et :
Φ′(E) =
∫ ϕ+r
ϕ−r
k′(E−W (u))du+k(E−W (ϕ+r ))−k(E−W (ϕ−r )) =
∫ ϕ+r
ϕ−r
k′(E−W (u))du
On rappelle que k a des points de branhement en raine arrée à la n des zones spetrales
(f. paragraphe 4.8, hapitre 4) ; par onséquent, l'intégrale
∫ ϕ+r
ϕ−r
k′(E − W (u))du est
onvergente. Dans l'intervalle [Er, Ei], k
′(E) > 0 don (Ei − Er)Φ′ prend des valeurs
positives sur J .
On étudie S′ de la même façon.
 On termine ave les formules suivantes :
Φd(E) + iS(E) =
∫ 0
ϕ−r
κi(u)du− 2
∫
σ−
(κi − π)(u)du+
∫ 0
ϕ+r
κi(u)du (9.2)
−Φd(E) + iS(E) = −
∫ 0
ϕ−r
κi(u)du− 2
∫
σ+
(κi − π)(u)du−
∫ 0
ϕ+r
κi(u)du (9.3)
Dans le as où κ(ϕ−r ) = π, la preuve est similaire pour la détermination κ˜i = 2π − κi.
9.1.1 Caluls omplémentaires
On s'intéresse ii aux intégrales de ωi+ et ω
i−, dénis en (5.31), le long de ertains hemins
remarquables du plan omplexe. On a les relations suivantes :
Lemme 9.2.  Les intégrales de ωi+ et ω
i− vérient les relations suivantes :
∀E ∈ J,
∫
[ϕ−r ,ϕ
+
r ]
ωi+(u,E)du = 0,
∫
[ϕ−r ,ϕ
+
r ]
ωi−(u,E)du = 0 (9.4)
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ϕ−r ϕ+r
bϕi
bϕi
γS
γΦ b
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bϕi
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ϕdϕg
bb
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Fig. 9.1  Les hemins dans le plan omplexe
∀E ∈ J,
∫
σ
ωi+(u,E)du = 0,
∫
σ
ωi−(u,E)du = 0 (9.5)
 Il existe un réel ρ tel que
∀E ∈ J, −
∫
[ϕ+r ,0]∪σ+
(ωi+(u,E)+ω
i
−(u,E))du−
∫
σ−∪[0,ϕ−r ]
(ωi+(u,E)−ωi−(u,E))du = 2iρ
(9.6)
Démonstration Comme toujours, on se plae dans le as (5.16).
 On ommene par démontrer (9.4). D'après la dénition (5.31), on alule :∫
[ϕ−r ,ϕ
+
r ]
ωi+(u,E)du = −
∫
[ϕ−r ,ϕ
+
r ]
gi+(E −W (u))W ′(u)du =
∫
E−W ([ϕ−r ,ϕ+r ])
gi+(e)de = 0
En eet, pour E ∈ J , l'image E−W ([ϕ−r , ϕ+r ]) est un hemin du plan des énergies reliant
Er et Er passant par (E −W (0)) ∈]Ei, Er[). On a représenté e hemin dans la gure
9.2A. En partiulier, E −W ([ϕ−r , ϕ+r ]) est un hemin fermé et n'entoure auun ple de
la fontion méromorphe gi+. Par suite, l'intégrale est nulle. On montre de même que∫
[ϕ−r ,ϕ
+
r ]
ωi−(u,E)du = 0
 On traite maintenant (9.5). On érit :∫
σ
ωi+(u,E)du = −
∫
E−W (σ)
gi+(e)de
L'image du hemin σ est représentée dans la gure 9.2B. On fait le même raisonnement
pour ωi−.
 Enn, on alule :∫
[ϕ+r ,0]∪σ+
(ωi+(u,E)− ωi−(u,E))du−
∫
σ−∪[0,ϕ−r ]
(ωi+(u,E)− ωi−(u,E))du
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Fig. 9.2  Chemins dans le plan des énergies
=
∫
E−W ([ϕ+r ,0]∪σ+)
(gi+(e)− gi−(e))de−
∫
E−W (σ−∪[0,ϕ−r ])
(gi+(e)− gi−(e))de
Les hemins images E −W ([ϕ+r , 0] ∪ σ+) et E −W (σ− ∪ [0, ϕ−r ]) sont deux hemins du
plan des énergies reliant Er et Ei (f. gure 9.2C). Par analytiité de (g
i
+ − gi−) dans le
domaine Re (e) ∈]Er, Ei[ , on obtient nalement que :∫
[ϕ+r ,0]∪σ+
(ωi+(u,E)−ωi−(u,E))du−
∫
σ−∪[0,ϕ−r ]
(ωi+(u,E)−ωi−(u,E))du = 2
∫ Ei
Er
(gi+−gi−)(e)de
(9.7)
Il reste à montrer que e oeient est imaginaire pur. Pour ela, on remarque que
(gi−)∗ = gi+, d'après (4.18). L'égalité (9.7) devient :∫
[ϕ+r ,0]∪σ+
(ωi+ − ωi−)(u,E)du−
∫
σ−∪[0,ϕ−r ]
(ωi+ − ωi−)(u,E)du
= 2
(∫ Ei
Er
gi+(e)de−
∫ Ei
Er
(gi+)
∗(e)de
)
= 2
(∫ Ei
Er
gi+(e)de−
∫ Ei
Er
gi+(e)de
)
Cei termine la preuve du Lemme 9.2.
♦
9.2 Equation aux valeurs propres
On démontre maintenant la Proposition 2.1.
9.2.1 Lien ave le alul du hapitre 8
On ommene par prouver le résultat suivant :
Lemme 9.3. Pour tout E0 dans J , il existe un voisinage omplexe U0 de E0 et deux fontions
(ϕ,E, ε) 7→ b−g (ϕ,E, ε) et (ϕ,E, ε) 7→ b+d (ϕ,E, ε) tels que :
 Le oeient d déni en (6.22) s'érit :
d(ϕ,E, ε) = iσiw(fi, (fi)
∗)[b−g (b
+
d )
∗ − (b−g )∗b+d ]. (9.8)
 Les fontions (ϕ,E) 7→ b−g (ϕ,E, ε) et (ϕ,E) 7→ b+d (ϕ,E, ε) sont analytiques sur SY ×U0.
81
Chapitre 9. Valeurs propres assoiées à la roix simple
 Les fontions ϕ 7→ b−g (ϕ,E, ε) et ϕ 7→ b+d (ϕ,E, ε) sont ε-périodiques et admettent le
développement en série de Fourier asymptotique suivant, lorsque ε→ 0 :
b−g (ϕ,E, ε) =
∑
k∈Z
(b−g )k(E, ε)e
2ikπϕ
ε , (9.9)
ave
(b−g )0(E, ε) = σie
− i
ε
R ϕ−r
0 κie
1
2
R ϕ−r
0 (ω
i
+−ωi−)[1 + o(1)], (9.10)
et
∀k 6= 0, |(b−g )k(E, ε)| < Ce−α/εe
−2|k|πY0
ε , (9.11)
b+d (ϕ,E, ε) =
∑
k∈Z
(b+d )k(E, ε)e
2ikπϕ
ε , (9.12)
ave
(b+d )0(E, ε) = iσie
i
ε
R ϕ+r
0 κie
1
2
R ϕ+r
0 (ω
i
+−ωi−)[1 + o(1)], (9.13)
(b+d )1(E, ε) = −iσie
i
ε
R 0
ϕ+r
κi
e
2i
ε
R ϕi
0 (κi−π)e
1
2
R 0
ϕ+r
ωi+−ωi−e
R ϕi
0 (ω
i
+−ωi−)[1 + o(1)], (9.14)
et
∀k > 1, |(b+d )k(ϕ,E, ε)| < C|(b+d )1(E, ε)|e−α/εe
−2|k−1|πY0
ε , (9.15)
∀k < 0, |(b+d )k(ϕ,E, ε)| < Ce−α/εe
−2|k|πY0
ε , (9.16)
Démonstration
 Soit E0 ∈ J . On onsidère le domaine K∞i assoié à E0 dérit au paragraphe 5.8.1 du
hapitre 5. Il existe un voisinage U0 de E0 et une base de fontions f i± vériant les
propriétés de la Proposition 5.2.
On ommene par appliquer les onstrutions de la Proposition 3.2 pour les points mg =
−0 + i0 et md = 0 + i0. Le Théorème 7.1 montre qu'il existe A > 0 tel que :
∀ϕ tel que Re ϕ ∈ (−∞,−A] hg− = e
i
ε
R ϕ−r
0 κie
i
ε
R ϕ
ϕ−r
κg
ψ−(x, ϕ,E,−0 + i0)(1 + o(1)).
∀ϕ tel que Re ϕ ∈ [A,+∞) hd+ = e−
i
ε
R ϕ+r
0 κie
i
ε
R ϕ
ϕ+r
κd
ψ+(x, ϕ,E, 0 + i0)(1 + o(1)).
D'après le Lemme 5.9, l'asymptotique de hg− (respetivement hd+) est enore vériée dans
Kg (respetivement dans Kd).
On sait qu'il existe deux fontions analytiques αg(E) et αd(E) telles que :
(αgh
g
−)
∗ = iσgαgh
g
−,
(αdh
d
+)
∗ = iσdαdhd+.
On peut don poser :
αgh
g
− = −iσg(b−g )∗fi + b−g (fi)∗,
αdh
d
+ = −iσd(b+d )∗fi + b+d (fi)∗.
On onsidère le hemin γ˜g = [−0 − i0, ϕ−r − i0] ∪ [ϕ−r + i0, 0 + i0] et le hemin γ˜d =
[+0 − i0, ϕ+r − i0] ∪ [ϕ+r + i0, 0 + i0]. La détermination qg (respetivement qd) dérite
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au paragraphe 8.1.2 du hapitre 8 est ontinue sur γ˜g (respetivement γ˜d). D'après les
relations (8.5) et (8.6), on a don :
σg = σi ; σd = σi.
On a alors : ∫
γ˜g
ωg− =
∫ ϕ−r
0
(ωi+ − ωi−),
∫
γ˜d
ωd+ =
∫ ϕ+r
0
(ωi+ − ωi−).
 Les fontions hg− et hd+ vérient les propriétés (CD) et (CF ) présentées au hapitre 8 don
les oeients b−g et b
+
d vérient :
b−g = αga
−
g , b
+
d = αda
+
d ,
où les oeients a−g et a
+
d sont donnés dans la Proposition 8.1. En utilisant les expres-
sions de αg et αd données en (6.18) et (6.21), on obtient que :
αg(E) = e
− i
ε
R ϕ−r
0 κie
1
2
R ϕ−r
0 (ω
i
+−ωi−),
αd(E) = e
i
ε
R ϕ+r
0 κie
1
2
R ϕ+r
0 (ω
i
+−ωi−).
On alule alors pour E ∈ U0 :
d(ϕ,E, ε) = w(αgh
g
−, αdh
d
+)
=
[
b−g (b
+
d )
∗ − b+d (b−g )∗
]
iσiw(fi, (fi)
∗).
Cei ahève la preuve du Lemme 9.3.
♦
Démonstration de la Proposition 2.1
 Il reste don à aluler le développement en série de Fourier :
b−g (b
+
d )
∗(ϕ,E, ε) =
∑
n∈Z
γn(E, ε)e
2inπϕ
ε .
En utilisant les asymptotiques des oeients de Fourier de b−g et b
+
d donnés par le Lemme
9.3, on montre que :
γ0 = −ie
− i
ε
R ϕ+r
ϕ−r
κi
[1 + o(1)].
γ1 = +ie
− i
ε
(
R 0
ϕ+r
κi+
R 0
ϕ−r
κi)
e
2i
ε
R ϕi
0 (κi−π)e
R ϕ+r
0 (ω
i
+−ωi−)e
R ϕi
0 (ω
i
−−ωi+)[1 + o(1)].∣∣∣∣∣∣
∑
n∈Z\{0,1}
γne
2inπϕ
ε
∣∣∣∣∣∣ = O(e−α/ε) pour ϕ ∈ SY0 .
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En eet,
γ0 = α0β0 +
∑
n6=0
αnβ−n = −ie
− i
ε
R ϕ+r
ϕ−r
κi
e
1
2

R ϕ−r
0 (ω
i
+−ωi−)+
R ϕ−r
0 (ω
i
−−ωi+)

[1 + o(1)].
D'après (9.4), on simplie :[∫ ϕ−r
0
(ωi+ − ωi−) +
∫ ϕ−r
0
(ωi− − ωi+)
]
= 0.
De plus, d'après (2.7),
∫ ϕ+r
ϕ−r
κi = Φ(E). Par suite,
γ0 = −ie
iΦ(E)
ε [1 + o(1)].
On alule :
γ1 = α0β1 +
∑
n6=1
αnβ1−n
On ommene par étudier α0β1, pour ela on déduit de la relation (9.2) que :∫ 0
ϕ+r
κi(ϕ)dϕ+
∫ 0
ϕ−r
κi(ϕ)dϕ−
∫
σ−
(κi(ϕ)− π)dϕ = Φd(E) + iS(E).
α0β1 = ie
− i
ε
(
R 0
ϕ+r
κi+
R 0
ϕ−r
κi)
e
2i
ε
R ϕi
0 (κi−π)e
R ϕ+r
0 ω
i
++
R 0
ϕ−r
ωi−−
R
σ+
(ωi+−ωi−)[1+o(1)]+O(e
−α
ε )e−S(E)/ε.
La relation (9.2) entraîne que :∫ 0
ϕ+r
κi(ϕ)dϕ+
∫ 0
ϕ−r
κi(ϕ)dϕ−
∫
σ−
(κi(ϕ)− π)dϕ = Φd(E) + iS(E).
De plus, d'après le Lemme 9.2∫ ϕ+r
0
ωi+ +
∫ 0
ϕ−r
ωi− −
∫
σ+
(ωi+ − ωi−) = iρ.
d'où :
α0β1 = ie
−S/εe−iΦd/εeiρe2iπϕ/ε[1 + o(1)].
Enn, puisque S(E) ≤ 2πIm ϕi(E), on estime le reste du développement :
|
∑
n6=0
αnβ−n| = o(e−S/ε).
Enn, pour p 6= 0, 1, on estime :
γp =
∑
n∈Z
αnβp−n.
Pour p > 1, on a :
|γp| = e−S/εe−α/εO(e−
2πY0(p−1)
ε ).
De même, on estime pour p < 0,
|γp| = e−S/εe−α/εO(e−
2πY0(|p|−1)
ε ).
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 On se restreint désormais à ϕ ∈ R. On en déduit maintenant le développement en série
de Fourier du oeient d(E,ϕ, ε) dans un voisinage U0 de E0 :
d(ϕ,E, ε) = iw(fi, σi(fi)
∗)
(
λ0(E, ε) +
∑
n∈N∗
(λn(E, ε)e
2inπϕ
ε + (λn)
∗(E, ε)e
−2inπϕ
ε )
)
= i(w0k
′
i)(E −W (0))
∑
n∈N
un(ϕ,E, ε).
où un(ϕ,E, ε) = λn(E, ε)e
2inπϕ
ε + (λn)
∗(E, ε)e
−2inπϕ
ε
, pour n ∈ N∗, et u0(ϕ,E, ε) =
λ0(E, ε).
On alule :
u0(ϕ,E, ε) = γ0(E, ε)− γ∗0(E, ε) = −iei
Φ
ε g(E, ε)− ie−iΦε g∗(E, ε).
où g(E, ε) = 1 + o(1).
On pose alors g(E, ε) = rg(E, ε)e
iθg(E,ε)
où les fontions E 7→ rg(E, ε) et E 7→ θg(E, ε)
sont analytiques et vérient
r∗g = rg, rg = 1 + o(1) θ
∗
g = θg, θg = o(1).
On simplie don :
u0(ϕ,E, ε) = −irg(E, ε) cos
(
Φ(E)
ε
+ θg(E, ε)
)
.
De la même façon, on alule :
u1(ϕ,E, ε) = irh(E, ε)e
−S(E)/ε cos
(
Φd + 2πϕ
ε
+ ρ+ θh(E, ε)
)
.
où les fontions E 7→ rh(E, ε) et E 7→ θh(E, ε) sont analytiques et vérient
r∗h = rh, rh = 1 + o(1) θ
∗
h = θh, θh = o(1).
De plus, on obtient la majoration suivante du reste dans le développement de Fourier :∣∣∣∣∣∣
∑
p≥2
up(ϕ,E, ε)
∣∣∣∣∣∣ ≤ Ce−S(E)ε e−αε pour ϕ ∈ R.
 On a don démontré que pour E dans un voisinage de E0, le développement en série de
Fourier de d(E,ϕ, ε) s'érit :
d(ϕ,E, ε)
i(w0k′i)(E −W (0))
= −i[1 + o(1)] cos
(
Φ(E)
ε
+ o(1)
)
(9.17)
+i[1 + o(1)]e
−S(E)
ε cos
(
Φd + 2πϕ
ε
+ ρ+ o(1)
)
+ e
−S(E)
ε O(e
−α
ε ).
Par ompaité de J , il existe un nombre ni d'intervalles {Jk}k∈{1···p} tels que :
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1. J ⊂ ⋃
k∈{1···p}
Jk
2. Pour tout k ∈ {1, · · · , p − 1}, les intervalles Jk et Jk+1 ont une intersetion non
vide.
3. Pour tout k ∈ {1, · · · , p}, il existe un voisinage omplexe Uk de Jk tel que le déve-
loppement (9.17) est vérié sur Uk.
On va montrer que l'on peut dénir des fontions Φ˜ et Φ˜d sur tout le voisinage V =⋃
k∈{1···p}
Uk. Pour ela, on va  reoller  les développements sur haque intervalle.
Le oeient u0 s'érit :
∀E ∈ Jk, u0(E, ε) = r0,k(E, ε) cos
(
Φ(E)
ε
+ θ0,k(E, ε)
)
∀E ∈ Jk+1, u0(E, ε) = r0,k+1(E, ε) cos
(
Φ(E)
ε
+ θ0,k+1(E, ε)
)
où r0,k(E, ε) = 1 + o(1) et θ0,k(E, ε) = o(1) (respetivement r0,k+1(E, ε) = 1 + o(1) et
θ0,k+1(E, ε) = o(1)) pour E ∈ Jk (respetivement E ∈ Jk+1). On obtient que :
r0,k(E, ε) = r0,k+1(E, ε) = r0(E, ε) et θ0,k(E, ε) = θ0,k+1(E, ε) = θ0(E, ε) pour E ∈ Jk∩Jk+1
La fontion Φ˜ dénie par ses restritions à haque Uk est don analytique sur V.
On raisonne de même pour Φ˜d.
En posant
F (ϕ,E, ε) =
d(ϕ,E, ε)
i(w0k′i)(E −W (0))r0(E, ε)
,
on termine la preuve de la Proposition 2.1.
9.3 Loalisation des valeurs propres
Dans e paragraphe, on déduit le Théorème 2.1 de la Proposition 2.1.
On va résoudre l'équation F (ϕ,E, ε) = 0, où F est préisée en (2.11).
9.3.1 Niveaux d'énergie E(l)(ε)
Pour E ∈ V, on ommene par démontrer le Lemme 2.13. Pour ela, on s'intéresse à
l'équation (2.12).
E 7→ Φ˜(E, ε) est analytique réelle. Pour ε0 assez petit, par appliation du Lemme 2.2, il existe
une onstante m > 0 telle que :
∀E ∈ V, ∀ε ∈]0, ε0[, |Φ˜′(E, ε)| ≥ m (9.18)
Par onséquent, l'équation (2.12) admet don un nombre ni de zéros dans J . On les note E(l)(ε),
pour l ∈ {L−(ε), . . . , L+(ε)}. Ces zéros sont donnés par :
Φ˜(E(l)(ε)) = ε
(π
2
+ lπ
)
l ∈ {L−, . . . , L+}
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et vérient :
E(l+1)(ε)− E(l)(ε) = 1
Φ˜′(E(l)(ε))
πε+ o(ε) (9.19)
En ombinant (9.18) et (9.19), on obtient (2.14).
On démontre maintenant le Théorème 2.1. On va ommener par montrer que les zéros de F
sont dans un voisinage exponentiellement petit des énergies E(l)(ε).
9.3.2 Approximation au premier ordre
On donne tout d'abord une approximation au premier ordre des zéros de F .
On pose
a0(E, ε) = cos
Φ˜(E, ε)
ε
On peut supposer le voisinage V assez petit et tel que, pour tout E ∈ V,
Re (S(E)) > β > 0.
Alors, il existe une onstante positive A telle que
|F (ϕ,E, ε)− a0(E, ε)| < Ae−β/ε.
De plus, on a l'inégalité suivante :
∃C > 0/
∣∣∣∣∣cos Φ˜(E, ε)ε
∣∣∣∣∣ ≥ Cε d(E, ⋃
l∈{L−,··· ,L+}
E(l)(ε)). (9.20)
En eet, il existe une onstante c > 0 telle que :
| cos θ| ≥ cd(θ, πZ+ π/2).
En utilisant (9.18), on obtient l'inégalité :
|Φ˜(E, ε)− Φ˜(E(l)(ε), ε)| ≥ m|E − E(l)(ε)|
et nalement : ∣∣∣∣∣cos Φ˜(E, ε)ε
∣∣∣∣∣ ≥ Cε d
E, ⋃
l∈{L−,··· ,L+}
E(l)(ε)

Lorsque z0 ∈ C et r > 0, on note
D(z0, r) = {z ∈ C ; |z − z0| < r}.
L'inégalité (9.20) implique qu'il n'y a pas de zéros de F en dehors de voisinages exponentiellement
petits des E(l)(ε). Préisément, il existe une onstante stritement positive D telle que, si on
hoisit r ≥ Dεe−β/ε, alors pour tout E ∈ ∂D(E(l)(ε), r), on a :
|F (ϕ,E, ε)− a0(E, ε)| < |a0(E, ε)|)
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Le théorème de Rouhé entraîne don que, pour haque l, F a exatement un zéro noté El(ϕ, ε)
dans le disque D(E(l)(ε), Dεe−β/ε) de E(l)(ε). La relation F = F ∗ permet de retrouver que les
valeurs propres sont réelles. En eet, si E est un zéro de F , E l'est aussi. Par uniité, on obtient
don que E = E.
On pose don
El(ϕ, ε) = E
(l)(ε) + ελl(ϕ, ε).
On sait que λl(ϕ, ε) est exponentiellement petit. On va maintenant en préiser l'asymptotique.
9.3.3 Approximation au deuxième ordre
On pose
a1(ϕ,E, ε) = F (ϕ,E, ε)− a0(E, ε)
On érit
e−S(El(ϕ,ε))/ε = e−S(E
(l)(ε))/ε(1 +O(λl(ϕ, ε))).
De même, en introduisant Φ˜d la phase modiée, on obtient le développement :
cos
(
Φ˜d(El(ϕ, ε)) + 2πϕ+ ρε
ε
)
= cos
(
Φ˜d(E
(l)(ε)) + 2πϕ+ ρε
ε
)
+O(e−β/ε).
Le développement de a1 s'érit don :
a1(ϕ,El(ϕ, ε), ε) = a1(ϕ,E
(l)(ε), ε)(1 + r(ϕ,E(l)(ε), ε))
D'autre part, le développement de Taylor au premier ordre de la fontion E 7→ a0(E, ε) s'érit :
a0(El(ϕ, ε), ε) = (−1)l+1Φ˜′(E(l)(ε), ε).λl(ϕ, ε).(1+r(ϕ,E(l), ε)) = (−1)l+1Φ′(E(l)).λl(ϕ, ε).(1+o(1)).
En remplaçant dans l'inégalité, on obtient nalement que :
λl(ϕ, ε) =
(−1)l+1
Φ′(E(l)(ε))
e−S(E
(l)(ε))/ε
(
cos
(
Φ˜d(E
(l)(ε), ε) + 2πϕ
ε
+ ρ
)
+ o(1)
)
.
9.4 Appliation à la formule de trae
Dans [8℄, l'auteur démontre l'existene d'un développement asymptotique de tr[f(Hϕ,ε)],
pour f ∈ C∞0 , lorsque Supp f est un intervalle J disjoint des bandes de H0, et alule expliite-
ment les deux premiers termes de e développement.
En dimension 1, le Théorème 2.1 est plus préis que la formule de la trae, dans le sens où nous
obtenons une loalisation exponentiellement préise de haque valeur propre.
Le Corollaire 1 permet de retrouver les deux premiers termes du développement asymptotique
de [8℄.
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9.4.1
Soit J un intervalle vériant l'hypothèse (HJ). En partiulier, J est tel que J ∩(σac(Hϕ,ε)∪
σsc(Hϕ,ε)) = ∅. Pour f ∈ C∞0 , ave Supp f ⊂ J , on alule :
tr[f(Hϕ,ε)] =
∑
l∈{L−(ε),...,L+(ε)}
f(El(ϕ, ε)).
Soit β > 0 tel que S(E) > β pour tout E ∈ J ; grâe au Théorème 2.1, il existe une onstante
C > 0 telle que :
∀u ∈ [0, ε], |tr[f(Hϕ,ε)]− tr[f(Hu,ε)]| < C
∑
l∈{L−(ε),...,L+(ε)}
εe−β/ε
En intégrant par rapport à u, on obtient que :
tr [f(Hϕ,ε)] =
1
ε
∫ ε
0
tr [f(Hu,ε)]du+O(e
−β/ε)
Toujours d'après le Théorème 2.1, il existe une onstante C telle que
∀u ∈ [0, ε],
∣∣∣∣∣∣tr[f(Hu,ε)]−
∑
l∈{L−(ε),...,L+(ε)}
f(E(l)(ε))
∣∣∣∣∣∣ < Ce−β/ε.
En intégrant, on obtient :
1
ε
∫ ε
0
tr [f(Hu,ε)]du =
∑
l∈{L−(ε),...,L+(ε)}
f(E(l)(ε)) +O(e−β/ε). (9.21)
On évalue maintenant :∑
l∈{L−(ε),...,L+(ε)}
f(E(l)(ε)) =
∑
l∈{L−(ε),...,L+(ε)}
f ◦ Φ˜−1(ε(lπ + π/2))
9.4.2
On va tout d'abord prouver le résultat suivant :
Lemme 9.4. Soit f ∈ C∞0 telle que Supp f ⊂ J . La trae de Hϕ,ε vérie le développement
asymptotique suivant : ∫ ε
0
tr[f(Hu,ε)]du =
1
π
∫
J
f(E)Φ˜′(E , ε)dE +O(ε∞)
Démonstration La démonstration de e Lemme repose sur des résultats relativement
élémentaires d'analyse réelle.
• On ommene par appliquer la formule de Poisson à la fontion f ◦ Φ˜−1 ∈ C∞0 :
ε
∑
l∈Z
f ◦ Φ˜−1(ε(lπ + π/2)) = 2
∑
n∈Z
(−1)n ̂(f ◦ Φ˜−1)
(
2n
ε
)
.
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De plus, la transformée de Fourier de f ◦ Φ˜−1 vérie les estimées :
∀ν > 1, ∃ Cν > 0, tq
∣∣∣∣ ̂(f ◦ Φ˜−1)(2nε
)∣∣∣∣ ≤ Cν ενnν .
En eet, puisque f ◦ Φ˜−1 est de lasse Cν , |ξν ̂f ◦ Φ˜−1(ξ)| est bornée.
En reportant dans l'expression préédente, on en déduit que :
ε
∑
p∈Z
f ◦ Φ˜−1(ε(pπ + π/2)) = 2 ̂(f ◦ Φ˜−1)(0) +O(ε∞).
• Il reste désormais à aluler :
2
̂
(f ◦ Φ˜−1)(0) = 1
π
∫
f ◦ Φ˜−1(u)du.
En eetuant le hangement de variable u = Φ˜(E), on obtient que :
2
̂
(f ◦ Φ˜−1)(0) = 1
π
∫
J
f(E)Φ˜′(E , ε)dE .
Cei ahève la preuve du Lemme.
♦
9.4.3 Conlusion
Pour obtenir un développement asymptotique de la trae à tous les ordres, il sut don
d'avoir un développement asymptotique de la phase modiée à tous les ordres. Nos aluls ne sont
pas poussés assez loin pour obtenir e résultat, néanmoins nous savons que Φ˜′(E) = Φ′(E)+o(ε),
don :
1
π
∫
J
f(E)Φ˜′(E)dE = 1
π
∫
J
f(E)Φ′(E)dE + o(ε)
Pour transformer le deuxième membre de l'égalité préédente, on eetue le hangement de
variable (κ, u) 7→ (E(κ) +W (u), u) et on remarque que :
1
π
∫
J
f(E)Φ′(E)dE = 1
2π
∫
[−π,π]
∫ ϕ+r
ϕ−r
f(E(κ) +W (u))dκdu.
On obtient don nalement :∫ ε
0
tr [f(Hu,ε)]du =
1
2π
∫
[−π,π]
∫ ϕ+r
ϕ−r
f(E(κ) +W (u))dκdu+ o(ε).
Cei ahève la preuve du Corollaire 1.
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9.5 Développement asymptotique des valeurs propres
On va donner ii une autre appliation du Théorème 2.1 pour le alul du développement
asymptotique des valeurs propres de Hϕ,ε. Un tel alul est présenté lorsque V = 0 dans [6℄.
Dans e as enore, on obtiendra expliitement un développement au premier ordre.
Sous les hypothèses du Théorème 2.1, Er est l'unique bord du spetre de H0 appartenant à
(E −W )(R).
Soient En et Ep les deux bords distints d'une même bande. On dénit :
dp(En) = lim
E→En,
E∈[En,Ep]
k(E)− k(En)√
E − En
. (9.22)
Corollaire 2. Soit Hϕ,ε vériant les hypothèses du Théorème 2.1. Les valeurs propres E
(l)(ϕ, ε)
de Hϕ,ε admettent alors le développement asymptotique :
E(l)(ϕ, ε) = Φ˜−1(ε(lπ + π/2)) + 0(ε∞).
En partiulier, E(l)(ϕ, ε) admet le développement limité au premier ordre en ε :
E(l)(ϕ, ε) = Er +W (0) +
√
W”(0)
2
1
di(Er)
(2l + 1)ε+ o(ε),
où di(Er) est déni par (9.22).
Démonstration La première égalité est évidente. Il sut don de donner un développe-
ment de Φ˜−1(ε(lπ + π/2)). Pour ela, on alule un développement au premier ordre de :
Φ(Er +W (0) + α) =
∫ ϕ+r (Er+W−+α)
ϕ−r (Er+W−+α)
k(Er +W (0) + α−W (u))du.
Le potentiel W est une bijetion de [0, ϕ+r ] sur [W (0), Er]. En faisant le hangement de variable
αv =W (0) + α−W (u), on obtient que :∫ ϕ+r (Er+W (0)+α)
0
k(Er +W (0) + α−W (u))du = α
∫ 1
0
k(Er + αv)
W ′ ◦W−1(W (0) + α(1− v))dv.
Or lim
α→0
k(Er+αv)
W ′◦W−1(W−+α(1−v)) =
di(Er)√
2W”(0)
√
v√
1−v .
En raisonnant de la même manière sur [ϕ−r , 0], on trouve nalement que :
Φ(Er +W (0) + α) = di(Er)
π
2
√
2
W”(0)
α[1 + o(1)].
Par onséquent, en inversant le développement limité de Φ˜ au voisinage de Er + W (0), on
démontre le résultat annoné.
♦
On note que, omme pour le résultat préédent, un développement asymptotique plus poussé de
la phase modiée nous donnerait un résultat plus préis sur les valeurs propres.
91
Chapitre 9. Valeurs propres assoiées à la roix simple
92
10
Etude de la roix double
Dans e hapitre, on va utiliser le alul eetué dans le as de la roix simple ainsi que les
tehniques de la méthode WKB omplexe pour dérire les valeurs propres de l'opérateur Hϕ,ε
assoié à une roix double. Ce alul est assez omparable à elui eetué dans [15℄ pour mesurer
les eets d'interation entre deux extrema suessifs du osinus. On suppose don désormais que
les hypothèses (HV ), (HW,r), (HW,g) et (H
′
J) sont vériées.
Un des exemples les plus onnus de tels opérateurs est un opérateur périodique perturbé par un
double puits de potentiel. A ma onnaissane, peu de résultats ont été établis en e qui onerne
es potentiels. En revanhe, le as V = 0 perturbé par un double puits a été largement étudié
([34, 20, 26, 6, 18, 19, 7℄). D'après es études, les valeurs propres du double puits se déduisent
à une erreur exponentiellement petite près des valeurs propres assoiées à haque simple puits.
Cette erreur est alors donnée par l'eet tunnel horizontal d'interation entre les deux puits. Dans
le as du double puits symétrique, de nombreuses études [34, 20, 26℄ ont préisé l'éart entre les
deux plus petites valeurs propres de l'opérateur et ont montré que e splitting est relié à la
distane d'Agmon entre les deux puits. Ces formules basées sur des formules de trae ont été
établies en dimension quelonque.
Pour le as périodique perturbé par la roix double, on démontre un résultat semblable dans le
Théorème 2.2, l'interation est mesurée par l'ation horizontale
∫
κ entre les deux roix.
10.1 Compléments sur les oeients de phases, et d'ations
Les notations dans le as de la roix double ont été introduites au paragraphe 2.4.1 du
hapitre 2. En partiulier, on a noté ϕ+r1 , ϕ
−
r1 et ϕi1 , ϕi1 les points de branhement de la première
roix et ϕ+r2 , ϕ
−
r2 et ϕi2 , ϕi2 les points de branhement de la deuxième.
10.1.1 Coeients assoiés à haque roix simple
On a présenté es oeients au paragraphe 2.4.4, hapitre 2. Il y a d'une part les oeients
Φj , Φd,j et Sj assoiés séparément à haque roix et d'autre part le oeient d'interation entre
les deux roix. Les oeients assoiés à haque roix ont été bien étudiés au paragraphe du 9.1
du hapitre 9. On dénit également, pour j ∈ {1, 2}, le oeient réel ρj assoié à haque roix :
2iρj = −
∫
[ϕ+rj ,0]∪σj,+
(ωj+(u,E)− ωj−(u,E))du+
∫
σj,−∪[0,ϕ−rj ]
(ωj+(u,E)− ωj−(u,E))du, (10.1)
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ϕ−r1 ϕ
+
r2
bϕi1
bϕi1
b
b
ϕ−r2 ϕ
+
r2
ϕi2
ϕi2
γSI
Fig. 10.1  Chemin γSI
on rappelle que e oeient est indépendant de E et on renvoie au paragraphe 9.1.1 du hapitre
9 pour les propriétés de es oeients.
10.1.2 Coeient SI
On s'intéresse désormais à l'ation SI dénie en (2.19). Dans le as V = 0, e oeient
orrespond au double de la distane d'Agmon entre les deux puits. A la diérene des ations
vertiales S1 et S2, l'ation SI dépend uniquement de W/R. On va prouver le Lemme 2.4.
Le Lemme 5.3 a xé sur B1,2 une détermination de κ, que l'on note κ0. On eetue la preuve
dans le as où ette détermination vérie les onditions (5.19).
On rappelle que SI est déni en (2.19). Soit E ∈ J .
 On ommene par prouver l'analytiité de SI . Pour ela, on introduit le hemin γSI déni
par :
γSI = [ϕ
+
r1 + i0, ϕ
−
r2 + i0] ∪ [ϕ−r2 − i0, ϕ+r1 − i0].
Le hemin γSI est représenté en gure 10.1. On réérit SI omme une intégrale de ontour :
SI(E) =
1
i
∮
γSI
κ, (10.2)
où κ(ϕ) = κ0(ϕ) pour ϕ ∈ B1,2 ∩ C+ et Im ϕ > 0 et κ est prolongée ontinuement le
long de γSI . Le raisonnement est similaire à la preuve du Lemme 9.1 et on ne donne pas
les détails. La représentation (10.2) implique l'analytiité de SI dans un voisinage de J .
 Soit E ∈ J . Sur l'intervalle [ϕ+r1 , ϕ−r2 ], κ0 est imaginaire pur, Im κ0 ≥ 0 et don SI(E) est
réel et positif.
10.1.3 Compléments
On prouve enn e résultat tehnique qui nous servira par la suite.
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Lemme 10.1. Soit [a, b] un segment inlus dans ]ϕ+r1 , ϕ
−
r2 [. Soit γ un hemin de B
1,2
reliant a
et b et ne ontenant pas de ples de ω0±. Alors, on a la relation suivante :
e
1
2
R
γ(ω
0
++ω
0
−) = (−1)ne 12
R
γ(ω
0
++ω
0
−),
où n est le nombre de zéros réels de k′ sur l'intervalle [a, b].
Démonstration On alule :
1
2
∫
γ
(ω0+ + ω
0−) =
1
2
∫
γ¯
(ω0+ + ω
0
−)
∗ =
1
2
∫
γ¯
(ω0+ + ω
0
−).
On utilise les propriétés de (ω0+ et ω
0−) rappelées au paragraphe 4.4 du hapitre 4 pour aluler
1
2
∫
γ(ω
0
+ + ω
0−)− 12
∫
γ¯(ω
0
+ + ω
0−).
Les ples de la fontion
1
2
∫
γ(ω
0
+ + ω
0−) admettent un résidu ±12 en les zéros de k′. Les autres
résidus sont 1. La formule des résidus donne don :
1
2
∫
γ
(ω0+ + ω
0
−)−
1
2
∫
γ¯
(ω0+ + ω
0
−) ≡ n˜π[2π],
où n˜ est le nombre de zéros de k′ à l'intérieur de γ ∪ γ¯. Les zéros non réels de k′ à l'intérieur de
γ ∪ γ¯ sont deux à deux onjugués, don :
e
1
2
R
γ(ω
0
++ω
0
−) = (−1)ne 12
R
γ(ω
0
++ω
0
−).
♦
10.2 Démonstration du Théorème 2.2
Dans e paragraphe, on démontre l'équation de aratérisation des valeurs propres donnée
par le Théorème 2.2. On démontre le Théorème dans le as dérit par (5.19).
Il sut de raisonner loalement, 'est à dire au voisinage d'une énergie E0 xée. Par un raison-
nement similaire à la preuve de la Proposition 2.1, on reolle alors les asymptotiques.
Soit E0 dans J . D'après le hapitre 8, on sait qu'on peut onstruire autour de haque roix Cj
un domaine K∞j et une base du type {fj , f∗j } (voir Proposition 5.4).
10.2.1 Remarques préliminaires
A partir de maintenant, pour deux fontions à valeurs omplexes ou matriielles (ϕ,E, ε) 7→
P (ϕ,E, ε) et (ϕ,E, ε) 7→ Q(ϕ,E, ε) dénies sur SY × V×]0, ε0[, on note
P (ϕ,E, ε) ∼ Q(ϕ,E, ε)
s'il existe une fontion analytique réelle (E, ε) 7→ α(E, ε) qui ne s'annule pas sur V×]0, ε0[ et
telle que P (ϕ,E, ε) = α(E, ε)Q(ϕ,E, ε).
Soit hg− la solution réessive à gauhe de C1, normalisée en m1−0+i0, à l'asymptotique standard
suivante à gauhe de C1 :
hg− = e
− i
ε
R ϕ−r1
m1
κ1e
R ϕ−r1
m1
ω1−e
− i
ε
R ϕ
ϕ−r1
κg
e
R ϕ
ϕ−r1
ωg−
(Ψ0− + o(1)).
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De même, soit hd+, la solution réessive à droite de C2, normalisée en m2 + 0 + i0 ave l'asymp-
totique standard suivante :
hd+ = e
− i
ε
R ϕ+r2
m2
κ2e
R ϕ+r2
m2
ω2−e
i
ε
R ϕ
ϕ+r2
κd
e
R ϕ
ϕ+r2
ωd+
(Ψ0+ + o(1)).
Ces deux fontions sont onstruites par la Proposition 3.2. D'après la Proposition 3.2 et le Lemme
9.3, il existe une fontion analytique αg(E), un réel σ1 ∈ {−1, 1} et une fontion b1−(ϕ,E, ε) tels
que :
(αgh
g
−) = −iσ1(b1−)∗f1 + b1−(f1)∗,
où b1− est le oeient b−g assoié à la roix C1.
De même, il existe une fontion analytique αg(E), un réel σ2 ∈ {−1, 1} et une fontion b2+(ϕ,E, ε)
tel que :
(αdh
d
+) = −iσ2(b2+)∗f2 + b2+(f2)∗,
où b2+ est le oeient b
+
d assoié à la roix C2.
10.2.2 Etude des oeients σ1 et σ2
 Si les extrema sont de même type, alors la même bande intervient pour les deux roix.
Par suite, σ1σ2 = 1.
 Si les extrema sont de signe diérent, les oeients σ1 et σ2 vérient σ1σ2 = −1.
On note pour terminer que le nombre n de zéros de k′ dans l'intervalle ]ϕ+r1 , ϕ
−
r2 [ vérie :
(−1)n = σ1σ2.
10.2.3 Caratérisation des valeurs propres
Pour aluler d(ϕ,E, ε), il sut don de aluler la matrie de transfert P1,2 entre les bases
(f1, (f1)
∗) et (f2, (f2)∗) : (
f1
f∗1
)
= P1,2
(
f2
f∗2
)
.
Préisément, on a la aratérisation suivante des valeurs propres :
Lemme 10.2. E est une valeur propre de Hϕ,ε
⇔ w(αghg−, αdhd+) = 0 ⇔
( −iσ1(b1−)∗ b1− )P1,2( b2+iσ2(b2+)∗
)
= 0
Démonstration Il sut de aluler
αgh
g
− =
( −iσ1(b1−)∗ b1− )(f1f∗1
)
=
( −iσ1(b1−)∗ b1− )P1,2(f2f∗2
)
.
Par onséquent,
w(αgh
g
−, αdh
d
+) = 0 ⇔ det
(( −iσ1(b1−)∗ b1− )P1,2, ( −iσ2(b2+)∗ b2+ )) = 0,
et don :
w(αgh
g
−, αdh
d
+) = 0 ⇔
( −iσ1(b1−)∗ b1− )P1,2( b2+iσ2(b2+)∗
)
= 0
♦
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10.2.4 Calul de la matrie de transfert entre (f1, (f1)
∗) et (f2, (f2)∗)
Le but de e paragraphe est de aluler une asymptotique de la matrie P1,2. On démontre
le résultat suivant :
Proposition 10.1. Il existe des fontions b1+(ϕ,E, ε), b
2−(ϕ,E, ε) et µ(ϕ,E, ε) telles que :
1. La matrie P1,2 s'érit :
P1,2 ∼ √σ1σ2
( −iσ2(b1+)(b2−)∗(1 + µ) (b1+)b2−(1− µ)
−σ1σ2(b1+)∗(b2−)∗(1− µ) iσ1(b1+)∗b2−(1 + µ)
)
.
2. La fontion b1+, respetivement b
2−, est une fontion assoiée à la roix C1, respetivement
à la roix C2, possédant le développement asymptotique de Fourier donné en (9.9), (9.10),
(9.11) respetivement en (9.12), (9.13), (9.14), (9.15), (9.16).
3. La fontion (ϕ,E) 7→ µ(ϕ,E, ε) est analytique sur SY ×U0, est ε-périodique en ϕ et admet
le développement asymptotique suivant pour ε petit :
µ =
σ1σ2
4
e
R ϕ−r2
ϕ+r1
(ω0+−ω0−)
e−SI(E)/ε[1 + o(1)].
De plus, µ vérie la relation :
µ∗(ϕ,E, ε) = µ(ϕ,E, ε).
Démonstration La matrie P1,2 s'érit :
P1,2 =
(
w(f1,(f2)∗)
w(f2,(f2)∗)
w(f2,f1)
w(f2,(f2)∗)
w((f1)∗,(f2)∗)
w(f2,(f2)∗)
w(f2,(f1)∗)
w(f2,(f2)∗)
)
.
On ommene par aluler les oeients de P1,2. Pour ela, on utilise les tehniques présentées au
hapitre 8. Ces tehniques néessitent de onnaître le omportement de ertains prolongements
des déterminations q1 et q2 assoiées à haque roix. On distingue don les as σ1σ2 = 1 et
σ1σ2 = −1. On ommene par le premier as.
Lemme 10.3. On suppose que σ1σ2 = 1. Il existe trois fontions B
1
+, B
2− et B˜2− telles que la
matrie P1,2 admet les asymptotiques suivantes :
P1,2 =
q1(m2 + i0)
q2(m2 + i0)
e
R ϕ−r2
ϕ+r1
ω0−
e
1
2
Rm2+i0
m1−i0
(ω0++ω
0
−)e
SI
2ε
(
iσ2(B
1
+)(B
2−)∗ (B1+)B˜2−
σ1σ2(B
1
+)
∗(B˜2−)∗ −iσ1(B1+)∗(B2−)
)
,
où les oeients B1+, B
2− et B˜2− admettent un développement asymptotique en série de Fourier
donné par les formules (9.9), (9.10), (9.11) respetivement (9.12), (9.13), (9.14), (9.15), (9.16).
De plus, on a la relation :
detP1,2 =
(
q1(m2 + i0)
q2(m2 + i0)
)2
e
Rm2+i0
m1−i0
(ω0++ω
0
−).
Ii, on a noté abusivement [m1 − i0,m2 + i0] un hemin de B1,2 reliant m1 − i0 et m2 + i0 ne
ontenant pas de ples de (ω0+ + ω
0−). La notation q1(m2 + i0) représente la valeur prise par le
prolongement de q1 le long de e hemin.
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Démonstration
 Fixons un hemin γ dans B1,2 reliant m1 − i0 et m2 + i0 ne ontenant pas de ples de
(ω0++ω
0−). On ommene par étudier la valeur de
(
q1(m2+i0)
q2(m2+i0)
)2
lorsque la détermination
q1 est prolongée le long de γ. On va montrer que :(
q1(m2 + i0)
q2(m2 + i0)
)2
= 1.
Puisque σ1σ2 = 1, les extrema sont de même type. L'image de γ dans le plan des énergies
est un hemin qui relie les points E −W (m1 − i0) et E −W (m2 + i0) ave :
Im (E −W (m1 − i0))Im (E −W (m2 + i0)) > 0.
Le hemin (E −W )(γ) renontre don le gap G un nombre pair de fois.
Si (E−W )(γ) ne renontre pas le gap, le prolongement ontinu de q1 vérie q21(m2+i0) =
k′1(E − W (m2 + i0)). Puisque les déterminations k′1 et k′2 oinident, q21(m2 + i0) =
q22(m2 + i0).
Pour traiter le as général, il sut de faire la remarque suivante. Soit Γ une ourbe fermée
qui intersete l'axe réel en deux points E1 ∈ G et E2 ∈ G tels que k′(E1) 6= 0 et k′(E2) 6= 0.
Soit Q une détermination de
√
k′ ontinue en E1. On note Q+ le prolongement de Q le
long de Γ dans C+ et Q− le prolongement de Q le long de Γ dans C−. Alors Q2+ = Q2−
sur Γ. En eet, les prolongements ontinus k′+ et k′− oinident.
 On va maintenant aluler les oeients :
a =
w(f1, (f2)
∗)
w(f2, (f2)∗)
; b =
w(f2, f1)
w(f2, (f2)∗)
.
Ce alul est similaire aux aluls eetués au hapitre 8. On ne donne don que les
grandes lignes.
Etudions le as du oeient b.
En utilisant le Lemme de Stokes 5.10, on sait que l'asymptotique de f2 est obtenue
par prolongement à travers b2 en ontournant les lignes de Stokes c2 et b2. f2 admet
l'asymptotique standard :
f2 = e
i
ε
R ϕ−r2
m2
κ2e
R ϕ+r2
m2
ω2+e
− i
ε
R ϕ
ϕ−r2
κ0
e
R ϕ
ϕ−r2
ω0−
(Ψ0− + o(1)).
D'après le Lemme de prolongement 5.9, la fontion f2 garde ette asymptotique dans
tout le domaine B1,2. Le alul de b est don similaire au alul du oeient ag+ au
paragraphe 8.4 du hapitre 8.
On obtient que :
b =
q1(m2 + i0)
q2(m2 + i0)
e
1
2
Rm2+i0
m1−i0
(ω0++ω
0
−)e
1
2
R ϕ−r2
ϕ+r1
(ω0−−ω0+)
B1+B
2
−,
où le oeient B1+, respetivement B
2− est dérit par les formules (9.9), (9.10), (9.11)
respetivement (9.12), (9.13), (9.14), (9.15), (9.16).
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On alule de même le oeient a. Pour ela, on applique le Lemme de Stokes à la
fontion f∗2 pour ontourner c2 et b2. On obtient que :
b = −iσ2 q1(m2 + i0)
q2(m2 + i0)
e
1
2
Rm2+i0
m1−i0
(ω0++ω
0
−)e
1
2
R ϕ−r2
ϕ+r1
(ω0−−ω0+)
B˜1+(B˜
2
−)
∗.
Quitte à modier légèrement le oeient B˜2−, on peut supposer que B˜1+ = B1+.
 Il reste à aluler a¯ et b¯. Pour ela, on utilise le Lemme 10.1 et l'étude du paragraphe
10.2.2 pour onlure.
 Pour aluler le déterminant de P1,2, on érit :
detP1,2 =
w(f1, f
∗
1 )
w(f2, f∗2 )
.
On applique alors les relations (5.12) et (4.19) pour obtenir le résultat.
Cei ahève la preuve du Lemme 10.3.
♦
On montre désormais
Lemme 10.4. Il existe trois fontions b1+, b
2− et µ telles que
 Les fontions B1+, B
2− et B˜2− dénies au Lemme 10.3 s'érivent :
B1+B
2
− = b
1
+b
2
−(1− µ),
B1+(B˜
2
−)
∗ = b1+(b
2
−)
∗(1 + µ).
 Les fontions b1+ et b
2− vérient les propriétés du Lemme 9.3.
 La fontion (ϕ,E) 7→ µ(ϕ,E, ε) est analytique. De plus µ vérie :
µ∗(ϕ,E, ε) = µ(ϕ,E, ε).
Démonstration On utilise un raisonnement similaire à elui du paragraphe 9.2.1. Il existe
deux fontions (ϕ,E, ε) 7→ r(ϕ,E, ε) et (ϕ,E, ε) 7→ θ(ϕ,E, ε) ave les propriétés suivantes :
 (ϕ,E) 7→ r(ϕ,E, ε) et (ϕ,E) 7→ θ(ϕ,E, ε) sont analytiques sur SY × U0.
 Les fontions r et θ vérient :
r∗(ϕ,E, ε) = r(ϕ,E, ε) ; θ∗(ϕ,E, ε) = θ(ϕ,E, ε).
 La fontion B2− s'érit :
B2− = r(ϕ,E, ε)e
iθ(ϕ,E,ε).
 Les formules (9.9), (9.10), (9.11) impliquent que les fontions r et θ vérient, pour E ∈
U0 ∩ J × R :
|r − 1| < 1
2
;
∣∣∣∣∣θ + 1ε
∫ ϕ−r2
0
κ2 − 1
2i
∫ ϕ−r2
0
(ωi+ − ωi−) + π
σ2 − 1
2
∣∣∣∣∣ < 12 .
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On dénit de même les fontions r˜ et θ˜ assoiées à B˜2−. On pose alors :
µ =
r − r˜
r + r˜
,
b1+ = B
1
+e
i(θ−θ˜)/2,
b2− =
r + r˜
2
ei(θ+θ˜)/2.
Cei ahève la preuve du Lemme 10.4.
♦
Il reste maintenant à préiser l'asymptotique de la fontion µ. Pour ela, on utilise le déterminant
de la matrie P1,2. En utilisant l'expression des oeients de P1,2 donnée par le Lemme 10.3,
on obtient que :
4µ = e−S/2εe
R ϕ−r2
ϕ+r1
(ω0−−ω0+)
[1 + o(1)].
Cei termine la preuve de la Proposition 10.1 dans le as σ1σ2 = 1. On énone un résultat
similaire au Lemme 10.3 pour σ1σ2 = −1.
Lemme 10.5. On suppose que σ1σ2 = −1. Il existe trois fontions B1+, B2− et B˜2− telles que la
matrie P1,2 admet les asymptotiques suivantes :
P1,2 =
q1(m2 − i0)
q2(m2 − i0)e
1
2
R ϕ−r2
ϕ+r1
(ω0−−ω0+)
e
1
2
Rm2−i0
m1−i0
(ω0++ω
0
−)e
SI
2ε
(
iσ2(B
1
+)(B
2−)∗ (B1+)B˜2−
σ1σ2(B
1
+)
∗(B˜2−)∗ −iσ1(B1+)∗(B2−)
)
,
où les oeients B2− et B˜2−, respetivement B1+ admettent un développement asymptotique en
série de Fourier donné par les formules (9.9), (9.10), (9.11) respetivement (9.12), (9.13), (9.14),
(9.15), (9.16).
De plus, on a la relation :
detP1,2 =
(
q1(m2 − i0)
q2(m2 − i0)
)2
e
Rm2−i0
m1−i0
(ω0++ω
0
−).
Ii, on a noté abusivement [m1 − i0,m2 − i0] un hemin de B1,2 reliant m1 − i0 et m2 − i0 ne
ontenant pas de ples de (ω0+ + ω
0−). La notation q1(m2 − i0) représente la valeur prise par le
prolongement de q1 le long de e hemin.
Démonstration La preuve est similaire. Aussi, on ne donne pas les détails. Les seules
diérenes sont les suivantes :
L'origine et l'arrivée du hemin (E −W )([m1 − i0,m2 − i0]) sont dans le même demi-plan des
énergies et on a don : (
q1(m2 − i0)
q2(m2 − i0)
)2
= 1.
Le déterminant vérie :
detP1,2 =
w(f1, f
∗
1 )
w(f∗2 , f2)
=
w0(ψ
0
+, ψ
0−)(E −W (m1 − i0))
w0(ψ0+, ψ
0−)(E −W (m2 − i0))
= e
Rm2−i0
m1−i0
(ω0++ω
0
−).
♦
Cei ahève la preuve de la Proposition 10.1.
♦
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Equation aux valeurs propres
La matrie P1,2 s'érit don :
√
σ1σ2P1,2 ∼
(
b1+
iσ1(b1+)
∗
)( −iσ2(b2−)∗ b2− )
+µ
(
b1+
−iσ1(b1+)∗
)( −iσ2(b2−)∗ −b2− ) .
D'après le Lemme 10.2, on en déduit que l'équation aux valeurs propres s'érit :

−iσ1(b
1
−)
∗ b1−


b1+
iσ1(b
1
+)
∗


−iσ2(b
2
−)
∗ b2−


b2+
iσ2(b
2
+)
∗

+ µ(b
1
+(b
1
−)
∗
+ b
1
−(b
1
+)
∗
)(b
2
+(b
2
−)
∗
+ b
2
−(b
2
+)
∗
) = 0.
On réérit ette équation sous la forme :
F1(E,ϕ, ε)F2(E,ϕ, ε) + e
−SI (E)
ε g(E,ϕ, ε) = 0,
où F1 et F2 sont les fontions assoiées aux roix C1 et C2 et ont l'asymptotique suivante :
Fi(E,ϕ, ε) = cos
Φ˜i(E, ε)
ε
+ ti(E)
(
cos
Φ˜d,i(E, ε) + 2πϕ
ε
+ o(1)
)
On renvoie au hapitre 9 pour les détails sur ette fontion Fi.
La fontion g s'érit :
g(E,ϕ, ε) = −σ1σ2 1
16
e
R ϕ−r2
ϕ+r1
(ω0+−ω0−)
(b1−(b
1
+)
∗ + b1+(b
1
−)
∗)(b2−(b
2
+)
∗ + b2+(b
2
−)
∗)[1 + o(1)].
Le oeient
∫ ϕ−r2
ϕ+r1
(ω0+ − ω0−) est un réel indépendant de E. Par un raisonnement similaire à la
démonstration du Lemme 9.2, on alule∫ ϕ−r2
ϕ+r1
(ω0+ − ω0−) =
∫ Er2+i0
Er1+i0
(g0+(e)− g0−(e))de ∈ R.
Par suite :
e
R ϕ−r2
ϕ+r1
(ω0−−ω0+) ∈ R+.
On pose :
γ =
1
4
e
R ϕ−r2
ϕ+r1
(ω0−−ω0+)
> 0. (10.3)
Le réel σ1σ2 vérie :
σ1σ2 = −(−1)e.
L'équation aux valeurs propres s'érit don :
F1(E,ϕ, ε)F2(E,ϕ, ε) + (−1)
e
γe
−SI (E)/ε
 
sin(
fΦ1(E, ε)
ε
) + R1(E,ϕ, ε)
! 
sin(
fΦ2(E, ε)
ε
) + R2(E,ϕ, ε)
!
[1 + o(1)] = 0 (10.4)
Cei ahève la preuve du Théorème 2.2. L'équation Fj(E,ϕ, ε) = 0 est l'équation aratéristique
de la roix Cj (voir Proposition 2.1). Tout se passe don à une erreur exponentiellement petite
près omme si on voyait séparément les deux roix. Le terme d'erreur est donné par l'eet tunnel
entre les deux roix.
Comme pour l'étude de la roix simple, on va donner une loalisation des valeurs propres de
l'opérateur Hϕ,ε en étudiant ette équation impliite.
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10.3 Loalisation des valeurs propres : démonstration des Théo-
rèmes 2.3 et 2.4
On note E1 un zéro de F1. on rappelle que la fontion d vérie (2.22).
10.3.1 Premier as d(E1, Z(F2)) > d(ε)
Approximation au premier ordre :
Lorsque |E − E1(ϕ, ε)| < d(ε)2 , |E − E2(ϕ, ε)| ≥ d(ε)2 . De plus, on a la majoration suivante :
|F (E,ϕ, ε)− (F1F2)(E,ϕ, ε)| < Ct̂I(ε).
Or il existe m > 0 tel que :
|(F1F2)(E,ϕ, ε)| > m |E − E1(ϕ, ε)|
ε
|E − E2(ϕ, ε)|
ε
. (10.5)
Par suite, il existe une onstante c telle que, si r ≥ c ε2 btId(ε) :
E ∈ {E ; |E − E1(ϕ, ε)| = r}, ⇒ |F (E,ϕ, ε)− (F1F2)(E,ϕ, ε)| < |(F1F2)(E,ϕ, ε)|.
Le théorème de Rouhé implique que F admet exatement un zéro Ê1(ϕ, ε) dans un voisinage
de E1(ϕ, ε).
Approximation au deuxième ordre :
On pose alors
Ê1(ϕ, ε) = E1(ϕ, ε) + λ1(ϕ, ε),
λ1 vérie :
λ1(ϕ, ε) = γεtI(E1(ϕ, ε), ε))(−1)e+1 1
Φ′1(E1(ϕ, ε)) tan
Φ2(E1(ϕ,ε))
ε
+ o(εtI(E1(ϕ, ε), ε)).
10.3.2 Deuxième as d(E1, Z(F2)) < d(ε)
Approximation au premier ordre :
Dans e as, étant donné que les zéros de F2 sont séparés par une distane de taille ε, il y a un
seul zéro E2(ϕ, ε) tel que
|E1(ϕ, ε)− E2(ϕ, ε)| < ε2.
D'après (10.5), il existe une onstante c telle que, si E ∈ {E ; |E − E1(ϕ,ε)+E2(ϕ,ε)2 | = r}, ave
r ≥
√
|E1(ϕ,ε)−E2(ϕ,ε)|2
4 + ct̂I(ε), alors
|F (E,ϕ, ε)− (F1F2)(E,ϕ, ε)| < |(F1F2)(E,ϕ, ε)|.
En appliquant à nouveau le théorème de Rouhé, on en déduit qu'il y a exatement deux zéros de
F dans le erle de entre E1(ϕ,ε)+E2(ϕ,ε)2 et de rayon
√
|E1(ϕ,ε)−E2(ϕ,ε)|2
4 + ct̂I(ε). Approximation
au deuxième ordre :
L'équation (10.4) s'érit :
F˜ (E,ϕ, ε)
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= F ′1(E1(ϕ, ε))F
′
2(E2(ϕ, ε))(E−E1)(E−E2)−(−1)eγt(E)η1(E,ϕ, ε)η2(E,ϕ, ε)[1+g(E,ϕ, ε)] = 0,
où g(E,ϕ, ε) = o(1).
On pose :
R(E,ϕ, ε) = F
′
1(E1(ϕ, ε))F
′
2(E2(ϕ, ε))(E − E1)(E − E2)− (−1)
e
γt(E1)η1(E1, ϕ, ε)η2(E1, ϕ, ε)g(E1, ϕ, ε).
Puisque
η1(E1,ϕ,ε)η2(E1,ϕ,ε)
F ′1(E1)F
′
2(E2)
= ε
2
Φ′1(E1)Φ
′
2(E2)
[1 + o(1)], ette équation admet deux raines que l'on
va noter E∗± :
E∗± =
E1 + E2
2
±
√
(E1 − E2)2
4
− γ(−1)etI(E1)η1(E1)η2(E2)g(E1)
F ′1(E1)F
′
2(E2)
Estimons la diérene
|F˜ (E,ϕ, ε)− R(E,ϕ, ε)| = |γ(−1)
e
tI (E)η1(E,ϕ, ε)η2(E,ϕ, ε)[1 + g(E,ϕ, ε)]− γ(−1)
e
tI (E1)η1(E1, ϕ, ε)η2(E1, ϕ, ε)[1 + g(E1, ϕ, ε)]|.
|γ(−1)
e
tI (E)η1(E,ϕ, ε)η2(E,ϕ, ε)[1 + g(E,ϕ, ε)]− γ(−1)
e
tI (E1)η1(E1, ϕ, ε)η2(E1, ϕ, ε)[1 + g(E1, ϕ, ε)]| ≤ C < tI > sup g.
On en déduit don que :
|F˜ (E,ϕ, ε)−R(E,ϕ, ε)| ≤ C < tI > sup g.
De plus, on a la minoration :
|R(E,ϕ, ε)| > D |E
∗
+ − E|
ε
|E∗− − E|
ε
.
Il existe c > 0 tel que :
|E∗+ − E| < c
< tI > sup g
|E∗− − E∗+|
⇒ |F˜ (E,ϕ, ε)−R(E,ϕ, ε)| < |R(E,ϕ, ε)|.
On applique le Théorème de Rouhé sur le disque de entre E∗+ et de rayon c
ε<tI>sup g
|E∗−−E∗+| . On
obtient que F admet un unique zéro réel Ê+ dans e disque soit :
Ê+ =
E1 + E2
2
+
√
(E1 − E2)2
4
− γ(−1)etI(E1)η1(E1)η2(E2)g(E1)
F ′1(E1)F
′
2(E2)
+ o(
ε < tI > sup g
|E∗− − E∗+|
).
En remarquant que
(
o( εtI(E1)|E∗−−E∗+|)
)2
= o(ε2tI(E1)), on obtient que :
Ê+ =
E1 + E2
2
+
√
(E1 − E2)2
4
− γ(−1)eε2tI(E1) [1 + o(1]
Φ′1(E1)Φ
′
2(E2)
.
En faisant le même raisonnement ave E∗−, on obtient qu'il existe un zéro Ê− tel que :
Ê− =
E1 + E2
2
−
√
(E1 − E2)2
4
− γ(−1)etI(E1)ε2 η1(E1)η2(E2)
Φ′1(E1)Φ
′
2(E2)
.
Cei termine la preuve des Théorèmes 2.3 et 2.4.
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11
Démonstrations des résultats de la
méthode WKB sur des domaines non
ompats
On omplète ii le hapitre 7 en donnant les preuves de la Proposition 7.1 et du Théo-
rème 7.1 de prolongement. Ces deux résultats reposent sur une généralisation des raisonnements
développés dans [10℄.
11.1 Démonstration de la Proposition 7.1
Dans e paragraphe, on démontre la Proposition 7.1. La preuve suit les prinipes du Théo-
rème WKB de [10℄, setion 4.
11.1.1 Solutions de l'équation (1.3) prohes des solutions de Bloh de l'équa-
tion (5.6)
Soit B ⊂ SY tel que B¯ ne ontient auun point de branhement du moment omplexe. Soit
ϕ0 ∈ B et ψ±(x, ϕ,E) les solutions anoniques de Bloh de (5.6) normalisées en ϕ0. On rappelle
que es solutions s'érivent :
ψ±(x, ϕ,E) = ψ0±(x,E −W (ϕ)), ϕ ∈ B (11.1)
où ψ0±(x, E) sont les fontions dénies en (4.15).
Puisque B¯ ne ontient pas de points de branhement de κ, la fontion ϕ 7→ w0(E −W (ϕ)) est
analytique sur B et n'a pas de zéros dans B¯.
Fixons X > 0. Pour ε petit, on va onstruire deux solutions ψ1± de l'équation (5.6) prohes
de ψ0±, uniformément en ϕ ∈ B¯ et x ∈ [−X,X].
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On rappelle que B([−X,X] × B) désigne l'ensemble des fontions (x, ϕ) 7→ f(x, ϕ) bornées sur
[−X,X]×B. On xe X1 < X et on dénit l'opérateur intégral RE :
RE : B([−X,X]×B) → B([−X,X]×B)
f 7→ RE(f) /
RE(f)(x, ϕ) = ψ+(x, ϕ,E)
∫ x
−X1
ψ−(t, ϕ,E)f(t, ϕ)dt− ψ−(x, ϕ,E)
∫ x
X1
ψ+(t, ϕ,E)f(t, ϕ)dt
(11.2)
RE est la résolvante de l'opérateur H0 − E +W (ϕ), 'est-à-dire :
(H0 − E +W (ϕ))RE(f) = −w0(E −W (ϕ)).f (11.3)
Pour ϕ ∈ B et E ∈ V, W (ϕ) est borné. Par suite, il existe une onstante C telle que RE vérie :
sup
E∈V
‖RE(f)‖ ≤ C‖f‖
'est-à-dire :
sup
E∈V
‖|RE‖| ≤ C
Comme dans [10℄, on herhe des solutions de l'équation (1.3) sous la forme :
ψ1±(x, ϕ,E, ε) = ψ±(x, ϕ,E) + εREg±(x, ϕ,E, ε) (11.4)
On a alors :
−∆ψ± = −w0g± +∆εREg± (11.5)
ave ∆(x, ϕ, ε) = W (εx+ϕ)−W (ϕ)ε .
Le lemme suivant permet de ontrler ∆ :
Lemme 11.1. ∆ vérie les estimées suivantes :
|∆(x, ϕ, ε)| ≤ C
1 + |ϕ|s ∀x ∈ [−X,X], ∀ε ∈]0, 1[, ∀ϕ ∈ B (11.6)
|∆(x, ϕ, ε)−W ′(ϕ)x| ≤ Cε
1 + |ϕ|s ∀x ∈ [−X,X], ∀ε ∈]0, 1[, ∀ϕ ∈ B (11.7)
Démonstration On érit simplementW (εx+ϕ)−W (ϕ) = ε ∫ x0 W ′(εu+ϕ)du. On applique
à la fontion W le Lemme 7.2 pour obtenir :
|W ′(εu+ ϕ)| ≤ C
1 + |εu+ ϕ|s .
Puisque la fontion (Y, ϕ) 7→ 1+|ϕ|s1+|Y+ϕ|s est bornée sur [−X,X]×B, on en déduit (11.6).
♦
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Puisque l'appliation (ϕ,E) 7→ E −W (ϕ) est bornée sur B × V, et puisque w0 n'a pas de
zéros dans B × V, il existe C > 0 telle que :∣∣∣∣ ∆w0
∣∣∣∣ ≤ C1 + |ϕ|s ∀x ∈ [−X,X], ∀ε ∈]0, 1[, ∀ϕ ∈ B.
Aussi, (11.4) s'érit : [
1− ε ∆
w0(E −W (ϕ))RE
]
g± =
∆
w0(ϕ)
ψ± (11.8)
Soit ε0 assez petit xé. Pour E ∈ V et ε0 ∈]0, ε0[, l'opérateur
[
1− ε ∆w0(E−W (ϕ))RE
]
est inversible
sur B([−X,X]×B). L'équation (11.8) a don une solution unique qui satisfait de plus :
‖g±‖∞ ≤ C
1 + |ϕ|s ∀E ∈ V, ∀ϕ ∈ B (11.9)
On introduit désormais la notation suivante : on note O(x, ϕ,E, ε) une fontion qui vérie
sup
x,ϕ,E,ε
|O(x, ϕ,E, ε)| < +∞ (11.10)
On déduit immédiatement de (11.9) l'estimée uniforme en x et ϕ, E suivante :
g±(x, ϕ,E, ε) =
∆(x, ϕ, ε)
w0(E −W (ϕ))
ψ±(x, ϕ,E) + ε
1
1 + |ϕ|2s
O(x, ϕ,E, ε), ∀ϕ ∈ B, ∀x ∈ [−X,X], ∀ε ∈]0, ε0[.
Grâe à la formule (11.4), on reonstruit les fontions ψ1± qui satisfont les propriétés sui-
vantes :
- Pour tout ϕ ∈ B, E ∈ V, pour tout ε ∈]0, ε0[, ψ1± vérie (1.3) ;
- Pour tout x ∈ [−X,X], pour tout ε ∈]0, ε0[, (ϕ,E) 7→ ψ1±(x, ϕ, ε) est analytique sur B × V ;
- ψ1±(x, ϕ,E, ε) = ψ±(x, ϕ,E) + ε
1
1+|ϕ|sO(x, ϕ,E, ε).
On a également besoin des asymptotiques du wronskien w1(ϕ,E, ε) des solutions ψ
1
+(x, ϕ,E, ε)
et ψ1−(x, ϕ,E, ε). On pose :
w1(ϕ,E, ε) = w(ψ
1
+(·, ϕ, E, ε), ψ1−(·, ϕ, E, ε)).
On établit :
Lemme 11.2. On a, pour ϕ ∈ B, E ∈ V et ε ∈]0, ε0[ :
w1(ϕ,E, ε) = w0(E −W (ϕ)) + εW ′(ϕ)
∫ X1
−X1
ψ+(x, ϕ,E)ψ−(x, ϕ,E)xdx+ ε2
1
1 + |ϕ|sO(ϕ,E, ε)
(11.11)
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Démonstration Ce alul est similaire à elui présenté dans le Lemme 4.1 de [10℄. On en
donne uniquement les étapes prinipales :
w1(ϕ,E, ε) = w(ψ+ + εREg+, ψ− + εREg−) = w0(E −W (ϕ)) + ε

w(ψ+, REg−) + w(REg+, ψ−)

+ ε
2 1
1 + |ϕ|2s
O(ϕ,E, ε).
On a de plus :
w(ψ+, REg−) + w(REg+, ψ−)) = −w0(E −W (ϕ))
∫ x
X1
ψ+g−dt+ w0(E −W (ϕ))
∫ x
−X1
ψ−g+dt
=
∫ X1
−X1
∆ψ+ψ−dt+ ε2
1
1 + |ϕ|2sO(ϕ,E, ε)
D'après (11.7), ∆(x, ϕ, ε) = W ′(ϕ)x + ε 11+|ϕ|sO(x, ϕ,E, ε), on obtient nalement le résultat
annoné.
♦
A partir de maintenant, pour plus de lisibilité, on  omet  la dépendane des fontions en les
variables E et ε.
11.1.2 Condition de ohérene et asymptotiques des oeients de T
Comme dans [10℄, les fontions ψ1± vérient l'équation (1.3), mais ne forment pas nées-
sairement une base ohérente. Pour onstruire deux solutions ohérentes à partir de es deux
fontions, on pose :
ψ(x, ϕ) = A(ϕ)ψ1+(x, ϕ) +B(ϕ)ψ
1
−(x, ϕ), ∀ϕ ∈ B (11.12)
ψ vérie la ondition de ohérene (1.5) si et seulement si pour (ϕ,ϕ+ ε) ∈ B, A et B vérient :(
A(ϕ+ ε)
B(ϕ+ ε)
)
= T (ϕ)
(
A(ϕ)
B(ϕ)
)
(11.13)
où T est la matrie 2× 2 dont les oeients sont donnés par :
T11 =
w(ψ1+(.,ϕ),ψ
1
−(.−1,ϕ+ε))
w1(ϕ+ε)
, T12 =
w(ψ1−(.,ϕ),ψ
1
−(.−1,ϕ+ε))
w1(ϕ+ε)
T21 =
w(ψ1+(.−1,ϕ+ε),ψ1+(.,ϕ))
w1(ϕ+ε)
T22 =
w(ψ1+(.−1,ϕ+ε),ψ1−(.,ϕ))
w1(ϕ+ε)
On renvoie à [10℄ pour les détails.
On alule les asymptotiques des oeients de T :
Proposition 11.1. Pour ϕ ∈ B, E ∈ V et ε ∈]0, ε0[, on a :
T11 = exp
(
iκ(ϕ+ ε/2) +
ε
2
d
dϕ
ln kE(ϕ) + εω
0
+
)
+ ε2
1
1 + |ϕ|sO(ϕ,E, ε)
T22 = exp
(
−iκ(ϕ+ ε/2) + ε
2
d
dϕ
ln kE(ϕ) + εω
0
−
)
+ ε2
1
1 + |ϕ|sO(ϕ,E, ε)
T12 = ε
1
1 + |ϕ|sO(ϕ,E, ε), T21 = ε
1
1 + |ϕ|sO(ϕ,E, ε)
où ω0± sont dénies par les formules (5.31) et kE(ϕ) =
(
d
dE
)
k(E −W (ϕ)).
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Démonstration Ce résultat est très prohe de la Proposition 4.1 de [10℄ ; la preuve est
basée sur les mêmes idées. On étudie T12 ; l'estimation de T21 est similaire. Puisque les fontions
ψ1± sont analytiques en ϕ ∈ B, on a pour x ∈ [−X,X], ϕ ∈ B, E ∈ V et ε ∈]0, ε0[ :
ψ1−(x− 1, ϕ+ ε) = ψ1−(x− 1, ϕ) + ε
1
1 + |ϕ|sO(x, ϕ,E, ε)
et on obtient T12 =
w(ψ1−(.,ϕ),ψ
1
−(.−1,ϕ))
w1(ϕ)
+ ε 11+|ϕ|sO(x, ϕ,E, ε) = ε
1
1+|ϕ|sO(x, ϕ,E, ε).
Pour étudier les asymptotiques de T11, on utilise (11.4) ; on peut érire :
ψ1−(x− 1, ϕ+ ε)
= ψ−(x− 1, ϕ+ ε) + εREg−(x− 1, ϕ+ ε)
= eiκ(ϕ+ε)ψ−(x, ϕ+ ε) + εREg−(x− 1, ϕ+ ε)
= eiκ(ϕ)ψ−(x, ϕ)+ε[iκ′(ϕ)eiκ(ϕ)ψ−(x, ϕ)+eiκ(ϕ)
∂ψ−
∂ϕ
(x, ϕ)+REg−(x−1, ϕ)]+ε2 1
1 + |ϕ|sO(x, ϕ,E, ε)
En utilisant (11.4), pour ψ1+, et le résultat du alul i-dessus, on obtient nalement :
w(ψ1+(., ϕ), ψ
1
−(.− 1, ϕ+ ε)) = eiκ(ϕ)w0 + ε[iκ′(ϕ)eiκ(ϕ)w0 + eiκ(ϕ)w(ψ+,
∂ψ−
∂ϕ
)
+w(REg+, e
iκ(ϕ)ψ−) + w(ψ+, REg−(.− 1))] + ε
2
1 + |ϕ|sO(x, ϕ,E, ε)
Les arguments de [10℄ et l'analytiité de W entraînent :
w(REg+, e
iκ(ϕ)
ψ−) + w(ψ+, REg−(.− 1)) = e
iκ(ϕ)
W
′
 
Z X1
−X1
ψ+ψ−xdx +
Z u
u−1
ψ+ψ−xdx
!
+
ε
1 + |ϕ|s
O(x, ϕ,E, ε).
On en déduit alors :
w(ψ
1
+(., ϕ), ψ
1
−(.− 1, ϕ + ε)) = e
iκ(ϕ)

w1 + ε

iκ
′
w0/2 + w
′
0 + w0(
1
2
d
dϕ
ln kE + ω
0
+)

+
ε2
1 + |ϕ|s
O(ϕ,E, ε),
e qui nous donne enn :
T11 = exp
[
iκ(ϕ+ ε/2) + ε/2
d
dϕ
ln kE + εω
0
+
]
+
ε2
1 + |ϕ|sO(ϕ,E, ε).
♦
11.1.3 Solution de l'équation aux diérenes nies (11.13)
Pour résoudre ette équation, on va utiliser la tehnique de [10℄.
Le lemme suivant (Lemme 4.2 de [10℄) nous permet de transformer l'équation aux diérenes
en une équation intégrale. On rappelle don e résultat :
Lemme 11.3. [10℄ On xe ε > 0. Soit f(z) une fontion de z ∈ C analytique dans la bande
Im z ∈ [Y1, Y2], (Y1, Y2) ∈ R2. Soient z1 et z2 tels que Im z1 = Y1 et Im z2 = Y2, soit
γz une ourbe vertiale régulière reliant z1 et z2 et passant par z. La fontion g(z) = Lf(z)
où Lf(z) = 12iε
∫
γz
cot[π(ξ−z−0)ε ]f(ξ)dξ est une solution de l'équation g(z + ε) − g(z) = f(z),
analytique dans la bande Y1 < Im z < Y2.
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On explique désormais la onstrution de ψτ+. On dénit :
A(ϕ) = eiθA(ϕ)A1(ϕ), B(ϕ) = e
iθB(ϕ)B1(ϕ), θ0 =
i
ε
∫ ϕ0
ϕ
κdϕ,
θA(ϕ) =
i
ε
∫ ϕ0
ϕ
κdϕ+
1
2
ln kE +
∫ ϕ0
ϕ
w0+dϕ, θB(ϕ) = −
i
ε
∫ ϕ0
ϕ
κdϕ+
1
2
ln kE +
∫ ϕ0
ϕ
w0−dϕ.
Pour ϕ ∈ K + τ , au vu des asymptotiques de T , l'équation s'érit :(
A1(ϕ+ ε)
B1(ϕ+ ε)
)
= (I + T̂1)
(
A1(ϕ)
B1(ϕ)
)
où
T̂1 =
1
1 + |τ |s
(
O(ε2) e−2θ0O(ε)
e2θ0O(ε) O(ε2)
)
On xe deux points ξ1 et ξ2 dans K tels que Im ξ1 < Im ξ2 et une ourbe vertiale γ ⊂ K
les reliant. Soit α ∈]0, 1[, on eetue la transformation B1 = εαe2θ0B2. En utilisant les mêmes
prinipes que dans [10℄, l'équation aux diérenes devient :(
A1(ϕ)
B2(ϕ)
)
=
(
1
0
)
+
1
1 + |τ |s
(
Lγ+τ+ O(ε
2) Lγ+τ+ O(ε
1+α)
Kγ+τ+ O(ε
1−α) Kγ+τ+ O(ε2)
)(
A1(ϕ)
B2(ϕ)
)
où Lβ+ et K
β
+ sont des opérateurs intégraux dénis sur une ourbe vertiale β par :
Lβ+f(ϕ) =
1
2iε
∫
β
(
cot
π(ϕ′ − ϕ− 0)
ε
− i
)
f(ϕ′)dϕ′ (11.14)
Kβ+f(ϕ) = e
2θ0(ϕ)Lβ+
(
e2θ0(.)f(.)
)
(ϕ) (11.15)
On renvoie à [10℄ pour les détails.
La prohaine étape onsiste don à estimer les normes de es opérateurs intégraux sur des espaes
bien hoisis.
11.1.4 Estimations des normes des opérateurs intégraux L+ et K+
On adapte ii ertains aluls de [10℄ à la δ-haîne. En partiulier, on estime les normes
de Lγ+τ+ et K
γ+τ
+ sur la ourbe γ + τ , indépendamment de τ . Pour γ, une ourbe susamment
régulière, on onsidère les ourbes {γ + τ}τ∈T . Dans toute la suite, la lettre C désigne une
onstante positive indépendante de ε et τ ∈ T .
On rappelle tout d'abord la dénition et les propriétés de ertains espaes fontionnels introduits
dans [10℄.
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Espaes fontionnels Ca,b(β)
On onsidère une ourbe stritement vertiale β. On note β′, la ourbe β privée de ses
extrémités ξ1, ξ2. Pour 0 < b < a < 1, et pour une fontion f dénie sur β, on pose :
‖f‖Ca,b(β) = sup
β
|ϕ− ξ1|a|ϕ− ξ2|a|f(ϕ)|+ sup
(ϕ,ϕ′)∈β′
|fa(ϕ)− fa(ϕ′)|
|ϕ− ϕ′|b (11.16)
On rappelle que ‖.‖C(β) (resp. ‖.‖C1(β)) désigne la norme sup sur les fontions ontinues sur β
(resp. la norme C1 standard sur β). Soit τ ∈ T et γ une ourbe stritement vertiale dans K.
On a les résultats suivants :
• Ca,b(γ + τ) muni de la norme dénie en (11.16) est un espae de Banah.
• ∀f ∈ C1(γ + τ), ‖f‖Ca,b(γ+τ) ≤ Λ‖f‖C1(γ+τ)
et ‖f‖Ca,b(γ+τ) ≤ Λ[‖f‖C(γ+τ) + ‖f‖1−bC(γ+τ)‖f ′‖bC(γ+τ)], où Λ est une onstante indépendante de
f et τ .
Si F (γ) est n'importe quel espae fontionnel normé sur γ, on dénit :
Tτ : F (γ + τ) → F (γ)
f 7→ Tτf tel que (Tτf)(z) = f(z + τ) (11.17)
Tτ est une isométrie bijetive.
11.1.5 Estimations des normes de L
γ+τ
+ , K
γ+τ
+
On va désormais estimer les normes de Lγ+τ+ , K
γ+τ
+ omme des opérateurs bornés agissant
sur Ca,b(γ + τ), indépendamment de τ . Préisément, on prouvera le résultat suivant :
Lemme 11.4. Estimation de la norme de Lγ+τ+ et K
γ+τ
+ .
1) Soit γ une ourbe vertiale assez régulière. Il existe une onstante C > 0 telle que pour tout
τ ∈ T , la norme de Lγ+τ+ dans Ca,b(γ + τ) vérie l'estimation :
‖|Lγ+τ+ ‖| ≤ Cε−1−a.
2)Soit γ une ourbe vertiale assez régulière, telle que {γ + τ} est une ourbe δ-stritement
anonique, pour tout τ ∈ T . Il existe une onstante C > 0 telle que pour tout τ ∈ T , la norme
de Kγ+τ+ dans Ca,b(γ + τ) vérie l'estimation :
‖|Kγ+τ+ ‖| ≤ Cε−b−a
Démonstration Dans [10℄, es estimations sont établies dans le as plus retreint où γ est
une ourbe xée. On va don ompléter le raisonnement.
1) On prouve d'abord 1), 'est une onséquene immédiate du alul de [10℄, setion 4.5 et du
fait que Lγ+τ+ = T−τL
γ
+Tτ .
2) L'estimation de ‖|Kγ+τ+ ‖| est moins évidente. Comme dans [10℄, on érit
Kγ+τ+ f = R
γ+τf + Sγ+τf
où
Sγ+τf(ϕ) = 12iπ
∫
γ+τ
f(ϕ′)
ϕ′−ϕ−0dϕ
′Rγ+τf(ϕ) = 12iε
∫
(γ+τ)′ rK(ϕ,ϕ
′)f(ϕ′)dϕ′
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ave
rK(ϕ,ϕ
′) =
ε
ϕ′ − ϕ
(
(ϕ′ − ϕ)
ε
e(ϕ,ϕ′)− 1
π
)
,
e(ϕ,ϕ′) =
(
cot
(
π(ϕ′ − ϕ)
ε
)
− i
)
e
2i
ε
R ϕ′
ϕ κ(u)du
On remarque tout d'abord que Sγ+τ = T−τSγTτ . De plus, les estimées établies dans [10℄ pour
Rγ+τ dépendent de trois éléments :
- le maximum de |κ|.
- la strite vertialité de γ, qui reste inhangée par translation.
- la onstante δ de δ-strite anoniité, que l'on suppose uniforme.
On en déduit don que :
‖Rγ+τf‖Ca,b(γ+τ) ≤ Cε−a‖f‖Ca,b(γ+τ)
et que
‖(Rγ+τf)′‖Ca,b(γ+τ) ≤ Cε−1−a‖f‖Ca,b(γ+τ)
e qui entraîne le résultat annoné.
♦
Conlusion
On pose :
mτ = sup
K+τ
1
1 + |ϕ|s (11.18)
La solution ψτ+ = A
τ
1ψ
1
+ +B
τ
1ψ
1− vérie l'équation :[
1−mτ
(
ε2Lγ+τ+ O(ϕ,E, ε, τ) ε
1+αLγ+τ+ O(ϕ,E, ε, τ)
ε1−αKγ+τ+ O(ϕ,E, ε, τ) ε2K
γ+τ
+ O(ϕ,E, ε, τ)
)](
Aτ1
Bτ2
)
=
(
1
0
)
où O(ϕ,E, ε, τ) admet une majoration indépendante de ϕ ∈ B, E ∈ V, ε ∈]0, ε0[ et τ ∈ T . On
sait de plus que :
‖|Lγ+τ+ ‖| ≤ Cε−1−a, ∀τ ∈ T
‖|Kγ+τ+ ‖| ≤ Cε−a−b, ∀τ ∈ T
En appliquant les méthodes de [10℄, on en déduit alors que :(
Aτ1
Bτ2
)
=
(
1 +mτε
βO(ϕ,E, ε, τ)
mτεβ−αO(ϕ,E, ε, τ)
)
, β ∈]0, 1[.
En utilisant les opérateurs L− et K− dénis par
Lγ−f(ϕ) =
1
2iε
∫
γ
[
cot
π(ϕ′ − ϕ− 0)
ε
+ i
]
f(ϕ′)dϕ′,
et
K−f(ϕ) = e2θ0(ϕ)L−(e−2θ0(.)f(.))(ϕ),
on onstruit de façon similaire une famille de fontions {ψτ−}.
On a don onstruit une famille de fontions {ψτ±} sur K + τ , telle que :
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ψτ± = e
± i
ε
R ϕ κ(u)du (ψ±(x, ϕ) +mτO(ϕ,E, ε, τ)r(ε)),
ave lim
ε→0
r(ε) = 0.
On a de plus :
∀τ ∈ T w(ψτ+, ψτ−) = (k′Ew0)(ϕ0) (1 +mτO(ϕ,E, ε, τ)r(ε))
En divisant haune des deux fontions ψτ± par
√
1 +mτO(ϕ,E, ε, τ)r(ε), on obtient nalement
une base ohérente.
Cei termine la preuve de la Proposition 7.1.
11.2 Démonstration du Théorème de prolongement 7.1
La preuve est une adaptation assez élémentaire du lemme de prolongement de [10℄ présenté
au paragraphe 5.9.
L'idée diretrie reste la même : l'asymptotique WKB d'une solution reste vériée tant que son
terme dominant est exponentiellement roissant. Le passage à l'inni est une onséquene de la
déroissane de |W |. Pour plus de lisibilité, dans e paragraphe, on note abusivement o(1) une
fontion des variables (x, ϕ,E, ε, τn) qui vérie :
o(1) = O(x, ϕ,E, ε, τn)r(ε)
ave lim
ε→0
r(ε) = 0.
On va prouver le point (1). On reouvre {ϕ ∈ SY ;Re ϕ ∈] −∞, Ag]} par la δ-haîne {K + τn}
onstruite dans la Proposition 7.2. Soient B < C < Ag. Il existe deux entiers naturels p et m
tels que :
]−∞, B] =
∞⋃
n=m+p
{K + τn}, ]−∞, C] =
∞⋃
n=m
{K + τn}
On introduit les bases ohérentes fm± et f
m+p
± onstruites par la Proposition 7.1 ; elles vérient :
fm± = e
± i
ε
R ϕ
ϕ0
κdu
(
ψ±(x, ϕ,E) +
1
1 + |τm|s o(1)
)
.
fm+p± = e
± i
ε
R ϕ
ϕ0
κdu
(
ψ±(x, ϕ,E) +
1
1 + |τm+p|s o(1)
)
.
On ommene par faire le lien entre fm− et f
m+p
− . Pour ela, on pose :(
fn+
fn−
)
= ∆n,m
(
fm+
fm−
)
ave
∆n,m =
(
an,m bn,m
cn,m dn,m
)
Soit (ϕn) une suite de nombres réels telle que ϕn ∈ (K + τn) ∩ (K + τn+1) pour tout n. On a
alors les estimées suivantes pour les oeients de ∆n+1,n :
an+1,n =
w(fn+1+ , f
n−)
w(fn+1+ , f
n+1
− )
= 1 + o(1)
n+1∑
k=n
1
1 + |τk|s
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bn+1,n =
w(fn+, f
n+1
+ )
w(fn+1+ , f
n+1
− )
= e
2i
ε
R ϕn
ϕ0 o(1)
n+1∑
k=n
1
1 + |τk|s
cn+1,n =
w(fn+1+ , f
n−)
w(fn+1+ , f
n+1
− )
= e
− 2i
ε
R ϕn
ϕ0 o(1)
n+1∑
k=n
1
1 + |τk|s
dn+1,n =
w(fn+, f
n+1
− )
w(fn+1+ , f
n+1
− )
= 1 + o(1)
n+1∑
k=n
1
1 + |τk|s
En faisant le produit
∆m+p,m =
m+1∏
k=m+p
∆k+1,k
Ce qui nous donne :
cm+p,m = e
− 2i
ε
R ϕm
ϕ0
κ(u)du
o(1)
m+p∑
k=m
1
1 + |τk|s ,
dm+p,m = 1 + o(1)
m+p∑
k=m
1
1 + |τk|s .
On obtient nalement que l'asymptotique de fm+p− reste valide sur le domaine K + τm :
fm+p− (x, ϕ,E, ε) = e
−i
ε
R ϕ
ϕ0
κ(u)du
(ψ−(x, ϕ,E) + o(1))
On en déduit la même propriété pour f .
Les arguments pour le point (2) sont similaires. On remarque que e as est une simple variante
du Lemme 5.9 de [10℄.
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Conlusion et perspetives
Dans e travail, on a eetué l'analyse spetrale d'un opérateur périodique perturbé par un
simple et un double puits. Cette étude laisse envisager ertaines extensions. On livre ii quelques
pistes qu'il nous semble intéressant d'explorer.
12.1 Généralisation au problème à n puits
Tous les outils néessaires au problème à n puits sont développés ii, le alul de l'équa-
tion aux valeurs propres est relativement immédiat. L'analyse de l'équation est plus déliate
ependant, 'est pourquoi et aspet n'est pas traité dans e travail.
12.2 Extensions tehniques de la méthode WKB
Il reste également des améliorations aux résultats tehniques de la méthode WKB.
12.2.1 Développements à tous les ordres
Le Théorème WKB sur un domaine ompat ou inni donne un développement asymtotique
au premier ordre en ε. Pour obtenir des résultats plus préis sur la ondition de quantiation
par exemple, il semble frutueux d'obtenir un développement à tous les ordres. Préisément, il
s'agit d'obtenir des résultats similaires au développement asymptotique formel obtenu dans [5℄
grâe à la méthode WKB réelle.
12.2.2 Conditions plus faibles sur le potentiel W
La rigidité imposée par l'analytiité de W est une ondition très forte indispensable pour
quantier les osillations. Pour obtenir des résultats plus satisfaisants pour un potentiel plus
général W˜ , il faut onstruire pour e potentiel W˜ un potentiel analytique W assez prohe de
W˜ . Lorsqu'on dit assez prohe, ela signie par exemple que W˜ −W est exponentiellement petit
en ε autour du puits. Une des diultés majeures est alors que W dépend du paramètre ε, ela
néessite don une adaptation des méthodes présentées.
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Chapitre 12. Conlusion et perspetives
12.2.3 Appliation au alul des résonanes
On souhaite également appliquer ette méthode au as où E est dans une bande de H0
et obtenir des informations sur les résonanes. Il s'agit don d'exprimer une aratérisation des
résonanes semblable à elle utilisée dans [17℄ et de la relier aux objets de la méthode WKB.
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Résumé
Ce travail est onsaré à l'étude de perturbations adiabatiques de l'équation de Shrödinger
périodique en dimension 1. Préisément, on onsidère l'opérateur Hϕ,ε = −∆+[V (x)+W (εx+ϕ)]
lorsque V est périodique, W tend vers 0 à l'inni, ε et ϕ sont des paramètres réels. On se
plae dans le adre de la limite adiabatique où le paramètre ε est petit. On s'intéresse aux
valeurs propres de Hϕ,ε dans les launes de l'opérateur périodique −∆+V ; sous des hypothèses
adéquates sur W , es valeurs propres sont réées par les extrema de W . Lorsque W a un unique
extremum, on montre que es valeurs propres osillent autour de ertaines énergies quantiées
par une ondition de type Bohr-Sommerfeld. L'amplitude des osillations est exponentiellement
petite et déterminée par un oeient tunnel.
Lorsque deux extrema sont en jeu, ils réent haun une suite de valeurs propres ; elles-i peuvent
être  résonantes . Dans e as, on met en évidene un phénomène d'élatement ; e phénomène
est l'analogue de elui bien onnu de  splitting  dans le as du double puits.
Mots-lés : équation de Shrödinger périodique, perturbations adiabatiques, méthode WKB
omplexe, diusion, valeurs propres, élatement des valeurs propres.
Abstrat
This work is devoted to the study of adiabati perturbations of the periodi one-
dimensional Shrödinger equation. We onsider the operator Hϕ,ε = −∆+ [V (x) +W (εx+ ϕ)]
where V is periodi, W tends to zero as x tends to innity, ε and ϕ are real. We deal with the
adiabati limit where ε is a small parameter. We are interested in the eigenvalues of Hϕ,ε in the
gaps of the periodi operator −∆+ V ; under suitable assumptions for W , these eigenvalues are
reated by the extrema of W . If there is only one extremum, we prove that these eigenvalues
osillate around some quantized energies, given by a Bohr-Sommerfeld quantization rule. The
amplitude of the osillations is exponentially small and determined by a tunneling oeient.
If there are two extrema, eah reates a sequene of eigenvalues ; these an be resonant. In that
ase, we highlight a splitting phenomenon of the eigenvalues ; this phenomenon is analogous to
the well-known splitting for the double well.
Keywords: periodi Shrödinger equation, adiabati perturbations, omplex WKB method,
sattering, eigenvalues, splitting.

