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Abstract
Constructive methods for obtaining regular grammar counterparts for some sub-classes of
context-free grammars (CFGs) have been investigated by many researchers. An important class
of grammars for which this is always possible is the one-letter CFG. We show in this paper a
new constructive method for transforming an arbitrary one-letter CFG to an equivalent regular
expression of star-height 0 or 1. Our new result is considerably simpler than a previous con-
struction by Leiss, and we also propose a new normal form for a regular expression with only a
single-star occurrence. Through an alphabet factorization theorem, we show how to go beyond
the one-letter CFG in a straight-forward way.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The subclass of one-letter alphabet languages has been studied for many years. The
result “Each context-free one-letter language is regular” was ;rst proven in [13] and
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re-published in [14] using Parikh mappings. A second method based on the “pumping”
lemma for context-free languages (CFLs) was presented in [10]. Systems of equations
based on ∪, · and ∗ operators were used in [15] to prove that the star-height of every
one-letter alphabet language is equal to 0 or 1. Later, the ;rst constructive method
was proposed in [12] by developing a theory of language equations over an one-letter
alphabet. Several key theorems were proven and tied together to provide an algorithm
which solves any equation of that type.
In this paper, we shall present a new simpler method using only a single result,
called the Regularization Theorem. Like Auteberg et al. [3], Chomsky et al. [7],
Ginsburg et al. [10], we will use systems of equations to denote context-free grammars
(CFGs). It is known that for a arbitrary CFG, it is undecidable whether its least ;xed
point can be expressed as a regular expression [4]. We de;ne a new normal form for
one-letter equations and a new theorem for solving them. Algorithm A (Section 3)
will use this normal form to determine precisely the least ;xed point, expressed as a
regular expression. By considering the classes of one-letter/one-variable factorizable,
we enlarge slightly the class of CFGs for which the construction of a regular expression
remains decidable.
2. Preliminaries
We suppose that the reader is familiar with the basic notions of formal language
theory, but some important terminologies are brieHy covered here. A CFG is de-
noted as G=(VN ; VT ; S; P), where VN =VT are the alphabets of the variables/terminals,
(V =VN ∪ VT is the alphabet of all symbols of G), S is the start symbol and P ⊆
VN × V ∗ is the set of productions. The productions X → 
1, X → 
2; : : : ; X → 
k will
be denoted by X → 
1 | 
2| · · · | 
k and the right-hand side of X is denoted by rhs(X ),
that is {
1; 
2; : : : ; 
k}. A variable X is a self-embedded variable in G if there exists
a derivation X ∗⇒
G

X, where 
, ∈V+ [6]. G is a self-embedded grammar if there
exists a self-embedded variable. G is a reduced grammar if ∀X ∈V , S ∗⇒
G

X and
∀X ∈VN , X ∗⇒
G
u, with u∈V ∗T . The empty word is denoted by . A CFG is proper if
it has no -productions (i.e. X → ; X ∈VN ) and no chain-productions (i.e. X →Y ,
X; Y ∈VN ). It is known that for every CFG (which does not generate ) there exists
an equivalent proper CFG. The set of terminal words attached to the variable X of
the grammar G is LG(X )= {w∈V ∗T |X +⇒G w}. Note that
m⇒
G
denotes m productions,
while +⇒
G
denotes at least one production have been applied. The set of all senten-
tial forms of X in G is SG(X )= {
∈V ∗ |X ∗⇒
G

}. The set of sentential forms of G
is S(G)= SG(S). The language of G is L(G)= S(G) ∩ V ∗T =LG(S). If G is a CFG,
then its language is called context-free (denoted by CFL). All the above sets can
be easily extended to words, e.g. LG(
)= {
∈V ∗T | 
 +⇒G w}. A permutation with n
elements is a one-to-one correspondence from {1; : : : ; n} to {1; : : : ; n}. The set of all
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permutations with n elements is denoted by n. N denotes the set of natural numbers;
1; n denotes the set {1; : : : ; n}; i; j∈ 1; n denotes i∈ 1; n; j∈ 1; n.
We continue by providing some results related to the system of equations [3]. Sys-
tems of equations are extremely concise for modeling CFLs [7,10]. The notions of
substitution, solution, and equivalence can be found in [3,11].
Denition 2.1. Let G=({X1; : : : ; Xn}; VT ; X1; P) be a CFG. A system of (Xi−) equations
over G is a vector P=(P1; : : : ;Pn) of subsets of V ∗. This is usually written as
Xi =Pi ∀i∈ 1; n with Pi = {
∈V ∗ |Xi → 
∈P}.
The next classical result gives one method for computing the minimal solution of a
system of equations by derivations [3].
Theorem 2.1. Let G=({X1; : : : ; Xn}, VT ; X1; P) be a CFG. Then the vector LG =
(LG(X1); : : : ; LG(Xn)) is the least solution of the associated CFG.
The next theorem refers to a well-known transformation which “eliminates” X from
a linear X -equation [2,15,11]. From now on, unless speci;ed otherwise, we shall use
the notations 
= 
1 + · · ·+ 
m, = 1 + · · ·+ n, where m, and n∈N. We shall use
X =∈  to mean X =∈ j ∀j∈ 1; n.
Theorem 2.2. Let X = 
X +  be an X -equation, where X =∈ 
, and X =∈ . The least
solution of the X -equation is X = 
∗, and if  =∈ 
, then this solution is unique.
3. One-letter CFG and its regular construction
In this section, we shall give a new constructive method for regularizing one-letter
CFGs that is more concise and general than the method proposed in [12]. Commutativity
plays an important role for transforming one-letter CFGs and this is covered in the
following lemma.
Lemma 3.1. Let G=(VN ; {a}; S; P) be a one-letter CFG. The set of all commutative
grammars of G is Gcom(G)= {(VN ; {a}; S; Pcom)}, where Pcom = {X → 
(1) · · · 
(k) |
X → 
1 : : : 
k ∈P; ∈k}. Then for every Gcom ∈Gcom(G), it follows L(G)=L(Gcom).
Proof. This can be easily proved by induction on l; l¿1. For any X ∈VN , we have:
X l⇒
G
an iL X l⇒
Gcom
an. Complete proof can be found in [1].
Lemma 3.2 allows the symbols of any sentential form of a one-letter CFG to be
re-ordered. Its proof is similar to Lemma 3.1.
Lemma 3.2. Let G=(VN ; {a}; S; P) be a one-letter CFG and let us consider the deriva-
tion 
1 : : : 
k
∗⇒
G
an. For any ∈k , we have 
(1) : : : 
(k) ∗⇒
G
an.
The next lemma shows how the star-operations can be Hattened for one-letter CFGs.
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Lemma 3.3. Let G=(VN ; {a}; S; P) be a one-letter CFG and 
1; : : : ; 
n be some words
over VN ∪ {a}. The following properties hold:
(i) LG((
1 + · · ·+ 
n)∗)=LG(
∗1 · · · 
∗n)=LG((
∗1 · · · 
∗n)∗),
(ii) LG((
1
∗2 · · · 
∗n)∗)= + LG(
1
∗1
∗2 · · · 
∗n).
Proof. Focusing to the ;rst equality of (i), we have to prove that: (
1+· · ·+
n)∗ ∗⇒
G
am
iL 
∗1 · · · 
∗n ∗⇒G a
m. Based on Lemma 3.2, the words 
1; : : : ; 
n can be commuted in
any order. We proceed by induction on n. First, let us suppose that n=2. The in-
clusion LG((
1 + 
2)∗) ⊇ LG(
∗1
∗2 ) is obvious. For the other inclusion, let us take
=(
1+
2)n, n¿0. It can be rewritten = 

n1
1 

n2
2 · · · 
nk−11 
nk2 , where ni ∈ 0; n ∀i∈ 1; k,
and
∑k
i=1 ni = n. Applying the commutativity property 
1
2 = 
2
1, several times, we
get = 
n1+···+nk−11 

n2+···+nk
2 . Thus, L()⊆LG(
∗1
∗2 ), and LG((
1 + 
2)∗)=LG(
∗1
∗2 )
follows.
In the inductive step, let us assume that the ;rst equality of (i) is true for n=m,
where m¿2, and prove that (i) also holds for n=m+ 1. We have
LG((
1 + · · ·+ 
m + 
m+1)∗)
= LG(((
1 + · · ·+ 
m) + 
m+1)∗)
= LG((
1 + · · ·+ 
m)∗
∗m+1) = LG((
1 + · · ·+ 
m)∗) · LG(
∗m+1)
= LG(
∗1 · · · 
∗m) · LG(
∗m+1) = LG(
∗1 · · · 
∗m
∗m+1):
For the other identities (the second equality of (i) and (ii)), let us use the following
equations for regular expressions from [15]: (
∗)∗= 
∗ and (
∗)∗=  + 
(
 + )∗.
We, therefore, have
LG((
∗1 · · · 
∗n)∗) = LG(((
1 + · · ·+ 
n)∗)∗)
= LG((
1 + · · ·+ 
n)∗) = LG(
∗1 · · · 
∗n)
and
LG((
1
∗2 · · · 
∗n)∗) = LG(((
1(
2 + · · ·+ 
n)∗)∗)
= LG(+ 
1(
1 + · · ·+ 
n)∗)
= + LG(
1
∗1

∗
2 · · · 
∗n):
We now de;ne a new normal form for one-letter CFGs, followed by a theorem to
normalise each arbitrary one-letter CFG to this form.
Denition 3.1. We say that the equation X =P is in the one-letter normal form
(abbreviated by OLNF) if P= 
X + , where x =∈ .
Theorem 3.1. Let G=({X1; : : : ; Xn}; {a}; X1; P) be a one-letter reduced CFG. Then
every attached Xi-equation can be transformed into OLNF.
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Proof. Let Xi = 
Xi +  be an arbitrary Xi-equation. Because G is reduced, it follows
that  = ∅, otherwise there will be no terminal word in LG(Xi). Based on Lemma 3.2,
it follows that the symbols of 
 can be commuted in Pi in such a way that Xi will
be at the last position. By distributivity (1 · Xi + 2 · Xi =(1 + 2) · Xi), it is obvious
that every Xi-equation can be transformed to this form. The only possible term of Pi
for which Xi cannot be commuted until the last position is 
′(′Xi)∗. In this case,

′(′Xi)∗ will be rewritten into 
′( + (′Xi)∗(′Xi))= 
′ + 
′′(′Xi)∗Xi. If Xi =∈ 
′
then the Xi-equation is in OLNF, otherwise the transformation will continue and stop
after a ;nite number of steps.
By doing this transformation together with a Hattening transformation step from
Lemma 3.3, we can now formulate Theorem 3.2 as a generalization of Leiss’s results
(Theorems 3.1, 4.1, and 4.2 from [12]).
The next theorem is a tool for eliminating the occurrences of the variable X in an
rhs of its X -equation. This is a generalization of Theorem 2.2, and is a key ingredient
of Algorithm A. Let us denote by 
[=X ] the word obtained by replacing every X -
occurrence in 
 with . Of course, this substitution is valid only if X does not occur
in .
Theorem 3.2 (Regularization). Let G=(VN ; {a}; S; P) be a one-letter reduced CFG.
Let X ∈VN and X = 
X +  be an OLNF X-equation. Then, the least solution
of the X-equation is X =(
[=X ])∗, and if G is proper, then this solution is
unique.
Proof. Before starting the proof, let us refer to the uniqueness of the solution.
Because G is proper, it follows that G has no -productions and chain-productions,
so  =∈ 
, and  =∈ . Following Theorem 2.2, we can show that the solution obtained
for this X -equation is unique. By applying Lemmas 3.2 and 3.3 ;nitely many times,
we can assume without loss of generality, that 
 is equivalent to a regular expression
over VN ∪{a} of star-height 0 or 1. The general form of 
 is 
=
∑t
i=1 
0; i(
1; iX
k1; i)∗
· · · (
m; iX km; i)∗. For simplicity, let us focus on (
1; iX k1; i)∗. Using commutativity,
(
1; iX k1; i)∗= {(
1; iX k1; i)n1; i | n1; i¿0}= {
n1; i1; i X k1; i·n1; i | n1; i¿0}. Hence, 
=
∑t
i=1 
0; i
(
n1; i1; i X
k1; i·n1; i) · · · (
nm; im; i X km; i·nm; i)=
∑t
i=1 
0; i

n1; i
1; i · · · 
nm; im; i X k1; i·n1; i+···+km; i·nm; i . This result can
be denoted by 
=
∑t
i=1 

′
iX
Qi, where 
′i are words over (VN −{X })∪{a} and Qi are
(linear) polynomials in the variables in nj; i ∈N, (kj; i ∈N are constants). Therefore, the
initial X -equation becomes X =(
∑t
i=1 

′
iX
Qi)X+, which corresponds to the following
X -productions in G : X → 
′1XQ1X | · · · |
′tX QtX |1| · · · |n. Because X =∈ 
′i ; ∀i∈ 1; t, and
X =∈ j ∀j∈ 1; n, it follows that SG(X ) can be generated by applying productions of
the form X → 
′iX QiX , i∈ 1; t several times (say s-times), followed by productions of
the form X → j, j∈ 1; n in order to remove all the occurrences of X . According to
Lemma 3.2, we can re-order the symbols in any sentential form, and thus apply the
current X -production to the last occurrence of the variable X . With this, we obtain
a set of X -derivations: X s⇒
G

′i1 · · · 
′isX Qi1 · · ·XQis X , where i1; : : : ; is ∈ 1; t. After apply-
ing Qi1 + · · ·Qis + 1 productions of the type X → j, j∈ 1; n, we obtain the words
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′i1 · · · 
′isj1;1 · · · j1 ;Qi; 1 · · · js;1 · · · js;Qi; sj. Applying Lemma 3.2, we have
LG(
′i1 · · ·
′isj1;1 · · ·j1 ;Qi;1 · · ·js;1 · · ·js;Qi;sj) = LG(
i1j1;1 · · ·j1 ;Qi;1 · · ·
isjs;1 · · ·js;Qi;sj):
But the words 
i1j1;1 · · · j1 ;Qi; 1 · · · 
isjs;1 · · · js;Qi; sj correspond to (
[=X ])∗, so it
follows that the solution of the X -equation is X =(
[=X ])∗.
We shall now present a constructive algorithm, named A, to regularise an arbitrary
one-letter CFG represented using systems of equations. Solving each system of equations
by our method yield an equivalent regular expression. As we assume reduced CFG, each
recursive X -equation must have at least one term without any occurrence of X .
Algorithm A.
Input: G=({X1; : : : ; Xn}; {a}; X1; P) a reduced and proper one-letter CFG
Output: LG = (LG(X1); : : : ; LG(Xn)), and LG(Xi) is regular, ∀i∈ 1; n
Method:
1.Construct Xi =Pi ; ∀i∈ 1; n as in De;nition 2.1;
2. for i := 1 to n do begin
3. Transform the Xi-equation into OLNF
4. Pi =(
[=Xi])∗;
5. Apply Lemma 3.3 to obtain the star-height 0 or 1 for Pi
6. for j := i + 1 to n do Pj =Pj[Pi=Xi];
endfor
7. for i := n− 1 downto 1 do
8. for j := n downto i + 1 do begin
9. Pi =Pi[Pj=Xj];
10. Apply Lemma 3.3 to obtain the star-height 0 or 1 for Pi
endfor
11. LG =(X1; : : : ; Xn)
Theorem 3.3. Algorithm A is correct and completes within a <nite number of steps.
Proof. The lines 1, 11 are due to De;nition 2.1 and Theorem 2.1, respectively. The
instructions between lines 3 and 5 are based on Theorem 3.2 and Lemma 3.3 and
imply that ∀i∈ 1; n; Pi does not contain Xi. Line 6 ensures that ∀i∈ 1; n; Pi does not
contain Xi. Line 6 ensures that ∀i∈ 1; n; Pi does not contain any Xj with j¡i. The
occurrences of Xj from Pi, where j¿i are replaced with terminal words at lines 7–10.
After the execution of Algorithm A, Pi is a regular expression over {a} of star-height
0 or 1. Thus, LG(Xi) is regular ∀i∈ 1; n. By induction on i, it can be easily proved
using Lemma 3.3 that Pi has the star-height 0 or 1.
As a side remark, if we assume that the steps 3–5 and 9 and 10 require constant
time, we can state that the time-complexity of Algorithm A is O(n2).
Example 3.1. Let us consider G=({X1; X2}; {a}; X1; P) with P given by the following
productions: X1→ aX1X2 | a; X2→X1X2 | aa. Line 1 of Algorithm A will construct the
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system: X1 = aX1X2+a, X2 =X1X2+a2. After executing line 4, we get X1 = (aX2)∗a, and
after line 6, we obtain X2 = a(aX2)∗X2+a2. At the next iteration, we get X2 = (a(a3)∗)∗
a2, and after line 5, X2 = a2 + a3 · a∗(a3)∗. At line 9, we get X1 = a(a3 + a4 · a∗(a3)∗)∗,
and after line 10, X1 = (a3)∗ · (a+ a5 · a∗ · (a3)∗ · (a4)∗).
As a further remark, the order of eliminating Xi in Algorithm A can be arbitrary. For
instance, by eliminating X2, followed by X1, we obtain a pair of (equivalent) simpler
expressions: X1 = a+ a4 · a∗ and X2 = a2 · a∗. We shall next show that every one-letter
regular expression can be reduced to only one occurrence of ∗.
Denition 3.2. We say that e= e1 + · · · + en (where each ei contains only · and ∗
operators) is in single-star normal form if ∀i∈ 1; n, ei has at most one occurrence
of ∗.
This normalization is captured in the following theorem. The conclusion of the next
theorem is simple from the point of view of ;nite automata. The language is accepted
by a deterministic ;nite automaton, which always gives a single-star form. The minimal
normal form that is generated here is considered in detail in [15].
Theorem 3.4. Every regular expression over an one-letter alphabet can be trans-
formed into an equivalent single-star normal form.
Proof. If e is a regular expression of star-height 1 (the case 0 is trivial) then it can be
written as e= e1 + · · ·+ en, where ∀i∈ 1; n, ei = am0 ; i(am1 ; i)∗ · · · (amki ; i)∗, where m1; i ¡
· · · ¡ mki; i. We suppose, without loss of generality, that the cases ms; i =ms+1; i are
excluded based on the property 
∗
∗= 
∗. Let G(a1; : : : ; ak) be the greatest number
b such that the Diophantine equation a1x1 + · · · + akxk = b has no solution in N,
where the greatest common divisor of a1; : : : ; ak is 1 (notation gcd(a1; : : : ; ak)= 1).
This means that for any b¿G(a1; : : : ; ak) the equation a1x1 + · · ·+akxk = b has always
a solution in N. Let us denote by F(a1; : : : ; ak) the set of all natural numbers less than
G(a1; : : : ; ak) such that the above equation has solution in N. According to Chrobak
[8], if a1¡ · · ·¡ak and gcd(a1; : : : ; ak) = 1, then G(a1; : : : ; ak)6(ak−1)(a1−1). Using
d = gcd(m1; i ; : : : ; mki; i), and the above Diophantine equation, it follows that ei can be
equivalently transformed to am0; i ·(+ad·n1+· · ·+ad·ns+(ad)((mk; i=d)−1)((m1; i =d)−1)+1·(ad)∗),
where n1; : : : ; ns ∈F(m1; i=d; : : : ; mk; i=d). In this way, each factor ei of e has at most one
star, so e is in single-star normal form.
Example 3.2. The following regular expressions of star-height 1 are reduced to the
single-star normal form: (a2)∗(a3)∗= + a2a∗; (a4)∗(a6)∗= + a4(a2)∗ and (a4)∗(a6)∗
(a9)∗= + a4 + a6 + a8 + a9 + a10 + a12 · a∗.
A particular case of the above theorem is to reduce the expression (am)∗ · (an)∗
for which m≡ 0 (mod n). So, gcd(m; n) = m, and by Theorem 3.4, it follows that
(am)∗ · (an)∗= +(am) · (am)∗=(am)∗. To illustrate this idea in more detail, we present
the following example.
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Example 3.3. Let us consider the CFG from Example 3.1. Using Theorem 3.4, we can
reduce to single-star form: X1 = a · (a3)∗ + a5 · a∗ and X2 = a2 + a3 · a∗.
We shall now explore a straight-forward way to beyond one-letter CFGs through the
use of alphabet factorisation.
4. Beyond one-letter CFGs
As is well-known, non-self-embedded variables/CFGs are easily converted to the
regular sublanguages. Theorem 4.1 (proven in [1]) shows that any CFG, G, generates
a regular language if all its self-embedded variables can be shown to generate regular
languages.
Theorem 4.1. Let G be an arbitrary reduced and proper CFG. If for all self-embedded
variables X the language LG(X ) is regular, then L(G) is regular.
In the following, we shall combine the property of an one-letter alphabet, together
with self-embeddedness, in order to obtain a more powerful class of CFGs which gen-
erates regular languages.
Denition 4.1. A CFG G=(VN ; VT ; S; P) is called one-letter factorizable if for every
self-embedded variable X , LG(X )⊆{a}∗, where a∈VT .
In other words, if G is one-letter factorizable, then every self-embedded variable has
the corresponding language de;ned over an one-letter alphabet.
The notion of one-variable factorizable is introduced next. This topic is dual to the
notion of one-letter factorizable, by considering at most one occurrence of a variable
Ai in rhs(Xi).
Denition 4.2. We say that G = (V 1N ∪ V 2N ; VT ; X1; P), where V 1N = {X1; : : : ; Xn}, and
V 2N = {A1; : : : ; An}, and V 1N ∩ V 2N = ∅, is one-variable factorizable if for every self-
embedded variable Xi, we have rhs(Xi)⊆{Xi; Ai}∗ and rhs(Ai)⊆V ∗T :
Theorem 4.1 (Factorization). The following facts hold:
(a) a one-letter factorizable CFG generates a regular language,
(b) an one-variable factorizable CFG generates a regular language.
Proof. (a) Let G = (VN ; VT ; S; P) be a one-letter factorizable CFG. For every self-
embedded variable X ∈VN , we know that LG(X )⊆{a}∗: So due to Theorem 3.3, it
follows that LG(X ) is regular. Applying Theorem 4.1, it follows that L(G) is regular.
(b) Let G = (V 1N ∪ V 2N ; VT ; X1; P) be a one-variable factorizable CFG, where
V 1N = {X1; : : : ; Xn}, V 2N = {A1; : : : ; An} (V 1N ∩ V 2N = ∅) and for every self-embedded
variable Xi, we have rhs(Xi)⊆{Xi; Ai}∗ and rhs(Ai)⊆V ∗T : Let us construct the
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CFG G′ = (V 1N ; V
2
N ∪VT ; X1; P′), where P′ = P−{Ai→w |Ai ∈V 2N}. Because for every
self-embedded variable Xi the rhs(Xi)⊆{Xi; Ai}∗, it follows that LG′(Xi)⊆{Ai}∗.
Hence, LG′(Xi) is a one-letter language. Based on Algorithm A, it results that LG′(Xi)
is a regular language. By applying Theorem 4.1, it follows that L(G′) is regular. Now,
let us consider the substitution + : V 2N ∪VT →V ∗T , such that +(Ai) = {rhs(Ai)} ∀i∈ 1; n
and +(a) = a, ∀a∈VT . Because {rhs(Ai)} is a ;nite set of words, it follows that
+ is a regular substitution. Obviously, L(G) = +(L(G′)) and according to the clo-
sure of regular languages under the regular substitutions, it follows that L(G) is
regular.
Example 4.1. Let G = ({S; A; B}; {a; b; c}; S; P) be a CFG with the following set of pro-
ductions P : S→ABS | c, A→ aAaaAa | a; B→ bBB | bbb. The set of the self-embedded
variables is {A; B}, and LG(A)⊆{a}∗, LG(B)⊆{b}∗, so G is one-letter factorizable.
Based on Algorithm A, we get LG(A)= {(a5)n1a | n1¿0} and LG(B)= {(b4)n2b3 |
n2 ¿ 0}. Now, LG(S)= (LG(A) ·LG(B))∗ · c= {((a5)n1a(b4)n2b3)n3c | n1; n2; n3 ¿ 0}, so
L(G) =LG(S) is regular.
Example 4.2. Let G=({S; A}; {(; )}; S; P) be a CFG with productions P given by S→
SS |ASA | , and A→ ( | ). Obviously, by De;nition 4.2, G is one-variable factorizable.
Following Theorem 4.1, we get the equation S =(S + A2)S + . Using Algorithm A,
we obtain S =(A2)∗. According to the A-productions, we get the regular language
L(G)={{(; )}2}∗.
5. Concluding remarks
While one-letter CFGs are somewhat specialised grammars, much research interests
have been devoted to obtain eOcient methods and properties for exploiting their usages.
They often occur as sublanguages within mainstream CFGs, where eOcient procedures
for handling them could be pivotal.
Let us give a brief review of some interesting work related to one-letter CFGs. One
of the earliest work in this area is the work of [5] which investigated eOcient push-
down automata (with counters) for handling one-letter sublanguages. Later Chrobak [8]
showed that the problem of converting from non-deterministic to deterministic ;nite-
state automata remains a hard problem even for one-letter languages.
More recently, Domaratzki et al. [9] even investigated eOcient methods for the con-
verse problem of converting from ;nite-state automaton over an one-letter alphabet to
its equivalent context-free grammar in the Chomsky normal form. One-letter languages
have also been used recently in [16] to aid in the decomposition of ;nite languages.
Our work has advanced the frontier of research on regularizing one-letter CFGs. We
provided a much simpler constructive method for transforming one-letter CFGs into
regular expressions using the one-letter normal form. We also introduced a factorization
result that enabled us to go beyond one-letter languages in a straightforward way. The
results of this paper is part of a larger eLort to provide eOcient constructive methods
that could be used to enlarge the class of CFGs that can be regularized.
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