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ABSTRACT
Many of the unanswered questions in cellular biology involve the functionality and
structural composition of different cells. Generally, most of the unanswered questions
that are of interest require information regarding protein-protein interactions or information on the general structure of the cell. Most of these features exist on size
scales of 10 to 200 nm, of which conventional fluorescence microscopy is incapable of
resolving details less than 200 nm. Therefore, many advanced fluorescence microscopy
techniques have been developed over the past few decades to address the demands
of higher resolutions (both spatial and temporal) as well as multicolor imaging in
order to further the efforts of biological and medical science. Super-resolution microscopy techniques are capable of achieving resolutions several factors greater than
conventional microscopy. Spectral imaging techniques have been developed towards
generating hyper-spectral movies at 30 frames per second. Many new techniques are
in development to meet the growing demand for better biological information.
In this work, we first demonstrate a high-speed hyperspectral line-scanning
microscope (HSM) that is capable of recording 128 spectral channels in 27 frames
per second. To reduce the aberrations of the spectral images, a spherical prism

vii
spectrometer is implemented in HSM. The design and calibrations of the spectrometer
are given in detail. Next, we describe a 3D supper-resolution localization algorithm
based on the phase-retrieved point spread function (PSF) model, which gives better
fitting accuracy and less artifacts than a Gaussian PSF model. The phase-retrieval
process, PSF generation, 3D single-emitter localization algorithm, and the results
from localizing various samples are discussed in the first part of this section. The
second part discusses the theoretical estimation precisions of various multiemitter
models in 3D localization and describes a 3D multiemitter localization algorithm
as well as the reconstruction results of microtubules. In the end, we demonstrate a
new configuration of a light sheet microscope that is capable of reconstructing a highcontrast 3D whole-cell image with the use of a single objective lens. The optical layout
of this light sheet microscope, the optical alignment procedures, the instrumentation,
and the system calibration are given in this section.
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Chapter 1
Introduction: Advanced
fluorescence microscopy
A fluorescence microscope uses a high-intensity light source to excite a number of
fluorescent probes that label a sample and produces an image by collecting a lowerenergy light emitted from the excited fluorescent labels. Fluorescence microscopy is
a rapidly developing technique in both medical and biological science, because of its
capability of distinguishing different cellular structures by labeling them with different fluorescent probes as well as because of its feasibility for studying live cells.
However, the resolution of the conventional fluorescence microscope is fundamentally
limited by diffraction, which is ∼200 nm and ∼500 nm in the lateral and axial directions, respectively. Over the past several decades, a number of advanced fluorescence
microscopy techniques have been developed in an attempt to break this diffraction
barrier. Those techniques are known as super-resolution microscopy, which enables
the study of the spatial organization of the proteins in a cellular structure (such as
a nuclear pore complex) as well as the study of probing spatial interactions between
different protein species. Super-resolution techniques are focused mostly on the static
interactions of the proteins, while the single-particle tracking (SPT) techniques are

1

Chapter 1. Introduction: Advanced fluorescence microscopy

2

used for studying the dynamics of the proteins in live cells, in which the protein
positions can be localized with subdiffraction precision. And with the aid of spectral imaging techniques, a variation of the SPT technique, high-speed hyperspectral
imaging microscopy is able to study the dynamic interactions between different types
of proteins. All of those techniques open a new era in fluorescence microscopy, some
of which will be discussed in the following sections.

1.1

Hyperspectral line-scanning microscope

Understanding the dynamic interactions between proteins in living systems is of vital
importance in biology. Several powerful fluoresecence microscopy techniques have
been developed to study specific protein-protein interactions. Most of them involve
spectral imaging techniques, which are based on either widefield microscopy or on
laser-scanning microscopy. A widefield microscope in conjunction with a series of
dichroic mirrors and emission filters is principally able to set up an arbitrarily large
number of spectral channels. However, due to its complexity in image registration
of all spectral channels, this approach has been demonstrated for up to four-color
imaging [4, 5]. Spectral imaging techniques based on the laser-scanning microscope
are capable of creating >100 spectral channels and generating a hyperspectral image
with the use of a spectrometer. Many commercial and custom-built point-scanning
microscopes have been demonstrated for hyperspectral imaging [6, 7, 8].
To improve the imaging speed of a point-scanning-based system, a hyperspectral line-scanning microscope (HSM) [9] has been developed based on a hyperspectral
confocal microscope developed at Sandia National Laboratories in Albuquerque [7].
The difference is that an HSM implements the line-scanning technique instead of
the point-scanning technique found in a confocal microscope. HSM simultaneously
records the spectral dimension and the nonscanning spatial dimension in a single
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frame, and fast scans cross the other spatial dimension, which is recorded in consecutive frames. The data acquisition speed is dependent on the camera data transfer
rate and the speed of the scanning mechanism (see Section 2.1). The HSM has an
optical configuration similar to the confocal microscope. Instead of focusing a point
on the sample, it generates an excitation line that scans across the sample, and uses
a slit instead of a pinhole at the emission path in order to reject the out-of-focus light
along the scanning dimension.
However, the HSM is still dependent on scanning in one spatial dimension,
which limits its acquisition speed. Another recently developed technique, image mapping spectrometer (IMS) [10], combines the widefield microscope with a spectrometer
and hence eliminates the need of scanning. IMS employs an image mapper, which
consists of hundreds of micro-scale mirror facets that redirect the full image in pixelwise. This mapped image then is dispersed by a prism spectrometer and is recorded
by a large-format charge-coupled device (CCD) camera. The two spatial dimensions
and the spectral dimension of a sample were recorded in a single frame, and the image
reconstruction is simply completed through a remapping algorithm. This apparatus,
however, has been demonstrated at only 7.2 fps [11], which in principle would be
capable of video-rate imaging. However, being based on the widefield microscope,
IMS also suffers from high background fluorescence from out-of-focus emitters.

1.2

Super-resolution techniques

In the conventional optical microscopes, the resolution is fundamentally limited by
diffraction. For a widefield microscope, the minimum resolvable separation in the lateral and axial directions are λ/2NA, and 2λ/NA2 [12], where λ is the emission wavelength of the fluorescent label and NA is the numerical aperture of the objective lens.
Given λ = 670 nm and NA = 1.45, the resolution is 230 nm and 640 nm in the lateral
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and axial directions, respectively. Under this resolution, many interesting cellular
structures cannot be resolved. Super-resolution techniques have been developed recently to overcome this diffraction-limited resolution and to achieve several-fold better
resolution than in a conventional microscope. The super-resolution techniques can be
divided into two categories: localization-based techniques and nonlocalization-based
techniques. The first category of super-resolution techniques (STORM, dSTORM,
PALM, FPALM) exploits the stochastically switching and activation of the fluorescent labels, so that only several isolated emitters are acquired on each frame, which
can be localized precisely with various localization algorithms. In the second category, the microscope systems usually are more complicated: stimulated emission
depletion (STED) techniques dramatically decrease the fluorescence emission volume
by introducing a second laser beam, which imposes a doughnut-like illumination on
the excitation volume, so that any fluorescence emission from the outer part of the
excitation volume is depleted through a stimulated emission by the second laser beam,
while structured illumination microscopy (SIM) systems are capable of doubling the
diffraction-limited resolution by utilizing structured illumination and by computationally separating mixed high-frequency components, which contain the information
of a sample’s fine structure, to reconstruct the high resolution image.

1.2.1

Stimulated emission depletion microscopy

Among all of the super-resolution techniques, STED microscopy was the first to break
the diffraction limit. The concept of STED was introduced in 1994 [13], and about
six years later it was first demonstrated in an experiment with nanocrystals [14] and
biological samples [15]. The basic principle behind STED uses the physical method
to reduce the fluorescence emission from the outer part of the excitation volume
and hence achieve subdiffraction resolution. In the general fluorescence process, the
fluorophore is excited by the excitation laser from the ground state to the excitation
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state, and the fluorophore can emit light as fluorescence via spontaneous emission
and then can return to the ground state. However, by imposing another laser beam,
which usually has a doughnut-like shape on the excited fluorophores, the fluorophores
within the illumination volume of the second laser quickly return to the ground state
via stimulated emission prior to the occurrence of the fluorescence, and hence, only
the fluorophores in the active center, where the light intensity is near zero, of the
second laser beam can fluoresce. The wavelength of the stimulated emission can
be separated from the fluorescence spectrum and therefore can be excluded on the
detection side. This strategy of preventing the fluorescence by stimulated emission is
described as depleting the excitation state before the fluorescence takes place and is
known as STED, and the second laser is called the STED laser.
STED microscopy is based on a laser point-scanning technique: The excitation laser and the STED laser scan across the imaging area in subdiffraction limited
steps to obtain super-resolution. The shape of the STED laser at the sample plane
can be engineered by placing a phase mask at the Fourier plane of the camera. The
most prominent example is the doughnut-shaped STED beam pattern [16] for improving the lateral resolution. The laser intensity is highly concentrated at the doughnut
ring and drops quickly at the center, so that only the excited fluorophore at the
center of the doughnut-shaped STED beam can emit fluorescence light. This active
center is usually much smaller than the diffraction limit. During 20 years of development, STED microscopy has overcome many of its limitations: from relying on a
sophisticated alignment of using a pulsed laser to simplifying its implementation by
introducing a continuous wave (CW) laser [17]; from only a few dyes suitable for this
technique to more than 40 fluorophores covering almost the entire visible spectrum
having been applied for STED imaging [18]; from single color to multicolor imaging [19, 20, 21, 22]; from imaging fixed cell to live cell [23, 24, 25]; and from being
dominant in 2D super-resolution to be able to achieve isotropic resolution in three di-
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mensions [26]. STED microscopy is improving steadily and has become a widespread,
affordable fluorescence microscopy.

1.2.2

Single-molecule localization microscopy

Single-molecule localization microscopy (SMLM) includes techniques that achieve
super-resolution by localizing isolated individual fluorescent molecules that label a
sample. These techniques include photo-activated localization microscopy (PALM)
[27], fluorescence photo-activation localization microscopy (FPALM) [28], stochastic
optical reconstruction microscopy (STORM) [29], and direct STORM (dSTORM)
[30]. Each of these techniques utilizes either photo-activation or photo-switching of
the fluorohores, so that at a given time, only a subset of fluorophores emits fluorescence light. And the position of an individual fluorophore can be localized with high
precision, given that the excited fluorophores are well separated.
PALM is based on sequential photo-activation and bleaching of numerous
subsets of photo-activatable fluorescent proteins (PA-FP). As demonstrated in [27],
PA-FP molecules were attached to the target proteins inside a mammalian cell by
transient transfection; the cells then were fixed before imaging. During the data acquisition, the sample was continuously illuminated by an excitation laser at a wavelength
near the excitation maxima of the PA-FP molecules. Subsets of PA-FP molecules
were excited and bleached sequentially to maintain a field of resolvable isolated emitters. An activation laser pulse at a wavelength capable of activating inactive PA-FP
molecules was used to increase the emitter density at the point that most of the
excited PA-FP molecules were photo-bleached. This process was repeated until a
sufficient number of emitters was recorded to reconstruct the super-resolution image;
usually, ∼ 104 frames were recorded.
FPALM also uses photo-activatable molecules; however, it employs a slightly
different laser illumination scheme compared to PALM. The sample is illuminated si-
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multaneously with two frequencies of light, one for readout and a second for activation
[28]. The photo-activatable molecules, in the case of [28], which are photo-activatable
green fluorescent protein (PA-GFP), initially are found at an inactive state (nonfluorescent state) and can be activated stochastically by the activation laser and then
visualized by the readout laser. The active PA-GFPs after some time photo-bleach
and become irreversibly dark. This cycle of activation, readout, and photo-bleaching
continues during the data acquisition until a sufficient number of emitters is collected
to reconstruct a super-resolution image.
STORM is based on stochastically switching photo-switchable molecules on
and off using light of different colors. Photo-switchable property has been found
in many fluorescent molecules. The use of a photo-switchable cyanine dye, Cy5, is
demonstrated in [29]. Cy5 can both fluoresce and switch to a stable dark state under
a red laser illumination. It can be converted back to the fluorescent state by exposure
to a green laser, but the recovery rate depends critically on the close proximity of a
secondary dye, Cy3 [31]. Therefore, the target proteins were labeled with Cy5-Cy3
dye pairs, in which Cy3 acts as an activator, which influences the activation of the
”reporter,” Cy5. During data acquisition, the sample was illuminated by an excitation
laser and an activation laser, alternatively. The excitation laser has relatively high
intensity, which excites activated reporter fluorophores to an excitation state and
switches most of them into a dark state, while the activation laser was used to switch a
fraction of the reporter fluorophores from the dark state to the active state. However,
in the STORM imaging technique, a STORM imaging buffer, which consists of an
enzymatic oxygen scavenging system and a reducing agent, is critical for reducing the
oxidation and enhancing the photo-switching ability of the fluorophores. Thus, the
fluorophores can be switched on and off hundreds of times before being permanently
photo-bleached.
The dSTORM technique simplifies the STORM technique by labeling sam-
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ples with only one type of fluorophore, and the sample was simultaneously illuminated
by two frequencies of light, one for excitation and one for activation. It demonstrates
that Cy5 and the structurally similar cyanine derivative, Alexa 647, can be reversibly
switched for hundreds of cycles between a fluorescent state and a dark state without
the need of an activator fluorophore [30]. However, the power of the activation laser (a
514 nm laser in [30]) is 200 times greater than the one used in the STORM technique
[29].

1.2.3

Structured illumination microscopy

Structured illumination microscopy, by creating various illumination patterns on the
sample plane, can achieve either optical sectioning (OS-SIM) [32, 33] or can double
the diffraction-limited resolution in both the lateral and axial directions (SR-SIM)
[34, 35]. The resolution gained from SIM systems often is several-fold less than the
other super-resolution techniques (STED, SMLM). However, in the case of live-cell
[36, 37] and multicolor imaging [38, 39], SIM is usually a favorable option because
it is based on a widefield microscope. It eliminates the need of laser scanning, as in
STED, and the requirement of a special imaging buffer, as in SMLM, and it also is
suitable for any fluorescent label.
OS-SIM is an earlier iteration of SIM methods; it illuminates the sample by
projecting a grid pattern on the sample plane. The contrast of the sample image is
the largest when the projected grid pattern is in focus; the out-of-focus fluorescence
is reduced because of the decreased illumination intensity when the grid pattern is
out of focus. However, to maintain the same image contrast and remove the grid
pattern, three images are acquired, each at a different phase of the grid pattern
(0, 2π/3, and4π/3). The conventional widefield image can be reproduced by adding
those three images together, while the optical-sectioning image is generated from a
slightly complicated formula [32]. The theoretical maximum strength of the optical
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sectioning is achieved when the grid frequency at the sample plane is equal to half of
the cutoff frequency of the optical system, which is 2NA/λ.
SR-SIM extends the theory behind the OS-SIM; it uses a higher grid frequency and shows shows that SR-SIM is theoretically capable of doubling the resolution of a widefield microscope. The concept behind SR-SIM can be easily understood
in terms of the well-known moiré effect. Two superimposed grid patterns can create
another grid pattern (moiré fringes) with lower frequency compared to the two original ones. In the case of SR-SIM, assuming one of the original grid patterns is the
sample and the other is the illumination pattern, then the observed image is the moiré
fringes. The resolving power of the optical system limits the maximum resolvable frequency of the moiré fringes and hence limits the maximum resolvable frequency of
the sample, which is up to 4NA/λ. However, as in OS-SIM, the acquired images
are modulated by the illumination pattern; in order to reconstruct a high-resolution
image, nine images (three grating phase shift and three grating rotation angles) are
acquired for 2D SIM [34] and 15 images (five grating phase shift and three grating
rotation angles) for 3D SIM [35]. The reconstruction algorithm also is more complicated in SR-SIM. In a recent development of the SIM systems: 100 nm isotropic
resolution is achieved in I5 S [40, 41], which is a combination of I5 M [42] and SIM; the
resolving power of SR-SIM is enhanced by exploiting a nonlinear illumination pattern
(NL-SIM) [43, 44], and the optical setup can be dramatically simplified based on the
concept of the blind-SIM [45]. SIM techniques are continuously evolving toward high
resolution, fast acquisition, and practical experimental implementations.

1.2.4

3D super-resolution techniques based on SMLM

In a conventional fluorescence microscope, the axial resolution is approximately 500
nm, under which most cellular structures cannot be resolved. Many of the above
described super-resolution techniques have been developed to achieve subdiffraction
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limited resolution in the axial dimension. However, due to the limited scope of this
dissertation, only the 3D super-resolution techniques based on SMLM are discussed.
Those techniques improve the axial resolution by manipulating the shape of the point
spread function (PSF) using different optical configurations, based on astigmatism
[46], dual focal plane [47], and double-helix PSF [48] methods. In the astigmatism
method, a cylindrical lens was added before the imaging lens (a lens immediately
before the camera [46]) to create an astigmatism aberration in PSF, so that the
shape of the PSF changes more rapidly along the axial dimension compared to an
unaberrated PSF. By using a simple Gaussian model, the emitter’s axial position
can be localized with ∼ 50 nm precision, resulting in an axial resolution of ∼ 100
nm. A dual focal plane method doubles the information in the axial dimension by
introducing a second focal plane, which is separated by ∼ 500 nm from the original
focal plane. Because of the separation between the two focal planes, emitters will be
focused differently at each plane. Thus, using two different PSF models to match the
emitter’s shapes on both planes significantly improves the axial localization precision.
The double-helix PSF method engineers a double-lobe PSF by adding a spatial light
modulator or a phase mask at the Fourier plane of the camera. The double-lobe
PSF rotates along the axial direction, which creatively relates the rotation angles
with the axial positions. Thus, by precisely measuring the rotation angles, the axial
localization precision is dramatically improved.

1.3

Scope of this dissertation

This dissertation focuses on two types of fluorescence microscopy. One is hyperspectral line-scanning microscopy; the other is 3D super-resolution microscopy based on
SMLM. For the first one, a brief introduction and the optical layout of the hyperspectral line-scanning microscope (HSM) are given in Section 2.1 and Section 2.2 (Chapter
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2). The design and calibration of the prism spectrometer implemented in the HSM
is discussed in detail in Section 2.3, Chapter 2. The advantage of a prism spectrometer is its > 90% transmission efficiency over a wide range of visible light spectrum,
compared to the spectrometers that use a grating. This is especially important in a
fluorescence imaging system because the number of photons emitted from each fluorophore is very small. However, a conventional equilateral prism spectrometer can
result in large aberrations on the spectral image. A new type of spectrometer based
on a spherical prism is designed and implemented in the HSM.
The following chapters of this dissertation focus on 3D super-resolution techniques based on SMLM. The PSF that models a single emitter is of the most importance in SMLM techniques, because it can significantly affect the localization accuracy
of a single emitter. Chapter 3 gives the derivations of PSFs of various microscope
systems, as well as of engineered PSFs used for 3D supper-resolution techniques. At
the end of Chapter 3, aberrations existing in most of the microscope systems are
discussed. The theoretical PSFs have the advantage of being easy to compute and
to implement in a localization algorithm. However, systematic aberrations presented
in most microscope systems are not included in the theoretical PSF model. This can
be overcome by using an experimental PSF model; however, it sacrifices the computational time. To balance the trade-off between the accuracy of an emitter model
and the computational time, a PSF model based on a phase-retrieval algorithm is
introduced in Chapter 4, as well as the corresponding localization algorithm and the
reconstruction results of various samples.
In SMLM-based techniques, the labeling density and the imaging speed are
limited by the requirement of maintaining a sparse number of emitters on each frame.
Therefore, it limits their applications to the imaging of live cells and densely labeled
biological structures. Multiemitter localization algorithms are developed to meet this
demand [49, 50, 51, 52, 53, 54, 55]. Chapter 5 focuses on multiemitter localization in
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3D super-resolution techniques. The chapter first discusses the theoretical estimation
errors of the multiemitter models based on various 3D super-resolution techniques.
Then a multiemitter localization algorithm based on the dual focal plane method is
described.
One of the attractive applications of 3D super-resolution techniques is to image the cellular structures and the protein dynamics inside cells. These tasks can
be challenging for a widefield microscope, because the widefield illumination significantly decreases the signal-to-noise ratio (SNR), due to the excitation of out-of-focus
fluorophores. Light-sheet microscopy (LSM) creates a sectioning illumination over a
thin z slice and hence effectively suppresses the out-of-focus fluorescence. However,
most LSM techniques use a dual objective lens configuration, which limits the maximum numerical aperture of the objective lens and also complicates the alignment of
the optical systems. Chapter 6 presents a new design of the light-sheet microscope,
which generates a sectioning illumination by reflecting the excitation beam by the
sidewall of a microfluid channel that contains the cell sample. This LSM configuration requires only one objective lens and is capable of imaging an entire cell. The
microscope system based on reflected beams remains under development. Chapter
6 describes only the optical layout, the instrumentation, and the calibrations of the
current system.

Chapter 2
Hyperspectral line-scanning
microscopy
In this chapter, a brief introduction and the optical layout of the hyperspectral linescanning microscope (HSM) are given in the first two sections (most text and figures
are from the paper [9]). My contributions to the HSM project are the design (Section
2.3; text and figures are from the paper [9]) and calibrations of a spherical prism
spectrometer, which will be discussed in detail in the following sections. The spectrometer is designed using an optical-system design software (OSLO, which stands
for optics software for layout and optimization); a short demonstration of its usage
in the spectrometer design is given in the Appendix.

2.1

Introduction

Here, we describe a high-speed hyperspectral microscope (HSM) that is capable of
resolving and tracking eight or more spectrally distinct fluorescent probes. A hyperspectral imaging system collects a region of the spectrum divided into many contiguous channels for each spatial element of the image. Our microscope design is based
around the concept of a spectrally resolved, line-scanning confocal microscope [56],
13
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illustrated in Fig. 2.1. A laser focused to a line provides high excitation intensity in a
region in and around the focal plane of the objective. The line geometry and the use
of a confocal slit on the emission path rejects much of the out-of-focus light that is
emitted from either fluorophores or sample auto-fluorescence, thereby providing optical sectioning [57]. To create a two-dimensional (2D) hyperspectral image, the line
is scanned across the sample plane in discrete steps (along the x-axis), and the camera captures a frame at each step. Each single, camera capture consists of 64 pixels
of 1D spatial information and 128 spectral channels. Therefore, a 2D hyperspectral
image consists of a 3D (x,y,λ) data cube collected in these steps. The rate at which
complete hyperspectral images can be captured is limited by the readout rate of the
electron-multiplying charge-coupled device (EMCCD) camera and is 27 frames per
second (fps) when scans are configured for 32 steps per image (each image is 32 pixels
x 64 pixels x 128 spectral channels). In this configuration, the camera is collecting
approximately 900 images per second where each camera image corresponds to a single position of the excitation line. In the application of multicolor SPT (mcSPT),
each hyperspectral image is analyzed to find the positions of the fluorescent probes,
and these positions are used to construct particle trajectories.

2.2

Optical layout of HSM

Unless otherwise specified, the spatial dimensions will be defined such that the z-axis
is along the beam line, the y-axis will be perpendicular to the optics table surface, and
the x-axis will be parallel to the optics table surface. Beam-steering mirrors, optics
mounts, and micro-positioners are omitted to simplify the diagram. The numbers in
brackets {} are references to parts listed below.
Excitation path:
Starting with the 488 nm laser (Fig. 2.2 upper left, {1}), the beam is 40 mW, which
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Figure 2.1. Conceptual diagram of microscope. The excitation beam (optics not
shown) is reflected by a dichroic mirror and forms a laser line focused at the sample plane by the objective, concentrating the excitation light to a small volume of
diffraction-limited width. Here, the white spheres in the sample represent fluorophores
that remain mostly in the ground state while the colored spheres denote those that are
excited. The emitted light passes through the dichroic mirror and into a spectrometer, which distributes the light onto an EMCCD camera such that each exposure
captures information of wavelength and position along the line. The entrance slit
on the spectrometer also serves to reject out-of-focus light, providing a semiconfocal
ability for imaging at any depth in the sample. A scanning mirror (not shown) advances the line position by one backprojected pixel length on the sample, and another
exposure is acquired. One hyperspectral “frame” is a reconstructed series of these
steps (performed in post-processing) to form an image containing x, y, and l. A time
series of these hyperspectral frames is acquired at 27 fps, providing spatial, spectral,
and temporal resolution that enables localized single-molecule tracking of multiple
emitters within a given diffraction limited volume.
is much more than needed for most experiments with this system, so neutral density
filters ({2}, {3}) are used for coarse adjustment of the initial laser power. The beam
is steered (using mirrors {4}, {5}) through an acousto-optic modulator (AOM, {6}),
and the first-order diffracted beam is coupled into the fiber {7}, {8}. The amount
of laser light in the coupled beam depends on the radio frequency (RF) power in the
AOM, which can be controlled smoothly and quickly, providing a good mechanism
for modulation and tuning the power of the laser light as desired. The AOM power
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Figure 2.2. Optical layout of HSM. Focal lengths are shown in units of mm.
is controlled by providing a voltage to the signal processor unit. This voltage signal
is provided by an analog output from a data acquisition and control PC card {9}
that is controlled via software. The fiber is single mode, polarization preserving and
is used as a means to control intensity as well as for acting as a good spatial filter
because light emitted from the fiber is collimated (via objective {10}) into a good
approximation of a Gaussian beam TEM00 mode with a 1/e2 diameter of ∼ 0.8 mm.
The polarization is maintained in a way that the light that is focused to create the
laser line has the E field oriented along the length of the line at the focal plane so that
the line has the minimum possible width. The free-space Gaussian beam is steered
into a laser-line generator lens {11} that has a 15 degree fan angle in the y-dimension
and distributes the light evenly over the angle. This light then is collimated with a
cylindrical lens (CYL1, {12}). Lens CYL2 {13} is a concave cylindrical lens oriented
along the x-axis, which serves to expand the beam along the x-axis such that the
beam ultimately will fill the back aperture of the objective lens, which reduces the
excitation focal volume along the z-axis. Lenses L1 {14} and L2 {17} are used as a
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telescope to reduce the size of the line before entering the microscope base {18}, such
that the line will be ∼15 µm in length on the sample (which is also the approximate
length of one column of 128 CCD pixels back-projected on the sample). L1 focuses
the light onto the scanning mirror {16} after being reflected off of the dichroic mirror
{15}, which is fixed at a 45-degree angle to the beam.
Emission path:
The light emitted from a fluorophore excited by the laser line will be distributed
over all angles, and the light that is accepted by the aperture of the objective lens
{29} then will be collimated and will propagate to the tube lens. The tube lens will
focus the light to an image plane that is also the focal plane of lens L2, so it then
will be collimated and de-scanned by the mirror, which causes the emission light to
match the axis of the excitation light for all scan angles, allowing fixed positions of
the remaining optical elements. The emitted light then passes through the dichroic
mirror and a 488 nm long pass filter {22}, which has the purpose of further reducing
any amount of excitation light that may have passed through the dichroic filter. Lens
L3 {23} then focuses this light onto the entrance slit {24} of the spectrometer, which
also serves as a line-scanning confocal slit that blocks much of the light from sources
that are out of focus. The custom-made prism spectrometer {27} is described fully
in Section 2.3 and focuses the light onto the CCD pixel array. This provides a 128
×128 array of data from the CCD {28} that consists of y position (along the laser
line and slit) and wavelength along the other dimension. As the line is scanned across
the sample, another 128 × 128 (y,λ) array is taken for each line position (one angle
step in the x dimension). The full field of view (x, y) then is reconstructed into a
data set of (x, y, and λ) for one scan or “hyperspectral image”.
Other parts in HSM (some not shown in diagram): 3D scanning is enabled
by the xyz piezo stage {19}. Widefield excitation, which is used for finding regions of
interest within a sample, is performed using a white-light source {20} and filter-cube
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set {21}. The electromechanical flip-mount mirror {25}, changes the emission path
into the widefield CCD {26} and is controlled through the DAQ GUI.
Refrence
Number
1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28

Description
Laser: Newport Spectra Physics 488 Cyan, Model PC14011
ND Filters: Newport FRQ-ND03, FRQ-ND07, FRQ-ND10, FRQ-ND15,
and FRQ-ND20
ND Filter Wheels: Newport FWM1X12
Mirrors: Newport 10D20ER.1
Mirror Mounts: Newport U100-A with precision actuators AJS100-0.5
AOM: IntraAction Corp. Model AOM-402AF1 with signal processor
from IntraAction Corp. model ME-402
Fiber: Newport F-PM480-C-2FC
Fiber Coupler: Newport F-91-C1 with objective lens M-40X
DAQ Card: National Instruments PCIe-6343 X Series Data Acquisition
Card (P/N 781047-01) with BNC-2110 shielded connector block (P/N
777643-01) and SHC68-68-EPM 5m cable (P/N 192061-05)
Fiber to Collimated Free Space Beam: Newport L-40X (f = 4.6 mm, NA
= 0.66), Thorlabs HPT1 X,Y Translator (holds FC connector), Thorlabs
SM1Z Z-Axis Translator (holds the objective)
Laser line generator lens: Edmund Optics 46632 (15-degree fan angle)
CYL1: Edmund Optics 48353 (f = 25 mm, d = 12.5 mm, MgF2 Coated)
CYL2: Thorlabs LK1743R-A (f = -100 mm, d = 25.4 mm, BK7)
Lens L1: Newport KPX114AR.14 (f = 350 mm, d = 25.4 mm)
Dichroic: Semrock LPD01-488RU-25x36x2.0
Scanning Mirror: Cambridge Technology 6210H
Lens L2: Newport PAC040AR.14 (f = 50.5 mm, d =25.4 mm)
Microscope Base: Olympus IX71
XYZ Piezo Stage: Mad City Labs Nano-LPS200
Widefield Lamp: X-cite 120Q
Widefield Filter Cube Set: Chroma Z473-10x (excitation), Semrock
LPD01-488RS-25x36x2.0 (dichroic), Semrock LP02-488RU-25 (emission).
Long Pass Filter: Semrock LP02-488RU-25
Lens L3: Newport PAC061AR.14 (f = 175 mm, d = 25.4 mm)
Spectrometer Entrance Slit: Thorlabs S100R (100 +/- 4 m wide, 3mm
tall)
Flip-Mount Mirror: Thorlabs MFF001
EMCCD1: Andor Luca R
Prism Spectrometer: Custom Design, Rainbow Optics
EMCCD2: Andor iXon 860

Table 2.1. Optical components check list of HSM setup.
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Spherical prism spectrometer in HSM

The design of the spherical prism spectrometer is based on the method described in
[1]. It uses the aplanatic property of a refractive spherical surface to create a prism
spectrometer with minimized systematic aberrations.

2.3.1

Principles of aplanatic surface

An aplanatic optical system satisfies the Abbe sine condition.

nx sin θ = n0 x0 sin θ0

(2.1)

in which n and n0 are refractive indices of the medium within the object and the
image space, respectively; x and x0 are the object and the image height, respectively.
The character θ is the angle at which an optical ray leaves from the object point,
while θ0 is the angle at which the optical ray arrives at the image point. An aplanatic
system is an optical system that is free from spherical and coma aberrations of all
orders.
For a spherical refractive surface, a pair of conjugate surfaces satisfies the
Abbe sine condition. Figure 2.3 shows two types of spherical refractive surfaces; the
conjugate image and object points are at the concentric surfaces (dotted circle in Fig.
2.3) with respect to the refractive surface. These concentric surfaces have a radius
of Rn and R/n, respectively, where R is the radius of the refractive surface. This
aplanatic property of a spherical refractive surface can be proved as described below.

In Fig. 2.4, if P2 is a perfect image of P1 , optical rays that originally would
converge at P1 will converge at P2 after the refractive surface. Therefore, all rays
generated from the spherical wavefront (Σ in Fig. 2.4), which is centered at P1 , travel
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Figure 2.3. The spherical surface of radius R that forms the boundary between
air and a material of refractive index n has a pair of aplanatic conjugates with net
refractive power. The locus of the “outer” aplanatic conjugates is a circle of radius Rn
concentric with the surface of radius R. The locus of “inner aplanatic conjugates is a
circle of radius R/n, also concentric with R. In a positive aplanatic refraction, all rays
converging toward the outer aplanatic conjugate are refracted toward a real image at
the inner aplanatic conjugate with a factor of n change in focal ratio. In a negative
aplanatic refraction, rays diverging from the outer aplanatic conjugate are refracted,
appearing to originate from a virtual image at the inner aplanatic conjugate. The
change in focal ratio is again a factor of n. (The figure and the figure’s caption are
from the paper [1] ).
in an equal optical path length to P2 . Thus we have

n1 L1 − n2 L2 = constant.

(2.2)

Because Eq. 2.2 is true for any pair of L1 and L2 , we have

n1 L1 − n2 L2 = n1 (S1 + R) − n2 (S2 + R) = n1 S1 − n2 S2 + R(n1 − n2 ),

(2.3)

where S1 and S2 denote the length of P1 O and P2 O, respectively. According to the
sine rules of triangle, in triangle ∆P2 OQ and ∆P1 OQ, we have
sin α1
sin φ
=
,
L1
S1
sin φ
sin α2
=
,
L2
S2

(2.4)
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Figure 2.4. The spherical surface with radius R forms a boundary between two
mediums with refractive index n2 inside the surface and refractive index n1 outside
the surface. P1 is the virtual object point, and P2 is the real image point. L1 and L2
are the length of P1 Q and P2 Q. Σ is the spherical wavefront centered at P1 .
and according to the refraction law at the interface, we have
n2
sin α1
= .
sin α2
n1

(2.5)

Combine Eq. 2.4 and Eq. 2.5,
L2
sin α1 S2
n2 S 2
=
=
= γ,
L1
sin α2 S1
n1 S 1

(2.6)

in which γ is a constant given that S1 , S2 , n1 , and n2 are constants. The relationships
of L1 and L2 and of S1 and S2 are given by
L2 = γL1 ,
(2.7)
n2 S2 = γn1 S1 ,
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ad then by applying the above relations in Eq. 2.3, we have

(n1 − n2 γ)L1 = n1 S1 (1 − γ) + R(n1 − n2 ) = constant.

(2.8)

Because the above equation must be true for any L1 , we have
(n1 − n2 γ) = 0,
γ=

n1
,
n2

(2.9)

then by substituting γ = n2 S2 /n1 S1 into Eq. 2.6 and Eq. 2.8, we have
n21 S1 = n22 S2 = n1 n2 R,
n2
R,
n1
n1
S2 = R.
n2
S1 =

(2.10)

The above equations give the relations between S1 , S2 , and R, which are equivalent
to the relations shown in Fig. 2.3 at n1 = 1. These relations are derived under the
assumption that P2 is a perfect image of P1 , which indicates that a spherical refractive
surface can form a perfect image, if the object is on one of the two aplanatic conjugate
surfaces with radius S1 and S2 that satisfy Eq. 2.10. Thus, P2 and P1 also satisfy the
sine condition,
sin θ1
L2
n1
=
=γ= .
sin θ2
L1
n2

(2.11)

This is another expression of the sine condition. Combined with Eq. 2.1, the lateral
magnification of this system is given by,

Mx =

x2
n2
= 12 .
x1
n2

(2.12)
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Design of a spherical-prism spectrometer

Figure 2.5. Principle of spherical prism spectrometer design. Spherical surface S1 ,
and S2 , together with the cylinder cut (shown between the parallel line; dimension
is 25.4 mm) form the designed spherical prism. In the figure, there are two sets (red
and blue) of concentric circles; the dashed circles are aplanatic conjugate surfaces of
the solid circles. Spherical surface S3 represents the concave mirror. I1 is the object;
I2 -I5 are intermediate images formed by S1 , S2 , and S3 ; and I6 is the real image of
I1 . C1 , C2 , and C3 are centers of surfaces S1 , S2 , and S3 , respectively.
In Fig. 2.5, S1 and S2 are the front and rear spherical surfaces of the spherical prism.
S3 is the surface of the concave mirror. I1 is the object point at the entrance slit. I6 is
the image point at the image plane. I2 -I5 are intermediate image points. I1 -I6 are on
the concentric spherical surfaces of S1 and S2 . Because these concentric surfaces are
pairs of aplanatic conjugate surfaces, the spectrometer is an aplanatic optical system.
Those concentric surfaces satisfy the relationship, n21 R1 = n22 R2 = n1 n2 R, as shown
in Fig. 2.4.
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The detailed image formation of the spectrometer is:
(1) The front surface of the prism, S1 , forms a virtual image of the object,
I1 , at the position of its aplanatic conjugate, I2 . C1 is the center of the surface, S1 .
(2) Notice that I2 also lies on the aplanatic conjugate surface of the rear
spherical surface of the prism, S2 , which forms the virtual image of I2 at the position
of I3 . C2 is the center of the surface, S2 .
(3) Mirror S3 forms a virtual image of I3 at the position of I4 by reflection.
Since I3 and I4 are near the center of S3 , the magnification of the spectrometer is
one.
(4) Notice that I4 is still at the aplanatic conjugate surface of S2 , which relays
I4 to I5 .
(5) Although I5 doesn’t lie on the inner aplanatic conjugate of S1 , it is near
the intersection of the inner concentric surfaces of S1 and S2 . Therefore, S1 still can
form the real image, I6 , at the outer concentric surface of S1 . Therefore, this last
refraction is still near aplanatic.
Given an approximate size of the spectrometer, 300 mm, we choose R1 = 100
mm, and R2 = 120 mm (Fig. 2.6), the glass type of the prism is F2, which has a
refractive index nc = 1.615 (at 656.3 nm). All of the calculations follow the aplanatic
property of the spherical refractive surface:
I1 C1 = nR1 = 1.615 × 100 = 161.5 mm,
100
R1
=
= 62 mm,
n
1.615
R2
120
I5 C2 =
=
= 74.3 mm,
n
1.615
I2 C1 =

(2.13)

I3 C2 = nR2 = 1.615 × 120 = 193.8 mm.
In the final design (Fig. 2.7), I5 C2 = 74.56 mm, so there is a little offset from the
condition of forming a perfect image. R3 is decided by placing I3 near C3 . Because
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Figure 2.6. Initial dimensions of the prism spectrometer design in OSLO. Spherical
surface S1 and S2 , together with the cylinder cut (shown between the parallel lines;
the dimension between the lines is 25.4 mm) form the designed spherical prism. In
the figure, there are two sets (red and blue) of concentric circles; the dashed circles are
aplanatic conjugates of the solid circles. Spherical surface S3 represents the concave
mirror. I1 is the object; I2 − I5 are the intermediate images formed by S1 , S2 , and
S3 ; and I6 is the real image of I1 . C1 , C2 , and C3 are the centers of surfaces S1 , S2 ,
and S3 , respectively. All dimension units are mm.
I4 also should be on the outer dotted blue circle, C3 should be near the midpoint of
I3 and I4 . R3 = I3 C2 + R2 + L, where L is an arbitrary distance. For a starting
value, we choose L = 25 mm, which gives R3 = 338.3 mm (R3 = 336 mm in the final
design).
These numbers are chosen to be the starting point of the prism spectrometer
design in OSLO (optics software for layout and optimization). The radius and angles
of the surfaces, S2 and S3 , and the distances between S1 and S2 , and between S2
and S3 are adjusted to minimize the aberrations (mainly astigmatism, coma, and

Chapter 2. Hyperspectral line-scanning microscopy

26

distortion). Table 2.2 shows the dimensions of the optimized spectrometer design in
OSLO.
Surface
Object
1
2

Radius
0.00
-100.00
-120.00

Thickness
261.50
25.40
36.69

Glass
Air
F2
Air

3

-336.00

-36.69

Reflect

4
5
Image

-120.00
-100.00
0.00

25.4
-259.94
0.00

F2
Air
Air

Notes
Tilt 0.00 deg
Position then tilt (Y-tilt, clockwise)
-12.200 deg
Position then tilt (Y-tilt, clockwise)
5.458 deg
Same as S2
Same as S1
Position then tilt (Y-tilt, clockwise)
-20.879 deg, global coordinate: Y is
-17.14; Z is -259.94; origin is at S1

Table 2.2. Dimensions of each surface in OSLO design (units: mm)

2.3.3

Alignment procedure of the spherical-prism spectrometer

The relative positions of all components in the designed-prism spectrometer are optimized for minimum aberrations; therefore, an accurate alignment of the prism spectrometer is critical to achieve the designed performance. The 3D drawing of the
spectrometer (Fig. 2.7b) is an illustration of the actual spectrometer. It contains
a slit, a custom-made spherical prism, a custom-made concave mirror, and a plane
mirror. The detailed alignment procedure of the prism spectrometer is given below:
1. Assemble a reference beam source. For example, couple a green laser into
an optical fiber, and collimate the laser beam out of the fiber with an aspherical
lens. The fiber tip (with laser coming out) is mounted on an xy translator, which is
assembled together with the aspherical lens.
2. Install the reference beam source on an empty RMS port in the objective
lens turret by using an RMS thread adapter. Most of the reference beam passes
through the dichroic mirror and enters into the emission path; only a small amount
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Figure 2.7. Final design of spherical prism spectrometer. (a) Overlay of spectrometer
with aplanatic conjugate surfaces in Fig. 2.5. (b) 3D drawing of the spectrometer.
(c) Dimensions of the final spectrometer design.
of the reference beam is reflected by the first surface of the dichroic mirror and is
directed into the excitation path. Adjust the x and y positions of the fiber tip, so
that the reference beam is centered along the optical axis of the excitation path.
3. Place the slit at the focal plane of lens L3 (Fig. 2.2). Assume that the
optical axis is the z-axis and that the y-axis is perpendicular to the optical table.
The precision of the slit z position is not critical - within 5 mm is accurate enough,
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which can be achieved easily by using a ruler. The x and y positions of the slit are
set by centering the slit with the reference beam. However, the spectral image is very
sensitive with the slit x position, because the slit width is only 100 µm. Thus, the
slit is mounted on a single-axis translator for fine-adjusting of its x position. The
following steps refer to x-, y-, and z-axis many times; it is important to keep in mind
that the slit is along the y-axis and that the 2D spectrometer drawing (Fig. 2.7c)
illustrates the x-z view of the designed spectrometer.
4. Place the concave mirror 323 mm away from the slit. Center the mirror
with the reference beam. Adjust the mirror angle so that the reflected beam coincides
with the beam at the slit.
5. Mount the spherical prism on a mirror mount, and place it 261 mm from
the slit. Center the prism with the reference beam. Rotate the prism so that the
transmitted beam is parallel with the table and toward the camera, and then fasten
the mirror-mounting screw. Adjust the prism angle so that the reflected beam from
the first surface of the prism coincides with the reference beam at the slit.
6. Place a target at the slit, and adjust the angle of the concave mirror so
that the reflected beam at the target is offset by 17 mm along the x-axis from the
center of the target and displaced toward the camera.
7. Place the plane mirror at the furthest position from the camera, without
blocking the incoming beam from the slit. Adjust the mirror angle so that the reflected
beam from the mirror is parallel to the table.
8. Place the camera a certain distance from the plane mirror so that the
distances between the camera chip and the plane mirror, and between the slit and
the plane mirror, are almost the same. The distance from the camera chip to its
C-mount port is 17.5 mm, which is a standard distance for a C-mount. Center the
camera with the reference beam.
9. Remove the reference beam, and replace it with an objective lens. Start
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the camera, and place the calibration lamp (multi-ion discharge lamp, LightForm)
on top of the objective lens. Adjust the z position of the camera until the images
of the top and bottom edges of the slit on the camera are the sharpest. The slit is
illuminated by the calibration lamp, and its image is dispersed by the spectrometer
along the spectrum of the calibration lamp. Thus, the image on the camera shows
a number of slit images at several peaks of the spectrum of the calibration lamp
(Fig. 2.9a). Adjust the x position of the camera so that the entire slit image is
within the camera’s field of view. Adjust the y positions of the camera so that the
desired spectral range is within the camera’s field of view. The x and z positions of
the camera can be adjusted only by hand, which leads to inevitable crosstalk while
adjusting one of them. However, the x position of the camera allows for a relatively
larger offset, which can be compensated for by adjusting the x position of the image
by using the plane mirror. The y position of the camera can be adjusted by using the
screws on the custom-made camera mount. It is better not to use the plane mirror to
adjust the y position (along the slit) of the image, because it could have directed the
reference beam out of the x-z plane and contradict the requirement of the reference
beam being in the x-z plane in step 7.
10. Remove the calibration lamp, and turn on the excitation laser. Place a
planar-quantum dot sample above the objective lens. Focus the laser line on the quantum dot sample through the eyepiece of the microscope. Then switch the emission
light to the camera and adjust the x position of the slit with a single-axis translator
until the quantum dot image is the brightest.

2.3.4

Calibration of the spectrometer

An equilateral prism spectrometer was used initially for the HSM. However, the equilateral prism causes obvious distortion on the spectral image: the spectral lines are
bent (Fig. 2.8). This distortion complicates the dispersion calibration of the spec-
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trometer and hence complicates the localization algorithm for hyperspectral image
data. In contrast, the spherical prism spectrometer shows excellent performance in
minimizing the distortion on the spectral image. As shown in Fig. 2.9 and Fig. 2.10,
the spectral curves at different positions of the spectral lines overlap perfectly with
each other, which indicates that the image distortion is very small. The spectral
image in Fig. 2.9 was obtained under a slit width of 100 µm, while the spectral
image in Fig. 2.10 used a 20 µm-wide slit. Apparently, the smaller the slit width, the
sharper the spectral lines and the higher the spectral resolution. The peaks in the
spectrum of the calibration lamp (multi-ion discharge lamp [MIDL], LightForm) are
well resolved under the 20 µm-wide slit, and therefore, they can be identified according to the specification sheet of the calibration lamp. With the found peak positions
and the corresponding wavelength, the dispersion curve (Fig. 2.11) can be generated
through a polynomial fit to the third order. However, for fluorescence imaging, the
100 µm-wide slit is used for higher quantum efficiency.
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Figure 2.8. Spectrum of calibration lamp from an equilateral prism spectrometer.
(a) Image of the calibration lamp on the camera (the horizontal axis, x axis, is along
the spectral dimension). The calibration lamp is a multi-ion discharge lamp (MIDL,
LightForm), the slit width is 100 µm, and the camera is an EMCCD (Andor Luca
R) with an array size of 1004 pixels × 1002 pixels; pixel size is 8 µm. (b) Spectral
curve, which is generated by the sum projection of (a) along the y dimension. The
blue, green, and red lines correspond to the regions in (a) with the same color. The
green curve shows an obvious deviation from the other two lines, which corresponds
to the bending of the spectral lines in (a).
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a
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Figure 2.9. Spectrum of calibration lamp from the spherical prism spectrometer.
(a) The image of the calibration lamp on the camera (the vertical axis, y-axis, is
the spectral dimension). The calibration lamp is a LightForm multi-ion discharge
lamp (MIDL); the slit width is 100 µm; and the camera is an EMCCD (Andor iXon
860) with an array size of 128 pixels × 128 pixels, and a pixel size of 24 µm. (b)
Spectral curve, which is generated by the sum projection of (a) along the x dimension.
The blue, green, and red lines correspond to the regions in (a) with the same color.
All three colored lines almost overlap each other, which demonstrates a very small
distortion in the spectral lines.
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Figure 2.10. Spectrum of calibration lamp from the spherical prism spectrometer. (a)
Image of the calibration lamp on the camera (the vertical axis, y axis, is the spectral
dimension). The calibration lamp is a LightForm multi-ion discharge lamp (MIDL);
the slit width is 20 µm; and the camera is an EMCCD (Andor iXon 860) with an
array size of 128 pixels × 128 pixels, and a pixel size of 24 µm. (b) Spectral curve,
which is generated by the sum projection of (a) along the x dimension; the peak
wavelengths are identified from the specification sheet of the calibration lamp. The
blue, green, and red lines correspond to the regions in (a) with the same color. All
three colored lines almost overlap with each other, which demonstrates a very small
distortion in the spectral lines.
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Figure 2.11. Dispersion curve, generated from the spectral curve in Fig. 2.10, by a
polynomial fit to the found spectral peaks.

The spectral resolution of a spectrometer is defined by ∆λ, which is the smallest
difference in wavelengths that can be distinguished at a wavelength of λ. To measure
the spectral resolution of the spectrometer, two lasers at wavelengths of 633 nm and
543 nm are used and imaged under slit widths of 20 µm and 100 µm (Fig. 2.12). The
spectral resolution at a certain wavelength is given by

∆λ =

δλ
∆x,
δDisp(λ)

(2.14)

where Disp(λ) is the dispersion function shown in Fig. 2.11, and ∆x is the full
width at half maximum (FWHM) of the laser line at a wavelength of λ. As expected,
the spectral resolution is higher with a smaller slit width. However, the spectral
resolution under a 100 µm-wide slit is sufficient to distinguish the quantum dots of
different colors that are used in the HSM, because they have much wider spectral
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width than do the laser lines.

a

b

Figure 2.12. Spectral resolution at wavelengths of 633 nm and 543 nm. (a) 100
µm-wide slit. (b) 20 µm-wide slit.

2.4

Conclusion

In this chapter, we describe the design and calibrations of a spherical prism spectrometer, which is optimized for minimum distortion on the spectral image. The spectrometer design is based on the aplanatic property of a refractive spherical surface and
is optimized by an optical system-design software (OSLO). The actual spectrometer
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shows negligible distortion on the spectral image. The dispersion calibration matches
with the simulation result in OSLO. The spectral resolution of the spectrometer with
a 100 µm-wide slit is ∼8 nm at 633 nm, which is near the midpoint of the designed
dispersion range of 500 nm to 800 nm. Under this spectral resolution, different colors
of quantum dots can be separated.

2.5

Appendix: Introduction to OSLO

OSLO is an optical system-design software used primarily to determine the optimum
sizes and shapes of the elements in optical systems in cameras, consumer products,
communications systems, military/space applications, scientific instruments, etc. In
addition, it is used to simulate the performance of optical systems and to develop
specialized software tools for optical design, testing, and manufacturing.
In OSLO, optical elements are defined in surfaces. After creating a new file,
the user can add or remove a surface and edit the specifications of each surface by
using the surface data spreadsheet (Fig. 2.13); the default unit is mm.

Figure 2.13. Surface data spreadsheet in OSLO.
Fig. 2.13 shows the surface data spreadsheet of the spherical prism spectrometer. Notice that Surfaces 2 and 3 are the same as Surfaces 6 and 5, respectively,
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which are the two spherical surfaces of the prism. This is because OSLO counts the
number of surfaces the rays pass through or hit on; because the rays pass through
the prism twice, OSLO counts the prism surfaces twice. The last surface is always
the image plane (IMS); AST stands for the aperture stop.
On the surface data spreadsheet, in addition to surface specifications, several
other useful features can be set by users. The object height is set to 1.5 mm (Fig.
2.13), because the slit height is 3 mm. The beam radius is the radius of the beam at
the aperture stop, which is set according to the microscope system. The wavelength
can be set under the wavelength panel; in the spectrometer design, three wavelengths
(500 nm, 650 nm, 800 nm) are chosen to test the performance of the spectrometer.
In the field-points panel, the user can choose any point on the object; the set point
position is the relative position to the object height. After setting the field point,
the user can characterize the system performance at a specific field point from the
graphic window (Fig. 2.15).
Another useful spreadsheet is the lens drawing condition (Fig. 2.14), in which
the user can change the view of the lens drawing, the number of rays, the wavelength
displayed on the drawing, etc. As shown in the spectrometer drawing (Fig. 2.7c),
the view is in the y-z plane, and the three ray fans with different colors represent
different wavelengths.
After creating the basic elements in the file, the next step is to optimize the
optical system. In the graphic window (Fig. 2.15), many analysis plots characterize
the performance of the optical system. In the drop menu of the graphic window,
the user can choose the analysis results from different aspects of the system, such as
wavefront, spot diagram, PSF, MTF, energy analysis, etc.
In a good optical system, aberrations should be minimized. Therefore, (a)
in the ray-analysis plots, the astigmatism and the spherical aberrations, the focal
shift, and the distortion should be small; (b) in the wavefront plots, the peak-to-
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Figure 2.14. Lens drawing condition spread sheet in OSLO.

Figure 2.15. Graphic window in OSLO.
valley values for selected field points should be small; (c) in the spot diagram, the
geometric spot sizes should be much smaller than the diffraction spot sizes for the
selected field points; (d) in the PSF plot, the peak should be close to 1, and the x and
y dimensions of the PSF should be nearly the same, which means the PSF should be
circular symmetric.
To achieve these criteria, one method is to use the automatic optimization in
OSLO; it is under the optimize/generate error function in the main menu of OSLO.
There are two different error functions: OSLO spotsize/wavefront is to minimize the
spot size; aberration operands is to minimize different orders of aberration. The
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first one is used in the spectrometer design, because the automatic optimization on
the second error function sometimes leads to divergence. After choosing the error
function, the next step is to set variables in the surface data spreadsheet, the values
of which can be changed within a given range during the optimization. Then by
clicking optimize/iterate, OSLO will change the defined variables automatically to
minimize the error function. In the spectrometer design, the selected variables are
R3 , the tilt angles of S3 and S2 , and the distances between S1 and S2 , and between
S2 and S3 .
In addition to the error function defined in OSLO, the user also can create
user-defined error functions in the operands data editor (Fig. 2.16). The error function consists of many operands, which are defined by the parameters to be optimized.

Figure 2.16. Operands data editor in OSLO.
In the spectrometer design, three operands were defined as dispersion, distortion, and magnification. The definition of dispersion is 3+O107, in which 3 means
the designed lateral shift is 3 mm from 500 nm to 800 nm. The character O107 is the
operands 107, which is defined as Y(1,1,2,7)-Y(1,1,3,7), where Y means the y-axis of
the spectrometer drawing, and the parameters of Y are the field-point number, the
ray number, the wavelength number, and the surface number. Thus, with a given
point on the object, O107 is equal to the lateral shift at the image plane between
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wavelength 2 (500 nm) and wavelength 3 (800 nm). Similarly, distortion is defined
as the lateral shift at the image plane along the y-axis between the field point at the
center and the field point at the end of the object under the same wavelength. The
definition of magnification is the same as distortion except that the lateral shift at
the image plane is along the x-axis.
In the operands data editor, the mode Min means minimizing the weighted
root-mean-square value of all of the operands. Therefore, as shown in Fig. 2.16, the
operands (user defined) being minimized are OP108, OP109, and OP111. The weight
for the distortion operand (OP109) is the largest, because the optimum goal of this
spectrometer design is to minimize the distortion.
The optimized value can be read from the text window (Fig. 2.17) in OSLO.
The text window contains many items, which give all of the specifications of the
optical system; for example, Rin shows the refractive index of each surface, and Ope
shows the optimized operands value (Fig. 2.17).

Figure 2.17. Operands data in text window in OSLO.
Under the Ope tap, the value of OP107 is -2.988 mm, which is very close to
the desired dispersion range of 3 mm. The distortion is -1.68 µm, which indicates
that the spectral lines should be nearly straight. And the value of OP110 is 1.498
mm for wavelength 1 (600 nm), which is very close to half of the object (slit) size, 3
mm, so that the magnification is one, as desired.
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Another method for optimization is to use the slider wheel, in which the user
can optimize the system by adjusting the variables on a slider bar. This method
provides the user with a way to visualize the optimization procedure, thus making it
more convenient to use, even though it is not as precise as the first method.

Figure 2.18. Slider wheel setup window in OSLO.
In the slider wheel setup (Fig. 2.18), the surface numbers under the Surf
column define the surfaces to be adjusted, and the specific variables of each surface
are selected under the Item column. The current values of selected variables are
shown in the Value column. In the top panel, different types of image analysis plots
can be chosen. In the spectrometer design, Field sags (sagittal and tangential field
curves), Spot diagram, and Long. SA (longitudinal spherical aberration) are used
mostly frequently.
Click OK in the slider wheel setup window, the graphic window and the slider
window will pop up (Fig. 2.19). In the Field sags plot on the graphic window, the
horizontal axis is along the z-axis in the image space; thus, if the image is in focus,
the green (tangential) and blue (sagittal) curves should coincide with the origin. The
vertical axis is along the y-axis, because the tangential curve and the sagittal curve
do not overlap each other, which means the image of an off-axis object point has an
astigmatism aberration. However, the astigmatism aberration is relatively small along
the x-axis, according to the spot diagram, and the slit is also along the x-axis. In
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Figure 2.19. Field sags analysis plot and slider bar in OSLO.
the spectrometer design, the astigmatism aberration, the focal shift between different
wavelengths, and the geometric spot sizes were minimized by using the slider wheel.
The image analysis results for the final spherical prism spectrometer design
are listed below:

Figure 2.20. Distortion plot of the spherical prism spectrometer design in OSLO.
The distance from the axis means the distance of a certain point on an image plane
to the optical axis. The field of view is only 3 mm × 3 mm, so that the maximum
distance from the center reaches to 2.12 mm. The greater the distance, the greater
the distortion. However, the resulting distortion is within 0.9 µm.
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Figure 2.21. Focal shift plot of the spherical prism spectrometer design in OSLO. A
focal shift describes a chromatic aberration. The focal position at 600 nm is defined
as a reference point. The focal shift along the designed spectral range is within 7 µm.

Figure 2.22. Lateral shift plot of the spherical prism spectrometer design in OSLO.
A lateral shift describes the dispersion of a spectrometer. The color represents the
relative height positions to the object height. The curves show that the dispersion
behaves the same for different points on the object.
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Figure 2.23. Wavefront plot of the spherical prism spectrometer design in OSLO. The
plot shows the wavefront of an on-axis object point at a wavelength of 600 nm. The
plot shows that the overall aberrations are small.

Figure 2.24. Spherical aberration plot of spherical prism spectrometer design in
OSLO. It is defined by the distance from the image plane to the intersection of the
ray with the optical axis. The y-axis of the graph uses a fractional pupil coordinate,
ranging from 0 to 1. The color represents three different wavelengths used in the
spectrometer design. The curves are almost vertical, which means all rays intersect
at nearly the same point on the optical axis, so that the spherical aberration is small.
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Figure 2.25. Spot diagram of spherical prism spectrometer design in OSLO. The plot
is a reference to an on-axis object point at a wavelength of 600 nm. The geometrical
spot size is defined by the scatter plot generated from the geometrical ray tracing
result. The small geometrical spot size indicates the converging wavefront before
the image plane is almost spherical, so that the systematic aberration is small. The
diffraction-limited spot size is defined by the maximum convergence angle at the
image plane.

Figure 2.26. Point spread function plot of spherical prism spectrometer design in
OSLO. The plot is reference to an on-axis object point at a wavelength of 600 nm.

Chapter 3
Point spread functions of various
optical systems
Point spread function (PSF) plays an important role in imaging system analyses. On
one hand, it is used to extract systematic aberrations and the properties of a single
emitter. On the other hand, it is widely used in imaging analyses, such as in deconvolution, single-particle tracking, and single-emitter or multiple-emitters localization.
In this chapter, a series of concepts related to PSF are introduced at the beginning
and are followed by the calculations of PSFs of various microscope systems. Then,
several types of optical aberrations existing in most microscope systems are described.
Most text and figures in Section 3.5 and Sections 3.6.2 to 3.7.2 are from the published
paper [58].

3.1
3.1.1

Preliminary concepts
Definition of PSF

The concept of a linear system is important in defining a PSF. A system is said to be
linear if the following superposition property is obeyed for all input functions p and

46
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q and all complex constants a and b [2],

S{ap(x1 , y1 ) + bq(x1 , y1 )} = aS{p(x1 , y1 )} + bS{q(x1 , y1 )},

(3.1)

in which S{} is a system operator. Any input function g1 (x1 , y1 ) of S{} can be
described in a δ function,

g1 (x1 , y1 ) =

+∞
x

g(ξ, η)δ(x1 − ξ, y1 − η)dξdη.

(3.2)

−∞

Then, the output function g2 (x2 , y2 ) of S{} becomes,

g2 (x2 , y2 ) = S{g1 (x1 , y1 )} = S{

+∞
x

g(ξ, η)δ(x1 − ξ, y1 − η)dξdη}.

(3.3)

−∞

If S{} is a linear system operator, it can be brought within the integral,

g2 (x2 , y2 ) =

+∞
x

g(ξ, η)S{δ(x1 − ξ, y1 − η)}dξdη.

(3.4)

−∞

Introduce h(x2 , y2 ; ξ, η) to denote the output response at point (x2 , y2 ) to the input
δ function at point (ξ, η),

h(x2 , y2 ; ξ, η) = S{δ(x1 − ξ, y1 − η)},

(3.5)

h is called the impulse response of a system S. In an optical system, h is referred to
as the PSF. Thus, Eq. 3.4 can be written as

g2 (x2 , y2 ) =

+∞
x

g(ξ, η)h(x2 , y2 ; ξ, η)dξdη.

(3.6)

−∞

The above expression, which is known as the superposition integral, demonstrates the important fact that a linear system is characterized by its response to a
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unit impulse, which is a point source for an optical system.
In fluorescence imaging, a fluorescent molecule or a fluorescent bead (less
than 100 nm) usually is considered as a point source. The image of the fluorophore or
the bead is the PSF of the imaging system. Equation 3.6 is based on a linear system,
which requires that, in the case of an optical system, each individual point source is
independent of each other, and its image remains the same either when it is separated
or when it is overlapped with the other point source.

3.1.2

Scalar diffraction theory

Diffraction was defined by Sommerfeld (1954) as “any deviation of light rays from
rectilinear paths which cannot be interpreted as reflection or refraction.” However, the
phenomenon of diffraction has been observed since the 17th century; Grimaldi (1665)
observed that when a light source passes through a sharp-edged circular aperture, its
projection on the wall is not sharp at the edge but gradually decreases from light
to shadow. Christian Huygens, in 1678, intuitively interpreted this phenomenon by
introducing a secondary spherical wave source at the circular aperture; the wavefront
at the aperture can be decomposed into many secondary wavelets. However, further
development of the diffraction theory was impeded by Newton’s particle theory of
light, until more than 100 years later, Augustin Jean Fresnel (1818), by making rather
arbitrary assumptions about the phase and amplitude of Huygens’ secondary sources,
calculated the diffraction pattern by considering the interference of various wavelets.
After Maxwell (1860) discovered light as an electromagnetic wave, Gustav Kirchhoff
(1882) put the Huygens and Fresnel diffraction theory on a firmer mathematical
foundation and showed that the amplitudes and phases ascribed to the secondary
wavelets by Fresnel were indeed logical consequences of the wave nature of light.
(This history of diffraction theory is from [2].)
The complete derivation of the scalar diffraction theory from Maxwell’s equa-
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P0

r01
ξ

x
θ

P1

z
y

η
Σ

Figure 3.1. Illustration of scalar diffraction theory. P1 is a point at the aperture Σ;
P0 is a point at a distance of r01 from P1 ; and θ is the angle between vector P1~P0 and
the normal of the planar aperture.
tion is not given here. A commonly used solution is given below. It is known as the
first Rayleigh-Sommerfeld solution, which is one of the mathematical descriptions of
the Huygens-Fresnel principle [2].
eikr01
1 x
U (P1 )
cos(θ)ds,
U (P0 ) =
iλ
r01

(3.7)

Σ

in which P1 is a point at the aperture Σ (Fig. 3.1); P0 is a point at a distance of

# 

r01 from P1 ; and θ is the angle between vector P1 P0 and the normal of the planar
aperture.
This solution is derived from the assumption that the medium is linear,
isotropic, and homogeneous. Linear means the medium satisfies the linearity described in Section 3.1.1; isotropic means the medium’s property is independent of the
polarization of the wave; and homogeneous means the medium’s permittivity constant
is constant through the region of propagation.

3.1.3

Paraxial approximation

Paraxial means that the angle of a ray respect to the optical axis is very small, which
means that cos(θ) ≈ 1 [2]. Defining z as the distance between the origin of the
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aperture Σ to the origin of the observation space (Fig. 3.1), we have

cos(θ) =

p
z
, r01 = z 2 + (x − ξ)2 + (y − η)2 .
r01

(3.8)

Under the paraxial approximation, also known as the Fresnel approximation, we have


π 
(x − ξ)2 + (y − η)2 max ,
4λ
"

2

2 #
1 x−ξ
1 y−η
≈z 1+
+
.
2
z
2
z

z2 
r01

(3.9)

Then, Eq. 3.7 can be simplified as,
eikz
U (x, y) =
iλz

x


U (ξ, η) exp

Σ



k 
2
2
(x − ξ) + (y − η)
dξdη.
2z

(3.10)

Equation 3.10 is called the Fresnel diffraction integral. As z becomes larger, Eq. 3.10
can be simplified further by the Fraunhofer approximation,

z

2D2
k(ξ 2 + η 2 )max
, or z 
,
2
λ

(3.11)

in which D is the average dimension of the aperture. And Eq. 3.10 becomes
k

eikz ei 2z (x
U (x, y) =
iλz

2 +y 2 )

x
Σ




2π
U (ξ, η) exp −i (xξ + yη) dξdη.
λz

(3.12)

This is the well known Fraunhofer diffraction integral, which is a Fourier
transform of the field at the aperture. The Fraunhofer approximation often is achieved
by adding a converging lens after the aperture, given that the phase introduced by
the lens cancels the phase term exp [i(ξ 2 +η 2 )k/(2z)] in the Fresnel diffraction integral
(Eq. 3.10).
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Pupil function

The pupil function is essential in PSF modeling. In a generalized model of an imaging
system (Fig. 3.2), all of the optical elements are inside a black box, assuming that
the significant properties of this system can be described by the properties of two
‘terminals’: the entrance pupil and the exit pupil. The entrance pupil is the limiting
aperture of the rays coming from the object plane; the exit pupil is the limiting
aperture of the rays converging to the image plane. Both the entrance pupil and
the exit pupil could be real (the aperture stop) or virtual (the image of the aperture
stop). The finite size of a pupil leads to a diffraction pattern. Thus, for an imaging
system that is free of aberrations, the images produced from it are blurred only by
the diffraction pattern. Therefore, such a system is known as a diffraction-limited
imaging system. In other words, in a diffraction-limited imaging system, a diverging
spherical wave emanating from a point source is converged by the system into a new,
perfectly spherical wave that converges toward an ideal image point at the image
plane.

Figure 3.2. Generalized model of an imaging system. (The figure is from [2].)
To calculate the PSF of a diffraction-limited system, an on-axis point source
at the object plane was considered. A spherical diverging wave from the emitter enters
into the black box through the entrance pupil, and because the system is diffraction
limited, the wavefront at the exit pupil is a perfect, converging spherical surface.
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Under the paraxial approximation, the phase part of the field at the exit pupil is


k 2
2
exp −i (x + y ) .
2zi

(3.13)

Assuming the amplitude of the field at the exit pupil is P (x, y), according to the
Fresnel diffraction integral (Eq. 3.10), the field at the image plane is
k
(u2 +v 2 )2
i 2z

h(u, v) =

eikzi e

i

iλzi

x
Σ




2π
P (x, y) exp −i
(ux + vy) dxdy.
λzi

(3.14)

The above expression is a Fraunhofer diffraction integral. Function h(u, v) is the PSF
of a diffraction-limited system, given that P (x, y) is uniform, which is the corresponding pupil function. Equation 3.14 also can be interpreted as a superposition of many
equal amplitude plane waves propagating at different directions. Therefore, PSF is
the Fourier transform of a pupil function.
Although the pupil function is derived from a diffraction-limited system, it
can be easily generalized for an arbitrary imaging system. In the above derivation, the
paraxial approximation of a converging spherical wavefront at the exit pupil simplifies
the Fresnel integral into a Fraunhofer diffraction integral. For an actual imaging
system, the wavefront at the exit pupil is not spherical due to systematic aberrations.
However, it can be decomposed into an arbitrary wavefront and a converging spherical
wavefront, so that the pupil function has a generalized form,

P(x, y) = P (x, y)eiφ(x,y) ,

(3.15)

in which P (x, y) is the amplitude part of the pupil function, and eiφ(x,y) is the phase
part of the pupil function. For an actual imaging system, P (x, y) is not uniform
because of the nonuniform transmission rate of the imaging system. Generalized
pupil function includes the transmission properties and the aberrations of an actual
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imaging system, which makes it important in characterizing the quality of an imaging
system.

3.2

PSF of a widefield microscope

A widefield microscope is the simplest type of an optical microscope. Widefield means
the entire field of view is illuminated uniformly and imaged onto a 2D detector array,
such as a camera. A simple configuration of a widefield microscope consists of an
objective lens, a tube lens, and a camera. The exit pupil is at the plane immediately
after the tube lens. The converging angle at the camera is quite small, so that the
paraxial approximation is satisfied. The PSF of a widefield microscope can be directly
calculated from Eq. 3.14. However, it is more convenient to express it in k space,
i

k

−iλzi eikzi e 2zi
h(u, v) =
4π 2

(u2 +v 2 )

x

P(kx , ky ) exp[−i(ukx + vky )]dkx dky ,

(3.16)

Σ

in which k is the length of the wave vector, kx and ky are its component in the xand y-axis, which are equal to

k=

2π
2πx
2πy
, kx =
, ky =
.
λ
λzi
λzi

(3.17)

Assuming that the exit pupil is circular, the pupil function in spatial space is
p
P(x, y) = circ(

x2 + y 2 iφ(x,y)
)e
;
w

(3.18)

convert it in k space by applying Eq. 3.17,
p 2
kx + ky2 iφ(kx ,ky )
P(kx , ky ) = circ(
)e
.
wk/zi

(3.19)
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Assume that the system is free of aberration, so that φ(kx , ky ) = 0. Rewrite Eq. 3.16
in polar coordinates,
wk/z
Z iZ2π

2

−iλzi eikzi e
h(r) =
4π 2

i kr
2z

i

exp[−ikr cos(ϕ)]kr dϕdkr .
0

(3.20)

0

Apply the identities of Bessel functions:
1
Jn (z) =
2π

Z2π

eiz sin(θ) e−inθ dθ,

0

(3.21)

Zx
ξJ0 (ξ)dξ = xJ0 (x),
0

then, Eq. 3.20 becomes


2

h(r) = −eikzi e

i kr
2z

i

kw2  J1
2
2zi



kwr
zi

kwr
zi


;

(3.22)

this is the amplitude PSF of an unaberrated, widefield microscope system. The PSF
image captured by the camera is the intensity PSF,

I(r) = |h(r)|2 =



2

kw
2zi

2


2

J1



kwr
zi

kwr
zi

 2
 .

(3.23)

This expression gives the Airy pattern. The first zero of the Airy pattern is at
kwrim
= 1.22;
πzi

(3.24)

apply k = 2π/λ into Eq. 3.24,

rim =

0.61λ
,
w/zi

(3.25)
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where w is the radius of the exit pupil, and rim is the radius of the Airy pattern.
Assuming that α is the maximum angle of the converging wave toward the camera,
and according to the paraxial approximation, we have

sin(α) ≈ tan(α) = w/zi .

(3.26)

Because the numerical aperture, NA = n sin(α), where n is the refractive index of the
medium, then,

rim =

0.61λ0
,
NAim

(3.27)

in which NAim is the numerical aperture at the image space, and λ0 is the wavelength
in air. For an unaberrated system, it satisfies the Abbe sine condition,
rim
NAim
=
,
NAob
rob

(3.28)

in which NAob is the numerical aperture at the object space, and rob is the radius of
the projected Airy pattern at the object plane, which is

rob =

0.61λ0
,
NAob

(3.29)

where NAob is the numerical aperture of the objective lens. The above expression
gives the Rayleigh criterion of the lateral resolution of a microscope system. For
example, given NA = 1.45 (for an oil immersion objective lens) and λ0 = 600 nm,
the lateral resolution rob = 252 nm.
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Generalizing to 3D point spread function

Point spread function can be expressed as a superposition of many plane waves (Eq.
3.16). For each plane wave component at z = 0 (the focal plane),

P(kx , ky ) exp −i(ukx + vky ),

(3.30)

after propagating a certain distance away from the focal plane, Eq. 3.30 becomes

P(kx , ky ) exp −i(ukx + vky + zkz ),

(3.31)

where kz = (k 2 − kx2 − ky2 )1/2 . Similar to Eq. 3.16, the 3D point spread function can
be expressed as
i

k

−iλzi eikzi e 2zi
h(u, v, z) =
4π 2

(u2 +v 2 )

x

P(kx , ky ) exp[−i(ukx + vky )]
(3.32)

Σ

q
exp[−iz k 2 − kx2 − ky2 ]dkx dky .
The above expression is a 2D Fourier transform of the pupil function,

P(kx , ky , z) = P(kx , ky ) exp[−iz

q
k 2 − kx2 − ky2 ].

(3.33)

For most microscope systems, the image plane (which is at the camera) is
fixed; the 3D PSF is obtained by moving the sample or the objective lens. In this
case, the 3D PSF still takes the form of Eq. 3.32 but with the spatial and the
frequency coordinates converted to the object space. This is because the PSF also
can be calculated at the entrance pupil, which is immediately before the objective
lens. However, Eq. 3.32 is derived from the paraxial approximation; for an objective
lens with high numerical aperture, the paraxial approximation no longer is satisfied.
Thus, in order to use a Fourier transform to calculate the PSF, the field at the
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entrance pupil must be decomposed into plane waves (see detailed derivation in the
Appendix).

3.3

PSF of a confocal microscope

A confocal microscope [59, 60] achieves better resolution than a widefield microscope.
Their main differences are: (a) confocal microscope uses point scanning instead of
widefield illumination, (b) a pinhole is placed at the conjugate plane of the sample,
and (c) confocal microscope uses a point detector instead of a 2D detector arrays
(such as a camera). A schematic drawing of a confocal microscope is shown in Fig.
3.3.
imaging
lens1

imaging
lens2

sample

objective

objective
tube lens

pinhole

image
plane

Figure 3.3. A schematic drawing of a confocal microscope.

The PSF of a confocal microscope is affected by the point illumination pattern and the size of the pinhole. Figure 3.4 illustrates the excitation spot and a single
fluorophore at the sample plane. The excitation spot is an Airy pattern, given that
the optical system is diffraction limited. During the data acquisition, this excitation
spot scans across the field of view, and at a certain scanning point (x, y), the fluorophore is excited by the excitation light that reaches the fluorophore. Given that the
fluorophore is at position (0, 0), the intensity of the excitation light at the fluorophore
is

PSFex (−x, −y, z);

(3.34)
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y

Excitation spot
(x,y)
Pinhole

Emission spot

x

Figure 3.4. Illustration of the excitation spot and a single fluorophore at the sample
plane in a confocal microscope. During the data acquisition, the excitation spot
raster scans across the field of view, and the image of the pinhole (black circle) moves
together with the excitation spot.
here, PSF denotes the intensity PSF. The emission light within the pinhole area is
collected by a point detector. Thus, the total photon received by a point detector at
a certain scanning position is

x

PSFem (x − ξ, y − η, z)D(ξ, η)dξdη,

(3.35)

D

in which D(ξ, η) is the shape function of the pinhole, which is usually a circular
function. This integral is a convolution of the emission PSF with the pinhole shape
function. Assuming that at a low illumination power, the emission intensity is linear
with the excitation intensity, and by combining Eq. 3.34 and Eq. 3.35, the PSF of a
confocal microscope is

PSFconfocal (x, y, z) = PSFex (−x, −y, z)[PSFem (x, y, z) ⊗ D(x, y)].

(3.36)
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PSF of a line-scanning microscope

A line-scanning microscope [61] has a similar configuration to that of a confocal microscope. The differences are: (a) point illumination is replaced by line illumination,
(b) the pinhole is replaced by a slit, and (c) the point detector is replaced by a 1D
detector array. Figure 3.5 illustrates the optical path of a line-scanning microscope
in both the x-z and the y-z planes.

y
z

imaging
lens1

imaging
lens2

sample
x
z

objective

objective
tube lens

pinhole

image
plane

Figure 3.5. A schematic drawing of a line-scanning microscope.
The PSF calculation of a line-scanning microscope is similar to that of a
confocal microscope. Figure 3.6 illustrates the excitation line and a single fluorophore
at the sample plane. Assuming the excitation intensity is uniform along the y-axis,
and the fluorophore is at position (0, 0), the excitation intensity at the fluorophore is

PSFex (−x, z).

(3.37)

Assuming that the pixel size is infinitely small in the y dimension, the total photon
detected by each pixel on the detector array is the integral of the emission intensity
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y

Excitation
line
(x,y)

Slit
Emission spot

x

Figure 3.6. Illustration of the excitation line and a single fluorophore at the sample
plane in a line-scanning microscope. During the data acquisition, the excitation
line scans across the field of view, and the image of the slit (black rectangle) moves
together with the excitation line.
along the slit width,
Z
PSFem (x − ξ, y, z)L(ξ)dξ,

(3.38)

L

in which L(ξ) is the slit-width function, which is usually a one-dimensional rectangular
function. By combining Eq. 3.37 and Eq. 3.38, the PSF of a line-scanning microscope
is

PSFlinescan (x, y, z) = PSFex (−x, z)[PSFem (x, y, z) ⊗ L(x)].

(3.39)
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Figure 3.7. Illustration of line scanning on the sample plane and dispersion of the
scanning region on the camera by a spectrometer. During data acquisition, the excitation line scans across the field of view, and the image of the slit (black rectangle)
moves together with the excitation line. For each scanning position, the scanning
region is dispersed by a spectrometer on the camera.

3.5

PSF of the HSM

The HSM is based on the line-scanning microscope, and it is able to collect data with
both spatial dimensions and spectral dimension on a 2D detector array, by adding
a spectrometer in the emission path. The relative positions of the excitation line,
the slit, and a single emitter (Fig. 3.7a) are the same with line-scanning microscope;
however, the emission light after the slit is dispersed along the x-axis by a spectrometer (Fig. 3.7b). Thus the field intensity at the camera is influenced not only by the
slit width but also by the spectrum of the fluorophore. Assuming SP(xλ ) defines the
emitter’s spectrum, the intensity at position (xλ , y) on the camera is given by
Z
PSFem (x − ξ, y, z)L(ξ)SP(xλ + ξ)dξ.

(3.40)

L

The above integral is also an integral over the slit width; however, compared to Eq.
3.38, a spectral function is added in the integral, which is caused by the overlapping
regions of the dispersed slit images on the camera. Thus, the PSF of the HSM is
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given by
Z
PSFem (x − ξ, y, z)L(ξ)SP(xλ + ξ)dξ. (3.41)

PSFHSM (x, y, z, xλ ) = PSFex (−x, z)
L

Figure 3.8 and Fig. 3.9 show the simulated and the experimental PSF of the
HSM, respectively. In Fig. 3.8, the spectral function (SP) and the widefield PSF
(PSFex , PSFem ) are based on the hyperspectral images of a 100 nm yellow bead.
The simulation includes aberrations generated from the phase-retrieval process (see
Section 4.2.3).
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Figure 3.8. Simulation of HSM point spread function. The spectrum and widefield
point spread function is based on a 100 nm yellow bead. The simulation includes
aberrations generated from the phase retrieving process. A linear stretch (A) and log
stretch (B) of intensity for projections on the x-y, xz, and yz planes are shown along
with the x, y, and z vs. wavelength projections (C, D, and E).
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Figure 3.9. Experimental point spread function of HSM. The sample is a 100 nm
TetraSpeck bead imaged at 100 nm steps in z. A linear stretch (A) and log stretch
(B) of intensity for projections on the xy, xz, and yz planes are shown along with
the x, y, and z vs. wavelength projections (C, D, and E). The figures show three
emission peaks of TetraSpeck bead: 505/515 nm (green), 560/580 nm (orange) and
660/680 nm (dark red). Data were acquired at room temperature, using a 60× water
objective, NA = 1.2.

3.6

Optically engineered PSFs

In SMLM-based 3D super-resolution techniques, the PSF usually is modified in such
a way that its shape changes more rapidly along the axial direction. By applying a
proper localization algorithm on the engineered PSF, the axial resolution can be sig-
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nificantly improved upon the diffraction limited value. The following sections describe
two types of engineered PSFs that have been implemented for 3D super-resolution.

3.6.1

Double helix PSF

The double-helix PSF (DH-PSF) is based on propagation-invariant wave fields; it has
two main lobes continuously rotating with defocus. Its depth sensitivity provides a
new method in 3D super-resolution techniques. Here is a brief review of the derivation
of DH-PSF (see detailed derivation in [62]).
Propagation-invariant wave fields are characterized by a finite number of
transverse self-images with different orientations and scales. Consider a propagating
scalar wave,

U (r, t) = u(r) exp[i(kz − ωt)];

(3.42)

in the paraxial regime, the reduced wave field, u(r), can be expanded in terms of
Gauss-Laguerre (GL) modes,

unm (r) = G(ρ̂, ẑ)Rnm (ρ̂)Φm (φ)Zn (ẑ),

(3.43)

where ρ̂ = ρ/ω(ẑ) is the radial coordinate scaled by ω(ẑ), which is the radius of the
Gaussian spot size; ẑ = z/z0 is the longitudinal coordinate scaled by the Rayleigh
length, z0 . The calculations of ω(ẑ) and z0 are given by:
p
ω(ẑ) = ω0 (1 + ẑ 2 ),
(3.44)
z0 =πnr ω02 /λ,
where ω0 is the minimum radius of the Gaussian spot size, which is the radius of
the beam waist, and nr is the refractive index of the medium. The functions that
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compose unm (r) are:
ω0
exp(−ρ̂2 ) exp(iρ̂2 ẑ) exp[−iψ(ẑ)],
ω(ẑ)
√
|m|
Rnm (ρ̂) =( 2ρ̂)|m| L(n−|m|)/2 (2ρ̂2 ),
G(ρ̂, ẑ) =

(3.45)

Φm (φ) = exp(imφ),
Zn (ẑ) = exp[−inψ(ẑ)],
|m|

where φ(ẑ) = tan−1 (ẑ) is the Gouy phase. L(n−|m|)/2 (2ρ̂2 ) are the generalized Laguerre
polynomials, where the integers n and m satisfy,

n = |m|, |m| + 2, |m| + 4, |m| + 6, ...

(3.46)

The Laguerre polynomials can be generated from their recurrence relations:
Lα0 =1,
Lα1 = − x + α + 1,




α−1−x
α−1
α
α
Ln (x) = 2 +
Ln−1 (x) − 1 −
Lαn−2 (x).
n
n

(3.47)

As detailed in [62], the self-imaging condition is satisfied if and only if the indices nj
and mj of each GL mode j that compose the wave satisfy

nj = n1 +

γ
2πNj
(mj − m1 ) +
,
∆ψ
∆ψ

(3.48)

for all j, where n1 , m1 , and Nj are integers. The term ∆ψ = ψ(ẑ2 ) − ψ(ẑ1 ) is the
change in Gouy phase from z1 to z2 along the propagation direction, while γ is the
angle the self-image rotated from z1 to z2 . Equation 3.48 can be illustrated on a GL
modal plane (Fig. 3.10); it is represented by a set of parallel lines that are spaced in
an equal ordinate distance of 2π/∆ψ and have a slope of γ/∆ψ. Note that the angle
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of rotation is proportional to the slope of the lines.

16
14
12

n

10
8
6
4
2
0
−10

−5

0
m

5

10

Figure 3.10. GL modal plane and self imaging modes. Each GL mode that satisfies
Eq. 3.46 is represented by a blue dot. The GL modes that satisfy the self-imaging
condition lie upon equally spaced parallel lines. In this case, the slope, γ/∆ψ = 2,
and the ordinate distance between consecutive lines, 2π/∆ψ = 6.
The rotating self-imaging wave field used in DH-PSF generation is a superposition of GL modes with indices (m, n) equal to (1, 1), (3, 5), (5, 9), (7, 13), and
(9, 17) [63]. These are the GL modes that lie upon the right-most line in Fig. 3.10.
Figure 3.11 shows the magnitude and phase parts of these modes at z = 0. As shown
in Fig. 3.11, the number of cuts in the phase parts (bottom row of Fig. 3.11) is
equal to m, and the phase difference across each cut is 2π. The resulting rotation
beam from these GL modes is shown in Fig. 3.12, and although the magnitude of
each mode is circular symmetric, the magnitude of the superposed field has two main
lobes.
The two lobes of the resulting field break the circular symmetry, and their
rotation along the propagation direction (the axial direction) forms a double helical
field (DH-field). This DH-field contains the relationship between the rotation angles
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(1,1)

(3,5)

(5,9)

(7,13)

(9,17)

Figure 3.11. GL modes that are used in generating the DH-PSF. The images show
the corresponding magnitude and phase parts of each mode at z = 0. The indices are
corresponding to the (m, n) index of each mode as defined in the text.

magnitude

phase

Figure 3.12. DH-field at z = 0.
and the axial positions of the two lobes. As shown in Fig. 3.13, the two lobes rotate
counterclockwise from z = −0.6 µm to z = 0.6 µm, and the rotation rate is faster
near the focus (z = 0). The field intensity distribution is invariant on propagation,
except for a change in rotation and scale. This DH-field distribution has a great
advantage in the axial localization, because of its sensitivity to emitter’s z position.
To implement this propagation invariant field in 3D super-resolution techniques, a
phase plate is placed at the Fourier plane of the image plane. The phase plate is
generated from the Fourier transform of the DH-field at z = 0.
Assuming that the microscope system has no other aberrations and transmis-
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Figure 3.13. The magnitude and phase parts of the DH-field at z from -0.6 µm to 0.6
µm, with 0.2 µm intervals.
sion loss, other than those from the phase plate, the relationship between the phase
plate and the 3D PSF is

PSFDH (x, y, z) = |F[Pplate (kx , ky ) exp(i2πkz z)]|2 ,

(3.49)

where Pplate is the phase plate, which also can be considered as the pupil function
of this microscope system. Figure 3.14 shows an example of a simulated DH-PSF
generated from the corresponding phase plate (which is the pupil function); it is
surprising that the DH-PSF reproduces the DH-field generated directly from the
superposition of the GL modes. However, this is true only if the phase plate is given
by

Pplate = F[UDH (ρ̂, 0)],

(3.50)

in which UDH (ρ̂, 0) is the DH-field at z = 0 (top left image in Fig. 3.14). As shown
in Fig. 3.14, the pupil function is exactly the same as the original DH-field at z = 0,
except for the changes in phase and scale. This is because the DH-field is an eigenrotated Fourier transform function [62]; its Fourier transform is a rotation transform of
itself multiplied by an eigenvalue. In fact, the Fourier transforms of DH-field at all z
positions are the same, except for a quadratic phase difference (exp[iρ̂2 ẑ]). And the
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Figure 3.14. The DH-PSF generated from the corresponding DH-field and the pupil
function (also the phase plate). The pupil function (top right) is the Fourier transform
of the DH-field (top left). The DH-PSF (bottom) is calculated from Eq. 3.49 at z from
-0.6 µm to 0.6 µm, with 0.2 µm intervals. The parameters used in PSF simulation
are: N A = 1.46, λ = 0.67 µ, nr = 1.52, and the pixel size at the sample plane is 106
nm.
defocus term (exp[i2πkz z]) in Eq. 3.49 can be approximated to a quadratic phase.
Therefore, the Fourier transform of the pupil function (Eq. 3.49) reproduces the
original DH-field, except for the changes in the rotation rate and rotation direction.

3.6.2

PSF with astigmatism aberration

Under the scalar diffraction theory (Section 3.1.3), PSF can be calculated from the
Fourier transform of the pupil function,

PSF = |F[P (kr , θ)ei2πkz z ]|2

(3.51)

where P (kr , θ) is the pupil function in k space, with length k = n/λ; n is the refractive
index of immersion medium; kr is the projection of k in x-y plane; and exp(i2πkz z)
describes defocus, with kz = (k 2 − kr2 )1/2 . With a numerical aperture (NA), the pupil
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function takes the form,

P (kr , θ) = A · circ

kr
λ/N A



eiφ ;

(3.52)

for an ideal optical system, the magnitude is A = 1, and the aberration phase is
φ = 0. In the astigmatism method, the aberration phase becomes [64],

φ=C

kr
λ/N A

2
cos(2θ)

(3.53)

where C is a positive number and describes the strength of the astigmatism aberration. For example, C = 2 or C = 3 results in ∼ 400 nm or ∼ 600 nm separation
between the two foci in the object space.

3.7
3.7.1

Aberrations in fluorescence microscopy
Refractive-index mismatch aberration

Due to their high numerical aperture, oil immersion objectives often are used even
when imaging cellular samples mounted in a water-based medium. Imaging away from
the cover glass will induce additional spherical aberration that is more pronounced
as the distance from the cover glass increases. However, the resulting aberration can
be accounted for with a depth-dependent modification of the pupil function.
We adopt the Gibson-Lanni’s model [65] for estimating the aberrations induced by refractive index mismatch. We simplify this approach by using a twomedium optical system consisting of the sample medium and the immersion medium,
with refractive indices n2 and n1 , respectively, and assuming the refractive index of the
cover glass and the objective lens are the same as that of the immersion medium. In
Fig. 3.15a, point P is the designed focal position of the objective lens, which is at the
cover glass/sample interface; and t∗g and t∗i are the designed thicknesses of the cover
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glass and immersion medium, respectively. In order to image a point source emitter
inside the sample medium, the cover glass (dashed red lines) was moved closer to the
objective lens, while the thickness of the cover glass remained unchanged (tg = t∗g ).
For a single emitter O (red dot, Fig. 3.15a) located at distance z from the interface, the optical path difference of the corresponding ray coming from emitter O and
designed focus P is

OP D = n2 |OA| + n1 |AB| − n1 |P C|,

(3.54)

and the phase aberration at the pupil will be

ϕaber



2π
=
zn2 cos(θ2 ) − (t∗i − ti )n1 cos(θ1 ) .
λ

P designed position

a
n2

n1
A

θ2
O

O

B

n1

emitter position

(3.55)

b
θ1

C

θ1

n1

θ1

θ2

θ1

P

O

P

z

tg

ti

t *g

t *i

zo

objective

t *i - t i

Figure 3.15. Schematic illustration of aberration caused by refractive index mismatch.
(a) Geometric ray tracing from an on-axis point (blue) at the designed position and an
emitter (red) located at an arbitrary z position. t∗g and t∗i are the designed thicknesses
of the cover glass and the immersion medium respectively, while tg and ti are the
corresponding thicknesses when the objective lens is moved away from the designed
position. We assume that the refractive index of the cover glass, the immersion
medium, and the objective lens are the same and equal to n1 , while n2 is the refractive
index of the sample medium. (b) In the paraxial range, the image of a fluorophore
located at reference position zo is at the designed focus position P.
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Effect of supercritical angle fluorescence

In Eq. 3.55, for high numerical aperture, for example NA= 1.45, and with n2 = 1.33,
and n1 = 1.52, the cos(θ2 ) term could be imaginary, given that θ1 satisfies the relation
n1 sin(θ1 ) ≤ NA. This occurs when θ1 is larger than the critical angle. Equation 3.55
remains valid, and the resulting imaginary phase will give rise to an exponential
decay term in the z direction, which is physically the result of evanescent waves from
near-field dipole emission. If the fluorophore is very close to the cover glass (within
about λ/2), the evanescent wave will penetrate into the cover glass and transmit at
θ1 above the critical angle, a phenomenon known as supercritical angle fluorescence
(SAF) [66, 67, 68, 69]. If θ1 satisfies the relation n1 sin(θ1 ) ≤ NA, the SAF will be
captured by the objective lens. Because of the decay term, the numerical aperture will
appear smaller when imaging depth increases, up to about 1.5 λ, where the numerical
aperture converges to the refractive index of the sample medium.
This section gives the derivation of the theoretical model of the SAF effect.
In TIRF microscopy, oil immersion objectives with a high numerical aperture (NA)
are used to enable total internal reflection (TIR) at the cover glass-sample interface,
resulting in an evanescent field reaching into the sample medium. However, if we
consider the inverse of TIR, the evanescent waves that originate from fluorescence
dipole emission can penetrate the interface and become a propagating wave at an
angle greater than the critical angle. For simplicity, we consider a two-layer system
consisting of the sample medium and the immersion medium, with refractive indices
of n2 and n1 , respectively, where n2 < n1 .
We consider a single fluorophore located at distance z = d from the interface
of the two-medium system. It is convenient to use the plane wave decomposition of
the fluorescence dipole emission, and for simplicity, instead of the complete expression
of dipole emission, we assume that all of its plane-wave components have the same
magnitude. For a plane wave originating from the fluorophore, its propagation and
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transmission can be expressed in the matrix form [70],


 
 
ik2z d
0   1 ρ21   0 
1 e
Er 


 ,
 =
τ
−ik2z d
21
0
e
ρ21 1
Et
Ei

(3.56)

where eik2z d is the propagation phase of the wave propagating from the fluorophore
to the interface, and k2z = 2πn2 /λ cos θ2 . ρ21 and τ21 are the Fresnel reflection and
transmission coefficients at the interface. Ei , Er , and Et represent the incident,
reflected, and transmitted waves, respectively. From the above Eqs. we can obtain
the relationship between Ei and Et ,
Et = τ21 eik2z d Ei ,

(3.57)

where τ21 is equivalent to the pupil function given that all plane-wave components
have the same magnitude. For actual optical systems, τ21 could be retrieved from the
phase-retrieval process. Under SAF fluorescence, the Fresnel transmission coefficients
[70] remain valid:
2iγ
,
1 + iγ
2iγ nn21
τk =
 2 ,
iγ + nn12
p
(n1 sin θ1 )2 − n22
γ=
,
n1 cos θ1

τ⊥ =

(3.58)

where τ⊥ , τk are the transmission coefficients for perpendicular and parallel polarization. Hence τ21 = (τ⊥ +τk )/2, assuming the incident wave is unpolarized. k2z becomes
imaginary,

k2z

2π
=i
λ

q
(n1 sin θ1 )2 − n22 = i/δ.

(3.59)
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Then the transmitted wave becomes

Et =

τ⊥ + τk −d/δ
e
Ei ,
2

(3.60)

where the propagation term in Eq. 3.57 becomes a decay term, e−d/δ , with a skin
depth δ. Because δ is comparable to the wavelength of the emission light (Eq. 3.59),
the magnitude of the evanescent wave (e−d/δ Ei ) will decay to zero with d  λ before
the wave is transmitted through the sample-immersion interface. Thus, SAF exists
only in the near interface region. To illustrate this confined fluorescence, we include
the decay term in the pupil function. Then, the pupil function with the SAF effect
can be expressed as


 (τ⊥ + τk )/2
P =

 e−d/δ (τ⊥ + τk )/2

3.8

n1 sin θ1 ≤ n2

(3.61)

n2 < n1 sin θ1 ≤ N A.

Point spread function of a dipole emitter

In fluorescence microscopy, each fluorophore often is considered to be an ideal point
emitter. However, in reality, a fluorophore behaves as a dipole emitter, which is either
freely rotating or fixed. In most fluorescence-labeled samples, each fluorophore can
be modeled as a freely rotating dipole, and its PSF is a sum of all of the possible
dipole orientations. In some cases, fluorophores are immobilized, so that its dipole
orientation is fixed, and its PSF is described by the single-dipole emission.
Considering a generalized model of an imaging system (Section 3.1.4), the
PSF can be calculated from the electric field at the entrance pupil. The entrance pupil
of a microscope system is at the first lens of an objective lens. The objective lens is a
compound lens system; the first lens, which is the lens nearest to the sample, is like
a hemisphere. The mediums near the first lens form a multilayer system (Fig. 3.16),
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which contains the sample medium, the cover glass, and the immersion medium.

z
p
First lens
E

immersion
coverglass

Entrance pupil

r
α
n

Sample medium

o

β

x

y

Figure 3.16. A schematic drawing of a dipole emitter in a multilayer system between
the sample medium and the objective lens. A dipole emitter is located at point O,
with a dipole moment p, which orientates at a polar angle α, and an azimuthal angle
β.
Assuming that a dipole emitter located at point O (Fig. 3.16) has a dipole
moment p, which orientates at a polar angle α and an azimuthal angle β, then its
electric field can be calculated from [71]
1
E(r) =
4π





1
ik ikr
eikr
2
+ [3n(n · p) − p] 3 − 2 e
k (n × p)n
,
r
r
r

(3.62)

in which, p = (p sin α cos β, p sin α sin β, p cos α), and n = (sin θ cos φ, sin θ sin φ, cos θ).
And n is a unit vector along r, and  is the electric permittivity of the sample medium.
Equation 3.62 is a general expression of a dipole radiation. However, the spherical
wave representation, eikr /r, complicates the PSF calculation. Thus, Eq. 3.62 often
is expanded in terms of plane waves, so that the PSF can be calculated through a
Fourier transform. From the result of the plane-wave expansion (see Appendix 3.10),
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each plane-wave component is given by

Ek =

k2
n × (n × p)eik·r ,
8π 2 0 nkz

(3.63)

in which 0 is the electric permittivity in free space, and n is the refractive index of
the sample medium.

θ3

n3
θ2

E||
n2
θ1

E
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Figure 3.17. A schematic drawing of a plane wave propagating through a multilayer
system.
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Figure 3.18. A schematic drawing of a plane wave propagating through a generalized
imaging system.

The following derivation starts with a single plane-wave component. As
shown in Fig. 3.17, a plane wave from a dipole radiation propagates through the

Chapter 3. Point spread functions of various optical systems

78

multilayer system. Because of the difference between the refractive index of each
layer, the electric field undergoes reflection and refraction at each interface. To calculate the reflection and transmission coefficients, the electric field (Fig. 3.18) is
decomposed into its perpendicular component, Eφ , and its parallel component, Eθ .
The decomposition is relative to the incident plane, which is the plane spanned by the
interface normal, which is along the z-axis in Fig. 3.18, and the wave vector k, which
is along the unit vector n in Fig. 3.18. We let θ̂ be a unit vector in the incident plane
and along the direction of increasing angle θ and φ̂ be a unit vector perpendicular to
the incident plane and along the direction of increasing angle φ. Then, we have
θ̂ = n × φ̂ = (cos θ cos φ, cos θ sin φ, − sin θ),
(3.64)
φ̂ = n × ẑ = (sin φ, − cos φ, 0),
in which ẑ is a unit vector along the z-axis. We use the above equations and Eq. 3.63
to calculate the two polarizations of the electric field, Eθ and Eφ :
Eθ = E · θ̂ ∝ [(n · n)p − (n · p)n] · θ̂ ∝ p · θ̂
(3.65)
Eφ = E · φ̂ ∝ [(n · n)p − (n · p)n] · φ̂ ∝ p · φ̂.
where n1 , n2 , and n3 denote the refractive indices of the sample medium, the cover
glass, and the immersion medium. The transmission coefficients of the two polarized
electric fields at each interface are [70]

τij⊥ =

2ni /nj
2
, τijk =
,
1 + aij
1 + (ni /nj )2 aij

(3.66)

in which

aij =

kzj
nj cos θj
=
,
kzi
ni cos θi

(3.67)
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subscript i and j denote mediums 1, 2, and 3, and the order denotes the propagation direction; for example, τ12 is the transmission coefficient of the electric field
propagating from medium 1 to medium 2. In most situations, the multiple reflection
between two interfaces can be neglected, because the fluorescence emission is incoherent, and the thickness of the cover glass is very large compared to the wavelength.
Thus, the total transmission coefficients of the two polarized electric fields through
the multilayer system are

τ⊥ = τ12⊥ τ23⊥ , τk = τ12k τ23k .

(3.68)

Then, the electric field at the entrance pupil is

Eθ3 = τ⊥ Eθ , Eφ3 = τ⊥ Eφ .

(3.69)

Assuming that the microscope system is aberration corrected after the entrance pupil,
and with no additional transmission loss, the two polarized electric fields along the
intermediate optical path are (Fig. 3.18)

Er = Eθ3 , Eφ‘ = Eφ3 .

(3.70)

Because NAim  1, the z component of the electric field at the exit pupil satisfies
Ez ≈ 0. Therefore, the electric field along the x- and y-axis can be calculated from:
Ex = Er cos φ − Eφ0 sin φ = τk Eθ cos φ − τ⊥ Eφ sin φ,

(3.71)

Ey = E cos φ + Er sin φ = τ⊥ Eθ cos φ + τk Eθ sin φ.
φ0

By substituting Eq. 3.63 and Eq. 3.65 into Eq. 3.71, the final expression of the electric
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field at the exit pupil from each plane-wave component of the dipole radiation is:
k12
(τk p · θ̂ cos φ − τ⊥ p · φ̂ sin φ)eikim ·r ,
2
8π 0 n1 kz1
k12
= 2
(τ⊥ p · φ̂ cos φ − τk p · θ̂ sin φ)eikim ·r .
8π 0 n1 kz1

Ekx = Ex eikim ·r =
ikim ·r

Eky = Ey e

(3.72)

The electric fields of x and y polarizations at the image plane are integrals over all of
the plane-wave components:
Exim =

x

1
4π 2
kr <

Eyim

1
= 2
4π
kr <



√2 2
2
Ex eikim ·r dkx dky = F Ex eiz kim −kxim −kyim ,

2πN Aim
λ0

x

ikim ·r

Ey e



dkx dky = F Ey e

iz

√

2 −k 2 −k 2
kim
xim
yim



(3.73)
.

2πN Aim
λ0

Therefore, the PSF of a single, fixed dipole emitter is

PSFsingle = |Exim |2 + |Eyim |2 .

(3.74)

In the above derivation, by neglecting the transmission loss and the aberrations after
the entrance pupil, the electric field at the exit pupil is exactly the same electric field
at the entrance pupil. In Eq. 3.73, the electric field at the image plane is calculated
from the Fourier transform of the electric field at the exit pupil multiplied by a defocus
q
2
2
2
− kxim
− kyim
, where z and kim represent the values at the image
factor, exp iz kim
space. However, in reality, the defocus is not caused by moving the camera but by
moving the sample or the objective lens. Thus, it is convenient to express the defocus
term in the corresponding variables at the object space:

√2 2 2
Exim = F Ex eizj kj −kjx −kjy ,

√2 2 2
Eyim = F Ey eizj kj −kjx −kjy ,

(3.75)

in which j represents mediums 1, 2, and 3 in the multilayer system (Fig. 3.17). This
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indicates that the defocus can be caused by varying the thickness of different layers.

3.9

Conclusion

In this chapter, various PSF models from different types of microscope systems are
described. They are derived under the condition that the microscope system is diffraction limited. The aberrations caused by refractive index mismatch and SAF exist
when the refractive index of the sample medium doesn’t match with the immersion medium of the objective lens. Those aberrations must be taken into account in
SMLM-based techniques. We also describe two types of engineered PSFs, the shape of
which changes more rapidly along the axial dimension compared to the nonengineered
PSFs. This feature allows super-resolution in all three dimensions in SMLM-based
techniques. In the end, we derive the PSF of a fixed dipole emitter in order to address
the situations when a fluorescent label cannot be considered as an ideal point source.

3.10

Appendix: Plane-wave representation of dipole
radiation

The vector potential for a given dipole moment p is [71]

A(r) = −

iµ0 ω eikr
p
,
4π
r

(3.76)

where µ0 is the permeability of the free space. The magnetic field H and the electric
field E are given by [71]

H=

Z0
1
∇ × A, E =
∇ × H,
µ0
k

(3.77)
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where Z0 = (µ0 /0 )1/2 is the impedance of the free space. By substituting Eq. 3.76
into Eq. 3.77, the electric field can be expressed in terms of the vector potential A,

E=

Z0
∇ × (∇ × A).
kµ0

(3.78)

Therefore, to expand the electric field in plane waves is to expand the vector potential
A in plane waves. This is done by expanding the spherical wave term of the vector
potential (A), exp(ikr)/r (in Eq. 3.76), into plane waves. According to [2], any field
distribution can be expressed as
√2 2 2
1 x
U (x, y, z) = 2
G(kx , ky )ei(kx x+ky y) eiz k −kx −ky dkx dky ,
4π −∞
+∞

(3.79)

in which

G(kx , ky ) =

+∞
x

U (x, y, 0)e−i(kx x+ky y) dxdy.

(3.80)

−∞

G(kx , ky ) is the Fourier transform of field U (x, y, z) at z = 0. With a known G(kx , ky ),
Eq. 3.79 gives the plane-wave expansion of field U (x, y, z). We assume a dipole is located at position (0, 0, d), and let S(x, y, z −d) denotes the spherical wave, exp(ikr)/r,
where r = [x2 + y 2 + (z − d)2 ]1/2 . According to Eq. 3.80, the Fourier transform of
S(x, y, z − d)at z = −d is
√
+∞ ik x +y
x
e
2

G(kx , ky ) =

−∞

2

p
e−i(kx x+ky y) dxdy,
2
2
x +y

(3.81)

using polar coordinates,
 2π

Z+∞
Z
G(kr ) =
eikρ  e−ikr ρ cos φ dφ dρ.
0

0

(3.82)
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The above integral can be calculated from the Bessel function identities:
1
Jn (z) =
2π

Z2π

eiz sin θ e−inθ dθ,

0

√
Z+∞
ω n (s + ω 2 + s2 )−n
−st
√
L(Jn ) =
Jn (ωt)e dt =
.
ω 2 + s2

(3.83)

0

The resulting integral is
Z+∞
2π
2π
G(kr ) = 2π
eikρ J0 (kr ρ)dρ = p
=
.
ikz
−k 2 + kr2

(3.84)

0

By substituting the above result into Eq. 3.79, the plane-wave expansion of the
spherical wave is given by
1
S(x, y, z − d) =
2πi

Z+∞
−∞

1 i(kx x+ky y+kz (z−d))
e
dkx dky .
kz

(3.85)

Each plane-wave component of the spherical wave is

Sk =

1 ik·r
1 i(kx x+ky y+kz (z−d))
e
=
e .
2πikz
2πikz

(3.86)

Thus, each plane-wave component of the vector potential A(r) is given by

Ak = −

iµ0 ω
pSk = A0 pSk .
4π

(3.87)

Because the curl operator, ∇×, can be put inside an integral, the plane-wave component of the electric field can be calculated by substituting Eq. 3.87 into Eq. 3.78,

Ek =

Z0
∇ × (∇ × Ak ),
kµ0

(3.88)
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The curl operation is calculated in the following steps:
∇ × Ak = A0 ∇ × (pSk ) = A0 (∇Sk × p + Sk ∇ × p)
= A0 ∇Sk × p = A0 Sk ik × p,
(3.89)
∇ × (∇ × Ak ) = iA0 ∇ × (Sk k × p) = iA0 (∇Sk × (k × p) + Sk ∇ × (k × p))
= iA0 ∇Sk × (k × p) = −A0 Sk k × (k × p).
Therefore, Eq. 3.88 becomes

Ek = −

Z0
1
A0 Sk k × (k × p) = 2
k × (k × p)eik·r .
kµ0
8π 0 nkz

(3.90)

This is the expression of a plane-wave component of the electric field of the dipole
radiation. It is valid in both the far-field radiation and the near-field radiation.

Chapter 4
3D super-resolution based on a
phase-retrieved point spread
function
Localization-based super-resolution imaging is dependent on finding the positions
of individual fluorophores in a sample by fitting the observed single-molecule intensity pattern to the microscope point spread function (PSF). For three-dimensional
imaging, system-specific aberrations of the optical system can lead to inaccurate localizations when the PSF model does not account for these aberrations. Here, we
describe the use of phase-retrieved pupil functions to generate a more accurate PSF
and therefore more accurate 3D localizations. The complex-valued pupil function
contains information about the system-specific aberrations and thus can be used
to generate the PSF for arbitrary defocus. Further, it can be modified to include
depth dependent aberrations. We describe the phase-retrieval process, the method
for including depth dependent aberrations, and a fast fitting algorithm using graphics
processing units. The superior localization accuracy of the pupil-function-generated
PSF is demonstrated with dual focal plane 3D super-resolution imaging of biological
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structures. In the end, a surface reconstruction algorithm on the data points obtained
from the 3D localization results of a whole-cell membrane is introduced (Appendix
4.10.3), which potentially can provide a method to calculate the area of the cell membrane as well as the cell volume. This chapter is based on the published paper [58].
Most text and figures in Section 4.1 to 4.10.1 are from the paper.

4.1

Introduction

Single-molecule localization-based (SMLM) super-resolution operates on the principle
of localizing the individual fluorescent molecules that label a sample [29, 27, 28, 30,
72]. In the image analysis process, the actual position of each fluorescent molecule is
estimated with subdiffraction precision. The resulting coordinate estimates then are
combined to produce an image with given sufficient labeling density and localization
precision [73], with subdiffraction resolution. For 2D imaging (such as in the total
internal reflection mode), simple PSF models, such as a 2D Gaussian model, have
been found to be sufficient for imaging under typical conditions [74]. 3D imaging,
such as that facilitated by a dual focal plane [47, 75], astigmatic imaging [46], and
techniques that make use of more complex engineered PSFs [48, 76] require a 3D PSF
model, and therefore, an accurate description of the 3D PSF is crucial to optimizing
the localization accuracy in image processing.
The 3D PSF model can be based on the experimental measurement of, for
example, a subdiffraction-sized fluorescent bead [47, 77, 78]. In this case, the system
aberrations and fluorescence emission properties are inherently included. However,
noise in the measurements can introduce inaccuracies into the model and, because
the PSF can be measured only at a finite number of points, a continuous description
of the PSF throughout 3D space requires interpolation between the discrete measurement points. The measured PSF also is difficult to modify in order to take into
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account additional aberrations, such as depth-dependent spherical aberration caused
by refractive index mismatch. Storage and use of a large calibration PSF stack is
computationally cumbersome and can limit the speed of analysis–a very practical
concern when data sets may contain images of more than 106 fluorophores.
Alternatively, the PSF model can be based purely on a theoretical model.
One widely used theoretical model is the 3D Gaussian model [46, 79]. The Gaussian
model requires little computational overhead and therefore offers significant speed
advantages in the localization algorithm. On the other hand, the Gaussian model
provides a good approximation only to the 3D PSF within a limited spatial range near
the focus. Furthermore, the Gaussian model also assumes that the optical system is
free of aberrations, which in practice is rarely the case. More realistic theoretical PSF
models are described by taking into account the vector property of light [74, 80, 81]
and considering the fluorophore as a dipole emitter. The vectorial models provide a
complete description of the PSF patterns from dipole emission and can be used to
model fixed or freely rotating dipoles. However, these models exclude system-specific
aberrations that are important in practice.
To overcome the limitations of the PSF modeling approaches described above,
a phase-retrieval method for widefield microscopy was developed to retrieve the pupil
function of the optical system [82, 83]. The phase-retrieval process makes use of images acquired with the optical system in question and therefore inherently includes
system-specific aberrations. A realistic PSF computed from the retrieved pupil function has been used in 3D image deconvolution [83], and more recently, modified
phase-retrieval methods were investigated specifically for STED microscopy [84] and
confocal microscopy [85].
A phase-retrieval method also was described recently for use in 3D superresolution imaging using an engineered ‘double-helix’ PSF [86]. In that work, a
phase-retrieval process was used to model the PSF between the discrete measurement
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positions along the optical axis. The method, however, relies on local interpolation
between z planes separated by about 100 nm, thus effectively using a different pupil
function for each z plane and retaining the need to store and access experimentally
acquired PSFs during localization.
In this chapter, we describe a process for using phase-retrieved pupil functions
for 3D super-resolution imaging with no need of measured PSFs during localization.
We describe the phase-retrieval process, PSF generation, and 3D single-molecule localization. We also demonstrate how to account for depth-dependent spherical aberration induced by sample-medium refractive-index mismatch and elucidate the role
of supercritical angle fluorescence in phase-retrieval and PSF generation. We then
demonstrate improved accuracy of the approach compared to unaberrated PSF models by performing super-resolution using a dual focal plane geometry, imaging both
immobilized beads and cellular structures. In addition, we implement a surface reconstruction algorithm on the localized data points from a whole-cell membrane, which
potentially can be used at measuring the membrane area and the cell volume.

4.2

Phase-retrieval algorithm

According to the scalar diffraction theory [2], the relationship between the pupil
function and the point spread function is [83],

P SF (x, y, z) =

s

2

P (kx , ky )e

i2π(kx x+ky y) i2πkz z

e

dkx dky ,

(4.1)

where P (kx , ky ) is the pupil function in k space with a length k = n/λ, n is the
refractive index of the immersion medium, and IPSF (x, y, z) is the 3D intensity PSF
in Cartesian space. The defocus phase is described by the exp(i2πkz z) factor, where
kz = (k 2 − kx2 − ky2 )1/2 .
Our approach for phase-retrieval and PSF generation is based on that de-
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scribed by Hanser et al. [83], where an iterative algorithm is used to retrieve P (kx , ky )
from a series of images of a small fluorescent bead collected with various amounts of
known defocus. As in [83], we make the assumption that the fluorescent bead used
for phase-retrieval measurements contains a large collection of randomly oriented fluorophores, and therefore, the dipole nature of the emission of individual fluorophores
results in a radial modification of the optical transfer function (OTF). As in [83],
we account for these effects with an OTF rescaling performed after calculating the
integral in Eq. (4.1). OTF rescaling will be discussed further in a later section.
In this section, we describe the process of obtaining the pupil function from
an experimentally measured PSF. The phase-retrieval process consists of four steps:
(1) PSF measurement, (2) data preprocessing, (3) phase retrieval, and (4) expansion
into Zernike polynomials. Each of these steps is described in the following subsections.

4.2.1

Data collection (PSF measurement)

Images of a single, isolated bead are collected and used for phase retrieval. The
bead is approximately centered in the field of view and placed in focus. During data
acquisition, the stage is moved through a range of ±1 µm about the focus position
in 100 nm steps. At each axial position, which we take to be the z-axis, 100 images
are collected, each measuring 128 pixels × 128 pixels. See Section 4.7.2 for further
details.

4.2.2

Data preprocessing

For each z position, we compute the average of the collected images, yielding a single
image at each sampled z position. The resulting images are cropped to a size R1 ×R1 ,
where R1 ≈ 40 pixels, corresponding to 4 µm. This cropping preserves the core
structure while eliminating those parts of the image that are indistinguishable from
noise. The in-focus image is fitted to a 2D Gaussian intensity distribution, and the
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position is used to define the center of the cropped frame for all images (Fig. 4.1a).
After cropping, a mean background value is subtracted from each of the
images. The mean background value is calculated for each image by computing
the mean value of the pixels at each edge of the corresponding cropped image and
choosing the smallest of the resulting four values. After the mean background has
been subtracted, any resulting negative pixel values are set to zero, and a binary
circular mask with a diameter of R1 pixels is multiplied onto each image, effectively
setting all pixel values outside of the circle to zero (Fig. 4.1b). Finally, the size of
each image is restored to the full 128 pixels × 128 pixels by padding with zero-valued
pixels (Fig. 4.1c).
In this application of super-resolution imaging, we use a dual focal plane setup
(see Section 4.6), and the preprocessing steps described above are applied separately
to the recorded PSF images at both planes.

4.2.3

Phase-retrieval process

The phase-retrieval process is an iterative process that retrieves the pupil function of
the optical system from a set of measured PSF images. The algorithm originally was
proposed by Gerchberg and Saxton (Gerchberg-Saxton algorithm [87]), and further
implemented in a high numerical aperture microscope system by Hanser et al. in [82,
83]. In our dual focal plane system, we apply a similar procedure to the measured PSF
for each plane separately, thereby obtaining a pupil function for each focal plane. As
detailed in [83], the phase-retrieval algorithm takes as input the numerical aperture of
the objective lens NA, the emission wavelength λ, the refractive index of the objective
immersion medium n, the actual CCD pixel size ∆d, and the lateral magnification
M.
At each iteration of the procedure, the magnitude of the amplitude PSF is
replaced by the square root of the measured intensity PSF. However, the magnitude
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Averaged bead image, size 40 x 40 pixels

a

Background subtracted and circular mask applied

b

Image extended to 128 x 128 pixels

Additional processing applied

c

d
i > i0

Figure 4.1. Preprocessing of raw PSF data. All images show the PSF at z = −0.6
µm. On the left side of each image, the pixel intensities have been linearly scaled,
while the right side shows the same image with intensity values on a log scale. (a)
The raw PSF, cropped to 40 × 40 pixels. (b) Subtraction of background from (a) and
application of the circular mask (see Section 4.2.2). (c) PSF from (b) after extension
to 128 pixels x 128 pixels. This is the measured PSF used in the phase-retrieval
algorithm at ith iteration where the i ≤ i0 th iteration (see section 4.2.3). (d) PSF
with additional processing (see Section 4.2.3), which is used as a measured PSF in
the phase-retrieval algorithm at the ith iteration, where i > i0 .
of the generated PSF model never reaches zero at any point in space. This conflicts
with our data preprocessing scheme for the measured PSF, in which negative pixel
values and extended pixel values are set to zero. To prevent misconvergence due
to the relatively large number of zero-valued pixels following the data preprocessing
described in the previous section, the zero-valued pixels in the extended PSF are set to
the value of the corresponding pixels in the phase-retrieved pupil-function-generated
PSF (PR-PSF) from the previous iteration. This approach has the advantage of
preserving the parts of the measured and processed PSF images (Fig. 4.1d) that
otherwise would be set to zero. Because the PR-PSF is still very different from the
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measured PSF during the first few iterations, this additional preprocessing step can
cause the calculation to diverge if applied too early in the iterative scheme. We applied
the modification only after a certain number of iterations i0 . We then determined the
optimal value of i0 through a process described in Section 4.2.5.

4.2.4

Zernike decomposition and compensation for x, y, z shifts

Zernike polynomials are a set of orthogonal polynomials that are widely used for describing aberrations in optical systems. We decompose the PR pupil function into
Zernike polynomials, which has the following advantages: First, the fitted coefficients
of Zernike polynomials indicate particular aberrations present in the optical system;
and second, the diffraction integral can be written as a sum of one-dimensional integrals, simplifying the PSF calculation (see Appendix 4.10.1). We decompose both the
magnitude and phase parts of the pupil function into the first 49 Zernike polynomials
(the polynomials are ordered as in [64]).
The first few coefficients of the phase-fitted Zernike polynomials are used to
estimate how well the measured PSF is centered on the cropped region and how well
the calculated infocus PSF image matches with the measured in-focus PSF.
To estimate the lateral shift of the PSF relative to the center of the cropped
region, we calculate:
Mλ
,
2πNA · ∆d
Mλ
= C3 ×
,
2πNA · ∆d

xshift = C2 ×
yshift

(4.2)

where C2 and C3 are the second and third Zernike coefficients respectively. The
axial shift was calculated by fitting the defocus phase 2πkz zshift to the fourth Zernike
polynomial. The first-order Taylor expansion of the defocus phase can be expressed
by the fourth Zernike polynomial plus a constant phase, so that the axial shift is
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found by minimizing the integral,

f=

x

(2πkz zshift − W4 − φ0 )2 dkx dky ,

(4.3)

where W4 is the fourth Zernike polynomial, and φ0 is a constant phase. We found
that the first-order approximation is sufficient to minimizing defocus aberration, so
that the fourth Zernike coefficient is less than 0.01. The lateral shift was minimized
by shifting the original PSF images accordingly before cropping. The axial shift was
minimized by redefining the z positions of the measured PSF. After correcting for x,
y, and z shifts, the phase-retrieval method described above was repeated, resulting
in a Zernike expanded pupil function with lateral shift and defocus near zero.

4.2.5

Parameter optimization

Many of the parameters required by the phase-retrieval process can be obtained by
direct measurement or from product specifications; however, the optimal values of
the parameters i0 , R1 , n, and λ, as defined in the previous sections, may depend
on the specifics of a particular sample and on the experimental conditions. The
optimal values of i0 and R1 are affected primarily by the spectra of the sample beads
and the effective pixel size on the sample plane; n can be affected by the type and
temperature of the immersion oil, and λ is primarily affected by the finite width of
the beads’ emission spectra and the used emission filters. Given that we ultimately
desire minimum error in 3D localization, we optimize i0 , R1 , n, and λ by minimizing
the z localization error of the same bead data used in the phase-retrieval process.
The optimization is performed by the following steps: (1) phase retrieval of the pupil
function, (2) 3D localization of the bead data recorded at the z positions from -0.8
µm to 0.6 µm, in 0.2 µm intervals, and the bead data used in localization were
preprocessed and averaged from the original data (see Section 4.7.3), (3) calculation
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of the sum of square error (SSE) of the found z positions compared with the actual z
positions, which is the set stage positions in z plus founded z shift (see Section 4.2.4),
and (4) update of the optimization parameters using a Markov chain Monte-Carlo
(MCMC) method [88], and return to step 1. The complete optimization typically
requires about 30 iterations.

4.2.6

PSF generation and OTF rescaling

Under the scalar diffraction theory, the PSF can be generated from Eq. 4.1, or
from Eq. 4.25 when using Zernike polynomials (see Appendix 4.10.1). This PSF,
directly calculated from the pupil function (PR-PSF), does not incorporate effects
that originate from fluorophore dipole emission and index mismatch aberration. In
this section, we describe modifications to the PR-PSF that address these issues as
well as derive the aberration phase caused by index mismatch and clarify the role of
supercritical angle fluorescence.
Scalar diffraction theory does not account for fluorophore dipole emission and
results in a PSF with sharper structures than the measured PSF. Although the pupil
function could be modified to correspond to a static dipole of arbitrary orientation
[83], we proceed under the assumption that the fluorophore is freely rotating and
appears as a collection of randomly oriented dipoles. In order to account for the
effects of dipole emission, a 2D empirical function is applied to the PR-PSF, which
operates like a Gaussian filter,

P SF = |F{P (kx , ky )ei2πkz z }|2 ⊗ F{G(kx , ky )},

(4.4)

where F{f (kx , ky )} denotes a 2D Fourier transform, and symbol ⊗ denotes a convolution. G(kx , ky ) is the empirical rescaling function. This modified PR-PSF (mPR-PSF)
is smoother than the PR-PSF, and the full width of half maximum (FWHM) of the
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in-focus PSF is wider, which matches with the vectorial PSF model of a fluorophore
with isotropic dipole emission [74]. mPR-PSF could be generated from PR-PSF that
comes either from PR pupil function or Zernike fitted pupil function; however, as
detailed in Section 4.8.3 and Appendix 4.10.1, we used the latter case for mPR-PSF
calculation.
G(kx , ky ) is a 2D Gaussian function fitted to the OTF ratio, which is defined
as the measured 2D infocus OTF divided by the retrieved 2D infocus OTF. The fitting
parameters are the magnitude I and the width of the Gaussian function in both the
x- and y-axis, σx and σy . Typically, we find σx 6= σy . Because the covariance, σxy ,
only results in a negligible term in F{G(kx , ky )}, we didn’t include it in the Gaussian
function.

4.3

3D localization algorithm

4.3.1

Single-emitter localization

Using the mPR-PSF obtained via the algorithm described in Section 4.2.6, it is
straightforward to model the signal from a single emitter (µ) for any position in
space (x, y, z), any photon count (I), and any background level (bg):

µ(x, y, z, I, bg) = I · PSF0 (x, y, z) + bg.

(4.5)

The localization algorithm described in this section is particular to a dual focal plane
setup but can be modified easily for other optical configurations. It is based on the
maximum likelihood estimator (MLE) assuming a Poisson noise model [89, 50, 90]
and finds the MLE using a Newton-Raphson method to iteratively update the fitting
parameters. Under a Poisson process, the likelihood function for a dual focal plane
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method is,

L(θ) =

1q −µ1q
2q −µ2q
Y µN
Y µN
1q e
2q e

N1q !

q

q

N2q !

,
(4.6)

θ =θ(x1 , y1 , z1 , I1 , bg1 , bg2 ),
where N1q and N2q are the expected photon counts at the qth pixel in plane 1 and plane
2, respectively, while µ1q and µ2q are the expected photon counts of a single-emitter
model at qth pixel. The fitting parameter θ includes the coordinates (x, y, z) of a single
fluorophore in plane 1; the expected total photon counts, I1 , for a single fluorophore
in plane 1, and the background photon counts in plane 1 (bg1 ) and plane 2 (bg2 ).
The corresponding values for plane 2 are easily computed once the values for plane
1 have been determined: The coordinates (x2 , y2 ) in plane 2 can be calculated from
the coordinates (x1 , y1 ) by means of a linear transform matrix, and the coordinates
z2 in plane 2 is related to z1 by a known plane separation. The expected total photon
count in plane 2 (I2 ) is related to I1 by a ratio factor Iratio . The background levels in
plane 1 and plane 2, bg1 and bg2 , are fitted separately because they could come from
auto-fluorescence or out-of-focus emission and thus can vary independently.
To maximize this likelihood function, we use the Newton-Raphson method
to find the zero of the objective function,

f (θ|D) =

∆ln(L(θ)) X N1q − µ1q ∆µ1q X N2q − µ2q ∆µ2q
=
+
.
∆θ
µ1q
∆θ
µ2q
∆θ
q
q

(4.7)

where the symbol ∆ represents the forward difference on discrete functions. The
fitting parameter θ is updated through,

θn+1 = θn −

f (θn |D)
.
f 0 (θn |D)

(4.8)

Because the mPR-PSF can be described only by pixelized images, the derivatives of
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the log likelihood function, ln(L(θ)), are calculated numerically.

4.3.2

Initial guess of parameters in question

To ensure a proper convergence, the Newton-Raphson method requires an adequate
initial guess of the parameters in question. Therefore, before the Newton-Raphson
iterative calculation, we perform some basic calculations on the fitting data to ensure
an appropriate initial guess of the parameters.
The fitting subregions measure 16 pixels × 16 pixels with an effective pixel
size of about 106 nm on the sample plane. Each subregion usually contains a single
fluorophore, located near the center. The initial coordinates (x, y) of the fluorophore
to be localized is calculated from the center of mass (COM) of a 5×5 pixel area at the
center of the subregion in plane 1, which reduces the effect of fluorophores near the
border of the subregion. The initial background value is estimated by calculating the
mean value of the pixels at each border of the subregion and choosing the smallest
of the four values. The background estimation is done separately for plane 1 and
plane 2. The initial intensity is estimated by summing over the subregion for plane
1 after subtracting the initial plane 1 background estimate. We compute the initial
z estimate using a modified method based on [91]. We compute the center intensity
ratio, Zest , which is the ratio of center intensities in plane 1 and plane 2, where the
center intensity in each plane is calculated by summing over an 11 × 11 pixel region at
the center of the subregion in each plane after subtracting the estimated background
value. We found that this center intensity ratio is linear in z and therefore can be used
as an initial z estimator. Using crimson bead data for Zest calibration, we obtained
the following z dependence:

Zest = p1 z + p2 ,

(4.9)
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where p1 and p2 are coefficients of linear fit.
For the dual focal plane method, the transform matrix that links the coordinates (x, y) between the two planes also can affect the fitting result. The transform
matrix consists of a series of linear transforms: scaling, translation, and rotation. In
order to obtain the correct transform matrix, a set of bead data is taken by moving a
single bead along the x and y dimensions in equal increments across the full imaging
area. Then the coordinates (x, y) of bead in both planes were found by performing
a 2D Gaussian fitting of a 20 pixels × 20 pixels subregion around the center of the
bead image. Having obtained this set of coordinates in x-y plane, we were able to
calculate the transform matrix using the fminsearch function in Matlab (MathWorks
Inc.).

4.3.3

Whole-cell reconstruction

Whole-cell 3D imaging may require imaging depths up to tens of microns from the
cover glass surface. Due to refractive index mismatch, the stage position that produces
the best focus can be far from the actual depth of the emitter [92]. As detailed in
Section 3.7.1, the quantity (t∗i − ti ) in the aberration phase (Eq. 3.55) caused by
refractive index mismatch is the actual movement of the stage in z, which is known
and can be denoted as the stage position, zstage . For 3D emitter localization, it is
convenient to introduce a reference position, zo , that is near the stage position and is
defined as,

zo ≡

n2
zstage ,
n1

(4.10)

and a relative z position, z 0 ,

z 0 ≡ z − zo .

(4.11)
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Figure 3.15b in Section 3.7.1 illustrates the physical meaning of the reference position, equivalent to the actual focal plane in [93]. With the fluorophore O located at
the reference position, its paraxial image will be at the designed position P. After
introducing the reference position, Eq. 3.55 can be rewritten in terms of zo and z 0 :

ϕaber



2π
n21
=
zo n2 cos(θ2 ) − zo n2 cos(θ1 ) + z 0 n2 cos(θ2 ) .
λ

(4.12)

In Eq. 4.12, the third term can be interpreted as a relative defocus phase, while
the first two terms represent the aberration phase introduced by the refractive index
mismatch at a given stage position. Therefore, for accurate 3D whole-cell localization,
ϕaber should be added to the pupil function (see Appendix 4.10.1), and the actual
fitting parameter should be z 0 .
The z estimation for whole-cell imaging is more complicated. Thus, the z
localization for whole-cell imaging consists of two steps: finding z 0 for a given zo and
recovering the actual z position using Eq. 4.10 and Eq. 4.11.
The initial z 0 estimation is the same as described in Section 4.3.2. However, different zo values will yield very different p1 and p2 values. Using results from
simulated data, we found the linear relationships between zo and p1 , p2 :
p1 = S2 zo + S1 ,
(4.13)
p2 = S4 zo + S3 ,
where the Si are coefficients of linear fits.
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4.4

Theoretical localization estimation: CRLB

The localization accuracy can be estimated by calculating the Cramér-Rao lower
bound (CRLB) [90, 94],

var(θi ) ≥ Fii−1 ,

(4.14)

where F is the Fisher information matrix. For a discrete likelihood function, each
element in F is given by
Fij =E[

∆In(L(θ|D)) ∆In(L(θ|D))
],
∆θi
∆θj

(4.15)

θ =θ(x1 , y1 , z1 , I1 , bg1 , bg2 ).
Assuming there is no correlation between any two different pixels and under a Poisson
process, we have

Fij =

4.5

X 1 ∆µ1q ∆µ1q X 1 ∆µ2q ∆µ2q
+
.
µ
∆θ
∆θ
µ
∆θ
∆θ
1q
i
j
2q
i
j
q
q

(4.16)

Implementation on GPU hardware

In order to make our mPR-PSF based localization algorithm practical for localizing thousands or even millions of emitters, we implemented the PSF calculation on
graphics processing unit (GPU) hardware using NVIDIA’s CUDA Architecture [95].
Our previous 2D localization algorithms have shown approximately two orders of
magnitude speed improvement using GPU implementations as compared to CPU implementations [89, 50]. In this case, the PSF generation itself is the predominant
computational demand, and only the PSF generation is implemented on the GPU.
In the diffraction integral, we take advantage of the Zernike-expanded pupil
function to express the PR-PSF calculation as a one-dimensional integral (see Ap-
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pendix 4.10.1). The integral along the radial dimension is computed numerically
using a quadrature method based on rectangle rules. The calculation is parallelized
in CUDA such that one ‘block’ calculates a 2D PR-PSF with a particular defocus
and one ‘thread’ calculates one pixel of the 2D PR-PSF. To make more efficient use
of the GPU, many PR-PSF calculations are done in parallel, which in the localization
algorithm corresponds to several individual fits, each needing 16 2D mPR-PSF images
per iteration (see Section 4.3.1). The OTF rescaling is performed in a second kernel
call that performs a real-space convolution of the PR-PSF to produce the mPR-PSF
and truncates edge pixels to match the data region used in localization.

4.6

Optical layout of dual focal plane method

A schematic illustration of our dual focal plane setup is shown in Fig. 4.2. The
emission beam was collimated through lens L1 and divided into two optical paths
using a beam splitter (BS). The transmission path was a 4f configuration, with f = 125
mm (L1, L2). A mirror, M2, was placed at the Fourier plane. In the reflection path,
lens L3 (f = 1000 mm) was placed about 90 mm before the imaging lens L2 to create
a second focal plane at the CCD. A filter wheel was placed before L1 for the selection
of different emission spectra. We used a band-pass filter (FF01-692/40-25, Semrock)
for imaging bead samples and cell samples labeled with Alexa 647 fluorophores. The
camera was an EMCCD camera (iXon 860, Andor Technologies PLC.), with a CCD
size of 128 pixels × 128 pixels and a pixel size of 16 µm (the actual pixel size is 24 µm,
we used a 1.5 magnifier before L1, which resulted in an effective pixel size of 16 µm).
The microscope was an inverted microscope (IX71, Olympus America Inc.). We used
a dichroic mirror (650 nm, Semrock) and a TIRF objective (UAPON 150XOTIRF,
Olympus America Inc.) with NA= 1.45 for recording data used in Figs. 4.4, 4.5, 4.6,
4.9, and 4.10, while a TIRF objective (UAPON 100XOTIRF, Olympus America Inc.)

Chapter 4. 3D super-resolution based on a phase-retrieved point spread function102
with NA= 1.49 was used for obtaining data for Fig. 4.11 and Fig. 4.12. Our setup
was slightly modified (Fig. 4.3) afterward to simplify the original design: L1 and L2
had f = 100 mm, M1 was removed, M2 was placed at 45 ◦ relative to the incoming
beam, and the camera was replaced by an EMCCD camera (iXon 897, Andor, Andor
Technologies PLC.), with a CCD size of 512 pixels × 512 pixels and a pixel size of
16 µm. The new setup has a relative magnification close to 1 between both planes,
so that the overall magnifications used throughout the paper were not the same, as
specified in each result.

FP

bead (z=200 nm)

)
plane 1 (z=0 nm

400 nm)
plane 2 (z=-

bead(z=-200 nm)

bead (z=-600 nm)
M1~M4 : mirror
L1, L2 : lens with f=125 mm
BS
: beam splitter
L3
: lens with f=1000 mm
FP
: second focal plane, CCD
locate at first focal plane

Figure 4.2. Schematic illustration of the dual focal plane concept and setup.
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Figure 4.3. An alternative version of dual focal plane setup.

4.7
4.7.1

Methods
Sample preparation

For the phase-retrieval process, we used 20 nm diameter beads (FluoSpheres F-8782,
crimson, Invitrogen) and 40 nm diameter beads (FluoSpheres F-8789, dark red, Invitrogen) diluted to 1:109 in deionized water. We added 5 µL of this diluted bead
solution to 500 µL 1X PBS (phosphate-buffered saline) in a single well of an 8-well
chambered coverslip (155411, LabTek, Nunc) and added 10 µL 1M NaCl to improve
adherence of the beads to the coverslip surface. For measuring PSFs with refractive
index mismatch aberration, we added a dilute 40 nm-diameter beads solution to 1X
PBS medium with fixed RBL cells.
For whole-cell imaging, we used RBL cells prepared in an 8-well chambered
coverslip kept at 37 ◦ C. We added 4 µL IgE-Alexa Fluor 647 (A-20006, Invitrogen)
conjugate (with a dye to protein ratio of 2.4) to each well. The cells were kept at 37 ◦ C
overnight, then rinsed with warm 1X PBS once, and fixed with 4% paraformaldehyde
(PFA) in 1X PBS for 15 minutes. After fixation, the samples were rinsed with 10
mM Tris twice, allowing 5 minutes for each rinse. Immediately before imaging, the
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Tris buffer was replaced by a STORM imaging buffer (450 µL 10% (w/v) glucose in
50 mM Tris, 10 mM NaCl, pH 8.5; 50 µL oxygen scavenger buffer [14040U catalase
(C9322–1G, Sigma Aldrich), 1688U glucose oxidase (G2133–50KU, Sigma Aldrich) in
50 mM Tris, 10 mM NaCl, pH 8.5]; 8 µL 1M MEA, pH 8.5) and was capped with
150 µL paraffin oil to prevent the entry of additional oxygen.
RBL cells in an 8-well chambered coverslip also were used for microtubule
imaging. In this case, the labeling steps were carried out as follows: (1) cells were
rinsed with 1X PBS at 37 ◦ C and extracted with 0.1% Triton X-100, 3% BSA (bovine
serum albumin) in 1X PBS for 10 s at room temperature (RT); (2) cells were fixed with
4% PFA (paraformaldehyde) in 1X PBS for 15 minutes at RT, and rinsed 4 times
with 10 mM Tris for 5 minutes each time; (3) cells were permeabilized with 0.1%
Triton X-100, 3% BSA in 1X PBS for 15 minutes at RT; (4) cells were incubated
with 10 µg/ml anti-alpha and anti-beta tubulin primary antibody (T6074, T8328,
Sigma Aldrich) for an hour at 37 ◦ C, and rinsed 3 times with 1% BSA in 1X PBS
for 5 minutes each time; (5) cells were incubated with 10 µg/ml secondary antibody
(107299, Jackson ImmunoResearch) conjugated with Alexa Fluor 647 (dye/protein
ratio of 2.52) for an hour at 37 ◦ C, and rinsed 3 times with 1% BSA in 1X PBS for 5
minutes each time; (6) cells were post fixed with 4% PFA for 15 minutes at RT and
rinsed 4 times with 10 mM Tris for 5 minutes each time; (7) cells were rinsed with
1X PBS and kept in 1X PBS, ready for imaging. Antibodies were diluted in 0.1%
Triton X-100, 1% BSA in 1X PBS. The imaging buffer preparation was the same as
for whole-cell imaging.

4.7.2

Data acquisition

The bead sample was excited with a 637 nm laser (laser diode, HL63133DG, Thorlabs,
with home-build collimation optics) at an excitation intensity of 0.1 kW/cm2 . Data
were acquired at a frame rate of 50 Hz, 100 frames per z position. The z = 0 µm
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position was set at the in-focus position of cover glass at plane 1, and data used in
generating results in Section 4.8 were acquired at z positions either from -1 µm to 1
µm, or from -2 µm to 2 µm, in increments of 100 nm, by moving the sample with a
piezo-driven nano-stage (Nano-LPS100, Mad City Labs Inc.) along the z-axis.
The cell sample first was excited with a 637 nm laser at low intensity (0.03
kW/cm2 ) in order to find a region of interest. Then the excitation intensity was
increased to 1.1 kW/cm2 , and the sample was illuminated slightly out of TIRF for a
few minutes, allowing most of the fluorophores to switch to the dark state. At this
point, data acquisition was started at a frame rate of 50 Hz, with 2,500 frames per z
position. The whole-cell image data was taken from the cover glass to the top of the
cell, with a z step size of 1 µm. During data acquisition, a 405 nm laser (DL-405-020,
CrystaLaser) was used to accelerate switching the fluorophores from the dark state
to the active state. The laser excitation intensity was adjusted gradually from 0 to 6
W/cm2 to ensure a proper density of excited fluorophores.

4.7.3

Data preprocessing for 3D localization

Our 3D localization algorithm relies on the fact that the photon counts at each pixel
are Poisson-distributed over time (expected photon counts in Section 4.3.1). Thus, a
CCD offset was subtracted from the original data, and the results were multiplied by
a fitted gain factor, as detailed in [89, 96].
After converting pixel values of the original data into expected photon counts,
we applied the method described in [50] to identify the single emitters in each frame.
The method basically performed two filtering steps to reduce the Poisson noise and
to smooth out the data, then found the pixel coordinates of local maxima and set
them as the centers of the fitting regions. Each fitting region measured 16 pixels
× 16 pixels, corresponding to a size of 2.87 µm2 at the sample plane. Then, all of
the fitting regions and the pixel coordinates of the corresponding upper-left corner of
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each fitting region are fed into the 3D localization algorithm.
In the case of 3D localization of bead data, the pixel coordinates of each
fitting region center were set to a constant, and each PSF was centered in the fitting
region, by shifting the single frames or the averaged bead data in the x-y plane with
an amount equal to that used in the phase-retrieval process. The averaged bead data
were generated by averaging over 100 frames at each axial position.

4.7.4

Drift correction

We used drift correction for constructing a superresolution image from the image
data acquired from a sample with fluorescence labeled microtubules. The data was
collected in 27 consecutive sequences, where each sequence consisted of 1,000 frames.
For each sequence, a 2D image was reconstructed from all of the accepted fitting
results, by replacing each fitting point with a circularly symmetric Gaussian, with
a sigma four times smaller than the radius of the Airy pattern. A reference image
was generated by averaging all 27 reconstructed images. The shifts between all 27
reconstructed images and the reference image were calculated by using the function
findshift in the DIPimage toolbox [97]. The findshift function utilizes the method
of gradient-based shift estimation [98]. The x and y shifts were calculated by reconstructing the images in the x-y plane, while z shifts were obtained from the images
reconstructed in the x-z plane.

4.8
4.8.1

Results and discussion
Phase-retrieval result

Figure 4.4 shows the pupil function obtained from the phase-retrieval process and
Zernike fitting, as detailed in Section 4.2, and from the mPR-PSF generated from the
Zernike fitted pupil function with OTF rescaling (Section 4.2.6). mPR-PSFs match
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well with measured PSFs in both planes of the dual focal plane setup and are free
of noise and artifacts. Fitting the pupil functions with Zernike modes eliminated
the noise visible in the PR pupil functions. The pupil functions for plane 2 are
slightly smaller than for plane 1, due to a slightly larger magnification. We found
that the optimization procedure (see Section 4.2.5) yielded the following values for the
unknown parameters in the phase-retrieval process of the data shown in Fig. 4.4: i0 =
7, R1 = 44, n = 1.5132, and λ = 670 nm. However, the optimization parameters vary
slightly for different measured PSF data sets under the same experimental conditions,
so we typically choose the phase-retrieval result that produces the best fitting accuracy
(Section 4.8.3) for 3D localization.

4.8.2

PSF with index mismatch aberration

Figure 4.5 shows different PSF models with refractive-index mismatch aberration.
Comparing the leftmost column to the center column in Fig. 4.5, it is clear that the
mPR-PSF with the aberration phase (Eq. 4.12) matches the measured PSF quite well.
The depth values listed in Fig. 4.5 indicate the bead’s distance from the cover glass in
the sample medium. These values were found by fitting the measured PSFs using the
method described in Section 4.3. The refractive indexes of the sample medium and
immersion medium were 1.33 and 1.52, respectively. For a bead at the cover glass,
the measured PSF and the mPR-PSF show small spherical aberration. This spherical
aberration is partially canceled by the refractive-index mismatch aberration at the
depth of ∼ 1 µm, so that the axial dimension of the PSFs are smaller at a depth of
0.87 µm. The rightmost column was generated using the scalar PSF (S-PSF) model,
which is calculated from the Fourier transform of an unaberrated pupil function. The
scalar PSFs are sharper, because they do not include OTF rescaling (see Section
4.2.6). A comparison of all three columns shows that the mPR-PSF matches the
measured PSF well and thus ensures better localization accuracy than the S-PSF. In
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Figure 4.4. Pupil function and mPR-PSF for the dual focal plane setup. These
images were obtained using the methods detailed in Section 4.2. mPR-PSFs were
generated from Zernike-fitted pupil function. Measured PSF images at the z positions
as indicated were used for phase retrieval. For this particular data, the calculated
defocus was 3.9 nm. The plane separation was 334.9 nm, λ = 670 nm, and NA= 1.46,
while the magnifications at plane 1 and plane 2 were 147 and 147×1.148, respectively.
The x-z sections in the rightmost column show the measured PSF and mPR-PSF in
the x-z plane. The bottom images show the corresponding pupil functions in k space.
Here, the Zernike-fitted pupil functions are constructed from 49 Zernike polynomials.
The scale bar is 500 nm. The support of pupil function in k-space is NA/λ.
calculating both the mPR-PSF and the S-PSF, we used NA = 1.46, λ = 670 nm, a
lateral magnification of M = 149.5 at both plane 1 and plane 2, and a CCD pixel
size of ∆d = 16 µm.
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measured PSF
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S-PSF + φ aber
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Figure 4.5. Measured PSFs and mPR-PSFs at various depths in the sample medium.
The data were acquired at z positions from -2 to 2 µm, with a step size of 100 nm.
The images were generated by summing over the 100 frames taken at each z step. The
displayed depths are the z positions found in the sample medium using the method
presented in Section 4.3. The mPR-PSF was retrieved from the measured PSF at the
cover glass where the depth is 0 µm, and the aberration phase is given by Eq. (4.12).
The S-PSF was generated from an unaberrated pupil function.

4.8.3

Localization of beads and simulated data

Comparison of bead-data localizations using various PSF models
Figure 4.6 shows the 3D localization results for one set of bead data, where beads
were immobilized on a cover slip and imaged repeatedly at various stage positions.
The same data also were used to generate the phase-retrieval results shown in Fig.
4.4. Figure 4.6a compares z localization of bead data using various PSF models. The
blue crosses and the superimposed red line show the fitting results obtained by using
mPR-PSF (Fig. 4.4) as the PSF model for localization of the collected single-frame
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data and the averaged data respectively, where the averaged data is the collected data
after averaging over 100 frames at each z position. The green dashed line shows the
fitting results obtained by using the S-PSF model with OTF rescaling (see Section
4.2.6) (mS-PSF), while the brown dashed line shows the fitting results obtained by
using only the S-PSF model. Both the green and brown dashed lines show the fitting
results on averaged data. The plots show that our localization algorithm based on
the mPR-PSF model performs well within a z range of ∼ 1.4 µm, compared to the
S-PSF model, which produces large deviations [Fig. 4.6(b-d)] in fitting accuracy. It
is interesting to note that the S-PSF model plus OTF rescaling (mS-PSF) greatly
improves the fitting accuracy, especially in z, which is also true for the PR-PSF
model (not shown). This indicates that both the mS-PSF and mPR-PSF models are
closer to the realistic PSF. The mPR-PSF model performs by far the best in fitting
accuracy. Over a depth of ∼ 1.4 µm, the average z-positions deviate less than 10
nm from the set z-positions (Fig. 4.6b), and the deviation is well below the typical
axial localization precision achieved with single molecules; the localization precisions
in lateral (x and y) and axial dimensions (z) are approximately 15 nm and 4 nm,
respectively [Fig. 4.6(e,f)], under an expected photon count of approximately 4,000
photons at plane 1. It is important to note that because the beads adhere to the cover
glass, the mPR-PSF model is correct only for analyzing data with samples located at
or near the cover glass when imaging samples with refractive-index mismatch. Thus,
when imaging samples far from the cover glass, the mPR-PSF needs to be modified
to account for aberrations caused by refractive-index mismatch (see Section 3.7.1 and
Section 4.8.2).

Theoretical localization precision
Figure 4.7 shows the theoretical estimation error from the CRLB (solid line) of the
3D localization based on the mPR-PSF and the standard deviation (circles) of the
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Figure 4.6. 3D localization of bead data. Data were acquired at 100 frames per
z position, from -1 µm to 1 µm. (a) z positions found from the bead data: using
the mPR-PSF model on the collected single-frame data (blue crosses), using the
mPR-PSF model (red solid line), the mS-PSF model (green dashed line), and the
S-PSF model (brown dashed line) on the averaged PSF data. (b-d) Deviations in the
found x, y, and z positions of the averaged PSF data from the true positions. Color
representation is the same as in (a), and deviations beyond 50 nm are not shown in
the plots. (e-f) Fitting precisions in x, y, and z, using the mPR-PSF model on the
averaged PSF data.
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Figure 4.7. Fitting precision and CRLB for simulated data. Simulated data were
generated from the mPR-PSF shown in Fig. 4.4, to which Poisson noise was added.
I1 = 4000, bg1 = 4.5, bg2 = 3.5, Iratio = 0.7, z = [−1, −0.9, ..., 0.7] µm, 100 simulated
single emitters per z position.
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Localization speed
Figure 4.8 shows the speed of GPU-based localization for different numbers of Zernike
coefficients and Newton-Raphson iterations. The plots were generated by fitting 1,000
simulated single emitters at random positions (x, y, z). We used the following procedure: First, localization was performed using only the first Zernike coefficient and 25
iterations to generate an initial guess for the second fit. We systematically varied the
number of Zernike coefficients and the number of Newton-Raphson iterations for the
second fit and then calculated the corresponding total fitting times and the averaged
SSE (sum of square errors) over all localizations. The SSE is defined as,

SSEfit =

X

(Nq − µq )2 ,

(4.17)

q

where Nq and µq are pixel values of the simulated data and the fitted model, respectively. The fitting time plots show that the total fitting-time increases almost linearly
with both the number of Zernike coefficients and Newton-Raphson iterations. From
the SSE plots, we found that more than 25 Zernike coefficients (Fig. 4.8a, fixed at 15
iterations) or more than 5 iterations (Fig. 4.8b, fixed at 9 Zernike coefficients) do not
decrease the SSE value significantly. We also noticed that the SSE drops significantly
when using 9 Zernike coefficients while still being ∼ 2 times faster than when using
25 Zernike coefficients. Therefore, we chose 15 iterations and 9 Zernike coefficients as
the preferred parameters for the second fit, which yielded a fitting time of 15.5 s for
1000 localizations.

4.8.4

3D whole-cell reconstruction

Figure 4.9 shows 3D whole-cell reconstructions using various PSF models. From the
four images, it is obvious that using the mPR-PSF combined with the aberration
phase (Eq. 4.12) gives the best results (Fig. 4.9a): the z localization is continuous
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Figure 4.8. Localization speed and sum of square error (SSE) for various numbers
of Zernike coefficients and iterations. The plots were generated from 1000 simulated
emitters, which were generated from the mPR-PSF (Fig. 4.4), with I1 = 800, bg1 = 2,
bg2 = 1.5, and random positions (x, y, z). The z range is -0.8 to 0.6 µm. The denoted
number of iterations and Zernike coefficients are the ones used in the second fit
(see text in section 4.8.3). (a) Fitting time and SSE versus the number of Zernike
coefficients, with the number of iterations fixed at 15. (b) Fitting time and SSE versus
number of iterations, with the number of Zernike coefficients fixed at 9.
throughout the whole cell, and the number of accepted fits is greater than for the
other three images [Fig. 4.9(b-d)] under the same rejection threshold. It is important
to note that, with refractive index mismatch aberration, the actual z position should
always be positive; a negative z position has no physical meaning under supercritical
angle fluorescence. Therefore, we rejected all of the fits with negative z positions.
The second best fitting result uses the mPR-PSF without the aberration phase. In
this case, the z fitting is continuous up to 3 µm inside the sample medium, above
this, the z fitting creates a separate band at each reference z position, zo (Eq. 4.10),
and the whole cell appears stretched along the z-axis. The separate bands imply that
mPR-PSF alone does not match well to the realistic PSF at a depth greater than 3
µm. The bottom two images show the fitting results using the S-PSF model with no
aberration: one (Fig. 4.9c) takes the reference z position as defined in Eq. 4.10, and
one (Fig. 4.9d) assumes the reference z position is the same as the stage position.
For the S-PSF model, the z fitting is discontinuous throughout the whole cell, and
the separate bands are much thinner compared to Fig. 4.9b. This indicates that the
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S-PSF matches to a realistic PSF only in a small z range at each reference z position.
Only approximately 7% of the total fits are accepted, compared to 60% in Fig. 4.9a.
Furthermore, when Eq. 4.10 is not taken into account, the cell is stretched to occupy
the entire axial distance through which the stage was scanned, while the actual size
of the cell is much smaller. These observations illustrate that a realistic PSF model
is essential in 3D localization.
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Figure 4.9. 3D whole-cell reconstruction using various PSF models. The sample
consists of RBL cells labeled with IgE-Alexa 647 conjugate. Data were taken by
scanning through the entire cell along the z-axis, with a step size of 1 µm and recording
2500 frames per step. The basic reconstruction method is described in Section 4.3.
All units are in µm. The color map indicates the actual z position, and the color bars
have the same color scale. (a) Reconstruction using the mPR-PSF and correcting for
index-mismatch aberration. (b) Reconstruction using the mPR-PSF without indexmismatch correction. (c) Reconstruction using the S-PSF model. (d) Reconstruction
using the S-PSF model and assuming the reference plane is the same as the stage
position, without applying Eq. 4.10. In calculating PSF models, we used NA =1.46,
λ = 690 nm, a lateral magnification of M = 148.6 at plane 1 and M = 148.6 × 1.135
at plane 2, and a CCD pixel size of ∆d = 16 µm. The refractive indexes of the sample
and immersion medium are 1.33 and 1.53, respectively.
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4.8.5

3D reconstruction of microtubules

Figure 4.10 shows the 3D localization of microtubules in an RBL cell using different
PSF models. We see that the mPR-PSF model produces a relatively continuous and
complete reconstruction of the labeled structures. In Fig. 4.10b, the microtubule
shows an artifactual step from using the S-PSF model, while it is continuous when
using the mPR-PSF model. However, the z localization precision (Fig. 4.10c) appears
to be better under the S-PSF model. This probably arises from the localization bias
toward certain z positions under the S-PSF model. Another weakness of the S-PSF
model is that it leads to a large divergence in the localization algorithm, thus resulting
in a substantial number of unaccepted localizations. The empty region in Fig. 4.10a
(the white box) from the S-PSF model exemplifies the detrimental effect of this large
divergence. The z localizations and photon counts before rejection (Fig. 4.10d) show
that most fitting results under the S-PSF model diverge significantly from the mPRPSF results.
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Figure 4.10. 3D reconstruction of microtubules in an RBL cell. Data was acquired
at a fixed z position near the cover glass. (a) 2D scatter plots of the 3D localization
using the mPR-PSF (left) and S-PSF (right) as PSF models. Color represents the
z position. (b) 2D scatter plot of the x-z projection of a single microtubule (the
red box in (a)). (c) Probability plot of the z localization of a small region (the red
boxes) of the microtubule in (b). (d) Probability plots of z localization (left) and
expected photon counts from plane 1 (right) of the raw fitting results of the region
in the white box in (a). The raw fitting results are the total localizations prior to
rejection and drift correction. In calculating the mPR-PSF and the S-PSF, we used
NA =1.46, λ = 682.7 nm, a refractive index of immersion medium n = 1.56, a lateral
magnification of M = 149.5 at both plane 1 and plane 2, and a CCD pixel size of
∆d = 16 µm.
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4.8.6

Supercritical angle fluorescence effect

Figure 4.11(a, b) show the theoretical pupil function calculated from Eq. 3.61 (see
section 3.7.2), at d = 0 and d = λ, respectively. Figure 4.11c shows the Zernike-fitted
PR pupil function, while Fig. 4.11d is Fig. 4.11c multiplied by the same decay term
as in Fig. 4.11b. In Fig. 4.11(a, c), with a single emitter located at the cover glass,
both the theoretical and retrieved pupil functions have a bright ring near the edge due
to supercritical angle fluorescence (SAF). However, Fig. 4.11a has greater contrast,
and the ring is brighter toward the edge. This indicates a higher transmission loss in
SAF during the experiment, so that the effect is weakened. In Fig. 4.11(b,d), with
a single fluorophore at depth d = λ, both pupil functions become smaller due to the
decay term introduced from the index mismatch aberration (see Section 3.7.1). For
the theoretical model (Fig. 4.11b), the intensity decreases toward the edge, while
there is still a partial bright ring left in the Zernike-fitted PR pupil function (Fig.
4.11d). This probably is caused by the noisy PR pupil function and the limitations
of Zernike expansion in approximating the effect of SAF. It is important to notice
that here we used an objective lens with NA = 1.49, and a magnification of 100,
while in Fig. 4.4, we used an objective lens with NA = 1.46 and a magnification
of 147. Comparing Fig. 4.11c to the Zernike-fitted pupil function in Fig. 4.4, the
SAF effect is more obvious in the former case. Because our measured PSF for the
phase-retrieval process is taken from the sample with the beads adhered to the cover
glass in an aqueous solution, we assume that the transmission distribution at the
cover glass/sample interface is recovered from the phase-retrieval algorithm and also
includes the transmission pertaining to the SAF effect. In addition, under different
optical conditions, such as different types of objective lenses, the SAF effect may
vary in strength. However, the following figures illustrate that a pupil function with
a reduced SAF effect also can give acceptable fitting accuracy.
Figure 4.12 shows the Zernike expansion of the pupil function to different
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Figure 4.11. Pupil function magnitude with supercritical effect. (a, b) Theoretical
calculation from Eq. 3.61, with depth d = 0 and d = λ. (c) Zernike-fitted PR pupil
function. (d) Pupil function generated by multiplying the decay term in (b) to (c).
The PSF data used in the phase-retrieval process were acquired at z positions from
-2 to 2 µm. In generating theoretical and Zernike-fitted pupil functions, we used
λ = 670 nm, NA= 1.49, a lateral magnification of M = 100, and a CCD pixel size of
∆d = 16 µm. The refractive indexes of the sample and immersion medium are 1.33
and 1.52, respectively.
n=2

n=3

n=4

n=5

n=6

n=7

n=8

n=9

Figure 4.12. Zernike expansion of the magnitude of PR pupil function. It uses the
set of Zernike coefficients in Fig. 4.11. n is the order of Zernike coefficients, and
each image shows the Zernike expansion up to the nth order. The number of Zernike
coefficients is (n + 1)2 . In generating Zernike-fitted pupil functions, we used λ = 670
nm, NA= 1.49, a lateral magnification of M = 100, and a CCD pixel size of ∆d = 16
µm. The refractive index of immersion medium is 1.52.
Zernike orders n [64], where the number of Zernike coefficients is (n + 1)2 . The SAF
effect is more apparent with a higher order, and beyond n = 7, the pupil functions are
quite similar, which indicates that using n = 7 is sufficient to approximate the SAF
effect. However, in 3D localization, using a large number of Zernike coefficients will
significantly decrease the localization speed. We found that increasing the Zernike
order does not linearly increase fitting accuracy. Thus, it is better to use the lowest
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Zernike order that does not sacrifice fitting accuracy (see Section 4.8.3).

4.9

Conclusion

In this chapter, we have demonstrated a new 3D localization method based on a
modified phase-retrieved PSF and successfully applied this method to 3D whole-cell
imaging. The mPR-PSF is constructed from an experimentally obtained PSF and
therefore contains the aberrations of the optical system. Our PSF model is continuous
and accurate in z over a range of 1.4 µm and allows for fast on-the-fly modeling of the
realistic PSF, thereby eliminating the need to store and access a large, experimental
data set during localization.
The demonstrated biological applications show that our localization algorithm can accurately localize a sufficient amount of fluorophores and generate a complete and accurate reconstruction of biological structures over large depths, something
that is not possible with the tested simpler PSF models. We also showed that for 3D
whole-cell imaging, it is necessary to account for the aberration caused by refractive
index mismatch. The results again illustrate that an accurate PSF model is essential
for 3D localization. By implementing the PSF calculation on GPU, we were able
to speed up the localization algorithm nearly 100 fold, thereby obtaining 100,000
localizations in less than 30 minutes.
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4.10
4.10.1

Appendix
Derivation of the diffraction integral expressed in
Zernike polynomials

In scalar diffraction theory, the PSF of an imaging system can be expressed as an
integral over all plane-wave components:

U (x, y, z) =

x

P (kx , ky )e2πi(kx x+ky y) ei2πkz z dkx dky ,

(4.18)

where U (x, y, z) is the PSF at the sample plane, and P (kx , ky ) is the pupil function
at the back focal plane of the objective lens [82]. Converting Eq. 4.18 to polar
coordinates, we obtain:

U (r, φ, z) =

x

√
P (kr , θ)e2πikr r cos(θ−φ) e2πiz

k2 −kr2

kr dkr dθ.

(4.19)

P (kr , θ + φ)e2πikr r cos θ dθ.

(4.20)

If we now let θ − φ → θ:
Z

√

NA
λ

2πiz

e

U (r, φ, z) =
0

k2 −kr2

Z
kr dkr

2π

0

In anticipation of carrying out the θ integration first, we expand P (kr , θ) in terms
of the Zernike polynomials. The phase-retrieval process returns the pupil function in
the form AeiΦ , but rather than expanding A and Φ separately, we change the pupil
function into the form as U + iV , where U = A cos(Φ) and V = A sin(Φ). This is
an exact transform, as long as Φ is within [−π, π], which is the case for our imaging
system. The expansion of the pupil function is then,

P (kr , θ) =

N X
n
X
n=0 m=0

Rnm [Ca cos(mφ + mθ) + Cb sin(mφ + mθ)] ,

(4.21)
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where Ca and Cb are the ath and bth complex coefficients of the Zernike polynomials.
For a given n and m, a = n2 + 2(n − m) and b = n2 + 2(n − m) + 1. N is the
maximum order of Zernike polynomials, and we have found that N = 6 is sufficient
for our purposes, so there are (N + 1)2 = 49 coefficients. Rnm is the radial part of the
Zernike polynomials and is given by:

Rnm =

n−m
X

(−1)s

s=0

(2n − m − s)!
ρ2(n−m−s) ,
s!(n − s)!(n − m − s)!

(4.22)

kr
ρ=
.
N A/λ
Then applying trigonometric identities we have

P (kr , θ) =

N X
n
X

Rnm [Ca cos(mφ) cos(mθ) − Ca sin(mφ) sin(mθ)
(4.23)

n=0 m=0

+ Cb sin(mφ) cos(mθ) + Cb cos(mφ) sin(mθ)].
Replacing P (kr , θ) back into integral (Eq. 4.20), we can use the identities:

Z

2π

cos(mθ)e2πikr r cos θ dθ = 2πim Jm (2πkr r),

Z0 2π

(4.24)
sin(mθ)e

2πikr r cos θ

dθ = 0,

0

to evaluate the θ integral, leaving a one-dimensional integral in kr :
Z
U (r, φ, z) = 2π
0

√

N A/λ

dkr kr e2πiz

k2 −kr2

X

Rnm im Jm (2πkr r) [Ca cos(mφ) + Cb sin(mφ)] .

n,m

(4.25)
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The above integral is easily modified to include the aberration phase (Eq. 4.12), so
Z
U (r, φ, z) = 2π

N A/λ

dkr kr eiϕaber

0

X

Rnm im Jm (2πkr r) [Ca cos(mφ) + Cb sin(mφ)] .

n,m

(4.26)

Equation 4.25 and Eq. 4.26 then can be solved by numerical integration methods.

4.10.2

Parallelization

In our 3D localization algorithm (see Section 4.3), a single localization requires hundreds of PSF calculations. For a typical dataset with millions of fluorophores, PSF
calculations need to be parallelized, in order to make the localization algorithm practical.
To generate a PSF image, U (r, φ, z) must be calculated for each pixel in the
image. Because U (r, φ, z) for a given pixel in the final PSF image does not depend
on the value of U (r, φ, z) for any other pixel, the calculation of the final PSF image
amounts to independently evaluating Eq. 4.25 for each pixel, using the corresponding
values of r, φ, and z. The independence in the pixel-wise PSF calculation means that
the PSF computation can be parallelized easily by assigning the evaluation of Eq.
4.25 for each pixel to a separate parallel process; thus, the computation time for a
single PSF image will be related to the number of total pixels in the image divided
by the number of available processors. If sufficient parallel processors are available
(one per pixel), the calculation time for the total PSF image will be, at most, only
slightly longer than that required to evaluate Eq. 4.25 for a single pixel. Modern GPU
processors have thousands of threads available for parallel processing, and because
we are interested in calculating relatively small PSF images (such as 20 pixels × 20
pixels), we have adapted our code to calculate many PSF images simultaneously on
the GPU, using this thread-per-pixel scheme.
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Because of the complex exponential, the im factor, and the fact that Ca
and Cb are complex, some care must be taken when calculating this integral on
computer systems and/or languages that do not natively represent complex numbers.
In particular, when developing code that is to be parallelized for GPU computing,
the use of conditional statements can be quite detrimental to the execution speed;
therefore, we developed the following algorithm for calculating Eq. 4.25.
First, we use Euler’s formula to split the complex exponential into real and
imaginary parts,
√
e2πiz

k2 −kr2





p
p
= cos 2πz k 2 − kr2 + i sin 2πz k 2 − kr2 = α + iβ.

(4.27)

Then we break the constants Ca and Cb also into real and imaginary parts and set:
Ωr ≡Re(Ca ) cos(mφ),
Ωi ≡Im(Ca ) cos(mφ),
(4.28)
Λr ≡Re(Cb ) sin(mφ),
Λi ≡Im(Cb ) sin(mφ).
So the integral now becomes,
Z
U (r, φ, z) = 2π

N A/λ

dkr kr (α+iβ)
0

X

Rnm im Jm (2πkr r)(Ωr +iΩi +Λr +iΛi ). (4.29)

n,m

We now note that, for any integer m, the im factor can take one of only four
values: 1, -1, i, or −i. Further, because the m will occur sequentially, we can be
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certain that the values of im will occur in the following order:
i0 = + 1
i1 = + i
i2 = − 1
(4.30)
3

i =−i
i4 = + 1
..
.
Then we can thus keep track of the positive and negative real and imaginary components of the summation separately by using a 1 × 4 array S (initialized to zero),
where each component is added to the existing value at array index S(m%4), and
the % operator represents the modulo function for integer division. However, because
the factor in the square brackets in Eq. 4.29 has both real and imaginary parts, the
indexing will be different for each component, as follows:
Rnm Jm (2πkr r)(Ωr + Λr ) →S(m%4),
Rnm Jm (2πkr r)(Ωi

(4.31)

+ Λi ) →S((m + 1)%4).

After completing the sum in m, the values at the array indices corresponding
to the negative real and imaginary components are subtracted from the corresponding
positive real and imaginary values, thus yielding two numbers representing the real
and imaginary parts of the summation in Eq. 4.29. The sum in n then can be computed normally, by separately keeping track of the real and imaginary parts resulting
from the sum in m. The resulting real and imaginary parts then can be multiplied
with the α + iβ factor using the normal rules for multiplication of complex numbers,
yielding a value for U (r, φ, z). We are interested in the PSF intensity values at each
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pixel, so after calculating U (r, φ, z), we calculate the intensity PSF using



IPSF = K · |U |2 = K · Re(U )2 + Im(U )2

(4.32)

where K is a normalization factor that comes from the pixelization of the data. Therefore, in localization, IPSF also is pixelized. The straightforward way in calculating K is
by summing over |U |2 in pixelwise. But it appears to slow down the GPU computing,
and in order to avoid the summation in the GPU code, we use the two-dimensional
Parseval’s theorem [2],
X

|P (kx , ky )|2 ∆kx ∆ky =

X

|U (x, y)|2 ∆x∆y

(4.33)

x,y

kx ,ky

where
∆kx = ∆ky =

1
,
pixelsizesample · L

(4.34)

∆x = ∆y = pixelsizesample .
Because the phase-retrieval algorithm is performed on discrete functions, the pupil
function P (kx , ky ) is discrete, and L is the number of ∆kx , so the size of the pixelized
pupil function is L × L. We use L = 128 in phase retrieval. We calculate the Zernike
coefficients based on the retrieved pupil function and normalize the coefficients so
that the sum over all pixels in |P (kx , ky )|2 is equal to L2 . Thus, the left side of Eq.
4.33 becomes 1/pixelsize2sample . Then, to set the sum of all of the pixels in IPSF equal
to 1, the normalization factor, K, must be K = 1/pixelsize4sample .

4.10.3

Surface reconstruction of whole-cell membranes

As shown in Section 4.3.3, the 3D whole-cell reconstruction is a 3D scatter plot of
the cell membrane. Because the scatter plot contains all of the accepted localized
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points, it creates a cloud-like, nonsolid surface, which is insufficient to represent the
cell membrane. Thus, a further step of surface reconstruction from the scatter points
is preferred. The surface reconstruction result also can be used to calculate cell membrane area and cell volume. There are many existing surface reconstruction algorithms, most of which are used in data obtained from laser range scanners, computer
vision techniques, medical imagery, and seismic surveys. In this section, a simple
algorithm is implemented to create a continuous cell-membrane reconstruction. This
method is based on the 3D Voronoi diagram and the Delaunay triangulation [99]; it
creates a triangular mesh from the input sample points to represent the surface.
Some basic concepts are used in this algorithm. Given a discrete set of sample
points, S, in 3D space, the Voronoi cell of a sample point is the part of the 3D space
that is closer to it than to any other sample points. The Voronoi diagram is the
decomposition of the 3D space by the Voronoi cells of all of the sample points. Each
Voronoi cell is a convex polytope, and its vertices are the Voronoi vertices. For 3D
space, each Voronoi vertex is equidistant from four sample points. These four points
are the vertices of the Delaunay simplex, which is a tetrahedron. A Delaunay simplex
has a circumsphere empty of other points of S. The sets of Delaunay simplices form
the Delaunay triangulation of S.
For a typical 3D localization result of a cell membrane (Fig. 4.13 and Fig.
4.14), the data points are unorganized and form small clusters as a result of multiple
localizations of a single protein. These small clusters result in a high, local point
density, which could increase the reconstruction time significantly. Thus, a resampling
step is applied to the localization results prior to the surface reconstruction. The
resampling method used here is to construct an octree O from all of the accepted
localized data points. An octree is a tree data structure in which each internal node
has eight leaves. Octree often is used in partitioning the 3D space; each node is
a cube, and its eight leaves are called octants. The construction of an octree is as
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Figure 4.13. Top view of a whole-cell membrane reconstruction from the 3D localization results. Color represents the z positions. The sample is RBL cells labeled with
IgE-Alexa 647 conjugate (see Section 4.7.1 for sample preparation).
follows:
1. Define the first node, which includes all of the data points. Because the
node is similar to its octants, the first node is chosen to be similar to the minimum
octant. The x, y, and z dimensions of the minimum octant are 100 nm, 100 nm and
200 nm respectively. Note that, due to the limited computational speed, these values
are larger than the localization precisions in the x, y, and z dimensions. Each cube
(node or octant) is defined by a vector [xmin , xmax , ymin , ymax , zmin , zmax ].
2. Divide the first node into eight octants.
3. Keep the octants that have at least one data point. In these octants,
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Figure 4.14. 3D view of the same whole-cell membrane reconstruction as in Fig. 4.13.
Color represents the z positions (see the color bar in Fig. 4.13).
assign the octants that are larger than the minimum octant and have more than one
data point as nodes; assign the rest of the octants as leaves, which are not dividable.
Store the data points of each leaf, the vectors defining the leaves, and the center
positions of the leaves.
4. If the number of nodes generated from step (3) is at least one, divide
those nodes into their eight octants, and go to step 3. Otherwise, stop and output
the stored information.
The number of divisions in the octree construction is the depth, D, of the
octree. For example, D = 1, and the smallest leaf is 1/8 of the first node. The
octree constructed from the data points in Fig. 4.14 has a depth of 8, which means
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the smallest leaf is 1/224 of the first node. Figure 4.15a is a single-color scatter plot
of the raw data points (Fig. 4.14), which include all accepted localized positions.
Figure 4.16 is the octree partitioning of the raw data at depth, D = 6; the leaves
with various sizes are at a different depth of the octree. According to the octree
construction algorithm described above, the smallest leaves have at least one data
point, and the larger leaves have only one data point. As the division reaches the set
leaf-size limit, which is given by the minimum octant size, all of the raw data points
are partitioned in many cubes of various sizes and positions.

Figure 4.15. 3D scatter plot of the cell-membrane reconstruction from (a) the same
data points as in Fig. 4.14 and (b) the resampled data points from (a).
Octree partitioning is a simple way to resample the data points. The smallest
leaves are the most numerous, so that the sampling frequency is defined by the minimum octant size. The resampled data points are generated as follows: (1) remove
the data points falling into the leaves that are larger than the minimum octant, and
(2) for the remaining leaves, average the positions of the data points in the same
leaf. As shown in Fig. 4.15b, the resampled data points have a much smaller local
density compared to the raw data points (Fig. 4.15a). Although the resampling step
sacrifices the original resolution, it significantly increases the surface reconstruction
speed and also maintains the resolution within the subdiffraction regime.
The concept and history of the Voronoi-based surface reconstruction algo-
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Figure 4.16. Octree partitioning of the raw data points (Fig. 4.15a) at depth D = 6.
The red dots represent the data points, and the blue cubes are leaves of the octree.
(a) 3D view. (b) Top view.
rithm are fully described in [99]. The algorithm implemented in our 3D localization
results of cell membrane is given below:
1. Add a set of eight points to the resampled data-point set, Sr , which
together composes the sample-point set, S. The eight points are the vertices of a
large box surrounding all of the resampled data points. In our implementation, the
size of the large box is eight times that of the minimum bounding box of the resampled
data points.
2. Compute the Voronoi diagram of S. It can be done by the delaunayTriangulation function (Matlab, MathWorks Inc.), which creates a Matlab-class object
containing many useful properties and methods of the Delaunay triangulation. One
of the methods creates the Voronoi diagram.
3. For each sample point, s, in its Voronoi cell, Vs , the following steps are
applied: (a) find the furthest Voronoi vertex from s, if the distance of this Vornoi
vertex from s is greater than a set minimum distance; this Vornoi vertex is denoted
as a positive pole, p+ ; (b) find the furthest Voronoi vertex from s with a negative
projection on the direction of p+ , if the distance of this Voronoi vertex from s is greater
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than a set minimum distance, this Vornoi vertex is denoted as a negative pole, p− .
The minimum distance used here is 300 nm. As detailed in [100], for a noisy set of
sample points, if no minimum distance is applied, the poles could be quite close to the
underlying surface. And those poles could cause holes in the reconstructed surface.
Therefore, this minimum distance is chosen to be 50% larger than the z dimension of
the minimum octant.
4. Let P be the set of all poles p+ and p− . Compute the Delaunay triangulation of Sr ∪ P .
5. Find triangles in which all three of its vertices in each triangle are the
sample points in Sr . Among those triangles, keep the ones that are not part of a
tetrahedron.
6. The remaining triangles form a triangular mesh of the cell membrane. Use
the trisurf function (Matlab) to display the triangular mesh.

Figure 4.17. Triangular mesh of the cell membrane generated from the data points
in Fig. 4.15b. (a) 3D view. (b) Top view. Color respresents z positions, which range
from 0 µm to 6 µm.
Figure 4.17a shows the triangular mesh of the cell membrane generated from
the data points in Fig. 4.15b. There are a few triangles outside of the cell (Fig. 4.17a)
and many triangles inside of the cell (Fig. 4.17b). Those outlier triangles from the
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localizations of background fluorescence, which are not part of the cell membrane.
Thus, a post-processing step is needed to remove those outlier triangles. To remove
those triangles is to remove the data points that form those triangles. Note that
those data points are mostly separated from the cell membrane, so that they can be
picked out by a clustering algorithm. The clustering algorithm used here is based
on single-linkage clustering, which is a method of hierarchical clustering: first, the
pairwise distances of the resampled data points are computed using the pdist function
(Matlab); second, each data point is considered as a single element cluster, then those
clusters are sequentially combined into larger clusters by the shortest distance between
every two clusters, until all data points end up being in the same cluster (this is done
by the linkage function [Matlab]). The shortest distance, D(X, Y ), between two
clusters, X and Y , is defined by

D(X, Y ) =

min d(x, y),

x∈X,y∈Y

(4.35)

in which d(x, y) denotes the distance between the two data points x and y.
In single-linkage clustering, all clusters are linked by the shortest distance;
by setting a cutoff distance above which the clusters cannot be combined, the data
points at the cell membrane usually can be linked together to form a big cluster,
while the outlier points are grouped into separated small clusters (this is done by the
cluster function [Matlab]). As shown in Fig. 4.18a, the cell membrane is formed by
a big cluster in orange and a second big cluster in light green; the other clusters are
much smaller. Thus, by applying a threshold in cluster size, which is the number of
the data points in the cluster, most of the outlier clusters can be filtered out (Fig.
4.18b). In practice, because of limited computer memory, the clustering process is
applied to one z slice of the total resampled data points at a time; the slice thickness
is approximately 800 nm.
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Figure 4.18. Single-linkage clustering results of the resampled data points (Fig. 4.15b)
at z ranging from 0.8 µm to 1.6 µm. Color represents the number of points in each
cluster. (a) Clustering result of all of the resampled data points. (b) Clustering result
after removing the clusters in which the number of data points is less than a minimum
value. Here, the minimum value is 30, and the cutoff distance (see text of Section
4.10.3) is 300 nm.
After removing the outlier data points, the postprocessed data-point set, Sp ,
is used, instead of the resampled data-point set, Sr , in steps 4-6 of the Voronoibased surface reconstruction algorithm. The final surface reconstruction of the cell
membrane is shown in Fig. 4.19 and Fig. 4.20.
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Figure 4.19. 3D view of the surface reconstruction of the cell membrane from the
post-processed data points. The post-processed data points are generated from the
resample data points in Fig. 4.15b based on the clustering algorithm described in the
text. Color represents the z positions, which are in the range of 0 µm to 6 µm.
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Figure 4.20. Top view of the surface reconstruction of the cell membrane from the
post-processed data points. The post-processed data points are generated from the
resample data points in Fig. 4.15b based on the clustering algorithm described in the
text. Color represents the z positions, which are in the range of 0 µm to 6 µm.

Chapter 5
3D multiemitter localization
Single-molecule localization microscopy (SMLM) based super-resolution imaging is
complicated by emission from multiple emitters overlapping at the detector. The potential for overlapping emitters is even greater for 3D imaging than for 2D imaging
due to the large effective “volume” of the 3D point spread function. Overlapping
emission can be accounted for in the estimation model, recovering the ability to localize the emitters, but with the caveat that the localization precision is dependent on
the amount of overlap from other emitters. Whether a particular 3D imaging modality has a significant advantage in facilitating the position estimation of overlapping
emitters is investigated. The variants of two commonly used and easily implemented
imaging modalities for 3D single-molecule imaging are compared: astigmatic imaging; dual focal plane imaging; and the combination of the two approaches, dual focal
plane imaging with astigmatism. The Cramér–Rao lower bound is used to quantify
the multiemitter estimation performance by calculating the theoretical best localization precision with a multiemitter estimation model. The performance of these 3D
modalities is investigated under a wide range of conditions including various distributions of collected photons per emitter, background counts, pixel sizes, and camera
readout noise values. In addition to quantifying the theoretical estimation error, a
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multiemitter localization algorithm based on the dual focal plane method is introduced, which utilizes a phase-retrieved point spread function as the single-emitter
model. This chapter is based on the published paper [101]. Most text and figures in
Sections 5.1, 5.2, 5.4.1, 5.5.1, and 5.5.2 are from the paper.

5.1

Introduction

SMLM-based super-resolution [29, 27, 28, 30] relies upon finding the position of individual fluorophores with greater precision and accuracy than the diffraction limit.
Due to the slowly changing shape of the microscope point spread function (PSF)
near the focus, a 3D application of this technique relies upon some type of PSF
modification for adequate axial localization precision. This modification has been
implemented using various methods such as simultaneously imaging two focal planes
[47, 75], by introducing axial astigmatism with a cylindrical lens [46], and with more
sophisticated engineered double-helix PSFs [48].
The most straightforward and commonly implemented method to analyze
the data collected from this imaging method is to (1) identify regions of the images
that could possibly represent light originating from single emitters, (2) perform some
type of PSF fitting to the region, and (3) evaluate the quality of the fit to accept or
reject the localization. In this approach, single molecule fits to overlapping emitters
will be rejected by step 3 and will not be included in the analysis, degrading the
final reconstructed image. However, significantly overlapping fluorophores can be
localized with little loss in precision if the proper multiemitter estimation is used
[102]. Several analysis techniques have been described that make use of this concept
to deal with overlapping emitters in 2D imaging [49, 50, 51, 52, 53, 54]. The concept
can be extended to 3D multiemitter fitting [103], and a multifitter algorithm for 3D
super-resolution using astigmatic imaging recently has been described [55].
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Several comparisons of single-emitter fitting precisions for various 3D imaging
geometries have been published [103, 77, 104, 105]. However, potentially important
in practice is the ability to resolve several overlapping emitters. Figure 5.1 illustrates
the increased potential of overlapping emitters as compared to 2D imaging using
the 3D modalities compared here. An active-emitter density that would contain predominantly isolated individual emitters produces highly overlapping images when the
emitters are not located near the focus. Because commonly used organic fluorophores
have a minimum achievable active-duty percentage [106], it often is not possible to
reduce active-emitter density in a densely labeled sample such that a single-emitter
fitting is sufficient, particularly in densely labeled regions.
In this chapter, first, a theoretical estimation precision of a multiemitter
fitting for several 3D imaging geometries is presented. We compare the dual focal
plane, astigmatism ,and combined (dual focal plane with astigmatism) geometries
because they are relatively simple and inexpensive to implement as a modification to
a typical epi-fluorescence microscope. Second, a multiemitter localization algorithm
based on the dual focal plane method is described.

5.2

Theorectical localization precision for multiemitter fitting

For each of the imaging geometries, the localization precision is calculated from the
Cramér-Rao lower bound (CRLB), which is a lower bound for the variance of any
unbiased estimator and has been used previously in similar contexts to calculate
localization precisions for 2D and 3D single-molecule position estimation [75, 50, 94].
The CRLB is given by the inverse of the Fisher information matrix,

var(θi ) ≥ Fii−1 ,

(5.1)
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Figure 5.1. A conceptual illustration comparing the potential for overlapping emitters
in 2D and 3D. (a) All emitters are in focus. (b,c,d) Same emitters in (a) with randomly
assigned axial position between [−1, 1] µm. (e,f,g) PSF model at various z positions.
(b,e) Dual focal plane. (c,f) Astigmatism. (d,g) Dual focal plane with astigmatism
(combined geometry). Axial positions of dual focal plane and combined methods are
relative to the middle plane of two focal planes. All images are independently contrast
enhanced for display purposes. Scale bar is 1 µm.
where the Fisher information matrix is

∆In(L(θ)) ∆In(L(θ))
,
Fij = E
∆θi
∆θj


(5.2)

L(θ) is the likelihood function, θ is the set of estimated parameters, and E stands for
expectation. For independent pixels and Poisson distributed data, the likelihood is

L(θ) =

q −µq
Y µN
q e

q

Nq !

,

(5.3)
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where N is the observed data, µ is the expectation model, and q is the pixel index.
In this case, the Fisher information can be written as

Fij =

X 1 ∆µq ∆µq
,
µ
∆θ
∆θ
q
i
j
q

(5.4)

In multiemitter fitting, the model µ is the sum over all emitters in a selected fitting
region,

µ = bg +

m
X

Ii · PSF0 (xi , yi , zi )

(5.5)

i=1

where Ii is the expected number of collected photons of the ith emitter, PSF0 is the
normalized point spread function, m is number of emitters, and bg is the background.
The background is modeled as uniform across the fitting region but with independent
values for each of the focal planes in the dual focal plane and combined geometries.
For the single-plane astigmatism geometry, the estimated parameters are x,
y, z, and I of each emitter and the uniform bg, so the number of parameters to be
estimated is 4m + 1. For the dual focal plane geometries, we note that because all
pixels are treated independently, the likelihood and Fisher information can be written
as

L(θ) =

N
aq −µaq Y
Y µN
µbqbq e−µbq
aq e
q

Naq !

q

Nbq !

(5.6)

and

Fij =

X 1 ∆µaq ∆µaq X 1 ∆µbq ∆µbq
+
,
µaq ∆θi ∆θj
µbq ∆θi ∆θj
q
q

(5.7)

respectively, where the additional indexes a and b indicate the focal plane. The
number of parameters to be estimated for this geometry is 4m + 2.

Chapter 5. 3D multiemitter localization

142

In the presence of camera readout noise, the Fisher information matrices in
Eq. 5.4 and Eq. 5.7 become [107, 108]:

Fij =

X ∆µq ∆µq
q

Fij =

∆θi ∆θj

γ,

X ∆µaq ∆µaq
q

∆θi ∆θj

γa +

X ∆µbq ∆µbq
q

∆θi ∆θj

(5.8)
γb ,

where γ is defined by

P

Z
γ=
<

−µq
∞ µl−1
q e
l=1 (l−1)!

×

1 g−l−µs
√ 1 e− 2 ( σs )
2πσs

µlq e−µq
l=0
l!

×

1 g−l−µs
√ 1 e− 2 ( σs )
2πσs

P∞

2

2

2

dg − 1,

(5.9)

where σs and µs are standard deviation and mean of readout noise, respectively.
p
The estimation precision in each dimension is given by σi = (F −1 )ii , where
i is the parameter index for x, y, or z. We compute the volume estimation error, σ3D ,
which is expressed as the volume of the ellipsoid,

σ3D =

4π p
det(V ),
3

(5.10)

in which matrix V describes an ellipsoid centered at the origin of Cartesian coordinate
system,


2
 σx

2
σxy



2
σxz




2
2
2 
V =
σxy σy σyz 


2
2
2
σxz σyz σz

(5.11)

and is built from the corresponding elements of F −1 . For a single-emitter fitting, the
off-diagonal elements are close to zero, making V a diagonal matrix, and therefore
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σx , σy , and σz are the lengths of principle axes of the ellipsoid. For multiemitter
position estimation, the estimation of x, y, and z are not necessarily independent of
each other, giving off diagonal elements in V , and therefore the ellipsoid is tilted from
the Cartesian axes.

5.3

Multiemitter localization algorithm

The multiemitter localization algorithm is similar to the single-emitter localization algorithm (see Section 4.3.1). It is based on the maximum likelihood estimator (MLE)
assuming a Poisson noise model [89, 50, 90] and finds the MLE using a NewtonRaphson method to iteratively update the fitting parameters. The localization algorithm described in this section is particular to a dual focal plane setup but can be
modified easily for other optical configurations. In the multiemitter fitting, the model
µ is the sum over all emitters in a selected fitting region,

µ = bg +

m
X

Ii · PSF0 (xi , yi , zi ),

(5.12)

i=1

where Ii is the expected number of collected photons of the ith emitter, PSF0 is
the normalized PSF, m is the number of emitters, and bg is the background. The
background is modeled as uniform across the fitting region but with independent
values for each of the focal planes in the dual focal plane geometry. Under a Poisson
process, the likelihood function for a dual focal plane method is given by

L(θ) =

N
aq −µaq Y
Y µN
µbqbq e−µbq
aq e
q

Naq !

q

Nbq !

,

(5.13)

where Naq and Nbq are the expected photon counts measured at the qth pixel in
plane a and plane b, respectively, while µaq and µbq are the corresponding expected
photon counts of a single-emitter model. The fitting parameter θ includes the the
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emitter’s coordinates (x, y, z); the expected total photon counts, I, of each emitter
in plane a; and the background photon counts in plane a (bga ) and plane b (bgb ).
The background levels in plane a and plane b are fitted separately because they could
come from auto-fluorescence or out-of-focus emission and thus can vary independently.
The corresponding values of x, y, z, and I for plane b are computed easily after the
values for plane a have been determined (see Section 4.3.1). The number of fitting
parameters for a dual focal plane geometry is 4m + 2.
To maximize this likelihood function, the Newton-Raphson method is implemented to find the zero of the objective function,

f (θ|D) =

∆ln(L(θ)) X Naq − µaq ∆µaq X Nbq − µbq ∆µbq
=
+
,
∆θ
µ
∆θ
µ
∆θ
aq
bq
q
q

(5.14)

where the symbol ∆ represents the forward difference on a discrete function. The
function, ln(L(θ)), is calculated numerically, because the PSF model, PSF0 , is represented by pixelized images, which are generated through the phase-retrieval algorithm
(see Section 4.2). The fitting parameter θ is updated through

θn+1 = θn −

5.4
5.4.1

f (θn |D)
.
f 0 (θn |D)

(5.15)

Methods
Multiemitter calculation details

The parameters used in the PSF calculations were numerical aperture NA = 1.46,
wavelength λ = 0.67 µm, and refractive index of immersion medium n = 1.52. The
wavelength, λ, was selected according to the nominal emission wavelength of the
emission spectra of bead (FluoSpheres F-8789, dark red, Invitrogen) and Alexa Fluor
647 (A-20006, Invitrogen). For the astigmatism geometry, the expected collected
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photon count of each emitter and the background count rate were doubled compared
with dual focal plane geometry, giving an equal total photon count between two
imaging geometries. The plane separations of 400 nm and 600 nm were used for
dual focal plane geometry, the relative magnification of plane b to plane a was 1
and background at plane a and b were equal. All photon-count values given indicate
the number of photons that are collected on a single plane of the dual focal plane
or combined geometry. The foci separations of ∼ 400 nm and ∼ 600 nm were used
for the astigmatism geometry, which was obtained by setting the value of C in Eq.
3.53 to 2 and 3, respectively. The parameters for the combined model were set to
the same values as with the dual focal plane method but included the astigmatism
aberration in the PSF model. The pixel size, fitting region size, expected photon
counts of emitters, and background count were specified in each result.
For multiemitter calculations, emitter 1 is always positioned at the fitting
region center (x0 , y0 ) and randomly distributed in z. The other emitters are uniformly
distributed in a region bounded by a 3D volume, with the x and y dimensions equal
to 1.28 µm. The z range was fixed at -1 to 1 µm. The z positions of the dual focal
plane and combined geometries were relative to the middle plane of two focal planes.
For CRLB calculations including camera readout noise, the standard deviation of
readout noise was set to 2 e− /pixel and 6 e− /pixel and did not include any offset.
In the simulation of the top four images in Fig. 5.1, we used the OTF rescaled PSF model for all three imaging geometries. Forty single-emitter models were
generated with assigned coordinates (x, y, z), each measuring 20 pixels × 20 pixels,
equivalent to 2.13 µm × 2.13 µm. Second, all emitter images were placed in the
same image according to their coordinates (x, y) of the upper left pixel, which was
equal to emitter’s coordinates (x, y) subtracted by its relative coordinates (x, y) to
the upper left pixel. For dual focal plane geometry, the coordinates (x, y) at each
plane were related by a translation matrix. The PSF model calculations used the
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same parameter settings as described above.
The PSF and CRLB calculations were implemented on graphic processing
unit (GPU) hardware for parallel computation. Calculation of the CRLB for 1,000
sets of emitter models required between 1 s and 10 s depending on the number of
emitters, image modality and inclusion of readout noise.

5.4.2

Initial guess of fitting parameters in multiemitter localization

The initial guess of fitting parameters in multiemitter localization is based on the
method used in single-emitter localization (see Section 4.3.2). The only difference is
that the fitting region size is 9 pixels × 9 pixels (pixel size is 106 nm), instead of
16 pixels × 16 pixels. This is because, for a densely labeled sample, the probability
of two or more emitters included in a 16 × 16 pixel region is quite high. Therefore,
fitting regions of 9 pixels × 9 pixels are selected, assuming that only one emitter is
included in each region. This is a strict assumption that limits the highest localization
density in each frame to be about 1 emitter/µm2 . However, this assumption saves
a great deal of computational time. To increase the localization density, a more
sophisticated localization algorithm can be implemented [53], but it suffers from high
computational expense.
Figure 5.2 shows selected fitting regions in a single frame of the raw data,
which is recorded under the dSTORM technique in a dual focal plane setup. The
sample is microtubules in HeLa cells labeled with Alexa Fluor 647. Each fitting
region (red box) has one emitter near the center; some fitting regions have one or more
emitters near the edges or overlap with the center emitter. However, as mentioned
previously, the initial parameter estimation operates only on the center emitter in
each fitting region.
The initial guess of fitting parameters is found through single-emitter localiza-
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Figure 5.2. Selected fitting regions in a single frame of the raw data set, which is
recorded under the dSTORM technique in a dual focal plane setup. The sample is
microtubules in HeLa cells labeled with Alexa Fluor 647. The blue line divided the
image into plane a (left) and plane b (right). Each fitting region (red box) in plane
a is paired with a fitting region in plane b.
tion on the selected fitting regions. Only five iterations are used in the single-emitter
localization, because more iterations lead to divergence for the fitting regions that
have overlapping emitters. Then, the results from the single-emitter localization are
used as the initial guess for the multiemitter fitting.

5.4.3

Model selection in multiemitter localization

The initial guess of fitting parameters finds the approximate coordinates (x, y) of
selected emitters. According to these positions, a clustering algorithm is employed
to group the emitters into small clusters. The size of the clusters is determined by
the fitting-region size used in multiemitter localization, which is 16 pixels × 16 pixels
(pixel size is 106 nm). The clustering algorithm used here is based on the completelinkage clustering, which is a method of hierarchical clustering: first, the pairwise
distances of the data points are computed using the pdist function (Matlab); second,
each data point is considered as a single-element cluster, and then the clusters are
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sequentially combined into larger clusters by the shortest distance between every two
clusters, until all data points end up being in the same cluster (this is done by the
linkage function in Matlab). The shortest distance D(X, Y ) between two clusters X,
Y is defined by

D(X, Y ) = max d(x, y),
x∈X,y∈Y

(5.16)

in which d(x, y) denotes the distance between two data points, x and y. With a
certain cutoff distance of D(X, Y ), above which the clusters cannot be combined, the
complete-linkage clustering tends to group data points into small clusters, which is
the opposite of single-linkage clustering (see Section 4.10.3).
The specific clustering algorithm used here includes three steps: (1) generate
clusters from the coordinates (x, y) of all emitters in a single frame with a cutoff
distance of 1 pixel; (2) average the x, y, and z positions, I, and bg of all emitters
in the same cluster, so that each cluster is reduced to a single-element cluster; and
(3) generate clusters from the averaged coordinates (x, y) with a cutoff distance of
12 pixels (fitting region dimension minus four pixels). In the first two steps, emitters
that are closer than 1 pixel in the x-y plane are averaged into one emitter, because
highly overlapped emitters will lead to large localization errors (see Section 5.5.1).
Step 3 generates small clusters, and for a cluster with more than one emitters, the
maximum distance between every two emitter is no larger than the cutoff distance,
which is 12 pixels.
Figure 5.3 shows the results generated from the above clustering algorithm.
Clusters with a different number of emitters are assigned different colors. The same
colored clusters then are grouped together and localized under the same multiemitter
model. The fitting regions for multiemitter localization are selected around the center
of mass (COM) of each cluster. The selected fitting regions (Figs. 5.4-5.7 ) with m
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Figure 5.3. Clusters generated from the selected emitters in Fig. 5.2. Color represents
the number of emitters in each cluster: red denotes one emitter; light green denotes
two emitters; cyan denotes three emitters; magenta denotes four emitters; and black
denotes more than four emitters.
(m = 1, 2, 3, 4) emitters are fitted under an m-emitter model, µ, in the multiemitter
localization algorithm (see Section 5.3). Thus, the emitter models are selected prior
to the localization, and m is an input parameter of the localization algorithm, which
is fixed during the localization.
Comparing Figs. 5.4-5.7, the number of selected two-emitter fitting regions
is the largest, while the number of selected four-emitter fitting regions is the smallest.
This indicates that for this particular data set, a multiemitter fitting is required, and
no more than four emitters in the fitting region are adequate for a good reconstruction.
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Figure 5.4. Selected fitting regions for multiemitter fitting according to the clustering
results in Fig. 5.3. The number of emitters in each fitting region is one. The size of
the fitting region is 16 pixels × 16 pixels.

Figure 5.5. Selected fitting regions for multiemitter fitting according to the clustering
results in Fig. 5.3. The number of emitters in each fitting region is two. The size of
the fitting region is 16 pixels × 16 pixels.

5.4.4

Sample preparation

For microtubule imaging, HeLa cells in an 8-well chambered coverslip were used. The
labeling steps were : (1) cells were rinsed with 1X CBS at 37 ◦ C, the CBS buffer is
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Figure 5.6. Selected fitting regions for multiemitter fitting according to the clustering
results in Fig. 5.3. The number of emitters in each fitting region is three. The size
of the fitting region is 16 pixels × 16 pixels.

Figure 5.7. Selected fitting regions for multiemitter fitting according to the clustering
results in Fig. 5.3. The number of emitters in each fitting region is four. The size of
the fitting region is 16 pixels × 16 pixels.
cytoskeleton buffer (CB) with sucrose, which contains 10 mM MES pH 6.1, 3 mM
EGTA, 138 mM KCl, and 320 mM sucrose (which was added fresh the day of sample
preparation); (2) cells were fixed with 4% PFA (paraformaldehyde) in 1X CBS for
15 minutes at 37 ◦ C, and rinsed 3 times with 10 mM Tris at room temperature (RT)
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for 5 minutes each time; (3) cells were permeabilized with 0.1% Triton X-100, 3%
BSA in 1X PBS for 15 minutes at RT; (4) cells were blocked with 3% BSA in 1X
PBS for 30 minutes at RT; (5) cells were incubated with 10 µg/ml anti-alpha and
anti-beta tubulin primary antibody (T6074, T8328, Sigma Aldrich) for an hour at
RT on a rocker and rinsed 3 times with 1X PBS for 5 minutes each time; (6) cells
were blocked with 3% BSA in 1X PBS for 15 minutes at RT; (7) cells were incubated
with 10 µg/ml secondary antibody (107299, Jackson ImmunoResearch) conjugated
with Alexa Fluor 647 (dye/protein ratio of 2.27) for two hours at RT on a rocker,
and rinsed 3 times with 1X PBS for 5 minutes each time; (8) cells were post-fixed
with 4% PFA for 15 minutes at RT and rinsed 3 times with 10 mM Tris for 5 minutes
each time; (9) cells were rinsed with 1X PBS and kept in 1X PBS, ready for imaging.
Antibodies were diluted in 0.1% Triton X-100, 1% BSA in 1X PBS. The imaging
buffer preparation was the same as described in Section 4.7.1.
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Results and Discussion

We first introduce concepts that will be used to evaluate the performance of the
imaging modalities. One complication for evaluating fit precision is that multiemitter
parameter estimation can lead to spatial covariance in the localization precision (see
Section 5.2), meaning that not only can the position uncertainty vary with the different Cartesian axes, but the principal axes of the error ellipsoid can be oriented in
any direction. This is accounted for by calculating an ”error volume,” σ3D , for the fit
√
position of each emitter, which is presented in a more intuitive fashion as 3 σ3D . For a
√
cubic error volume, 3 σ3D would be the standard deviation of the position estimation
√
for each dimension. All results are presented as distributions of 3 σ3D , where small
values indicate better performance.
Because of the many possible ways two or more emitters can be placed within
a volume, most of the results in this paper are shown using the cumulative distribu√
√
tion of 3 σ3D , where 3 σ3D is calculated for each emitter over many, randomly selected
sets of emitter positions. The cumulative distribution is the integral of the probability
distribution of a random variable and gives the probability of the random variable to
have a value less than that given on x-axis. The cumulative distribution is convenient
in presenting and comparing the overall performance of various simulation conditions
because it includes all calculation results and makes it easy to determine the percent√
age of 3 σ3D less than a given value. For example, if in a particular application all
√
localizations with 3 σ3D better than a certain value were equally useful, the modality
√
with the highest cumulative distribution at that value of 3 σ3D would be the most
desirable.
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Localization precision for two-emitter estimation

When the sample contains a low active emitter density, the required multiemitter fit
model will be predominantly the two-emitter model, and therefore, we first compared
the performance of two-emitter estimation. Because the parameter space for emitter
positions is large, we restricted the analysis to comparing average localization precisions under three conditions: (1) Emitter 1 was positioned such that x = x0 , and
y = y0 and randomly in z, where (x0 , y0 ) was the center of a 2D fitting region. Emitter 2 was positioned randomly within a specific 3D volume (see Section 5.4.1). (2)
Emitter 1 was positioned at (x0 , y0 , z1 ), where z1 was a randomly selected z position.
Emitter 2 is positioned at z = z1 and randomly in x and y (same with condition 1).
(3) Emitter 1 was positioned at (x0 , y0 ) and randomly in z. Emitter 2 was positioned
at (x = x0 , y = y0 ) and randomly in z. These situations are illustrated in Fig. 5.8
(bottom row) where the z position of emitter 1 happened to be z = 0.
Figure 5.8 shows the average localization precision, as well as the cumulative
distributions of localization precision for each geometry under conditions 1, 2 and 3
described above. The average localization precision was calculated by taking either
√
the mean value of 3 σ3D over all emitters with the same z position (Fig. 5.8 top
row) or the mean value over all conditions with the same emitter separation (Fig.
5.8 second row). Note that averaging over different parameters can result in different
minimum values.
When comparing

√
3 σ
3D versus z for the three imaging modalities, there is not

a clear advantage for any modality for any of the fluorophore separation conditions.
It is interesting to note that there are absolute estimation error differences for the
various separation conditions. There is a small increase under condition 2 (Fig. 5.8b)
as compared with condition 1 (Fig. 5.8a) and a much larger increase under condition
3 (Fig. 5.8c) as compared with the other two conditions. Condition 1) benefits from
larger possible separations given the possible values of z, whereas condition 3) suffers
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Figure 5.8. A comparison of two-emitter localization precisions for three types of 3D
imaging geometries. Emitter 1 is always fixed at the center of a 2D fitting region and
randomly placed in z. Emitter 2 is randomly positioned in the 3D space (condition
1). Emitter 2 has the same z position as emitter 1 but is randomly positioned in x
and y (condition 2). Emitter 2 is placed at the center of the fit region, but randomly
positioned in z (condition 3). (j,k,l) Position relationship of emitter 1 and emitter 2
under different conditions for the case of emitter 1 at z = 0. The focal plane separation
(dual focal plane geometries) and foci separation (astigmatism geometries) are 400
nm and ∼400 nm, respectively. The number of simulated two-emitter models used is
105 . Expected photon counts of all emitters are 800 photons. The fit region size is
60 pixels × 60 pixels, measuring 6.4 µm × 6.4 µm at the sample plane. The results
√
√
for 3 σ3D versus z and separation include only values of 3 σ3D less than 173 nm.
from the fact that the images of emitters always overlap directly on top of each other
at the detector.
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√
3

σ3D versus the separation between

two emitters, the combined modality shows a small advantage over the dual focal
plane and astigmatism modalities. At small separations, the precision diverges as the
separation goes to zero, as expected [102, 103]. As shown in Fig. 5.8d and Fig. 5.8f,
for conditions 1 and 3, the error also increases with large separations for all imaging
modalities. This is because large separations are possible only at the more extreme
(out of focus) z positions where all modalities have worse estimation error. Under
√
condition 2) where both emitters are confined to the same focal plane, 3 σ3D always
decreases with larger separation (Fig. 5.8e). The maximum separation in the x-y
plane is 0.9 µm, and at this separation, out-of-focus emitters still could have overlap
√
depending on the z position. However, as separation increases, 3 σ3D would converge
to that expected from the z-position average of a single emitter (not shown).
√
The cumulative distribution of 3 σ3D shows similar relative performance between the three imaging modalities across the separation conditions [Fig. 5.8(g,h,i)].
Both the dual focal plane and combined modalities perform slightly better than astigmatism. In each condition, if the best 25% of fits were used, the dual focal plane
would have a slight advantage, whereas if the best 80% of fits were used, the combined method would have a small advantage. Although there are small differences,
the results do not dramatically favor any modality.
√
We note that the results of 3 σ3D versus z-positions and separations used
√
a large, but somewhat arbitrary rejection threshold of 173 nm for 3 σ3D . Random
√
occurrences of very small separations leading to very large values of 3 σ3D can greatly
influence the average values. In practice, fits with large uncertainties typically would
√
be discarded, so that excluding large 3 σ3D gives a realistic expectation of the results.
As shown in the cumulative distribution [Fig. 5.8(g,h,i)], with a threshold at 173 nm,
the acceptance of total calculation results is nearly 100%, so that there are only a
√
few 3 σ3D with large values. Increasing or decreasing the threshold value produced
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similar relative results between modalities but with a shift of the absolute value (data
not shown).

5.5.2

Localization precision for multiemitter fitting

With high active-emitter density, a fitting model with more than two emitters may
be required. For multiple emitters, it is not constructive to evaluate performance
with respect to two-emitter interparticle spacing. In this case, we plot only the
cumulative distribution of volume error under single- and four-emitter estimation.
For four-emitter estimation, the model simulation is similar to condition 1 above, in
which emitter 1 is positioned such that x = x0 , y = y0 , and randomly in z, and the
other emitters are positioned randomly. For the one-emitter model, a single emitter
is positioned at (x = x0 , y = y0 ) and randomly in z. The cumulative distribution
of volume error was calculated for each 3D geometry under various permutations of
experimental conditions, and the results are shown in Figs. 5.9-5.13. It is clear from a
cursory inspection of the cumulative distribution plots that the relative performance
of the three modalities is very similar under all conditions evaluated and that the
dual focal plane and combined modalities have a small advantage over astigmatism.
Figure 5.9 shows a comparison of cumulative distributions calculated using
two different-sized fitting regions for the estimation process. One region is large
enough to be effectively infinite (large) whereas the other corresponds to a 24 pixels
× 24 pixels (2.56 µm × 2.56 µm) fitting region (small). The small fit region is
representative of a finite fit region that would be used in practice. The small subregion
has the same size used for the PSF representations in Fig. 5.1(e,f,g) and will somewhat
truncate off-center fluorophores with large amounts of defocus. Figure 5.9 shows a
√
slight deviation of the small box size from the large box size at large values of 3 σ3D .
However, the relative results between the imaging modalities are consistent between
large and small box sizes. Using a large fitting region could provide a small increase
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Figure 5.9. Comparison of fit box size. The cumulative distributions of the cube root
√
of the volume error ( 3 σ3D ) for single- and four-emitter fittings are shown for a small
fitting region size (S) and a large fitting region size (L). The small fitting region size
is 24 pixels × 24 pixels, measuring 2.56 µm × 2.56 µm at the sample plane. The large
fitting region size is 60 pixels × 60 pixels, measuring 6.4 µm × 6.4 µm at the sample
plane. The expected numbers of photons from each emitter normally are distributed
with a mean of 800 photons and a standard deviation of 200 photons. The focal plane
separation (dual focal plane geometries) and foci separation (astigmatism geometries)
are 400 nm and ∼400 nm, respectively.
in the localization precision, but the differences are small enough that using a small
fitting region size will result in the same conclusions as using a large fitting region
size. The following results are calculated using the small fitting region size.
To represent the variation of fluorophore intensities observed in practice, each
emitter has an expected photon count drawn from either a normal distribution or an
exponential distribution. Figure 5.10(a,b) shows a comparison of modalities where
fluorophore intensities are drawn from a normal distribution with a mean of 800
photons and a standard deviation of 200 photons. This represents the situation where
the fluorescent to dark state transition rate is smaller than 1 frame−1 . Figure 5.10a
includes a background of 2 photons/pixel, whereas Fig. 5.10b includes a background
of 16 photons per pixel. For the dual focal plane method, both of the photons from
the emitters and from background fluorescence are split evenly between focal planes.
Figure 5.10(c,d) shows the results of exponentially distributed fluorophore intensities
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Figure 5.10. Comparison of the cumulative distribution of the cube root of the volume
√
error ( 3 σ3D ) with mean expected photon counts of 800. (a,b) The expected numbers
of photons from each emitter normally are distributed with a mean of 800 photons
and a standard deviation of 200 photons. (c,d) The expected numbers of photons
from each emitter are distributed exponentially with a mean of 800 photons. (a,c)
Background photon count is 2 photons/pixel. (b,d) Background photon count is 16
photons/pixel. The focal plane separation (dual focal plane geometries) and foci
separation (astigmatism geometries) are 400 nm and ∼400 nm respectively. The
number of simulated single- or four-emitter models for each case is 20,000. The
fitting region size is 24 pixels × 24 pixels, measuring 2.56 µm × 2.56 µm at the
sample plane.
with a mean of 800 photons. This represents the situation where the fluorescent state
to dark state transition rate is much larger than 1 frame−1 . Figure 5.10c and Fig.
5.10d include a background of 2 and 16 photons/pixel, respectively. For four-emitter
estimation, astigmatism has the largest estimation error. If any particular threshold
√
in 3 σ3D is used for accepting and using emitter locations, the astigmatism method
would always have the lowest acceptance percentage. With normally distributed
expected photon counts, the combined method and dual focal plane method intersect
√
at a 3 σ3D value of approximately 20 nm for low background (Fig. 5.10a) and 40 nm
for high background (Fig. 5.10b). Thus, for a cutoff threshold below the intersection
point, the dual focal plane method will accept more fits; otherwise, the combined
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method will accept more, although differences were small.
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Figure 5.11. Comparison of the cumulative distribution of the cube root of the volume
√
error ( 3 σ3D ) with mean expected photon counts of 5000. (a,b) The expected numbers
of photons from each emitter normally are distributed with a mean of 5,000 photons
and a standard deviation of 1250 photons. (c,d) The expected numbers of photons
from each emitter are exponentially distributed with a mean of 5,000 photons. (a,c)
Background photon count is 2 photons/pixel. (b,d) Background photon count is 16
photons/pixel. The focal plane separation (dual focal plane geometries) and foci
separation (astigmatism geometries) are 400 nm and ∼400 nm, respectively. The
number of simulated single- or four-emitter models for each case is 20,000. The
fitting region size is 24 pixels × 24 pixels, measuring 2.56 µm × 2.56 µm at the
sample plane.
Figure 5.11 shows the results for the same conditions as Fig. 5.10, but where
the mean value of the expected photon counts is increased to 5000 photons and with
a standard deviation of 1,250 photons for the normally distributed emitter intensities.
Again, the relative performance between modalities remains consistent. Figure 5.12
shows the same conditions as Fig. 5.10 but with the focal plane separations increased
to 600 nm for all modalities. With normally distributed emitter intensities, the larger
focal plane separation somewhat increased the differences between dual focal plane
and combined modalities, giving an increased preference for the combined method
when more than 70% of the fits are accepted.
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Figure 5.12. Comparison of the cumulative distribution of the cube root of the volume
√
error ( 3 σ3D ) with focal plane and foci separation of 600 nm. (a,b) The expected
numbers of photons from each emitter normally are distributed with a mean of 800
photons and a standard deviation of 200 photons. (c,d) The expected numbers of
photons from each emitter are exponentially distributed with a mean of 800 photons.
(a,c) Background photon count is 2 photons/pixel. (b,d) Background photon count
is 16 photons/pixel. The number of simulated single- or four-emitter models for each
case is 20000. The fitting region size is 24 pixels × 24 pixels, measuring 2.56 µm ×
2.56 µm at the sample plane.
The results shown in Fig. 5.8-5.12 assumed that the camera readout noise was
zero, which is a good approximation for the widely used electron-multiplying CCD
camera. However, scientific CMOS (sCMOS) cameras are becoming an attractive
option for super-resolution imaging [109]. We repeated the calculation of Fig. 5.10
taking into account the finite camera readout noise. We calculated the results for
two values of readout noise. First, 2 e− /pixel, representing a state-of-the-art sCMOS
camera and second, 6 e− /pixel, representing a low-noise, well-cooled CCD camera.
We calculated only the condition of normally distributed emitter intensities and lowbackground photon counts where differences with the zero-readout-noise case are the
most pronounced. In the presence of camera readout noise, pixel size also plays
an important role in affecting the localization precision, and we therefore made the
calculation with two different pixel sizes. As shown in Fig. 5.13e, under the same
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Figure 5.13. Cumulative distributions of 3 σ3D of single- and four-emitter fittings in
the presence of the camera readout noise. The expected numbers of photons from
each emitter normally are distributed with a mean of 800 photons and a standard
deviation of 200 photons. The camera readout noise has a standard deviation of 2
e− /pixel (a,c,e) and 6 e− /pixel (b,d,f). (a,b) Pixel size is 80 nm at the sample plane.
(c,d) Pixel size is 128 nm at the sample plane. (e,f) Comparison of four-emitter fitting
under different pixel sizes. The fitting region size is fixed at 2.56 µm × 2.56 µm. The
total number of simulated single- or two-emitter models is 5,000. Background counts
are fixed at 312 photons/µm2 .
fit region size (2.56 µm × 2.56 µm), background counts (312 photons/µm2 ), and
a standard deviation of readout noise of σs = 2 e− /pixel, the pixel size of 128 nm
produced better localization precision than the pixel size of 80 nm. This was also true
for larger σs (Fig. 5.13f). With σs = 6 e− /pixel, the astigmatism geometry begins to
outperform the other two geometries for the single-emitter fitting (Fig. 5.13b and Fig.
5.13d), which is due to a smaller number of total pixels for the astigmatism geometry
as compared to the dual focal plane geometries. However, in the four-emitter fitting,
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astigmatism still performed slightly worse than the other modalities.

5.5.3

Multiemitter localization result of microtubules

Figure 5.14. Overlay of raw data image with accepted localized emitters. Raw data
image is in red; localized emitters are in green. The raw data image is the same image
as in Fig. 5.4. The localized emitters are generated from the localization results of
fitting parameters; each emitter image measures 9 pixels × 9 pixels.

Figure 5.14 shows the overlay of a raw data image with the accepted localized
emitters. The raw data image is the same image in Figs. 5.4-5.7. As shown in
the figure, a few localized emitters form small clusters, which are the fitting results
of multiemitter localization. However, compared with Figs. 5.4-5.7, the accepted
localized emitters are approximately 40%. This is because for a data set with high
emitter density, the localization precision is much lower than a data set that has well
separated emitters. However, the acceptance percentage is still much higher than
using single-emitter localization on the same data set, which would have discarded
most overlapped emitters.
Figure 5.15 shows the 3D reconstruction of microtubules from the same
dataset used in Fig. 5.14. As shown in the figure, the density of the microtubules
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is very high, which can be fitted using only multiemitter localization. The number
of localized emitters is 13,188,861, and the number of accepted emitters is 8,121,008,
so that the acceptance percentage is 61.57%. Although multiemitter localization can
handle densely labeled samples, it also requires a longer localization time. The localization time for reconstructing Fig. 5.15 is approximately two days.

Figure 5.15. 3D reconstruction of microtubules from a multiemitter localization. The
sample is microtubules in HeLa cells labeled with Alexa Fluor 647. The data set is
the same one used in Fig. 5.14.

5.6

Conclusion

We have compared three easily implemented imaging modalities used for 3D SMLMbased super-resolution imaging to determine if any of the modalities have a significant
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advantage for multiemitter fitting. Although there were small differences, no modality
had a dramatic advantage over the others under all conditions; however, the astigmatism method did perform slightly worse under most conditions relative to the dual
focal plane techniques. Despite the small differences found with the three modalities
investigated herein, it is possible that a 3D PSF could be engineered specifically for
good performance under multiemitter estimation and therefore could substantially
outperform the geometries evaluated. We conclude that in practice, multiemitter fitting performance should play a secondary role in choosing a 3D imaging modality to
other considerations, such as ease of implementation, the facilitation of data analysis,
potential for misalignment (dual focal plane methods), field of view, and tolerance to
aberrations.
We also demonstrate a multiemitter localization algorithm under a dual focal
plane geometry. The localization algorithm is capable of localizing densely labeled
samples with an emitter density up to 1 emitter/µm2 . The emitter model is based
on a phase-retrieved PSF.

Chapter 6
Reflected-beam optical sectioning
microscopy
The ability to resolve cellular structures and their spatial organizations inside the cell
is critical to study the molecular processes in cells, such as the protein-protein interactions at the intracellular membrane. Fluorescence microscopy is a powerful tool for
biological imaging, because it can provide a 3D view of the cellular structure with
specificity and minimum sample perturbation. However, imaging structures that are
several microns in their axial dimension is a challenge to the widefield microscope, because the background fluorescence from the out-of-focus emitters significantly reduces
the image contrast. Therefore, light-sheet microscopy (LSM) has been developed to
minimize the out-of-focus fluorescence by illuminating a thin section of the cell sample. We describe a light-sheet microscope based on a reflected-beam method. A
theoretical calculation of the reflected-beam model is given for better understanding
of the basic principle of this method. The optical layout, the critical optical alignment procedures, the instrumentation, and the calibration of the current system are
specifically described in each of the following sections.
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Introduction

In the case of 3D whole-cell imaging, widefield illumination decreases the signalto-noise ratio (SNR) due to the out-of-focus fluorescence. Therefore, LSM often is
used to confine the illumination within a small z section and effectively reduces the
unwanted background fluorescence. Most configurations of light sheet microscopes
require two objective lenses [110, 111, 112, 113, 114]: One objective lens generates
the light-sheet illumination, and the other objective lens collects the fluorescence
emission in the direction perpendicular to the light sheet. Alternatively, a highly
inclined and laminated optical-sheet microscope (HILO) [115] uses a single objective
lens for both illumination and detection, but its light sheet area is limited due to the
oblique illumination. The reflected beam method described in this chapter is capable
of generating an adequate size of a light sheet for whole-cell imaging by using a single
objective lens.
The concept of the reflected-beam method is shown in Fig. 6.1. The light
sheet, which spans in the direction perpendicular to the paper, coming out of the
objective lens enters inside a microfluid channel and is reflected by the sidewall of the
channel at 45◦ with respect to the cover glass. The reflected light sheet illuminates
a z section of the cell, and the fluorescence emission from the illuminated region
is collected by the same objective lens. The microfluid channel is fabricated from
silicon; its sidewall is formed by the {110} plane of the silicon crystal and is inclined
at 45◦ toward the top surface of the microfluid channel formed by Si {110} plane.
The sidewall is aluminum coated for high reflectivity. The microfluid channel is sealed
onto a cover glass, which is the bottom of the channel.
This reflected-beam light-sheet microscope is dedicated for 3D whole-cell
imaging with sectioning illumination. The dSTORM techniques can be integrated
easily into this microscope to generate a super-resolution image of a whole cell.
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Figure 6.1. Concept of the reflected-beam method. The light sheet, which spans in
the direction perpendicular to the paper, coming out of the objective lens enters inside
a microfluid channel and is reflected by its side wall, which is at 45◦ with respect to
the cover glass. The reflected light-sheet illuminates a z section of the cell, and the
fluorescence emission is collected by the same objective lens.

6.2

Model of the reflected beam

As shown in Fig. 6.1, the laser beam after the objective lens can be modeled as
a Gaussian beam. This Gaussian beam is reflected at 45◦ by the sidewall of the
microfluid channel. To fully understand the beam profile of the reflected beam and
the scanning mechanism of this method, a theoretical simulation of the reflected-beam
method is described below.
The objective lens is a compound lens system. To model the profile of the
light sheet, the objective lens is simplified as a thin lens. Figure 6.2 illustrates this
simplification. The diameter of the thin lens is equal to the diameter of the back
aperture of the objective lens; the focal length is defined by both the back aperture
size and the NA of the objective lens; the medium before and after the thin-lens are
air and the sample medium, respectively. With this thin lens model, the beam profile
can be calculated easily by using the ABCD matrix from the geometric ray tracing.
The ABCD matrix for rays starting in the air medium immediately before the thin

Chapter 6. Reflected-beam optical sectioning microscopy

169

lens to the sample medium a certain distance z after the thin lens is given by






 

0  1 − z/f z/n
A B  1 z   1

=

=
,
C D
0 1
−1/f 1/n
−1/f 1/n

(6.1)

in which f is the focal length of the thin lens, and n is the refractive index of the sample
medium. Assuming the beam profiles before and after the thin lens are described by
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n

Figure 6.2. Simplified model of an objective lens. D is the diameter of the back aperture of the objective lens, and θ is the maximum convergence angle in the immersion
medium, which is defined by the numerical aperture (N A) of the objectives lens.
the Gaussian beam (Fig. 6.3), the complex parameters of the Gaussian beams, q1
and q2 , are related through the ABCD matrix from Eq. 6.1,
−1/f + 1/nq1
C + D(1/q1 )
1
=
=
,
q2
A + B(1/q1 )
1 − z/f + z/nq1

(6.2)

where q1 and q2 are given by
1
1
j
=
− ,
q1 R1 z1
1
1
j
=
− .
q2 R2 z2

(6.3)

The complex parameters of the Gaussian beam describe the beam profile; R1 and R2
are the beam curvatures at certain z positions, and z1 and z2 are given by
πω12
,
λ0
πnω22
z2 =
,
λ0
z1 =

(6.4)
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in which ω1 and ω2 are the beam radius at certain z positions. Rewrite Eq. 6.2 by
using the expression of q1 and q2 (Eq. 6.3),
j
−1/f + 1/nR1 − j/nz1
1
−
=
.
R2 z2
1 − z/f + z/nR1 − jz/nz1

(6.5)

The real and imaginary parts of Eq. 6.5 are
1
(−1/f + 1/nR1 ) (1 − z/f + z/nR1 ) + z/n2 z12
=
R2
(1 − z/f + z/nR1 )2 + (z/nz1 )2

(6.6)

1
1/nz1
=
.
z2
(1 − z/f + z/nR1 )2 + (z/nz1 )2

(6.7)

and

Equations 6.6 and 6.7 describe the Gaussian beam profile after the objective lens.

n
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ω1

2 ω1

x
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zf
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Figure 6.3. Focusing of a Gaussian beam by a thin lens.
The z position of the beam waist is denoted as zf , which can be found by minimizing
z2 from Eq. 6.7, so that

zf =

1/f − 1/nR1
.
(1/f − 1/nR1 )2 + 1/n2 z12

(6.8)

Chapter 6. Reflected-beam optical sectioning microscopy

171

By substituting from Eq. 6.8 into Eq. 6.7, the beam waist is given by
s
ω02 =

λ0 /πz1
.
(n/f − 1/R1 )2 + 1/z12

(6.9)

For a conventional line-scanning microscope, the incoming beam is collimated, and the
beam size immediately before the objective lens is much larger than the wavelength
of the excitation laser, meaning ω1  λ0 . Therefore, according to Eq. 6.4, we have
R1 ≈ ∞ and z1  f . Given those approximations, Eq. 6.8 and Eq. 6.9 become

zf ≈ f

(6.10)

and

ω02 =

λ0 f
.
nπω1

(6.11)

Equation 6.10 is consistent with the result of the geometrical optics: The beam waist
is at the focal plane of a thin lens. And the size of the beam waist is given by Eq.
6.11. The Rayleigh length, z0 , is defined by the distance from the beam waist to the
position of the beam size that is expanded to the size of the beam waist multiplied
√
by a factor of 2 (Fig. 6.3),

z0 =

2
πnω02
,
λ0

(6.12)

and 2z0 is referred to as the confocal parameter, which usually is used to characterize
the length of the light.
The above derivation gives the Gaussian-beam profile in the sample medium;
this Gaussian beam is reflected by a mirror at 45◦ (Fig. 6.4). The reflected beam
is parallel to the cover glass and creates the light sheet for sectioning illumination.
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Figure 6.4. Model of a Gaussian beam reflected by the sidewall of a microfluid channel.
The Gaussian beam (red curve) after the objective lens enters into the microfluid
channel (blue line) and reflected by its sidewall at 45◦ angle. The reflected beam
creates a light sheet and illuminates a section of the cell (green curve). The focal
plane is at z = 0 µm. (a) The focal plane is at the bottom of the cell. (b) The focal
plane is 5 µm above the cell bottom.
If the incoming beam before the objective lens is collimated to a large enough beam
size, such that R1 ≈ ∞ and z1  f , the Gaussian beam after the objective lens
will be always reflected at its beam waist. This is because the light sheet is always
placed at the objective lens’ focal plane, which is also the position of the beam waist
(according to Eq. 6.10). However, this is not preferable for creating a thin sectioning
illumination; as shown in Fig. 6.4, the beam begins to diverge before reaching the
cell. In an ideal situation, the entire length of the light sheet, which is defined by
the confocal parameter, should be mostly inside the cell, so that the thinnest part
of the reflected beam spans across the cell area that is in focus. To achieve this, the
beam waist needs to be moved inside the cell. This is equivalent to moving the beam
waist away from the objective lens before the beam is reflected. Thus, it requires an
uncollimated incoming beam, meaning R1 is finite.
As mentioned, R1 is the beam curvature at the back aperture of the objective
lens. Given that R1 is still approximately tens of millimeters large, it can be approximated to the distance from the virtual object (I4 in Fig. 6.5) of the beam waist (I3
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in Fig. 6.5) inside the sample medium to the objective lens. From the geometrical
optics, to move the beam waist away from the objective lens is to move the virtual
object toward the objective lens. All of the lenses before the objective lens can be
adjusted to change the virtual object position, but, to keep a minimum change in the
optical path, the best option is to move the second cylindrical lens (CY2 in Fig. 6.5),
which affects only the optical path in the x-z plane.
CY2

L1

L2

TL1

objective

I2

I1

S1

D1

I3

D2
S2

d1

I4

D3

zf

S3

I2

I3

I1
S4
R1

Figure 6.5. Schematic drawing of part of the excitation beam path in the reflected
beam method. The optical components are labeled the same as in Fig. 6.7. I1 is
the virtual object of I2 , I2 is the real object of I3 , which is the beam waist, and I4 is
both the virtual image of I2 and the virtual object of I3 . If I3 is at the designed focal
position of the objective lens, S1 is equal to the focal length of L1 (S1 = f1 ). D1 , D2 ,
and D3 are fixed distances, which are equal to f1 + f2 , f2 + f3 , and f3 , respectively
(D3 is approximately equal to f3 , because the focal length of the objective lens is
usually much smaller than the focal length of the tube lens, TL1). In the bottom
drawing, CY2 is moved by a distance of d1 , and hence, the beam waist, I3 , is moved
away from the objective lens.
Figure 6.5 shows the excitation-beam path starting from the second cylindrical lens, CY2. As shown in the top drawing of Fig. 6.5, if I3 is at the designed focus
of the objective lens, its virtual object, I4 , will be at the infinite, so that R1 ≈ ∞
and S1 = f1 , where f1 is the focal length of lens L1. By moving CY2 a distance of d1
(bottom drawing of Fig. 6.5), I4 is moved toward the objective lens, and R1 becomes
finite. The derivation of R1 in terms of d1 is given below.
Lens L1 and L2 form a telescopic system, which has an axial magnification

Chapter 6. Reflected-beam optical sectioning microscopy

174

of −(f2 /f1 )2 , where f2 is the focal length of L2. Thus, S2 , which is originally equal
to f2 , is calculated from

S2 =

f2
f1

2
d1 + f 2 ,

(6.13)

because D2 is fixed and equal to f2 + f3 , S3 is given by

S3 = f2 + f3 − S2 .

(6.14)

Although TL1 and the objective lens also form a telescopic-like system, its
lateral magnification does not agree with the result from the telescopic system, because the objective lens is a compound-lens system and cannot be simplified as a thin
lens. Note that the simplification of the objective lens described above ignores its
relationship with the tube lens. Thus, the image formations of TL1 and the objective
lens are calculated separately. The image formation of the objective lens is given by
Eq. 6.8 and Eq. 6.9. The image formation of TL1 is
1
1
1
−
= ,
S3 S4
f3

(6.15)

solving the above equation for S4 ,

S4 =

S 3 f3
,
f3 − S3

(6.16)

then,

R1 = S4 + D3 = S4 + f3 ,

(6.17)
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and combining equations from Eq. 6.13 to Eq. 6.17, we have

R1 =

f1 f3
f2

2

1
.
d1

(6.18)

Thus, zf can be related to d1 by substituting from Eq. 6.18 into Eq. 6.8. Figure
6.6 shows an example of moving the beam waist toward the cell by moving CY2 a
distance of d1 = 40 mm.
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Figure 6.6. Model of a Gaussian beam reflected by the sidewall of a microfluid channel.
The beam waist is moved away from the sidewall, as a comparision to Fig. 6.4.
Parameters used here are d1 = 40 mm, f1 = 150 mm, f2 = 200 mm, and f3 = 180
mm. (a) The focal plane is at the bottom of the cell. (b) The focal plane is 5 µm
above the cell bottom.

6.3

Optical layout of reflected-beam method

Figure 6.7 illustrates the optical layout of the reflected-beam method. The excitation
source is a diode laser with a typical wavelength at 642 nm (HL6366DG, Thorlabs).
The laser beam is collimated by an aspherical lens, AL2, and coupled into an optical
fiber through two mirrors, M7 and M8, and an aspherical lens, AL3. A laser diode
clean-up filter, LD (LD01-640/8-12.5, Thorlabs), is inserted after AL2 to filter out
undesirable laser light. The laser beam out of fiber is collimated again by an aspherical
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Figure 6.7. Optical layout of the reflected-beam method. AL1-AL3 are aspherical
lenses with focal lengths of 4 mm, 3.3 mm, and 6.24 mm, respectively. M1-M8 are
mirrors. LD is laser clean-up filter. LG is a laser-line generating lens. CY1-CY3 are
cylindrical lenses with focal lengths of 75 mm, -100 mm, and 500 mm, respectively.
L1-L4 are achromatic lenses with focal lengths of 150 mm, 200 mm, 15.29 mm, and
76.2 mm, respectively. GM is galvo mirror. TL1 and TL2 are tube lenses with a focal
length of 180 mm. DM is a dichroic mirror. F is a single-band bandpass filter.
lens, AL1, and is reflected by mirrors, M1, M2, and M4 with M3 flipped down.
The laser beam after M4 is expanded by a laser-line generating lens, LG (LOCP8.9R10-XX, Laserline Optics) along the y-axis, which is perpendicular to the paper.
In the y-z plane, z is along the optical axis; the generated laser line is collimated
by a cylindrical lens, CY1, and is focused by a lens, L1, at a galvo mirror, GM
(6220HM40B, Cambridge Technology). In the x-z plane, the generated laser line is
diverged by a cylindrical lens, CY2, and re-collimated by the lens, L1. CY2 and an
adjustable slit, which is placed immediately after the lens, L1, are used to control
the x dimension of the laser line. The laser line after GM is again divergence in the
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y dimension, and after passing through a lens, L2, and reflected by a mirror, M5,
the laser line is collimated in the y-z plane and is focused in the x-z plane at the
mirror, M6. M6 is placed at the conjugate plane of the sample plane. The laser line
at M6 is imaged at the sample plane through the tube lens, TL1, the dichroic mirror,
DM (Di02-R635-25x36, Semrock) and the objective lens (UPLSAPO 60XW, NA 1.2,
Olympus). The laser line out of the objective lens is reflected by the sidewall of the
microfluid channel and forms a light sheet, which spans across the x-y plane. In the
emission path, the fluorescence emission is collected by a sCMOS camera (C1144022CU, Hamamatsu). A bandpass filter, F (FF01-710/40-25, Semrock), is placed after
the tube lens, TL2, to prevent any laser light from entering the camera as well as to
filter out undesired fluorescence light. A cylindrical lens, CY3, can be easily placed in
and out of the emission path for switching between the 3D and the 2D imaging mode.
The 3D imaging mode is based on the astigmatism method of the 3D super-resolution
technique.
This optical setup also can be used as a widefield microscope by flipping
mirror M3 up and mirror M5 down. In this case, the excitation laser beam will be
redirected by M3 and passes through a telescopic system formed by lenses L3 and
L4, which expand the beam diameter into a desirable size. An iris is placed after M6
and is used to enable continuous adjustment of the beam size. However, the iris is
completely open when the system is operating under the reflected-beam mode.
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Part Number

AL1

C610TME-A

AL2

A414TM-A

AL3

A110TM-A

CY1

ACY254-075-A

CY2

LK1743RM-A

CY3

LJ1144RM

DM

Di02-R635-25x36

F

FF01-710/40-25

GM

6220HM40B

L1

AC254-150-A

L2

AC254-200-A

L3

A260TM-B

L4

PAC046

LD

LD01-640/8-12.5
LOCP-8.9R10XX

LG
M1–M8

BB1-E02

TL1–TL2

AC508-180-A

fiber

P1-488PM-FC-2

iris

SM1D12

laser

HL6366DG

objective
sCMOS
slit

UPLSAPO
60XW
C11440-22CU
VA100/M

Description
f = 4.0 mm NA = 0.60, Mounted Geltech
Aspheric Lens, AR: 400-600 nm
f = 3.3 mm, NA = 0.47 Mounted Rochester
Aspheric Lens, AR: 350-700 nm
f = 6.24 mm, NA = 0.42, Mounted Rochester
Aspheric Lens, AR: 350-700 nm
f = 75 mm, 100 Cylindrical Achromat, AR
Coating: 350-700 nm
f = -100 mm, 25.4 mm, N-BK7 Mounted
Plano-Concave Round Cyl Lens
f = 500 mm, 100 , N-BK7 Mounted PlanoConvex Round Cyl Lens
635 nm laser BrightLine laser-flat dichroic
beamsplitter
710/40 nm BrightLine single-band bandpass
filter
Model 6220HM40B Galvanometer Scanner
f = 150.0 mm, 100 Achromatic Doublet,
ARC: 400-700 nm
f = 200.0 mm, 100 Achromatic Doublet,
ARC: 400-700 nm
f = 15.29 mm, NA = 0.16, Mounted
Rochester Aspheric Lens, AR: 650-1050nm
Visible Achromatic Doublet Lens, 25.4 mm,
76.2 mm EFL, 400-700 nm
640/8 nm MaxDiode laser clean-up
10◦ fan angle Powell lens, Diameter 8.9 mm,
1.0 mm laser beam
100 Broadband Dielectric Mirror, 400-750
nm
f = 180.0 mm, 200 Achromatic Doublet,
ARC: 400-700 nm
Patch Cable, FC/PC, 488 nm, PM, Panda
Style, 2 m
SM1 Lever-Actuated Iris Diaphragm (0.812 mm)
642 nm, 80 mW, 5.6 mm, A Pin Code, Opnext Laser Diode
Objective lens, NA: 1.2, immersion: water,
magnification: 60
ORCA-Flash4.0 V2 Digital CMOS camera
Adjustable Mechanical Slit, Metric

Table 6.1. optical components checklist of reflected-beam setup.

178
Supply
Thorlabs
Thorlabs
Thorlabs
Thorlabs
Thorlabs
Thorlabs
Semrock
Semrock
Cambridge
Technology
Thorlabs
Thorlabs
Thorlabs
Newport
Semrock
Laserline
Optics
Thorlabs
Thorlabs
Thorlabs
Thorlabs
Thorlabs
Olympus
Hamamatsu
Thorlabs
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Critical alignment procedures of the reflected
beam optical setup

There are two major parts in the optical setup of the reflected beam method. The
first is the optical path that generates the laser line; the second is the imaging path.
z

Beam Width
y

Fan Angle

Figure 6.8. Illustration of a narrow laser beam passing through a laser-line generating
lens (blue lines).
The optical path that generates the laser line starts from AL1 and passes
through M1, M2, M4, LG, CY1, CY2, L1, and the slit. The laser-line generating
lens, LG (Fig. 6.8), stretches a narrow laser beam into a uniformly illuminated
straight line. The required incident laser-beam width is 1 mm (see Table 6.1). Thus,
given the NA of the fiber, an aspherical lens (AL1) with a 4 mm focal length is chosen
to generate a laser beam with ∼ 1 mm diameter. The fan angle (Fig. 6.8) of LG is
10◦ ; to collimate the laser line along the y-axis, a cylindrical lens (CY1) of a 75 mm
focal length is placed after LG, resulting in a 13 mm long laser line. The laser-line
width remains the same after CY2; to increase the laser-line width to ∼ 2 mm, a
cylindrical lens (CY2) with a focal length of -100 mm and a lens (L1) with a focal
length of 150 mm are placed after CY1. The distance between CY1 and CY2 is
arbitrary; the distance between CY2 and L1 is 50 mm. LG is mounted on a 6-axis
kinematic optic mount (K6XS, Thorlabs), but only 3 degrees of freedom are needed,
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which are rotation, x and y translations. CY1 and CY2 are mounted on a rotation
mount (CRM1/M, Thorlabs). The alignment procedure for the laser-line generating
path is as follows:
1. Adjust the z (along the optical axis) position of the fiber tip next to AL1,
so that the laser beam is collimated after AL1. Then adjust the x and y positions of
AL1 so that the beam spot is centered on a target at the same height of AL1, and
the straight line that is through AL1 and the target is parallel to one of the table
edges. Note that the geometrical centers of the optical elements are used in all of the
distance measurements and position alignments.
2. Place M1 approximately 425 mm from AL1, M2 at about 50 mm from
M1, and M4 at about 600 mm from M2, as shown in Fig. 6.7. All of the mirror angles
are adjusted to 45◦ with respect to the laser beam.
3. Adjust the mirror angles of M2 and M4 so that the beam spots after M4
are centered on two targets that are separated by approximately 50 mm. The straight
line through M4 and the two targets is parallel to the table and to one of the table
edges.
4. Place LG approximately 150 mm from M4. Rotate LG along the optical
axis so that the laser line is perpendicular to the table. Adjust the y (perpendicular
to the table) position of LG so that the intensity is uniform along the laser line.
5. Place CY1 at 75 mm from LG, with the distance measured by a ruler.
Place CY2 approximately 50 mm from CY1.
6. Remove LG from its mount. Rotate CY1 so that the long axis of the
elliptical beam spot after CY1 is along the y-axis. Rotate CY2 so that the long axis
of the elliptical beam spot after CY2 is along the y-axis.
7. Put LG back into its mount, and rotate LG so that the laser line after
CY2 is along the y-axis.
8. Place L1 at 50 mm from CY2, with the distance measured by a ruler.
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9. Place the slit approximately 10 mm from L1 (VA100/M, Thorlabs).
The imaging path includes TL1, CY3, and the camera. The imaging path
requires a light-tight configuration, so that all optical components are connected
through lens tubes and appropriate lens tube connectors. The cylindrical lens, CY3,
is mounted on a removable filter holder (CFH2/M), which can be placed easily in
and out of the imaging path, in order to switch between the 2D and the 3D imaging
configurations. For easy alignment, the tube lens, TL1, is connected to the other
tubes by an SM1 thread to a one-inch optical-mount adapter (SM1AB2, SM1P1,
Thorlabs), so that it can be detached easily from the lens tube without threading.
The alignment procedure for the imaging path is as follows:
1. Choose appropriate adjustable lens tubes and fixed lens tubes, assemble
them together, and thread the assembly to the camera port with a suitable C-mount
adapter. Attach TL1 to the other end of the lens tube assembly.
2. Adjust the camera position so that TL1 faces a faraway target, such as a
picture in the hall outside the lab. Turn on the camera, and start the camera control
software (HCImage, Hamamastu). Click the live button on the software, and a live
view window will pop up, continuously updating the captured image.
3. Adjust the adjustable lens tube until the image on the camera is well
focused. Secure the position of the adjustable lens tube. Turn off the camera.
4. Detach TL1 from the lens tube camera assembly, and thread it onto the
side port of the dichroic cage cube (CM1-DCH/M, Thorlabs).
5. Attach the lens tube-camera assembly to TL1. Mark the current camera
position using two pedestal post position-retainers (RSPC, Thorlabs).
The following steps give the alignment procedure of CY3, which is the last
procedure in the alignment of the reflected-beam setup.
6. Detach the lens tube camera assembly from TL1, and move the assembly
approximately 10 mm from TL1. Disassemble the lens tube assembly. Move the
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camera back to the marked position.
7. Put a fluorescence red beads sample on the sample holder. Turn off the
room light, and turn on the camera and laser. Start the live view using the camera
control software. Focus the beads image on the camera by adjusting the z position
of the sample holder.
8. Place CY3 in the optical path between TL1 and the camera. Adjust CY3’s
position along the optical axis, so that the separation of two foci of the bead image is
approximately 400 nm. Abort the live view. The focal length of CY3 is 500 mm; the
best position found for this cylindrical lens is only ∼ 7 mm from the camera port.
9. Thread the mount holder of CY3 on the camera port through a C-mount
adapter. Thread a lens-tube assembly of the appropriate length on the other end of
the mount holder of CY3. Attach TL1 to the assembly of lens tubes, mount holder of
CY3, and the camera. The mount holder is supported by a post-post holder assembly.
10. Place CY3, which is held in a removable mount, into the mount holder.
Start the live view. Wearing a glove, rotate CY3 by hand until the long axis of the
out-of-focus bead image is either perpendicular or parallel to the table. Fasten CY3
in the removable mount, and either keep it in the mount holder or set it aside by the
optical setup.

6.5

Instrumentation of the reflected-beam microscope

The instruments implemented in the reflected-beam microscope include a diode laser,
a galvo mirror, a piezo stage, and a camera. Each is controlled by one or two compatible controllers. All of the controllers are connected to a computer (Fig. 6.9) and
are controlled through the custom-written software in Matlab.
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Figure 6.9. Diagram of the instrument control in the reflected beam microscope.

6.5.1

APT controller from Thorlabs

The APT controllers (Thorlabs Inc.) used in the reflected beam microscope are the
piezo driver (TPZ001, Thorlabs Inc.), the strain gauge reader (TSG001, Thorlabs
Inc.), and the laser diode controller (TLD001, Thorlabs Inc.).
The piezo driver controls the position of the piezo actuator in a single-axis
translation stage (NFL5DP20S/M, Thorlabs), which is used to adjust the z position
of the sample stage. The piezo driver has two operation modes: open-loop mode and
closed-loop mode. In open-loop mode, the output voltage from the piezo driver is
set directly by the user. This voltage controls the expansion of the piezo actuator,
which converts the voltage into a certain displacement of the stage. However, the
displacement produced by the piezo actuator is not a linear function of the driving
voltage, which limits the accuracy and the repeatability of the system. This problem
can be eliminated, however, when the closed-loop control is used. In closed-loop
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mode, the piezo actuator is connected to a position sensor (strain gauge reader),
which is capable of reading the actual stage position, and this position signal is fed
back to the piezo controller. Rather than outputting a constant voltage, the piezo
controller continuously monitors the position signal and, if necessary, adjusts the
output voltage to maintain the required position. The closed-loop mode operation of
the piezo driver is applied in the reflected beam microscope. Figure 6.10 shows the
electrical connection of the piezo-stage control in the closed-loop operation.
piezo drive cable, PAA101
USB2.0

piezo driver
TPZ001
SMA coaxial cable
CA2912

computer

USB2.0

single axis
piezo stage
NFL5DP20S/M

strain gauge
reader
TSG001
feed back cable, PAA622

Figure 6.10. Schematic drawing of electrical connection of the piezo-stage control in
closed-loop operation.
The laser-diode controller controls the output power of the laser diode. It is
connected to the laser-diode mount (LDM9T/M, Thorlabs), which is integrated with
a temperature controller. One important step in laser-diode control is the polarity
setting. Each laser diode has a unique pin code, which describes the polarity of each
pin on the laser diode. For example, the laser diode used here has an A pin-code
style, as shown in Fig. 6.11a, where LD represents the laser diode and PD represents
the photo diode, which usually is integrated with the laser diode. Pin 2 is the electric
ground, and it is also the anode end of LD and the cathode end of PD. Thus, in
the laser-diode mount and the laser controller, LD is set to anode ground (AG), and
PD is set to cathode ground (CG) (for details, see the user guides for the laser-diode
mount and the laser controller). The photo diode acts as a monitor diode. In general,
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laser diode emit light from both ends of its cavity. By monitoring the output beam
from the rear facet of the laser diode, one can maintain the output laser power to be
a constant. For the laser power in a range of 1 W or less, the most common package
of the laser diode is the TO-Can style, which is available in a diameter base of either
5.6 mm or 9 mm (Fig. 6.11b). The laser-diode controller also is connected to the
computer with a USB 2.0 cable.

a

1

b

3

PD

LD

2
Figure 6.11. (a) A pin-code style of the laser diode. (b) TO-Can style of the laserdiode package (image is from the website [3]).
After finishing the electronic connections for all three APT controllers used
in the reflected-beam microscope, the next step is to communicate with those devices through the computer. The communication protocol can be downloaded from
Thorlab’s website [116]. The electrical interface within the APT controllers uses a
future technology devices international (FTDI) type, FT232BM USB peripheral chip
to communicate with the host PC. This is a USB 2.0 compliant USB 1.1 device. In
general, it is a USB RAW class device, which has its own communication protocol.
The other class of USB devices is the USB INSTR class; devices in this class conform
to the USB Test and Measurement Class (USBTMC) and use the NI-VISA (National
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Instrument Virtual Instrument Standard Architecture) USB INSTR class. USB INSTR class devices can be controlled easily in Matlab by creating a VISA object.
However, for USB RAW class devices, they cannot be directly controlled by Matlab;
alternatively, the user needs to write interface functions that can be recognized and
called by Matlab. This interface consists of a number of MEX (Matlab Executable)
files, which are produced from C++ source code. The MEX-files have the same file
extension, .mexw64 ; each file behaves like a Matlab build-in function, and the file
name is the same as the function name. When calling those MEX functions in Matlab, the corresponding MEX-files need to be added in the Matlab path. As noted
earlier, APT controllers use an FTDI USB chip; FTDI provides the corresponding
device driver (for Windows, Linux and other platform), which is the interface allowing the host PC to communicate with the device. The FTDI device driver used here
is the D2XX driver, which can be downloaded from FTDI’s website [117]. D2XX
drivers allow direct access to the USB device through a DLL (dynamic link library)
file. Application software can access the USB device through a series of DLL function
calls. The D2XX driver needs to be installed before the devices are connected to the
computer. After installing the driver for a 64-bit Window system, an ftd2xx64.dll file
is added to the directory: C:/Windows/System32/. Then, connecting the devices to
the computer, the devices are recognized as an APT USB device, shown in the device
manager of the Windows system. The next step is to create a MEX type project
based on C++ language in Visual Studio. Under the property settings of the project,
the directories of the header (.h) files and the library (.lib) files for both MEX library
function calls and the FTDI library function calls are added in the include path and
the library path. The next step is to write the source code to communicate with the
device. The device control follows a general style: open device, send message, get
response, and close device. See Appendixes 6.8.1 and 6.8.2 for the example codes of
the APT-device opening function and the laser-power control function.
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In general, for APT device control, one MEX-function usually includes only
one command or includes several commands for setting basic parameters of the device.
Usually, there is one MEX-function for device closing. It is important to close the
opened devices after using them, because if the devices are left open and the device
handles are accidentally changed or deleted from the Matlab work space, the devices
cannot be opened again, unless the devices are restarted or are temporarily unplugged
from the computer. The closing function for the APT devices uses the function
FT Close with the input parameter of the device handle. With those precompiled
MEX-functions, the APT devices can be controlled from Matlab; for convenience, all
functionalities for a certain device are written in one Matlab class. Thus, to control
a certain APT device is to create an object based on the corresponding Matlab class.
And a graphical user interface (GUI) is created for each device, so that all devices
can be controlled easily by interacting with the GUI. The Matlab class and the GUI
are a higher level of device control and will not be discussed here. This section
and the example programs in the appendix are based on the current communication
protocol for the APT device control and give a general description of the USB RAW
class device control. The communication protocol changes over time, so that the
programming should always be based on the newest communication protocol.

6.5.2

Digital sCMOS camera from Hamamatsu

The camera used in the reflected-beam setup is a digital sCMOS (scientific complementary metal oxide silicon) camera (ORCA-Flash4.0 V2, C11440-22CU, Hamamatsu). This camera is compatible with two types of interface for camera control:
the USB 3.0 and the camera link. Camera link is a serial communication protocol
standard designed for computer vision applications based on the National Semiconductor Interface Channel-link. The data transfer speed through the camera link is
much faster than that of the USB 3.0. Therefore, camera link interface is chosen for
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the reflected-beam setup. A camera link interface card (FireBird Camera Link Deca
Frame Grabber, AS-FBD-1XCLD-2PE8) is installed on the computer’s motherboard.
The camera is connected to the camera link card through two cables. As noted previously, in device control, a driver is needed for the computer to communicate with
the device. The driver for this camera is the DCAM-API (digital camera application programming interface), which can be download from the company’s website
[118]. For the Windows system, after the driver is installed, the DLL files associated
with the DCAM-API library are copied under the directory, C:/Windows/System32/.
However, the DCAM-API does not include a software development kit (SDK), which
defines all of the functions for the user to communicate with the camera. The SDK
is purchased from Hamamatsu and includes the header files and the library files (.h,
.lib), the sample codes, the function reference, and the property reference. The function reference gives the usage of all of the functions used in the camera control, and
the property reference explains the properties of the camera and the functions used
to get and set those properties. Those DCAM-API functions cannot be accessed
directly from Matlab. Therefore, a set of MEX-functions must be created for the
camera control.
The basic steps for the camera control are initialize and open the camera, set
the camera properties, prepare data acquisition, start data acquisition and transfer
data to the computer memory, abort data acquisition, and close the camera. Initializing and opening the camera get the camera information and output a camera
handle that is used for subsequent access of the camera. A number of camera properties are defined in the property reference, but only some of them are used for the
reflected-beam setup. Those properties are the exposure time, the readout speed,
subarray, the defect correction, binning, the trigger mode, and the frame interval.
The frame-interval property is read only, which gives the period between the starts
of two frames, and its inverse is the frame rate. The frame interval is a function of
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the exposure time and the frame readout time. For this camera, the fastest frame
rate is 100 fps at the maximum image size (2,048 pixels × 2,048 pixels), while the
shortest exposure time is 1 ms with the same image size, which would be 1,000 fps if
the frame readout time was zero. At a smaller image size (set by the subarray property), if the selected region is centered with the center horizontal line of the camera
chip, the frame readout speed is the fastest and can be up to 25,600 fps. The most
complicated part of the camera control is data acquisition. It includes the following
steps: get and set the image data type, set the camera’s capture mode and allocate
the frame memory, start data acquisition, and transfer data to the computer memory.
The first two steps are for the preparation of the data acquisition (see an example
code in Appendix 6.8.3).
The third step of the data acquisition is starting the data acquisition, which
is done by the dcam capture function. If the capture mode is the sequence mode,
the camera continuously captures the images. When more frames are captured than
have been allocated, DCAM will loop back to the start of the frame buffer. If the
mode is the snap mode, DCAM will go to the idle state after capturing the number of
prepared frames. The last step in the data acquisition is to transfer the captured data
to the computer memory, so that the user can access the data easily. An example
code for getting the latest frame is given in Appendix 6.8.4.
After creating all of the necessary MEX-functions, a camera class is written in Matlab to implement all of those MEX-functions. The camera class is called
HamamatsuCamera, which is a subclass of the CameraClass. The superclass CameraClass includes the properties and methods common to any type of camera and
can be inherited by its subclass. Some of the methods in the superclass are defined
without implementation, because different cameras might implement those methods
in different ways. Those methods are known as the abstract methods. The HamamatsuCamera class implements all of the abstract methods, which are specialized for the

Chapter 6. Reflected-beam optical sectioning microscopy

190

Hamamatsu camera. The detailed definition and the usage of the superclass and the
subclass can be found in Matlab’s help manual. A GUI method of the CameraClass
is the same for all camera types and can be called from the instance created under
any of its subclasses. By calling this GUI method, the camera is controlled through
interaction with the GUI.

6.5.3

Galvo mirror

The galvo mirror is used to move the Gaussian beam along the x-axis (Fig. 6.6) and
to keep the reflected beam at the focal plane of the objective lens. The galvo mirror
is controlled by a dual-axis analog servo driver (67322H10-1, Cambridge Technology),
which rotates the mirror into a certain angle that is proportional to the input voltage.
The servo driver is a printed circuit board (PCB) assembly, which contains several
jack ports (e.g., J1, J2). As shown in Fig. 6.12, the power supply of the servo driver
is connected to J3, which is a four-pin socket: pin 1 and pin 4 provide ±24 V; pin
2 and pin 3 are grounded. The input voltage for setting the galvo mirror angle is
sent through J1, which is a six-pin socket, but only pin 1 and pin 4 are used for a
single-mirror control: Pin 1 is connected to the ground, and pin 4 receives the input
voltage. The input voltage source is a BNC connector block (BNC-2110, National
Instrument), which can generate a certain voltage according to the commands sent
from the computer. The BNC connector block is connected to a NI-DAQ (National
Instrument data acquisition) card, which is installed on the computer’s motherboard.
Thus, the computer is able to control the BNC connector block by communicating
with the NI-DAQ card. This communication is established in a similar way to the
camera control: A device driver that contains the library files (.h, .lib) is installed
first; then, a MEX-function is created for setting a certain analog output voltage to
the BNC connector block. The galvo mirror is connected to J2, which generates a
positioning signal according to the input voltage at pin 4 in J1. J22 is reserved for
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controlling a second galvo mirror.
outlet
power supply
1
galvo
mirror
2
J3
J22

J2

J1

NI-DAQ card
4

analog out

analog in
BNC connector block
5

Galvo mirror driver
3

Figure 6.12. Electronic connection of the Galvo mirror control.

Number Part Number

Description
homemade power supply, including two DC
power supply (MK150S-24, Compact 150
Watt Enclosed Switching Power Supplies, Astrodyne).

1

NA

2

6220HM40B

Galvanometer scanner

3

67322H10-1

MicroMax series 673XX dual-axis servo
driver

4

PCIe-6343

X Series Data Acquisition card

5

BNC-2110

Shielded Connector Block with BNC for X
Series and M Series

Supply
NA
Cambridge
Technology
Cambridge
Technology
National Instruments
National Instruments

Table 6.2. Electronic components checklist of galvo mirror control.
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Calibration of microscope system
Magnification

The magnification of the microscope system was determined to be 60.125, which is
measured by imaging a grid pattern (R1L3S3P, Thorlabs) with a known grid period.
The grid image on the camera is shown in Fig. 6.13a, and the actual grid period is 10
µm. The period of the grid image is found by localizing the positions of the valleys
in Fig. 6.13b, which is the mean over the vertical dimension of the grid image. The
found period of the grid image is equal to 92.5 pixels times the given pixel size of 6.5
µm, which results in 601.25 µm. The magnification is the period of the grid image
divided by the actual grid period, which results in 60.125. It is quite close to the
magnification of the objective lens, which is 60. The pixel size at the sample plane is
108 nm.
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Figure 6.13. Magnification measurement in the reflected-beam method. (a) Grid
image, the actual grid period is 10 µm, image size is 2,048 pixels × 2,048 pixels. (b)
The curve of the mean value over the vertical dimension of (a).

Chapter 6. Reflected-beam optical sectioning microscopy

6.6.2

194

Vibration

The vibration of the microscope system comes directly from the vibration of the x, y
, and z stages. Additionally, vibration from the air-cooling fans for the camera, the
laser diode, and the galvo mirror controller also affects the stability of the microscope
system. The vibration is measured by taking 1,000 frames of the beads image at
various exposure times. The beads sample is prepared by diluting the fluorescence
beads (F-8789, LifeTechnologies) to 1:107 in 1X PBS, 4 mM NaCl. The piezo stage is
designed to control the z position of the sample, and the two manual stages control
the x and y positions. The vibration along the x- and y-axis is easier to characterize.
Therefore, to characterize the vibration of both the piezo and the manual stages, the
designed configuration was adjusted temporarily so that the piezo stage is along the
x-axis and the two manual stages control the y and z positions, respectively.
For images aquired at a particular exposure time, the x and y shifts [Fig.
6.14(a, c) and Fig. 6.15(a, c)] of all frames relative to the first frame are found using
the findshift function (Dipimage [97]). The Fourier transform of the found x and y
shifts along a certain time sequence give the magnitudes of a specific range of vibration
frequencies [Fig. 6.14(b, d) and Fig. 6.15(b, d)]. According to the measurement, the
manual stage has a relatively lower vibration frequency; the highest peak is at 16 Hz
(Fig. 6.14d), while the piezo stage vibrates more rapidly, and the highest peak of its
vibration spectrum is at 32 Hz (Fig. 6.14b). Additionally, the piezo stage also has
relatively larger peaks in the vibration frequency below 10 Hz [Fig. 6.159(b, d)]. The
manual stage also shows a larger drift over a longer period of time, compared to the
piezo stage [Fig. 6.15(a, c)].
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Figure 6.14. Vibration measurement of the piezo stage and the manual stage. (a)
Vibration in the time domain; the exposure time is 10 ms. (b) Vibration in the
frequency domain; the exposure time is 10 ms. (c) Vibration in the time domain; the
exposure time is 30 ms. (d) Vibration in the frequency domain; the exposure time is
30 ms.

Chapter 6. Reflected-beam optical sectioning microscopy

a

40

piezo
manual

20

shift (nm)

196

0
−20
5

b

10

15

20

25
time (s)

50
magnitude (nm)

magnitude (n)m

30
20
10

c

35

45

50

2

4
6
8
frequency (Hz)

20
10
0

10

manual

30

2

4
6
8
frequency (Hz)

40

10

piezo
manual

20

shift (nm)

40

40
piezo

40

0

30

0
−20

magnitude (n)m

d

20

30

30
40
time (s)
piezo

20
10
0

2
4
frequency (Hz)

6

50

60

70

30
magnitude (nm)

10

manual
20
10
0

2
4
frequency (Hz)

6

Figure 6.15. Vibration measurement of the piezo stage and the manual stage. (a)
Vibration in the time domain; the exposure time is 50 ms. (b) Vibration in the
frequency domain; the exposure time is 50 ms. (c) Vibration in the time domain; the
exposure time is 70 ms. (d) Vibration in the frequency domain; the exposure time is
70 ms.
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Gain calibration

The two dominant noise sources from the sCMOS camera are the shot noise and the
read noise. The shot noise comes from statistical quantum fluctuations, that is, the
variation in the number of photons sensed at a given exposure level. The read noise
comes from the electric circuit of the analog-to-digital converter (ADC) in the camera,
which describes the constant noise levels in the dark area of the camera. The shot
noise follows a Poisson distribution, which is the simplest noise model used for the
maximum likelihood estimator (MLE) based localization algorithm. The read noise
is modeled by a Gaussian distribution, which in combination with the shot noise can
greatly complicate the localization algorithm. With the sCMOS camera, the read
noise is pixel independent and is not negligible. Therefore, with the camera read
noise, a modification of the shot noise model is introduced in [109] to simplify the
localization algorithm. To apply this model to the sCMOS camera, three calibration
images of the camera (Fig. 6.16) are obtained under the procedure described in [109].
One image characterizes the mean ADU (analog-to-digit unit) count of each pixel
when no light enters the camera and is denoted as the CCD offset. Another image is
the variation of the pixel value under the same condition and is denoted as the CCD
variance. The third image characterizes the gain factor of each pixel, which converts
the ADU count of each pixel that is subtracted from the CCD offset to the actual
photon count (e− ). The images used for gain calibration are recorded at various
intensity levels of uniform illumination.

6.7

Conclusion

This chapter describes a new type of light-sheet microscope, which is able to generate a
large area of sectioning illumination and uses one objective lens for both illumination
and collection of fluorescence emission. The light sheet generated from the mirror
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sidewall of the microfluid channel is ∼ 10 µm in length and ∼ 2 µm in depth. The z
scan through a whole cell is achieved by moving the sample stage together with the
laser beam position before reflection, in order to maintain the light sheet at the same
z position relative to the objective lens. However, the light sheet cannot reach the
bottom of the cell, due to the reflection being cut off by the edge of the mirror sidewall.
One solution for this is to suspend the cell in a gel medium instead of in water;
another solution is to tilt the sample holder, so that the light sheet scans through
the cell along a direction slightly tilted with respect to z. All of the instruments are
controlled through a GUI in Matlab, and the GUI interfaces are established upon
MEX-functions, each of which controls one or several functions of the instrument.
The measured magnification of this system is 60.125, giving an effective pixel size at
the sample plane of 108 nm.
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Figure 6.16. Calibration of the Hamamatsu sCMOS camera. The image size is 512
pixels × 512 pixels. The exposure time is 10 ms. (a) CCD offset, measured from
30,000 frames. (b) CCD variance, measured from 30,000 frames. (c) Gain, calibrated
by taking 10,000 frames at each of 10 illumination levels from ∼ 20 to ∼ 300 ADU
count. The camera is illuminated by a white-light LED flash light installed above the
objective lens. The illumination level is adjusted by changing the distance from the
flash light to the objective lens.
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Appendix: Example codes of instrument control

6.8.1

Device opening function for APT controllers

#include <windows.h>
#include <stdio.h>
#include <stdlib.h>
#include <string.h>
#include <math.h>
#include <mex.h>
#include <ftd2xx.h>
static BYTE HOST_ADDRESS=0x01;
static BYTE DEVICE_ADDRESS=0x50;

void mexFunction(int nlhs, mxArray *plhs[], int nrhs, const mxArray *prhs[]){

mwSize

outsize[1];

FT_STATUS

ftStatus;

FT_HANDLE

ftHandleDevice;

DWORD

*Handle=0;

char

*DeviceSN;

size_t

SNlen;

int

status;

DWORD

BytesWritten;

if (!mxIsChar(prhs[0])||(mxGetM(prhs[0]) != 1 ))
mexErrMsgTxt("Serial number must be a string.");
SNlen = mxGetN(prhs[0])*sizeof(mxChar)+1;
DeviceSN = (char *) mxMalloc(SNlen);
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status=mxGetString(prhs[0],DeviceSN,(mwSize)SNlen);
// out put handle to Matlab
outsize[0]=1;
plhs[0]=mxCreateNumericArray(1,outsize,mxUINT32_CLASS,mxREAL);
Handle=(DWORD*)mxGetData(plhs[0]);
// open the device
ftStatus=FT_OpenEx(DeviceSN,FT_OPEN_BY_SERIAL_NUMBER,&ftHandleDevice);
Handle[0]=(DWORD)ftHandleDevice;
if(ftStatus!=FT_OK){
mexPrintf("failure: cannot open device with serial number %s.\n",
DeviceSN);
return;
}
// set up serial port properties
ftStatus=FT_SetBaudRate(ftHandleDevice,115200);
if(ftStatus!=FT_OK) mexPrintf("FT_SetBaudRate Failed.\n");
ftStatus=FT_SetDataCharacteristics(ftHandleDevice,FT_BITS_8,
FT_STOP_BITS_1,FT_PARITY_NONE);
if(ftStatus!=FT_OK) mexPrintf("FT_SetDataCharacteristics failed.\n");
ftStatus=FT_Purge(ftHandleDevice,FT_PURGE_RX | FT_PURGE_TX);
if(ftStatus!=FT_OK) mexPrintf("FT_Purge failed.\n");
ftStatus=FT_ResetDevice(ftHandleDevice);
if(ftStatus!=FT_OK) mexPrintf("FT_ResetDevice failed.\n");
ftStatus=FT_SetFlowControl(ftHandleDevice,FT_FLOW_RTS_CTS, 0, 0);
if(ftStatus!=FT_OK) mexPrintf("FT_SetFlowControl failed.\n");
ftStatus = FT_SetRts(ftHandleDevice);
if(ftStatus!=FT_OK) mexPrintf("FT_SetRts failed.\n");
ftStatus=FT_SetTimeouts(ftHandleDevice,500,50);
if(ftStatus!=FT_OK) mexPrintf("FT_SetTimeouts failed.\n");
// sent a message
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BYTE TxBuffer[256];
//MGMSG_MOD_IDENTIFY
TxBuffer[0]=0x23;
TxBuffer[1]=0x02;
TxBuffer[2]=0x00;
TxBuffer[3]=0x00;
TxBuffer[4]=DEVICE_ADDRESS;
TxBuffer[5]=HOST_ADDRESS;
ftStatus=FT_Write(ftHandleDevice,TxBuffer,6,&BytesWritten);
if(ftStatus!=FT_OK) mexPrintf("FT_Write failed.\n");
mexPrintf("Device Identify: Device LED flashing!\n");

mxFree(DeviceSN);
return;
}
The program is divided into two sections: the directive section and the main
function section. The directive section includes several C++ standard header files:
MEX header file (mex.h) and FTDI header file (ftd2xx.h). The main function section
is defined by the mexFunction, which provides an entry point for MATLAB to read
the MEX-function called from MATLAB and known as the gateway function. The
arguments of mexFunction are the number of output mxArray (nlhs), the array of
pointers to the output mxArray (plhs), the number of input mxArray (nrhs), and the
array of pointers to the input mxArray (prhs). mxArray is a Matlab data type and
must be used for defining the input and output parameters of the mexFunction. All
FTDI functions and FTDI data types start with FT.
In general, the capabilities of this mexFunction are: (a) open the APT device
with the input serial number; (b) set the property values of the USB serial port
(including baud rate, data bits, stop bit, parity, etc.); (c) send a message to the device,
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which instructs the current device to identify itself by flashing its front panel LEDs;
and (d) output the handles of the current opened device. Each APT device has its
own serial number, by which the FT OpenEx function opens the device and returns
a device handle (ftHandleDevice) for subsequent access to the device. This device
handle is also output as a Matlab variable when the MEX-function is called from
Matlab. A variable ftStatus is returned from each FTDI function call. If ftStatus is
not equal to FT OK, an error message will be output in the Matlab command window.
This is an error check step, which often is used in the device control. The property
values of the USB serial port are set according to the APT device communication
protocol.
The message structure used for APT device control is: 6-byte message header
followed by a data packet with a variable length. For simple commands, the 6-byte
message header is sufficient to convey the entire command. For more complicated
commands, for example, when a set of parameters needs to be passed on, the 6-byte
header is not enough, and in this case, the header is followed by a data packet. The
header part of the message always contains information that indicates whether a data
packet follows the header. As shown in the example code, the device identification
message is a simple command, which contains only 6 bytes. TxBuffer is a BYTE
type array, with a length of 256 bytes, which is enough for any message used in the
APT device control. Each byte in TxBuffer is written as 2 hexdecimal digits, because
one hexdecimal digit represents 4 binary digits (bits), and one byte has 8 bits. The
hexdecimal representation always starts with 0x. The first two bytes of this message
are the message ID; the next two bytes are the input parameters, and because there
is no input parameter for the device identification message, these two bytes are zeros.
The fifth byte is the device address, and the sixth is the host (computer) address. In
the communication protocol, the device address for all generic USB hardware units
is 0x50, and the host address is 0x01. These two variables are defined before the
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mexFunction as a constant. The message is sent to the device by the FT Write
function; if the message is successfully sent, the corresponding device will flash its
front-panel LEDs, and a message will be printed in the Matlab command window,
saying “Device Identify: Device LED flashing!” An example of sending a somewhat
complicated message, which sets the output laser power, is given in the next section.

6.8.2

Laser-power control in APT controllers

#include <windows.h>
#include <stdio.h>
#include <stdlib.h>
#include <string.h>
#include <math.h>
#include <mex.h>
#include <ftd2xx.h>
static BYTE HOST_ADDRESS=0x01;
static BYTE DEVICE_ADDRESS=0x50;

void mexFunction(int nlhs, mxArray *plhs[], int nrhs, const mxArray *prhs[]){

DWORD

Handle;

WORD

PowerSetPoint;

BYTE

TxBuffer[256];

BYTE

RxBuffer[256];

DWORD

BytesReceived;

DWORD

BytesWritten;

DWORD

RxBytes;

FT_HANDLE

ftHandleLaser;

FT_STATUS

ftStatus;

int

ii;
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Handle=(DWORD)mxGetScalar(prhs[0]);
powerPercent=(WORD)mxGetScalar(prhs[1]);
if (!mxIsUint32(prhs[0]))
mexErrMsgTxt("handle must be type Uint32.");
if (!mxIsUint16(prhs[1]))
mexErrMsgTxt("input power setpoint must be Uint16.");
ftHandleLaser=(FT_HANDLE)Handle;
//SETUP LASER POWER
//MGMSG_LA_SET_PARAMS
TxBuffer[0]=0x00;
TxBuffer[1]=0x08;
TxBuffer[2]=0x04;//data package length
TxBuffer[3]=0x00;
TxBuffer[4]=DEVICE_ADDRESS|0x80;
TxBuffer[5]=HOST_ADDRESS;
TxBuffer[6]=0x01;//sub Msg ID
TxBuffer[7]=0x00;
TxBuffer[8]=PowerSetPoint&0x00FF;//Laser Power
TxBuffer[9]=(PowerSetPoint&0xFF00)>>8;
ftStatus=FT_Write(ftHandleLaser,TxBuffer,10,&BytesWritten);
if(ftStatus!=FT_OK) mexPrintf("FT_Write MGMSG_LA_SET_PARAMS_power
failed.\n");
//MGMSG_LA_REQ_PARAMS
TxBuffer[0]=0x01;
TxBuffer[1]=0x08;
TxBuffer[2]=0x01;//sub Msg ID
TxBuffer[3]=0x00;
TxBuffer[4]=DEVICE_ADDRESS;
TxBuffer[5]=HOST_ADDRESS;
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ftStatus=FT_Write(ftHandleLaser,TxBuffer,6,&BytesWritten);
if(ftStatus!=FT_OK) mexPrintf("FT_Write MGMSG_LA_REQ_PARAMS_power
failed.\n");
//MGMSG_LA_GET_PARAMS
RxBytes=10;
ftStatus=FT_Read(ftHandleLaser,RxBuffer,RxBytes,&BytesReceived);
if(ftStatus!=FT_OK){ mexPrintf("FT_Read failed.\n");
}
else{ for(ii=0;ii<BytesReceived;ii++)mexPrintf("%02X,",RxBuffer[ii]);
mexPrintf("\n");
}
return;
}
For this mexFunction, the input parameters are the device handle and the
laser-power set point, and there is no output parameter. This MEX-function can be
called only after the device opening function is called, because it requires the device
handle as an input parameter. The capability of this MEX-function is to set the
laser power. As shown in the above program, three messages are issued from the host
computer, which follows a pattern: SET ->REQUEST ->GET. This is a general
message exchange rule between the host and the device for the APT device control,
so that for most commands, a trio of messages is defined. The SET part of the trio is
used by the host to set parameters. If the host requires information from the device,
then it may send a REQUEST for this information, and the device responds with the
GET part of the command. Obviously, there are cases when this general scheme does
not apply, and some part of this message trio is not defined, such as in the device
identification message described in the previous example.
The SET message for the laser power control is a 10-byte message: The first
two bytes define the message ID for general laser control, and the next two bytes
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define the size of the data package, which is 4 bytes; the fifth byte is the bitwise OR
(|) of the device address and 0x80; the sixth byte is the host address; and the last
four bytes are the data package. The first two bytes of the data package are the submessage ID for the laser power control, and the other two bytes define the laser-power
set point. The range of the laser-power set point is 0x0000 to 0xFFFF in hexdecimal
and 0 to 32,767 in decimal. The set point for the maximum laser power is 0xFFFF;
the set point for 5% of the maximum laser power is 0x0666 (1,638 in decimal), for
1638/32767 = 5%. Note that for any two-byte parameter, the lower two hexdecimal
digits are in the first byte, and the higher two hexdecimal digits are in the second
byte. For example, given the input parameter P owerSetP oint = 0x0666, the result
of its bitwise AND (&) with 0x00FF is assigned to the ninth byte of the laser power
SET message, and the result of its bitwise AND with 0xFF00 followed by a bitwise
shift of 8 bits to the right (>>8) is assigned to the tenth byte of the laser-power SET
message. The REQUEST message of the laser-power control is a 6-byte message,
which is followed by a GET message. The GET message is the response of the device
according to the REQUEST message. It can be obtained from the function FT Read,
and the message is returned in RxBuffer. For laser-power control, the GET message
also is 10 bytes, which are 02, 08, 04, 00, and host address|0x80, device address, 01,
00, laser-power set point.

6.8.3

Capture preparing function in Hamamatsu camera

#include <windows.h>
#include <stdio.h>
#include <stdlib.h>
#include <string.h>
#include <math.h>
#include <tchar.h>
#include <memory.h>
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#include <mex.h>
#include <dcamapi.h>
#include <dcamprop.h>

void mexFunction(int nlhs, mxArray *plhs[],int nrhs, const mxArray *prhs[]){

long

CameraIndex = 0;

HDCAM

hDCAM = NULL;

long

Handle;

int

CaptureMode;

long

FrameCount;

DCAM_DATATYPE

DataType;

DCAM_DATATYPE

newDataType;

// input parameters from Matlab
Handle=(long)mxGetScalar(prhs[0]);
CaptureMode=(int)mxGetScalar(prhs[1]);
FrameCount=(long)mxGetScalar(prhs[2]);
if (!mxIsInt32(prhs[0]))
mexErrMsgTxt("handle must be type INT 32.");
hDCAM=(HDCAM)Handle;
// get and set image data type
if (dcam_getdatatype(hDCAM,&DataType))
{ if (DataType!=DCAM_DATATYPE_UINT16)
{ newDataType=DCAM_DATATYPE_UINT16;
if (dcam_setdatatype(hDCAM,newDataType))
mexPrintf("\nData type is changed to Uint16\n");
else
mexPrintf("Error = 0x%08lX\ndcam_setdatatype failed.\n",
(_DWORD)dcam_getlasterror(hDCAM,NULL,0));
}
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}
else
mexPrintf("Error = 0x%08lX\ndcam_getdatatype failed.\n",
(_DWORD)dcam_getlasterror(hDCAM,NULL,0));
// set camera capture mode and allocate frames
DCAM_CAPTUREMODE

Dcam_CaptureMode;

if (CaptureMode==0)
Dcam_CaptureMode=DCAM_CAPTUREMODE_SNAP;
if (CaptureMode==1)
Dcam_CaptureMode=DCAM_CAPTUREMODE_SEQUENCE;
if (dcam_precapture(hDCAM, Dcam_CaptureMode))
{ if (dcam_freeframe(hDCAM))
{ if (dcam_allocframe(hDCAM,FrameCount)==FALSE)
mexPrintf("Error = 0x%08lX\ndcam_allocframe failed.\n",
(_DWORD)dcam_getlasterror(hDCAM,NULL,0));
}
else
mexPrintf("Error = 0x%08lX\ndcam_freeframe failed.\n",
(_DWORD)dcam_getlasterror(hDCAM,NULL,0));
}
else
mexPrintf("Error = 0x%08lX\ndcam_precapture failed.\n",
(_DWORD)dcam_getlasterror(hDCAM,NULL,0));
return;
}
The directive section of the program includes several C++ standard header
files: the MEX header file (mex.h) and the DCAM-API header files (dcamapi.h,
dcamprop.h). The input parameters of the MEX-function are the camera handle, the
capture mode, and the frame number. The data type for this particular camera model
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is a 16-bit unsigned integer (UINT 16). Therefore, the program first gets the current
data type using the DCAM-API function, dcam getdatatype; if the current data type
is not UINT 16, the program sets the data type to UINT 16 by the dcam setdatatype
function. There are two capture modes: the snap mode and the sequence mode.
The snap mode is used for capturing a specific number of images, while the sequence
mode is used for continuous capturing of images. The capture mode is set by the
dcam precapture function. The memory for storing the captured frames is allocated
using the dcam allocframe function. However, it is important to empty the memory
using the dcam freeframe function, so that any previously allocated frame buffer is
released.

6.8.4

Getting the newest frame in the Hamamatsu camera

#include <windows.h>
#include <stdio.h>
#include <stdlib.h>
#include <string.h>
#include <math.h>
#include <tchar.h>
#include <memory.h>
#include <mex.h>
#include <dcamapi.h>
#include <dcamprop.h>

void mexFunction(int nlhs, mxArray *plhs[],int nrhs, const mxArray *prhs[]){

long

CameraIndex = 0;

HDCAM

hDCAM = NULL;

long

Handle;
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long

FrameCount;

SIZE

ImageSize;

long

NewestFrameIndex = -1;

long

TotalFrames = 0;

void*

pTop=0;

long

pRowBytes=0;

unsigned short*

OutImage=0;

DCAM_DATATYPE

DataType;

long

BytesPerPixel;

mwSize

outsize[1];
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// input handle from Matlab
Handle=(long)mxGetScalar(prhs[0]);
if (!mxIsInt32(prhs[0]))
mexErrMsgTxt("handle must be type INT 32.");
hDCAM=(HDCAM)Handle;
// get image size and data type
if (dcam_getdatasize(hDCAM,&ImageSize)==FALSE)
mexPrintf("Error = 0x%08lX\nCould not get the data size of the
camera.\n",(_DWORD)dcam_getlasterror(hDCAM,NULL,0));
mexPrintf("\nImage size is %ld by %ld\n",ImageSize.cx,ImageSize.cy);
if (dcam_getdatatype(hDCAM,&DataType))
{ if (DataType!=DCAM_DATATYPE_UINT16)
mexErrMsgTxt("\nData type has to be Uint 16\n");
}
BytesPerPixel = 2;
// create output
outsize[0]=ImageSize.cx*ImageSize.cy;
plhs[0]=mxCreateNumericArray(1,outsize,mxUINT16_CLASS,mxREAL);
OutImage=(unsigned short*)mxGetData(plhs[0]);
// data transfer
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Event=DCAM_EVENT_FRAMESTART;

if(dcam_wait(hDCAM,&Event,DCAM_WAIT_INFINITE,NULL)==FALSE)
mexPrintf("Error = 0x%08lX\ndcam_wait on frame start failed.\n\n");

if (dcam_gettransferinfo(hDCAM,&NewestFrameIndex,&TotalFrames))
{
while (NewestFrameIndex<0)
{ if(dcam_wait(hDCAM,&Event,DCAM_WAIT_INFINITE,NULL)==FALSE)
mexPrintf("Error = 0x%08lX\ndcam_wait on frame index %ld failed.
\n\n",(_DWORD)dcam_getlasterror(hDCAM,NULL,0),
NewestFrameIndex);
if (dcam_gettransferinfo(hDCAM,&NewestFrameIndex,&TotalFrames)==FALSE)
mexPrintf("Error = 0x%08lX\ndcam_gettransferinfo Failed.\n\n",
(_DWORD)dcam_getlasterror(hDCAM,NULL,0));
}

if (dcam_wait(hDCAM,&Event,DCAM_WAIT_INFINITE,NULL))
{

if (dcam_lockdata(hDCAM,&pTop,&pRowBytes,NewestFrameIndex) && pTop)
{ for (int ii=0;ii < ImageSize.cy;ii++)
{ memcpy(OutImage,pTop,ImageSize.cx*BytesPerPixel);
pTop=(void*)((char*)pTop+pRowBytes);
OutImage=(unsigned short*)((char*)OutImage+
ImageSize.cx*BytesPerPixel);
}
dcam_unlockdata(hDCAM);
}
else
mexPrintf("Error = 0x%08lX\ndcam_lockdata on frame index
%ld failed.\n\n",(_DWORD)dcam_getlasterror(hDCAM,NULL,0),
NewestFrameIndex);
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}
else
mexPrintf("Error = 0x%08lX\ndcam_wait on frame index %ld failed.
\n\n",(_DWORD)dcam_getlasterror(hDCAM,NULL,0),
NewestFrameIndex);
}
else
mexPrintf("Error = 0x%08lX\ndcam_gettransferinfo failed.\n\n",
(_DWORD)dcam_getlasterror(hDCAM,NULL,0));

return;
}
The purpose of this function is to get the latest frame. This is useful for
the user to continuously observe the captured images or just to grab a single image.
The input parameter for this MEX-function is the camera handle. The program first
obtains the number of pixels in the x and y dimensions of the image (ImageSize.cx,
ImageSize.cy) using the dcam getdatasize function. The image dimensions were set
previously in the camera’s subarray property. The program once again checks the
data type and makes sure it is UINT 16; if it is not, the program terminates and
outputs an error message to the MATLAB command window. The data size of UINT
16 is 2 bytes; therefore the data size of each pixel, BytesPerPixel, is 2 bytes. The
output image variable, OutImage, is a one-dimensional array, containing ImageSize.cx
× ImageSize.cy unsigned short integers (UINT 16). Before transferring the data, the
program needs to know if any frame is captured. This MEX-function is used mostly
while the capture mode is in the sequence mode, in which the camera is continuously
acquiring data. Thus, this MEX-function could be called during, before, or after
capturing one frame, or even before the entire capture event. Therefore, to make sure
the newest frame is available to transfer, the dcam wait function is used several times.
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First, it waits for the signal of the start of capturing the first frame; the event name
is known as the DCAM EVENT FRAMESTART. After the start-capturing signal is
received, the dcam gettransferinfo function is used to check if any frame is available
to transfer. If no frame is available, variable NewestFrameIndex is negative, and
the program goes into a while loop, until the first frame is available to transfer; if
frames are available to transfer, NewestFrameIndex returns the index of the newest
available frame, and the program jumps over the while loop and starts the data
transfer. However, another wait is used to again ensure that the newest frame is
ready for transfer. In data transfer, the program first locks the buffer storing the
frame that will be transferred and obtains the buffer address using the dcam lockdata
function. Then the frame is copied into the OutImage variable line by line using the
memcpy function. After transferring the locked frame, the buffer is unlocked by the
dcam unlockdata function, so that it can be used again for capturing images. The
acquisition can be aborted using the dcam idle function, which often is used in the
sequence mode.

Chapter 7
Conclusion
In this dissertation, various microscope systems and image reconstruction algorithms
in fluorescence microscopy are described. They are focused on the field of spectral
imaging and 3D super-resolution techniques; each presents certain improvements upon
existing methodologies.
In spectral imaging, based on our custom-built hyperspectral line-scanning
microscope, we designed and implemented a spherical prism spectrometer, which is
optimized for minimum distortion of the spectral image. The spectrometer is designed
on OSLO (optics software for layout and optimization). The performance of the actual
spectrometer shows negligible distortion on the spectral image. The calibration curve
of its dispersion matches with the simulation result in OSLO. The spectral resolution
of the spectrometer with 100 µm slit width is ∼8 nm at 633 nm, which is near the
midpoint of the designed dispersion range from 500 nm to 800 nm. With this spectral
resolution, most quantum dot species can be resolved.
The majority of this dissertation is focused on 3D super-resolution techniques
based on SMLM. We have developed a 3D PSF model generated from a phase-retrieval
algorithm. This phase-retrieved PSF model matches well with the experimental PSF
and gives excellent fitting accuracy in the 3D localization of the fluorescence beads
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data. It effectively reduces the artifact caused by using an unaberrated PSF model in
the 3D reconstruction of cell samples. We also demonstrated that the phase-retrieved
PSF can be modified to include the refractive index mismatch aberration, in the case
of 3D whole-cell imaging using an oil immersion objective lens. The calculation of
the phase-retrieved PSF model is implemented on the GPU hardware and increases
the calculation speed by 100 times compared to that on Matlab.
Because of the limitations of the single-emitter localization in imagings of
live cells and densely labeled cell structures, we also investigated the multiemitter
localization in 3D super-resolution techniques. We have compared the theoretical
estimation precision of three imaging modalities, namely astigmatism, dual focal plane
and the combination of these two modalities. We found that there is no dramatic
difference in the estimation precision between all three imaging modalities. However,
the astigmatism method did perform slightly worse under most conditions compared
with the other two. We also developed a multiemitter localization algorithm based
on phase-retrieved PSF model, which could localize the emitters with a density of up
to 1 emitter/µm2 .
With these developed 3D super-resolution techniques, it is attractive to implement them in 3D whole-cell imaging. However, previously developed microscopes
use widefield illumination for 3D whole-cell imaging, which results in large background
fluorescence. Therefore, we developed a new configuration of a light-sheet microscope.
It is capable of generating sectioning illumination across the area of a cell as well as
scanning through the z dimension of the cell to reconstruct a whole-cell image with
high contrast compared with the widefield microscope. The sectioning illumination
and the fluorescent-emission collection are performed by the same objective lens. The
development of this microscope system is almost complete and is ready for testing
with cell samples, and we carried out preliminary calibrations of the current system.
In conclusion, the Ph.D. research described in this dissertation aims to push
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the fluorescence microscopy toward the goal of high-speed, high-resolution, and multicolor imaging in biological and medical science.
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