Abstract-A source-channel separation theorem is established for a certain joint source-channel problem. It is shown that this separation theorem can be used in conjunction with a simple reduction argument to establish a general converse result for the source broadcast problem. Somewhat surprisingly, this converse result, albeit based on the source-channel separation theorem, can be used to prove the optimality of non-separation based schemes (e.g., hybrid coding schemes) and determine the performance limits in certain scenarios where the separation architecture is suboptimal.
I. INTRODUCTION
In the source broadcast problem, a source is sent over a broadcast channel through suitable encoding and decoding so that the reconstructions at the receivers satisfy the prescribed constraints. The source broadcast system (System A) consists of the following components (see Fig. 1 ):
• an i.i.d source {S(t)} ∞ t=1 with marginal distribution p S over alphabet S, • a discrete memoryless broadcast channel p Y1,Y2|X with input alphabet X and output alphabets Y i , i = 1, 2, • a transmitter, which is equipped with an encoding function f (m,n) : S m → X n that maps a block of source samples S m (S(1), · · · , S(m)) of length m to a channel input block X n (X(1), · · · , X(n)) of length n (the number of channel uses per source sample, i.e., Unless stated otherwise, we assume that S,Ŝ 1 ,Ŝ 2 , X , Y 1 , and Y 2 are finite sets. Let P S×Ŝi (p S ) denote the set of joint distributions over S ×Ŝ i with the marginal distribution on S fixed to be p S , i = 1, 2.
Definition 1: Let κ be a non-negative number and D i be a non-empty compact subset of P S×Ŝi (p S ), i = 1, 2. We say (κ, D 1 , D 2 ) is achievable for System A if, for every > 0, there exist an encoding function f (m,n) : S m → X n and 
where · is the 1-norm. The set of all achievable (κ,
for System A is denoted by Γ A . Remark: It is easy to verify that
Now consider the following more conventional definition. 
The following results shows that Definition 1 is more general than Definition 2.
Proposition 1:
is achievable for System A under distortion measures w 1 and w 2 if and only if 
It is well known that source-channel separation is in general suboptimal for the source broadcast problem [1] . However, we will show that, by introducing a certain remote source and providing side information to the receiver, it is possible to convert this problem to a new one for which the separation architecture is optimal; as a consequence, the sourcechannel separation theorem established for the new problem can be leveraged to derive a general converse result for the original source broadcast problem. This approach provides a conceptual and unified proof of several existing results in the literature [2] - [5] . Even more surprisingly, it will be seen that the aforementioned converse result, derived with utilization of the source-channel separation theorem, can be tight in certain scenarios where the separation architecture is suboptimal.
The rest of this paper is organized as follows. In Section II, we establish a source-channel separation theorem for a certain variant of the source broadcast problem. It is further shown in Section III that this separation theorem can be used in conjunction with a simple reduction argument to derive a non-trivial converse result for the original source broadcast problem. In Section IV, we evaluate this converse result for two special cases: 1) the binary uniform source with the Hamming distortion measure, 2) the vector Gaussian source with covariance distortion constraints. We conclude the paper in Section V.
II. A SOURCE-CHANNEL SEPARATION THEOREM
Now consider the following system (see Fig. 2 ). This system (System B) is the same as System A except for two differences.
1) The source is an Let P S1×S2×Ŝ1 (p S1,S2 ) denote the set of joint distributions over S 1 × S 2 ×Ŝ 1 with the marginal distribution on S 1 × S 2 fixed to be p S1,S2 . Moreover, let P S2×Ŝ2 (p S2 ) denote the set of joint distributions over S 2 ×Ŝ 2 with the marginal distribution on S 2 fixed to be p S2 .
Definition 3: Let κ be a non-negative number, D 1 be a non-empty compact subset of P S1×S2×Ŝ1 (p S1,S2 ), and
Fig. 3. Broadcast channel with receiver side information be a non-empty compact subset of P S2×Ŝ2 (p S2 ). We say
The set of all achievable (κ,
Remark: For the ease of subsequent applications, here we allow
, and g (n,m) 2
to be non-deterministic functions as long as the Markov chains (S To discuss source-channel separation for System B, we need to specify the source coding component and the channel coding component. It will be seen that the source coding part is the conventional lossy source coding scheme. The channel coding part is more involved and is described as follows.
Consider the scenario where two private messages M 1 and M 2 need to be sent over broadcast channel p Y1,Y2|X to receiver 1 and receiver 2, respectively, and M 2 is available at receiver 1. In this case, a length-n coding scheme (see Fig. 3 ) consists of
• two decoding functions g
Definition 4: A rate pair (R 1 , R 2 ) is said to be achievable for broadcast channel p Y1,Y2|X with message M 2 available at receiver 1 if there exists a sequence of encoding functions
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The capacity region C 1|2 (p Y1,Y2|X ) is the closure of the set of all such achievable (R 1 , R 2 ). The capacity region C 2|1 (p Y1,Y2|X ) for broadcast channel p Y1,Y2|X with message M 1 available at receiver 2 can be defined in an analogous manner.
It is known [6, Theorem 3] 
for some p V,X,Y1,Y2 = p V,X p Y1,Y2|X . Moreover, it suffices to assume that |V| ≤ |X | + 1. By symmetry,
. Again, it suffices to assume that |V| ≤ |X | + 1.
Proposition 2: If p Y1|X is less noisy than p Y2|X , then
) is the conventional capacity region of p Y1,Y2|X . Now we are in a position to state the following sourcechannel separation theorem, which shows that a separationbased scheme that consists of lossy source coding and broadcast channel coding (see the description right above Definition 4) is optimal for System B. The proof is omitted.
Remark: This result can be viewed as an extension of [7, Lemma 3] from degraded broadcast channels to general broadcast channels.
III. APPLICATION
As an application of Theorem 1, we shall show that it can be used to derive a non-trivial converse result for the source broadcast problem.
Let C (1) (p S,Ŝ1,Ŝ2 ) denote the set of (R 1 , R 2 ) ∈ R 2 + satisfying
for some p U,S,Ŝ1,Ŝ2 = p U |S p S,Ŝ1,Ŝ2 . It can be shown via a standard application of the support lemma [8, p. 631] that there is no loss of generality in imposing the cardinality bound |U| ≤ |S| + 1 in the definition of C (1) (p S,Ŝ1,Ŝ2 ) and C (2) (p S,Ŝ1,Ŝ2 ). Theorem 2: For any (κ, D 1 , D 2 ) ∈ Γ A , there exists p S,Ŝ1,Ŝ2 with p S,Ŝi ∈ D i , i = 1, 2, such that
Proof: It suffices to prove (3) since (4) follows by symmetry. We augment the probability space by introducing a remote source {(S 1 (t), S 2 (t))} ∞ t=1 such that (S 1 (t), S 2 (t), S(t)), t = 1, 2, · · · , are independent and identically distributed over finite alphabet S 1 ×S 2 ×S. Consider an arbitrary tuple (κ, D 1 , D 2 ) ∈ Γ A . Given any > 0, according to Definition 1, we can find encoding function f (m,n) : S m → X n and decoding functions g 
It is clear that the distribution of (S 1 , S 2 , S) is identical with that of (S 1 (t), S 2 (t), S(t)) for every t, and (S 1 , S 2 ) ↔ S ↔ (Ŝ p S1(t),S2(t),S(t),Ŝ1(t),Ŝ2(t) = p S1,S2,S,Ŝ ( )
Since {p S1,S2,S,Ŝ ( )
: > 0} is contained in a compact set and min q∈Di p S,Ŝ ( ) i − q ≤ for every > 0, i = 1, 2, one can find a sequence 1 , 2 , · · · , converging to zero such that
for some p S1,S2,S,Ŝ1,Ŝ2 with p S,Ŝi ∈ D i , i = 1, 2. Note that (5) implies (κ, {p S1,S2,Ŝ1 }, {p S2,Ŝ2 }) ∈ Γ B . Therefore, it follows from Theorem 1 that
Here p S1,S2|S can be chosen arbitrarily. Moreover, since
, there is no loss of generality in setting S 1 = S. This completes the proof of Theorem 2.
IV. EXAMPLES A. The Binary Uniform Source with the Hamming Distortion Measure
In this subsection we set S =Ŝ 1 =Ŝ 2 = {0, 1}, p S (0) = p S (1) = 1 2 , and w 1 = w 2 = w H , where w H is the Hamming distortion measure, i.e., w H (s,ŝ) = 0, s =ŝ 1, otherwise .
IEEE International Symposium on Information Theory
It is clear that there is no loss of generality in assuming 
for some α ∈ [0, (d 1 , d 2 ) ) as the set of (R 1 , R 2 ) ∈ R + 2 such that
It is easy to see that
This observation, together with Theorem 2 and Lemma 1, leads to the following result.
Theorem 3:
Let BE-BC( 1 , 2 ) denote a binary erasure broadcast channel with erasure probabilities 1 and 2 , and let C(BE-BC( 1 , 2 )) denote its capacity region. It is well known that C(BE-BC ( 1 , 2 ) ) is the set of (
for some β ∈ [0, 1]. Now consider the case where p Y1,Y2|X is a BE-BC( 1 , 2 ) with 0 ≤ 1 ≤ 2 < 1. Without loss of generality, we shall assume
It can be shown that (6) is equivalent to
which recovers [5, Theorem 1].
B. The Vector Gaussian Source with Covariance Distortion Constraints
In this subsection we focus on the case where {S(t)} ∞ t=1 is an i.i.d. vector Gaussian process; specifically, each S(t) is an ×1 zero-mean Gaussian random vector with positive definite covariance matrix Σ S .
Definition 5: Let κ be a non-negative number and D i be an × positive definite matrix, i = 1, 2. We say (κ, D 1 , D 2 ) is achievable for System A if, for every > 0, there exist encoding function f ( ×m,n) : R ×m → X n and decoding functions g
There is no loss of optimality in settingŜ 
for any × positive definite matrix Σ V . Remark: There is no loss of generality in assuming Θ 1 Θ 2 if p Y2|X is stochastically degraded with respect to p Y1|X . Now consider the case where p Y1,Y2|X is a scalar Gaussian broadcast channel with noise variances N 1 and N 2 (0 < N 1 ≤ N 2 ) and power constraint P . It is well known that the capacity region of this channel, denoted by C(G-BC(N 1 , N 2 ), P ), is the set of (R 1 , R 2 ) ∈ R 2 + satisfying
for some α ∈ [0, 1]. Moreover, it can be shown that
Note that (7) implies
It is also clear that
for any Σ V 0; moreover, when Θ 1 Θ 2 , we have
Therefore, in the current setting, (7) implies
With no essential loss of generality, henceforth we focus on the non-degenerate case κ > 0. It can be shown that
for all Σ V 0 if and only if P ≥ sup
where the infimum is over Θ 1 and Θ 2 subject to the constraints
T , where S i (t) is an i × 1 zero-mean Gaussian random vector with positive definite covariance matrix Σ Si , i = 1, 2. Further assume that {S i (t)} ∞ t=1 needs to be reconstructed at receiver i subject to positive definite covariance distortion constraint Λ i , i = 1, 2. Note that (9) continues to hold in this setting with the only change that the infimum is over Θ 1 and Θ 2 subject to the constraints 0 ≺ Θ 1 Θ 2 Σ S and Θ i,i Λ i , i = 1, 2, where
It can be shown that this implies P ≥ sup
where
For the special case κ = 1 and 2 = 1, it is known that sourcechannel separation is suboptimal in general [7] , [9] . Somewhat surprisingly, the lower bound in (10) (which coincides with [4, Theorem 1] when κ = 1 and 2 = 1) turns out to be tight in this special case and is achievable by a certain hybrid scheme [3] , [4] , [9] . Therefore, our converse result, albeit based on the source-channel separation theorem, can be used to prove the optimality of non-separation based schemes (e.g., hybrid coding schemes) and determine the performance limits in certain scenarios where the separation architecture is suboptimal.
V. CONCLUSION
We have established a source-channel separation theorem (Theorem 1), which is further leveraged to derive a general converse result for the source broadcast problem (Theorem 2). It is worth noting that, for the binary uniform source with the Hamming distortion measure, our converse result (Theorem 3) takes the form of comparison of two capacity regions. This is not a coincidence. In fact, it suggests a new direction that can be explored to establish stronger converse results for the source broadcast problem [10] .
