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ABSTRACT
CO OBSERVATIONS IN EXTERNAL GALAXIES
AND
GAS MASS DETERMINATION
FEBRUARY 1993
SHUDING XIE, B.S.
, BEIJING UNIVERSITY
Ph.D., UNIVERSITY OF MASSACHUSETTS
Directed by: Professor Judith S. Young
We investigate three aspects in the determinations of molecular
gas masses from ^^CO, ^^CO, and dust emission.
Using the ^^CO, ^^CO J=2-l and 1-0 as well as CS J=2-l data
obtained with the 14m FCRAO telescope, in conjunction with radiative
transfer calculations, we estimate the average temperature and density
of the molecular gas at the centers of two actively star-forming
galaxies, NGC 2146 and IC 342. The physical conditions of the gas in
the nuclei of these two galaxies differ from those in the disk of our
own Galaxy. However, the CO luminosity to molecular gas mass ratios
are found to be similar in these two galaxies. The ratios are within
a factor of 2 of the value in the Milky Way if the Galactic CO
abundance is assumed.
We present a simple model to estimate the dust temperature
distributions in galaxies based on the FIR/submm observations. The
uncertainties in the dust mass owing to inexact modelling of the
temperature distribution, uncertainty in the emissivity law,
viii
imprecision in the observed data, and the presence of a correlation
between grain size and temperature are examined. The dust masses are
estimated from the derived dust temperature distributions in 12
galaxies making use of the available data at 60, 100, 345, and 761 fim.
The comparison between the dust masses obtained from our model
calculations and the gas masses deduced from ^^CO J=l-0 observations
yields an average H -to-dust mass ratio of 181±^^^
2 91
In the determination of column density from ^^CO emission the
dumpiness of material in molecular clouds has not been considered in
the evaluation of the uncertainties. We take this effect into account
to examine the uncertainties owing to the use of the LTE
approximation. The clumpy cloud model proposed by Kwan and Sanders
(1986) is used over a wide range of parameters. Our calculations
indicate that the largest uncertainty arises from the assumption that
all levels possess a common excitation temperature in estimating the
partition function. The partition function can be either
overestimated, owing to subthermal excitations in high J levels, or
underestimated, probably owing to an underestimate of the mean
excitation temperature when the volume filling factor is so small that
the surface coverage factor of antenna beam is less than one. The
uncertainties in N(H^) can be reduced by using an alternative formula
to estimate the partition function.
ix
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CHAPTER 1
INTRODUCTION
1.1 Motivation
The formation of stars from the Interstellar medium is a process
which converts mass into energy. Since the interstellar medium is
essentially composed of hydrogen and since stars form in molecular
clouds, the content of molecular hydrogen is important in
understanding the star formation rate in the interstellar medium of a
galaxy. Unfortunately, molecular hydrogen is unobservable except
under special conditions, so to assess the content in a galaxy, we
have to rely on observations of a tracer.
Three indirect methods have been widely used to estimate the
molecular gas mass. The first method depends on the average cloud
properties on the large scale or assumes virial equilibrium to
establish a mass-luminosity relation between the integrated CO
intensity and the total mass of a cloud or cloud ensemble in a galaxy
(e.g., Young & Scoville 1982; Liszt 1982; Sanders, Solomon & Scoville
1984; Bloemen et al. 1986; Dickman. Snell & Schloerb 1986; Young &
Sanders 1986; Solomon et al. 1987). The second method employs
optically thin far-infrared (FIR) thermal continuum emission of dust,
frequently drawn from IRAS data, to determine dust mass and infer the
gas content for an assumed gas-to-dust ratio (e.g., Hildebrand 1983;
Lonsdale-Persson & Helou 1987). The third method counts on spectral
1
line emission from an optically thin transition, most commonly the
1 3
CO J=l-0 line, to determine the column density along a particular
line of sight and obtain the total gas mass by summing all lines of
sight in the clouds (e.g., Dickman 1978; Young & Scoville 1982; Snell.
Heyer & Schloerb 1989; Heyer et al. 1989; Langer et al. 1989; Sage &
Isbell 1991). These three methods have become indispensable means in
studying the molecular content of the interstellar medium in the
Galaxy and external galaxies and substantially enriched our knowledge
of the reservoir available for star formation.
However, owing to the nature of indirect measurement of H mass
2
questions have arisen over the reliability of these methods. The
debates indicate that the study of molecular gas in the interstellar
medium has entered a new stage in which on the one hand more solid
theoretical ground is required to justify these widely used methods
and on the other more accurate procedures are desired to probe the
molecular hydrogen.
12
1.1.1 CO Integrated Intensity Method
The controversies about the method of using the integrated CO
intensity center on the validity of the assumption of virial
equilibrium and the Justification of applying a universal conversion
factor of CO luminosity to mass for all galaxies, including low
metal licity dwarf irregulars and starburst galaxies, whose
interstellar media may have very different physical conditions from
those of our own (e.g., Israel et al. 1986; Maloney & Black 1988).
The theoretical, empirical and observational bases for the use of
CO as a tracer of have been discussed in many papers (e.g., Sanders
et al. 1984; Dickman. Snell & Schloerb 1986; Solomon et al. 1987;
Young & Scoville 1991). The conversion factor between CO luminosity
and mass is shown to be proportional to ^n(H )/T
, where n(H ) is2 CO 2
the mean density of the molecular clouds and T^^ is the peak
brightness temperature in the ^^CO J=l-0 line. The empirical virial
mass - CO luminosity relation determined from CO observations in the
disk of the Galaxy provides a calibration (Solomon et al. 1987), and
the conversion factor is found to be fairly constant over the region
of 2-10 Kpc in the inner Galaxy (Bloemen et al. 1986; Scoville & Good
1989). For external galaxies, if the mean density of molecular gas
and the observed CO peak brightness temperature do not vary
significantly from galaxy to galaxy and the molecular clouds in
galaxies do not overlap in velocity space, the conversion factor is
expected to be similar to that obtained in our Galaxy. The main
concern about this method is that to use this conversion factor would
underestimate the H mass in some dwarf galaxies, where the CO/H
2 6 . 2
abundance ratio is lower, and overestimate it in the Galactic center
and starburst galaxies where the gas may be either denser or hotter.
However, recent observational data indicate that in the starburst
galaxy M82 the gas is both hotter and denser (Wild et al. 1989; Turner
et al. 1990), and that the Galactic CO-H^ conversion factor is still
accurate to a factor of 2 (Young & Scoville 1991). In addition,
several recent investigations have attempted to measure the sizes,
linewidths, and CO luminosities of individual molecular clouds in some
of the local group galaxies to check the applicability of the Galactic
CO to conversion constant in extragalactic environments (Vogel et
al. 1987; Wilson & Scoville 1990; Wilson & Reid 1990). A comparison
of CO luminosities and virial masses of molecular clouds in the Milky
Way, M31, M33, and in the low-metallicity galaxy IC 10 is made in
Figure 1 of Young & Scoville (1991). The similarity of the clouds in
these galaxies to those in the Milky Way shown in the figure justifies
the use of the same CO-H^ conversion constant in external galaxies.
Therefore, up to now, the prevailing view seems to be that the CO
J=l-0 line is still the best tracer of molecular hydrogen in our
Galaxy and most external galaxies, but for the above-mentioned extreme
cases, the physical properties of the molecular gas and the value of
the conversion factor applied to them should be examined very
carefully (e.g., Dickman, Snell & Schloerb 1986; Solomon et al. 1987;
Combes 1991).
1.1.2 Dust FIR/Submm Emission Method
For the technique of mass determination using dust emission, it is
worried that significant errors may arise from ignorance of the dust
emissivity and temperature distributions, as well as from incomplete
spectral coverage (cf. Draine 1990; Mathis 1990; Rowan-Robinson 1990)
and the uncertain gas-to-dust mass ratio.
Undeniably, the IRAS data have provided us the first complete view
of the dust distribution in our Galaxy and external galaxies. Because
the molecular cloud is optically thin at far-infrared wavelengths, the
IRAS 60 and lOO^im data have been used to calculate the average global
dust temperatures and the dust masses producing emission at lOOjim in
external galaxies (e.g., Young et al. 1989). They have also been used
to derive the dust column densities and estimate cloud masses in our
own Galaxy (e.g., Boulanger & Perault 1988; Langer et al. 1989; Loren
1989). At the same time, it has been recognized that IRAS lacks
sensitivity to emission from cold dust, which may emit at wavelengths
longer than lOO/Lim and constitute a substantial fraction of the total
dust mass (e.g.. Young et al. 1986; Stark et al. 1986; Snell, Heyer &
Schloerb 1989; Draine 1990; Devereux & Young 1990). Along with the
controversial dust emissivity, the unsure dust temperature
distribution makes the determination of total dust mass from the IRAS
data very uncertain (for details, see Chapter 3).
Nevertheless, according to observations in the solar vicinity, the
interstellar dust is apparently mixed well with the gas on many length
scales with an abundance of about 1% by mass (cf. Knapp 1990). The
observations of optically thin FIR/submm emission from dust offer the
prospect of estimating the cloud mass (Draine 1990) if one knows the
gas-to-dust mass ratio and the fraction of the dust radiating at the
considered wavelengths. This is an alternative approach whose results
should be compared with those obtained from the CO emission (Langer et
al. 1989). What is badly needed at present is a better way to
estimate the dust temperature and emissivity distributions from the
IRAS and FIR/submm continuum data so that the total dust mass can be
determined more accurately.
131.1.3 LTE CO Column Density Method
1 3
The CO J=l-0 emission has been extensively used in tracing the
molecular hydrogen column density and mass in molecular clouds of our
own Galaxy (e.g., Dickman 1978; Frerking et al. 1982; Cernicharo &
Guelin 1987; Loren 1989). In nearby galaxies the ^^CO emission has
also been observed at the centers and in some disks to trace the H
2
column densities (e.g., Young & Scoville 1982; Young & Sanders 1986;
Eckart et al. 1990; Sage & Isbell 1991) Linear relations were found
1 3between CO and column densities, but with a scatter as large as a
factor of 10 (e.g., Frerking, Langer & Wilson 1982; Duvert, Cernicharo
& Baudry 1986; Cernicharo & Guelin 1987).
A number of assumptions have to be made in order to determine the
1 3
CO column density along a line of sight, including those of local
thermodynamic equilibrium (LTE) and optically thin emission. In
reality, the line intensity is a complicated function of the cloud
parameters such as gas density, kinetic temperature, velocity field
and cloud geometry. It is generally considered that the
above-mentioned scatter is due to line saturation, subthermal
1 3
excitation and variations in the C^/H^ abundance ratio (e.g.. Combes
1991). In addition to efforts attempting to acquire the molecular and
isotopic abundances in individual clouds across the Galaxy (e.g.,
Magnani, Blitz & Wouterloot 1988; Taylor & Dickman 1989; Langer &
Penzias 1990), the uncertainties in the determination of '='cO column
density owing to the LTE approximation have been estimated. The
evaluations are based on calculations for an inhomogeneous, spherical,
isothermal, radially collapsing cloud model (Dickman 1978) and for a
static, spherical cloud model with a microturbulent velocity field
(Leung and Liszt 1976; Kutner & Leung 1985). There seem to be some
disagreements between these two models as to what extent the LTE
analysis underestimates or overestimates the true ^^CO column density
in molecular clouds. Since the LTE analysis is such a popular method
1 3
and the CO LTE column density is used to ascertain not only the H
^ 2
column density but also the ^^CO/H^ abundance ratio itself, it is
necessary to make more theoretical attempts to justify this procedure.
A completely general theoretical evaluation of the validity of the
LTE approximation is extremely difficult because of arbitrary cloud
geometry, velocity field, and density and temperature structures. All
conclusions have to be model -dependent. Therefore, it may be critical
to use models which more rationally represent the true cloud
structures. The material in the giant molecular clouds of our own
Galaxy have been found to be highly clumpy (e.g., Snell et al. 1984a;
Mundy et al. 1987; Bally et al. 1987). Both models mentioned above do
not take this dumpiness into account. Besides, the rapidly
collapsing cloud model has been largely dismissed owing to the
resulting high star formation rate and short cloud life-time; the
static microturbulent model may have idealized the density and
velocity distributions in molecular clouds. A more general and
realistic model has been proposed by Kwan and Sanders (1986) which, to
the best of our knowledge, is the only model which combines a
physically meaningful velocity field and a clumpy structure to
consider the radiative transfer in molecular clouds. Examinations of
the validity of the LTE method based on such a model will be very
useful.
In a nutshell, this thesis examines three distinct aspects in the
studies of the interstellar medium in a galaxy, which are associated
with the questions raised in the three indirect approaches of
estimating molecular gas mass. To observationally examine the
physical conditions of molecular clouds in the nuclear regions of
starburst galaxies, to seek a systematic way of estimating the dust
temperature distributions and total dust masses in galaxies from
FIR/submm data, and to select physically meaningful parameters in a
clumpy cloud model in order to evaluate the uncertainties in the
1 3determination of CO column density are the objectives of this
dissertation, which are successively the topics of the three major
chapters, 2, 3, and 4.
1.2 Outline of Dissertation
12 13
Chapter 2 describes an observational study of the CO, CO J=l-0
and 2-1, as well as CS J=2-l emission in the nuclear regions of the
galaxies NGC 2146 and IC 342. The ^^CO, ^^CO J=2-l/J=l-0 and
^^CO/^^CO line ratios are used, in conjunction with radiative
transfer calculations to ascertain the physical conditions of the
molecular gas in the nuclei of these two galaxies. The principal goal
of this study is to find out if the mean density and temperature of
the molecular clouds in these two starburst galaxies are significantly
different from those of the molecular clouds in the Galactic disk and
if so, how the conversion factor between CO luminosity and H mass
2
should be changed. Answering the second question seems to be not so
easy because the density and temperature may be interrelated in a
complicated manner in molecular clouds. We only estimate the effects
when the density and temperature deviate from the "standard" Galactic
values.
Although the CO J=2-l data are very beneficial for determining the
physical conditions of molecular clouds in galaxies, it is difficult
to conduct the observations. The different beam sizes for the J=l-0
and 2-1 transitions make the comparison between the two lines a tricky
problem. We use a mapping strategy for the J=2-l emission to overcome
this difficulty, which produces satisfying results. The observational
data are interpreted using an LTE analysis and a simple radiative
transfer calculation. A comparison of the observational results of
NGC 2146 and IC 342 among galaxies has also been given at the end of
this chapter.
Chapter 3 presents a simple and systematic way to estimate the
dust temperature distributions in galaxies by using the observed
continuum data at 60, 100, 345 and 761jim. The proposed model
parameterizes the dust temperature distribution in a galaxy. Besides
10
the IRAS data at 60 and lOOmn. at least one more data point at
wavelengths > 300Mm is needed to constrain the two parameters which
characterize the dust temperature distribution. Data at long
wavelengths such as 76lMm are very useful in narrowing down the
possible range of emissivity laws.
The model produces handy plots which can be used to estimate the
uncertainties in the determination of dust mass due to the uncertain
emissivity law and inexact modelling of the temperature distribution.
In a trial effort, we made a comparison between the total dust mass
obtained in this work and the mass derived from the CO luminosity
for the sampled 12 galaxies. The average gas-to-dust mass ratio over
the central regions covered by the IRAS 60/im beam in the 12 galaxies
is found to be comparable to the value of 100-150 determined within
the Galaxy
. This suggests that both the CO integrated intensity and
the dust FIR/submm emission may be regarded as tracers of H mass.
2
Chapter 4 consists of purely model calculations. The analytical
methods for calculating the radiative transfer and line intensities in
a clumpy medium are adopted from Kwan and Sanders (1986). The basic
cloud model and velocity laws are the same as those in Kwan and
Sanders (1986), but the physical parameters are selected differently.
Because the ultimate goal of this chapter is to evaluate the
validity of the LTE method in determining the column density, we
use the true column density as an independent parameter. The
density distribution is assumed to be in the form of a power-law. For
a given column density, the index of the power law is determined by
the assumed radius of a spherical cloud and the mean gas density at
the cloud surface. We also choose the surface clump density as an
input parameter to describe the cloud dumpiness. For a fixed cloud
radius and a fixed column density, various cloud structures are
represented by different combinations of the surface mean gas density,
the surface clump density, and the index of a power law specifying the
volume filling factor of the molecular gas. The definitions of the
various parameters used in the model are given in the chapter.
The molecular hydrogen column densities determined from the
emergent ^^CO and ^^CO intensities under the LTE assumption are
compared with the true column densities used in the model
calculations. Comparisons are made for various density and
temperature structures in order to examine the extent to which the LTE
method is valid. The effects of individual factors such as optical
depth, excitation temperature and partition function are evaluated.
Finally, Chapter 5 summarizes the major results and conclusions of
this dissertation and comments on future directions for both
observation and model calculation which may shed more light on the
problems addressed in this work.
CHAPTER 2
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CO, CO AND CS OBSERVATIONS IN EXTERNAL GALAXIES
— NGC 2146 AND IC 342
2.1 Introduction
Knowledge of the physical conditions of the interstellar gas in
galaxies is fundamental to understanding the processes of stellar and
galactic evolution since these conditions determine the nature of star
formation. Due to the difficulties of observing molecular hydrogen
emission on the ground, the physical conditions of the molecular gas
are mainly inferred from observations of trace molecules such as CO
and CS. In view of the fact that rotational lines of different
molecules usually have either different excitation requirements or
opacities, the physical conditions ascertained by a multi-line study
are needed to provide a more complete view of the interstellar medium.
In this paper we present observations of the nuclear regions of the
galaxies NGC 2146 and IC 342 in ^^CO and ^^CO J=2-l and 1-0, as well
as CS J=2-l lines, using the FCRAO 14m telescope. We show here the
12 13
first CO and CO J=2-l spectra of NGC 2146, and report the first
detection of CS J=2-l emission from NGC 2146.
NGC 2146 is a peculiar Sab spiral galaxy. Its complex optical
morphology (Pease 1920; de Vaucouleurs 1950; Bevenuti et al. 1975;
Young et al. 1988a, 1988b) and strong nuclear radio continuum emission
(Condon et al. 1982) suggest that it is experiencing a phase of
12
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violent star forming activity. IC 342 is a nearby luminous Scd spiral
galaxy. Strong CO, infrared and radio continuum emission from the
nuclear region of IC 342 (e.g. Morris & Lo 1978; Becklin et al. 1980;
Rickard & Palmer 1981; Young & Scoville 1982; Turner & Ho 1983)
indicate enhanced star-forming activity, while interferometric ^^CO
J=l-0 observations disclose bar or arm-like structures near the
nucleus, along the dust lane in the NS direction (Lo et al. 1984;
Ishizuki et al. 1990).
IRAS data reveal that the global average dust temperatures
T (IRAS), as derived from the IRAS S /S flux density ratioD 60fim loo/im ^ '
are different in these two galaxies, with a relatively high dust
temperature of 46K in NGC 2146 and a moderate dust temperature of 37K
in IC 342. On a smaller scale (50") at the center, the dust
temperature derived from KAO observations of the 50 to 100|Lim flux
density ratio (hereafter T [50"]) in NGC 2146 is 40K and T (50") in IC
D D
342 is 46K (Rickard & Harvey 1984). The difference between T (IRAS)
D
and T^(50") may not be significant since the uncertainties in the dust
temperatures are large.
Our multi-line data are used to estimate the average temperature
and density of the molecular gas at the centers of these two galaxies.
In our own Galaxy, the molecular clouds in the Galactic center have
been suggested to be denser and hotter than those elsewhere in the
disk, and these effects have been taken into consideration in the
interpretation of the prominent CO emission from the Galactic center
(Combes 1991). It is therefore interesting to ascertain the physical
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properties of the molecular clouds in the nuclei of other galaxies and
compare with those of the molecular clouds in their disks and in our
own Galactic center, especially for actively star forming galaxies
such as NGC 2146 and IC 342. In Section 2.2. we describe the
observations. The results are presented in Section 2.3. followed by
an analysis in Section 2.4 and discussions in Sections 2.5 and 2.6. A
summary is given in Section 2.7.
2.2 Observations
The observations were carried out primarily during the periods of
January - March 1988. January - March, and December 1989, using the
Five College Radio Astronomy Observatory 14 m radome enclosed
telescope, except for the ^^CO J=l-0 observations for NGC 2146 which
were accomplished in 1987 as part of the FCRAO Extragalactic Survey,
In order to avoid the calibration and pointing uncertainties
associated with daytime heating of the antenna, the data were only
12 13
acquired under night conditions. All CO and CO spectra were taken
using a double beam switching mode with a spacing of 12.6' between the
main and reference beams in the azimuthal direction and a chopping
frequency of 15 Hz. This procedure canceled both sky and radiometer
drifts and assured that flat baselines were achieved. Pointing was
checked periodically on IRC+10216 and Jupiter, and confirmed by
monitoring the line profile of the central position of each galaxy.
15
The rms pointing accuracy is estimated to be about 5" based on
observations of planets and SiO masers.
The resolution (HPBW) of the 14 m antenna at the '^CO J=l-0
frequency (115.2712 GHz) and J=2-l frequency (230.5379 GHz) are 45"
and 23", respectively. At the distance of IC 342 (4.5 Mpc), the
linear sizes spanned by the two beams are 1.0 and 0.5 kpc, and at the
distance of NGC 2146 (20.6 Mpc), the corresponding sizes are 4.5 and
2.2 kpc. The receiver system employed a cooled Schottky barrier diode
mixer and a quasi-optical single sideband filter with cold image
termination. The typical system temperatures were from 800 to 1500 K
(SSB) for the J=2-l transitions depending on the elevation and the
weather, and from 500 to 1000 K for the J=l-0 transitions. During the
last week of 1989, the sky was exceptionally clear and the outside
temperature was well below zero, so the system temperature for the CS
J=2-l observations was only about 300 K. Velocity resolution was
provided by a 512 x 1 MHz filterbank, yielding a total bandwidth of
1300 km s ^ in 2.6 km s~^ channels for the J=l-0 lines, and of a
bandwidth 650 km s ^ in 1.3 km s~^ channels for the J=2-l lines.
Figure 2. 1 shows the enlargement of the blue photograph of NGC
2146 from the Revised Shapley Ames Catalog (Sandage & Tammann 1981)
kindly provided by A. Sandage. The plus marks indicate the locations
12
of the CO J=l-0 observations made with 45" resolution. The circles
illustrate the ^^CO J=2-l observations made at 23" resolution. Figure
12 13
2.2 indicates the locations of our CO and CO J=2-l and 1-0
12
observations of IC 342 superposed on the integrated CO J=l-0
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intensity contour maps made with OVRO interferometer (Lo et al. 1984).
The cross represents the peak of 2.2 emission (Becklin et al.
1980). Our observations were centered on the peak of the
interferometric '^CO J=l-0 emission which is south-west of the Z.Znm
peak. The smaller circles show the 23" beam of the 14m FCRAO
telescope for the J=2-l emission and the larger ones represent the 45"
beam for the J=l-0 line.
Table 2.1 lists the parameters adopted for NGC 2146 and IC 342.
The central position of IC 342 was chosen based on the interferometer
map (Lo et al. 1984) in which there were two peaks spaced by ~ 15".
We selected the peak which was closer to the optical center as our
observing center. The coordinates for NGC 2146 were those of the
radio continuum peak from Condon et al. (1982).
Table 2.2 gives the IRAS flux densities of these two galaxies at
60, and 100 jim. The data are derived from 1-dimensional Addscans for
NGC 2146 using the 1986 February calibration, and from 2-dimensional
co-added all-sky Survey data for IC 342. All of the flux densities
have been scaled by appropriate values to be on the same scale as the
IRAS Point Source Catalog (for details, see Young et al. 1989). The
IRAS dust temperatures are computed from the ratio of 60 to 100 jim
flux densities by assuming both a A ^ emissivity law and a single
temperature component. The flux densities at 50 and 100/im observed at
the 50" central regions and the 50" dust temperatures derived by
Rickard & Harvey (1984) are also given in the table.
17
The calibration technique used at FCRAO is the chopper wheel
method which has been commonly used at millimeter wavelengths to
compensate for atmospheric attenuation and certain telescope losses.
The antenna temperature obtained by this method, T*. has not been
A
corrected for the losses which scatter power out of the beam, such as
spillover losses from a cassegarain system and forward scattering
losses from the antenna and radome (Schloerb & Snell FCRAO Report
#150; Snell 1985; Snell & Schloerb FCRAO Report #220). A quantity T*
has been suggested by Kutner & Ulich (1981) which is corrected for the
power removed from the beam beyond a certain solid angle, using a
so-called forward scattering and spillover efficiency t)
, T* =
fss' R
T^/T7^gg- At FCRAO, the solid angle subtended by the Moon is adopted
to determine t) from lunar observations, yielding an tj value offss fss
0.71 at 3mm and a value of 0.48 at 1mm during our observing run (Snell
1988).
The calibration of data is very important in our study because we
intend to compare the intensities of different transitions within each
galaxy to estimate the excitation temperature and density of the gas.
Based on the observations of Jupiter, the average main-beam
efficiencies at FCRAO were measured to be 0.55 at 3mm and 0.22 at 1mm
during our observing runs, by adopting a brightness temperature T of
B
174K at 115 GHz and a value of 165K at 230 GHz.
To find the effective source radiation temperature T , which
R
approximately equals the true brightness temperature of the source in
the Rayleigh-Jeans approximation {hv « kT), we must ascertain the
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coupling between the antenna and the source. For a source which fills
the main diffraction beam but not the error pattern, the appropriate
beam coupling efficiency to use is r, = t, /r,
,
where t, is the mainC D f SS B
beam efficiency of the antenna. In this case, the effective source
radiation temperature T is simply T = tVt,^ = tVt, . Since the true
source brightness distribution and the antenna beam pattern are not
sufficiently well known, we will adopt the main beam efficiency t) to
correct the forward scattering and spillover loss as well as the
coupling effect. All line intensities are given in terms of the
Rayleigh-Jeans main-beam brightness temperature, T , a quantity which
MB
is now frequently used in extragalactic studies.
2.3 Observational Results
The observed spectra of the four transitions - ^^CO and ^"^CO J=2-l
and 1-0 - in the nuclear regions of NGC 2146 and IC 342 are shown in
Figures 2.3 and 2.4 with the R-band image of each galaxy displayed at
the center. In order to facilitate comparison of the spectra of the
13different isotopes, the CO data have been scaled by a factor of 5.
For NGC 2146, the four species exhibit fairly symmetric distributions
and kinematics relative to the center.
To solve the problem of the different beam sizes employed for the
J=2-l and 1-0 observations, we observed the central J=2-l location and
four adjacent locations (see Figure 2.1) to effectively sample the
same volume of gas in both transitions. The central J=2-l spectrum
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and the four adjacent spectra have been equally weighted and averaged
so that the synthesized spectrum represents the J=2-l emission from
the area covered by the J=l-0 beam. The J=2-l data have also been
convolved to 45" resolution of the J=l-0 data. Since the two methods
result in very similar J=2-l/J=l-0 line ratios, we have used the
five-beam averaged spectra for the '^CO and ^^CO J=2-l transitions
throughout this work. Table 2.3 lists all the ^^CO and ^^CO data
obtained in NGC 2146 and IC 342. A summary of the observed line
intensities at the centers of these two galaxies is given in Table
2.4. In addition to the integrated intensities and main beam antenna
temperatures of the single-beam observations, Table 2.4 also lists the
results of the five-beam averaged spectra for the ^^CO and ^^CO J=2-l
transitions. The uncertainties given in the tables include the
uncertainty from the rms noise (T ), the uncertainty in the
rtns
determination of the base line, and the calibration uncertainty for
individual measurements of ±10% at 3mm and of ±20% at 1mm obtained by
analyzing all pointing data on Jupiter. For the five-beam averaged
45" spectra of the ^^CO and ^^CO J=2-l emission, the uncertainties are
those calculated assuming an equal weighting for all of the spectra.
Table 2.5 presents the line ratios calculated from the main beam
integrated intensities. The five-beam averaged intensity is used in
determining the J=2-l/J=l-0 line ratio of a species. Errors include
measurement and calibration uncertainties added in quadrature for the
two quantities in each ratio.
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To illustrate the radial distributions of the gas emission at the
nuclear regions of these two galaxies more clearly, in Figures 2.5 and
2.6 we plot the integrated main-beam brightness temperatures of the
four lines as a function of distance from the center of each galaxy,
for NGC 2146 and IC 342, respectively. The data points for the J=l-0
lines present the emission contained in 45" beam, and those of the
J=2-l lines include the emission in 23" beam. In NGC 2146, the ^^CO
J=l-0 emission is slightly more intense west of the center than it is
east of the center consistent with the asymmetry seen using ^^CO
interferometry (Jackson & Ho 1988; Young et al. 1988a). In IC 342,
strong emission is found along the NE-SW direction (position angle of
20°). The emission has been revealed to be a bar-like structure by
the interferometric map (Lo et al. 1984), and resolved into a pair of
parallel narrow CO ridges associated with dust lanes at higher
resolution (Ishizuki et al. 1990). Perpendicular to the NE-SW
direction, the emission drops significantly from the center, with more
on the north-west side than on the south-east side. As was found for
12
NGC 2146, the CO J=2-l emission in IC 342 is more symmetric than the
J=l-0 emission, though both are centrally peaked. The J=l-0 spectrum
obtained at 23" NE of the center of IC 342 is slightly weaker, but of
similar strength to the central spectrum. This is consistent with the
Owens Valley Millimeter-Wave Interferometer J=l-0 map (7" resolution;
Lo et al. 1984) and the Nobeyama J=l-0 map (15" resolution; Hayashi et
al. 1986), which both show two peaks of similar strength separated by
~ 15", though our 45" J=l-0 beam cannot resolve them.
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In the following analysis, we will concentrate on the central 45"
of each galaxy, the size of the J=l-0 beam, to compare the four
measurements of ^^CO and '"cO emission. Figures 2.7 and 2.8 show the
comparisons of the central spectra of '^CO and '^CO J=2-l and 1-0
lines, as well as the CS J=2-l line in NGC 2146 and IC 342,
respectively. The five-beam averaged 45" spectrum of J=2-l is used
when the J=2-l and 1-0 spectra of the same species are compared, and
the central 23" observations are presented in the comparison of ^^CO
13
and CO J=2-l data. In both galaxies there is a remarkable
similarity in line profiles for the ^^CO J=2-l and J=l-0 transitions
which sample the same region. The ^^CO and CS line profiles agree
12 13
well, while the CO and CO line profiles look slightly different.
2.4 Data Analysis
2.4.1 J=2-l/J=l-0 Ratio
Two effects should be distinguished when comparisons between
different transitions of the same species are made. One effect
originates from source-beam coupling and the other is caused by
optical depth. Both effects may influence the line ratio.
According to radiative transfer theory, the radiation temperature
ratio of the J=2-l to 1-0 lines of a species is given by
-T
T (2-1) [J (T^^)-J (T )] 1 - e
R 21 ex 21 bb (2 1)
T (1-0) [J (T^°)-J (T )] . '^10
R 10 ex 10 bb 1 - e
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with T the optical depth of the line. T^^ the excitation temperature,
"^bb
cosmic background temperature of 2.75K. and J(T) the
equivalent Rayleigh-Jeans temperature which is related to the
excitation temperature or the cosmic background temperature by J(T) =
(hy/k)/[exp(hi^/kT)-l]. For the optically thick case, x » 1.
T (2-1) J (T^M - J (T )
_5 ~ 21 ex 21 bb
TJl-O) J (T^°) - J (T )
^^-^^
R 10 ex 10 bb
With a maximum ratio of 1 at very high excitation temperatures. A
general method of estimating the excitation temperature in the case of
optically thick emission is to utilize the LTE (local thermodynamic
equilibrium) analysis based on the assumption of a common excitation
temperature for all the transitions. This LTE excitation temperature
1 2
IS obtained from CO observation when the beam filling factor is
1 2known because CO emission is normally optically thick. As to the
emission from the remote external galaxies with unknown beam filling
factor, the LTE excitation temperature is usually evaluated from the
J=2-l/J=l-0 line ratio. It is expected to be - lOK at a ratio of
0.79, and ~ 4GK at a ratio of 0.95. For the optically thin case, x «
1,
T (2-1) J (T^M - J (T ) X
R 21 ex 21 bb 21
3)
T (1-0) J (T^°) - J (T ) X
R 10 ex 10 bb 10
J, J-1
hV /kT
J J J - 1 ex
Since x cx N (e ' - 1), where N is the column
2J-M
'
density of the molecules in the upper of the two levels relevant to
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the line and J is the rotational quantum number of the upper level,
the radiation temperature ratio is thus
T (2-1) J (T )-J (T ) (1 - e ^''lR
^
21 ex 21 bb 2
T (1-0) J (T )-J (T ) '
^^'^^
R 10 ex 10 bb (e - 1)
on the condition that the two lines originate from the same emitting
region and possess the same LTE excitation temperature T
ex
Therefore, the ^^CO J=2-l line could be stronger than the J=l-0 line
by a factor of up to 3-4 at very high excitation temperatures owing to
the greater opacity of the higher frequency line.
However, the observed radiation temperature of a line in a
direction on the sky depends on many factors besides the intrinsic
source intensity and the line opacity. One important factor is the
coupling of the antenna to the source. The difference in the coupling
factor due to different beam sizes must be taken into account in
calculating the line ratio of different transitions. Generally
speaking, the antenna power pattern and the source size vary with the
frequency of emission. Therefore, the observed source antenna
temperatures are modified differently for different transitions.
According to Kutner & Ulich (1981), the coupling of antenna to
source can be expressed as
U P (r,e) B (r,e) rdrde
f = ? , (2.5)
^ P (r,e) rdrde
n
471
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where P^(r.e) is the normalized power pattern of the antenna. BJr.e)
is the normalized source brightness distribution, and is the^olid
angle subtended by the source. In the simpler case of azimuthal
symmetry, the coupling is mainly affected by the relative sizes of the
antenna beam and the source. To evaluate this coupling factor, we
assume a Gaussian antenna power pattern P (r.e) « exp [-4 In 2
(r/r^) ] and a Gaussian source distribution B (r.e) « exp [-4 In 2
n
(r/r^) ]. with r^ the half power beam width of the antenna and r the
s
half intensity size of the source, both in the units of arcseconds.
The resultant coupling is then dependent on the ratio of r /r
B S.
becoming
c
" ~;
—
;
:r • (2.6)
1 + r /r
B s
If the source is extended (i.e.. r » r ) or the source size isS B
comparable to the antenna beam (r =^ r ), the coupling effect will beS B
nearly the same for any transition. However, if the source is much
smaller than the beam size (r « r ). we will have
s B
"
^V^B^' • (2.7)
For observations of different CO transitions with different beam
sizes, the observed ratio of T (2-1 )/T (1-0) (Eq.2 4) should therefore
R R
^
include the following factor
f
c
f r (J=2-l) 1
s
2
r r (J=l-0) 1
B
r (J=l-0)
^ s ^ .
r3(J=2-l)
^
(2.8)
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Since r^(J=l-0)/r^(J=2-l) approximately equals 2 for the
telescope, T^( J=2-l)/T^( j=i-o) could be as high as 4 even for
optically thick emission, provided that the source sizes for J=2-l and
J=l-0 are similar to each other and smaller than the J=2-l beam size.
It is obvious that if we compare the two transitions observed with
the same telescope at only a single position, the fourfold difference
in beam solid angles for the two transitions could also enhance the
observed T^( J=2-l)/T^( J=l-0) ratio by an amount similar to that caused
by the optical depth effect. The spectra of different transitions can
be compared reliably only if they are observed with similar telescope
beamwidths. Otherwise, the two observations probe different volumes
of gas, so that the beam dilution effect is unavoidable.
The above-mentioned optically thin emission and the coupling
factor pinpoint difficulties in acquiring the true ratio of the lines,
and therefore the pertinent interpretation of the physical conditions
of the emitting gas. To clarify the possible ambiguities, we
attempted to remove the differing beam size effect by mapping the
J=2-l emission in the region covered by the J=l-0 beam as described
earlier, and to estimate the optical depth of the emission through the
12 13
comparisons of CO and CO observations, which will be described
later.
(a) NGC 2146
According to Table 2.5, the ^^CO J=2-l/J=l-0 line ratio at the
center 45" of NGC 2146 is about 0.95±0.23, which is the value expected
for dense, warm and optically thick gas as discussed earlier in this
26
are
section (see Eq. 2.2). If the optical depths of the two lines
much greater than one. the corresponding LTE excitation temperature
could be as high as 40K.
The results inferred from the ^'co J=2-l/J=l-o line ratio in NGC
2146 are consistent with those from the ^^CO J=2-l/J=l-0 line ratio in
the sense that the high ^^CO J=2-l/J=l-0 ratio of 7.2±2.0 in 45"
suggests that this emission certainly originates from a warm and
optically thin gas (see Eq. 2.3). Since the formal result is
marginally higher (1.5<r) than the maximum theoretical value of 4, it
is possible that optical depth and beam dilution effects have affected
the determination of the ratio. However, in view of the remarkably
good resemblance of the ^^CO J=2-l and 1-0 spectra, we are convinced
that the beam dilution factor has been adequately removed from the
five-beam averaged J=2-l spectrum, and we believe that the result is
simply consistent with a prediction for optically thin, hot gas. This
conclusion is supported by an analysis of the central ^^CO spectrum,
to be presented below after the ^^CO/^^CO line ratios have been
discussed,
(b) IC 342
12
At the center of IC 342, the CO emission might come from a
partially optically thin gas. The ratio of ^^CO J=2-l and 1-0
emission is 1.1±0.3 from our data. It is in good agreement with
Eckart et al. (1990), who also find a ratio of 1.110.1 at the center
position of IC 342, although the coordinates differ slightly from
ours. The emission could be explained to originate either from a
27
warm, optically thick gas with the J=2-l line sampling an even hotter
component, or from a warm and partially optically thin gas. Within
the la uncertainty, this ratio is consistent with optically thick,
warm gas.
Unlike NGC 2146, the ratio of ^^CO J=2-l/J=l-0 is low in IC 342.
It is only about 1.4±0.4 at the center, which is far lower than the
expected value of 4 for a warm and optically thin gas. Eckart et al.
(1990) obtain a similarly lower ratio of l.OiO.l at the center of IC
342. The estimated excitation temperature in the LTE approach is ~
1 315K, assuming the CO emission lines are optically thin.
2.4.2 ^^CO/^^CO Ratio
The advantage of using both ^^CO and ^^CO data to determine
physical conditions in molecular clouds (Snell et al. 1984b) is that
1
2
the optical depth of the CO emission can be estimated from the
12 13
CO/ CO intensity ratio by taking the LTE approach and assuming that
both lines originate in the same region, with only the relative
calibration of the two lines needed.
12 13When both CO and CO emission have been observed, the LTE
analysis is generally given under the assumption that all levels of
each isotope possess a common excitation temperature and the
excitation temperatures of the two isotopes are equal and close to the
kinetic temperature. Therefore, the radiation temperature ratio of
12 13
CO and CO is given in terms of the common LTE excitation
temperature by
28
bb- - - f^(^'^CO)
(2.9)
where stands for the coupling factor of antenna to source. In view
of the similar beam sizes at the frequencies of the same transition
for these two isotopes, we regard the ratio of f (^^CO) to f (^^CO) as
c c
being close to one (this may or might be appropriate), under the
assumption that the two lines come from the same region. Besides,
taking into account that the equivalent Rayleigh-Jeans temperature
ratio of ^^CO and "cO is about 0.98 at LTE excitation temperature
^ex" -^^^ ^'^^
"^ex"
approximate the radiation
temperature ratio of ^^CO and ^^CO as
T (^^CO) 1 - e-^^''c°^
13 "
•
(2.10)
T C^CO)
, -t(-CO)
R 1 - e
12 13
If the CO/ CO isotopic ratio is assumed to be X, an approximate
1
2
optical depth of CO can be obtained from the observed
12 13
T ( CO)/T ( CO) ratio of a certain source. However, the determined
R R
1
2
value is only approximate because T ( CO) may be quite different
ex
13 12from T^^( CO) in reality and therefore t( CO) may not be given by
t(—CO) X (Kwan 1990). Thus this estimation of the optical depth
should primarily be regarded as a supplementary means to ascertain the
reliability of the LTE excitation temperature inferred from the
J=2-l/J=l-0 ratio, particularly if a ^^CO T (2-l)/T (1-0) ratio of
R R
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greater than one is observed. The estimated ^^CO optical depth
depends on the assumed '^CO/'^CO isotopic ratio.
(a) NGC 2146
12 13The CO to CO line ratios in NGC 2146 at the J=2-l and 1-0
transitions are 3.9±1.3 and 17±3, respectively. We use a ^^CO/^^CO
fractional abundance of 60 to evaluate the optical depths of the
emission. Based on the LTE analysis with the assumption of t('^CO) «
1 3
t( CO) X, we obtain an optical depth of ~ 18^^^ for the ^^CO J=2-l
line and a value of ~ 4±1 for the J=l-0 line using Eq. 10. The
optical depth of the '^CO J=l-0 line is found to be much less than 1.
12 13Thus the CO and CO emission at the center of NGC 2146 seem to be
1
2
normal, i.e., the CO emission is from a warm and optically thick gas
13
and the CO emission is optically thin.
(b) IC 342
12 13The comparison of CO and CO emission does not reveal optically
12
thin CO gas at the center of IC 342. Nevertheless, both derived
12
CO J=2-l and 1-0 opacities are less than ten if the assumption that
12 13
CO and CO have the same excitation temperature through the energy
level ladder can be made in the estimation of the opacities. The
observed ^^CO to ^^CO line ratios of J=2-l and 1-0 are 8.5±2.9 and
10±2, respectively. The estimated optical depth of the ^^CO J=2-l
line (8"^*) is only slightly higher than that (6±1) of the J=l-0 line
(by a factor of 1.3) if a common excitation temperature is used for
the two transitions.
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In order to consider the effect of the four off-center 23" spectra
1 3
of the CO J=2-l em]ussion on the determination of the higher 45" ^^CO
J=2-l/J=l-0 ratio of 7±2 in NGC 2146. we have also calculated the
expected 45" ^^CO J=2-l/J=l-0 ratio in terms of the relatively strong
45" '^CO J=2-l/J=l-0, '^C0/\0 j=i-o and the central 25" '^CO/'^
J=2-l line ratios, namely,
CO
(i3 ^
C0(2-l) fl3 1C0(2-l)
f
/^CO(l-O) 45" ^^^C0(2-l) 45" ^
12
C0(2
12,
45'
CO(l-O)
13
CO(l-O)
45'
fl3 1C0(2-l) fl2 1C0(2-l) fl2 ^CO (1-0)
/^C0(2-l)^ 23" /^CO(l-O) 4 5" ^^^CO(l-O)
(2. 11)
45'
This method avoids using the off-center 25" ^^CO J=2-l data, since
significant baseline errors may exist in these broad and weak spectra
of NGC 2146. This problem is much less significant for the narrow
^^CO J=2-l spectra of IC 342. In the final expression of Eq. 2.11,
1 2
the CO J=2-l/J=l-0 line ratio is determined by the J=2-l and 1-0
emission sampled over the same 45" region (i.e., using the five-beam
averaged J=2-l and single-beam J=l-0 spectra), while the
13 12C0(2-l)/ C0(2-l) line ratio is obtained from the single 23" beam
observations at the center of each galaxy (we have assumed that the
13 12C0(2-l)/ C0(2-l) line ratio remains constant over the nuclear
region so that the five-beam averaged ratio can be replaced by that of
the central single 23" observations). The above formula gives the
13
anticipated result which should be comparable to the observed CO
five-beam averaged 45" J=2-l to single-beam 45" J=l-0 ratio if
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above-mentioned assumption is appropriate. For IC 342. the predicted
''cO J=2-l/J=l-o line ratio is 1.3±0.6, which is in reasonable
agreement with the value of 1.4±0.4 obtained earlier. For NGC 2146.
the predicted value for the same ratio is about 4.1±1.9, indicating
that the baseline error of the four off-center 25" ^^CO J=2-l spectra
may be the cause of the higher ratio of 7.2±2.0 derived from the
averaged 45" '"cO J=2-l spectra. It is most likely that the ^ ^CO
J=2-l/J=l-0 ratio in NGC 2146 has a value between the maximum of 4 and
the lower limit of 2.2.
2.4.3 ^^CO/CS Ratio
CS emission is of interest because high gas densities of n(H ) >
2
4 -3
10 cm are required to produce observable CS emission. Since the
molecular cloud cores where massive stars form most likely have such
high density regions and CO transitions cannot directly trace them,
the CS emission provides an important tracer for studies of star
formation in galaxies. Because IC 342 and NGC 2146 both have
significant amounts of star formation. CS emission would not be
surprising. The CS J=2-l emission has been detected in IC 342
(Mauersberger & Henkel 1989; Sage. Shore & Solomon 1990). while only
negative results have been reported for NGC 2146 previously (Sage,
Shore & Solomon 1990). Such weak CS J=2-l emission in NGC 2146 is
surprising since NGC 2146 is believed to be undergoing a burst of star
formation (e.g., Jackson & Ho 1988; Young et al. 1988a. b). Our
observations yield a positive detection in NGC 2146 with strong CS
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J=2-l emission from the center. The observed line is in good
agreement with the velocity of the ^^CO line, and appears to exceed
the upper limits published by Sage. Shore & Solomon (1990). The
12
CO/CS line ratio is 21±4 at the center of NGC 2146. and it is
similar to that observed in NGC 253 (Sage. Shore & Solomon 1990). The
observed ^Ws line ratio in IC 342 is 47±10. which is consistent
with the value of 45 obtained by Mauersberger & Henkel (1989). The
results may indicate that the gas density in the nucleus of NGC 2146
is higher than in IC 342. or that the CS molecules are more abundant
in NGC 2146.
2.5 Discussion: Gas Properties in NGC 2146 and IC 342
So far. our analysis has been based on the LTE approximation under
the assumptions that the ^^CO and "cO emission have the same
excitation temperature, and that the excitation temperature remains
unchanged throughout the energy level ladder. These assumptions are
only valid when the gas is thermal ized. and these conditions may not
reflect reality for two isotopes with fairly different opacities.
Indeed, the low ^^CO J=2-l/J=l-0 ratio of 1.4 acquired in IC 342
1 3indicates that CO may only be subthermalized.
An informative way to learn the physical conditions of the gas is
to compare the observational line ratios with the results of non-LTE
radiative transfer model calculations. In addition to the excitation
temperature, such a comparison may provide us the information on the
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gas density which is required to produce the observed line ratios. To
simplify the calculations, we assume that the ensemble average of
excitation temperatures and mean densities of the gas are constant
over the nuclear region we observed, and use the escape probability
method to calculate the average line excitations. Following the
calculations of local line excitation in Kwan & Sanders (1986), the
photons are presumed to come from individual local regions (e.g.,
clumps). Along the line of sight, the scale of such a local region is
denoted to be x. and the mean photon escape probability from this
local region is assumed to be /3 = [l-exp(-0.5T )]/(0.5t ), where r =
c C C
^\~%^/&^j^^^^J^^^^^^^^^-^^^^^^^) is the opacity through the region.
Instead of considering the velocity gradient over this region, which
results in the equivalent Doppler thermal width at a particular
velocity in the LVG model, we assume that there is only thermal
broadening in the local region. The thermal velocity dispersion. Av
D
1/2
= (2kT/14m^)
,
is used to calculate the opacity. The lowest J = 0-9
2
rotational levels and the 2.75K cosmic background radiation are
included in the calculations. The large scale velocity laws which
give rise to the line width of the individual cloud and the total line
width of a spectrum will not be discussed in this work because we are
not attempting to reproduce detailed line shapes. The interaction of
the emitted photons with any foreground material has been neglected in
our calculations. We are aware that although it is likely that the
cloud overlap may not be a serious problem for extragalactic CO
observation (Dickman, Snell & Schloerb 1986), the absorption of the
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photons by other intervening clumps at the same velocity within each
individual cloud have to be taken into account if more realistic model
calculations are carried out. The calculations presented here,
therefore, are the simplest non-LTE radiative transfer calculations.
The input parameters in our calculations include the molecular
hydrogen density n(H^), temperature T. fractional abundances '^CO/H
2
(also denoted as f[CO]) and '^CO/'^CO, as well as the scale x. The
combined parameter f (CO) in our calculations is equivalent to the
D
joint parameter f (CO) ^ in the LVG model, where ^ represents the
velocity gradient. The values discussed by various authors for
DX
^^^^^~DW model range from
10~^ to lO"'* km s"^ pc"^ (e.g.,
Goldsmith, Young & Langer 1983). There is no special physical ground
for the choice of a scale, x, in our calculations. Following Kwan and
Sanders (1986). we adopt a value of 8x10^^ cm. At T = 20K and f(CO) =
10 the value of the combined parameter f(CO)-^^ is 3.4x10"^ km
D
s ^ pc \ By assuming fractional abundances ^^CO/H = lO"'* and
2
^^CO/^^CO = 60, we compute the ^^CO, ^^CO J=2-l/J=l-0 and ^^CO/^^CO
J=l-0 ratios as functions of molecular hydrogen density and
temperature. The observed line ratios are compared with the model
results to narrow down the possible range of the physical parameters
which best fit the observational data. The model results are most
sensitive to the input value of f (CO) -; . To sense the effect of
Av
D
the joint parameter on the derivation of the line excitation
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conditions, we also perform the calculations by utilizing several
different f(CO) values,
(a) NGC 2146
Figure 2.9 illustrates the results, the calculated line ratios vs.
molecular hydrogen density and kinetic temperature. To show how the
observational data constrain the physical parameters more clearly, we
only plot the contours which represent the observed line ratios and
their l(r lower and upper limits. Ideally, if the four emission lines
12 13Of CO and CO come from a single component only ^^CO J=2-l/J=l-0
1 3
and CO J=2-l/J=l-0 ratios are needed to confine the possible range
of density and temperature when a set of ^^CO/^^CO fractional
abundances are given. In Figure 2.9, we plot three line ratios, ^^CO
J=2-l/J=l-0, ^^CO J=2-l/J=l-0 and ^^CO/^^CO J=l-0, because of the
possibility that one set of average density and temperature may not be
able to explain the observed intensities of all four transitions. It
is expected that the J=l-0 emission is insensitive to the existence of
a small amount of warm gas as the J=l-0 line can be excited at
relatively low temperatures. The higher J=2-l transition, on the
other hand, is probably contributed significantly by the warm gas.
Therefore, even if the J=2-l/J=l-0 ratio is largely affected by the
warm gas (especially when an observed value of > 1 is found for the
^^CO J=2-l/J=l-0 ratio), the additional ^^CO/^^CO J=l-0 ratio should
provide information which traces the average physical conditions of
the bulk of the lower temperature gas.
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Figures 2.9a presents the contour maps of the calculated line
ratios which are constrained by the observed '^CO and '^CO J=2-l/J=l-0
and '^CO/'^CO J=l-0 ratios at the center 45" region of NGC 2146. for
the fractional abundances of '^CO/H^ = lo"^ and '^CO/'^CO = 60.
Following the discussion at the end of Section 4.2. we use the '^CO
J=2-l/J=l-0 ratio of 3. a moderate value between the formally observed
lower limit of 2 and the maximum ratio of 4. to constrain the model
results. In the figure, the contours marked by the thick lines
pertain to the observed ^^CO J=2-l/J=l-0 ratio of 0.95 (solid line),
^^CO J=2-l/J=l-0 ratio of 3.0 (dot long-dashed line) and ^^CO/^^CO
J=l-0 ratio of 17 (short-dashed line). The two thin lines of each
type refer to the Icr lower and upper limits (see Table 2.5). For NGC
2146. a relatively small and well-defined region in the T-n(H )
2
diagram can be located, in which the contours of the observed ^^CO
J=2-l/J=l-0. ^^CO J=2-l/J=l-0 and ^^CO/^^CO J=l-0 ratios intersect
with each other. This suggests that in the 45" nuclear region of NGC
2146, the molecular gas which generates the observed intensities of
the four lines can be approximately described by a set of average
physical parameters, with T 55K and n(H^) ~ 2xlo'* cm~^. Considering
the whole parameter range defined by the lower limits of the observed
line ratios, we find that T > 40K and n(H ) > 5x10^ cm"^ at the center
2
Of NGC 2146.
Figure 2.9b shows two sets of model results calculated by using
12 -4 12 -5
CO/H^ = 2x10 and CO/W^ = 10 respectively, and constrained by
the observed ^^CO and ^^CO J=2-l/J=l-0 and ^^CO/^^CO J=l-0 line ratios
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in NGC 2146. For the sakp nf o^a^^f^/ fK?^ r-Liie Ke oi cl rity, this figure does not show the
contours constrained by the observed W upper and lower limits. The
thick solid, dashed and dot long-dashed contours illustrate the
results of '^CO/U^ = ZxlQ-', and the thin solid, dashed and dot
long-dashed contours represent the results of ^^CO/H^ = lo"^. In the
figure, there is also a slashed arrow superposed on the contour maps.
This arrow traces down the approximate locations of the small region
where the intersect of the three ratios resides when the fractional
abundance of ^^CO/H^ used in the calculations gradually varies from
2x10 to 10
,
with the arrow pointing towards the direction of
decreasing f(CO). The width of the arrow does not have any
quantitative meaning. The change of the location in the T-n(H )
2
diagram manifests one of the underlying uncertainties in the
determination of the physical properties of the molecular gas in
galaxies, which is owing to lack of the knowledge of the fractional
abundance and the beam filling factor. In spite of the ambiguity on
the absolute values of the average physical properties of the gas, a
sense of the lower limits can be gained by the comparisons between the
observed line ratios and the model results at various ^^CO/H ratios.
2
The average temperature and density of the molecular gas in the 45"
nuclear region of NGC 2146 are estimated to be T > 40K and n(H^) > 10*
- 3
cm respectively, over the fractional abundance range examined in
this work. The upper limit to the average gas temperature may be
guessed from the average dust temperature in same region if the gas
38
-3
cm
and dust components are indeed coupled, which we will discuss in next
section through a statistical study.
Based upon the average temperature of 55K and density of 2xlo'
evaluated at the fractional abundance of '^CO/H^ = lo"*, we
compute the optical depths of the ^^CO and ^^CO emission and then
derive the beam filling factor of NGC 2146. The ^^CO J=l-0 and J=2-l
lines are optically thick, with t('^CO J=1-0) ~ 6 and t('^CO J=2-1) ~
22. The excitation temperatures obtained are close to the input
temperature. The ^^CO emission are optically thin, with t(^^CO J=1-0)
~ 0.04 and t('^CO J=2-1) ~ 0.23. The results are very similar to
those obtained in Section 2.4.2 by assuming the local thermodynamic
equilibrium conditions. Making use of the calculated optical depth
and the excitation temperature, as well as the observed peak intensity
1 2
of the CO J=l-0 line, we find a filling factor of ~ 0.5% in a 45"
beam at the center of NGC 2146.
(b) IC 342
Figures 2.9c and 2.9d show the contour maps of the calculated line
ratios constrained by the observed values in the nuclear region of IC
342. Unlike the case of NGC 2146, the contours with a ^^CO
J=2-l/J=l-0 ratio of 1.1, ^^CO J=2-l/J=l-0 ratio of 1.4 and ^^CO/^^CO
J=l-0 ratio of 10 do not all intersect in a relatively small region in
the T-n(H^) diagram. In Figure 2.9c, which presents the results of
using ^^CO/H^ = lO""*, the contours of the ^^CO J=2-l/J=l-0 and
^^CO/^^CO J=l-0 ratios intersect at T ~ 25K and n(H ) ~ 4x10^ cm"^,
2
1 2
while the CO J=2-l/J=l-0 contour is located above the point,
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spanning over the region with T > 70K. Eckart et al. (1990) obtain a
''cO J=2-l/J=l-0 ratio of 1.1-1.6 along a ridge 500pc east of the
center of IC 342 (which is partially covered by our 45" beam) and
suggest that there may be CO emission from optically thin gas at a
temperature of > 40K. The lack of intersecting between the ^^CO
J=2-l/J=l-0 contour and the other two contours in our plot implies
1 2that the CO J=2-l emission at the center of IC 342 may be dominated
by a warm gas component whose average temperature is much higher than
25K. Nevertheless, within the Icr uncertainties, the set of physical
parameters indicated by the crosspoint of the ^^CO J=2-l/J=l-0 ratio
of 1.4 and the ^^CO/^^CO J=l-0 ratio of 10 contours can still fit the
observed CO J=2-l/J=l-0 lower limit of 0.8. In conjunction with the
12 13
CO/ CO J=l-0 ratio, the observed ^^CO J=2-l/J=l-0 ratio in IC 342
provide significant constraints on the physical properties of the
molecular gas. The extent of the parameters which match all the three
observed ratios within l<r uncertainties in IC 342 are estimated to be
15K < T < 30K and 3x10^ cm"^ < n(H^) < 7x10^ cm"^, if the fractional
abundances of ^^CO/H = lO""* and ^^CO/^^CO = 60 are used.
2
The thick solid, dashed and dot long-dashed lines in Figure 2.9d
indicate the calculated results in the case of ^^CO/H = 2x10"'* and
2
12 13
CO/ CO = 60, and constrained by the observed line ratios in IC 342.
The thin solid, dashed and dot long-dashed lines show the results in
12 - 5
the case of ^^'^^2 ~ ' Same as in Figure 2.9b, the contours
which represent observed l<r upper and lower limits are not shown in
Figure 2.9d for the sake of clarity. The slashed arrow in the figure
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traces the derived average physical conditions at the center of IC 342
when the fractional abundance ^^CO/H^ used in the calculations
gradually changes from ZxlQ-* to w'. The average temperature and
density of the molecular gas in the 45" nuclear region of IC 342 are
estimated to be T > 13K and n(H^) > 2x10^ cm"^ over the fractional
abundance range studied here.
The optical depths of the '^CO and '^CO emission in the nuclear
region of IC 342 are computed by using the average physical parameters
of T ~ 25K and n(H^) ~ 4x10^ cm~^ ascertained at ^^CO/H^ = lO"*. The
results of r['^CO J=l-0) ~ 9 and t(''cO J=2-1) ~ 26 are estimated
based on the observed ^^CO J=2-l/J=l-0 lower limit of 0.8. Differing
from the estimation based on the LTE analysis, in which the optical
depths of the ^^CO J=2-l and 1-0 lines only differ by a factor of 1.3,
the optical depths of the ^^CO J=2-l and 1-0 emission obtained here
are ~ 0.05 and ~ 0.5, respectively. The filling factor in a 45" beam
at the center of IC 342 is found to be about 6% by using the
calculated optical depth and excitation temperature at T = 25K and
3 ~ 3 13
n(H^) = 4x10 cm as well as the observed CO J=l-0 peak intensity.
2.6 Comparisons among Galaxies
2.6.1 Gas and Dust Coupling
12 13
Although the CO and CO J=2-l observations in galaxies are
1 2
still relatively scarce compared with the available extragalactic CO
J=l-0 data (cf .
,
Young et al. 1989), a fair amount of extragalactic
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^'CO J=l-0 data have been published (e.g., Rickard & Blitz 1985; Young
& Sanders 1986; Sage & Isbell 1991; Aalto et al. 1991). The simple
model results obtained here may be used to understand the
observational data in other galaxies. This in turn permits the NGC
2146 and IC 342 data to be placed in a broader context.
Based on the radiative transfer calculations, we look into the
dependence of the ^^CO/^^CO J=l-0 ratio on the average dust
temperature. and the possibility that such a dependence can
approximately be seen as a dependence on gas temperature. In
principle, if the ^^CO emission is optically thick and the ^^CO
emission is optically thin, the expected ^^CO/^^CO line ratio is
roughly proportional to the gas temperature because of the dependence
of opacity on excitation temperature. The ratio seems to be also
related to the average dust temperature derived from IRAS S /S
60/im loOjLim
flux density ratio. Young & Sanders (1986) have noticed that the
12 13global CO/ CO J=l-0 line ratio increases with global dust
temperature. Recent studies (Sage & Isbell 1991; Aalto et al. 1991)
similarly support a possible correlation between the ^^CO/^^CO ratio
and the average dust temperature.
To investigate the link between the above-mentioned two phenomena,
in Figure 2.10a we plot the observed ^^CO/^^CO J=l-0 line ratios for
the central ~ 50" in 13 galaxies including those presented in this
paper and the data published elsewhere (Young & Sanders 1986; Sage &
Isbell 1991; Aalto et al. 1991) as a function of dust temperature in a
50" beam from observations by Rickard & Harvey (1984). On the same
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plot, we also show the radiative transfer calculation results of
12 13
CO/ CO J=l-0 line ratio as a function of gas temperature, with the
gas density marked along each curve. The solid curves are calculated
by using a ^^CO/^^CO fractional abundance of 89. and the dashed curves
are those with ^^CO/^^CO = 60. The ^^CO/H^ fractional abundance is
10 * for both cases. Being restricted by the small numbers of
available 50" dust temperatures, the '^CO/'^CO J=l-0 data points
presented in Figure 2.10a only consist of a small fraction of the
published '^CO/'^O J=l-0 ratios at the centers of galaxies.
Statistically, it will be more convincing to plot all of the ^^CO/^^CO
J=l-0 ratios as a function of the dust temperature on 50" scale.
Since the relative dust temperature changes between T (IRAS) and
D
Tp(50") are less than 15% for 11 out of the 13 galaxies, it is likely
that making use of the global dust temperature T (IRAS) instead of
D
T^(50") may not change the statistical relationship between the
12 13
CO/ CO ratio and the dust temperature although ideally the
12 13
CO/ CO ratio needs to be determined throughout each galaxy for
comparison with the global dust temperature. Therefore, in Figure
2. 10b. we show the same plot as Figure 2. 10a using all of the
available central ^^CO/^^CO J=l-0 data except that the dust
temperatures used are the global dust temperatures derived from the
IRAS 60 to lOOfim flux density ratios. The two open circles in Figures
2.10a nd 2.10b are our observed ^^CO/^^CO J=l-0 data in NGC 2146,
plotted against either T^(50") or T^(IRAS), and the two filled circles
without error bars are the same ratios plotted against the derived gas
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temperature in these two galaxies. It is seen that although the gas
temperature may not be directly compared with the dust temperature,
the dependences of the observed ^^CO/^^CO J=l-0 line ratio on dust
temperature and the calculated ^'cO/^^CO J=l-0 line ratio at n(H ) ~4-3 2
10 cm on gas temperature are very similar. This suggests that gas
and dust may be coupled in the nuclear regions of the galaxies.
Knowledge of the relationship between the gas and dust components
is essential to understanding the star formation process because of
the possibility that at high densities the gas molecules are
indirectly heated by collisions with the warm dust grains (Goldreich &
Kwan 1974). The energy transfer between the dust and gas components
which would be sufficient to keep the gas temperature close to the
dust temperature requires n(H^) > 10^ cm"^, a characteristic density
for the gas and the dust being coupled. Our results for NGC 2146 and
IC 342 indicate such a T - T correlation might exist in theirGas Dust
nuclear regions. The average gas density ascertained in the nuclear
regions of these two galaxies is higher than 10^ cm"^. In the center
of NGC 2146, the gas and dust may be more tightly coupled so that the
average gas temperature is close to the average dust temperature
because of the higher density of n(H^) > lo'* cm""^. The derived
average temperatures of the bulk of molecular gas in these two
galaxies seem to be close to their global IRAS dust temperatures.
More high resolution infrared and molecular line observations on same
scale are necessary to understand the coupling between the gas and
dust components over more extended regions in galaxies. The
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comparisons indicate that our ^^CO/^^CO J=l-0 data fit in well with
the observational data of other galaxies, implying that the gas
densities in the nuclei of the galaxies studied are also likely to be
> lo' cm-^ The model results seem to be able to explain various
12 13
CO/ CO J=l-0 ratios observed in the nuclei of these galaxies.
2.6.2 Dense Gas
To test the densities derived by CO observations, we consider CS
observations in the nuclei of NGC 2146 and IC 342 as well as other
galaxies. Our calculations show that only at n(H^) > 2x10^^ cm'^ the
CS J=2-l emission becomes significant. Figures 2.11a and 2.11b
present similar plots as in Figures 2.10a and 2.10b but for the case
1 2
of C0(l-0)/CS(2-l ) line ratio. Both the observed ^ ^C0( l-0)/CS(2-l
)
ratio as a function of dust temperature and the calculated
1 2
CO(1-0)/CS(2-1 ) ratio as a function of gas temperature are presented
in the figure. The observed ^^CO/CS data are taken from this work and
others (Mauersberger et al. 1989; Mauersberger & Henkel 1989; Sage,
Shoe, & Solomon 1990). The solid curves are the calculated ratios
obtained by using the CS/H^ fractional abundance of 2 x 10"^°, and the
dashed curves are the results of using CS/H^ = 10~^. It appears that,
1 2from the figures, the CO/CS line ratio is quite sensitive to a
factor of 20 change in the fractional abundance of the relatively
rarer species and to the gas density. The results of CS observations
in NGC 2146 and IC 342 are consistent with the expectation of the
1 2
model results and the CO observations. The observed C0( l-0)/CS(2-l)
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ratio is lower in NGC 2146 than that in IC 342. supporting with the
conclusion drawn from the CO observations that the gas density is
higher in NGC 2146 than in IC 342. The wide range in
1 2
C0(l-0)/CS(2-l) ratios observed at the centers of these galaxies, to
some extent, might indicate a difference in the average gas density or
CS abundance. But. as Mauersberger & Henkel (1989) have pointed out,
the CS emission may arise on a scale smaller than that of CO emission
because of its extreme excitation requirement on the gas density. The
unquestionable outcome from the CS detections is that large amount of
dense gas exist in the centers of many galaxies.
2 . 7 Summary
The nuclear regions of NGC 2146 and IC 342 have been observed in
12 13
CO and CO J=2-l and 1-0. as well as CS J=2-l emission with the
FCRAO 14m telescope. The ^^CO J=2-l and 1-0 line shapes in the
central 45" of these actively star forming galaxies are remarkably
similar.
The observed ^^CO, ^^CO J=2-l/J=l-0 and ^^CO/^^CO J=l-0 line
ratios are compared with the results of a simple non-LTE radiative
transfer calculation to ascertain the physical conditions of the
molecular gas in the nuclei of these two galaxies. The comparisons
indicate that the observed ^^CO J=2-l/J=l-0 and ^^CO/^^CO J=l-0 line
ratios provide the most significant constraints on the physical
properties of the bulk of molecular gas, especially when a relatively
46
low CO J=2-l/J=l-o ratio is observed. The derived average gas
properties are sensitive to the choice of ^^CO/H^ abundance ratio.
The average temperatures and the densities of the molecular gas in
the nuclear 45" regions of NGC 2146 and IC 342 are found to be higher
than the typical values of the Galactic GMCs but similar to those in
the molecular clouds of the Galactic center. In NGC 2146, the average
gas temperature is around 55K (with lower limit of ~ 40K) and the
average gas density is about 2x10^ cm"^ (with lower limit of ~ 6x10^
_ 3
cm
) if the fractional abundances of ^^CO/H^ = 10" and ^^CO/^^CO =
60 are used. The average gas properties ascertained in IC 342 are T ~
25K (with lower limit of ~ 20K) and n(H^) ~ 4x10^ cm"^ (with lower
3 — 3limit of ~ 3x10 cm ) using the same abundance ratios. A small
amount of warm gas, which contributes significantly to the ^^CO J=2-l
emission, might exist in the nuclear 45" region of IC 342. The two
galaxies seem to have some differences in terms of the physical
properties of the bulk of molecular gas at the nuclei.
The average temperature and density are higher in NGC 2146 than in
IC 342. Thus, one might expect that the CO luminosity per unit mass
of molecular cloud might differ as well. However, we note that as
long as the same abundance ratios of ^^CO/H^ and ^^CO/^^CO apply to
both galaxies, the derived values of this luminosity to mass ratio,
which depends on the value -Jn(H )/T (where T is the peak
2 CO CO
brightness temperature in the CO line), are quite similar in these two
12 -4 12 13
galaxies, and if the abundance ratios of '-^^^g ~ ^^"^
= 60 are used, they are within a factor of 2 of the value in the Milky
47
Way. Thus, if the physical properties in other galaxies are similarly
correlated, this result would tend to provide further support for the
use of CO as tracer of molecular mass in external galaxies. A precise
knowledge of the gradients of molecular and isotopic abundances within
a galaxy and from galaxy to galaxy is desired to refine the mass
determinations.
The gas and the dust may be coupled in the centers of NGC 2146 and
IC 342. The dependence of the observed ^^CO/^^CO J=l-0 ratio on the
dust temperature in the centers of 38 galaxies may be explained by the
possible coupling and the results of radiative transfer calculations.
The detections of the CS J=2-l emission in NGC 2146 and IC 342 are
consistent with the presence of dense gas.
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TABLE 2.1
Galaxy Properties
N^'"^ RA DEC Type V B° D D P A
(1950.0) O T 25
^
h m s ) ( o ' " ) (km s"M (') (Mpc) (o)
-JJJ [ii (3) (4) (5) (6) (7) (8) (9)
NGC 2146 061040.1 +782228.1 Sab 838 10.52 6.0 20.6 128
IC 342 034158.6 +675625.9 Scd 32 7.86 17.8 4.5 20
Explanations of columns in Table 2.1:
( 1 ) Galaxy name.
(2) and (3) Right ascension and declination, from Condon et al.
(1982) for NGC 2146; and from the peak of the interferometric
^^CO J=l-0 map (Lo et al. 1984) for IC 342.
(4) Morphological type from RC2 (de Vaucouleurs, de Vaucouleurs &
Corwin 1976).
(5) Heliocentric velocity.
(6) Total blue magnitude corrected for Galactic and internal
absorption from RC2.
(7) Optical diameter measured out to the 25 mag arcsec isophote
from RC2.
(8) Distance calculated using a Hubble constant of 50 kms ^.
(9) Position angle adopted in observation.
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Galaxy
TABLE 2.2
Infrared Properties
Flux Densities and Derived Dust Tempertures
IRAS 50'
^60^m ^ooMm ^D^I^^S) S^^^^ S^^^^^ T^(50")
(J ) (K) (J ) (K)
y y
All (2) (3) (4) (5) (6) (7)
NGC 2146 145 195 46 64 71 40
IC 342 302 662 37 152 101 46
(continued on next page)
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TABLE 2.2 (continued)
Infrared Properties
Explanations of columns in Table 2.2:
( 1 ) Galaxy name.
(2) and (3) IRAS flux densities at 60 and lOO/im derived from
1-dimensional Addscans for NGC 2146 using the 1986 February
calibration; and from 2-dimensional co-added all-sky Survey
data for IC 342 (for details, see Young et al. 1989). Errors
are ~ 10%.
(4) Global IRAS dust temperature computed from the ratio of 60 to
lOOfim flux densities by assuming a single temperature
component and a A ^ emissivity law. Errors of ±15% in
/S translate into ~±3 K.60/im ioo|im
(5) and (6) Flux densities at 50 and lOOfim observed in central
50" region by Rickard and Harvey (1984). Systematic errors
are stated to be < 30%.
(7) 50" dust temperature computed from the ratio of 50 to 100 iim
flux densities in Rickard & Harvey (1984) by assuming a
single temperature component and a A ^ emissivity law.
Errors of ±45% in S /S translate into ~ ±10 K.
50/im loofxm
51
TABLE 2.3
Observed Data
Name
(1)
Aa A6
(arcmin)
(3) (4)
NGC 2146 -0.591 0.462
-0.296 0.231
0 0
0.296 -0.231
0.591 -0.462
-0.231 -0.296
0.231 0.296
IC 342 -0.256 -0.704
-0. 128 -0. 352
0 0
0.128 0.352
0.256 0.704
-0.704 0.256
-0.352 0.128
0. 352 -0. 128
0. 704 -0. 256
(K km/s)
(5) (6)
12
CO J=l-0
14. 4
51. 1
61. 4
40. 0
18. 0
50. 1
25.6
21. 7
43. 6
71. 5
62. 1
33. 5
8. 3
49. 4
26. 5
11.5
1.9
5. 2
6. 3
4. 4
2. 6
5. 3
2. 8
2. 5
4. 5
7. 3
6. 3
3. 5
1.2
5. 1
2. 9
1.6
T (Peak) rms V
Mean
(mK) (km/s)
(7) (8) (9)
110
220
230
190
140
190
130
390
790
980
930
540
220
700
460
210
18
10
16
17
18
19
13
29
32
32
30
27
24
29
27
29
1020
960
886
828
762
880
874
4
15
29
38
48
-1
25
39
47
(continued on next page)
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Table 2.3 (continued)
Name
(1)
Aa AS
NGC 2146
IC 342
(arcmin)
(3) (4)
-0.591 0.462
-0.296 0.231
0 0
0.296 -0.231
0.591 -0.462
-0.231 -0.296
0.231 0.296
-0.256 -0.704
-0. 128 -0. 352
0 0
0.128 0.352
0.256 0.704
-0.704 0.256
-0.352 0.128
0. 352 -0. 128
0.704 -0.256
(K km/s)
(5) (6)
12
CO J=2-l
14. 0
61. 8
123. 3
58.7
30. 6
35. 8
32. 7
88. 1
120. 8
86. 3
26. 8
12. 5
54. 9
14. 4
11.3
10. 3
15. 9
27. 4
14. 9
8. 0
8. 5
8. 7
20. 3
27. 3
20. 6
7. 7
5. 0
13. 0
5. 3
5. 6
T (Peak) rms V
Mean
(mK) (km/s)
(7) (8) (9)
330
420
450
360
380
200
150
630
1420
1760
1590
570
300
890
350
230
156
44
31
59
107
27
26
120
159
125
202
122
114
115
100
132
1003
974
898
794
800
838
894
4
22
31
40
48
30
27
58
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Name
(1)
A6
NGC 2146
IC 342
(arcmin)
(3) (4)
-0.591 0.462
-0.296 0.231
0 0
0.296 -0.231
0.591 -0.462
-0.231 -0.296
0.231 0.296
-0. 256 -0. 704
-0. 128 -0. 352
0 0
0.128 0.352
0.256 0.704
-0.352 0.128
0. 352 -0. 128
NGC 2146 -0.296 0.231
(K km/s)
(5) (6)
13
CO J=l-0
1.3
2. 9
3.7
3.0
1.4
2. 6
3. 2
2. 1
4. 9
6. 9
5. 6
4. 4
3. 1
2. 9
0. 4
0. 6
0. 6
0.7
0.4
0. 8
0.7
0. 6
0. 7
0. 9
0. 8
0. 9
0.7
0. 8
13
CO J=2-l
30. 1 10. 8
T (Peak) rms VMB Mean
(mK) (km/s)
(7) (8) (9)
20
20
30
20
10
20
20
60
90
130
80
60
50
80
6
5
5
5
6
7
8
12
15
13
15
19
13
17
991
954
903
882
701
893
890
-5
19
23
33
50
27
40
190 36 871
(continued on next page)
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Name Aa A5
(arcmin)
(1) (3) (4)
Table 2.3 (continued)
I <r
I
(K km/s)
(5) (6)
T (Peak) rms VMB Mean
(mK) (km/s)
(7) (8) (9)
170 38 884
130 39 921
160 52 952
250 36 861
240 68 4
290 39 13
150 67 39
190 70 -2
130 50 39
36 5 849
36 5 22
0 0 32.1 8.4
0. 296 -0. 231 19. 9 5.
7
-0.231 -0.296 28.8 8.6
0.231 0.296 14.9 5.0
IC 342 -0.128 -0.352 8.7 3.3
0 0 14.2 3.8
0.128 0.352 7.1 3.2
-0.352 0.128 6.4 3.2
0. 352 -0. 128 3. 4 2.
3
CS J=2-l
NGC 2146 0 0 2.9 0.5
IC 342 0 0 1.5 0.3
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TABLE 2.3 (continued)
Observed Data
Explanations of columns in Table 2.3:
(All integrated intensities are defined as I = JT dV )
MB
( 1 ) Galaxy name.
(2) and (3) Observed right ascension and declination offsets from
the central position listed in Table 1.
(4) Integrated intensity.
(5) Uncertainty in the integrated intensity, including the
uncertainties from the rms noise, baseline, and calibration
(~ 10% at 3mm and ~ 20% at 1mm).
(6) Peak main-beam temperature, at resolutions of 13 kms'^ for
NGC 2146 and 5.2 km s"^ for IC 342.
(7) rms noise of observed spectrum.
(8) Mean velocity of observed line; velocity units are cz.
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TABLE 2.4
Observed Line Intensities at Center
Region-
Sampled
Integrated Line Intensities (K km s ^ )
Name K ^^CO) CS
(1) (2)
1-0
(3) (4)
1-0 2-1
(5) (6)
2-1
(7)
NGC 2146 23" 123
(a)
. 3±27.
4
32.
(a)
1±8. 4
45" 61 4±6. 3 58
(b)
. 1±14.
3
3.7±0.6 26.
(b)
8±8. 3
65
(c)
. 0±13.
7
25.
(c)
5±6. 6
53"
2. 9±0.
5
IC 342 23" 120
(a )
. 8±27. 14.
(a)
2±3. 8
45" 71 5±7. 3 75
(b)
. 9±19.
8
6.9±0.9 9.
(b)
3±4. 4
(c) (c)
75.3±14.9 - 8.3±2.7
53" - - _ _ 1.5±0.3
(continued on next page)
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TABLE 2.4 (continued)
Observed Line Intensities at Center
Explanations of columns in Table 2.4:
(All integrated intensities are defined as I = TT dV )
MB
( 1 ) Galaxy name.
(2) Central region effectively sampled by observing beam(s).
1 2
(3) CO J=l-0 integrated intensity obtained by 45" beam.
1 2
(4) CO J=2-l integrated intensity, including (a) single beam
23" intensity and (b) five-beam averaged 45" intensity using
equal weighting factors (C) five-beam 45" intensity by
convolving the J=2-l data to 45" resolution of J=l-0 data.
1 3
(5) CO J=l-0 integrated intensity obtained by 45" beam.
1 3
(6) CO J=2-l integrated intensity, including (a) single beam
23" intensity and (b) five-beam averaged 45" intensity using
equal weighting factors (C) five-beam 45" intensity by
convolving the J=2-l data to 45" resolution of J=l-0 data.
(7) CS J=2-l integrated intensity obtained by single 53" beam.
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TABLE 2.5
Line Ratios at Center
Name
(1)
NGC 2146
IC 342
Region-
Sampled
(2)
23'
45'
-50'
23'
45'
2-1/1-0
(3)
0. 95±0. 23
1. 06±0. 26
Line Ratios
2-1/1-0
(4)
(a)
7. 2±2.
0
(b)
4. 1±1.
9
(a)
1. 4±0.
4
(b)
1. 3±0.
6
I(^^CO)/I(^^CO)
1-0
(5)
16. 7±3.
4
10. 4±1.
8
2-1
(6)
(c)
3. 9±1.
3
(d)
2. 2±0.
7
^
^CO/CS
1-0/2-1
(7)
21. 2±4.
5
(c)
8. 5±2.
9
(d)
8. 2±2.
8
-50' 47. 3±10.
7
(continued on next page)
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TABLE 2.5 (continued)
Line Ratios at Center
Explanations of columns in Table 2.5:
( 1 ) Galaxy name.
(2) Central region effectively sampled by observing beam(s).
1 2
(3) CO J=2-l/J=l-0 line ratio over 45" region.
1 3
(4) CO J=2-l/J=l-0 line ratio, including (a) using five-beam
averaged 45" '^CO J=2-l intensity and (b) derived by using
CO J=2-l, 1-0 and CO J=l-0 data (see text Section4.2).
12 13
(5) CO/ CO J=l-0 line ratio over 45" region.
12 13
(6) CO/ CO J=2-l line ratio, including (c) single beam 23"
intensity ratio and (d) five-beam averaged 45" intensity
ratio.
(7) ^^C0(l-0)/CS(2-l) line ratio over ~ 50" region.
60
61
62
Figure 2.2 Locations of the CO and CO J=2-l and 1-0 observations
of IC 342 supperposed on the integrated ^^CO J=l-0 intensity contour
map with 7" resolution (Lo et al. 1984). The smaller circles show the
locations of the 23" CO J=2-l observations and the larger ones are the
45" beams for the J=l-0 line. The cross represents the peak of 2.2 /im
emission (Becklin et al. 1980).
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Figure 2.3 Spectra of ^^CO and ^^CO J=2-l and 1-0 emission
along the major (vertical) and minor (horizontal) axes of NGC
2146. The central CCD image was observed with the now-retired
No. 1 0.9m telescope of KPNO in 1986 using an R filter (Young
et al. 1988).
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Figure 2.4 Spectra of '^CO and ^^CO J=2-l and 1-0 emission
along the major (vertical) and minor (horizontal) axes of IC
342. The central CCD image was observed with the now-retired
No. 1 0.9m telescope of KPNO in 1987 using an R filter.
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12 13
Figure 2.7 Comparisons of central CO, CO and CS emission
profiles in NGC 2146. The 45" ^^CO and ^^CO J=2-l spectra
displayed are the five-beam synthesized spectra (see text).
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12 13Figure 2.8 Comparisons of central CO, CO and CS emission
profiles in IC 342. The 45" ^^CO and ^^CO J=2-l spectra
displayed are the five-beam synthesized spectra (see text).
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CHAPTER 3
GAS MASS INFERRED FROM DUST EMISSION
THE DETERMINATION OF DUST MASS IN GALAXIES
3. 1 Introduction
As mentioned in Chapter 1. several factors may introduce errors
into the determination of dust mass. In this chapter we will devote
our efforts to the issue of uncertainties in the dust mass when the
IRAS 60 and lOOMm flux densities are used. Early determinations of
the gas-to-dust ratio in galaxies, using only the warm dust mass
detected by IRAS, indicated values of 500 for the (Young et al.
1986) or HI alone (Stark et al. 1986). Thus, it was clear from these
studies that significant quantities of dust, colder than IRAS could
detect, were present if the total gas-to-dust ratios were ~ 100 like
the Milky Way.
The principles by which the dust mass can be derived from
observations of far-infrared and submillimeter thermal emission have
been reviewed by Hildebrand (1983). Since the IRAS mission, the
prescription has been widely applied to estimate the masses of warm
interstellar dust in our Galaxy and external galaxies using the 60 and
100j:im flux densities (e.g., Lonsdale-Persson & Helou 1987; Snell,
Heyer & Schloerb 1989; Young et al. 1989). Two characteristics of the
dust grain have to be given for the application, one is dust
emissivity, and the other is dust temperature. A simple and popular
82
83
way of dealing with the two unknown factors is to assume a power law
emissivity of eiu) « and a single temperature which is usually
taken as the color temperature determined from the IRAS S /S
eojum ioo|Lim
flux density ratio. The dust mass so determined is often called warm
dust mass because the derived dust temperatures in the majority of
galaxies range from 30 to 50K. which are considerably higher than the
temperatures 10-20K) predicted for dust in the interstellar medium
of a normal galaxy (Spitzer 1978). If the temperatures of the bulk of
dust are truly around 15K, the thermal emission of the cold dust
should peak at a wavelength between 200 and 300ixm, well beyond the
coverage of the IRAS bands. Therefore, there is a general agreement
that the IRAS data provide very little information on the cold dust,
and use of the 60 and lOOjim fluxes alone may grossly underestimate the
total amount of dust. However, because of the strong temperature
dependence (<x T^ for emissivity law) of the dust luminosity, a
small amount of warm dust will still produce most of the total
luminosity emitted.
It is useful to know what fraction of the total dust mass can be
detected by IRAS. Snell, Heyer & Schloerb (1989) estimate that only
2% - 5% of the total mass of quiescent clouds in our Galaxy is
responsible for the IRAS far-infrared emission. If the gas to dust
ratio in external galaxies is the same as the value of 100-150 found
in the Galaxy, the higher gas to warm dust ratio of 1080±70 seen, on
average, in 58 spiral galaxies suggests that about 80% - 90% of the
dust mass has been missed by the IRAS observations (Devereux 8e Young
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1990)
.
Except for the emissivitles of the dust grains, the main
uncertainty in determining the dust mass is the postulated single dust
temperature. By using both the single temperature and a model with
two temperature components. Draine (1990) finds that the dust mass
will be underestimated by a factor of 5 for a given S /S flux
60/im loo/im
density ratio if the temperature distribution is present but not
recognized. The problem is intricate, however, in that it is
difficult to prove the existence of cold dust in many galaxies, even
with observations at longer submillimeter wavelengths (Stark et al.
1989; Eales, Wynn-Williams & Duncan 1989). A good example of a galaxy
exhibiting evidence of significant quantities of cold dust is M51,
whose cold dust constitutes 94% of the dust mass (Devereux & Young
1992). The absence of direct evidence for cold dust in most galaxies
is surmised to indicate that either there is relatively little cold
dust in which case most galaxies differ from the Milky Way) in those
galaxies or the current technique of searching for it is not
satisfactory (Thronson et al. 1990).
Knowing that the dust is heated by the ambient radiation field,
which depends on its location with respect to the sources of
luminosity, it is logical to envision that the total dust radiation
from a galaxy is composed of contributions from a range of
temperatures. Thus the Justification for the use of a single dust
temperature rests largely on the premise that it is a simple model
that is probably as good as any when only thQ 60 and 100/im flux
densities are available, as their ratio clearly reflects the
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temperature of the dust generating the bulk of the radiation at 60^m.
What is needed, in addition, is a systematic measure of how different
the dust temperature distribution, and hence the amount of dust, can
be and still produces the same ratio, and how observations at longer
wavelengths can narrow down the possibilities. Observational ly what
is sorely needed are maps of the total dust emission in a galaxy at
the longer wavelengths. With these improvements in mind, we construct
in the next section a simple model in which the uncertainties in the
dust mass owing to uncertainties in the various input quantities can
be readily examined. The results of our model calculations are
presented in Section 3.3. followed by a discussion in Section 3.4 and
a summary in Section 3.5.
3.2 Model
The total dust emission from a galaxy is presumably the sum of the
dust emission around each of many individual sources of luminosity.
Given that the sources can have a wide range of luminosities and that
the dust density distributions around the sources can be widely
different, it cannot be hoped that the galactic spectrum of dust
emission can be derived from detailed radiative transfer calculations.
Thus, in relating the dust emission of a galaxy to the observed flux
density, namely,
S = S -^SSS n' ir ,T, 1) B iJ) c n Anr^ e dr dT di. (3.1)
l^ 4Tr dd U V d d
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the distribution of dust grains per unit volume as a function of grain
size r^. grain temperature T. and location along the 1 ine-of-sight 1,
n;(r^.T.i). is usually modelled in order to produce the observed
spectrum. In general, the grain temperature depends on grain size and
nature of the illuminating source, so that several emission components
(such as a 'cool' component due to illumination by the low energy
density interstellar radiation field from old stars, a warm component
due to dust in HIT regions, a hot component due to illumination of
very small grains and polycyclic aromatic hydrocarbon molecules, etc.)
are required to explain the galactic spectrum from a few microns to
submillimeter wavelengths (Crawford & Rowan-Robinson 1986; de Jong &
Brink 1987; Helou 1987; Cox & Mezger 1987; Xu & De Zotti 1989).
For our study at hand, the determination of the dust mass of a
galaxy. the problem is simplified considerably owing to the
pre-dominant contribution to the mass by the cold dust producing
emission at A > 60/im (Cox & Mezger 1987; Draine 1990). Thus we
confine our attention to the IRAS 60 and 100/im data, and data at
longer wavelengths. It is also expected that the emission at these
-T
wavelengths is largely optically thin, so that the factor e in
Equation (3.1) can be set to unity. The integration of n' (r
,
T, J
)
d d
over 1 and surface area of the galaxy then yields the total number of
dust grains per unit grain radius per unit temperature within the
observing beam, n (r ,T), and, setting 4TrS = L
,
where D is the
d d V l>
distance to the galaxy, Equation (3.1) becomes
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K = ^d^^'d'^^ ^p^T) civ) n 47rr^ dr dT.d d (3.2)
For X > eOnm, is much smaller than X, and the emissivity civ)
is proportional to r^ (Hildebrand 1983). Then, if there is no
correlation between r^ and T for the dust emitting radiation at X >
eOnra, is not sensitive to the grain size distribution and depends
only on the total volume in the grains or, expecting the density
within a grain to be nearly independent of grain size, only on the
total dust mass. We therefore take the simplest case of a single
grain radius, namely,
^^''d'T) = Mr^- rj g(T). (3.3)
where is the total number of dust grains within the observing beam
and g(T) is the normalized distribution of the number of dust grains
as a function of temperature. For brevity, we shall subsequently
refer to g(T) as the dust temperature distribution.
To evaluate the effect of a correlation between r and T, we have
d
also considered the case of two grain sizes, namely,
^^^d'"^^ = ^ ^^^d" S,(T) + 6(r^- r^) g^(T). (3.4)
with g^(T) related to g^(T) in such a way that the grain temperature
is proportional to r"^''^ (i.e. g (T) =(r /r )^^^ g [T(r /r )^^^]), asd 1 1 o o 1 O
would be the case for grains heated by an interstellar UV field and
2
radiating with a v dependence of emissivity on frequency. With the
same amount of mass in each component of grain size, r^ = r /3 in one
calculation, and r = 3r in another calculation, we find that the
1 o
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resulting uncertainties in the total dust .ass are much smaller than
those arising from uncertainties in the frequency dependence of dr.)
and in the dust temperature distribution. Accordingly, we will use
the simple case of a single grain radius to illustrate the more
important effects first.
Substituting Equation (3.3) into Equation (3.2), we obtain
K = ^ ^^^^ ^(^^ S g(T) B^(T) dT. (3 5)
It has been shown that the g(T) can be determined directly from the
frequency dependence of by an appropriate inversion technique
(Pajot et al. 1986; Xie, Goldsmith & Zhou 1991). The ability to
derive g(T) without imposing a certain form to it (such as a delta
function or a power-law function) is very desirable. We have not
followed this method, however, because it is difficult to implement
the technique when there is a correlation between grain radius and
temperature (c.f. Eq. [3.4]), and when the response profiles of the
infrared detectors need to be taken into account (see Fig. 3.2c and
the related discussion at the end of this section). The method is
also not a convenient way to examine the uncertainties in g(T) (and
hence the required dust mass) owing to uncertainties in the other
input quantities, namely, e(i^), the lower temperature cut-off, and the
observed fluxes. Rather, in the same spirit of letting the observed
spectrum determine g(T), but at the same time providing a convenient
way of examining the uncertainties, we use the following procedure.
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We parameterize the dust temperature distribution in the form
(T/TJ^ e"'^^^/\^
g^T) = ~ - for T^. T . T^. (3.6)
\ (T/T ) e-^(^/\^ dT
L
^
Here and are the lower and upper temperature cutoffs. We take
to be 60K as we will only analyse the FIR/submm spectrum at A >
60^m. which is dominated by thermal emission from dust grains with
temperatures lower than 60K. For we use lOK in all calculations
but one. We set = 7K in one calculation to examine the effect of
the lower temperature cutoff. The shape of the distribution function
is determined by the two parameters and /3, which can take on both
positive and negative values. The applicability of our model depends
to a large extent on whether the form of Equation (3.6) is
sufficiently general to represent the different dust temperature
distributions that may be present in galaxies. With ^ positive and y
increasing from large negative to large positive values, g(T) changes
from being a function that decreases rapidly with increasing T to one
that peaks at a value intermediate between T and T
, and then to one
L u
that rises as T rises. With |3 and tc both negative, temperature
distributions that have relative maxima at both T and T can be
L u
generated. We shall show later several different temperature
distributions that produce the same S /S ratio.
60/Lim loo/im
Our model of the dust temperature distribution is better than
earlier models with a single parameter, as it is not restricted to a
specific shape and it makes full use of data in additional to IRAS 60
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and lOOMm observations. It Is, of course, stlU crude and cannot be
hoped to describe the whole dust temperature distribution spanning
from
-lOK to
-300K, hence our need to concentrate on modelling the
dust emission over a narrower spectral range. With the present
FIR/submm observations of a galaxy comprising, besides IRAS 60 and
lOO^m results, only one or two more data points at longer wavelengths,
our method of determining the temperature distribution, although less
precise than the inversion technique, is adequate for the task at
hand.
For the dust emissivity we adopt a power law approximation,
namely,
civ) = eJWuJ<', (3^^
where a is the spectral index, and is the emissivity of a dust
grain of radius r at a specified frequency u which has been defined
as the central frequency of the last filter band of IRAS, that is, the
frequency of A = lOOMm. The value of a is believed to increase from ~
1 at A < 200^m to > 2 by A ~ lOOO/jm (Schwartz 1982; Hildebrand 1983).
We use three different spectral indices to examine the effect of e(y)
on the determination of dust mass. In the first two cases a = 1 and
2, respectively. For the third case, a changes from 1 to 2 at A =
200^xm. We shall refer to this case as the a = 1 2 emissivity case.
We take account of the response profile of an infrared detector.
Denoting it by 0(1^), the luminosity emitted by the dust as observed
within the filter bandpass is
91
T
2 2 „ U ^ U4 - ^ 4^ ^ S g(T) B^(T) e(i.) <f,{u) dv dT. (3.8)
L L
Here 1.^ and 1.^ are the lower and upper frequency limits of the filter
bandpass. is the corresponding central wavelength, and we have used
as the subscript instead of u^, even though has the units of
ergs s ' H-\ because the IRAS bands are usually designated by
wavelength. For <t>{v) of an IRAS band, the detailed optical system
transmission, detector spectral response and overall relative spectral
response can be found in the IRAS Catalogs and Atlases (Figs. 9 a and
b in Volume 1: Explanatory Supplement 1988). In view of the irregular
shapes of the IRAS spectral response functions, we have adopted the
tabulated forms given in Table II. c. 5 of the same Supplement. With
regard to wavelengths longer than 100/im, there are now several
detectors which are capable of making the FIR/submm continuum
observations, such as the UKT14 bolometer detector on the James Clerk
Maxwell Telescope (JCMT), the 32-element array of Ge bolometers on
NASA's Kuiper Airborne Observatory (KAO), and the 32-detector
submillimeter array camera on the 3m NASA Infrared Telescope Facility
(IRTF). Owing to the handy User's Guide on the JCMT telescope kindly
provided by H. Matthews (1989), we were able to acquire the
information about the filter responses of the UKT14 bolometer.
Consequently, two JCMT submillimeter bands with central wavelengths of
345 and 761jim have been utilized in our analyses in addition to the 60
and 100/im IRAS bands. The filter profiles for the JCMT passbands are
readily approximated by a Gaussian function: <t>{v) = <piv ) exp
c
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i-(v-vf/^^U „here is the central frequency of the relevant
passband. and t equals 74.8 GH^ and 61.9 GH^ for the 345 and 76>l/im
bands respectively.
The average flux density within the filter bandpass is then
defined as
c c V y-^-^)
L
This definition is slightly different from that in the IRAS Catalog,
where the flux densities listed for the four IRAS bands are obtained
assuming an underlying flux density distribution f c< v;-\ namely
V
S (IRAS) = I / J " (i; /V) <f>{v) dv.V V " (3.10)
L
This small difference does not affect the results significantly. We
find that S^/S^ (IRAS) equals ~ 0.90 and ~ 0.94 at 60 and lOO^m
c c
respectively. The comparison between the model results and the IRAS
data has been made without correcting for the small differences in the
definitions. A factor of 0.96 for the IRAS S /S flux densitv
60/jm loojjm '
ratio and a factor of 0.94 for the IRAS 100/im flux density should be
applied if a more careful comparison is to be made.
If we denote the mass density of a dust grain by p , and the total
d
dust mass distributed over the temperature range from T to T bv M
L u ^ d'
we obtain the dust mass to luminosity ratio from Equation (3.8),
namely
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T
S
d
"(T/Tj''e-''<^/\' dT
L L
(3. 11)
In the above equation we have left the factor (r^p/cj, representing
the unknown properties of a dust grain, on the left hand side, since
we are concerned with the uncertainties associated with the
temperature distribution and emissivity only. When the model results
are presented later, we shall compare to the luminosity at lOOMm.
i.e.. the ratio M/[L^^^^^(r^p/cJ ] will be evaluated. It is clear
that this ratio can assume a wide range of values depending on the
choice of y and p. This choice is constrained by the ratio of flux
densities at two different wavelengths, which is
\ I J \ (T/T ) e ' '^'\^ B (T) civ) <p{v) dudT ^ <Piv) dv
_ T V ^ ~ •
T (T/T ) e ' l' B (T) c{v) <b{v) dvdT ^T I' L
L L,2
i^d ^ </>(p) di^
L, 1
(3. 12)
For example, a given S^q^^^/S^^^^^ ratio will select a range of
temperature distributions in which /3 is directly related to y. Figure
3.1 illustrates this point graphically. Figure 3.1a shows, for the a
= 1 emissivity case. S /S as a function of 6 for different
eojLim loojim
values of y between -20 and 32. A given value of S /S then
eojim iooj:im
selects the appropriate p for each y. and a plot in Figure 3.1b shows
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the temperature distributions parameterized by several ir,^) pairs.
It is Clear from Figure 3.1b that the same S^^^^/S^^^^^ ratio can be
produced by distributions having quite different shapes. For
instance. in the case S^^^^/S^^^^^ = i, the allowed temperature
distributions range from ones that peak near the color temperature
determined by the S^^^^/S^^^^^ ratio to ones in which the bulk of the
dust have temperatures much lower than that color temperature. This
result is only a re-iteration of the well-known fact that the IRAS
data shed light on the warm dust but not the cold dust, but it also
indicates that our particular way of parameterizing the dust
temperature distribution may be sufficiently general. The two IRAS
fluxes alone cannot decide the two parameters y and ^. Only inclusion
of the fluxes at A > 300/im allows us to determine the appropriate
temperature distribution.
Figure 3.2 shows similar plots for the a = 2 emissivity case.
With e(60jim)/e(100jim) being (1.67)^ instead of (1.67) in the case of a
= 1, a lower dust temperature is needed to produce the same
^60|im'^^ioofim ^^^^ point is illustrated more clearly in Figure
3.2c which shows, in the single-temperature model, the dust
temperature as a function of S /S for emissivity laws in
60/im loo/im ^
which a = 1, 2, and 3 respectively. In this model
g(T) = 5(T-T' ), (3. 13)
and
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V
P u.eoum V
S_ V B (T') e(i^) <l>[v) dv ^ 0(1,) di^
looMm /u.iooMm
^^^^^^^
•
^
B^{T') eCi.) 0(^) di. J 0(1,) di.
We have calculated S^^^^/S^^^^^ for 0(.)s being the IRAS filter
profiles (solid curves) and <pW)s being 5 functions (dashed curves).
It is seen that ignoring the instrumental response will underestimate
the dust temperature, especially when S^^^^/S^^^^^ becomes greater
than 0. 5.
We shall compare the dust mass obtained in our simple model with
that determined from the single-temperature model. In the latter
model, the ratio of to 100/im luminosity is
M 1
d ^
F"^ ^ . (3.15)
^loo^m B^(T') [e{v)/ej ct>{v) dv
L, loofim
°
3.3 Results
Although the IRAS S /S ratio reveals the dust temperature
distributions which can produce the 60 and lOOjiim emissions, to decide
upon a specific distribution in an individual galaxy we have to rely
on a second flux density ratio. Recently, many efforts have been made
to obtain data at wavelengths A ^ SOOfxm (e.g., Chini et al. 1986;
Thronson et al. 1987; Eales, Wynn-Williams & Duncan 1989; Stark et al.
1989; Smith et al. 1990). The increasingly available submillimeter
data provide us the opportunity to apply the simple model defined in
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this paper to determine the dust temperature distributions in galaxies
and to evaluate the uncertainties in the amounts of dust derived.
Unfortunately, there are no maps of the long wavelength emission (X >
SOOum) in any galaxy, so the available data refers only to the centers
of the galaxies at the long A.
The data quoted in this paper are listed in Table 3.1. Among the
12 galaxies sampled here. eight have JCMT 345Mm data (Eales.
Wynn-Williams & Duncan 1989). For the remaining four we use the 3m
NASA Infrared Telescope Facility (IRTF) 350 and 360Mm data presented
in the papers by Chini et al. (1986) & Stark et al. (1989), since
these wavelengths are close to A = 345Mm. The observations at longer
submillimeter wavelengths are more difficult to make. Only three of
the sampled galaxies have data at A = TGl^m (Eales, Wynn-Williams &
Duncan 1989). Nevertheless, these three data points are very useful
as they may shed light on the frequency dependence of the dust
emissivity. Because the IRAS lOO/im data are observed at a lower
angular resolution than the IRAS 60jim data and the 345 and 761jim data,
we follow Eales, Wynn-Williams & Duncan (1989) in determining the
appropriate lOOMm flux density to be compared with data at other
wavelengths for those galaxies (nos. 3, 6, 7, 8, 9) which are resolved
by IRAS. The procedure of making the beam corrections at 100/im is
explained in Table 3.2 and the succeeding captions. An underlying
assumption for the beam correction is that the 60 and 100/im emission
is distributed in the same way in a galaxy. It is important to
realize that this assumption is equivalent to assuming that the same
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radial distributions of short and long wavelength emission are found;
there is no evidence that this is the case, and it is possible that
more cold dust is present in the outer than the inner parts of a
galaxy. If this is true. the long wavelength fluxes may be
underestimated in a few cases. In view of the fact that few maps of
the long wavelength emission (A > aoo^m) are available at the present
we have to make the comparisons between the submillimeter and the IRAS
flux densities based on the assumption. The the data of the first
eight galaxies in our sample are the same as those used by Eales.
Wynn-Williams & Duncan (1989) in their models.
Figure 3.3 shows the model results in the a = 1 emissivity case.
In addition to S /S (Fie 3a 1 /o. riri^ r> oui
eo^im loo^m ^wo^im^^is^m ^^'S- 3.3b) and
^ioojim^^76i^m ^-^^^ plotted as functions of fi for different
values of y between -20 and 32. In these plots we have also drawn
curves that mark the relationships between j and p for which
^60^m^^ioopm ^'^''^^^ 0.5, 0.75, and 1.0 respectively. They show
how, for a given S^^^^/S^^^^^ ratio, one can locate in the
^ioojim''^345jim ^^'^^ P^^^' ^^^^^ is ^ possible pair, that
produces also the observed S /S ratio When the
^ioo|Lxm'^^76ijLim is ^is° available from observations, a similar
procedure will provide a consistency check of the derived temperature
distribution and assumed emissivity law. Observed flux density ratios
of the galaxies sampled are indicated in the plots.
Figure 3.3d shows M /[L (r p/c )] as a function of
d lOOflm 0*^01 o
^60jim^^ioo/im different values of ^r. The relationship in the
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single-temperature model. using ^(.)s given by the IRAS filter
profiles, is also plotted (dashed curve). It is seen that, relative
to our two-parameter model. the single-temperature model always
produces a lower limit to the dust mass. This indicates that the dust
temperature distribution as generated by our parameterization
approaches in one limit (r ^ p appropriately chosen) the
single-temperature distribution, which produces a given S /S
60/im loojim
ratio most efficiently (in terms of amount of dust required). This is
a desirable result. It is also seen that the curves for different ys
converge to a single value of M/[L^^^^^(r^p/cJ ] at the highest
value of S^o^/S^^^^^ attainable. This is caused by the imposed limit
of T^ = 60K. The curves also converge together as S /S
60|im loofim
approaches 0. In between they show quantitatively the wide range of
^H^f^nnMm^'~ pOSSlble.d loofim o d o ^
Using the /S and S /S ratios we determinp fh^60/im loo/jm loo/im 345/im a e tne
(y,3) pair for a galaxy, and locate in Figure 3.3d the corresponding
value of
M/^Koo|Lim^^oV^o^^- ^^^^ ^ °^ the 12 galaxies can so be
located. For each of the other galaxies, the observed S /S
loo/im 345|im
ratio does not intersect the (r,/3) relationship stipulated by the
^60jim^^ioo/im is ^^^^ that this (r.p) relationship has the
characteristic that the S /S ratio produced rises from nearly
lOOfim 345jLim
0 at large negative 3^ to a terminal value at ^ 00. Knowing that as y
-> 00 the g(T) approaches the single-temperature distribution, the
failure for the intersection means that the color temperature
determined from the observed S /S ratio is lower than that
60/im 100/im
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determined from the observed S /S ratio Th^o •
loo/im 345fim is is clearly
inconsistent with the physical notion that radiation at shorter
wavelengths is generated more proficiently at a higher temperature.
Hence there is no temperature distribution that can produce both
ratios. The culprit then lies not in our particular parameterization
of g(T). but in the assumed emissivity law. For the same reason and
probably also due to large errors in flux ratios, none of the 3
galaxies having 76lMm data has a possible (^.p) pair based on its
^60/im^^ioo/im ^ioojim^^76i/jm '"^tios. This paucity of fits suggests
to us that this emissivity case may not be common.
Figure 3.4 shows the model results in the a = 2 emissivity case.
Here 11 of 12 galaxies have {^,(3) pairs determined from their 60, 100,
and 345^m emissions. The corresponding values of M /[L (r p /e )]
d loOjLim o^d o
are marked by open squares in Figure 3. 4d. The 3 galaxies with 761/im
data also have pairs determined from their S /S and
60|im loojjm
^looMm^^ei^m the M/[L^^^^^(r^p^/cJ ] values are marked
by filled squares. The positional difference between the open and
filled squares for each of these 3 galaxies indicates the uncertainty
in dust mass associated with our two-parameter approximation of g(T).
The model results for the third emissivity case, in which a
changes from 1 to 2 at A = 200/im, are shown in Figure 3.5. Again,
based on the 60, 100, and 345/im emissions, 11 of the 12 galaxies can
be located (marked by open triangles) in the plot of
M /[L (r p /e )] versus S /S . The 3 galaxies with 761um
d loo/im o'^d o 60jLim loo/im °
100
data can also be located (marked by filled triangles) in Figure 5d
based on their S^^^^^/S^^^^^ ratios.
Among the 12 galaxies in our sample only NGC 2903 (no. 6) does not
have a temperature distribution that will produce the S /S and
60/im loofxm
^ioofxm^^345/im ""atios in either the a = 2 or a = 1 ^ 2 emissivity case.
We have run another emissivity case in which a changes from 2 to 3 at
200^m. and the value of log M/ [L^^^^^(r^p/cJ ] determined is -0.68.
We believe, however, that a more likely reason for the failure in the
previous emissivity cases lies in the observational data. The extent
of the 60 and IOOmiu emission is large and we may not have derived
correctly the appropriate lOOMm flux density to be compared with the
345Mm value. Also, the 345Mm flux density may have been
underestimated because there may be flux contained in the reference
beam (Eales, Wynn-Williams & Duncan 1989). Thus the S /S
loofxm 345/im
ratio for this galaxy as derived from Table 1 may be too large. This
situation can be remedied by mapping NGC 2903 at 345/:im over the region
resolved by IRAS at lOO/Lim.
While allowing the parameters and ^ to vary over wide ranges, we
have kept the parameters T^ and T^ constant at 60K and lOK
respectively. Since the highest dust temperature indicated by the
^Ani,m^^inn„m ^atlos Is Only ~ 50K, our choice of T = 60K is
appropriate. Our choice of T^ = lOK, on the other hand, is largely an
intuitive guess and, to determine its effect, we have repeated the
calculations in the a = 2 emissivity case with T = 7K instead of lOK.
For those galaxies with S /S 0.5, there is very little
60/im loo/im ^
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so
a
difference in the values of determined. For the other galaxies the
values Of are higher in the = 7K case, typically by a factor of
< 2.0. We believe this is not an important concern, given the much
larger uncertainties resulting from ignorance of the emissivity law
and incomplete and imprecise observational data.
As mentioned in the beginning of Section 3.2. we have al
considered the case in which there are two grain sizes with
correlation between grain temperature and grain radius as given by
Equation (3.4). We assume an equal amount of mass in each component
of grain size (i.e., N^r^ = N^r^) and use the a = 2 emissivity law.
In one calculation r^ = r/3. and in another r^ = 3r^. The results of
each calculation are very close to those in the case of a single grain
radius of r^, so that, rather than presenting figures similar to
Figure 3.4, we shall only mark the dust masses determined for the
galaxies in a figure presented in the next section that summarizes the
main results.
3.4 Discussion
The uncertainties in the determination of dust mass based on the
far infrared and submillimeter emission can arise from the unknown
distribution of the dust grains as a function of temperature, the
poorly known emissivity law, uncertainties in other dust physical
properties such as grain size and shape distributions, and
imcompleteness in the observational data themselves. We have
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presented a si.ple .odel of dust emission, whereby we can assess in a
quantitative and systematic way the uncertainties from the above
causes. The main element of the model is specification of the dust
temperature distribution by two free parameters. allowing the
distribution to take on a wide range of shapes. These two free
parameters, together with the parameter specifying the emissivity law.
form a three parameter space in which we can locate the region most
likely to produce a given spectrum.
We have applied this model to the dust emissions of 12 galaxies.
The final results are summarized in Figure 3.6. which shows
Vf^l00Mm^^V^^^ ^ function of S^^^^/S^^^^^. The locations in
this plot of 11 galaxies are marked. Three of the 11 galaxies have
data at 761^im, and the locations determined with the S /S
loo/im 761 /im
ratios are distinguished from those determined with the S /S
lOO/im 345/im
ratios by filled instead of open symbols.
In the a = 2 emissivity case the locations marked by stars and
asterisks pertain to the results in the case of two grain sizes with
""i
=
^o^^- expected, they are below the corresponding locations
marked by open and filled squares (results for a single grain radius
of r^). If we had also plotted the results in the case of two grain
sizes with r^ = 3r^. their locations would be displaced above the
squares by about as much as the locations in the case of r = r /3 are
1 o
displaced below. It is clear from Figure 3.6 that the uncertainties in
M^/[LjQQ^jjj(r^p^/c^ ) ] produced by uncertainties in the grain size
distribution are much smaller than those produced by other causes.
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Henceforth ue shall concentrate on the results obtained In the case of
a single grain radius.
For a given galaxy the positional difference between the open
square and open triangle, and that (if available) between the filled
square and filled triangle indicate the uncertainties associated with
the choice between the « = 2 and a = 1 . 2 emissivity laws, while the
positional difference between the open and filled square, and that
between the open and filled triangle indicate the uncertainties
produced by our inexact modelling of the dust temperature
distribution. The total uncertainty due to both causes is marked by a
line segment. We believe the two emissivity cases mentioned above are
likely to bracket the true dust emissivities in most galaxies, hence
the emphasis on them. For completeness, and also to illustrate the
wide range of uncertainty possible, we have also indicated the
locations (marked by open circles) of galaxies that can be determined
in the a = 1 emissivity case.
Two curves are drawn in Figure 3.6. Each represents the
relationship between M /[L (r p /e ) ] and S /S obtainedd loo^im o d o 60jnm loo/im
with the single-temperature model in one of the two preferred
emissivity cases. It forms a lower boundary to the mass of dust
needed to produce a given S /S ratio. This lower limit for
60fim loojuim
the a = 2 emissivity case is about a factor of 2 higher than that for
the a = 1 ^ 2 emissivity case. It is an expected result, as the
former emissivity case requires a lower dust temperature, which is
less efficient in generating a particular 100/im luminosity. The
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results from our ™odel follow this trend, with determined in the a
= 2 case about a factor of 1.5 - 4 higher than that found In the a = 1
-> 2 case.
Comparing our two-parameter model with the single-temperature
model in the a = 2 emissivity case, we find that our results for
are higher by a factor that ranges from 3 to 54 and averages 12. ThI
average may be skewed by the value of for one galaxy (NGC 2623; no.
5). It becomes 8 if NGC 2623 is not counted. There appears to be a
trend that the difference is greater at a larger S /S ratio
Although this is a reasonable behavior in that the single-temperature
model will underestimate the amount of cold dust more severely when
the dust temperature indicated by the S /S ratio is higher60/im loo/im .
its appearance in Figure 3.6 is again influenced strongly by NGC 2623
and needs to be confirmed with more statistics. Similarly, comparing
the two models in the a = 1 ^ 2 emissivity case, we find that our
values for are higher by a factor that ranges from 2 to 70 and also
averages 12 (6 if NGC 2623 is not counted). In the a = 1 emissivity
case we find that of the six galaxies whose values of M can be
d
determined in our model, three of them are modelled well by a single
dust temperature, and another two have values of that are higher by
a factor of only ~ 2. Thus, among the three emissivity cases studied
here the single-temperature model produces results closest to those of
our model in the a = 1 emissivity case.
Thus far we have analysed the observational data without concern
of uncertainties in the data themselves. Clearly, when these
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uncertainties are con<?i Hf>r«aH ^ns dered, the ranges of permissible temperature
distributions and emissivity laws will be wider, causing a larger
total uncertainty in M^. For concreteness. we look at the cases of
two galaxies. Arp 220 (no. 1) and NGC 4254 (no. 3). Consider Arp 220
first. It can be seen from Figure 3.3 that in the a = 1 emissivity
case a single dust temperature produces the S /S and
60|im ioo|nm
^ioo|im''^345um ratios of Arp 220, but not the S /S ratioloo/jm 761/im '"=^^^°-
However, if the last ratio were 85 instead of 105. it too could be
accounted for by the same single dust temperature. An uncertainty in
^ioo/im'^^76ijim °^ "20°/° then can lead to the conclusion that a
single dust temperature produces the FIR/submm emission of this
galaxy, and the corresponding value of log M /[L (r d /e 11 ic;
d 100/im o^d
-2.1. The same uncertainty has a much less pronounced effect on the
selection of temperature distribution in the a = 2 and a = 1 ^ 2
emissivity cases, and the values of log M /[L (r p /e 11
d 100/im o'-^d o
determined in these cases will still span from about -1 to -0.6. If
there is no preference of any of the three emissivity laws, then for
Arp 220 an uncertainty of -20% in S^^^^^/S^^^^^ translates into an
uncertainty in of a factor of -30. Put in another way, given the
latitude in the choice of emissivity law, widely different dust
temperature distributions can produce very similar emission spectra.
Figure 3.7 provides a graphical illustration. It shows in one panel
the dust temperature distributions giving rise to the 5 locations of
Arp 220 that are marked in Figure 3.6, and in the other panel the 60,
345, and 761/im flux density, ratioed to the 100/im flux density.
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produced by each temperature distribution. The temperature
distribution corresponding to the a = 1 emissivity case (which should
be a 6 function at T . 50K but. because of its awkward appearance in a
figure, is approximated by the temperature distribution parameterized
by r = 32 and P = 6.7) is distinctly different from the other four
which. while fairly similar among themselves. have noticeable
differences. The five corresponding values of M span over a factord
Of 30. Yet, within an observational uncertainty of +25% in
20
345^m^^ioofxm
-is"""" ^76i/im^^ioojim' ^^^^ spectra fit the data
well. Thus it can be difficult to discern from a comparison between
model spectra and observational data the wide range of M permissible.
d
We should emphasize that the above difficulty is caused primarily
by the uncertain emissivity law. If, for example, the a = 1 ^ 2
emissivity case is the correct one, then a single dust temperature
based on the S /S ratio will produce a /S ratio ofbufxm loo^m loo/im 345/im
18.5 (versus the observed value of 11) and a S /S ratio of
loojim 761/im
320 (versus the observed value of 105). The latter difference is
larger than the observational uncertainty, and the single-temperature
model can be ruled out. There is then an uncertainty in M of a
' d
factor of only -1.5 due to the imprecise modelling of the temperature
distribution. One can also gauge from the proximity between the two
temperature distributions (marked by open and filled triangles in Fig.
3.7) found by our two-parameter model based on the S /S and
loo/im 345/im
ratio respectively, as well as from the proximity
between the open triangle (square) and filled triangle (square) in
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Figure 3.6. to conclude that the error introduced by our
.ethod of
deriving the temperature distribution is quite small.
In the same way the bottom part of Figure 3.7 illustrates the case
of NGC 4254. This galaxy has a S /S ratio of n ^
eoMm^iooum °^ - 0.5, a typical
value, and also has 76lMm data. For this galaxy the spectrum produced
by the temperature distribution in the a = i emissivity case
(essentially a 6 function at T . 38K) clearly provides the poorest
match to the data. In order to match this temperature model, the
^ioo^im^^76i^im '^^^^s to be a factor of 2 smaller than the
observed value. As seen from Figure 3.6 this factor of 2 uncertainty
will translate into an uncertainty in of a factor of ~ 15, assuming
the a = 1, 2. and 1 2 emissivity laws to be equally probable.
Indeed, one can determine from each of Figures 3.3, 3.4, and 3.5 the
uncertainty in M associated with a given uncertainty in S /S6o^m loo/im'
^ioojjm^^345fim' ^iooMm''^76i/im- ^ casual glance shows that while
each of these three ratios spans over a factor of < 10 in the range of
(y.p) investigated.
V^KooMm^'"oVo ^ ^ ^P^" o^^^ ^ factor of ~
3
10
.
With such a strong sensitivity, it is very important to reduce
the uncertainties in observational data.
Eales, Wynn-Williams & Duncan (1989) have also modelled the first
eight galaxies in our sample. They used the single-temperature model
and considered three emissivity laws in which a = 1, 2, and changes
from 1 to 2 at 250fjm respectively. They find that the
single-temperature model can provide good fits to the data and the
presence of cold dust is not evident, and obtain the dust mass for a
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galaxy from the single-temperature model that provides the best fits
to all available data at A . eo^m. The details of their modelling and
ours differ not only in the different models of the dust temperature
distribution but also in that we take account of the detector response
profile. Thus, even In cases In which our model also derives a single
dust temperature our results are somewhat different (cf. Fig. 3.2c).
Overall. comparing our results with theirs, we find that their
conclusions to be correct. But. whereas they mention that the
existence of large quantities of cold dust cannot be ruled out. we
want to emphasize that dust temperature distributions with large
amounts of cold dust can fit the data better. To elaborate, we find
from Figures 3.3-3.6 that, based on the 60, 100, and 345Mm data quoted
in this work, the emissions of galaxies Arp 220, NGC 4254, NGC 2339.
and NGC 3627 (nos. 1. 3. 4. 7) are fitted well by the
single-temperature model in the a = 1 emissivity case, and the
emissions of galaxies NGC 3079 and NGC 5194 (nos. 2. 8) are fitted
well by the single-temperature model in the a = 1 -> 2 emissivity case.
Using the IRAS data and the 170^m mapping data published by Smith
(1982). Devereux and Young (1990) show that the spectrum in NGC 5194
rises to 170fxm, which suggests that cold dust is in fact present. It
is therefore desirable to compare our model results to theirs when the
mapping data at A > 300jLim are available. As gauged from the open
circles for galaxies numbered 1. 3. 4, 7 and the open triangles for
galaxies numbered 2. 8 in Figure 3.6. the values of M determined from
(1
our model are the same as those obtained with the single-temperature
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model in two cases, and are higher in the other four by factors of .
2.5. If galaxy NGC 2903 (no. 6) is ignored, galaxy NGC 2623 (no. 5)
is the only one among the eight galaxies whose emission is fitted
poorly by the single-temperature model in any of the three emissivity
laws. So for the other galaxies their spectra can indeed be accounted
for well by the emissions of warm dust alone. However, it is also
clear from Figure 3.7 and from the locations of the open squares for
galaxies numbered 1-5. 7. 8. and of the open triangles for galaxies
numbered 1. 3. 4. 5. 7 in Figure 3.6 that temperature distributions
with substantial amounts of cold dust can fit the data just as well.
Indeed, judging from the results of all 11 galaxies plotted in
Figure 3.6. we find that the a = 1 emissivity case produces the fewest
fits to the FIR/submm emissions of the galaxies. It is true that when
allowance is made of uncertainties in observational data more fits
will be produced. Nevertheless, we believe, based on the 76lMm data
for Arp 220. NGC 3079. and NGC 4254. the a = 1 emissivity case is
probably not representative of the dust emissivity of most galaxies at
X > 300^m. As mentioned earlier, this emissivity case can account for
the leium emission of Arp 220 within the observational uncertainty,
but it fails (by a factor of ~ 2) to produce the 761jim emission of NGC
4254. It also fails (by a factor of - 2.7) to produce the leifim
emission of NGC 3079. More submillimeter data to provide additional
checks will be very useful.
Taking the a = 1 -> 2 and a = 2 emissivity cases to bracket the
true dust emissivities in galaxies, we determine the dust mass at the
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n,ld-point of each line segment
.arted In Figure 3.6. and use the end
points to indicate the uncertainties. m this deterMlnatlcn „e
assume, following Hildebrand (1983), r^ = 0. 1 (.m, = 3 g and
= 9.38 X 10-*. He use as derived from and S,„„
,
but60^m loo/im
taking beam correction into account, so the dust mass we determine is
that within the IRAS 60^m point-source beam. Table 3.3 lists for each
galaxy in our sample except NGC 2903 (no. 6) the distance D to the
galaxy. L^^^^^, and the dust mass with the associated
uncertainties. It also lists the infrared luminosity at A > 42.5Mm.
which we calculate in two ways. L^^(IRAS) refers to the luminosity
between 42.5 and 122. S^m as determined in the usual way from IRAS
data, namely, L (IRAS) = 4nD^ [1.26 x lo'^ (2.58 S + g )1
60/im loojim
(Helou, Soifer and Rowan-Robinson 1985). while L is the infrared
I
R
luminosity between 42.5 and 1030/im obtained in our model based on the
derived dust temperature distribution. Its value in the a = 1 ^ 2
emissivity case is very close to that in the a = 2 emissivity case.
We believe L^^ is the more accurate measure of the infrared
luminosity. Assuming a gas to dust mass ratio of 100, we list the
ratio L^^/(100M^), which is independent of the distance to the galaxy,
in the last column of Table 3.2. This ratio ranges from 2.0 to 22.8,
and averages 8. 6,
Finally, in order to examine the reliability of dust emission as a
tracer of total mass of molecular gas in galaxies we compare the dust
masses obtained from our model calculations with the gas masses
deduced from ^^CO J=l-0 integrated intensities in the sampled
Ill
galaxies. Because the available far-Infrared data quoted In this work
only cover the central regions of 1.5'x4.75' at X = 60^. and of -
1.2'-1.4' at A > 345Mm while the '^CO data may sample much large area
along the major axis In a galaxy we make the comparisons In several
different ways. Table 3.4 lists the resultant gas-to-dust mass
ratios. The definitions of various masses used In Table 3.4 are given
in the table annotation.
The M^(total)/M^(IRAS) ratio in column (6) of Table 3.4 presents
the ratio of the global mass obtained from '^CO J=l-0 observations
to the warm dust mass determined from IRAS lOOMm flux density by
assuming a single temperature component. As compared with the
Galactic value of 100-150. the high mean H^-to-dust ratio of 937 for
this column repeats the conclusion made by previous investigators
(e.g.. Young et al. 1986; Stark et al. 1986; Snell, Heyer & Schloerb
1989; Draine 1990; Devereux & Young 1990) that the IRAS data may only
trace a small amount of total dust mass, provided that the ^^CO J=l-0
integrated intensity is a reliable tracer of H mass
2
Column (7) in Table 3.4 gives the ratio of the total H mass
2
1 2
obtained from CO J=l-0 observations to the dust mass within the 60/im
point-source beam (1.5'x4.75') determined based on the temperature
distribution derived in our model for each galaxy. In view of the
fact that in many of the sampled galaxies the ^^CO emission comes from
a region which is larger than that covered by the infrared
observations cited in this work (beam size 1.5'x4.75' at 60/jm), this
ratio should be regarded as the upper limit of the true H -to-dust
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.ass ratio. Nevertheless, the mean value of 300 for 11 of the 12
galaxies already Indicates that by considering the dust temperature
distributions, the estimated total dust .asses In these galaxies have
been largely enhanced.
Column (8) supposedly represents the true H^-to-dust mass ratio in
galaxies if the infrared emission is distributed in a consistent way
over the entire region of a galaxy. By dispensing the beam correction
factor f from the dust mass within 60Mm point-source beam, the total
dust mass [M/f] can be obtained. The ratios of the global H masses
2
derived from ^^CO observations to the total dust masses thus result an
average value of 181 for the H^-to-dust mass ratio in the sampled
galaxies, considerably lower than the value of 937 determined using
IRAS data alone.
In column (9). the ratio of the mass acquired from the '^CO
emission within a 45" beam to the dust mass within the 60^xm
point-source beam is presented. Since the '^CO beam is smaller than
the infrared beam, the ratios stand for the lower limits of the true
H^-to-dust mass ratios in these galaxies, with a mean value of 90.
Figure 3.8 shows the comparisons between the various H -to-dust
2
mass ratios. Figure 3.8a displays the global gas to warm dust mass
ratio assuming a single dust component (open squares) and the
H^-to-dust ratio using dust temperature distribution (asterisks) as
functions of the optical diameter D^^. Figure 3.8b demonstrates the
upper and lower limits of the H^-to-gas mass ratios in the sampled
galaxies. Figure 3.8c plots the ratio of M (IRAS)/[M /f] as a
d d
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function Of D^^. and Figure 3. 8d shows that same ratios displayed in
Figure 3.8a but as functions of morphological type. It is seen that
the H^-to-dust mass ratios have been largely reduced after taking the
dust temperature distributions into account. Except for galaxies NGC
2623 which has a very small optical diameter D^^ of 0.6' and NGC 5194
which has a very large D^^ of 11.0'. the H^-to-dust mass ratios seem
to distribute around a roughly constant value with a scatter about a
factor of 2. The difficulty in deriving a gas mass from the FIR/submm
dust emission lies in the uncertainty in the gas-to-dust ratio. The
best procedure is probably to use CO to trace the H mass and
2
FIR/submm to trace dust mass, and observationally determine the
gas-to-dust ratio.
3.5 Sununary
We have presented a simple way of deducing the dust temperature
distribution that, together with an assumed emissivity law, will
produce a given observed far infrared spectrum. This is done by
allowing the dust temperature distribution to take on a wide range of
shapes through the use of two free parameters, and letting the
observational data determine the parameters themselves. We use two
free parameters because of the relative ease in determining them and
because the observational spectrum usually consists of discrete data
points at 60/jm, 100/jm, and one or two longer wavelengths. For each of
the three galaxies in our sample with four data points, the
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temperature distribution deduced using the 60. 100. and 345.. data Is
very close to that deduced using the 60, 100. and 761.. data,
indicating that the error associated with our Inexact derivation of
the temperature distribution Is snaU and of minor concern when
compared with the errors due to the uncertain emlsslvlty law and
imprecise and incomplete data. He believe our model is an improvement
over the single-temperature model for the following reasons. The
presupposition of a single dust temperature Introduces a bias in
tending to select the minimum amount of dust required, and does not
indicate the full range of uncertainty in M permissible.
d
Our modellings of the far infrared emissions of 12 galaxies show
that the biggest uncertainty in the dust mass is associated with the
uncertain dust emissivity law. An emissivity law that decreases more
rapidly with increasing wavelength beyond 100/im produces less emission
at A > lOO^m. and requires a larger contribution from cold dust to
bolster the emission at A > lOO^m to a higher level. Thus the amount
of dust required to produce a given spectrum increases as the
emissivity law changes through the cases a = 1, a = 1 ^ 2, and a = 2.
Our results show that, between the a = 1 and 2 emissivity cases, the
dust mass required in the latter case is typically 15 times that
required in the former case. For a more definite determination of the
dust mass then, it is imperative to narrow down the possible range of
emissivity laws. Observations at long submillimeter wavelengths (A ^
ISlum) will be very useful in this regard.
The next important contribution to the dust .ass uncertainty
arises from inaccuracies in the observational data themselves. We
find that Widely different temperature distributions (and hence widely
different dust masses) produce. for the same emissivity law.
^iooMm^^345Mm ^"^"^
^iooMm^^76iMm ^^^ios that differ by factors of only
a few. Considering that the typical value of S /S is 10 andloojjm 345/im *
the typical value of S^,„^^/S^^^^^ (based on only 3 galaxies, however)
is 100. the spectra produced by widely different temperature
distributions, when plotted on a log scale, will not be clearly
different unless the observational data have comparatively much
smaller uncertainties.
Despite the seemingly difficult task of determining the dust mass
of a galaxy accurately. future observations can surely make
improvements. For example, accurate 761|im data for a large number of
galaxies will determine how representative is the a = 1 case of the
dust emissivity at A > lOO^m. and help establish an upper bound on
e(76lMm)/e(100^m). Planned observations in the future will reduce the
uncertainties in the flux density ratios due to different beam sizes,
and obtain those ratios to the degree of accuracy needed. After all.
the determination of the dust mass in a galaxy is reliable only if one
addresses the uncertainties involved and evaluates their effects in a
systematic and quantitative way. The comparison between the H masses
2
1 2
obtained from CO J=l-0 integrated intensities and the dust masses
determined from FIR/submm dust emission based on the derived dust
temperature distributions in our model shows the prospect of ^^CO
116
J=l-0 emission to trace the
.ass and FIR/sub„ to trace the dust
".ass to enable determinations of the gas-to-dust mass ratio In
galaxies.
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TABLE 3.1
Quoted Observational Flux Densities (in Janskys)
No. Source S S s f6o^m loofim loo/im
1 Arp 220 103. 1
2 NGC 3079 42.5
3 NGC 4254 22.8
4 NGC 2339 18.7
5 NGC 2623 24. 1
6 NGC 2903 27. 9
7 NGC 3627 33.7
8 NGC 5194 31.7
9 NGC 4501 14.0
10 NGC 4654 13.0
11 NGC 660 65.0
12 NGC 3690 105.4
References (a)
116. 2
87. 6
71. 3
31. 5
27. 5
158.
0*
104. 2
252.
0*
54. 4
34. 4
102. 4
109. 7
(a)
(b)
116.2
87. 6
46. 3
31. 5
27. 5
71. 1
56. 3
73. 1
44. 6
34. 4
99. 3
109. 7
S S S q345^m 350Jim 360/im 761(im
10. 5±3.
3
10. 7±1.
9
7. 8±1.
1
5. 8±1.
5. 3±2.
4
6. 5±2.
9. 3±3.
0
11. 9±1.
7
1. 1±0.
4
0. 8±0.
3
0. 6±0.
14±7
7±4
(c)
10. 0±0.
7
7. 5±0.
8
(d) (e) (c)
(continued on next page)
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TABLE 3.1 (continued)
Quoted Observational Flux Densities (in Janskys)
Note;
The uncertainties in S and S^^^,,^ are considered to be 10%.6 0/Lim loo^m
Definitions:
f
-
The beam correction factor at lOO/im, which is defined as
f = S /S
60PSC 60SSSC
''^^''^
^60Psc fl^^ density in the IRAS Point
Source Catalog (1985) and S^^^^^^ is the flux density at 60Mm
in the IRAS Small Scale Structure Catalog (1988). See Table
3. 2 for details.
References:
(a) IRAS Point Source Catalog 1988.
(b) IRAS Small Scale Structure Catalog 1988; data marked with
asterisks.
(c) Eales, Wynn-Williams & Duncan 1989.
(d) Chini et al. 1986.
(e) Stark et al. 1989.
Beamsize Coverages:
At 60/im — 1.5' X 4. 75' .
At lOO/im — 3' X 5' (corrected to 1.5' x 4.75' by using f).
At 345|:xm — 1. 43' (86").
At 350Mm — 0.5' (30").
At 360/im — 0.75' (45").
At 76lMm — 1.2' (72").
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TABLE 3.2
Observational Flux Densities at 60 and 100^ (in Janskys)
and Flux Density Ratios
No. Source
S
60/im S S
eo/im Sloo^m S loo/im
S
761/im
bbbL PSC SSSC
f
s
loo/im
c
345/im
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
1 Arp 220 103. 1 - 116. 2 - 1. 00 0. 89
±15%
11. 07
±33%
105. 6
±37%
2 NGC 3079 42. 5 - 87. 6 - 1. 00 0. 49
±15%
8. 19
±21%
109. 5
±39%
3 NGC 4254 22. 8 35. 0 71. 3 - 0. 65 0. 49
±15%
5. 94
±17%
77. 2
±51%
4 NGC 2339 18. 7 - 31. 5 - 1. 00 0. 59
±15%
5. 43
±34%
5 NGC 2623 24. 1 - 27. 5 - 1. 00 0. 88
±15%
5. 19
±45%
-
6 NGC 2903 27. 9 62. 0 102. 6 158. 0 0. 45 0. 39
±15%
10. 94
±34%
-
7 NGC 3627 33. 7 62. 0 104. 2 145. 0 0. 54 0. 60
±15%
6. 05
±34%
-
8 NGC 5194 31. 7 110. 0 121. 4 252. 0 0. 29 0. 43
±15%
6. 14
±17%
-
9 NGC 4501 14. 0 17. 0 54. 4 0.82 0. 31
±15%
3. 19
±51%
10 NGC 4654 13. 0 34. 4 1. 00 0. 38
±15%
4. 91
±58%
11 NGC 660 65. 0
#
67. 3 102. 4 0. 97 0. 65
±15%
9. 93
±12%
12 NGC 3690 105. 4 109.7 1. 00 0. 96
±15%
14. 63
±15%
(continued on next page)
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TABLE 3.2 (continued)
Observational Flux Densities at 60 and 100^ (m Janskys)
and Flux Density Ratios
Procedure of making beam corrections at lOOMm (Eales et al. [1989]):
(1) If a galaxy is extended at neither 60 or lOO^m, showing that
the far-infrared source has a size < 90". we simply use the
lOOfim flux density in the IRAS Point Source Catalog (1985)
and made no beam correction.
(2) If a galaxy is extended at 60nm but not at lOOMm (so has a
size midway between the resolution of IRAS at the two
wavelengths), we use the lOOMm flux density in the IRAS Point
Source Catalog (1985), but multiply it by a beam correction
factor f
= S^oPsc^^eosssc' ""^^^^ ^eopsc ^^^"^
density in the IRAS Point Source Catalog (1985) and S
60SSSC
is the flux density at 60/im in the IRAS Small Scale Structure
Catalog (1988).
(3) If a galaxy is extended at both 60 and lOO^im, we use the
lOO^m flux density in the IRAS Small Scale Structure Catalog
(1988) and multiply it by the beam correction factor f.
Notes:
*
- This lOO/jm flux density is taken from A Catalog of IRAS
Observations of Large Optical Galaxies by Rice et al. (1988).
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TABLE 3.3
Derived Dust Masses and Infrared Luminosities for Sampled Galaxies
No. Source D T (IRAS)
d M (d beam L (IRAS)I R L I R
L
IR
1 uon
d
(1) (2)
(Mpc)
(3)
(K)
(4)
(lo'^M )
o
(5)
(10^°L )
o
(6)
(10^°L )
o
(7)
(L /M )
(8)
1 Arp 220 72 49. 7 96 78 91 9. 4
2 NGC 3079 15 37. 4 1.6 .1-4 1.8 2. 3 14
3 NGC 4254 32 34. 9 8. 9 ,7.6 4. 3 5.8 6. 5
4 NGC 2339 31 39. 9 10. 7 ,5.8 3. 0 4.0 3. 7
5 NGC 2623 72 39. 7 109 ,32
"25 18 22 2. 0
6 NGC 2903 7 35. 1
7 NGC 3627 9 35. 3 1.2 ,0.8
"0. 5
0. 46 0.6 5. 0
8 NGC 5194 6 34. 8 0. 37 ,0. 33
~0. 17
n ooU. Z<d 0. 3 8. 4
9 NGC 4501 13 31. 5 3. 4 ,2.3
"1.4 0. 54 0. 9 2.6
10 NGC 4654 13 33. 4 1. 1 ,1.2
"0.6 0. 45 0. 7 6. 4
11 NGC 660 13 43. 3 1.2 ,1.0
"0. 6
1.8 2.2 18
12 NGC 3690 41 53. 3 13 .4
"3 25 29 23
(continued on next page)
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TABLE 3.3 (continued)
Derived Dust Masses and Infrared Luminosities for Sampled Galaxies
Explanations of Columns in Table 3.3:
(1) Galaxy sequence number used throughout the dissertation.
(2) Galaxy name.
(3) Distance computed by assuming = 50 kms"^ Mpc~\
Dust mass determined within the IRAS 60^im point-source beam
with associated uncertainties.
Dust temperature computed from the IRAS 60 to lOO/nm flux
density ratio assuming a emissivity law and a single
temperature component.
Infrared luminosity between 42.5 and 122. S^m derived from
IRAS data, by
(4:
(5)
(6)
L (IRAS) = 4TrD^ [1.26 x 10^^ (2.58 S + S )]
60/im loo/im
(7) Infrared luminosity between 42.5 and 1030/Lim obtained in our
model based on the derived dust temperature distribution.
(8) Infrared luminosity-to-mass ratio acquired in this work, if
the true gas-to-dust ratio is 100.
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TABLE 3.4
Derived Gas-to-Dust Mass Ratios in Sampled Galaxies
No. Source D
25
3)
D
1
f
(total)
2
M^(total)
H
2
M^(total)
H
2
M 45")
H
2
(1) (2) (:
CO
(' )
(4) (5)
M fIRA9l
d
f6)
M (60^im.
d beam
( 1
)
d beam
(8)
. - ^60um >
d beam
(9)
1 Arp 220 2 . 0 0. 75 1 . 00 498 27 27 27
2 NGC 3079 / . 6 2. 25 1 . 00 678 348 348 280
3 NGC 4254 cO. /I 5. 25 0 . 65 722 378 246 67
4 NGC 2339 2,
. 8 3. 00 1 . 00 1483 79 79 40
5 NGC 2623 U., 6 0. 75 1 . 00 899 10 10 10
6 NGC 2903
. 6 6. 00 0 . 45 549
7 NGC 3627 8. 7 5. 25 0 . 54 930 273 147 52
8 NGC 5194 11. 0 6. 75 0 . 29 1384 1427 414 238
9 NGC 4501 6. 9 5. 25 0 . 82 572 121 99 33
10 NGC 4654 4. 7 3. 75 1,. 00 327 123 123 28
11 NGC 660 9. 1 6. 00 0,. 97 2124 438 425 149
12 NGC 3690 2. 4 0. 75 1., 00 690 71 71 71
< Mean > 937 300 181 90
Note: D^^ — Optical diameter measured out to the 25 mag arcsec'^
isophote from RC2 (de Vaucouleurs et al. 1976).
D^^ — CO J=l-0 diameter with emission detected at ^ 3cr in the
FCRAO Ex tragalactio CO Survey (Young et al. 1992).
(continued on next page)
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TABLE 3.4 (continued)
Derived Gas-Dust-Mass Ratios in Sampled Galaxies
M„(total)
H
M (45")
H
M (IRAS)
d
Definitions of various masses used in Table 3.4:
Global molecular hydrogen mass determined from CO
flux by adopting a constant conversion factor from
CO integrated intensities to surface densities
of 2.8xl0'° cm-V(K km s'M (Bloemen et al.
1986; Kenney & Young 1989; Young et al. 1989).
— Molecular hydrogen mass determined from CO flux in
a 45" beam using same conversion factor.
Global warm dust mass obtained from IRAS lOOjum
flux density by assuming a single temperature
component and a emissivity law, through
M (IRAS) = (4/3)ap/Q [S D^BdOOMm.T )].
Here,
^^/^^^P/QiooMm " S^'""^ (Hildebrand
1983), D is the distance, and B(100/im,T ) is the
d
Planck function of blackbody radiation of average
dust temperature T (derived from IRAS
d
^eoMm^^ioo^xm ^^^^ density ratio) at A = lOO^m.
— Dust mass determined within the IRAS 60|im point
source beam.
M C^"^"")
d beam
^^d^beam^^^^ — Global dust mass obtained by applying the beam
correction factor f to the dust mass within the
60jLtm point-source beam assuming the dust emission
is distributed in the same way over a galaxy.
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Figure 3.
1
(a) The S flux density ratio as a
function of (S for the a = 1 emissivity case. The corresponding
r values of the curves range from -20 to 32, increasing towards
the direction of positive (3, and separated by intervals of Ay =
4. The dotted curve marks the y = 0 case. The four horizontal
and along each of them the cross-signs mark the (y,^) pairs
used to generate dust temperature distributions to be
illustrated in Figure 3.1b. (b) Examples of dust temperature
distributions producing a certain S /S ratio The
60jim loo/im
solid, long-dashed, short-dashed, and dot-dashed curves
correspond to y equalling -20, -4, 12, and 28 respectively.
lines indicate S ratios of 0.25, 0.5, 0.75, and 1.0,
(c) Distribution of the IRAS S /S
60/jm loo/im
galaxies sampled by Young et al. (1989).
ratio among the 182
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Figure 3.2 (a) The S /S flux density ratio as a
function of (3 for the a = 2 emissivity case. The corresponding
3r values of the curves range from -20 to 32, increasing towards
the direction of positive ^, and separated by intervals of Ay =
4. The dotted curve marks the y = 0 case. The four horizontal
lines indicate S /S ratios of 0.25, 0.5, 0.75, and 1 0
eofim loofim
and along each of them the cross-signs mark the (y,|3) pairs
used to generate dust temperature distributions to be
illustrated in Figure 3. lb. (b) Examples of dust temperature
distributions producing a certain S /S ratio. The
60/jm loo/im
solid, long-dashed, short-dashed, and dot-dashed curves
correspond to y equalling -20, -4, 12, and 28 respectively.
(c) Dust temperature as a function of S /S , determined
60fim loo/im
by assuming a single temperature and a power law emissivity
ot
given by civ) « v . The value of a is marked near each curve.
The solid curves take into account of the response profiles of
the 60 and 100/im filters, while the dashed ones assume a 6
function profile.
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Figure 3.7 (a) Dust temperature distributions determined from
the 60, 100, 345, and 761|im data of Arp 220 (no. 1). The
solid, long-dashed, short-dashed, and dot-dashed curves
represent the distributions determined from the pairs
that correspond to the filled triangle, open triangle, filled
square, and open square, respectively. The thick dashed curve,
calculated with = 32 and p = 6.7, approximately illustrates a
8 function at T ^ 50K (producing the open circle for Arp 220 in
Figure 3.6). (b) Comparisons of model results with the
observed FIR/submm flux densities of Arp 220. The asterisks
mark the observed values as ratioed to S . For the model
loo/im
results, only values different from the observed ones are
shown. Thus, the results marked by filled symbols, which are
obtained from temperature distributions derived from fitting
the observed data at 60, 100, and 761/Lim, appear only at X =
345/im in the figure. (c) Same as in (a), but for NGC 4254.
The thick dashed curve, calculated with = 32 and p = 9.93
approximately illustrates a 5 function at T 38K (producing
the open circle for NGC 4254 in Figure 3.6). (d) Same as (b)
but for NGC 4254.
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CHAPTER 4
GAS MASS DEDUCED FROM ^^CO J=l-0 EMISSION
UNCERTAINTIES IN THE DETERMINATION OF COLUMN
4. 1 Introduction
Unlike ^"CO emission, ^^CO emission Is generally believed to be
optically thin and effectively seen throughout a molecular cloud,
thereby bearing more information on the density structure along the
observed column than the saturated ^"co emission. When compared to
even rarer CO isotopes such as C^'o whose emission is even more
13optically thin, CO is more pervasive and its detection is not
restricted to denser cloud fragments and cloud cores. These two
properties make ^^CO emission preferable to emission from ^^CO and
other rarer CO isotopes as a means to trace the molecular hydrogen
column density along a particular line of sight in a molecular cloud.
In order to use optically thin emission to measure the H column
2
density, we have to know the optical depth of the line and the
excitation conditions throughout the observed column. Generally
speaking, these information are difficult to obtain because the
radiative transfer in a cloud is likely to be non-local. Emission
from different regions in the cloud may be coupled, making the precise
determination of the column density a formidable task. Consequently,
all derivations of column densities through ^"^CO J=l-0 observations
use the practically convenient LIE approach to simplify the analysis.
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The ^^CO and column densities thus acquired are called LTE N(^^CO)
and LTE N(H^) which may or may not indicate the true ^^CO and H
2
column densities.
The LTE method has several underlying assumptions. First, the
excitation conditions are assumed to be uniform throughout the whole
cloud, and the populations of all levels in both ^^CO and '^CO are
assumed to be thermalized at the ^^CO J=l-0 excitation temperature
(referred to as LTE T^J which is used to calculate the partition
function. Second, the ^^CO lines are assumed to be optically thick,
so the observed ^^CO J=l-0 peak radiation temperature is used to mark
the common LTE excitation temperature and implicitly the kinetic
temperature. Third, the '"cO lines are assumed to be optically thin,
so the integrated ' 'cO J=l-0 intensity is directly proportional to the
column density of '^CO molecules in ground rotational level J=0.
Finally, an average [^^CO]/[H^] abundance ratio is adopted so that the
column density can be obtained from the LTE ^^CO column density.
The reliability of the column density derived this way thus depends
on the extent to which the above-mentioned assumptions are valid in a
molecular cloud and how accurate the assumed average [^^CO]/[H ]
2
abundance ratio is. So, as pointed by Frerking. Langer & Wilson
(1982). there are two questions which are central to the determination
of H column density, N(H ), based on ^^CO observations. One is
whether there is a typical [^^CO]/[H^] ratio which can be applied to
all clouds, and the other is whether LTE N(^^CO) is a good measure of
1 3
the true N( CO) along a line of sight.
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The issue of the accuracy of the LTE method has been addressed in
many studies which attempt to determine quantitatively the ^^CO
abundance in molecular clouds by comparing the LTE ^^CO column density
with the visual extinction determined from star counts (e.g..
Dickman 1978; Frerking. Langer 8. Wilson 1982). The visual extinction.
A^. is suppositionally produced by a column density of identical
spherical dust grains, i.e.. =
.r^N^.
.here r^ is the grain
radius and is the extinction efficiency factor of the grains at
visual wavelength (c.f., Spitzer 1968; Dickman 1978). The
gas-to-extinction ratio is thus N(H )/A = N(H )/(N 0 Ttr^) A
2 V 2 d V d
"standard" gas-to-extinction ratio of 0.94x10^' molecules cm~^ mag"\
which is measured in diffuse clouds of small extinction, has been
extensively used in determining N(H ) from A . The comparison between
^ V
1 3LTE N( CO) and A therefore yields an estimate of [^^CO]/[H ] ratio
2
In nearby molecular clouds, the ^^CO LTE column densities correlate
almost linearly with A^ (e.g., Encrenaz, Falgarone & Lucas 1975;
Dickman 1978; Cernicharo & Guelin 1986; Bachiller & Cernicharo 1986),
suggesting a roughly constant [^^CO]/[H^] abundance ratio and the
1 3potential use of CO as a tracer of H^. However, Frerking, Langer &
Wilson (1982) study the relation between LTE ^^CO column density and
visual extinction in the nearby Taurus and p Ophiuchi dark cloud
complexes and find very different empirical relationships for LTE
1 3
N( CO) versus A^. In outside portions of the clouds (A^ < 4 mag),
the ratio N(^^CO)/A^ differs by a factor of 10 with the Taurus sources
having the larger values. In the inside
,
on the contrary, the ratio
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for the p Oph sources is about twice that of the Taurus sources. They
therefore suggest that there is not a unique relationship for LTE
N(^^CO) versus that can be applied to all clouds or regions of
Clouds although in many situations the scatter is probably only a
factor of 2-3.
Three factors may contribute to the dispersion in the N('^CO)/A
V
ratio. They are the actual variations of [^'co]/[HJ within a cloud
and from cloud to cloud, the uncertainty inherent in determining A^.
and the inaccuracy of the LTE method. Studies of chemical evolution
of interstellar clouds seem to indicate clearly that present molecular
abundances are coupled to the dynamical evolution of the cloud (cf.
summary by Langer and Penzias 1990). There are significant
differences in the molecular abundances between dark and diffuse
molecular clouds because the gas phase chemistry is very sensitive to
the interstellar UV radiation field (hence to the extinction in a
cloud) and to the compression by shocks (cf. Viala 1986; Magnani,
Blitz & Wouterloot 1988). In dark clouds the [^^CO]/[H ] ratio is
2
said to be ~ (5-10)xl0"^, In diffuse clouds it is not constant and is
generally 2 orders of magnitude smaller than that in dark clouds (see
Magnani, Blitz & Wouterloot 1988 and references therein). Within an
individual cloud, the ^^CO abundance near the border can be
significantly enhanced by fractionation. Furthermore, a systematic
12 13gradient in the [ C]/[ C] isotopic ratio across the Galaxy is found,
ranging from about 30 within 5 Kpc to about 70 at 12 kpc, with a
Galactic center value of 24 (Langer & Penzias 1990). As to the
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technique of star counting, the uncertain factors
.ay co.e fro™ the
Cloud distance and fro. the assumption that the ratio of gas column
density to extinction determined from diffuse clouds remains the same
m denser dark clouds. Unfortunately, the problems associated with
the derivations of [''col/lH^, and A, lie beyond the scope of this
work. We will only concentrate on the Issue of the uncertainties
inherent in the LTE method.
Although most studies utilizing the LTE analysis comment on its
validity, few are made on the basis of detailed model calculations.
The only exceptions known to us are those by Leung & Liszt (1976).
Dickman (1978) and Kutner & Leung (1985). Based on calculations using
a spherical, isothermal, radially collapsing cloud model. Dickman
finds that except towards the most centrally condensed parts of a
cloud, where slight « 30%) overestimates of the true '^CO column
density may result. the LTE method generally underestimates the
molecular column densities. The degree of underestimate gets
progressively worse as the amount of visual extinction declines,
exceeding a factor of 2 at < 1.5 mag. His results are not
applicable, however, because of the outdated rapidly collapsing cloud
model. Both Leung & Liszt (1976) and Kutner & Leung (1985) consider a
set of spherical, homogeneous microturbulent cloud models. Leung &
Liszt (1976) claim that the LTE analysis yields errors which are
typically less than 50 percent at 40K. but at 15K the LTE estimate is
high by a factor of about 4. The contention of high overestimate is
later queried by Dickman (1978). The more recent work by Kutner and
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Leung (1985) investigates the validities of the integrated ^00. ^CO
intensities and LIE ^CO column density as tracers of column
density. Their conclusions seem to be that only over a rather narrow
range of model parameters does the integrated CO intensity track
closely the column density, but the correlation between LTE N(^^CO)
and true N(H^) is more linear, implying that LTE N(^^CO) is a better
measure of N(H^). They estimate that an LTE analysis can either
overestimate or underestimate the true ^^CO column density and yield
errors which can be up to ~ 3. One problem in the microturbulent
Cloud model is that the velocity structure may have been idealized.
In addition. the homogeneous density distribution used in the
microturbulent model is probably unrealistic.
Thus far. no model calculation has been made that takes into
account the confirmed dumpiness of molecular gas. Here in this
Chapter we attempt to do this by using the cloud model proposed by
Kwan and Sanders (1986), which consists of a rational velocity field
and a clumpy cloud structure, to look into the uncertainties in the
1 3determination of CO column density with the LTE method. We first
outline the model in the next section, and then in Section 4.2 get
acquainted with line excitation and radiative transfer in a clumpy
medium. Section 4.4 introduces the basic formulae used in acquiring
1 3
the LTE CO column density. The model results are presented in
Section 4.5, followed by a discussion in Section 4.6 and a summary in
Section 4. 7.
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4. 2 Model
The detailed clumpy cloud model has been described in Kwan and
Sanders (1986). Interested readers should refer to their paper for a
complete explanation. The basic idea is that a spherical molecular
cloud with radius R is not filled uniformly and continuously, as
indicated by observations. The molecular material is divided into
coherent structures which in turn are partitioned into cubic clumps.
A coherent structure is a region within which there is a systematic
dependence of velocity on position. It is surmised to be large enough
to contain many clumps but small enough to constitute only a small
fraction of the whole molecular cloud. In order to simplify the
calculations, all clumps are assumed to have the same size with a
length X on each side. Within a clump there is only thermal line
broadening. The dumpiness of the molecular gas is described by the
volume filling factor which is a function of radius. The velocity
structure in the clumpy cloud, which gives rise to the observed line
width, can comprise features of both systematic and microturbulent
velocity fields. The molecular excitations depend on the gas
properties inside individual clumps, but the emergent line intensities
are affected by all clumps encountered along the line of sight having
the same projected velocity.
4.2.1 Gas Density Structure
The mean gas density n and the volume filling factor f are both
assumed to be power law functions of distance r from the cloud center.
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using the notation In K„an and Sanders (1986), the ™ean density R Is
expressed as
n = n (R/r)"
,
(4.1)
where is the mean gas density at the cloud surface and a is the
index of the power law.
The parameter f. which is the fraction of the volume filled by the
molecular gas. increases from the cloud surface towards the center,
namely,
f = f (R/r)^
, (4.2)
with the index y ^ 0. Here, f^ is the filling factor at the cloud
surface. The factor f cannot exceed 1 in any case.
The gas density within a clump, n^. is determined from n and f.
i.e.
,
n = n/f
c
= (n /f )(R/r)*^~^
o o
=
-c
(^/^^""^
' (4.3)
where n^ = n/f^ is the surface clump density. Since there does not
seem to be any observational evidence for clump densities being higher
at the cloud surface than at the center, the index (a-y) is thereupon
assumed to be ^ 0.
In Kwan and Sanders (1986), the value of n is related to R and
o
the cloud mass M (see their formula [2]). Here we use the H column
2
density instead of M as one parameter to be varied. Its value along
the line of sight towards the cloud center is given by
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N(H ) = 2 r H dr2 0
= 2 n^(R/r)" dr
.
we further choose the surface
.ean density
„^ and the surface density
n° as two other Independent parameters. We feel that they are more
readily visualized than the parameters a and f^. For a fixed N(„^)
then, the index oc is determined from R and n^. The index which
specifies the dependence of the dumpiness on r, is also regarded as
an independent parameter.
4.2.2 Velocity Structure
There are three kinds of motions present within a clumpy cloud in
the model of Kwan and Sanders (1986). First, there is a bulk velocity
field over the entire cloud. Seven bulk velocity distributions are
given in Table 1 of Kwan and Sanders (1986). They cover a wide range
of possible kinematic structures. We have examined the effects of
different velocity distributions on our model results and found no
significant differences. Therefore, we will only present the results
obtained by using the velocity law V2 of Kwan and Sanders (1986),
which depicts a microturbulent velocity field. The most important
velocity component in generating line profiles is the one along the
line of sight (z-axis), denoted as v^. Hereafter we will only refer
to this velocity component. The function P(v^) (also given in Table 1
of Kwan and Sanders [1986]) specifies the probability that a coherent
structure has line-of-sight velocity v^. Within a coherent structure
there is a systematic dependence of velocity on position, as would be
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the case if the coherent structure represents a collapsing region that
is forming a star, or an expanding region caused by an outflow fro. a
newly formed star. The velocity component v; of an individual clump
Within a coherent structure may then vary, and it is determined by
another probability p(v;) which is assumed to be distributed around
the above-mentioned mean bulk velocity v^ with some dispersion A.^^.
Finally, within each clump only thermal motions produce the velocity
dispersion. This small scale thermal motion is solely determined by
the kinetic temperature of the gas in each clump.
4.3 Line Excitations and Radiative Transfer
The radiative transfer problem in a clumpy molecular cloud is
studied both analytically and via simulations in Kwan and Sanders
(1986). We choose the analytic method because we can explore model
results over a wide range of rational parameters.
4.3.1 Calculation of Local Line Excitation
The excitations of the ^^CO and ^^CO rotational levels depend on
the physical conditions of individual clumps. For each clump, uniform
physical conditions are presumed, but from clump to clump the
conditions may change. The clump gas density n^ depends on r. The
gas temperature is established beforehand to be either a constant or a
function of r.
To simplify the radiative transfer within each clump, we use the
escape probability method to calculate the average excitation
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temperature of a particular transition within a clu^p. The
.ean
escape probability for a photon emitted in the clump is assumed to be
-0. 5T
p = - 1 - ^ L
0.5 T ' (4.5)
c
where,
T = (n - -^JfA. ) B he X
*- 4^3/2 Av^ (4.6)
is the opacity through the clump. The ratios n^/g^ and n^/g^ are the
population per degeneracy in the lower and upper levels^ of the
transition in question, and B^^ is the Einstein stimulated absorption
coefficient. The CO thermal velocity dispersion is governed by the
gas temperature T. viz.. A.^= (2kT/m^^)-^ For an outside photon at
a velocity v^ its opacity through the clump depends on both t and the
c
velocity difference between v^ and the clump bulk velocity v^, and it
equals x exp
-{-[(v -w' )/Av ]^\..C ' L Z D '
We consider a J=0-9 ten-level system. The nonlinear equations
which govern the level populations are solved by Newton's Iteration
Method. The calculations include the 2.7K background radiation but
neglect the incident radiation from other clumps in the cloud. This
neglect may introduce an error in the mean excitation temperature of a
clump. However, its effect on the emergent line intensity is not
expected to be significant for a clumpy cloud with inhomogeneous
physical conditions.
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4.3.2 Radiative Transfer In a Clumpy Medium
The emergent line Intensity at velocity comprises emission fron
all Clumps encountered along the line of sight, attenuated by the
effective opacities up to the depths where the clu.ps are located.
The probability per unit velocity interval that a clu.p (within a
coherent structure with mean bulk velocity v ) has velocity v' is
-V
n CS
Here P(v^) is the probability per unit velocity interval that a
coherent structure at radius r has velocity v . and v denotes the
maximum speed of the coherent structure and is for our assumed
velocity law. The effective opacity at velocity v^ up to a depth z
into the cloud is given by
= S ^dz S p(v^)[ 1 - exp
^
-T exp [ -( )'] i|
.
L 0 -00
D
(4.8)
The ratio f/x is the number of clumps per unit path length.
Expressing the line intensity I(v^) in temperature units, the emergent
intensity is
Kv, )
^ 2k
T (Z)
v
^
= S ' T^^ exp ( -T^ ) dT^ - T*J 1 - exp [-x (Z)]^ .
0 z z
(4.9)
where A is the line wavelength, k is Boltzmann constant, and Z is the
total path length of the cloud along the line of sight. The emission
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from an Individual clump with an average excitation temperature T u
given in temperature units by T;^=(hc/k.)/ lexp(hc/kT^J-1 ) and" the
cosmic background Intensity Is T^^.fbc/kX)/ [expChc/^r )-l 1
.
with h
being Planck's constant and c the speed of light.
The detailed derivation and explanation of the above equations can
be found in Kwan and Sanders (1986).
4.4 Determination of LTE ^^CO and Column Densities
Under the LTE assumptions. ^^CO and ^^CO possess a common LTE
excitation temperature. The saturated (r » i) ^^^o J=l-0 radiation
temperature is related to this excitation temperature by
T (^^CO) = — ( ^ _ 1
R k hy/kT hi^/kT ^ • (4.10)
- 1 e - 1
Thus the LTE excitation temperature T^^ can be directly determined
from T (^^CO) via
R
1 = — In
ex k T (^^CO)R +
hv/k bb
e - 1
-1
(4. 11)
12 13The CO and CO level populations are assumed to be thermal ized at
the common excitation temperature so the partition functions of both
isotopes are expected to be the same. Neglecting minor differences in
12 13
the CO and CO J=l-0 transition frequencies, the observed T (^^CO)
R
and T^(^^CO) can be used to derive the ^^CO J=l-0 opacity assuming
1 2
CO emission is optically thick, i.e.,
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T("C0) = - in [1-T^(''C0)/T^('^C0)1
. (, ,2,
Supposing that the physical conditions along the line of sight and
within the telescope beam are homogeneous and that t('=CO) « 1, the
1 3total CO column density (In units of cm"^) Is conventionally
obtained from the acquired LTE T^^ and x("co) by the following
equation
N("co, =2.67x10-
—
. (4.13)
1 - exp (hp/kT )
ex
Where AV(^^CO) is the full width in units of km s"^ of the ^^CO J=l-0
line measured at half peak intensity. The numerical constant adopted
in the formula varies slightly in the literature. We use the value
derived in this work.
The total column density is then calculated by dividing N(^^CO)
by an accepted [^^CO]/[H^] abundance ratio (denoted by f[^^CO]). i.e..
N(H^) = N('^CO)/f('^CO). (4 14)
The uncertainties in the determination of N(H^) can come from
errors in both N( CO) and f('^CO). Here we will simply adopt a
1 3
typical CO/H^ abundance ratio and concentrate on examining the
uncertainties in the determination of N(^"^CO).
In the model calculations we shall use the emergent ^^CO and ^^CO
intensities obtained from equation (4.9) to derive the mean excitation
1 3
temperature, CO optical depth and partition function. The resulting
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LTE
„^
column density is then compared „Uh the true „ colu„
density. ^
4.5 Model Results
The velocity Integrals In Equations (4.7), (4.8), and (4.9) are
performed numerically with 50 e<,ual Intervals. The spatial Integrals
are evaluated by dividing the cloud Into 50 concentric shells. Within
each Shell, the physical conditions of the molecular gas remain
constant, A small core with a radius of r„. which is much smaller
than the total path length of the cloud along the line of sight
towards the cloud center. Is left out from our calculations In order
to avoid the singularities of n and other parameters at r/R = o. All
model results presented here are obtained along the line of sight
towards the cloud center.
4.5.1 Input Parameters
There are a number of parameters in our model calculations. In
addition to those describing density and velocity distributions, the
kinetic temperature distribution is assumed to possess a power law
form, T = T^(R/r)'^, with a maximum of 50K. The index (3 is expected to
be positive, and several values of the surface temperature T are
o
considered. The surface mean density n^ and the surface clump density
o
n^ are used as basic input parameters to construct various clumpy
structures. Different combinations of n^ and n° produce different
surface filling factors of f^ = l.O, 0.1, 0.01, 0.001, and 0.0001.
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The case of
=
i.o (a uniformly distributed cloud), which has been
investigated by other authors using different velocity structures, is
omitted from our calculations. The results from this case may be
inferred from those obtained in the case of f^ = o. 1. The dependence
Of n^ on r is determined by the index (a-,). For given values of
N(H^) and n^. the value of a is determined by solving Equation 4.4.
The
,
values are chosen to range from 0.25 to 1.5. Calculations using
1.5 < 3r < 3 have also been conducted but the results will not be shown
because they are little different from those in the case of y = 1.5.
The clump density is taken to increase towards the cloud center (i.e..
> 0). with a maximum value of lo' cm"^ The velocity law V2 of
Kwan and Sanders (1986) is used throughout the calculations, which has
a probability distribution p(v ) = _i_in(_Zo_), fop ,v , < V
2v I'^zl 2
o
Table 4.1 lists the major parameters and their values used in the
model calculations.
Table 4.2 displays the values of n^. n° and the resultant values
of the surface filling factor f^. Our model calculations are carried
out in the eight cases with f^ < 0.1. As we mentioned earlier, for a
given column density the power law index a is determined by the
cloud radius R and the surface mean density n . To visualize the
O
distributions of n, we plot them in Figures 4.1 and 4.2 for the cases
of R = 15 and 5pc, respectively. Each figure presents the
distributions at six selected column densities. The different
curves represent the cases of n =1 cm"^ (dotted). 10 cm"^ (dot-short
O
es
2 —umn
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dashed,. 10^ (aashed, and 10= c.- (solid,. At 1„„ H colu„
densities, the curves with high values of n„ ™ay not exist belse the
values ™ay already be higher than the maximum mean gas densltl
allowed by the cloud radius. It is seen that for a fixed H. col
density, the index a needs to be higher when n^ is low so that a
constant column density can be attained.
Figures 4.3 and 4.4 sketch the filling factor f as a function of r
m the cases of R = 15 and 5pc, respectively. At each value of f
.
o
the different curves shown have values of ^ ranging from 0.25 to 1.5.
separated by intervals of = 0.25. The smallest surface filling
factor of 0.0001 results from n^ = 1 cm"^ and n^ = 10* cm'. Whether
such a surface clumpy structure exists in molecular clouds needs to
be demonstrated by observations. We try to cover a wide range of
possibilities in our model calculations. The clump density
distribution depends on both the S and f distributions. We will show
several sampled n^ distributions later.
4.5.2 Results
To achieve our goal of this chapter Immediately, the model results
are presented in the form of direct comparisons between the derived
LTE N(H ) and the true N(H ) utilized in the calculation. We first
use the results of a large cloud with R = 15pc to examine the effects
of different clumpy structures and temperature distributions, and then
select a temperature distribution to compare the results for the large
cloud with those for a smaller and denser cloud with R = 5pc.
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Figure 4.5 shows the calculated LTE N(H^) as a function of true
column density N(H ) for a cloud with R - i^;^^ •
^
2 «-iuua n K - I5pc m the case of T = 30K
(R/r)°-2^ and ['^C0]/['^C01 - fin r k^uj i LUJ
- 60. Each panel corresponds to one
surface clumpy structure (i.e.. a particular set of n^. n^. and f )
listed in Table 4.2. The different curves in each panel represent the
results of varying
^ from 0.25 to 1.5. with intervals of Ay = 0.25.
The lowest curve has a ^ value of 0.25 except for the case of n = 1
- 3 o °
cm and n° = lo' cm"" in which the order may be overturned slightly
among the three curves with the lowest r values. In some panels there
are only five or less curves. The reason is that for those surface
density structures the clump density with high y becomes too high to
produce normally observed '^CO/'\o line ratio, the model calculation
is therefore stopped. We will talk about this again in the next
paragraph. Since the case of f^ = l is not included in our
calculations, the panel on the lower left corner is left blank. The
true column densities used in our model calculations range from
2 0 2 3 — 23.2x10 to 1x10 cm" which probably cover well the H column
2
densities in the envelopes and denser parts of CMC's as well as the
interiors of dark clouds. However, when n^ is high the comparisons
between LTE N(H^) and N(H^) can only be made at high column
densities because the large radius of 15pc yields a high minimum value
of N(H^). With n^ = 10 cm and R = 15pc, this minimum value is ~
2 2 — 29.3x10 cm
.
For this reason the panel with n = 10^ cm~^ and n° =
° c
4 - 3
10 cm is also blank. The diagonal dashed line in each panel
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indicates the ideal correlation if LTE N(H^) exactly equals the true
N(H^).
An immediate impression of Figure 4.5 is that there is a linear
correlation between LTE N(H^) and N(H^) but the extent of the
dispersion among the curves with different ys varies widely from one
surface clumpy structure to the other. The calculated LTE N(H ) in
2
the case of n^ = 10 cm"" and n° = 10^ cm"" quite accurately indicates
the true N(H^) over the narrow range of N(H^) from 2x10^^ to 1x10^^
cm ^, but the LTE analysis in the case of n = 1 cm"^ and n° = 10^
° c
-3
cm can underestimate or overestimate the true column density by a
factor of up to 3. One may notice that in some cases the curves with
low r values only span the low N(H^) section while the curves with
high r values may start at relatively high N(H^)s. This is because
when y is low, the clump density n^ « (R/r)°^"^ increases steeply
towards the cloud center. At high column densities (i.e., high a
values) the clump densities can exceed 10^ cm""^. Consequently, a
12 13
CO/ CO intensity ratio (either in J=l-0 or higher transitions) that
is close to or slightly less than one may occur owing to saturated
13 13CO emission. The ensuing calculation of LTE t( CO) therefore
becomes a problem (cf. Eq. 4.12). Since there is little observational
12 13
evidence for such a CO/ CO line ratio we limit our calculations to
6 ~ 3
clump densities < 10 cm . As for the case of a high y value, the
values of (a—y) at low N(H^) may be < 0 owing to the lower a values
dictated by lower column densities. This type of inwardly
decreasing density distribution has also been excluded from our
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calculations. Therefore, the calculation is stopped whenever n . 10^
-3 C
cm and (a-y) < 0 take place.
To examine the effect of varying the gas temperature, we have also
run models using = 10. 15. and 40K while keeping the other
parameters unchanged. Figures 4.6 - 4.8 present the results. A
constant temperature case with T = 30K is shown in Figure 4.9.
Comparisons among these figures and Figure 4.5 indicate that the
general tendencies in various clumpy structures are not affected much
by changing the temperature. but the scatters about the ideal
correlation tend to be smaller at a lower T
,
especially at the low
N(H ) end.
2
To study the effect of varying the gas density, we repeat the
calculations presented in Figure 4.5 for a smaller cloud with R = 5pc.
At a fixed N(H^) a decrease in R requires an increase in the mean gas
density inside the cloud. Figure 4. 10 shows the results. In
comparison with Figure 4.5 (with R = 15pc). the curves in Figure 4.10
extend farther toward lower values of N(H ). The value of LTE N(H )
2 2
obtained at a given N(H^) is lower in the smaller cloud than that in
the larger cloud. For most of the clumpy structures the LTE method
seems to underestimate the true H column density. In worst case
2 ^
N(H^) can be underestimated by a factor of 4.
Finally. we test the effect of increasing the abundance
12 13
[ C0]/[ CO] ratio to a value of 30 as indicated by of observations
of molecular clouds at the Galactic center. Since the ^^CO is so
optically thick that its excitation is not expected to change when
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[''C0]/[HJ changes. The ^^CO abundance remains to be [^^CO]/[H ] =
10-\ while the [^^CO]/[H^] ratio increases from l.TxlO^ to 3.3x10^.
The other parameters are the same as those used in obtaining Figure
4.5. It is seen that increasing ^^CO abundance will slightly increase
the scatters of the relationships between LIE N(H ) and N(H ) at the2 2
high N(H^) end in all the surface clumpy structures.
4.6 Discussion
In this section, we examine how the different degrees of scatter
about the ideal correlation between LIE N(H ) and true N(H ) arise in2 2
the various clumpy structures and which of the underlying assumptions
of the LIE method contribute more significantly to the errors. In
order to answer these questions we first study the dependence of line
excitation and opacity on gas density and temperature, and then
evaluate the effect of dumpiness of matter on the emergent line
intensity.
4.6.1 Dependence of Line Excitation on nCH^) and T
Figure 4.12 shows the calculated ^^CO, ^^CO line intensities and
opacities in each clump as functions of the gas temperature and
density. The clump size is 8x10^^ cm, and [^^CO]/[H ] and [^^CO]/[H ]
2 2
are equal to 10 and 1.7x10"^, respectively. Since a constant gas
density is assumed within a clump we use n(H ) instead of n to denote
2 c
this density. It is seen that the ^^CO J=l-0 emission is optically
thick and saturated over a large part of the parameter regime. Once
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n(H^)
.
10',T/60K)^ the line Intensity changes little with
increasing gas density and depends only on the gas temperature. Its
value in temperature units is always lower than the gas temperature.
1 3The CO J=l-0 emission is optically thin except when n(H ) exceeds ~
5 2-3 ^
10 (T/30K) cm
.
Its intensity depends on the gas density. There is
weak '^CO maser action in the parameter space of T > 40K and n(H ) ~
lo'
-
10^ cm-^ For either ^^CO or ^^CO emission the line opacity
decreases with increasing T. and increases with increasing n(H )
2
The dependences of line intensities and opacities on T and n(H )
2
illustrated in Figure 4.12 are obtained by assuming uniform conditions
in a clump. In a realistic cloud. the line intensities are
contributed and attenuated by all clumps along the line of sight.
When a lot of clumps along the line of sight are included the line
opacities increase. The ^^CO intensity is slightly affected by the
increase of opacity because its emission is already saturated in a
1 3
clump, while the CO emission is greatly enhanced. As a result, the
12 13CO/ CO line ratio may drop rapidly. Therefore, the ^^CO emission
is more sensitive to the physical conditions along the line of sight.
To evaluate the validity of the LTE method based on a realistic cloud
model is thus important.
4.6.2 Inaccuracies of LTE NtH^) in a Clumpy Medium
We now look at the individual ingredients entered in the formula
(e.g., Eq. [4.13]) that obtains LTE N(H ) in order to understand the
2
reasons for the scatter in the relationships between LTE N(H^) and
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N(H^) shown in Figures 4.5 - 4.11. They are the quantities T^^.
T(^^CO), and the factor [ l-exp(-hv./lcT^J ] (hereafter referred to
fj. which is related to T^^ and therefore the fractional population
in the J=l level. The values of these quantities are derived from the
emergent ^^CO and ^^CO J=l-0 intensities under the LTE assumptions,
and we shall refer to them as LTE quantities. The difference between
each of them and its true value in a clumpy cloud results in an
uncertainty in the determination of N(H )
2
Figures 4.13 and 4.14 show the LTE T , LTE t(''cO). LTE f andex
LTE N(H^) as functions of the index y and the true column density
N(H^) in the case of n_^ = 1 cm"^ and n^ = 10^ cm"^ (we will term this
case the standard surface clumpy structure case in later text). The
other parameters used are R = 15pc. T = 30K(R/r)°•^^ and ^^CO/^^CO =
60 (i.e., the case shown in Figure 4.5). Because for each y the whole
range of log N(H^) from 20.5 to 23 cm"^ is not covered, owing to the
possibilities of n^ > 10^ cm"^ and (a-y) < 0, Figure 4.13 only covers
the parameter range of y = 0.25 ^ 1 and log N(H^) = 20.75 ^21.5 cm"^
while Figure 4.14 covers the range of ^ = 0.75 ^ 1.5 and log N(H ) =
21. 5 -> 22. 25 cm"^.
Looking at the two figures, it is seen that the LTE average
quantities are sensitive to the change in At a given N(H^), the
general tendencies seem to be that LTE T increases with increasing
ex °
H. This is expected since a larger 3^ means a larger filling factor at
small r where the temperature is high, so the optically thick ^^CO
J=l-0 line is stronger. The LTE t(^^CO), on the other hand, decreases
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with increasing r except at r > 1.25 where it starts to level off and
may increase slightly. For this standard surface clumpy structure (n
- 3 °
= 1 cm- and n^ = 10 cm"^). LTE N(H^) tends to underestimate the true
N(H^) when j < 1 and overestimate N(H^) in the cases of y > l. The
best agreement between LTE N(H ) and N(H ) takes place at ^ « 1
Figure 4.15 presents similar plots to those in Figure 4.14 except
that a value of = 15K is used. The lower temperature results in a
lower LTE T^^ and a higher LTE t('^CO). The determined LTE N(H )
2
values are also lower. However, the changes are not very dramatic,
only by factors around 1.2-1.3. The LTE N(H^) in the case of y = 1
still accurately traces the true N(H )
2
Figure 4.16 shows the results in the case of a smaller cloud of R
= 5pc. All the other parameters are the same as those used in Figure
4.14, but the range of log N(H^) plotted is slightly different. At a
fixed column density, log N(H^) = 21.5 cm"^, the differences between
Figure 4.16 and Figure 4.14 thus come from the changes in n^. The
effect of increasing clump density is larger than that of lowering
temperature, which leads to the consequence that the LTE N(H ) in the
2
case of 3^ = 1 underestimates N(H ) by a factor of ~ 3.
2
Apparently, the determined average LTE properties vary with the
clumpy structure (and therefore with the variations of the physical
conditions along a line of sight). In order to get a more
quantitative idea of the dependences of the individual average
properties on the clumpy structures of different 9rs, we list the
values of LTE T , LTE t(^^CO) and LTE f calculated at log N(H ) =
ex L 2
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21.5 cm (i.e., those shown in Figure 4.14) in Table 4.3. The table
also lists the values obtained in a cloud with the same radius R =
15pc but different surface temperature T^ = 15K (i.e., those shown in
Figure 4.15) and the results obtained in a small cloud with R = 5pc
and T = 30K iR/rf'^^ (i.e., those shown in Figure 4.16). It is seen
that the average LTE properties monotonously vary with increasing y
(therefore with increasing the filling factor f in the cloud) in all
three sets of results. With increasing j the value of LTE T
e X
increases, while both LTE t(^^CO) and LTE f decrease.
It is desirable to learn how much the average excitation
temperature, opacity and partition function obtained under the LTE
approximation are different from the true values in a given clumpy
structure and, if possible, which factor is the chief culprit in
causing the uncertainties in the determination of column density.
In Figures 4.17a and 4.17b we plot the actually radial distributions
°^
^ex "^v ^
selected column density log N(H ) =21.5 cm"^,
Z 2
Instead of plotting the radial distribution of f^, we show the
fractional population in the J=l level, 3exp[-hi^ /kT (1-0) ]/Q
1 0 ex P
(where is the partition function), as a function of r in Figure
4. 17c. Figure 4. 17d depicts the radial distribution of the emission
from the individual clumps along the line of sight,
«
T exp(-T )(dT /dr). The derivative (dx /dr) counts in the fact
e x V V V
Z Z z
that we plot the emission as a function of r instead of x (c.f.
V
z
Equation [4.9]). The reason for picking up this particular column
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density is that over the range of , = o. 25 - 1 . 5 a complete set of LTE
N(H^) can be determined at this N(H^). All other parameters used are
the same as those used in Figures 4.13 and 4.14, i.e., for each
quantity the six curves correspond to the six radial distributions
which result in the six points at log N(H^) = 21.5 cm"" in the
standard surface clumpy structure case of Figure 4.5. The y values of
the curves range from 0.25 to 1.5. with intervals of = 0.25.
Figure 4.17 includes the results for both the ^"co (solid curves) and
1 3
CO (dashed curves) J=l-0 emission.
Several points can be made from Figure 4.17. First, because of
the temperatures (30-50 K) and the clump densities (10^-10^ cm"^)
covered in this surface density structure, the '^CO emission can be
subthermal and super thermal
.
The actual T i^^CO J=l-0) is lower than
e X
the kinetic temperature in outer part of the cloud owing to the
slightly subthermal excitation and higher than the kinetic temperature
in the innermost part when the line becomes superthermal. The
superthermal effect probably results from the competition between the
radiative and collisional processes. With increasing T towards the
cloud center, the collisional excitation rate C becomes much
J- 1 . J
greater than the collisional de-excitation rate C since C
J. J-i J-i ,
J
(gj/gj_j)C^ ^_^exp(-hi^/kT). The de-populations of the excited levels
then count on the radiative de-excitation processes. In view of the
fact that the coefficients of spontaneous emission increase with J
(i.e.,
^
^cx J*/[2J+1]), the J=l level is therefore overpopulated
owing to the high ratio of A /A = 10. The superthermal transition
21 10 ^
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will be quenched at very high density and the excitation temperature
gradually approaches the kinetic temperature. Second, the "cO
excitation temperature is higher than the ^CO excitation temperature
for the J=l-0 transition. Because the abnormal '^CO excitation occurs
over a wide range of parameters (of. Figure 4.12), T ("cO) can be
e X
either much higher than the kinetic temperature ( super thermal ) or
negative (masing). The very high and negative values of T (^^CO) are
ex
not shown in the figure because of the extremely different scales
required by the ^^CO and ^^CO emission. The assumption that ^^CO and
CO possess a common excitation temperature seems to be irrelevant
for the temperatures and densities considered in this figure. Third,
the fractional population in the J=l level of ^'co is larger than that
1 2
Of CO, according to the expectations based on T (^^CO J=l-0) and
ex
1 2
^ex^
CO J=l-0). The populations in the J=l levels of both isotopes
increase inwards in the cloud. The opacity of the emergent '^CO J=l-0
emission is very small, which is in agreement with the optically thin
assumption for ^^CO. Because of the dumpiness of the material the
optical depth of the ^^CO J=l-0 emission up to the depth at r is
slightly less than 1, allowing us to see into the cloud.
Comparing the LTE quantities listed in Table 4.3 to the actual
distributions shown in Figure 4.17 indicate that, in general, LTE
1 3
t( CO) overestimates the true optical depth of the emergent ^^CO
emission by factors of ~ 10-30. The explanation for the decreasing
1 3trend of LTE t( CO) with is not straightforward. As shown in
Figure 4. 17a, the clump density n^ decreases with increasing ^' at a
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V
L
fixed r. A higher
^ value therefore leads to a lower clump opacity
T^. which in turn results in a decrease in the effective opacity x
of the emergent line emission (cf. Eq. 4.8). However, to increase y
means to increase the filling factor f and the probability of
encountering clumps along the line of sight. The effective opacity
thus increases. Based on the model results seems to be
L
Slightly more sensitive to the increase in f for the cases considered
here. With increasing the probability of encountering the clumps at
smaller r (i.e., increasing the y and f values), the optically thick
'^CO emission is contributed increasingly by the gas with high
temperature. The derived LTE T^^ is therefore more resemble to the
1 2
CO excitation temperature gradually deeper into the cloud.
So far, the above-discussion suggests that the determinations of
the average properties of line excitations under the LTE assumptions
are affected significantly by the dumpiness of material in a
molecular cloud. The average properties of line excitations derived
under the LTE approximation seem to be dominated by the physical
conditions at very different depths into a cloud, depending upon the
actual clumpy structure. As if for a cloud with a more uniformly
distributed core (the case of high y) we are acquainted with the
physical properties of the gas close to the center which is warm and
dense, and for another cloud with throughout clumpy structures (the
case of low y and small f) we learn the properties of the gas at the
cloud surface which is cool and sparse. Therefore, even if the H
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column densities along the lines of sight towards the centers of these
two clouds are the same the column densities derived by using the
LTE method may be very different.
However, the radiative transfer process in a clumpy medium is
complicated. It is still hard to decide which factor contributes the
most to the uncertainties in the determination of N(H^) from the above
discussion. In spite of the substantial divergences of the actual
line excitations in a molecular cloud from the LTE assumptions,
various effects counter each other in influencing the determination of
column density. The uncertainties in the determination of N(H ) by
2
using the LTE method is probably no more than a factor of 4 and could
be very small at low N(H^) for some of the clumpy structures. The
derived average properties of the line emission are strongly affected
by the dumpiness of the material, resulting in the scatter in the
relationship between LTE N(H ) and N(H ) among different clumpy
structures. The scatter also depends on the density, temperature and
the clumpy structure at the surface of a cloud. Although the
uncertainties in the determination of N(H^) may not exceed a factor of
4 the scatter in the relationship between LTE N(H ) and N(H ) may be
2 2
as high as a factor of 10 owing to the different degrees of
dumpiness.
4.6.3 Some Improvements
Apparently, the popular equation (4. 13) is not the appropriate
formula to use in evaluating the individual contributions of the
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uncertainties In excitation temperature, opacity, and partition
function to the uncertainties in N(H^) since the three factors are not
explicitly separated. Based on the general equation of radiative
transfer (in units of temperature),
B k hi'/kT (1 - e ) , (4. 15)
e - 1
we derive an alternative formula for determining the ^^CO column
density using the LTE quantities, that is
N('^CO) = 1.34X 10^' T ('"cO) Q e''''^°^'^^^AV(^'cO) ^('"^0)
^ P
,13
1 - e-"^^
(4. 16)
1 3Here. T^C CO) is the emergent '^CO intensity, is the partition
function, and AV('^CO) is the full width at half peak intensity of
1 3
CO line in units of km s~\ Other definitions are the same as
before. Under the LTE assumptions that t(^^CO) « 1 and all levels
possess a common excitation temperature. Equation (4.16) can be
simplified into the form of Equation (4.13).
1 3Although the CO and column densities are still determined
from the LTE quantities, with the form of Equation (4.16), we will
have the flexibility of adjusting several factors. The emergent ^^CO
1 3intensity T^ ( CO) is invariable for a fixed clumpy structure, but the
other components in Equation (4.16) may be estimated by different ways
to evaluate the individual effects and to find the optimum input
values.
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1
3
The factor "^^ CO)
TT'^^~[:;^^^^ ^^^^ evaluate the validity
Of the optically thin assumption for ^00. This factor has been used
in Frerking. Langer & Wilson (1982). m Figure 4.18 we plot
1 - exp [-T(^^CO)] ' °' ^"^"2^ ^^i^S the LTE t(^^CO)
values Obtained in the standard surface clumpy structure cases of
Figures 4.5. 4.7. and 4.11. The results for the ^CO 3=2-1 emission
in the case of Figure 4.5 are also shown in Figure 4. 18d. Since the
LTE T('^CO) in general overestimates the true xi'^CO), the use of the
1 3LTE T( CO) in Equation (4.13) may introduce an error of < 20% at
N(H^) < 10^2 cm ^ and the error may be as large as 50% at N(H ) >
.,,23 -2 ^10 cm
.
The partition function is supposed to depend on the excitation
temperatures of all the rotational levels of the molecule, viz Q
= I (2J+1) exp ^-[^j(j+i)]|., here B is the rotational constant of
J — 0
the molecule. For the values of T between 10 and lOOK. the sum may be
00
replaced by an integral, ^ J (2x+l) exp ^ - [^ x (x+l ) ] }- dx (c.f.,
0
Penzias, Jefferts & Wilson 1971; Goldreich & Kwan 1974). Under the
LTE assumption that all levels possess a common excitation
temperature, the value of approximates to kT/hB. where T is
traditionally taken to be the LTE T value deduced from the ^^CO
ex
J=l-0 intensity. In Figure 4.19a we plot the true ^^CO and ^^CO Q
p
values obtained from our model calculations at log N(H^) = 21.5 cm~^
versus r in the standard surface clumpy structure case of Figure 4. 5.
The short lines on the left side of Figure 4. 19a indicate the Qp
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values calculated by using the LTE T^^ derived from the ^^CO J=l-0
intensity. The column marked with represents the ^^CO LTE
values Obtained using
. kT^/hB. and the other marked with
indicates the LTE values obtained using «
l+3exp(-ht.^^/kT^J.5exp(-h>.^^/kT^J. Compared with the trJe
distributions, the approximation ^ kT^^/hB underestimates in the
cases of low ys and overestimates in the case of high ys. By only
including the lowermost three levels in estimating (i.e., viz Q «
U3exp[-h^^^/kT^J.5exp[-ht.^^/kT^J) the
"^^^ values are close to
the average true values in the cases of high ys but the
underestimations of in the low ^ cases are unchanged.
Figure 4.19b depicts exp[hy^^/kT^^ (1-0) ] as a function of r using
the actual values of T^^(l-O) obtained in the model for ^^CO and ^^CO.
The short lines on the left indicates the LTE values of the factor
calculated by using the LTE T^^ from the ^^CO J=l-0 intensity. In
contrast to the tendency in Q^, the LTE values of the factor
overestimate the true values in low y cases. The LTE results are
slightly higher than the the average true values in the cases of high
ys. The difference between the LTE and the true values in
exp[hv^^/k:T^^(l-0) ] at most leads to an error of 2, much smaller than
that in which may be as large as a factor of -10.
The product Q exp[hi^ /kT (1-0)] vs. r is shown in Figure 4.19c
P 1 0 e X
with the and values marked on the left. The uncertainty in
the product, which is the composition of the uncertainties in and
exp[hv /kT (1-0)] owing to the use of LTE method, approximately
10 ex
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indicates the uncertainty in N(-CO) (c.f. Eq. 4. [16]). Figures
4.19a-4.19c suggest that the largest uncertainty in N(^^CO) arises
from the uncertainty in the partition function Q^. Although to a
certain extent the uncertainty in is cancelled by the reverse
uncertainty in exp[h.^^/kT^^ (l-o) ] , the for.er is still dominant since
it is much larger than the later. The way of estimating
apparently introduces much larger error in N(^^CO). The
"j^^ way may
be able to reduce the error in the case of high j while the N(^^CO) in
the case of low y is still underestimated.
To understand the reason which causes the difference between the
high and low r cases we show the line intensity integrated along the
line of sight towards the cloud center as a function of r in Figure
4. 19d. The LTE T^^ values determined from the emergent ^^CO J=l-0
intensity are marked on the left side. The LTE T value obtained in
e X
the case of high y is much higher than that in the case of low y.
Compared with the true ^^CO T shown in Figure 4.17a, the LTE T in
ex
the case of high z roughly indicates the average true T value, while
ex
*
the LTE T^^ underestimates the average true T^^ in the case of low
which is actually even higher (c.f. 4.17a). The low LTE T
ex
originates from the low emergent line intensity which is probably due
to the small filling factor in the case of low y. As a result the
partition function is underestimated in the case of low y.
Therefore, in order to reduce the uncertainty in the case of low y we
may have to correct the effect of small filling factor. As for the
high y case the high LTE T may not characterize the excitation
ex
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temperatures of higher Ipv^^Ic wki^kn n le els which are subthermalized and have much
lower T^^. The partition function is thus overestimated if using
« kT^/hB. Both Dickman (1978) and Frerking, Langer & Wilson (1982)
have discussed qualitatively the effect owing to the subthermal
excitations in the higher levels of
-CO. Frerking. Langer & Wilson
(1982) carry out a calculation of LTE N(H^) which considers that only
the lowest two levels are populated. We examine the two level case
and several other cases.
Figure 4.20 shows our results. The LTE N(H^) values obtained by
using « kT^/hB are plotted against the true N(H^) in Figure 4.20a.
The value of LTE T^^ determined from the ^CO J=l-0 intensity is
adopted in the place of T^^. m the figure we add a subscript to
indicate that which transition of ^CO is used in determining the LTE
T^^. The plot in Figure 4.20a has been shown in Figure 4.5 (i.e., the
standard surface clumpy structure case). Figure 4.20b considers that
only the J=0 and J=l levels are populated at the common LTE T
ex
derived from the ^^CO J=l-0 intensity. The value of Q is
p
underestimated if only the two levels are counted in. Figures 4.20c
and 4.20d take either the lowest three or four levels into account to
calculate the partition function using the LTE T from ^^CO J=l-0
ex
intensity. The comparisons show that if only the ^CO and ^CO J=l-0
observations are conducted, to determine the partition function on the
basis of the lowest three levels may reduce the uncertainty in N(H^)
by a factor of ~ 2 for the case of high In case of the higher
transitions such as J=2-l data are available, the uncertainty can be
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further deducted by using the LTE T^^ determined from the ^^CO J=2-l
intensity (see Figure 4.20e). However, to include the J=3 level will
make the uncertainty in N(H^) for the case of high
, increase again
even with the LTE T^^ determined from ^^CO J=3-2 intensity (c.f.,
Figure 4.20f).
Our results suggest that if only the lowest two levels are taken
into consideration the partition function will be underestimated (see
Figure 4.20b). The error originating from the subthermal excitations
in the higher levels can be avoided by including the lowest three
levels in the determination of Q^, resulting in a quite accurate
determination of N(H^) in the case of high y for the surface clumpy
structure discussed here.
The error in N(H^) for the lower k case comes from sources other
than that for the high k case. It seems unlikely that the error is
due to the subthermal excitation in the lower levels as suggested in
Dickman (1978) and Frerking, Langer, Wilson (1982) based on the true
^ex^^~°^
distributions shown in Figure 4.17. It will be interesting
to see whether the uncertainty in the case of low can be reduced if
the effect of small filling factor is corrected. We would like to
examine the possibility in later work.
4 . 7 Summary
The dumpiness of material in molecular clouds has never been
considered in evaluating the uncertainties in the determination of
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^^CO column density. We take the effect of the dumpiness into
account to examine the uncertainties in N(^^CO) owing to the use of
the LTE approximation.
The clumpy cloud model proposed by Kwan and Sanders (1986) is used
to solve the radiative transfer problem in molecular clouds. The
model combines physically meaningful velocity fields and clumpy
structures. We select more parameters so that a wide range of clumpy
structures is covered by our model calculations. The '^CO column
densities are determined from the emergent '^CO and '^CO intensities
under the LTE assumptions. By assuming a '^CO/H^ abundance ratio, the
column density are estimated from the LTE '^CO column densities.
The differences between the LTE column densities and the true H
2 2
column densities used in the model calculations measure the
uncertainties originating from the LTE method. Comparisons are made
among various clumpy structures and temperature distributions in order
to examine the extent to which the LTE method is valid. The
dependences of individual properties such as average optical depth and
excitation temperature on the dumpiness are evaluated.
The primary results are summarized as the follows:
(1) There is a linear correlation between the LTE H column
2
density determined by using the LTE method and the true H column
2
density in a cloud. However, the scope of the errors associated with
the use of the LTE approximation varies among different clumpy
structures. For the surface clumpy structure of n =10 cm "^ and n° =
o c
2 - 3
10 cm the derived LTE N(H ) can approximately trace the true N(H )
2 ?
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over a narrow range of N(H^) regardless of the detailed clu.py
structures, while for the surface clumpy structure of n^ = l c.- and
n,
= 10^ cm-^ the determined LTE N(H^) can underestimate or
overestimate the true N(H^) by up to a factor of 3. In each surface
clumpy structure there seems to be a clumpy structure (in terms of ,)
in which LTE N(H^) expresses the true N(H^) quite accurately.
The LTE method tends to underestimate the column density in a
small and dense cloud. The uncertainties in N(H^) can be factors in
excess of 3 but unlikely greater than 4.
(2) Generally speaking, the excitation conditions of '^CO and
CO emission in an inhomogeneous clumpy cloud substantially
divergence from the LTE conditions. The ^^CO excitation temperature
is usually higher than the '^CO excitation temperature for the J=l-0
transition. Superthermal excitation and weak maser activity occur
when T > 40K and n^ > lo' cm-^ especially for the case of '"cO. The
LTE assumptions seem to be only valid for the clouds with either T <
3 330K or n^ < 10 cm
. Despite the obvious deviations from the LTE
conditions, various radiative transfer effects counterbalance each
other to a certain degree. Consequently, the uncertainties in the
determination of N(H^) are probably less than a factor of 4.
(3) The average excitation conditions derived under the LTE
approximation depend on the degree of the dumpiness of the material
in a molecular cloud. For the same column density the average
excitation properties seem to be dominated by the actual excitation
conditions deeper into a cloud in the case of a high y clumpy
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structure than that In the case of a low
. clumpy structure. The
strong dependences of the average LTE properties lead to that the
scatter In the relationship of LTE N(H^) and N(H^) can be considerably
large, by a factor of 10.
(4) An alternative formula is suggested in order to examine the
causes of the uncertainties in N(H^) and to improve the determination
of N(H^). Our results indicate that the largest uncertainty in N(H )
comes from the assumption that all levels possess a common excitation
temperature in estimating the partition function Q^. The general
approximation in the LTE method, Q « kT /hB, overestimates Q in the
* G X p
case of high r because of subthermal excitations in the high J levels.
This error, however, may be reduced by only taking account of the
lowest three levels in the partition function. An incomplete surface
coverage of antenna beam in the case of low y leads to an
underestimate of the average excitation temperature, which in turn
gives rise to the underestimations of and N(H^) in the case of low
y.
1 3To sum up, the LTE CO column density is a linear tracer of H
2
column density, but the uncertainties may be up to a factor of 4. The
column density in a clumpy cloud can be either overestimated or
underestimated by the LTE method. The scatter in the relationship of
LTE N(H^) and N(H^) can be as high as a factor of 10, which may cause
misinterpretation in the determination of the ^^CO/U abundance ratio.
2
An alternative formula is suggested to estimate the partition function
so that the scatter may be reduced by a factor of ~ 3. Knowledge of
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the dumpiness of the material In molecular clouds
.ay refine the
determinations of column density and "cO/H abundance ratio.
TABLE 4.1
Model Parameters and Their Values
Parameter Adopted Values
units
R
N(H )
2
n
f('^CO) 1.0x10"*
fi^^CO) 1.67x10"^. 3.33x10"^
5' 15 pc
3.2x10^°— ixio" cm"^
1. 10. 10^ lo' em-^
10. lo'. 10^ 10* em""
0.25, 0.5, 0.75, 1.0, 1.25, 1.5
'^o 10, 15, 20, 30, 40
P 0. 25
0.1
X 8xl0'^
pc
cm
n 10^ -3
C, Max
• • •
•
lu cm
^Max 50 K
^^cs km s-^
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TABLE 4.
1
Model Parameters and Their Values
f parameters in Table 4.1:
Radius of molecular cloud.
True column density used in model calculation.
Surface value of mean gas density.
Surface value of clump density.
Index of power law of filling factor f = f (R/r)^.
o
Surface value of gas temperature.
Index of power law of temperature T = T {R/r)^.
O
Fractional abundance of ^ ^CO/H 2'
Fractional abundance of ^^CO/H
2
Radius of empty core of molecular cloud,
size of individual clump.
Maximum clump density considered in model calculation.
Maximum temperature considered in model calculation.
Velocity dispersion of clumps within a coherent
structure.
TABLE 4.2
Values of Model Parameters at Surface
10
10^
10^
10 10-^ 10 ^
Surface Filling Factor f
o
0.01 0.001 0.0001
0.1 0.01 0.001
1 0.1 0.01
1 0.
1
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TABLE 4.3
Average Values Obtained Under LTE Assumpti
(with n^ = 1 n° = lo^ cm'^ and log N[H 1 = 21.5 cm'^)
.ion
^ r x-(LTE) T^^(LTE) f-(LTE) ^^1^
(pc) (K)
(J.)
' N(H^)
(1) (2) (3) (4) (5) (6) (7)
1.00 0.082 19 0.24
1-25 0.069 29 0.17
3° 0-25 0.12 8 0.49 0.31
0-11 10 0.40 0.47
0.084 15 0.30 0.69
1.00 0.063 23 0.21 1.17
1.25 0.055 35 0.14 2.15
1.50 0.060 41 0.12 3.48
15 15 0.25 0.240 6 0.60 0.41
0.50 0.190 8 0.49 0.50
0-'75 0.120 12 0.36 0. 66
1. 06
2. 00
1.50 0.072 34 0.15 2.84
30 0. 25
0.50 0.150 6 0.60 0.24
0.75 0.120 7 0.52 0.29
1.00 0.092 10 0.43 0.35
1.25 0.068 13 0.33 0.47
1.50 0.053 19 0.24 0.70
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TABLE 4.3
Average Values Obtained Under LTE Assumption
(with n^ = 1 cm-3, n° = lO^ cm'^ and log NEH^] = 21.5 cm'^)
Explanations of columns in Table 4.3:
(1) Radius of molecular cloud.
(2) Temperature of molecular gas at cloud surface r = R. with
T = T (R/r)°-^^
o
(3) Power law index of the filling factor f = f (R/r)^.
o
(4) Average optical depth of ^^CO J=l-0 emission determined from
the '^CO/'^CO J=l-0 intensity ratio under the LTE
approximation.
(5) Common average excitation temperature for ^^CO and ^^CO lines
derived from the '^CO J=l-0 peak radiation temperature under
the LTE approximation.
(6) Value of the factor [l-exp{-hv/kl^'^^ )] for the ^^CO J=l-0
ex
transition.
(7) Ratio of the determined LTE N(H ) to the true N(H ) used in
2 2
the model calculations.
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Figure 4.1 The mean gas density n as a function of r at six
selected H column densities in a molecular cloud with R =
2
_ 3
ISpc. The different curves represent the cases of n^ = 1 cm
- 3 2-3(dotted), 10 cm (dot-short dashed), 10 cm (dashed), and
10^ cm~"^ (solid).
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Figure 4.2 The mean gas density n as a function of r at six
selected H column densities in a molecular cloud with R = 5pc.
2
- 3
The different curves represent the cases of n^ = 1 cm
(dotted), 10 cm"^ (dot-short dashed), 10^ cm"^ (dashed), and
10"^ cm'"^ (solid).
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Figure 4.3 The filling factor as a function of r in the case
of R = 15pc. For each surface filling factor f^, the
corresponding n values of the curves range from 0.25 to 1.5,
separated by intervals of A^r = 0.25.
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191
Figure 4.4 The filling factor as a function of r in the case
of R = 5pc. For each surface filling factor f
,
the
o
corresponding 3- values of the curves range from 0.25 to 1.5,
separated by intervals of Ay = 0.25.
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Figure 4.5 The calculated LTE N(H^) as a function of true H
column density N(H^) for a cloud with R = I5pc in the case of T
= 30K(R/r)°-- and [-CO]/[-CO] = 60. Each panel corresponds
to one surface clumpy structure (i.e.. a particular set of n
.
O
n°. and fj. The values of n^. n°, and f^ are given at the
upper left corner of each panel. The y values of the curves
vary from 0.25 to 1.5, with intervals of A-y = 0.25. The
lowest curve has a y value of 0.25 except for the case of n =
o
1 cm
.
n° = 10 *cm "f and f^ = 0.0001 (see Section 4.5.2).
The different symbols are only used to distinguish the curves
with different y, without special meanings.
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Figure 4.6 Same as Figure 4.5 except T = 10K(R/r)°'
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Figure 4.7 Same as Figure 4.5 except T = 15K(R/r)°
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gure 4.8 Same as Figure 4.5 except T = 40K(R/r)
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Figure 4.9 Same as Figure 4.5 except T -
30K.
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Figure 4.10 Same as Figure 4.5 except R = 5pc.
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Figure 4.11 Same as Figure 4.5 except
['^CO/'^CO] - 30
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Figure 4.17 The actually radial distributions calculated at a
selected column density log N(H^) = 21.5 cm"^ in the case of n^
= 1 cm"^ and n° = 10^ cm"^ of Figure 4.5, with (a) T (J=l-0)
c ®^
vs. r; (b) (J=l-0) vs. r; (c) 3exp [-hv^ ^/kT^^ ( 1-0 ) ] /Q^ vs.
z
r; and (d) T* exp(-T^ ) (dx /dr) vs. r. The solid and
ex V V i u
Z Z
dashed lines show the results for ^^CO and ^^CO, respectively.
The r values of the curves in each type range from 0.25
to 1.5,
with intervals of Ay = 0.25.
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Figure 4.19 In the case of = 1 cm'^ and n° =
10^ cm ^ of
Figure 4.5, (a) The actual as a function of r at log
NCH^) =
21.5 cm"^ for '^CO (solid lines) and '^CO (dashed lines).
(b)
The factor exp[hi.^/kT^^ (1-0) ] as a function of r for
both '^CO
and ^'CO. (c) The product Q^explhi^^/kT^^ (1-0) ]
as a function
of r. (d) The integral jT^^e"'' (dx/dr )dr as a
function of r for
the ''cO J=l-0 line. The 7 values are
from 0.25 to 1.5, with
the intervals of 0.25. The short lines
marked on the left of
each panel indicate the results obtained
by using the LTE T^^
determined from the ^^CO J=l-0 intensity
(for details see
Section 4. 6. 3)
.
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Figure 4.20 The LTE NCH^). obtained from Eq. (4.16) in the
case of n =1 cm~~^ and n° = 10^ cin~^ of Figure 4.5, versus
o C
N(H^). The partition function is estimated by using
(a) Q « kT (LTE)_/hB,
P ex 10
where the subscript indicates that the LTE T isex
determined from the ^^CO J=l-0 intensity;
(b) Qp ~ l+3exp[E^/kT^^(LTE)^^],
where E is the energy of the J=l level;
1
(c) Qp « l+3exp[-E^/kT^^(LTE)^^]
+5exp[-E /kT (LTE)^^];
^ 2 ex 10
(d) Q « l+3exp[-E /kT (LTE) ]
^ ^ 1 ex 10
+5exp[-E /kT (LTE)^^]
2 ex 10
+7exp[-E3/kT^^(LTE)^J;
(e) Qp « l+3exp[-E/kT^^(LTE)^J
+5exp[-E /kT (LTE) ];
^ 2 ex 21
and
(d) Qp - l-H3exp[-E/kT^^(LTE)^J
+5exp[-E /kT (LTE) ]
2 ex 21
+7exp[E /kT (LTE) ].
3 ex 32
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CHAPTER 5
SUMMARY AND CONCLUSIONS
In this dissertation we examine three distinct aspects in the
studies of the interstellar medium in a galaxy, including molecular
cloud properties in galaxy nuclei, dust mass determinations in
galaxies, and the uncertainties in the determination of H column
2
1 3density from CO emission.
We present observations of the ^^CO and ^^CO J=2-l and 1-0, as
well as CS J=2-l lines in the nuclear regions of NGC 2146 and IC 342,
made with the 14m FCRAO telescope. Through comparisons with radiative
transfer calculations, we find that the ^^CO/^^CO J=l-0 line ratio, in
conjunction with the ^^00 J=2-l/J=l-0 line ratio, provides significant
constraints on the physical conditions of the bulk of molecular gas.
The densities and temperatures in the nuclear regions of the two
actively star forming galaxies are found to be higher than the typical
values of the disk GMCs in the Milky Way but similar to those in the
molecular clouds of the Galactic center. The derived physical
1 2
conditions of the gas depend on the abundance ratio of ^^^^2
the model calculations. With ^^CO/H = lO"* and ^^CO/^^CO = 60, the
2
average temperature in the nuclear region of NGC 2146 is estimated to
4 - 3
be around 55K, and the average density is about 2x10 cm . The
average temperature and density ascertained in the nuclear region of
IC 342 are lower than those in NGC 2146, with T ~ 25K and n(H^) ~
4x10^ cm~^. In spite of the differences the derived CO luminosity to
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gas mass ratios in these two galaxies are similar and within a factor
of 2 of the value in our Galaxy if the Galactic CO abundance is
assumed. CS J=2-l emission are detected towards the centers of NGC
2146 and IC 342, implying that a large amount of dense gas (with n[H ]
2
4 - 3
> 10 cm ) exist in their nuclei.
Using the observed data of galaxies at 60, 100, 345, and 761|im, we
presents a simple and systematic way to examine the uncertainties in
the determination of dust mass owing to uncertainties in the dust
emissivity law, imprecision in the observed data, inexact modelling of
the temperature distribution, and the presence of a correlation
between grain size and temperature. Our results for 12 galaxies
generally confirm conclusions reached in previous works. They show
that while emission by warm dust at a single temperature can account
for the spectra at A > 60/im of a large number of galaxies in our
sample when observational uncertainties are taken into account and
with the freedom of choice of emissivity law, temperature
distributions with large amounts of cold dust can fit the data better.
To reduce the large uncertainties in the dust mass determination,
observations at long submillimeter wavelengths (A ^ 761|jm) are crucial
in order to narrow down the possible range of emissivity law, and
highly accurate S /S and S /S flux density ratios
loo/im 345jim loofim 76i/im
are needed. With the presently available data for the 12 galaxies,
our best estimates for the ratios of infrared luminosity to gas mass
range from 2 to 23 and average 9. An average H^-to-dust mass ratio of
181±^^^ is obtained by comparing the dust masses determined from our
227
model calculations to the gas masses deduced from '^CO J=l-0
observations.
Taking the dumpiness of material in molecular clouds into account
we examine the uncertainties in the determination of H column density
1 3from CO emission. The clumpy cloud model proposed by Kwan and
Sanders (1986) is applied over a wide range of parameters. We find
that although the excitation temperatures of ^^CO and ^^CO may be
quite different in a cloud the largest uncertainty is introduced by
the assumption that all levels possess a common excitation temperature
in estimating the partition function. The commonly used formula, Q =
p
kT^^/hB, overestimates the partition function owing to subthermal
excitations in high J levels when the derived average excitation
1 2temperature from CO emission is high. The dumpiness of material in
molecular clouds affects the determination of the average excitation
temperature. When the volume filling factor is too small to cover the
antenna beam the average excitation temperature is underestimated,
resulting in the underestimations in partition function and N(H ).
2
The LTE method may overestimate or underestimate N(H^) by a factor of
up to ~ 4. The uncertainties in N(H^) may be reduced by a factor of ~
3 if only the three lowest J levels are considered in the estimation
of the partition function.
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