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Resumo
O aumento dimensional de sinais visuais consiste na alteração do tamanho de uma
imagem ou de um vídeo para dimensões espaciais maiores, utilizando técnicas de processa-
mento digital de sinais. Geralmente, esse aumento é feito com a utilização de técnicas de
interpolação. Contudo, essas técnicas de interpolação produzem distorções nas imagens au-
mentadas. Tais distorções ocorrem porque a imagem aumentada possui apenas as amostras
da imagem original, de dimensões menores, que são insuﬁcientes para reconstrução exata
do sinal, o que gera efeitos de aliasing. Assim sendo, as técnicas de interpolação apenas
estimam os coeﬁcientes não-amostrados do sinal, o que muitas vezes produz resultados
insatisfatórios para muitas aplicações, necessitando de outras técnicas para reconstituir os
coeﬁcientes não-amostrados com maior precisão.
Para melhorar a aproximação de uma imagem estimada com relação à imagem origi-
nal, existem técnicas que reconstroem os coeﬁcientes não-amostrados. Essas técnicas são
chamadas de super-resolução. Elas consistem em aumentar a resolução utilizando, geral-
mente, informações de outras imagens em baixa ou alta-resolução para estimar a informação
faltante na imagem que se deseja ampliar.
Super-resolução é um processo computacionalmente intenso, onde a complexidade dos
algoritmos são, geralmente, de ordem exponencial no tempo em função do bloco ou do fa-
tor de ampliação. Portanto, quando essas técnicas são aplicadas para vídeos, é necessário
que o algoritmo seja extremamente rápido. O problema é que os algoritmos mais com-
putacionalmente eﬁcientes, nem sempre são aqueles que produzem os melhores resultados
visuais.
Sendo assim, este trabalho propõe um framework para melhorar o desempenho de
diversos algoritmos de super-resolução através de estratégias de processamento seletivo
e paralelo. Para isso, nesta dissertação são examinadas as propriedades dos resultados
produzidos pelos algoritmos de super-resolução e os resultados produzidos utilizando-se
técnicas de interpolação. Com essas propriedades, é encontrado um critério para classiﬁcar
as regiões em que os resultados produzidos sejam visualmente equivalentes, não importando
o método utilizado para ampliação. Nessas regiões de equivalência utiliza-se um algoritmo
de interpolação, que é muito mais veloz do que os computacionalmente complexos de
super-resolução. Assim, consegue-se reduzir o tempo de processamento sem prejudicar a
qualidade visual do vídeo ampliado.
Além dessa abordagem, este trabalho também propõe uma estratégia de divisão de
dados entre diferentes tarefas para que a operação de aumento de resolução seja realizada
iv
de forma paralela. Um resultado interessante do modelo proposto é que ele desacopla a
abstração de distribuição de carga da função de aumento dimensional. Em outras palavras,
diferentes métodos de super-resolução podem explorar os recursos do framework sem que
para isso seus algoritmos precisem ser modiﬁcados para obtenção do paralelismo. Isso torna
o framework portável, escalável e reusável por diferentes métodos de super-resolução.
Palavras-chave: Aumento de resolução, Super-resolução, Computação Paralela
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Abstract
The magniﬁcation of visual signals consists of changing the size of an image or a video
to larger spatial dimensions, using digital signal processing techniques. Usually, this mag-
niﬁcation is done using numerical interpolation methods. However, these interpolation
methods tend to produce some distortions in the increased images. Such distortions oc-
cours because the interpolated image is reconstructed using only the original image samples,
which are insuﬃcients for the accurate signal reconstruction, generating aliasing eﬀects.
These interpolation techniques only approximate the non-sampled signal coeﬃcients, pro-
ducing unsatisfactory results for many applications. Thus, for these applications, others
techniques to estimate the non-sampled coeﬃcients are needed.
To improve the estimation accuracy of an image with respect to the original, the super-
resolution techniques are used to reconstruct the non-sampled coeﬃcients. Generally, these
super-resolution techniques enhance the increased image using information of other images
to estimate the missing information.
Super-resolution is a computationally intensive process, where the algorithms com-
plexity are, generally, exponential in time as function of the block size or magniﬁcation
factor. Therefore, when these techniques are applied for videos, it is required that the
super-resolution algorithm be extremely fast. However, more computationally eﬃcient
algorithms are not always those that produce the best visual results.
Therefore, this work proposes a framework to improve the performance of various super-
resolution algorithms using selective processing and parallel processing strategies. Thus,
this dissertation examines the properties of the results produced by the super-resolution
algorithms and the results produced by using interpolation techniques. From these proper-
ties, is achieved a criterion to classify regions wherein the results produced are equivalent
(using both super-resolution or interpolation). In these regions of equivalence, the in-
terpolation algorithms are used to increase the dimensions. In the anothers regions, the
super-resolution algorithms are used. As interpolation algorithms are faster than the com-
putationally complex super-resolution algorithms, the idea is decrease the processing time
without aﬀecting the visual quality of ampliﬁed video.
Besides this approach, this paper also proposes a strategy to divide the data among
various processes to perform the super-resolution operation in parallel. An interesting re-
sult of the proposed model is the decoupling of the super-resolution algorithm and the
parallel processing strategy. In other words, diﬀerent super-resolution algorithms can ex-
plore the features of the proposed framework without algorithmic modiﬁcations to achieve
vi
the parallelism. Thus, the framework is portable, scalable and can be reusable by diﬀerent
super-resolution methods.
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O aumento dimensional de sinais visuais consiste na alteração do tamanho de uma
imagem ou de um vídeo para dimensões espaciais maiores, utilizando técnicas de processa-
mento digital de sinais [90]. Geralmente, esse aumento é feito com a utilização de técnicas
de interpolação. Contudo, essas técnicas de interpolação produzem distorções nas ima-
gens aumentadas. Tais distorções ocorrem porque a imagem aumentada possui apenas
as amostras da imagem original, de dimensões menores, que são insuﬁcientes para recon-
strução exata do sinal, o que gera efeitos de aliasing [38]. Assim sendo, as técnicas de
interpolação apenas estimam os coeﬁcientes não-amostrados do sinal, o que muitas vezes
produz resultados insatisfatórios para muitas aplicações, necessitando de outras técnicas
para reconstituir os coeﬁcientes não-amostrados com maior precisão.
No contexto do processamento de imagens, uma das técnicas para reconstituir esses
coeﬁcientes não-amostrados são as técnicas de super-resolução. Essas técnicas consistem
em aumentar a resolução utilizando, geralmente, informações de outras imagens em baixa
ou alta-resolução. O primeiro trabalho apresentado neste tópico foi publicado em 1984 no
artigo Multiframe image restoration and registration [82], mas o termo super-resolução
só foi incorporado na literatura em 1990 por Irani e Peleg [43]. Dessa forma, devido ao
1
interesse na indústria, após o artigo de Irani e Peleg, diversas outras abordagens de super-
resolução foram desenvolvidas.
Para obter imagens em alta-resolução, uma grande quantidade de algoritmos de super-
resolução são formulados utilizando o espaço de frequências. Esses métodos baseiam-se nas
propriedades de deslocamento da transformada de Fourier e na relação entre os coeﬁcientes
transformados das imagens utilizadas para estimar a imagem a ser ampliada a partir de
um conjunto de equações. Assim, diversos métodos foram propostos para estimar os co-
eﬁcientes no espaço transformado. Tekalp et al. [79] utilizam análise de correspondência
para mitigar os efeitos do ruído produzido pela reconstrução a partir de dados insuﬁcientes.
Uma abordagem que utiliza mínimos quadrados recursivos é proposta por Kim et al. [49].
Além disso, técnicas baseadas no teorema da amostragem multicanal é usada por Ur e
Gross [83].
Além dos sistemas que trabalham no espaço de frequência, uma outra classe de métodos
utilizam o domínio espacial para estimar a informação não-amostrada. Para isso, diferentes
abordagens podem ser utilizadas, tais como a reconstrução de amostras não-uniformemente
espaçadas, projeção inversa (backprojection) [10, 20, 45], modelos estocásticos [17, 85, 86],
regularização de Tikhonov [65, 81], etc.
Algoritmos de super-resolução voltados para imagens são, geralmente, computacional-
mente custosos, uma vez que envolvem um grande número de operações e trabalham com
grande carga de dados. Assim, quando esses algoritmos são adaptados para o aumento di-
mensional dos quadros dos vídeos, tem-se que o esforço computacional de se processar uma
única imagem é multiplicado pelo número de quadros total do vídeo. Assim sendo, para
utilização de algoritmos de super-resolução para vídeos, é desejável que hajam recursos que
permitam reduzir o tempo de processamento.
Nesse cenário, este trabalho propõe uma estratégia para reduzir o tempo de processa-
mento do aumento dimensional dos quadros de vídeos, utilizando técnicas de processamento
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seletivo que permitam que nem todos os dados sejam processados para gerar o vídeo de
alta-resolução. Combinado com essas técnicas de processamento seletivo, um framework
para distribuir e processar paralelamente os dados é proposto com o intuito de aumentar
signiﬁcantemente o desempenho dos algoritmos de aumento de resolução.
Para isso, o Capítulo 2 revisa os conceitos de super-resolução, computação paralela e
apresenta a noção de simpliﬁcação. Em geral, nesse capítulo é feita uma ampla exposição
dos conceitos que serão utilizados nos demais capítulos desta dissertação.
Em seguida, no Capítulo 3, são descritos os três algoritmos usados para testar a es-
tratégia proposta para decomposição e processamento dos dados. Todos os algoritmos
escolhidos funcionam no domínio espacial, sendo que os dois deles se utilizam modelos
Bayesianos, e o terceiro busca uma representação esparsa da imagem de baixa-resolução
que corresponda à uma projeção da imagem de alta-resolução.
O Capítulo 4 apresenta a estratégia de decomposição, a redução da carga de dados
a ser processada, a distribuição dos dados e o processamento. Essa estratégia é descrita
em forma de um framework, projetado de forma que não esteja acoplado ao algoritmo
de aumento de resolução. Dessa forma, permite que essa estratégia possa ser utilizada
por diferentes algoritmos de super-resolução sem que haja a necessidade de reprojetar ou
modiﬁcar o algoritmo escolhido.
O Capítulo 5 apresenta os resultados das simulações feitas para testar o framework
proposto. Nesse capítulo é feita uma exposição e uma análise do desempenho do framework
com relação ao tempo e à qualidade do sinal ampliado.
Para ﬁnalizar, o Capítulo 6 discursa sobre as considerações ﬁnais do trabalho, apre-





Este capítulo traz uma breve apresentação dos conceitos relacionados ao desenvolvi-
mento deste trabalho. Os conceitos são apresentados em seções, as quais foram divididas
em Aumento de Resolução de Imagens e Vídeos (Seção 2.1), Simpliﬁcação de Algoritmos
(Seção 2.2), Computação Paralela (Seção 2.3), Paralelismo em Processamento de Vídeos
(Seção 2.4) e Métricas de Análise de Desempenho (Seção 2.5).
2.1 Aumento de Resolução de Imagens e Vídeos
Aumento de resolução de imagens envolve o estudo de métodos e algoritmos que pro-
duzem imagens de alta-resolução, a partir de imagens de resoluções menores. Geralmente,
essa transformação baixa-para-alta resolução considera a transformação com a melhor qual-
idade possível. Assim, o nível de detalhes mantido num processo de comparação que utiliza
imagens de alta resolução, que são reduzidas para imagens de resolução menores, e nova-
mente transformadas em imagens de alta-resolução, deﬁnem o desempenho da qualidade
do algoritmo.
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Os métodos mais comuns de aumento da dimensão espacial (resolução) de imagens e
vídeos consistem de técnicas de interpolação. Logo, diferentes técnicas de interpolação
produzem diversos efeitos nas imagens geradas, como pode ser visto na Figura 2.1.
(a) (b)
(c) (d)
Figura 2.1: Exemplos de uso de diversas técnicas de interpolação: (a) original, (b) vizinho
mais próximo, (c) bilinear e (d) bicúbica.
Na Figura 2.1-(b), nota-se que o método de interpolação do vizinho mais próximo deixa
evidente o efeito de aliasing. Isso ocorre porque as informações de contornos e detalhes
representam componentes de alta-frequência. Quando amplia-se a imagem, é reconstruída
uma informação a partir de uma sub-amostragem.
Como pode ser visto nas Figuras 2.1-(c) e 2.1-(d), quando utilizam-se técnicas de in-
terpolação bilinear e bicúbica o efeito de aliasing é amenizado, pois a informação das altas
frequências perdidas é reconstruída a partir de uma composição suavizada. Este efeito
também pode ser amenizado por meio de técnicas antialiasing, onde utilizam-se ﬁltros que
permitem a passagem de frequências baixas.
(a) (b)
Figura 2.2: (a) Imagem ampliada utilizando interpolação bilinear e (b) imagem obtida da
ﬁltragem da original com gaussiano passa-baixa.
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Comparando as Figuras 2.2-(a) e 2.2-(b) é possível notar uma relação entre a operação
de aumento dimensional por interpolação e as operações de ﬁltragem. Destas ﬁguras, é
possível observar que o resultado ampliado por interpolação e a operação de suavização da
imagem dão resultados semelhantes.
O redimensionamento que não utiliza interpolação é chamado de super-resolução. Este
termo pode ser confuso, portanto o termo zoom digital é adotado para a operação de
aumento nas dimensões da imagem, enquanto super-resolução é usado para a operação de
fusão de diversas imagens em baixa resolução em outra com alta resolução [28]. O problema
da super resolução é formulado da seguinte maneira: sendo yh ∈ RNh a imagem original
em alta-resolução, representada como um vetor de Nh pixels de largura. Sejam também
o operador de borramento e o operador de redução, H : RNh → RNh e S : RNh → RNl ,
respectivamente. O operador H realiza uma ﬁltragem passa-baixa na imagem, enquanto
que o operador S realiza uma redução por um fator inteiro s, diminuindo o tamanho
da imagem. Sendo zl ∈ RNl a versão de baixa resolução da imagem original, dada pela
Equação 2.1 abaixo,
zl = SHyh + v, (2.1)
onde v é um ruído gaussiano.
Dado zl, o problema consiste em encontrar yˆ ∈ RNh tal que argmax|yˆ−yh| ≤ , onde  é
um erro tolerado para a aproximação. Devido à característica gaussiana de v, a estimação
da máxima verossimilhança é obtida pela minimização de ‖SHyˆ−zl‖2. Portanto, é possível
notar que a redução do ruído v é uma característica importante no problema do aumento
de resolução de imagens. Contudo, como a composição dos operadores SH é retangular,
com mais colunas do que linhas, este sistema não pode ser invertido diretamente, sendo
um sistema linearmente dependente e, portanto, tendo diversas soluções.
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Diferentes abordagens de trabalho foram tratadas para resolução do problema de au-
mento de escala, separando os operadores S e H. Alguns trabalhos assumem que não
há efeito de borramento associado. Essas abordagens consistem de métodos de interpo-
lação. Por outro lado, se há um efeito de borramento envolvido, então o processo de
recuperação da imagem aumentada consiste de um processo de remoção de borramento
(deblurring) [57, 94]. Sendo assim, diversos algoritmos para aumento de resolução de im-
agens foram propostos para resolver o problema da inversão de forma linearmente estável
[16, 26, 31, 44, 55, 73, 76, 81].
2.2 Processamento Simpliﬁcado
Algoritmos são estratégias utilizadas para resolver um problema, considerando um con-
junto de regras bem-deﬁnidas [19]. Assim, embora existam diversas formas para se solu-
cionar um problema, distintos algoritmos podem ser eﬁcazes para resolução com diferentes
graus de eﬁciência.
No contexto de análise de algoritmos, eﬁciência consiste em uma baixa complexidade
na utilização do espaço (memória e dados) ou na de execução (CPU). Devido à grande
quantidade de informações que costumam ser manipuladas em aplicações de vídeo digital,
a eﬁciência dos algoritmos associados a este tipo de aplicação é de extrema relevância. Por-
tanto, para que um algoritmo seja eﬁciente e compatível com uma arquitetura de hardware,
algumas estratégias devem ser tomadas. As estratégias de simpliﬁcação de processamento
usadas neste trabalho são deﬁnidas em nível de dados e em nível de instrução.
2.2.1 Simpliﬁcação do Problema em Nível de Dados
A simpliﬁcação do processamento em nível dados é uma abordagem muito comum em
em processamento de sinais, imagens e vídeos. Dessa forma, deﬁne-se essa simpliﬁcação
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como:
1. A redução da quantidade de dados a ser utilizada para caracterizar a solução do
problema.
2. A adoção na divisão dos dados simpliﬁca o problema.
Os sinais de vídeo tem como característica uma grande quantidade de informação, o
que faz com que os sistemas que os processem sejam capazes de executar grandes quanti-
dades de informação, em curtos intervalos de tempo. Essa condição requer que algumas
transformações sejam aplicadas para que haja uma redução na quantidade de informação
a ser processada ou que tal informação seja dividida de forma que vários processadores
dividam o esforço computacional.
A transformação nos dados a serem processados deve condicioná-los às condições deﬁnidas
para a simpliﬁcação do processamento em nível de dados, podendo explorar tanto as di-
mensões espaciais quanto temporais do vídeo. Para a simpliﬁcação, três abordagens são
utilizadas, as quais são quantização, particionamento e processamento seletivo.
A abordagem de particionamento consiste em dividir cada quadro do vídeo em sub-
imagens (blocos) de maneira a permitir que estas sub-imagens sejam processadas de forma
independente. O particionamento é uma simpliﬁcação que provê independência de da-
dos, sendo uma estratégia dividir-para-conquistar, que permite a paralelização do cálculo.
Os blocos particionados podem consistir de linhas ou colunas inteiras, ou sub-imagens de
largura e altura arbitrárias. As partições também podem ser feitas considerando intervalos
temporais, criando divisões igualmente distribuídas ou assimetricamente distribuídas. No
padrão JPEG [47], a simpliﬁcação por particionamento é utilizada, em um passo denom-
inado Block splitting, em que a imagem codiﬁcada é dividida em macro-blocos, que são
transformados via DCT [34] e, em seguida, quantizados. Essa técnica é vastamente usada
por diversos padrões de codiﬁcação de imagens e vídeos.
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O processamento seletivo é uma abordagem de particionamento inteligente. Isto é,
ao invés de apenas particionar geometricamente o vídeo em blocos, são extraídas infor-
mações de maior importância, classiﬁcadas como regiões de interesse, onde são aplicados
os cálculos mais custosos. Assim, os algoritmos mais complexos são usados nas regiões de
interesse, enquanto as demais regiões não são processadas ou recebem um processamento
mais simples.
2.2.2 Simpliﬁcação do Problema em Nível de Instrução
Vídeos digitais possuem uma enorme quantidade de informação redundante, o que
implica em um processamento com uma numerosa quantidade de operações também re-
dundantes. Portanto, a densidade de instruções por dados é uma grandeza que deve ser
considerada quando deseja-se otimizar sistemas de processamento de vídeos. Toda oper-
ação sobre um dado é relevante, uma vez que é alta a probabilidade dessa operação ser
efetuada sobre outro dado. Assim, a redução na densidade de operações por dados con-
siste na simpliﬁcação em nível de instrução, que pode ser obtida por meio de redução por
transformada ou de redução por aproximação.
A simpliﬁcação via redução por transformada consiste em aplicar uma transformação
nos dados para reduzir a quantidade total de tempo consumido para um determinado
processamento, mantendo o mesmo resultado numérico ﬁnal. Em processamento de sinais,
a utilização desse tipo de simpliﬁcação está presente em diversos problemas. Por exemplo,
a suavização de bordas de imagens por ﬁltros passa-baixa pode ser feita deslizando-se
uma máscara sobre toda o espaço de pixels, gerando um processo iterativo que executa a
mesma operação diversas vezes sobre diferentes regiões da imagem. Por outro lado, esse
mesmo efeito pode ser obtido aplicando-se a transformada de Fourier sobre todo o domínio
da imagem, gerando coeﬁcientes nulos no espaço transformado, e retornando ao espaço
original dos pixels pela transformada inversa [34].
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Transformações de quaisquer tipos podem ser consideradas, mesmo que não tenham
como deﬁnição as transformadas matemáticas. Por exemplo, considerando que as imple-
mentações em hardware de operações de divisão e multiplicação são muito mais complexas
e lentas que outras, tais como deslocamento de bits e adição, a substituição das primeiras
pelas segundas operações podem favorecer o desempenho em muitos casos. A transfor-
mação da função-objetivo em outra mais eﬁciente, muitas vezes é uma abordagem que
favorece muito o desempenho computacional da resolução do problema [13].
Quando o resultado numérico é diferente daquele gerado pelo algoritmo não-simpliﬁcado,
deﬁne-se a abordagem como sendo a redução por aproximação. Essa estratégia é semel-
hante à simpliﬁcação por transformada, mas neste caso toleram-se erros de aproximação.
A ideia é minimizar os erros, mas considerando-se resultados sub-ótimos em um tempo
menor, procurando-se otimizar a relação entre a precisão do resultado e tempo consumido.
Exemplos dessa abordagem consistem na utilização de lookup tables para evitar cálculos
complexos [68]; realização de operações inteiras sobre dados de ponto ﬂutuante, tornando
os cálculos mais rápidos, mas perdendo precisão [56]; e outras abordagens que toleram
perdas sem prejudicar a semântica da informação.
Há uma relação entre a simpliﬁcação em nível de instrução e em nível de dados. A
primeira parte da deﬁnição da simpliﬁcação em nível de dados implica na simpliﬁcação em
nível de instrução, uma vez que reduzindo a quantidade de dados a serem processados, as





onde n(x) é o número de elementos do conjunto x.
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2.3 Computação Paralela
Computação paralela é uma estratégia computacional em que o processamento é efet-
uado simultaneamente em uma arquitetura com mais de uma unidade de processamento.
Esta estratégia parte do princípio de que problemas computacionais podem sem resolvidos
a partir de programas formados por um conjunto de tarefas [23].
Essas tarefas, por sua vez, podem possuir ou não independência entre si. Caso possuam,
elas formarão uma cadeia de processos que são dispostos em uma ordem, caracterizando
uma sequência de passos a serem seguidos de forma ordenada, o que é denominado de
processamento sequencial. Por outro lado, quando duas ou mais tarefas que compõe o pro-
grama que soluciona certo problema não dependem de ordem, elas podem ser executadas
de forma independente por unidades de computação distintas. Assim, a execução indepen-
dente dessas tarefas pode ser realizada em uma arquitetura paralela concomitantemente
[5].
Essas arquiteturas paralelas funcionam sobre três tipos básicos de abstrações de proces-
samento, que são o paralelismo de tarefas, o de instrução e o de dados. O desenvolvimento
de um algoritmo em paralelo pode ser independente da arquitetura utilizada na implemen-
tação, contudo a estratégia de divisão do processamento é feita sob essas abstrações.
O paralelismo de instrução é utilizado na execução simultâneas de múltiplas operações
independentes. Já o paralelismo de tarefas consiste na execução de distintas tarefas que
atuam sobre dados independentes. Finalmente, o paralelismo de dados é adequado em
aplicações onde a mesma tarefa executa sobre diferentes dados [23].
No paralelismo de dados a aplicação é decomposta subdividindo-se o espaço dos da-
dos para que processadores independentes trabalhem em cada sub-espaço criado. Essa
estratégia de decomposição envolve pouco compartilhamento dos dados, cabendo ao de-
senvolvedor garantir que este compartilhamento ocorra de forma sincronizada. Geralmente,
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o paralelismo de dados é a abordagem mais usada nas implementações distribuídas, pois
as tarefas operam sobre os distintos dados, sem exigir muita gerência e sem perder desem-
penho devido ao overhead.
Neste trabalho é dado ênfase a esse tipo de paralelismo, uma vez que os vídeos ap-
resentam essa característica. Isto é, vídeos são compostos por grandes volumes de dados
separáveis, onde são realizadas operações redundantes que podem ser processadas indepen-
dentemente.
Após um algoritmo paralelo ser proposto, outro passo do desenvolvimento é deﬁnir o
modelo de programação a ser usado. Esse modelo consiste na interface entre os recursos e as
ferramentas que permitem a concretização do algoritmo por meio de uma implementação.
Essa implementação, diferente do algoritmo, que é uma entidade abstrata, é dependente
da arquitetura onde ele será executado.
Existem três principais modelos de programação para computação paralela, os quais
são a implementação em memória compartilhada, a passagem de mensagem e o híbrido
[35]. Cada modelo tende a ser mais adequado à arquitetura onde ocorrerá a execução, que
pode ser classiﬁcada como arquitetura de memória compartilhada ou distribuída.
2.3.1 Arquiteturas Paralelas
Máquinas paralelas são computadores que suportam o processamento simultâneo de
mais de uma tarefa, pois elas tem mais de uma unidade de processamento. Elas são
classiﬁcadas de acordo com a organização do hardware que suporta o paralelismo, podendo
ser de memória compartilhada ou de memória distribuída.
Memória Compartilhada
Máquinas paralelas com memória compartilhada consistem de um conjunto de proces-
sadores independentes que computam paralelamente, mas que concorrem no acesso aos
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dados de memória utilizando um único barramento de acesso. Geralmente, essas arquite-
turas são ideais para sistemas CPU-bound, onde a computação é mais frequente que o
acesso à memória. Devido à essas características e ao barramento compartilhado, a pre-
sença de memória cache fornece uma grande melhoria no desempenho do sistema, uma vez
que reduz a concorrência ao barramento. Essa organização é ilustrada na Figura 2.3.
Figura 2.3: Diagrama esquemático de uma arquitetura de memória compartilhada.
Assim, arquiteturas de memória compartilhada apresentam uma complexidade no su-
porte escalável do número de processadores. Dessa forma, quanto maior o número de pro-
cessadores concorrendo ao acesso à memória, maior será a concorrência pelo barramento,
aumentando exponencialmente o efeito do Gargalo de Neumann [59], e prejudicando a
eﬁciência. A maioria desses sistemas tem a quantidade de processadores limitada graças
à contenção do barramento. Melhorias na utilização do barramento, tal como restrições
de processadores por barramento combinados com múltiplos barramentos comutados, per-
mitem um aumento de processadores simétricos [39].
Memória Distribuída
Máquinas paralelas com memória distribuída evitam a limitação das arquiteturas de
memória compartilhada, utilizando memórias dedicadas para cada processador, conforme
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ilustrado na Figura 2.4. A comunicação entre processador e sua memória local é feita
exclusivamente por um barramento dedicado, sem concorrência. Quando um processador
necessita de dados que estão sendo processados ou armazenados no espaço de outro pro-
cessador, ele requisita e o processador proprietário dessa informação concede por passagem
de mensagens. Portanto, há a comunicação entre processador-processador, que é feita por
um canal (circuito de conexão), o qual pode ser um barramento especíﬁco ou uma rede.
Figura 2.4: Diagrama esquemático de uma arquitetura de memória distribuída.
A principal vantagem da arquitetura de memória distribuída é que o acesso à memória
local é muito mais rápido e sem conﬂito no acesso ao barramento, o que torna essa ar-
quitetura muito mais escalável. Contudo, o compartilhamento de dados nessa arquitetura
requer muito mais cuidado para que a sincronização dos dados seja mantida. Além disso,
a sincronização de dados nos sistemas de memória distribuída costuma ser delegada ao
programador, o que exige um maior esforço no desenvolvimento de aplicações para esses
sistemas.
Nas máquinas de memória distribuída, a comunicação inter-processo é, geralmente, feita
por meio de um paradigma de passagem de mensagem. Caso haja muita comunicação entre
os processos para a sincronia dos dados, o sistema pode ter um prejuízo no desempenho
devido ao overhead da comunicação.
Dessa forma, o principal problema em sistemas de memória distribuída está na gerência
da comunicação entre processadores. Portanto, a escolha da arquitetura paralela  memória
compartilhada versus memória distribuída  depende do comportamento dos dados. Sis-
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temas com poucas estruturas de dados globais, onde os dados são executados localmente,
e com pouca sincronização são candidatos a se beneﬁciarem de arquiteturas de memória
distribuídas. Por outro lado, sistemas que possuem poucas estruturas localizadas e que
precisam ter frequentes sincronizações de dados, se beneﬁciam da organização de memória
compartilhada.
Para grandes sistemas de computação paralela, uma arquitetura formada por clusters
de multiprocessadores é geralmente adotada. Esses clusters são organizados semelhante-
mente às arquiteturas de memória distribuída, mas os processadores individuais são sub-
stituídos por grupos de multiprocessadores simétricos. Essa disposição permite melhorar
as limitações de ambas as arquiteturas, aumentando a eﬁciência de cada nó individual
e permitindo escalar o sistema para acima dos milhares de processadores. A Figura 2.5
ilustra essa arquitetura, no qual cada unidade de processamento  da perspectiva da ar-
quitetura de memória distribuída  é um grupo de processadores organizados em memória
compartilhada.
Figura 2.5: Diagrama esquemático de uma arquitetura híbrida.
Nesse cenário, o presente trabalho apresenta um framework para execução em uma
arquitetura híbrida, distribuindo a carga de dados ao longo de um sistema de memória
distribuída, onde cada nó possui um conjunto de processadores, distribuindo assim o esforço
computacional em cada processador de cada nó.
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2.3.2 Processadores de Propósito Geral
Computadores podem resolver diversos tipos de problemas, desde que lhes sejam sub-
metidos diferentes programas, cada qual com um propósito especíﬁco. Com o intuito de
reutilizar um mesmo hardware, os processadores de propósito geral (PPGs) podem executar
diversos tipos de softwares, independente do propósito desses.
Atualmente, os PPGs possuem grande desempenho computacional, com recursos de
paralelização de instruções e de tarefas. Além disso, alguns conjuntos de instruções dedi-
cados para propósitos especíﬁcos têm sido incorporados nesses processadores. Por exemplo,
tecnologias como MMX e SSE [2], foram desenvolvidas para melhorar o desempenho do
processamento de mídias digitais. Instruções SIMD [75] têm sido incorporadas nos conjun-
tos de instruções para permitir explorar o paralelismo em nível de dados, o que permite
operar sobre dados de imagens e vídeos em baixo nível de forma muito eﬁciente.
Ainda que os processadores utilizados em computadores pessoais, servidores e estações
de trabalho tenham um grande poder de processamento, eles costumam ser grandes con-
sumidores de energia. Portanto, não são ideais para a utilização em dispositivos com
bateria. Além do consumo, o avanço nos processadores de propósito geral tem dado aos
usuários uma razoável experiência em aplicações de mídia digital. Por isso, os recursos dos
computadores pessoais tem sido referência para a industria de TV digital, no desenvolvi-
mento de softwares de visão computacional e de processamento de vídeo [61].
Neste cenário, devido à grande inﬂuência das aplicações de mídia digital e computação
gráﬁca voltadas ao usuário comum, que impulsionam a demanda por eﬁciência nos proces-
sadores de propósito geral, nos últimos 10 anos a indústria tem incorporado por padrão a
tecnologia de múltiplos núcleos nas CPUs comercializadas para o aumento do desempenho.
Porém, é possível observar que essa arquitetura de memória compartilhada, que já está in-
corporada na maioria dos computadores comercializados, ainda é vastamente aproveitada
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pelos softwares de mídia atuais. Logo, há boas perspectivas para a pesquisa e o desenvolvi-
mento de implementações de algoritmos paralelos para processamento de sinais [54].
2.3.3 Implementação para Arquiteturas Paralelas
Dada uma determinada arquitetura que suporte a execução de programas em paralelo,
o desenvolvimento e a implementação de um algoritmo paralelo consiste de quatro etapas.
A primeira consiste em identiﬁcar e criar os passos do algoritmo que podem ser executadas
em paralelo. A segunda consiste em adotar estratégias de simpliﬁcação para implementar
esses passos em paralelo. A terceira consiste na concretização do algoritmo em si, por
meio da escrita de um programa, que envolve a escolha de um paradigma de programação,
de um modelo, de uma linguagem de programação e de uma interface de implementação.
Por último, um estilo de programação e de implementação deve ser adotado para que a
aplicação funcione de acordo com o modelo, permitindo manutenibilidade do código.
Etapa 1 - Identiﬁcação do Paralelismo
A primeira etapa da paralelização consiste em identiﬁcar as porções de código onde o
paralelismo pode ser explorado. Para isso, deve-se manter o compromisso de que a corretude
do algoritmo deve ser a mesma, independente da implementação ser serial ou paralela. Isto
é, para um programa que realiza cálculos em paralelo estar correto, ele deve produzir os
mesmos resultados da versão serial. Mais especiﬁcamente, os resultados do programa não
devem depender da quantidade de processadores usada. A mudança na quantidade de 1
para n processadores deve impactar somente no tempo necessário para a resolução, nunca
sobre os resultados produzidos [52].
A identiﬁcação mais óbvia de condições de paralelismo consiste em determinar os está-
gios do programa que não compartilham dados. O processamento de dados independentes
geram módulos bem deﬁnidos, que em uma implementação serial consistiria de uma sequên-
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cia executável independente de ordem. Ou seja, se um algoritmo serial possui as etapas
e1, e2, . . ., en em que a produção do resultado seja o mesmo, independendo da ordem
em que elas são executadas, então essas etapas são candidatas à executarem em paralelo.
Contudo, quando há compartilhamento ou dependência dos dados, a identiﬁcação dessas
condições é menos trivial. Se um programa serial escreve em um local de memória em um
primeiro passo, e então lê esse local em um segundo, uma implementação paralela desses
dois passos pode causar uma leitura que antecede a escrita. Essa é uma situação conhecida
como condições de corrida, o que faz com que o algoritmo produza resultados incorretos
[77].
Para identiﬁcar as situações em que o paralelismo não é possível, Bernstein [12] formal-
izou um conjunto de condições em que as condições de corrida podem ocorrer. Assim, para
dois passos de computação, P1 e P2, eles podem ser executados em paralelo se nenhuma
das seguintes condições ocorrerem:
1. write-after-read (WAR): P1 lê de um local que, posteriormente, é escrito por P2 (ou
vice-versa);
2. write-after-write (WAW): P1 escreve em um local que, posteriormente, é sobrescrito
por P2 (ou vice-versa);
3. Read-after-write (RAW): P1 escreve em um local que, posteriormente, é lido por P2
(ou vice-versa);
Etapa 2 - Estratégia de Decomposição
A segunda etapa na preparação do programa para execução em paralelo consiste em
decompor os passos do algoritmo em partes que não gerem as condições de corrida men-
cionadas acima. A primeira forma de decomposição é identiﬁcar as fases em que exista
dependência entre os dados. Esse tipo de decomposição permite que diferentes proces-
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sadores executem diferentes tarefas. Essa abordagem explora o paralelismo de tarefas. Por
exemplo, um algoritmo de visão computacional pode delegar a um processador a tarefa
de segmentar regiões nos quadros, enquanto outro processador ﬁca encarregado de realizar
funções de ﬁltragem.
Outra estratégia de decomposição em paralelo consiste em sub-dividir os dados em
porções menores, aplicando a mesma operação nessas partições paralelamente, aprovei-
tando o paralelismo de dados. Um exemplo dessa abordagem, em um vídeo, pode consistir
de dividir um quadro com resolução 2000× 2000, em imagens de 200× 200, fazendo com
que 100 processadores independentes realizem a mesma operação nessas imagens, ao invés
de operar serialmente sobre o quadro inteiro.
Uma abordagem que combina o aproveitamento do paralelismo de dados com o de tarefa
é o pipelining. Essa abordagem divide um diferente estágio de computação em outros sub-
estágios sequenciais. Caso haja muitos dados independentes a serem passados pelo pipeline,
cada estágio pode ser realizado em um conjunto de dados independente ao mesmo tempo.
Por exemplo, em um vídeo, um algoritmo de visão computacional pode realizar em cada
quadro quatro operações: conversão de cor para escala de cinza, binarização da imagem,
segmentação e identiﬁcação das regiões. Cada uma dessas operações consiste de um estágio.
Assim, enquanto o primeiro quadro está no último estágio, o segundo pode ser processado
no terceiro, etc. Dessa forma, se cada um desses estágios for desenvolvido de forma que
execute no mesmo tempo, este pipeline provê um ganho no desempenho.
Etapa 3 - Modelo de Desenvolvimento
A terceira etapa do desenvolvimento de um software para computação em paralelo
consiste em escolher o modelo de programação. Essa escolha é de importância fundamental,
pois afeta a seleção do paradigma da linguagem de programação e a biblioteca escolhida
19
para implementação. Existem dois tipos básicos de modelos para desenvolvimento, os quais
são os modelos de memória compartilhada e os modelos com passagem de mensagem [58].
Modelos de programação de memória compartilhada, como sugere o nome, são voltados
para o desenvolvimento em arquiteturas de memória compartilhada. Ou seja, todos os da-
dos acessados pela aplicação são acessíveis por todos os processos. Assim, cada processador
pode buscar ou armazenar os dados em qualquer posição da memória sem se comunicar
com outro processador. Esse modelo se caracteriza pela necessidade de sincronização das
estruturas de dados.
Modelos que utilizam passagem de mensagens correspondem ao modelo de abstração
de arquiteturas de memória distribuída. Assim, cada processador possui um conjunto de
dados particular e os dados são compartilhados por troca de mensagens. Nesse modelo, as
primitivas de envio e recebimento são utilizadas para sincronização dos dados.
Esses dois modelos, embora formem duas abstrações que correspondem às arquiteturas
correspondentes, sua utilização não é restrita. Isto é, há a possibilidade de implemen-
tar um sistema de memória compartilhada que execute em uma arquitetura de memória
distribuída por meio de middlewares que realizem essa interface [7]. Por outro lado, o
modelo de passagem de mensagens pode ser utilizado para funcionar sobre um sistema de
memória compartilhada, abordagem muito comum em arquiteturas de multiprocessadores
simétricos.
Etapa 4 - Implementação
Finalmente, esta é a última etapa, e ela é consequência da escolha do modelo de de-
senvolvimento, que consiste do estilo de implementação. Para explorar o paralelismo de
tarefas, a implementação de um modelo cliente-servidor, onde um processo executa uma
tarefa e delega a outro processo uma segunda tarefa, é um forte candidato.
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Para aproveitar o paralelismo de dados, os programas devem paralelizar as etapas it-
erativas. Isso se dá porque iterações representam tarefas redundantes, que costumam ser
utilizadas para separar passos de computação em programas seriais, mas que costumam
caracterizar etapas separáveis em blocos independentes e processáveis em paralelo. Para
esse objetivo, há a paralelização das iterações (operações redundantes) em memória com-
partilhada e para modelos de passagem de mensagens.
Em sistemas de memória compartilhada, essa decomposição pode ser representada como
uma iteração paralela. Há uma série de tecnologias que permitem esse tipo de abordagens,
tais como OpenMP [18], pthreads [74], CUDA [72] etc. Segundo Bernstein [12], iterações
formam as condições que mais favorecem a paralelização de programas sem condições de
corrida e sem sincronização. Para isso, basta que elas não tenham em seu corpo as condições
WAR, WAW e RAW. Caso haja essas condições, as variáveis que geram conﬂitos devem
ser tratadas como regiões críticas e sincronizadas. Essas regiões críticas são porções de
memória que devem ter a garantia de serem acessadas somente por um processador de
cada vez.
Modelos que utilizam passagem de mensagens implementam o estilo de desenvolvi-
mento chamado Single Program, Multiple Data (SPMD) [46, 48]. Nesse paradigma todos
os processadores executam exatamente o mesmo código, mas aplicando as instruções em
porções de dados diferentes, exatamente como na deﬁnição de paralelismo de dados. No
início da execução, as variáveis escalares são replicadas entre os processadores, que as
tomam como propriedade e as isolam dos outros processadores. Se houver necessidade
de compartilhamento dos valores dessas variáveis, caberá ao programador explicitar esse
comportamento, fazendo com que a informação seja trocada por passagem de mensagens.
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2.4 Paralelismo em Processamento de Vídeo
Operações em vídeo digital são classiﬁcadas em três níveis, as quais são de controle,
de características e de pixels. Esses níveis se diferem pela forma como estão relacionados
com os dados de entrada, consistindo de três níveis semânticos diferentes [22, 24, 67].
Processamento em nível de pixels é a abstração de mais baixo nível, consistindo em pegar
um conjunto de pixels como entrada e produzir outro conjunto de pixels como saída.
Processamento em nível de características consiste em ter como entrada um conjunto de
pixels e extrair atributos como saída. O nível mais elevado de operações, o nível de controle,
consiste em usar como entrada um conjunto de pixels e interpretar seus atributos, a ﬁm
de produzir um processamento baseado nessa informação.
Como pode ser notado na Figura 2.6, essa classiﬁcação é hierárquica porque o nível mais
alto depende de um conjunto de operações de um nível abaixo. Assim, as operações em
níveis de pixels são mais numerosas que em nível de características, que são mais numerosas
que em nível de controle. Essa hierarquia deve ser considerada em uma implementação
paralela, pois o ganho na velocidade nos níveis mais baixos implica em um aumento no
desempenho das operações dos níveis superiores.
Figura 2.6: Hierarquia das operações em processamento de vídeos.
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2.4.1 Paralelismo em Nível de Pixels
As operações de mais baixo nível são aquelas que simplesmente transformam dados de
pixels em dados de pixels. Isso signiﬁca que essa operação tem como entrada e saída valores
possíveis para os pixels de um frame. Operações em nível de pixels incluem transformações
em espaços de cores, ﬁltragens, realce de bordas, transformação de domínios, entre outros.
Este é o principal escopo de estudo na área de processamento de imagens e vídeos. Assim, o
principal objetivo das operações em nível de pixels é editar a imagem para uma determinada




Figura 2.7: Paralelismo em nível de pixel : (a) ponto-a-ponto, (b) vizinhança e (c) de-
pendência global.
Processamento em nível de pixels recebe três classiﬁcações, as quais são ponto-a-ponto
(ou pontual), dependente da vizinhança local e globalmente dependente [51]. O proces-
samento ponto-a-ponto é formado por operações que utilizam um pixel como entrada e
retornam outro pixel como saída, independente da informação de qualquer outro pixel no
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vídeo. Operações de aritmética de pixels, operações lógicas, e correção gama são exemplos
de processamentos em nível de pixels. Operações desse tipo são candidatas óbvias à par-
alelização devido à independência dos dados por instrução. Na Figura 2.7-(a) é ilustrada
uma operação pontual, onde a operação efetuada no pixel destacado é feita sem qualquer
dependência com outros pixels do vídeo.
Processamento dependente da vizinhança local, como o nome sugere, é aquele em que
as operações efetuadas em um dado pixel são dependentes dos dados da vizinhança deste
pixel. Em outras palavras, as operações são mais complexas que aquelas efetuadas ponto-
a-ponto e a paralelização dessas operações são mais restritas, pois a independência dos
dados processados não é mais pontual, mas restringida às áreas inter-dependentes. A
Figura 2.7-(b) ilustra uma operação que gera uma área de dependência. Nessa ﬁgura, o
pixel mais escuro é o transformado e a área que o contorna forma a vizinhança, que também
é entrada para o algoritmo usado no processamento. Esse conjunto formado por pixel e
vizinhança gera o pixel ilustrado em verde no quadro de saída. Essa é uma característica
muito comum em diversos problemas de processamento de imagens e vídeos, como, por
exemplo, os algoritmos de ﬁltragem espacial [50].
Processamento com dependência global é formado por operações que utilizam todos
os pixels do quadro como vizinhança para saída de um único pixel, conforme ilustrado
na Figura 2.7-(c). Esse tipo de dependência costuma gerar iterações computacionalmente
custosas, pois para cada pixel no quadro de entrada, todos os demais também são entradas.
Além disso, há uma grande dependência dos dados, o que desfavorece a paralelização em
nível de dados, requerendo algoritmos paralelos mais complexos. Contudo, esse tipo de
problema é muito comum, tendo a transformada discreta de Fourier e as transformadas
wavelets [34] como exemplos.
Os problemas mais notáveis relacionados ao processamento em nível de pixels são aque-
les que utilizam operações matriciais. Álgebra linear é extensamente utilizada em proces-
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samento de sinais digitais, sendo que a maioria dos algoritmos projetados para processar
vídeos utilizam algum processamento de dados matriciais. Portanto, algoritmos que en-
volvem operações sobre matrizes são pontos-chave que merecem ser paralelizados.
O paralelismo no nível de pixel ocorre trivialmente quando aplica-se a simpliﬁcação
de dados por particionamento, onde cada partição é um único pixel ou uma região inde-
pendente. Assim, problemas deﬁnidos no nível mais baixo da hierarquia possuem como
entrada dados facilmente estruturáveis, que favorecem o paralelismo em nível de dados.
2.4.2 Paralelismo em Nível de Características
Como o nome sugere, o nível de características consiste em utilizar as informações
obtidas no nível de pixels para caracterizar propriedades do vídeo. Portanto, algoritmos
que atuam neste nível de abstração se caracterizam por reduzir a quantidade de dados,
quando comparados entrada e saída. Assim, a segmentação para detecção de regiões de
interesse, extração de bordas, redução de dimensionalidade (LDA [29], PCA [66], etc.) e a
extração de informações estatísticas são exemplos de operações deﬁnidas neste nível.
Dessa forma, enquanto algoritmos que trabalham em nível de pixels resolvem comple-
tamente alguns problemas, tais como correção gama e suavização de ruídos, os algoritmos
que atuam no nível de características costumam ter como objetivo a redução e a preparação
dos dados para um pós-processamento pelo nível de controle. No contexto do processa-
mento simpliﬁcado, o nível de características é o que gera as regiões de interesse para o
processamento seletivo. Algumas operações neste nível intermediário podem ser facilmente
estruturadas para aproveitar o paralelismo em nível de dados.
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2.4.3 Paralelismo em Nível de Controle
Processamento de controle é aquele que utiliza os dados do nível de característica para
inferir informações. Essas informações interpretadas, geralmente, são utilizadas para o
controle do ﬂuxo de processamento da aplicação, inserindo uma compreensão semântica da
informação. Sendo assim, não são raros os casos em que os algoritmos que trabalham em
nível de controle sejam de inteligência artiﬁcial ou de aprendizado de máquina. Por isso, o
nível de controle é o principal escopo da área de visão computacional.
Algoritmos em nível de controle realizam operações de classiﬁcação de regiões, recon-
hecimento de padrões ou tomam decisões com base nos dados gerados pelos algoritmos
em nível de características. Esses tipos de tarefas são caracterizadas, principalmente, por
operações de controle, com poucas repetições ou operações aritméticas redundantes. As-
sim, esses algoritmos possuem mais características seriais do que paralelas. Devido à essas
propriedades, algoritmos no nível de controle tendem a ter dados irregularmente estrutu-
rados, com pouca redundância nos dados, o que os torna mais propensos a aproveitarem o
paralelismo em nível de instrução.
2.5 Métricas de Análise
As métricas de análise buscam especiﬁcar critérios de comparação de alguma grandeza
com o intuito de avaliar o desempenho do dado analisado com alguma referência. Essas
métricas, geralmente, fornecem valores quantitativos que servem de indicadores para análise
dessa grandeza.
Este conceito é muito relativo ao problema em que a métrica é aplicada. No contexto
deste trabalho, tomam-se as métricas para desempenho do algoritmo em relação ao tempo
e as métricas para analisar a desempenho de um vídeo em relação à sua qualidade visual.
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2.5.1 Métricas de Desempenho de Algoritmos Paralelos
Implementar algoritmos paralelos é uma tarefa complexa, que consiste em otimizar
a relação entre a divisão das tarefas em paralelo e a sincronização dos dados divididos.
Essa relação ótima deve ser buscada porque, geralmente, o desempenho de um programa
paralelo não aumenta automaticamente com o número de processadores.
Para obter um melhor desempenho, o desenvolvedor deve considerar diversos fatores.
O primeiro é o balanceamento de carga entre os processadores que estão executando em
paralelo, evitando que alguns deles consumam mais tempo de execução, enquanto outros
ﬁquem ociosos. O segundo fator é o problema do algoritmo ser muito complexo, com
muitos passos ou muitas estruturas de dados. Nesse caso, a implementação deve ser cuida-
dosamente escrita para evitar conﬂitos na sincronia dos dados ou cair no primeiro fator de
inﬂuência. Outro fator que deve ser considerado é que todo algoritmo possui características
paralelas e seriais em etapas distintas.
Assim, uma implementação pode reduzir muito o tempo de computação paralelizando
algumas etapas do algoritmo. Entretanto, este ganho pode não compensar o esforço se a
etapa serial for demorada demais. Por outro lado, uma implementação totalmente serial,
mas que aproveita corretamente essa característica com pipelining, pode ter um custo-
benefício melhor. Por isso, é importante a análise quantitativa de uma implementação em
paralelo para conhecer o ganho obtido [71].
Um programa de computação em paralelo ideal é aquele em que o tempo de execução
é reduzido por um fator inversamente proporcional ao número de processadores usados, ou
seja, se há dois processadores executando em paralelo, o tempo de execução deve cair pela
metade, se comparado com o tempo que seria gasto com um único processador. Assim,
se três processadores são usados, o tempo deveria cair para um terço; se quatro, o tempo
deve ser reduzido por quatro, e assim por diante. Formalmente, essa relação é calculada
como uma grandeza chamada de speedup [21].
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O speedup é deﬁnido como a razão do tempo de execução em um único processador e o





onde τ(n) é o tempo de execução para n processadores.
Uma aplicação é dita escalável se o speedup em n processadores é próximo a n. Ade-
mais, a escalabilidade possui um limite. Isto é, a quantidade de operações em paralelo
na aplicação é ﬁnita, e a distribuição em mais processadores começa a degradar o desem-
penho. Assim, o programador deve ter como objetivo desenvolver um sistema que otimize
a escalabilidade.
Dada a importância da escalabilidade para o sucesso de uma implementação em par-
alelo, quando os tempos de execução de programas paralelos não executam conforme a
Equação 2.3, é importante que eles possam ser mensurados por meio do speedup. Assim,
Gustafson [37] apresenta uma deﬁnição de speedup escalável como sendo a medida que
especiﬁca se uma aplicação é escalável se, devido ao crescimento de processamento propor-
cional ao crescimento do número de processadores, o tempo de execução continuar sendo
o mesmo.
Todavia, a escalabilidade pode não ser obtida por quatro razões principais. A primeira
delas ocorre quando o algoritmo possui muitas etapas seriais. A segunda é quando uma
das etapas seriais do algoritmo é predominante no tempo de execução. Assumindo-se que
τs é a soma dos tempos das etapas seriais e τp é a soma dos tempos das etapas em paralelo,









Isso signiﬁca que o speedup total é limitado pela razão do tempo executado serialmente em
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relação ao tempo executado em paralelo. Essa relação é conhecida como lei de Ambdahl
[6].
O terceiro impedimento da escabilidade ocorre em aplicações com um alto número de
comunicações ou sincronizações de dados. Isso é, as etapas seriais do algoritmo executam
rapidamente e aparecem, frequentemente, entre as etapas paralelas, então o custo da sin-









onde c é o número de comunicações realizadas para a sincronização. Portanto, da equação
acima é possível notar que se c é um valor alto, o valor no denominador é predominante
[30]. Isso signiﬁca que aumentando-se o número de processadores comunicantes, o valor do
speedup começa a declinar.
Finalmente, o quarto impedimento para não se obter escalabilidade é a carga de dados
desbalanceada. Se um sistema paralelo está desbalanceado, onde um único processador
captura metade da carga de dados para o processamento, este sistema terá o speedup máx-
imo de dois, não importando quanto outros processadores estejam envolvidos. Portanto,
uma das maiores preocupações em sistemas distribuídos consiste em distribuir adequada-
mente a carga de dados para que todos os processadores trabalhem igualmente.
2.5.2 Métricas de Desempenho para Simpliﬁcações de Implemen-
tação
O objetivo do processamento simpliﬁcado é reduzir o espaço (consumo de memória)
ou o tempo de processamento. Para esse último caso, este trabalho toma emprestado o
conceito de speedup utilizado para mensurar o desempenho de programas paralelos. Assim,
adapta-se a Equação 2.3 para medir o ganho ao adotar uma simpliﬁcação.
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Para calcular o ganho em desempenho total, deve-se considerar o tempo de proces-
samento utilizando-se 1 processador (serial) sem nenhuma simpliﬁcação. Considera-se
que C é um algoritmo e S corresponda à versão deste algoritmo simpliﬁcado, τC(n) é
o tempo de execução do algoritmo C e τS(n) é o tempo de execução do algoritmo S tal






tal que τc é o tempo de execução das partes complexas (não-simpliﬁcadas), e τs é o tempo
de execução das partes simpliﬁcadas, considerando m simpliﬁcações.
2.5.3 Métricas Objetivas de Qualidade Visual
Métricas de qualidade tem o objetivo de em medir o nível de degradação da qualidade
visual da imagem após qualquer tipo de processamento, incluindo transmissão e com-
presão. No caso de sinais que envolvem o sistema perceptual humano (tais como imagens e
vídeos) há duas formas de mensurar a qualidade, as quais são qualitativamente (subjetiva)
e quantitativamente (objetiva).
A análise subjetiva de um vídeo consiste em apresentar um conjunto de vídeos para
um expectador e pedir a opinião sobre eles. Considerando que diferentes ações (de trans-
missão ou processamento) podem inserir distorções e artefatos, a ideia é perguntar qual
a sequência (entre as apresentadas) possui melhor qualidade. Sendo assim, esse tipo de
análise requer recursos humanos (voluntários), tempo e ﬁnanceiros. Dessa maneira, mod-
elos computacionais que mensurem a qualidade de vídeo de forma automática se tornam
fundamentais para diversas aplicações.
De forma contrária à análise subjetiva, a análise objetiva de um vídeo consiste em
utilizar apenas os dados para determinar a qualidade da informação, permitindo que al-
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goritmos computacionais calculem essa qualidade. Assim, há duas abordagens a serem
tomadas. A primeira consiste em considerar apenas o conteúdo dos dados analisados, o
que mede a ﬁdelidade do sinal analisado em relação ao sinal original. Métricas como o erro
quadrático médio ( mean square error, MSE) e a relação sinal ruído de pico (peak signal
noise ratio, PSNR) são exemplos famosos desta abordagem.
A segunda abordagem de medidas objetivas consiste em considerar informações do
sistema visual humano (SVH). Essas medidas objetivas são categorizadas de acordo com
a relação entre o sinal original e o SVH. Ou seja, quanto mais informações sobre o sinal
original, maior a capacidade de utilizar essas informações para a medida de qualidade.
Assim, essas métricas são de referência completa (utilizam todo o sinal original), referência
reduzida (parte da informação do sinal original) ou sem referência (considerando apenas o
sinal analisado e conhecimentos do SVH) [27].
Dentro dessas métricas objetivas disponíveis, o tipo mais adequado depende do tipo de
aplicação. Por exemplo, um sistema de transmissão em tempo real que precise monitorar a
qualidade do vídeo recebido provavelmente não terá disponível todo o vídeo original para
utilizar referência completa. Nesse caso, uma quantidade menor de informação pode ser
enviada para que o receptor analise a qualidade do que está recebendo, permitindo que
uma métrica de referência reduzida seja utilizada.
Dentro do contexto deste trabalho, onde as informações das simulações serão apresen-
tadas no Capítulo 5, apenas métricas de referência completa são utilizadas. Dentro das
métricas disponíveis, são utilizadas a PSNR e a SSIM [40].
Relação Sinal Ruído de Pico (PSNR)
A relação sinal ruído de pico (peak signal to noise ratio) é uma métrica de comparação
da ﬁdelidade que relaciona o máximo possível de potência de um sinal com a potência
do ruído (erro). A unidade é o decibel (dB). Assim, embora seja uma métrica geral para
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medir a distorção de sinais, no caso de vídeos, o PSNR é a relação entre a entrada e a
saída de um processo de transmissão ou processamento [34]. Matematicamente, o PSNR é







onde PICO é o valor máximo possível para o sinal (geralmente, 255 para vídeos), e MSE
corresponde ao erro médio quadrático (Mean Square Error, MSE). O MSE é calculado






‖xi − yi‖2, (2.8)
onde M é a dimensão do sinal, x é o sinal de referência e y é o sinal analisado.
Assim, quanto maior o valor do PSNR, maior é a relação entre a potência do sinal e a
potência do ruído, o que implica em uma maior ﬁdelidade entre o sinal analisado e de refer-
ência. Valores de PSNR entre os 30dB e os 40dB são considerados aceitáveis. Em imagens,
quando tem-se valores de PSNR acima de 40dB, os artefatos são quase imperceptíveis para
o olho humano [41].
Índice de Similaridade Estrutural (SSIM)
SSIM ( structural similarity) é uma métrica de referência completa onde o algoritmo
utiliza a imagem original e sua versão degradada para obter uma estimação da qualidade
visual da imagem degradada. O processo de comparação entre a referência e a imagem
analisada é feito em um espaço de parâmetro tridimensional, onde os parâmetros são
combinados a ﬁm de gerar um único valor numérico, que permite deﬁnir a qualidade da
imagem [89]. A ideia é esse valor concordar com os resultados obtidos a partir da análise
subjetiva dos observadores humanos.
32
O algoritmo que computa a SSIM relaciona a imagem de referência x com a imagem
analisada y, considerando informações de luminância l(x, y), contraste c(x, y) e estrutura
































são constantes tais que K1 < 1 e K2 < 1 e L = 255 [27]. Assim, a fórmula geral da métrica
SSIM é dada pela Equação 2.15,









onde µ e σ corresponde à média e ao desvio padrão da amostra, respectivamente, e σxy à
amostra de covariância.
Essa métrica foi escolhida para este trabalho porque consiste em um método robusto,
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sendo popular devido ao seu desempenho. Por isso, alguns softwares já utilizam essa
métrica em produção, tal como o software de referência do codiﬁcador H.264 [78, 88].
2.6 Considerações Finais
Neste capítulo foram apresentados os conceitos teóricos que servirão como embasamento
e referência nos próximos capítulos deste trabalho. O primeiro conceito apresentado foi a
descrição do problema de aumento de resolução de imagens e vídeos. Conforme descrito
na Seção 2.1, matematicamente esse problema consiste em um modelo linear onde os dois
operadores (H e S) precisam ser determinados a ﬁm de obter a solução yh.
Para obter esses operadores, diversas abordagens podem ser utilizadas, assim como
apresentado no Capítulo 1. Além disso, o problema da determinação e modelagem desses
operadores pode ser reduzido à um outro problema de otimização. Nesse trabalho serão
adotadas três abordagens para solucionar esse problema da super-resolução, conforme será
explicado no Capítulo 3.
Além da formulação geral do problema da super-resolução, este capítulo deﬁniu e ex-
planou sobre o conceito de simpliﬁcação, que consiste em encontrar estratégias para reduzir
o tempo de processamento ou o consumo de memória. Esses conceitos serão utilizados no
Capítulo 4, onde o framework proposto é ﬁnalmente detalhado. Também no Capítulo 4
serão utilizados os conceitos discutidos na Seção 2.3, uma vez que o framework proposto
é desenvolvido para processamento paralelo. Finalmente, a Seção 2.5.1 explicou como
funcionam as métricas que serão usadas no capítulo de resultados (Capítulo 5).
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Capítulo 3
Algoritmos de Aumento de Resolução
O problema de aumentar a resolução espacial consiste em re-amostrar os pixels em uma
imagem de dimensões maiores (alta-resolução), mantendo uma relação com os valores de
pixels da imagem a ser aumentada (baixa-resolução). Isto é, para um fator de aumento P ,
a partir da imagem de baixa-resolução zl de tamanho h × w, deve-se espalhar os pixels
em uma matriz yh de dimensões H ×W , onde W = Pw e H = Ph. Em seguida, a partir
das informações espalhadas em yh, deve-se preencher os pixels que formam espaços em
branco.
Essa ideia é ilustrada na Figura 3.1, a qual é mostrada como o bloco com dimensões
2 × 2, contendo os pixels A, B, C e D, são espalhados em um outro subconjunto, que
equivalerá a esse bloco redimensionado com dimensões 8×8. Na Figura 3.1-(b), esse bloco
de tamanho 2 × 2, ao ser espalhado no bloco 8 × 8, gera uma matriz esparsa, o que
introduz os espaços em branco que precisam ser preenchidos pelo algoritmo de aumento
de resolução.
As coordenadas dos pixels A, B, C e D podem ser mapeadas da imagem de baixa-
resolução para a imagem de alta-resolução. Uma vez feito o mapeamento dessas coor-
denadas, é necessário um algoritmo que re-amostre a intensidade dos pixels na imagem
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transformada. Geralmente, isso é feito por um processo de interpolação. Assim, mesmo
em algoritmos de super-resolução, que utilizam técnicas mais elaboradas para estimar esses
espaços em branco, a interpolação é comumente utilizada, sendo associada aos operadores
de redução dimensional e de borramento, os quais foram apresentados na Seção 2.1.
(a) (b)
Figura 3.1: Espalhamento dos pixels no aumento de resolução. (a) Um conjunto de pixels
selecionado, (b) Espalhamento dos pixels A, B, C e D na imagem ampliada.
3.1 Redimensionamento de Imagens Usando Interpolação
Para os métodos de interpolação, a forma ingênua de re-amostrar consiste em preencher
os espaços vazios com os valores dos pixels espalhados que estão mais próximos. Por isso,
essa abordagem é chamada de método do vizinho mais próximo. As Figuras 3.2-(a) e 3.2-
(b) ilustram, respectivamente, tal abordagem para um bloco de tamanho 4 × 4, sendo
aumentado para outro bloco 8× 8. Os espaços vazios (em branco) são preenchidos com
os valores dos vizinhos mais próximos, resultando na Figura 3.2-(c). Nessa ampliação por
um fator dois, tem-se a impressão de que o pixel simplesmente quadruplicou de tamanho.
Sendo assim, esse método tem como vantagem o fato de não inserir cores diferentes da
imagem original, embora apresente uma distorção evidente.
Outra abordagem é utilizar métodos derivados de interpolação linear. Esses são méto-
dos numéricos que servem para estimar o valor de um ponto não-amostrado a partir do
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(a) (b) (c)
Figura 3.2: Passos do algoritmo de interpolação do vizinho mais próximo. (a) imagem
4× 4 a ser ampliada, (b) pixels espalhados em uma matriz 8× 8 (fator de ampliação 2), e
(c) espaços em branco preenchidos com valores do pixel mais próximo.
valor de outros pontos amostrados, utilizando uma função linear [69]. Contudo, para dados
com representação bidimensional, como é o caso de imagens, é necessária uma generalização
da interpolação linear, conhecida como interpolação bilinear [34].
No contexto de imagens, a ideia da interpolação bilinear é parecida com a do vizinho
mais próximo. Isto é, preencher os espaços em branco da imagem aumentada com base nos
valores dos pixels vizinhos. Contudo, como o próprio nome sugere, ao invés de simplesmente
replicar o valor dos pixels, utiliza-se uma combinação de interpolações lineares para estimar
uma pequena resolução da imagem original. Isso suaviza os efeitos de serrilhado observado
na replicação dos vizinhos mais próximos, pois dissolve os valores das cores dos pixels
nos espaços em branco.
Para isso, utilizam-se os pontos A, B, C e D espalhados na Figura 3.1-(b), tendo
como objetivo encontrar a cor do pixel r. Primeiramente, estima-se o valor temporário i,






De forma análoga, estima-se uma segunda variável temporária j, utilizando interpolação
linear com os valores dos pixels C e D, conforme é mostrado na equação abaixo,




Finalmente, combina-se os valores de r1 e r2, interpolados na dimensão horizontal, numa
nova interpolação linear, que produz o valor interpolado de r, como mostrado na equação




Além da interpolação bilinear, existem outras abordagens para interpolar pontos em
uma imagem re-amostrada. Teoricamente, qualquer método numérico que permita inter-
polar pontos em uma malha bidimensional pode ser usado para estimar os espaços em
branco de uma imagem ampliada. Sendo assim, métodos derivados da interpolação de
Lagrange e de Hermite [69] (como é a interpolação bilinear e a bicúbica) podem ser adap-
tados para aumento dimensional em imagens. Métodos como de Newton-Gregory [91],
splines, método de Lanczos [25] e diversos outros algoritmos de interpolação multivariada
também podem ser utilizados para este ﬁm, conforme mostrado por Todd Wittman [92].
Em termos computacionais, os demais métodos de interpolação são mais custosos que
o método do vizinho mais próximo, pois introduzem mais operações aritméticas do que
simplesmente a cópia dos pixels ao lado. Porém, esses métodos produzem resultados com
menor quantidade de artefatos de blocagem. Como consequência, eles tendem a produzir
um efeito de suavização no lugar dos blocos introduzidos pelo método do vizinho mais
próximo, o que também implica em alteração dos níveis de cor com relação à imagem
original, onde a Figura 3.3 ilustra esses efeitos. A imagem apresentada na Figura 3.3-(a)
é a referência original que, ao ser reduzida em um quarto do tamanho e re-ampliada pelos
métodos do vizinho mais próximo, bilinear e bicúbico, produz as imagens apresentadas na
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Figura 3.3-(b), (c) e (d). A Figura 3.4 ilustra graﬁcamente o comportamento do resultado
a partir desses métodos.
(a) (b)
(c) (d)
Figura 3.3: Efeitos dos métodos de interpolação utilizando um fator de redução e ampliação
de 4. (a) Original, (b) Vizinho mais próximo, (c) Bilinear e (d) Bicúbico.
Assim, diferentes tipos de distorções são produzidas pelas diferentes abordagens. Tais
distorções são evidenciadas quando observa-se a diferença absoluta entre a imagem de
referência e a imagem re-amostrada com um algoritmo de interpolação, conforme ilustrado
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(a) (b) (c)
Figura 3.4: Gráﬁco das curvas de valores das intensidades dos pixels utilizando os métodos
de interpolação. (a) vizinho mais próximo, (b) bilinear e (c) bicúbico.
na Figura 3.5. Essa imagem apresenta quatro ﬁguras, onde a primeira (a) ilustra o gradiente
da imagem original, que realça as regiões de contorno e detalhes dessa imagem. As imagens
(b), (c) e (d) mostram a diferença da interpolada com a imagem de referência, ilustrando
como o processo de aumento por interpolação pode ser visto como um processo que introduz
um erro no gradiente.
Dessa forma, nota-se na Figura 3.5 que quanto mais clara for a região, maior será o
erro de estimação da intensidade da cor pelo algoritmo de interpolação. Como é possível
notar, as principais informações perdidas pela re-amostragem são informações de contorno
e detalhes, que equivalem às informações de alta-frequência.
Além disso, observando o gradiente da imagem (Figura 3.5-(a)), é possível notar que
essa operação se assemelha muito com os erros (diferenças) das imagens interpoladas com
a original. Por causa disso, algoritmos mais robustos de aumento de resolução de imagem
funcionam tentando estimar parâmetros que minimizem essa diferença, relacionando o
erro com o gradiente para, dessa forma, obter uma matriz tal que, ao somar com a matriz
interpolada, se aproxime com mais precisão da imagem de referência. Por isso, entender o
funcionamento dos algoritmos de interpolação é importante no contexto deste trabalho.
Contudo, embora existam diversos métodos de interpolação para se re-amostrar a im-




Figura 3.5: Gradiente da imagem original e a diferença entre o resultado por interpolação
e a original no tamanho da ampliação. (a) Gradiente gaussiano da imagem, (b) Vizinho
mais próximo, (c) Bilinear e (d) Bicúbico.
para o escopo deste trabalho, pois a interpolação bilinear já possui as propriedades de atuar
como operador de redução espacial e inserir um ruído gaussiano (borramento) na imagem
escalada. Por isso, os estágios dos algoritmos apresentados nas próximas seções que neces-
sitam de interpolação utilizam o método bilinear.
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3.2 Super-resolução via Métodos Bayesianos
O primeiro método utilizado foi proposto por Villena et al. [84], no artigo Bayesian
Combination of Sparse and Non-sparse Priors in Image Superresolution. A abordagem
desse trabalho parte do princípio de que as imagens de baixa-resolução obtidas de uma
câmera provêm informações adicionais que permitem reconstruir uma imagem em alta-
resolução. As informações consideradas são relacionadas ao registro, onde o movimento
entre as imagens de baixa-resolução é estimado para a etapa de reconstrução, onde a
imagem em alta-resolução pode ser recuperada a partir de um conjunto de imagens de
baixa-resolução.
O trabalho de Villena consiste em uma abordagem Bayesiana. Nesse tipo de abordagem,
um modelo é fundamental para reconstruir as imagens de alta-resolução . Assim, diversos
modelos Bayesianos para resolver o problema da suavização gerada pela interpolação são
mencionados, tais como aqueles que utilizam auto-regressão condicional (SAR), baseado
em wavelets [9], variação total (TV) [8], etc. Todos esses modelos, contudo, possuem a
característica de eliminar (parcialmente) ou corromper as componentes de baixa frequência
do sinal. Como consequência, pode haver imagens com regiões de bordas suavizadas ou
com presença de distorções de alta-frequência (ruído).
Villena assume que o processo de geração da imagem de alta-resolução yh dependa de
L imagens de baixa-resolução ykl , tal que k = 1, . . . , L. Todas as imagens y
k
l possuem a
mesma dimensão N = h × w pixels. A imagem de alta-resolução yh possui PN pixels,
onde P > 1 é o fator de aumento. Assim, as imagens ykl e x são transformadas para
uma representação vetorial unidimensional de tamanho N × 1 e PN × 1, respectivamente.
Além disso, um conjunto de vetores de movimento sk modelam a translação e rotação
da imagem yh. Assim, o processo introduz efeitos de deslocamento, de borramento e de
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sub-amostragem, modelados utilizando a seguinte equação:
ykl = AHkC(sk)yh + nk = Bk(sk)yh + nk, (3.4)
onde Bk = AHkC(sk) é um sistema matricial de tamanho N×PN , A é o operador de sub-
amostragem de tamanho N ×PN , Hk é o operador de borramento de tamanho PN ×PN ,
C(sk) é o operador de distorção de tamanho PN × PN , gerado pelo conjunto de vetores
de movimento sk, e nk é um ruído de amostragem de tamanho N × 1.
Os vetores de movimento sk = (ωk, ck, dk) consistem em movimentos translacionais e
rotacionais, onde ωk é o ângulo de rotação, ck é o deslocamento horizontal e dk o deslo-
camento vertical. Além disso, as matrizes de borramento Hk são assumidas como sendo
conhecidas, podendo ser estimadas pela aplicação de um ﬁltro passa-baixa. Assim, os
efeitos de sub-amostragem, borramento e ruído são sintetizados na matriz Bk(sk), ba qual
cada pixel da imagem de alta-resolução de yh é mapeado para um pixel na imagem de baixa-
resolução, ykl . Assim, o problema consiste em estimar a imagem de yh (alta-resolução) a
partir de um conjunto de imagens {ykl } usando as informações conhecidas de {C(sk)} e
{nk}.
No caso dos vetores de movimento, como pressupõe-se que eles são gerados de movi-
mentos em yh, Villena propõe um modelo em dois estágios. O primeiro deles consiste em
modelar o processo de aquisição, a imagem desconhecida yh e os vetores {sk}. Assim, ele
supõe que para determinar yh existem m modelos que possam ser combinados. Esses mod-
elos são denotados por pi(yh|αi), onde i = 1, 2, . . . ,m. O vetor yl = {ykl } também é um
processo aleatório, correspondente à distribuição condicional p(yl|yh, {sk}, {βk}). Dessa
maneira, essas distribuições dependem de dois novos parâmetros adicionais, αi e {βk}, que
são modelados no segundo estágio do modelo.
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Assumindo-se que nk é um ruído-branco gaussiano de média zero e variância βk, as
probabilidades condicionais das imagens ykl são dadas por






Considerando-se também que há independência estatística entre as imagens de baixa-
resolução, o que faz com que a probabilidade condicional do conjunto de imagens de
baixa-resolução yl possa ser expresso como
p(yl|yh, {sk}, {βk}) =
L∏
k=1
P (ykl |yh, sk, βk). (3.6)
Para calcular C(sk)x, é denotada como (uk, vk) a coordenada dos pixels da imagem
de alta-resolução distorcida. Nesse ponto, a distorção é obtida reduzindo-se a imagem de
referência e redimensionando-se novamente, utilizando interpolação bilinear. Sendo (u, v)
a coordenada de referência da imagem de alta-resolução, deﬁne-se ∆uk e ∆vk como sendo
as coordenadas da k-ésima variação da distorção em relação à yh,
∆uk = uk − u = ucos(θk)− vsin(θk) + ck − u (3.7)
e
∆vk = vk − u = usin(θk) + vcos(θk) + dk − v. (3.8)
Como a imagem em alta-resolução é indeterminada, a interpolação bilinear é utilizada para
aproximá-la. Após essa aproximação, rotaciona-se para gerar as distorções.
Em seguida, denotando-se [ak(sk), bk(sk)]T como o vetor de diferença entre os pixels na
posição (uk, vk) e o pixel na imagem de alta-resolução original. Esses vetores são calculados
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pelas seguintes equações,
ak(sk) = ∆uk − b∆ukc (3.9)
e
bk(sk) = ∆vk − d∆vke. (3.10)
Usando a interpolação bilinear, C(sk)x pode ser aproximado como
C(sk)x ≈ Dbk (I −Dak)Lbl + (I −Dbk)DakLtr + (I −Dbk) (I −Dak)Ltlx+DbkDakLbr,
(3.11)
onde Dak e Dbk denotam as matrizes diagonais dos vetores ak(sk) e bk(sk). As matrizes
Lbl, Ltr, Ltl e Lbr correspondem aos operadores que geram os pixels ao redor da posição
(uk, vk).
A qualidade da imagem de alta-resolução estimada, assim como a precisão da estimação
dos outros parâmetros, depende da modelagem da distribuição. No trabalho de Villena
[84], dois modelos são usados. O primeiro consiste em minimizar a variação total, enquanto
que o segundo é uma minimização da diferença em norma `1. Para ambos, inicialmente, é











onde ζ é o operador Laplaciano e α1 é um parâmetro a ser determinado na segunda etapa
do modelo.









αh2‖∆hi (yh)‖`1 + αv2‖∆vi (yh)‖`1
)]
, (3.13)
onde ∆hi (yh) e ∆
v
i (yh) representam a diferença de primeira ordem horizontal e vertical para
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o pixel i, e α2 = {αh2 , αv2} é o parâmetro a ser determinado na segunda etapa do modelo
hierárquico.















F (yh) = (∆
h
i (yh))
2 + (∆vi (yh))
2, (3.15)
e α3 é o parâmetro a ser determinado na segunda etapa deste modelo. Ambos modelos
TV e `1 são esparsos a priori, e muito efetivos em manter os contornos [17, 86]. A prin-
cipal diferença entre eles é que no modelo `1, a segunda etapa consiste em estimar dois
parâmetros, αh2 e α
v
2, ao invés de apenas um.
Denota-se por s−pk a estimativa do vetor sk, obtida das imagens de baixa-resolução,
geradas a partir de um processo de degradação que consiste em rotacionar, borrar e reduzir
as dimensões da imagem original. Assim, os parâmetros de movimento são modelados
como sendo variáveis aleatórias seguindo uma distribuição Gaussiana, conforme a seguinte
equação:
p(sk) = N (sk|s−pk ,Λpk), (3.16)





informação dos parâmetros sobre os vetores de movimento no processo de estimação. Caso
essas variáveis sejam desconhecidas, s−pk e (Λ
p
k)
−1 podem ser tomadas como zero.
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3.2.1 Estimativa dos parâmetros
Os parâmetros α1, α2, α3 e {βk} são modelados por meio da distribuição Gama, con-
forme mostrado na Equação 3.17 a seguir,




ωaω−1exp (−bωω) , (3.17)
onde ω denota o parâmetro, e aω e bω são parâmetros de escala ajustáveis.
Assim, combinando-se as Equações 3.6, 3.12, 3.13, 3.14 e 3.17, obtem-se
pl(Ωl, y) = pl(yh|αl)p(αl)
L∏
k=1
p(ykl |yh, sk, βk)p(βk)p(sk), (3.18)
onde l denota a distribuição selecionada (1 para SAR, 2 para `1 e 3 para TV) e Ωl =
{yh, sk, {βk}, αl}.
No trabalho de Villena et al. [86], a inferência Bayesiana usada é baseada na dis-
tribuição de p(Φ|yl), onde denota-se Φ = {Ω, {αl}}. A ideia é aproximar essa distribuição,
encontrando a distribuição da imagem de alta-resolução que minimiza a combinação con-
vexa das divergências de Kullback-Leiber (minimização da divergência de informação) [85],
modelada pela Equação 3.19 a seguir,




λlCKL (q(Ω)q(αl)pl(Θl)|y) , (3.19)
onde m é o número de imagens de baixa-resolução combinadas no modelo, λl ≥ 0 para
l = 1, 2, . . . ,m e
∑m
l=1 λl = 1. Além disso, p(Θl|y) é dada pela Equação 3.20,
p(Θl|yl) = p(Θl, yl)
p(yl)
, (3.20)




l=1 q(α1), q(Ω) = q(yh)
∏L










Dessa forma, após algumas manipulações algébricas, Villena et al. obtém que a dis-
















































Nas equações acima, ∆h e ∆v são as matrizes de convolução associadas às diferenças de











ew3i = ETV (yh)
[
(∆hi (yh))




Nessas equações, E`1(yh) e ETV (yh), são as esperanças das distribuições descritas nas
Equações 3.22 e 3.24.
Finalmente, os parâmetros αi, α2 e {βk} são gerados pelas distribuições a seguir. Para















































































Os passos de estimação do algoritmo de Villena et al. que utilizam `1 (SARL1)
são descritos no Algoritmo 1. Os parâmetros iniciais para esse método são inicializa-


























λ2 = 0.5 e βk = N‖yk−Bk(sk)x0‖2 . De forma análoga, a abordagem que utiliza variação total




0))2 + (∆vi (x
0))2, α3 = PN2∑PNi √w3i , e λ3 = 0.5.
Algoritmo 1: Algoritmo iterativo para aumento de resolução utilizando `1.
Data: Imagem de baixa-resolução a ser ampliada y1, e os parâmetros λ1, λ2 e P
Result: Imagem ampliada yh
1 Gerar o conjunto de imagens de baixa-resolução yl = {y1l , y2l , · · · , yml }, onde y1l é a entrada original
e yjl (para j = 2..m) são formados por rotações e translações de y
1
l .
2 Aumentar y1l por um fator de aumento P , utilizando interpolação bilinear, e atribuir o resultado
dessa operação à estimativa inicial da imagem de alta-resolução y0h.
3 while o critério de convergência não for atingido do
4 Estimar a distribuição da imagem usando a Equação 3.22.
5 Computar wh2 e w
v
2 , conforme as Equações 3.26 e 3.27.
6 Estimar os parâmetros {βk}, α1 e α2, seguindo as Equações 3.29, 3.30, 3.31 e 3.32.
7 Atualizar a estimação de yih utilizando os novos parâmetros calculados.
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Algoritmo 2: Algoritmo iterativo para aumento de resolução utilizando TV.
Data: Imagem de baixa-resolução a ser ampliada y1l , e os parâmetros λ1, λ2 e P
Result: Imagem ampliada yh
1 Gerar o conjunto de imagens de baixa-resolução yl = {y1l , y2l , · · · , yml }, onde y1l é a entrada original
e yjl (para j = 2..m) são formados por rotações e translações de y
1
l .
2 Aumentar y1l por um fator de aumento P , utilizando interpolação bilinear, e atribuir o resultado
dessa operação à estimativa inicial da imagem de alta-resolução y0h.
3 while o critério de convergência não for atingido do
4 Estimar a distribuição da imagem usando a Equação 3.24.
5 Computar wh3 , conforme a Equação 3.28.
6 Estimar os parâmetros {βk}, α1 e α3, seguindo as Equações 3.29, 3.30 e 3.33.
7 Atualizar a estimação de yih utilizando os novos parâmetros calculados.
3.3 Super-resolução via Codiﬁcação Esparsa (SRvSR)
O terceiro algoritmo usado para os testes é uma modiﬁcação do método proposto por
Yang et al. [93]. A ideia é que para transformar uma imagem de baixa resolução zl,
em outra imagem de alta resolução yh, deve haver um operador de veriﬁcação, o qual
transforma a imagem em alta-resolução em outra de baixa resolução, chamado de operador
de sub-amostragem S [70]. Além disso, supõe-se haver um operador de degradação H,
responsável por transformar a imagem de alta-resolução yh na imagem de baixa resolução
zl por meio da solução do sistema abaixo:
zl = SHyh + v, (3.34)
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onde v é um ruído. Dessa maneira, a solução consiste em encontrar S e H tais que para
a entrada zl, yh possa ser determinado. O problema é que para uma dada imagem de
baixa-resolução zl, existem diferentes imagens de alta-resolução yh que podem satisfazer a
restrição de reconstrução. A Figura 3.6 ilustra o resultado das operações S e H.
Figura 3.6: Resultado dos operadores de redução da resolução.
Como visto no início deste capítulo, sabe-se que o processo de reduzir as dimensões
da imagem de alta-resolução yh, e depois aumentar por técnicas de interpolação gera uma
imagem degradada. Sendo assim, deﬁne-se o operador de interpolação Q que realize op-
erações semelhantes à aplicação S e H, gerando uma aproximação de yh, denotada por yl,
tal que
yl = Qzl, (3.35)
conforme ilustrado na Figura 3.7. Para evidenciar a diferença entre yl e yh, a Figura 3.8
exibe essas imagens lado-a-lado.
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Figura 3.7: Resultado do operador de interpolação (Q).
Figura 3.8: Resultados das operações.
Substituindo zl da Equação 3.34 na Equação 3.35, a seguinte expressão:
Q−1yl = SHyh + v. (3.36)
Portanto, yh e yl se relacionam segundo a equação abaixo,
yl = QSHyh +Qv = QSHyh + vˆ, (3.37)
que pode ser reescrita como
yl = Lyh + vˆ, (3.38)
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onde L é um operador que equivale ao processo de borramento, sub-amostragem e inter-
polação.
Como yl é disponível a partir de zl, basta L para obter yh. Porém, esse problema
é semelhante àquele de encontrar S e H, apresentado para a Equação 3.34. Contudo,
diferente daquele, agora yh tem relação com zl e yl, o que reduz as possibilidades de
solução. Assim, tem-se que o problema de encontrar a imagem de alta-resolução yh é um
problema de redução do ruído vˆ.
Conforme Candes e Tao [14], o problema de encontrar yh poderia ser tratado por
uma combinação de problemas de programação linear (PPL), resolvendo-se a seguinte
minimização na norma `1:
min
g∈RN
‖yl − Lg‖`1 , (3.39)
onde g é uma decomposição tal que g = yh + s, e
min
s∈Rn
‖vˆ − Ls‖`1 . (3.40)
Assim, com essa combinação de PPLs, é possível determinar yh. Contudo, L é indetermi-
nado, o que faz com que seja necessário determinar este operador.
Para evitar esse problema, um conjunto de imagens de alta-resolução é utilizada no
treinamento da busca das distribuições que mais aproximam yl e yh. A ideia consiste em
utilizar essa coleção de treinamento para determinar como uma imagem em alta-resolução
se degrada com relação à outra interpolada.
Essa é uma abordagem comum em métodos de super-resolução [87, 93] e consiste em
dividir as imagem de alta-resolução e as interpoladas em pequenos blocos, chamados de
retalhos. Esses retalhos servem para criar um conjunto de dados que correlacionam uma
pequena base da imagem de alta-resolução com a de baixa-resolução. O objetivo disso é
criar um conjunto de dados com as imagens de treinamento, de forma que os elementos
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desse conjunto possam atuar como o operador L nos retalhos de uma imagem qualquer a
ser ampliada.
O problema é como relacionar os retalhos da imagem yh e yl, conforme mostra a Figura
3.9. Nessa ﬁgura, plk representa o k-ésimo retalho da imagem interpolada (yl), enquanto
phk é o retalho da imagem em alta-resolução disponível para o treinamento (yh). Uma
abordagem ingênua para relacionar esses dois retalhos pode consistir em relacioná-los por
meio de um critério de qualidade, tal como o PSNR. Dessa forma, após calcular o PSNR
entre plk e p
h
k, salva-se em um banco de dados todo o conteúdo de p
h
k indexado pelo valor de
PSNR. Dessa maneira, quando a imagem yh não estiver disponível, basta utilizar a imagem
yl como referência, dividi-la em retalhos e buscar no banco os retalhos de alta-resolução.
Contudo, essa abordagem ingênua possui três grandes problemas. O primeiro consiste
no critério de otimização escolhido. Escolher o PSNR máximo nessa abordagem é ruim
porque diferentes retalhos de baixa-resolução podem ter o mesmo índice de qualidade com
outro retalho de alta-resolução que não corresponda com o dado original. Assim, alguns
retalhos podem ser substituídos erroneamente. O segundo critério consiste na informação
armazenada. Como é armazenado um bloco para cada retalho, o banco terá que armazenar,
em forma de retalhos, toda a imagem de alta-resolução. O último problema consiste no
sobreajuste dos dados. Isto é, o banco ﬁcará ajustado para o conjunto de imagens utilizadas
no treinamento, mas quando uma imagem fora desse banco for utilizada, o bloco que
maximiza o PSNR pode conter uma informação pouco coerente com a imagem de baixa-
resolução.
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Figura 3.9: Resultados das operações.
Tendo em vista esses problemas, ao invés dos retalhos serem armazenados como pixels,
eles são guardados em forma de dados que permitem aproximar a imagem de alta-resolução
a partir de outro de baixa-resolução. Para isso, dois conjuntos de vetores normalizados,
Ψh e Ψl, são criados. Esses conjuntos são chamados de dicionários de bases e atuam como
operadores lineares.
Neste trabalho, o dicionário Ψh opera reconstruindo um sinal a partir vetor esparso.
Dessa forma, sendo phk o k-ésimo retalho obtido do sinal de alta-resolução e qk um vetor
esparso, então esse retalho pode ser reconstruído conforme a Equação 3.41,
phk = Ψhqk, (3.41)
onde Ψh é uma matriz com dimensões n×m, ‖qk‖`0  n e phk tem tamanho n× 1.
A Figura 3.10 ilustra essa codiﬁcação para o k-ésimo retalho. Nessa ﬁgura, o bloco de
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tamanho marcado s× s equivale ao vetor phk de tamanho s2× 1, onde s =
√
n. Portanto, a
partir da base esparsa qk, basta que Ψh esteja armazenado para que phk possa ser recuperado.
Figura 3.10: Obtenção do retalho phk a partir do vetor esparso qk.
Para determinar o vetor esparso qk, o problema descrito pela Equação 3.37 é reescrito
em termos dos retalhos phk e p
l
k, relativos aos dados das imagens yh e yl, transformando-se
no problema de minimizar a seguinte diferença:
‖Lphk − plk‖2 < . (3.42)
Contudo, substituindo a Equação 3.41 na Equação 3.42, tem-se que
‖LΨhqk − plk‖2 < , (3.43)
onde Ψl = LΨh, o que permite que o problema ﬁnalmente seja reescrito como
min ‖qk‖`1
s. a. ‖Ψlqk − plk‖2
. (3.44)
Assim, a partir do retalho de baixa-resolução plk e do dicionário Ψl, é possível determinar a
base qk. Dessa forma, resta apenas determinar os dicionários Ψh e Ψl para resolução geral
do problema.
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3.3.1 Geração dos Dicionários
O primeiro passo para a construção dos dicionários consiste em coletar os dados em
um banco de imagens de alta-resolução e, a partir delas, gerar outro conjunto de imagens
de baixa-resolução. Para isso, cada imagem desse banco é sub-amostrada, reduzindo-se
suas dimensões. Em seguida, as imagens reduzidas são redimensionadas para o tamanho
original. Dessa forma, é construído um segundo conjunto de imagens interpoladas. Assim,
um conjunto de pares de retalhos {(pplk, pphk)} é gerado, correspondendo aos pixels coletados
da imagem interpolada e de alta-resolução, respectivamente. A Figura 3.11 ilustra esse
passo.
Figura 3.11: Resultados das operações.
Para gerar o dicionário Ψl, primeiramente gera-se os retalhos das bases de baixa-
resolução, plk, a partir dos pares de retalhos do gradiente de yl, conforme mostrado na
Equação 3.45,
plk = 5pplk. (3.45)
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A Figura 3.12 ilustra esse processo. Em seguida, plk é redimensionado das dimensões
√
n×√n para as dimensões n× 1, tornando-se um vetor que é inserido em Ψl. Assim, a
k-ésima coluna de Ψl é formada pelo vetor plk. Dessa forma, após construído Ψl e de posse
dos retalhos plk, utiliza-se a Equação 3.44 para obter os vetores qk.
Figura 3.12: Geração de um retalho plk.
Após obter os vetores qk, os retalhos de alta-resolução phk podem ser obtidos a partir
da Equação 3.41. O problema é que até esse ponto Ψh ainda não foi determinado. Para
determinar esse dicionário de alta-resolução, utiliza-se um conjunto de retalhos, pˆhk, gerados
a partir dos dados das imagens de treinamento. Para isso subtrai-se as imagens de alta-
resolução das imagens de baixa-resolução, geradas no treinamento, e extrai-se os retalhos
pˆhk desse resultado. A Figura 3.13 ilustra esse processo, que é descrito pela Equação 3.46,
pˆhk = pp
h
k − pplk. (3.46)
Dessa maneira, o dicionário Ψh pode ser obtido minimizando-se ‖pˆhk −Ψhqk‖2, utilizando o
método proposto por Lee et al. [53]. Assim, após a determinação de Ψh e Ψl, uma imagem
qualquer pode ser ampliada seguindo os passos do Algoritmo 3.
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Figura 3.13: Geração de um retalho pˆhk.
Algoritmo 3: Algoritmo iterativo para aumento de resolução utilizando `1.
Data: Imagem a ser ampliada zl e fator de ampliação P
Result: Imagem ampliada yh
1 Interpolar a entrada zl e salvar o resultado em yl.
2 Dividir a imagem em retalhos.
3 foreach retalho plk do
4 Calcular qk usando a Equação 3.44.
5 Calcular phk utilizando a Equação 3.41.
6 Unir todos os retalhos phk na imagem yh.
3.4 Considerações Finais
Este capítulo apresentou três técnicas distintas para o aumento de resolução de ima-
gens. A primeira consiste nas abordagens mais simples entre elas, que são as técnicas de
interpolação. Conforme descrito, essas técnicas têm a vantagem de serem computacional-
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mente simples, com pouco consumo de tempo e de memória. Por outro lado, a qualidade da
informação produzida por essas técnicas apresenta distorções e artefatos que são notáveis
ao olho humano. Sendo assim, existem técnicas que buscam reduzir essas distorções através
de abordagens que minimizam os efeitos de sub-amostragem, borramento e ruído.
Essas técnicas são chamadas de super-resolução. Como exposto, diferentes abordagens
podem ser utilizadas para minimizar a diferença entre uma imagem de baixa-resolução
e sua equivalente amostrada em alta-resolução. Assim, primeiramente foi discutida uma
técnica de super-resolução que consiste em encontrar as distribuições dos pixels da imagem
ampliada seguindo um modelo Bayesiano. Dessa forma, na Seção 3.2 foi visto que dis-
tribuições distintas podem ser utilizadas para solucionar o mesmo problema (recuperar a
imagem de alta-resolução a partir de imagens de baixa-resolução). Finalmente, na Seção
3.3, foi apresentada uma abordagem que utiliza codiﬁcação esparsa para relacionar a in-
formação da imagem de baixa-resolução com a de alta-resolução. Para isso, dois conjuntos
de dados foram criados para relacionar as informações da imagem de baixa-resolução com
a de alta-resolução.
Tendo em vista as diferentes abordagens possíveis para a resolução do problema da
super-resolução, é interessante haver um método que abstraia os detalhes dela, permitindo
que os algoritmos de aumento de resolução possam ser implementados em arquiteturas
paralelas sem que haja necessidade de modiﬁcação do algoritmo de super-resolução. Sendo
assim, no capítulo seguinte será exposto um framework que permite a operação do au-




Framework Paralelo e Simpliﬁcado para
Aumento de Resolução em Vídeos
4.1 Simpliﬁcação
A carga de dados dos sinais de vídeo é muito grande. Além disso, uma particularidade
desse tipo de sinal é que ela costuma ter muita redundância, o que faz com que as simpli-
ﬁcações que visam reduzir a quantidade de processamento sejam abordagens necessárias.
No contexto desse trabalho, as simpliﬁcações criadas consistem em reduzir a quantidade
de processamento, gerando dados que divergem daqueles gerados pela abordagem não-
simpliﬁcada, mas fazendo com que essa divergência não seja percebida pelo sistema visual
humano. Assim, as simpliﬁcações propostas nas seções a seguir são a seleção de informação
visual signiﬁcante, o processamento guiado por contorno e a codiﬁcação diferencial.
4.1.1 Seleção de Informação Visual Signiﬁcante (SIVS)
Os passos descritos no capítulo anterior descrevem o procedimento para aumentar as
dimensões de um canal em uma imagem, com apenas uma profundidade de cor. Contudo,
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vídeos coloridos geralmente possuem três canais de cores. Assim, o primeiro passo de
simpliﬁcação consiste em aplicar a operação de aumento de resolução no canal que possui
maior informação de detalhes.
Considerando que sinais de vídeo são, geralmente, codiﬁcados no formato YUV (um
canal de luminância e dois canais de crominância), a primeira simpliﬁcação consiste em
utilizar os algoritmos de super-resolução somente no canal de luminância (Y) e utilizar
interpolação nos demais canais de cores. Isso é aceitável, porque o sistema visual humano
é muito mais sensível aos detalhes de luminância do que aos detalhes de cores. Essa
simpliﬁcação consiste em uma simpliﬁcação em nível de dados. Nesse caso, tem-se que
a simpliﬁcação consiste em utilizar a função-objetivo f em apenas um canal ao invés de
aplicá-la aos três canais. Como consequência, com essa diminuição dos dados, diminui o
tempo de processamento.
4.1.2 Processamento Guiado por Contorno (PGC)
Uma segunda simpliﬁcação adotada foi o processamento guiado por contorno. Essa es-
tratégia consiste em criar uma região de interesse que será ampliada pelo custoso algoritmo
de super-resolução. Para isso, cria-se uma máscara, aplicando-se o ﬁltro de Canny [15],
que destaca as regiões de bordas e de maiores detalhes da imagem.
Assim, o processo de segmentação gera duas classes de regiões na imagem. Para a
aplicação descrita neste trabalho, as regiões de interesse (Ri) são aquelas em que será
utilizado um algoritmo de super-resolução, muito mais custoso que a simples interpolação.
As demais regiões são classiﬁcadas como secundárias (Rs). A Figura 4.1-(b) ilustra essa
classiﬁcação. Nessa imagem, a área em preto corresponde à Rs, enquanto a parte destacada
em branco corresponde à Ri.
Após a segmentação e a classiﬁcação das regiões Rs e Ri, é necessário uniformizar os
dados para que eles possam ser processados de acordo com os algoritmos de ampliação.
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Para isso, particiona-se a imagem ﬁltrada em blocos de tamanho n× n, veriﬁcando se há
bordas destacadas no bloco. Caso haja, marca-se toda a região do bloco. Caso contrário,
o bloco todo recebe o valor falso. Dessa maneira, se um bloco possui uma região Ri, ele é
marcado como sendo um bloco complexo (Bc), senão, ele é um bloco simples (Bs).
Tal procedimento gera como resultado uma máscara binária que é usada como guia para
aplicação do algoritmo sobre os blocos. Assim, os blocos complexos são processados pelo
algoritmo de super-resolução, enquanto os blocos simples são ampliados com um algoritmo
de interpolação simples.
As Figuras 4.1-(c) e (d) ilustram o resultado da classiﬁcação dos blocos de acordo com
diferentes tamanhos de n. Os blocos brancos são Bc e os pretos são Bs. A partir dessa
ﬁgura é possível notar que quanto menor for o bloco de particionamento, maior será a
área descartada e, portanto, menor a área a ser processada pelo algoritmo mais custoso.
Uma visão geral que ilustra essa e as outras etapas de simpliﬁcação dos dados espaciais é




Figura 4.1: Seleção de regiões de interesse para processamento seletivo. (a) original, (b)
segmentação com algoritmo de Canny, (c) partição com blocos de tamanho 4 × 4 e (d)
partição com blocos de tamanho 8× 8.
65
Figura 4.2: Diagrama geral do framework proposto.
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4.1.3 Codiﬁcação Diferencial (CD)
Ambas as simpliﬁcações descritas na seção anterior (SIVS e PGC) exploram caracterís-
ticas em nível de dados e atuam exclusivamente sobre os dados espaciais. Logo, se cada
quadro for processado de forma independente, haverá uma quantidade muito grande de
informação a ser classiﬁcada. Além disso, a informação entre quadros muito próximos é
muito redundante.
Essa redundância é principalmente notada em quadros consecutivos em um vídeo. Nesse
tipo de sinal, a diferença entre os quadros deve ser pequena para que o observador tenha a
sensação de movimento suave. Assim, há pouca variação entre um quadro e outro. A Figura
4.3 ilustra essa redundância na informação. Visualmente é possível notar que a diferença
entre essas imagens é quase imperceptível. A imagem produzida pela diferença entre os
quadros, ilustradas na Figura 4.3-(c), destaca a informação que foi alterada ao longo do
tempo. Nesse caso, as partes pretas consistem na informação redundante, enquanto as
regiões em branco são as regiões com a nova informação.
Matematicamente, essa redundância consiste em uma similaridade das distribuições
entre quadros consecutivos. Isso é, entre esses quadros, a distribuição dos valores de cor
são muito próximos. Além disso, é possível notar que essas distribuições não se caracterizam
por um modelo matemático simples, o que diﬁculta modelar e quantiﬁcar a redundância.
Observando os histogramas da Figura 4.4, é possível notar como a frequência de ocor-
rências dos valores distintos é drasticamente reduzida no quadro diferencial. Nesse quadro,
os valores ﬁcam todos centrados em torno de um único valor. Adicionalmente, é possível
notar que esse comportamento se assemelha a uma distribuição de Poisson [80], onde o
valor mais provável é zero, que é o valor mais redundante. Dessa maneira, utilizando-se
a informação diferencial é possível saber onde a informação é mais redundante. Assim,
valores mais próximos do valor nulo são os mais redundantes, enquanto que os valores mais
distantes dele são aqueles que agregam maior informação visual.
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Para aproveitar essa redundância, a abordagem a ser adotada consiste em processar os
quadros diferenciais. Esse tipo de abordagem é bastante conhecida em compactação de
vídeos como codiﬁcação diferencial [60]. Como é possível notar, a eliminação da redundân-
cia ajuda muito na redução dos dados. Por isso, este trabalho toma esse termo emprestado
para descrever essa etapa do framework.
Quando a etapa de PGC é aplicada nos quadros diferenciais, nota-se uma redução ainda
maior das regiões classiﬁcadas como Ri e, por consequência, há um número muito menor
de blocos Bc. A Figura 4.5 ilustra as regiões selecionadas, na qual é possível notar que na
Figura 4.5-(a) o processamento sobre o quadro requererá uma quantidade muito maior de
esforço computacional do que na Figura 4.5-(b), uma vez que há mais regiões classiﬁcadas.
Por outro lado, a partir da imagem da Figura 4.5-(b), o número de regiões selecionadas é
menor. Para esses quadros ilustrados, por exemplo, a quantidade de blocos a serem proces-
sados em cada quadro é 1.9 vezes a quantidade de blocos a serem processados utilizando-se
codiﬁcação diferencial. Ou seja, neste caso, a codiﬁcação diferencial reduz pela metade
a quantidade de dados a serem processados, o que implica em uma redução no custo do
tempo em semelhante proporção.
Como exposto, a abordagem de utilizar os quadros diferenciais reduz a quantidade de
informação nos quadros a serem processados pelos algoritmos mais custosos. Contudo,
essa informação é muito mais sensível, pois ela consiste justamente em informações de
alta-frequência, que são perdidas no processo de interpolação. A Figura 4.6 demonstra
como essa informação é sensível. Ela compara a formação do primeiro quadro gerado a
partir do diferencial do quadro de referência. As imagens da Figura 4.6-(a) e (b) são as
reconstruções ampliadas do diferencial equivalente ao da Figura 4.3-(b). As imagens das
Figuras 4.6-(c) e (d) ilustram o erro absoluto entre o quadro diferencial e o aumentado,
utilizando interpolação e um algoritmo de super-resolução, respectivamente. As Figuras




Figura 4.3: Codiﬁcação diferencial dos quadros: (a) primeiro quadro de referência, (b)
segundo quadro, (c) diferença entre o primeiro e o segundo quadro.
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(a) (b)
Figura 4.4: Histogramas dos pixels entre os quadros e de seus respectivos diferenciais: (a)
segundo quadro, (b) diferencial entre o segundo e o primeiro quadro.
(a) (b)
Figura 4.5: Blocos selecionados como de interesse (em branco): (a) segundo quadro, (b)





Figura 4.6: Resultado dos quadros diferenciais ampliados: (a) ampliado por interpolação,
(b) ampliado utilizando um algoritmo de super-resolução, (c) erro entre o quadro diferencial
original e o interpolado, (d) erro entre o quadro diferencial original e o aumentado por SR,
(e) quadro compensado com o diferencial interpolado e (f) quadro compensado com o
diferencial ampliado por SR.
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4.2 Processamento Paralelo do Framework Proposto
Os primeiros estágios de simpliﬁcação são facilmente paralelizáveis. Para isso, inicial-
mente, cria-se um buﬀer contendo um conjunto de quadros consecutivos. Dependendo do
tamanho total do vídeo e dos recursos computacionais disponíveis para distribuição dos
processos, vários buﬀers podem ser criados e processados sequencialmente. Considerando
a relação tamanho do vídeo versus quantidade de recursos, o tamanho e a quantidade dos
buﬀers pode ser ajustada.
Esta seção descreve a estratégia de processamento distribuído de somente um buﬀer.
A ideia é que se há mais de um buﬀer, basta que todas as etapas descritas sejam feitas
em todos eles. Tais etapas de processamento paralelo descritas para cada buﬀer são a
simpliﬁcação, a classiﬁcação, a distribuição, o processamento e a reconstrução, os quais são
descritos nas seções abaixo.
4.2.1 Etapa1 - Simpliﬁcação e Classiﬁcação
A etapa de simpliﬁcação pega um conjunto de quadros e os enumera de acordo com sua
posição no tempo, com o intuito de manter a ordenação da informação temporal. Essas
posições são mantidas numa ﬁla T , que é uma estrutura de dados compartilhada entre os
processos.
Em seguida, atribui-se um processo a um conjunto de quadros de forma proporcional
aos recursos disponíveis. Por exemplo, se um buﬀer contém K quadros distintos em um
ambiente com K processadores, distribui-se um quadro por processador. Em seguida,
deﬁne-se cada processo como p(t, ei), onde t é o processo responsável pelo quadro t, ei
é o estágio e i é a etapa de simpliﬁcação e classiﬁcação. Assim, há três estágios nesta
etapa de simpliﬁcação e classiﬁcação, as quais são relativas à codiﬁcação diferencial, ao
processamento guiado por contorno e à classiﬁcação dos blocos.
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O primeiro estágio, e1, consiste em calcular os quadros diferenciais. Para isso, cada
processo, p(t, e1), calcula a diferença entre os quadros t e t + 1, veriﬁcando a quantidade
de quadros não-diferenciais que o usuário deseja manter. Isso é, se o usuário deseja manter






serão mantidos. Para guardar a informação do tipo do quadro (diferencial ou quadro
completo), uma ﬁla B, com índice proporcional à T , é criada. Assim, B serve como um
mapa de bits, indicando se um quadro t qualquer é diferencial ou não.
O segundo estágio, e2, consiste na detecção e seleção das regiões de interesse. Para
isso, cada processo, p(t, e2), processa independentemente o quadro t de acordo com o
descrito na Seção 4.1.2. De forma semelhante, no terceiro estágio, e3, o processo p(t, e3)
detecta as regiões complexas e simples, classiﬁcando cada bloco como sendo selecionado
ou não-selecionado, respectivamente. Por ﬁm, os estágios e1, e2 e e3 estão ilustrados na
Figura 4.7.
4.2.2 Etapa 2 - Distribuição e Processamento
O particionamento utilizado na simpliﬁcação e processamento seletivo demonstra que há
uma clara independência de dados entre cada quadro do vídeo. Cada conjunto de operações
é executado sobre cada bloco independente, como se fosse uma imagem independente. Isso
permite que processos diferentes processem cada bloco independentemente e paralelamente.
Por outro lado, quando o processamento guiado por contorno é executado em diferentes
quadros, a quantidade de blocos pode ser variável, uma vez que quadros distintos não terão
a mesma quantidade de detalhes e informações de alta-frequência. Esse comportamento é
notável quando observada a diferença entre os quadros completos e os quadros diferenciais,
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conforme ilustram as Figuras 4.5-(a) e (c). Portanto, a divisão homogênea de blocos por
quadro é pouco conveniente para a distribuição homogênea entre os diferentes processos.
Para homogeneizar os dados, após a etapa de simpliﬁcação, cada bloco é encapsulado
em uma estrutura de dados chamada célula. A célula contém uma ﬂag de bit único,
indicando a classe do bloco (Bc ou Bs), uma variável inteira indicando o quadro ao qual
o bloco pertence, duas variáveis inteiras de posição do bloco no quadro, e uma matriz
contendo os valores dos pixels. Portanto, esta estrutura contém o instante, a posição do
bloco no quadro e dados da sub-imagem do quadro ao qual o bloco endereça, onde x e y
representam a posição horizontal e vertical do bloco, t é a posição temporal do quadro, s é
o bit de seleção (indicando se é ou não uma região de interesse) e matriz contém os pixels
do bloco. Essa estrutura é ilustrada na Figura 4.8.
Para gerar uma distribuição dos dados que melhor balanceie a carga entre os processos,
duas ﬁlas, Fin e Gin, são criadas de acordo com a classiﬁcação de cada bloco. Quando
uma célula contém um bit de seleção com o valor verdadeiro, ela é armazenada na primeira
ﬁla disponível da ﬁla Fin. Caso contrário, esta operação é feita na ﬁla Gin. Portanto,
nessa estrutura de dados, os blocos são dispostos de acordo com a demanda e não mais
seguindo uma ordem relacionada à posição dos pixels ao longo do vídeo. Dessa maneira, a
distribuição de dados é homogeneamente balanceada para ambas as ﬁlas.
Tanto Fin quanto Gin são estruturas acessíveis entre todos os processos. Contudo,
embora cada célula enﬁleirada em uma dessas ﬁlas possa ser adicionada por cada um dos
processos, cada processo cria duas ﬁlas próprias, fin(t) e gin(t), que não são compartilhadas
entre eles.
Após as ﬁlas fin(t) e gin(t) estarem completas, com todos os blocos classiﬁcados, seus
elementos são, ﬁnalmente, copiados para Fin e Gin. O objetivo desta abordagem é evitar
que a sincronia feita para a inserção em Fin e Gin bloqueie todos os estágios e1, e2 e e3
dos outros processos.
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Dessa forma, separando o processamento desses três estágios do enﬁleiramento nas
estruturas globais, evita-se que uma máquina de menor poder computacional coloque outra
com maior poder computacional em estado de bloqueio desnecessariamente. Além disso,
como quadros diferentes possuem quantidades de blocos classiﬁcados com quantidades
distintas, então o tamanho da ﬁla fin(t) pode ser diferente de fin(t+ 1), o que poderia fazer
com que o tempo de enﬁleiramento em Fin ﬁcasse condicionado aos quadros com maiores
regiões complexas, se não houvesse essa separação entre o processamento da simpliﬁcação,
armazenamento em uma estrutura interna e compartilhamento com região concorrente.
A Figura 4.9 ilustra a classiﬁcação e distribuição nas estruturas internas e externas. Nos
três quadros ilustrados, cada bloco destacado consiste em uma célula. As cores distintas
servem para indicar qual o quadro, e qual a classe de bloco pertence. Por exemplo, as
regiões vermelhas são de blocos complexos no quadro t, as regiões amarelas são blocos
no quadro t + 1, e assim por diante. Note que quando essas informações são enﬁleiradas
em Fin, os elementos podem ser tratados de maneira uniforme, reduzindo o contexto da
posição, permitindo que o processamento paralelo dessa ﬁla esteja descorrelacionado com
a informação do quadro.
Em seguida, as ﬁlas Fin e Gin são distribuídas ao longo dos nós. Essa distribuição é
feita entregando para cada nó uma malha. Neste caso, uma malha é um conjunto de células
proporcional ao número de nós na rede. Isso é, um ambiente com K nós terá K malhas.
Assim, dependendo da capacidade de cada nó, as malhas podem ter tamanhos diferentes.
Por exemplo, um ambiente com dois nós, X e Y , onde o tempo de processamento seja
τ(X) = zτ(Y ) e z > 1. Nesse caso, o tamanho da malha entregue ao processo em Y deve
ser proporcional à z vezes o tamanho daquela entregue para X.
Para aproveitar arquiteturas heterogêneas, conforme ilustrado na Figura 2.5, cada nó
possui um conjunto de processadores que executa uma malha independente. Cada um
desses processadores captura uma célula dentro da malha ao qual ele está restrito, processa
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e enﬁleira em uma estrutura interna do nó fout(t).
Nesse ponto, fout(t) contém as sub-imagens aumentadas, mas ainda descorrelacionadas
da ordem do quadro. Após o processamento, cada célula de entrada salva o resultado em
uma célula simétrica, contendo as mesmas informações de localização em x, y e t, mas com
uma matriz de tamanho mn × mn, onde m é a ordem do aumento dimensional, e n é o
tamanho original do bloco, conforme ilustra a Figura 4.10.
A Figura 4.11 ilustra a distribuição e o processamento ao longo dos nós, destacando as
malhas k e k+1, relativas aos nós k e k+1. Nessa ﬁgura, cada malha possui apenas quatro
células, que são distribuídas para cada um dos quatro processadores dentro dos nós. A
Figura 4.11 destaca ainda como é feito o processamento de Fin e Gin em uma disposição
mestre-escravo.
No caso, Gin é processado sequencialmente para Gout pelo processo mestre, pois o
tempo de processamento de cada célula dessa ﬁla é muito menor que das células em Fin.
Assim, os nós-escravos são reservados ao processamento dos algoritmos custosos.
4.2.3 Etapa 3 - Reconstrução
Após os enﬁleiramentos de fin(t) terem sido ampliados e enﬁleirados em fout(t), esses
blocos são copiados de volta para Fout. Por sua vez, o processo de ordenamento inverso é
realizado, percorrendo cada uma dessas ﬁlas, veriﬁcando a qual quadro cada bloco pertence
e redistribuindo os blocos em suas devidas posições, conforme ilustra a Figura 4.12.
Quando todos os blocos aumentados forem reordenados dentro de um conjunto de
quadros, tem-se que os quadros estão divididos entre quadros de referência e diferenciais.
Sendo assim, o último estágio consiste em iterar sobre o mapa de bits, e veriﬁcar se o
quadro é de referência ou não, somando a referência com os diferenciais a ﬁm de ter todos
os quadros reconstruídos.
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A Figura 4.13 ilustra como funciona essa última etapa. Comparando essa ﬁgura com a
Figura 4.7, é possível notar que o cálculo dos quadros diferenciais é claramente paralelizável.
Por outro lado, o processo de restauração ilustrado na Figura 4.13 é intrinsecamente serial,
pois o quadro restaurado t+ 1 depende de t, mas t+ 2 depende da reconstrução de t+ 1,
o que ilustra um processo iterativo.
Como a reconstrução dos quadros diferenciais consiste apenas em somá-lo com o quadro
de referência anterior, cada operação pixel-a-pixel é totalmente independente. Sendo assim,
para longos buﬀers, pode-se paralelizar o processamento dividindo-se os quadros referenci-
ais, proporcionalmente ao número de processadores por nós. Nesse caso, cada processador
ﬁca responsável por um trecho da sequência, que vai iterando ao longo dos quadros difer-
enciais.
A Figura 4.14 ilustra esse processo para um conjunto de quatro processadores por nós.
Quatro processos são gerados, cada um processando paralelamente o primeiro, o segundo,
o terceiro e o quarto quadrante de cada quadro. Note nessa ﬁgura que a estrutura B
foi modiﬁcada. Ao invés de usá-la como mapa de bits, B guarda a posição dos quadros
referenciais. Dessa maneira, é possível saber que todos os quadros entre Bj e Bj+1 são
diferenciais. Com essas informações, a partir da Figura 4.14 é possível concluir que os
quadros t + 3 e t + 6 são referenciais. Portanto, é possível entregar todos os quadros no
intervalo [t, t + 2] para um nó, os quadros em [t + 3, t + 5] para outro nó, e assim por
diante. No caso, Pj(t, q) endereça o processo considerando os dois níveis de paralelização.
No caso, j é o índice de B que aponta para o processo equivalente, t é o índice de qual
quadro referencial está sendo processado (conteúdo de Bj) e q representa o quadrante.
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Figura 4.7: Etapas de simpliﬁcação e classiﬁcação processadas em paralelo.
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Figura 4.8: Estrutura de endereçamento do bloco de entrada.
Figura 4.9: Distribuição dos dados ao longo dos processos.
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Figura 4.10: Estrutura de endereçamento do bloco de saída.
Figura 4.11: Distribuição dos dados ao longo dos processos.
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Figura 4.12: Reordenamento dos blocos nos quadros.
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Figura 4.13: Reconstrução dos quadros diferenciais.
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Figura 4.14: Reconstrução dos quadros diferenciais em paralelo.
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4.3 Redução de Efeitos de Blocagem
A decomposição dos quadros do vídeo em blocos que são processados de forma indepen-
dente apresenta como efeito colateral um efeito conhecido como blocagem (blocking). Esse
efeito consiste na geração de artefatos em forma de contornos em regiões que não estavam
na imagem original. O nome blocagem é dado porque o bloco ﬁca visivelmente destacado
na imagem processada, conforme ilustrado na Figura 4.15.
As Figuras 4.15-(a) e (c) apresentam os quadros após o processamento, utilizando um
algoritmo de aumento de resolução e interpolação, respectivamente. Na Figura 4.15-(a) é
possível notar bordas artiﬁciais entre os blocos, como se a imagem fosse montada como um
mosaico. Na Figura 4.15-(c) esse efeito ﬁca ainda mais evidente. As Figuras 4.15-(b) e (d)
exibem a diferença em relação à imagem original, destacando o erro gerado.
Para evitar esse efeito de blocagem produzido, basta introduzir uma borda de zeros
contornando cada bloco. Assim, antes de chamar o algoritmo de ampliação das dimensões,
o framework deve adicionar essa borda artiﬁcial, e, após o término do algoritmo em cada




Figura 4.15: Exemplos do efeito de blocagem em quadros de vídeo: (a) ampliada utilizando
super-resolução, (b) erro da imagem a com relação ao quadro original, (c) ampliada uti-
lizando interpolação bilinear e (d) erro da imagem c com relação ao quadro original.
4.4 Considerações Finais
Este capítulo descreveu o framework proposto neste trabalho. Primeiramente foi de-
scrito as técnicas de simpliﬁcação propostas para reduzir a carga de dados a serem pro-
cessados pelo algoritmo mais custoso (super-resolução). Em seguida, foram traçados os
passos do framework que realizam o processamento paralelo.
Com essa abordagem que combina simpliﬁcação e processamento paralelo, espera-se
que o tempo necessário para ampliar todos os quadros de um vídeo seja reduzido, quando
comparado com o tempo de processamento de todos os quadros de forma serial. Assim, o
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próximo capítulo analisa o ganho do desempenho comparando-se as abordagens simpliﬁ-




O esquema de paralelização foi desenvolvido para ser portável para diferentes arquite-
turas paralelas. A distribuição da carga, que corresponde à divisão de Fin em malhas ao
longo dos nós, pode ser feita com uma tecnologia que favoreça a entrega dos dados em
ambiente multicomputador. Bibliotecas que utilizam passagens de mensagem, tais como
a Message Passing Interface [58] e a Parallel Virtual Machine [11], são exemplos dessas
tecnologias.
Os resultados apresentados neste capítulo utilizam um paradigma de único programa
que manipulam múltiplos dados (Single Program, Multiple Data, SPMD) para explorar o
paralelismo em memória distribuída. A implementação explora esses recursos no ambiente
Matlab [63]. Os recursos providos para SPMD nesse ambiente distribuem os dados uti-
lizando rotinas do MPI (MPICH2)[36, 62], mas fornecendo uma interface transparente ao
programador.
Além disso, também utilizando Matlab, o processamento dentro de cada nó é dividido
entre os processadores utilizando os recursos do parfor e blkproc. A ideia do parfor no
Matlab é funcionar de forma semelhante aos recursos de paralelização das repetições no
OpenMP [18]. Isso é, em uma estrutura de repetição, o conjunto de declarações no corpo da
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repetição é executado de forma independente em cada repetição. Contudo, ao invés de cada
execução independente ser separada pelo tempo (iteração), ela é separada pelo espaço, em
diferentes processadores. Dessa maneira, diferentes tarefas processam diferentes intervalos
da repetição.
Como cada iteração do parfor é executada independente de ordem, o parfor é útil
quando há iterações nos quais os dados são independentes e não criam operações depen-
dentes entre elas. Quando uma iteração depende do resultado de iterações anteriores, esse
tipo de abordagem de paralelização deve ser evitada, pois gera as condições classiﬁcadas
por Bernstein [12], apresentadas na Seção 2.3.3.
Outras conformações de arquiteturas e tecnologias podem ser utilizadas para melhorar
a vazão de processamento. O framework pode, por exemplo, ser portado para ser utilizado
em uma arquitetura mista com placas gráﬁcas. Isto é, a ﬁla de maior custo computacional
pode ser distribuída ao longo dos nós, para serem processadas utilizando-se GPUs ao invés
das CPUs. Por outro lado, as ﬁlas de menor custo podem ser processadas pelas CPUs
ociosas em cada nó, paralelamente. Assim, embora outros tipos de arquiteturas possam
aproveitar a estratégia de paralelização descrita, esse trabalho restringiu a implementação
somente ao ambiente descrito no começo desta seção, pois o objetivo das simulações é
apenas avaliar o desempenho do framework proposto. Implementações mais reﬁnadas
podem constituir possíveis trabalhos futuros.
5.1 Resultados Obtidos
Os resultados apresentados nesta seção foram obtidos a partir do processamento de um
conjunto de sete vídeos, livres de direitos autorais, utilizando-se o framework proposto.
Uma miniatura de um quadro de cada um desses vídeos é apresentada na Figura 5.1.
Esses vídeos possuem características espaciais e temporais diferentes entre si. Isso é, alguns
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possuem maior quantidade de texturas espaciais, outros possuem objetos com movimentos
ou velocidades distintas, etc.
Com o intuito de padronizar os testes, todos esses vídeos escolhidos possuem 720 linhas e
1280 colunas e 24 quadros por segundo (720p24). O comprimento dos vídeos são variáveis,
sendo que o vídeo Basketball (BAS) possui 14 segundos (337 quadros), Birds possui 24
segundos (593 quadros), Dancing possui 40 segundos (961 quadros), Flamingo possui 10
segundos (250 quadros), Football possui 19 segundos (457 quadros), Kiss possui 14 segundos




Figura 5.1: Quadros dos vídeos utilizados: Basketball (BAS), Birds (BIR), Dancing
(DAN), Flamingo (FLA), Football (FOO), Kiss (KIS) e Running (RUN).
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5.1.1 Análise do Desempenho da Simpliﬁcação
O primeiro passo para testar o desempenho da simpliﬁcação proposta no capítulo ante-
rior, consistiu em contar a quantidade de blocos obtida ao se classiﬁcar as regiões quadro-
a-quadro, utilizando a codiﬁcação diferencial. Com isso é obtido o total de dados rotula-
dos como não-selecionado e selecionado. No caso, os blocos selecionados são aqueles
processados pelo algoritmo de super-resolução, enquanto que os não-selecionados são am-
pliados por interpolação. Dessa maneira, quanto mais blocos não-selecionados, menor a
quantidade de recursos computacionais exigida.
A Figura 5.2 apresenta a contagem dos blocos feita para os vídeos testados utilizando
diferentes tamanhos de blocos. Nessa ﬁgura, a coluna da esquerda ilustra os gráﬁcos dessa
contagem feita sobre os blocos classiﬁcados quadro-a-quadro, seguindo os passos descritos
na Seção 4.1.2 sem considerar a codiﬁcação diferencial. Já a coluna da direita ilustra a
contagem da classiﬁcação feita considerando os quadros diferenciais.
Como uma maior quantidade de blocos não-selecionados é uma propriedade desejável,
pois implica em exigir menos recursos computacionais, a Figura 5.3 apresenta a porcent-
agem desse tipo de bloco em relação ao total de blocos. Assim, a partir dessa ﬁgura,
é possível observar que, quanto menor o bloco, maior a quantidade de blocos simpliﬁca-
dos. Isso ocorre porque o critério escolhido para classiﬁcação consiste apenas em veriﬁcar
se dentro do bloco há uma região complexa. Portanto, quanto maior o bloco, maior a
probabilidade de haver uma região desse tipo contida nele.
Ainda com a Figura 5.3, é possível notar que a utilização da codiﬁcação diferencial
aumenta a porcentagem de quadros não-selecionados na maioria dos casos. Contudo, como
pode ser observado para os vídeos KIS e DAN, em alguns casos a codiﬁcação diferencial
seleciona mais regiões do que na abordagem quadro-a-quadro. Isso ocorre porque o pro-
cessamento guiado por contorno utiliza o ﬁltro de Canny [15] para detecção de bordas.
A utilização desse ﬁltro nos quadros diferenciais irá destacar mais regiões em vídeos com
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maior quantidade de movimento, uma vez que o realce da diferença inter-quadros destaca
regiões tanto do quadro anterior quanto do posterior.
Mesmo com essas considerações, a utilização da simpliﬁcação permite evitar que até
metade dos dados seja processada pelo algoritmo custoso. Sendo assim, o próximo passo
de análise consiste em veriﬁcar como se comporta essa simpliﬁcação com relação ao tempo.
Em outras palavras, como a segregação dos blocos classiﬁcados e os respectivos algoritmos
impactam na velocidade de resolução do problema.
Para isso, o primeiro passo consiste em buscar a relação entre o tamanho do bloco,
a quantidade de blocos gerados e o impacto no tempo. Conforme ilustra a Figura 5.4, o
tamanho do bloco é inversamente proporcional à quantidade de blocos, e isso não depende
do processo de classiﬁcação ou dos quadros serem diferenciais. Portanto, o teste consiste
em variar o tamanho do bloco e veriﬁcar qual o tempo total de processamento é necessário
utilizando-se simpliﬁcações ou não.
Nos testes, os tamanhos de blocos utilizados foram de 8× 8, de 16× 16, de 32× 32, de
64× 64 e de 128× 128. Com essa variação de tamanho, foi coletado o tempo de resolução
em cada quadro independente (quadro-a-quadro) e utilizando-se quadros diferenciais. O
objetivo disso é veriﬁcar se a informação em cada bloco têm inﬂuência sobre o tempo do
algoritmo de super-resolução. Em outras palavras, o teste buscou veriﬁcar se a eliminação
de redundância reduz o tempo de processamento sem a necessidade do processamento
guiado por contorno. Os algoritmos de super-resolução usados nos testes foram aqueles
descritos no Capítulo 3 (SRvSR, SARTV e o SARL1).
A Figuras 5.5 e 5.6 ilustram o tempo de processamento em função do tamanho do bloco,
para todos os blocos, com e sem a simpliﬁcação do processamento guiado por contorno. E
como pode ser notado desses gráﬁcos, o conteúdo da informação não inﬂuencia no desem-
penho dos algoritmos de super-resolução. Contudo, utilizando o processamento guiado por
contorno, onde as regiões menos complexas são aumentas por interpolação, observa-se um
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ganho no desempenho.
Considerando a Figura 5.7, que mostra o tempo médio para que um único bloco seja
processado, é esperado que o tempo total de processamento ilustrado nas Figuras 5.5 e 5.6
também sejam crescentes em função do crescimento do bloco. No entanto, isso não ocorre,
conforme ﬁca claro nos gráﬁcos do SARTV e SARL1, pois o tempo total parece decrescer
com o aumento no tamanho do bloco.
Isso ocorre porque a quantidade de blocos gerados é inversamente proporcional ao
tamanho desses blocos. Assim, aumentando-se a quantidade de blocos, aumenta-se o over-
head das operações de classiﬁcação e de entrada e saída da memória. Como o método
SRvSR possui ordem de grandeza maior do que SARTV e SARL1, o tempo de processa-
mento do algoritmo é suﬁcientemente grande para compensar o tempo gasto nas demais
operações, o que caracteriza a semelhança assintótica do gráﬁco do método SRvSR nas
Figuras 5.5, 5.6 e 5.7.
Por outro lado, os métodos SARTV e SARL1 possuem um decrescimento no tempo
total de processamento porque o aumento do custo em função do tamanho do bloco com-
pensa o custo com operações secundárias. Dessa maneira, é possível concluir que há uma
conﬁguração que melhor balanceie o custo do algoritmo de aumento de resolução com os
custos das demais operações. Pelas Figuras 5.5 e 5.6, é possível notar que o valor do tempo
mínimo para a maioria dos casos se dá com blocos de tamanho 32× 32.
A Figura 5.8 ilustra os speedups da simpliﬁcação utilizando-se a classiﬁcação quadro-a-
quadro e a classiﬁcação usando quadros diferenciais. Como essa ﬁgura ilustra, o ganho no
tempo é tão menor quanto maior for o tamanho do bloco. Isso ocorre porque quanto menor
o bloco, menor será a probabilidade dele conter uma região classiﬁcada para processar o
algoritmo de maior custo. Contudo, as análises feitas nos parágrafos anteriores deve ser
considerada. Assim, embora os blocos menores apresentem maior speedup, esses valores
servem somente para ilustrar o ganho no desempenho ao se utilizar as simpliﬁcações, sendo
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que o tamanho do bloco que atinge o tempo ótimo ainda é de 32× 32.
Tendo esse tamanho ótimo para o bloco, é necessária uma análise do impacto da sim-
pliﬁcação sobre as propriedades visuais dos vídeos. Ou seja, é necessário analisar os valores
da relação sinal ruído (PSNR) e do índice de similaridade estrutural do vídeo (SSIM) para
veriﬁcar o quanto a qualidade visual do vídeo é afetada pela abordagem simpliﬁcada. Essa
análise é feita na Seção 5.1.2.
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(a) (b)
Figura 5.2: Relação dos blocos selecionados para serem processados pelo algoritmo mais
custoso versus os blocos não-selecionados (simpliﬁcados), que serão processados pelo al-
goritmo mais simples. (a) Classiﬁcação feita quadro-a-quadro e (b) classiﬁcação feita uti-
lizando quadros diferenciais (referencial é mantido a cada 5 quadros).
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(a) (b)
Figura 5.3: Percentagem dos blocos classiﬁcados como não-selecionados: (a) classiﬁcação
feita quadro-a-quadro e (b) classiﬁcação feita utilizando quadros diferenciais.
Figura 5.4: Blocos por quadros em função do tamanho dos blocos.
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(a) (b)
Figura 5.5: Tempo de solução de acordo com o tamanho dos quadros processados quadro-
a-quadro: (a) sem simpliﬁcação e (b) com simpliﬁcação.
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(a) (b)
Figura 5.6: Tempo de solução de acordo com o tamanho dos quadros processados utilizando
quadros diferenciais: (a) sem simpliﬁcação e (b) com simpliﬁcação.
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(a) (b)




Figura 5.8: Speedups da simpliﬁcação. (a) Quadro-a-quadro (b) Quadros diferenciais.
99
5.1.2 Análise da Qualidade Visual
Sendo 32 × 32 o tamanho ótimo do bloco para a simpliﬁcação, é necessário veriﬁcar
se esse valor corresponde a um valor aceitável de qualidade visual. Como observado na
seção anterior, quanto menor o bloco, maiores serão as regiões que serão aumentadas por
interpolação. Sendo assim, espera-se que a degradação seja maior devido a isso. Por isso,
a métrica PSNR é utilizada. Como o PSNR é uma métrica de ﬁdelidade, é possível medir
o quanto um vídeo se degrada quando comparado com a referência original.
Por outro lado, quando menor o bloco, mais inteligente é a aplicação do algoritmo
de super-resolução, uma vez que seleciona mais regiões de detalhes (heterogêneas) e mais
regiões homogêneas. Com essa diferente classiﬁcação, é possível que mais regiões ho-
mogêneas, aumentadas por interpolação, não tenham tanto impacto visual, ainda que o
PSNR dessa região seja menor do que seria se essas regiões fossem aumentadas por outro
método. Sendo assim, a segunda métrica escolhida para a análise é o SSIM. A utilização
dessa segunda métrica se dá porque ela é projetada para produzir valores de comparação
melhores que o PSNR quando considera-se a percepção visual humana.
Para ilustrar essa diferença, a Figura 5.9 lista dois blocos e suas respectivas recon-
struções utilizando diferentes métodos de ampliação. Os blocos usados para teste pos-
suem duas características muito distintas entre si. Enquanto os blocos da primeira linha
caracterizam-se por serem totalmente homogêneos, os blocos da segunda linha dessa ﬁgura
possuem uma informação totalmente heterogênea.
Comparando-se os blocos de referência da Figura 5.9-(a) com os demais, é possível notar
que para a informação homogênea, há pouca diferença visual entre o original e os blocos
aumentados por meio dos algoritmos de super-resolução. Além disso, o bloco aumentado
utilizando-se interpolação difere dos demais apenas por um pequeno efeito de borda, quase
imperceptível.
Em contrapartida, ao comparar-se os blocos da segunda linha da Figura 5.9, é possível
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notar que o resultado visual difere de maneira signiﬁcante do bloco de referência, depen-
dendo do algoritmo de resolução usado. Sendo assim, os valores das métricas objetivas
desses blocos reconstruídos são listados na Figura 5.10.
Assim, a partir dessa ﬁgura, é possível notar que os valores de PSNR divergem bastante
para a imagem homogênea, quando são comparados os valores entre a ampliação pelos
métodos de super-resolução e o de interpolação. Já para os valores da imagem heterogênea,
esses valores não são muito distintos. Contudo, esses valores contradizem o observado, pois
as imagens da primeira linha da Figura 5.9 são visualmente muito mais semelhantes entre
si do que as imagens da segunda linha. Portanto, a diferença entre os valores do PSNR
deveria ser muito maior para as imagens com informação heterogênea do que para aquelas
com informação homogênea.
Contrariamente a esse comportamento do PSNR, o SSIM produz valores muito mais
coerentes, conforme mostrado na Figura 5.10-(b). Nesse gráﬁco, é possível notar que a di-
vergência dos valores do SSIM da imagem homogênea aumentada por interpolação, quando
comparada com os métodos de super-resolução, é muito menor do que a divergência da
imagem imagem heterogênea aumentada utilizando-se esse método. Isto posto, o SSIM é
utilizado para mensurar a qualidade visual do vídeo de acordo com a variação dos parâmet-
ros, sendo esse método o mais coerente para mensuração no contexto deste trabalho.
O cálculo do PSNR dos vídeos foi feito pixel-a-pixel. Isto é, concatenando-se cada linha
dos quadros em uma linha única e tratando-se os vídeos como um sinal unidimensional.
Os valores produzidos foram calculados utilizando-se a Equação 2.7.
No caso do SSIM, essa transformação feita na estrutura do sinal para o cálculo do
PSNR poderia comprometer as propriedades psico-visuais que essa métrica utiliza. Dessa
forma, os índices de similaridade estrutural foram calculados para cada quadro de forma
independente e, em seguida, foi calculada a média dos valores de SSIM de cada quadro.
Além disso, visando obter uma referência de comparação do impacto da simpliﬁcação,
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primeiramente as métricas foram calculadas para os vídeos ampliados sem simpliﬁcação.
Ou seja, todos os quadros foram ampliados independentemente, sem dividi-los em blocos
e sem utilizar diferentes algoritmos para diferentes regiões. A Figura 5.11 apresenta os
valores do PSNR e SSIM utilizando essa abordagem. Os resultados dessa ﬁgura foram
produzidos reduzindo-se as dimensões dos vídeos de referência de 720p pela metade. Dessa
forma, os vídeos de referência reduzidos para dimensões de 640×360 foram ampliados para
as dimensões originais de 1280× 720 utilizando os diferentes algoritmos comparados.
De forma semelhante, para os vídeos ampliados considerando as simpliﬁcações, a pro-
porção de redução e ampliação por um fator de dois foi escolhida como padrão para os
testes. Sendo assim, a Figura 5.12 ilustra os resultados do teste da qualidade para os
diferentes algoritmos. Nessa ﬁgura, é possível constatar que, como suposto, a qualidade
do vídeo aumenta de acordo com o aumento no tamanho do bloco. Observando os valores
de PSNR é possível observar esse comportamento. Assim, quanto maior o bloco, menor é
a quantidade de regiões aumentadas por interpolação, sendo o resultado ﬁnal mais ﬁel aos
valores dos pixels do vídeo de referência. Como o PSNR é uma métrica de ﬁdelidade, esse
comportamento é totalmente coerente.
Ainda na Figura 5.12, é possível notar que os valores de SSIM dos vídeos analisados
também crescem em função do tamanho do bloco. Porém, diferente do que ocorre com
o PSNR, os gráﬁcos com essa métrica possuem um crescimento muito mais homogêneo
e suave. Dado esse comportamento, os gráﬁcos da Figura 5.13 ilustram a proporção das
métricas dos vídeos simpliﬁcados em relação às métricas dos vídeos não-simpliﬁcados da
Figura 5.11. É possível concluir que grandes variações nos valores do PSNR não implicam
necessariamente em grandes variações no SSIM. Portanto, em termos de resultados visuais,
ainda que um vídeo seja pouco ﬁel à referência (pela escala do PSNR), as distorções e
artefatos das regiões interpoladas são pouco perceptíveis.
Para ilustrar esse comportamento, a Figura 5.14 exibe o resultado visual de diferentes
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técnicas usadas para aumentar o primeiro quadro de um dos vídeos usados nos testes. A
Figura 5.14-(a) é o quadro de referência. Ou seja, o quadro original que foi reduzido e
depois ampliado para as dimensões originais. A Figura 5.14-(b) é o resultado da ampliação
de todo o quadro utilizando-se somente interpolação. A Figura 5.14-(c) é o resultado da
ampliação utilizando-se o algoritmo SARTV em todo o quadro, sem nenhuma simpliﬁcação.
Finalmente, a Figura 5.14-(d) é o resultado da ampliação utilizando-se simpliﬁcação, onde
os blocos das regiões de contorno e heterogêneas são ampliadas com o algoritmo SARTV
e os blocos das regiões homogêneas são ampliados com interpolação. Além disso, a Figura
5.14-(d) foi gerada com blocos de 8 × 8, tamanho esse que resultou nos piores resultados
de PSNR e SSIM, conforme mostrados na Figura 5.12.
Dessa forma, embora exista uma diferença considerável dos valores do PSNR medidos
para as Figuras 5.14-(c) e (d), é possível notar que visualmente é quase imperceptível
perceber as diferenças entre essas imagens. Para reforçar essa ideia, a Figura 5.15 ilustra
o resultado do mesmo quadro do vídeo FOO ampliado, considerando-se as técnicas de
simpliﬁcação, com blocos de diferentes tamanhos.
Dessa forma, resultados visuais são pouco perceptíveis ao se variar o tamanho dos
blocos, conforme ilustrado na Figura 5.15. Além disso, considerando a Figura 5.13, que
mostra como os valores do SSIM passam a diferir pouco entre os blocos maiores que 32×32,
é coerente usar esse tamanho de bloco, uma vez que ele minimiza o tempo do processamento
simpliﬁcado.
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(a) (b) (c) (d) (e)
Figura 5.9: Blocos de 128× 128 aumentados utilizando diferentes algoritmos: (a) original,
(b) interpolação bilinear, (c) SARTV, (d) SARL1 e (e) SRvSR.
(a) (b)




Figura 5.11: Métricas dos vídeos aumentados utilizando interpolação, SARTV, SARL1 e
SRvSR sem simpliﬁcação. (a) PSNR (b) SSIM.
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(a) (b)
Figura 5.12: Qualidade dos vídeo utilizando simpliﬁcação em função do tamanho do bloco:
(a) PSNR e (b) SSIM.
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(a) (b)
Figura 5.13: Valores relativos às métricas sem simpliﬁcação com uso da simpliﬁcação: (a)










Figura 5.14: Resultado visual do aumento com simpliﬁcação: (a) original (referência),
(b) quadro aumentada por interpolação, (c) quadro aumentado com super-resolução e (d)











Figura 5.15: Resultado visual do aumento simpliﬁcado com blocos de tamanho (a) 8× 8,
(b) 16× 16, (c) 32× 32 e (d) 64× 64.
109
5.1.3 Análise do Desempenho do Framework Paralelo
Após a análise das informações sobre o comportamento da qualidade e da eﬁciência da
simpliﬁcação, resta analisar o ganho do desempenho com a execução paralela do frame-
work. Para isso, é possível realizar diversas simulações, variando múltiplos parâmetros dos
algoritmos envolvidos e mensurando o tempo de execução para cada uma das variações.
Contudo, quando o objetivo central da análise é o desempenho da paralelização, é mais
interessante ﬁxar os demais parâmetros envolvidos e avaliar o tempo em função do número
de processos.
Sendo assim, conforme exposto na Seção 5.1.1, o tamanho de bloco que melhor balanceia
o tempo de processamento da simpliﬁcação é de 32 × 32. Além disso, como foi analisado
na Seção 5.1.2, sabe-se que para blocos maiores que 32 × 32 o aumento dos valores de
SSIM é mínimo, signiﬁcando uma melhoria visual quase imperceptível. Portanto, com
essas considerações, é plausível ﬁxar o tamanho dos blocos nessas dimensões, uma vez que
resulta em um melhor equilíbrio entre tempo de simpliﬁcação e qualidade dos resultados
visuais.
Como as simulações foram executadas em um máquina contendo quatro processadores
Intel Xeon X5690, que contabilizam um total de 24 núcleos, executou-se o programa var-
iando entre 2 e 24 o número de processos executando em paralelo. Em cada uma dessas
execuções, foi mensurado o tempo gasto de resolução do algoritmo para os blocos ﬁxados
no tamanho 32×32 e considerando todas as simpliﬁcações, conforme ilustra a Figura 5.16.
De posse do tempo da solução serial, apresentado na Figura 5.6, foi calculado o speedup
da implementação paralela. Tais valores são ilustrados na Figura 5.17. Com os valores
de speedup apresentados nessa ﬁgura, divide-se pelo número de processos correspondentes
para obter a eﬁciência do framework, conforme ilustrado na Figura 5.18.
Analisando a Figura 5.6, que contém o tempo em função do número de processos, é
possível perceber que o framework proposto obteve um signiﬁcante ganho de desempenho
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com o processamento paralelo. Tomando, por exemplo o gráﬁco do vídeo DAN, é possível
notar que o tempo de processamento caiu de quase 6000 minutos para menos de 1000
minutos, utilizando-se o método SRvSR, representando um ganho de aproximadamente 84
horas (3,5 dias).
A Figura 5.17 também ilustra um padrão interessante. Como é possível notar dessa
ﬁgura, o speedup se manteve crescente em função do aumento do aumento do número
de processos executando em paralelo na maioria dos casos. Assim, embora o speedup não
tenha se comportado muito próximo do comportamento ideal (linear com speedup(n) = n),





Figura 5.16: Tempo de execução dos algoritmos em paralelo em função do número de











Figura 5.18: Eﬁciência em função do número de processos paralelos: (a) SRvSR, (b)
SARTV e (c) SARL1.
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5.2 Considerações Finais
Nesse capítulo foi feita a análise do framework sob os aspectos do desempenho da
simpliﬁcação e como ela impacta na qualidade do resultado visual produzido. Conforme
discutido na Seção 5.1.1, tem-se que a abordagem simpliﬁcada fornece uma relevante econo-
mia de recursos computacionais, uma vez que isola partes do sinal de vídeo e evita que
elas sejam processadas pelos custosos algoritmos de super-resolução. Dessa seção é pos-
sível notar que diferentes métodos tendem a se comportar de maneira diferente de acordo
com o tamanho do bloco escolhido. Contudo, concluiu-se que um tamanho adequado de
bloco possui tamanho 32×32, que foi ﬁxado posteriormente nas simulações que utilizaram
processamento paralelo.
Tendo veriﬁcado a economia no tempo pela utilização da simpliﬁcação, o próximo passo
consistiu em analisar como a qualidade do vídeo ampliado se comporta de acordo com a
quantidade de regiões descartadas do processo de super-resolução. Assim, essa análise foi
feita na Seção 5.1.2, onde foi possível perceber que a métrica de análise consiste em um
importante fator na determinação da eﬁcácia da simpliﬁcação.
Essa seção iniciou introduzindo uma pequena simulação, onde duas imagens contendo
informações semanticamente opostas (uma sendo totalmente homogênea e a outra to-
talmente heterogênea) são ampliadas utilizando-se os diferentes métodos testados. Em
seguida, cada uma dessas imagens foi comparada com a referência original para veriﬁcar a
resposta gerada pelas métricas PSNR e SSIM. O resultado foi que o PSNR forneceu val-
ores menos coerentes com o que foi observado visualmente, enquanto que o SSIM forneceu
valores mais coerentes, o que justiﬁcou o pressuposto critério adotado na classiﬁcação, o
que faz com que somente as regiões mais heterogêneas do quadro sejam processadas pelos
algoritmos de super-resolução.
Finalmente, na Seção 5.1.3 são discutidos os resultados do processamento paralelo do
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framework. Embora esse processamento não tenha impacto na qualidade, é de grande
importância para viabilizar o aumento dimensional de vídeos que possuam muitos quadros.
Conforme mostrado nessa seção, o framework proposto possui uma escalabilidade razoável,




Neste trabalho foi apresentado um novo framework para processar de forma paralela
algoritmos de super-resolução, visando aumentar as dimensões espaciais de sinais de vídeo.
A abordagem apresentada segmenta e distribui os dados do vídeo de forma que a estraté-
gia de paralelização e o método de super-resolução sejam independentes. Dessa forma, o
framework permite que diferentes algoritmos de super-resolução possam aproveitar a es-
tratégia apresentada neste trabalho, uma vez que a paralelização não requer modiﬁcações
especíﬁcas nesses algoritmos.
Além disso, este trabalho propôs uma estratégia de simpliﬁcação a qual permite que
partes menos evidentes da informação visual não sejam processadas pelos algoritmos de
super-resolução. Conforme exposto no Capítulo 5, é possível notar que esse tipo de al-
goritmo é computacionalmente custoso, tendo comportamento exponencial em função do
tamanho das dimensões espaciais do quadro a ser processado. Assim sendo, essa estratégia
de simpliﬁcação permite economizar recursos computacionais, uma vez que processa uma
quantidade reduzida de dados, quando comparada com a abordagem que processa todo o
sinal utilizando algoritmos de super-resolução.
Ainda no Capítulo 5, quando comparados os quadros ampliados por super-resolução
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com os quadros ampliados por interpolação, é possível notar a diferença entre eles, pois a
interpolação gera um resultado com evidente distorção (borramento, no caso da interpo-
lação bilinear). Por outro lado, quando comparam-se os quadros produzidos totalmente
por super-resolução com aqueles produzidos utilizando partes interpoladas e partes com
super-resolução (simpliﬁcados), a diferença é menos perceptível. Esse resultado é coer-
ente, principalmente, quando é utilizada a análise feita dos valores do SSIM que, conforme
explicado no Capítulo 2, considera elementos do sistema visual humano na percepção de
distorções.
Dessa forma, é importante ressaltar que os resultados deste trabalho são aproveitáveis
em diversas aplicações. A aplicação mais evidente que poderia aproveitar o método pro-
posto consiste no simples aumento de resolução de vídeos. Exemplos práticos desse tipo de
aplicação são os populares serviços de hospedagem de vídeo online, tais como o Youtube [4],
o Vimeo [3] e Dailymotion [1]. Todos esses sistemas tem como ponto em comum hospedar
e oferecer vídeos enviados por diversos usuários. Contudo, para oferecer seu conteúdo em
alta-resolução, esses serviços dependem que o usuário submeta o conteúdo dessa forma.
Todavia, utilizando o método proposto neste trabalho, serviços como esses poderiam pro-
cessar e fornecer vídeos em alta-resolução, ainda que os usuários submetam conteúdos em
resolução menor.
Aplicações e algoritmos que utilizam métodos de super-resolução como etapa secundária
também podem se beneﬁciar do framework proposto. Por exemplo, no artigo Fast Inverse
Halftoning Algorithm for Ordered Dithered Images [32], o autor deste trabalho propõe um
método para aproximar os níveis de cor da imagem original a partir de uma versão em
meio-tom com qualidade visual superior à outros métodos semelhantes. Contudo, um dos
principais problemas desse método é que ele aproxima os níveis de cor da imagem original
em uma imagem reconstruída com dimensões menores. Então, para escalar a imagem
reconstruída para as dimensões da imagem original, esse método utiliza interpolação, o
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que acaba inserindo um nível de degradação. Dessa forma, a utilização de algoritmos de
super-resolução para aumentar as dimensões da imagem, pode permitir uma reconstrução
com maior qualidade.
No contexto de vídeos, essa técnica de inverse halftoning descrita no parágrafo anterior
possui outras aplicações. Um exemplo do aproveitamento desse algoritmo em vídeos é
apresentado no artigo de mesma autoria, intitulado Error Concealment Using a Halftone
Watermarking Technique [33]. Nesse artigo, é apresentada uma técnica para encobrimento
(mitigação) dos erros gerados pela perda de pacotes do sinal de vídeo devido à problemas
na transmissão. Assim, mesmo que o vídeo seja daniﬁcado durante uma transmissão na
rede, os dados perdidos não daniﬁcam o resultado reproduzido, pois os erros são encobertos
de forma que o expectador que recebe o sinal não perceba os artefatos gerados.
Assim sendo, como apresentado nesses exemplos, o problema de aumento dimensional
tem relação com diversas aplicações. Logo, o framework pode ser utilizando como proposto
ou modiﬁcado com diferentes objetivos.
Uma modiﬁcação a ser feita e analisada em trabalhos futuros pode consistir em otimizar
o critério de seleção na etapa de simpliﬁcação. No Capítulo 4, o critério proposto foi
processamento guiado por contorno, que utiliza um ﬁltro de Canny para realçar as bordas
e classiﬁcar as regiões que contenham essas bordas como sendo de maior relevância.
Contudo, sabe-se que o sistema visual humano não observa as regiões de imagens e
vídeos de forma aleatória. Ao contrário, o sistema cognitivo humano tende a direcionar a
atenção para informações especíﬁcas dentro dos sinais visuais, conforme apresenta Nadenau
et al. [64]. Assim, uma possível abordagem para reduzir as regiões a serem processadas
pelos algoritmos de super-resolução é utilizar um algoritmo que modele o sistema visual
humano. Dessa forma, ao invés dos algoritmos de super-resolução redimensionarem todas
as regiões de bordas, eles podem ser utilizados somente nas regiões que são direcionadas
pelo processo de percepção visual, enquanto todas as outras regiões são aumentadas por
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interpolação.
Conforme descrito no parágrafo anterior, melhorias na produção de resolução variável
proposta para esse framework ainda podem ser investigadas. Além disso, como outras
aplicações podem ser beneﬁciadas pelos algoritmos de aumento de resolução de imagens,
o framework apresentado nesse trabalho surge como uma importante contribuição para
favorecer o desempenho desses algoritmos na utilização em vídeos.
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Abstract—In this paper, we present a simple and fast inverse
halftoning algorithm, targeted at reconstructing halftoned images
generated using dispersed-dot ordered dithering algorithms. The
proposed algorithm uses a simple set of linear ﬁlters combined
with a stochastic model in order to predict the best intensity
values for the binary image pixels. The algorithm produces
images with a better perceptual quality than the available
algorithms in the literature, preserving most of the ﬁne details
of the original gray-level image. It has a high performance,
which can be further improved with the use of parallelization
techniques.
Keywords-halftoning, inverse halftoning, dispersed-dot ordered
dithering, dithering.
I. INTRODUCTION
Halftoning is the technique of converting continuous-tone
images into binary images using patterns of white and black
dots. This technique is useful for creating the illusion of
seeing multiple intensity levels in a binary image, which
makes it suitable for applications where a reduced number
of levels is needed, such as newspapers, fax machines, and
document printing processes. Halftoning algorithms can be
roughly classiﬁed as dithering or error diffusion [1].
Dithering algorithms generate halftoned images by com-
paring the pixel intensity values of the original image with
threshold scalar values or matrices, which can be generated by
various methods. Error diffusion algorithms compare the pixel
intensity values with a ﬁxed threshold. The resulting error
between the output value and the original value is distributed
to neighboring pixels according to predeﬁned weights. Both
the ordered dithering and the dithered with error diffusion
have advantages and disadvantages for speciﬁc applications.
The choice of algorithm often depends on the application with
which it is associated.
Inverse halftoning is the technique that allows the restora-
tion of the original information of an image (with multiple
levels of intensity) from a binary (black-and-white) represen-
tation of it. This technique can be used in several applications
when the only available version of the image is a binary
one. For example, it is well known that dithered images
suffer great degradations when subject to simple operations,
such as ﬁltering, decimation, interpolation, sharpening, etc. In
these applications, it is necessary to use inverse halftoning
techniques to convert the binary images into gray-level images
and, then, apply the desired operation.
Different solutions have been proposed to solve the inverse
halftoning problem, such as iterative projection [2], neural
networks [3], vector quantization [4], lookup table [5], [6],
wavelet estimation [7][8], and least square methods [9]. Al-
though the above techniques produce satisfactory results for
some cases, they all have a high computational cost, which
is mainly due to their high mathematical complexity. Among
the algorithms in the literature, the work by Damera-Venkata
et al. is one of the most computationally efﬁcient algorithms
[10][11].
A more recent and non-conventional application of inverse
halftoning is in error concealment or recovery [12] and data
hiding. For example, in the work by Adsumilli et al. a dithered
version of the original video is embedded into the original
itself using a spread-spectrum watermarking technique. If parts
of this original are lost in the transmission or compression
stages, the receiver can extract the corresponding dithered ver-
sion of the original from the received frame. Then, an inverse
halftoning technique is used to obtain an approximation of the
lost data of the frame.
In this paper, we present a simple and fast inverse halfton-
ing algorithm, targeted at reconstructing halftoned images
generated using dispersed-dot ordered dithering algorithms.
The proposed algorithm uses a simple set of linear ﬁlters
combined with a stochastic model to predict the corresponding
intensity values of the binary image pixels. Our goal is to
obtain the best approximation of the original image with
the lowest computational cost. Our target application is the
recovery of lost information (e.g. error concealment) in real-
time processing applications, such as video decoding.
This paper is organized as follows. In Section II, we present
a description of the dithering algorithm considered in this
work. In Section III, we describe the details of the proposed
inverse halftoning algorithm. In Section IV, we present the
results and, ﬁnally, in Section V, we give our conclusions.
II. ORDERED DITHERING
In this work, we focus on ordered dithering algo-
rithms. These algorithms have the characteristic of generating
halftoned images with sets of pixel clusters that have a
predictable pattern. This, in turn, generates binary images that
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have an adequate redundancy that allows successful inverse
halftoning operations. Given our target applications, generat-
ing a more easily predictable image is very important, and has
a signiﬁcant impact on the performance of the technique.
The ordered dithering technique can be classiﬁed into
two types: dispersed-dot ordered dithering and clustered-dot
ordered dithering. In the ﬁrst type, the less relevant dots for
the representation (e.g., white pixels in a dark area) are spread
out in an apparently random order, but the density is varied in
order to match the gray-level intensity of the original image. In
the second type, geometric shapes of different sizes are used to
create a pattern that is proportional to the gray-level intensity
of the original image. That is, the pixels of the binary image
are clustered to create a visual sensation of different tones.
Fig. 1 shows examples of these two types of dithering
techniques. In Fig. 1, an image with decreasing gray-level
intensities (top) is depicted, along with dithered versions of
this image obtained using the dispersed-dot (middle) and
clustered-dot dithering algorithms (bottom).
The dots pattern model used in this work is the dispersed
dithering. The ten 3 × 3-pixels dot patterns used to generate
the dithered images are depicted in Fig. 2. These patterns were
generated using the following Bayer Matrix (MB) [13]:
MB =
⎡




To generate the dithered image according to this model,
we ﬁrst quantize the image intensity levels using ten intervals
shown in Table I. The image with quantized levels, Iquantized,









Then, we ﬁlter the quantized image using the Bayer matrix.
The values of each cell of the matrix are used as thresholds.
If the normalized output values corresponding to the pixel
Fig. 1. Original gray-level image (top) and dithered images generated using
dispersed-dot (middle) and clustered-dot (bottom) ordered algorithms.
Fig. 2. Dot patterns corresponding to each level of quantization.
are smaller than the number in the matrix cell, the pixel
will be substituted by a black value. Otherwise, if the values
are greater than the number in matrix cell, the pixel will be
replaced by a white value. In other words, the intervals are
mapped into one of the patterns shown in Fig. 2.
The algorithm for generating the dithered image from the
original 8-bit image is presented Algorithm 1. The resulting
dithered version of the image Lena is shown in Fig. 3.
















Algorithm 1 Produce 1-bit dithered image from 8-bit image
Input: 8-bit gray-scale input image Igray
Output: 1-bit binary output image Idither
1: Generate pattern as a dictionary data structure that maps a level-value
to a dot-pattern, as shown in Fig. 2.
2: Filter the image Igray with a high-pass unsharp ﬁlter to obtain Iunsharp
3: Deﬁne a new image Iquantized =  10255 Iunsharp, which is Iunsharp
quantized with 10 gray levels.
4: for all pixel p ∈ Iquantized do
5: level = Iquantized[p]
6: Idither[p] = pattern[level]
7: end for
III. PROPOSED FAST INVERSE HALFTONING ALGORITHM
Inverse Halftoning is the process of ﬁnding the most appro-
priate value in a gray-level interval to represent a black-and-
white pixel of a dithered image, i.e. it is basically the inverse
of the process used for obtaining the dithered image discussed
in the previous section. Let us deﬁne M(p) as a spatial mask
of size 3 × 3 surrrounding a pixel p of the image, Igray as
the original gray-level, Idither as the the dithered image, and
D(p) as the distribution of the area surrounding the pixel p. To
reconstruct an 8-bit pixel image from an 1-bit pixel halftoned
image, we ﬁrst calculate the local distribution D(p) for all
pixels in Idither. Then, we ﬁnd the most probable mapped
intervals corresponding to the original pixel intensity levels
in Igray . Once this interval is found, we randomly select a
value within it, following a random walk on ﬂuctuating lattice
model [14].
In order to randomly select the best value in an interval,
the random walk model uses a renormalization group trans-
formation, which is a transformation of the space of spatially
connected pixels. In this work, we chose to use a simple
model with only spatial dependencies for the renormalization
transformation. With this model, the transformation rescales
the value of a particular pixel depending on the levels (see
Table I) of the pixels in the surrounding 3 × 3 area. More
speciﬁcally, for a given pixel p, we must ﬁrst ﬁnd the most
frequent level value in the neighborhood. If this value is the
same as the level of p, or it is not in the immediate vicinity,
we choose a random value in the level interval. If the most
frequent level is higher than the level of p, we set the upper-
bound as mid-value of the upper interval and the lower-bound
as the current value of the pixel. If the most frequent is lower
than the level of p, we set the upper-bound as the current value
of the pixel and lower-bound as the mid-value of the lower
interval. From these new bounds, we choose a new random
value for pixel.
The result of applying this inverse halftoning technique to
the dithered version of the image Lena (see Fig. 3) is shown in
Fig. 4(b). For comparison, the original Lena image is shown in
Fig. 4(a). As expected, although a consistent gray-level image
was obtained, lots of false-contours defects are present as a
consequence of the quantization of the intensity levels.
To mitigate the problem of false contours, we apply an
unsharp ﬁlter before the dithering process. The unsharp ﬁlter is
(a) (b)
(c) (d)
Fig. 4. Inverse Halftoning and Filtering Effects: (a) Original, (b) Random
Walk, (c) Random Walk with unsharp masking, and (d) Random walk with
unsharp masking and Gaussian ﬁltering.
used to highlight the image details and, therefore, to avoid the
loss of important information. Then, we classify the regions
of the image as ‘smooth’ or ‘active’ using a simple standard
deviation measure over a 3 × 3 pixel area. If the region
has a low value of standard deviation, it is replaced by its
average. Otherwise, it remains unchanged. Using this small
modiﬁcation, we obtain a much better result. The result of
applying this technique for the Lena dithered image is depicted
in Fig. 4(c).
As can be observed in Fig. 4(c), unfortunately, the random
choice of gray level intensity produces a fair amount of visible
noise in the reconstructed image. We can smooth it out by
applying a low-pass ﬁlter after the reconstruction process. We
use a Gaussian blurring ﬁlter, generating the image in Fig.
4(d). As can be seen in this image, excess noise was greatly
reduced in this ﬁnal image, without affecting the image details.
The proposed algorithm for inverse halftoning is presented
Algorithm 2.
To ﬁnd better ﬁlter parameters for the proposed algorithm,
we conducted a set of tests, which basically consisted of
choosing the optimal ﬁlter conﬁgurations to maximize the
PSNR values for the resulting reconstructed images. The
spatial masks that offered the results for the unsharp masking
and Gaussian ﬁlters are:
Munsharp =
⎡












Algorithm 2 Reconstruct 8-bit image from 1-bit image
Input: 1-bit binary input image Idither .
Output: 8-bit gray-scale output image Igray .
1: Generate inversePattern as a dictionary data structure that maps a
3× 3 dot-pattern to a level-value, as shown in Fig. 2.
2: for all pixel p ∈ Idither do
3: Deﬁne as mask the 3 × 3 matrix populated with values of pixels
around p = Idither(x, y)
mask =
[
p(x− 1, y − 1) p(x− 1, y) p(x− 1, y + 1)
p(x, y − 1) p(x, y) p(x, y + 1)
p(x+ 1, y − 1) p(x+ 1, y) p(x+ 1, y + 1)
]
4: Use mask as key in inversePattern, obtaining the correspondent
level
level = inversePattern[mask]
5: Calculate the level corresponding to pixel p
Ilevels[p] = level
6: end for
7: for all pixel p ∈ Idither do
8: Get level = Ilevels[p]
9: With level, set min and max as the lower and upper limits of range
mapped by level, as illustrated in Table I.
10: Choose a random value between min and max, storing the result in
a new variable grayvalue.
11: Create a matrix v containing the pixels in 3×3 neighborhood around
p.
12: Call the renormalization(v) procedure and store the result in
Ireconstructed[p] (random walk model)
Ireconstructed[p] = renormalization(v)
13: end for
14: Filter the Ireconstructed with a gaussian low-pass ﬁlter, save the result
in Igray and return.
Igray = gaussianLowPassF ilter(Ireconstructed)
IV. EXPERIMENTAL RESULTS
We tested the proposed algorithms using a set of gray-level
images. The results obtained for the images ‘Rose’, ‘Einstein’,
‘Chester Cathedral’, ‘Paper machine’, ‘Bear’, ‘Hurricane’,
‘Peppers’ and ‘Pills’ are depicted in Figs. 5 and 6. In both
ﬁgures, the ﬁrst column shows the original gray level images,
the middle column shows the dithered version, and the last
column shows the reconstructed image using the proposed
algorithm.
The images chosen to test the proposed algorithm have
a high level of details, what represents a big challenge for
inverse dithering algorithms. Notice that the proposed algo-
rithm is able to recover the details of the original image,
even in high contrast areas (see ‘Rose’ and ‘Bear’ images).
It is also able to recover the large variations in luminance
(see ‘Paper machine’ image). The algorithm does add some
graininess to the uniform areas. This is a characteristic of most
sharpness enhancement algorithms, including the sharpness
algorithm used in the proposed technique used compensate
for the blurring effect of the dithering.
We also compared the algorithm proposed in this paper with
other inverse halftoning algorithms. The following state-of-
the-art algorithms were considered for comparison: Fast Blind
Inverse Halftoning (FBIH) [10] and Wavelet-based Inverse
Halftoning via Deconvolution (WinHD) [7]. Fig. 7 shows the
reconstruction images using the proposed algorithm and these
two reference algorithms. We can observe from this ﬁgure that
the image reconstructed using our approach preserves much
more details than the images reconstructed using the other
two methods.
In our simulations, we also used three metrics for estimating
the objective quality of the reconstructed images: Peak signal-
to-noise ratio (PSNR), Universal Image Quality Index (UIQI)
[15] and Structural similarity (SSIM) [16].
The results obtained with PSNR are listed in Table II.
From the data, we can observe that the proposed method has
signiﬁcantly lower PSNR scores than the other two algorithms.
As the results in Fig. 7 show, the low PSNR values listed in the
Table II do not necessarily represent a lower visual quality, but
only bigger differences in relation to the original. PSNR is a
ﬁdelity metric that simply estimates error differences between
original and test images, not being able to identify if these
differences cause an improvement or a degradation in quality.
Over the years, PSNR have been widely criticized for not
correlating with quality as perceived by human viewers [17].
TABLE II
RESULTS USING PEAK SIGNAL-TO-NOISE RATIO (PSNR)
Image FBIH WinHD Proposed
Cameraman 24.7800 31.1112 24.2410
Galaxy 33.6986 35.1189 25.6677
Peppers 27.4723 31.0780 24.8490
Chester cathedral 20.9075 23.5957 22.1560
Hurricane 26.8154 26.0245 25.4556
Pills 28.0535 31.3776 25.7641
Dollar 22.1636 21.4012 24.2334
Lena 29.5776 32.4471 25.3655
Bear 27.0785 30.5968 25.9224
Einstein 31.3399 33.0679 24.2774
Paper machine 27.6452 29.9093 25.4409
Rose 31.0464 30.2284 29.6955
Table III shows the results using the metric UIQI as a com-
parison criteria. In this case, we observed a strong ﬂuctuation,
making the results obtained with UIQI inconclusive.
Table IV shows the results obtained with the quality metric
SSIM. The SSIM metric is one of the most reliable qual-
ity metrics available in the literature today, being able to
give a better estimate of quality instead of only measuring
the error differences between a pair of images [17]. When
compared to the WinHD algorithm, a very computationally
intense algorithm, the proposed method presents better results
in around 60% of the tested images. When compared to the
FBIH algorithm, the proposed method presents better results
in all tested images. This is in agreement with the visual
(perceptual) results presented in Fig. 7. In particular, notice
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that the proposed method performed very well (according to
SSIM) for images with a high level of detail, such as ‘Rose’,
‘Pills’ and ‘Papermachine’.
TABLE III
RESULTS USING UNIVERSAL IMAGE QUALITY INDEX (UIQI)
Image FBIH WinHD Proposed
Cameraman 0.9413 0.9675 0.9978
Galaxy 0.9993 0.9992 0.9290
Peppers 1.0003 0.9945 0.9688
Chester cathedral 0.99867 1.0006 0.9915
Hurricane 0.9840 0.9822 0.8949
Pills 0.9976 1.0054 0.9742
Dollar 0.9973 0.9981 0.9914
Lena 0.9989 0.9999 0.9804
Bear 0.9158 0.9427 0.9092
Einstein 0.9998 0.9999 0.9875
Paper machine 0.9710 0.9995 0.9596
Rose 1.0513 0.6299 0.5358
TABLE IV
RESULTS USING STRUCTURAL SIMILARITY (SSIM)
Image FBIH WinHD Proposed
Cameraman 0.7375 0.9139 0.8599
Galaxy 0.8640 0.9191 0.9076
Peppers 0.7894 0.8469 0.8590
Chester cathedral 0.6648 0.8337 0.8352
Hurricane 0.7451 0.6842 0.8529
Pills 0.8597 0.9157 0.9279
Dollar 0.7352 0.6783 0.8921
Lena 0.8318 0.8896 0.8698
Bear 0.8092 0.8807 0.8418
Einstein 0.8513 0.9173 0.8988
Paper machine 0.8384 0.8788 0.9169
Rose 0.6697 0.6590 0.8278
We also compared the elapsed time for executing the
proposed algorithm and the two others algorithms. In Table V,
we list these times (in seconds) for all images in our dataset.
As can be observed from the results, the proposed model
has a much better performance than the other two reference
methods, which makes it very adequate to any application that
requires real-time processing. It is worth pointing out that both
the dispersed-dot ordered algorithm and the proposed inverse
halftoning algorithms are highly parallelizable algorithms. So,
the processing time could be reduced even further for both the
codiﬁcation and the decodiﬁcation phases.
TABLE V
ELAPSED TIME FOR RECONSTRUCTION (IN SECONDS).
Image Proposed FBIH WinHD
Cameraman 1.79 2.46 35.14
Dollar 1.01 3.00 52.27
Einstein 1.53 3.00 53.36
Galaxy 1.44 3.01 65.78
Hurricane 1.24 2.99 75.48
Rose 1.24 2.02 73.13
Lena 1.26 2.40 36.29
V. CONCLUSIONS AND FUTURE WORK
We have presented a simple and fast approach for recon-
structing halftoned images generated using dispersed-dot or-
dered dithering algorithms. The proposed algorithm produces
images with a better perceptual quality than the available
algorithms in the literature, while preserving most of the ﬁne
details of the original gray-level image. The proposed method
has a high performance, which can be further improved with
the use of parallelization techniques. Also, perceptual results
would certainly beneﬁt from the use of low-pass and high-pass
ﬁlters optimized by taking into account a quality metric that is
better correlated with perceptual quality, as opposed to PSNR.
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Fig. 5. Results obtained for the images ‘Rose’, ‘Einstein’, ‘Chester cathedral ’ and ‘Paper machine’: original image (left), halftoned image (center), and
reconstructed image using the proposed algorithm (right).
255
Fig. 6. Results obtained for the images ‘Bear’, ‘Hurricane’, ‘Peppers’ and ‘Pills’: original image (left), halftoned image (center), and reconstructed image
using the proposed algorithm (right).
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Fig. 7. Results obtained using the Proposed (left), FBIH (center), and WinHD (right) inverse halftoning methods for the images ‘Bear’, ‘Chester cathedral’,
‘Lena’ and ‘Peppers’.
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Abstract—In this paper, we propose an error concealment
technique for H.264 coded videos. The algorithm is targeted
at compressed videos degraded after packet losses caused by
transmission over an unreliable channel. We use a combination
of watermarking and halftoning (dithering) techniques. At the
encoder side, a dithered version of each video frame is em-
bedded into the video using a watermarking technique. The
watermarking technique used by the proposed algorithm is a
modiﬁed version of the Quantization Index Modulation (QIM)
algorithm, which provides a good data hiding capacity. At the
decoder side, the algorithm identiﬁes which packets of the video
were lost, extracts the corresponding mark, and applies an
inverse halftoning technique to estimate the original content.
The algorithm is fast and has a good performance, being able
to restore content with a better quality than the default H.264
error concealment algorithm.
Keywords-Error concealment, H.264, QIM, watermarking,
halftoning.
I. INTRODUCTION
The Internet provides a best effort model, which means
losses may happen when packets are being transmitted. In
the majority of applications, errors caused by losses are
undesirable. In particular, for video transmission, errors may
decrease the quality of received content, affecting the level of
acceptability and popularity of the service. Error concealment
algorithms are frequently used to minimize the effect of
transmission errors on video content. These algorithms use
the temporal and spatial information of the received pixels
to estimate the lost data. Most error concealment methods are
implemented as a part of coding and decoding algorithms, like
H.264 [1].
Various approaches have been proposed to conceal transmis-
sion errors in videos and images, with interpolation being the
most common technique [2], [3]. Approaches using interpo-
lation have as great advantage the combination of algorithms
simple, with low complexity, which does not requires changes
in the encoder-side. However, the conceal errors capacity is
lower than those techniques that insert some information on
the encoder-side.
A different approach consists of using data-hiding tech-
niques embed redundant information into the video or im-
age, what allows to recover lost content. Examples of
works that use watermarking techniques to self-embed a
dithered halftoned version of the content include the works
of Adsumilli et al. [4] and Phadikar and Maity [5]. The
work of Nayak et al. [6] uses a hybrid method composed
of multiple techniques, including watermarking, to conceal
lost information in compressed videos. The disadvantage of
inserting the information at the encoder side is that the a small
amount of degradation is added to the signal. Furthermore, it is
necessary that both the encoder and the decoder are synchro-
nized, what increases the complexity of both the encoder and
the decoder. However, the performance of data hiding based
error concealment algorithms is superior than what is obtained
with interpolation methods.
In this paper, we propose an error concealment technique
for H.264 compressed videos that is simple, fast, and recovers
lost content with a very good quality. The algorithm can be
implemented together with the H.264 codec, what reduces
complexity and avoids further distortion of the signal. The
paper is divided as follows. In Section II, we describe the pro-
posed system, detailing the halftoning, watermark embedding
and extraction, inverse halftoning and reconstruction stages.
In Section III, we present the simulation results. Finally, in
Section IV, we present our conclusions.
II. PROPOSED ALGORITHM
The proposed algorithm has the goal to recover portions of
the video lost in a transmission over an unreliable channel. At
the encoder side, a halftoning algorithm generates a dithered
halftoned version of each video frame. This information is
embedded into the video using a fragile watermarking tech-
nique that is a modiﬁed version of the Quantization Index
Modulation (QIM) algorithm [7]. At the decoder side, the
algorithm identiﬁes which packets of the video were lost.
Then, for each lost packet, the original content is recovered
by extracting the mark corresponding to the affected area and
using an inverse halftoning algorithm to convert the dithered
version of the frame into a colored multi-level approximation
of the original.
The block diagram of the proposed algorithm is depicted
in Fig. 1. Notice that this block diagram depicts stages of
the H.264 codec combined with stages of the proposed error
concealment algorithm. The idea here is to show that the
proposed algorithm is intended to be implemented together
with the H.264 codec (or any other compression algorithm).
In this section, we describe in further details the stages of the
proposed error concealment algorithm.
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Fig. 1. Block diagram of the proposed system, which detects lost regions in a video and restores the original content.
A. Halftoning Stage
Halftoning is a technique for converting multi-level im-
ages into binary images using patterns of white and black
dots [8]. This technique creates the illusion of seeing multiple
intensity levels in a binary image, what makes it suitable
for applications where only a reduced number of levels is
available, such as newspapers, fax machines, and document
printing processes. In the literature, there are several halftoning
algorithms that can be roughly divided into two major classes:
ordered dithering and error diffusion [9], [10].
Error diffusion algorithms compare the pixel intensity val-
ues with a ﬁxed threshold. The resulting error between the
output value and the original value is distributed among
the neighboring pixels according to predeﬁned weights. This
provides interesting visual results and eliminates the local
correspondence between the halftoned image and original
gray level. Ordered dithering algorithms generate halftoned
images by comparing each pixel value with a set of pixel
clusters. The spatial patterns used by the chosen set of pixel
clusters determine the quality of the dithered halftoned image.
Both ordered dithering and error diffusion techniques have
advantages and disadvantages. The choice of the type of
halftoning algorithm often depends on the target application.
In this work, an ordered dithering algorithm is used to
generate a dithered halftoned version of each picture frame,
which is later embedded into the video itself. This type of
halftoning technique is chosen because it uses sets of pixel
clusters that have a predictable pattern. For each pixel of the
picture, the algorithm only uses the pixel value and a ﬁxed
number of spatial patterns to generate the halftoned picture.
Given that our target application requires generating a multi-
level picture from a halftoned picture with (possibly) lost
content, using an easily predictable pattern is very important.
As pointed out previously, in case of content loss the
halftoned version of the picture frame is used to restore the
video back to its original state. The quality of the restored
video depends on the halftoning algorithm and of the number
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of intensity levels it is able to represent. So, in order to
guarantee a good quality, the halftoning algorithm must be
able to represent the largest possible number of intensity levels
with a minimum number of bits. Unfortunately, the data hiding
capacity of the host picture frame is relatively low. Our tests
show that a maximum of 3 bits per pixel can be embedded in
the host picture frame without causing visible degradations.
Because of this limited data hiding capacity, we cannot use
the classical ordered dithering patterns. So, we use a modiﬁed
method of [11], proposed as combinatorial dispersed-dot
patterns which is capable of generating all combinations of
bits necessary to represent the intensity levels, but require less
bits than classical ordered dithered patterns. This way, we can
increase the number of mapped intervals without increasing
the size of the dot-pattern matrix. For example, using a 3× 3
Bayesian matrix to generate the dispersed-dot dithering, we
obtain 10 distinct levels. On the other hand, using a 3 × 3
combinatorial matrix allows for 23×3 distinct conﬁgurations,
that translates into up to 512 intervals. Since 3 bits are
available for our application, we can have 23 combinations
and, consequently, 8 different intervals, as shown in Fig. 2.
Pictures reconstructed from dispersed-dot dithered halftoned
images can be slightly blurred. So, before we generate the
halftoned picture we apply an unsharp-mask edge enhance-
ment ﬁlter to the original picture frame (Io), generating an
image with enhanced details (Ieh). In Fig. 3(b), an example
of this enhancement step is depicted for a frame of the video
“Foreman” presented in Fig. 3(a).
Fig. 2. Combinatorial dispersed-dot patterns used for generating dithered
images with 3 bits, which allows mapping 8 intervals.
Then, we quantize Ieh using 8 distinct intervals, using the
following equation:







where x and y are the horizontal and vertical spatial dimen-
sions, respectively, c refers to the color channel (1 ≤ c ≤ 3),
and . is the ﬂoor operation, and Iq is the quantized image.
Next, we substitute the value of each pixel in Iq by the
corresponding combinatorial dispersed-dot patterns, showed in
Fig. 2, generating the halftoned image Idth. Finally, for each
color channel, the 3 bits are converted to an integer number.
In Fig. 3(c) the halftoned picture corresponding to the frame
shown in Fig. 3(a) is presented.
B. Watermarking Embedding Stage
After generating the mark using the techniques described
in the previous section, the next stage consists of embedding
it into the host image or video frame. But, in order to make
it possible to recover the original content, the dithered mark
corresponding to a speciﬁc region cannot be embedded in
the same spatial and temporal position of the host image or
video frame. Therefore, we spatially distribute the mark over
the host picture using a split-ﬂip operation, which consists of
splitting the halftoned image into sub-blocks and ﬂipping them
to a different spatial region. More speciﬁcally, we divide the
halftoned picture in 64× 64 blocks, rotate each sub-block by
180 degrees, and shufﬂe the regions. Fig.4 shows one example
of the process for the three color channels of the image “Lena”.
For videos signals, we also perform a temporal distribution
of the mark by inserting the mark corresponding to the current
picture frame in a previous picture frame, located 1 second
before. By distributing the mark spatially and temporally, a
speciﬁc region does not store the mark necessary to restore
it, what increases the probability that the algorithm is able to
restore the content to its original version.
Among the available watermarking methods, the Quantiza-
tion Index Modulation (QIM) algorithm is one of the methods
with the best performance [7]. The QIM algorithm inserts a
mark into a host picture by quantizing it with a uniform scalar
quantizer. The standard quantization operation with step size






where . denotes the mathematical operation of rounding a
value to the nearest integer. The watermarked pixel is obtained
using the following equation
s(x) = Q(x, δ) + d(m), (3)
where d(m) is the perturbation value, m is the mark signal to
be embedded, and Q(x, δ) is the quantization function deﬁned
in equation 2. The value of the step size δ determines the data
hiding capacity of the algorithm. The higher δ, the more bits
per pixel can be inserted in the host. The value of δ also
affects the level of distortion introduced in the original by the
watermarking algorithm. In this paper, we used a value of δ
equal to 3.
In this work, we propose a modiﬁcation of the QIM al-
gorithm that inserts an integer mark, instead of a function
of a binary mark. In other words, the modulation function
in equation 3 is set to d(m) = m. Therefore, the integer-
halftoned mark, Idth, is inserted in each pixel of the corre-
sponding color channel of the original picture frame using the
following equation:
Im(x, y, c) = Q (Io(x, y, c), δ) + Idth(x, y, c), (4)
where Im is the resulting watermarked picture frame, Io is the
original picture frame, δ is the quantization step, and c is the
corresponding color channel.
C. Watermarking Extraction Stage
The watermarking extraction is performed at the receiver
or decoder side, after the transmission of the video. First, we
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(a) (b) (c)
Fig. 3. Halftoning algorithm: (a) Original frame, (b) Edge enhanced frame, (c) Halftoned frame.
Fig. 4. Original dithered halftoned versions of each color channel of the
image “Lena” (left) and the corresponding split-ﬂip versions (right).
create a buffer containing the current picture frame and all the
frames in the previous 1 second interval. After that, we are
ready to restore losses in the next picture frames.
When a packet loss is detected by the H.264 decoder, we
extract the corresponding mark from the buffer using the
following equation:
Iˆdth(x, y, c) = Im(x, y, c) mod δ, (5)
where Im is the watermarked color channel and Iˆdth is the
recovered integer-halftoned mark. Then, the extracted integer-
halftoned mark is converted to a binary number of δ = 3 bits
in order to restore the halftoned picture frame.
D. Inverse Halftoning Stage
If any region is classiﬁed as “lost” in the current frame,
we search the correspondent mark in the appropriate location
of the buffer. Then, we use the inverse halftoning algorithm
to generate a multi-level colored picture frame, which is an
approximation of the original picture frame.
Given that Idth is the halftoned picture frame, D(p) is the
distribution of the area surrounding the pixel p in Idth. To
reconstruct an 8-bit pixel from the halftoned picture, we ﬁrst
calculate the local distribution D(p) for all pixels in Idth.
From this distribution, we ﬁnd the corresponding mapped
interval that contains the most probable pixel value in the
corresponding color channel, according with the indices of the
dot-patterns, shown in Fig.2. Once this interval is found, we
randomly select a value within it, generating a slightly noisy
picture Iinv .
Then, we ﬁlter Iinv with a Gaussian lowpass and a
Laplacian-of-Gaussian ﬁlter [12]. The idea here is to spatially
decorrelate the pixels in order to be able to process each pixel
independently. This allows for an independent reconstruction,
even when the neighboring pixels are missing. The resulting
picture frames, Igauss and Ilog, are used to compose another
picture, Ibld, given by the following equation:
Ibld(x, y, c) = Υ Igauss(x, y, c) + (1−Υ) Ilog(x, y, c), (6)
where Υ is the blending-ratio matrix that determines the
proportion of each input ﬁltered picture in the output.
In our simulations, we observed that using Υ = Iinv
preserves the edges of the pictures. Unfortunately, when we
combine all 3 channels, the resulting picture frame contains
visible color distortions. If, on the other hand, we use Υ as a
constant matrix, Ibld is a blurred version of Iinv . An example
of this can be seen in Fig. 5. In Figs. 5(a)-(d), the extracted
halftoned picture, the ﬁltered images, and their combination
are shown, respectively. Notice that the combination Ibld is a
very blurred picture (see Fig. 5(d)).
Hence, it is necessary to make another composition using
Iinv and Ibld, with the goal of minimizing color distortion and
keeping the details of the original image. The composition, Iˆo,
is the ﬁnal result of inverse halftoning process and is given by
the following equation:
Iˆo(x, y, c) =
⌊√
Iinv(x, y, c) Ibld(x, y, c)
⌉
, (7)
where Iˆo is the recovered 8-bit version of original video frame,
Io. This way, we recover the original content with the best
visual quality possible. An example of this process for the
pictures in Fig. 5 is shown in Fig. 5(e).
III. TEST RESULTS
First, we tested the degradation of the original content
caused by the proposed method, in particular by the insertion
of the watermark. In Fig. 6 we show a comparison between
original and watermarked picture frame for the videos “Car-
phone”, “Foreman”, “Mobile”, and “Suzie”. These videos are
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(a) Idth (b) Iinv
(c) Igauss (d) Ilog
(e) Ibld (f) Iˆo
Fig. 5. Inverse halftoning algorithm steps: (a) extracted halftoned mark, (b)
random inverse estimative, (c) image ﬁltered using Gaussian low-pass ﬁlter,
(d) image ﬁltered using LoG ﬁlter, (e) blind combination of Igauss and Ilog ,
(f) restored image.
publicly available of format YUV 4:4:4 color CIF (352 ×288,
progressive) with around 300 frames each. From this ﬁgure,
we can observe that the addition of the mark causes very small
distortions in the colors of the frame due to quantization.
However, this effect is not very visible without having the
original frame as reference.
In Table I, we show the values of the Peak signal-to-
noise ratio (PSNR), the Structural similarity (SSIM) [13], and
Universal Image Quality Index (UQI) [14] output values of the
marked videos corresponding to the four originals. The values
obtained with these metrics suggest that the marked videos
have a good quality and that the small degradations present in
these videos are visually acceptable.
Second, we tested our algorithm using a set of still images
modiﬁed with a percentage of 16×16 blocks deleted. To
implement this test, we divided the images in blocks of 16×16
pixels. Then, we deleted (substituted the original content by
the value 0) of a ﬁxed percentage of the blocks, with spatial
positions chosen randomly. The percentage of lost blocks used
in this test varied from 5% to 25%.
Fig. 7 shows three examples of the restoration of lost blocks
using the proposed error concealment algorithm. The images
on the upper line have 20% of the blocks deleted, while the
images on the bottom are the corresponding restored versions.
Notice that is difﬁcult to identify the location of the restored
blocks. We calculated the PSNR and SSIM values between
the original and restored images of the test cases. Figs. 8 and
Fig. 6. Comparison of the original (left) and marked (right) images. From
top to down: “Carphone”, “Foreman”, “Mobile” and “Suzie”.
9 depict the graphs of SSIM and PSNR versus the percentage
of deleted blocks for all test images. It can be observed that,
as expected, the quality of the images decreases with the
percentage of deleted blocks.
Third, we tested the ability of the proposed algorithm
to recover lost packets from H.264 compressed videos. We
embed the proposed error concealment algorithm in a H.264
codec to obtain a protected video stream. In order to simulate
packet losses in a given bitstream, we use a simple model that
simulates packet losses over error-prone channels. The loss
model discards groups of H.264 packets (Network Abstraction
Layer units – NALs) from the middle of the bitstream,
according to the desired packet loss rate (PLR) values. All
packets are treated equally regarding their susceptibility to
loss, i.e. we did not focus on speciﬁc types of packets, such
as those carrying intra-coded slices. We tested PLR values of
0.5%, 1%, 3%, 5%, and 10%.
For these test cases, we calculated the PSNR and the SSIM
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Fig. 7. Illustration of restoration of lost blocks using proposed error concealment algorithm: (top) pictures with 20% of content lost and (bottom) restored
pictures using the proposed algorithm.
Video UQI PSNR SSIM
Suzie 0.90069 41.20822 0.97837
Carphone 0.89881 38.91160 0.97383
Foreman 0.88333 39.17669 0.97625
Mobile 0.93128 38.19763 0.97615
TABLE I
UQI, PSNR AND SSIM VALUES CALCULATED BETWEEN ORIGINAL AND
WATERMARKED VIDEOS.
values between the original and restored videos. The Figs. 11
and 12 depict the graphs of the values of PSNR and SSIM,
respectively, versus the PLR values for all tested videos. In
these graphs, the continuous lines represent the comparisons
using the proposed method and the dashed lines represent
the comparisons using the default H.264 error concealment
algorithm. It can be observed that, as expected, the quality of
the videos decreases with the PLR value. Also, the proposed
algorithms always has a better performance (both in terms of
PSNR and SSIM) than the default H.264 error concealment
algorithm.
Fig. 10 depicts an example of the use of the proposed
algorithm to mitigate lost packets for the videos “Foreman”
and “Mobile”. The ﬁrst column of the ﬁgure shows sample
frames of the original videos. The second column shows
sample frames of the videos recovered with the default H.264
error concealment algorithm with 3% PLR. The third column
shows sample frames of the videos restored using the proposed
algorithm, also for 3% PLR. The method is able to get rid
of common visible distortions that are commonly seen on
videos restored using the standard H.264 error concealment
algorithm, like for example blocking effects, packet losses, and
false contours. In fact, we observed that, for PLR values below
5%, the restored videos present few distortions in comparison
Fig. 8. SSIM values for reconstructed images versus percentage of deleted
blocks.




Fig. 10. Visual result of a reconstructed frame after a lossy transmition. (a) Original frames, (b) restored frames using default H.264 error concealment
algorithm, (c) restored frames using the proposed algorithm.
Fig. 11. SSIM values for for reconstructed videos versus packet loss rate
(PLR) values.
to the original videos.
IV. CONCLUSIONS
In this paper, we present a new technique for error con-
cealment, which combines watermarking and halftoning algo-
rithms. The proposed system is able to recover the original
content with very good visual quality. The protected (wa-
termarked) videos present good quality, showing few visible
Fig. 12. PSNR values for reconstructed videos versus packet loss rate (PLR)
values.
distortions. The proposed algorithm is fast and restores the
picture frames with a better visual quality than the standard
H.264 error concealment algorithm.
Future works include further investigating techniques to
enhance the quality of marked pictures by reducing noise
degradations created in the watermarking stage. Furthermore,
in this paper the packages are removed randomly, which does
not reﬂect the real errors that happens in a transmission. To
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improve the quality of the reconstructed video, future works
might include tuning the the algorithm to adjust the param-
eters according to the network loss model. Also, the inverse
halftoning technique can be improved in order to provide a
restored picture with a better quality. Moreover, the proposed
algorithm can be modiﬁed to take into account aspects of the
human visual system (HSV), such as the characteristics of
color resolution and motion sensitivity. For example, we can
insert the watermark in regions outside attention points, which
makes it possible to quantize only the regions which are less
perceptible to the viewer.
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1. Introduction1
The ﬂexibility of digital images and videos is both a blessing and a curse. Digital tech-2
nologies make it possible to create high quality pictures, animations, games, and special3
eﬀects with an amazing realism. Digital pictures (images and videos) can be enhanced,4
compressed, transmitted, translated across diﬀerent standards, and displayed in a variety of5
devices. Then, because of the signiﬁcant advances in compression and transmission tech-6
niques, it is possible to deliver high quality visual content to the end user in many diﬀerent7
ways. As a consequence, a variety of delivery services have been created in the last years, such8
as direct TV broadcast satellite, digital broadcast television, and IP-based video streaming.9
Unfortunately, the transmission of visual content over wired and wireless channels still10
introduces multiple losses into the transmitted data that manifest themselves as various11
types of visible degradations. It is worth pointing out that, up to date, the Internet provides12
a best eﬀort model, which means losses may happen when packets are being transmitted.13
In fact, during the course of a transmission errors are introduced according to the channel14
conditions, which causes disturbing variations in the quality of the received content.15
In particular, video signals are transmitted in compressed format (bitstreams)[1], which16
means that a lot of visual information is placed into a few packets that are not equally17
important. Therefore, videos are particularly sensitive to transmission losses that aﬀect the18
quality of the received video and, consequently, the level of acceptability and popularity of19
the service. To minimize the eﬀect of transmission errors, error concealment algorithms are20
frequently used at the decoder or receiver side. Most error concealment algorithms use error21
prediction techniques like interpolation [2, 3]. Other algorithms use watermarking techniques22
to embed redundant information in the signal. For example, the work of Adsumilli et al. [4]23
uses a spread-spectrum watermarking technique to embed a dithered version of the picture24
frame into the host video. The work of Navak et al. [5] improved on Adsumilli et al.’s work25
3
by adding motion vector estimation and edge-correlated information. Unfortunately, both26
works still produce reconstructed areas with a low quality. For these approaches, the quality27
of the reconstructed areas can only be improved by increasing the data hiding capacity and28
the quality of the inverse halftoning techniques.29
Another very important concern for image and video transmission and storage appli-30
cations is tamper detection and copyright protection [6]. Powerful softwares are currently31
available, making it easy to alter (tamper) visual digital content without leaving any clear32
sign of these modiﬁcations. As a consequence, automatic methods for checking the authen-33
ticity and integrity of digital images and videos are, undoubtedly, very important. Several34
techniques have been proposed with the goal of detecting tampering of digital content [6].35
These techniques can be divided in approaches that do not require the original (no-reference)36
and approaches that do require the reference (full reference). Since in most transmission ap-37
plications the original is not available, techniques no reference approaches are the most38
adequate ones.39
Most of the no-reference tampering detection techniques are specialized in detecting only40
one type of modiﬁcation [7, 8], what is not always useful in practical applications. One41
possible approach used by no-reference tampering detection techniques consists of using42
watermarking to embed invisible information into the host video [10-11]. To verify if the43
original content was tampered, the embedded information is extracted and its integrity is44
veriﬁed. In this approach, the fragility of the embedded mark is a key element that deter-45
mines the amount of tampering that the algorithm is able to detect. Among the tampering46
detection algorithms that use this approach, we can cite the work of Wolfgang and Delp [9]47
that detects tampered areas by adding m-sequences of −1 and 1 to 8x8 blocks, and the work48
of Yeung and Mintzer [10] that detects individual pixel modiﬁcations using a veriﬁcation49
key. Among the methods available in the literature, few address the problem of detecting50
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the location of tampered areas and restoring the original content with good quality [11]. Up51
to our knowledge, there are no watermark-based tampering detection algorithms for digital52
videos that is able to detect restored areas with a good quality.53
In this paper, we present a system with the goal of protecting and restoring lost or54
tampered information in images or videos. With the proposed system it is possible to imple-55
ment both an error concealment algorithm and a tampering detection algorithm. The system56
is based on watermarking and halftoning techniques. At the encoder side, the algorithm57
generates a binary version (mark) of the original image or video frame (picture) using a58
halftoning technique. Then, a watermarking technique is used to embed this mark into the59
host content. The watermarking technique used by the system is a simple modiﬁcation of the60
Quantization Index Modulation (QIM) algorithm, which allows a slightly higher data hiding61
capacity [12]. For tampering detection, a ciphered key is also embedded into the host video62
to allow spatial and temporal localization of tampered regions. At the decoder side, after63
the lost or tampered regions are identiﬁed, the original content is recovered by extracting64
the dithered mark corresponding to the aﬀected areas. An inverse halftoning algorithm is65
used to convert the dithered version of the picture into a good quality colored multi-level66
approximation of the original picture.67
The paper is divided as follows. In Sections 2 and 3, the halftoning and watermarking68
embedding stages are described. In Sections IV and V, the watermarking extraction and69
inverse halftoning stages are detailed. In Sections VI and VII, we describe the implementa-70
tion and simulation results of the two main applications of the proposed system: an error71




Halftoning is a technique for converting multi-level images into binary images using pat-75
terns of white and black dots [13]. This technique creates the illusion of seeing multiple76
intensity levels in a binary image, what makes it suitable for applications where only a re-77
duced number of levels is available, such as newspapers, fax machines, and document printing78
processes.79
In this work, a halftoning algorithm is used to generate a dithered version of each picture80
(still image or video frame), which is later embedded into the host picture itself. At the81
decoder, if any loss or tampered area is detected, the dithered version of the picture is82
recovered and used to restore the content back to its original state. Therefore, the quality of83
the restored image or video depends strongly on the eﬃciency of the halftoning algorithm.84
One of the contributions of this work is the design of a halftoning and an inverse-halftoning85
algorithms that are able to generate simple dithered images that can be later inverted with86
a very good quality.87
In order to guarantee a good quality, the halftoning algorithm must be able to represent88
the largest possible number of intensity levels with minimum number of bits. Also, since (at89
the decoder/receiver side) parts of the picture might be lost, the halftoning algorithm needs90
to use only local information to generate the dithered picture and revert it. The simplest91
halftoning technique that satisﬁes these requirements is the ordered dithering algorithm.92
This class of algorithms generates dithered pictures with sets of pixel clusters that have a93
predictable pattern, what is very important for our target applications (transmission and94
storage of videos and images).95
Given that the data hiding capacity of the host picture frame is relatively low, we do96
not use classical ordered dithering algorithm. We use combinatorial dispersed-dot patterns97
because they are capable of generating all combinations of bits necessary to represent a98
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number of intensity levels [14, 15]. This way, we can increase the number of mapped intervals99
without increasing the size of dot-pattern matrix. For example, using a 3x3 Bayesian matrix100
to generate a dispersed-dot dithering we can represent 10 distinct intensity levels. On the101
other hand, using a 3x3 combinatorial matrix allows for up to 512 intensity levels. Since our102
tests showed that a maximum of 3 bits per pixel (per color channel) can be embedded in103
the host picture without causing visible degradations, we can use combinatorial matrices to104
generate 2x3 combinations, allowing mapping up to 8 diﬀerent intervals.105
Since pictures reconstructed from dispersed-dot dithered images can be slightly blurred,106
before we generate the halftoning picture we apply an unsharp-masking edge enhancement107
ﬁlter to the original picture frame (Io), generating an image with enhanced details (Ieh).108
Then, we quantize Ieh using 8 distinct intervals, using the following equation:109







in which x and y are the horizontal and vertical spatial dimensions, respectively, c refers to110
the color channel (1 ≤ c ≤ 3), and IQ is the resulting dithered image. As mentioned before,111
up to 3 bits can be embedded in each color channel. This means that the dithered mark (IQ)112
must be represented with a total of 9 bits per pixel. So, we substitute each value of IQ(x, y, c)113
by the corresponding 3-bits combinatorial dispersed-dot patterns shown in Figure 1(a).114
In case the target application requires that the spatial and temporal position of the lost115
or tampered areas be identiﬁed before restoration, 1 bit out of the available 9 bits should116
be used to store a ciphered key code. In these cases, we are left with 8 bits to represent the117
dithered version of each color channel of the image or video frame. Since the Human Visual118
System (HVS) is less sensitive to degradations in the blue channel, we opt to use 2 bits to119
represent the dithered version of the blue channel and 3 bits to represent the dithered version120
of the red and green channels. In other words, for the red and green channels, we substitute121
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each 8-bit pixel of IQ by one of the 3-bits dot-patterns shown in Figure 1(a), while for the122
blue channel we substitute each 8-bit pixel of IQ by one of the 2-bits dot-patterns shown in123
Figure 1(b).124
Before embedding this information into the host picture, we concatenate the resulting 3125
bits corresponding to each pixel and generate an integer number. This way, the resulting126
halftoning image is actually an integer dithered image (Idth), with values ranging from 0 to127
7. This integer mark can be easily embedded in the original image, without requiring extra128
space.129
Figure 1: Combinatorial dispersed-dot patterns: (a) 2-bits dispersed-dot patterns used for mapping 4 inten-
sity levels and (b) 3-bits dispersed-dot patterns used for mapping 8 intensity levels
3. Watermarking Embedding Stage130
After generating the mark using the techniques described in the previous section, the131
next stage consists of embedding it into the host image or video. But, in order to make132
it possible to recover the original content, the dithered mark corresponding to a speciﬁc133
region cannot be embedded in the same spatial and temporal position of the host image134
or video. Therefore, we spatially distribute the mark over the host image or video frame135
using a split-ﬂip operation, which consists of splitting the halftone image into sub-blocks136
and ﬂipping them to a diﬀerent spatial region. More speciﬁcally, we divided the picture in137
32x32 sub-blocks, rotated each sub-block by 180 degrees, and shuﬄed the regions. Figure 2138
shows one example of the process for the three color channels of the image Lena.139
8
Figure 2: Original dithered versions of each color channel of the image Lena (left) and the corresponding
split-ﬂip versions (right).
For videos signals, we also perform an embedding temporal distribution by inserting140
the mark corresponding to the current picture frame in a previous picture frame, located 1141
second before. By distributing the mark spatially and temporally, a region does not store142
the mark necessary to restore it, what increases the probability that the algorithm is able to143
restore the content to its original version. The mark is also encrypted with AES-256 block144
Cipher to protect it from being extracted by an unauthorized user [13].145
Among the available watermarking methods, the Quantization Index Modulation (QIM)146
algorithm is one of the methods with the best performance [12]. The QIM algorithm inserts147
a mark into a host signal by quantizing it with a uniform scalar quantizer. The standard148
quantization operation with step size δ is given by the following equation:149





where round(.) denotes the mathematical operation of rounding a value to the nearest inte-150
ger. The watermarked pixel is obtained using the following equation:151
9
s(x) = Q(x, δ) + d(m),
in which d(m) is the perturbation value, which depends on the mark signal m to be embedded.152
In this work, we propose a modiﬁcation of the QIM algorithm that inserts an integer mark,153
instead of a function of the 1-bit mark. Also, the modulation function is set to d(m) = m.154
So, the integer dithered image (Idth) is inserted in each pixel of the corresponding color155
channel of the original picture using the following equation:156
Im(x, y, c) = Q(Io(x, y, c), δ) + Idth(x, y, c),
where Io is the original color channel of the picture frame, Im is the resulting watermarked157
color channel, δ is the quantization step, and c is the corresponding color channel.158
4. Watermarking Extraction Stage159
The watermarking extraction is performed at the receiver or decoder side, after a possible160
transmission or processing of the image or video. When a lost or tampered region is detected161
by the decoder, we extract the corresponding mark using the following equation:162
Iˆdth(x, y, c) = Im(x, y, c) mod δ,
where Im is the watermarked color channel and Iˆdth is the recovered integer dithered mark.163
Then, the extracted integer dithered mark is converted to a 3-bit binary number that results164
in the recovered dithered picture.165
After the extracted mark is recovered, an authorized user can decipher the encrypted166
mark using the symmetric key, provided by the owner of the content. To ensure security,167
this symmetric key can be shared among authorized users using an asymmetric-key approach.168
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This guarantees that an unauthorized user is not able to identify or remove the embedded169
mark.170
To detect if a region of the image or video is lost or tampered with, we compare the171
cipher detection key with the secret key contained in the mark extracted from every pixel172
of the blue channel of the dithered image. If diﬀerences are found, the pixels where the173
diﬀerences were found are classiﬁed as tampered. In applications like error concealment,174
where the position of lost areas are identiﬁed by the decoder, the key is not needed and the175
extra bit can be used to convey a better quality for the reconstructed areas.176
5. Inverse Halftoning Stage177
If any region is classiﬁed as lost or tampered, we search the correspondent mark in the178
appropriate location. Then, to generate a multi-level colored picture frame, we propose the179
following inverse halftoning algorithm [15]. Given that Idth is the dithered picture frame,180
D(p) is the distribution of the area surrounding the pixel p in Idth. To reconstruct an 8-bit181
pixel from the dithered picture, we ﬁrst calculate the local distribution D(p) for all pixels182
in Idth. From this distribution, we ﬁnd the corresponding mapped interval that contains the183
most probable pixel value in the corresponding color channel, according with the indices of184
the dot-patterns.185
Once this interval is found, we randomly select a value within it, generating a slightly186
noisy picture Iinv. Then, we ﬁlter Iinv with 2 ﬁlters: a Gaussian lowpass and a Laplacian-of-187
Gaussian. The idea here is to spatially decorrelate the pixels in order to be able to process188
each pixel independently. This allows for an independent reconstruction, even when the189
neighboring pixels are missing. The resulting pictures, Igauss and Ilog, are used to compose190
another picture, Ibld, given by the following equation:191
Ibld(x, y, c) = γIgauss(x, y, c) + (1− γ)Ilog(x, y, c),
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where γ is the blending-ratio matrix that determines the proportion of each input ﬁltered192
picture in the output. In our simulations, we observed that using γ = Iinv preserves the193
edges of the pictures.194
Unfortunately, when we combine all 3 channels, the resulting picture frame contains195
visible color distortions. If, on the other hand, we use γ as a constant matrix, Ibld is a196
blurred version of Iinv. Therefore, with the goal of minimizing color distortion and keeping197
the details of the original image, it is necessary to make another composition of Iinv and Ibld,198
given by the following equation:199
Iˆo(x, y, c) =
��
Icol(x, y, c)Ibld(x, y, c)
�
where Iˆo is the recovered 8-bit version of original video frame, Io. The ﬁnal result of inverse200
halftoning process, Iˆo, is a picture the best visual quality possible, as compared to the201
techniques available in the literature. Obviously, the procedure can be applied to videos202
and images alike. In the next sections, we describe two target applications of the proposed203
system: an error concealment and a tamper detection algorithm.204
6. Error Concealment Algorithm205
We used the techniques described in the previous sections to design an error concealment206
algorithm. The algorithm is designed to be integrated into a compression codec, but can be207
also used independently of the codec technology. Since decoders are able to identify which208
packets were lost, there is no need for a key code. We used the system proposed in the209
previous sections to insert the dithered version of the image or video frames using 3 bits for210
each color channel (see Section II, Figure 1(a)) to increase the quality of restored areas.211
First, we tested our algorithm using a set of still images modiﬁed with a percentage of212
16×16 blocks deleted. To implement this test, we divided the image in blocks of 16×16.213
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Then, we randomly chose a percentage of these blocks and substitute the original content by214
the value 0. We, then, varied the percentage of lost blocks from 5% to 25%. Figure 3 shows215
three examples of the restoration of lost blocks using proposed error concealment algorithm.216
The images on the left column have 20% of blocks discarded, while the images on the right217
column are the corresponding restored versions. Notice that the quality of the reconstructed218
image is excellent and it is very diﬃcult to identify the location of the restored blocks.219
We calculated the Peak signal-to-noise ratio (PSNR) and the Structural similarity (SSIM)220
[16] values between the original and restored images of the test cases. Figures 4 (a) and (b)221
depict the graphs of SSIM and PSNR, respectively, versus the percentage of deleted blocks222
for all test images. It can be observed that, as expected, the quality of the images decreases223
with the percentage of deleted blocks.224
Figure 3: Illustration of restoration of lost blocks using proposed error concealment algorithm: (a), (c) and
(e) pictures with 20% of content lost; (b), (d), and (e) restored pictures using the proposed algorithm.
Second, we tested the ability of the proposed algorithm to recover lost packets from H.264225
compressed videos. We used publicly-available videos in YUV 4:4:4 color CIF (352 x 288,226
progressive) format with around 300 frames each. The videos used were ‘Foreman’, ‘Mo-227
bile’,‘Carphone’, and ‘Suzie’ [17]. We embedded the proposed error concealment algorithm228
13
Figure 4: (a) SSIM and (b) PSNR for reconstructed images versus percentage of deleted blocks.
in a H.264 codec to obtain a protected video stream. In order to simulate packet losses in a229
given bitstream, we use a simple model that simulates packet losses over error-prone chan-230
nels. We tested Packet Loss Rates (PLR) of 0.5%, 1%, 3%, 5%, and 10%. In simulations,231
all packets were treated equally regarding their susceptibility to loss.232
Figure 5 depicts an example of the use of the proposed algorithm to mitigate lost packets233
for the videos Foreman and Mobile. The ﬁrst row of the ﬁgure shows sample frames of the234
original videos. The second row shows sample frames of the videos recovered with the default235
H.264 error concealment algorithm [1] with 3% PLR. The third row shows sample frames of236
the videos restored using the proposed algorithm, also with 3% PLR. As can be noticed from237
the sample frames in Figure 3, the method is able to get rid of common visible distortions238
that are commonly seen on videos restored using the standard H.264 error concealment239
algorithm, like for example blocking eﬀects, packet losses, and false contours. In fact, we240
observed that, for PLR values below 5%, the restored videos present very few distortions in241
comparison to the original videos.242
We, then, calculated the PSNR and SSIM values between the original and restored videos243
for all test cases. Figures 6(a) and (b) depict the graphs of SSIM and PSNR, respectively,244
versus the PLR values for all videos. In these graphs, the continuous line represents the245
comparisons using the proposed method and the dashed lines represent the comparisons246
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Figure 5: From top to bottom: (a) and (b) original frames, (c) and (d) restored using the default H.264
error concealment algorithm, (e) and (f) restored using the proposed algorithm.
using the default H.264 error concealment algorithm. It can be observed that, as expected,247
the quality of the videos decreases with the PLR. In summary, the proposed algorithm has248
always a much better performance than the default H.264 error concealment algorithm, both249
in terms of PSNR and SSIM.250
Figure 6: (a) SSIM and (b) PSNR for reconstructed videos versus packet loss rate values. The label ‘default’
refers to the standard H.264 error concealment algorithm, while ‘restored’ refers to the proposed error
concealment algorithm.
7. Tampering detection Algorithm251
As pointed in the Section I, tampering detection of video and image content is also a252
crucial problem in multimedia applications. We used the techniques described in Sections I-V253
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to design a tampering detection algorithm that is able not only to detect tampered regions,254
but also to recover the original content. For that, we used one of the 9 bits embedded in the255
host image or video frame to store a secret key code (see Section II). As described earlier,256
the dithered versions of the red and green channel use 3 bits each, while the dithered version257
of the blue channel uses only 2 bits.258
First, we tested the proposed algorithm using still images with diﬀerent characteristics:259
high-detailed, low-detailed, color, grayscale, documents, landscape, person pictures, etc.260
Diﬀerent kinds of attacks were applied to these images: blurring of selected/random areas,261
noise addition, cut-and-paste, region deletion, and resizing. For all test cases, we were able262
to detect tampered regions in 100% of the cases. Also, there were no false-positives or false-263
negatives. In terms of reconstruction, the algorithm was able to recover tampered regions264
with good quality, as long as the tampered regions did not exceed 50% of the image.265
Figures 7 and 8 depict two examples of the use of the proposed algorithm to detect266
tampered regions in still images. The ﬁrst row of the examples (from left to right) shows the267
original (untampered) images, the tampered images, and the regions detected as tampered.268
The second row (from left to right) shows the recovered tampered regions, an image recovered269
without the key, and the image reconstructed with original content restored. As can be270
observed, the algorithm is able to detect tampered regions, independent of their size. Also,271
since the embedded halftone watermark is encrypted, an unauthorized user is unable to272
know if an image was tampered and, consequently, unable to reconstruct the image back to273
its original state (see Figures 7(e) and 8(e)). The algorithm is theoretically able to restore274
content of tampered images with good quality, if at least 50% of the regions of the embedded275
halftone are intact (see Figures 7(f) and 8(f)).276
We also tested the performance of the algorithm for tampering detection and recovery277
of digital videos. As in the previous examples, we used publicly-available videos in YUV278
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4:4:4 color CIF (352 x 288, progressive) format with around 300 frames each, downloaded279
from the Video Trace Library [17] and from the Consumer Digital Video Library [18]. We280
tested the following attacks: blurring of selected areas, cut-and-paste, region-deletion, and281
object-addition. Again, for all test cases, we were able to detect tampered regions in 100%282
of the cases. There were no false-positives or false-negatives. In terms of reconstruction, the283
algorithm was able to recover tampered regions with good quality, as long as the tampered284
regions did not exceed 50% of the frame.285
The Figure 9 depict examples of the use of the proposed algorithm to detect tampered286
regions for the 3 diﬀerent types of attacks mentioned on paragraph above. In this ﬁgure,287
the image (a) shows the original frame content. The Figures 9(b), (e) and (h) shows the288
attacked frames using blurring, cut-and-paste and object-addition, respectively. In addiction,289
the Figures 9(c), (f) and (i) shows the tampered areas using these attacks, while the Figures290
9(d), (g) and (j) shows the frames with the original contents restored. Notice that the291
algorithm is able to detect tampered regions, independent of their size, position or the level292
of diﬀerence in comparison to the original. Also, the proposed algorithm is able to restore293
content of tampered images with admissible quality.294
8. Conclusions and future work295
In this paper, we presented a system with the goal of protecting and restoring lost296
or tampered information in images or videos. With the proposed system it is possible297
to implement both an error concealment algorithm and a tampering detection algorithm.298
The system is based on watermarking and halftoning techniques. In order to increase the299
data hiding capacity, the work proposed a simple modiﬁcation of the QIM watermarking300
algorithm. To obtain higher quality restored areas, improved inverse halftoning algorithms301
are also proposed. A secret key code is embedded to the host content to identify the spatial302
and temporal positions of tampered regions, taking advantage of the lower sensitivity of the303
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Figure 7: Identiﬁcation and restoration of tampered regions in the ‘train ticket’ image, attacked using
‘cut-and-paste’: (a) original, (b) tampered, (c) regions identiﬁed as tampered, (d) restored regions, (e)
unauthorized recovered mark, (f) restored image.
HVS to degradations in the blue color channel. The proposed algorithm presented good304
performance, being able to identify tampered or lost areas and restore them with very good305
quality.306
Future work includes an increase of the data hiding capacity with the goal of embedding307
more information. With that, the quality of the restored content can be increased by adding.308
Additional bits can also be used to improve the protection of the data against tampering.309
For example, using some bits to embed additional temporal information can help counter310
other attacks, such as frame shuﬄe.311
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Figure 8: Identiﬁcation and restoration of tampered regions of ‘Lena’ image, attacked using ’blurring’ and
’data elimination’: (a) original, (b) tampered, (c) regions identiﬁed as “tampered”, (d) restored regions, (e)
unauthorized recovered mark, (f) restored image.
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