Abstract This study investigates the possibly changing relationship between non-fossil fuel energy sources (biomass, geothermal, hydro, nuclear, solar, and wind) and CO 2 emissions over the temporal period 2000 to 2013. The results from two-way fixed effects longitudinal models demonstrate that the carbon elasticities of these energy sources change over time but not symmetrically. Wind's association with CO 2 emissions became increasingly negative after the Great Recession (i.e., suppressed emissions at a greater rate). Nuclear's association with CO 2 resembled a distorted U-shaped curve over time. Biomass' elasticity fluctuated between positive and negative values. Solar and geothermal's elasticity remained fairly consistent over the course of the analysis, and hydro's elasticity increased over time but remained negative throughout the study's temporal period. The study provides several tentative explanations for these findings. Overall, the results suggest there are various processes at play that influence an energy source's relation to CO 2 emissions.
Introduction
Climate change mitigation has been oriented around transforming the energy sector through the deployment of renewable energy (e.g., Obama 2017) . However, recent scholarship has revealed that the relationship between CO 2 emissions and renewables is complex with various processes at play. For example, the deployment of renewable energy has been shown to displace only a small amount of fossil fuels, indicating that policies focused on deployment, rather than curtailing fossil fuel use, are unlikely to successfully mitigate climate change (Sinn 2012; York 2012) . Likewise, the suppressing effect of renewable energy on CO 2 emissions depends on the income level of a country, with renewables having their greatest mitigating effect in low-income nations (Thombs 2017; York and McGee 2017) . Similarly, the level of renewable energy use also matters. Chiu and Chang (2009) found that renewables only begin to have a suppressing effect on CO 2 emissions when they reach approximately 8% of the energy supply. Thus, the association between renewable energy and CO 2 emissions appears to be a complex relationship with many dynamic pathways that warrants additional investigation.
To further examine the renewable energy/CO 2 emission relationship, this study employs statistical techniques to examine the temporal relationships between non-fossil fuel energy sources (biomass, geothermal, hydro, nuclear, solar, and wind) and total CO 2 emissions from 2000 to 2013. Investigating the temporal relationship between socioeconomic indicators and CO 2 emissions has been a common practice in prior environmental research (e.g., Fitzgerald et al. 2015; Jorgenson and Clark 2010; Jorgenson and Clark 2012; Jorgenson et al. 2014; Thombs 2018) . These studies have shown that the association between economic growth, population, urbanization, and CO 2 emissions change over time, signifying that various social and environmental processes have wavering temporal relationships with one another. Studying the relationship between non-fossil fuel energy sources and CO 2 emissions is particularly important given the need to transition to a renewable energy future that emits zero-to-negative CO 2 emissions by 2100 (IPCC 2014) . It is hypothesized that non-fossil energy sources will increasingly reduce emissions over time as they become more embedded within the energy supply, and economic and political changes will occur to accommodate them (Obama 2017) . However, this is a proposition that needs to be tested.
To do so, this study employs statistical techniques to assess interactions between each energy source and time to estimate the temporal CO 2 elasticities for each technology. CO 2 elasticities represent the percent change in CO 2 emissions associated with a 1% increase in electricity production from an energy source. This kind of analysis provides a macro level evaluation of non-fossil fuel energy sources and their effect on CO 2 emissions, taking into account other primary drivers of climate change. Based on the results, this study demonstrates that non-fossil fuel energy sources have a time-variant relationship with CO 2 emissions. Explanations for this phenomenon are offered in the BDiscussion and conclusion^section.
Methods

Sample of countries
The analysis focused on the six non-fossil fuel energy sources that are most mature, entrenched into the current energy system, and have sufficient data available (biomass, geothermal, hydro, nuclear, solar, and wind). A statistical model is estimated for each energy source using a different sample of countries (See Supplementary Material Table 1 ). The energy data available from the United Nations (2017) began in 1990, but several energy sources (wind, solar, geothermal) had a limited number of countries with data for that year. To include a larger sample that incorporated both developed and less-developed nations (and former Soviet Union nations), 2000 was chosen as the beginning year of the analysis. Limiting the temporal range is a drawback of this approach. However, being able to include a range of heterogenous countries and economies increased the generalizability of the results.
Only countries with data for every year from 2000 to 2013 were included in the study. A perfectly balanced data set is preferred for time interactions because the temporal effect of each non-fossil fuel energy source on CO 2 emissions is being assessed in the study (Allison 2009; Jorgenson and Clark 2012; Jorgenson 2014) . If unbalanced panels are relied upon, then any observed change could be due to a changing sample from year to year. If the coefficients of the independent variables were observed to be different over time, the differences could be due to the inclusion of different observations rather than actual changes in the independent variable's relationship with the dependent variable. Thus, employing a balanced panel is a more conservative approach than including countries with missing data. The descriptive statistics for each energy source sample can be found in Supplementary Material Table 2 .
STIRPAT
This study uses the STIRPAT (STochastic Impacts by Regression on Population, Affluence, and Technology) model as its analytical framework (York et al. 2003) . STIRPAT reformulates the IPAT (Ecological Impact = Population × Affluence × Technology) accounting equation first put forth by Holdren (1970, 1972) , Commoner (1971) , and Commoner et al. (1971) . The key difference is being that STIRPAT is able to test hypotheses, whereas the IPAT formulation cannot. The STIRPAT framework was relied upon because it provides a rich and comprehensive means to assessing the impact that non-fossil fuel energy sources have on CO 2 emissions while controlling for other key anthropogenic drivers. Its key advantage is being that it inherently links ecological impacts to socioeconomic processes. The basic STIRPAT model is as follows:
a is the constant term that scales the model; b and c are the coefficients for population and affluence, respectively; and e is the error term. The T (technology) that is part of the IPAT formulation is traditionally included in the error term because there is significant debate concerning how to appropriately measure it (York et al. 2003) . However, various other structural forces are often included in the SITRPAT model to disaggregate technology (e.g., urbanization and trade openness). The dependent and independent variables are naturally logged making them equivalent to elasticity models (i.e., a 1% change in the independent variable is associated with an x% change in the dependent variable).
Non-fossil fuel energy
For geothermal, hydro, nuclear, solar, and wind, total electricity produced from each source was collected and measured in million kilowatt hours (kWh). The biomass data included electricity produced from animal waste, bagasse, biodiesel, biogases, charcoal, fuelwood, industrial waste, municipal waste, black liquor, other liquid biofuels, and other vegetal material and residues. The electricity produced from these biomass sources was obtained from the BTransformation in electricity plants^by main activity producers and autoproducers sections of the United Nations (2017) energy data. Furthermore, animal waste, biogases, black liquor, industrial waste, municipal waste, and vegetal material and residues were measured in terajoules, whereas bagasse, biodiesel, charcoal, and other liquid biofuels were measured in metric tons, and fuelwood in cubic meters. To keep the biomass data consistent with the other energy sources and with each other, the data in metric tons and cubic meters were converted to terajoules, which were then converted to kWh. The conversion factors can be found in Supplementary Material Table 3 .
Dependent variable
This study employed total CO 2 emissions as the primary dependent variable. Total CO 2 emission data were gleaned from the World Resources Institute (2017). The CO 2 emission data excludes emissions from land use change and forestry (LUCF). Though non-fossil fuel energy (e.g., biomass) may have an impact on LUCF emissions, there is considerably more uncertainty associated with these data. Furthermore, there are more missing data for total CO 2 emissions including LUCF, reducing the number of countries included in the samples. However, in a sensitivity analysis, the estimated model was also used to assess this alternative measure of CO 2 emissions, and the results are found in Supplementary Material Table 4 .
Additional control variables
Five additional independent variables were included in the model [GDP per capita, total population, trade openness, urbanization, and the percentage of electricity production from fossil fuels (oil, gas, and coal)], which were obtained from the World Bank (2017) . The first four control variables are consistent with prior cross-national studies of emissions (e.g., Jorgenson and Clark 2012; Thombs 2018) . GDP per capita controls for affluence and was measured in constant 2010 US dollars (World Bank 2017). Total population was measured in midyear estimates and counts all citizens regardless of legal status (World Bank 2017). Trade openness (exports + imports) as a percentage of GDP controls for integration into the global economy, which has shown to be a key determinate of CO 2 emissions (e.g., Roberts and Parks 2007; Thombs 2018) . Urbanization was measured as the percentage of the population living in urban areas, and prior research has shown that growing urban populations tend to increase CO 2 emissions (e.g., Jorgenson and Clark 2012; Jorgenson et al. 2014) . Lastly, the percentage of electricity production from fossil fuels (oil, gas, and coal) were included to control for the composition of a country's electricity sector. In a sensitivity analysis, an additional independent variable, industrialization, was controlled for. Industrialization was also obtained from the World Bank (2017) . This measure controls for how reliant a country's economy is on industrial processes, which includes value added by mining, manufacturing, construction, electricity, water, and gas (World Bank 2017). The results from this sensitivity analysis were very similar to those found in the primary model (see Supplementary Material Table 5 ).
Estimation technique and models
The STIRPAT models were estimated using time-series cross-sectional estimation techniques with two-way fixed effects for the separate samples of each energy source. Prais-Winsten regression models were utilized for the geothermal, hydro, nuclear, solar, and wind samples, whereas ordinary least squares (OLS) was used for the biomass sample. Prais-Winsten regression models were employed for geothermal, hydro, nuclear, solar, and wind because autocorrelation was detected in each of the models using the xtserial command in STATA 14 (see Supplementary Material Table 6 ). OLS was used for the biomass model because autocorrelation was not detected. For both estimation techniques, panel-corrected standard errors were employed, which assume disturbances are heteroskedastic and contemporaneously correlated across panels (Beck and Katz 1995 The dependent and independent variables were naturally logged to estimate elasticity coefficients. Thus, the coefficients can be interpreted as the x% change in total carbon dioxide emissions associated with a 1% increase in the independent variable. The model also included time (β 20 year 2001 t +… + β 32 year 2013 t ) and country-specific (u i ) fixed effects. Time fixed effects control for unobserved heterogeneity that is time-invariant for a given year, such as economic recessions or global changes in supply and demand for a particular energy source. Country-specific fixed effects control for time-invariant unobserved heterogeneity within a country, such as physical geography or the composition of a nation's natural resources (Baum 2006) . e it is the disturbance term for each country at each point in time.
The coefficients of primary importance are the time interactions between each non-fossil fuel energy source and year (β 2 non-fossil fuel source it × year 2001 t +… + β 14 non-fossil fuel source it × year 2013 t ). The coefficient for β 1 non-fossil fuel source it is the elasticity coefficient for a particular energy source in the year 2000. If the non-fossil fuel source × year interaction is statistically significant, the coefficient for that year is the sum of the interaction coefficient plus the coefficient for the year 2000 (Allison 2009 ). Table 1 presents six estimated models (one for each energy source).
Results
1 The first row of estimates are the CO 2 elasticities for each energy source in the year 2000. For the remaining years, nonstatistically significant coefficients are equivalent to the elasticity coefficient in the year 2000. For statistically significant coefficients, the elasticity is the year 2000 coefficient plus the coefficient for that particular year. Table 1 suggests that the CO 2 elasticities of non-fossil fuel technologies are time-variant with multiple fluctuations.
2 Figure 1 displays these elasticities graphically. 3 The elasticity coefficients for geothermal and solar remained the most constant of the technologies over time. Geothermal had an elasticity of 0 for all years except for 2003. The 2003 coefficient was 0.004, indicating that a 1% increase in geothermal electricity production was associated with a 0.004% increase in CO 2 emissions. Similarly, solar had an elasticity of − 0.11 except for the years 2003 (− 0.018) and 2004 (− 0.015). This means that a 1% increase in solar electricity production was associated with a 0.018% decrease in CO 2 emissions in 2003, a 0.015% decrease in 2004, and a 0.11% decrease for all other years.
Moving to the biomass results, the CO 2 elasticities fluctuated between positive and negative values. These fluctuations are likely associated with the types of biomass being produced and their varying production processes. This finding is generally consistent with life cycle analyses that find mixed results regarding the net emission benefit of biomass (e.g., Fargione et al. The elasticities were estimated using Prais-Winsten two-way fixed effects models with panel-corrected standard errors and an AR (1) correction for all models except biomass. The biomass elasticities were estimated using OLS with panel-corrected standard errors. Panel-corrected standard errors are in parentheses.
*Statistically significant at the 0.05 alpha level using a two-tailed test During these years, a 1% increase in nuclear electricity production was associated with a 0.02% decrease in CO 2 emissions. Even though the elasticity remained negative through 2013, it did trend more positive post-2009. However, the 2013 coefficient remained negative, indicating that nuclear production went from being carbon neutral in the early part of the 2000s to reducing emissions in the latter half of the years employed in the analysis.
Wind energy experienced a unique change through time compared to the other technologies. Interestingly, the pre-2010 wind coefficients remained 0 except for in 2003 when the coefficient was positive (0.003). However, from 2010 to 2013, wind energy's elasticity sustained a steady decline, indicating that increases in wind electricity were associated with reductions in CO 2 emissions. Over the course of the analysis, the wind elasticity coefficient decreased from 0 to − 0.012. In 2013, a 1% increase in wind production was associated with a 0.012% decrease in CO 2 emissions.
Lastly, hydroelectricity consistently had the most negative CO 2 elasticity of any nonfossil fuel source in the analysis. Since 2000, the hydroelectricity elasticity coefficient slightly increased from − 0.049 in 2000 to − 0.044 in 2013. Though there was a slight increase in the coefficient, overall, the elasticity remained relatively steady over the course of the analysis.
Discussion and conclusion
Overall, the findings of this study provide mixed support for the hypothesis being tested-that non-fossil energy sources will increasingly reduce emissions over time. The results indicate that non-fossil fuel technologies have a fluctuating temporal relationship with CO 2 emissions, indicating that continued increases in the production of non-fossil fuel energy sources do not automatically produce emission reductions at increasing rates over time. These fluctuations could be due to a confluence of at least three factors: (1) embeddedness within the energy supply, (2) stimulus spending during the Great Recession and other public policies, and (3) energy source-specific characteristics and technological improvements.
First, some of the results may be due to changes in the composition of the energy supply within nations, or lack thereof. This is a similar argument to Chiu and Chang's (2009) findings that renewables only begin to have a suppressing effect on CO 2 emissions once they reach a certain percentage of the energy supply. This notion assumes renewables may increasingly displace fossil fuels and shift investments in energy as they become a larger part of energy production. These shifts can set in motion a Bcreative destruction^where old coal-producing plants are displaced with cleaner, more efficient renewable generation and new energy infrastructure.
To test this proposition, a quadratic term was added to the base model for each energy source (See Supplementary Material Tables 13). The quadratic term was statistically significant and negative for wind and hydro, and statistically significant and positive for geothermal. Further analysis indicated that the slope for wind became negative at roughly 75 million kWh and 38 million kWh for hydro. Conversely, geothermal's slope became positive at 297 million kWh. The quadratic term was statistically insignificant for the other energy sources. These findings provide some support for the energy embeddedness hypothesis.
However, non-fossil fuel energy sources may also displace one another rather than fossil fuels. As York and McGee (2017) demonstrated in the case of Germany, increases in renewable energy displaced nuclear production, not fossil fuel production. This displacement is likely driven primarily by wind energy which grew rapidly during the 2000s and is the second largest source of renewable energy behind hydro worldwide (International Renewable Energy Agency 2017). Figure 2 illustrates this phenomenon by looking at the case of the USA. The USA had data for each energy source in the study, making it a prime case to examine. The country witnessed a rapid rise in wind energy since the mid-2000s, whereas biomass remained relatively flat, hydro fluctuated but remained relatively steady, solar and geothermal produced a miniscule amount of electricity, and nuclear production trended downward as wind took off. The displacement of nuclear by renewables like wind could in part explain nuclear's elasticity beginning to trend upward starting in 2010.
Second, the results indicated that there was an increase in the fluctuations for most of the energy sources beginning around the time of the Great Recession. For example, the wind elasticity coefficient became increasingly negative post-2008, and the biomass elasticity trended negative from 2009 to 2013 except for 2012. This indicates that economic stimulus policies during this time may have played a key role in propping up the renewable energy sector, particularly wind (Mundaca and Richter 2015) . Stimulus packages combined with renewable portfolio standards and country-specific legislation may have helped put nations on a new energy Bpathway^that leads non-fossil fuel energies to have an increasingly mitigating impact on CO 2 emissions.
The third reason for the observed oscillations could be to energy source-specific characteristics and technological improvements. Each non-fossil fuel energy source has its own unique characteristics, production processes, and varying levels of CO 2 emissions associated with their life cycle (Evans et al. 2009 ). For example, the CO 2 emissions resulting from biomass production can depend on a number of factors such as land use change, energy use on farms, and tillage practices (Fargione et al. 2010) . Thus, the type of biomass that is being produced and where it is being produced may explain some of the wavering in its elasticity between positive and negative values. Furthermore, many of the non-fossil fuel energy sources are also advancing technologically and producing energy more efficiently (Bruckner et al. 2014) . Such improvement betters their performance and makes them more competitive in the energy marketplace. Other possible explanations for the time variations may be shifts from coal to natural gas, improvements in the energy intensity of the economy and energy sector, and general shifts in production and consumption within the countries included in this analysis (Feng et al. 2015) . The relationship between these various energy technologies and the rest of the economy is dynamic and has various feedback loops with a number of processes that are difficult to tease out from one another (York and McGee 2016) . Based on the results, there were time periods where many of the energy sources witnessed some types of fluctuation (e.g., 2003 and postGreat Recession). The observed fluctuations in 2003 could have been tied to the beginning of the Iraq war; however, further investigation into this phenomenon is needed. As previously mentioned, the post-Great Recession fluctuations could be due to stimulus spending where some of it benefited the renewable sector.
Future research should examine how the global organization of production may affect these energy sources' relationship with CO 2 emissions across various economy and country types. Prior research has demonstrated that renewables have a larger suppressing effect on CO 2 emissions in less-developed countries compared to developed nations (Thombs 2017; York and McGee 2017) . Other works within the ecological unequal exchange theory have also demonstrated that carbon intensive practices have been transferred to less-developed countries over time (e.g., Jorgenson 2012) . A better understanding of how sources of energy are introduced and used across various countries would lead to a better understanding of how power relations in the global economy may affect the relationship between non-fossil fuels and CO 2 emissions.
In conclusion, this study highlights the complex relationship between non-fossil fuel energy sources and CO 2 emissions. The findings demonstrate that the relationship between these energy sources and carbon emissions changes over time with each energy source exhibiting a unique trajectory. The analysis also builds on a variety of prior research demonstrating that technology has many feedback loops with social processes and other technologies (Feng et al. 2015; Greening et al. 2000; Thombs 2017; York 2012; York and McGee 2017) . This study hopes to spur future investigation into the dynamic relationships between various political, economic, and ecological processes. Doing so would benefit the study of climate change and climate policymaking.
