Subspace identification algorithms are proposed in this paper for a class of multi-input multi-output (MIMO) discrete-time closed-loop Hammerstein systems. In particular, instrumental variable (IV) techniques are applied to solve the correlations between the input signals and the signals that are fed back into the system. An augmented IV identification approach is introduced to address a problem related to the application of the numerical efficient RQ decomposition algorithm to a rank-decreased correlation matrix. The contribution of this paper is to provide a unified approach to identify a class of non-linear closed-loop systems and solve the related numerical issues during the implementation. Analysis and numerical examples are presented to demonstrate the validity of the algorithms proposed in this paper.
Introduction
The identification of non-linear multi-input multi-output (MIMO) Hammerstein systems, which are commonly encountered in model analysis and control, is still considered to be a challenging problem. State-space models represent an excellent choice for obtaining a minimal realization of MIMO systems as well as providing a platform for modern control techniques. Consequently, subspace identification methods are widely applied in the identification of such systems. Although open-loop subspace identification algorithms are well studied and applied to linear systems with great success (Overschee & Moor, 1994 , 1996a , few applications can be found to systems with general non-linearities and large operating ranges. Furthermore, it is often necessary to perform identification experiments on systems operating in closed-loop (Söderström & Stoica, 1989; Overschee & Moor, 1997) . Lacy & Bernstein (2001) proposed an intersection identification algorithm and an order approximation criterion for a class of MIMO Hammerstein systems with non-linear feedback loop. This is primely a one-step ahead prediction algorithm where, at each step, the updated estimation of the state variables from current measurements is used to compensate for any identification error. Although the results obtained in Lacy & Bernstein (2001) are very promising, the required computational effort is considerable and difficult to achieve, especially in real-time applications. Finally, for control design purposes, it is desirable to obtain a system model which is independent from the identification process (Doherty et al., 1997) . 368 D. LUO AND A. LEONESSA In this paper, we will present a subspace identification scheme for a class of MIMO Hammerstein system with a static non-linear feedback loop. The novel approach that we are going to consider allows consideration of non-linearities at both the input and the output, which represents an appealing model in many control problems. In particular, non-linear approximations are introduced in the form of finite sums of known basis functions with unknown coefficients, such as a truncated Fourier series. However, a problem arises in the closed-loop identification caused by the correlation between noise sequences and input signals, leading to biased identification results when directly using open-loop approaches (Ljung & McKelvey, 1996) . In this paper, a subspace instrumental variable identification (SIVID) algorithm is presented to recover the non-linear closed-loop system model. The original aim of instrumental variable (IV) methods, in contrast to classical prediction error methods, is to allow the estimation of the system dynamics without specifying an accurate model for system or measurement noise signals (Viberg et al., 1995) and, in this paper, that idea is extended to solve the closed-loop identification problem. Specifically, a sequence of IV vectors uncorrelated with the system noise are constructed, and correlations are made between the IV vectors and the input/output signals of block Hankel matrices. Then, the system dynamics can be recovered from a canonical correlation matrix obtained from the correlated signals' block Hankel matrices.
In general, the IV vectors consist of past or filtered input/output signals. Therefore, the corresponding IV-correlated input-output block Hankel matrices are rank decreased. As a result, the numerical stable and efficient RQ method described in Chapter 6 of Overschee & Moor (1996b) is not applicable since only a lower triangular matrix is used in calculation, and a correct partition of submatrices needs to be applied. To overcome this drawback, a novel-augmented IV matrix is introduced to replace the conventional ones. The analytical solution shows that, in the space of interest, the augmented subspace instrumental variable identification (ASIVID) algorithm has the identical least square solution as the previous one. Furthermore, the numerical implementation of this novel approach is shown to reduce the computational effort for identification problems large enough. The contribution of this paper is to present a systematic solution to address the identification problem for systems containing both nonlinearities and closed-loop feedback and to extend the current IV approaches to solve numerical issues during their implementation.
The paper is organized as follows: notation and definitions are presented in Section 2. The problem formulation is presented in Section 3. In Section 4, we propose the identification algorithm for MIMO Hammerstein systems with non-linear feedback loops. The approximation techniques used in the simulation and two non-linear examples used to validate the methods presented in this paper are presented in Section 5 followed by our conclusions in Section 6.
Preliminaries
The following notation is used in this paper. Let the superscript (•) denote the transposition operator, E(•) the expectation operator, || • || 2 the Euclidean vector norm, || • || 1 the l 1 vector norm, || • || F the Frobenius matrix norm, I m the identity matrix with dimension m and R m×n the set of m × n real matrices.
Suppose Z ∈ R m×n , then R(Z ) denotes the column space of Z , R(Z ) ⊥ the orthogonal complement of R(Z ) (Stewart & Sun, 1990) 
Z the oblique projection of the row space of X ∈ R i×n along the row space Y ∈ R j×n on the row space of Z ∈ R m×n .
Given a sequence {z k }, k = 1, 2, . . . , the averaging operatorĒ is defined as (Viberg et al., 1997 )
In order to simplify our notation in the following sections, we introduce the following definitions.
DEFINITION 2.1 Consider a generic signal s(k) ∈ R n , k = 1, 2, . . .. For a given index α ∈ N + , α > n, define the 'past' and 'future stacked signal vectors' as follows:
The 'block Hankel matrices' associated with s p (k) and s f (k) are defined as
where β ∈ N + represents the number of columns of block Hankel matrices.
Problem formulation
Consider the system shown in Fig. 1 and assume that its discrete-time state-space model is in the form of (Lacy & Bernstein, 2001 )
. . , are the state, input and output vectors, respectively. The matrices A ∈ R n×n , B 1 ∈ R n×r , B 2 ∈ R n×s , C ∈ R l×n , D 1 ∈ R l×r and D 2 ∈ R l×s are the linear subsystem dynamic matrices. The signals w(k) ∈ R n and v(k) ∈ R l , k = 0, 1, . . ., represent the process noise and the additive measurement noise, respectively. Note that the noise signals (Leonessa & Luo, 2001; Ljung, 1999) , 
. . , q, are the expansion coefficient vectors and
where
Bounds for the approximation residues (approximation errors) are defined as g(y) and the decompositions (3.3), (3.4), the state-space model (3.1), (3.2) can be approximated with (Lacy & Bernstein, 2001 )
The following assumptions are introduced to allow the estimation problem to be solved and to facilitate the analysis.
(A1) The non-linear approximation residues are negligibly small, i.e. f ∼ = 0 and
, and g(y) ∼ =ĝ(y), y ∈ [y min , y max ], if the basis functions are well chosen and the series orders are high enough. (A2) The system (3.5-3.6) is asymptotically stable. Note that, although that is often the case in a closed-loop measurement situation, the state matrix A does not need to be Hurwitz. (A3) The noise sequences {w(k), v(k)}, k = 1, 2, . . . , are ergodic with the following form: where, E(•) denotes the statistical expectation, δ k,l denotes the Kronecker delta function, Q ∈ R n×n and R ∈ R l×l denote the variances of the random signals w(k) and v(k), respectively, and S ∈ R n×l denotes the covariance between w(k) and v(k).
The following block matrix equations can be obtained directly from (3.5) and (3.6) (Lacy & Bernstein, 2001; Overschee & Moor, 1996b) : 9) where the block Hankel matrices
and w(k), respectively. In particular, state matrices X p (k) and X f (k) are defined as
where α, β ∈ N + , defined in Section 2, are numbers of block rows and columns, respectively. Next, we introduce the extended observability matrix Γ α and the extended controllability matrix α defined as follows (Lacy & Bernstein, 2001) :
Furthermore, the lower triangular block Toeplitz matrix H α is defined as
Finally, two matrices Ω α and Ψ α , needed for later derivations, are defined as Note that state-space realization is not the main focus of this paper, as there exist several well-known approaches to estimate the state-space matrices once the estimated observability matrix Γ α is found. For example, schemes that allow to estimate the matrices A, C, M and N are presented in Lacy & Bernstein (2001) and Overschee & Moor (1996b) . In the remainder of this paper, we will neglect '(k)' in the notation of the block Hankel matrices for simplicity of exposition.
Identification scheme design
In this section, we will first analyse a deterministic algorithm which solves the identification problem and then show its drawbacks if directly applied to the system (3.5-3.6) with w(k), v(k) ≡ 0. Then, we will propose SIVID method to overcome these drawbacks.
Analysis of a deterministic identification scheme
In this section, we introduce the subspace identification scheme by presenting a deterministic identification algorithm. A remark showing the difference between the deterministic identification scheme and the deterministic-stochastic one will lead to the SIVID algorithm proposed in Section 4.2.
PROPOSITION 4.1 (SID algorithm)
Consider the system (3.5-3.6), and assume that the following conditions are satisfied:
(iii) the intersection of the row space of X p and the row space of Z f is empty, i.e.
Next, define
where W L and W R are weighting matrices, W L ∈ R lα×lα is of full rank and W R ∈ R β×β is such that rank(W p ) = rank(W p W R ) (Overschee & Moor, 1996b) . Then, we have
R , and the order of the system given by (3.5), (3.6) is equal to the size of S 1 . Proof. The proof is analogous to the one for an open-loop deterministic dynamic system described in Overschee & Moor (1996b) , except that the system matrices C and D are substituted by M and N , and the input vector u by z. REMARK 4.1 Worth noting is that the block matrix equations (3.7-3.9) imply an interesting wellknown result on system state construction. In particular, without loss of generality, when w(k) ≡ 0 and v(k) ≡ 0, (3.7) can be written as
Substituting (4.3) into (3.9), we have
. Equation (4.4) shows that the state can be written as a linear combination of past input-output data (Overschee & Moor, 1996b) . In addition, (3.8) indicates that a prediction model for
(4.5)
Equations (4.4) and (4.5) verify that 'system states can be defined as the minimum amount of information about the past history of a system which is required to predict the future motion' (Aström, 1970) .
REMARK 4.2 Close connections among the intersection, the projection and the oblique projection algorithms are well studied in Overschee & Moor (1996b) , Shi & MacGregor (2001) and Overschee & Moor (1994) , the interested reader may refer to them and the numerous references therein for more details. Our focus is not about comparing those algorithms; however, oblique projection does provide a convenient tool for estimating the extended observability matrix Γ α in one step instead of estimating its deterministic and stochastic components separately, as often done when applying Instrumental Variable techniques (Arun & Yung, 1990 ).
REMARK 4.3 Equations (3.8) and (4.4) also show the connection between the subspace methods and the least square method, which is seldom explicitly revealed in the literature. In particular, it follows from (3.8) and (4.4
The estimation of system matrices can be formulated as a least square problem
The combined deterministic-stochastic identification problem for an open-loop system is already solved, under the assumption that the noise sequence is uncorrelated from the input signals (Overschee & Moor, 1996b) . However, this is not the case when considering the closed-loop system (3.5) and (3.6) with w(k) = 0 and v(k) = 0 (Gustafsson, 2001; Ljung & McKelvey, 1996) , where the noise signals are in general correlated with the input signals, which are functions of not only u(k) but also y(k). When applying the deterministic algorithm proposed in Proposition 4.1 directly on the deterministic-stochastic system (3.5) and (3.6) without considering the correlation, the identification result is biased (Ljung & McKelvey, 1996) .
In Section 4.2, a SIVID algorithm is proposed to solve the issue discussed in Remark 4.4.
Subspace instrumental variable identification algorithm
Consider the case w(k) ≡ 0 and v(k) ≡ 0, thus z(k) is correlated with ε(k), which is the case for closed-loop systems. We remind that z(k) [η(k) , ξ(k) ] and ε(k) [w(k) , v(k) ] are defined as concatenated vectors representing new input and noise vectors in the block matrix equations (3.7-3.9). A SIVID algorithm is proposed in this section for the identification of the closed-loop non-linear system (3.5), (3.6), when the noise sequence is correlated to the input signals. The basic idea of IV approaches at Virginia Polytechnic Institute and State University on August 8, 2013
http://imamci.oxfordjournals.org/ Downloaded from is to construct an IV vector that is uncorrelated with the vector of noise sequence, while a certain rank condition must also hold to guarantee that the informative part of the input/output signals does not vanish in the IV correlation (Gustafsson, 1998) . Then the noise vectors are significantly attenuated in the covariance matrix by correlating it to the IV vector. In the case that such an IV vector can be found, the noise vectors are allowed to have arbitrary spatial and temporal colour. Extensive discussions on how to find an IV vector that fulfils the above conditions can be found in Ljung (1999) , Söderström & Stoica (1989) and Viberg et al. (1997) .
Suppose that the following IV matrix Υ (k) ∈ R n 0 ×β is available
where ζ (k), k = α + 1, . . . , are IV vectors. We will use Υ instead of Υ (k) in the following derivations. Then, by computing the correlation with Υ on both sides of (3.8), we obtain
As previously discussed, it is natural to construct Υ such that it is uncorrelated with the noise block Hankel matrix E f (Gustafsson, 2001) 
which takes us to the following theorem.
THEOREM 4.1 (SIVID algorithm) Consider the system (3.5-3.6) and assume that (i) there exists an IV matrix Υ ∈ R n 0 ×β , where n 0 > n, such thatĒ 0 f =Ē(E f Υ ) ≡ 0, (ii) the pair (A, C) is observable and the pair (A, 8) and consider the SVD
where W L and W R are weighting matrices, W L ∈ R lα×lα is full rank and 
Proof. Since the IV vector ζ satisfies condition (i), we obtain from (4.6) withĒ 0 f = 0
In order to remove the effect ofZ 0 f fromȲ 0 f , we project both sides of (4.10) onto the subspace orthogonal toZ 0 f by multiplying on the right both sides of (4.10) by
has full rank (Jansson & Wahlberg, 1998) , which avoids a rank deficiency in the estimation of Γ α . From condition (iv) and the fact that Π ⊥ Z 0 f has full rank, it follows that rank
The estimation of the extended observability matrix Γ α follows from (4.9) and (4.11) 12) where the matrix U 1 consists of the n principal singular vectors of Γ α , S 1 is a diagonal matrix with the non-increasing singular values of
Since both matrices are of rank n (from condition (iv) and the properties of W L and W R ), their product is also of rank n. Hence, for any arbitrary non-singular transformation matrix T ∈ R n×n , (4.12) can be rewritten as
Without loss of generality, T is chosen as an identity matrix. Consequently, the 'subspace estimate' is obtained as
1 , which completes the proof. We have the following remarks on the implementation of SIVID algorithm. (Gustafsson, 2001; Ljung & McKelvey, 1996; Viberg et al., 1997) . REMARK 4.6 A finite-sample problem arises when implementing (2.1) in identification algorithms. In practice, we substituteĒ(
, where the limit is taken with probability one (Viberg et al., 1997) .
Consideration of numerical implementation
Stable and numerically efficient algorithms are always essential when translating identification theories into successful applications. Some numerically robust algorithms associated with open-loop identifications have been discussed in Overschee & Moor (1996b) . Standard numerical tools applied to subspace identification include Singular Value and RQ decompositions. The latter involves an essentially useful operation of decomposing a batch of concatenated matrices into a common factor Q and a lower triangular matrix R. Therefore, the numerical implementation of subspace algorithms only involves the corresponding partitioned R i j , i, j = 1, 2, . . ., submatrices. Since R is a lower triangular matrix, the computational effort is dramatically reduced in this way. However, a problem arises when the RQ decomposition is directly applied to IV subspace algorithms. Note that the rank of Υ , constructed by considering the filtered input-output signals, is often less than that of the concatenated input-output matrices, therefore the IV-correlated matrix, [U p , U f , Y p , Y f ] Υ , is rank deficient and fails to correctly partition the corresponding submatrices R i j , i, j = 1, 2, . . .. In this section, a modified IV subspace algorithm is introduced to solve this problem, at the expenses of some additional conditions required on the IV matrix.
Assume that an IV matrix Υ ∈ R n 0 ×β is available such thatĒ 0
where n 0 is the dimension of signals which can be used as IV. Since ε(k) [w(k); v(k)], it follows that alsoW 0 p Ē (W p Υ ) ≡ 0. Then, by computing the correlation with Υ on both sides of (3.7-3.9), we obtainȲ
14)
Consequently, solving for Γ α becomes a deterministic subspace identification problem where Proposition 4.1 can be applied after replacing (4.1) with
However, the rank-decreasing problem inherent to the classical instrumental variable subspace identification still exists. In the following, a close connection between (4.14-4.16) and an augmented system dynamics will be revealed, which leads to a novel algorithm where RQ decomposition can be applied.
First, let n 1 2( + l)α − n 0 and define an augmented IV matrix
where I (n 1 ,β) = [I n 1 ×n 1 , 0 n 1 ×(β−n 1 ) ]. Accordingly, the IV-correlated matrices are defined as
where the subscript 'x' can be 'p' for past and 'f' for future. Next, by correlating (3.7-3.9) withῩ , we obtain
Next, the problem of finding Γ α by using the augmented equations (4.17-4.19) can be solved by applying the RQ decomposition. However, since (4.17-4.19) have noise terms which do not appear in (4.14-4.16), one should wonder if (4.14-4.16) and (4.17-4.19) will provide the same solution for Γ α . Strictly speaking, they do not; however, we are going to show that both equations have the same solution in the space of interest spanned by the rows ofX 0
, which is the result presented in the SIVID algorithm (Theorem 4.1). Then, this result will be extended to formulate a new algorithm which accounts for the additional noise terms.
THEOREM 4.2 The least square solutions of Γ α from (4.17-4.19) and (4.14-4.16) are identical in the row space ofX 0
Proof. From (4.17) and (4.19), we havē
By substituting (4.20) into (4.18), we havē 
where (4.22) can also be derived from (4.14-4.16) (refer to (4.4) and (4.5)), and in (4.23) the term within the bracket is caused by noise signals. Following similar steps to those presented in Remark 4.1, we obtain
Projecting both sides of (4.22) and (4.23) on the orthogonal complements of the row space ofZ 0 f andZ 1 f , respectively, and applying transpose on both sides of the equations, we can rewrite (4.22-4.23) asĀ 0 Γ α =B 0 , (4.25) (4.28) which, by applying the generalized Schur complement (Lei et al., 2003) , is equivalent to Furthermore, by left multiplyingĀ 1 on both sides of (4.30) and using (4.29), we havē (4.36) which leads to the following theorem.
THEOREM 4.3 (ASIVID algorithm) Consider the system (3.5-3.6) satisfying the conditions described in Theorem 4.1 and the augmented IV-correlated equations (4.33-4.35). Definê
and consider the SVD where the weighting matrices W L ∈ R lα×lα is full rank and W R ∈ R 2(l+ )α×2(l+ )α is such that rank
Furthermore, S 1 contains the dominant singular values. Then, we have
1 and the order of the system (3.5-3.6) is equal to the size of S 1 . Proof. The proof is identical to that of Theorem 4.1 after replacing (4.10) with (4.36).
REMARK 4.8 Worth noting is that the choice of the lower block of the augmented IV matrix is not unique. Our choice was I β×n 1 , which is the simplest way to ensure the full rank property when implementing the correlation with the input-output block Hankel matrix. It is obvious that by multiplying a constant factor γ 0 with I β×n 1 this property is not changed. The special case when γ = 0 is equivalent to that of the non-augmented IV matrix (Theorem 4.1), and the algorithm proposed in this section is equivalent to the case when γ = 1. The parameter γ can be used to adjust the correction term of Γ α lying in the orthogonal complement space ofX 0 f Π ⊥ Z 0 f . In this way, the numerical stability of RQ decomposition and SVD could be improved, which is a topic of further investigation.
Suppose that an IV matrix Υ ∈ R n 0 ×β is available such thatĒ 0
The Augmented IV subspace estimation algorithm for the linear system (3.1-3.2) can be described as follows.
ALGORITHM 4.1 ASIVID algorithm
(iii) The numerical implementation of oblique projectionÔ α Ȳ f /Z fW p is described below.
(a) The RQ decomposition of the input-output block Hankel matrix is
and u m (u min + u max )/2, L (u max − u min )/2. The truncated Fourier expansion for g h (y(k)) can be constructed following identical steps. The quality of prediction is measured by the prediction errors (in percentage) (Overschee & Moor, 1996b) 
where i is the index of output channels and N is the number of samples used for validation.
Example 1: System with knowledge of non-linearities
The purpose of this simulation is to study the case when a dynamic system has input/feedback nonlinearities in the form of sine/cosine functions such that no approximation error is added. In this way, the performance of the proposed algorithm to noise-contaminated data can be examined.
System description
In this simulation, the identification algorithms presented in Section 4.3 are tested by using data sampled from a system with linear dynamics and non-linear input f (u) = sin(u) and feedback g(y) = sin(y) + 0.5 sin(2y). Suppose the model of the system is written as
3)
where ω 1 (•), ω 2 (•), v 1 (•) and v 2 (•) are Gaussian normal white noise signals and the sampling period is T = 0.05 s. The input signal u was a length of N = 6000, zero mean, white noise sequence uniformly distributed between −1 and 1. The input-output is shown in Fig. 2 .
Identification results
The input and feedback non-linearities are parameterized using the truncated Fourier series with p = 8 and q = 8, respectively. The number of block rows defined in (2.2) and (2.3) is α = 6. In the following simulations, sampled data of length N are used for identification, then an additional 1000 samples are used to validate the identification algorithm. Case 1. Noise free Consider a case when the system (5.3-5.4) is noise free, i.e. w 1 (t), w 2 (t), v 1 (t) and v 2 (t) are identical to zero. The identification results by using SIVID and SID algorithms are shown in Fig. 3 .
We found that, when the system is noise free, both SIVID and SID algorithms provide good prediction results. We have repeated the experiment from N = 4000 to N = 7000, where the results are almost identical. The results from Fig. 3 , where N = 6000, show that, without additive noise, the identification results by using the closed-loop SIVID algorithm and the open-loop SID algorithm are very similar, since there is no correlation between the concatenated input vector z and noise vector ε. In this case, the open-loop algorithm works well to predict this unknown system and the closed-loop one does not provide any additional benefit. 
Case 2. System with additive noises
The process and measurement noises, ω 1 (•), ω 2 (•), v 1 (•) and v 2 (•) are considered to be Gaussian normal white noise signals, with covariance 0.090, 0.087, 0.0025 and 0.0025, respectively. The identification results by using SIVID and SID algorithms are shown in Fig. 4 , where N = 6000. The results in Fig. 4 clearly show that, when the system has additive noises, the closed-loop SIVID algorithm has better prediction performance than the open-loop SID algorithm. Similar results are shown more clearly in Fig. 5 , where N = 7000 is used.
Example 2: System without knowledge of non-linearities
5.3.1 System description Next, we consider the Van der Pol oscillator with an input non-linearity f (u) = u 2 and feedback non-linearity g(y 1 , y 2 ) = (1 − y 2 1 )y 2 , 6) where u(t), ω 1 (t), ω 2 (t), v 1 (t) and v 2 (t), t 0 are defined as those in Section 5.2. The non-linearities are represented by truncated trigonometric series, and non-linear approximation residue will exist. The input-output map is shown in Fig. 6 . 
Identification results
The number of block rows defined in (2.2) and (2.3) is α = 6. Case 1. Noise free Consider the case when the system (5.5-5.6) is noise free, i.e. w 1 (t), w 2 (t), v 1 (t) and v 2 (t) are identical to zero. The input and feedback non-linearities are parameterized using the truncated Fourier series with p = 6 and q = 6, respectively. The identification results by using SIVID and SID algorithms are shown in Fig. 7 . The results show that the SIVID and the SID algorithms provide almost identical prediction FIG. 4 . Simulation output compared with the predicted output by using SIVID (-) and SID (--) algorithms (N = 6000) (with noise).
qualities when the system is noise free, regardless of the existence of the non-linear approximation residues. It also implies that the approximation residues have little correlation with the concatenated input z. between Figs 7 and 8, or the corresponding prediction errors, indicates an improvement of the prediction quality as p and q increase, since the non-linear approximation residues will decrease accordingly. When p and q continue to increase, however, a numerical problem arises due to the computational burden which increases accordingly. On the other hand, when p and q approach certain limits, the improvement of the prediction quality is not obvious as p and q increase further, although still can be qualitatively shown by the comparisons between prediction errors. For example, when p = 14 and [48.3, 66 .0] for the SIVID algorithm, which are very close to the values we obtained for p = 8 and q = 8. Consequently, a compromise should be made between the prediction quality and amount of computations. It should be noted that when implementing the proposed algorithm, the use of an instrumental variable vector that does not perfectly satisfy the assumptions may introduce additional errors due to, e.g. the loss of useful information. This may sometimes deteriorate the results provided by the SIVID approach, as shown in the previous example. The next example will clearly show that when the system contains additional noise signals, the benefits of the SIVID approach outweigh the eventual deterioration caused by an imperfect choice of the IV vector.
Case 2. System with additive noise In this example, the process and measurement noises, ω 1 (•), ω 2 (•), v 1 (•) and v 2 (•) are considered to be Gaussian normal white noise signals, with covariance 0.160, 0.163, 0.0025 and 0.0025, respectively. The identification results by using the SIVID and the SID algorithms are shown in Fig. 9 which clearly show that, when the system has additive noises, the closed-loop SIVID algorithm provides much better prediction performance than the open-loop SID algorithm.
Investigation of computational efficiency
Consider the system described in Case 2 of Section 5.3 with p, q = 4 and α = 6. A comparison of the computing time (ms) when using the ASIVID and the SIVID algorithms is performed, and the average result from 91 simulations is considered. The average computing times at various data length from 2000 to 58000 are presented in Table 1 is considerable when the length of data used in identification is large. When the data length is short, however, the ASIVID algorithm does not show computing efficiency over the SIVID algorithm. This is due to the fact that when the data length increases, the block Hankel matrix dimensions increase as well, hence some matrix operations like projection and inversion become more and more overwhelming, which is not the case when the data length is short. The comparison is also shown in Fig. 10 , where the computing time of both algorithms increases linearly with respect to the data length. 
Conclusion
The main contribution of this paper is the presentation of a unified approach to solve SIVID problems for MIMO Hammerstein systems with non-linear feedback, when a truncated series expansion is chosen to approximate the non-linearities appearing in the system. Furthermore, numerical issues are addressed by extending existing IV approaches during their implementation. The proposed approach overcomes the correlations between the system input signals and noise signals in the closed-loop system by choosing appropriate IV signals. Simulation results have shown that the SIVID approach can greatly improve the prediction performance, proving that this approach provides a powerful tool to model a non-linear grey-box closed-loop system. Moreover, an ASIVID algorithm is proposed to address the computational efficiency problem, arouse by the concern of heavy matrix computations. We have rigourously proved that, when using the proposed algorithm, the ASIVID approach has an identical solution in the space of interest as that of its unaugmented counterpart. Furthermore, the ASIVID approach allows the use of powerful tools such as RQ decomposition, which makes it much more efficient in its total computational effort, especially when the volume of processing data heavily increases. 
