Correlation functions of the XYZ model with a boundary by Hara, Yuji
ar
X
iv
:m
at
h-
ph
/9
91
00
46
v2
  1
0 
M
ay
 2
00
0 Correlation functions of the XYZ modelwith a boundary
Yuji HARA
Institute of Physics,
Graduate School of Arts and Sciences,
University of Tokyo, Tokyo 153-8902, Japan
Abstract
Integral formulae for the correlation functions of the XYZ model with a boundary are
calculated by mapping the model to the bosonized boundary SOS model. The bound-
ary K-matrix considered here coincides with the known general solution of the boundary
Yang-Baxter equation. For the case of diagonal K-matrix, our formulae reproduce the
one-point function previously obtained by solving boundary version of quantum Knizhnik-
Zamolodchikov equation.
1 Introduction
The XYZ model, the eight-vertex model and the ABF model are the representative examples
of solvable lattice models in statistical mechanics [Bax]. In addition to the exact results e.g.
free energy, one-point function, relations with many areas of mathematics and physics have
been studied: conformal field theory, integrable quantum field theory, theory of Lie algebras
and its representation theory. In the last years, the boundary problems of the solvable lattice
models have been investigated intensively. Under a special boundary condition the models with
boundaries are also solvable [Skl]. In this case the boundary condition is described by the so
called K-matrix and the integrability of the model is ensured by the boundary version of the
Yang-Baxter equation which includes the K-matrix in addition to the R-matrix.
There are several ways to solve the models. Among them the vertex operator approach
is the one which allows us to get deep insights on the symmetry of the model and to obtain
integral formulae for the correlation functions. This approach is first launched on the XXZ
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model [JM]. In this case the symmetry of the model is described with the quantum affine
algebra Uq(ŝl2). Representation theoretical counter parts of the space of the states, the transfer
matrix and the creation operator of the elementary excitation are the level one higest modules,
type I vertex operators and type II vertex operators of Uq(ŝl2) respectively. By bosonizing the
algebra, the modules and the vertex operators, the hamiltonian is diagonalized and the formulae
of the correlation functions are obtained. The same recipe is applied to the ABF model and its
symmetry is described by the deformed Virasoro algebra [LuP]. As for the boundary problems,
the half-infinte XXZ model with a diagonal K-matrix is studied by this approach in [bdry XXZ].
The vacuum states are constructed in Fock spaces and the correlation functions are obtained.
For the boundary ABF model, daigonalization of the transfer matrix is carried through in [MW].
On the other hand, for the XYZ model, until recently the bosonization was not known.
Diffence equations of quantum Knizhnik-Zamolodchikov types are used to get the correlation
functions. The bulk case is discussed in [bulk qKZ] and the boundary case is in [bdry qKZ] for
a diagonal K-matrix. The bosonization is achieved in [LaP], [LaP1] by mapping the model to
the ABF model without restriction (the SOS model) through the face-vertex correspondence.
The correlation functions of the XYZ model are expressed with that of the SOS model with non
local insertion called the tail operator. The Baxter-Kelland formula for the one-point function
is reproduced as a special case.
In this paper, we apply the bosonization scheme of [LaP] to the boundary problem of the
XYZ model. The K-matrix discussed here is obtained from the diagonal K-matrix of the ABF
model through face-vertex correspondence. It has off-diagonal elements and coincides with that
of [IK] which is a general solution of the boundary Yang-Baxter equation. We obtain the integral
formulae for the correlation functions for this general boundary condition. And as a special case
of the formulae the results of [bdry qKZ] and [bdry XXZ] are reproduced .
In Sec.2 we formulate the boundary XYZ model. In Sec.3, we recall the results of [MW].
Modification to the unrestricted case is almost trivial. Sec.4 is the main part. After discussing
the face-vertex correspondence, we give the formulae for the correlation functions. In Appendix
C, we detail the correspondence of our K-matrix and the one of [IK].
2 The boundary XYZ model
2.1 The bulk weights and lattice vertex operators
First we fix the convention of the R-matirx (Fig.1). Originally the R-matrix is found by Baxter
as the local Boltzman weight of the eight-vertex model [Bax]. Here we follow [LaP] in which
elements R(u)−−++ = R(u)
++
−− are negated as compared to the one in [Bax]. The elements are
defined as
a(u) = R(u)++++ = R(u)
−−
−− = −iκ(u)R0(u)ϑ4
(
i ǫπ ; i
2ǫr
π
)
ϑ4
(
i ǫπu; i
2ǫr
π
)
ϑ1
(
i ǫπ (1 − u); i2ǫrπ
)
,
b(u) = R(u)+−+− = R(u)
−+
−+ = −iκ(u)R0(u)ϑ4
(
i ǫπ ; i
2ǫr
π
)
ϑ1
(
i ǫπu; i
2ǫr
π
)
ϑ4
(
i ǫπ (1− u); i2ǫrπ
)
,
c(u) = R(u)−++− = R(u)
+−
−+ = −iκ(u)R0(u)ϑ1
(
i ǫπ ; i
2ǫr
π
)
ϑ4
(
i ǫπu; i
2ǫr
π
)
ϑ4
(
i ǫπ (1− u); i2ǫrπ
)
,
2
d(u) = R(u)−−++ = R(u)
++
−− = −iκ(u)R0(u)ϑ1
(
i ǫπ ; i
2ǫr
π
)
ϑ1
(
i ǫπu; i
2ǫr
π
)
ϑ1
(
i ǫπ (1− u); i2ǫrπ
)
.
(2.1)
Notation of theta functions are given in Appendix A. We use the parameters ǫ and r and
consider the so called principal regime
ǫ > 0, r > 1, −1 < u < 1. (2.2)
We also use the follwing parameters
x = e−ǫ, p = x2r, ζ = x2u.
The common factor κ(u)R0(u) is so chosen that the partition function per site is equal to one
κ(u) = ζ−
r−1
2r x1−
r
2 (x2r;x2r)−2∞ (x
4r;x4r)−1∞ (x
2ζ−1;x2r)−1∞ (x
2r−2ζ;x2r)−1∞ , (2.3)
R0(u) = ζ
r−1
2r
ρ(ζ)
ρ(ζ−1)
, (2.4)
ρ(z) =
{x4z}{x2rz}
{x2z}{x2r+2z} , (2.5)
{z} = (z;x4, x2r)∞, (2.6)
(z; p1, . . . , pN )∞ =
∞∏
n1,...,nN=0
(1− zpn11 . . . pnNN ). (2.7)
The R-matrix satisfies the relations
(i) Yang-Baxter equation
R12(u1 − u2)R13(u1 − u3)R23(u2 − u3) = R23(u2 − u3)R13(u1 − u3)R12(u1 − u2), (2.8)
(ii) Unitarity relation
R12(u1 − u2)R21(u2 − u1) = id, (2.9)
(iii) Crossing relation
Rε1ε2
ε′1ε
′
2
(1− u) = Rε2 −ε′1
ε′2 −ε1
(u). (2.10)
We will call the half infinite transfer matrix φε(u) “lattice vertex operator of vertex type” and
φ∗ε(u) its “dual” (Fig.2) [bulk qKZ]. A vertex-path is a semi-infinite sequence (. . . , p(2), p(1)), v(n) ∈
{+,−}. We denote by Hi, i = 0 or 1 the eigenspace of the corner transfer matrix [Bax] in the
NE quadrant spanned by paths such that p(n) = (−1)n−i for n ≫ 1. Then the lattice vertex
operators act on these spaces as
φε(u), φ
∗
ε(u) : Hi →H1−i. (2.11)
All these are unrigorous picture but for the XXZ model, the model has the symmetry described
by the affine quantum group Uq(ŝl2) and Hi are identified with the level one higest weight
modules of Uq(ŝl2) [JM]. And lattice vertex operators are identified with the intertwiners for
these modules. For the eight-vertex model, the elliptic affine quantum groupAq,p(ŝl2) is expected
to play the same role [Aqp].
3
2.2 The boundary XYZ model
The boundary of the model is formulated with aK-matrix which satisfies the following equations
[Skl] (Fig.1).
(iv) Boundary Yang-Baxter equation
K2(u2)R21(u1 + u2)K1(u1)R12(u1 − u2) = R21(u1 − u2)K1(u1)R12(u1 + u2)K2(u2),
(2.12)
(v) Boundary unitarity relation
K(u)K(−u) = id, (2.13)
(vi) Boundary crossing relation
Kba(1− u) =
∑
a′,b′
Rb,−a
′
−b′ a (2− 2u)Ka
′
b′ (u).
Explicit form of K-matrix will be given in Sec.4.2.
Then the transfer matrix for the boundary eight-vertex model TB(u) is defined as
TB(u) =
∑
ε,ε′
φ∗ε′(−u)Kεε′(u)φε(u), (2.14)
The boundary Yang-Baxter equation ensures the integrability of this model
[TB(u), TB(v)] = 0. (2.15)
The Hamiltonian of the XYZ model with a boundary is defined as
HB = −1
2
∞∑
k=1
(
(1− Γ)σxk+1σxk + (1 + Γ)σyk+1σyk +∆σzk+1σzk
)
+ hxσ
x
1 + hyσ
y
1 + hzσ
z
1 , (2.16)
and it is connected to the boundary eight-vertex model as
HrenB = −
πsnh(2ǫK/π, k)
4K
ζ
d
dζ
TB(u)
∣∣∣
ζ=1
, (2.17)
where
Γ = k snh2(2ǫK/π, k), ∆ = −cnh(2ǫK/π, k)dnh(2ǫK/π, k), (2.18)
hxσ
x
1 + hyσ
y
1 = h+σ
+
1 + h−σ
−
1 , h+ = ζ
d
dζ
K−+ (u)
∣∣∣
ζ=1
, h− = ζ
d
dζ
K+− (u)
∣∣∣
ζ=1
, (2.19)
hz = ζ
d
dζ
(
K++ (u)−K−−(u)
) ∣∣∣
ζ=1
. (2.20)
See Appendix A for elliptic functions snh, cnh, dnh and the elliptic modulus k, the half-period
magnitude K.
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We assume that the boundary transfer matrix TB(u) acts on the well defined infinite dimen-
sional subspace of . . . ⊗ C2 ⊗ C2 ⊗ C2 and denote it by HiB i = 0 or 1. The space HiB is the
eigenspace of TB(u) spanned by paths such that p(n) = (−1)n−i for n≫ 1. Then
TB(u) : HiB →HiB. (2.21)
Contrary to the bulk problems mentioned in the previous subsection, affine quantum algebras
are not the symmetry of the models anymore and the representation theoretical meaning of the
space HiB is not clarified yet even for the XXZ model [bdry XXZ].
We assume existence of the lowest energy state in each sector |i〉B ∈ HiB at least for the
regions
Γ = 0,∆→ −∞, hz : arbitrary, hx, hy : small,
and
Γ,∆ : arbitrary, hz : small, hx, hy : small.
When Γ = 0,∆→ −∞ hx = hy = 0, The state is given by a path
|0〉B = (. . . ,−,+,−), |1〉B = (. . . ,+,−,+), (2.22)
and nonzero hz resoloves the degeneration of the ground states. If we apply small hx, hy, say
δ × hx, then we get for H0B
|0〉B = (. . . ,−,+,−)− δ(. . . ,−,+,+) (2.23)
and there is a finite gap between the next lowest energy state (. . . ,−,+,+)+δ(. . . ,−,+,−). The
case of the XXZ model with a diagonal K-matrix is discussed with q-expansion in [bdry XXZ].
3 The boundary SOS model
With some modifications, we recall the result of [MW] which concerns the boundary problem for
the ABF model with a diagonal K-matirx. In [MW], by following [LuP] and [bdry XXZ], the
boundary transfer matrix T
(k)
B (u) is bosonised and the eigenstates of T
(k)
B (u) are constructed in
Fock spaces.
3.1 The SOS model
Local Boltzmann weight of bulk type is given as follows [ABF], we follow the convention of [LaP]
(Fig.3).
W
(
a a± 1
a± 1 a± 2
∣∣∣∣∣u
)
= R0(u), (3.1)
W
(
a a± 1
a± 1 a
∣∣∣∣∣u
)
= R0(u)
[1][a ± u]
[a][1 − u] , (3.2)
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W(
a a± 1
a∓ 1 a
∣∣∣∣∣u
)
= R0(u)
[a± 1][u]
[a][1 − u] , (3.3)
[u] = x
u2
r
−uΘx2r(x
2u), Θp(z) = (z; p)∞(pz
−1; p)∞(p; p)∞, (3.4)
R0(u) is given in (2.4). The site variable a called height is an integer and satisfies the admissiblity:
for variables a1, a2 at adjacent sites
|a1 − a2| = 1. (3.5)
The difference between our formulation and [MW] is that we do not impose the restriction
1 ≤ a ≤ r − 1. (3.6)
We consider the so called regime III:
ǫ > 0, r ≥ 1, 0 < u < 1. (3.7)
The Boltzmann weight satisfies the relations
(i) Star-triangle relation∑
g
W
(
f g
a b
∣∣∣∣∣u− v
)
W
(
g d
b c
∣∣∣∣∣u
)
W
(
f e
g d
∣∣∣∣∣v
)
=
∑
g
W
(
a g
b c
∣∣∣∣∣v
)
W
(
f e
a g
∣∣∣∣∣u
)
W
(
e d
g c
∣∣∣∣∣u− v
)
, (3.8)
(ii) Unitarity relation ∑
g
W
(
d g
a b
∣∣∣∣∣u
)
W
(
d c
g b
∣∣∣∣∣−u
)
= δac, (3.9)
(iii) Crossing relation
W
(
d c
a b
∣∣∣∣∣u
)
=
[a]
[b]
W
(
a d
b c
∣∣∣∣∣1− u
)
. (3.10)
Lattice vertex operators of face type (half infinite transfer matrices) φ(u)n
′
n , φ
∗(u)n
′
n , n
′ =
n ± 1 are defined as in the Fig.4 [LuP]. A face-path is a semi-infinite sequence of integers
(. . . , a2, a1). Among them, a (l, k)-path is the one having central heights k and the boundary
heights (l, l + 1), that is (. . . , l + 1, l, l + 1, l, . . . , k). We denote by Hl,k the eigenspace of the
corner transfer matrix [ABF] in the NW quadrant spanned by (l, k)-paths. Then
φ(u)k+εk , φ
∗(u)k+εk : Hl,k → Hl,k+ε, (3.11)
From graphical argument, following relations can be derived
(i) Commutation relation
φ(u2)
a
bφ(u1)
b
c =
∑
g
W
(
a g
b c
∣∣∣∣∣u2 − u1
)
φ(u1)
a
gφ(u2)
g
c , (3.12)
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(ii) Duality
φ∗(u)k+εk =
1
[k]
φ(1− u)k+εk , (3.13)
(iii) Inversion relation ∑
g
φ∗(u)agφ(u)
g
a = 1, φ(u)
a
bφ
∗(u)bc = δac. (3.14)
3.2 The boundary SOS model
The boundary weight: K-matrix is given as a solution of the eqaution:
(iv) Reflection equation
∑
f,g
W
(
c f
b a
∣∣∣∣∣u− v
)
W
(
c d
f g
∣∣∣∣∣u+ v
)
K
(
f
g
a
∣∣∣u)K(d e
g
∣∣∣v) (3.15)
=
∑
f,g
W
(
c d
f e
∣∣∣∣∣u− v
)
W
(
c f
b g
∣∣∣∣∣u+ v
)
K
(
f
e
g
∣∣∣u)K(b g
a
∣∣∣v) . (3.16)
In [MW], the diagonal solution found by [BPO] is used (Fig.3)
K
(
k + 1
k
k
∣∣∣u)
K
(
k − 1 k
k
∣∣∣u) =
[c+ u][k + c− u]
[c− u][k + c+ u] . (3.17)
There are two regions A and B depending on the parameter c
region A : x2c = −x2b, −1 < b < 1,
region B : x2c = x2b, −1 < b < 1, (3.18)
and u is restricted to satisfy
0 < u < |b| < 1. (3.19)
Then the unnormalized boundary transfer matrix is defined as
T
(k)
B (u) =
∑
ε=±1
φ∗(−u)kk+εK
(
k + ε
k
k
∣∣∣u)φ(u)k+εk , (3.20)
and we will denote its eigenspace spanned by (l, k)-paths as HBl,k. The reflection equation (3.16)
implies the integrability of the model
[T
(k)
B (u), T
(k)
B (v)] = 0.
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The ground state of the model depends on c as
K
(
k + 1
k
k
∣∣∣u)
K
(
k − 1 k
k
∣∣∣u) =
{
> 1 if b > 0,
< 1 if b < 0.
(3.21)
That is the ground state belongs to HBk,k, HBk−1,k for b > 0, b < 0 respectively.
The normalizaiton of the K-matrix is so chosen that the largest eigenvalue of the boundary
transfer matrix T
(k)
B (u) is 1. It also depends on the positivity of b. For b > 0 it is given by
K
(c)
>
(
k + 1
k
k
∣∣∣u) = h(k)> (u), (3.22)
K
(c)
>
(
k − 1 k
k
∣∣∣u) = h(k)> (u) [c− u][k + c+ u][c+ u][k + c− u] , (3.23)
h
(k)
> (u) = ζ
r−1−2k
2r
f(ζ)p
(k)
> (ζ)p
(k)
> (x
2ζ−1)
f(ζ−1)p
(k)
> (ζ
−1)p
(k)
> (x
2ζ)
, (3.24)
f(ζ) =
(x2rζ2;x8, x2r)∞(x
8ζ2;x8, x2r)∞
(x6ζ2;x8, x2r)∞(x2+2rζ2;x8, x2r)∞
, (3.25)
p
(k)
> (ζ) =
{x2(1+c)ζ}{x2(r−c−k+1)ζ}
{x2(r−c)ζ}{x2(c+k)ζ} , (3.26)
and for b < 0
K
(c)
<
(
k + 1
k
k
∣∣∣u) = h(k)< (u) [c+ u][k + c− u][c− u][k + c+ u] , (3.27)
K
(c)
<
(
k − 1 k
k
∣∣∣u) = h(k)< (u), (3.28)
h
(k)
< (u) = ζ
2k−1−r
2r
f(ζ)p
(k)
< (ζ)p
(k)
< (x
2ζ−1)
f(ζ−1)p
(k)
< (ζ
−1)p
(k)
< (x
2ζ)
, (3.29)
p
(k)
< (ζ) =
{x2(1−c)ζ}{x2(c+k+1)ζ}
{x2(r+c)ζ}{x2(r−c−k)ζ} . (3.30)
There are two more relations satisfied by K-matrix
(v) Boundary unitarity relation
K
(c)
>
<
(
k′
k
k
∣∣∣u)K(c)>
<
(
k′
k
k
∣∣∣−u) = 1, (3.31)
(vi) Boundary crossing relation
K
(c)
>
<
(
k′
k
k
∣∣∣1− u) = ∑
k′′=k±1
[k′′]
[k]
W
(
k′ k
k k′′
∣∣∣∣∣−2u+ 2
)
K
(c)
>
<
(
k′′
k
k
∣∣∣u) . (3.32)
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For definiteness, we write down the boundary transfer matrix in the normalised form
T
(k)
B (u) =
∑
ε=±1
φ∗(−u)kk+εK(c)>
<
(
k + ε
k
k
∣∣∣u)φ(u)k+εk . (3.33)
3.3 Bosonization
Bosonization of the objects introduced in the previous sections are achieved with the following
oscillators [LuP].
[βn, βm] = δn+m,0
[n]3x
n[2n]x
[r∗n]x
[rn]x
, (3.34)
αn =
[2n]x
[n]x
βn, (3.35)
[P, iQ] = 1, (3.36)
[n]x =
xn − x−n
x− x−1 , (3.37)
r∗ = r − 1, (3.38)
and the Fock space Fl,k and its dual F∗l,k are defined as
Fl,k = C[β−1, β−2, · · ·]|l, k〉, (3.39)
βn|l, k〉 = 0, for n > 0, (3.40)
P |l, k〉 =
(
−l
√
r
2r∗
+ k
√
r∗
2r
)
|l, k〉, (3.41)
F∗l,k = 〈l, k|C[β1, β2, · · ·], (3.42)
〈l, k|βn = 0, for n < 0, (3.43)
〈l, k|P = 〈l, k|
(
−l
√
r
2r∗
+ k
√
r∗
2r
)
, (3.44)
〈l, k|l, k〉 = 1. (3.45)
For HBl,k we assume
HBl,k ⊂ Hl,k ∼= Fl,k. (3.46)
Bosonic vertex operators are given as
Φ¯ε(u) = Φε(u)
εK
[K]
, (3.47)
Φ−(u) =: exp
−∑
n 6=0
βn
[n]x
ζ−n
 : ×e√ r∗2r iQζ√ r∗2r P+ r∗4r , (3.48)
Eqn.(2.17) of [MW] is misprinted and arguments of T¯
(k)
B should be exchanged.
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Φ+(u) =
∮
C
dζ1
2πiζ1
Φ−(u)x−(u1)
[u− u1 − 1/2 +K]
[u− u1 + 1/2] , (3.49)
x−(u) =: exp
∑
n 6=0
αn
[n]x
ζ−n
 : ×e−√ 2r∗r iQζ−√ 2r∗r P+ r∗r , (3.50)
K
∣∣∣
Fl,k
= k × idFl,k , (3.51)
x−(u) : Fl,k → Fl,k−2, (3.52)
Φ−(u) : Fl,k → Fl,k+1, (3.53)
Φ+(u) : Fl,k → Fl,k−1. (3.54)
x−(u) is a screening current.
Commutation relation, duality and inversion relation for Φ¯ε(u) follow.
Φ¯ε2(u2)Φ¯ε1(u1) =
∑
ε′1,ε
′
2
ε′
1
+ε′
2
=ε1+ε2
W
(
K K + ε′1
K + ε2 K + ε1 + ε2
∣∣∣∣∣u2 − u1
)
Φ¯ε′1(u1)Φ¯ε′2(u2),
(3.55)
Φ¯∗ε(u) = εΦ¯−ε(u− 1)[K](−)K , (3.56)
g
∑
ε=±
Φ¯∗ε(u)Φ¯ε(u) = 1, (3.57)
g Φ¯ε(u)Φ¯
∗
ε′(u) = δεε′ , (3.58)
g = x−
r∗
2r (x2)∞(x
2r)∞
{x2}{x2r+2}
{x4}{x2r+4} . (3.59)
Hence we identify lattice vertex operators and bosonic ones as
φ(u)kk+ε = Φ¯ε(−u), (3.60)
φ∗(u)k+εk = Φ¯
∗
ε(−u). (3.61)
Then the boundary transfer matrix in the bosonic language is
T
(k)
B (u) = g
∑
ε=±
Φ¯∗ε(u)K
(c)
>
<
(
k − ε k
k
∣∣∣u) Φ¯ε(−u). (3.62)
Remark Φ¯ε(u), Φ¯
∗
ε(u) serve as vertex operators for [LaP] where (3.15) of [LaP] is modified as
g
∑
n′(n− n′)[n′](−)n+1Φ(u− 1)nn′Φ(u)n
′
n = 1 and fixing the parameter m = 1.
3.4 Boundary vacuum states
The maximal eigenvectors of T
(k)
B (u) are called the boundary vacuum vectors. Under the nor-
malization of the K-matrix (3.22), (3.23), (3.27), (3.28) they satisfy
T
(k)
B (u)|k, k〉cB = |k, k〉cB ∈ Fk,k, for b > 0, (3.63)
T
(k)
B (u)|k − 1, k〉cB = |k − 1, k〉cB ∈ Fk−1,k, for b < 0, (3.64)
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c
B 〈k, k|T (k)B (u) = cB 〈k, k| ∈ F∗k,k for b > 0, (3.65)
c
B 〈k − 1, k|T (k)B (u) = cB 〈k − 1, k| ∈ F∗k−1,k for b < 0, (3.66)
It is easily shown with (3.14) that these are equivalent to
K
(c)
>
<
(
k − ε k
k
∣∣∣u) Φ¯ε(−u)|k − i, k〉cB = Φ¯ε(u)|k − i, k〉cB , (3.67)
c
B〈k − i, k|Φ¯∗ε(u)K(c)>
<
(
k − ε k
k
∣∣∣u) = cB〈k − i, k|Φ¯∗ε(−u). (3.68)
Their explicit form is obtained by solving these equations [MW]
|k − i, k〉cB = eF
c,k
i |k − i, k〉, (3.69)
F c,ki = −
1
2
∑
m>0
κmβ−m
2 +
∑
m>0
β−mD
c,k
m,i, (3.70)
e−F
c,k
i βme
F c,ki = βm − β−m +
Dc,km,i
κm
, (3.71)
e−F
c,k
i β−me
F c,ki = β−m, (3.72)
Dc,km,0 = −
[(k − 1)m]x[(r − 2c− k)m]+x
[m]x[r∗m]x
− θm
(
[m/2]x[rm/2]
+
x
[m]x[r∗m/2]x
)
, (3.73)
Dc,km,1 = D
c,k
m,0|k→k−r
c→c+r
, (3.74)
and
c
B〈k − i, k| = 〈k − i, k|eG
c,k
i , (3.75)
Gc,ki = −
1
2
∑
m>0
x4mκmβm
2 +
∑
m>0
βmE
c,k
m,i, (3.76)
e−G
c,k
i β−me
Gc,ki = β−m − x4mβm +
Ec,km,i
κm
, (3.77)
e−G
c,k
i βme
Gc,ki = βm, (3.78)
Ec,km,1 = x
2m [(r − k − 1)m]x[(2c + k)m]+x
[m]x[r∗m]x
+ x2mθm
(
[m/2]x[rm/2]
+
x
[m]x[r∗m/2]x
)
, (3.79)
Ec,km,0 = E
c,k
m,1|k→k+r
c→c−r
, (3.80)
where
θm =
{
x if m is even;
0 otherwise.
, (3.81)
[m]+x = x
k + x−k. (3.82)
Note that as a linear combination of paths, the boundary vacuum states coincides for the re-
stricted SOS and unrestricted SOS model.
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3.5 Alternative bosonization
In Sec.4, we need another bosonization such that
HBl,k ⊂ Hl,k ∼= F−l,−k. (3.83)
It is given as follows. Vertex operators are realized as
φ(u)k+εk = Φ¯ε(−u), (3.84)
φ∗(u)kk+ε = Φ¯
∗
ε(−u). (3.85)
As for the boundary vacuum states, conditions (3.68) are changed as
K
(c)
>
<
(
k + ε
k
k
∣∣∣u) Φ¯ε(−u)|k − i, k〉cB = Φ¯ε(u)|k − i, k〉cB , (3.86)
c
B〈k − i, k|Φ¯∗ε(u)K(c)>
<
(
k + ε
k
k
∣∣∣u) = cB〈k − i, k|Φ¯∗ε(−u), (3.87)
and the states are given by
|k − i, k〉cB = eF¯
c,k
i | − k + i,−k〉, (3.88)
F¯ c,ki = F
c,k
i |Dc,kn,i→D¯c,kn,i (3.89)
D¯c,kn,i = D
c,k
n,1−i| c→−c
k→r−k
, (3.90)
c
B〈k − i, k| = 〈−k + i,−k|eG¯
c,k
i , (3.91)
G¯c,ki = G
c,k
i |Ec,kn,i→E¯c,kn,i , (3.92)
E¯c,kn,i = E
c,k
n,1−i| c→−c
k→r−k
. (3.93)
4 Correlation functions of the boundary XYZ model
In this section, we consider the correlation functions for the sector i = 0 of HiB. The case i = 1
can be handled in the same way.
4.1 Face-vertex correspondence of the bulk weights
We recall the face-vertex correspondence of the bulk weights [Bax76], [LaP]. The intertwining
vectors are given as ∗
t+(u)
n′
n =
1√
2
ϑ3
(
(n′ − n)u+ n′
2r
;
iπ
2ǫr
)
, (4.1)
t−(u)
n′
n =
(−)n√
2
ϑ0
(
(n′ − n)u+ n′
2r
;
iπ
2ǫr
)
, (4.2)
∗We fix the parameter m = 1 in [LaP].
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where n′ = n ± 1. Its conjugate: t∗ε(u)n
′
n , primed: t
′
ε(u)
n′
n and primed conjugate: t
′∗
ε (u)
n′
n are
given by (Fig.5)
t∗ε(u)
n′
n = (−)nC2
n′ − n
[n][u]
t−ε(u− 1)n′n , (4.3)
t′ε(u)
n′
n =
[u]
[u− 1]
[n′]
[n]
tε(u− 2)n′n , (4.4)
t′∗ε (u)
n′
n =
[u− 1][n]
[u][n′]
t∗ε(u− 2)n
′
n , (4.5)
C =
√
π
ǫr
eǫr/4. (4.6)
They satisfy the following relations (Fig.6)∑
ε=±
t∗ε(u)
n′
n tε(u)
n
n′′ = δn′n′′ ,
∑
s=n±1
t∗ε′(u)
s
ntε(u)
n
s = δε′ε,∑
ε=±
t∗ε(u)
n
n′t
′
ε(u)
n′′
n = δn′n′′ ,
∑
s=n±1
t∗ε′(u)
n
s t
′
ε(u)
s
n = δε′ε,∑
ε=±
t′∗ε (u)
n′
n t
′
ε(u)
n
n = δn′n′′ ,
∑
s=n±1
t′∗ε′(u)
s
nt
′
ε(u)
n
s = δε′ε. (4.7)
The basic face-vertex correspondence is (Fig.7)
∑
ε′1,ε
′
2=±
R(u− v)ε′1ε′2ε1ε2tε′1(u0 − u)
n′
s′ tε′2(u0 − v)
s′
n =
∑
s∈Z
tε2(u0 − v)n
′
s tε1(u0 − u)snW
(
n′ s′
s n
∣∣∣∣∣u− v
)
,
(4.8)
and from this identity and (4.7) we get the variants, for instance
∑
ε′1,ε
′
2=±
t∗ε′2
(u0 − v)sn′t∗ε′1(u0 − u)
n
sR(u− v)ε1ε2ε′1ε′2 =
∑
s′∈Z
W
(
n′ s′
s n
∣∣∣∣∣u− v
)
t∗ε1(u0 − u)s
′
n′t
∗
ε2(u0 − v)ns′ ,
(4.9)∑
ε′1,ε
′
2=±
t′∗ε′2
(u0 − v)n′s R(u− v)ε
′
1ε2
ε1ε′2
t′ε′1
(u0 − u)sn =
∑
s′∈Z
t′ε1(u0 − u)n
′
s′W
(
s n
n′ s′
∣∣∣∣∣u− v
)
t′∗ε2(u0 − v)s
′
n .
(4.10)
Note that the principal regime of the XYZ model (2.2) is mapped to the regime III of the SOS
model (3.7).
4.2 Face-vertex correspondence of K-matrix
We make a K-matrix of vertex type K(u; c, l, u0) from the K-matrix of Sec.3 as
K(u; c, l, u0)
ε
ε′ =
∑
ν=±1
t∗ε(u0 − u)ll+νt′ε′(u0 + u)l+νl K(c)<
(
l + ν
l
l
∣∣∣u) . (4.11)
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This type of face-vertex correspondence was found in [FHLS]. It can be easily verified by
graphical argument that this K-matrix satisfies the boundary Yang-Baxter equation (2.12). As
we will see below, through this face-vertex correspondence of K-matrix and those of R-matrix,
the sector i = 0 of the boundary XYZ model is mapped to the region b < 0 of the boundary
SOS model. And this fixes the normalization of the K-matrix of the SOS model in (4.11).
Explicit form of elements are
K(u; c, l, u0)
ε
ε′ =
C2[u0 + u]
2[u0 − u][u0 + u− 1][l]
h
(l)
< (u)
[c− u][l + c+ u]K¯(u; c, l, u0)
ε
ε′ , (4.12)
K¯(u; c, l, u0)
+
+ = −ϑ0
(
u+ δ + l
2r
;
iπ
2ǫr
)
ϑ3
(
u− δ + l
2r
;
iπ
2ǫr
)
[c+ u][l + c− u]
+ϑ0
(
u+ δ − l
2r
;
iπ
2ǫr
)
ϑ3
(
u− δ − l
2r
;
iπ
2ǫr
)
[c− u][l + c+ u],
K¯(u; c, l, u0)
−
− = ϑ3
(
u+ δ + l
2r
;
iπ
2ǫr
)
ϑ0
(
u− δ + l
2r
;
iπ
2ǫr
)
[c+ u][l + c− u]
−ϑ3
(
u+ δ − l
2r
;
iπ
2ǫr
)
ϑ0
(
u− δ − l
2r
;
iπ
2ǫr
)
[c− u][l + c+ u],
K¯(u; c, l, u0)
+
− = (−)l+1ϑ0
(
u+ δ + l
2r
;
iπ
2ǫr
)
ϑ0
(
u− δ + l
2r
;
iπ
2ǫr
)
[c+ u][l + c− u]
+(−)lϑ0
(
u+ δ − l
2r
;
iπ
2ǫr
)
ϑ0
(
u− δ − l
2r
;
iπ
2ǫr
)
[c− u][l + c+ u],
K¯(u; c, l, u0)
−
+ = (−)lϑ3
(
u+ δ + l
2r
;
iπ
2ǫr
)
ϑ3
(
u− δ + l
2r
;
iπ
2ǫr
)
[c+ u][l + c− u]
+(−)l+1ϑ3
(
u+ δ − l
2r
;
iπ
2ǫr
)
ϑ3
(
u− δ − l
2r
;
iπ
2ǫr
)
[c− u][l + c+ u],
(4.13)
δ = −u0 + 1. (4.14)
We show below that the diagonalK-matrix of [bdry qKZ] is a sepcial case of thisK(u; c, l, u0).
Our convention of parameters are that of [MW], [LaP] and the correspondence with [bdry qKZ]
is as follows. We attach the subscript “d” to those of [bdry qKZ].
x = −qd, ǫ
π
=
λd
2Kd
,
x2r = pd, (elliptic nome)
k = kd, (elliptic modulus)
K = Kd, (half-period magnitude)
ζ = ζ−2d ,
ǫu
π
=
ud
2Kd
,
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R(u)|d(u)→−d(u) = Rd(ζd), (4.15)
Then the diagonal K-matrix is as follows.
K(ζd) =
1
f(ζd; r)
K̂d(ζd; rd), ζd = e
πud
2Kd (4.16)
K̂(ζd; rd) =
 snh(ηd+ud)snh(ηd−ud)
1
 , rd = eπηdKd , for 0 < rd < 1, (4.17)
K̂(ζd; rd) =
 snh(ηd+iKd+ud)snh(ηd+iKd−ud)
1
 , rd = −eπηdKd , for − 1 < rd < 0. (4.18)
The parameter rd is for the magnetic field hz and −1 < rd < 1 corresponds to the sector i = 0.
The parameter ηd satisfies
0 < ud < −ηd < λd, ⇔ 0 < u < − π
2Kdǫ
ηd < 1. (4.19)
Set
δ
r
=
1
2
+
iπ
2ǫr
, l =
r
2
− c, (4.20)
then off diagonal elements vanish and diagonal elements are
K¯(u; c, l, u0)
+
+ = −C2e
π2
4ǫr
ϑ1
(
1
2 ;
iπ
ǫr
)
ϑ2
(
0; iπ2ǫr
)
ϑ21
(
1
4 ;
iπ
2ǫr
)
×ϑ2
(
u
r
;
iπ
2ǫr
)
ϑ2
(
c
r
;
iπ
ǫr
)
ϑ2
(
u− c
2r
;
iπ
2ǫr
)
ϑ1
(
u+ c
2r
;
iπ
2ǫr
)
, (4.21)
K¯(u; c, l, u0)
−
− = C
2e
π2
4ǫr
ϑ1
(
1
2 ;
iπ
ǫr
)
ϑ2
(
0; iπ2ǫr
)
ϑ21
(
1
4 ;
iπ
2ǫr
)
×ϑ2
(
u
r
;
iπ
2ǫr
)
ϑ2
(
c
r
;
iπ
ǫr
)
ϑ1
(
u− c
2r
;
iπ
2ǫr
)
ϑ2
(
u+ c
2r
;
iπ
2ǫr
)
. (4.22)
From this we have
K¯(u; c, l, u0)
+
+
K¯(u; c, l, u0)
−
−
= −ϑ2
(
u−c
2r ;
iπ
2ǫr
)
ϑ1
(
u+c
2r ;
iπ
2ǫr
)
ϑ1
(
u−c
2r ;
iπ
2ǫr
)
ϑ2
(
u+c
2r ;
iπ
2ǫr
)
= −ϑ0
(
ǫ
iπ (u− c); i2ǫrπ
)
ϑ1
(
ǫ
iπ (u+ c);
i2ǫr
π
)
ϑ1
(
ǫ
iπ (u− c); i2ǫrπ
)
ϑ0
(
ǫ
iπ (u+ c);
i2ǫr
π
)
= −snh
(
ud +
2Kǫ
π c; kd
)
snh
(
ud − 2Kǫπ c; kd
) . (4.23)
Therfore the parameter for the magnetic filed ηd is identified with c as
ηd + iKd =
2Kdǫ
π
c for − 1 < rd < 0, (4.24)
ηd =
2Kdǫ
π
c for 0 < rd < 1. (4.25)
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Thus, from (4.19), the region considered in [bdry qKZ] is mapped to the regions of the SOS
model (3.18) as
−1 < rd < 0 → 0 < u < −c+ iπ
2ǫ
< 1, ( i.e. b < 0 of region A), (4.26)
0 < rd < 1 → 0 < u < −b < 1, ( i.e. b < 0 of region B), (4.27)
K(u; c, l, u0) does not satsify the boundary crossing relation and Kd(ζd; rd) and K(u; c, l =
r
2 − c, u0 = 1 − r2 − iπ2ǫ ) differ by over all factor. Therefore we should change the intertwining
vectors as
tnewε (u)
n′
n = f(u)tε(u)
n′
n ,
t∗newε (u)
n′
n =
1
f(u)
t∗ε(u)
n′
n ,
t′newε (u)
n′
n = f(u)t
′
ε(u)
n′
n ,
t∗newε (u)
n′
n =
1
f(u)
t∗ε(u)
n′
n , (4.28)
where f(u) satisfies
f(u0 − 1 + u)
f(u0 + 1− u)
f(u0 + u)
f(u0 − u) =
[u0 − u+ 1]
[u0 + u]
, (4.29)
Kd(ζ; rd) =
∑
ν=±1
t∗newε (u0 − u)ll+νt′newε′ (u0 + u)l+νl K
(c)
<
(
l + ν
l
l
∣∣∣u) , (4.30)
=
f
(
1− r2 − iπ2ǫ + u
)
f
(
1− r2 − iπ2ǫ − u
)K(u; c, l = r
2
− c, u0 = 1− r
2
− iπ
2ǫ
)
. (4.31)
But these new intertwining vectors satisfy the relations (4.7) as before and in the formuale for
the correlation function (4.37), (4.43) the vectors always consist such a pair that the factor
f(u)’s cancel. Therefore we can substitute the vectors dressed with f(u) for those not dressed.
It can be verified that this K(u; c, l, u0) coincides with Kg(ug; ξg, λg, µg): the general solu-
tion of the boundary Yang-Baxter equation obtained in [IK] (We use the subscript g for [IK]).
Relations between the parameters {c, l, u0} ↔ {ξg, λg, µg} are highly complicated and discussed
in Appendix C.
4.3 Correlation functions
In this section, we give the integral formulae for the correlation functions of the boundary XYZ
model. For clarity we mainly discuss a special case of one-point functions i.e. the boundary
magnetization but generalization to N -point case is straightforward though cumbersome.
Basic idea
We denote the matrix unit operator acting on the site r as Erεε′ e.g.
Er±∓ = σ
±
r , E
r
++ − Er−− = σzr .
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Our strategy is represented as the following naive equation
B〈0|E1ε′ε|0〉B
= (The partition function of Fig.9)
= lim
ξ,ξ′→1
B〈0|φ∗ε′(ξ′)φε(ξ)|0〉B
= lim
ξ,ξ′→1
(Fig.10)
= lim
ξ,ξ′→1
(Fig.11) (4.32)
= lim
ξ,ξ′→1
∑
s,s′
c
B 〈l − 1, l|φ∗(v′)ls′φ(v)s
′
s Λ
′(u0)
s
l |l − 1, l〉cB × t∗ε′(u0 − v)ls′tε(u0 − v)s
′
s ,
where
ξ = x2v, ξ′ = x2v
′
. (4.33)
The first equality comes from (2.17) and the same reasoning as in the bulk case [Bax], [JM].
The second and the third equalities are argued in Sec.3 of [bdry qKZ]. They argued the equiv-
alence of two lattices Fig.9 and Fig.10 and made following identification
|0〉B ∼ (Upper half lattice of Fig.9), (4.34)
B〈0| ∼ (Lower half lattice of Fig.9). (4.35)
The fourth equality is from the equivalence of two lattices in Fig.12. Iteration of face-vertex
correspondences of the local Boltzmann weights on one lattice yields the other. This is the
boundary version of [LaP].
The fifth equality comes from the similar augument for the second and third above.
Thus the one-point function for the XYZ model is equivalent to the two-point function of the
boundary SOS model with the insertion of the tail operator Λ′(u)mn . Here m = n− 2k, (k ∈ Z)
because the number of vertex operator is even in (4.32). Graphical argument shows that the
tail operator satisfies the commutation relation
Λ′(u0)
n′
s φ
∗(u)sn =
∑
s′
L′
[
n s
s′ n′
∣∣∣∣∣u0 − u
]
φ∗(u)n
′
s′Λ
′(u0)
s′
n , (4.36)
L′
[
n′ s′
s n
∣∣∣∣∣v
]
=
∑
ε=±1
t′ε(v)
n′
s′ t
∗
ε(v)
n
s . (4.37)
To bosonise Λ′(u0)
n−2k
n we have to consider two cases k ≤ 0 and k ≥ 0 separately [LaP]. In the
former case, we use the bosonisation of Sec.3.3, 3.4 and the tail operator is given by
Λ′(u)n−2kn = Λ
′(u)−2k = Λ(−u)−2k(−)K , (k ∈ N) (4.38)
Λ(u)−2k = Xk−(u)
[K − 2k]
[K]
(−)(K−1)k, (4.39)
X−(u) =
∮
dζ1
2πiζ1
x−(u1)
[u− u1 − 1/2 +K]
[u− u1 + 1/2] . (4.40)
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Note that
Φ+(u) = Φ−(u)X−(u).
The commutation relation on a Fock space is
Λ′(u0)
−2kΦ¯∗ε(−u) =
∑
ε′=±
L′
[
K + 2k − ε K + 2k
K − ε′ K
∣∣∣∣∣u0 − u
]
Φ¯∗ε′(−u)Λ′(u0)−2k−ε
′+ε. (4.41)
For k < 0, (4.39) is meaningless and we use the bosonisation of Sec.3.5 and
Λ′(u)n−2kn = Λ
′(u)2k = Λ(−u)2k(−)K , (−k ∈ N). (4.42)
Normaizing Λ′(u)mn is needledss for our purpose, see e.g. (4.47).
K-matrix of general type
We evaluate the correlation with two types of bosonization in Sec.3 as
B〈0|φ∗ε′(ξ)φε(ξ)|0〉B
=
∑
s′=l±1
s=s′±1
c
B 〈l − 1, l|φ∗(v)ls′φ(v)s
′
s Λ
′(u0)
s
l |l − 1, l〉cB × t∗ε′(u0 − v)ls′tε(u0 − v)s
′
s
= g (−)l cB 〈l − 1, l|Φ¯∗+(−v)Φ¯+(−v)|l − 1, l〉cB × t∗ε′(u0 − v)ll−1tε(u0 − v)l−1l
+g cB 〈l − 1, l|Φ¯∗+(−v)Φ¯−(−v)Λ′−2(u0)|l − 1, l〉cB × t∗ε′(u0 − v)ll−1tε(u0 − v)l−1l−2
+g (−)l cB 〈l − 1, l|Φ¯∗+(−v)Φ¯+(−v)|l − 1, l〉
c
B × t∗ε′(u0 − v)ll+1tε(u0 − v)l+1l
+g cB 〈l − 1, l|Φ¯∗+(−v)Φ¯−(−v)Λ′−2(u0)|l − 1, l〉cB × t∗ε′(u0 − v)ll+1tε(u0 − v)l+1l+2.
(4.43)
The boundary vacuum expectation values in this formula are one-fold integrals and the essential
part of the integrands is
c
B〈k − 1, k| : Φ−(−v − 1)Φ−(−v)x−(u1) : |k − 1, k〉cB
c
B〈k − 1, k|k, k − 1〉cB
= (xξz1)
l
r
−1
(
z21
xξ
) r∗
2r (x2;x2)3∞
(x2)2∞(x
4;x4)2∞
×Θx2r(x
2(c+r)/ξ)Θx2r (x
2(c+k)ξ)Θx4(ξ
−2)
Θx2r(ξ
−2)
× Θx4(z
−2
1 )
Θx2r(x
−2c−1/z1)∞Θx2r(x
2(c+k)−1/z1)∞
× Θx2r(xz1/ξ) (x
3ξz1)∞(xξ
−1z−11 )∞
Θx2(xξ/z1) (x
3ξz1;x2)∞(xξ−1z
−1
1 ;x
2)∞
. (4.44)
Then the boundary magnetization with a spectral parameter is given as
B〈0|σz1 |0〉B
B〈0|0〉B
= lim
ξ→1
M(0)(ξ; c, l, u0) (4.45)
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We used the coherent states to obtain this formula, see [MW] for detail.
M(0)(ξ; c, l, u0) =
∑
ε=±
εB〈0|φ∗ε(ξ)φε(ξ)|0〉B
B〈0|0〉B
(4.46)
=
∑
s′=l±1
s=s′±1
c
B 〈l − 1, l|φ∗(v)ls′φ(v)s
′
s Λ
′(u0)
s
l |l − 1, l〉cB
c
B 〈l − 1, l|Λ′(u0)ll|l − 1, l〉
c
B
∑
ε=±
ε t∗ε(u0 − v)ls′tε(u0 − v)s
′
s
(4.47)
= F (ξ; c, l, u0) + F (ξ;−r − c, 2r − l, u0), (4.48)
F (ξ; c, l, u0)
= g
c
B 〈l − 1, l|Φ¯∗+(−v)Φ¯+(−v)|l − 1, l〉cB
c
B 〈l − 1, l|l − 1, l〉cB
×
∑
ε=±
ε t∗ε(u0 − v)ll−1tε(u0 − v)l−1l (4.49)
+g
c
B 〈l − 1, l|Φ¯∗+(−v)Φ¯−(−v)Λ′−2(u0)|l − 1, l〉cB
(−)l cB 〈l − 1, l|l − 1, l〉cB
×
∑
ε=±
ε t∗ε(u0 − v)ll−1tε(u0 − v)l−1l−2
= −g 〈〈Φ−(−v − 1)Φ−(−v)〉〉
[l]
∮
C
dζ1
2πiζ1
h4(u1 + u0 − 1/2)h4(l − v − u1 − 1/2)
[−v − u1 + 1/2][−u0 − u1 + 1/2]
×
c
B 〈l − 1, l| : Φ−(−v − 1)Φ−(−v)x−(u1) : |l, l − 1〉cB
c
B 〈l − 1, l|l, l − 1〉cB
×〈〈Φ−(−v − 1)x−(u1)〉〉〈〈Φ−(−v)x−(u1)〉〉, (4.50)
=
∮
C
dζ1
2πiζ1
F (ξ, ζ1; c, l, u0) (4.51)
And
F (ξ, ζ1; c, l, u0)
= − 1
[l]
Θx2r(x
2(c+r)/ξ)Θx2r(x
2(c+l)ξ)Θx4(ξ
−2)
Θx2r(ξ
−2)
×h4(u1 + u0 − 1/2)h4(l − v − u1 − 1/2)
[−v − u1 + 1/2][−u0 − u1 + 1/2] (xξζ1)
l/rx−1(ξζ1)
−1/r
×Θx2r(xζ1/ξ)Θx2r (xζ
−1
1 ξ
−1)
Θx2(xξ/ζ1)Θx2(xξζ1)
Θx4(ζ
−2
1 )
Θx2r(x
−2c−1/ζ1)Θx2r(x
2(c+l)−1/ζ1)
×(x
2;x2)4∞
(x4;x4)2∞
. (4.52)
Where 〈〈. . .〉〉 are the factors for normal ordering and given in Appendix B and
h1(u) = Cϑ1
(
u
r
;
iπ
ǫr
)
= [u] = fr1(u)Θx2r(x
2u), fr1(u) = x
u2
r
−u (4.53)
h4(u) = Cϑ4
(
u
r
;
iπ
ǫr
)
= fr4(u)
[
u− iπ
2ǫ
]
, fr4(u) = e
− π
2
4rǫ
− iπu
r . (4.54)
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The cotour C is such that
ζ1 = x
2n+1ξ, x2n+1ξ−1, x2rn−2c−1, x2rn+1ζ−10 , x
2rn+2(c+l)−1 (n ≥ 0)
are inside and
ζ1 = x
2n−1ξ, x2n+1ξ−1, x2rn−2c−1, x2rn+1ζ−10 , x
2rn+2(c+l)−1 (n < 0)
are outside of it. Note that ζ1 = x
−1ξ is not a pole of F (ξ, ζ1; c, l, u0).
We used following identities to make two terms in (4.49) together
ϑ4(2x)ϑ4(2y)ϑ1(2z)ϑ1(2t)
= ϑ4(x+ y + z + t)ϑ4(x+ y − z − t)ϑ1(x− y − z + t)ϑ1(x− y + z − t)
−ϑ4(x+ y + z − t)ϑ4(x+ y − z + t)ϑ1(x− y + z + t)ϑ1(x− y − z − t)
and ∑
ε=±
ε t∗ε(u)
n2
n1tε(u)
n4
n3 =
(−)n1+n3(n1 − n2)
[n1]
K
[
n4 n3
n1 n2
∣∣∣∣∣u
]
,
where
K
[
n′ n′ ± 1
n n± 1
∣∣∣∣∣u
]
=
h4(u± n−n′2 )h4(n+n
′
2 )
h1(u)
, (4.55)
K
[
n′ n′ ∓ 1
n n± 1
∣∣∣∣∣u
]
=
h4(u± n+n′2 )h4(n−n
′
2 )
h1(u)
. (4.56)
(4.57)
Diagonal K-matrix
From (4.20), for the case of diagonal K-matirx discussed in [bdry qKZ] we have
M(0)(ξ; c) =M(0)
(
ξ; c, l =
r
2
− c, u0 = 1− r
2
− iπ
2ǫ
)
(4.58)
= F (ξ; c) + F (ξ;−r − c) (4.59)
where
F (ξ; c) = F
(
ξ; c, l =
r
2
− c, u0 = 1− r
2
− iπ
2ǫ
)
(4.60)
=
∮
C′
dζ1
2πiζ1
F (ξ, ζ1; c) (4.61)
F (ξ, ζ1; c) = F
(
ξ, ζ1; c, l =
r
2
− c, u0 = 1− r
2
− iπ
2ǫ
)
(4.62)
=
1
[ r2 − c]
Θx2r(x
2(c+r)/ξ)Θx2r(x
rξ)Θx4(ξ
−2)
Θx2r(ξ
−2)
×h4
(
r−1
2 − c− v − u1
)[−u1 − 1−r2 + iπ2ǫ ] Θx2r(xζ1/ξ)Θx2(xξ/ζ1)Θx2(xξζ1) Θx4(ζ
−2
1 )
Θx2r(x
−2c−1/ζ1)
×x− 12− cr−rξ 12− 1+cr ζ
3
2
− 1+c
r
1
fr4
(
u1 +
1−r
2 − iπ2ǫ
)
fr1
(
u1 +
1−r
2 − iπǫ
)
fr1
(−v − u1 + 12)
×(x
2;x2)4∞
(x4;x4)2∞
(4.63)
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the contour C′ is such that
ζ1 = x
2n+1ξ, x2n+1ξ−1, x2rn−2c−1,−x2rn+r−1 (n ≥ 0)
are inside and
ζ1 = x
2n−1ξ, x2n+1ξ−1, x2rn−2c−1,−x2rn+r−1 (n < 0)
are outside of it. As before ζ1 = x
−1ξ is not a pole of F (ξ, ζ1; c, l, u0). We can reproduce the
result of [bdry qKZ] as a special case of these formulae
M(0)
(
ξ; c =
iπ
2ǫ
)
= Res
(
ζ1 = −x−1;F
(
ξ, ζ1; c =
iπ
2ǫ
)
dζ1
2πiζ1
)
(4.64)
=
(x2ξ−1;x2)∞(x
2ξ;x2)∞
(−x2ξ−1;x2)∞(−x2ξ;x2)∞
(−x2rξ−1)∞(−x2rξ)∞
(x2rξ−1)∞(x2rξ)∞
(x2;x2)2∞(−x2r)2∞
(−x2;x2)2∞(x2r)2∞
,
(4.65)
(z)∞ = (z;x
2r)∞, (4.66)
where we used
F
(
ξ, ζ1; c =
iπ
2ǫ
)
= −F
(
ξ, ζ1; c = −r − iπ
2ǫ
)
(4.67)
The formula for the difference of the boundary magnetizations in [bdry qKZ] can be also
reproduced. We have
M(0)(ξ; c) =M(0)(ξ−1; c), (4.68)
M(0)(ξ; c) = −M(1)(ξ;−c), (4.69)
which can be seen easily by physical argument and discussed rigorously in [bdry XXZ]. hence
M(0)(ξ; c) −M(1)(ξ; c) =M(0)(ξ; c) +M(0)(ξ−1;−c) (4.70)
and R.H.S can be written in a simple form
M(0)(ξ; c) +M(0)(ξ−1;−c) = Res
(
ζ1 = x
−2c−1;F (ξ, ζ1; c)
dζ1
2πiζ1
)
−Res
(
ζ1 = x
−1ξ−1;F (ξ, ζ1; c)
dζ1
2πiζ1
)
−Res
(
ζ1 = x
2c−1;F (ξ, ζ1;−r − c) dζ1
2πiζ1
)
−Res
(
ζ1 = x
−1ξ−1;F (ξ, ζ1;−r − c) dζ1
2πiζ1
)
(4.71)
where we used
F (ξ−1, ζ1;−c) dζ1
2πiζ1
= F (ξ, w1; c)
dw1
2πiw1
(4.72)
F (ξ−1, ζ1;−r + c) dζ1
2πiζ1
= F (ξ, w1;−r − c) dw1
2πiw1
(4.73)
w1 =
1
x2ζ1
. (4.74)
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Therefore
M(1)(1; c) −M(0)(1; c) = −2Res
(
ζ1 = x
−2c−1;F (1, ζ1; c)
dζ1
2πiζ1
)
(4.75)
= 2
(xr)2∞(−xr)2∞(x2r+2c)2∞(x−2c)2∞
(xr+2c)∞(−xr+2c)∞(xr−2c)∞(−xr−2c)∞
×(x
4c+2;x4)∞(x
−4c+2;x4)∞
(x2+2c;x2)2∞(x
−2c;x2)2∞
(x4;x4)2∞(x
2;x2)2∞
(x2r)4∞
. (4.76)
Note that we are taking |0〉B as the ground state. We can reproduce the result of [bdry XXZ]
by taking limit x2r → 0
lim
x2r→0
(
M(1)(1; c) −M(0)(1; c)
)
= 2
(x4c+2;x4)∞(x
−4c+2;x4)∞
(x2+2c;x2)2∞(x
2−2c;x2)2∞
(x4;x4)2∞(x
2;x2)2∞, (4.77)
where the parameter r of [bdry XXZ] is identified with x−2c.
N-point correlation function
The N -point correlation function can be obtained in the same manner as discussed in [JM],
[bdry XXZ]. But the formula is highly complicated. Here we write down only the essential part.
B〈0|φ∗ε′1(ξ
′
1) . . . φ
∗
ε′
N
(ξ′N )φεN (ξN ) . . . φε1(ξ1)|0〉B
=
∑
s′1...s
′
N
s1...sN
c
B 〈l − 1, l|φ∗(v′1)ls′1φ
∗(v′2)
s′1
s′2
. . . φ∗(v′N )
s′
N−1
s′
N
×φ(vN )s
′
N
sNφ(vN−1)
sN
sN−1 . . . φ(v1)
s2
s1Λ
′(u0)
s1
l |l − 1, l〉cB
×t∗ε′1(u0 − v
′
1)
l
s′1
t∗ε′2
(u0 − v′2)s
′
1
s′2
. . . t∗ε′
N
(u0 − v′N )
s′
N−1
s′
N
×tεN (u0 − vN )
s′
N
sN tεN−1(u0 − vN−1)sNsN−1 . . . tε1(u0 − v1)s2s1 (4.78)
= g
∑
νi,ν
′
i
νi−ν
′
i
≤0
c
B 〈l − 1, l|Φ¯∗ν′1(−v
′
1) . . . Φ¯
∗
ν′
N
(−v′N )Φ¯νN (−vN ) . . . Φ¯ν1(−v1)Λ′
∑N
i=1 νi−ν
′
i(u0)|l − 1, l〉cB
×
∏
i
t∗ε′i
(u0 − v′i)l−
∑i−1
n=1 ν
′
n
l−
∑i
n=1 ν
′
n
tεi(u0 − vi)
l−
∑N
m=1 ν
′
m+
∑j+1
n=N νn
l−
∑N
m=1 ν
′
m+
∑j
n=N νn
+g
∑
νi,ν
′
i
νi−ν
′
i
<0
c
B 〈l − 1, l|Φ¯∗ν′1(−v
′
1) . . . Φ¯
∗
ν′
N
(−v′N )Φ¯νN (−vN ) . . . Φ¯ν1(−v1)Λ′
∑N
i=1 νi−ν
′
i(u0)|l − 1, l〉cB .
×
∏
i
t∗ε′i
(u0 − v′i)l+
∑i−1
n=1 ν
′
n
l+
∑i
n=1 ν
′
n
tεi(u0 − vi)
l+
∑N
m=1 ν
′
m−
∑j+1
n=N νn
l+
∑N
m=1 ν
′
m−
∑j
n=N νn
. (4.79)
Note that each term in R.H.S is N -fold integral.
5 Discussion
In [LaP], “m and u0”-independence is carefully discussed. We explain this point with Fig.12.
For the bulk problem, the correlation functions of the eight-vertex model should not depend on
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the parameters of the sorrounding intertwining vectors (l and u0) in the thermodynamic limit.
(We use l for m of [LaP].) This is nontrivial because the essential part of the correlation function
has the form
trFl,n2 (Φ(u− 1)
n2
n1 . . .Λ(u0)x
4Hn), (5.1)
where Hn is the corner transfer hamiltonian of the ABF model (see (5.14) of [LaP]). In our case,
even in the thermodynamic limit l and u0 remain as the parameters of the K-matrix. Therfore
the correlation functions should depend on them as they do.
It is argued in [FHS] that the general solution of the reflection equation of the ABF model
can be constructed from that of the eight-vertex model through the face-vertex correspondence.
Combining this with the argument of Sec.4.2, for the ABF model we can construct the general
solution from the diagonal K-matrix. But this method is not applicable for the eight-vertex
model since in our construction of (4.11) we can not use a non-diagonal K-matrix of the ABF
model.
Finally we want to mention the related work of [FHSY]. In this paper the Bethe ansatz equa-
tion is obtained for the eight-vertex model with two-sided boundaries. The K-matrix considered
is a general solution of the boundary Yang-Baxter equation.
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A Notations and definitions of functions
Elliptic functions
We follow Chap.15 of [Bax] with some modifications. ϑi(u; τ)’s are given as
ϑ1(u; τ) = H(2Iu), ϑ2(u; τ) = H1(2Iu), (A.1)
ϑ3(u; τ) = Θ(2Iu), ϑ4(u; τ) = Θ1(2Iu), (A.2)
eiπτ = q. (A.3)
where R.H.S.’s are of [Bax]. k, k′ are elliptic moduluses and for half-period magnitudes we use
K,K ′ instead of I, I ′. sn(u, k), cn(u, k) and dn(u, k) are the same as in [Bax]. We also use the
followings
snh(u, k) = −isn(iu, k), cnh(u, k) = cn(iu, k), dnh(u, k) = dn(iu, k). (A.4)
For convenience, we gather some notations for elliptic functions
h1(u) = Cϑ1
(
u
r
;
iπ
ǫr
)
= [u] = fr1(u)Θx2r(x
2u), fr1(u) = x
u2
r
−u, (A.5)
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h4(u) = Cϑ4
(
u
r
;
iπ
ǫr
)
= fr4(u)
[
u− iπ
2ǫ
]
, fr4(u) = e
− π
2
4rǫ
− iπu
r , (A.6)
Θp(z) = (z; p)∞(pz
−1; p)∞(p; p)∞, (A.7)
C =
√
π
ǫr
eǫr/4. (A.8)
Other functions
{z} = (z;x4, x2r)∞, (A.9)
(z)∞ = (z;x
2r)∞, (A.10)
(z; p1, . . . , pN )∞ =
∞∏
n1,...,nN=0
(1− zpn11 . . . pnNN ). (A.11)
B Formulae for normal ordering
We list the formulae for normal ordering. For operators A,B, we write down 〈〈AB〉〉 such that
AB = 〈〈AB〉〉× : AB :.
〈〈x−(u1)x−(u2)〉〉 = z−
2
r
+2
1 (1−
z2
z1
)
(x2z2/z1)∞
(x2r−2z2/z1)∞
, (B.1)
〈〈Φ−(u1)x−(u2)〉〉 = z
1
r
−1
1
(x2r−1z2/z1)∞
(xz2/z1)∞
, (B.2)
〈〈x−(u2)Φ−(u1)〉〉 = z
1
r
−1
2
(x2r−1z1/z2)∞
(xz1/z2)∞
, (B.3)
〈〈Φ−(u1)Φ−(u2)〉〉 = z
r∗
2r
1
{x2z2/z1}{x2r+2z2/z1}
{x4z2/z1}{x2rz2/z1} . (B.4)
As meromorphic functions, following commutation relations hold
x−(u1)x−(u2) =
[u1 − u2 − 1]
[u1 − u2 + 1]x−(u2)x−(u1), (B.5)
Φ−(u1)x−(u2) = − [u1 − u2 + 1/2]
[u1 − u2 − 1/2]x−(u2)Φ−(u1), (B.6)
Φ−(u1)Φ−(u2) = R0(u1 − u2)Φ−(u2)Φ−(u1). (B.7)
C Correspondence of the K-matrix with [IK]
As claimed in Sec.4.2, we detail how K(u; c, l, u0) coincides with the K-matrix given in [IK].
The subscript g is for those of [IK] which is a general solution of the boundary Yang-Baxter
eauation. The relations between parameters are given as
i
K ′g
Kg
= − 2
τ0
, (C.1)
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ug
2Kg
=
u
rτ0
, (C.2)
ηg
2K
− 1 = − 1
rτ0
, (C.3)
k = kg, (elliptic modulus) (C.4)
where
τ0 =
iπ
ǫr
. (C.5)
In [IK] Kg(ug; ξg, λg, µg) is given as
Kg(ug; ξg, λg, µg)
±
± =
sn(ξg ± ug; kg)
sn(ξg; kg)
, (C.6)
Kg(ug; ξg, λg, µg)
±
∓ = µg
sn(2ug; kg)
sn(ξg; kg)
λg(1− kgsn2(ug; kg))∓ 1∓ kgsn2(ug; kg)
1− k2gsn2(ξg; kg)sn2(ug; kg)
. (C.7)
(C.8)
We rewrite it as
Kg(ug; ξg, λg, µg)
=
{
sn(ξg; kg)(1− k2gsn2(ug; kg)sn2(ξg; kg))ϑ20
(
ug
2Kg
;− 2
τ0
)
ϑ20
(
ξg
2Kg
;− 2
τ0
)
ϑ0
(
ug
Kg
;− 2
τ0
)}−1
×K¯g(ug; ξg, λg, µg), (C.9)
K¯g(ug; ξg, λg, µg)
±
± = c
±
g,±(ξ)ϑ0
(
u∓ ξ
rτ0
;− 2
τ0
)
ϑ1
(
u± ξ
rτ0
;− 2
τ0
)
ϑ0
(
2u
rτ0
;− 2
τ0
)
, (C.10)
K¯g(ug; ξg, λg, µg)
+
− = µgc
+
g,−(ξ, a)ϑ1
(
2u
rτ0
;− 2
τ0
)
ϑ1
(
u− a
rτ0
;− 2
τ0
)
ϑ1
(
u+ a
rτ0
;− 2
τ0
)
, (C.11)
K¯g(ug; ξg, λg, µg)
−
+ = µc
−
g,+(ξ, a)ϑ1
(
2u
rτ0
;− 2
τ0
)
ϑ0
(
u− a
rτ0
;− 2
τ0
)
ϑ0
(
u+ a
rτ0
;− 2
τ0
)
, (C.12)
where
ξ
rτ0
=
ξg
2Kg
, (C.13)
λg =
ϑ20
(
a
rτ0
;− 2τ0
)
+ ϑ21
(
a
rτ0
;− 2τ0
)
ϑ20
(
a
rτ0
;− 2τ0
)
− ϑ21
(
a
rτ0
;− 2τ0
) , (C.14)
and
c +g,+(ξ) = 2
k′
k
∏4
i=1 ϑi
(
ξ
rτ0
;− 2τ0
)
ϑ0
(
0;− 2τ0
)
ϑ1
(
2ξ
rτ0
;− 2τ0
) , (C.15)
c +g,−(ξ, a) = −2k−1/2
ϑ20
(
ξ
rτ0
;− 2τ0
)
ϑ20
(
0;− 2τ0
)
ϑ20
(
a
rτ0
;− 2τ0
)
− ϑ21
(
a
rτ0
;− 2τ0
) , (C.16)
c −g,−(ξ) = −c +g,+(ξ), c −g,+(ξ, a) = −c +g,−(ξ, a). (C.17)
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On the other hand K¯(u; c, l, u0) of (4.12) can be deformed into the same form
K¯(u; c, l, u0)
±
± = c
±
±(c, l, u0)ϑ0
(
u∓ ξ′
rτ0
;− 2
τ0
)
ϑ1
(
u± ξ′
rτ0
;− 2
τ0
)
ϑ0
(
2u
rτ0
;− 2
τ0
)
, (C.18)
K¯(u; c, l, u0)
+
− = c
+
−(c, l, u0)ϑ1
(
2u
rτ0
;− 2
τ0
)
ϑ1
(
u− a′
rτ0
;− 2
τ0
)
ϑ1
(
u+ a′
rτ0
;− 2
τ0
)
,(C.19)
K¯(u; c, l, u0)
−
+ = c
−
+(c, l, u0)ϑ1
(
2u
rτ0
;− 2
τ0
)
ϑ0
(
u− a′
rτ0
;− 2
τ0
)
ϑ0
(
u+ a′
rτ0
;− 2
τ0
)
,(C.20)
where
ξ′ = ξ′(c, l.u0) = i
τ0r
2π
lnR1(l, c, u0) (C.21)
a′ = a′(l, c, u0) =
τ0r
iπ
lnR2(l, c, u0), (C.22)
R1(l, c, u0) =
(
C4L4 − C4L2 +C2D2L4 − C2D2 + L2 − L
C4D2L4 − C4D2L2 + C2L4 − C2 +D2L2 −D2
) 1
2
(C.23)
R2(l, c, u0) =
1√
2
{
C2 + C−2 +D2 +D−2 + C2L2 + C−2L−2 − C−2D−2L−2 (C.24)
× (−4C4D4L4 + (−C4D2L4 − C4D2L2 − C2D4L2 −C2L2 −D2L2 −D2)2) 12} 12
C = e
iπ
τ0r
c
, L = e
iπ
τ0r
l
, D = e
iπ
τ0r
δ
, (C.25)
the above C has nothing to do with C of (4.6). And
c++(c, l, u0) =
2
τ0
e
− iπ
τ0r
2 (3ξ
′2+δ2+2l2+2c2+2lc)
ϑ0
(
0;− 2τ0
)
ϑ1
(
2ξ′
rτ0
;− 2τ0
)
ϑ0
(
2ξ′
rτ0
;− 2τ0
)
×
{
−ϑ2
(
ξ′+δ+l
rτ0
;− 2τ0
)
ϑ3
(
ξ′−δ+l
rτ0
;− 2τ0
)
ϑ1
(
ξ′+c
rτ0
;− 1τ0
)
ϑ1
(
l+c−ξ′
rτ0
;− 1τ0
)
+ϑ2
(
ξ′+δ−l
rτ0
;− 2τ0
)
ϑ3
(
ξ′−δ−l
rτ0
;− 2τ0
)
ϑ1
(
c−ξ′
rτ0
;− 1τ0
)
ϑ1
(
l+c+ξ′
rτ0
;− 1τ0
)}
, (C.26)
c+−(c, l, u0) =
2
τ0
(−)le−
iπ
τ0r
2 (
3
4
r2+δ2+2l2+2c2+2lc)
ϑ1
(
− 1τ0 ;− 2τ0
)
ϑ1
(
−r/2−a′
rτ0
;− 2τ0
)
ϑ1
(
−r/2+a′
rτ0
;− 2τ0
)
×
{
−ϑ2
(
−r/2+δ+l
rτ0
;− 2τ0
)
ϑ2
(
−r/2−δ+l
rτ0
;− 2τ0
)
ϑ1
(
−r/2+c
rτ0
;− 1τ0
)
ϑ1
(
l+c+r/2
rτ0
;− 1τ0
)
+ϑ2
(
−r/2+δ−l
rτ0
;− 2τ0
)
ϑ2
(
−r/2−δ−l
rτ0
;− 2τ0
)
ϑ1
(
c+r/2
rτ0
;− 1τ0
)
ϑ1
(
l+c−r/2
rτ0
;− 1τ0
)}
, ,(C.27)
c−−(c, l, u0) = −c++(c, l, u0), c−+(c, l, u0) = −c+−(c, l, u0). (C.28)
Comparing K¯g(ug; ξg, λg, µg) with K¯(u; c, l, u0), we define
µ′ = µ′(l, c, u0)
=
c+−(c, l, u0)c
+
g,+(ξ
′(c, l, u0))
c++(c, l, u0)c
+
g,−(ξ
′(c, l, u0), a′(c, l, u0))
. (C.29)
26
then we have the desired result
c++(c, l, u0)
c +g,+(ξ
′(c, l, u0))
K¯g(u; ξ
′, a′, µ′) = K¯(u; c, l, u0) (C.30)
where we abuse the notation for K¯g
K¯g(u; ξ, a, µg) = K¯g(ug; ξg, λg, µg). (C.31)
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Figure 1: Graphical representation of R and K-matrix.
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