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GENERAL VOLUMES IN THE ORLICZ-BRUNN-MINKOWSKI THEORY
AND A RELATED MINKOWSKI PROBLEM II
RICHARD J. GARDNER, DANIEL HUG, SUDAN XING, AND DEPING YE
Abstract. The general dual volume V˜G(K) and the general dual Orlicz curvature measure
C˜G,ψ(K, ·) were recently introduced for functions G : (0,∞) × S
n−1 → (0,∞) and convex
bodies K in Rn containing the origin in their interiors. We extend V˜G(K) and C˜G,ψ(K, ·) to
more general functions G : [0,∞)× Sn−1 → [0,∞) and to compact convex sets K containing
the origin (but not necessarily in their interiors). Some basic properties of the general dual
volume and of the dual Orlicz curvature measure, such as the continuous dependence on the
underlying set, are provided. These are required to study a Minkowski-type problem for
the dual Orlicz curvature measure. We mainly focus on the case when G and ψ are both
increasing, thus complementing our previous work.
The Minkowski problem asks to characterize Borel measures µ on Sn−1 for which there is
a convex body K in Rn containing the origin such that µ equals C˜G,ψ(K, ·), up to a constant.
A major step in the analysis concerns discrete measures µ, for which we prove the existence
of convex polytopes containing the origin in their interiors solving the Minkowski problem.
For general (not necessarily discrete) measures µ, we use an approximation argument. This
approach is also applied to the case where G is decreasing and ψ is increasing, and hence
augments our previous work. When the measures µ are even, solutions that are origin-
symmetric convex bodies are also provided under some mild conditions on G and ψ. Our
results generalize several previous works and provide more precise information about the
solutions of the Minkowski problem when µ is discrete or even.
1. Introduction
The study of Minkowski problems, initiated by Minkowski [34, 35] over a century ago,
took on a new life when Lutwak [30] introduced the Lp surface area measures for p ≥ 1 and
the corresponding Lp Minkowski problem, the case p = 1 of which is the classical Minkowski
problem. For p ∈ R, the Lp Minkowski problem asks for necessary and/or sufficient conditions
for a measure µ on the unit sphere Sn−1 in Rn to be the Lp surface area measure of a convex
body (i.e., a convex compact set in Rn with nonempty interior). The Lp surface area measures
can be obtained via a first-order variation of volume with respect to Lp addition of convex
bodies, making the method of Lagrange multipliers a powerful tool in solving the Lp Minkowski
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problem; see e.g. [23, 30, 32]. The case p = 0 is of particular significance because the L0
surface area measure, the so-called cone volume measure, is an affine invariant. The L0 or
logarithmic Minkowski problem is challenging and was only solved recently for even measures
by Bo¨ro¨czky, Lutwak, Yang, and Zhang [5]. More recent contributions to the logarithmic
Minkowski problem are [3, 42] and further references and background on the Lp Minkowski
problem may be found in [20, 36].
Recent seminal work of Huang, Lutwak, Yang, and Zhang [20] brought new ingredients,
the qth dual curvature measures, to the family of Minkowski problems. These measures are
obtained via a first-order variation of the qth dual volume with respect to L0 addition of
convex bodies (see [20, Theorem 4.5]), the case q = n being the L0 surface area. The authors
of [20] posed a corresponding Minkowski problem—the dual Minkowski problem—of finding
necessary and/or sufficient conditions for a measure µ on Sn−1 to be the qth dual curvature
measure of some convex body, and they provided a partial solution when µ is even. Clearly, the
logarithmic Minkowski problem is a special case of the dual Minkowski problem. Naturally,
the dual Minkowski problem has become important for the dual Brunn-Minkowski theory
introduced by Lutwak [28, 29]. Since [20], progress includes a complete solution for q < 0 by
Zhao [38], solutions for even µ in [4, 6, 15, 39], and solutions via curvature flows and partial
differential equations in [8, 24, 26].
An important extension of the dual Minkowski problem was carried out by Lutwak, Yang,
and Zhang [33], who introduced Lp dual curvature measures and posed a corresponding Lp
dual Minkowski problem. In [33], the L0 addition in [20] is replaced by Lp addition, while
the qth dual volume remains unchanged. The first contribution to the Lp dual Minkowski
problem, by Huang and Zhao [19], proves the existence of solutions for p, q ∈ R when p > 0
and q < 0, and for even µ when pq > 0, p 6= q. Their results were augmented by Chen,
Huang, and Zhao [7], who used curvature flows to show the smoothness of solutions for even
µ and pq ≥ 0. Bo¨ro¨czky and Fodor [1] provide a beautiful solution to the Lp dual Minkowski
problem for general µ when p > 1 and q > 0.
The first Orlicz version of the Minkowski problem appeared in [14], at the inception of the
Orlicz-Brunn-Minkowski theory in 2010. Later, the dual Minkowski problem was extended
to the Orlicz setting and partially solved in [37, 41]; here, the qth dual volume in [20] is
replaced by certain dual Orlicz quermassintegrals, while L0 addition is retained. A common
generalization of the problems in [33, 37, 41] was proposed in [12], in which the qth dual volume
is replaced by a very general notion of dual volume denoted by V˜G(K) and, simultaneously,
L0 addition is replaced by an extension of Lp addition called Orlicz addition. By combining
the general dual volume V˜G(K) with Orlicz addition, a general dual Orlicz curvature measure
denoted by C˜G,ψ(K, ·) is defined in [12], where K is a convex body with the origin in its
interior, and G : (0,∞) × Sn−1 → (0,∞) and ψ : (0,∞) → (0,∞) are continuous. The
two-variable function G allows V˜G(K) to include not only the qth dual volume and the dual
Orlicz quermassintegrals of [37, 41], but several other related notions as well. In [12], the
following Minkowski problem (see Problem 4.1 below) was stated:
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For which nonzero finite Borel measures µ on Sn−1 and continuous functions G : (0,∞)×
Sn−1 → (0,∞) and ψ : (0,∞)→ (0,∞) do there exist τ ∈ R and a convex body K (with the
origin in its interior) such that µ = τ C˜G,ψ(K, ·)?
The problem, which requires solving a certain Monge-Ampe`re equation (see (23) below),
contains all previously known Minkowski problems as special cases. A solution was presented
in [12, Theorem 6.4] for general measures µ, assuming that Gt = ∂G(t, u)/∂t < 0, G satisfies
some growth conditions, and ψ satisfies (24) below. Our aim here is to complement our
results in [12] by dealing with the case when Gt > 0. This requires extending V˜G(K) and
C˜G,ψ(K, ·) to more general functions G : [0,∞)× S
n−1 → [0,∞) and to compact convex sets
K containing the origin, but not necessarily in their interiors; see Sections 3 and 5, especially
Definitions 3.1 and 5.1. It is also necessary to show that V˜G(K) and C˜G,ψ(K, ·) are continuous
in K (see Lemma 3.2 and Proposition 5.2(iii)), a task necessitating a more delicate treatment
of the various maps and cones related to a compact convex set (see Sections 2.1 and 5) than
when the origin is contained in the interior.
Unlike the proof of [12, Theorem 6.4], we approach the Minkowski problem stated above
when Gt > 0 by first dealing with the case when µ is discrete. This is achieved in Theorem 4.4,
where we establish, under certain growth conditions on ψ, the existence of a convex polytope
P with the origin in its interior, such that µ equals C˜G,ψ(P, ·) (up to a normalization constant).
If G(t, u) = tn/n, then V˜G(K) is the volume of K, so our Theorem 4.4 recovers the solutions to
the Orlicz-Minkowski problem for discrete measures by Huang and He [18] and Li [25]. When
ψ(t) = tp for p > 1 and G(t, u) = tqφ(u) for q > 0 and φ ∈ C+(Sn−1), Theorem 4.4 recovers
the solution to the Lp dual Minkowski problem for discrete measures by Bo¨ro¨czky and Fodor
[1, Theorem 1.1]. The techniques in these works are similar and based on those in [23], but
some of our arguments differ from and are rather more complicated than those in [1, 18, 25]. In
particular, the general volume V˜G(·) prohibits the use of Minkowski’s inequality as in [18, 25],
and in general the two-variable function G, and the lack of homogeneity of G and ψ, require
a somewhat more delicate analysis than the special case considered in [1]. On the other hand,
we are able to avoid some constructions in [1] by making use of the absolute continuity of
C˜G,ψ(K, ·) with respect to the surface area measure of K proved in Proposition 5.2(ii).
With Theorem 4.4 in hand, our Minkowski problem for general measures µ can be solved
by approximation. This is accomplished in Theorem 6.3, where it is shown that under certain
conditions on G and ψ, including Gt > 0, a finite Borel measure µ on S
n−1 is not concentrated
on any closed hemisphere if and only if there exists a convex body K containing the origin
such that
(ψ ◦ hK)µ =
(∫
Sn−1
ψ(hK(u)) dµ(u)
)
C˜G(K, ·)
C˜G(K,Sn−1)
,
where hK denotes the support function of K (see Section 2 for notation and most definitions).
Again, this result recovers (in a slightly different form) and strengthens the solutions to the
Orlicz-Minkowski problem in [18, Theorem 1.2] and the Lp dual Minkowski problem in [1,
Theorem 1.2]. In Theorem 6.4, we use the same approximation technique to prove a variant
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of [12, Theorem 6.4] in the case when Gt < 0. When ψ(t) = t
p, p > 0, and G(t, u) = tq, q < 0,
Theorem 6.4 implies [19, Theorem 3.5]. We end Section 6 with Theorem 6.5, a uniqueness
result related to Theorem 6.4 under some additional assumptions on the underlying convex
bodies. As far as we know, this is the first uniqueness result for Orlicz-Minkowski problems
that applies when G(t, u) = tn/n and V˜G(K) is the volume ofK. A special case of Theorem 6.5
contributes to [33, Problem 8.2] by providing a counterpart to [33, Theorem 8.3] for sufficiently
smooth convex bodies and generalizing the uniqueness assertion in [19, Theorem 4.1]. The
uniqueness problem for general dual Orlicz curvature measures remains open.
In Section 7, we focus on the case when the measure µ is even, in which case one expects
the solution to be an origin-symmetric convex body. Each such body generates a norm on
R
n, and every norm on Rn arises from an origin-symmetric convex body. This lends special
significance to Minkowski problems for even measures, particularly in applications to analysis;
for example, in proving the Lp affine Sobolev inequality [31] and the affine Moser-Trudinger
and Morrey-Sobolev inequalities [9]. Corresponding to Theorems 6.3 and 6.4, we prove Theo-
rems 7.1 and 7.2 for even µ, where it is natural to impose weaker conditions on ψ but an extra
assumption on G (i.e., that Gt(t, ·) is even in t). In our final result, Theorem 7.3, we solve our
Minkowski problem under the assumption that µ is an even measure vanishing on any great
subsphere, when Gt < 0 and ψ is decreasing. Again, if G(t, u) = t
n/n, V˜G(K) is the volume of
K and we recover the solution to the Orlicz-Minkowski problem for even measures by Haberl,
Lutwak, Yang, and Zhang [14]. Moreover, when ψ(t) = tp and G(t, u) = tq, Theorems 7.1 and
and 7.3 yield the results of Huang and Zhao [19, Theorem 3.9] for p, q > 0 and p 6= q and [19,
Theorem 3.11] for p, q < 0 and p 6= q, respectively. The method we employ both avoids the
use of John ellipsoids in the proof of [19, Theorem 3.9] and provides detailed information, not
given in [19], on the polytopal solutions to our Minkowski problem when µ is an even discrete
measure.
2. Preliminaries and Background
We work in Rn with scalar product 〈·, ·〉 and Euclidean norm | · |. The origin and canonical
orthonormal basis are denoted by o and {e1, . . . , en}, respectively. Let B
n = {x ∈ Rn : |x| ≤ 1}
and Sn−1 = {x ∈ Rn : |x| = 1} be the unit ball and unit sphere in Rn. The characteristic
function of a set E is signified by 1E.
If X is a set, we denote by convX , clX , intX , relintX , ∂X , and dimX the convex hull,
closure, interior, relative interior (that is, the interior with respect to the affine hull), boundary,
and dimension (that is, the dimension of the affine hull) of X , respectively. We say that X
is origin symmetric if it is invariant under reflection in o. If x ∈ Rn \ {o}, then x⊥ is the
(n− 1)-dimensional subspace orthogonal to x.
We writeHk for k-dimensional Hausdorff measure in Rn, where k ∈ {1, . . . , n}. For compact
sets E, we also write Vn(E) = H
n(E) for the volume of E. The volume of the unit ball is
κn = Vn(B
n) and then Hn−1(Sn−1) = nκn. The notation dx means dH
k(x) for the appropriate
k ∈ {1, . . . , n}, unless stated otherwise. In particular, integration on Sn−1 is usually denoted
by du = dHn−1(u).
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The class of nonempty compact convex sets in Rn is written Kn. We will often work with
Kno , the members of K
n containing o, or Kn(o), the convex bodies (i.e., compact convex subsets
in Rn with nonempty interiors) containing o in their interiors. A convex polytope is the convex
hull of a finite subset of Rn. For the following information about convex sets, we refer the
reader to [13, 36]. The standard metric on Kn is the Hausdorff metric δ(·, ·), which can be
defined by
δ(K,L) = ‖hK − hL‖∞ = sup
u∈Sn−1
|hK(u)− hL(u)|
for K,L ∈ Kn, where hK : S
n−1 → R is the support function of K ∈ Kn, given by hK(u) =
max{〈u, x〉 : x ∈ K} for u ∈ Sn−1. Note that
H(K, u) =
{
x ∈ Rn : 〈x, u〉 = hK(u)
}
is the supporting hyperplane of K in the direction u ∈ Sn−1. The corresponding support set
of K in direction u is F (K, u) = K ∩H(K, u). We say that the sequence K1, K2, . . . of sets in
Kn converges to K ∈ Kn if limi→∞ δ(Ki, K) = 0. The Blaschke selection theorem states that
every bounded sequence in Kn has a subsequence that converges to a set in Kn.
The surface area measure S(K, ·) of a convex bodyK in Rn is defined for Borel sets E ⊂ Sn−1
and satisfies
S(K,E) = Hn−1(ν−1K (E)),
where ν−1K (E) = {x ∈ ∂K : x ∈ H(K, u) for some u ∈ E} (see Section 2.1).
Let µ be a nonzero finite Borel measure on Sn−1. We say that µ is not concentrated on any
closed hemisphere if
(1)
∫
Sn−1
〈u, v〉+ dµ(u) > 0 for v ∈ S
n−1,
where a+ = max{a, 0} for a ∈ R.
As usual, C(E) denotes the class of continuous functions on a topological space E, and we
shall write C+(E) for the (strictly) positive functions in C(E). Let Ω ⊂ Sn−1 be a closed set
not contained in any closed hemisphere of Sn−1. For each f ∈ C+(Ω), one can define a convex
body [f ], the Aleksandrov body (or Wulff shape) associated to it, by setting
(2) [f ] =
⋂
u∈Ω
{
x ∈ Rn : 〈x, u〉 ≤ f(u)
}
.
In particular, when Ω = Sn−1 and f = hK for K ∈ K
n, one has
K = [hK ] =
⋂
u∈Sn−1
{
x ∈ Rn : 〈x, u〉 ≤ hK(u)
}
.
For K ∈ Kno and x ∈ R
n \ {o}, the radial function ρK : R
n \ {o} → [0,∞) of K is defined by
ρK(x) = max{λ ≥ 0 : λx ∈ K}.
The function ρK is homogeneous of degree −1, that is, ρK(rx) = r
−1ρK(x) for x ∈ R
n \ {o}.
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If K ∈ Kn(o), the polar body K
∗ of K is defined by
K∗ = {x ∈ Rn : 〈x, y〉 ≤ 1 for y ∈ K}.
Then (K∗)∗ = K and (see [36, (1.52), p. 57])
ρK(x)hK∗(x) = hK(x)ρK∗(x) = 1 for x ∈ R
n \ {o}.(3)
For a ∈ R ∪ {−∞}, we require the following class of functions ϕ : (0,∞)→ (a,∞):
(4) Ja = {ϕ is continuous and strictly monotonic, inft>0 ϕ(t) = a, and supt>0 ϕ(t) =∞}.
Let h0 ∈ C
+(Sn−1), let g ∈ C(Sn−1), and let ϕ0 ∈ Ja for some a ∈ R ∪ {−∞}. Then we
have ϕ−10 : (a,∞)→ (0,∞), and since S
n−1 is compact, 0 < c ≤ h0 ≤ C for some 0 < c ≤ C.
It is then easy to check that for ε ∈ R close to 0, one can define hε = hε(h0, g, ϕ0) ∈ C
+(Sn−1)
by
hε(u) = ϕ0
−1 (ϕ0(h0(u)) + εg(u)) .(5)
In particular, we can apply (5) when h0 = hK for some K ∈ K
n
(o).
2.1. Maps and cones related to a compact convex set. For K ∈ Kn, the normal cone
of K at z ∈ K is defined by
N(K, z) = {y ∈ Rn : 〈y, x− z〉 ≤ 0 for x ∈ K}.
This is a closed convex cone, and N(K, z) = {o} if z ∈ intK. In particular, if o ∈ ∂K, then
(6) N(K, o) = {y ∈ Rn : 〈y, x〉 ≤ 0 for x ∈ K}.
Let K ∈ Kno . Then the dual cone N(K, o)
∗ of N(K, o) is given by
(7) N(K, o)∗ = {x ∈ Rn : 〈x, y〉 ≤ 0 for y ∈ N(K, o)} = cl {λx : x ∈ K and λ ≥ 0};
the set on the right side is called the support cone of K at o (see [36, p. 91]). If o ∈ intK,
then N(K, o)∗ = Rn, and if o ∈ ∂K, then
(8) Hn−1(Sn−1 ∩ ∂N(K, o)∗) = 0.
For K ∈ Kno , let rK : S
n−1 → ∂K denote the radial map of K, defined by rK(u) = ρK(u)u.
If o ∈ ∂K, then rK need not be injective, since ρK(u)u = o for u ∈ S
n−1\N(K, o)∗. The radial
map also need not be continuous, but it is upper semicontinuous and hence Borel measurable.
However, the restriction of the radial map to Sn−1 ∩ relintN(K, o)∗ is injective and locally
bi-lipschitz. Moreover,
(9) ρK(u)
{
= 0 if u ∈ Sn−1 \N(K, o)∗,
> 0 if u ∈ Sn−1 ∩ relintN(K, o)∗.
For u ∈ Sn−1 ∩ ∂N(K, o)∗ we only have ρK(u) ≥ 0, but if K is a convex polytope, then
(10) ρK(u) > 0 if and only if u ∈ S
n−1 ∩N(K, o)∗.
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We recall some terminology and facts from [20, Section 2.2] and [36, Section 2.2], presented
in a slightly different form (see also [1]). The radial projection p˜i : Rn \ {o} → Sn−1 is defined
by p˜i(x) = x/|x|. For K ∈ Kn and E ⊂ ∂K, the spherical image of E is defined by
νK(E) = S
n−1 ∩
⋃
x∈E
N(K, x).
Recall that for a Borel set E ⊂ ∂K, the spherical image νK(E) ⊂ S
n−1 is Hn−1-measurable
(see [36, Lemma 2.2.13]).
For the remainder of this section, assume that K ∈ Kno . Following [20, p. 340], the radial
spherical image of a set E ⊂ Sn−1 is given by
αK(E) = νK(rK(E)) ⊂ S
n−1.
If E ⊂ Sn−1 ∩ relintN(K, o)∗ is a Borel set, then so is rK(E), so αK(E) is H
n−1-measurable.
If ∅ 6= E ⊂ Sn−1 \N(K, o)∗, then rK(E) = {o} and again αK(E) ⊂ S
n−1 ∩N(K, o) is Hn−1-
measurable. The situation for a Borel set E ⊂ Sn−1 contained in the relative boundary of
N(K, o)∗ seems to be unclear but will not be needed.
If dimK = n and σK ⊂ ∂K and ωK ⊂ S
n−1 ∩ N(K, o)∗ are the sets of x ∈ ∂K and
u ∈ Sn−1∩N(K, o)∗ such that νK({x}) and αK({u}), respectively, have two or more elements,
then
(11) Hn−1(σK) = H
n−1(ωK) = 0.
The sets σK and ωK are H
n−1-measurable, since σK is a countable union of closed sets and in
view of (8). The set of regular boundary points of K is regK = ∂K \σK . We write νK(x) and
αK(u) instead of νK({x}) and αK({u}) if x ∈ regK and u ∈ S
n−1∩N(K, o)∗\ωK , respectively.
The map νK is continuous on regK and αK is continuous on S
n−1∩relintN(K, o)∗\ωK . Hence
νK is measurable with respect to H
n−1 on ∂K (if extended arbitrarily on ∂K \ regK) and αK
is measurable with respect to Hn−1 on Sn−1 ∩N(K, o)∗ (if extended arbitrarily).
The reverse spherical image of E ⊂ Sn−1 is given by
ν−1K (E) = {x ∈ ∂K : N(K, x) ∩ E 6= ∅}.
If E is a Borel set, then ν−1K (E) is H
n−1-measurable. Let dimK = n. Then the set of u ∈ Sn−1
such that ν−1K ({u}) has at least two elements is called the set of singular normal vectors and is
a Borel set ofHn−1-measure zero. Note that νK and ν
−1
K do not necessarily map disjoint sets to
disjoint sets. However, the intersections are sets of singular normal vectors and sets of singular
boundary points, respectively, and hence have Hn−1-measure zero. To simplify notation, we
will simply write ν−1K instead of ν
−1
K , since if u ∈ S
n−1 is not a singular normal vector and
ν−1K (u) is the unique point in ∂K with outer unit normal vector u, then ν
−1
K ({u}) = {ν
−1
K (u)}.
For later use, we also define
(12) ΞK = ν
−1
K
(
Sn−1 ∩N(K, o)
)
= K ∩ ∂N(K, o)∗.
Clearly, ΞK = ∅ if o ∈ intK. Moreover, if dimK ≤ n− 1, then ΞK = K.
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Following [20, p. 340] again, we define the reverse radial spherical image of a set E ⊂ Sn−1
by
(13) α∗K(E) = r
−1
K
(
ν−1K (E)
)
⊂ Sn−1.
If E ⊂ Sn−1 is a Borel set, then α∗K(E) is H
n−1-measurable. This is shown in [20, Lemma 2.1]
when o ∈ intK. To see that it is true in general, first observe that ν−1K (E) ⊂ ∂K is
Hn−1-measurable. If A = ν−1K (E) ∩ relintN(K, o)
∗, then since rK is locally bi-lipschitz on
relintN(K, o)∗, it follows that r−1K (A) is also H
n−1-measurable. Let B denote the intersection
of ν−1K (E) with the relative boundary of N(K, o)
∗. Then r−1K (B) ⊂ S
n−1 ∩ ∂N(K, o)∗, which
is Hn−1-measurable due to (8). Therefore α∗K(E) = r
−1
K (A ∪ B) is H
n−1-measurable.
For u ∈ Sn−1 ∩ intN(K, o)∗ \ ωK , and hence for H
n−1-almost all u ∈ Sn−1 ∩ intN(K, o)∗,
we have
(14) u ∈ α∗K(E) if and only if αK(u) ∈ E.
Finally, we remark that
α∗K (E) ∩ relintN(K, o)
∗ ⊂ α∗K (E \N(K, o)) ⊂ α
∗
K (E) ∩N(K, o)
∗,
Examples show that both inclusions can be strict, but in view of (8), we have
(15) α∗K (E) ∩ relintN(K, o)
∗ = α∗K (E \N(K, o)) = α
∗
K (E) ∩N(K, o)
∗
up to sets of Hn−1-measure zero.
3. The general dual volume on compact convex sets
We begin with the following definition.
Definition 3.1. Let G : [0,∞)× Sn−1 → [0,∞) be such that u 7→ G(ρK(u), u) is integrable
on Sn−1 for K ∈ Kno . Define the general dual volume V˜G(K) of K ∈ K
n
o by
(16) V˜G(K) =
∫
Sn−1
G(ρK(u), u) du.
If K ∈ Kno has empty interior, then ρK = 0 outside a great subsphere of S
n−1. Since Hn−1
vanishes on such great subspheres, we then have
(17) V˜G(K) =
∫
Sn−1
G(0, u) du.
In particular, if intK = ∅ and G(0, u) = 0 for u ∈ Sn−1, then V˜G(K) = 0.
The general dual volume was introduced for K ∈ Kn(o) in [12] via (16), but there, G is a con-
tinuous function from (0,∞)×Sn−1 to (0,∞). This is clearly subsumed under Definition 3.1,
since such a G can be extended to [0,∞)× Sn−1 by setting G(0, u) = 0 for u ∈ Sn−1. In fact,
the definition in [12] applies to star-shaped sets about o whose radial functions are positive
bounded Borel measurable functions on Sn−1. A similar extension is possible in Definition 3.1,
but in this paper we only need to work with sets in Kno .
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In Definition 3.1, one can of course take any continuous function G(·, ·) : [0,∞)× Sn−1 →
[0,∞). For example, when G(t, u) = tq/n for q > 0,
V˜G(K) =
1
n
∫
Sn−1
ρqK(u) du
is the qth dual volume of K; see [10, p. 410]. Another example is obtained by setting
G(t, u) =
∫ t
0
φ(ru)rn−1 dr
for t ≥ 0 and u ∈ Sn−1, where φ : Rn → [0,∞) is an integrable function; indeed, in this case
G(t, u) is increasing in t and
V˜G(K) =
∫
Sn−1
∫ ρK(u)
0
φ(ru)rn−1 dr du =
∫
K
φ(x) dx <∞.
For more examples, see [12].
In [12, Lemma 6.1], V˜G was shown to be continuous on K
n
(o) in the Hausdorff metric when
G : (0,∞) × Sn−1 → (0,∞) is continuous. We next prove a corresponding result for V˜G on
Kno . The proof is similar to that of [1, Lemma 2.2].
Lemma 3.2. Let G : [0,∞) × Sn−1 → [0,∞) be continuous. If Ki ∈ K
n
o , i ∈ N, and
Ki → K ∈ K
n
o as i→∞, then limi→∞ V˜G(Ki) = V˜G(K).
Proof. Let Ki ∈ K
n
o , i ∈ N, and Ki → K ∈ K
n
o as i → ∞. If K ∈ K
n
(o), we can assume
without loss of generality that Ki ∈ K
n
(o) for all i ∈ N, and the result then follows from [12,
Lemma 6.1]. It therefore suffices to prove the lemma when o /∈ intK.
To this end, suppose first that intK = ∅, so that K ⊂ v⊥ for some v ∈ Sn−1. First, we show
that ρKi(u) → ρK(u) as i → ∞ for H
n−1-almost all u ∈ Sn−1. Since Hn−1(Sn−1 ∩ v⊥) = 0,
it suffices to consider a fixed u ∈ Sn−1 \ v⊥. Let ε ∈ (0, |〈u, v〉|). There exists iε ∈ N so that
Ki ⊂ K + ε
2Bn ⊂ {x ∈ Rn : |〈x, v〉| ≤ ε2} for i > iε. Hence, for i > iε we get
0 ≤ ρKi(u)ε < ρKi(u)|〈u, v〉| = |〈ρKi(u)u, v〉| ≤ ε
2,
and therefore 0 ≤ ρKi(u) < ε for i > iε. Thus ρKi(u)→ 0 = ρK(u) as i→∞, as required.
Since Ki → K, there exists R > 0 such that ρKi ≤ R for i ∈ N. The continuity of G on
[0,∞)× Sn−1 implies that M0 = max{G(t, u) : (t, u) ∈ [0, R] × S
n−1} < ∞. Hence, since G
is continuous, G(ρKi(u), u) → G(ρK(u), u) for H
n−1-almost all u ∈ Sn−1 and the dominated
convergence theorem applies. This yields
lim
i→∞
V˜G(Ki) = lim
i→∞
∫
Sn−1
G(ρKi(u), u) du =
∫
Sn−1
G(ρK(u), u) du = V˜G(K),
as required.
It remains to consider the case when intK 6= ∅ and o ∈ ∂K. It is shown in the proof of
[1, Lemma 2.2] that limi→∞ ρKi(u) = ρK(u) for u ∈ S
n−1 \ ∂N(K, o)∗. Using this and (8), we
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obtain
lim
i→∞
V˜G(Ki) = lim
i→∞
∫
Sn−1\∂N(K,o)∗
G(ρKi(u), u) du
=
∫
Sn−1\∂N(K,o)∗
G(ρK(u), u) du = V˜G(K),
where the second equality follows again from the dominated convergence theorem and the fact
that ρKi ≤ R for i ∈ N. 
We shall also need the following lemma. For v ∈ Sn−1 and ε ∈ (0, 1), let
(18) Σε(v) = {u ∈ S
n−1 : 〈u, v〉 ≥ ε}.
Lemma 3.3. Let G(t, u) be continuous on (0,∞)× Sn−1 and decreasing in t on (0,∞). Let
0 < ε0 < 1 and suppose that for v ∈ S
n−1,
(19) lim
t→0+
∫
Σε0 (v)
G(t, u) du =∞.
If Ki ∈ K
n
(o), i ∈ N, and Ki → K ∈ K
n
o as i→∞ with o ∈ ∂K, then
lim
i→∞
V˜G(Ki) =∞.
Proof. Let Ki ∈ K
n
(o), i ∈ N, and Ki → K ∈ K
n
o as i → ∞ with o ∈ ∂K. Choose v ∈
Sn−1 ∩ N(K, o). Let t ∈ (0, ε0) . Then there is an it ∈ N such that for i > it, we have
Ki ⊂ {z ∈ R
n : 〈z, v〉 ≤ t2}. If u ∈ Σε0(v) and i > it, then
t < ε0 ≤ 〈u, v〉 =
〈ρKi(u)u, v〉
ρKi(u)
≤
t2
ρKi(u)
,
and therefore 0 ≤ ρKi(u) < t for i > it and u ∈ Σε0(v). Hence, for i > it we get
(20) V˜G(Ki) ≥
∫
Σε0 (v)
G(ρKi(u), u) du ≥
∫
Σε0 (v)
G(t, u) du,
since G(·, u) is decreasing for u ∈ Sn−1. In (20), we let i → ∞ and then t → 0+. This and
(19) yield the assertion. 
4. The general dual Orlicz Minkowski problem for discrete measures
Recall that α∗K was defined by (13) and αK was also introduced in Section 2.1.
Let K ∈ Kn(o) and let G : (0,∞)× S
n−1 → (0,∞) and ψ : (0,∞) → (0,∞) be continuous.
Suppose that Gt(t, u) = ∂G(t, u)/∂t is such that u 7→ Gt(ρK(u), u) is integrable on S
n−1. The
general dual Orlicz curvature measure C˜G,ψ(K, ·) is defined (see [12, Definition 3.1]) by
(21) C˜G,ψ(K,E) =
1
n
∫
α∗K(E)
ρK(u)Gt(ρK(u), u)
ψ(hK(αK(u)))
du
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for each Borel set E ⊂ Sn−1. If ψ ≡ 1, we often write C˜G(K, ·) instead of C˜G,ψ(K, ·). It was
shown in [12, Section 3] that C˜G,ψ(K, ·) is a finite signed Borel measure on S
n−1 and several
desirable properties were established in [12, Proposition 6.2].
In Definition 5.1, we shall extend the definition of C˜G,ψ(K, ·) to K ∈ K
n
o .
Let g ∈ C(Ω) and h0 ∈ C
+(Ω), where Ω ⊂ Sn−1 is a closed set not contained in any
closed hemisphere, and let a ∈ R ∪ {−∞}. Suppose that ϕ0 ∈ Ja (see (4)) is continuously
differentiable and such that ϕ′0 is nonzero on (0,∞). If G and Gt are continuous on (0,∞)×
Sn−1, then the variational formula from [12, Theorem 5.3] asserts that
(22) lim
ε→0
V˜G([hε])− V˜G([h0])
ε
= n
∫
Ω
g(u) dC˜G,ψ0([h0], u),
where hε is given by (5), the Alexandrov body is taken with respect to Ω, and ψ0(t) = tϕ
′
0(t).
The following Minkowski-type problem was proposed in [12, Problem 6.3].
Problem 4.1. For which nonzero finite Borel measures µ on Sn−1 and continuous functions
G : (0,∞)× Sn−1 → (0,∞) and ψ : (0,∞)→ (0,∞) do there exist τ ∈ R and K ∈ Kn(o) such
that µ = τ C˜G,ψ(K, ·)?
In [12], it was shown that this requires finding, for given G, ψ, and f : Sn−1 → [0,∞), an
h : Sn−1 → (0,∞) and τ ∈ R that solve the Monge-Ampe`re equation
(23)
τh
ψ ◦ h
P (∇¯h+ hι) det(∇¯2h+ hI) = f,
where P (x) = |x|1−nGt(|x|, x¯), ∇¯ and ∇¯
2 are the gradient vector and Hessian matrix of h,
respectively, with respect to an orthonormal frame on Sn−1, ι is the identity map on Sn−1,
and I is the identity matrix.
A solution to Problem 4.1 was presented in [12, Theorem 6.4], assuming that Gt < 0, G
satisfies some growth conditions, and
(24)
∫ ∞
1
ψ(s)
s
ds =∞.
Our aim here is to provide a solution to Problem 4.1 when Gt > 0. To do this, we first
deal with the case when µ is discrete, i.e., when µ =
∑m
i=1 λiδui , where δui denotes the
Dirac measure at ui ∈ S
n−1, λi > 0 for each i, and {u1, . . . , um} is not contained in a
closed hemisphere. In this case we seek a solution for which K ∈ Kn(o) is a convex polytope.
This discrete Minkowski-type problem has been solved in several special cases. Indeed, when
G(t, u) = tn/n, then V˜G(K) is the volume of K and the corresponding Orlicz-Minkowski
problem for discrete measures was solved in [18, 23, 25]. When ψ(t) = tp for p > 1 and
G(t, u) = tqφ1(u) for q > 0 and φ1 ∈ C
+(Sn−1), the problem becomes the Lp dual Minkowski
problem for discrete measures proposed in [33] and solved in [1]. Our solution to Problem 4.1
in Theorem 6.3 below significantly extends those in [1, 18, 23, 25].
We utilize the techniques in [23] which were also found effective in other works, such as
[1, 16, 18]. Let m > n be an integer and suppose that {u1, . . . , um} is not contained in a
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closed hemisphere. For each z = (z1, . . . , zm) ∈ [0,∞)
m, let
(25) P (z) = {x ∈ Rn : 〈x, ui〉 ≤ zi, for i = 1, . . . , m}.
Then P (z) ∈ Kno is a convex polytope. We point out that the facets of P (z) are among the
support sets F (P (z), ui), i ∈ {1, . . . , m}, of P (z), but not all of these necessarily are facets.
We have h(P (z), ui) ≤ zi for i ∈ {1, . . . , m}, with equality if F (P (z), ui) is a facet of P (z).
Lemma 4.2. Let P ∈ Kn(o) be a convex polytope with facets F (P, u1), . . . , F (P, um). Then
(26) C˜G,ψ(P, ·) =
m∑
i=1
γiδui ,
where
(27) γi =
C˜G(P, {ui})
ψ(hP (ui))
for i = 1, . . . , m. If Gt > 0 (or Gt < 0) on (0,∞)×S
n−1, then γi > 0 (or γi < 0, respectively)
for i = 1, . . . , m.
Proof. That C˜G,ψ(P, ·) is of the form (26) follows immediately from the absolute continuity
of C˜G,ψ(P, ·) with respect to S(P, ·) (see [12, Proposition 6.2(i)]), since the latter measure is
concentrated on {u1, . . . , um}. Using (21) and the fact that by (13), α
∗
K({ui}) = p˜i(F (P, ui)),
we obtain
γi = C˜G,ψ(P, {ui}) =
1
n
∫
p˜i(F (P,ui))
ρP (u)Gt(ρP (u), u)
ψ(hP (ui))
du
=
1
nψ(hP (ui))
∫
p˜i(F (P,ui))
ρP (u)Gt(ρP (u), u) du =
C˜G(P, {ui})
ψ(hP (ui))
,(28)
proving (27). (Recall that C˜G(P, ·) denotes C˜G,ψ(P, ·) with ψ ≡ 1 and note that hP (ui) > 0,
so ψ(hP (ui)) > 0 is defined.)
Suppose that Gt > 0 (or Gt < 0) on (0,∞) × S
n−1. Since o ∈ intP , we have ρP > 0, so
the integrand in (28) is positive on Sn−1 (or negative on Sn−1, respectively). It follows that
γi > 0 (or γi < 0, respectively) for i = 1, . . . , m. 
Lemma 4.3. Let f : (0,∞) → (0,∞) be continuously differentiable and let α2 > 2α1 > 0.
There exists c0 = c0(α1, α2) > 0 such that
(29) f(α− s) ≥ f(α)− c0s
for α ∈ [2α1, α2] and s ∈ [0, α1].
Proof. If α ∈ [2α1, α2] and s ∈ [0, α1], then α − s ∈ [α1, α2]. Let c0 = max{|f
′(s)| : s ∈
[α1, α2]}. Define g(s) = f(α − s) − f(α) + c0s for s ≥ 0. Then g(0) = 0 and g
′(s) =
c0−f
′(α−s) ≥ 0 for s ∈ [0, α1]. Therefore on [0, α1], g is increasing and hence g(s) ≥ g(0) = 0,
which proves (29). 
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For K ∈ Kn(o), we let
(30) ‖hK‖ϕ,µ = inf
{
λ > 0 :
1
ϕ(1)µ(Sn−1)
∫
Sn−1
ϕ
(
hK(u)
λ
)
dµ(u) ≤ 1
}
.
Under appropriate assumptions, ‖·‖ϕ,µ is a norm, the Orlicz or Luxemburg norm. For example,
in [11, Section 4], and elsewehere, the triangle inequality is proved for suitable convex ϕ. We do
not need this restriction on ϕ, since we merely use (30) for normalization purposes. Hereafter,
we shall use ‖ · ‖ϕ,µ for a nonzero finite Borel measure µ on S
n−1 and a continuous, strictly
increasing function ϕ : [0,∞)→ [0,∞) with ϕ(0) = 0 and ϕ(t)→∞ as t→∞.
Suppose that ψ : (0,∞)→ (0,∞) is continuous. Define
(31) ϕ(t) =
∫ t
0
ψ(s)
s
ds for t > 0 and ϕ(0) = 0.
(A similar, but slightly different, function was employed in [12, (65)].) If ϕ < ∞ on (0,∞),
then it is continuous (by the dominated convergence theorem) and strictly increasing on [0,∞),
and ϕ′(t) = ψ(t)/t for t > 0. Note that this assumption on ϕ imposes a weak growth condition
on ψ(t) as t ↓ 0.
The hypotheses of the next theorem allow ψ(t) = tp for p > 1 and G(t, u) = tq for q > 0,
for example.
Theorem 4.4. Let µ =
∑m
i=1 λiδui, where λi > 0, i = 1, . . . , m, and {u1, . . . , um} ⊂ S
n−1
is not contained in a closed hemisphere. Let G : [0,∞) × Sn−1 → [0,∞) be continuous and
such that Gt is continuous and positive on (0,∞)× S
n−1. Suppose that ψ : (0,∞) → (0,∞)
is continuous and such that limt→0+ ψ(t)/t = 0 and (24) holds. Then there exist a convex
polytope P ∈ Kn(o) and τ > 0 such that
(32) µ = τ C˜G,ψ(P, ·) and ‖hP‖ϕ,µ = 1,
where ϕ and τ are given by (31) and (41), respectively.
Proof. Define ϕ by (31). The assumptions on ψ imply that ϕ is finite, so ϕ : [0,∞)→ [0,∞)
is continuous and strictly increasing, and that ϕ(t)→∞ as t→∞. It follows that the set
(33) M =
{
(z1, . . . , zm) ∈ [0,∞)
m :
m∑
i=1
λiϕ(zi) =
m∑
i=1
λiϕ(1)
}
is compact and nonempty as (1, . . . , 1) ∈M . By Lemma 3.2 and since z 7→ P (z), z ∈ [0,∞)m,
is continuous, there is a z0 = (z01 , . . . , z
0
m) ∈M such that
(34) V˜G(P (z
0)) = max{V˜G(P (z)) : z ∈M}.
As Gt > 0, G(t, u) is strictly increasing in t ∈ [0,∞), and then (16) implies that V˜G(·) is also
increasing, i.e., if K ⊂ K ′, then V˜G(K) ≤ V˜G(K
′). From (25) we see that Bn ⊂ P ((1, . . . , 1))
and then (34) yields
(35) ∞ > V˜G(P (z
0)) ≥ V˜G(P ((1, . . . , 1))) ≥ V˜G(B
n) =
∫
Sn−1
G(1, u) du >
∫
Sn−1
G(0, u) du.
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In view of (17), this implies that dimP (z0) = n.
We shall first prove the theorem assuming that o ∈ intP (z0), in which case P (z0) ∈ Kn(o)
and z0i > 0 for i = 1, . . . , m. Fix i ∈ {1, . . . , m} for the moment. Let h0 ∈ C
+(Sn−1) be such
that h0(uj) = z
0
j > 0 for j = 1, . . . , m. Further, let gi ∈ C(S
n−1) be such that gi(uj) = δij
for j = 1, . . . , m. If |ε| is small enough, we may define hε via (5) with ϕ0(t) = t, so that
hε = h0 + εgi ∈ C
+(Sn−1) and ψ0(t) = tϕ
′
0(t) = t. Moreover, if the Alexandrov body [hε] of
hε is taken with respect to the set Ω = {u1, . . . , um}, we have [hε] = P (z
0 + εei).
Using this, (22), and (28), we obtain
∂V˜G(P (z))
∂zi
∣∣∣∣
z=z0
= lim
ε→0
V˜G([hε])− V˜G([h0])
ε
= n
m∑
j=1
gi(uj)C˜G,ψ0(P (z
0), {uj})
= nC˜G,ψ0(P (z
0), {ui}) = n
C˜G(P (z
0), {ui})
hP (z0)(ui)
.(36)
The argument does not depend on the choice of z ∈ Rm with positive coordinates zi, so the
calculation shows that the map z 7→ V˜G(P (z)) has continuous partial derivatives and therefore
is continuously differentiable. Moreover, since λi > 0 and ϕ
′ > 0, the rank condition in the
Lagrange multiplier theorem is satisfied. In view of (33) and (34), that theorem provides a
τ ∈ R such that
(37)
τ
n
∂V˜G(P (z))
∂zi
∣∣∣∣
z=z0
=
∂
∂zi
m∑
i=1
λiϕ(zi)
∣∣∣∣
z=z0
for i = 1, . . . , m. As o ∈ intP (z0), (25) implies that z0i > 0 for each i. This, (36), (37), and
ϕ′(t) = ψ(t)/t for t > 0 yield
(38) τ
C˜G(P (z
0), {ui})
hP (z0)(ui)
= λiϕ
′(z0i ) = λi
ψ(z0i )
z0i
for i = 1, . . . , m,
while z0 ∈ M implies that
(39)
m∑
i=1
λiϕ(z
0
i ) = ϕ(1)
m∑
i=1
λi.
For each i, we have λi > 0 and hence C˜G(P (z
0), {ui}) > 0, by (38). The absolute continuity of
C˜G,ψ(P, ·) with respect to S(P, ·) (see [12, Proposition 6.2(i)]) implies that the face F (P (z
0), ui)
is actually a facet, hence we have z0i = hP (z0)(ui). From (38), we conclude that
(40) λi = τ
C˜G(P (z
0), {ui})
ψ(hP (z0)(ui))
= τ C˜G,ψ(P (z
0), {ui})
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for i = 1, . . . , m. This proves that µ = τ C˜G,ψ(P (z
0), ·) because both measures are concen-
trated on {u1, . . . , um}. Summing (40) over i, we obtain
(41) τ =
µ(Sn−1)
C˜G,ψ(P (z0), Sn−1)
=
1
C˜G(P (z0), Sn−1)
∫
Sn−1
ψ(hP (z0)(u)) dµ(u).
Moreover, in view of (30), (39) is equivalent to ‖hP (z0)‖ϕ,µ = 1.
This proves the theorem under the assumption that o ∈ intP (z0), which we now claim is
true. Suppose that o ∈ ∂P (z0). To obtain a contradiction, we use an argument similar to
that in the proof of [1, Lemma 3.2]. By relabeling, if necessary, we may suppose that for some
1 ≤ k < m, z0j = 0 for j = 1, . . . , k and z
0
j > 0 for j = k+ 1, . . . , m. Note that k < m because
otherwise, z0j = 0 for j = 1, . . . , m implies P (z
0) = {o}, which is impossible. Let
(42) λ =
λ1 + · · ·+ λk
λk+1 + · · ·+ λm
> 0
and choose t0 > 0 small enough that ϕ(z
0
i )− λϕ(t0) > 0 for i = k + 1, . . . , m. For t ∈ (0, t0),
let
(43) at =
(
0, . . . , 0, ϕ−1(ϕ(z0k+1)− λϕ(t)), . . . , ϕ
−1(ϕ(z0m)− λϕ(t))
)
,
where the first k components of at are equal to 0, and let
(44) bt = at + t(e1 + · · ·+ ek),
so that bt is obtained from at by setting the first k components equal to t. By (31), ϕ, and
hence ϕ−1, is increasing on [0,∞). Therefore
ati = ϕ
−1(ϕ(z0i )− λϕ(t)) ≤ z
0
i
for i = k + 1, . . . , m. This yields
(45) P (at) ⊂ P (z0) and hence V˜G(P (a
t)) ≤ V˜G(P (z
0)).
For t ∈ (0, t0), we have o ∈ intP (b
t) and from (43) and (44),
(46) P (at) ⊂ P (bt) and hence V˜G(P (a
t)) ≤ V˜G(P (b
t)).
Using (42), (43), ϕ(z01) = · · · = ϕ(z
0
k) = ϕ(0) = 0, and z
0 ∈M , we obtain
m∑
i=1
λiϕ(b
t
i) =
k∑
i=1
λiϕ(t) +
m∑
i=k+1
λi(ϕ(z
0
i )− λϕ(t))
= ϕ(t)
(
k∑
i=1
λi − λ
m∑
i=k+1
λi
)
+
m∑
i=k+1
λiϕ(z
0
i )
=
m∑
i=1
λiϕ(z
0
i ) =
m∑
i=1
λiϕ(1),
from which we see via (33) that bt ∈M .
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Let r0 = min{z
0
i : i = k + 1, . . . , m} > 0 and let R0 > max{z
0
i : i = k + 1, . . . , m} be such
that P (z0) ⊂ intR0B
n. We apply Lemma 4.3 with f = ϕ−1, α = ϕ(z0i ) for i = k + 1, . . . , m,
s = λϕ(t) > 0, α1 = ϕ(r0)/2, and α2 = ϕ(R0). We conclude that with
c0 = max{(ϕ
−1)′(s) : s ∈ [α1, α2]} = max
{
1
ϕ′(ϕ−1(s))
: s ∈ [α1, α2]
}
and
β = min
{
ϕ−1
(
ϕ(r0)
2λ
)
, ϕ−1
(
r0
2λc0
)}
> 0,
we have
(47) ϕ−1(ϕ(z0i )− λϕ(t)) ≥ z
0
i − c0λϕ(t) >
r0
2
for t ∈ (0, β), where the second inequality follows from z0i > r0 and the definition of β. Note
that (47) and the definition of t0 ensure that we can choose t0 = β.
Recall (see (10)) that ρP (z0)(u) > 0 if and only if u ∈ S
n−1 ∩ N(P (z0), o)∗. By (25), the
inclusion in (45), and the fact that ati = 0 if and only if z
0
i = 0, ρP (at)(u) > 0 if and only
if ρP (z0)(u) > 0. In fact, by the definition of r0 and R0, (43), and (47), we have ρP (z0)(u) ∈
(r0, R0) and ρP (at)(u) ∈ (r0/2, R0) for u ∈ S
n−1 ∩ N(P (z0), o)∗. Consequently, in view of the
continuity of Gt on (0,∞)× S
n−1, there are constants c1 > 0 and β1 ∈ (0, β) such that
(48) G(ρP (z0)(u), u)−G(ρP (at)(u), u) ≤ c1(ρP (z0)(u)− ρP (at)(u))
for u ∈ Sn−1 ∩N(P (z0), o)∗.
Let u ∈ Sn−1 ∩ N(P (z0), o)∗ and choose i0 ∈ {k + 1, . . . , m} so that the ray from o in
the direction u meets the facet F (P (at), ui0), and hence, by the inclusion in (45), the facet
F (P (z0), ui0) as well. Then, by (47),
R0〈u, ui0〉 > ρP (at)(u)〈u, ui0〉 = a
t
i0
= ϕ−1(ϕ(z0i0)− λϕ(t)) >
r0
2
and z0i0 = ρP (z0)(u)〈u, ui0〉. Using these relations and (47) again, we obtain
(49) ρP (at)(u) =
ϕ−1(ϕ(z0i0)− λϕ(t))
〈u, ui0〉
≥
z0i0 − c0λϕ(t)
〈u, ui0〉
≥ ρP (z0)(u)−
2R0c0λ
r0
ϕ(t).
From (48) and (49) we get
V˜G(P (z
0))− V˜G(P (a
t)) =
∫
Sn−1∩N(P (z0),o)∗
(
G(ρP (z0)(u), u)−G(ρP (at)(u), u)
)
du
≤ c1
∫
Sn−1∩N(P (z0),o)∗
(
ρP (z0)(u)− ρP (at)(u)
)
du
≤
2R0c0c1λ
r0
ϕ(t)
∫
Sn−1∩N(P (z0),o)∗
du ≤ c2ϕ(t)(50)
for t ∈ (0, β1), where c2 = 2R0c0c1λnκn/r0.
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Using o ∈ intP (bt) and the containments in (45) and (46), one can show that there is a
closed set Et ⊂ S
n−1 and constants r1 > 0, β2 ∈ (0, β1), and c3 > 0, depending only on
n, r0, and R0, satisfying H
n−1(Et) ≥ c3t for t ∈ (0, β2) and such that ρP (at)(u) = 0 and
ρP (bt)(u) ≥ r1 for u ∈ Et. We omit the details, since these are given in the proof of [1, p. 13];
there, the set Et is denoted by G˜t and is the radial projection on S
n−1 of a certain (n − 1)-
dimensional spherical cylinder of height t. For u ∈ Et, we have G(ρP (at)(u), u) = G(0, u) and
G(ρP (bt)(u), u) ≥ G(r1, u) as Gt > 0. Consequently,
V˜G(P (b
t)) =
∫
Sn−1\Et
G(ρP (bt)(u), u) du+
∫
Et
G(ρP (bt)(u), u) du
≥ V˜G(P (a
t)) +
∫
Et
(G(r1, u)−G(0, u)) du ≥ V˜G(P (a
t)) + c4t(51)
for t ∈ (0, β2), where
c4 = c3min{G(r1, u)−G(0, u) : u ∈ S
n−1} > 0.
From (50) and (51), we obtain
(52) lim inf
t→0+
V˜G(P (b
t))− V˜G(P (z
0))
t
≥ lim
t→0+
c4t− c2 ϕ(t)
t
= c4 > 0,
since
lim
t→0+
ϕ(t)
t
= lim
t→0+
ϕ′(t) = lim
t→0+
ψ(t)
t
= 0.
By (52), there exists t1 ∈ (0, β2) such that V˜G(P (b
t1)) > V˜G(P (z
0)). It was shown above that
bt1 ∈M , so this contradicts (34). Thus o ∈ intP (z0) and the proof is complete. 
Recall that for v ∈ Sn−1 and ε ∈ (0, 1), Σε(v) is defined by (18) and that ‖ · ‖ϕ,µ is defined
by (30). The hypotheses of the next theorem allow ψ(t) = tp for p > 0 and G(t, u) = tq for
q < 0, for example.
Theorem 4.5. Let µ =
∑m
i=1 λiδui, where λi > 0, i = 1, . . . , m, and {u1, . . . , um} ⊂ S
n−1 is
not contained in a closed hemisphere. Let G : (0,∞)×Sn−1 → (0,∞) be continuous and such
that Gt is continuous and negative on (0,∞)× S
n−1. Let 0 < ε0 < 1 and suppose that (19)
holds for v ∈ Sn−1. Suppose that ψ : (0,∞)→ (0,∞) is continuous, (24) holds, and that ϕ is
finite when defined by (31). Then there exist a convex polytope P ∈ Kn(o) and τ < 0 such that
µ = τ C˜G,ψ(P, ·) and ‖hP‖ϕ,µ = 1,
where τ is given by (41).
Proof. Define ϕ by (31). The assumption that ϕ is finite implies that ϕ : [0,∞) → [0,∞) is
continuous and strictly increasing, and from (24), we have ϕ(t)→∞ as t→∞. The set
M ′ =
{
(z1, . . . , zm) ∈ (0,∞)
m :
m∑
i=1
λiϕ(zi) =
m∑
i=1
λiϕ(1)
}
18 RICHARD J. GARDNER, DANIEL HUG, SUDAN XING, AND DEPING YE
is bounded and nonempty as (1, . . . , 1) ∈M ′. Let
(53) α = inf{V˜G(P (z)) : z ∈M
′},
where P (z) is defined by (25). Choose zj ∈M ′, j ∈ N, such that
(54) lim
j→∞
V˜G(P (z
j)) = α.
Since M ′ is bounded, we can assume, by taking a subsequence, if necessary, that zj → z0 ∈
M , where M is defined by (33). However, we actually have o ∈ intP (z0) and hence z0 ∈M ′.
To see this, suppose to the contrary that o ∈ ∂P (z0). Since P (zj) ∈ Kn(o) for j ∈ N and
P (zj)→ P (z0) as j →∞, Lemma 3.3 yields
lim
j→∞
V˜G(P (z
j)) =∞.
By (25), Bn ⊂ P ((1, . . . , 1)). Also, as Gt < 0, G(t, ·) is decreasing on (0,∞) and hence V˜G(·)
is also decreasing, i.e., if K ⊂ K ′, then V˜G(K) ≥ V˜G(K
′). Therefore, using (1, . . . , 1) ∈ M ′,
(53), and (54), we obtain
∞ > V˜G(B
n) ≥ V˜G(P ((1, . . . , 1))) ≥ α = lim
j→∞
V˜G(P (z
j)),
a contradiction proving that z0 ∈ M ′ and P (z0) ∈ Kn(o). By [12, Lemma 6.1], V˜G(·) is
continuous in the Hausdorff metric on Kn(o), so
(55) ∞ > V˜G(B
n) ≥ V˜G(P (z
0)) = lim
j→∞
V˜G(P (z
j)) = α > 0.
The remainder of the proof is precisely the same as the passage from (36) to (41) in the
proof of Theorem 4.4. 
Under the conditions on µ, G, and ψ stated in Theorem 4.5, but with the assumption that
ϕ <∞ replaced by the condition
(56) lim
t→∞
∫
Sn−1
G(t, u) du = 0,
[12, Theorem 6.4] proves that there is a K ∈ Kn(o) such that
(57)
µ
µ(Sn−1)
=
C˜G,ψ(K, ·)
C˜G,ψ(K,Sn−1)
.
If µ is discrete, [12, Theorem 6.4] does not prove that K is a convex polytope, but, as is
explained in the discussion after [12, Corollary 6.5], this is an easy consequence of (57). Thus
Theorem 4.5 is a variant of [12, Theorem 6.4] for discrete µ.
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5. General dual Orlicz curvature measures for compact convex sets
The general dual Orlicz curvature measure C˜G,ψ(K, ·) was defined by (21) for K ∈ K
n
(o). In
this section, we extend the definition to K ∈ Kno .
Let K ∈ Kno . Recall that N(K, o), N(K, o)
∗, and α∗K are defined by (6), (7), and (13),
respectively.
Definition 5.1. Define the general Orlicz curvature measure C˜G,ψ(K, ·) by
(58) C˜G,ψ(K,E) =
1
n
∫
α∗K(E\N(K,o))
ρK(u)Gt(ρK(u), u)
ψ(hK(αK(u)))
du
for each Borel set E ⊂ Sn−1, whenever G : [0,∞)× Sn−1 → [0,∞) and ψ : [0,∞) → [0,∞)
with ψ(t) > 0 for t > 0 are such that the integral in (58) exists for all K ∈ Kno and Borel sets
E ⊂ Sn−1.
Note that if dimK < n, then C˜G,ψ(K,E) = 0, since S
n−1 ∩ N(K, o)∗ is then at most
(n − 2)-dimensional. Furthermore, if dimK = n, then in view of (8) and (15), the integral
in (58) may equivalently be taken over α∗K(E) ∩N(K, o)
∗ or over α∗K(E) ∩ intN(K, o)
∗. For
Hn−1-almost all u ∈ α∗K(E \N(K, o)), the vector αK(u) is well defined and αK(u) /∈ N(K, o),
hence hK(αK(u)) > 0 and ψ(hK(αK(u))) > 0.
As before, if ψ ≡ 1, we often write C˜G(K, ·) instead of C˜G,ψ(K, ·). The integral in (58)
should be considered as 0 if α∗K(E \ N(K, o)) = ∅, in particular for E ⊂ S
n−1 ∩ N(K, o). In
other words, C˜G,ψ(K,E) = 0 for each Borel set E ⊂ S
n−1 ∩N(K, o).
When o ∈ intK, we have N(K, o) = {o} and hence E \N(K, o) = E, so (58) agrees with
(21). Moreover, if G : (0,∞)× Sn−1 → (0,∞) and ψ : (0,∞) → (0,∞) are continuous and
Gt(t, u) = ∂G(t, u)/∂t is such that u 7→ Gt(ρK(u), u) is integrable on S
n−1, then we can extend
G and ψ by setting G(0, u) = 0 for u ∈ Sn−1 and ψ(0) = 0 and the integral in (58) will exist
for all K ∈ Kn(o) and Borel sets E ⊂ S
n−1. Thus the definition of C˜G,ψ(K, ·) in Section 4 and
[12] is subsumed under Definition 5.1.
Suppose that G and ψ are such that C˜G,ψ(K, ·) is indeed a finite signed Borel measure on
Sn−1. Then integrals with respect to C˜G,ψ(K, ·) can be calculated as follows. For any bounded
Borel function g : Sn−1 → R, we have∫
Sn−1
g(u) dC˜G,ψ(K, u) =
1
n
∫
Sn−1∩intN(K,o)∗
g(αK(u))
ρK(u)Gt(ρK(u), u)
ψ(hK(αK(u)))
du(59)
=
1
n
∫
∂K\ΞK
g(νK(x))
〈x, νK(x)〉
ψ(〈x, νK(x)〉)
|x|1−nGt(|x|, p˜i(x)) dx.(60)
Indeed, it suffices to prove (59) for g = 1E , where E ⊂ S
n−1 is a Borel set. If dimK ≤ n−1,
then all integrals are zero, so we can assume that dimK = n. Then, using (14) and (15), we
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obtain∫
Sn−1
1E(u) dC˜G,ψ(K, u) = C˜G,ψ(K,E)
=
1
n
∫
α∗K(E)∩intN(K,o)
∗
ρK(u)Gt(ρK(u), u)
ψ(hK(αK(u)))
du
=
1
n
∫
Sn−1∩intN(K,o)∗
1E(αK(u))
ρK(u)Gt(ρK(u), u)
ψ(hK(αK(u)))
du,
as required, thus proving (59). Now (12) and a standard change of variables (see, e.g., [1,
(21)], [12, (23)], or [20, (2.30)]) gives (60). When ψ does not vanish or when Hn−1(ΞK) = 0,
(60) becomes
(61)
∫
Sn−1
g(u) dC˜G,ψ(K, u) =
1
n
∫
∂K
g(νK(x))
〈x, νK(x)〉
ψ(〈x, νK(x)〉)
|x|1−nGt(|x|, p˜i(x)) dx,
since it is easy to see that 〈νK(x), x〉 = 0 for x ∈ ΞK ∩ ∂K. We emphasize that these
observations are made under the assumption that the integrals exist.
In Proposition 5.2(iii) below, we will find use for a simplified version of (59) that holds when
ψ ≡ 1 and tGt(t, u) = 0 at t = 0 for u ∈ S
n−1. The latter of these two conditions simply
means that tGt(t, u) → 0 as t → 0+ for u ∈ S
n−1. The apparently weaker condition that
limt→0+ tGt(t, u) exists for u ∈ S
n−1 is in fact equivalent. Indeed, suppose that u ∈ Sn−1 and
tGt(t, u) → c 6= 0 as t → 0+. If c > 0, there exist 0 < c1 ≤ c2 < ∞ and t0 > 0 such that
0 < c1 ≤ tGt(t, u) ≤ c2 for t ∈ (0, t0]. If s ∈ (0, t0], we can divide by t and integrate from s to
t0 to obtain
G(t0, u)− c2 ln t0 + c2 ln s ≤ G(s, u) ≤ G(t0, u)− c1 ln t0 + c1 ln s.
But then G(s, u)→ −∞ as s → 0+, a contradiction. If c < 0, there exist c1 ≤ c2 < 0 and t0
as above and a similar argument leads to G(s, u)→∞ as s→ 0+, again a contradiction.
The following proposition focuses on the case when ψ ≡ 1. In this case, provided tGt(t, u) =
0 at t = 0 for u ∈ Sn−1, (59) simplifies to
(62)
∫
Sn−1
g(u) dC˜G(K, u) =
1
n
∫
Sn−1
g(αK(u)) ρK(u)Gt(ρK(u), u) du
for any bounded Borel function g : Sn−1 → R, since the integral may be restricted to
intN(K, o)∗ due to (8) and (9).
Proposition 5.2. Let G : [0,∞)× Sn−1 → [0,∞) and let K ∈ Kno . The following statements
hold.
(i) C˜G(K, ·) is a finite signed measure on S
n−1.
(ii) Suppose that t1−nGt(t, u) is continuous on [0,∞)× S
n−1, where the value of t1−nGt(t, u)
for each u ∈ Sn−1 at t = 0 is taken to be the value of the limit as t → 0+. Then C˜G(K, ·) is
absolutely continuous with respect to S(K, ·)
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(iii) Suppose that tGt(t, u) is continuous on [0,∞) × S
n−1, where tGt(t, u) = 0 at t = 0 for
u ∈ Sn−1. If Ki ∈ K
n
o and Ki → K ∈ K
n
o as i → ∞, then C˜G(Ki, ·) → C˜G(K, ·) weakly as
i→∞.
Proof. (i) As was pointed out before, C˜G(K, ·) is the zero measure if dimK ≤ n − 1. Hence
let dimK = n. The assumption on Gt ensures that with ψ ≡ 1, the integral in (58) exists.
For the σ-additivity, it suffices to show that
(63) C˜G(K,∪
∞
i=1Ei) =
∞∑
i=1
C˜G(K,Ei),
for disjoint Borel sets Ei ⊂ S
n−1, i ∈ N. To this end, observe that it follows directly from
(13) that α∗K((∪
∞
i=1Ei) \ N(K, o)) = ∪
∞
i=1α
∗
K(Ei \ N(K, o)). From (58), we see that (63) will
be proved if we can show that
(64) Hn−1
(
α∗K(Ei \N(K, o)) ∩α
∗
K(Ej \N(K, o))
)
= 0
for i 6= j. To see this, note that since rK is locally bi-Lipschitz on S
n−1 ∩ intN(K, o)∗, we
have
Hn−1(r−1K (∂K \ regK) ∩ intN(K, o)
∗) = 0.
Using this and (15), we get
Hn−1
(
α∗K(Ei \N(K, o)) ∩α
∗
K(Ej \N(K, o))
)
= Hn−1
(
α∗K(Ei) ∩α
∗
K(Ej) ∩ intN(K, o)
∗ ∩ r−1K (regK)
)
.
But the latter set is empty, because if it contained a point u, we would have
rK(u) ∈ ν
−1
K (Ei) ∩ ν
−1
K (Ej) ∩ regK = ∅,
as Ei ∩ Ej = ∅. This proves (64) and hence (63).
(ii) If intK = ∅, then C˜G(K, ·) = 0 and there is nothing to prove. Suppose that intK 6= ∅.
Let E ⊂ Sn−1 be a Borel set such that S(K,E) = 0, let g = 1E, and choose R <∞ such that
K ⊂ RBn. By (61) with ψ ≡ 1, the continuity of t1−nGt(t, u), and the fact that 〈x, νK(x)〉 ≤ R
for x ∈ ∂K, we obtain
C˜G(K,E) =
1
n
∫
∂K
1E(νK(x)) 〈x, νK(x)〉 |x|
1−nGt(|x|, p˜i(x)) dx
≤
R
n
max
{
t1−nGt(t, u) : (t, u) ∈ [0, R]× S
n−1
}
Hn−1 ({x ∈ ∂K : νK(x) ∈ E})
= 0,
as required.
(iii) The case when K ∈ Kn(o) was proved in [12, Proposition 6.2(ii)]. First assume that
o ∈ ∂K and intK 6= ∅. Let g ∈ C(Sn−1) and let
IK(u) = g(αK(u)) ρK(u)Gt(ρK(u), u)
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be the integrand of the right-hand side of (62). If u ∈ intN(K, o)∗, then u ∈ intN(Ki, o)
∗
for i ≥ iu and ρKi(u) → ρK(u) as i → ∞. Let Z be the set consisting of those u ∈ S
n−1 ∩
intN(K, o)∗ for which ρK(u)u /∈ regK and those u ∈ S
n−1∩ intN(Ki, o)
∗ for which ρKi(u)u /∈
regKi for some i ∈ N. Then (11) yields H
n−1(Z) = 0. Also, since αKi(u) → αK(u) as
i→∞ for u ∈ intN(K, o)∗ \ Z (cf. [20, Lemma 2.2]), we have IKi(u)→ IK(u) as i→∞ for
u ∈ intN(K, o)∗ \ Z.
On the other hand, if u ∈ Sn−1\N(K, o)∗, then ρK(u) = 0 by (10) and ρKi(u)→ 0 as i→∞
(as can be seen by a separation argument), and hence, using the assumption that tGt(t, u) = 0
at t = 0 for u ∈ Sn−1, we have IKi(u)→ 0 as i→∞. Thus we have shown that IKi(u)→ IK(u)
as i→∞ for Hn−1-almost all u ∈ Sn−1. We also have sup{|IK(u)| : u ∈ S
n−1}| <∞, by the
continuity of tGt(t, u) on [0,∞)× S
n−1.
Using these facts, (62), and the dominated convergence theorem, we obtain∫
Sn−1
g(u) dC˜G(K, u) =
1
n
∫
Sn−1
IK(u) du
= lim
i→∞
1
n
∫
Sn−1
IKi(u) du = lim
i→∞
∫
Sn−1
g(u) dC˜G(Ki, u),
proving the result when intK 6= ∅.
Now assume that intK = ∅. Since g is continuous on Sn−1, it is bounded, so there is a
c > 0 such that |g(αKi(u))| ≤ c for u ∈ S
n−1 and i ∈ N. We apply Lemma 3.2 with G(t, u)
replaced by t|Gt(t, u)| to obtain
lim sup
i→∞
∫
Sn−1
|g(αKi(u))| ρKi(u) |Gt(ρKi(u), u)| du ≤ c lim sup
i→∞
∫
Sn−1
ρKi(u) |Gt(ρKi(u), u)| du
≤ c
∫
Sn−1
ρK(u) |Gt(ρK(u), u)| du = 0.
where we have used again the assumption that tGt(t, u) = 0 at t = 0 for u ∈ S
n−1. This and
(62) yield
lim
i→∞
∫
Sn−1
g(u) dC˜G(Ki, u) = 0 =
∫
Sn−1
g(u) dC˜G(K, u),
completing the proof. 
Finally, we provide a generalization of uniqueness results for C˜G(K, ·) in [37, Theorem 6.1],
[38, Theorem 5.2], and [41, Theorem 3.1], with a simpler proof. We start with a variant of
[38, Lemma 5.1], whose proof we omit since it is similar.
Lemma 5.3. Let K1, K2 ∈ K
n
(o) and let E = {v ∈ S
n−1 : hK1(v) > hK2(v)} 6= ∅.
(i) If u ∈ α∗K1(E), then ρK1(u) > ρK2(u);
(ii) α∗K1(E) ⊂ α
∗
K2
(E);
(iii) Hn−1(α∗K2(E)) > 0.
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Theorem 5.4. Let G : (0,∞)×Sn−1 → (0,∞) be continuous and such that Gt is continuous
and negative on (0,∞)× Sn−1. Suppose that tGt(t, u) is strictly increasing in t for u ∈ S
n−1.
If K,L ∈ Kn(o) satisfy C˜G(K, ·) = C˜G(L, ·), then K = L.
Proof. Suppose that K 6= L. Then we may assume that L 6⊂ K. Let E = {v ∈ Sn−1 : hL(v) >
hK(v)} 6= ∅. We apply Lemma 5.3 with K1 = L and K2 = K. Using (62) and the fact that
Gt < 0, Lemma 5.3(i), the assumption that tGt(t, u) is strictly increasing in t for u ∈ S
n−1,
and Lemma 5.3(ii) together with (14), we obtain
C˜G(K,E) = C˜G(L,E)
=
∫
Sn−1
1E(αL(u)) ρL(u)Gt(ρL(u), u) du
≥
∫
Sn−1
1E(αL(u)) ρK(u)Gt(ρK(u), u) du
≥
∫
Sn−1
1α∗K(E)(u) ρK(u)Gt(ρK(u), u) du
= C˜G(K,E).
IfHn−1(α∗K(E)\α
∗
L(E)) > 0, then the second inequality is strict. IfH
n−1(α∗K(E)\α
∗
L(E)) = 0,
then Lemma 5.3(iii) implies that Hn−1(α∗L(E)) > 0 and therefore the first inequality is strict.
Thus, in any case we arrive at a contradiction. 
6. Minkowski problems for general measures
In view of (58), one sees that
dC˜G,ψ(K, u)
dC˜G(K, u)
=
1
ψ(hK(u))
.
We consider the following Minkowski-type problem.
Problem 6.1. For which nonzero finite Borel measures µ on Sn−1 and continuous functions
G : (0,∞)× Sn−1 → (0,∞) and ψ : (0,∞) → (0,∞) do there exist τ ∈ R and K ∈ Kno with
intK 6= ∅ such that
µ = τ C˜G,ψ(K, ·) and/or (ψ ◦ hK)µ = τ C˜G(K, ·)?
For our contribution to this problem, we need the following lemma. It is essentially known
(see e.g., [16, 18, 27, 40]), but we provide an explicit dependence of R on µ that will be needed
in the proof of Theorems 6.3 and 7.3.
Lemma 6.2. Let µ be a finite Borel measure on Sn−1 not concentrated on any closed hemi-
sphere and let ϕ : [0,∞) → [0,∞) with ϕ(0) = 0 be continuous and strictly increasing.
Suppose that K ∈ Kn(o) satisfies ‖hK‖ϕ,µ = 1 (see (30)). Then there is an R = R(µ, ϕ) > 0
such that K ⊂ RBn.
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Proof. There is a δ = δ(µ) > 0 such that
(65)
∫
Sn−1
〈u, v〉+ dµ(u) ≥ δ µ(S
n−1)
for v ∈ Sn−1, since the integral on the left is continuous in v on Sn−1 and µ is not concentrated
on a closed hemisphere. Let K ∈ Kn(o) satisfy ‖hK‖ϕ,µ = 1 and let rv0 ∈ K, where r ≥ 0 and
v0 ∈ S
n−1. Then [o, rv0] ⊂ K implies that hK(u) ≥ r〈u, v0〉+ for u ∈ S
n−1, so using (18), (30),
and our assumptions on ϕ, we obtain
ϕ(1)µ(Sn−1) =
∫
Sn−1
ϕ(hK(u)) dµ(u) ≥
∫
Σδ/2(v0)
ϕ(rδ/2) dµ(u) = ϕ(rδ/2)µ
(
Σδ/2(v0)
)
.(66)
Splitting the integral in (65) with v = v0 into one over Σδ/2(v0) and one over S
n−1 \ Σδ/2(v0),
and using the obvious bounds for the integrand in these cases, we get
δ µ(Sn−1) ≤ µ
(
Σδ/2(v0)
)
+ (δ/2)µ(Sn−1)
and therefore µ
(
Σδ/2(v0)
)
≥ (δ/2)µ(Sn−1). Substituting this into (66), we see that r ≤ R,
where
(67) R = (2/δ)ϕ−1(2ϕ(1)/δ),
proving that K ⊂ RBn. 
We can now state the first main theorem of this section, whose hypotheses allow ψ(t) = tp
for p > 1 and G(t, u) = tq for q > 0, for example.
Theorem 6.3. Let G : [0,∞) × Sn−1 → [0,∞) be continuous and such that Gt > 0 on
(0,∞)× Sn−1 and tGt(t, u) is continuous on [0,∞)× S
n−1, where tGt(t, u) = 0 at t = 0 for
u ∈ Sn−1. Suppose that ψ : (0,∞) → (0,∞) is continuous and such that limt→0+ ψ(t)/t = 0
and (24) holds. Then the following are equivalent:
(i) The finite Borel measure µ on Sn−1 is not concentrated on any closed hemisphere.
(ii) There exist K ∈ Kno with intK 6= ∅ and τ > 0 such that H
n−1(ΞK) = 0 and
(68) (ψ ◦ hK)µ = τ C˜G(K, ·),
where
(69) τ =
1
C˜G(K,Sn−1)
∫
Sn−1
ψ(hK(u)) dµ(u).
Proof. Assume that (i) is true. Following the proof of [36, Theorem 8.2.2], we can construct
nonzero finite discrete Borel measures µj, j ∈ N, such that µj → µ weakly as j → ∞ and
such that there is a δ > 0 so that (65) holds for µ and also with µ replaced by µj , j ∈ N.
In particular, µj, j ∈ N, is not concentrated on any closed hemisphere. By Theorem 4.4, for
each j, there exists a convex polytope Pj ∈ K
n
(o) such that µj = τj C˜G,ψ(Pj , ·), where
τj =
µj(S
n−1)
C˜G,ψ(Pj, Sn−1)
=
1
C˜G(Pj, Sn−1)
∫
Sn−1
ψ(hPj (u)) dµj(u).(70)
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Moreover, from (35), we have
(71) V˜G(Pj) ≥ V˜G(B
n) >
∫
Sn−1
G(0, u) du
for j ∈ N. Theorem 4.4 also gives ‖hPj‖ϕ,µj = 1, where ϕ is defined by (31). By Lemma 6.2,
we have Pj ⊂ RB
n for j ∈ N, where R is given by (67). Then Blaschke’s selection theorem
implies that Pj → K for some K ∈ K
n
o , as j → ∞, in the Hausdorff metric. By Lemma 3.2,
limj→∞ V˜G(Pj) = V˜G(K). This and (71) imply that
V˜G(K) ≥ V˜G(B
n) >
∫
Sn−1
G(0, u) du.
In view of (17), this shows that intK 6= ∅.
By Proposition 5.2(iii) and the fact that intK 6= ∅, we have C˜G(Pj , ·) → C˜G(K, ·) weakly
as j →∞ and hence
C˜G(Pj, S
n−1)→ C˜G(K,S
n−1) > 0
as j →∞. Our assumption that limt→0+ ψ(t)/t = 0 shows that ψ(0) = 0 provides a continuous
extension of ψ to [0,∞). This and the uniform convergence of hPj to hK imply that ψ(hPj )→
ψ(hK) uniformly as j → ∞. Now from the weak convergence of µj to µ and of C˜G(Pj , ·) to
C˜G(K, ·), along with µj = τj C˜G,ψ(Pj, ·), which can be expressed in the form
(ψ ◦ hPj )µj = τj C˜G(Pj, ·),
with τj as in (70), we conclude that (68) holds, with τ given by (69). That τ is finite is a
direct consequence of the continuity of ψ.
Since Gt > 0, we have τ ≥ 0. We claim that τ > 0. To see this, use intK 6= ∅ to choose
v ∈ Sn−1 such that ρK(v) > 0. As µ is not concentrated on any closed hemisphere, the
monotone convergence theorem yields
lim
j→∞
∫
Σ1/j(v)
〈u, v〉 dµ(u) =
∫
{u∈Sn−1:〈u,v〉>0}
〈u, v〉 dµ(u) > 0,
where Σε(v) is defined for ε ∈ (0, 1) by (18). Hence a j0 ≥ 2 exists such that
µ
(
Σ1/j0(v)
)
≥
∫
Σ1/j0 (v)
〈u, v〉 dµ(u) > 0.
We use this, (69), and the fact that
hK(u) ≥ ρK(v)〈u, v〉 ≥ ρK(v)/j0
for u ∈ Σ1/j0(v) to obtain
τ ≥
1
C˜G(K,Sn−1)
∫
Σ1/j0 (v)
ψ(hK(u)) dµ(u)
≥ min {ψ(t) : t ∈ [ρK(v)/j0, R]}
µ
(
Σ1/j0(v)
)
C˜G(K,Sn−1)
> 0,
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proving our claim and (69).
It remains to be shown that Hn−1(ΞK) = 0. To see this, suppose to the contrary that
Hn−1(ΞK) 6= 0. Then (see (12)) we have o ∈ ∂K. Since τ > 0, we can, in view of (70) and
the fact that µj → µ and τj → τ as j →∞, assume without loss of generality that
(72) C˜G,ψ(Pj, S
n−1) ≤
2µ(Sn−1)
τ
<∞
for j ∈ N, where Pj is as above. Let z ∈ intK be fixed. For E ⊂ ∂K, define
σ(E) = {z + λ(x− z) : x ∈ E and λ > 0}.
Let a, b > 0, and let ε > 0. From statements (a’), (b’), and (c’) in the proof of [1, Lemma 4.4],
we know (recall that all Pj ∈ K
n
(o)) that there exist U ⊂ ∂K and jε ∈ N such that for j ≥ jε,
one has a ≤ |x| ≤ R for all x ∈ σ(U) ∩ ∂Pj , H
n−1(σ(U) ∩ ∂Pj) ≥ b/2, and hPj(u) ≤ 2ε if
u ∈ Sn−1 is an outer normal vector at x ∈ σ(U) ∩ ∂Pj . Using these facts, (61) for Pj with
o ∈ intPj, and the continuity of Gt on (0,∞)× S
n−1, we obtain, for j ≥ jε,
C˜G,ψ(Pj , S
n−1) =
1
n
∫
∂Pj
〈x, νPj (x)〉
ψ(〈x, νPj(x)〉)
|x|1−nGt(|x|, p˜i(x)) dx(73)
≥
1
n
∫
σ(U)∩∂Pj
〈x, νPj(x)〉
ψ(〈x, νPj (x)〉)
|x|1−nGt(|x|, p˜i(x)) dx ≥
bc dε
2n
,(74)
where
c = min
{
t1−nGt(t, u) : (t, u) ∈ [a, R]× S
n−1
}
> 0 and dε = inf{t/ψ(t) : t ∈ (0, 2ε]}.
Since limt→0+ ψ(t)/t = 0, (72) and (74) yield
∞ >
2µ(Sn−1)
τ
≥ C˜G,ψ(Pj , S
n−1) ≥ lim
ε→0+
bc dε
2n
=∞.
This contradiction proves that Hn−1(ΞK) = 0. Therefore (ii) holds.
Now assume that (ii) is true. We claim that C˜G(K, ·) is not concentrated on any closed
hemisphere; by (68), this will yield (i). To prove the claim, we must show that (1) holds when
µ there is replaced by C˜G(K, ·). If this is not true, there is a v0 ∈ S
n−1 such that
(75)
∫
Sn−1
〈u, v0〉+ dC˜G(K, u) =
1
n
∫
Sn−1∩intN(K,o)∗
〈αK(u), v0〉+ ρK(u)Gt(ρK(u), u) du = 0,
where the first equality is due to (59) with ψ ≡ 1. By (9), we have ρK(u) > 0 if u ∈
Sn−1 ∩ intN(K, o)∗. It follows from (75) that 〈αK(u), v0〉+ = 0 for H
n−1-almost all u ∈
Sn−1 ∩ intN(K, o)∗. Define X = ΞK ∪ σK ∪ Y ⊂ ∂K, where
Y =
{
rK(u) = ρK(u)u : u ∈ S
n−1 ∩ intN(K, o)∗ and 〈αK(u), v0〉+ 6= 0
}
.
Then the observations just made imply that Hn−1(Y ) = 0, and since Hn−1(ΞK) = 0 by
assumption and (11) holds, it follows that Hn−1(X) = 0. Moreover, for x = rK(u) ∈ ∂K \X ,
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we have 〈αK(u), v0〉+ = 〈νK(rK(u)), v0〉+ = 0 and hence
(76) 〈νK(x), v0〉 ≤ 0.
Next, note that if A ⊂ regK = ∂K \ σK and H
n−1(∂K \ A) = 0, then
(77) K =
⋂
x∈A
H−(K, x),
where H−(K, x) is the unique supporting halfspace of K containing K whose bounding hy-
perplane H(K, x) passes through x. Indeed, K is contained in the set on the right-hand
side of (77). For the reverse inclusion, let z ∈ Rn \ K. Choose a ball B ⊂ intK. Then
conv ({z} ∪ B) ∩ ∂K is open relative to ∂K and since it has positive Hn−1-measure, it must
contain an x ∈ A. Then B ⊂ intH−(K, x) and therefore z 6∈ H−(K, x). This proves (77).
The representation (77) immediately implies that the positive hull of {νK(x) : x ∈ A} is
R
n. Noting that ∂K \X ⊂ regK by the definition of X , we see that when A = ∂K \X , this
contradicts (76) and completes the proof. 
It is not true in general that the set K in Theorem 6.3(ii) satisfies K ∈ Kn(o). In fact this
is already the situation for the Lp Minkowski problem, corresponding to G(t, u) = t
n and
ψ(t) = tp for p > 1; see [23, Example 4.1]. However, additional assumptions can be imposed
ensuring that we can find a solution K of (68) with K ∈ Kn(o). For example, suppose that
t/ψ(t) is decreasing on (0, 1] and there exists c0 > 0 such that
(78) inf
{
t Gt(t, u)
ψ(t)
: (t, u) ∈ (0, 1]× Sn−1
}
> nc0.
We show that it is not possible to have o ∈ ∂K and intK 6= ∅. Using (73), 〈x, νPj (x)〉 ≤ |x|
for j ∈ N and x ∈ ∂Pj , the fact that ψ(t)/t is increasing on (0, 1], and (78), we obtain
2µ(Sn−1)
τ
≥
1
n
∫
Bn∩∂Pj
〈x, νPj (x)〉
ψ(〈x, νPj(x)〉)
|x|1−nGt(|x|, p˜i(x)) dx
≥
1
n
∫
Bn∩∂Pj
|x|
ψ(|x|)
|x|1−nGt(|x|, p˜i(x)) dx
≥ c0
∫
Bn∩∂Pj
|x|1−n dx.
The argument then follows directly from [1, (55)-(57)]. In particular, we can find v ∈ Sn−1,
c1 > 0, and 0 < r0 < r1 < 1 such that
2µ(Sn−1)
τ
≥ c0
∫
Bn∩∂Pj
|x|1−n dx ≥ c1
∫
B(r1)\B(r0)
|x|1−n dx >
2µ(Sn−1)
τ
,
where B(r) = rBn ∩ v⊥. This contradiction proves that K ∈ Kn(o).
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Instead of assuming the monotonicity of ψ(t)/t, one can assume that there exists an α ≥
n− 1 such that
inf
{
t1−nGt(t, u) : (t, u) ∈ (0, 1]× S
n−1
}
> 0 and inf
t∈(0,1]
t1+α
ψ(t)
> 0.
Indeed, by (73), we then have
2µ(Sn−1)
τ
≥
1
n
∫
Bn∩∂Pj
〈x, νPj(x)〉
ψ(〈x, νPj (x)〉)
|x|1−nGt(|x|, p˜i(x)) dx ≥ c2
∫
Bn∩∂Pj
〈x, νPj(x)〉
−α dx,
for some c2 > 0. It then follows directly from the arguments on [23, p. 713] that o ∈ intK
and hence K ∈ Kn(o).
The following result provides a variant of [12, Theorem 6.4], not requiring the condition (56)
but with a weak additional growth condition at 0 on ψ (see the discussion after Theorem 4.5).
The hypotheses allow ψ(t) = tp for p > 0 and G(t, u) = tq for q < 0, for example.
Theorem 6.4. Let G : (0,∞)×Sn−1 → (0,∞) be continuous and such that Gt is continuous
and negative on (0,∞) × Sn−1. Let 0 < ε0 < 1 and suppose that (19) holds for v ∈ S
n−1.
Suppose that ψ : (0,∞)→ (0,∞) is continuous, (24) holds, and that ϕ is finite when defined
by (31). Then the following are equivalent:
(i) The finite Borel measure µ on Sn−1 is not concentrated on any closed hemisphere.
(ii) There exist K ∈ Kn(o) and τ < 0 such that
(79) µ = τ C˜G,ψ(K, ·),
where
(80) τ =
µ(Sn−1)
C˜G,ψ(K,Sn−1)
.
Proof. Assume that (i) is true. Define ϕ as in (31). As at the beginning of the proof of
Theorem 6.3, but using Theorem 4.5 instead of Theorem 4.4, we can find nonzero finite
discrete Borel measures µj, j ∈ N, not concentrated on any closed hemisphere, such that
µj → µ weakly as j → ∞, and convex polytopes Pj ∈ K
n
(o) such that µj = τj C˜G,ψ(Pj, ·),
where (in view of (41)) τj satisfies (70) and ‖hPj‖ϕ,µj = 1 for j ∈ N. From the latter property
and Lemma 6.2, it follows as in the proof of Theorem 6.3 that (Pj)j∈N is bounded. Hence, we
can extract a subsequence that converges to K ∈ Kno . Next, we show that o ∈ intK. In fact, if
o ∈ ∂K, we can apply Lemma 3.3 to get limj→∞ V˜G(Pj) =∞. However, since Pj corresponds
to P (z0) in Theorem 4.5, (55) implies that
V˜G(Pj) ≤ V˜G(B
n) <∞
for all j ∈ N, a contradiction.
Then (79) and (80) follow from the weak convergence of µj to µ and of C˜G,ψ(Pj, ·) to
C˜G,ψ(K, ·), the latter a consequence of [12, Proposition 6.2(ii)]. In particular, we use that
C˜G,ψ(Pj, S
n−1)→ C˜G,ψ(K,S
n−1) ∈ (0,∞) to ensure the convergence of (τj)j∈N.
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Suppose that (ii) holds. By [12, Proposition 6.2(iii)], C˜G,ψ(K, ·) is not concentrated on any
closed hemisphere, so by (79), this is also the case for µ. 
The final result in this section addresses the uniqueness problem related to Theorem 6.4 and
generalizes and extends [33, Theorem 8.3]. It can be applied, for example, when G(t, u) = tq,
q 6= 0, and ψ(s) = sp with q < p. Note that when ψ ≡ 1 and Gt < 0, the result holds for
general K,K ′ ∈ Kn(o) by Theorem 5.4, since the assumption there that tGt(t, u) is strictly
increasing in t for u ∈ Sn−1 implies the second inequality in (81). We do not know if the
result holds for general ψ and general K,K ′ ∈ Kn(o).
Theorem 6.5. Let G : (0,∞) × Sn−1 → (0,∞) and ψ : (0,∞) → (0,∞) be continuous.
Suppose that Gt > 0 (or Gt < 0) on (0,∞)× S
n−1 and that if
(81)
Gt(t, u)
ψ(s)
≥
λGt(λt, u)
ψ(λs)
(or
Gt(t, u)
ψ(s)
≤
λGt(λt, u)
ψ(λs)
, respectively)
for some λ, s, t > 0 and u ∈ Sn−1, then λ ≥ 1. If K,K ′ ∈ Kn(o) are both polytopes or both have
support functions in C2 and C˜G,ψ(K, ·) = C˜G,ψ(K
′, ·), then K = K ′.
Proof. Suppose that K,K ′ ∈ Kn(o) are such that C˜G,ψ(K, ·) = C˜G,ψ(K
′, ·) and K 6= K ′. Then
we can assume without loss of generality that K 6⊂ K ′, so there is a maximal λ < 1 such that
λK ⊂ K ′.
Consider first the case when K and K ′ are polytopes. By Lemma 4.2, the facets of K and
K ′ have the same outer unit normal vectors, u1, . . . , um, say, and from (26) and (28), we have
C˜G,ψ(K, ·) = C˜G,ψ(K
′, ·) =
m∑
i=1
γiδui ,
where
(82) γi =
∫
p˜i(F (K,ui))
ρK(u)Gt(ρK(u), u)
nψ(hK(ui))
du =
∫
p˜i(F (K ′,ui))
ρK ′(u)Gt(ρK ′(u), u)
nψ(hK ′(ui))
du.
Since the facets of λK and K ′ also have the same outer unit normal vectors and λ is maximal,
at least one facet of λK is contained in a facet of K ′. If this facet has outer unit normal vector
ui, then
(83) hλK(ui) = hK ′(ui), p˜i(F (K, ui)) = p˜i(F (λK, ui)) ⊂ p˜i(F (K
′, ui)),
and
(84) ρλK(u) = ρK ′(u) for u ∈ p˜i(F (K, ui)).
If Gt > 0 (the argument when Gt < 0 is similar), we conclude from (82), (83), and (84) that∫
p˜i(F (K,ui))
ρK(u)Gt(ρK(u), u)
nψ(hK(ui))
du ≥
∫
p˜i(F (K,ui))
ρλK(u)Gt(ρλK(u), u)
nψ(hλK(ui))
du.
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Since Hn−1(p˜i(F (K, ui)) > 0, there is a u ∈ p˜i(F (K, ui)) such that
ρK(u)Gt(ρK(u), u)
nψ(hK(ui))
≥
ρλK(u)Gt(ρλK(u), u)
nψ(hλK(ui))
,
that is,
Gt(ρK(u), u)
ψ(hK(ui))
≥
λGt(λρK(u), u)
ψ(λhK(ui))
.
Now the first inequality in (81) with s = hK(ui) and t = ρK(u) yields λ ≥ 1, a contradiction.
This completes the proof for when K and K ′ are polytopes.
For the other case, note firstly that if L ∈ Kn(o) and hL ∈ C
2, then S(L, ·) is absolutely
continuous with respect to Hn−1 with continuous density R(L, ·), where R(L, u) is the product
of the principal radii of curvature of L at u ∈ Sn−1. (This is well known when L is of class
C2+; see, for example, [36, (4.26), p. 217]. When hL ∈ C
2, one can observe that [2, Lemma 5.1]
implies that [22, Theorem 3.7(c)] holds, and then [22, Theorem 3.7(a)] yields the absolute
continuity of S(L, ·). The form of the density is then given by [21, Theorem 3.5].) Let
K,K ′ ∈ Kn(o) and hK , hK ′ ∈ C
2. Using [12, (24)], we obtain
hK(u)
ψ(hK(u))
|∇hK(u)|
1−nGt (|∇hK(u)|,∇hK(u)/|∇hK(u)|)R(K, u)
=
hK ′(u)
ψ(hK ′(u))
|∇hK ′(u)|
1−nGt (|∇hK ′(u)|,∇hK ′(u)/|∇hK ′(u)|)R(K
′, u)(85)
for all u ∈ Sn−1, since both sides of (85) are continuous functions. Since λK ⊂ K ′ and λ < 1
is maximal, there exists u0 ∈ S
n−1 such that hλK(u0) = hK ′(u0) and ∇hλK(u0) = ∇hK ′(u0),
i.e., λK and K ′ have a common boundary point with common outer unit normal vector u0.
We claim that
(86) R(K ′, u0) ≥ R(λK, u0) = λ
n−1R(K, u0).
It suffices to prove the inequality, since the equality follows by homogeneity. Let u = u0+ av,
where a > 0 and v ∈ Sn−1. For L ∈ Kn(o) with hL ∈ C
2, and u ∈ Sn−1, let d2hL[u] denote
the second differential of hL at u, considered as a bilinear form on R
n. Since hλK ≤ hK ′,
hλK(u0) = hK ′(u0), and ∇hλK(u0) = ∇hK ′(u0), we may apply the first displayed equation
in [36, p. 31, Note 3] (with f = hL, Af(x) = d
2hL[x], x = u0, and y = u, for L = λK and
L = K ′), to obtain
1
2
d2hλK [u0](av, av) + rλK(u0, a)a
2 ≤
1
2
d2hK ′[u0](av, av) + rK ′(u0, a)a
2,
where rλK(u0, a), rK ′(u0, a) → 0 as a → 0+. Dividing by a
2 letting a → 0+, we get
d2hλK [u0](v, v) ≤ d
2hK ′[u0](v, v) for v ∈ S
n−1. We write d2hλK [u0]|u
⊥
0 and d
2hK ′[u0]|u
⊥
0
for the symmetric, positive semidefinite linear maps from u⊥0 to itself, associated with the
restrictions of the bilinear forms to u⊥0 × u
⊥
0 . By [36, Corollary 2.5.2], which in particular
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guarantees that for both maps u0 is an eigenvector with eigenvalue zero, [36, p. 124, l. -3],
and with the help of [17, Corollary 7.7.4(e)], we conclude that
R(λK, u0) = det
(
d2hλK [u0]|u
⊥
0
)
≤ det
(
d2hK ′[u0]|u
⊥
0
)
= R(K ′, u0),
proving the claim.
Suppose that Gt > 0 on (0,∞) × S
n−1; a similar argument applies when Gt < 0 instead.
By (85) with u = u0, and (86), we have
hK(u0)
ψ(hK(u0))
|∇hK(u0)|
1−nGt (|∇hK(u0)|,∇hK(u0)/|∇hK(u0)|)R(K, u0)
=
hλK(u0)
ψ(hλK(u0))
|∇hλK(u0)|
1−nGt (|∇hλK(u0)|,∇hλK(u0)/|∇hλK(u0)|)R(K
′, u0)
≥ λ
hK(u0)
ψ(λhK(u0))
λ1−n|∇hK(u0)|
1−nGt (λ|∇hK(u0)|,∇hK(u0)|/∇hK(u0)|)λ
n−1R(K, u0).
Therefore
Gt (|∇hK(u0)|,∇hK(u0)/|∇hK(u0)|)
ψ(hK(u0))
≥
λGt (λ|∇hK(u0)|,∇hK(u0)/|∇hK(u0)|)
ψ(λhK(u0))
.
But then the first inequality in (81) implies that λ ≥ 1, a contradiction proving that K =
K ′. 
7. Minkowski problems for even measures
In this section we revisit the Minkowski problems considered in earlier sections, focusing
on the case of even measures and attempting to keep the discussion as brief as possible.
Recall that Knos (or K
n
(o)s) denote the class of origin-symmetric compact convex sets containing
the origin (or containing the origin in their interiors, respectively). Also, note that an even
measure is not concentrated on any closed hemisphere if and only if it is not concentrated on
a great subsphere.
The hypotheses of the next theorem allow ψ(t) = tp for p > 0 and G(t, u) = tq for q > 0,
for example.
Theorem 7.1. Let G : [0,∞)× Sn−1 → [0,∞) be continuous and such that Gt is continuous
and positive on (0,∞)× Sn−1. Assume that Gt(t, u) = Gt(t,−u) for (t, u) ∈ (0,∞)× S
n−1.
Suppose that ψ : (0,∞)→ (0,∞) is continuous, (24) holds, and that ϕ is finite when defined
by (31). Then the following are equivalent:
(i) The finite even Borel measure µ on Sn−1 is not concentrated on any closed hemisphere.
(ii) There is a K ∈ Kn(o)s such that µ = τC˜G,ψ(K, ·), with τ > 0 as in (69).
Proof. We first observe that under our extra assumption that Gt(t, u) = Gt(t,−u) for (t, u) ∈
(0,∞)× Sn−1, Theorem 4.4 holds for even discrete measures. Specifically, if
µ =
m∑
i=1
λi(δui + δ−ui),
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where λi > 0 for i = 1, . . . , m and {±u1,±u2, . . . ,±um} ⊂ S
n−1, there is a convex polytope
P ∈ Kn(o)s satisfying (32). Indeed, the proof of Theorem 4.4 can be easily adapted, as follows.
For each z = (z1, . . . , zm) ∈ [0,∞)
m, let
Pe(z) = {x ∈ R
n : |〈x, ui〉| ≤ zi, for i = 1, . . . , m},
so that Pe(z) is a convex polytope in K
n
os. As in the proof of Theorem 4.4, one can find
z0 = (z01 , . . . , z
0
m) ∈ M+ such that
V˜G(Pe(z
0)) = max
{
V˜G(Pe(z)) : z ∈M+
}
.
Moreover, (35) holds with P (z0) replaced by Pe(z
0). From this, we see that Pe(z
0) ∈ Kn(o)s
and z0i > 0 for i = 1, . . . , m. One can adjust the argument used to prove (36) to obtain
(87)
∂V˜G(Pe(z))
∂zi
∣∣∣∣
z=z0
= 2n
C˜G(Pe(z
0), {ui})
hPe(z0)(ui)
for i = 1, . . . , m. The method of Lagrange multipliers provides τ ∈ R such that
(88)
τ
2n
∂V˜G(Pe(z))
∂zi
∣∣∣∣
z=z0
=
∂
∑m
i=1 λiϕ(zi)
∂zi
∣∣∣∣
z=z0
for i = 1, . . . , m. Then (87) and (88) can be used instead of (36) and (37), respectively, and
the rest of the proof of Theorem 4.4 can be followed up to (41) to conclude the proof in the
case of an even discrete measure.
With Theorem 4.4 for even discrete measures in hand, the proof of (i)⇒(ii) in Theorem 6.3
can be followed without difficulty to obtain the same implication for even measures, where K
is origin symmetric. In particular, we can take advantage of the fact that it easily follows that
Pj → K ∈ K
n
os and intK 6= ∅, hence K ∈ K
n
(o)s. But then hK is bounded away from zero and
no continuous extension of ψ at 0 is needed.
The implication (ii)⇒(i) follows from the proof of the same implication in Theorem 6.3
together with the evenness of C˜G(K, ·) when K is origin symmetric and our extra assumption
on G holds. (Recall that ΞK = ∅ if K ∈ K
n
(o).) 
We omit the proof of the following result, which provides the even analogue of [12, The-
orem 6.4], since it follows without difficulty from the argument given in the proof of Theo-
rem 6.4. The hypotheses allow ψ(t) = tp for p > 0 and G(t, u) = tq for q < 0, for example.
Theorem 7.2. Let G : (0,∞)× Sn−1 → (0,∞) and ψ : (0,∞)→ (0,∞) satisfy the assump-
tions of Theorem 6.4 and suppose also that Gt(t, u) = Gt(t,−u) for (t, u) ∈ (0,∞) × S
n−1.
Then Theorem 6.4 holds when in (i) µ is an even measure and in (ii) K is origin symmetric.
Our final result addresses Problem 4.1 when Gt < 0 and ψ is decreasing. The hypotheses
allow ψ(t) = tp for p < 0 and G(t, u) = tq for q < 0, for example.
If ψ : (0,∞)→ (0,∞) is continuous, define
(89) ϕ(t) =
∫ ∞
t
ψ(s)
s
ds
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for t > 0.
Theorem 7.3. Let µ be a nonzero finite even Borel measure vanishing on great subspheres.
Let G and Gt be continuous on (0,∞)× S
n−1, where Gt < 0 and where Gt(t, u) = Gt(t,−u)
for (t, u) ∈ (0,∞) × Sn−1. Suppose that there is some 0 < ε0 < 1 such that (19) holds for
v ∈ Sn−1. Let ψ : (0,∞)→ (0,∞) be continuous and suppose that ϕ is finite when defined by
(89). Then there exists a K ∈ Kn(o)s such that
(90)
µ
µ(Sn−1)
=
C˜G,ψ(K, ·)
C˜G,ψ(K,Sn−1)
.
Proof. Since Gt < 0, we may define a0 ∈ [0,∞) by
a0 = lim
t→∞
∫
Sn−1
G(t, u) du.
Define the functional F : C+(Sn−1)→ R by
F (f) =
1
µ(Sn−1) + a0
∫
Sn−1
ϕ(f(u)) dµ(u)
for f ∈ C+(Sn−1), and define F (K) = F (hK) for K ∈ K
n
(o)s. Let
(91) α = sup
{
F (K) : K ∈ K(o)s and V˜G(K) = µ(S
n−1) + a0
}
.
As in the proof of [12, Theorem 6.4], there is an r0 > 0 such that V˜G(r0B
n) = µ(Sn−1) + a0,
so the supremum in (91) is taken over a nonempty set. (Note that our assumptions on the
even measure µ imply in particular that it is not concentrated on any closed hemisphere, as is
assumed in [12, Theorem 6.4].) Choose Kj ∈ K
n
(o)s, j ∈ N, such that V˜G(Kj) = µ(S
n−1) + a0
and limj→∞ F (Kj) = α. The proof of [12, Theorem 6.4] shows that there is an R > 0 such that
the polar bodies satisfy K∗j ⊂ RB
n for j ∈ N. By relabeling, if necessary, using Blaschke’s
selection theorem, and noting that K∗j is also origin symmetric for j ∈ N, a Q0 ∈ K
n
os can be
found such that K∗j → Q0 as j →∞.
Define ϕ˜ by ϕ˜(t) = ϕ(1/t) for t > 0. The dominated convergence theorem shows that
ϕ(t)→ 0 as t→∞. Then our assumption on ϕ implies that
ϕ˜(0) = lim
t→0+
ϕ˜(t) = lim
t→0+
ϕ(1/t) = 0
defines a continuous extension of ϕ˜ at 0. By (3), we have
F (hKj) =
1
µ(Sn−1) + a0
∫
Sn−1
ϕ(hKj(u)) dµ(u) =
1
µ(Sn−1) + a0
∫
Sn−1
ϕ˜(ρK∗j (u)) dµ(u).
We claim that Q0 ∈ K
n
(o)s. In fact, assume that intQ0 = ∅, so that Q0 ⊂ v
⊥ for some v ⊂ Sn−1.
Then, as shown in the proof of Lemma 3.2, ρK∗j (u) → 0 as j → ∞ for u ∈ S
n−1 \ v⊥. Since
ϕ˜ : [0,∞) → [0,∞) is continuous, it follows that ϕ˜(ρK∗j (u)) → ϕ˜(0) = 0 as j → ∞ for
u ∈ Sn−1 \ v⊥, and hence for µ-almost all u ∈ Sn−1, as µ vanishes on the great subsphere
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Sn−1 ∩ v⊥. The continuity of ϕ˜ also implies that M1 = max{ϕ˜(t) : t ∈ [0, R]} < ∞. Hence
the dominated convergence theorem can be applied and yields
α = lim
j→∞
F (hKj) = lim
j→∞
1
µ(Sn−1) + a0
∫
Sn−1
ϕ˜(ρK∗j (u)) dµ(u) = 0.
But this is impossible because α ≥ F (r0B
n) = ϕ(r0) > 0. This proves the claim.
Let K0 = Q
∗
0. Then K0 ∈ K
n
(o)s. Also, Kj → K0 as j → ∞, so V˜G(Kj) → V˜G(K0) as
j → ∞ by the continuity of G and [12, Lemma 6.1], yielding V˜G(K0) = µ(S
n−1) + a0. If
f ∈ C+(Sn−1), the support function h[f ] of the Wulff shape [f ] of f , defined by (2), satisfies
h[f ] ≤ f . As ϕ is decreasing, we have ϕ(h[f ]) ≥ ϕ(f). Consequently,
(92) F (hK0) = α = sup
{
F (f) : V˜G([f ]) = µ(S
n−1) + a0 and f ∈ C
+(Sn−1) is even
}
.
Let g ∈ C(Sn−1) be even. We apply the method of Lagrange multipliers, following the
argument in the proof of [12, Theorem 6.4] from [12, (71)] onwards, where (22) and ϕ play the
role of [12, (59)] and ϕ. (Note that from (89), we have ψ(t) = −tϕ′(t).) The extra constant
a0 in (92) has no effect on the conclusion, which is that∫
Sn−1
g(u) dµ(u) = −nτ
∫
Sn−1
g(u) dC˜G,ψ(K0, u),
where
τ = −
µ(Sn−1)
n C˜G,ψ(K0, Sn−1)
.
As g is an arbitrary even function in C(Sn−1), we can use our assumption that Gt(t, u) =
Gt(t,−u) for (t, u) ∈ (0,∞)× S
n−1 to obtain (90) with K replaced by K0. 
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