Early estimations and predictions of software quality attributes are essential to be in control of software development and to allow for delivery of software products which fulfil the requirements put on them. This paper focuses on a method enabling estimation and prediction of software reliability from the specification and design documents. The method is based on dynamic analysis of a well-defined high level description technique, and by applying usageoriented analysis, it is illustrated, through a case study, how the reliability can be controlled. Furthermore, it is described how the output from the analysis can be used as an acceptance criterion of the design, as support in the planning process for the test phases to come and finally as a method to enable estimation and prediction of the reliability in the testing phase and operational phase. The method is still being evaluated and improved, but it can be concluded that so far the results are inspiring for the future.
INTRODUCTION
A key issue in achieving quality software is the ability to ensure the software quality attributes, for example reliability, throughout the software life cycle. In particular, this implies that quality attributes must be assessed early in the life cycle. Assessment during the early phases of software development is the only way to be able to influence the software process in the ongoing project, and hence also the final quality of the product. Therefore, this paper focuses on the ability to perform reliability estimation and prediction from software specifications and designs in a high-level description technique.
These early indications of software quality are essential for planning and controlling the further development as well as obtaining a quality check of the final software product. A method for a usage-oriented analysis approach, which enables software reliability estimation and prediction from specification and design documents, was originally proposed by . The method has since then been further elaborated and a number of problems have been solved. The method and its potential are here presented through a case study, where the actual implementation of the method is presented. The solutions to some technical problems that occur when implementing the method are highlighted to enable people to adopt the proposed method.
OBJECTIVES
A major problem to obtain quality control of software is the inability to obtain early and objective measures of quality. Thus, methods for early estimation and prediction of quality attributes are essential (Musa, 1990) . The objective here is to provide such a method for early software reliability estimation and prediction.
Statistical usage testing (Mills, 1987) and (Runeson, 1995a) or operation profile testing (Musa, 1993) is an emerging technology. The objective with this test technique is to resemble the actual usage to allow for reliability certification. It is, however, not enough to improve the test phase, similar procedures are needed at earlier stages in the software life cycle.
The objective is to illustrate how a usage-oriented approach can be applied early, through: • usage modelling; • generation of usage cases;
• dynamic analysis from a usage perspective of a software specification or design; • estimation of software reliability for dynamic failures identified by the available tool support; • prediction of software reliability in general, which can be used to plan the forthcoming test phase and also determine when it is likely that the reliability requirement is fulfilled.
These issues are presented through a case study of a software design. It is shown how the data obtained from the dynamic analysis can be used both to control the subsequent development and testing phases and as an estimator and predictor of the final software reliability. Furthermore, it illustrates that achieving quality software must mean that high-level specification and design techniques are applied. These techniques do not only provide a better development environment, they provide actually also new opportunities to perform early analysis of different software quality attributes.
THE CASE STUDY
The case study used in this paper is a small telecommunication system. The system is called SPOTS and controls a small digital telephone exchange. This system is a part of an educational development system at the department of Communication Systems, see (Yeh, 1989) . The basic functionality of SPOTS is to provide services for plain ordinary telephone calls. SPOTS is used in an undergraduate project course which is held to teach the students about system development for large and complex systems. In this project course the students modify and extend the basic SPOTS with the following new telephone services:
• Charging This service contains two parts. The first part is the actual charging of the calls and the second contains functions to read and to reset the charging.
• Take Call
This service provides the user with the ability to take a telephone call from a different telephone than the ringing one.
• Call Forwarding
This service moves the incoming telephone calls to another telephone.
• Maintenance functions
These functions can only be ordered from the operator terminal. The maintenance functions are: -Installation of a new subscriber -Removal of a subscriber -Change the telephone number for a subscriber.
The design and implementation of the new services are made using SDL (ITU-T, 1988 ) and the development tool SDT * (SDL Development Tool). SDL (Specification and Description Language) is a standardized specification and design technique, and an introduction to the technique can be found in, for example, (Belina, 1991) .
USAGE MODELLING
The system described briefly in the previous section is the basis for the case study. The services should be modelled from the user perspective, hence it is mostly necessary to model ordering and cancellation of services and not the actual behaviour as it is transparent for the user of the system. For example, it means that a subscriber phoning to another subscriber where the latter has forwarded his calls does not know that the call is forwarded, hence the actual behaviour is invisible and it should not be modelled in a usage model. This is the explanation of the mapping of the services in the previous section to the usage model in Figure 1 .
The usage of the system is modelled with a hierarchical state model. This type of model is described by Runeson ( , 1995a and Wohlin (1994) . The model is illustrated in Figure 1 .
The lowest level in the hierarchy is a description of the services. This level is described with a Markov chain, which is not shown in the figure.
Figure 1
The hierarchical part of SPOTS's usage model.
The usage model is then complemented with a usage profile, which describes the usage frequency of different services and different events. As an example, probabilities are assigned to the possibility that the next event is generated by a normal user or by the operator. It is possible to make the probabilities dynamic, i.e. dependent on the actual state of different services in the system. It is, however, outside the scope of this presentation to elaborate on this issue any further. The details are presented in 1995a) and (Wohlin, 1994) .
The state hierarchy model is transformed into SDL, see (Runeson, 1995b) . The model could have been transformed into other representations as long as they support state machines, but SDL was chosen due to the available tool support and that the system to be assessed was implemented in SDL. One advantage with transforming into a standardized technique is that it was not necessary to spend a lot of time developing a tool, which means that the focus could be on the quality issues.
USAGE GENERATION
The usage specification, i.e. usage model and usage profile, forms the basis for generating usage cases which are representative of the anticipated usage of the system. The usage specification is now available in the tool environment and usage cases are generated by running through the hierarchy according to the assigned usage profile. The person generating the usage cases must act as an oracle at this stage and answer the usage specification with the responses expected of the system when it has been developed. The expected answers are obtained by using the requirements specification. This is illustrated in Figure 2 .
The generation is made semi-automatically in the sense that the person generating the usage cases must act as an oracle, but the usage cases are logged automatically on a file. The log includes both the usage and the expected answers from the system, which are provided by the person generating the usage cases. Fault handling can also easily be incorporated, hence allowing for automatic execution of the generated usage cases and it is thus possible to log the failures that occur, i.e. deviations from the expected behaviour. The usage generation procedure is further described by Runeson (1995b) and .
Figure 2
Generation of usage cases.
The usage cases are input to the dynamic analysis, which means that the analysis can be made from a usage perspective, hence supporting the objective of early estimation and prediction of software reliability.
DYNAMIC ANALYSIS FROM A USAGE PERSPECTIVE

Dynamic analysis
In the tool environment SDT there is a dynamic analyser which is called the Validator. The objective of the Validator is to support the specifier and the designer to avoid unwanted dynamic properties in the specified behaviour. The prototype of the Validator is described by Ek (1991) . When the specified system interacts with the environment the analysis can be guided by using an SDL model of the interaction or a Message Sequence Chart, MSC (ITU-T, 1993), which describes the wanted exchange of signals between the system and the environment.
The Validator automatically detect some sorts of faults. The types of faults that the Validator can detect are, for example, MSC violation, deadlocks, more than one receiver of a signal, output faults. The analysis is made by using a tree expansion procedure and is halted when a fault is detected. When the analysis is halted a report is generated, which contains the type of fault, location of the fault and the number of passed states during the analysis. If the analysis of an MSC does not detect any faults an MSC Validated report is generated with the number of analysed states. When using usage cases described as MSCs, the results can be used in reliability estimation and prediction, because the usage cases fulfil the assumptions of the reliability models and the Validator's results can be viewed as a measurement of the time between failures. If the Validator is guided by the SDL model of the usage specification the results can not be used in reliability models as the usage specification describes the whole usage and not a sample of it. Therefore, the usage cases are generated from the usage specification in SDL and stored as MSCs.
Implementation decisions
The Validator is guided by the usage cases described as Message Sequence Charts (MSCs).
The result from the analysis of a usage case is a report containing the type of fault and the number of analysed states since the last report. The number of analysed states between failures are then a measure of the time between failures. The number of analysed states is then mapped into real time, see Section 6.3. There are some different procedures that can be identified which have different effects of the results of the dynamic analysis. The following procedures have been identified and investigated:
• Same start point vs. continuation
The same start point for all usage case leads to that a start period is included in every usage case. This leads to longer times between failures than during operation. If the starting point for the usage cases is redefined as the ending point of the previous case, the usage cases seem to be a very long usage case and the starting period is excluded. For the dynamic analyser which is used in this paper, the starting point is redefined by saving the system state when the previous usage case ends.
• Short vs. long usage cases
If the usage case is long and erroneous, a long sequence is discharged or need to be regenerated. This problem is less if the usage cases are short. The result is not depending on how long the usage cases are because the cases follow on each other when the starting point is redefined.
Another problem which arises is what to do with the usage case when a fault is discovered. There are two possible solutions:
• Continue with the same usage case
The result of this is that the usage case after the failure is depending on the usage case before and this contradicts the assumptions in statistical testing (or analysis). In statistical testing the times between failures are considered as independent, i.e. the usage cases are independent of each other. In these cases the reanalysis of the system with the same usage case serves as a regression analysis.
• Continue with a new usage case
If the usage case which finds the failure is discharged and a new is used after the discovery the usage cases are independent and the result can be used in statistical testing. In this case there is no regression analysis made. It is obvious that in this case, it is better to have short usage cases, otherwise there is a risk that long sequences have to be thrown away.
When a fault is discovered there are two alternatives what to do with it. The alternatives depend on what kind of result the dynamic analysis aims at. The alternatives are:
• Correct the fault and proceed with the analysis If the faults are corrected as they are discovered the failure data can be used in reliability growth models, and in prediction of the reliability in the future.
• Leave the fault and proceed with the analysis If the faults are not corrected the failure data can only be used to estimate the current reliability, and the analysis must continue with a new usage case as the dynamic analyser can not continue after a discovered fault. The dynamic analysis in the case study has been performed as follows: • Each new usage case is a continuation of the preceding.
• Short usage cases are analysed after each other.
• When a failure occurs, the fault is removed.
• The analysis continues with a new usage case after the fault is removed.
Results
The analysis from a usage perspective gives us a number of times between failures, where the time is measured in the number of executed process states in the SDL description until a failure occurs during analysis. The result from the analysis of the case study, SPOTS, is presented in Table 1 .
Table 1
Failure data from dynamic analysis
The measure of number of states between failures are then mapped into real time with an expansion factor, see . For example, the expansion factor can be that 1000 states corresponds to 3 hours in operation. This is a hypothetical value for illustration purposes and a realistic value must be determined for each specific organisation and application. In Table 2 , the times between failures are shown after mapping the failure data from dynamic failures into real time.
Table 2
Failure data in real time
RELIABILITY ESTIMATION AND PREDICTION OF DYNAMIC FAILURES
The intention of the method in was to use the dynamic failures in a reliability growth model that can estimate and predict the reliability of the software system for the dynamic failures that the tool environment could identify. The objective was to use the model described by Currit (1986) . The number of failures which occurred in the dynamic analysis of the case study is however too small for using these types of models. The failure data collected during the dynamic analysis can be used in a number of ways, for example:
• certify the reliability of the specification or design; • estimate and predict the reliability for all failure types based on the expansion of dynamic failures to arbitrary failures; • planning and controlling purposes, for example:
-a decision basis whether or not to leave the specification or design phase; -planning of test resources based on the prediction of the reliability; -as an early prediction of the release time; -as a means to control the reliability of the system in a software project.
As it was impossible to use a software reliability growth model, a reliability demonstration chart, (Musa, 1987) , is used instead. The purpose of this chart is to demonstrate that the software system meets the reliability objective with a given confidence. The assumptions made for this reliability demonstration chart are that the usage cases are derived from an operational profile and that no faults are removed. The first assumption is met, see Section 5, but the second is not met because the faults are corrected when they are discovered. If the faults are corrected the software's reliability will increase and the actual reliability is underestimated, i.e. the estimate is on the safe side. If corrections are made, it is proposed here to use the rejection line, see Figure 3 , as a reset line, as after the correction it can actually be viewed as a new and improved software product and therefore it is not reasonable to reject it.
The objective of the reliability demonstration for the case study is that the mean time between dynamic failures are greater than 4.5 hours. The objective is used to normalize the failure times from the analysis. To calculate the rejection and acceptance lines in Figure 3 three other parameters are needed. The calculation of the lines is described by Musa (1987) . The three parameters are as follows:
• The probability, α, to say that the objective is not met when it is, is 0.10, i.e. the probability to reject a product fulfilling the reliability requirement.
• The probability, β, to say that the objective is met when it is not, is 0.10, i.e. the probability to accept a product not fulfilling the reliability requirement.
• The discrimination ratio, γ, is 2. This value is recommended by Musa (1987) .
The resulting reliability demonstration chart is shown in Figure 3 . It can be seen that the objective is met during the analysis of the fourth usage case.
DYNAMIC FAILURES TO ARBITRARY FAILURES
The dynamic analyser can only find faults for which it is designed and these are only a subset of all failures that can occur during operation. To be able to estimate and predict the reliability during operation the dynamic failures must be mapped into arbitrary failures. The mapping of the dynamic failures into arbitrary failures are based on two assumptions:
• The set of failures found during dynamic analysis is a subset of all possible failures.
• The failures found during dynamic analysis are randomly spread among all failures, i.e. the ratio between the number of arbitrary failures and the number of dynamic failures during a certain period is an expansion factor called C.
Figure 3
Reliability demonstration chart.
The expansion factor C is assumed to be known based on experience. The objective is to identify a realistic expansion factor between dynamic failures and arbitrary software failures. This is, however part of the future research and hence we use a hypothetical expansion factor here to illustrate how the information from the dynamic analysis can be used.
For the case study, the expansion factor is assigned the hypothetical value of 2.4, which means that for every dynamic failure there are 2.4 arbitrary failures in average during testing. The value of 2.4 is chosen by random to illustrate the method.
To map the dynamic failures into arbitrary failures, there are two things that must be done. First determine how many new failures that should occur in every interval from the dynamic analysis and the second is to place the new failures on the time scale.
The number of new failures in every interval is determined by the expansion factor C. If C is not an integer, the number of new failures to occur in every interval is determined from a two-point distribution with the possible values, trunc(C-1) and trunc(C), with the mean of C-1. If C is an integer, then C-1 new failures occur in each interval. If the last interval is open, i.e. the time between failures is not found, trunc(C/2) new failures are placed in this interval. A uniform distribution is used to place the new failures in the interval. This procedure is used to illustrate the method, but a realistic placement procedure must be determined as more experience is gained.
For the case study, the expansion factor of 2.4 implies that in every interval there should occur 2 new failure with the probability of 0.4 and 1 new failure with the probability of 0.6. In the last interval 1 failure is placed. The mapping to arbitrary failures for the case study is shown in Table 3 .
Table 3
Arbitrary failures for the case study In Section 8, the dynamic failures were mapped into arbitrary failures. The arbitrary failures are failures that should have occurred if the system had been in test or operation. The arbitrary failure data can now be used in different ways, for example:
• estimate the reliability of the software when it is released for testing; • estimate and predict the reliability when the software is in test and operation, which in particular includes the release time.
This information can be used to plan the test resources so that the software can be released at the right time with the required reliability.
From the failure data in Table 3 , it is possible to estimate and predict the reliability in the case study at different points of time. The model used is presented in detail in (Currit, 1986) , and it is a model to estimate the current reliability as well as to predict future reliability growth. The model is based on the following formula:
with A = MTBF 1 and k is the failure number. The variables A and B can be determined using linear regression to the log of the times between failures. The resulting graph is presented in Figure 4 , although the number of data points is limited. From the graph it can be seen that the system in the case study has an estimated MTBF of 145 minutes at the release time. It is also possible to predict the MTBF for the system during the operational phase. The MTBF is predicted to be 175 minutes when the first failure have been discovered and corrected during operation. After the second failure is corrected the MTBF is predicted to be 210 minutes. These predictions can be made many steps ahead using the growth model when the variables A and B are determined.
The reliability requirement to release the software must be connected to the acceptance criterion of the design, i.e. the criterion based on the dynamic failures. Thus, the acceptance criterion can be derived from the overall reliability requirement and the two expansion factors described above.
CONCLUSIONS
The method presented can be used to estimate and predict software reliability from specification and design documents written in a well-defined high level description technique. It has been shown, through, a case study, that the usage-oriented approach to analysis is feasible and that valuable information can be extracted from the failure data obtained.
In particular, the data can be used for several purposes: • acceptance of a particular specification or design;
• planning and controlling of the test phases, with particular emphasis on the system test when it is carried out as a statistical usage test;
• estimation and prediction of the reliability as the software enters the testing phase and also as a means for predicting when the reliability requirement is fulfilled. Figure 4 Reliability growth for the case study.
The method is based on two important expansion factors, which must be determined for each organization and application adopting this technique, namely time expansion from design states to real time and fault expansion from the dynamic failures that the tool can find to arbitrary software failures. The determination of these factors for the case study is part of the future work. The research objective is to take the case study through both the test phase and into operation to evaluate the proposed early software reliability estimation and prediction method.
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