The paper presents a controller synthesis for the active control of a towed underwater vehicle. Robustness issues such as uncertainties in the computation of hydrodynamic coefficients, unknown disturbances, and approximations due to linearization of the nonlinear dynamics are treated in a H oo framework. The cable dynamics are retained in the linear model and model reduction is performed using balanced realization methods. A novel procedure for the optimal selection of weighting functions in the H oo procedure is proposed. The performance of the controlled system are evaluated in terms of stability and tracking capabilities.
Introduction
The majority of towed underwater vehicles (TUV) currently used are passive in nature. Due to errors in the course of the mother ship, currents, and other disturbing factors, it is interesting to examine the potential of an actively controlled TUV. Considerable work has been done in the past in the area of towed vehicles modelling as described in [1] and references therein, and in the development of a simulation facility for dynamic analysis of TUV' s 2 . This paper addresses the problem of synthesizing a robust control system to achieve stability and an accurate tracking of reference trajectories, for such a vehicle. The problem is challenging for a variety of reasons, such as the highly nonlinear behavior of both the vehicle and the cable, when subjected to hydrodynamic forces and moments, the multivariable characteristics of the system which exhibits a high ________________________________ ° Graduate Student # Associate Professor, Associate Fellow AIAA * Lecturer
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degree of coupling among the command channels, and the consistent amount of uncertainty due for example to approximations in the computation of the hydrodynamic forces, parameter variations, and unknown disturbances introduced by linearization of the nonlinear dynamics. H ∞ design, along with µ-synthesis, have become a popular method in control engineering research, when dealing with robustness issues in multivariable systems, so the choice of adopting this kind of design to address the above problems has been the most natural one. An algorithm for the automatic selection of the H ∞ weighting functions has been developed and used. This algorithm, written in Matlab™ language, selects the weighting functions which minimize a cost function that includes "time domain" terms like settling time and overshoot for each channel. Finally, the resulting controller has been tested out using a nonlinear model of the TUV.
Modelling Considerations
This section reviews briefly the dynamic properties of the controlled plant, the linearization procedure and further model reduction carried out to achieve a linear system used in the control synthesis. The baseline nonlinear dynamics are taken from Ref. [2] , with the TUV actuation consisting of two sets of crossconfigured fins as shown in figure 1 . The vehicle is treated as a 3-dimensional rigid body, the positive sense of rotation of each fin is assumed to be in a counterclockwise sense along the relative axis. Each angle is indicated with δ so for example we use δw1 to denote the angle of the fin related to the w1 axis. We will denote with "B" the body fixed frame. The cable is modelled by a variable number of inextensible segments, connected by spherical hinges, with the mass of each segment at the end of the relative segment, (in the direction that from the ship leads to the vehicle) 1 . All forces relative to the segment are assumed to be applied to this mass. A 100-meter long cable divided into 5 segments has been considered due to the personal computer CPU power limitation used in the nonlinear simulation. The simulator code is currently being modified in order to accomodate a greater number of cable segments. The point of attachment of the towline to the ship is assumed to be at the position [0,0,0] of the earthfixed inertial frame "E" ,and is also assumed to have a constant speed. The nonlinear dynamics of the rigid body system can be found in the literature written in several forms, from Newton's Law we have
where the added masses contribution (subscript R ) is included. The external forces and moments F and L are due to gravity, buoyancy, hydrodynamics and cable tension at the tow point. Eqs. (1) and (2) can be considerably simplified assuming coincidence between center of mass and center of added masses, and quasi-steady fluid. Cable dynamics are introduced as a lumped masses system yielding
and H k the hydrodynamic force on the kth cable element. In a more compact form, Eqs. (1)-(3) can be written with respect to the E coordinates as:
where: u is the vector containing the angular speed of the vehicle, and, for each element of the cable, the speed with respect to the frame of the related segment (note that since the segments are assumed to be inextensible, only two quantities are required to assess the speed of each element) 1 . The other variables are q attitude vector of the vehicle, and, for each element of the cable, its orientation with respect to the E frame, δ is the vector containing the position of each fin, v is the ship velocity, and v c is the current velocity. M(q) is the matrix containing the inertial terms of the system, F is the vector of the forces acting on the system. In this study, the position of the vehicle in the E frame is assumed to be measurable in all its components. In the main model each fin can move independently from the others giving rise to 8 maneuverable surfaces. However, in order to obtain a partial decoupling of the system, and to reduce the number of actuators, it was decided to couple all the odd fins, except for the horizontal forward pair, leading to the following control mixing matrix:
Note that in this way becomes possible to use only 3 actuators instead of 6, for the last 6 fins. For example, the same actuator can provide the angles δ3 and -δ3 for the vertical tail pair of fins δt3 and δt4. The total number of actuators is then reduced to 5, with the following input to channel command: 1. δ1 : roll command 2. δ2 : vertical wings command 3. δ3 : vertical tails command 4. δ4 : horizontal wings command 5. δ3
horizontal tails command The commands δ2 and δ3 cause a movement in the horizontal plane (sway and yaw), and the commands δ4 and δ5 cause a movement in the vertical plane (heave and pitch). The command mixer is shown in figure 2 , whereas the selected actuator dynamics The nonlinear dynamics given by Eq. (3) are linearized using Matlab™, leading to an unstable model characterized by 5 inputs, 5 outputs, and 32 states. Details on this procedure and the physical significance of the state variables can be found in Ref. [3] . In particular, the computation of controllability and observability Grammians indicates that the linearized system is generally more observable than controllable (using SVD of the Grammian matrices), with poor controllability of some actuator states and cable states further away from the vehicle.
A typical representation of the relationship between stability, controllability, and observability of the system's poles/states with the natural modes of motion is shown in figure 4 , relative to the unstable modes. The controllability and observability indices are computed as the absolute value of U c σ c and U o σ o respectively, where U i is the matrix of left singular vectors of the appropriate Grammian, and σ i the corresponding vector of singular values. The frequency characteristics of the linearized system are shown in the next figure in terms of singular value plots, indicating a bandwidth of about 3 rad/sec and a quick roll-off after 10 rad/sec. A model reduction procedure is applied at this point for two main reasons. First of all the system presents several states are either poorly controllable and/or observable. Secondly, from a numerical standpoint, we can synthesize a controller of lower dimensions. Traditional methods for model reduction used balanced realizations and truncation 4 . Several software tools are available for this purpose, however some of them have shown limitations when dealing with poorly controllable/unobservable systems. In our work the m-files provided by the µ-tools toolbox were used.
Since however a stable system requirement was present, the model reduction was done by first separating stable and unstable modes, then performing the reduction on the stable subsystem, and finally adding back the unstable component, verifying that a satisfactory result was obtained, a procedure very similar to traditional formal loop shaping applied to minimum phase systems.
A final reduced system of order 19 was then considered satisfactory , with a singular value behavior shown in figure 6. In what follows, we will adopt the standard nomenclature described in [5] . The interested reader can refer to [6] for the complete state space solution of the H ∞ problem and Ref. [7] for a more introductive paper. The block diagram employed for the standard H ∞ problem formulation is shown in figure 7 . The signal w contains all external inputs, including disturbances, the output z is an error signal, y is the measured variables, u is the control input. P(s) is the generalized plant namely what is usually called the plant in a control problem, augmented by all the necessary weighting functions, and we will refer to it as one of the two matrices below: 
respectively in frequency and state space domains. K(s) is the controller to be found. The diagram is also referred to as a linear fractional transformation (LFT)
on K, where P is the coefficient matrix for the LFT. The resulting closed loop transfer function from w to z is denoted with T zw . Moreover, for a given Hamiltonian matrix M, we will denote with Ric(M) the solution (if exists) of the related Riccati equation 7 . Finally we will denote with ρ(N) the spectral radius of the matrix N, namely the absolute value of its largest eigenvalue. The H ∞ problem is that of finding, among all stabilizing controllers, a controller K that minimizes the infinity norm of T zw (namely the superior extreme over frequency of the maximum singular value of T zw ). The key mathematical result on H ∞ synthesis, is stated in Refs. [6] and [7] and it follows this outline: given a matrix P for which: 
Moreover, when these conditions hold, a state space formula for one such controller is given. In practice, the above result is attained by first selecting an interval for γ in which we want to search for the minimum value of the infinity norm of T zw , then the bisection method is used to iterate on the value of γ in an effort to approach the optimal H ∞ controller. In our design, we will adopt the conventional " one degree of freedom " loop configuration with the sensitivity matrix S(s) such that e
(s)=S(s)r(s), namely (I+G(s)K(s)) -1 , the control sensitivity matrix M(s) such that u(s)=M(s)r(s), namely S(s)K(s), and the complementary sensitivity matrix T(s) such that y(s)=T(s)r(s)=G(s)M(s).
One of the most crucial aspect in the H ∞ control design, is translating design specifications in terms of weighting functions. At low frequencies, (where a satisfactory knowledge of the plant is assumed), performance requirements (tracking of the reference signal and good disturbance rejection) are the most important. These requirements can be both meet by keeping the sensitivity low, and a complementary sensitivity close to the identity matrix, which implies the output signal to be close to the reference one. Conversely, at high frequencies, the most important requirements are sensors noise rejection and robust stability in face of uncertainties due to unmodelled dynamics, non linearities, system truncations, which usually become marked as the bandwidth frequency increases. Moreover, we usually want the control energy to be reduced as much as possible at these frequencies, since we do not have to follow any reference signal. It can be easily shown 4 that all these requirements can be meet keeping the control sensitivity, (and hence the complementary sensitivity) as low as possible. The control sensitivity in fact is the transfer function seen from an additive uncertainty to the plant, so in order to avoid an unstable closed loop between the controlled plant and the uncertainty, it has to be reduced. In addition, keeping the control sensitivity low means keeping the control signal low, which turns out to be a good sensor noise rejection procedure. These design specifications imply that we need to minimize σ where S max (jω) and M max (jω) express in some sense the desired shape for S and M, in some sense.
We can select W m (s)=M max -1 (s) and W s (s)=S max -1 (s), then if σ max (S(s)W s (s)) < 1 and σ max (M(s)W m (s)) < 1
over all frequencies, the above conditions will be satisfied. It can be shown the above is equivalent to:
This minimization problem will be an H ∞ problem if we construct the standard plant P in such a way that:
T (s) S(s)W (s) M(s)W (s)
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Weigthing Functions Optimization
Although H ∞ controllers are easy to obtain by using existing software packages, most control engineers have encountered difficulties in selecting appropriate weighting functions. This aspect of the design, in fact, remains sort of out of the algorithmic plug-andplay loop of modern robust control structures, and still requires strong engineering sense. Moreover, due to numerical issues, the sensitivity of the final controller in face of slight changes of the weighting functions, is really high, with considerable trial and error in the selection of weighting functions to achieve a satisfying controller. This is especially true in case of complex multivariable plants where the relationships between design specifications, sensitivity matrices, and weighting function may become not easy to handle.
In order to address the problem of selecting weighting functions best suited for the particular design, an optimization procedure has been derived, which derived essential features of weigths, based on the minimization of the error between achieved and desired time domain parameters. The main ideas from which the algorithm 3 are described in the following.
•= If the channels of the plant are not too different from each other, and we require nearly the same kind of performance for them, we can select a diagonal weighting matrix with the same entries in each channel(otherwise we can always scale the plant in order to achieve this condition). In this way the problem is reduced to the selection of two scalar weighting functions, one for S(s) and one for M(s) or T(s).
•= If we use a standard shape for these scalar weighting functions, (for example if we adopt first order functions), then it is possible to describe them with a few parameters such as the cut-off frequency and the gain. In this way, the two weighting matrices, are completely described by a 4-dimensional vector.
•= It is possible to build a function that takes this vector as input, computes the related weighting matrices, the H ∞ controller, performs various simulations to test the controller, (also a simulation on a nonlinear plant it is possible at this stage), and at the end, returns a quality index based on time domain performance from the results of these simulations, (but also from quantities like for example the final γ value or the positions of the poles of the controller) that should tell the satisfactory level of the controlled system. •= It is possible to apply to this function standard constrained optimization algorithms in order to minimize the quality index and hence to find the best possible controller required (as long as the quality index actually reflects the design specifications and the objectives of the designer). The above outline has been automated by developing a series of Matlab m-files carrying out the optimization routine, as well as the closed loop simulation in a iterative fashion. Details on the algorithm can be found in Ref. [3] .
Results
The optimization procedure outlined in the previous section, applied on the reduced linear model, with the given starting point and cost function, produced as a result a 5 inputs, 5 outputs, 29 states, stable controller, for the chosen trim point. Figure 8 shows the maximum singular values of the sensitivity, and the control sensitivity, bounded above by the related limits l s (s) and l m (s).
As we can see, at low frequencies, the sensitivity, that is slightly below its upper bound, is quite small, and decreasing with 20 dB/dec, which should guarantee good performances. At high frequencies the control sensitivity is well below its bound, and, decreasing with 40 dB/dec which should guarantee a good noise rejection and a good robustness against additive uncertainty at these frequencies. A summary of performance of the closed loop system, linear, with a number of states equal to 65, is shown in figure 9 , with (from top left) poles and zeros, singular values, controllability and observability indices, and the gain of the transfer matrix taken at a frequency of 0.1 rad/sec. The linear system states are divided in plant states (31), controller states (29), and 5 states for each actuator block transfer function. Due to the presence of 3 zeros way to the left, we can not see very well the positions of all the others poles and zeros. As far as controllability and observability is concerned, it is interesting to note that all the states of the controlled system are much more controllable than observable, with controllability and observability having nearly the same average value (which was not true in the open loop plant). From the singular values plot we can see that until 1 rad/sec the gain of the system is unity in all the directions, and this should guarantee a good tracking of the reference signal at these frequencies. Also the gain of the system decreases quickly after 10 rad/sec. Finally, at about 0.1 rad/sec, the structure of the system is very close to being diagonal, as could be shown by a singular vectors analysis, and this should guarantee a good decoupling (at least around the operating point). Figure 10 shows a matrix of step responses from which the decoupling and the diagonal nature of the closed loop system is highlighted, with the range of settling time being between 2 and four seconds. Step Response (All Channels) Nonlinear Simulation The performance of the nonlinear system are now briefly presented in this subsection. First a series of ramp inputs with rate equal to 0.1 and amplitude 15 meters/degrees are applied to the five inputs in order to verify the tracking capabilities of the controlled vehicle, the time response is shown in figures 11(a-e) . Recall that the five channels are: roll, sway, yaw, heave, and pitch. Roll, heave , and pitch (1, 4, 5) all show good tracking capabilities, sufficient tracking up to 14 meters is shown in sway, whereas the yaw channel (3) seems to be the most critical after 13 degrees, with a sensible overshoot and a steady state error of about 15%. This error is due to the nonlinearity of the plant, that is critical in this particular channel, and involves relevant coupling between sway and yaw (figures 11b and 11c), which does not appear in the other responses. The second set of time histories is relative to a more complex maneuver consisting of the following sequence: 1. sway command of 5 meters at a rate of 0.2 m/s, 2. at time t=150 sec, a similar command in heave, 3. at 150 second intervals, pitch, roll and yaw commands are given, with the same amplitude and rate (in degrees and deg/sec). The aim of the maneuver was to verify the system response due to similar commands in all the channels. Figures 12 (a to e) show the time histories, indicating good command following characteristics, with very limited cross-channel interaction. Figures 13 (a-e) illustrates the system's response to the same maneuver, with larger magnitudes (10 meters/degrees instead of 5), where the nonlinear behavior becomes more influent. As expected, the behavior of the system this time is not as good as before, in fact the interaction between the channels becomes greater, and in particular the interaction between the pitch and the heave, namely the system hardly follows a high heave command together with a high pitch, and roll commands. It should be noted however, that we will hardly need in practice such an articulate command, and as seen in figures 11 a good response to isolated commands in heave or pitch is to be expected. 
Conclusions
The paper has presented an application of H oo control to a linearized model of a towed underwater vehicle. After choosing appropriate inputs and outputs, the model was linearized and analyzed, using eigenstructure and singular vectors techniques to evaluate controllability, observability, and to perform model reduction. The controller synthesis used an optimization procedure to establish the characteristics of the weigthing functions used in conjunction with sensitivity and control sensitivity matrices, leading to an automated synthesis-analysis procedure. The performance of this controller, evaluated on a nonlinear simulation, were very good in a range of 5 meters -5 degrees, and they could be acceptable in a range of 10 meters -10 degrees, unless we wish to follow large compound commands simultaneously. Out of the range of 15 meters -15 degrees the performance decrease quickly, so if we want to control the vehicle out of this range, we should deal with the nonlinearity of the plant, designing a gainscheduling or a self-tuning controller for example.
