ABSTRACT PVODE is a high-performance ordinary di erential equation solver for the types of initial value problems (IVPs) that arise in largescale computational simulations. Often, one wants to compute sensitivities with respect to certain parameters in the IVP. We discuss the use of automatic di erentiation (AD) to compute these sensitivities in the context of PVODE. Results on a simple test problem indicate that the use of AD-generated derivative code can reduce the time to solution over nite di erence approximations.
Background
In complicated, large-scale computational simulations, the governing equations can often be spatially discretized and then numerically solved as a system of ordinary di erential equation (ODE) or di erential-algebraic equation (DAE) initial-value problems. PVODE BH99] and IDA HT99] are powerful, parallel codes for solving these types of ODEs and DAEs, respectively. The codes are written in C and use MPI to achieve parallelism and portability. Typically, the equations contain parameter values (e.g., chemical reaction rates) that are not precisely known. In analyzing the simulations, the scientist would like to know which parameters are most in uential in a ecting the behavior of the simulation. Such sensitivity information is useful because it identi es which parameters will require precise measurements if the simulation results are to be made more accurate. This article summarizes preliminary work in which automatic di erentiation (AD) is being used with PVODE to create a solver that computes sensitivity information for ODE systems.
In computing sensitivities for ODEs, one is interested in solving y 0 (t) = f(t; y; p); y(t 0 ) = y 0 ; y 2 R n ; p 2 R m ;
( and each s 0 i (t) can be approximated via nite di erences or AD techniques. SensPVODE LHB] is a variant of PVODE that computes sensitivities using this approach of solving an augmented ODE system for the solution and the sensitivities. This formulation has many special features that can be exploited. In particular, for many large-scale applications, implicit time integration methods are required; and several papers describe how to modify Newton's method for e ciently solving the nonlinear systems that arise at each time step FTB97, MP96] . Also, we note that the sensitivity ODEs (1.2) are linear in s i (t), even if the original ODE (1.1) is nonlinear. This observation is signi cant in the next section as we discuss the need to properly scale the sensitivities that we compute.
Scaled Sensitivities Using Finite Di erences
Several observations motivate our modi cations to the sensitivity ODEs (1.2). First, the units for the ODE solution y(t) and the sensitivity vectors s i (t) do not match. This mismatch in units can lead to scaling problems, especially when using nite di erence methods. Fortunately, the issue is easily remedied. In particular, we note that the sensitivity vectors will have units of y]= p i ]. For y(t) and the sensitivities to share the same units, the linearity of the sensitivity ODEs (1.2) allows us to multiply the sensitivities by their respective parameter values to obtain the scaled sensitivity ODEs
where w i (t) = p i s i (t); and p i is a nonzero scale factor. Typically p i = p i . (However, if p i is zero, we set p i to a nonzero constant dimensionally consistent with p i .) In general, the scale factor p i can be any nonzero multiple of p i and this can sometimes be used to create a well-scaled problem for the ODE variables and sensitivities.
To improve the accuracy of estimating the scaled sensitivity derivatives in (2.4), SensPVODE has an option that applies centered di erences to each term separately: @f @y w i : With a little analysis, it can be shown that the sum (2.5){(2.6) and (2.8) are mathematically equivalent when i = y . However, the latter approach is half as costly, since it requires only two function evaluations of f(t; y; p). To take advantage of this savings, it may also be desirable to use the latter formula when i y .
In LHB], we explore the possibility of allowing SensPVODE to select the nite di erence formula based on how closely i and y agree.
In summary, the sensitivity version of PVODE is equipped with a variety of nite di erence formulas for approximating the scaled sensitivity derivatives. However, for some problems, nite di erences do not work. Typically, di culties arise in applications where the solution components are very badly scaled. In addition to failure or accuracy problems, nite di erences may be ine cient for functions f(t; y; p) that are expensive to evaluate. Such shortcomings motivate the need for an e cient, exact, and automated process for computing sensitivity derivatives within SensPVODE.
3 Scaled Sensitivities Using AD Automatic di erentiation must be nearly as easy to use as nite di erences, or it will only be used when nite di erences fail, if at all. Previous work LP99, FMM98, ABG + 00, Ger00] has demonstrated that it is possible to automate the AD process by exploiting the existence of well-de ned interfaces for the user's function implementing f(t; y; p). This makes it easy to identify the independent and dependent variables and to initialize the seed matrices properly.
Applying AD is complicated by the fact that the user's function is implemented in C with MPI parallelism GLS94]. We are therefore adding support for MPI to the ADIC BRM97] automatic di erentiation tool, building on earlier work by Hovland Hov97, HB98] . The use of C poses challenges from the standpoint of automation. PVODE, like many other numerical toolkits, allows the user to pass around application-speci c data in a user-de ned struct. As part of the AD process, it may be necessary to associate derivatives with some of the variables in this structure. To avoid aliasing problems, this generally implies changing the type of these variables BRM97]. Thus, all code (not just the function) must be modied to use this new datatype. Our initial approach has been to circumvent this problem through the use of two data structures, one with derivatives and one without, copying data back and forth as necessary. To eliminate the overhead of copying, in the future we plan to use a single data structure, applying ADIC to modify the user code automatically to use the new datatype.
Experimental Results
We applied SensPVODE to a simple test case, a two-species diurnal kinetics advection-di usion PDE system in two space dimensions: K h ; V; K v0 ; q 1 ; q 2 ; and c 3 are constants, and q 3 (t) and q 4 (t) vary diurnally. The problem is posed on the square 0 x 20; 30 y 50 (all in km), with homogeneous Neumann boundary conditions, and for time t in 0 t 86400 sec (1 day). The PDE system is treated by central di erences on a uniform mesh, with simple polynomial initial pro les. See LHB] for more details.
We solved the sensitivity equations for a range of 1 to 8 parameters, comparing several strategies for computing the scaled sensitivity derivatives, w 0 i (t), of (2.4), including automatic di erentiation (with appropriate seed matrices) and the nite di erence strategies described in Section 2. The results are summarized in Figures 4.1 and 4.2. Two centered di erence strategies were examined: computing the derivative terms separately, as in (2.5) and (2.6) and computing the sum of the derivative terms directly, as in (2.8). The forward di erence method always computes the terms separately.
Although the present framework for using AD includes some ine ciencies such as the copying of data, Figure 4 .1 shows that AD is still markedly faster than the best nite di erence method, for every number of parameters (note that each of the three methods is the best strategy for some number of parameters). This advantage can be attributed primarily to the reduced number of time steps, as shown in Figure 4 .2; the increased accuracy of the analytic derivatives provided by AD results in longer time steps by the variable-stepsize, variable-order solver. 
Conclusions and Future Work
SensPVODE provides an e cient and easy-to-use mechanism for computing the sensitivities for simulations that use the PVODE parallel ODE solver. Results for a simple problem indicate that derivatives computed using AD provide performance superior to nite di erence approximations. We plan to examine whether this performance advantage holds for more complex problems.
Future work also includes developing a mechanism that eliminates the need to copy data from one structure to another, while preserving the ease of use of the current implementation. This issue is related to those faced in the use of AD with other numerical toolkits such as PETSc and TAO ABG + 00], and we therefore hope to bene t from lessons learned in those projects. In addition, the algorithms used by SensPVODE require the solution of linear systems with multiple right-hand side vectors LHB, MP96] . A similar situation arises when one di erentiates through a linear or nonlinear solver Azm97, BB98, STG + 94, HNRS98]. Thus, we expect to leverage other work BBH00] in the development of block solvers for systems with multiple right-hand sides. All of these developments should increase the e ciency of sensitivity computations using SensPVODE and ADIC.
