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Fontion zêta des hauteurs des variétés
toriques non déployées
Height zeta funtions of nonsplit tori varieties
David BOURQUI
Abstrat : We investigate the antianonial height zeta funtion of a (non
neessarily split) tori variety dened over a global eld of positive harateristi,
drawing our inspiration from the method used by Batyrev and Tshinkel to deal
with the analogous problem over a number eld. By the way, we give a detailed
aount of their method.
Résumé : Nous étudions la fontion zêta des hauteurs antianonique d'une
variété torique (non néessairement déployée) dénie sur un orps global de araté-
ristique positive. Nous nous inspirons pour ela de la méthode utilisée par Batyrev
et Tshinkel pour traiter la situation analogue en aratéristique zéro, méthode que
nous rappelons d'ailleurs en détail.
AMS Classiation : 11G35, 11G50, 14M25, 11M41
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1 Introdution
1.1 Position et origine du problème
Soit V une variété projetive dénie sur un orps global K, i.e. un orps
de nombres ou le orps de fontions d'une ourbe projetive, lisse et géométri-
quement intègre, dénie sur un orps ni. Soit H une hauteur exponentielle
relative à un bré en droites ample. Alors pour tout réel B le nombre
nV,H(B) = # {x ∈ V (K), H(x) 6 B} (1.1)
est ni. Si l'ensemble V (K) est dense pour la topologie de Zariski, la quan-
tité nV,H(B) tend don vers l'inni quand B tend vers l'inni. Une question
naturelle est alors d'essayer de dérire le omportement asymptotique de
la quantité nV,H(B), en d'autres termes le omportement asymptotique du
nombre de points de hauteur bornée. On herhe notamment à interpréter
ette desription en termes de la géométrie de la variété V . C'est l'objet d'un
programme initié par Manin et ses ollaborateurs, qui s'est révélé extrême-
ment rihe et ouvert : pour la vériation des préditions de Manin pour
des lasses partiulières de variétés, des tehniques très diverses ont pu être
employées. Ces préditions (ranées par Peyre puis Batyrev et Tshinkel)
sont maintenant établies pour plusieurs lasses de variétés. Nous renvoyons
le leteur aux textes [Pe5℄ et [Pe6℄ pour un état général de la question aux
alentours de 2003 et les référenes de nombreux travaux sur le sujet. On
pourra également onsulter [Bro℄ pour un état des lieux réent onernant le
as des surfaes.
Soulignons que la très grande majorité de es travaux se plaent dans le
as où K est un orps de nombres. Ii nous nous intéressons au as où K est
de aratéristique non nulle, as enore peu exploré dans la littérature. Avant
toute hose, nous allons préiser l'une des préditions de Manin onernant
le omportement asymptotique de nV,H(B), dans le as où le orps de base
est un orps de nombres. Elle peut s'énoner de la manière suivante.
Question 1.1
Soit V une variété projetive et lisse dénie sur un orps de nombres K.
On suppose que la lasse du faiseau antianonique est à l'intérieur du ne
eetif, et que l'ensemble V (K) des points rationnels de V est dense pour
la topologie de Zariski. Soit t le rang du groupe de Néron-Séveri de V . Soit
H une hauteur relative au faiseau antianonique. Existe-t-il un ouvert de
Zariski non vide U de V et une onstante C > 0 tels qu'on ait
nU,H(B) ∼
B→+∞
C B log(B)t−1 ? (1.2)
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La restrition à un ouvert U éventuellement strit de V est néessaire en
raison de l'existene possible de fermés aumulateurs, dont un prototype
est donné par les diviseurs exeptionnels sur les surfaes de del Pezzo.
Soulignons que bien qu'il ait été démontré que la question 1.1 avait une
réponse positive pour de large lasses de variétés, un ontre-exemple dû à
Batyrev et Tshinkel montre que la réponse à ette question est négative en
général (le ontre-exemple porte sur la puissane du logarithme apparaissant
dans la formule (1.2), f. [BaTs3℄).
Il existe une version fontionnelle immédiate de la question 1.1 : il sut
de remplaer dans l'énoné l'hypothèse K est un orps de nombres par
K est un orps global de aratéristique positive. Cependant, la nature
dispersée de l'ensemble des valeurs prises par les fontions hauteurs dans
le as fontionnel entraîne qu'une formule du type (1.2) ne pourra jamais être
vériée. Plus préisément, et ensemble de valeurs sera typiquement inlus
dans qZ où q est le ardinal du orps des onstantes. On a don dans e as
∀n ∈ N, nV,H
(
qn+
1
2
)
= nV,H (q
n) (1.3)
et une formule du type (1.2) entraînerait alors aussitt la ontradition
√
q =
1.
Pour obtenir une version fontionnelle satisfaisante de la question 1.1,
on remarque que le omportement asymptotique de nU,H(B) est étroitement
lié, par des théorèmes taubériens, au omportement analytique de la série
génératrie
ζU,H(s) =
∑
x∈U(K)
H(x)−s (1.4)
(s désignant une variable omplexe), que l'on baptise fontion zêta des hau-
teurs. Un des moyens ouramment utilisés pour obtenir une formule du type
(1.2) est d'ailleurs d'étudier d'abord le omportement analytique de ette
fontion, puis d'appliquer un théorème taubérien adéquat, tel que le résultat
suivant.
Théorème 1.2
S'il existe un ouvert U non vide tel que ζU,H(s) onverge absolument pour
ℜ(s) > 1 et un nombre réel ε > 0 tels que la fontion
s 7−→ (s− 1)t ζU,H(s) (1.5)
se prolonge en une fontion g holomorphe sur l'ouvert {ℜ(s) > 1 − ε}, et
vériant g(1) 6= 0 alors la formule (1.2) est vériée pour et ouvert U ave
C = g(1)
(t−1)!
.
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La question qui suit peut alors être vue omme une version fontionnelle
de la question 1.1.
Question 1.3
Soit V une variété projetive et lisse dénie sur un orps global K de ara-
téristique positive. On suppose que la lasse du faiseau antianonique est
à l'intérieur du ne eetif, et que l'ensemble V (K) des points rationnels
de V est dense pour la topologie de Zariski. Soit t le rang du groupe de
Néron-Séveri de V . Soit H une hauteur relative au faiseau antianonique.
Existe-t-il un ouvert de Zariski non vide U de V tel que la série
ζU,H(s) =
∑
x∈U(K)
H(x)−s (1.6)
onverge absolument pour ℜ(s) > 1 et, pour un ertain ε > 0, se prolonge en
une fontion méromorphe sur l'ouvert {ℜ(s) > 1− ε}, qui a un ple d'ordre
t en s = 1 ?
Naturellement, et en aord ave les remarques déjà faites, même si ette
question admet une réponse positive, on ne pourra pas appliquer le théorème
1.2. En aratéristique non nulle, la fontion zêta des hauteurs a d'autres
ples que 1 sur la droite ℜ(s) = 1, ne serait-e que eux provenant de la
périodiité de H .
Dans le as des orps de nombres, Peyre a été le premier dans [Pe1℄ à pro-
poser (moyennant quelques hypothèses supplémentaires sur la variété V ) une
expression onjeurale de la onstante C apparaissant dans la formule (1.2).
Cette expression onjeturale dépend d'invariants géométriques et arithmé-
tiques de la variété V , ainsi que du hoix de la hauteur. Elle a ensuite été
ranée par Batyrev et Tshinkel, et adaptée au as fontionnel par Peyre
dans [Pe3℄. Nous rappelons la dénition de la onstante de Peyre ranée à
la setion 2.3. Nous la noterons C∗V,H .
On a ainsi des versions ranées des questions 1.1 et 1.3.
Question 1.4
Soit V une variété projetive et lisse dénie sur un orps de nombres K.
On suppose que la lasse du faiseau antianonique est à l'intérieur du ne
eetif, et que l'ensemble V (K) des points rationnels de V est dense pour
la topologie de Zariski. Soit t le rang du groupe de Néron-Séveri de V . Soit
H une hauteur relative au faiseau antianonique. On suppose en outre que
V vérie les hypothèses néessaires pour que la onstante de Peyre ranée
C∗V,H soit dénie.
Existe-t-il un ouvert de Zariski non vide U de V tel qu'on ait
nU,H(B) ∼
B→+∞
C∗V,H B log(B)
t−1 ? (1.7)
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Remarque 1.5 : À la onnaissane de l'auteur, dans tous les as où on
sait montrer que la réponse à la question 1.1 est positive, on sait également
montrer que la réponse à la question 1.4 est positive. 
Question 1.6
Soit V une variété projetive et lisse dénie sur un orps global K de ara-
téristique positive. On suppose que la lasse du faiseau antianonique est
à l'intérieur du ne eetif, et que l'ensemble V (K) des points rationnels
de V est dense pour la topologie de Zariski. Soit t le rang du groupe de
Néron-Séveri de V . Soit H une hauteur relative au faiseau antianonique,
On suppose en outre que V vérie les hypothèses néessaires pour que la
onstante de Peyre ranée C∗V,H soit dénie.
Existe-t-il un ouvert de Zariski non vide U de V tel que la série
ζU,H(s) =
∑
x∈U(K)
H(x)−s (1.8)
onverge absolument pour ℜ(s) > 1 et, pour un ertain ε > 0, se prolonge en
une fontion méromorphe sur l'ouvert {ℜ(s) > 1− ε}, qui a un ple d'ordre
t en s = 1, et vériant
lim
s→1
(s− 1)tζU,H(s) = (t− 1)!C∗V,H ? (1.9)
Conernant la question 1.6, le as des espaes projetifs est traité par Wan
dans [Wa℄, montrant ainsi une formule gurant déjà dans [Se2℄. Le as des
variétés de drapeaux, qui englobe le préédent, a été traité indépendamment
par Peyre dans [Pe3℄, et Lai et Yeung dans [LaYe℄ (sans interprétation de
la onstante dans e dernier as, 'est-à-dire que seule la question 1.3 est
onsidérée).
Dans e texte, on étudie la question 1.6 pour une variété torique pro-
jetive et lisse dénie sur un orps global de aratéristique positive, non
néessairement déployée.
Une de motivations de e travail est que le problème analogue sur les
orps de nombres a déjà été traité ave suès
1
, qui plus est de deux manière
diérentes : Batyrev et Tshinkel ont démontré dans [BaTs1℄ et [BaTs2℄ que
la réponse à la question 1.4 était positive pour les variétés toriques, en ex-
ploitant la struture de groupe du tore pour utiliser des tehniques d'analyse
harmonique. Par la suite Salberger a redémontré dans [Sa℄ le résultat dans un
adre plus restreint (variétés toriques déployées, dénies sur Q, de faiseau
antianonique globalement engendré) mais par une méthode omplètement
1
C'était également le as pour les variétés de drapeaux.
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diérente basée sur l'usage de la desription expliite des torseurs universels
au-dessus des variétés toriques.
Dans [Bo1℄ et [Bo2℄, nous avons montré omment, en s'inspirant de la
méthode de Salberger, on pouvait montrer que la réponse à la question 1.6
était positive pour les variétés toriques déployées dénies sur un orps de
fontions quelonque (sans hypothèse sur le faiseau antianonique).
Dans e texte, nous adaptons au as fontionnel l'approhe utilisée par
Batyrev et Tshinkel dans [BaTs1℄ et [BaTs2℄, pour étendre le résultat aux
variétés toriques non néessairement déployées. La sous-setion suivante dé-
taille ette adaptation.
Ce texte ontient également une présentation détaillée de la démons-
tration du résultat de Batyrev et Tshinkel, les deux démonstrations étant
présentées en parallèle. La raison de e hoix est au moins double : tout
d'abord, il permet de bien mettre en évidene les analogies et les diérenes
qui existent dans le traitement du alul de la fontion zêta des hauteurs
des variétés toriques entre le as des orps de nombres et le as des orps
de fontions. Ensuite, pour autant qu'il nous soit permis d'en juger, e hoix
peut s'avérer utile à eux qui désirent omprendre en détail la démarhe de
Batyrev et Tshinkel, les artiles [BaTs1℄ et [BaTs2℄ pouvant s'avérer d'un
abord un peu ardu et elliptique pour le leteur non averti.
Remeriements
Je remerie haleureusement Antoine Chambert-Loir, Jean-Louis Colliot-
Thélène et Emmanuel Peyre pour leurs remarques, orretions et suggestions
onernant e texte. J'ai envers le rapporteur une reonnaissane tout parti-
ulière pour sa leture minutieuse et ses innombrables orretions et sugges-
tions.
1.2 L'adaptation de la méthode de Batyrev et Tshinkel
en aratéristique positive
Dans ette setion, nous résumons brièvement la méthode utilisée dans
[BaTs2℄ et [BaTs1℄, en expliquant quelles parties de la démonstration nées-
sitent une modiation en aratéristique non nulle.
La première étape onsiste à dénir expliitement un système de hauteurs
puis à l'étendre à l'espae adélique assoié au tore. La onstrution est stri-
tement la même dans le as fontionnel. Elle est rappelée dans les setions
4.2 (nous orrigeons au passage une erreur de Batyrev et Tshinkel dans la
dénition des hauteurs loales pour les plaes ramiées) et 4.5.
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À e stade, il faut déjà noter que la topologie de l'espae adélique assoié
au tore a des propriétés diérentes dans haune des deux situation. Mo-
ralement, en fait, la situation est plus agréable en aratéristique positive :
beauoup des groupes topologiques mis en jeu sont ompats (notamment,
le point 3 de la proposition 3.24 n'est valable qu'en aratéristique positive).
Disposant des fontions hauteurs sur l'espae adélique assoié au tore,
lequel est un groupe abélien loalement ompat, l'idée ruiale de Batyrev
et Tshinkel est d'appliquer la formule de Poisson an d'obtenir une repré-
sentation intégrale de la fontion zêta des hauteurs. Pour e faire, il faut
établir l'intégrabilité de la transformée de Fourier de la hauteur, laquelle se
déompose en produit de transformées de Fourier loales. On utilise dans
le as des orps de nombres une expression expliite pour presque toutes
les transformées de Fourier loales (f. le théorème 5.27), et des majorations
adéquates pour les transformées de Fourier restantes. La formule expliite dé-
rivant presque toutes les transformées de Fourier loales est la même dans
le as fontionnel. En e qui onerne les transformées de Fourier loales aux
plaes restantes, leur ontinuité sut pour assurer la onvergene dans le as
fontionnel, ependant nous avons besoin de quelques renseignements sur la
forme des fontions obtenues (f. la sous-setion 5.4.3).
Le hoix d'un sindage du groupe des aratères du tore permet alors de
montrer que la fontion zêta des hauteurs s'obtient par intégration (sur un
espae vetoriel réel dans le as arithmétique, sur un produit de erles dans
le as fontionnel) d'une fontion qui possède une expression en terme de
produit de fontions L de Heke ; f. le orollaire 5.48 pour le as des orps
de nombres (f. également [BaTs1, Theorem 3.1.3℄ et [BaTs2, page 46℄), et le
orollaire 5.54 pour le as fontionnel. Il faut maîtriser le omportement
analytique de le fontion sous l'intégrale, et dans le as des orps de nombres,
on a besoin pour ela d'un ontrle uniforme sur les bandes vertiales des
fontions L, obtenu par Rademaher via le prinipe de Phragmen-Lindelöf
(proposition 5.43 et [BaTs1, Theorem 3.2.3℄). Dans le as fontionnel, l'ho-
lomorphie de la fontion L (., χ) quand le aratère χ est non trivial est
susante.
Pour déterminer les propriétés analytiques la fontion zêta des hauteurs, il
s'agit maintenant de omprendre omment l'intégration modie le omporte-
ment analytique de la fontion sous l'intégrale (et étape n'apparaît d'ailleurs
pas dans le as des tores anisotropes). C'est l'objet de la proposition teh-
nique de Batyrev et Tshinkel ([BaTs2, Theorem 6.19℄). La démonstration
proède par des appliations suessives du théorème des résidus. Dans e
texte, nous utilisons une version rané du résultat dûe à Chambert-Loir et
Tshinkel (théorème 6.2).
La transposition direte du lemme tehnique et de sa démonstration en
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aratéristique non nulle s'avère diile à mettre en ÷uvre, ar bien que la
ompaité des espaes topologiques mis en jeu simplie un peu les hoses,
rendant inutiles des hypothèses du type ontrle uniforme sur les bandes ver-
tiales (indispensables en aratéristique zéro), les fontions zêtas des hau-
teurs en aratéristique non nulle s'avèrent posséder plus de ples sur la droite
ℜ(s) = 1 que eux provenant de la périodiité de la hauteur. Ce phénomène
est même déjà visible dans le as des variétés toriques déployées. Prenons en
eet l'exemple du plan projetif élaté en un point : en notant q le ardinal
du orps des onstantes, la formule de la page 355 de [Bo1℄ montre que la
fontion zêta des hauteurs antianonique s'érit dans e as
ζH(s) = f1(q
−s) ζC(3 s− 2) ζC(2 s− 1) + f2(q−s) ζC(2 s− 1) + f3(q−s), (1.1)
où, pour i = 1, 2, 3, s 7→ fi(q−s) est holomorphe sur le domaine ℜ(s) > 12 et
s 7→ f1(q−s) ne s'annule pas sur e domaine. Ainsi l'ensemble des ples situés
sur la droite ℜ(s) = 1 ontient {1 + 2 i k pi
3 log q
}k∈Z, bien qu'on puisse vérier
que la fontion zêta des hauteurs n'est pas
2 i pi
3 log q
-périodique. Rappelons que
dans le as de la aratéristique zéro, Batyrev et Tshinkel montrent que le
seul ple de la fontion zêta des hauteurs des variétés toriques sur la droite
ℜ(s) = 1 est s = 1. La gestion des ples supplémentaires en aratéristique
non nulle se révèle vite être très déliate (voire ingérable. . .) si on veut suivre
au plus près la méthode de Batyrev et Tshinkel.
C'est pourquoi, pour aboutir à une version fontionnelle du résultat teh-
nique utilisé dans le as des orps de nombres, nous exploitons la périodiité
des fontions mises en jeu pour les exprimer en terme de séries de type
ombinatoire. Les tehniques utilisées pour évaluer le omportement de es
séries par intégration sont alors similaires à elles employées dans [Bo2℄. Nous
aboutissons ainsi aux lemmes 7.10, 7.12 et 7.14 qui sont le pendant en ara-
téristique positive du lemme tehnique de Batyrev et Tshinkel.
Le omportement analytique de la fontion obtenue après intégration est
essentiellement dérit par une suite exate de Z-modules libres de rang ni
(f. les énonés du théorème 6.2 et du lemme 7.8). La suite exate mise en jeu
n'est pas exatement la même dans le as des orps de nombres ou dans le
as fontionnel. Dans les deux as, elle provient de la onstrution suivante :
la résolution asque du groupe des aratères du tore par le groupe de Piard
de la variété torique (i.e. la suite exate (4.11)). induit par dualité une suite
exate de tores algébriques ; on onsidère alors l'image de ette suite exate
par le morphisme degré (dénie à la setion 3.3). La diérene essentielle
vient alors du fait que le morphisme degré est surjetif dans le as des orps
de nombres mais pas dans le as fontionnel (f. le lemme 3.15) où il est
seulement de onoyau ni.
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La dernière étape de la démonstration onsiste à aluler expliitement le
terme prinipal de la fontion zêta des hauteurs au point ritique s = 1, et à
vérier s'il oïnide ave la prédition de Peyre. On a besoin d'un théorème
d'Ono sur le nombre de Tamagawa d'un tore algébrique (théorème 3.41),
lequel théorème a été démontré dans [On3℄ pour tout orps global, mais a
ependant dû être orrigé par Oesterlé dans le as de la aratéristique non
nulle, en introduisant un fateur orretif dans la dénition du nombre de
Tamagawa (e fateur orretif provient de la non-surjetivité du degré en
aratéristique non nulle). On a besoin également de résultats de Colliot-
Thélène et Sansu, démontrés pour tout orps global également, et permet-
tant d'obtenir le lemme 3.32. On peut don ii reprendre la ligne de alul
de Batyrev et Tshinkel, e qui est fait dans la partie 8. Notons que dans le
as fontionnel, le défaut de surjetivité du degré fait intervenir au ours du
alul des termes non triviaux (orrespondant à des ardinaux de groupes
nis) qui n'apparaissent pas dans le as des orps de nombres. Dans une
version préédente de e texte, l'auteur armait que l'un de es termes non
triviaux subsistait dans l'expression nale du terme prinipal de la fontion
zêta des hauteurs (il s'agit de l'invariant KT déni à la sous-setion 3.8.4),
montrant ainsi que la onstante prédite par Peyre et Batyrev-Tshinkel
n'était pas la bonne dans e as. Les aluls avaient été menés en supposant
à tort que le groupe intervenant dans le point 3 du lemme 5.41 était trivial.
Une fois e point orrigé, on s'aperçoit que tous les termes supplémentaires
intervenant en aratéristique non nulle dans le alul du terme prinipal de
la fontion zêta des hauteurs se simplient, et que l'expression obtenue est
bien elle attendue.
2 Rappels et notations
2.1 Quelques notations
Nous xons ii quelques notations utilisées dans l'ensemble du texte.
On note [E] le ardinal d'un ensemble ni E.
Pour tout réel α, on note R>α l'ensemble {x ∈ R, x > α}. On dénit de
même de manière évidente les ensembles R>α, R<α et R6α.
On note, pour tout orps K, K une lture algébrique de K et Ks la
lture séparable de K dans K.
Soit N un groupe abélien. On note N∨ le dual algébrique de N , 'est-
à-dire le groupe abélien Hom(N,Z). L'aouplement naturel entre N et N∨
sera noté 〈. , .〉.
SoitM un autre groupe abélien et f : M → N un morphisme de groupes
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Pour tout anneau ommutatif unitaire A, on note NA le A-module N ⊗Z A
et fA le morphisme de A-module f ⊗ Id : MA → NA induit par f .
Pour tout anneau ommutatif unitaire A, on désigne par A× le groupe
des éléments inversibles de A.
Si N est un Z-module libre de rang ni, et U est une partie de N
R
, on
note
T (U) déf= {s ∈ N
C
, ℜ(s) ∈ U} (2.1)
le domaine tubulaire au-dessus de U .
2.2 Rappels sur les orps globaux
Dans tout e texte, on appellera orps de fontions un orps global de
aratéristique positive, i.e. une extension K de type ni et de degré de
transendane 1 d'un orps ni. Le orps des onstantes de K est la lture
algébrique du sous-orps premier de K dans K. Il sera noté FK . Le hoix
d'une base de transendane séparable de K sur FK permet alors d'identier
K à une extension nie séparable du orps des frations rationnelles en une
indéterminée FK(T ). Il existe en outre une ourbe projetive, lisse et géomé-
triquement intègre dénie sur FK , unique à isomorphisme près, et notée CK ,
telle que K s'identie au orps de fontions de CK .
On adopte dans e texte la onvention suivante : on xe un orps ni k
dont on note q le ardinal. On supposera alors, dans tout e texte, que les
orps de fontions onsidérés ont un orps des onstantes qui ontient k. Pour
un tel orps de fontions K on note q
K
le ardinal du orps des onstantes,
et d
K
son degré absolu, 'est-à-dire que d
K
vérie q
K
= q dK .
Soit K un orps global, i.e. un orps de nombres ou un orps de fontions.
Dans tout e texte, on dira être dans le as arithmétique si le orps de base est
un orps de nombres et dans le as fontionnel si 'est un orps de fontions.
Dans le as arithmétique, on note disc(K) le disriminant absolu de K et
dans le as fontionnel on note gK le genre de K, 'est-à-dire le genre de CK .
On note PK l'ensemble des plaes de K, et PK,f (respetivement PK,∞)
l'ensemble des plaes nies (respetivement arhimédiennes) de K. On iden-
tiera toujours un élément v de PK,f à l'unique valuation normalisée qui le
représente, i.e. l'unique élément de v dont le groupe de valeurs est Z. Dans
le as fontionnel, on a PK = PK,f et PK s'identie à l'ensemble des points
fermés de la ourbe CK .
Pour v ∈ PK , on note Kv le omplété de K en v. Pour v ∈ PK,f , on note
également Ov l'anneau de valuation de v, et kv le orps résiduel de v.
Pour v ∈ PK,∞, on désignera abusivement par O×v le sous-groupe de K×v
onstitué des éléments de valeur absolue 1.
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Dans le as fontionnel, on note aussi
fv = [kv : FK ] (2.1)
le degré résiduel absolu.
Le ardinal de kv sera noté qv. Dans le as fontionnel, il est égal à q
fv
K
.
On normalise la mesure de Haar dxv sur Kv de la manière suivante : si
v est nie, on hoisit dxv de sorte qu'on ait la relation
∫
Ov
dxv = 1, si v est
arhimédienne et Kv = R, dxv est la mesure de Lebesgue usuelle et si Kv est
isomorphe à C on prend dxv = i dz dz.
Si S est un sous-ensemble ni de PK ontenant PK,∞, on note
OS =
⋂
v/∈S
Ov (2.2)
l'anneau des S-entiers de K.
Soit v ∈ PK,f . Pour x ∈ Kv on note
|x|v = q−v(x)v . (2.3)
Si v ∈ PK \ PK,f , | . |v désigne la valeur absolue usuelle sur R si Kv = R, et
le arré de la valeur absolue usuelle sur C si Kv est isomorphe à C.
Ave e hoix de valeur absolues, on a, pour tout v ∈ PK et pour tout a
de Kv, d(ax)v = |a|v dxv. Pour tout x ∈ K× on a |x|v = 1 pour tout v ∈ PK
sauf un nombre ni et la formule du produit∏
v∈PK
|x|v = 1. (2.4)
La fontion zêta de Dedekind de K, notée ζK , est dénie par la formule
ζK(s) =
∏
v∈PK,f
(
1− q−sv
)−1
(2.5)
où s est une variable omplexe. On dispose des résultats lassiques suivants
sur le omportement analytique de ζK .
Proposition 2.1
1. Dans le as arithmétique, la série dénissant ζK(s) onverge absolument
pour ℜ(s) > 1 et se prolonge en une fontion méromorphe sur C tout
entier, ave un ple simple en s = 1. La fontion (s−1) ζK(s) se prolonge
en une fontion holomorphe sur T (R>0).
13
2. Dans le as fontionnel, la série dénissant ζK(s) onverge absolument
pour ℜ(s) > 1 et se prolonge en une fontion méromorphe sur C tout
entier, ave un ple simple en s = 1, et sans zéro pour ℜ(s) 6= 1
2
. De
plus ζK(s) est une fration rationnelle en q
−s
K
, plus préisément on a
ζK(s) =
P (q−s
K
)
(1− q−s
K
)(1− q 1−s
K
)
(2.6)
où P est un polynme.
Dans le as fontionnel, on note ZK la fration rationnelle vériant
∀s ∈ T (R>1) , ZK(q−s
K
) = ζK(s). (2.7)
Nous faisons à présent quelques rappels sur une généralisation naturelle
de la fontion zêta de Dedekind : les fontions L d'Artin.
Soit K un orps global et M un Z-module de rang ni muni d'une stru-
ture de Gal(Ks/K)-module disret, 'est-à-dire une représentation
ρ : Gal(Ks/K) −→ Aut(M). (2.8)
se fatorisant à travers un quotient ni de Gal(Ks/K).
Soit G un tel quotient, qui est don le groupe de Galois d'une extension
nie galoisienne L de K. On a une représentation
ρ : G −→ Aut(M). (2.9)
Soit v une plae nie de K, Gv un groupe de déomposition au-dessus de
v et Iv le groupe d'inertie orrespondant. Soit
ρv : Gv/Iv → Aut(M Iv) (2.10)
la représentation déduite de ρ. Soit Frv ∈ Gv/Iv le frobenius. On pose, pour
tout nombre omplexe s tel que ℜ(s) > 0,
Lv(s,M, ρ) =
1
det(1− ρv(Frv) q−sv )
, (2.11)
e qui est bien déni et ne dépend ni du hoix de Gv, ni du hoix de G. Si v
est une plae arhimédienne, par ommodité d'ériture, on notera Lv(s,M)
la fontion onstante égale à 1.
Exemple 2.2 : Si M est de rang 1 et ρ est la représentation triviale, alors
pour toute plae v nie on a Lv(s,M, ρ) = (1 − q−sv )−1, en d'autres termes
Lv(s,M, ρ) oïnide ave le fateur loal en v du produit eulérien dénissant
la fontion ζK . 
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Proposition 2.3
1. Le produit eulérien
s 7→
∏
v∈PK
Lv(s,M, ρ) (2.12)
onverge normalement sur tout ompat de T (R>1), et dénit don
une fontion holomorphe sur T (R>1), notée L(s,M, ρ).
2. La fontion L( . ,M, ρ) se prolonge en une fontion méromorphe sur C,
ayant un ple d'ordre rg
(
Mρ(Gal(K
s/K))
)
en s = 1.
Démonstration : Le résultat est vrai si ρ est la représentation triviale,
d'après l'exemple 2.2 et la proposition 2.1. Si ρ est irrédutible et M est de
rang supérieur à 2, d'après [Ar, Satz 3℄ le résultat est enore vrai et L( . ,M, ρ)
se prolonge en fait en une fontion méromorphe sur tout le plan omplexe
qui est holomorphe et inversible au voisinage de 1.
Dans le as général, soit G un quotient ni de Gal(Ks/K) à travers lequel
ρ se fatorise. On a une déomposition
M
C
=M
ρ(G)
C
⊕
⊕
i∈I
Mi (2.13)
où, pour i ∈ I, Mi est un sous-espae ρ(G)-stable de dimension supérieur à
2 et la représentation ρi : G → Aut(Mi) est irrédutible. On a alors pour
toute plae nie v
Lv(s,M, ρ) =
(
1
1− q−sv
)rg(Mρ(G)) ∏
i∈I
Lv(s,Mi, ρi). (2.14)
Le résultat en déoule. 
On pose
ℓ(M, ρ) = lim
s→1
(s− 1)rg(Mρ(Gal(K
s/K))) L(s,M, ρ) (2.15)
Par la suite on notera très souvent Lv(s,M) (respetivement L(s,M), res-
petivement ℓ(M)) en lieu et plae de Lv(s,M, ρ) (respetivement L(s,M, ρ),
respetivement ℓ(M, ρ)) lorsque la représentation ρ sera lairement indiquée
par le ontexte.
On énone à présent deux lemmes élémentaires sur es fontions L.
Lemme 2.4
Soit
0 −→ M1 −→M2 −→M3 −→ 0 (2.16)
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une suite exate de Gal(Ks/K)-modules disrets qui sont libres de rang ni
en tant que Z-modules. On a alors pour toute plae v de K
∀s ∈ T (R>0) , Lv(s,M2) = Lv(s,M1)Lv(s,M3) (2.17)
En partiulier, on a
∀s ∈ T (R>1) , L(s,M2) = L(s,M1)L(s,M3) (2.18)
et
ℓ(M2) = ℓ(M1) ℓ(M3). (2.19)
Lemme 2.5
Soit L/K une extension nie galoisienne de groupe G, H un sous-groupe de
G,K ′ le orps globalKH . Alors, pour toute plae v deK et tout s ∈ T (R>0),
on a
Lv(s,Z[G/H ]) =
∏
w∈PK′
w|v
1
1− q−sw
(2.20)
En partiulier, on a
L( . ,Z[G/H ]) = ζK ′ (2.21)
et
ℓ(Z[G,H ]) = Ress=1 ζK ′(s). (2.22)
2.3 Hauteurs d'Arakelov, mesure de Tamagawa et onstante
de Peyre
Dans ette setion, nous rappelons brièvement la onstrution des hau-
teurs d'Arakelov sur une variété projetive dénie sur un orps global à partir
de métriques adéliques sur les brés en droites, renvoyant à [Pe4, hapitre 2℄
pour plus de détails, notamment les preuves omises. Suivant Peyre ([Pe1℄ et
[Pe3℄), nous expliquons ensuite omment une métrique adélique sur le fais-
eau antianonique d'une variété projetive lisse V dénie sur un orps global
K induit une mesure sur l'espae adélique V (AK) assoié à V . La dénition
générale de l'espae adélique assoié à une variété algébrique est traitée dans
[We2, I.2℄ et [Oe, I.3℄. Ii, omme V est projetive, V (AK) est l'espae∏
v∈PK
V (Kv) (2.1)
muni de la topologie produit.
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Enn nous rappelons omment la mesure ainsi onstruite sur V (AK) per-
met alors, si V vérie des hypothèses supplémentaires, de dénir la onstante
C∗V,H apparaissant dans les questions 1.4 et 1.6. Là enore, nous renvoyons à
[Pe1℄ et [Pe3℄ pour plus de détails.
Soit V une variété projetive, lisse et géométriquement intègre dénie sur
un orps global K, et soit L un bré en droites sur V . Si v est une plae de
K, une métrique v-adique sur L est la donnée, pour tout point Kv-rationnel
x : Spec(Kv)→ V , d'une norme v-adique ||.||v,x sur L(x) = x∗L (rappelons
que l'on a en partiulier ||as||v,x = |a|v ||s||v,x pour tout s de L(x) et tout a
de Kv), telle que pour tout ouvert de Zariski U de V et toute setion s de L
sur U , l'appliation
x 7→ ||s(x)||v,x (2.2)
est ontinue sur U(Kv) pour la topologie v-adique.
Remarque 2.6 : Si v est une plae nie deK, la donnée d'un modèle projetif
V de V sur Spec(Ov) et d'un modèle L de L sur V dénit de manière naturelle
une telle métrique. Soit en eet x ∈ V (Kv). Par le ritère valuatif de propreté,
x dénit un point x˜ : Spec(Ov)→ V. Le Ov-module Lex = x˜∗L est alors libre
de rang 1. Soit s0 un générateur. Le hangement de base Ov → Kv induit
un isomorphisme naturel de L(x) sur Lex ⊗Ov Kv, qui permet de dénir une
norme v-adique sur L(x) par la formule
∀s ∈ L(x), ||s||v =
∣∣∣∣ ss0
∣∣∣∣
v
. (2.3)
Comme deux générateurs de Lex se déduisent l'un de l'autre par multipliation
par un élément inversible de Ov, ette dénition est bien indépendante du
hoix de s0. 
Une métrique adélique sur L est alors la donnée d'une famille (||.||v)v∈PK
de métriques v-adiques sur L vériant la ondition suivante : il existe un
ensemble ni S de plaes de K ontenant les plaes arhimédiennes, un mo-
dèle projetif V de V sur Spec(OS), et un modèle L de L sur V, tels que
pour presque tout v de PK \ S la métrique ||.||v est dénie par le ouple
(V×Spec(OS) Spec(Ov),L×Spec(OS) Spec(Ov)).
Donnons un exemple d'une métrique adélique sur L lorsque L est engendré
par ses setions globales. On xe une base {s0, . . . , sr} du K-espae vetoriel
H0(X,L). On pose alors, pour tout v ∈ PK , pour tout x ∈ V (Kv) et toute
setion loale s de L ne s'annulant pas en x
||s(x)||−1v,x = Maxi=0,...,r
(∣∣∣∣si(x)s(x)
∣∣∣∣
v
)
. (2.4)
Il est à noter que ette dénition ne dépend pas du hoix de la base de
H0(X,L).
17
Lemme 2.7
La famille de métriques v-adiques ainsi dénie est une métrique adélique sur
L.
Dénition 2.8
Cette métrique adélique sera appelée métrique adélique standard sur L.
Soit à présent L et L′ deux brés en droites sur V , et (||.||v)v∈PK (respe-
tivement (||.||′v)v∈PK ) une métrique adélique sur L (respetivement L′).
Pour toute plae v de K, on dénit ainsi la métrique v-adique produit
||.||v⊗||.||′v sur L⊗L′ : pour tout x ∈ V (Kv), tout s ∈ L(x) et tout s′ ∈ L′(x),
on pose
(||.||v ⊗ ||.||′v)(s⊗ s′) = ||s||v,x ||s′||′v,x (2.5)
On dénit également la métrique v-adique duale ||.||∨v sur L−1 : pour tout
x ∈ V (Kv) et tout s∨ ∈ L−1(x), on pose
||s∨||∨v,x =
|〈s∨ , s〉|v
||s||v,x
(2.6)
où s est un élément quelonque de L(x) \ {0}.
Lemme 2.9(||.||v ⊗ ||.||′v)v∈PK est une métrique adélique sur L ⊗ L′, et (||.||∨v )v∈PK est
une métrique adélique sur L−1.
Soit à présent L une extension nie de K. On suppose donnée une mé-
trique adélique (||.||
V
)V∈PL sur LL. Pour tout v ∈ PK , soit V une plae de
L divisant v. On identie V (Kv) à un sous-ensemble de V (LV) Soit x un
élément de V (Kv). On pose alors, pour tout élément s de L(x),
||s||v,x = ||s||
1
[LV :Kv ]
V,x . (2.7)
Lemme 2.10
La métrique (||.||v)v∈PK ainsi dénie est une métrique adélique sur L.
Une hauteur d'Arakelov sur V est un ouple (L, (||.||v)) où L est un bré
en droites sur V et (||.||v) une métrique adélique sur L.
Soit (L, (||.||v)) une hauteur d'Arakelov sur V . Soit x ∈ V (K) et s une
setion loale de L qui ne s'annule pas en x. Presque tous les fateurs du
produit inni ∏
v∈PK
||s(x)||−1v,x (2.8)
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sont égaux à 1 ; le produit inni onverge don et sa valeur ne dépend pas du
hoix de s, d'après la formule du produit. On la note HL(x) : 'est la hauteur
(exponentielle) du point x assoiée à la hauteur d'Arakelov (L, (||.||v)).
Soit V une variété algébrique projetive et lisse de dimension d dénie
sur K, et (||.||v)v∈PK une métrique adélique sur le faiseau antianonique. On
note H la hauteur assoiée.
Pour tout v ∈ PK , une telle métrique dénit une mesure ωV,v sur V (Kv)
(on rappelle qu'on a hoisi une normalisation de la mesure de Haar sur Kv,
f. la setion 2.2).
Nous supposons à présent que que la variété V vérie les hypothèses
suivantes (e sont les hypothéses énonées dans [Pe3, 2.1℄) :
1. la lasse du faiseau antianonique de V appartient à l'intérieur du ne
eetif de V ;
2. le groupe Pic(V s) (où V s = V ×K Ks) est un Z-module libre de rang
ni, et oïnide ave Pic(V ) (où V = V ×K K) ;
3. les groupes de ohomologie H1(V,OV ) et H
2(V,OV ) sont nuls ;
4. si ℓ est un nombre premier distint de la aratéristique, la partie p-
primaire de Br(V ) est nie.
De telles hypothèses sont vériées en partiulier par les variétés toriques
projetives et lisses (f. [Pe3, Remarque 2.1.1.℄ et [Pe2, Exemple 2.1.4℄).
Pour des variétés vériant es hypothèses, la mesure de Tamagawa sur
l'espae adélique V (AK) est donnée par la formule
2
ωV = cK,dim(V ) ℓ (Pic(V
s))
∏
v∈PK
Lv(1,Pic(V
s))−1 ωV,v, (2.9)
où l'on a posé, pour tout entier d > 0,
cK,d =
{
disc(K)−
d
2
dans le as arithmétique,
q
(1−gK) d
K
dans le as fontionnel.
(2.10)
Nous sommes à présent en mesure de dénir la onstante C∗V,H apparais-
sant dans les questions 1.4 et 1.6.
On dénit en fait trois onstantes à partir des données préédentes.
L'invariant α∗(V ) est déni omme
α∗(V ) =
∫
C
e
(V )∨
e−〈y , ω−1V 〉 dy, (2.11)
2
Un des points déliats de la onstrution est de montrer la onvergene du produit ;
ei néessite d'une part la formule de Weil reliant volume v-adique et nombre de points
sur le orps résiduel, d'autre part les onjetures de Weil prouvées par Deligne.
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où C
e
(V ) ⊂ Pic(V )
R
est le ne eetif de V ,
C
e
(V )∨ = {y ∈ Pic(V )∨
R
, ∀x ∈ C
e
(V ), 〈y , x〉 > 0} (2.12)
et dy est la mesure de Lebesgue sur Pic(V )∨
R
normalisée par le réseau Pic(V )∨.
L'invariant β(V ) est déni omme
β(V ) =
[
H1(K,Pic(V s))
]
. (2.13)
Enn on dénit
τH (V ) = ωV
(
V (K)
)
, (2.14)
en d'autre termes τH (V ) est le volume pour la mesure ωV de l'adhérene de
l'ensemble des points rationnels de V dans l'espae adélique V (AK).
La onstante C∗V,H est alors égale par dénition à
1
(rg(Pic(V ))−1)!
CV,H où
CV,H = α
∗(V ) β(V ) τH (V ) . (2.15)
Soulignons que la néessité d'introduire la onstante β(V ) a été mise en
évidene par le résultat de Batyrev et Tshinkel sur les variétés toriques.
3 Tores algébriques
3.1 Quelques rappels
Soit K un orps. Un tore algébrique déni sur K (de dimension d) est
un groupe algébrique T déni sur K tel qu'il existe un isomorphisme de
K-groupes algébriques
TK
∼−→ (Gm,K)d. (3.1)
Si T est un tore algébrique déni sur K, on dit qu'une extension L de K
déploie T s'il existe un isomorphisme de L-groupes algébriques
TL
∼−→ (Gm,L)d. (3.2)
Par [On2, Proposition 1.2.1℄, si T est un tore algébrique déni sur K il existe
une extension séparable nie L de K qui déploie T . En partiulier il existe
une extension galoisienne nie L de K qui déploie T .
Soit T un tore algébrique déni sur K de dimension d. On note X(T )
le groupe des aratères de T , i.e. le groupe des morphismes de Ks-groupes
algébriques de TKs versGm,Ks. C'est un Z-module libre de rang d, sur lequel le
groupe Gal(Ks/K) agit ontinûment, et qui dépend fontoriellement de T . Si
L est une extension galoisienne de K qui déploie T , l'ation de Gal(Ks/K)
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sur X(T ) se fatorise à travers Gal(L/K). En outre le fonteur qui à un
tore algébrique T assoie X(T ) dénit une équivalene entre la atégorie des
tores algébriques dénis sur K et la atégorie des Z-modules libres de rang
ni muni d'une ation ontinue de Gal(Ks/K). Si L/K est un extension nie
galoisienne, ette équivalene induit une équivalene entre la atégorie des
tores algébriques déni sur K et déployés par L et la atégorie des Gal(L/K)-
modules qui sont libres de rang ni omme Z-modules.
Soit T un tore algébrique déni sur K et déployé par une extension nie
galoisienne L de K, de groupe de Galois G. Alors pour toute K-algèbre K ′
le groupe T (K ′) des K ′-points de T s'identie anoniquement à
HomG(X(T ), (L⊗K K ′)×) =
(
X(T )∨ ⊗ (L⊗K K ′)×
)G
. (3.3)
En partiulier, le groupe T (K) des points K-rationnels de T s'identie ano-
niquement à
HomG(X(T ), L
×) =
(
X(T )∨ ⊗ L×)G . (3.4)
Exemples 3.1 : Un exemple immédiat de tore algébrique est fourni par les
tores déployés, 'est-à-dire les groupes algébriquesK-isomorphes à un produit
de opies de Gm,K .
Un autre exemple, important pour la suite, est donné par la situation
suivante : soit K0/K une extension nie séparable, et L/K une extension
nie galoisienne de groupe G ontenant K0. Soit G0 le groupe de Galois de
L/K0. Au G-module Z[G/G0] orrespond, par l'équivalene de atégories i-
dessus, la restrition à la Weil de K0 à K de Gm, notée ResK0/K Gm. En
partiulier on a la propriété(
ResK0/K Gm
)
(K) = (K0)
× . (3.5)
Un tore algébrique sur K est dit quasi-déployé s'il est isomorphe sur K à
un produit de tores du type ResK0/K Gm. Un tore algébrique sur K (respeti-
vement un tore algébrique sur K déployé par une extension galoisienne nie
de groupeG) est quasi-déployé si et seulement si son groupe des aratères est
un Gal(Ks/K)-module de permutation (respetivement un G-module de per-
mutation), 'est-à-dire possède une Z-base stable sous l'ation de Gal(Ks/K)
respetivement G).
En fait dans la situation i-dessus, pour tout tore algébrique T déni sur
K0, on peut dénir la restrition à la Weil de K0 à K de T (f. [On2, 1.4℄),
qui est un tore algébrique déni sur K vériant en partiulier(
ResK0/K T
)
(K) = T (K0). (3.6)
Par la suite seul le as T = Gm nous sera utile. 
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Notations 3.2
Soit f : T1 → T2 un morphisme de K-tores algébriques. Le morphisme de
Gal(Ks/K)-modulesX(T2)→ X(T1) induit fontoriellement par f sera alors
enore noté f . Le morphisme de groupes T1(K) → T2(K) induit par f sera
noté fK .
Lemme 3.3
Soit G un groupe ni et M un Z-module libre de rang ni, muni d'une ation
de G. Il existe une suite exate de G-modules
0→M → P → Q→ 0 (3.7)
où P et Q sont libres de rang ni en tant que Z-modules, et P est un G-
module de permutation.
Remarque 3.4 : Ce lemme élémentaire nous sera utile dans la preuve des
propositions 3.17 et 3.24. Une version plus ne sera utilisée dans la setion
3.8. 
Démonstration : Le dual P ∨ d'un G-module de permutation P étant
enore un G-module de permutation, il sut de onstruire un morphisme de
G-modules surjetif P ′ → M∨, ave P ′ un G-module de permutation. Cei
peut se faire de la manière suivante : soit (e1, . . . , ed) une Z-base de M
∨
et pour i = 1, . . . , d, Gi le stabilisateur de ei pour l'ation de G. Pour i =
1, . . . , d, il existe alors un unique morphisme de G-module Z[G/Gi] → M∨
envoyant Gi sur ei. Le morphisme somme ⊕di=1Z[G/Gi] → M∨ répond à la
question. 
3.2 L'espae adélique assoié à un tore algébrique
Soit K un orps global. On noteGm(AK) le groupe des idèles de K, muni
de la topologie adélique lassique, qui en fait un groupe topologique abé-
lien loalement ompat. L'injetion diagonale Gm(K) →֒ Gm(AK) identie
Gm(K) à un sous-groupe disret de Gm(AK).
Pour tout v ∈ PK , on note Gm(Ov) = O×v le sous-groupe ompat maxi-
mal de Gm(Kv) = K
×
v . Soit
K(Gm) =
∏
v∈PK
Gm(Ov), (3.1)
'est le sous-groupe ompat maximal de Gm(AK).
Si L/K est une extension nie, Gm(AK) s'injete naturellement dans
Gm(AL). Si de plus L/K est galoisienne de groupe G, on a une ation natu-
relle de G sur Gm(AL) et alors
Gm(AL)
G = Gm(AK). (3.2)
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On note CK = Gm(AK)/Gm(K) le groupe des lasses d'idèles de K.
Nous dérivons maintenant la généralisation de es notions à un tore
algébrique T quelonque. Bien entendu pour T = Gm on retrouvera les dé-
nitions préédentes. La onstrution de l'espae adélique assoié à un tore
algébrique T est en fait un as partiulier de la onstrution générale de l'es-
pae adélique assoié à une variété algébrique dénie sur K (f. [We2, I.2℄ et
[Oe, I.3℄). Elle peut se faire de la façon suivante.
Pour toute plae v de K, T (Kv) est muni naturellement d'une struture
de groupe topologique abélien loalement ompat. On désigne alors (abu-
sivement) par T (Ov) le sous-groupe ompat maximal de T (Kv). En fait, si
S désigne l'ensemble des plaes de K arhimédiennes ou ramiées dans une
extension galoisienne L de groupe G déployant T et SL l'ensemble des plaes
de L divisant une plae de S, le shéma en groupes
T = Spec (OSL ⊗X(T ))G (3.3)
est un modèle de T sur Spec (OS), et pour toutes les plaes v en dehors de
S on a T (Ov) = T(Ov), d'où la notation adoptée.
L'espae adélique assoié à T est alors le sous-groupe du groupe produit∏
v
T (Kv) dérit par
T (AK) =
{
(tv) ∈
∏
v
T (Kv), tv ∈ T (Ov) pour presque tout v ∈ PK
}
.
(3.4)
Pour un sous-ensemble ni S de PK , on onsidérera aussi T (AK)S le sous-
groupe de
∏
v
T (Kv) dérit par
T (AK)S =
{
(tv) ∈
∏
v
T (Kv), ∀v /∈ S, tv ∈ T (Ov)
}
, (3.5)
de sorte que T (AK) est la réunion des T (AK)S pour S dérivant l'ensemble
des parties nies de PK .
Comme sous-groupe de
∏
v
T (Kv), T (AK) est un groupe abélien. On le mu-
nit de la topologie dont une base d'ouverts est donnée par les sous-ensembles
du type ∏
v∈S
Uv ×
∏
v/∈S
T (Ov) (3.6)
où S est un ensemble ni de plaes de K et, pour v ∈ S, Uv est un ouvert de
T (Kv). Cette topologie, qui est plus ne que la topologie issue de la topolo-
gie produit sur
∏
T (Kv), fait de T (AK) un groupe topologique loalement
ompat. On peut alors identier T (K) à un sous-groupe disret de T (AK).
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On note
K(T ) = T (AK)∅ =
∏
v∈PK
T (Ov), (3.7)
'est le sous-groupe ompat maximal de T (AK).
Si L est une extension nie galoisienne de K déployant T , de groupe
de Galois G, on dispose également, omme pour T (K), d'une desription
simple de tous es groupes en termes du G-module X(T ), pratique pour
manipuler des suites exates. Pour toute plae v de K, on a d'après (3.3) une
identiation anonique
T (Kv)
∼−→ HomG
(
X(T ), (L⊗K Kv)×
)
. (3.8)
Rappelons que (L⊗K Kv)× s'identie à
∏
V|v
L×
V
. L'identiation (3.8) induit
une identiation
T (Ov) ∼−→ HomG
X(T ),∏
V|v
O×
V
 . (3.9)
Si on hoisit une plae V divisant v et si on note Gv son groupe de dé-
omposition, les identiations (3.8) et (3.9) induisent respetivement des
identiations
T (Kv)
∼−→ HomGv
(
X(T ), L×
V
)
(3.10)
et
T (Ov) ∼−→ HomGv
(
X(T ),O×
V
)
. (3.11)
On peut identier T (AK) au groupe
HomG(X(T ),Gm(AL)) (3.12)
muni de la topologie induite par elle de Gm(AL), et K(T ) au groupe
HomG(X(T ),K(Gm,L)). (3.13)
Exemple 3.5 : SoitK0 une extension nie séparable deK, et T = ResK0/K Gm.
Alors T (AK) s'identie anoniquement à Gm (AK0). 
Notations 3.6
Soit f : T1 → T2 un morphisme K-de tores algébriques, et v une plae
de K. Le morphisme ontinu de groupes topologiques T2(AK) → T1(AK)
(respetivement T2(Kv) → T1(Kv)) induit fontoriellement par f sera alors
noté f
AK
(respetivement fv).
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3.3 Le degré
3.3.1 Dénitions
Soit K un orps global. Pour toute plae v de K, on a un morphisme de
valuation déni par
degK,v :
Gm(Kv) −→ Z
xv 7−→ v(xv) (3.1)
si v est nie et
degK,v :
Gm(Kv) −→ R
xv 7−→ log |xv|v
(3.2)
si v est arhimédienne. Dans les deux as, e morphisme a pour noyau
Gm(Ov).
On en déduit un morphisme degré déni par
degK :
Gm(AK) −→ R
(xv) 7−→
∑
v∈PK
log(qv) degK,v(xv) (3.3)
dans le as arithmétique et
degK :
Gm(AK) −→ Z
(xv) 7−→
∑
v∈PK
fv degK,v(xv) . (3.4)
Dans le as arithmétique, le morphisme degK est surjetif, ar le morphisme
degK,v est surjetif si v est arhimédienne. Dans le as fontionnel, degK est
surjetif d'après [We1, VII  5, Cor 6℄.
Dans les deux as, le noyau de degK ontient Gm(K) (par la formule du
produit) et K(Gm). Il sera noté Gm(AK)
1
.
Soit L une extension nie de K. Dans le as arithmétique, on a la relation
degL|
Gm(AK)
= [L : K] degK . (3.5)
Dans le as fontionnel, on a la relation
d
L
degL|
Gm(AK)
= d
K
[L : K] degK , (3.6)
où l'on rappelle que q dL et q dK représentent les ardinaux des orps des
onstantes des orps de fontions L et K respetivement.
Soit à présent T un tore algébrique déni sur K, déployé par une ex-
tension nie galoisienne L de groupe de Galois G. Soit m un élément de
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X(T )G, 'est-à-dire un morphisme de K-groupes T → Gm (le morphisme
dual est alors le morphisme de G-modules Z→ X(T ) qui envoie 1 sur m).
Par omposition du morphisme ontinu m
AK
: T (AK)→ Gm(AK) ave
degK on obtient un morphisme ontinu T (AK)→ R dans le as arithmétique
et T (AK) → Z dans le as fontionnel. On note degT le morphisme déni
par
T (AK) −→ Hom
(
X(T )G,R
)
t 7−→ [m 7→ (degK ◦mAK )(t)]
(3.7)
dans le as arithmétique, et
T (AK) −→ Hom
(
X(T )G,Z
)
t 7−→ [m 7→ (degK ◦mAK )(t)]
(3.8)
dans le as fontionnel. Dans e dernier as, le morphisme degT n'est autre
que le morphisme θ déni par Oesterlé dans [Oe, I.5.5℄, omposé ave logq
K
.
Dans les deux as, on a deg
Gm
= degK . Le résultat suivant est immédiat.
Lemme 3.7
Le morphisme degT est fontoriel dans le sens suivant : soit
f : T1 −→ T2 (3.9)
est un morphisme de K-tores algébriques déployés par L. Le morphisme
f : X(T2) −→ X(T1) (3.10)
de G-module assoié induit par dualité des morphismes
f∨ :
(
X(T1)
G
)∨ −→ (X(T2)G)∨ , (3.11)
et
f∨
R
:
(
X(T1)
G
)∨
R
−→ (X(T2)G)∨
R
. (3.12)
On a alors
degT2 ◦fAK = f∨R ◦ degT1 (3.13)
dans le as arithmétique et
degT2 ◦fAK = f∨ ◦ degT1 (3.14)
dans le as fontionnel.
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Pour un tore algébrique T quelonque, à l'instar de degK , degT se dé-
ompose en une somme de degrés loaux, que nous dérivons à présent. Soit
v une plae de K, Gv un groupe de déomposition au-dessus de v et m un
élément de X(T )Gv , 'est-à-dire un morphisme de Kv-tores TKv → Gm,Kv .
Par omposition du morphisme ontinu mv : T (Kv)→ Gm(Kv) ave degK,v
on obtient un morphisme ontinu T (Kv)→ Z si v est nie et T (Kv)→ R si
v est arhimédienne. On note degT,v le morphisme déni par
T (Kv) −→ Hom
(
X(T )Gv ,Z
)
t 7−→ [m 7→ (degK,v ◦mv)(t)] (3.15)
si v est nie et
T (Kv) −→ Hom
(
X(T )Gv ,R
)
t 7−→ [m 7→ (degK,v ◦mv)(t)] (3.16)
si v est arhimédienne. Dans les deux as, le noyau de degT,v est T (Ov).
Notons iT,v l'injetion ontinue naturelle de groupes topologiques T (Kv)→
T (AK).
Dans le as arithmétique, pour toute plae v, le diagramme
T (Kv)
iT,v //
log(qv) degT,v

T (AK)
degT

Hom
(
X(T )Gv ,R
)
// Hom(X(T )G,R)
(3.17)
(où la èhe horizontale du bas est le morphisme naturel de restrition) est
ommutatif, et on a
degT =
∑
v∈PK
log(qv) degT,v . (3.18)
Dans le as fontionnel, pour toute plae v le diagramme
T (Kv)
iT,v //
fv degT,v

T (AK)
degT

Hom
(
X(T )Gv ,Z
)
// Hom(X(T )G,Z)
(3.19)
(où la èhe horizontale du bas est le morphisme naturel de restrition) est
ommutatif, et on a
degT =
∑
v∈PK
fv degT,v . (3.20)
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Le noyau de degT sera noté T (AK)
1
. Par la formule du produit, T (K)
est ontenu dans T (AK)
1
. Par ailleurs, omme haque morphisme degT,v a
pour noyau T (Ov), T (AK)1 ontient K(T ). En outre, T (AK)1 s'identie au
groupe
T (AK)
1 = HomG(X(T ),Gm(AL)
1). (3.21)
Pour toute partie nie S de PK , on note
T (AK)
1
S = T (AK)S ∩ T (AK)1. (3.22)
On dénit à présent une variante du morphisme degT et des degrés loaux
degT,v qui nous sera utile par la suite. Contrairement à degT , la dénition de
ette variante dépend du hoix de l'extension L déployant T . Pour omparer
les deux notions, nous aurons besoin du lemme élémentaire suivant.
Lemme 3.8
Soit M un G-module qui est un Z-module libre de rang ni. Alors la èhe
naturelle
(M∨)
G −→ (MG)∨ (3.23)
est une injetion de onoyau ni.
Démonstration : Le quotient M/MG étant sans torsion, on a une suite
exate
0→ (M/MG)∨ →M∨ → (MG)∨ → 0 (3.24)
En prenant les G-invariants, on obtient la suite exate
0→
((
M/MG
)∨)G → (M∨)G → (MG)∨ → H1 (G, (M/MG)∨) (3.25)
dont l'avant-dernière èhe est la èhe de l'énoné. Son onoyau est don
ni. Soit φ un élément de (M∨)G = HomG(M,Z) dont la restrition à M
G
est nulle. Pour tout x ∈M , NG x déf=
∑
g∈G
g.x est un élément de MG et on a
0 = φ(NG x) = [G]φ(x) (3.26)
don φ(x) = 0. Ainsi φ est nulle, d'où l'injetivité (en d'autres termes, le
dual d'un G-module anisotrope est anisotrope). 
On se plae dans le as arithmétique. On onsidère la suite exate
0 −→ Gm(AL)1 −→ Gm(AL) degL−→ R −→ 0. (3.27)
Tensorisons parX(T )∨ et prenons les G-invariants. On obtient la suite exate
0 −→ T (AK)1 −→ T (AK) −→ (X(T )∨)G
R
(3.28)
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et don un morphisme
degT,L : T (AK) −→ (X(T )∨)G , (3.29)
de noyau T (AK)
1
. On notera enore degT,L le morphisme obtenu par om-
position ave le morphisme de restrition (X(T )∨)G
R
→֒ (X(T )G)∨
R
(qui est
un isomorphisme d'après le lemme 3.8), On a don, pour tout t ∈ T (AK) et
tout m ∈ X(T )G, 〈
degT,L(x) , m
〉
= degL(mAK (t)). (3.30)
D'après (3.5) on a don
degT,L = [L : K] degT , (3.31)
e qui montre en partiulier que ontrairement au morphisme degT , le mor-
phisme degT,L dépend du hoix de l'extension déployant T .
Remarquons que le diagramme
T (AK)
degT,L //

HomG(X(T ),R)

TL(AL)
degTL // Hom(X(T ),R)
(3.32)
(où les èhes vertiales sont les inlusions naturelles) est ommutatif.
Pla  ;ons nous à présent dans le as fontionnel. On onsidère la suite
exate
0 −→ Gm(AL)1 −→ Gm(AL) degL−→ Z −→ 0. (3.33)
Tensorisons parX(T )∨ et prenons les G-invariants. On obtient la suite exate
0 −→ T (AK)1 −→ T (AK) −→ (X(T )∨)G (3.34)
et don un morphisme
degT,L : T (AK) −→ (X(T )∨)G , (3.35)
de noyau T (AK)
1
. On notera enore degT,L le morphisme obtenu par om-
position ave le morphisme de restrition (X(T )∨)G →֒ (X(T )G)∨ (qui est
injetif d'après le lemme 3.8), On a don, pour tout t ∈ T (AK) et tout
m ∈ X(T )G, 〈
degT,L(t) , m
〉
= degL(mAK (t)). (3.36)
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D'après (3.6), on a don la relation
dL degT,L = dK [L : K] degT (3.37)
e qui montre que ontrairement au morphisme degT , le morphisme degT,L
dépend du hoix de l'extension déployant T .
Remarquons que le diagramme
T (AK)
degT,L //

HomG(X(T ),Z)

TL(AL)
degTL // Hom(X(T ),Z)
(3.38)
(où les èhes vertiales sont les inlusions naturelles) est ommutatif.
Tout omme le morphisme degT , le morphisme degT,L peut se déompo-
ser (de manière non anonique) en une somme de degrés loaux, que nous
dérivons à présent.
Soit v une plae nie de K, V une plae de L divisant v et Gv son groupe
de déomposition. On onsidère la suite exate de Gv-modules.
0 −→ O×
V
−→ K×
V
V−→ Z −→ 0. (3.39)
Tensorisons par X(T )∨ et prenons les Gv-invariants. On obtient la suite
exate
0 −→ T (Ov) −→ T (Kv) −→ (X(T )∨)Gv (3.40)
et don un morphisme
degT,L,V : T (Kv) −→ (X(T )∨)Gv (3.41)
de noyau T (Ov). Remarquons que le diagramme
T (Kv)
degT,L,V //

HomGv(X(T ),Z)

TL(LV)
degTL,V // Hom(X(T ),Z)
(3.42)
(où les èhes vertiales sont les inlusions naturelles) est ommutatif.
Soit à présent v une plae arhimédienne, V une plae de L divisant v et
Gv son groupe de déomposition. On onsidère la suite exate de Gv-modules.
0 −→ O×
V
−→ K×
V
log| . |V−→ R −→ 0. (3.43)
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Tensorisons par X(T )∨ et prenons les Gv-invariants. On obtient la suite
exate
0 −→ T (Ov) −→ T (Kv) −→ (X(T )∨)Gv
R
(3.44)
et don un morphisme
degT,L,V : T (Kv) −→ (X(T )∨)Gv
R
(3.45)
de noyau T (Ov). Remarquons que le diagramme
T (Kv)
degT,L,V //

HomGv(X(T ),R)

TL(LV)
degTL,V // Hom(X(T ),R)
(3.46)
(où les èhes vertiales sont les inlusions naturelles) est ommutatif.
Dans le as arithmétique, pour toute plae v le diagramme
T (Kv)
iT,v //
log(qV) degT,L,V

T (AK)
degT,L

HomGv(X(T ),R) // Hom(X(T )
G,R)
(3.47)
(où la èhe horizontale du bas est le morphisme de restrition) est ommu-
tatif, et on a
degT,L =
∑
v∈PK
log(qV) degT,L,V . (3.48)
Dans le as fontionnel, pour toute plae v le diagramme
T (Kv)
iT,v //
fV degT,L,V

T (AK)
degT,L

HomGv(X(T ),Z) // Hom(X(T )
G,Z)
(3.49)
(où la èhe horizontale du bas est le morphisme de restrition) est ommu-
tatif et on a
degT,L =
∑
v∈PK
fV degT,L,V . (3.50)
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3.3.2 Propriétés du degré loal dans le as d'une plae nie
On onsidère toujours un tore algébrique T déni sur un orps global K
et déployé par une extension galoisienne L de groupe G
Lemme 3.9
Soit v une plae nie de K non ramiée dans L, V une plae de L divisant v
et Gv le groupe de déomposition orrespondant. Alors le morphisme
degT,L,V : T (Kv) −→ (X(T )∨)Gv (3.51)
est surjetif, et induit don un isomorphisme
T (Kv)/T (Ov) ∼−→ (X(T )∨)Gv . (3.52)
Remarque 3.10 : On verra plus loin (f. la proposition 3.27) que pour une
plae nie quelonque le morphisme (3.51) est de onoyau ni. 
Démonstration : L'argument qui suit est repris de la page 449 de [Dr℄.
Au vu de la onstrution de degT,L,V, le onoyau du morphisme (3.51) est
le groupe H1(Gv, X(T )
∨ ⊗ O×
V
). Or, si v est non ramiée, O×
V
est ohomo-
logiquement trivial, et omme X (T )∨ est sans torsion, d'après [Se1, IX, § 5,
Corollaire℄, X (T )∨ ⊗ O×
V
est enore ohomologiquement trivial, d'où le ré-
sultat. 
Lemme 3.11
Soit v une plae nie de K, V une plae de L divisant v, Gv son groupe de
déomposition et ev l'indie de ramiation de v dans L.
On a alors
degT,L,V = ev degT,v . (3.53)
Démonstration : On a en eet, pour t ∈ T (Kv), et pour m ∈ X(T )G,〈
degT,L,V(t) , m
〉
= V(mv(t)) (3.54)
= ev v(〈x , t〉) (3.55)
= ev
〈
degT,v(t) , m
〉
. (3.56)

3.3.3 Propriétés du degré dans le as arithmétique
Lemme 3.12
Soit v une plae arhimédienne de K, V une plae de L divisant v, Gv son
groupe de déomposition.
On a alors
degT,L,V = [LV : Kv] degT,v (3.57)
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Démonstration : Soit t ∈ T (Kv) et m ∈ X(T )G. On a〈
degT,L,V(x) , t
〉
= log (|mv(t)|V) (3.58)
= [LV : Kv] log (|mv(t)|v) (3.59)
= [LV : Kv]
〈
degT,v(t) , m
〉
. (3.60)

Lemme 3.13
Soit v une plae arhimédienne de K, V une plae de L divisant v et Gv son
groupe de déomposition. Le morphisme
degT,L,V : T (Kv) −→ HomGv(X(T ),R) (3.61)
est surjetif.
En partiulier le morphisme
degT,L,V : T (Kv) −→ Hom(X(T )G,R) (3.62)
est surjetif.
Démonstration : Le morphisme (3.61) est surjetif ar il admet pour
setion le morphisme
HomGv(X(T ),R) −→ HomGv(X(T ),R×) ⊂ HomGv(X(T ), L×V) ∼→ T (Kv)
(3.63)
obtenu par omposition soit ave l'exponentielle si LV = R, soit ave le arré
de l'exponentielle si LV
∼→ C.
La deuxième assertion vient du fait que le morphisme de R-espaes ve-
toriels
HomGv(X(T ),R)→ Hom(X(T )Gv ,R) (3.64)
est un isomorphisme, et que le morphisme de restrition
Hom(X(T )Gv ,R)→ Hom(X(T )G,R) (3.65)
est surjetif. 
Corollaire 3.14
Dans le as arithmétique, degT et degT,L sont surjetifs.
Démonstration : Pour toute plae v arhimédienne, on a d'après le
lemme 3.13
degT,L,V(T (Kv)) = Hom(X(T )
G,R). (3.66)
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e qui montre la surjetivité de degT,L d'après (3.48).
Par ailleurs, pour toute plae v arhimédienne, T (Kv) est un groupe di-
visible, et degT,v et degT,L,V sont proportionnels. On en déduit qu'on a
degT,v(T (Kv)) = Hom(X(T )
G,R). (3.67)
e qui montre la surjetivité de degT d'après (3.18). 
3.3.4 Propriétés du degré dans le as fontionnel
Contrairement à e qui se passe dans le as arithmétique, degT n'est plus
néessairement surjetif dans le as fontionnel, omme le montre le lemme
suivant.
Lemme 3.15
Soit K un orps de fontions et L/K une extension nie galoisienne, de
groupe de Galois G. Soit K0 une extension de K ontenue dans L, T le
tore ResK0/K Gm et G0 = Gal(L/K0). Soit d0 tel que qK0 = q
d0
K
, de sorte
que d0 =
d
K0
d
K
. Alors, via les identiations naturelles T (AK) = Gm (AK0) et
(X(T )G)∨ = Z, le morphisme degT n'est autre que le morphisme d0 degK0,
et son image est d0 Z. En partiulier degT n'est pas néessairement surjetif.
Démonstration : Soit t ∈ Gm(AK0). Via l'identiation
T (AK)
∼−→ Gm(AK0), (3.68)
il lui orrespond l'élément de
T (AK) = HomG(Z[G/G0],Gm(AL)) (3.69)
qui envoie G0 sur t. Le Z-module Z[G/G0]
G
est de rang 1 engendré par∑
g∈G/G0
g G0. Le morphisme degT (t) envoie alors
∑
g∈G/G0
g G0 sur
degK
 ∏
g∈G/G0
g t
 = dL
d
K
[L : K]
∑
g∈G/G0
degL(g t) (3.70)
=
d
L
[G]
d
K
[L : K] [G0]
degL(t) (3.71)
=
d
L
d
K
[L : K0]
degL(t) (3.72)
= d0
d
L
d
K0 [L : K0]
degL(t) (3.73)
= d0 degK0(t), (3.74)
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la première et la dernière égalité venant de la formule (3.6). Le fait que
l'image est d0 Z déoule alors de l'existene de diviseurs de degré 1 ([We1,
VII,  5,Cor 6℄). 
Notation 3.16
Dans le as fontionnel, on note DT l'image du morphisme degT .
Proposition 3.17
On se plae dans le as fontionnel. Le morphisme
degT,L : T (AK) −→ (X(T )∨)G (3.75)
est de onoyau ni, et il en est de même du morphisme
degT : T (AK) −→
(
X(T )G
)∨
. (3.76)
Démonstration : C'est un as partiulier de [Oe, I.5.6.b℄, où la preuve
est donnée pour tout groupe linéaire algébrique. Nous donnons ii une preuve
pour les tores algébriques.
D'après le lemme 3.3, il existe une suite exate de G-modules
0→ X(T )→ P → Q→ 0. (3.77)
où P et Q sont libres de rang ni en tant que Z-modules, et P est un G-
module de permutation. Notons TP (respetivement TQ) le K-tore de module
de aratère P (respetivement Q).
Le onoyau de la èhe (P ∨)G → (X(T )∨)G est le groupe H1 (G,Q∨) qui
est ni. Comme TP est quasi-déployé, d'après le lemme 3.15 le morphisme
degTP ,L est de onoyau ni. Le diagramme ommutatif
TP (AK) //
degTP ,L

T (AK)
degT,L

(P ∨)G // (X(T )∨)G
(3.78)
permet de onlure pour degT,L. Or on a la formule
dL degT,L = dK [L : K] degT , (3.79)
et (X(T )∨)G est un sous-module d'indie ni de
(
X(T )G
)∨
. On en déduit le
résultat pour degT . 
Notation 3.18
Dans le as fontionnel, on note CT le onoyau de degT .
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On onsidère toujours T un tore algébrique déni sur le orps de fontions
K. Les résultats de la n de ette setion donnent des renseignements sur
les groupes DT et CT . Soit G le groupe de Galois de Ks/K, il ontient un
sous-groupe distingué H tel que le quotient G/H s'identie à G le groupe de
Galois absolu de k. La représentation ontinue de G dans Aut(X(T )) induit
une représentation ontinue
̺ : G −→ Aut (X(T )H) . (3.80)
Soit gT = G/Ker(̺) et dT = [gT ]. Ainsi le orps ni à q
dT
K
éléments est le
orps des onstantes minimal d'une extension galoisienne L/K déployant T .
Pour tout G-module M , on note NG la norme sur M , i.e. le morphisme
qui à m ∈M assoie l'élément de M G
NG(m) =
∑
g∈G
g m. (3.81)
Lemme 3.19
L'image de NGT (AL) par degT est dT
(
X(T )G
)∨
.
Démonstration : Soit
φ ∈ T (AL) = Hom(X(T ),Gm(AL)). (3.82)
Le morphisme degT (NGφ) envoie m ∈ X(T )G sur
degK
(∏
g∈G
(g φ)(m)
)
= degK
(∏
g∈G
g.
(
φ(g−1m)
))
(3.83)
= degK
(∏
g∈G
g. (φ(m))
)
(3.84)
=
dT
[L : K]
degL
(∏
g∈G
g. (φ(m))
)
(3.85)
= dT degL(φ(m)). (3.86)
La troisième égalité provient de la formule (3.6), ompte tenu du fait qu'on a
dT = dL/dK . Ainsi l'image deNGT (AL) par degT est inluse dans dT
(
X(T )G
)∨
.
Montrons à présent que la èhe
degT : NGT (AL) −→ dT
(
X(T )G
)∨
(3.87)
est surjetive.
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Soit ψ un élément de dT
(
X(T )G
)∨
. On peut onstruire un morphisme
φ ∈ Hom(X(T )G,Gm(AL)) (3.88)
tel que pour m ∈ X(T )G on ait
∀m ∈ X(T )G, degL(φ(m)) =
ψ(m)
dT
. (3.89)
Soit en eet t ∈ Gm(AL) un idèle tel que degL(t) = 1 Choisissons en outre
une base de X(T )G (m1, . . . , mr) . Pour i = 1, . . . , r, ψ(mi) s'érit dT ni ave
ni ∈ Z. On pose alors φ(mi) = tni .
Comme X(T )G est en tant que Z-module un fateur diret de X(T ), un
tel morphisme φ s'étend en un morphisme
φ ∈ Hom(X(T ),Gm(AL)). (3.90)
On vérie que pour un tel φ, on a, ompte tenu de (3.89), degT (NG φ) = ψ.

Corollaire 3.20
DT ontient dT
(
X(T )G
)∨
.
Corollaire 3.21
Si k est algébriquement los dans L, on a CT = 0.
Démonstration : En eet dans e as on a dT = 1. 
3.4 Groupe de lasses
Rappelons que pour tout orps globalK, CK désigne le groupe des lasses
d'idèles de K.
On onsidère un tore algébrique déni sur orps global K, déployé par
une extension nie galoisienne L de groupe G.
Le groupe
T (CL)
déf
= Hom(X(T ), CL) (3.1)
est isomorphe à T (AL)/T (L). Il est par ailleurs muni naturellement d'une
ation de G. Nous posons
T (CK) = HomG(X(T ), CL) = T (CL)
G. (3.2)
Cette dénition est indépendante du hoix de l'extension déployant T .
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Notons que la suite exate longue de ohomologie assoiée à la suite exate
de G-modules
0 −→ X(T )∨⊗Gm(L) −→ X(T )∨⊗Gm(AL) −→ X(T )∨⊗CL −→ 0 (3.3)
fournit la suite exate
0 −→ T (K) −→ T (AK) −→ T (CK) −→ H1(G, T (L)) −→ H1(G, T (AL))
(3.4)
et don la suite exate
0 −→ T (AK)/T (K) −→ T (CK) −→ W(T ) −→ 0, (3.5)
où W(T ) est le groupe de Tate-Shafarevih de T , déni par
W(T ) = Ker
(
H1(G, T (L))→ H1(G, T (AL))
)
, (3.6)
ette dénition ne dépendant pas du hoix de l'extension déployant T .
Ainsi le groupe T (AK)/T (K) s'injete dans T (CK) mais ne lui est en
général pas égal (pour un exemple ave W(T ) 6= 0 f. par exemple [CTSa,
p.224, G.℄).
Un as important d'égalité se produit quand T est la restrition à la Weil
de K0 à K de Gm, pour K0 extension séparable de K. Dans e as, T (CK)
s'identie à CK0. En eet, on a alors, par le théorème de Hilbert 90,
CK0 = C
Gal(L/K0)
L . (3.7)
Bien entendu l'isomorphisme
T (CK)
∼−→ T (AK)/T (K) (3.8)
est enore valable si T est quasi-déployé.
3.5 La dualité de Nakayama
3.5.1 Les groupes de ohomologie à la Tate
Nous eetuons quelques rappels sur les propriétés des groupes de o-
homologie à la Tate, renvoyant à [Se1, Chapitre VIII℄ pour plus de détails.
Soit G un groupe ni. Pour tout n ∈ Z, on peut dénir sur la atégorie des
G-modules un fonteur Ĥn(G, . ), à valeurs dans la atégorie des Z-modules,
vériant entre autres les propriétés suivantes :
 Pour n > 1, e fonteur oïnide ave le fonteur lassique Hn(G, . ), n-
ème fonteur dérivé droit du fonteur points xes sous G :M 7→M G.
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 Si M est un G-module et
NG : m 7→
∑
g∈G
g.m (3.1)
est la norme, on a Ĥ0(G,M) =M G/NGM .
 Si
0 −→M ′ −→M −→M ′′ −→ 0 (3.2)
est une suite exate de G-modules, on a une suite exate longue
. . . −→ Ĥn−1(G,M ′′) δ−→ Ĥn(G,M ′) −→ Ĥn(G,M) (3.3)
−→ Ĥn(G,M ′′) δ−→ Ĥn+1(G,M ′) −→ Ĥn+1(G,M) . . . (3.4)
 Pour tout n ∈ Z, Ĥn(G,M) est tué par la multipliation par [G].
 Si M est de type ni, pour tout n ∈ Z, Ĥn(G,M) est ni.
 Si M et M ′ sont des G-modules et m et n sont dans Z, il existe une
appliation Z-bilinéaire
Ĥm(G,M)⊗ Ĥn(G,M ′) −→ Ĥm+n(G,M ⊗M ′). (3.5)
fontorielle en M et M ′.
 Pour tout G-module M , le morphisme naturel de G-module
M ⊗M∨ → Z (3.6)
induit par fontorialité un morphisme trae
Ĥ0(G,M ⊗M∨)→ Ĥ0(G,Z) ∼→ Z/ [G] . (3.7)
En omposant l'appliation bilinéaire (3.5) pourM ′ = M∨ = Hom(M,Z)
et n = −n ave la trae, on obtient une dualité parfaite
Ĥ−n(G,M)⊗ Ĥn(G,M∨) −→ Z/ [G] (3.8)
qui permet en partiulier d'identier Ĥ−n(G,M) au dualHom
(
Ĥn(G,M∨),Q/Z
)
de Ĥn(G,M∨ (qui oïnide ave son dual topologique si Ĥn (G,M∨)
est ni), et inversement.
Dans toute la suite, pour tout n ∈ Z, nous noterons Hn(G,M) le groupe
Ĥn(G,M), sauf dans le as où n vaut expliitement 0, où nous onserverons
la notation Ĥ0(G,M) pour éviter toute onfusion.
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3.5.2 Énoné de la dualité de Nakayama
Soit K un orps global et T un tore algébrique sur K, déployé par une
extension galoisienne L de groupe G. La dualité de Nakayama donne un
moyen simple de aluler la ohomologie du G-module T (CL). Le résultat
suivant est une onséquene de [Na, Theorem 3℄. La théorie du orps de
lasses permet de dénir un générateur anonique α du groupe H2(G,CL),
appelé lasse fondamentale (f. [HoNa, p.359℄).
Théorème 3.22 (Nakayama)
Le up-produit par α induit pour tout n ∈ Z un isomorphisme
Hn (G,X(T )∨)
∼−→ Hn+2(G, T (CL)). (3.9)
En partiulier les groupes de ohomologieHn(G, T (CL)) sont nis pour tout n.
Rappelons que pour tout n le groupe ni Hn (G,X(T )∨) s'identie anoni-
quement au dual Hom(H−n(G,X(T )),Q/Z) = H−n(G,X(T ))∗ du groupe
ni H−n(G,X(T )).
3.6 Coompaité
Soit K un orps global. Nous notons C1K = Gm(AK)
1/Gm(K). C'est
un groupe ompat par [We1, IV4, Theorem 6℄. Soit à présent T un tore
algébrique sur K déployé par une extension galoisienne nie L de groupe G.
Posons
T (CK)
1 = HomG(X(T ), C
1
L), (3.1)
e qui ne dépend pas du hoix de l'extension L déployant K.
Lemme 3.23
Le groupe H1 (G, T (CL)
1) est ni.
Démonstration : Dans le as fontionnel, on onsidère la suite exate
0 −→ X(T )∨ ⊗ C1L −→ X(T )∨ ⊗ CL
Id⊗degL−→ X(T )∨ −→ 0. (3.2)
La suite exate de ohomologie sous G assoiée fournit la suite exate
T (CK) −→ (X(T )∨)G −→ H1
(
G, T (C1L)
) −→ H1(G, T (CL)). (3.3)
Par dualité de Nakayama, H1 (G, T (CL)) est ni et la èhe
T (CK) −→ (X(T )∨)G (3.4)
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n'est autre que la fatorisation de degT,L par T (CK), son onoyau est don
ni.
Dans le as arithmétique, on utilise la suite exate
0 −→ X(T )∨ ⊗ C1L −→ X(T )∨ ⊗ CL
Id⊗degL−→ X(T )∨
R
−→ 0 (3.5)
et un argument stritement similaire (ii degT,L est d'ailleurs surjetif d'après
le orollaire 3.14). 
Proposition 3.24
1. Le quotient T (AK)
1/T (K) est ompat.
2. Dans le as arithmétique, T (AK)/K(T ).T (K).T (AK)PK,∞ est ni.
3. Dans le as fontionnel, T (AK)
1/K(T ).T (K) est ni.
Démonstration : Le point 1 est un as partiulier de [Oe, IV.1.3.℄, où il
est montré plus généralement pour un groupe résoluble. Nous donnons une
preuve de e résultat pour un tore algébrique.
Si T est quasi-déployé, le résultat déoule immédiatemment de la ompa-
ité de Gm(AL)
1/Gm(L) pour tout orps global L.
Par ailleurs, si T est quasi-déployé. on a un isomorphisme
T (CK)
1 ∼−→ T (AK)1/T (K) (3.6)
En eet, il sut de le montrer pour T = ResK0/K Gm oùK0 est une extension
de K ontenue dans L. Or, par le théorème de Hilbert 90, on a(
C1L
)Gal(L/K0) = C1K0 . (3.7)
Ainsi, si T est quasi-déployé, T (CK)
1
est un ompat.
Pour T quelonque, d'après le lemme 3.3, il existe une suite exate de
G-modules
0→ X(T )→ P → Q→ 0. (3.8)
où P et Q libres de rang ni en tant que Z-modules, et P est un G-module
de permutation. Notons TP (respetivement TQ) le K-tore de module de
aratère P (respetivement Q).
On a le diagramme ommutatif suivant
TP (AK)
1/TP (K) //
≀

T (AK)
1/T (K)
 _

TP (CK)
1 // T (CK)
1
(3.9)
41
d'après lequel il sut, pour montrer la ompaité de T (AK)
1/T (K), de mon-
trer que la èhe TP (CK)
1 → T (CK)1 est de onoyau ni.
Or la suite exate
0 −→ Q∨ −→ P ∨ −→ X(T )∨ −→ 0 (3.10)
fournit la suite exate
TP (CK)
1 −→ T (CK)1 −→ H1
(
G, TQ(CL)
1
)
. (3.11)
D'après le lemme 3.23, H1 (G, TQ(CL)
1) est ni, d'où le résultat.
Montrons le point 2, qui, dans le as où T = Gm, est le théorème de
nitude du nombre de lasses d'idéaux d'un orps de nombres. D'après le
lemme 3.13, on a
T (AK) = T (AK)
1 .T (AK)PK,∞ (3.12)
et il sut don de montrer que le quotient
T (AK)
1/K(T ).T (K).T (AK)
1
PK,∞
(3.13)
est ni. Mais e dernier groupe est disret, et ompat ar T (AK)
1/T (K) est
ompat d'après le point 1.
Montrons à présent le point 3. De fa  ;on semblable au point 2, il peut
se déduire du point 1 : la ompaité de T (AK)
1/T (K) entraîne elle de
T (AK)
1/K(T ).T (K), et don la nitude de e dernier groupe dans le as
fontionnel ar il est alors également disret.
Cependant le point 3 peut se retrouver diretement, en remarquant qu'on
a (
T (AL)
1
)G
= T (AK)
1, (3.14)
d'où une injetion
T (AK)
1/ (K(TL).T (L))
G →֒ (T (AL)1/K(TL).T (L))G . (3.15)
Or T (AL)
1/K(TL).T (L) n'est autre que
(
Pic0(CL)
)dim(T )
. C'est don un groupe
ni. On en déduit que le groupe
T (AK)
1/ (K(TL).T (L))
G
(3.16)
est ni.
Par ailleurs, K(TL) ∩ T (L) s'identie à un produit de dim(T ) opies du
groupe des fontions régulières inversibles sur la ourbe projetive CL, et est
don ni. Il en en don de même pour H1 (G,K(TL) ∩ T (L)). Maintenant la
suite exate
0 −→ K(T ).T (K) −→ (K(TL).T (L))G −→ H1 (G,K(TL) ∩ T (L)) (3.17)
montre queK(T ).T (K) est d'indie ni dans (K(TL).T (L))
G
, d'où la nitude
de T (AK)
1/K(T ).T (K). 
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3.7 Résultats loaux
Lemme 3.25 (Ono)
Soit v une plae nie de K. Soit 1→ T ′′ → T ′ → T → 1 une suite exate de
tores algébriques sur K. Soit L une extension galoisienne nie déployant T ,
T ′ et T”. Si v est non ramiée dans L/K, le morphisme
T ′(Ov) −→ T (Ov) (3.1)
est surjetif.
Démonstration : La preuve gure dans [On1, Lemma 4.2.1℄, nous la rap-
pelons. Soit V une plae de L au-dessus de v, etGv le groupe de déomposition
de V. On a
T (Ov) ∼→ HomGv(X(T ),O×V), (3.2)
T ′(Ov) ∼→ HomGv(X(T ′),O×V) (3.3)
et une suite exate
T ′(Ov) −→ T (Ov) −→ H1(Gv, X (T ′′)∨ ⊗O×V). (3.4)
Or, omme v est non ramiée, O×
V
est ohomologiquement trivial, et
omme X (T ′′)∨ est sans torsion, d'après [Se1, IX, § 5, Corollaire℄, X (T ′′)∨⊗
O×
V
est enore ohomologiquement trivial, d'où le résultat. 
Soit T un tore algébrique déni sur un orps global K, déployé par une
extension nie galoisienne L de groupe de Galois G. On suppose donnée une
suite exate de G-modules
0 −→ X(T )
γ
−→ P−→ Q −→ 0 (3.5)
où P et Q sont des Z-modules libres de rang ni, et P est un G-module
de permutation. Le but de e qui suit est de préiser le omportement du
degré loal vis-à-vis de ette suite exate. Comme onséquene, on obtient la
nitude du onoyau du degré loal.
Choisissons une base G-stable (ni)i∈I du G-module de permutation P ,
dont on note (n∨i )i∈I la base duale. Pour ı˜ ∈ I/G, hoisissons en outre un
élément neı de l'orbite ı˜. SoitGeı son stabilisateur. Ces hoix permettent d'iden-
tier P (et P ∨) au G-module de permutation ⊕eı∈I/GZ[G/Geı]. Si on désigne par
Keı le orps LGeı , ette identiation iduit un isomorphisme
TP
∼−→
∏
eı∈I/GResKeı,K Gm. (3.6)
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Soit v une plae nie de K, V une plae de L divisant v et Gv son groupe
de déomposition. Rappelons qu'on note enore V la valuation normalisée
représentant V.
L'isomorphisme (3.6) induit au niveau des Kv-points un isomorphisme
TP (Kv)
∼−→
∏
eı∈I/G Gm(Keı ⊗Kv) =
∏
eı∈I/G
∏
w∈PK
eı
w|v
Gm(Kw). (3.7)
Pour ı˜ ∈ I/G, onsidérons l'appliation
G/Geı −→ {w ∈ PKeı , v|w}
g 7−→ g−1.V|Keı
(3.8)
Ce n'est autre que le passage au quotient par l'ation de Gv, d'où une or-
respondane entre ı˜/Gv et les plaes de Keı au-dessus de v.
Pour j ∈ ı˜/Gv, nous notons wj la plae de Keı au-dessus de v donnée par
ette orrespondane. On hoisit en outre nj un élément quelonque de j.
On pose alors
τj =
∑
n∈Gv.nj
γ∨(n∨), (3.9)
de sorte que τj est un élément de (X(T )
∨)Gv .
Pour ı˜ ∈ I/G et j ∈ ı˜/Gv, on identie, via l'isomorphisme (3.7),Gm(Kwj)
à un sous-groupe de TP (Kv). Soit πwj une uniformisante de Kwj et ej l'indie
de ramiation de wj dans L.
Lemme 3.26
On a la relation
degT,L,V
[
γv(πwj)
]
= ej τj . (3.10)
Démonstration : Le morphisme γ et la déomposition
P
∼→
⊕
eı∈I/G
⊕
j∈eı/Gv
⊕
n∈Gv.nj
Zn (3.11)
induisent des morphismes de Gv-module
X(T )
γj−→
⊕
n∈Gv.nj
Zn (3.12)
qui à leur tour induisent par dualité des morphismes de Kv-tores
ResKwj /Kv Gm −→ T. (3.13)
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Pour tout j, e dernier morphisme induit au niveau des Kv-points un mor-
phisme
ResKwj /Kv Gm(Kv)
∼→ Gm(Kwj) −→ T (Kv) (3.14)
qui n'est autre que la restrition de γv à Gm(Kwj).
Il peut don se dérire omme le morphisme
HomGv
(
⊕
n∈Gv.nj
Z n, L×
V
)
◦ γj−→ HomGv(X(T ), L×V). (3.15)
On alule alors γv(πwj) en utilisant la desription (3.15).
Via l'identiation
Gm(Kwj)
∼→ HomGv( ⊕
n∈Gv.nj
Zn, LV) (3.16)
l'élément πwj de Gm(Kwj) orrespond au morphisme qui envoie nj sur πwj
Son image par γv est don l'élément de HomGv(X(T ), L
×
V
) donné par
m 7→
∏
n∈Gv.nj
(gn πwj )
〈m, γ∨(n∨)〉, (3.17)
où pour n ∈ Gv.nj on note gn un élément de Gv tel que n = gn.nj .
On en déduit que degT,L,V(γv(πwj )) est l'élément de (X(T )
∨)Gv qui à
m ∈ X(T ) assoie∑
n∈Gv.nj
〈m, γ∨(n∨)〉 V(gn πwj) =
∑
n∈Gv.nj
〈m, γ∨(n∨)〉 V(πwj ) (3.18)
=
〈
m, ej
∑
n∈Gv.nj
γ∨(n∨)
〉
(3.19)
= 〈m, ej τj〉 (3.20)
d'où le résultat. 
Comme onséquene du lemme 3.26, on obtient le résultat suivant, qui
est signalé à la page 449 de [Dr℄.
Proposition 3.27
Le morphisme
degT,L,V : T (Kv) −→ (X(T )∨)Gv (3.21)
est de onoyau ni.
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Remarque 3.28 : Si en outre v n'est pas ramiée dans L, on a déjà vu que
le onoyau est en fait trivial (f. le lemme 3.9). 
Démonstration : CommeH1(Gv, Q
∨) est ni, la èhe (P ∨)Gv → (X(T )∨)Gv
(induite par la restrition de γ∨ à (P ∨)Gv) est de onoyau ni. Comme (P ∨)Gv
est engendré par les éléments ∑
n∈Gv.nj
n∨ (3.22)
pour ı˜ dérivant I/G et j dérivant ı˜/Gv, on voit que le sous-Z-module de
(X(T )∨)Gv engendré par les τj pour j ∈ ı˜/Gv et ı˜ ∈ I/G est d'indie ni
dans (X(T )∨)Gv . Il en est don de même du sous-Z-module engendré par les
ej τj . Or, le lemme 3.26 montre que degT,L,V(γv(TP (Kv))) ontient e dernier
sous-module.

Remarque 3.29 : Le raisonnement préédent pourrait permettre en fait de
montrer en une seule fois la proposition 3.27 et le lemme 3.9, en hoisissant la
suite exate (3.5) de sorte que Q soit un G-module asque (f. la sous-setion
3.8.1). En eet, dans e as, la èhe (P ∨)Gv → (X(T )∨)Gv est surjetive, et
non plus seulement de onoyau ni. Or, si v n'est pas ramiée dans L, tous
les ej sont égaux à 1, et le raisonnement préédent montre que degT,L,V est
surjetive. 
3.8 Résolution asque d'un tore algébrique et applia-
tions
3.8.1 Rappels et notations
La notion de résolution asque d'un tore algébrique a été introduite par
Colliot-Thélène et Sansu dans [CTSa℄ en vue de l'étude de la R-équivalene
sur les tores.
Soit T un tore algébrique déni sur un orps K, déployé par une extension
nie galoisienne L de groupe de Galois G. Rappelons qu'un G-moduleM est
dit asque si pour tout sous-groupe H de G on aH−1(H,M) = 0. Par [CTSa,
lemme 3, page 181℄ il existe une suite exate de G-modules
0 −→ X(T ) γ−→ P −→ Q −→ 0 (3.1)
où P et Q sont libres de rang ni omme Z-modules, P est de permutation et
Q est asque (ei généralise le lemme 3.3). Un telle suite exate est appelée
une résolution asque de X(T ).
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On xe pour toute la setion 3.8 un tore algébrique T déni sur un orps
globalK, déployé par une extension nie galoisienne L de groupe de GaloisG.
et une résolution asque (3.1) de X(T ). Soit TP le tore algébrique assoié au
G-module P . C'est un tore quasi-déployé. Soit TQ le tore algébrique assoié
au G-module Q.
3.8.2 Un résultat loal
On onserve les hypothèses et notations introduites dans la sous-setion
3.8.1.
On onsidère dans ette partie une plae nie v de K. On note V une
plae de L au-dessus de v et Gv le groupe de déomposition de V.
Proposition 3.30
Si v est non ramiée dans L/K, le morphisme
γv : TP (Kv) −→ T (Kv) (3.2)
est surjetif.
Démonstration : La suite exate de ohomologie assoiée à la suite exate
de Gv-modules
1→ TQ(LV)→ TP (LV)→ T (LV)→ 1 (3.3)
et le fait que TP soit déployé, don que H
1(Gv, TP (LV)) soit nul d'après
Hilbert 90, montre que le onoyau de γv est
H1(Gv, TQ(LV)) = H
1(Gv, Q
∨ ⊗ L×
V
). (3.4)
La nullité de e groupe déoule de l'appliation de la dualité de Nakayama
aux orps loaux : elle-i fournit un isomorphisme
H1(Gv, Q
∨ ⊗ L×
V
)
∼−→ H−1(Gv, Q∨). (3.5)
Par ailleurs, v étant non ramiée, Gv est ylique, d'où un isomorphisme
H−1(Gv, Q
∨)
∼−→ H1(Gv, Q∨). (3.6)
Or le groupe H1(Gv, Q
∨) est nul ar Q est asque.

Corollaire 3.31
On se plae dans le as fontionnel et on suppose que le tore T est déployé
par une extension L/K non ramiée. Alors le morphisme TP (AK)→ T (AK)
est surjetif.
Démonstration : Cei déoule de la proposition 3.30 et du lemme 3.25.

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3.8.3 Approximation faible
On onserve les hypothèses et notations introduites dans la sous-setion
3.8.1.
Soit T (K) l'adhérene de T (K) dans
∏
v∈PK
T (Kv) muni de la topologie
produit et soit
A(T ) =
( ∏
v∈PK
T (Kv)
)
/T (K), (3.7)
'est le groupe d'obstrution à l'approximation faible. Il est nul si T = Gm
et plus généralement si T est quasi-déployé, d'après [Ha, p. 334℄.
Soit p le morphisme T (AK)/T (K) → A(T ) induit par la projetion
T (AK)→ A(T ).
Pour tout ensemble ni S de plaes de K ontenant les plaes arhimé-
diennes, nous notons
T (AK)
S = T (AK)
⋂∏
v/∈S
T (Kv). (3.8)
et
T (K)
S
= T (K)
⋂∏
v∈S
T (Kv) (3.9)
(en d'autres termes, T (K)
S
est l'adhérene de l'image de T (K) dans
∏
v∈S
T (Kv)).
Proposition 3.32
1. On suppose que S ontient les plaes ramiées dans L/K. On a alors
un sindage
T (K) =
(∏
v/∈S
T (Kv)
)
× T (K) S. (3.10)
En partiulier on a un sindage
T (K) ∩ T (AK) = T (AK)S × T (K) S (3.11)
et les égalités
A(T ) =
(∏
v∈S
T (Kv)
)
/T (K)
S
= T (AK)/
(
T (K) ∩ T (AK)
)
. (3.12)
2. La suite
TP (AK)/TP (K) −→ T (AK)/T (K) p−→ A(T ) −→ 0 (3.13)
est exate.
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3. Il existe une suite exate
0 −→ A(T ) −→ H1(G,Q)∗ −→ W(T ) −→ 0. (3.14)
En partiulier, A(T ) est ni et on a
[A(T )] =
[H1(G,Q)]
[W(T )]
. (3.15)
Remarques 3.33 :
1. Le point 1 est dû à Voskresenskii.
2. Dans le as des orps de nombres, le point 2 est indiqué dans [BaTs1,
Theorem 3.1.1℄.
3. Le point 3 a été initialement démontré par Voskresenskii en aratéris-
tique zéro et sous une forme légèrement diérente ([Vo, Thm. 6℄). Il est
dû sous la forme donnée ii à Colliot-Thélène et Sansu ([CTSa, Propo-
sition 19 (iB)℄). La démonstration qui en est faite i-dessous reprend, à
des détails de présentation près, elle des auteurs de [CTSa℄. Elle gure
dans e texte d'une part par soui de omplétude, d'autre part pare
que les arguments utilisés permettent aussi d'obtenir le point 2.
4. Si on ne suppose plus Q asque dans la suite exate 3.1, Draxl montre
dans [Dr℄ que le onoyau du morphisme
TP (AK)/TP (K) −→ T (AK)/T (K) (3.16)
est de ardinal
[H1(G,Q)]
W(T )
. (3.17)
Ce résultat permet de retrouver le point 2 à partir du point 3.
Il permet aussi de montrer que les points 2 et 3 ne sont pas néessai-
rement vériés si on ne suppose plus Q asque dans la suite exate 3.1
(ontrairement à e qui est armé en haut de la page 3231 de [BaTs4℄).
Considérons par exemple le as où G est ylique, et où la suite exate
0 −→ X(T ) −→ P −→ Q −→ 0 (3.18)
est la suite duale de la suite exate
0 −→ IG −→ Z[G] ε−→ Z −→ 0 (3.19)
où ε est l'augmentation
∑
ag g 7→
∑
ag.
Comme T est déployé, on a A(T ) = 1, et d'après le résultat de Draxl le
onoyau de la èhe TP (AK)/TP (K) → T (AK)/T (K) est de ardinal
[G].
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5. La relation (3.15) nous servira pour le alul du terme prinipal de la
fontion zêta des hauteurs dans la setion 8.

Démonstration :
Comme TP est quasi-déployé, on a A(TP ) = 0 soit en d'autres termes∏
v
TP (Kv) = TP (K). Cei ajouté au fait que
∏
v
γv est ontinu pour la topologie
produit montre les inlusions(∏
v
γv
)(∏
v
TP (Kv)
)
⊂
(∏
v
γv
)
(TP (K)) ⊂ T (K). (3.20)
Or, d'après la proposition 3.30, l'image de
∏
v/∈S
TP (Kv) par
∏
v
γv est
∏
v/∈S
T (Kv).
On en déduit que T (K) ontient
∏
v/∈S
T (Kv), e qui, ompte tenu du fait que
T (K) est un sous-groupe de
∏
v
T (Kv), montre l'égalité (3.10). Les égalités
(3.11) et (3.12) en déoule aussitt.
Pour la suite de la preuve, on onsidère le diagramme ommutatif et exat
0
0 //W(T )
OO
TP (CK) //
OO
T (CK) //
OO
H1(G, TQ(CL)) // 0
TP (AK)
γ
AK //
OO
T (AK)
∂ //
OO
H1(G, TQ(AL)) //
OO
0
TP (K) //
OO
T (K) //
OO
H1(G, TQ(L))
ν
OO
// 0
0
OO
0
OO
(3.21)
La deuxième (respetivement troisième, respetivement quatrième) ligne s'ob-
tient à partir de la suite exate longue de ohomologie tirée de la suite ob-
tenue en tensorisant le dual de la suite exate (3.1) ave CL (respetivement
Gm(AL), respetivement Gm(L)), en prenant les G-invariants, et en remar-
quant que :
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 par dualité de Nakayama,
H1(G,P ∨ ⊗ CL) ∼−→ H1(G,P ) ∗ (3.22)
et P étant de permutation, H1(G,P ) = 0 ;
 H1(G, TP (AL)) et H
1(G, TP (L)) sont nuls ; ei déoule du fait que TP
est quasi-déployé et de Hilbert 90 (si k′/k est une extension nie ga-
loisienne de orps, H1(Gal(k′/k),Gm(k)) = 0 ; si en outre k est global,
H1(Gal(k′/k),Gm(Ak′)) = 0).
La première (respetivement deuxième, respetivement troisième) olonne
s'obtient à partir de la suite exate longue de ohomologie tirée de la suite
obtenue en tensorisant la suite exate
1 −→ Gm(L) −→ Gm(AL) −→ CL (3.23)
par P ∨ (respetivement X(T )∨), respetivement Q∨), de la dénition de
W(T ) et du fait que TP étant quasi-déployé, on a W(TP ) = 0.
Nous allons montrer que le sous-groupe ∂−1(ν(H1(G, TQ(L)) est égal à
T (K) ∩ T (AK), soit, en d'autre termes, que le groupe A(T ) s'identie au
onoyau de ν.
De (3.20) on déduit aussitt l'inlusion
Ker(∂) = γ
AK
(TP (AK)) ⊂ T (K) ∩ T (AK) (3.24)
Du diagramme (3.21) on déduit l'égalité
∂−1(ν(H1(G, TQ(L)) = T (K).Ker(∂) (3.25)
soit
∂−1(ν(H1(G, TQ(L)) ⊂ T (K) ∩ T (AK) (3.26)
Par ailleurs on a vu que l'image de
∏
v
TP (Kv) par
∏
v
γv était égale à
∏
v/∈S
T (Kv)×
∏
v∈S
γv(TP (Kv)). (3.27)
Or, pour tout v, γv est ouverte d'après [Sa, Proposition 2.7(a)℄.
Ainsi l'image de
∏
v
TP (Kv) par
∏
v
γv est ouverte dans
∏
v
T (Kv).
Mais, d'après le lemme 3.25, on a
γ
AK
(TP (AK)) = T (AK)
⋂(∏
v
γv
)(∏
v
TP (Kv)
)
. (3.28)
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En partiulier, l'image de TP (AK) par γAK est ouverte dans T (AK) pour
la topologie produit. Or ette image n'est autre que Ker(∂). Ainsi le sous-
groupe ∂−1(ν(H1(G, TQ(L)) est ouvert dans T (AK) (toujours pour la topo-
logie produit), don fermé. Comme il ontient T (K), on a
T (K) ∩ T (AK) ⊂ ∂−1(ν(H1(G, TQ(L)) (3.29)
De (3.26) et (3.29) on déduit l'égalité herhée
∂−1(ν(H1(G, TQ(L)) = T (K) ∩ T (AK) (3.30)
Le fait que le groupe A(T ) s'identie au onoyau de ν a deux onsé-
quenes : d'une part le lemme du serpent et le diagramme ommutatif exat
0

0

TP (K) //

T (K) //

H1(G, TQ(L))

// 0
TP (AK) //

T (AK) //

H1(G, TQ(AL)) //

0
TP (AK)/TP (K)

T (AK)/T (K)

A(T )

0 0 0
(3.31)
montrent le point 3.
D'autre part, une hasse au diagramme standard dans (3.21) montre
l'existene d'une suite exate
0 −→ A(T ) −→ H1(G, TQ(CL)) −→ W(T ) −→ 0. (3.32)
Par dualité de Nakayama, on a un isomorphisme
H1(G, TQ(CL))
∼−→ H1(G,Q) ∗ (3.33)
d'où la suite exate (3.14). 
Corollaire 3.34
On se plae dans le as fontionnel et on suppose que le tore T est déployé
par une extension L/K non ramiée. Alors A(T ) est trivial.
Démonstration : Cei déoule du orollaire 3.31 et du point 2 de la
proposition 3.32. 
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3.8.4 Un invariant des tores algébriques dénis sur les orps de
fontions
On introduit dans ette sous-setion un invariant des tores algébriques
dénis un orps de fontions. Cet invariant intervient naturellement dans
le alul du terme prinipal de la fontion zêta des hauteurs d'une variétés
torique en aratéristique positive. La question de savoir si et invariant est
trivial ou non n'est nullement évidente, et a été résolue par Colliot-Thélène
et Suresh. Comme déjà indiqué, dans une version préédente de e texte, il
était armé à tort que et invariant subsistait dans l'expression nale du
terme prinipal de la fontion zêta des hauteurs des variétés toriques.
On onserve les hypothèse et notations introduites dans la sous-setion
3.8.1. et on suppose en outre dans ette sous-setion que K est un orps de
fontions, de orps des onstantes k. De la résolution asque (3.1) on tire au
niveau des espaes adéliques la suite exate
0 −→ TQ(AK) −→ TP (AK) −→ T (AK). (3.34)
Enn, en prenant l'image de ette suite exate par l'appliation degT (f.
setion 3.3), on obtient un omplexe
DTQ −→ DTP −→ DT . (3.35)
Lemme 3.35
Le onoyau de la èhe DTP −→ DT est ni, et il ne dépend pas du hoix de
la résolution asque.
Démonstration : On a le diagramme ommutatif suivant
DTQ
//

DTP
//

DT
(
QG
)∨ // (P G)∨ // (X(T )G)∨
(3.36)
où les èhes vertiales sont de onoyau ni. Par ailleurs le quotient PG/X(T )G
s'injete dans QG, et est don sans torsion. Ainsi le morphisme
(
P G
)∨ →(
X(T )G
)∨
est surjetif, et don la èhe
DTP −→ DT (3.37)
est de onoyau ni.
53
Montrons que e onoyau ne dépend pas du hoix de la résolution asque.
En eet soit P1 un G-module de permutation, on obtient à partir de (3.1)
une nouvelle résolution asque
R1 : 0 −→ X(T ) −→ P ⊕ P1 −→ Q⊕ P1 −→ 0, (3.38)
qui induit un morphisme TP × TP1 → T lequel se fatorise en
TP × TP1 −→ TP −→ T, (3.39)
où la première èhe est la projetion naturelle et la deuxième le morphisme
induit par (3.1). On a un isomorphisme naturel DTP×TP1
∼→ DTP ×DTP1 et le
morphisme DTP ×DTP1 → DTP induit par la première èhe de (3.39) n'est
autre que la projetion naturelle. On a don
Coker(DTP×TP1 → DT ) = Coker(DTP → DT ). (3.40)
Par ailleurs si
0 −→ X(T ) −→ P ′ −→ Q′ −→ 0. (3.41)
est une autre résolution asque deX(T ), par [CTSa, lemme 5℄, les G-modules
Q et Q′ sont isomorphes après addition de G-modules de permutation onve-
nables. 
On note KT le ardinal du onoyau de la èhe DTP −→ DT .
Proposition 3.36
On a KT = 1 dans les as suivants :
 T vérie l'approximation faible (i.e. A(T ) = 0)
 T est anisotrope,
 T est déployé par une extension dans laquelle k est algébriquement los.
Démonstration : Rappelons que l'on désigne par L une extension galoi-
sienne nie déployant T , et que son groupe de Galois est noté G.
Si A(T ) = 0, le lemme 3.32 montre que le morphisme
TP (AK) −→ T (AK) (3.42)
est surjetif. Ainsi KT = 1.
Si T est anisotrope, X(T )G = 0, don DT = 0, d'où le résultat.
Supposons T déployé par une extension dans laquelle k est algébriquement
los. Alors k est enore algébriquement los dans la lture galoisienne d'une
telle extension. On peut ainsi supposer que k est algébriquement los dans
L. D'après le orollaire 3.21 on a CT = 0, i.e.
DT =
(
X(T )G
)∨
, (3.43)
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et de même
DTP =
(
P G
)∨
. (3.44)
Mais, omme déjà vu dans la preuve du lemme 3.35, la èhe(
P G
)∨ → (X(T )G)∨ (3.45)
est surjetive, d'où le résultat. 
Remarque 3.37 : Le as où A(T ) = 0 se produit en partiulier quand T est
quasi-déployé. Plus généralement, d'après la suite exate (3.14), il se produit
si H1(G,Q) = 0. D'après [CTSa, Corollaire 2℄ et la dualité de Nakayama, ei
est vérié en partiulier quand T est déployé par une extension métaylique3
de K. 
Colliot-Thélène et Suresh ont exhibé dans [CTSu℄ un exemple de tore
algébrique T ne vériant pas KT = 1, que nous dérivons à présent. Soit
G = Z/2× Z/2 le groupe de Klein, τ et σ des éléments de G tels que G est
engendré par τ et σ. On note IG le noyau de l'augmentation Z[G] → Z et
NG l'élément
∑
g∈G
g de Z[G]. Soit N le sous-G-module de Z[G] déni par
N = {n ∈ Z[G], ∃m ∈ IG, σ.n− n = m+ τ m et τ.n− n = m+ σm}
(3.46)
Soit L/K est une extension galoisienne de groupe G et T le tore algébrique
sur K dont le module des aratères est N∨. Alors T s'identie à un sous-tore
de ResL/K Gm, et T (K) s'identie à un sous-groupe de ResL/K Gm(K) = L
×
,
plus préisément
T (K) = {y ∈ L×, ∃x ∈ L×, NL/K(x) = 1, σy y−1 = x τx et τy y−1 = x σx}.
(3.47)
Théorème 3.38 (Colliot-Thélène, Suresh)
Soit k un orps ni de aratéristique diérente de 2 dans lequel −1 est un
arré etK = k(t) le orps des frations rationnelles en une indéterminée sur k.
Soit u un élément de k qui n'est pas un arré. Soit L l'extension K
(√
u,
√
t
)
.
C'est une extension galoisienne de K de groupe G. On note σ (respetive-
ment τ) le générateur du groupe de Galois de K (
√
u) /K (respetivement
K
(√
t
)
/K). Soit T le tore algébrique sur K de module de oaratères N .
Alors KT est diérent de 1.
La démonstration utilise une résolution asque expliite de T , et la proposi-
tion suivante, que nous utiliserons à la sous-setion 4.2.2 pour montrer que
sur ertaines variétés toriques, les hauteurs logarithmique anoniques loales
peuvent ne pas être à valeurs entières.
3
dont le groupe de Galois est à Sylow yliques
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Proposition 3.39
On onserve les notations du théorème 3.38.
1. On a
√
u
√
t ∈ T (K).
2. Soit v la plae de K d'uniformisante t, V l'unique plae de L divisant
v et Gv son groupe de déomposition. Alors Gv = G, v est ramiée, et
l'indie de ramiation est 2.
3. On a
degT,L,V
(√
u
√
t
)
= NG (3.48)
et
(X(T )∨)
Gv = ZNG. (3.49)
Démonstration : Soit i ∈ k tel que i2 = −1. Alors NL/Ki = i4 = 1. Or
on a
σ
(√
u
√
t
) (√
u
√
t
)−1
= −
(√
u
√
t
) (√
u
√
t
)−1
= −1 = i2 = i τ i (3.50)
et
τ
(√
u
√
t
) (√
u
√
t
)−1
= −
(√
u
√
t
) (√
u
√
t
)−1
= −1 = i2 = i σi. (3.51)
Ainsi, d'après (3.47),
√
u
√
t est dans T (K), e qui montre le premier point.
Le deuxième point est immédiat.
Pour le troisième point, on note qu'on a le diagramme ommutatif suivant
T (Kv)
degT,L,V

// ResL/K Gm(Kv)
∼→ LV
degResL/K Gm,L,V

(X(T )∨)Gv // Z[G]Gv = ZNG
(3.52)
dont les èhes horizontales sont injetives.
Pour tout y ∈ L×
V
, on a
degResL/KGm,L,V(y) = V(y)NG. (3.53)
Ainsi
degT,L,V
(√
u
√
t
)
= degResL/KGm,L,V
(√
u
√
t
)
= V
(√
u
√
t
)
NG = NG.
(3.54)
On en déduit aussitt que (X(T )∨)Gv = ZNG. 
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Comme le G-module P apparaissant dans (3.1) est de permutation, le
début de la suite exate longue de ohomologie tirée de (3.1) s'érit
0 −→ X(T )G −→ P G −→ QG −→ H1(G,X(T )) −→ 0. (3.55)
L'homologie du omplexe(
QG
)∨ → (P G)∨ → (X(T )G)∨ (3.56)
est don de ardinal [H1(G,X(T ))].
Le lemme suivant est utilisé dans le alul du terme prinipal de la fon-
tion zêta des hauteurs dans le as fontionnel.
Lemme 3.40
L'homologie du omplexe
DTQ −→ DTP −→ DT (3.57)
est de ardinal
[H1(G,X(T ))]
[
CTQ
]
[CT ] KT
[CTP ]
. (3.58)
Démonstration : Notons H e ardinal. On a le diagramme ommutatif
suivant
0

0

0

0 // DTQ //

DTP
//

DT

// 0
0 //
(
QG
)∨ //

(
P G
)∨ //

(
X(T )G
)∨ //

0
0 // CTQ //

CTP
//

CT
//

0
0 0 0
(3.59)
où les vertiales sont exates et les horizontales sont des omplexes, en
d'autres termes on a une suite exate de omplexes. Par ailleurs les om-
plexes sont exats en : DTQ,
(
QG
)∨
,
(
X(T )G
)∨
et CT . Les aratéristiques
d'Euler-Poinaré de es omplexes sont alors, de haut en bas :
KT
H
,
1
[H1(G,X(T ))]
et
[CTQ ] [CT ]
[CTP ]
. Comme on a une suite exate de omplexes, on en déduit la re-
lation
H
KT
1
[H1(G,X(T ))]
[CTP ][
CTQ
]
[CT ]
= 1, (3.60)
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d'où le résultat. 
3.9 Mesure adélique et nombre de Tamagawa d'un tore
algébrique
Si X est une variété algébrique lisse dénie sur un orps global K, on
a déjà rappelé qu'une métrisation du faiseau antianonique de X permet,
pour tout v ∈ PK , de onstruire une mesure ωX,v sur l'espae analytique
X(Kv). Rappelons aussi que tout hoix d'une setion globale ω partout non
nulle du faiseau antianonique en fournit une métrisation par la formule
∀ x ∈ X(Kv), ∀ s ∈ ω−1X (x), ||s||v =
|s(x)|v
|ω(x)|v
, (3.1)
le hoix de la valeur absolue | . |v sur ω−1X (x) étant arbitraire. Si X = G est un
groupe algébrique et ω est de plus hoisie G-invariante à gauhe, les mesures
loales obtenues sont des mesures de Haar à gauhe.
Ono, dans l'artile [On2℄, dénit le nombre de Tamagawa d'un tore algé-
brique déni sur un orps global. Dans [On3℄, il établit une relation simple
entre e nombre de Tamagawa et ertains invariants de type ohomologique
du tore (f. le théorème 3.41 i-dessous), montrant en partiulier la rationalité
du nombre de Tamagawa (hose nullement évidente sur la dénition initiale).
Cette relation joue un rle important dans l'interprétation du terme prinipal
des fontions zêta des hauteurs des variétés toriques, dans le as arithmétique
omme dans le as fontionnel. Cependant, dans le as des orps de fontions,
il s'est avéré que la dénition du nombre de Tamagawa d'un tore algébrique
donnée dans [On2℄ était inompatible ave la relation du théorème 3.41. Par
la suite Oesterlé a montré dans [Oe℄ qu'en introduisant dans la dénition
d'Ono un fateur orretif égal au ardinal du onoyau du degré (e que nous
avons noté CT ), la relation du théorème 3.41 devenait orrete. Nous rappe-
lons dans ette setion la onstrution du nombre de Tamagawa d'un tore
algébrique, et le résultat prinipal de [On3℄.
Soit T un tore algébrique de dimension d, déni sur un orps global K.
Soit ΩT une d-forme diérentielle K-rationnelle T -invariante sur T (une telle
forme est uniquement déterminée à multipliation par un élément de K×
près). Cette forme induit don pour tout v ∈ PK une mesure de Haar ωT,v
sur T (Kv).
On a alors pour presque toute plae nie v la relation∫
T (Ov)
ωT,v =
1
Lv(1, X(T ))
. (3.2)
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Posons, si v est nie,
dµv =
1
Lv(1, X(T ))
ωT,v, (3.3)
et si v est arhimédienne
dµv = ωT,v. (3.4)
On aura alors ∫
T (Ov)
dµv = 1 (3.5)
pour presque tout v.
On peut alors dénir une mesure de Haar ωT sur T (AK) en posant
ωT = cK,dim(T )
∏
v∈PK
dµv (3.6)
(f (2.10) pour la dénition de cK,dim(T )).
Si la forme ΩT est hangée en λΩT , où λ ∈ K×, dµv est hangée en
|λ|v dµv pour tout v. Ainsi, par la formule du produit, ωT ne dépend pas du
hoix de la forme ΩT .
Notons qu'en partiulier∫
K(T )
ωT = cK,dim(T )
∏
v
∫
T (Ov)
dµv (3.7)
est non nul.
À partir de ωT , on onstruit une mesure de Haar sur T (AK)
1/T (K) de
la manière suivante.
Dans le as arithmétique, soit dt la mesure de Lebesgue sur (X(T )G)∨
R
,
normalisée par le réseau (X(T )G)∨. Rappelons que degT induit un isomor-
phisme de groupes topologiques
degT : T (AK)/T (AK)
1 ∼−→ (X(T )G)∨
R
. (3.8)
Soit ω˜T la mesure quotient sur T (AK)/T (K) induite par ωT , T (K) étant
muni de la mesure disrète. Soit ω1T la mesure sur T (AK)
1/T (K) dénie par
la relation
ω˜T = ω
1
T .
(
deg−1T
)
∗
(dt). (3.9)
Dans le as fontionnel, omme T (AK)
1
est ouvert dans T (AK), la res-
trition de ωT à T (AK)
1
fournit une mesure de Haar sur T (AK)
1
. Soit ω1T la
mesure quotient sur T (AK)
1/T (K).
59
On pose, dans le as arithmétique,
b(T ) =
∫
T (AK)1/T (K)
ω1T (3.10)
et dans le as fontionnel
b(T ) = log(q
K
)−rg(X(T )
G)
∫
T (AK)1/T (K)
ω1T . (3.11)
(rappelons que T (AK)
1/T (K) est ompat).
On pose alors, suivant Ono,
τ(T ) =
b(T )
ℓ(X(T ))
(3.12)
dans le as arithmétique et, suivant Oesterlé ([Oe, I.5.9 et 5.12.℄),
τ(T ) =
1
[CT ]
b(T )
ℓ(X(T ))
. (3.13)
dans le as fontionnel. Le nombre τ(T ) est appelé nombre de Tamagawa du
tore algébrique T .
L'objet de l'artile [On3℄, orrigé par Oesterlé dans le as fontionnel, est
la démonstration du
Théorème 3.41 (Ono, Oesterlé)
On a la relation
τ(T ) =
[H1(G,X(T ))]
[W(T )]
. (3.14)
Ce résultat, omme déjà indiqué, sera utile lors de l'interprétation du terme
prinipal de la fontion zêta des hauteurs.
4 Hauteurs sur une variété torique et fontion
zêta assoiée
4.1 Géométrie des variétés toriques
4.1.1 Variétés toriques déployées
Nous rappelons la onstrution des variétés toriques déployées. On renvoie
aux référenes lassiques sur les variétés toriques, omme [Fu℄ et [Od℄ pour
plus de détails et la preuve des assertions qui suivent.
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Soit M un Z-module libre de rang ni et Λ un ne de M
R
. L'intérieur
relatif de Λ sera noté intrel (Λ). Le ne dual de Λ est noté Λ∨ et est déni
par
Λ∨
déf
= {y ∈ M∨
R
, ∀x ∈ Λ, 〈y , x〉 > 0} (4.1)
Le ne Λ dit polyédral rationnel s'il est engendré par un ensemble ni d'élé-
ments de M . Si Λ est un ne polyédral rationnel, son dual est enore poly-
édral rationnel. Le ne Λ est dit stritement onvexe si
Λ ∩ −Λ = {0}. (4.2)
Remarquons que Λ est stritement onvexe si et seulement si Λ∨ est d'inté-
rieur non vide.
On xe un orps de base L. Soit M un Z-module libre de rang ni et
TL = Spec(L[M ]), 'est-à-dire que TL est le tore algébrique déni sur L
ayant pour groupe de aratères M .
Soit σ un ne polyédral rationnel stritement onvexe de M∨
R
. À un tel
ne est assoié une variété ane normale dénie sur L
Xσ,L = Spec(L[σ
∨ ∩M ]), (4.3)
munie naturellement d'une ation de TL.
Un éventail de M∨ est un ensemble ni Σ de nes polyédraux rationnels
stritement onvexes de M∨
R
, vériant les onditions suivantes :
 toute fae d'un ne de Σ est un ne de Σ ;
 l'intersetion de deux nes de Σ est une fae de haun des deux nes.
Si σ et σ′ sont deux nes de Σ, les inlusions σ ∩ σ′ ⊂ σ et σ ∩ σ′ ⊂ σ′
induisent des immersions ouvertes Xσ∩σ′,L →֒ Xσ,L et Xσ∩σ′,L →֒ Xσ′,L, qui
sont ompatibles ave les ations de TL. Cei donne un proédé de reollement
des variétés Xσ,L pour σ dérivant les nes de Σ, lequel proédé est ompa-
tible aux ations de TL, et permet de onstruire une variété normale XΣ,L,
munie d'une ation de TL : 'est la variété torique (dénie sur L) assoiée à
l'éventail Σ.
Un éventail Σ est dit non dégénéré si ses nes ne sont pas inlus dans un
sous-espae strit de M∨
R
.
Un éventail Σ est dit régulier si tout ne de Σ est engendré par une
partie d'une Z-base de M∨, et omplet si les nes de Σ reouvrent M∨
R
. Un
éventail Σ est régulier (respetivement omplet) si et seulement si la variété
XΣ,L est lisse (respetivement omplète).
Un éventail Σ est dit projetif si la variété XΣ,L est projetive.
Les rayons de Σ sont les nes de Σ de dimension 1. On note Σ(1) l'en-
semble des rayons de Σ. Pour α ∈ Σ(1), on note ρα l'élément de M∨ qui
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engendre le monoïde α ∩M∨. Pour tout ne σ de Σ nous notons
σ(1) = {α ∈ Σ(1), α ⊂ σ} (4.4)
(ainsi {0}(1) = ∅).
L'appliation qui à un élément α de Σ(1) assoie l'adhérene dans XΣ,L
de la TL-orbite fermée de Xα,L dénit une bijetion de Σ(1) sur l'ensemble
des diviseurs irrédutibles de XΣ,L ontenu dans le bord XΣ,L \ TL. Pour
tout rayon α, on note Dα le diviseur irrédutible ainsi assoié à α ; 'est un
diviseur TL-invariant. On note PΣ le Z-module libre de base (Dα)α∈Σ(1) ; e
n'est autre que le groupe des diviseurs de Weil TL-invariants sur XΣ,L.
On note également PL(Σ) le groupe des appliations Σ-linéaires par mor-
eaux sur M∨, 'est-à-dire les appliations ϕ : M∨ → Z telles que la restri-
tion de ϕ à σ ∩M∨ est linéaire pour tout ne σ de Σ.
On suppose à présent Σ régulier et non dégénéré. L'appliation
ϕ 7→
∑
α∈Σ(1)
ϕ(ρα)Dα (4.5)
est alors un isomorphisme de groupes qui permet d'identier PL(Σ) à PΣ.
Par la suite nous utiliserons souvent ette identiation.
Comme le groupe de Piard de TL est trivial, l'appliation qui à un élé-
ment de PΣ assoie sa lasse dans Pic(XΣ,L), induit une suite exate
0 −→ L[TL]×/L× −→ PΣ −→ Pic(XΣ,L) −→ 0, (4.6)
où la èhe L[TL]
×/L× −→ PΣ est induite par l'appliation qui à une fontion
rationnelle assoie son diviseur. D'après le lemme de Rosenliht, L[TM ]
×/L×
est isomorphe au groupe des aratères de TM , 'est-à-dire M , d'où la suite
exate
0 −→M γ−→ PΣ −→ Pic(XΣ,L) −→ 0. (4.7)
Pour m ∈M , on a
γ(m) =
∑
α∈Σ(1)
〈m, ρα〉Dα. (4.8)
En outre Pic(XΣ,L) est un Z-module libre de rang ni.
On a le résultat suivant :
Proposition 4.1
La lasse dans Pic(XΣ,L) du faiseau antianonique de XΣ,L oïnide ave la
lasse du diviseur
∑
α∈Σ(1)
Dα.
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4.1.2 Variétés toriques non déployées
Nous rappelons à présent la onstrution des variétés toriques non nées-
sairement déployées. On se limitera au as des variétés toriques projetives
et lisses. On se donne un tore algébrique T déni sur un orps K. Soit L/K
une extension nie galoisienne de groupe G déployant T . Soit Σ ⊂ X(T )∨
R
un éventail projetif et lisse et XΣ,L la variété projetive et lisse assoiée.
On suppose en outre que l'ation de G sur X(T )∨
R
préserve les nes
de Σ (on dira alors que Σ est un G-éventail4). Alors G agit aussi sur le
shéma projetif XΣ,L, et on peut don onsidérer le quotient de XΣ,L par G.
Ce quotient est une variété XΣ dénie sur K, qui est une ompatiation
équivariante projetive et lisse de T (f. [Vo, 1℄).
Le Z-module PΣ est alors muni naturellement d'une ation de G, et le
G-module résultant est un G-module de permutation. Par ailleurs, l'ation
de G sur les nes de σ induit naturellement une ation de G sur PL(Σ) et
l'isomorphisme (4.5) est un isomorphisme de G-modules.
Nous notons Σ(1)/G l'ensemble des orbites de Σ(1) sous l'ation de G.
Pour haque α ∈ Σ(1)/G nous hoisissons arbitrairement un élément de α,
nous notons ρα le générateur de et élément ainsi que Gα le stabilisateur de
ρα, de sorte que le G-ensemble α s'identie à G/Gα. On déduit de es hoix
un isomorphisme
PΣ
∼−→
⊕
α∈Σ(1)/G
Z [G/Gα] (4.9)
d'où un isomorphismes de K-tores
TPΣ
∼−→
∏
α∈Σ(1)/G
ResLGα/K Gm. (4.10)
Pour α ∈ Σ(1)/G, on noteraKα le orps LGα , et iα la projetionG-équivariante
de PΣ sur Z [G/Gα] induite par l'isomorphisme (4.9). Le morphisme de K-
tores assoié est l'injetion ResKα/K Gm → TPΣ induite par l'isomorphisme
(4.10).
Pour α ∈ Σ(1)/G, on note Dα =
∑
β∈α
Dβ. Ainsi (Dα)α∈Σ(1)/G est une base
de PGΣ . On note (D
∨
α)α∈Σ(1)/G sa base duale.
La suite exate de Z-modules libres de rang ni
0 −→ X(T ) γ−→ PΣ −→ Pic(XΣ,L) −→ 0 (4.11)
4
On peut montrer qu'un G-éventail projetif et lisse de X(T )∨
R
existe toujours, f.
[CTHaSk℄.
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est une suite exate de G-modules. Il en résulte par dualité une suite exate
de tores algébriques
0 −→ TNS −→ TPΣ −→ T −→ 0. (4.12)
Comme PΣ est un G-module de permutation, on a H
1(G,PΣ) = 0. Ainsi, en
prenant les G-invariants dans (4.11), on obtient la suite exate
0 −→ X(T )G γ−→ PGΣ −→ Pic(XΣ) −→ H1(G,X(T )) −→ 0. (4.13)
D'après (4.8), on a
∀m ∈ X(T )G, γ(m) =
∑
α∈Σ(1)/G
〈m, ρα〉Dα. (4.14)
On en déduit qu'on a
∀α ∈ Σ(1)/G, γ∨ (D∨α) = ρα. (4.15)
On a en outre le résultat suivant :
Lemme 4.2
Pic(XΣ,L) est un G-module asque.
En d'autres termes, la suite exate (4.11) est une résolution asque de X(T ).
Démonstration : Dans le as où K est de aratéristique zéro, e résultat
est ontenu dans la preuve de la proposition 6 (page 189) de [CTSa℄. Le as
où K est de aratéristique non nulle en déoule. Choisissons en eet un
orps K ′ de aratéristique 0 tel qu'il existe une extension galoisienne L′
de K ′ de groupe G (rappelons qu'un proédé lassique pour onstruire une
telle extension L′/K ′ est de plonger G dans le groupe symétrique Sn pour n
onvenable, et de onsidérer l'extension Q(T1, . . . , Tn)/Q(σ1, . . . , σn) où les
Ti sont des indéterminées et les σi les polynmes symétriques élémentaires en
es indéterminées ; ette extension est galoisienne de groupeSn, et l'extension
Q(T1, . . . , Tn)/Q(T1, . . . , Tn)
G
fournit l'extension herhée).
Il existe don un tore algébrique TP déni sur K
′
et déployé par L′, et
une ompatiation lisse et projetive XΣ,K ′ de TP , telle que les G-modules
Pic(XΣ,L′) et Pic(XΣ,L) sont isomorphe, et d'après [CTSa℄ Pic(XΣ,L′) est
asque.

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4.2 Hauteurs sur une variété torique
4.2.1 Hauteurs loales
On onserve les objets et notations introduits à la setion préédente, et
on suppose désormais que K un orps global.
On a un aouplement naturel
〈 , 〉Σ : PL(Σ)×X(T )∨ −→ Z (4.1)
linéaire en le premier fateur, et qui prolonge l'aouplement naturel
〈 , 〉 : X(T )×X(T )∨ −→ Z, (4.2)
'est-à-dire que le diagramme
X(T )×X(T )∨ 〈 , 〉 //
γ×Id

Z
Id

PL(Σ)×X(T )∨ 〈 , 〉Σ //
Z
(4.3)
est ommutatif.
Soit v une plae de K. On va dénir un système de hauteurs loales en
v. On note V une plae de L divisant v et Gv le groupe de déomposition
orrespondant.
Supposons tout d'abord v nie. Notons ev l'indie de ramiation de v
dans l'extension L/K. On dénit un produit d'intersetion loal
〈 , 〉Σ,v : PL(Σ)Gv × T (Kv) −→
1
ev
Z (4.4)
par la formule
〈ϕ , t〉Σ,v =
1
ev
〈
ϕ , degT,L,V(t)
〉
Σ
. (4.5)
On vérie que ette dénition ne dépend ni du hoix de V, ni du hoix de
l'extension L déployant T . Par linéarité en le premier fateur, on étend 〈 , 〉Σ
en un aouplement
〈 , 〉Σ,v : PL(Σ)GvC × T (Kv) −→ C. (4.6)
Lemme 4.3
Le diagramme
X(T )Gv × T (Kv)
〈 . , degT,v(.)〉 //
γ×Id

Z
Id

PL(Σ)Gv × T (Kv)
〈 , 〉Σ,v // 1
ev
Z
(4.7)
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est ommutatif
Démonstration : Soit m ∈ X(T )Gv et t ∈ T (Kv). On a
〈γ(m) , t〉Σ,v =
1
ev
〈
γ(m) , degT,L,V(t)
〉
Σ
(4.8)
=
1
ev
〈
m, degT,L,V(t)
〉
(4.9)
=
1
ev
〈
m, ev degT,v(t)
〉
(4.10)
=
〈
m, degT,v(t)
〉
. (4.11)
L'égalité (4.9) vient de la ommutativité du diagramme (4.3), et l'égalité
(4.9) du lemme 3.11. 
Supposons à présent v arhimédienne. On dénit un produit d'interse-
tion loal
〈 , 〉Σ,v : PL(Σ)Gv × T (Kv) −→ R (4.12)
par la formule
〈ϕ , t〉Σ,v =
1
[LV : Kv]
〈
ϕ , degT,L,V(t)
〉
Σ
. (4.13)
On vérie que ette dénition ne dépend ni du hoix de V, ni du hoix de
l'extension L déployant T . Par linéarité en le premier fateur, on étend 〈 , 〉Σ,v
en un aouplement
〈 , 〉Σ,v : PL(Σ)GvC × T (Kv) −→ C. (4.14)
Lemme 4.4
Le diagramme
X(T )Gv × T (Kv)
〈 . ,degT,v(.)〉 //
γ×Id

R
Id

PL(Σ)Gv × T (Kv)
〈 , 〉Σ,v //
R
(4.15)
est ommutatif.
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Démonstration : Soit m ∈ X(T )Gv et t ∈ T (Kv). On a
〈γ(m) , t〉Σ,v =
1
[LV : Kv]
〈
γ(m) , degT,L,V(t)
〉
Σ
(4.16)
=
1
[LV : Kv]
〈
m, degT,L,V(t)
〉
(4.17)
=
1
[LV : Kv]
〈
m, [LV : Kv] degT,v(t)
〉
(4.18)
=
〈
m, degT,v(t)
〉
. (4.19)
La deuxième égalité vient de la ommutativité du diagramme (4.3), et la
troisième du lemme 3.12. 
Pour toute plae v de K, on dénit alors un système de hauteurs (expo-
nentielles) loales
Hv :
PL(Σ)Gv
C
× T (Kv) −→ C
(ϕ, t) 7−→ exp
[
log(qv) 〈ϕ , t〉Σ,v
]
.
(4.20)
Remarque 4.5 : À la présentation près, le système de hauteurs utilisé est le
même que elui dérit dans [BaTs1, Denition 2.1.5℄. Notons toutefois que
les auteurs de [BaTs1℄ omettent le fateur
1
ev
apparaissant dans la dénition
(4.5) e qui, pour les plaes ramiées, rend leur dénition inorrete au sens
où les points 3 et 4 du lemme 4.6 ne sont plus vériés. 
Lemme 4.6
Soit v une plae de K, V une plae de L divisant v, et Gv le groupe de
déomposition orrespondant.
1. Pour tout ϕ ∈ PL(Σ)Gv
C
, la fontion Hv(ϕ, .) est invariante sous l'ation
de T (Ov).
2. Pour tous ϕ1, ϕ2 ∈ PL(Σ)G
C
, on a
Hv(ϕ1 + ϕ2, .) = Hv(ϕ1, .)Hv(ϕ2, .). (4.21)
3. On identie T (Kv) à un sous-groupe de T (LV). On a alors pour tout
ϕ ∈ PL(Σ)Gv et tout t ∈ T (Kv)
HV(ϕ, t) = Hv(ϕ, t)
[LV :Kv]. (4.22)
4. Soit ϕ ∈ PL(Σ)G. Il existe une unique métrique v-adiques ||.||ϕv sur
OXΣ(ϕ) vériant
∀t ∈ T (Kv), Hv(ϕ, t) = (||1(t)||ϕv )−1 (4.23)
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où 1 est la fontion régulière sur XΣ onstante égale à 1 (identiée à
la setion rationnelle anonique du bré OXΣ(ϕ)).
La métrique (||.||ϕv )v∈PK est une métrique adélique sur le bré en droites
OXΣ(ϕ).
Démonstration : (f. également [BaTs1, Thm 2.1.6℄) Les points 1 et 2
déoulent immédiatemment de la dénition.
Pour le point 3, supposons d'abord v nie. D'après la ommutativité du
diagramme (3.42), on peut érire, pour t ∈ T (Kv) et ϕ ∈ PL(Σ)Gv ,
log(qV)
〈
ϕ , degTL,V(t)
〉
Σ
= log(qV)
〈
ϕ , degT,L,V(t)
〉
Σ
(4.24)
= log
(
q
[LV :Kv ]
ev
v
)〈
ϕ , degT,L,V(t)
〉
Σ
(4.25)
= [LV : Kv] log(qv) 〈ϕ , t〉Σ,v . (4.26)
d'où le résultat.
Supposons à présent v arhimédienne. D'après la ommutativité du dia-
gramme 3.46, on peut érire pour t ∈ T (Kv) et ϕ ∈ PL(Σ)Gv ,〈
ϕ , degTL,V(t)
〉
Σ
=
〈
ϕ , degT,L,V(t)
〉
Σ
(4.27)
= [LV : Kv]
1
[LV : Kv]
〈
ϕ , degT,L,V(t)
〉
Σ
(4.28)
= [LV : Kv] 〈ϕ , t〉Σ,v (4.29)
d'où le résultat.
Passons à la démonstration du point 4.
L'uniité de la métrique vient de la densité de T (Kv) dans XΣ(Kv) et de
la ontinuité de l'appliation x 7→ ||s(x)||v,x pour toute métrique v-adique
||.||v sur OXΣ(ϕ) et toute setion loale s de OXΣ(ϕ).
D'après le lemme 2.10 et la relation (4.22), il sut de montrer l'existene
de la métrique dans le as où le tore T est déployé.
Comme tout bré en droites sur XΣ est le quotient de deux brés en
droites engendrés par leurs setions, il sut d'après le lemme 2.9 et (4.21) de
montrer l'existene de la métrique pour les ϕ tels que OXΣ(ϕ) est engendré
par ses setions.
On note alors (||.||stv )v∈PK la métrique adélique standard sur OXΣ(ϕ) (f.
dénition 2.8) et on va montrer
∀v ∈ PK , ∀t ∈ T (Kv), Hv(ϕ, t) =
(||1(t)||stv )−1 . (4.30)
Soit {m0, . . . , mr} une base de H0(XΣ,O(ϕ)) onstituée de aratères de
T (f. [Fu, Lemma, p. 66℄).
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Pour n ∈ X(T )∨, OXΣ(ϕ) étant engendré par ses setions, on a alors
d'après [Fu, Proposition, p. 68℄
ϕ(n) = Max
i=0,...,r
〈mi , n〉. (4.31)
Soit d'abord v une plae nie de K. Pour t ∈ T (Kv), on a〈
ϕ , degT,K,v(t)
〉
Σ
= Max
i=0,...,r
〈
mi , degT,K,v(t)
〉
= Max
i=0,...,r
v(mi(t)) (4.32)
soit
Hv(ϕ, x) = q
〈ϕ , degT,K,v(t)〉Σ
v = Max
i=0,...,r
q v(mi(t))v = Max
i=0,...,r
|mi(t)|v . (4.33)
Soit à présent v une plae arhimédienne. Pour t ∈ T (Kv), on a
ϕ(degT,K,v(t)) = Max
i=0,...,r
〈
mi , degT,K,v(t)
〉
= Max
i=0,...,r
log |mi(t)|v (4.34)
soit
Hv(ϕ, t) = exp(
〈
ϕ , degT,K,v(t)
〉
Σ
) = Max
i=0,...,r
|mi(t)|v . (4.35)
Mais par dénition de la métrique adélique standard, on a dans tous les
as (||1(t)||stv )−1 = Maxi=0,...,r |mi(t)|v (4.36)
d'où le résultat. 
Remarque 4.7 : Pour tout entier d > 2, notons [d] l'endomorphisme de XΣ
induit par l'endomorphisme t 7→ td de T . Pour tout ϕ ∈ PL(Σ)G, on a alors
un isomorphisme anonique
[d]∗OXΣ(ϕ)
∼→ OXΣ(ϕ)d. (4.37)
Par ailleurs toute métrique v-adique sur ϕv induit naturellement des mé-
triques sur [d]∗OXΣ(ϕ) et OXΣ(ϕ)
d
respetivement. La métrique v-adique ||.||ϕv
dénie i-dessus est alors la métrique v-adique anonique sur OXΣ(ϕ), au sens
où 'est l'unique métrique v-adique sur OXΣ(ϕ) tel que l'isomorphisme 4.37
soit une isométrie. 
4.2.2 Remarques sur le as fontionnel
Dans le as fontionnel, une dénition alternative des hauteurs loales
nous sera utile. Soit v une plae de K. L'aouplement Hv se réérit
Hv :
PL(Σ)Gv
C
× T (Kv) −→ C
(ϕ, t) 7−→ q fv 〈ϕ , t〉Σ,v . (4.38)
Supposons à présent que v vérie l'hypothèse suivante :
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Hypothèse 4.8
Pour tout ϕ ∈ PL(Σ)G et pour tout t ∈ T (Kv), fv 〈ϕ , t〉Σ,v est entier
Pour t ∈ T (Kv) on peut alors étendre par linéarité la fontion
PL(Σ)G −→ Z
ϕ 7−→ fv 〈ϕ , t〉Σ,v
(4.39)
en une appliation
PL(Σ)G
C
× −→ Z⊗C× = C×
ψ 7−→ 〈ψ , t〉 fvΣ,v
. (4.40)
On obtient nalement un aouplement
Hv :
PL(Σ)G
C
× × T (Kv) −→ C×
(ψ, t) 7−→ 〈ψ , t〉 fvΣ,v
. (4.41)
Par ailleurs le morphisme du groupe C vers le groupe C
×
donné par s 7→ qs
induit un morphisme
PL(Σ)G
C
−→ PL(Σ)G
C
×
ϕ 7−→ q ϕ (4.42)
et on a
∀ϕ ∈ PL(Σ)G
C
, ∀t ∈ T (Kv), Hv(ϕ, t) = Hv (q ϕ, t) . (4.43)
L'hypothèse 4.8 est vériée par exemple si v n'est pas ramiée. En général,
l'hypothèse 4.8 n'est pas toujours vériée, omme le montrent le lemme 4.9 i-
dessous, ombiné à la proposition 3.39. Par la suite, pour l'étude de la fontion
zêta des hauteurs, on se plaera très souvent, par soui de simpliation, dans
le as où l'hypothèse 4.8 est vériée pour toute plae v (e qui est le as par
exemple si T est déployé par une extension non ramiée). On expliquera en
appendie les modiations tehniques néessaires pour adapter le alul au
as général.
Lemme 4.9
Soit T un tore algébrique déni sur un orps de fontions K et L une ex-
tension galoisienne de K de groupe G déployant T . Soit v une plae de K
vériant les onditions suivantes :
1. fv = 1 ;
2. v est ramiée dans L ;
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3. Gv = G ;
4. (X(T )∨)Gv est de rang 1 ;
5. degT,L,V : T (Kv)→ (X(T )∨)Gv est surjetive.
Alors il existe un G-éventail Σ projetif et lisse de X(T )∨ tel que v ne vérie
pas l'hypothèse 4.8.
Démonstration : Soitm un générateur de (X(T )∨)Gv . D'après [CTHaSk℄,
on peut onstruire un G-éventail Σ projetif et lisse dont R>0m est l'un des
rayons. Comme R>0m ∩ X(T )∨ = m et que m est G-invariant, l'élément
ϕ de PL(Σ) qui envoie m sur 1 et tous les autres rayons sur 0 est dans
PL(Σ)G. Soit t un élément de T (Kv) vériant degT,L,V(t) = m. Alors on a
ϕ(degT,L,V(t)) = ϕ(m) = 1. Ainsi
fv 〈ϕ , t〉Σ,v =
1
ev
ϕ(degT,L,V(t)) =
1
ev
. (4.44)

4.2.3 Hauteurs globales et fontion zêta des hauteurs
Pour t ∈ T (K) et ϕ ∈ PL(Σ)G
C
on pose
H(ϕ, t) =
∏
v∈PK
Hv(ϕ, t). (4.45)
Si ϕ est un élément de PL(Σ)G, d'après le point 4 du lemme 4.6 et la déni-
tion (2.8) H(ϕ, .) est la restrition à T (K) d'une hauteur d'Arakelov assoiée
au faiseau inversible OXΣ(−ϕ).
On pose alors
ζH(ϕ, . )(s) =
∑
t∈T (K)
H(ϕ, t)−s (4.46)
pour tout s ∈ C tel que la série onverge,
Plus généralement, on pose
ζH(ϕ) =
∑
t∈T (K)
H(−ϕ, t) (4.47)
pour tout ϕ ∈ PL(Σ)G
C
tel que la série onverge.
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4.3 Mesure et nombre de Tamagawa d'une variété to-
rique
On note ϕ0 l'élément de PL(Σ)
G
orrespondant au diviseur
∑
α∈Σ(1)/GDα.
D'après la proposition 4.1, OXΣ(ϕ0) est isomorphe au faiseau antianonique
de XΣ. Ainsi la métrique adélique (||.||ϕ0v ) dont provient la hauteur H(ϕ0, . )
induit pour tout v une mesure ωXΣ,v sur XΣ(Kv).
La restrition à T de l'inverse de la setion rationnelle anonique de
OXΣ(ϕ0) est une d-forme diérentielleK-rationnelle T -invariante sur T . Cette
restrition s'érit don αΩT , où α ∈ K∗ et ΩT est la forme utilisée dans la
setion 3.9 pour la onstrution des mesures de Haar ωT,v sur T (Kv).
D'après le point 4 du lemme 4.6, on a don pour tout v ∈ PK(∣∣∣∣ΩT ( . )−1∣∣∣∣ϕ0v )−1 = |α|v Hv(ϕ0, . ). (4.1)
En vue du alul du terme prinipal de la fontion zêta des hauteurs, il faut
omparer les mesures ωXΣ,v et Hv(ϕ0, . )ωT,v sur T (Kv). C'est l'objet de la
proposition 3.4.4. de [BaTs1℄, dont nous rappelons l'énoné et la démonstra-
tion.
Lemme 4.10 (Batyrev,Tshinkel)
Il existe une famille (αv) ∈ (R>0)PK ave αv = 1 pour presque tout v et∏
v∈PK
αv = 1 (4.2)
telle que
∀ v ∈ PK , ωXΣ,v|T (Kv) = αvHv(ϕ0, .)ωT,v. (4.3)
Démonstration : Soient t ∈ T (Kv) et U un ouvert de Zariski de T
ontenant t tel qu'il existe un K-morphisme étale
f : U −→ AdK , (4.4)
vériant (en notant (y1, . . . , yd) les oordonnées sur A
d
K)
f ∗ (dy1 ∧ · · · ∧ dyd) = β−1ΩU , (4.5)
où β est une fontion régulière inversible sur U . Ce morphisme induit pour
un ouvert analytiqueW de U(Kv) ontenant t et assez petit un isomorphisme
analytique
f : W
∼→ f(W ) ⊂ Kdv . (4.6)
Sur W , la mesure ωT,v s'exprime alors omme
ωT,v = |β|v
(
f−1
)
∗
(dy1 . . . dyd). (4.7)
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Par ailleurs, sur W on a
ωXΣ,v = |β|v
(
f−1
)
∗
(∣∣∣∣ΩT (f−1(y))−1∣∣∣∣ϕ0v dy1 . . . dyd) (4.8)
soit d'après (4.1)
ωXΣ,v = |β|v
(
f−1
)
∗
(|α|v Hv(ϕ0, f−1(y))dy1 . . . dyd) (4.9)
d'où le résultat. 
Rappelons (f. setion 2.3) que le nombre de Tamagawa de XΣ est alors
par dénition
γH (XΣ) = ωXΣ
(
XΣ(K)
)
, (4.10)
où
ωXΣ = cK,dim(XΣ) ℓ(Pic(XΣ,L))
∏
v∈PK
Lv(1,Pic(XΣ,L))
−1 ωXΣ,v. (4.11)
Lemme 4.11 (Batyrev, Tshinkel)
On a ∫
T (K)∩T (AK)
ωXΣ =
∫
XΣ(K)
ωXΣ . (4.12)
Démonstration : C'est la proposition 3.4.5 de [BaTs1℄, énonée unique-
ment dans le as arithmétique, mais la preuve marhe aussi dans le as fon-
tionnel. Nous la rappelons.
Soit XΣ(K)
S
l'adhérene de l'image de XΣ(K) dans
∏
v∈S
XΣ(Kx). Rap-
pelons que nous avions noté T (K)
S
l'adhérene de l'image de T (K) dans∏
v∈S
T (Kv). Comme
∏
v∈S
T (Kv) est ouvert dans
∏
v∈S
XΣ(Kv), on a
XΣ(K)
S ∩
∏
v∈S
T (Kv) =
(∏
v∈S
T (Kv)
)
∩XΣ(K) = T (K) S (4.13)
On a évidemment
XΣ(K) ⊂ XΣ(K) S ×
∏
v/∈S
XΣ(Kv). (4.14)
Montrons l'inlusion inverse. Soit WS un ouvert de XΣ(K)
S
, T un sous-
ensemble ni de PK \ S et pour v ∈ T , Uv un ouvert de XΣ(Kv). Il sut de
montrer que l'ouvert de XΣ(K)
S × ∏
v/∈S
XΣ(Kv) déni par
W
déf
= WS ×
∏
v/∈S ∪T
XΣ(Kv)×
∏
v∈T
Uv (4.15)
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renontre XΣ(K).
Or, pour tout v, d'après [PlRa, Lemma 3.2℄, T (Kv) est dense dansXΣ(Kv).
On en déduit que pour v ∈ T , Uv renontre T (Kv). et que WS renontre∏
v∈S T (Kv). Comme WS est inlus dans XΣ(K)
S
, WS renontre en fait
XΣ(K)
S ∩
∏
v∈S
T (Kv) = T (K)
S
. (4.16)
Ainsi W renontre T (K)
S × ∏
v/∈S
T (Kv). Comme e dernier ensemble est
inlus dans XΣ(K)
S × ∏
v/∈S
XΣ(Kv), W ∩ T (K) S ×
∏
v/∈S
T (Kv) est ouvert dans
T (K)
S× ∏
v/∈S
T (Kv). D'après (3.10), e dernier ensemble oïnide ave T (K).
On en déduit que W renontre T (K).
On a don montré
XΣ(K) = XΣ(K)
S ×
∏
v/∈S
XΣ(Kv). (4.17)
Ainsi ∫
XΣ(K)
ωXΣ =
∫
XΣ(K)
S
⊗
v∈S
ωv,XΣ ×
∏
v/∈S
ωv,XΣ(XΣ(Kv)). (4.18)
Comme XΣ \ T est un fermé algébrique propre de XΣ, l'ensemble (XΣ \
T )(Kv) est de mesure nulle pour ωXΣ,v d'après [Bki2, 10.1.3 Exemple b) et
10.1.6℄. On a don∫
XΣ(K)
ωXΣ =
∫
XΣ(K)
S
⊗
v∈S
ωv,XΣ ×
∏
v/∈S
ωv,XΣ(T (Kv)). (4.19)
Par ailleurs on a ∫
T (K)∩T (AK)
ωXΣ =
∫
T (K)
S
⊗
v∈S
ωv,XΣ ×
∏
v/∈S
ωv,XΣ(T (Kv)) (4.20)
et il sut pour onlure de montrer que XΣ(K)
S \ T (K) S est de mesure
nulle pour ⊗
v∈S
ωv,XΣ .
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Comme XΣ(K)
S ∩ ∏
v∈S
T (Kv) = T (K)
S
, on a
(
XΣ(K)
S \ T (K) S
)
⊂
(∏
v∈S
XΣ(Kv) \
∏
v∈S
T (Kv)
)
(4.21)
Pour tout v, on a ωXΣ,v(XΣ(Kv) \ T (Kv)) = 0, don
∏
v∈S
XΣ(Kv) \
∏
v∈S
T (Kv)
est de mesure nulle pour ⊗
v∈S
ωXΣ,v, d'où le résultat d'après (4.21).

4.4 Le résultat
Nous sommes à présent en mesure d'énoner le résultat obtenu par Baty-
rev et Tshinkel dans [BaTs2℄, ainsi que notre résultat qui en est un analogue
dans le as fontionnel.
Théorème 4.12 (Batyrev, Tshinkel)
Soit K un orps de nombres, L/K une extension nie galoisienne de groupe
G, et Σ un G-éventail projetif et lisse. Soit XΣ la variété torique projetive
et lisse, dénie sur K, qui lui est assoiée. C'est une ompatiation d'un
tore algébrique T .
Alors la série ζH (s ϕ0) onverge absolument pour s ∈ T (R>1) et, pour
un ertain ε > 0, la fontion
f : s 7−→ (s− 1)rg(Pic(XΣ)) ζH (s ϕ0) (4.1)
se prolonge en une fontion holomorphe sur le domaine T (R>1−ε), vériant
f(1) = α∗(XΣ)
[
H1 (G,Pic(XΣ,L))
]
γH (XΣ) . (4.2)
Nous obtenons pour notre part le théorème suivant.
Théorème 4.13
Soit K un orps de fontions, L/K une extension nie galoisienne de groupe
G, et Σ un G-éventail projetif et lisse. Soit XΣ la variété torique projetive
et lisse, dénie sur K, qui lui est assoiée. C'est une ompatiation d'un
tore algébrique T .
Alors la série ζH (s ϕ0) onverge absolument pour s ∈ T (R>1) et pour
un ertain ε > 0 se prolonge en une fontion méromorphe sur T (R>1−ε). Ce
prolongement a un ple d'ordre le rang du groupe de Piard de XΣ en s = 1,
et on a
lim
s→1
(s− 1)rg(Pic(XΣ)) ζH (s φ0) = α∗(XΣ)
[
H1 (G,Pic(XΣ,L))
]
γH (XΣ) . (4.3)
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Remarques 4.14 :
1. Notre preuve, omme déjà indiqué, est fortement inspirée des preuves
de [BaTs1℄ et [BaTs2℄.
2. Dans le as arithmétique omme dans le as fontionnel, l'ensemble
XΣ(K) est bien Zariski dense dans XΣ d'après [BoSp, Corollary 7.12℄.
3. Contrairement au as arithmétique, on ne peut espérer dans le as
fontionnel prolonger la fontion s 7→ (s − 1)rg(Pic(XΣ)) ζH (s φ0) en
une fontion holomorphe sur un domaine du type T (R>1−ε). En ef-
fet dans e as la fontion zêta des hauteurs a d'autres ples sur la
droite {ℜ(s) = 1}, ne serait-e que eux dû au fait qu'elle admet des
périodes imaginaires pures. Par exemple, au moins dans le as où la va-
riété XΣ vérie l'hypothèse 4.8 pour toute plae v, la fontion ζH (s φ0)
est
2 i pi
log(q)
-périodique.

4.5 Stratégie de Batyrev et Tshinkel
Une des idées essentielles de Batyrev et Tshinkel pour étudier la fontion
zêta des hauteurs des variétés toriques est d'appliquer la formule de Pois-
son pour obtenir une représentation intégrale de ζH(ϕ). Avant de préiser
e qui préède, rappelons quelques faits élémentaires d'analyse harmonique
abstraite.
4.5.1 Un peu d'analyse harmonique
On note U le groupe des nombres omplexes de module 1. Soit G un
groupe abélien loalement ompat. Son dual topologique est le groupe topo-
logique, noté G∗, formé de l'ensemble des morphismes ontinus de G dans U .
C'est enore un groupe abélien loalement ompat.
Exemples 4.15 : Soit M un Z-module libre de rang ni.
1. Le morphisme qui à m ∈M∨
R
assoie le aratère
m 7→ exp (i 〈m∨ , m〉) . (4.1)
est un isomorphisme du groupe topologique M∨
R
sur le groupe topolo-
gique M∗
R
. Par la suite, on identiera toujours M∗
R
à M∨
R
au moyen de
et isomorphisme.
2. Le morphisme qui à m∨ ⊗ z ∈M∨U assoie
m 7→ z〈m∨ , m〉 (4.2)
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est un isomorphisme du groupe topologiqueM∨U sur le dual topologique
de M . Par la suite, on identiera toujours M∗ à M∨U au moyen de et
isomorphisme.

Soit G un groupe abélien loalement ompat muni d'une mesure de Haar
dg. Soit F : G → C une fontion de lasse L1. Sa transformée de Fourier
par rapport à dg est la fontion FF : G∗ → C dénie par
∀χ ∈ G∗, FF (χ) =
∫
G
F (g)χ(g) dg. (4.3)
Il existe alors (f. [Bki1, Dénition 4, p.118 et Théorème 3, p. 123℄) une
unique mesure de Haar dg∗ sur G∗ vériant la formule d'inversion de Fourier,
'est-à-dire la propriété suivante : soit F : G→ C une fontion de lasse L1
telle que FF est de lasse L1 sur G∗ ; alors, pour presque tout g de G, on a la
formule
F (g) =
∫
G∗
χ(g) (FF )(χ)dg∗(χ). (4.4)
La mesure de Haar dg∗ sera appelée mesure duale de la mesure de Haar dg.
Moyennant l'identiation anonique de (G∗)∗ à G, on a (dg∗)∗ = dg.
Le lemme suivant donne deux exemples standards de mesure duale.
Lemme 4.16
Soit G un groupe topologique abélien loalement ompat, et dg une mesure
de Haar sur G.
1. On suppose que G est ompat, de sorte que G∗ est disret. Alors dg∗
est la mesure de Haar sur G∗ pour laquelle haque point a pour masse
1R
G
dg
.
2. On suppose que G = N
R
où N est un Z-module libre de rang ni et
que dg est la mesure de Lebesgue sur N
R
normalisée par le réseau N .
Alors dg∗ est la mesure de Lebesgue sur N∨
R
normalisée par le réseau
N∨, divisée par (2 π)rg(N).
Démonstration : On applique (4.4) en prenant pour F l'indiatrie de G
dans le premier as, et l'appliation (x1, . . . , xn) 7→ exp (−π(x21 + · · ·+ x2n))
dans le seond as. 
On peut à présent rappeler un énoné de la formule de Poisson (f. [Bki1,
Proposition 8, p. 127℄).
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Théorème 4.17 (Formule de Poisson)
Soit G un groupe abélien loalement ompat muni d'une mesure de Haar dg,
et H un sous-groupe fermé de G muni d'une mesure de Haar dh. Soit dx la
mesure de Haar sur le quotient G/H normalisée par la relation dg = dx dh.
On munit le groupe (G/H)∗ de la mesure de Haar dx∗ duale de la mesure dx,
et on identie e groupe au sous-groupe de G∗ onstitué des aratères de G
triviaux sur H.
Soit F : G → C une fontion de lasse L1 et FF sa transformée de
Fourier par rapport à dg. On suppose que FF est L1 sur (G/H)∗.
Alors, pour presque tout g de G, la propriété suivante est vériée : la
fontion h 7→ F (g h) est L1 sur H et on a la formule∫
H
F (g h)dh =
∫
(G/H)∗
χ(g)FF (χ)dx∗(χ). (4.5)
Corollaire 4.18
On onserve les notations et hypothèses du théorème 4.17. On se donne en
outre un sous-groupe ompat K de G, de volume non nul, et on suppose que
la fontion F est K-invariante. Alors la fontion F est L1 sur H et on a la
formule ∫
H
F (h)dh =
∫
(G/K.H)∗
FF (χ)dx∗(χ). (4.6)
Remarque 4.19 : Comme K est ompat, (G/K.H)∗ est un sous-groupe
ouvert de (G/H)∗, et la restrition de dx∗ à (G/K.H)∗ est une mesure de
Haar sur (G/K.H)∗.
Comme F est K-invariante, FF (χ) est nulle si χ n'est pas trivial sur K.
Ainsi l'hypothèse que FF est L1 sur (G/H)∗ équivaut à l'hypothèse que FF
est L
1
sur (G/K.H)∗ 
Démonstration : D'après le théorème 4.17, omme K est de volume non
nul, il existe un élément k de K tel que h 7→ F (k.h) est de lasse L1 sur H
et tel qu'on ait la formule∫
H
F (k.h)dh =
∫
(G/H)∗
χ(k) (FF )(χ)dx∗(χ). (4.7)
Comme F est K-invariante, FF (χ) est nulle si χ n'est pas trivial sur K. Le
orollaire s'en déduit aussitt. 
4.5.2 Appliation à la fontion zêta des hauteurs
Pour appliquer e qui préède à l'étude de la fontion zêta des hauteurs,
on ommene par étendre la hauteur en une fontion ontinue sur T (AK) en
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posant pour tout (tv) ∈ T (AK) et tout ϕ de PL(Σ)G
C
H(ϕ, (tv)) =
∏
v∈PK
Hv(ϕ, tv). (4.8)
Ainsi H(ϕ, . ) est invariante sous l'ation de K(T ) (ei sera utile pour an-
nuler beauoup de transformées de Fourier).
Par la suite, pour tout ϕ de PL(Σ)G
C
, nous noterons pour alléger l'ériture
H(ϕ) la fontion H(ϕ, . ).
On va appliquer le orollaire 4.18 à G = T (AK) muni de la mesure de
Haar ωT dénie à la setion 3.9, H = T (K), identié à un sous-groupe disret
de T (AK) et muni de la mesure disrète, et K = K(T ) (notons qu'on a bien∫
K(T )
ωT 6= 0, f. la setion 3.9).
La mesure de Haar sur (T (AK)/T (K))
∗
duale de la mesure quotient sur
T (AK)/T (K), sera notée dχ.
Compte tenu du fait que H(−ϕ) est K(T )-invariante pour tout élément
ϕ de PL(Σ)G, on déduit immédiatement du orollaire 4.18 le lemme suivant.
Lemme 4.20
Soit ϕ un élément de PL(Σ)G tel que H(−ϕ) est L1 sur T (AK). Soit FH(−ϕ)
la transformée de Fourier de H(−ϕ) par rapport à la mesure ωT . Supposons
en outre que FH(−ϕ) est L1 sur (T (AK)/K(T ).T (K))∗.
Alors H(−ϕ) est L1 sur T (K) et on a la formule∑
t∈T (K)
H(−ϕ, t) =
∫
(T (AK)/K(T )T (K))
∗
FH(−ϕ)(χ) dχ. (4.9)
Remarque 4.21 : Si H(−ϕ) est intégrable, la fontion FH(−ϕ) est ontinue
sur T (AK)
∗
, et don sa restrition à (T (AK)/T (K))
∗
est intégrable sur tout
ompat.
Or, dans le as fontionnel, (T (AK)/K(T ).T (K))
∗
est ompat. Ainsi
dans e as l'intégrabilité de H(−ϕ) entraîne automatiquement l'intégrabilité
de FH(−ϕ). 
Le but de la partie suivante est de montrer, via un alul expliite des
transformées de Fourier loales en presque toutes les plaes et des estimées
ad ho aux plaes restantes, que l'expression sous l'intégrale dans la formule
(4.9) est une fontion méromorphe de ϕ dont on ontrle les ples.
Les lemmes tehniques rappelés dans la partie 6 pour le as arithmétique
et développés dans la partie 7 dans le as fontionnel permettront ensuite
de montrer que l'intégrale elle-même est une fontion méromorphe dont on
ontrle le omportement analytique.
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5 Calul des transformées de Fourier et expres-
sion intégrale de la fontion zêta des hauteurs
5.1 Caratères du groupe des idèles
Soit E un orps global.
Si v est une plae non arhimédienne de E, tout aratère de Gm(Kv)
trivial sur Gm(Ov) est de la forme
x 7→ z v(x) (5.1)
où z est un élément de U .
Si v est une plae arhimédienne de E, tout aratère de Gm(Kv) trivial
sur Gm(Ov) est de la forme
x 7→ e i t log|x|v (5.2)
où t est un élément de R.
Soit à présent χ un aratère de Gm(AE). Pour v ∈ PE on note χv le a-
ratère induit surGm(Ev) via l'injetion naturelle deGm(Ev) dansGm(AE).
Si χ est trivial sur K(Gm), il s'érit
χ : (xv) 7−→
∏
v∈PE,f
z v(xv)v
∏
v∈PE,∞
ei tv log|xv|v (5.3)
ave (zv) ∈ U PE,f et (tv) ∈ RPE,∞ . Pour tout v ∈ PE,f on a don zv = χv(πv).
Si χ est de plus trivial sur Gm(AE)
1
, il s'érit χ′ ◦ degE, où χ′ est un
aratère deGm(AE)/Gm(AE)
1
. Dans le as arithmétique, e dernier groupe
est isomorphe à R et il existe don un y ∈ R tel que χ s'érit
x 7−→ ei y degE(x). (5.4)
Dans le as fontionnel,Gm(AE)/Gm(AE)
1
est isomorphe à Z et il existe
don un z ∈ U tel que χ s'érit
x 7−→ zdegE(x). (5.5)
Revenons plus généralement à un aratère deGm(AE) trivial surK(Gm).
On dénit la fontion L assoiée :
LE(χ, s) =
∏
v∈PE,f
1
1− χv(πv) q−sv
. (5.6)
Ce produit eulérien onverge absolument pour ℜ(s) > 1.
D'après [We1, VII, § 7, Thm 6℄, on a
80
Lemme 5.1
Si χ n'est pas trivial sur Gm(AE)
1
, la fontion s 7→ LE(s, χ) est holomorphe
sur C. Dans le as fontionnel, elle s'exprime omme un polynme en q−s
E
.
Dans le as fontionnel on notera LE(χ, . ) le polynme vériant
LE(χ, q
−s
E
) = LE(χ, s). (5.7)
5.2 Caratères de T (AK)
Soit T un tore algébrique déni sur un orps globalK. Nous reprenons les
notations de la partie 4.1.2, le orps de base étant bien sûr le orps global K.
Dans le as fontionnel, le orps des onstantes de K est désormais supposé
de ardinal q.
Rappelons en partiulier qu'on a une suite exate de G-modules
0 −→ X(T ) γ−→ PΣ−→Pic(XΣ,L) −→ 0 (5.1)
et que Pic(XΣ,L) est un G-module asque.
Pour χ ∈ T (AK)∗, on note χα le aratère χ ◦ γAK ◦ iα,AK , de sorte que
χα est un élément de Gm(AKα)
∗
.
Le but de e qui suit est de dérire le morphisme de aratères(
T (AK)/T (AK)
1
)∗ −→ (TPΣ(AK)/TPΣ(AK)1)∗ (5.2)
induit par la omposition ave γ
AK
, à l'aide des morphisme de aratères
(T (AK)/T (AK)
1)
∗ −→ (Gm(AKα)/Gm(AKα)1)∗
χ 7−→ χα . (5.3)
5.2.1 Cas arithmétique
Commen  ;ons par dérire les aratères de T (AK) triviaux sur T (AK)
1
.
On a un morphisme surjetif
degT : T (AK) −→ Hom(X(T )G,R) (5.4)
de noyau T (AK)
1
, qui induit don un isomorphisme
degT : T (AK)/T (AK)
1 ∼−→ Hom (X(T )G,R) . (5.5)
Pour tout y ∈ X(T )G
R
, on note χy l'élément de (T (AK)/T (AK)
1)
∗
qui lui
orrespond via l'isomorphisme dual de (5.5) (f. la onvention 4.15). On a
don
∀t ∈ T (AK), χy(t) = exp( i 〈y , degT (t)〉). (5.6)
81
En partiulier, si v est une plae de K, on a
∀t ∈ T (Kv), (χy)v(t) = exp( i 〈y , degT ◦iT,v(t)〉) (5.7)
= exp( i log(qv)
〈
y , degT,v(t)
〉
). (5.8)
On notera aussi yα le réel 〈ρα , y〉.
Lemme 5.2
Soit y ∈ X(T )G
R
. Soit α ∈ Σ(1)/G. Alors pour x ∈ Gm(AKα) on a
(χy)α (x) = exp( i 〈ρα , y〉 degKα(x)). (5.9)
Démonstration : On a
(χy)α (x) = χy (γAK ◦ iα,AK (x)) (5.10)
= exp( i 〈y , degT ◦γAK ◦ iα,AK (x)〉) (5.11)
= exp
(
i
〈
y , γ∨
R
◦ i∨α,R
[
degResKα/KGm(x)
]〉)
(5.12)
= exp
(
i
〈
y , γ∨
R
◦ i∨α,R
[
degKα(x)
]〉)
(5.13)
= exp
(
i
〈
y , γ∨
R
[
degKα(x)D
∨
α
]〉)
(5.14)
= exp
(
i degKα(x) 〈y , ρα〉
)
. (5.15)
Le passage de (5.11) à (5.12) déoule du lemme 3.7, et le passage de (5.14) à
(5.15) vient de (4.15). 
5.2.2 Cas fontionnel
Là enore, ommen  ;ons par dérire les aratères de T (AK) triviaux sur
T (AK)
1
. On a un morphisme surjetif
degT : T (AK) −→ DT (5.16)
de noyau T (AK)
1
, qui induit don un isomorphisme
degT : T (AK)/T (AK)
1 ∼−→ DT (5.17)
et par dualité un isomorphisme entre (T (AK)/T (AK)
1)
∗
et (D∨T )U . Pour
tout z ∈ X(T )GU ⊂ (D∨T )U on note χz le aratère de (T (AK)/T (AK)1)∗
orrespondant via et isomorphisme. On a ainsi
∀t ∈ T (AK), χz(t) = 〈z , degT (t)〉 . (5.18)
En partiulier, si v est une plae de K, on a
∀z ∈ X(T )GU, ∀x ∈ T (Kv), (χz)v(x) =
〈
z , degT,v
〉fv
. (5.19)
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Nous noterons dα le degré absolu de Kα. On a don [FKα] = q
dα
. En
outre, d'après le lemme 3.15, on a[
CTPΣ
]
=
∏
α∈Σ(1)/G
dα. (5.20)
Rappelons le début de la suite exate (4.13)
0 −→ X(T )G γ−→ PGΣ −→ Pic(XΣ) (5.21)
qui montre que PGΣ /X(T )
G
est sans torsion.
Ainsi le morphisme dual de γ
(γ)∨ :
(
PGΣ
)∨ −→ Hom(X(T )G,Z) (5.22)
est surjetif. D'après (4.15) e morphisme envoie D∨α sur ρα.
On obtient un diagramme
Gm(AKα)
iα,AK //
degResKα/K Gm

TPΣ(AK)
γ
AK //
degTPΣ

T (AK)
degT

Z
i∨α //
(
PGΣ
)∨ γ∨ // Hom(X(T )G,Z)
(5.23)
Le lemme 3.7 montre que e diagramme est ommutatif.
On note D0T l'image de DTPΣ
par γ∨ dans DT .
Lemme 5.3
Soit α ∈ Σ(1)/G.
1. dα ρα est dans D
0
T .
2. On a
∀x ∈ Gm(AKα), ∀z ∈ X(T )GU, (χz)α (x) =
〈
z , degKα(x) dα ρα
〉
.
(5.24)
Démonstration : Montrons qu'on a, pour tout x ∈ Gm(AKα),
γ∨
(
degTPΣ
[iα,AK (x)]
)
= dα ρα degKα(x). (5.25)
En eet, on a, par ommutativité de (5.23), et le lemme 3.15,
γ∨
(
degTPΣ
[iα,AK (x)]
)
= γ∨
(
i∨α
[
degResKα/KGm(x)
])
(5.26)
= γ∨
(
i∨α
[
dα degKα(x)
])
(5.27)
= degKα(x) dα ρα. (5.28)
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Le fait que dαρα soit dans D
0
T déoule alors de de (5.25) et de l'existene
d'éléments x de Gm(AKα) vériant degKα(x) = 1.
Toujours par ommutativité de (5.23), on a, pour tout x ∈ Gm(AKα),
degT (γAK ◦ iα,AK (x)) = γ∨
(
iα
[
dα degKα(x)
])
= dα ρα degKα(x). (5.29)
Pour z ∈ X(T )GU, on a alors
(χz)α (x) = χz (γAK ◦ iα,AK (x)) (5.30)
= 〈z , degT (γAK ◦ iα,AK (x))〉 (5.31)
=
〈
z , degKα(x) dα ρα
〉
. (5.32)

Remarque 5.4 : La ommutativité du diagramme (5.23) et la surjetivité
du morphisme
γ∨ :
(
PGΣ
)∨ −→ (X(T )G)∨ (5.33)
permettent de retrouver le fait que le onoyau de degT est ni, 'est-à-dire
de redémontrer la proposition 3.17. On notera que si L a le même orps des
onstantes que K, les dα sont tous égaux à un, degTPΣ
est surjetif et don
degT également, e qui redémontre le orollaire 3.21. 
5.3 Préliminaires au alul des transformées de Fourier
Soit v une plae nie de K. Nous hoisissons une plae V de L au-dessus
de v, nous notons Gv son groupe de déomposition. On notera enore V la
valuation normalisée de L qui représente V.
Nous notons Σ(1)/Gv l'ensemble des orbites de Σ(1) sous l'ation de Gv,
et pour α ∈ Σ(1)/G nous notons α/Gv le sous-ensemble de Σ(1)/Gv des
orbites inluses dans α. Soit ΣGv l'ensemble des nes de Σ globalement
invariants sous l'ation de Gv, en d'autres termes les nes σ dont l'ensemble
des rayons σ(1) est stable sous l'ation de Gv. Pour un ne σ ∈ ΣGv , nous
notons σ(1)/Gv l'ensemble des orbites de σ(1) sous l'ation de Gv, et pour
α ∈ Σ(1)/G nous notons α/Gv le sous-ensemble de σ(1)/Gv des orbites
inluses dans α.
Dans toute la suite de et texte, nous adoptons pour alléger l'ériture
la onvention suivante : si (Xα)α∈Σ(1)/G est une famille d'objets indexée par
Σ(1)/G, pour tout β ∈ Σ(1)/Gv, Xβ désigne Xα où α est l'unique élément
de Σ(1)/G ontenant β.
Pour β ∈ Σ(1)/Gv nous notons lβ le ardinal de β et ρ′β un générateur
d'un élément quelonque de β. Si gβ ∈ G est tel que ρ′β = gβ.ρβ , on a don
lβ =
[Gv][(
gβ Gβ g
−1
β ∩Gv
)] . (5.1)
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On pose
τβ =
∑
ρ∈Gv.ρ′β
ρ, (5.2)
de sorte que τβ est un élément de (X(T )
∨)Gv .
Rappelons que l'on note intrel(σ) l'intérieur relatif d'un ne σ.
Lemme 5.5
Pour tout x élément de (X(T )∨)Gv , il existe un élément σ ∈ ΣGv tel que x
s'érit
x =
∑
β∈σ(1)/Gv
nβ τβ (5.3)
où les nβ sont des entiers stritement positifs.
En partiulier, (X(T )∨)Gv est reouvert par les ensembles
intrel(σ) ∩ (X(T )∨)Gv (5.4)
pour σ dérivant ΣGv .
Démonstration : Soit x ∈ (X(T )∨)Gv . Alors x est dans l'intérieur relatif
d'un unique ne σ de Σ. Par ailleurs, pour tout g ∈ Gv, x = g x est dans
l'intérieur relatif du ne g σ de Σ, et don g σ = σ. Ainsi σ ∈ ΣGv . Le reste
du lemme en déoule aisément, ompte tenu du fait que l'éventail est régulier.

Pour α ∈ Σ(1)/G, onsidérons l'appliation
G/Gα −→ {w ∈ PKα, v|w}
g 7−→ g−1.V|Kα (5.5)
Ce n'est autre que le passage au quotient par l'ation de Gv, d'où une or-
respondane entre α/Gv et les plaes de Kα au-dessus de v.
Soit β ∈ α/Gv et wβ la plae orrespondante. Soit gβ ∈ G tel que ρ′β =
gβ.ρα.
On a
[LV : Kv] = [Gv] (5.6)
et
[LV : (Kα)wβ ] =
[
gβ Gα g
−1
β ∩Gv
]
(5.7)
Ainsi, si v est non ramiée dans L, on a
[kV : kv] = [Gv] (5.8)
et
[kV : kwβ ] =
[
gβ Gα g
−1
β ∩Gv
]
(5.9)
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d'où, en ombinant les deux égalités préédentes et la formule (5.1),
lβ = [kwβ : kv]. (5.10)
Ainsi on a
qwβ = q
lβ
v . (5.11)
Dans le as fontionnel (et toujours en supposant v non ramiée dans L),
on a de plus
qwβ = q
fwβ
Kα
= q dα fwβ , (5.12)
soit
fv lβ = dα fwβ . (5.13)
Remarque 5.6 : Bien que nous n'en ayons pas besoin, on peut noter que si
v est ramiée dans L, en notant ev l'indie de ramiation de v dans L et eβ
l'indie de ramiation de wβ dans L, un alul similaire montre qu'on a
lβ =
ev
eβ
[kwβ : kv]. (5.14)
soit dans le as fontionnel
fv eβ lβ = ev dα fwβ . (5.15)

5.4 Les transformées de Fourier loales
Rappelons que PL(Σ)G
C
s'identie anoniquement à
(
PGΣ
)
C
, et don à
C
Σ(1)/G
via le hoix de la base (Dα)α∈Σ(1)/G. Nous noterons désormais s ou
(sα)α∈Σ(1)/G un élément de PL(Σ)
G
C
.
5.4.1 Cas d'une plae nie quelonque
Proposition 5.7
Soit v une plae nie de K.
1. Pour tout s ∈ T
(
R
Σ(1)/G
>0
)
la fontion Hv(−s, . ) est intégrable sur
T (Kv).
2. Soit χ un élément de (T (AK)/K(T ))
∗
. La fontion
s 7→
∫
T (Kv)
Hv(−s, t)χv(t) dµv(t) (5.1)
est holomorphe sur T
(
R
Σ(1)/G
>0
)
. On la note fv(χ, . ).
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3. Pour tout ompat K de R
Σ(1)/G
>0 , il existe une onstante C > 0 telle
qu'on ait pour tout χ ∈ (T (AK)/K(T ))∗ et tout s ∈ T (K) la majora-
tion
|fv(χ, s)| 6 C. (5.2)
Démonstration : Pour tout s ∈ PL(Σ)G
C
on a
|Hv(s, . )| = Hv(ℜ(s), . ). (5.3)
Comme la fontion Hv(−s, . ) est T (Ov)-invariante, elle induit une fontion
sur T (Kv)/T (Ov), qui sera notée de façon identique. Pour s ∈ PL(Σ)G
C
on a∫
T (Kv)
|Hv(−s, t)| dµv(t) (5.4)
=
∫
T (Kv)
Hv(−ℜ(s), t)dµv(t) (5.5)
=
 ∫
T (Ov)
dµv
 ∑
t∈T (Kv)/T (Ov)
Hv(−ℜ(s), t). (5.6)
Soit V une plae de L divisant v et Gv son groupe de déomposition. Soit
t ∈ T (Kv)/T (Ov). Alors degT,L,V(t) est un élément de (X(T )∨)Gv . D'après le
lemme 5.5 il existe un unique élément σ ∈ ΣGv tel que degT,L,V(t) s'érit
degT,L,V(t) =
∑
β∈σ(1)/Gv
nβ τβ (5.7)
où les nβ sont des entiers stritement positifs. On a alors
Hv (−s, t) = q
− 1
ev
P
β∈σ(1)/Gv
nβ lβ sβ
v . (5.8)
Ainsi, ompte tenu du fait que degT,L,V : T (Kv)/T (Ov) → (X(T )∨)Gv
est injetif et du lemme 5.5, on a
∑
t∈T (Kv)/T (Ov)
Hv(−ℜ(s), t) 6
∑
σ∈ΣGv
∏
β∈σ(1)/Gv
∑
(nβ)∈Z
σ(1)/Gv
>0
q
− 1
ev
P
β∈σ(1)/Gv
nβ lβ sβ
v .
(5.9)
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Le membre de gauhe est visiblement ni dès qu'on a ℜ(sα) > 0 pour tout
α. La proposition en déoule failement. 
Remarque 5.8 : Pour χ ∈ (T (AK)/K(T ))∗, la démonstration montre que
pour tout s ∈ T
(
R
Σ(1)/G
>0
)
, la série∑
t∈T (Kv)/T (Ov)
χ(t)Hv(−s, t) (5.10)
est absolument onvergente et qu'on a
fv(χ, s) =
 ∫
T (Ov)
dµv
 ∑
t∈T (Kv)/T (Ov)
χ(t)Hv(−s, t). (5.11)

5.4.2 Cas arithmétique
Lemme 5.9
On se plae dans le as arithmétique. Soit v une plae de K. On a
∀ y ∈ X(T )G
R
, ∀t ∈ T (Kv), (χy)v (t) = Hv (i γR(y), t) . (5.12)
Démonstration : Soit V une plae de L divisant v. Pour y ∈ X(T )G
R
et
t ∈ T (Kv) on a, ompte tenu de (5.7), de la dénition (4.20) de Hv et du
lemme 4.3 (respetivement 4.4) si v est nie (respetivement arhimédienne) :
(χy)v(t) = exp( i log(qv)
〈
y , degT,v(t)
〉
) (5.13)
= exp( i log(qv) 〈γR(y) , t〉Σ,v) (5.14)
= exp(log(qv) 〈i γR(y) , t〉Σ,v) (5.15)
= Hv(i γR(y), t). (5.16)
d'où le résultat. 
Corollaire 5.10
On a
∀ y ∈ X(T )G
R
, ∀ s ∈ PL(Σ)G
C
, ∀t ∈ T (Kv),
Hv(s, t) (χy)v (t) = Hv (s+ i γR(y), t) . (5.17)
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Corollaire 5.11
Soit v une plae de K et χ un élément de (T (AK)/K(T ))
∗
. Alors on a
∀ y ∈ X(T )G
R
, ∀ s ∈ T
(
R
Σ(1)/G
>0
)
,
fv(χ.χy, s) = fv (χ, s− i γR(y)) . (5.18)
Dans le reste de ette setion, on s'intéresse aux propriétés des trans-
formées de Fourier loales aux plaes arhimédiennes. Ces propriétés seront
ruiales pour appliquer la formule de Poisson dans le as arithmétique.
Soit v ∈ PK,∞ et V une plae de L divisant v, de groupe de déompo-
sition Gv. D'après le lemme 3.13, T (Kv)/T (Ov) s'identie naturellement à
(X(T )∨
R
)Gv .
On note ΣGvmax l'ensemble des nes de Σ
Gv
de dimension maximale. Soit
σ ∈ ΣGvmax. Pour tout j ∈ σ(1)/Gv, soit lj le ardinal de j (ainsi lj = 1 ou 2),
ρj un générateur d'un élément de j, et
τj =
∑
ρ∈Gv ρj
ρ. (5.19)
Si α est l'élément de Σ(1)/G tel que j ⊂ α, la notation sj désigne sα.
La proposition suivante donne les propriétés et estimations néessaires
pour les transformées de Fourier loales aux plaes arhimédiennes.
Proposition 5.12
Soit v un élément de PK,∞.
1. Pour tout s ∈ T
(
R
Σ(1)/G
>0
)
la fontion Hv(−s, . ) est intégrable sur
T (Kv).
2. Soit χ un élément de (T (AK)/K(T ))
∗
. La fontion
s 7→
∫
T (Kv)
Hv(−s, t)χv(x) dµv(x) (5.20)
est holomorphe sur T
(
R
Σ(1)/G
>0
)
. On la note fv(χ, . ).
3. On a, pour tout élément χ de (T (AK)/K(T ))
∗
,
∀s ∈ T
(
R
Σ(1)/G
>0
)
, fv(χ, s) =
∑
σ∈ΣGvmax
1∏
j∈σ(1)/Gv
lj
[LV:Kv]
(sj + i 〈ρj , χv〉)
.
(5.21)
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4. Soit ε vériant 0 < ε < 1, K un ompat de R
Σ(1)/G
>1−ε et ||.|| une norme
sur (T (Kv)/T (Ov))∗. Il existe alors une onstante C > 0 telle qu'on
ait, pour tout v de PK,∞, et tout χ ∈ (T (AK)/K(T ))∗,
∀s ∈ T (K) , |fv(χ, s)| 6 C
1 + ||χv||
∑
σ∈ΣGvmax
1 +
∑
j∈σ(1)/Gv
|ℑ(sj)|∏
j∈σ(1)/Gv
(1 + |〈ρj , χv〉+ ℑ(sj)|)
(5.22)
Démonstration : Dans tout e qui suit, on identie T (Kv)/T (Ov) à
(X(T )∨)Gv
R
et don T (Kv)/T (Ov)∗ à X(T )Gv
R
.
On ommene par remarquer la hose suivante. Soit t ∈ T (Kv)/T (Ov).
Alors il existe un élément σ de ΣGvmax et des réels positifs (tj)j∈σ(1)/Gv tels
qu'on ait
t =
∑
j∈σ(1)/Gv
tj τj . (5.23)
D'après (4.13) et (4.20), on a alors, pour tout (sα) ∈ CΣ(1),
Hv (s, t) = exp
 1
[LV : Kv]
∑
j∈σ(1)/Gv
tj lj sj

(5.24)
On a également, pour tout χv ∈ T (Kv)/T (Ov)∗,
χv(t) = exp ( i 〈t , χv〉) = exp
 i ∑
j∈σ(1)/Gv
tj lj 〈ρj , χv〉
 . (5.25)
Pour tout s ∈ CΣ(1)/G on a |Hv(s, . )| = Hv(ℜ(s), . ). Comme la fontion
Hv(−s, . ) est T (Ov)-invariante, elle induit une fontion sur T (Kv)/T (Ov),
qui sera notée de façon identique.
Pour s ∈ CΣ(1)/G, on a alors∫
T (Kv)
|Hv(−s, t)| dµv(t) =
∫
T (Kv)
Hv(−ℜ(s), t)dµv(t) (5.26)
=
∫
T (Kv)/T (Ov)
Hv(−ℜ(s), t)dt, (5.27)
où dt est la mesure de Lebesgue sur T (Kv)/T (Ov) ∼→ (X(T )∨
R
)Gv , normalisée
par le réseau (X(T )∨)Gv
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Comme (X(T )∨
R
)Gv est reouvert par les éléments de ΣGvmax et que l'inter-
setion de deux éléments distints de ΣGvmax est de mesure de Lebesgue nulle,
on a ∫
T (Kv)/T (Ov)
Hv(−ℜ(s), t)dt =
∑
σ∈ΣGvmax
∫
σ
Hv(−ℜ(s), t)dt (5.28)
Pour σ ∈ ΣGvmax, les (τj)j∈σ(1)/Gv engendrent σ et forment une base de (X(T )∨)Gv .
Ainsi, si on identie σ à R
σ(1)/Gv
>0 au moyen de la base (τj), la restrition de
la mesure dx à σ s'identie à la mesure produit ⊗
j∈σ(1)/Gv
dxj sur R
σ(1)/Gv
>0 . On
a don∫
σ
Hv(−ℜ(s), t)dt =
∫
R
σ(1)/Gv
>0
Hv
(
−ℜ(s),
∑
tj τj
)
⊗
j∈σ(1)/Gv
dtj (5.29)
soit ∫
T (Kv)/T (Ov)
Hv(−ℜ(s), t)dt =
∑
σ∈ΣGvmax
∫
R
σ(1)/Gv
>0
exp
(∑−tj lj ℜ(sj)
[LV : Kv]
)
⊗
j∈σ(1)/Gv
dtj
(5.30)
Cette dernière expression est nie dès que ℜ(sj) > 0 pour tout j ∈ σ(1)/Gv
et tout σ ∈ ΣGvmax, 'est-à-dire dès que ℜ(sα) > 0 pour tout α ∈ Σ(1)/G. Elle
vaut alors ∑
σ∈ΣGvmax
∏
j∈σ(1)/Gv
1
lj
[LV :Kv]
ℜ(sj)
. (5.31)
On en déduit les points 1 et 2.
91
Montrons le point 3. Soit s ∈ T
(
R
Σ(1)/G
>0
)
. On a∫
T (Kv)
χv(x)Hv(−s, t)dµv(t) (5.32)
=
∫
T (Kv)/T (Ov)
χv(t)Hv(−s, t)dt (5.33)
=
∑
σ∈ΣGvmax
∫
σ
χv(t)Hv (−s, t) dt (5.34)
=
∑
σ∈ΣGvmax
∫
R
σ(1)/Gv
>0
χv
(∑
tj τj
)
Hv
(
−s,
∑
tj τj
)
⊗
j∈σ(1)/Gv
dtj (5.35)
=
∑
σ∈ΣGvmax
∫
R
σ(1)/Gv
>0
exp
(∑
tj lj (sj + i 〈ρj , χv〉)
[LV : Kv]
)
⊗
j∈σ(1)/Gv
dtj (5.36)
=
∑
σ∈ΣGvmax
∏
j∈σ(1)/Gv
1
lj
[LV :Kv]
(sj + i 〈ρj , χv〉)
. (5.37)
Montrons le point 4. Soit (el)l∈L une base de (X(T )
∨)Gv et (e∨l ) sa base
duale. Soit s ∈ T
(
R
Σ(1)/G
>0
)
et χ ∈ (T (AK)/K(T ))∗. Soit g (respetivement
h) la fontion de RL dans C donnée par
∀(tl) ∈ RL, g(tl) = Hv
(
−s,
∑
l∈L
tl el
)
, (5.38)
respetivement
∀(tl) ∈ RL, h(tl) = χv
(∑
l∈L
tl el
)
= exp
(
i
∑
l∈L
tl 〈el , χv〉
)
. (5.39)
On a ainsi , pour l ∈ L,
∂
∂tl
h(t) = i 〈el , χv〉 h(t). (5.40)
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Pour tout l vériant 〈el , χv〉 6= 0 on obtient en intégrant par parties
fv(χ, s) =
∫
R
L
g(t) h(t)dt (5.41)
= − 1
i 〈el , χv〉
∫
R
L
h(t)
∂
∂tl
g(t)dt (5.42)
= −
∑
σ∈ΣGvmax
1
i 〈el , χv〉
∫
σ
h(t)
∂
∂tl
g(t)dt. (5.43)
La restrition de g à σ ∈ ΣGvmax s'érit (en notant (τ∨j )j∈σ(1)/Gv la base duale
de (τj)j∈σ(1)/Gv )
g(t) = exp
− 1
[LV : Kv]
∑
j∈σ(1)/Gv
〈∑
l∈L
tl el , τ
∨
j
〉
lj sj

(5.44)
= exp
− 1
[LV : Kv]
∑
l∈L
tl
∑
j∈σ(1)/Gv
〈
el , τ
∨
j
〉
lj sj

(5.45)
et nalement sur σ on a
∂
∂tl
g(t) = −
 1
[LV : Kv]
∑
j∈σ(1)/Gv
〈
el , τ
∨
j
〉
lj sj
 g(t) (5.46)
On en déduit
i 〈el , χv〉 fv(χ, s) =
∑
σ∈ΣGvmax
 ∑
j∈σ(1)/Gv
〈
el , τ
∨
j
〉 lj
[LV : Kv]
sj
∫
σ
h(t)g(t)dt
(5.47)
soit
i 〈el , χv〉 fv(χ, s)
=
∑
σ∈ΣGvmax
 ∑
j∈σ(1)/Gv
〈
el , τ
∨
j
〉 lj
[LV : Kv]
sj
 ∏
j∈σ(1)/Gv
1
lj
[LV :Kv]
(sj + i 〈ρj , χv〉)
.
(5.48)
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En prenant les modules dans (5.37) et (5.48) pour tous les l tels que 〈el , χv〉 6=
0 et en ajoutant le tout, on obtient après une majoration évidente(
1 +
∑
l∈L
|〈el , χv〉|
)
|fv(χ, s)|
6
∑
σ∈ΣGvmax
1 +∑
l∈L
∣∣∣∣∣∣
∑
j∈σ(1)/Gv
〈
el , τ
∨
j
〉 lj
[LV : Kv]
sj
∣∣∣∣∣∣
 ∏
j∈σ(1)/Gv
1∣∣∣ lj[LV:Kv] (sj + i 〈ρj , χv〉)∣∣∣ .
(5.49)
Soit ||.||e la norme sur X(T )GvC dénie par
∀x ∈ X(T )Gv
C
, ||x||e =
∑
l∈L
|〈el , x〉| . (5.50)
De (5.49), on tire pour tout s ∈ T
(
R
Σ(1)/G
>0
)
et tout χv ∈ T (Kv)/T (Ov)∗ la
majoration
|fv(χv, s)| 6 2
rg(X(T ))
1 + ||χv||e
∑
σ∈ΣGvmax
∏
j∈σ(1)/Gv
1 +
∣∣∣∣∣
∣∣∣∣∣ ∑j∈σ(1)/Gv lj[LV :Kv] sj τ∨j
∣∣∣∣∣
∣∣∣∣∣
e
|sj + i 〈ρj , χv〉)| . (5.51)
L'équivalene des normes sur X(T )Gv
C
montre l'existene d'une onstante C1
vériant, pour tout s ∈ CΣ(1)/G,∣∣∣∣∣∣
∣∣∣∣∣∣
∑
j∈σ(1)/Gv
lj
[LV : Kv]
sj τ
∨
j
∣∣∣∣∣∣
∣∣∣∣∣∣
e
6 C1
∑
j∈σ(1)/Gv
∣∣∣∣ lj[LV : Kv]sj
∣∣∣∣ 6 C1 ∑
j∈σ(1)/Gv
|sj| .
(5.52)
Il existe par ailleurs une onstante C2 > 0 telle qu'on ait pour tout s ∈ T (K),
pour tout σ ∈ ΣGvmax et tout j ∈ σ(1)/Gv
|sj + i 〈ρj , χv〉)| > C2(1 + |〈ρj , χv〉+ ℑ(sj)|). (5.53)
Le point 4 s'en déduit aisément. 
On notera
f∞(χ, . ) =
∏
v∈PK,∞
fv(χ, . ). (5.54)
On pose
X(T )
R,∞ =
⊕
v∈PK,∞
X(T )Gv
R
. (5.55)
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Soit χ un élément de (T (AK)/K(T ))
∗
. Pour toute plae v de K, χv est
alors un élément de (T (Kv)/T (Ov))∗. Si v est arhimédienne, on a un iso-
morphisme
deg∗T,v : X(T )
Gv
R
∼−→ (T (Kv)/T (Ov))∗ (5.56)
Dénition 5.13
Le morphisme type à l'inni est l'appliation qui à χ ∈ (T (AK)/K(T ))∗
assoie
χ∞
déf
=
((
deg∗T,v
)−1
χv
)
∈ X(T )
R,∞. (5.57)
Soit Σ∞ l'éventail produit des ΣGv pour v ∈ PK,∞ : 'est l'éventail de
X(T )
R,∞ dont les nes sont des produits des nes des éventails Σ
Gv
pour
v ∈ PK,∞. L'ensemble Σ∞max des nes de Σ∞ de dimension maximale est don
l'ensemble des produits d'éléments de ΣGvmax pour v ∈ PK,∞.
Corollaire 5.14
Soit ε vériant 0 < ε < 1 etK un ompat de R
Σ(1)/G
>1−ε . Il existe une onstante
C > 0 telle qu'on ait
∀s ∈ T (K) , ∀χ ∈ (T (AK)/K(T ))∗ ,
|f∞(χ, s)| 6 C
1 + ||χ∞||
∑
eσ∈Σ∞max
1 +
∑
i∈eσ(1) |ℑ(si)|∏
i∈eσ(1)(1 + |〈ρi , χ∞〉+ ℑ(si)|)
(5.58)
Démonstration : On applique le point 4 de la proposition 5.12 en prenant
pour éventail Σ∞. 
5.4.3 Cas fontionnel
On introduit d'abord quelques dénitions.
On rappelle qu'au moyen de la base (Dα)α∈Σ(1)/G on identie P
G
Σ à Z
Σ(1)/G
.
Cei permet d'identier
(
PGΣ
)
C
à C
Σ(1)/G
et
(
PGΣ
)
C
× à
(
C
×
)Σ(1)/G
(don à
un sous-ensemble de C
Σ(1)/G
).
Dans toute la suite de e texte, le terme série formelle désignera un élé-
ment de C[[zα]]α∈Σ(1)/G et le terme monme un monme de C[zα]α∈Σ(1)/G.
On identiera un monme à la fontion C
Σ(1)/G → C qu'il induit.
Soit
P =
∑
(nα)∈NΣ(1)/G
a(nα)
∏
znαα (5.59)
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une série formelle. Soit z un élément de
(
C
×
)Σ(1)/G
tel que la série dénissant
P (z) onverge absolument. Si on voit z omme un élément de
(
PGΣ
)
C
× , on a
don
P (z) =
∑
(nα)∈N
Σ(1)/G
a(nα)
∏
〈z , D∨α〉nα (5.60)
Lemme 5.15
Soit (nα) un élément de N
Σ(1)/G
. Alors l'appliation qui à z ∈ (PGΣ )
C
× =(
C
×
)Σ(1)/G
assoie 〈z , ∑nαD∨α〉 s'étend en un unique monme sur CΣ(1)/G.
Lemme 5.16
Soit
P =
∑
(nα)∈N
Σ(1)/G
a(nα)
∏
znαα (5.61)
une série formelle. Alors pour tout z ∈ X(T )G
C
× tel que la série dénissant
P (γ
C
×(z)) onverge absolument, on a
P (γ
C
×(z)) =
∑
(nα)∈NΣ(1)/G
a(nα)
∏
〈z , ρα〉nα . (5.62)
Démonstration : Compte tenu de (5.60), il sut de remarquer que pour
α ∈ Σ(1)/G on a
〈γ
C
×(z) , D∨α〉 = 〈z , γ∨(D∨α)〉 (5.63)
et que, d'après (4.15), on a γ∨(D∨α) = ρα. 
Dénition 5.17
Soit M un sous-groupe de
(
X(T )G
)∨
.
1. Soit (nα) ∈ NΣ(1)/G. Le monme
∏
α∈Σ(1)/G
znαα est dit M-ompatible si
on a
γ∨
(∑
nαD
∨
α
)
∈M, (5.64)
e qui équivaut d'après (4.15) à la ondition∑
nα ρα ∈M. (5.65)
2. Une série formelle est dite M-ompatible si les monmes qui appa-
raissent dans son ériture sont M-ompatibles.
On a le lemme élémentaire suivant.
Lemme 5.18
Soit M un sous-groupe de
(
X(T )G
)∨
.
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1. Un monme f est M-ompatible si et seulement s'il existe un élément
m de M vériant
∀z ∈ X(T )G
C
×, f (γ
C
×(z)) = 〈z , m〉 (5.66)
2. Tout produit ou somme de série formellesM-ompatibles estM-ompatible.
Lemme 5.19
Pour tout α ∈ Σ(1)/G, le monme z dαα est D0T -ompatible.
Démonstration : C'est immédiat d'après la dénition et le fait, donné
par le lemme 5.3, que dα ρα est dans D
0
T . 
Dénition 5.20
Le rayon de onvergene d'une série formelle P est le plus grand réel positif R
tel que pout tout (zα) ∈ CΣ(1)/G vériant Maxα |zα| < R, la série dénissant
P (zα) est absolument onvergente.
Lemme 5.21
Soit v une plae de K vériant l'hypothèse 4.8.
1. On a
∀ z ∈ X(T )GU, ∀t ∈ T (Kv), (χz)v (t) = Hv (γC×(z), t) . (5.67)
2. Pour tout t ∈ T (Kv), la fontion Hv( . , t) s'étend en un monme qui
est DT -ompatible. Ce monme est une onstante si et seulement si t
est dans T (Ov).
Démonstration : Pour z ∈ X(T )G
C
×, et t ∈ T (Kv), on a, ompte tenu du
lemme 3.11 et de la dénition (4.41) de Hv〈
z , degT,v(t)
〉fv
=
[
〈γ
C
×(z) , t〉Σ,v
] fv
(5.68)
= Hv(γ
C
×(z), t). (5.69)
Or, pour z ∈ X(T )GU, on a d'après (5.19)
(χz)v(t) =
〈
z , degT,v(t)
〉 fv
(5.70)
d'où la relation (5.67).
Soit t ∈ T (Kv). D'après le lemme 5.5 il existe un élément σ ∈ ΣGv tel
que degT,L,V(t) s'érit
degT,L,V(t) =
∑
β∈σ(1)/Gv
nβ τβ (5.71)
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où les nβ sont des entiers stritement positifs. Pour tout élément ϕ de PL(Σ)
G
(identié à PGΣ ), on a alors
fv 〈ϕ , t〉 = fv
ev
〈
ϕ , degT,L,V(t)
〉
Σ,v
=
fv
ev
∑
β∈σ(1)/Gv
nβ lβ
〈
ϕ , D∨β
〉
. (5.72)
Ainsi la ondition v vérie l'hypothèse 4.8 entraîne qu'on a
∀β ∈ σ(1)/Gv, fv nβ lβ
ev
∈ Z. (5.73)
On a alors, d'après (5.72) et la dénition (4.41) de Hv,
∀z ∈ (PGΣ )
C
× , Hv(z, t) =
〈
z ,
∑
β∈σ(1)/Gv
fv nβ lβ
ev
D∨β
〉
(5.74)
e qui montre, d'après le lemme 5.15, que Hv( . , t) s'étend en un monme
sur C
Σ(1)/G
. Comme les nβ sont stritement positifs, e monme est une
onstante si et seulement si σ(1)/Gv est vide, 'est-à-dire si et seulement si
degT,L,V(t) est nul, soit enore si et seulement si t ∈ T (Ov).
La relation
∀z ∈ X(T )G
C
×, Hv(γ
C
×(z), t) =
〈
z , fv degT,v(t)
〉
, (5.75)
le fait que degT,v(t) soit dans DT , et le lemme 5.18 montrent que Hv( . , t) est
un monme DT -ompatible. 
Corollaire 5.22
Soit v une plae de K vériant l'hypothèse 4.8. Pour tout t ∈ T (Kv), on a
∀ z ∈ X(T )GU, ∀ s ∈ PL(Σ)GC, Hv(s, t) (χz)v (t) = Hv (γU(z) q s, t)
(5.76)
Proposition 5.23
Soit v une plae deK vériant l'hypothèse 4.8 et χ un élément de (T (AK)/K(T ))
∗
.
La série formelle
fv(χ, . ) =
 ∫
T (Ov)
dµv
 ∑
t∈T (Kv)/T (Ov)
χv(t)Hv( . , t) (5.77)
a un rayon de onvergene supérieur à 1, est DT -ompatible, et vérie
∀s ∈ T
(
R
Σ(1)/G
>0
)
, fv
(
χ, q−s
)
= fv(χ, s) (5.78)
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Démonstration : Comme le morphisme degT,L,V induit une injetion de
T (Kv)/T (Ov) dans (X(T )∨)Gv , T (Kv)/T (Ov) est un groupe abélien de type
ni, don un monoïde ommutatif de type ni. Par ailleurs, pour tout t ∈
T (Kv)/T (Ov) et tout n ∈ N, on a
Hv( . , t
n) = Hv( . , t)
n, (5.79)
et d'après le lemme 5.21, Hv( . , t) est une onstante si et seulement si t = 0.
Ce qui préède montre que pour tout entier d il n'existe qu'un nombre ni
de t ∈ T (Kv)/T (Ov) tel que le monme Hv( . , t) soit de degré total majoré
par d. Ainsi fv(χ, . ) est bien une série formelle.
Le fait que le rayon de onvergene soit supérieur à 1 et la relation (5.78)
viennent de la remarque 5.8 et de (4.43). LaDT -ompatibilité déoule aussitt
de la DT -ompatibilité des Hv( . , t) (lemme 5.21). 
Lemme 5.24
Soit v une plae deK vériant l'hypothèse 4.8. Soit χ un élément de (T (AK)/K(T ))
∗
.
Alors on a
∀ z ∈ X(T )GU, ∀ s ∈ T
(
R
Σ(1)/G
>0
)
,
fv(χ.χz, s) = fv
(
χ, γU(z) q
−s
)
. (5.80)
Démonstration : Par (5.78), le membre de gauhe de (5.80) vaut fv (χ.χz, q
−s),
et on a d'après (5.77) et (5.67)
fv
(
χ.χz, q
−s
)
=
 ∫
T (Ov)
dµv
 ∑
t∈T (Kv)/T (Ov)
χv(t) (χz)v(t) hv(q
−s, t) (5.81)
=
 ∫
T (Ov)
dµv
 ∑
t∈T (Kv)/T (Ov)
χv(t) hv(γU(z) q
−s, t) (5.82)
= fv
(
χ, γU(z) q
−s
)
(5.83)

On onsidère désormais S un ensemble ni de plaes de K ontenant
toutes les plaes ramiées dans L, et tel que toutes les plaes de S vérient
l'hypothèse 4.8. On note
K(T )S =
∏
v∈S
T (Ov) (5.84)
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et
CS =
∫
T (K)
S
∩K(T )S
(
⊗
v∈S
dµv
)
. (5.85)
Pour t ∈ T (AK), on note HS( . , t) le monme déni par
HS( . , t) =
∏
v∈S
Hv( . , tv). (5.86)
Lemme 5.25
Soit S un ensemble ni de plaes de K ontenant toutes les plaes ramiées
dans L, et tel que toutes les plaes de S vérient l'hypothèse 4.8. La série
formelle fS dénie par
fS = CS
∑
t∈T (K)
S
/
“
T (K)
S
∩K(T )S
” HS( . , t) (5.87)
a un rayon de onvergene supérieur à 1, est D0T -ompatible et vérie, pour
tout s ∈ T
(
R
Σ(1)/G
>0
)
∫
T (K)
S
H(−s, t)χz(t)
(
⊗
v∈S
dµv
)
(t) = fS
(
γU(z) q
−s
)
(5.88)
Démonstration : Comme T (K)
S
/
(
T (K)
S ∩ K(T )S
)
s'injete dans
∏
v∈S
T (Kv)/T (Ov),
un argument similaire à elui du début de la proposition 5.23 montre que fS
est bien une série formelle.
Pour s ∈ T
(
R
Σ(1)/G
>0
)
, la onvergene de la série∑
t∈T (K)
S
/
“
T (K)
S
∩K(T )S
”
∏
v∈S
Hv
(
q−ℜ(s), tv
)
(5.89)
se montre en injetant T (K)
S
/
(
T (K)
S ∩ K(T )S
)
dans
∏
v∈S
T (Kv)/T (Ov),
e qui permet de majorer (5.89) par∏
v∈S
∑
t∈T (Kv)/T (Ov)
Hv (−ℜ(s), tv) , (5.90)
qui est un produit de séries onvergentes (f. remarque 5.8).
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On a ainsi, toujours pour s ∈ T
(
R
Σ(1)/G
>0
)
∫
T (K)
S
H(−s, t)χz(t)
(
⊗
v∈S
dµv
)
(t) (5.91)
= CS
∑
t∈T (K)
S
/
“
T (K)
S
∩K(T )S
” H(−s, t)χz(t) (5.92)
= CS
∑
t∈T (K)
S
/
“
T (K)
S
∩K(T )S
” H(−s, t) 〈z , degT (t)〉 (5.93)
= CS
∑
t∈T (K)
S
/
“
T (K)
S
∩K(T )S
”
∏
v∈S
Hv(γU(z) q
−s, tv) (5.94)
Pour terminer la démonstration du lemme, il sut de montrer que pour
t ∈ T (K) S, le monme HS( . , t) est D0T ompatible. Soit don t = (tv)v∈S ∈
T (K)
S
. D'après la proposition 3.32, il existe u ∈ T (K) et t′ ∈ T (AK) un
élément de l'image de TPΣ(AK) par γAK tels que t = u t
′
. Comme degT est
trivial sur T (K), on a degT (t) = degT (t
′). Comme t′ est dans γ
AK
(TPΣ(AK)),
degT (t
′) est dans D0T . Ainsi degT (t) est dans D
0
T . Comme on a, pour tout
z ∈ X(T )G
C
,
HS(z, t) = 〈z , degT (t)〉 (5.95)
on voit, d'après le lemme 5.18, que HS( . , t) est D
0
T -ompatible. 
5.4.4 Cas des plaes non ramiées
Soit v une plae nie de K, V une plae de L divisant v et Gv son groupe
de déomposition. Les auteurs de [BaTs1℄ dénissent
5
alors un polynme à
oeients entiers QΣ,v en les [Σ(1)/Gv] indéterminées (Xβ)β∈Σ(1)/Gv par la
formule ∫
T (Ov)
dµv
 ∑
σ∈ΣGv
∏
β∈σ(1)/Gv
Xβ
1−Xβ =
QΣ,v(Xβ)∏
β∈Σ(1)/Gv
(1−Xβ) . (5.96)
5
la dénition utilisée dans [BaTs1℄ est en fait légèrement diérente ar on y utilise le
polynme QΣ,v
(
X
lβ
β
)
, ei étant on obtient bien la même formule pour la transformée de
Fourier loale.
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Un résultat faile mais important pour les résultats de onvergene et de
prolongement de la fontion zêta des hauteurs est (f. [BaTs1, Proposition
2.2.3℄)
Proposition 5.26 (Batyrev, Tshinkel)
Le polynme QΣ,v
(
X
lβ
β
)
− 1 ne ontient que des monmes de degré total
supérieur ou égal à 2.
Désormais nous xons un sous-ensemble ni S de PK ontenant les plaes
arhimédiennes, et les plaes ramiées dans L/K. Le résultat suivant ([BaTs1,
Theorem 2.2.6℄) donne alors une expression expliite des transformées de
Fourier loales aux plaes v /∈ S.
Théorème 5.27 (Batyrev, Tshinkel)
Soit v /∈ S une plae de K. Soit s ∈ T
(
R
Σ(1)/G
>0
)
. On a pour tout χ ∈
(T (AK)/K(T ))
∗∫
T (Kv)
Hv(−s, t)χv(t)dµv(t)
=
 ∏
β∈Σ(1)/Gv
1
1− χβ
(
πwβ
)
q
−lβ sβ
v
 QΣ,v (χβ (πwβ) q−lβsβv )
β∈Σ(1)/Gv
.
(5.97)
Démonstration : Nous rappelons la preuve de e théorème, donnée dans
[BaTs1℄. À l'aide du morphisme degT,L,V, on identie T (Kv)/T (Ov) à (X(T )∨)Gv
(f. proposition 3.27). Comme les fontions Hv(−s, . ) et χv sont T (Ov) in-
variante, elles induisent des fontions sur (X(T )∨)Gv , qui seront notées de
façon identique. On a alors∫
T (Kv)
Hv(−s, t)χv(t)dµv(t) =
∫
T (Ov)
dµv
∑
t∈T (Kv)/T (Ov)
Hv(−s, t)χv(t) (5.98)
Le lemme 5.5 permet alors d'érire∑
t∈T (Kv)/T (Ov)
Hv(−s, t)χv(t) (5.99)
=
∑
σ∈ΣGv
∑
t∈ intrel(σ)∩(T (T )∨)Gv
Hv(−s, t)χv(t) (5.100)
=
∑
σ∈ΣGv
∑
(nβ)∈Z
σ(1)/Gv
>0
Hv
(
−s,
∑
nβ τβ
)∏
χv (τβ)
nβ . (5.101)
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Mais on a ∑
σ∈ΣGv
∑
(nβ)∈Z
σ(1)/Gv
>0
Hv
(
−s,
∑
nβ τβ
)∏
χv (τβ)
nβ
(5.102)
=
∑
σ∈ΣGv
∑
(nβ)∈Z
σ(1)/Gv
>0
Hv
(
−s,
∑
nβ τβ
)∏
χβ
(
πwβ
)nβ
(5.103)
=
∑
σ∈ΣGv
∏
β∈σ(1)/Gv
∑
nβ∈Z>0
q
−nβ lβ sβ
v χβ
(
πwβ
)nβ
(5.104)
=
∑
σ∈ΣGv
∏
β∈σ(1)/Gv
χβ
(
πwβ
)
q
−lβ sβ
v
1− χβ
(
πwβ
)
q
−lβ sβ
v
. (5.105)
d'où le résultat par dénition de QΣ,v.
L'égalité (5.103) vient du fait que si v n'est pas ramiée dans L, d'après
le lemme 3.26, on a
degT,L,V
[
γv ◦ iβ,v(πwβ)
]
= τβ. (5.106)
L'égalité (5.104) vient de e que par la dénition (4.20) de la hauteur loale
et le fait que v est non ramiée on a
Hv
−s, ∑
β∈σ(1)/Gv
nβ τβ
 = exp
 log(qv) ∑
β∈σ(1)/Gv
nβ 〈ϕ , τβ〉Σ,v

(5.107)
= exp
 log(qv) ∑
β∈σ(1)/Gv
nβ lβ sβ
 . (5.108)

Lemme 5.28
1. Pour tout α ∈ Σ(1)/G, on a∏
β∈α/Gv
1
1− χβ
(
πwβ
)
q
−lβ sβ
v
=
∏
w∈PKα ,
w|v
1
1− χα (πw) q− sαw
. (5.109)
En partiulier, dans le as fontionnel, on a∏
β∈α/Gv
1
1− χβ
(
πwβ
)
q
−lβ sβ
v
=
∏
w∈PKα ,
w|v
1
1− χα (πw) q−fw dα sα . (5.110)
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2. Dans le as arithmétique, pour χ ∈ (T (AK)/K(T ))∗ et y ∈ X(T )G
R
, on
a
(χ.χy)α (πw) q
−sα
w = χα (πw) q
−sα+i 〈y , ρα〉
w . (5.111)
3. Dans le as fontionnel, pour χ ∈ (T (AK)/K(T ))∗ et z ∈ X(T )GU, on a
(χ.χz)α (πw) q
−fw dα sα = χα (πw) 〈z , dα ρα〉 q−fw dα sα. (5.112)
Démonstration : Le point 1 provient des formules (5.11) et (5.13). Le
point 2 déoule du lemme 5.2 et le point 3 du lemme 5.3. 
Le résultat suivant sera utile lors du alul du terme prinipal de la fon-
tion zêta des hauteurs.
Lemme 5.29
Soit v /∈ S. Alors pour tout s ∈ T (R>0), on a∫
T (Kv)
Hv(−s ϕ0, t) dµv(t) = Lv(s, PΣ)QΣ,v
(
q
−lβs
v
)
β∈Σ(1)/Gv
. (5.113)
Démonstration : Cei déoule aussitt d'une part du théorème 5.27 et
du lemme 5.28, d'autres part des lemmes 2.5, 2.4 et de la déomposition
(4.9). 
5.5 Propriétés analytiques de la transformée de Fourier
globale
On va déduire des résultats de la setion 5.4 que pour tout élément s de
T
(
R
Σ(1)/G
>1
)
, la fontion H(−s, . ) est intégrable sur T (AK), ainsi que des
renseignements sur le omportement analytiques des transformées de Fourier
globales.
Pour α ∈ Σ(1)/G, nous notons Sα les plaes de Kα au-dessus des plaes
de S.
Lemme 5.30
Pour tout s dans T
(
R
Σ(1)/G
> 1
2
)
le produit eulérien
∏
v/∈S
QΣ,v
(
q
−lβsβ
v
)
β∈Σ(1)/Gv
(5.1)
est absolument onvergent.
Démonstration : Cei déoule aussitt de la proposition 5.26. 
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Lemme 5.31
Pour tout s ∈ T
(
R
Σ(1)/G
>1
)
, H(−s, . ) est intégrable sur T (AK).
Démonstration : On a pour tout s ∈ CΣ(1)/G∫
T (AK)
|H(−s, t)| ωT (t) =
∫
T (AK)
H(−ℜ(s), x)ωT (t). (5.2)
D'après la dénition (3.6) de ωT ette dernière expression vaut
cK,dim(T )
∏
v∈PK
∫
T (Kv)
Hv(−ℜ(s), t) dµv(t). (5.3)
D'après le théorème 5.27 et le lemme 5.28, on a don∫
T (AK)
|H(−s, t)| ωT (t)
= cK,dim(T )
 ∏
α∈Σ(1)/G
ζKα (ℜ(sα))
  ∏
α∈Σ(1)/G
∏
w∈Sα
(1− q−ℜ(sα)w )

∏
v/∈S
QΣ,v
(
q
−lβℜ(sβ)
v
)
β∈Σ(1)/Gv
∏
v∈S
∫
T (Kv)
Hv(−ℜ(s), t) dµv(t) (5.4)
D'après la proposition 2.1, le lemme 5.30, le point 1 de la proposition 5.7
et, dans le as arithmétique, le point 1 de la proposition 5.12, ette dernière
expression est nie dès que ℜ(s) ∈ RΣ(1)/G>1 d'où l'intégrabilité de H(−s, . )
pour s ∈ T
(
R
Σ(1)/G
>1
)
. 
5.5.1 Cas arithmétique
Lemme 5.32
Soit χ ∈ (T (AK)/K(T ))∗. La fontion
s 7→ cK,dim(T )
∏
v/∈S
QΣ,v
(
χβ(πwβ) q
−lβsβ
v
)
β∈Σ(1)/Gv∏
v∈S\PK,∞
fv(χ, s)
∏
α∈Σ(1)/G
∏
w∈Sα
(1− χα(πw) q−sαw ) (5.5)
est holomorphe sur T
(
R
Σ(1)/G
> 1
2
)
. On la note f(χ, . ).
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Démonstration : Cei déoule du lemme 5.30 et du point 2 de la propo-
sition 5.7. 
Rappelons qu'on a également noté
f∞(χ, . ) =
∏
v∈PK,∞
fv(χ, . ). (5.6)
Lemme 5.33
f∞(χ, . ) est holomorphe sur T
(
R
Σ(1)/G
>0
)
.
Démonstration : D'après le point 2 de la proposition 5.12, pour tout
v ∈ PK,∞ la fontion fv(χ, . ) est holomorphe sur T
(
R
Σ(1)/G
>0
)
. 
Lemme 5.34
Soit χ ∈ (T (AK)/K(T ).T (K))∗. Pour tout s ∈ T
(
R
Σ(1)/G
>1
)
, et tout y ∈
X(T )G
R
, on a
FH (χ.χy,−s)
=
 ∏
α∈Σ(1)/G
LKα (sα − i 〈y , ρα〉 , χα)
 f (χ, s− i γ
R
(y)) f∞ (χ, s− i γR(y)) .
(5.7)
Démonstration : D'après la dénition (3.6) de ωT , on a∫
T (AK)
(χχy)(t)H(−s, t)ωT (t) = cK,dim(T )
∏
v∈PK
∫
T (Kv)
(χχy)v(t)Hv(−s, t) dµv(t).
(5.8)
D'après le théorème 5.27, le lemme 5.28 et le orollaire 5.11, le membre de
gauhe de (5.8) est don égal à
cK,dim(T )
∏
α∈Σ(1)/G
LKα(χα, sα − i 〈y , ρα〉)
×
∏
α∈Σ(1)/G
∏
w∈Sα
(1− χα(πw) q−sα+i 〈y , ρα〉w )
×
∏
v/∈S
QΣ,v
(
χβ(πwβ) q
−lβ(sβ−i 〈y , ρβ〉)
v
)
β∈Σ(1)/Gv
×
∏
v∈S
fv(χ, s− i γR(y)), (5.9)
d'où le résultat. 
106
Lemme 5.35
Soit K un ompat de R
Σ(1)/G
> 1
2
. Il existe une onstante C > 0 telle qu'on ait,
pour tout χ ∈ (T (AK)/K(T ))∗ et tout s ∈ T (K) la majoration
|f(χ, s)| 6 C. (5.10)
Démonstration : Cei déoule immédiatement du point 3 de la proposi-
tion 5.7, de la majoration∣∣∣∣QΣ,v (χβ (πwβ) q−lβsβv )
β∈Σ(1)/Gv
∣∣∣∣ 6 QΣ,v ( q−lβℜ(sβ)v )
β∈Σ(1)/Gv
(5.11)
et du fait que
s 7→
∏
v/∈S
QΣ,v
(
q
−lβsβ
v
)
β∈Σ(1)/Gv
(5.12)
est holomorphe sur R
Σ(1)/G
> 1
2
. 
5.5.2 Cas fontionnel
Lemme 5.36
Soit χ ∈ (T (AK)/K(T ))∗. La série formelle Q(χ, . ) dénie par
Q(χ, (zα))
déf
= cK,dim(T )
∏
v/∈S
QΣ,v
(
χβ
(
πwβ
)
z
fwβ dβ
β
)
(5.13)
a un rayon de onvergene supérieur à q−
1
2
, est D0T -ompatible et vérie pour
tout s ∈ T
(
R
Σ(1)/G
> 1
2
)
Q(χ, q−s) = cK,dim(T )
∏
v/∈S
QΣ,v
(
χβ
(
πwβ
)
q
−lβsβ
v
)
. (5.14)
Démonstration : Pour v /∈ S, β ∈ Σ(1)/Gv et s ∈ C, on a
q
−lβ s
v =
(
q−s
) fwβ dβ . (5.15)
Cei joint au lemme 5.30 montre aussitt que le rayon de onvergene de
Q(χ, . ) est supérieur à q−
1
2
, ainsi que la relation (5.14).
La D0T -ompatibilité provient du lemme 5.19. 
Lemme 5.37
On suppose que toutes les plaes de K vérient l'hypothèse 4.8. Soit χ ∈
(T (AK)/K(T ))
∗
. La série formelle
f (χ, z)
déf
= Q(χ, z)
∏
v∈S
fv(χ, z)
∏
α∈Σ(1)/G
∏
w∈Sα
(
1− χα(πw) z fw dαα
)
(5.16)
a un rayon de onvergene supérieur à q−
1
2
et est DT -ompatible.
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Démonstration : Cei déoule du théorème 5.27 et les lemmes 5.28 et
5.24. 
Lemme 5.38
On suppose que toutes les plaes de K vérient l'hypothèse 4.8. Soit χ ∈
(T (AK)/K(T ))
∗
. On a pour tout s ∈ T
(
R
Σ(1)/G
>1
)
et tout z ∈ X(T )GU
FH (χ.χz,−s) =
 ∏
α∈Σ(1)/G
LKα
(
χα, 〈z , dα ρα〉 q−dα sα
) f (χ, γU(z) q−s)
(5.17)
Démonstration : D'après la dénition (3.6) de ωT , on a∫
T (AK)
(χχz)(t)H(−s, t)ωT (t) = cK,dim(T )
∏
v∈PK
∫
T (Kv)
(χχz)v(t)Hv(−s, t) dµv(t).
(5.18)
D'après le théorème 5.27, le lemme 5.28 et le lemme 5.24, le membre de
gauhe de (5.18) est don égal à
cK,dim(T )
∏
α∈Σ(1)/G
LKα(χα, 〈z , dα ρα〉 q−dα sα)
×
∏
α∈Σ(1)/G
∏
w∈Sα
(1− χα(πw) 〈z , dα ρα〉 q−fw dα sα)
×
∏
v/∈S
QΣ,v
(
χβ(πwβ) 〈y , dβ ρβ〉 q−fw dβsβ
)
β∈Σ(1)/Gv
×
∏
v∈S
fv(χ, γU(z) q
−s), (5.19)
d'où le résultat. 
Lemme 5.39
On suppose que toutes les plaes de K vérient l'hypothèse 4.8. La série
formelle
f(z)
déf
= Q(1, z) fS(z)
∏
α∈Σ(1)/G
∏
w∈Sα
(
1− z fw dαα
)
(5.20)
a un rayon de onvergene supérieur à q−
1
2
et est D0T -ompatible.
Démonstration : Cei déoule aussitt du lemme 5.25 et du lemme 5.19.

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Lemme 5.40
On suppose que toutes les plaes de K vérient l'hypothèse 4.8. On a, pour
tout s ∈ T
(
R
Σ(1)/G
>1
)
et tout z ∈ X(T )GU∫
T (K)∩T (AK)
H(−s, t)χz(t)ωT (t)
=
 ∏
α∈Σ(1)/G
ZKα
(〈z , dα ρα〉 q−dα sα)
 f (γU(z) q−s) . (5.21)
Démonstration : D'après le théorème 5.27 et le lemme 5.25 on a∫
T (K)∩T (AK)
H(−s, t)χz(t)ωT (t) (5.22)
= cK,dim(T )
∏
v/∈S
∫
T (Kv)
Hv(−s, t) (χz)v (t)dµv(t)

×
∫
T (K)
S
H(−s, t) (χz) (t)
(
⊗
v∈S
dµv
)
(t) (5.23)
=
∏
α∈Σ(1)/G
ZKα
(〈z , dα ρα〉 q−dα sα)
×
∏
α∈Σ(1)/G
∏
w∈Sα
(
1− z fw dα ραq−fw dα sα)
×Q(1, γU(z) q−s) fS
(
γU(z) q
−s
)
(5.24)
=
 ∏
α∈Σ(1)/G
ZKα
(〈z , dα ρα〉 q−dα sα)
 f (γU(z) q−s) . (5.25)

5.6 L'expression intégrale de la fontion zêta des hau-
teurs
Notons γ∗ le morphisme de aratères
(T (AK)/T (K))
∗ −→ (TPΣ(AK)/TPΣ(K))∗ , (5.1)
induit par la omposition ave le morphisme γ
AK
. Dans le as fontionnel
omme dans le as arithmétique, nous hoisissons arbitrairement et une fois
pour toutes un sindage du morphisme quotient
T (AK)/T (K)→ T (AK)/T (AK)1. (5.2)
Ce sindage induit par dualité un isomorphisme de (T (AK)
1/T (K))
∗
sur
un fateur diret de (T (AK)/T (AK)
1)
∗
dans (T (AK)/T (K))
∗
, lequel fateur
diret sera noté U˜T . On note UT l'image de (T (AK)
1/K(T ).T (K))
∗
dans
U˜(T ) par et isomorphisme. En d'autre termes, UT est le sous-groupe de U˜T
onstitué des aratères qui sont triviaux sur K(T ), et on a
(T (AK)/K(T ).T (K))
∗ =
(
T (AK)/T (AK)
1
)∗ × UT . (5.3)
Lemme 5.41
1. Le noyau de γ∗ est isomorphe à A(T )∗. En partiulier Ker(γ∗) est ni.
2. Dans le as arithmétique, Ker(γ∗) est inlus dans U˜T .
3. Dans le as fontionnel, Ker(γ∗) ∩ (T (AK)/T (AK)1)∗ est de ardinal
KT .
Démonstration : D'après (3.13) et le lemme 4.2, on a une suite exate
TPΣ(AK)/TPΣ(K) −→ T (AK)/T (K) −→ A(T ) −→ 0 (5.4)
d'où par dualité une suite exate
0 −→ A(T )∗ −→ (T (AK)/T (K))∗ −→ (TPΣ(AK)/TPΣ(K))∗ . (5.5)
d'où le premier point.
Dans le as arithmétique, le fait que Ker(γ∗) soit ni et que (T (AK)/T (AK)
1)
∗
soit sans torsion donne aussitt le seond point.
Dans le as fontionnel, on note que le groupeKer(γ∗)∩(T (AK)/T (AK)1)∗
est le noyau du morphisme(
T (AK)/T (AK)
1
)∗ −→ (TPΣ(AK)/TPΣ(AK)1)∗ (5.6)
induit par la omposition ave γ
AK
, et qu'on a un diagramme ommutatif
D∗T
//
deg∗T

D∗TPΣ
deg∗TPΣ

(T (AK)/T (AK)
1)
∗ // (TPΣ(AK)/TPΣ(AK)
1)
∗
(5.7)
dont les èhes vertiales sont des isomorphismes. Comme KT est le ardinal
du onoyau du dual du morphisme D∗T −→ D∗TPΣ , on a le troisième point.

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5.6.1 Cas arithmétique
Rappelons que dχ est par dénition la mesure duale de ω˜T , où ω˜T est
la mesure quotient de ωT sur T (AK)/T (K), T (K) étant muni de la mesure
disrète.
Comme (T (AK)
1/T (K))
∗
est disret, (T (AK)/T (AK)
1)
∗
est un sous-
groupe ouvert de (T (AK)/T (K))
∗
, et on a pour toute fontion ϕ intégrable
sur (T (AK)/T (K))
∗
∫
(T (AK)/T (K))
∗
ϕ(χ) dχ =
∫
χ∈(T (AK)/T (AK)1)
∗
 ∑
χ′∈fUT
ϕ(χ.χ′)
 dχ (5.8)
En vue d'obtenir une formule intégrale expliite, il nous faut déterminer la
restrition de la mesure de Haar dχ au sous-groupe ouvert (T (AK)/T (AK)
1)
∗
.
Rappelons qu'on a déni la mesure ω1T sur T (AK)
1/T (K) par la relation
ω˜T = ω
1
T
(
deg−1T
)
∗
(dt), (5.9)
où dt est la mesure de Lebesgue sur
(
X(T )G
)∨
R
normalisée par le réseau
(X(T )G)∨.
Si on note (ω1T )
∗
et dt∗ les mesures duales de ω1T et dt respetivement, on
a don
dχ =
(
ω1T
)∗
.
(
[deg∗T ]
−1)
∗
dt∗. (5.10)
Comme T (AK)
1/T (K) est ompat, d'après le lemme 4.16 (ω1T )
∗
est la
mesure de Haar sur le groupe disret (T (AK)
1/T (K))
∗
pour laquelle haque
point a pour masse
1∫
T (AK)1/T (K)
ω1T
=
1
b(T )
. (5.11)
Par ailleurs, on note désormais dy la mesure de Lebesgue sur X(T )G
R
(identié au dual topologique de
(
X(T )G
)∨
R
de la manière dérite au lemme
4.16), normalisée par le réseau X(T )G. D'après le lemme 4.16, on a don
dy =
dt∗
(2 π)rg(X(T )G)
. (5.12)
On obtient nalement le lemme suivant.
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Lemme 5.42
Soit ϕ une fontion intégrable sur (T (AK)/T (K))
∗
. On a alors
∫
(T (AK)/T (K))
∗
ϕ(χ) dχ =
1
(2 π)rg(X(T )G) b(T )
∫
y∈X(T )G
R
∑
χ∈fUT
ϕ(χy.χ)
 dy
(5.13)
Pour appliquer le lemme 4.20, on a besoin d'abord de prouver le ara-
tère L
1
de FH(−s, . ) sur (T (AK)/K(T ).T (K))∗ (rappelons que ette inté-
grabilité sera automatique dans le as fontionnel, grâe à la ompaité de
(T (AK)/K(T ).T (K))
∗
). Pour e faire, on utilise de manière ruiale la ma-
joration pour les transformées de Fourier loales aux plaes arhimédiennes
obtenue au orollaire 5.14, ainsi que la majoration uniforme des fontions L
donnée par le résultat suivant, onséquene du résultat prinipal de [Ra℄.
Proposition 5.43
Soit E un orps de nombres et δ > 0. Il existe un réel ε > 0 (vériant
0 < ε < 1
3
) et une onstante C > 0 telle qu'on ait pour tout s vériant
ℜ(s) > 1−ε et tout aratère χ de Gm(AE) trivial sur K(Gm) la majoration∣∣∣∣s− 1s LE(χ, s)
∣∣∣∣ 6 C (1 + |ℑ(s)|)δ(1 + ||χ∞||)δ (5.14)
La proposition suivante est la proposition B.3 de [CLTs℄.
Proposition 5.44 (Chambert-Loir, Tshinkel)
Soit V un R-espae -vetoriel de dimension nie muni d'une norme || . ||, (ℓj)
une base du dual de V , M un sous-espae vetoriel de V , dm une mesure de
Lebesgue sur M , V ′ un supplémentaire de M dans V , et δ un réel vériant
0 < δ < 1. Pout tout δ′ > δ, il existe une onstante C > 0 et un ensemble
ni (ℓi,j)i∈I,j∈J d'éléments du dual de V
′
tels que :
 pour tout i ∈ I, la famille (ℓi,j)j∈J restreinte à V est une base du dual
de V ′ ;
 pour tous v1 et v2 dans V on a la majoration∫
M
1
(1 + ||v1 +m||)1−δ
dm∏
(1 + |ℓj(v2 +m)|)
6
C
(1 + ||v1||)1−δ′
∑
i∈I
1∏
j∈J
(1 + |ℓi,j(v2)|) . (5.15)
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Nous aurons également besoin des résultats suivants sur le morphisme type
à l'inni.
Lemme 5.45
1. La restrition du morphisme type à l'inni à (T (AK)/K(T ).T (K))
∗
est de noyau ni.
2. La omposition de l'isomorphisme
deg∗T : X(T )
G
R
∼−→ (T (AK)/T (AK)1)∗ (5.16)
ave le morphisme de (T (AK)/T (AK)
1)
∗
vers X(T )
R,∞ induit par le
morphisme type à l'inni oïnide ave l'injetion diagonaleX(T )G
R
→
X(T )
R,∞.
3. On note UT,∞ l'image dans X(T )R,∞ de UT par le morphisme type
à l'inni. Alors UT,∞ est un réseau d'un sous-espae vetoriel supplé-
mentaire de X(T )G
R
dans X(T )
R,∞.
Démonstration : D'après la proposition 3.24, le groupe
T (AK)/K(T ) T (K) T (AK)PK,∞ (5.17)
est ni. Par dualité, ei montre le point 1.
Le point 2 déoule par dualité de la ommutativité du diagramme∏
v∈PK,∞
T (Kv)/T (Ov) //P
v degT,v

T (AK)/T (AK)
1
degT
⊕
v∈PK,∞
Hom
(
X(T )Gv ,R
)
// Hom(X(T )G,R)
(5.18)
où la èhe horizontale du bas est la somme des restritions.
Notons
ε :
∏
v∈PK,∞
T (Kv)/T (Ov) −→ Hom(X(T )G,R) (5.19)
la omposition de la èhe vertiale de gauhe et de la èhe horizontale du
bas du diagramme (5.18).
Le groupe T (AK)
1
PK,∞
/K(T ).T (K) ∩ T (AK)1PK,∞ est un sous-groupe ou-
vert du groupe T (AK)
1/K(T ).T (K), et don un sous-groupe fermé. D'après
la proposition 3.24, T (AK)
1
PK,∞
/K(T ).T (K) ∩T (AK)1PK,∞ est don ompat.
Notons
T (OK) = T (K) ∩
∏
v∈PK,f
T (Ov) (5.20)
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et T (OK)∞ l'image de T (OK) dans
∏
v∈PK,∞
T (Kv)/T (Ov). Ainsi T (OK)∞ est
un sous-groupe disret de
∏
v∈PK,∞
T (Kv)/T (Ov) dont l'image est ontenue dans
Ker(ε).
On a
K(T ).T (K) ∩ T (AK)1PK,∞ = T (OK).
∏
v∈PK,∞
T (Ov) (5.21)
et un isomorphisme
T (AK)
1
PK,∞
/K(T ).T (K) ∩ T (AK)1PK,∞
∼−→ Ker(ε)/T (OK)∞ (5.22)
Ainsi Ker(ε)/T (OK)∞ est ompat et T (OK)∞ est un réseau de Ker(ε)
(lorsque K = Gm, e résultat est le théorème des unités de Dirihlet).
Le diagramme ommutatif suivant
1

0

(T (AK)/T (AK)
1)
∗ //

X(T )G
R

(T (AK)/K(T ).T (K))
∗
P
v∈PK,∞
deg∗T,v
//

( ∏
v∈PK,∞
T (Kv)/T (Ov)
)∗

(T (AK)
1/K(T ).T (K))
∗ // //

(Ker(ε)/T (OK)∞)∗   // Ker(ε)∗

1 0
(5.23)
où les deux olonnes sont exates, montre alors le point 3. 
Pour alléger les notations, on identie dans l'énoné et la démonstration
de la proposition 5.46 l'espae vetoriel X(T )G
R
à son image par γ
R
dans
PL(Σ)G
R
.
Proposition 5.46
1. La série de fontions holomorphes
s 7→
∑
χ∈UT
 ∏
α∈Σ(1)/G
LKα (χα, sα)
 f (χ, s) f∞ (χ, s) (5.24)
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onverge uniformément sur tout ompat de T
(
R
Σ(1)/G
>1
)
et dénit
don une fontion holomorphe sur e domaine, notée G(s).
2. On note F la fontion déalée
s 7→ 1
[A(T )]
G(s− ϕ0). (5.25)
Il existe alors un réel ε > 0 tel que la fontion
s 7→
 ∏
α∈Σ(1)
sα
F (s) (5.26)
se prolonge en une fontion holomorphe sur T
(
R
Σ(1)/G
>−ε
)
, dont la valeur
en s = 0 est
lim
s→1
(s− 1) [Σ(1)/G]
∫
T (K)∩T (AK)
H(−s ϕ0, t)ωT (t). (5.27)
3. Soit δ > 0. Il existe un réel ε > 0 tel que la propriété suivante est
vériée : pour tout δ′ vériant 0 < δ′ < 1 et tout ompat K de
R
Σ(1)/G
>−ε , il existe une onstante C > 0 et un ensemble ni (ℓij)i∈I,j∈J
de formes linéaires sur R
Σ(1)/G
tels que :
 pour tout i ∈ I, la famille (ℓij)j∈J restreinte à X(T )G
R
est une base
du dual de X(T )G
R
;
 pour tout s de T (K) et tout y ∈ X(T )G
R
, on a la majoration∣∣∣∣∣∣
 ∏
α∈Σ(1)/G
sα + i yα
1 + sα + i yα
 F (s+ i y)
∣∣∣∣∣∣
6 C
(1 + ||ℑ(s)||)1+δ
(1 + ||y||)1−δ′
∑
i∈I
∏
j∈J
1
1 + |ℓi,j(ℑ(s) + y)| . (5.28)
Remarques 5.47 :
1. La démonstration qui suit est fortement inspirée de [CLTs℄.
2. Pour s ∈ T
(
R
Σ(1)/G
>0
)
, soit
G˜(s) =
∑
χ∈UT
∣∣∣∣∣∣
 ∏
α∈Σ(1)/G
LKα (χα, sα)
 f (χ, s) f∞ (χ, s)
∣∣∣∣∣∣ (5.29)
et F˜ (s) = 1
[A(T )]
G˜(s − ϕ0). La démonstration de la proposition 5.46
montrera en fait que F˜ vérie la majoration (5.28).
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3. Le point 3 montre que la fontion
s 7→
 ∏
α∈Σ(1)/G
sα
1 + sα
 F (s) (5.30)
est X(T )G
R
-ontrlée au sens de [CLTs, Dénition 3.13℄.

Démonstration :
D'après la proposition 2.1 et les lemmes 5.1, 5.32 et 5.33, pour tout χ, la
fontion
s 7→
 ∏
α∈Σ(1)/G
sα − 1
sα
LKα (χα, sα)
 f (χ, s) f∞ (χ, s) (5.31)
se prolonge en une une fontion holomorphe sur T
(
R
Σ(1)/G
> 1
2
)
, que l'on note
g(χ, s).
Montrons alors qu'il existe un réel ε vériant 0 < ε < 1
2
tel que la série
de fontions ∑
χ∈UT
g(χ, s) (5.32)
onverge uniformément sur tout ompat de T
(
R
Σ(1)/G
>1−ε
)
, e qui donnera les
points 1 et 2, à l'exeption de (5.27).
Soit δ > 0. D'après la proposition 5.43, il existe un réel ε > 0 et une
onstante C1 > 0 telle qu'on ait, pour tout s ∈ T
(
R
Σ(1)/G
>1−ε
)
et tout χ ∈
(T (AK)/K(T ))
∗∣∣∣∣∣∣
∏
α∈Σ(1)/G
(
sα − 1
sα
)
LKα (sα, χα)
∣∣∣∣∣∣ 6 C1
∏
α∈Σ(1)/G
(1 + |ℑ(sα)|)δ(1 + ||(χα)∞||)δ
(5.33)
soit∣∣∣∣∣∣
∏
α∈Σ(1)/G
(
sα − 1
sα
)
LKα (sα, χα)
∣∣∣∣∣∣ 6 C1 (1 + ||ℑ(s)||)δ(1 + ||χ∞||)δ. (5.34)
Soit K un ompat de T
(
R
Σ(1)/G
>1−ε
)
. D'après le orollaire 5.14, il existe une
onstante C2 > 0 telle que pour tout s ∈ K et tout χ ∈ UT on a
|f∞ (χ, s)| 6 C2
1 + ||χ∞||
∑
eσ∈Σ∞max
1∏
i∈eσ(1)(1 + |〈ρi , χ∞〉+ ℑ(si)|)
(5.35)
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D'après le lemme 5.35, il existe une onstante C3 telle que pour tout
s ∈ K et tout χ ∈ UT on a
|f (χ, s)| 6 C3. (5.36)
Finalement, on a montré qu'il existe une onstante C > 0 telle que pour
tout s ∈ K et tout χ ∈ UT on a la majoration
|g(χ, s)| 6 C 1
(1 + ||χ∞||)1−δ
∑
eσ∈Σ∞max
1∏
i∈eσ(1)(1 + |〈ρi , χ∞〉+ ℑ(si)|)
(5.37)
Pour montrer que la série de fontions (5.32) onverge uniformément sur
K il sut don de montrer que pour tout σ˜ ∈ Σ∞max la série∑
χ∈UT
1
(1 + ||χ∞||)1−δ
1∏
i∈eσ(1)(1 + |〈ρi , χ∞〉+ ℑ(si)|)
(5.38)
est onvergente uniformément loalement en s.
D'après le lemme 5.45, il sut de montrer que la série∑
m∈UT,∞
1
(1 + ||m||)1−δ
1∏
i∈eσ(1)(1 + |〈ρi , m〉+ ℑ(si)|)
(5.39)
est onvergente uniformément loalement en s.
Mais ette série est majorée par l'intégrale∫
m∈UT,∞⊗R
1
(1 + ||m||)1−δ
dm∏
i∈eσ(1)(1 + |〈ρi , m〉+ ℑ(si)|)
, (5.40)
où dm est la mesure de Lebesgue sur UT,∞⊗R normalisée par le réseau UT,∞.
Pour onlure, on applique alors la proposition 5.44 ave V = X(T )
R,∞,
M = UT,∞ ⊗R, V ′ = X(T )G
R
(qui est bien un supplémentaire de M dans V
d'après le point 3 du lemme 5.45) v1 = 0, v2 = (ℑ(si))i∈eσ(1), et en prenant
pour base du dual de V la famille (〈ρi , . 〉)i∈eσ(1).
Montrons à présent (5.27). Il s'agit de montrer qu'on a∑
χ∈UT
g(χ, ϕ0) = [A(T )] lim
s→1
(s− 1) [Σ(1)/G]
∫
T (K)∩T (AK)
H(−s ϕ0, t)ωT (t). (5.41)
Compte tenu de la dénition de g(χ, s) et du fait que LKα(χα, . ) est holo-
morphe sur C si χα est non trivial, g(χ, ϕ0) est nul dès qu'il existe un α tel
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que χα est non trivial, en d'autre termes dès que χ n'est pas dans Ker(γ
∗).
Le premier membre de (5.41) s'érit don
∑
χ∈UT∩Ker(γ∗)
 ∏
α∈Σ(1)/G
Res
s=1
ζKα (s)
 f (χ, ϕ0) f∞ (χ, ϕ0) (5.42)
Par ailleurs, pour s omplexe tel que ℜ(s) > 1, appliquons la formule de
Poisson 4.17 ave G = T (AK), H = T (K) ∩ T (AK), dh = dg = ωT et F =
H(−s ϕ0, . ). On obtient d'après le lemme 5.41 et le fait que FH (χ,−s ϕ0)
est nulle dès que χ n'est pas trivial sur K(T )∫
T (K)∩T (AK)
H(−s ϕ0, t)ωT (t) = 1
[Ker(γ∗)]
∑
χ∈Ker(γ∗)
FH (χ,−s ϕ0) (5.43)
=
1
[A(T )]
∑
χ∈Ker(γ∗)∩UT
FH (χ,−s ϕ0) (5.44)
Mais d'après (5.7) on a pour tout χ ∈ Ker(γ∗) ∩ UT
FH(χ,−s ϕ0) =
 ∏
α∈Σ(1)/G
ζKα (s)
 f(χ, s ϕ0) f∞(χ, s ϕ0). (5.45)
De (5.42), (5.44) et (5.45), on déduit aussitt la relation (5.41).
Montrons à présent le point 3. Soit δ > 0. D'après la proposition 5.43,
il existe un réel ε > 0 et une onstante C1 > 0 telle qu'on ait, pour tout
s ∈ T
(
R
Σ(1)/G
>−ε
)
et tout χ ∈ UT∣∣∣∣∣∣
 ∏
α∈Σ(1)/G
sα + iyα
sα + 1 + iyα
 LKα (χα, sα + 1 + iyα)
∣∣∣∣∣∣
6 C1 (1 + ||ℑ(s) + y||)δ(1 + ||χ∞||)δ. (5.46)
Soit K un ompat de R
Σ(1)/G
>−ε . D'après (5.46), le lemme 5.35 et le orollaire
5.14, il existe une onstante C2 > 0 telle que pour tout s ∈ T (K), tout
y ∈ X(T )G
R
et tout χ ∈ UT l'expression
|g(χ, (sα − 1 + i yα))| = |g(χ.χy, s− ϕ0)| (5.47)
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est majorée par
C2
(1 + ||ℑ(s) + y||)δ (1 + ||χ∞||)δ
1 + ||χ∞ + y||
∑
eσ∈Σ∞max
1 +
∑
i∈eσ(1) |ℑ(si)|∏
i∈eσ(1)(1 + |〈ρi , χ∞ + y〉+ ℑ(si)|)
.
(5.48)
On en déduit que pour tout s ∈ T (K) et tout y ∈ X(T )G
R
, l'expression∣∣∣∣∣∣
 ∏
α∈Σ(1)/G
sα + iyα
sα + 1 + iyα
 F (s+ i y)
∣∣∣∣∣∣ (5.49)
est majorée par
C2 (1 + ||ℑ(s) + y||)δ
∑
eσ∈Σ∞max
1 + ∑
i∈eσ(1) |ℑ(si)|
φeσ(s, y) (5.50)
où φeσ(s, y) est déni par la série
φeσ(s, y) = ∑
χ∈UT
(1 + ||χ∞||)δ
1 + ||χ∞ + y||
∏
i∈eσ(1)
1
1 + |〈ρi , χ∞〉+ ℑ(si) + yi| . (5.51)
On obtient nalement que l'expression (5.49) est majorée par
C2 (1 + ||ℑ(s)||)1+δ (1 + ||y||)1+δ
∑
eσ∈Σ∞max
φeσ(s, y). (5.52)
Fixons σ˜ ∈ Σ∞max. De la majoration
1 + ||χ∞|| 6 1 + ||χ∞ + y||+ ||y|| 6 (1 + ||χ∞ + y||)(1 + ||y||), (5.53)
on déduit qu'on a
φeσ(s, y) 6 ∑
χ∈UT
(1 + ||y||)δ
(1 + ||χ∞ + y||)1−δ
∏
i∈eσ(1)
1
1 + |〈ρi , χ∞〉+ ℑ(si) + yi| . (5.54)
D'après le lemme 5.45, il existe alors une onstante C3 > 0 telle qu'on ait
φeσ(s, y) 6 C3 ∑
m∈UT,∞
(1 + ||y||)δ
(1 + ||m+ y||)1−δ
∏
i∈eσ(1)
1
1 + |〈ρi , m〉+ ℑ(si) + yi|
(5.55)
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soit
φeσ(s, y)
6 C3 (1 + ||y||)δ
∫
m∈UT,∞⊗R
1
(1 + ||m+ y||)1−δ
dm∏
i∈eσ(1) (1 + |〈ρi , m〉+ ℑ(si) + yi|)
.
(5.56)
On onlut omme i-dessus en appliquant la proposition 5.44 ave V =
X(T )
R,∞, M = UT,∞, V
′ = X(T )G
R
, v1 = y, v2 = (ℑ(si) + yi)i∈eσ(1), et en
prenant pour base du dual de V la famille (〈ρi , . 〉)i∈eσ(1). 
Corollaire 5.48
Dans le as arithmétique, pour tout s ∈ T
(
R
Σ(1)/G
>0
)
on a la représentation
intégrale∑
t∈T (K)
H (t,−s− ϕ0) = [A(T )]
(2 π)rg(X(T )G) b(T )
∫
X(T )G
R
F (s− iγ
R
(y))dy (5.57)
où F est la fontion dénie dans l'énoné de la proposition 5.46.
Démonstration : On veut appliquer le lemme 4.20. On sait déjà (lemme
5.31) que H ( . ,−s− ϕ0) est intégrable sur T (AK), et il s'agit de montrer
que χ 7→ FH(χ,−s−ϕ0) est intégrable sur (T (AK)/K(T ))∗. Or on a, d'après
le lemme 5.42,∫
(T (AK)/K(T ))
∗
|FH(χ,−s− ϕ0)| dχ (5.58)
=
1
(2 π)rg(X(T )G) b(T )
∫
X(T )G
R
∑
χ∈UT
|FH(χy.χ,−s− ϕ0)|
 dy (5.59)
=
1
(2 π)rg(X(T )G) b(T )
∫
X(T )G
R
∑
χ∈UT
|FH(χ,−s+ iγ
R
(y)− ϕ0)|
 dy (5.60)
=
[A(T )]
(2 π)rg(X(T )G) b(T )
∫
X(T )G
R
F˜ (s− i γ
R
(y))dy (5.61)
où F˜ est la fontion dénie à la remarque 5.47. Cette même remarque montre
en outre que la dernière intégrale est nie.
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On peut don appliquer le lemme 4.20, e qui donne la formule 5.57,
ompte tenu du lemme 5.42. 
La tehnique pour évaluer le omportement analytique de la fontion
dénie par l'intégrale apparaissant dans (5.57) est développée par Batyrev
et Tshinkel dans [BaTs2℄, et ranée par Chambert-Loir et Tshinkel dans
[CLTs℄. Dans la setion 6, nous rappelons le lemme tehnique prinipal de
[CLTs℄. Puis nous expliquons dans la setion 8.2 omment appliquer e résul-
tat à l'évaluation de ette intégrale et don à la fontion zêta des hauteurs
des variétés toriques (ei est également expliqué dans [CLTs℄, à ei près que
seules des variétés toriques déployées sont onsidérées ; l'adaptation au as
non déployé est ependant aisée).
5.6.2 Cas fontionnel
Rappelons que dχ est par dénition la mesure duale de ω˜T , où ω˜T est
la mesure quotient de ωT sur T (AK)/T (K), T (K) étant muni de la mesure
disrète. Comme dans le as arithmétique, en vue d'obtenir une formule in-
tégrale expliite, il nous faut déterminer la restrition de la mesure de Haar
dχ au sous-groupe ouvert (T (AK)/T (AK)
1)
∗
.
Rappelons que (T (AK)/T (AK)
1)
∗
est un sous-groupe de (T (AK)/K(T ).T (K))
∗
d'indie ni égal au ardinal de T (AK)
1/K(T ).T (K). Si on note cl(T ) e ar-
dinal, on a don ∫
(T (AK)/T (AK)1)
∗
dχ =
1
cl(T )
∫
(T (AK)/K(T ).T (K))
∗
dχ. (5.62)
Appliquons à présent le orollaire 4.18 de la formule de Poisson ave G =
T (AK), dg = ωT , H = T (K), dh la mesure disrète, K = K(T ) (rappelons
que
∫
K(T )
ωT est non nul, f. setion 3.9) et F l'indiatrie de K(T ), on obtient
[K(T ) ∩ T (K)] =
∫
K(T )
ωT
∫
(T (AK)/K(T ).T (K))
∗
dχ. (5.63)
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Or on a ∫
K(T )
ωT = [K(T ) ∩ T (K)]
∫
K(T ).T (K)/T (K)
ω1T (5.64)
=
[K(T ) ∩ T (K)]
cl(T )
∫
T (AK)1/T (K)
ω1T (5.65)
=
[K(T ) ∩ T (K)]
cl(T )
log(q)rg(X(T )
G) b(T ). (5.66)
En ombinant (5.62), (5.63), et (5.66), on obtient∫
(T (AK)/T (AK)1)
∗
dχ =
1
cl(T )
[K(T ) ∩ T (K)] cl(T )
[K(T ) ∩ T (K)] log(q)rg(X(T )G) b(T )
(5.67)
=
1
log(q)rg(X(T )G) b(T )
. (5.68)
Soit d˜χ la mesure de Haar sur (T (AK)/T (AK)
1)
∗
de masse totale 1. On
déduit de e qui préède le lemme suivant.
Lemme 5.49
Pour toute fontion ϕ intégrable sur (T (AK)/T (K))
∗
, on a∫
(T (AK)/T (K))
∗
ϕ(χ) dχ =
1
log(q)rg(X(T )G) b(T )
∑
χ′∈fUT
∫
(T (AK)/T (AK)1)
∗
ϕ (χ.χ′) d˜χ
(5.69)
Convention 5.50 : Soit N un Z-module libre de rang ni. On munira tou-
jours NU de la mesure de Haar dz de volume total 1. En d'autres termes,
dans toute expression du type ∫
NU
. . . dz (5.70)
il sera toujours sous-entendu que dz est la mesure de Haar de volume total
1.
Pour tout élément n∨ de N∨, on a don∫
NU
〈z , n∨〉 dz =
{
0 si n∨ 6= 0
1 si n∨ = 0.
(5.71)

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Lemme 5.51
Soient M un Z-module libre de rang ni, N un sous-groupe de M d'indie
ni, et ϕ une fontion intégrable sur MU . On a alors∫
NU
ϕ(z)dz =
∫
MU
ϕ(z)dz. (5.72)
Démonstration : Soit (ei)i∈I une base de M adaptée à N . Au moyen de
ette base, on identie MU à U
I
. Si dz désigne la mesure uniforme sur U , le
membre de droite de (5.72) s'érit alors∫
UI
ϕ(zi)i∈I ⊗
i∈I
dzi. (5.73)
Soit (di) ∈ NI>0 tel que (di ei) soit une base de N . Au moyen de ette base,
on identie NU à U
I
. Le membre de gauhe de (5.72) s'érit alors∫
UI
ϕ
(
z dii
)
i∈I
⊗
i∈I
dzi. (5.74)
Pour onlure, on remarque que si d est un entier non nul on a pour toute
fontion ψ intégrable sur U∫
U
ψ
(
zd
)
dz =
∫
U
ψ(z) dz. (5.75)

Corollaire 5.52
Pour toute fontion ϕ intégrable sur (T (AK)/T (AK)
1)
∗
, on a∫
(T (AK)/T (AK)1)
∗
ϕ(χ) d˜χ =
∫
X(T )G
U
ϕ (χz) dz (5.76)
Démonstration : On applique le lemme 5.51 aveM = (T (AK)/T (AK)
1)
∨
et N = X(T )G. 
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Lemme 5.53
Pour s ∈ T
(
R
Σ(1)/G
>1
)
, on a l'égalité
∑
χ′∈UT
χ′∈Ker(γ∗).(T (AK)/T (AK)1)
∗
∫
(T (AK)/T (AK)1)
∗
FH (χ.χ′,−s) d˜χ
=
[A(T )]
[KT ]
∫
(T (AK)/T (AK)1)
∗
 ∫
T (K)∩T (AK)
H(−s, t)χ(t)ωT (t)
 d˜χ. (5.77)
Démonstration : Soit χ ∈ (T (AK)/T (AK)1)∗ et s ∈ T
(
R
Σ(1)/G
>1
)
.
Appliquons le orollaire 4.18 de la formule de Poisson ave G = T (AK),
H = T (K) ∩ T (AK), dh = dg = ωT , K = K(T ) et F = H(−s, . )χ.
On obtient, ompte tenu du point 1 du lemme 5.41, et du fait que la
transformée de Fourier en un aratère non trivial sur K(T ) est nulle∫
T (K)∩T (AK)
H(−s, t)χ(t)ωT (t) = 1
[A(T )]
∑
χ′∈Ker(γ∗)
χ′
|K(T )
=1
FH(χ′ . χ,−s) (5.78)
On intègre à présent les deux membre de (5.78) sur (T (AK)/T (AK)
1)
∗
:
∫
(T (AK)/T (AK)1)
∗
 ∫
T (K)∩T (AK)
H(−s, t)χ(t)ωT (t)
 d˜χ
=
1
[A(T )]
∑
χ′∈Ker(γ∗)
χ′
|K(T )
=1
∫
(T (AK)/T (AK)1)
∗
FH(χ′ . χ,−s)d˜χ. (5.79)
Or on a d'après (5.3)
∑
χ′∈Ker(γ∗)
χ′
|K(T )
=1
∫
(T (AK)/T (AK)1)
∗
FH(χ′ . χ,−s)d˜χ
=
∑
χ1∈UT
∑
χ0∈(T (AK)/T (AK)1)
∗
χ0 χ1∈Ker(γ∗)
∫
(T (AK)/T (AK)1)
∗
FH(χ.χ0.χ1,−s)d˜χ. (5.80)
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Comme d˜χ est une mesure de Haar sur (T (AK)/T (AK)
1)
∗
, ette dernière
expression se réérit∑
χ1∈UT
[{
χ0 ∈
(
T (AK)/T (AK)
1
)∗
, χ0 χ1 ∈ Ker(γ∗)
}] ∫
(T (AK)/T (AK)1)
∗
FH(χ.χ1,−s)d˜χ.
(5.81)
Pour onlure, on remarque que pour χ1 ∈ UT , on a, si χ1 /∈ Ker(γ∗). (T (AK)/T (AK)1)∗,[{
χ0 ∈
(
T (AK)/T (AK)
1
)∗
, χ0 χ1 ∈ Ker(γ∗)
}]
= 0 (5.82)
et, si χ1 ∈ Ker(γ∗). (T (AK)/T (AK)1)∗,[{
χ0 ∈
(
T (AK)/T (AK)
1
)∗
, χ0 χ1 ∈ Ker(γ∗)
}]
=
[(
T (AK)/T (AK)
1
)∗ ∩Ker(γ∗)]
(5.83)
soit d'après le point 3 du lemme 5.41[
χ0 ∈
(
T (AK)/T (AK)
1
)∗
, χ0 χ1 ∈ Ker(γ∗)
]
= KT . (5.84)

Soit I1 la fontion dénie pour s ∈ T
(
R
Σ(1)/G
>1
)
par l'intégrale
I1(s) =
∫
X(T )G
U
 ∫
T (K)∩T (AK)
H(−s, t)χz(t)ωT (t)
 dz. (5.85)
Pour χ ∈ UT , soit Iχ la fontion dénie pour s ∈ T
(
R
Σ(1)/G
>1
)
par l'inté-
grale
Iχ(s) =
∫
X(T )G
U
FH (χz χ,−s) dz. (5.86)
Corollaire 5.54
Dans le as fontionnel, pour tout élément s de T
(
R
Σ(1)/G
>1
)
, on a la repré-
sentation intégrale suivante∑
t∈T (K)
H (t,−s)
=
1
log(q)rg(X(T )G) b(T )
 [A(T )][KT ] I1(s) + ∑
χ∈UT
χ/∈Ker(γ∗).(T (AK)/T (AK)1)
∗
Iχ(s)
 (5.87)
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où I1(s) est l'intégrale donnée par l'expression (5.85) et, pour χ ∈ UT \
Ker (γ∗) . (T (AK)/T (AK)
1)
∗
, Iχ(s) est l'intégrale donnée par l'expression
(5.86).
Démonstration : Soit s un élément de T
(
R
Σ(1)/G
>1
)
. On a vu (lemme
5.31) que H(−s, . ) est intégrable sur T (AK). D'après la remarque 4.21, on
peut alors appliquer le lemme 4.20. On obtient don, ompte tenu du lemme
5.49, l'égalité∑
t∈T (K)
H (t,−s) = 1
log(q)rg(X(T )G) b(T )
∑
χ′∈UT
∫
(T (AK)/T (AK)1)
∗
FH (χχ′,−s) d˜χ.
(5.88)
On déompose la somme
∑
χ′∈UT
apparaissant dans le membre de droite de
(5.88) (qui est, rappelons-le, une somme nie) suivant que χ′ appartient ou
non à Ker(γ∗). (T (AK)/T (AK)
1)
∗
.
D'après le lemme 5.53, on a∑
χ∈UT
χ′∈Ker(γ∗).(T (AK)/T (AK)1)
∗
∫
(T (AK)/T (AK)1)
∗
FH (χ.χ′,−s) d˜χ
=
[A(T )]
[KT ]
∫
(T (AK)/T (AK)1)
∗
 ∫
T (K)∩T (AK)
H(−s, t)χ(t)ωT (t)
 d˜χ (5.89)
D'après le orollaire 5.52, on a
∫
(T (AK)/T (AK)1)
∗
 ∫
T (K)∩T (AK)
H(−s, t)χ(t)ωT (t)
 d˜χ
=
∫
X(T )G
U
 ∫
T (K)∩T (AK)
H(−s, t)χz(t)ωT (t)
 dz. (5.90)
Toujours d'après le orollaire 5.52, pour χ′ ∈ UT\Ker (γ∗) . (T (AK)/T (AK)1)∗,
on a ∫
(T (AK)/T (AK)1)
∗
FH (χχ′,−s) d˜χ =
∫
X(T )G
U
FH (χz χ
′,−s) dz. (5.91)
On en déduit le résultat annoné. 
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Le as où l'hypothèse (4.8) est vériée pour toute plae. Si toutes
les plaes v de K vérient l'hypothèse (4.8), d'après les lemmes 5.38 et 5.40
on a pour tout s ∈ T
(
R
Σ(1)/G
>1
)
et tout χ ∈ (T (AK)/K(T ))∗
I1(s) =
∫
X(T )G
U
 ∏
α∈Σ(1)/G
ZKα
(〈z , dα ρα〉 q−dα sα)
 f (γU(z) q−s) dz. (5.92)
et
Iχ(s) =
∫
X(T )G
U
 ∏
α∈Σ(1)/G
LKα
(
χα, 〈z , dα ρα〉 q−dα sα
) f (χ, γU(z) q−s) dz.
(5.93)
La tehnique pour évaluer de telles intégrales est développée à la setion
7.
Le as d'une extension de déploiement non ramiée. Le but de e
paragraphe est de dérire une situation tehniquement plus simple que la
situation générale dans le as fontionnel, pour laquelle un lemme tehnique
simplié sera susant. La ompréhension préalable de e qui se passe dans
e as peut aider à la ompréhension du traitement du as général.
Corollaire 5.55
On se plae dans le as fontionnel et on suppose que l'extension de déploie-
ment L/K est non ramiée. Pour tout élément de s de T
(
R
Σ(1)/G
>1
)
, on a la
relation ∑
t∈T (K)
H (t,−s) = 1
log(q)rg(X(T )G) b(T )
∑
χ∈UT
Iχ(s) (5.94)
où, pour χ ∈ UT , Iχ(s) est l'intégrale donnée par
Iχ(s) =
∫
X(T )G
U
 ∏
α∈Σ(1)/G
LKα
(
χα, 〈z , dα ρα〉 q−dα sα
) Q (χ, γU(z) q−s) dz.
(5.95)
Démonstration : D'après (5.88) et le orollaire 5.52 on a pour tout s ∈
T
(
R
Σ(1)/G
>1
)
∑
t∈T (K)
H (t,−s) = 1
log(q)rg(X(T )G) b(T )
∑
χ∈UT
∫
X(T )G
U
FH (χχz,−s) dz. (5.96)
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D'après le lemme 5.38, on a pour tout χ ∈ UT
FH (χ.χz,−s) =
 ∏
α∈Σ(1)/G
LKα
(
χα, 〈z , dα ρα〉 q−dα sα
) f (χ, γU(z) q−s)
(5.97)
Comme la variété XΣ est déployée par une extension non ramiée, d'après la
dénition (5.16) de f (χ, . ) on a f(χ, . ) = Q(χ, . ) d'où le résultat. 
6 Évaluation de l'intégrale : le as arithmétique
Soit N un Z-module libre de rang ni et Λ un ne stritement onvexe
de N
R
. On dénit, pour tout élément s de T (intrel (Λ)),
ΞN,Λ(s) =
∫
Λ∨
e−〈y ,s〉 dy, (6.1)
où dy est la mesure de Lebesgue sur N∨
R
, normalisée de sorte que le réseau
N∨ soit de ovolume 1. Cette fontion sera appelée Ξ-fontion du ne Λ.
Notons que si s0 est un élément de T (intrel (Λ)) on a
ΞN,Λ(s0) = lim
t→0
t rg(N) ΞN,Λ(t s0). (6.2)
et que si N ′ ⊂ N est un sous-groupe d'indie ni on a
ΞN,Λ(s) = [N : N
′] ΞN ′,Λ(s). (6.3)
Remarque 6.1 : D'après (2.11), on a en partiulier, pour toute variété pro-
jetive et lisse V telle que la lasse du faiseau antianonique appartient à
l'intérieur du ne eetif de V
α∗(V ) = ΞPic(XΣ),C
e
(V )(ω
−1
V ) (6.4)
où C
e
(V ) est le ne eetif de V . 
L'évaluation est basée sur le résultat suivant, as partiulier de [CLTs,
Thm 3.1.14℄.
Théorème 6.2
Soit n > 1 un entier et Γ un sous-groupe de Zn tel que N = Zn/Γ est sans
torsion et Γ ∩Rn>0 = {0}. On note j le morphisme quotient Zn → N .
Soit f une fontion holomorphe sur T (Rn>0). On suppose qu'il existe un
ε > 0 tel que la fontion
s 7→ f(s)
∏
16i6n
si
1 + si
(6.5)
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se prolonge en une fontion holomorphe sur T (Rn>−ε) qui est ΓR-ontrlée
au sens de [CLTs, Dénition 3.13℄. On note C la valeur de e prolongement
en 0.
Alors l'intégrale
1
(2 π)rg(Γ)
∫
y∈Γ
R
f(s+ i y)dy (6.6)
onverge absolument en tout s de T (Rn>0) et dénit une fontion holomorphe
Γ
C
-invariante sur T (Rn>0), notée g.
Il existe en outre un ε′ > 0 tel que la fontion
R : s 7→ g(s)− C ΞN,j(Rn>0)(j(s)) (6.7)
se prolonge en une fontion méromorphe sur T (Rn>−ε′)
Pour tout s0 ∈ T (Rn>0), on a
lim
s→0
srg(N)R(s s0) = 0. (6.8)
Remarques 6.3 :
1. La Γ
R
-ontrlabilité de f signie en deux mots que l'on dispose d'un
bon ontrle de la roissane de f sur les bandes en Γ
R
. Nous n'avons
pas estimé utile de rappeler ii la dénition préise de ette notion.
Il sut de savoir que, pour l'appliation du théorème à l'évaluation
du omportement asymptotique de la fontion zêta des hauteurs, ette
hypothèse est vériée grâe au point 3 de la proposition 5.46, omme
déjà signalé à la remarque 5.47.
2. Le résultat obtenu en appliquant [CLTs, Thm 3.1.14℄ est en fait plus
préis. On obtient une desription des ples de g au voisinage de zéro,
et un ontrle de g dans les bandes vertiales. Une fois le résultat ap-
pliqué à la fontion zêta des hauteurs, e ontrle joint à un théorème
taubérien adéquat permet de donner un développement asymptotique
du nombre de points de hauteur bornée plus préis que elui qui déoule
du théorème 4.12.
3. L'idée générale de la preuve de [CLTs, Thm 3.1.14℄ est de mettre en
oeuvre une réurrene sur le rang de Γ utilisant le théorème des ré-
sidus. La notion de ontrlabilité sert à assurer l'intégrabilité (et le
ontrle dans les bandes) des fontions obtenues par intégrations su-
essives. Cette preuve nous semble inadaptable telle quelle au type de
fontions que l'on a à traiter dans le as fontionnel. Une des raisons
est l'apparition de ples supplémentaires. En outre, e que devrait être
la dénition de la ontrlabilité dans e adre n'est pas lair a priori ;
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notamment, au vu de la périodiité des fontions mises en jeu, la notion
de majoration dans les bandes perd tout son intérêt.

7 Évaluation de l'intégrale : le as fontionnel
Le but de ette partie est d'obtenir un résultat analogue au théorème 6.2,
adapté à la forme des fontions obtenues dans le as fontionnel.
7.1 Dénition d'une ertaine lasse de fontions
Soit N un Z-module libre de rang ni. Pour toute partie A de N
R
et toute
appliation a : A ∩N → C on dénit la série formelle
LN,A,a(T ) =
∑
y∈A∩N
ay T
y. (7.1)
On pose
LN,A,a(z) =
∑
y∈A∩N
ay 〈z , y〉 (7.2)
pour tout élément z de N∨
C
× telle que le membre de droite de (7.2) est une
série absolument onvergente. On a ainsi
LN,A,a(q
−s) =
∑
y∈A∩N
ay q
−〈y ,s〉
(7.3)
pour tout élément s de N∨
C
tel que telle que le membre de droite de (7.3)
est une série absolument onvergente. Pour un tel s on a don, pour tout
élément z de N∨U,
LN,A,a(z q
−s) =
∑
y∈A∩N
ay 〈z , y〉 q−〈y ,s〉. (7.4)
Si a est la fontion onstante égale à 1, on notera LN,A pour LN,A,a.
7.2 Un premier exemple
Soit Υ un ne de N
R
, tel que Υ∨ soit d'intérieur non vide. La série
dénissant LN,Υ (q
−s) onverge alors absolument pour tout s de T (int (Υ∨)).
La fontion LN,Υ (q
−s) est utilisée par Peyre dans [Pe3℄ pour une dénition
alternative de l'invariant α∗(V ) attahé à une variété V (f. la formule (2.11)
pour la dénition adoptée dans e texte). On a en eet le résultat suivant :
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Lemme 7.1
Soit λ0 un élément de l'intérieur de Υ
∨
. L'appliation
s 7−→ LN,Υ
(
q−s.λ0
)
(7.1)
est bien dénie et holomorphe sur T (R>0), et se prolonge en une fontion
méromorphe sur C, ave un ple d'ordre au plus la dimension de Υ en s = 0.
Si de plus Υ∨ est stritement onvexe, l'ordre de e ple est exatement
rg(N), et on a
lim
s→0
(
s rg(N) LN,Υ
(
q−s.λ0
))
= log(q)− rg(N) ΞN,Υ∨(λ0). (7.2)
Remarque 7.2 : On a don en partiulier d'après (6.4)
α∗(XΣ) = log(q)
rg(Pic(XΣ)) lim
s→0
[
srg(Pic(XΣ)) LPic(XΣ)∨,C
e
(XΣ)∨
(
q−s [−KXΣ]
)]
.
(7.3)

Remarque 7.3 : Si N ′ ⊂ N est un sous-groupe d'indie ni de N on a
lim
s→0
[
s rg(N) LN,Υ
(
q−s λ0
)]
= [N : N ′] lim
s→0
[
s rg(N) LN ′,Υ
(
q−s λ0
)]
. (7.4)

Démonstration : On érit Υ omme le support d'un éventail régulier ∆.
Conernant et éventail, on reprend les notations introduites à la setion 4.1.
On a alors
LN,Υ(T ) =
∑
δ∈∆
LN,N∩intrel(δ)(T ), (7.5)
soit enore en termes plus expliites
LN,Υ(T ) =
∑
δ∈∆
∏
l∈δ(1)
(
1
1− T ρl − 1
)
. (7.6)
On a don
LN,Υ
(
q−s
)
=
∑
δ∈∆
∏
l∈δ(1)
(
1
1− q−〈ρl ,s〉 − 1
)
, (7.7)
d'où le résultat, ar le ardinal maximal des ensembles δ(1) est égal à la
dimension de Υ.
Supposons à présent Υ de dimension rg(N), et montrons la dernière as-
sertion du lemme. Comme les nes de dimension maximale de ∆ reouvrent
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Υ et que leurs intersetions sont de mesure de Lebesgue nulle, on peut érire
ΞN,Υ∨(λ0) =
∫
Υ
e−〈y , λ0〉 dy, (7.8)
=
∑
δ∈∆
dim(δ)=rg(N)
∫
δ
e−〈y , λ0〉 dy, (7.9)
=
∑
δ∈∆
dim(δ)=rg(N)
∫
R
δ(1)
>0
e
−
* P
l∈δ(1)
xl ρl , λ0
+
⊗
l∈δ(1)
dxl (7.10)
=
∑
δ∈∆
dim(δ)=rg(N)
∏
l∈δ(1)
1
〈ρl , λ0〉 . (7.11)
Or, d'après (7.7) et le fait que pour tout omplexe non nul z on a
lim
s→0
s
1− q s z = −
1
log(q) z
, (7.12)
on obtient
lim
s→0
s rg(N) LN,Υ
(
q−s λ0
)
=
∑
δ∈∆
dim(δ)=rg(N)
log(q)− rg(N)
∏
l∈δ(1)
1
〈ρl , λ0〉 , (7.13)
d'où le résultat.

7.3 Enore quelques dénitions
On xe désormais pour toute la suite de la setion 7 une base (λi)i∈I de
N . On note (λ∨i )i∈I la base duale d'une telle base, Λ le ne simpliial de NR
engendré par ette base et
λ∨ =
∑
i∈I
λ∨i . (7.1)
On dénit, pour tout réel η,
Λ∨>η =
∑
i∈I
R>η λ
∨
i ⊂ N∨R. (7.2)
Ainsi Λ∨>0 est l'intérieur de Λ
∨
.
Soit
a : Λ ∩N → C (7.3)
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une appliation et ε > 0 un réel tels que la série dénissant LN,Λ,a (q
−s)
onverge absolument pour tout s du domaine T (Λ∨>−ε). Cei équivaut à
demander la onvergene de la série∑
y∈Λ∩N
|ay| q η 〈y , λ∨〉 (7.4)
pour tout η < ε.
La fontion
s 7→ LN,Λ,a
(
q−s
)
. (7.5)
est don holomorphe sur le domaine T (Λ∨>−ε) . Une telle fontion sera appe-
lée fontion admissible élémentaire de multipliité supérieure à zéro.
Si r > 1 est un entier, une fontion f holomorphe sur T (Λ∨>0) sera appelée
fontion admissible élémentaire de multipliité supérieure à −r s'il existe une
ériture
f(s) = g(s)LN ′,intrel(Υ)
(
q−s
)
(7.6)
où Υ ⊂ Λ est un ne de dimension inférieure à r, N ′ est un sous-groupe de
N et g est admissible élémentaire de multipliité supérieure à 0. Une telle
fontion f se prolonge don en une fontion méromorphe sur le domaine
T (Λ∨>−ε) pour un ertain ε > 0.
Si r > 0 est un entier, on appellera fontion admissible de multipliité
supérieure à −r une fontion f holomorphe sur le domaine T (Λ∨>0) qui s'érit
omme une somme nie de fontion admissibles élémentaires de multipliité
supérieure à −r.
Une telle fontion f se prolonge don en une fontion méromorphe sur le
domaine T (Λ∨>−ε) pour un ertain ε > 0. Par ailleurs, pour tout λ∨0 élément
de l'intérieur de Λ∨, la fontion d'une variable omplexe
s 7→ f (s λ∨0 ) (7.7)
est méromorphe sur un voisinage de zéro, et a un ple d'ordre au plus r en
zéro.
7.4 Avertissement au leteur
Nous allons donner i-dessous trois versions du lemme tehnique d'in-
tégration destiné à évaluer le omportement analytique de la fontion zêta
des hauteurs à partir de la représentation intégrale obtenue à la sous-setion
5.6.2. Ces trois versions seront de généralité (et de diulté tehnique) rois-
sante. Le parti pris de ne pas présenter diretement la version la plus générale
nous semble utile pour la ompréhension de la tehnique employée.
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La première version (lemme 7.8) est une version-jouet, très simple et
transparente. Elle est destinée à faire omprendre l'idée élémentaire de base
qui sous-tend les versions plus élaborées qui vont suivre, mais ne nous servira
pas pour l'évaluation de la fontion zêta des hauteurs.
La deuxième version (lemme 7.10) est une généralisation naturelle de la
première, et est susante pour traiter le as des variétés toriques déployées
par une extension non ramiée. Elle s'appuie sur un lemme de déomposi-
tion de ertaines fontions aratéristiques tordues assoiées à des nes
(lemme 7.4).
La troisième version (lemmes 7.12 et 7.14), la plus générale, est néessaire
pour traiter le as d'une extension de déploiement quelonque, et présente
quelques ompliations tehniques qui peuvent la rendre un peu obsure au
premier abord. Elle s'appuie sur des généralisations du lemme de déompo-
sition 7.4 (lemmes 7.5 et 7.6)
Nous onseillons don de ne pas aborder en première leture les démons-
trations des lemmes 7.5, 7.6 7.12 et 7.14 (i.e. les sous-setions 7.5.2 et 7.6.3),
ainsi que l'appliation qui en est faite à l'évaluation du omportement analy-
tique de la fontion zêta des hauteurs des variétés toriques dans le as général
(sous-setion 8.3.2).
7.5 Un lemme de déomposition
7.5.1 Version simple
Soit Υ un ne de N
R
ontenu dans Λ. On notera 〈Υ〉 le sous-espae
vetoriel de N
R
engendré par Υ.
On érit Υ omme le support d'un éventail régulier ∆. Conernant et
éventail, on reprend les notations introduites à la setion 4.1. Pour l ∈ ∆(1),
ρl désigne don le générateur du monoïde N ∩ l. Pour toute partie I de ∆(1)
nous noterons C(I) le ne engendré par les (ρi)i∈I .
On xe un élément z de Λ ∩N . On pose
Υz = Υ ∩ {z + Λ ∩N}. (7.1)
On veut étudier la série formelle
LN,Υz(T ) =
∑
y∈Υ∩N
y∈z+Λ∩N
T y. (7.2)
Nous utilisons la même tehnique que dans la setion 4.3.3. de [Bo2℄. Nous
érivons d'abord
LN,Υz(T ) =
∑
δ∈∆
LN,Υz ∩ intrel(δ)(T ). (7.3)
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Pour δ ∈ ∆, notons qu'on peut érire
LN,Υz∩ intrel(δ)(T ) =
∑
y∈intrel(δ)
y−z∈Λ
T y =
∑
y∈intrel(δ)
∀i∈I, 〈λ∨i , y〉>〈λ∨i , z〉
T y. (7.4)
Pour tout sous-ensemble K de I et tout ne C de N
R
, on note C(K, z) le
sous-ensemble de intrel(C) formé des éléments y vériant la ondition
∀i ∈ K, 〈λ∨i , y〉 < 〈λ∨i , z〉 . (7.5)
En utilisant (7.4), on voit alors qu'on a une déomposition
LN,Υz ∩ intrel(δ)(T ) =
∑
K⊂I
(−1)[K]LN,δ(K,z)(T ). (7.6)
Posons
M = [I] Sup
l∈∆(1)
〈ρl , λ〉 . (7.7)
Lemme 7.4
Soient δ un ne de ∆, et K une partie de I. Soit δ(1)K le sous-ensemble de
δ(1) donné par
δ(1)K = { l ∈ δ(1), ∀ i ∈ K, 〈ρl , λi〉 = 0} (7.8)
et F (δ,K, z) le sous-ensemble de δ(K, z) donné par
F (δ,K, z) = C(δ(1) \ δ(1)K)(K, z). (7.9)
Alors δ(1)K et F (δ,K, z) vérient les propriétés suivantes :
 On a une ériture
LN,δ(K,z)(T ) = LN,intrel(C(δ(1)K ))(T )LN,F (δ,K,z)(T ) (7.10)
 F (δ,K, z) est ni. Plus préisément on a la majoration
[F (δ,K, z)] 6 〈z , λ〉 rg(N) . (7.11)
 Pour tout y ∈ F (δ,K, z) on a
〈y , λ〉 6M 〈z , λ〉 . (7.12)
 Si K est vide, on a δ(1)K = δ(1) et F (δ,K, z) = ∅.
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 On suppose en outre que (N/ 〈Υ〉)∨∩Λ∨ = {0}, que δ est de dimension
maximale, et que K est non vide. Alors δ(1)K est un sous-ensemble
strit de δ(1).
Démonstration : Cette démonstration est très similaire à elle du lemme
3 de [Bo2℄.
Soit y un élément de intrel(δ). Il s'érit don de manière unique y1 + y2
ave y1 ∈ intrel(C(δ(1)K)) et y2 ∈ intrel(C(δ(1) \ δ(1)K)).
Au vu de la dénition (7.8) de δ(1)K, on a
∀ i ∈ K, 〈y , λi〉 = 〈y2 , λi〉 . (7.13)
Supposons en outre que y est dans δ(K, z), i.e. vérie
∀ i ∈ K, 〈y , λ∨i 〉 < 〈z , λ∨i 〉 . (7.14)
On a don
∀ i ∈ K, 〈y2 , λ∨i 〉 < 〈z , λ∨i 〉 , (7.15)
en d'autres termes y2 est dans C(δ(1) \ δ(1)K , K, z) = F (δ,K, z).
Réiproquement, on onstate que si on a
y1 ∈ intrel(C(δ(1)K)) (7.16)
et
y2 ∈ C(δ(1) \ δ(1)K , K, z) = F (δ,K, z) (7.17)
alors y1 + y2 est un élément de δ(K, z).
Cei montre qu'on a une déomposition
LN,δ(K,z)(T ) = LN,intrel(C(δ(1)K ))(T )LN,F (δ,K,z)(T ). (7.18)
Montrons que F (δ,K, z) est ni et majorons son ardinal. Soit y2 un
élément de F (δ,K, z), qu'on érit
y2 =
∑
l∈δ(1)\δ(1)K
µl ρl (7.19)
ave les µl dans N>0.
Par dénition de δ(1)K , pour tout l de δ(1) \ δ(1)K , il existe i dans K
vériant 〈ρl , λi〉 > 1 (rappelons que pour tout i on a 〈ρl , λi〉 > 0). Comme
y2 vérie
∀i ∈ K, 〈y2 , λi〉 < 〈z , λi〉 (7.20)
on a
µl < Sup
i∈K
〈z , λi〉 6 〈z , λ〉 . (7.21)
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Ainsi F (δ,K, z) est ni et son ardinal est majoré par
〈z , λ〉 [δ(1)\δ(1)K ] 6 〈z , λ〉 rg(N) . (7.22)
Par ailleurs un y2 de F (δ,K, z) vérie
0 6 〈y2 , λ〉 6
∑
l∈δ(1)\δ(1)K
〈z , λ〉 〈ρl , λ〉 6M 〈z , λ〉 (7.23)
où on rappelle que
M = [I] Sup
l∈∆(1)
(〈ρl , λ〉) . (7.24)
Supposons (N/ 〈Υ〉)∨ ∩ Λ∨ = {0}. Cei équivaut à dire que si λ ∈ Λ∨
vérie 〈m, λ〉 = 0 pour tout m ∈ 〈Υ〉 alors λ = 0. Mais si δ est de dimension
maximale, les (ρl)l∈δ(1) engendrent 〈Υ〉, et don si K n'est pas vide, on ne
peut avoir δ(1)K = δ(1). 
7.5.2 Version générale
On onsidère toujours Υ un ne de N
R
ontenu dans Λ. On se donne en
outre N ′ ⊂ N un sous-groupe d'indie ni.
On érit ette fois Υ omme le support d'un éventail N ′-régulier ∆ (i.e les
nes de ∆ sont engendrés par des parties de bases de N ′), et on reprend à et
eet les notations introduites à la setion 4.1. Soulignons que pour l ∈ ∆(1),
ρl désigne le générateur du monoïde N
′ ∩ l.
On xe un élément z de Λ ∩N . On pose
Υz = Υ ∩ {z + Λ ∩N ′}. (7.25)
On veut étudier la série formelle
LN,Υz(T ) =
∑
y∈Υ∩N
y∈z+Λ∩N ′
T y. (7.26)
Nous érivons d'abord
LN,Υz(T ) =
∑
δ∈∆
LN,Υz ∩ intrel(δ)(T ). (7.27)
Pour δ ∈ ∆, notons qu'on peut érire
LN,Υz∩ intrel(δ)(T ) =
∑
y∈intrel(δ)
y−z∈Λ
y−z∈N ′
T y =
∑
y∈intrel(δ)
∀i∈I, 〈λ∨i , y〉>〈λ∨i , z〉
y−z∈N ′
T y. (7.28)
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Pour tout sous-ensemble K de I et tout ne C de N
R
, on note C(K, z) le
sous-ensemble de intrel(C) formé des éléments y vériant la ondition
∀i ∈ K, 〈λ∨i , y〉 < 〈λ∨i , z〉 . (7.29)
Pour tout sous-ensemble A de N
R
, on note Az l'ensemble des éléments y de
A vériant la ondition
y − z ∈ N ′. (7.30)
En utilisant (7.28), on voit alors qu'on a une déomposition
LN,Υz ∩ intrel(δ)(T ) =
∑
K⊂I
(−1)[K]LN,δ(K,z)z(T ). (7.31)
Posons
M = [I] Sup
l∈∆(1)
〈λ∨ , ρl〉 . (7.32)
Lemme 7.5
Soient δ un ne de ∆, et K une partie de I. Soit δ(1)K le sous-ensemble de
δ(1) déni par
δ(1)K = { l ∈ δ(1), ∀ i ∈ K, 〈λ∨i , ρl〉 = 0}. (7.33)
On omplète (ρl)l∈δ(1) en une base (ρl)l∈L de N
′
. Soit N ′1 (respetivement
N ′2, respetivement N
′
3) le sous-groupe de N engendré par les (ρl)l∈δ(1)K (res-
petivement (ρl)l∈δ(1)\δ(1)K , respetivement (ρl)l∈L\δ(1)).
On érit
z = z1 + z2 + z3 (7.34)
ave pour i = 1, 2, 3, zi ∈ (N ′i)Q.
On note z′1 l'unique élément de N
′
vériant
z′1 − z1 =
∑
l∈δ(1)K
µl ρl ave 0 6 µl < 1. (7.35)
Soit F (δ,K, z) l'ensemble des éléments de N qui s'érivent
y2 + z1 − z′1 (7.36)
où y2 est un élément de C(δ(1) \ δ(1)K)(K, z)z2 .
Alors δ(1)K , δ(K, z)z et F (δ,K, z) vérient les propriétés suivantes.
1. Si δ(K, z)z est non vide, alors z3 est un élément de N
′
.
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2. Si z3 est un élément de N
′
, on a une déomposition
LN,δ(K,z)z(T ) = LN ′,intrel(C(δ(1)K ))(T )LN,F (δ,K,z)(T ). (7.37)
3. F (δ,K, z) est ni. Plus préisément, on a la majoration
[F (δ,K, z)] 6 ([N : N ′] 〈λ∨ , z〉) rg(N) . (7.38)
4. Pour tout y ∈ F (δ,K, z) on a
−M 6 〈λ∨ , y〉 6M 〈λ∨ , z〉 . (7.39)
5. Si K est vide, on a δ(1)K = δ(1) et F (δ,K, z) = {z1 − z′1}.
6. On suppose en outre que (N/ 〈Υ〉)∨∩Λ∨ = {0}, que δ est de dimension
maximale, et que K est non vide. Alors δ(1)K est un sous-ensemble
strit de δ(1).
Démonstration :
Soit y un élément de intrel(δ). Il s'érit don de manière unique y1 + y2
ave y1 ∈ intrel(C(δ(1)K)) et y2 ∈ intrel(C(δ(1) \ δ(1)K)).
Supposons en outre que y est dans δ(K, z)z, i.e. vérie d'une part
∀ i ∈ K, 〈y , λ∨i 〉 < 〈z , λ∨i 〉 (7.40)
et d'autre part
y − z ∈ N ′. (7.41)
Au vu de la dénition (7.33) de δ(1)K , on a
∀i ∈ K, 〈y , λ∨i 〉 = 〈y2 , λ∨i 〉 . (7.42)
Ainsi la ondition (7.40) montre que y2 vérie
∀ i ∈ K, 〈y2 , λ∨i 〉 < 〈z , λ∨i 〉 . (7.43)
Par ailleurs on a y− z = (y1− z1)+(y2− z2)+ z3. En outre y− z est dans
N ′, et y1 − z1 (respetivement y2 − z2, respetivement z3) est dans (N ′1)Q
(respetivement (N ′2)Q, respetivement (N
′
3)Q). On en déduit que y1 − z1,
y2 − z2 et z3 sont dans N ′.
Ainsi on a
y2 ∈ C(δ(1) \ δ(1)K)(K, z)z2 (7.44)
et
y1 ∈ intrel[C(δ(1)K)]z1. (7.45)
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En outre ei montre que la non vauité de δ(K, z)z entraîne que z3 est dans
N ′.
Réiproquement, on onstate que si on a
y1 ∈ intrel[C(δ(1)K)]z1, (7.46)
y2 ∈ C(δ(1) \ δ(1)K)(K, z)z2 , (7.47)
et
z3 ∈ N ′ (7.48)
alors y1 + y2 est un élément de δ(K, z)z.
Cei montre que si z3 est dans N
′
on a une déomposition
LN,δ(K,z)(T ) =
 ∑
y2∈C(δ(1)\δ(1)K )(K,z)z2
T y2
 ∑
y1∈intrel(C(δ(1)K ))z1
T y1
 . (7.49)
Par ailleurs on a∑
y1∈intrel(C(δ(1)K ))z1
T y1 =
∑
y1∈intrel(C(δ(1)K ))
y1−z1∈N ′
T y1 = T z1−z
′
1
∑
y∈intrel(C(δ(1)K ))+z
′
1−z1
y∈N ′
T y
(7.50)
Or, au vu de la dénition de z′1, on a
[intrel(C(δ(1)K)) + z
′
1 − z1] ∩N ′ = intrel [C(δ(1)K)] ∩ N ′ (7.51)
soit ∑
y1∈intrel(C(δ(1)K ))
y1−z1∈N ′
T y1 = T z1−z
′
1 LN ′,intrel(C(δ(1)K ))(T ) (7.52)
d'où
LN,δ(K,z)(T ) =
 ∑
y2∈C(δ(1)\δ(1)K )(K,z)z2
T y2+z1−z
′
1
 LN ′,intrel(C(δ(1)K ))(T ) (7.53)
= LN,F (δ,K,z)(T )LN ′,intrel(C(δ(1)K ))(T ). (7.54)
Montrons que F (δ,K, z) est ni et estimons son ardinal. On ommene
par remarquer que F (δ,K, z) est en bijetion ave C(δ(1)\δ(1)K)(K, z2). Soit
y2 un élément de C(δ(1) \ δ(1)K)(K, z2), qu'on érit
y2 =
∑
l∈δ(1)\δ(1)K
µl ρl (7.55)
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ave les µl dans R>0.
Comme z ∈ N , on a [N : N ′] z ∈ N ′, don [N : N ′] z2 ∈ N ′ Comme
y2 − z2 ∈ N ′, [N : N ′] y2 est dans N ′. Ainsi les µl sont dans 1[N :N ′] Z>0.
Par dénition de δ(1)K , pour tout l de δ(1) \ δ(1)K , il existe i dans K
vériant 〈ρl , λ∨i 〉 > 1 (rappelons que pour tout i on a 〈ρl , λ∨i 〉 > 0). Comme
y2 vérie
∀i ∈ K, 〈y2 , λ∨i 〉 < 〈z , λ∨i 〉 (7.56)
on a
µl < Sup
i∈K
〈z , λ∨i 〉 6 〈z , λ∨〉 . (7.57)
Ainsi C(δ(1) \ δ(1)K)(K, z2) est ni et son ardinal est majoré par
[N : N ′] [δ(1)\δ(1)K ] 〈z , λ∨〉 [δ(1)\δ(1)K ] , (7.58)
ette quantité étant elle-même majorée par
([N : N ′] 〈z , λ∨〉) rg(N). (7.59)
Par ailleurs un élément y2 de C(δ(1) \ δ(1)K)(K, z2) vérie
0 6 〈y2 , λ∨〉 6
∑
l∈δ(1)\δ(1)K
〈z , λ∨〉 〈ρl , λ∨〉 6M 〈z , λ∨〉 (7.60)
où on rappelle que
M = [I] Sup
l∈∆(1)
(〈ρl , λ∨〉) . (7.61)
En outre on a
0 > 〈z1 − z′1 , λ∨〉 > −
∑
l∈δ(1)K
〈ρl , λ∨〉 > −M (7.62)
et nalement si y est un élément de F (δ,K, z) on a
−M 6 〈y , λ∨〉 6M 〈z , λ∨〉 . (7.63)
Supposons (N/ 〈Υ〉)∨ ∩ Λ∨ = {0}. Cei équivaut à dire que si λ ∈ Λ∨
vérie 〈m, λ〉 = 0 pour tout m ∈ 〈Υ〉 alors λ = 0. Mais si δ est de dimension
maximale, les (ρl)l∈δ(1) engendrent 〈Υ〉, et don si K n'est pas vide, on ne
peut avoir δ(1)K = δ(1). 
Nous pouvons généraliser le lemme 7.5 de la manière suivante. On onserve
les notations introduites avant l'énoné du lemme 7.5. On onsidère en outre
I˜ ⊂ I un sous-ensemble strit de I et Λ˜ ⊂ Λ le ne engendré par les (λi)i∈eI .
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Soit
Υ˜z = Υ ∩ {z + Λ˜ ∩N ′}. (7.64)
On veut étudier la série
LN,fΥz(T ) =
∑
y∈Υ∩N
y∈z+eΛ∩N ′
T y. (7.65)
Nous érivons d'abord
LN,fΥz(T ) =
∑
δ∈∆
LN,fΥz ∩ intrel(δ)(T ). (7.66)
Pour δ ∈ ∆, notons qu'on peut érire
LN,fΥz∩ intrel(δ)(s) =
∑
y∈intrel(δ)
y−z∈eΛ
y−z∈N ′
T y =
∑
y∈intrel(δ)
∀i∈eI, 〈λ∨i , y〉>〈λ∨i , z〉
∀i∈I\eI, 〈λ∨i , y〉=〈λ∨i , z〉
y−z∈N ′
T y. (7.67)
Pour tout sous-ensemble K de I˜ et tout ne C de N
R
, soit C˜(K, z) le sous-
ensemble de intrel(C) formé des éléments y vériant les onditions
∀i ∈ K, 〈λ∨i , y〉 < 〈λ∨i , z〉 (7.68)
et
∀i ∈ I \ I˜ , 〈λ∨i , y〉 = 〈λ∨i , z〉 . (7.69)
On a alors une déomposition
LN,eΥz ∩ intrel(δ)(T ) =
∑
K⊂eI
(−1)[K]LN,eδ(K,z)z(T ). (7.70)
Une légère adaptation de la preuve du lemme 7.5 permet alors de montrer
le lemme suivant.
Lemme 7.6
Soient δ un ne de ∆, et K une partie de I˜.
Soit δ˜(1)K le sous-ensemble de δ(1) déni par
δ˜(1)K = { l ∈ δ(1), ∀ i ∈ K ∪ (I \ I˜), 〈ρl , λ∨i 〉 = 0}. (7.71)
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On omplète (ρl)l∈δ(1) en une base (ρl)l∈L de N
′
. Soit N ′1 (respetivement
N ′2, respetivement N
′
3) le sous-module de N engendré par les (ρl)l∈δ˜(1)K
(respetivement (ρl)l∈δ(1)\δ˜(1)K
, respetivement (ρl)l∈L\δ(1)).
On érit z = z1 + z2 + z3 ave pour i = 1, 2, 3, zi ∈ (N ′i)Q.
On note z′1 l'unique élément de N
′
vériant
z′1 − z1 =
∑
l∈δ˜(1)K
µl ρl ave 0 6 µl < 1. (7.72)
Soit F˜ (δ,K, z) l'ensemble des éléments qui s'érivent y2 + z1 − z′1 où y2
est un élément de
˜
C(δ(1) \ δ˜(1)K)(K, z)z2 .
Alors les ensembles δ˜(1)K , δ˜(K, z)z et F˜ (δ,K, z) vérient les propriétés
suivantes :
1. Si δ˜(K, z)z est non vide, alors z3 est un élément de N
′
.
2. Si z3 est un élément de N
′
, on a une déomposition
LN,eδ(K,z)z(T ) = LN ′,intrel“C“δ˜(1)K””(T )LN, eF (δ,K,z)(T ) (7.73)
3. F˜ (δ,K, z) est ni. Plus préisément, on a la majoration[
F˜ (δ,K, z)
]
6 ([N : N ′] 〈z , λ∨〉) rg(N) . (7.74)
4. Pour tout y ∈ ˜F (δ,K, z) on a
−M 6 〈y , λ∨〉 6M 〈z , λ∨〉 . (7.75)
5. On suppose en outre que (N/ 〈Υ〉)∨∩Λ∨ = {0} et que δ est de dimension
maximale. Alors δ˜(1)K est un sous-ensemble strit de δ(1).
7.6 Comportement des fontions étudiées par intégra-
tion
Rappelons que nous avons xé un Z-module libre de rang ni N , et Λ un
ne simpliial de N
R
. On onsidère en outre désormais un sous groupeM de
N tel que le quotient Γ = N/M soit sans torsion. On notera j l'appliation
quotient N → Γ et i le morphisme d'inlusion M → N . On a don une suite
exate de Z-module libres de rang ni
0 −→M i−→ N j−→ Γ −→ 0 (7.1)
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et la suite exate duale
0 −→ Γ∨ j∨−→ N∨ i∨−→ M∨ −→ 0. (7.2)
Nous aurons en partiulier par la suite à onsidérer la situation où Γ∨ ∩
Λ∨ = {0}. Cette hypothèse équivaut au fait que i∨(Λ∨) est stritement
onvexe, ou enore que Λ ∩ M
R
= [i∨(Λ∨)]∨ est d'intérieur non vide, ou
enore que l'intérieur de Λ renontre M .
Lemme 7.7
Pour tout s ∈ T (Λ∨>0) on a
LN,Λ∩M
R
(
q−s
)
= LM,Λ∩M
R
(
q−i
∨(s)
)
. (7.3)
Démonstration : En eet on peut érire
LN,Λ∩M
R
(
q−s
)
=
∑
y∈Λ∩M
R
∩N
q−〈y ,s〉 (7.4)
=
∑
y∈Λ∩M
q−〈y ,s〉 (7.5)
=
∑
y∈Λ∩M
q−〈i(y) ,s〉 (7.6)
=
∑
y∈Λ∩M
q−〈y , i
∨(s)〉
(7.7)
= LM,Λ∩M
R
(
q−i
∨(s)
)
. (7.8)

7.6.1 Le lemme tehnique : forme dépouillée
Lemme 7.8
On a ∫
Γ∨
U
LN,Λ(j
∨
U(z) q
−s) dz = LN,Λ∩M
R
(
q−s
)
. (7.9)
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Démonstration : Il sut d'érire∫
Γ∨
U
∑
y∈Λ∩N
〈j∨U(z) , y〉 q−〈y ,s〉dz =
∑
y∈Λ∩N
q−〈y , s〉
∫
Γ∨
U
〈j∨U(z) , y〉 dz (7.10)
=
∑
y∈Λ∩N
q−〈y , s〉
∫
Γ∨
U
〈z , j(y)〉 dz (7.11)
=
∑
y∈Λ∩N
j(y)=0
q−〈y , s〉 (7.12)
=
∑
y∈Λ∩M
q−〈y ,s〉 (7.13)
= LN,Λ∩M
R
(
q−s
)
(7.14)
d'où le lemme. 
7.6.2 Le lemme tehnique : forme simple
On se donne a : Λ ∩ N → C et ε > 0 tels que la série dénissant
LN,Λ,a (q
−s) onverge absolument pour tout s ∈ T (Λ∨>−ε). Comme déjà in-
diqué, ei équivaut à la ondition suivante :
pour tout η < ε, la série
∑
y∈Λ∩N
|ay| q η 〈y , λ〉 est onvergente. (7.15)
Pour s ∈ T (Λ∨>0) , posons
f1(s) =
∫
Γ∨
U
LN,Λ,a
(
j∨U(z) q
−s
)
LN,Λ
(
j∨U(z) q
−s
)
dz. (7.16)
Cela dénit une fontion f1 holomorphe sur T (Λ∨>0) .
Remarque 7.9 : D'après le lemme 5.51, on peut, dans la dénition (7.16) de
f1, remplaer l'intégrale sur Γ
∨
U par une intégrale sur Γ
′
U où Γ
′
est n'importe
quel sous-groupe d'indie ni de Γ∨. 
Lemme 7.10
On fait l'hypothèse que Γ∨ ∩ Λ∨ = {0}. Alors la fontion
s 7→ f1(s)− LN,Λ,a(1)LN,Λ∩M
R
(
q−s
)
(7.17)
est admissible de multipliité supérieure à 1− rg(M).
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Démonstration : On a pour tout s de T (Λ∨>0),
LN,Λ,a(j
∨
U(z) q
−s)LN,Λ(j
∨
U(z) q
−s)
=
( ∑
y∈Λ∩N
ay 〈j∨U(z) , y〉 q−〈y ,s〉
) ( ∑
y∈Λ∩N
〈j∨U(z) , y〉 q−〈y , s〉
)
=
∑
(y0,y1)∈(Λ∩N)
2
ay1 〈j∨U(z) , y0 + y1〉 q−〈y0+y1 ,s〉. (7.18)
d'où∫
Γ∨
U
LN,Λ,a
(
j∨U(z) q
−s
)
LN,Λ(j
∨
U(z) q
−s)dz =
∑
(y0,y1)∈(Λ∩N)
2
ay1 q
−〈y0+y1 ,s〉
∫
Γ∨
U
〈z , j(y0 + y1)〉 dz
(7.19)
=
∑
y1∈Λ∩N
ay1
∑
y0∈Λ∩N
j(y0+y1)=0
q−〈y0+y1 ,s〉
(7.20)
=
∑
y1∈Λ∩N
ay1
∑
y∈Λ∩M
y∈y1+Λ∩N
q−〈y , s〉.
(7.21)
On applique alors le lemme 7.4 ave Υ = Λ∩M
R
. On obtient la déomposition
f1(s) =
∑
δ∈∆
∑
K⊂I
(−1)[K]LN,intrel(C(δ(1)K ))
(
q−s
) ∑
y1∈Λ∩N
ay1 LN,F (δ,K,y1)
(
q−s
)
.
(7.22)
Soient δ et K donnés. D'après les majorations (7.11) et (7.12) on a pour tout
η ∑
y1∈Λ∩N
|ay1 |
∑
y∈F (δ,K,y1)
qη〈y , λ〉 6
∑
y1∈Λ∩N
|ay1| 〈y1 , λ〉 rg(N) qηM 〈y1 , λ〉. (7.23)
et ette dernière série onverge pour tout η < ε
M
. Ainsi la série
∑
y∈Λ∩N
 ∑
y1∈Λ∩N
y∈F (δ,K,y1)
ay1
 q−〈y ,s〉 (7.24)
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dénit une fontion admissible de multipliité supérieure à 0. Comme Γ∨ ∩
Λ∨ = {0}, d'après le point 7.4 du lemme 7.4 la fontion
LN,intrel(C(δ(1)K ))
(
q−s
) ∑
y1∈Λ∩N
ay1 LN,F (δ,K,y1)
(
q−s
)
. (7.25)
est, si K 6= ∅, une fontion admissible de multipliité supérieure à 1−rg(M).
La ontribution des termes orrespondant àK = ∅ dans la déomposition
i-dessus est( ∑
y1∈Λ∩N
ay1
)
×
(∑
δ∈∆
LN,intrel(δ)
(
q−s
))
= LN,Λ,a(1)× LM,Λ∩M
R
(
q−s
)
(7.26)
d'où le lemme. 
7.6.3 Le lemme tehnique : forme générale
Comme dans la sous-setion préédente, on ommene par se donner a :
Λ ∩ N → C et ε > 0 tels que la série dénissant LN,Λ,a (q−s) onverge
absolument pour tout s ∈ T (Λ∨>−ε).
On se donne en outre N ′ un sous-groupe d'indie ni de N .
Pour s ∈ T (Λ∨>0) , posons
f2(s) =
∫
z∈Γ∨
U
LN,Λ,a
(
j∨U(z) q
−s
)
LN ′,Λ(j
∨
U(z) q
−s) dz. (7.27)
Cela dénit une fontion f2 holomorphe sur T (Λ∨>0) .
Remarque 7.11 : D'après le lemme 5.51, on peut, dans la dénition (7.27) de
f2, remplaer l'intégrale sur Γ
∨
U par une intégrale sur Γ
′
U où Γ
′
est n'importe
quel sous-groupe d'indie ni de Γ∨. 
Lemme 7.12
On suppose que Γ∨ ∩ Λ∨ = {0}.
1. Il existe alors une fontion g admissible de multipliité supérieure à
zéro telle que la fontion
s 7→ f2(s)− g(s)LN ′,Λ∩M
R
(
q−s
)
(7.28)
est admissible de multipliité supérieure à 1− rg(M).
2. On suppose en outre que la ondition suivante est vériée : pour tout
y ∈ Λ ∩ N , si ay est non nul alors j(y) est un élément de j(N ′). Alors
on peut hoisir g de sorte qu'on ait
g(0) = LN,Λ,a(1). (7.29)
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Démonstration : On a pour tout s de T (Λ∨>0), et tout z de Γ∨U
LN,Λ,a
(
j∨U(z) q
−s
)
LN ′,Λ
(
j∨U(z) q
−s
)
=
( ∑
y∈Λ∩N
ay 〈z , j(y)〉 q−〈y ,s〉
) ( ∑
y∈Λ∩N ′
〈z , j(y)〉 q−〈y ,s〉
)
(7.30)
d'où ∫
z∈Γ∨
U
LN,Λ,a
(
j∨U(z) q
−s
)
LN ′,Λ
(
j∨U(z) q
−s
)
dz (7.31)
=
∑
(y,z)∈(Λ∩N ′)×(Λ∩N)
az q
−〈y+z , s〉
∫
Γ∨
U
〈z , j(y + z)〉 dz (7.32)
=
∑
z∈Λ∩N
az
∑
y∈Λ∩N ′
j(y+z)=0
q−〈y+z ,s〉 (7.33)
=
∑
z∈Λ∩N
az
∑
y∈Λ∩N ′
y+z∈M
q−〈y+z , s〉 (7.34)
=
∑
z∈Λ∩N
az
∑
y∈Λ∩M
y∈z+Λ∩N ′
q−〈y ,s〉. (7.35)
On applique alors le lemme 7.5 ave Υ = Λ∩M
R
. On reprend à et eet
les notations du lemme 7.5. On obtient la déomposition
f2(s) =
∑
δ∈∆
∑
K⊂I
(−1)[K]LN ′,intrel(C(δ(1)K ))
(
q−s
) ∑
z∈Λ∩N
z3∈N ′
az LN,F (δ,K,z)
(
q−s
)
.
(7.36)
Soient δ et K donnés. D'après les majorations (7.38) et (7.39) on a pour tout
η la majoration∑
z∈Λ∩N
z3∈N ′
|az|
∑
y∈F (δ,K,z)
qη〈y , λ〉 6
∑
z∈Λ∩N
|az| ([N : N ′] 〈z , λ〉) rg(N) qηM〈z , λ〉.
(7.37)
D'après la ondition (7.15), ette dernière série onverge pour tout η < ε
M
.
Ainsi la série ∑
z∈Λ∩N
z3∈N ′
az LN,F (δ,K,z)
(
q−s
)
(7.38)
dénit une fontion admissible de multipliité supérieure à 0.
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Comme Γ∨ ∩ Λ∨ = {0}, l'assertion 6 du lemme 7.5 montre que si K 6= ∅
ou dim(δ) < rg(M), la fontion
LN ′,intrel(C(δ(1)K ))
(
q−s
) ∑
z∈Λ∩N
az LN,F (δ,K,z)
(
q−s
)
. (7.39)
est une fontion admissible de multipliité supérieure à 1− rg(M).
Érivons la ontribution des termes orrespondant à K = ∅ et dim(δ) =
rg(M) dans la déomposition (7.36). Pour ela, on ommene par remarquer
la hose suivante : soit δ tel que dim(δ) = rg(M) etK = ∅. Ave les notations
du lemme 7.5, on a N ′1 = M ∩N ′, N ′2 = 0 et N ′ = (N ′ ∩M)⊕ N ′3. Ainsi, si
z ∈ N s'érit z = z1 + z3 ave z1 ∈ (N ′ ∩M)Q et z3 ∈ (N ′3)Q, la ondition
z3 ∈ N ′ est équivalente à la ondition j(z) ∈ j(N ′). Ainsi la ontribution
onsidérée s'érit ∑
z∈Λ∩N,
j(z)∈j(N ′)
az q
−〈z1−z′1 ,s〉
×
 ∑
δ∈∆
dim(δ)=rg(M)
LN ′,intrel(δ)
(
q−s
)
.
 (7.40)
Pour tout z ∈ Λ ∩N , on a −M 6 〈z1 − z′1 , λ〉 6 0. Ainsi, pour η > 0 on
a ∑
z∈Λ∩N,
j(z)∈j(N ′)
∣∣∣az qη〈z1−z′1 , λ〉∣∣∣ 6 ∑
z∈Λ∩N,
|az| < +∞ (7.41)
et pour η 6 0 on a∑
z∈Λ∩N,
j(z)∈j(N ′)
∣∣∣az qη〈z1−z′1 , λ〉∣∣∣ 6 q−ηM ∑
z∈Λ∩N,
|az| < +∞. (7.42)
Cei montre que la fontion g dénie par
g(s) =
∑
z∈Λ∩N,
j(z)∈j(N ′)
az q
〈z1−z′1 ,s〉
(7.43)
est admissible de multipliité positive.
Comme on a la déomposition
LN ′,Λ∩M
R
(
q−s
)
=
∑
δ∈∆
∑
K⊂I
(−1)[K]LN ′,intrel(C(δ(1)K ))
(
q−s
)
(7.44)
et que, pourK 6= ∅ ou dim(δ) < rg(M), la fontion s 7→ LN ′,intrel(C(δ(1)K )) (q−s)
est admissible de multipliité supérieure à 1 − rg(M), on déduit de e qui
préède que
s 7→ f2(s)− g(s)LN ′,Λ∩M
R
(
q−s
)
(7.45)
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est admissible de multipliité supérieure à 1− rg(M).
Supposons à présent que pour z ∈ Λ ∩ N la ondition az 6= 0 entraîne
j(z) ∈ j(N ′). On a alors l'égalité∑
z∈Λ∩N,
j(z)∈j(N ′)
az =
∑
z∈Λ∩N
az (7.46)
e qui signie exatement que g(0) = LN,Λ,a(1). 
Remarque 7.13 : S'il existe y tel que ay 6= 0 et j(y) /∈ j(N ′), la onlusion
du point 2 du lemme 7.12 peut être mise en défaut : il se peut que f2(s) soit
admissible de multipliité supérieure à 1− rg(M), même si LN,Λ,a(1) est non
nul. En d'autres termes, dans e as de gure, on perd le ontrle du terme
prinipal (e qu'il faudra bien sûr éviter absolument lors de l'appliation au
alul de la fontion zêta des hauteurs).
À titre d'exemple, onsidérons le as où N = Z2, Λ = R2>0, M = Z (1, 1),
N ′ = 2N , et a : N2 → C est donnée par a(2,1) = 1 et ay = 0 si y 6= (2, 1).
On a alors j(1, 0) = −j(0, 1) et on identie Γ à Z au moyen de la base j(1, 0).
Pour z ∈ Γ∨U ∼→ U , on a alors
LN,Λ,a
(
j∨U(z) q
−s
)
LN ′,Λ(j
∨
U(z) q
−s) =
zj(2,1) q−2 s1−s2
(1− zj(2,0) q−2 s1)(1− zj(0,2) q−2 s2)
(7.47)
=
z q−2 s1−s2
(1− z2 q−2 s1)(1− z−2 q−2 s2)
(7.48)
=
∑
(n1,n2)∈N
2
z2n1−2n2+1 q−2 (n1+1) s1−(2n2+1) s2
(7.49)
et de ette dernière expression, on déduit aussitt qu'on a∫
z∈Γ∨
U
LN,Λ,a
(
j∨U(z) q
−s
)
LN ′,Λ(j
∨
U(z) q
−s) = 0. (7.50)
On pourra onstater par ontre que si on dénit a par a(3,1) = 1 et ay = 0
si y 6= (3, 1), les hypothèses du point 2 du lemme 7.12 sont vériées. De fait,
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un alul similaire montre qu'on a alors∫
z∈Γ∨
U
LN,Λ,a
(
j∨U(z) q
−s
)
LN ′,Λ(j
∨
U(z) q
−s) =
q−3 s1−3 s2
1− q−2 s1−2 s2 (7.51)
= q−3 s1−3 s2 LN ′,Λ∩M
R
(
q−(s1,s2)
)
.
(7.52)

Le lemme 7.12 va en fait nous servir à traiter le terme prinipal de la
fontion zêta des hauteurs, qui orrespond (à une onstante multipliative
près) au terme I1 dans la formule (5.87). Nous avons besoin d'un autre lemme
pour traiter les termes restants, à savoir les Iχ, pour χ ∈ UT \ Ker (γ∗),
apparasissant dans ette même formule. On onserve les notations introduites
avant l'énoné du lemme 7.12. On onsidère en outre I˜ ⊂ I un sous-ensemble
strit de I, et Λ˜ ⊂ Λ le ne engendré par les (λi)i∈eI .
Si on suppose que Γ vérie Γ∨ ∩ Λ∨ = {0}, Λ˜ ∩M
R
est d'intérieur vide
dans M
R
. En eet e ne est le dual du ne i(Λ˜), qui ontient la droite
engendrée par l'élément non nul i(λi0), où i0 /∈ I.
Pour s ∈ T (Λ∨>0) , posons
f3(s) =
∫
Γ∨
U
LN,Λ,a
(
j∨U(z) q
−s
)
LN ′,eΛ(j∨U(z) q−s)dz. (7.53)
Cela dénit une fontion f3 holomorphe sur T (Λ∨>0) .
Lemme 7.14
On fait l'hypothèse que Γ∨ ∩ Λ∨ = {0}. Alors la fontion f3 est admissible
de multipliité supérieure à 1− rg(M).
Démonstration : On a pour tout s de T (Λ∨>0), et tout z de Γ∨U
LN,Λ,a
(
j∨U(z) q
−s
)
LN ′,eΛ (j∨U(z) q−s)
=
( ∑
y∈Λ∩N
ay 〈z , j(y)〉 q−〈y , s〉
)  ∑
y∈eΛ∩N ′
〈z , j(y)〉 q−〈y , s〉

(7.54)
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d'où ∫
Γ∨
U
LN,Λ,a
(
j∨U(z) q
−s
)
LN ′,eΛ (j∨U(z) q−s) dz (7.55)
=
∑
(y,z)∈(eΛ∩N ′)×(Λ∩N)
az q
−〈y+z ,s〉
∫
Γ∨
U
z j(y+z)dz (7.56)
=
∑
z∈Λ∩N
az
∑
y∈eΛ∩N ′
j(y+z)=0
q−〈y+z , s〉 (7.57)
=
∑
z∈Λ∩N
az
∑
y∈eΛ∩N ′
y+z∈M
q−〈y+z ,s〉 (7.58)
=
∑
z∈Λ∩N
az
∑
y∈Λ∩M
y∈z+eΛ∩N ′
q−〈y , s〉. (7.59)
On applique alors le lemme 7.6 ave Υ = Λ∩M
R
. On reprend à et eet
les notations du lemme 7.6. On obtient la déomposition
f3(s) =
∑
δ∈∆
∑
K⊂eI
(−1)[K]L
N ′,intrel(C(δ˜(1)K ))
(
q−s
) ∑
z∈Λ∩N
z3∈N ′
az LN, eF (δ,K,z) (q−s) .
(7.60)
Soient δ et K donnés. D'après les majorations (7.74) et (7.75) on a pour tout
η la majoration∑
z∈Λ∩N
z3∈N ′
|az|
∑
y∈ eF (δ,K,z)
qη〈y , λ〉 6
∑
z∈Λ∩N
|az| (d 〈z , λ〉) rg(N) qηM〈z , λ〉.
D'après la ondition (7.15), ette dernière série onverge pour tout η < ε
M
.
Ainsi la série ∑
z∈Λ∩N
z3∈N ′
az LN,F (δ,K,z)
(
q−s
)
(7.61)
dénit une fontion admissible de multipliité supérieure à 0.
Comme Γ∨ ∩ Λ∨ = {0}, le point 5 du lemme 7.6 montre que la fontion
s 7→ L
N ′,intrel(C(δ˜(1)K ))
(
q−s
) ∑
z∈Λ∩N
az LN, eF (δ,K,z) (q−s) (7.62)
est une fontion admissible de multipliité supérieure à 1− rg(M). 
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8 Appliation aux fontions zêta des hauteurs
8.1 Préliminaires
Rappelons que X(T )G s'identie à un sous-groupe de ZΣ(1)/G via la suite
exate
0 −→ X(T )G γ−→ ZΣ(1)/G pi−→ Pic(XΣ) −→ H1(G,X(T )) −→ 0 (8.1)
tirée de la suite exate (4.11) en prenant les G-invariants.
Soit m ∈ X(T )G vériant
∀α ∈ Σ(1)/G, 〈m, ρα〉 > 0. (8.2)
Alors on a
∀α ∈ Σ(1), ∀ ρ ∈ α, 〈m, ρ〉 > 0. (8.3)
L'éventail Σ étant omplet, ses rayons engendrent X(T )∨, e qui entraîne
m = 0. Nous avons don
X(T )G ∩ ZΣ(1)/G>0 = {0} (8.4)
(on aurait pu aussi invoquer diretement le fait général que C
e
(XΣ) est
stritement onvexe).
Dans le as fontionnel, on tire par ailleurs de (4.11) un omplexe
DTNS −→ DTPΣ −→ DT . (8.5)
Notons D0TNS le noyau du morphisme DTPΣ
→ DT . Rappelons que nous avons
noté D0T l'image de e morphisme dans DT . On a don une suite exate de
Z-modules libre de rang ni.
0 −→ D0TNS
pi∨−→ DTPΣ
γ∨−→ D0T −→ 0 (8.6)
et la suite exate duale
0 −→ (D0T)∨ γ−→ (DTPΣ)∨ pi−→ (D0TNS)∨ −→ 0. (8.7)
Comme (4.11) est une résolution asque de X(T ) (lemme 4.2), d'après la
proposition 3.40, l'indie dans D0TNS de l'image de DTNS dans DTPΣ
est égal à
[H1(G,X(T ))] [CTNS ] [CT ] KT[
CTPΣ
] . (8.8)
On pose
C0 = lim
s→1
(s− 1) [Σ(1)/G]
∫
T (K)∩T (AK)
H(−s ϕ0, t)ωT (t). (8.9)
On montrera à la sous-setion 8.4.1 que C0 est non nulle.
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8.2 Appliation du lemme tehnique dans le as ari-
thmétique
Rappelons que d'après le orollaire 5.48, on a pour tout élément s de
T
(
R
Σ(1)/G
>0
)
la représentation intégrale
ζH(ϕ0 + s) =
∑
t∈T (K)
H (t,−s− ϕ0) (8.1)
=
[A(T )]
(2 π)rg(X(T )G) b(T )
∫
y∈X(T )G
R
F (s− i γ
R
(y))dy. (8.2)
où F est la fontion dénie dans l'énoné de la proposition 5.46. En partiulier
F est une fontion holomorphe sur T
(
R
Σ(1)/G
>0
)
, et il existe un ε > 0 tel que
la fontion
s 7→ F (s)
∏
α∈Σ(1)/G
sα
1 + sα
(8.3)
se prolonge en une fontion holomorphe sur T
(
R
Σ(1)/G
>−ε
)
qui d'après le point
3 de la proposition 5.46 est X(T )G
R
-ontrlée au sens de [CLTs, Dénition
3.13℄.
D'après (5.27), on a
C0 = lim
s→0
s[Σ(1)/G]F (s ϕ0). (8.4)
On déduit alors du théorème 6.2 qu'il existe un ε′ > 0 tel que la fontion
R(s) = ζH(ϕ0 + s)− [A(T )] C0
b(T )
Ξ
pi(ZΣ(1)/G),pi
“
R
Σ(1)/G
>0
”(π(s)), (8.5)
se prolonge en une fontion méromorphe sur T
(
R
Σ(1)/G
>−ε′
)
, vériant
∀s ∈ T
(
R
Σ(1)/G
>0
)
, lim
s→0
srgPic(XΣ)R(s ϕ0) = 0 (8.6)
La formule (6.3) et la suite exate (8.1) montrent par ailleurs qu'on a
Ξ
pi(ZΣ(1)/G),pi
“
R
Σ(1)/G
>0
”(π(s)) = [H1(G,X(T ))] ΞPic(XΣ),C
e
(XΣ)(π(s)) +R(s).
(8.7)
On en déduit que la fontion
s 7−→ ζϕ0(s) = ζH(s ϕ0) (8.8)
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prolonge en une fontion méromorphe sur T (R>1−ε′) ave un ple d'ordre
rg(Pic(XΣ)) en s = 1, de terme prinipal en s = 1 égal à[
H1(G,X(T ))
]
α∗(XΣ)
[A(T )] C0
b(T )
. (8.9)
8.3 Appliation du lemme tehnique dans le as fon-
tionnel
8.3.1 Le as d'une extension de déploiement non ramiée
On suppose dans toute la sous-setion 8.3.1 que la variété torique XΣ est
déployée par une extension non ramiée.
Rappelons que d'après le orollaire 5.55 on a alors pour tout élément s
de T
(
R
Σ(1)/G
>1
)
la représentation intégrale
ζH (s) =
1
log(q)rg(X(T )G) b(T )
∑
χ∈UT
Iχ(s) (8.1)
où, pour χ ∈ UT , Iχ(s) est la fontion donnée par l'intégrale∫
z∈X(T )G
U
 ∏
α∈Σ(1)/G
LKα
(〈z , dα ρα〉 q−dα sα, χα)
 Q (χ, γU(z) q−s) dz.
(8.2)
Soit P la série formelle
P ((zα)) =
∏
α∈Σ(1)/G
(1− zα)
×
∑
χ∈UT
∏
α∈Σ(1)/G
LKα
(
q− dα zα, χα
) ∏
v∈PK
QΣ,v
(
χβ
(
πwβ
)
q−dβ z
fwβ
β
)
. (8.3)
D'après (2.6), le lemme 5.1 et le lemme 5.36, P a un rayon de onvergene
supérieur à q
1
2
; en outre, pour tout s ∈ T
(
R
Σ(1)/G
>− 1
2
)
et tout z ∈ X(T )GU, on
a d'après le lemme 5.36 et le lemme 5.16
P
(〈z , dα ρα〉 q−(dα sα))∏
α∈Σ(1)/G
(1− 〈z , dα ρα〉 q−dα sα)
=
∑
χ∈UT
∏
α∈Σ(1)/G
LKα
(
χα, 〈z , dα ρα〉 q−dα (sα+1)
)
Q
(
χ, γU(z) q
−s−ϕ0
)
. (8.4)
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On peut don érire
ζH(s+ϕ0) =
1
log(q)rg(X(T )G) b(T )
∫
z∈X(T )G
U
P
(〈z , dα ρα〉 q−dα sα)α∈Σ(1)/G∏
α∈Σ(1)/G
(1− 〈z , dα ρα〉 q−dα sα) dz.
(8.5)
Lemme 8.1
On a
P (1) = log(q)[Σ(1)/G]
(∏
α
dα
)
C0. (8.6)
Démonstration : Comme XΣ est déployée par une extension non rami-
ée, d'après le orollaire 3.34 on a T (K) ∩ T (AK) = T (AK). Ainsi on a
C0 = lim
s→1
(s− 1) [Σ(1)/G] FH(1,−s ϕ0). (8.7)
D'après (5.97) et la remarque qui suit, on a
FH(1,−s ϕ0) =
 ∏
α∈Σ(1)/G
ZKα
(
χα, q
−dα s
) Q (1, q−s ϕ0) (8.8)
d'où
C0 = lim
s→0
s [Σ(1)/G]
∏
α∈Σ(1)/G
ZKα
(
q−dα (s+1)
)
Q(1, q−(s+1)ϕ0) (8.9)
D'après le lemme 5.41, Ker(γ∗) s'identie à A(T )∗. Or, omme l'extension de
déploiement L/K est non ramiée, d'après le orollaire 3.34 A(T ) est trivial,
don Ker (γ∗) également. En partiulier, si χ ∈ UT \ {1}, χ n'est pas dans
Ker(γ∗), et don l'un au moins des aratères χα est non trivial. D'après le
lemme 5.1, ei montre l'égalité
lim
s→0
s [Σ(1)/G]
∏
α∈Σ(1)/G
ZKα
(
q−dα (s+1)
)
Q(1, q−(s+1)ϕ0)
= lim
s→0
s [Σ(1)/G]
∑
χ∈UT
∏
α∈Σ(1)/G
LKα
(
χα, q
−dα (sα+1)
)
Q
(
χ, q(s+1)ϕ0
)
. (8.10)
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Mais d'après (8.4), on a
lim
s→0
s [Σ(1)/G]
∑
χ∈UT
∏
α∈Σ(1)/G
LKα
(
χα, q
−dα (s+1)
)
Q
(
χ, q(s+1)ϕ0
)
.
= lim
s→0
s [Σ(1)/G]
P (q−dα s)∏
α∈Σ(1)/G
(1− q−dα s) = P (1) lims→0
s [Σ(1)/G]∏
α∈Σ(1)/G
(1− q−dα s) (8.11)
d'où le résultat. 
Reprenons à présent les notations de la setion 7. Le rle de la suite exate
(7.1) est ii joué par la suite exate
0 −→ D0TNS
pi∨−→ DTPΣ
γ∨−→ D0T −→ 0. (8.12)
On pose I = Σ(1)/G, et on prend pour base (λi) la base (dαD
∨
α) de DTPΣ .
On prend pour a la fontion donnée par les oeients de la série formelle
P . On a don, d'après (8.5) et le lemme 5.16
ζH (ϕ0 + s) =
1
log(q)rg(X(T )G) b(T )
∫
z∈X(T )G
U
LN,Λ,a
(
γU(z) q
−s
)
LN,Λ(γU(z) q
−s)dz.
(8.13)
D'après le lemme 8.1 on a
LN,Λ,a(1) = log(q)
[Σ(1)/G]
(∏
α
dα
)
C0 6= 0. (8.14)
Nous appliquons alors le lemme 7.10 (e qui est liite d'après (8.4)), en tenant
ompte de la remarque 7.9 et du fait que X(T )G est un sous-groupe d'indie
ni de (D0T )
∨
.
Nous obtenons ainsi le lemme suivant.
Lemme 8.2
La fontion
s 7→ ζH(s+ ϕ0)−
log(q)[Σ(1)/G]
(∏
α
dα
)
C0
log(q)rg(X(T )G) b(T )
LD0TNS ,Λ∩D
0
TNS
(
q−s
)
(8.15)
est admissible de multipliité supérieure à 1− rg(Pic(XΣ)).
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Lemme 8.3
Il existe un ε > 0 tel que la fontion
s 7→ ζH(s φ0) (8.16)
se prolonge en une fontion méromorphe sur T (R>1−ε) ave un ple d'ordre
rg(Pic(XΣ)) en s = 0, et vériant
lim
s→0
s rg(Pic(XΣ)) ζH(s ϕ0) =
[
H1(G,X(T ))
]
[CT ]
[A(T )] C0
b(T )
α∗(XΣ). (8.17)
Démonstration : Du lemme 8.2, on déduit aussitt qu'il existe un ε > 0
tel que la fontion s 7→ ζH(s ϕ0) se prolonge en une fontion méromorphe sur
T (R>1−ε) ave un ple d'ordre rg(Pic(XΣ)) en s = 0, et vériant
lim
s→0
s rg(Pic(XΣ)) ζH(s ϕ0) = log(q)
rg(Pic(XΣ))
(∏
α
dα
)
C0
1
b(T )
× lim
s→0
[
s rg(Pic(XΣ)) LD0TNS ,Λ∩D
0
TNS
(
q−sϕ0
)]
. (8.18)
Mais on a
lim
s→0
s rg(Pic(XΣ)) LD0TNS ,Λ∩D
0
TNS
(
q−s ϕ0
)
=
[H1(G,X(T ))] [CT ]∏
α
dα
log(q)− rg(Pic(XΣ)) α∗(XΣ). (8.19)
La relation (8.19) sera démontré à la sous-setion suivante (démonstration
du lemme 8.7) dans le as où l'extension de déploiement n'est plus supposée
non ramiée. Supposer l'extension de déploiement non ramiée ne simplie
pas notoirement le alul (on y gagne simplement le fait que ertains termes
apparaissant dans le alul, omme [A(T )] et KT , sont triviaux). 
8.3.2 Un as plus général
On suppose dans toute la sous-setion 8.3.2, que le G-éventail Σ est tel
que toutes les plaes de K vérient l'hypothèse 4.8. Nous expliquerons en
appendie omment adapter le raisonnement au as général.
Rappelons que d'après le orollaire 5.54 on a alors pour tout élément s
de T
(
R
Σ(1)/G
>1
)
la représentation intégrale
ζH (s) =
1
log(q)rg(X(T )G) b(T )
 [A(T )]
[KT ]
I1(s) +
∑
χ∈UT \Ker(γ∗)
Iχ(s)

(8.20)
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où I1(s) est la fontion donnée par l'intégrale
∫
z∈X(T )G
U
 ∏
α∈Σ(1)/G
ZKα
(〈z , dα ρα〉 q−dα sα)
 f (γU(z) q−s) dz (8.21)
et Iχ(s) est la fontion donnée par l'intégrale
∫
z∈X(T )G
U
 ∏
α∈Σ(1)/G
LKα
(
χα, 〈z , dα ρα〉 q−dα sα
) f (χ, γU(z) q−s) dz.
(8.22)
Étude de Iχ pour χ ∈ UT \ Ker (γ
∗). Soit χ ∈ UT \Ker (γ∗). Étudions
l'intégrale
Iχ(s) =
∫
z∈X(T )G
U
 ∏
α∈Σ(1)/G
LKα
(
χα, 〈z , dα ρα〉 q−dα sα
) f (χ, γU(z) q−s) dz.
(8.23)
Rappelons que d'après le lemme 5.37 la série f (χ, . ) est une série formelle
de rayon de onvergene supérieur à q−
1
2
et DT -ompatible.
Comme χ n'est pas dans Ker (γ∗) l'ensemble (Σ(1)/G)χ des α ∈ Σ(1)/G
tel que χα est non trivial est non vide, et, par le lemme 5.1, pour de tels
α la fontion LKα (χα, . ) est un polynme. Pour les autres α la fontion L
orrespondante est une fontion zêta.
Cei montre, ompte tenu également de la proposition 2.1, que la série
P (χ, (zα))
déf
=
 ∏
α/∈(Σ(1)/G)χ
(1− zdαα )ZKα
(
q−dα zdαα
)
×
 ∏
α∈(Σ(1)/G)χ
LKα
(
χα, q
−dα zdαα
) f (χ, (q−1 zα)) (8.24)
a un rayon de onvergene supérieur à q
1
2
et est DT -ompatible. On a pour
159
tout s ∈ T
(
R
Σ(1)/G
>0
)
et tout z ∈ X(T )GU
P
(
χ, γU(z) q
−s
)
=
 ∏
α/∈(Σ(1)/G)χ
(1− 〈z , dα ρα〉 q−dα sα)ZKα
(〈z , dα ρα〉 q−dα (sα+1))

×
 ∏
α∈(Σ(1)/G)χ
LKα
(
χα, 〈z , dα ρα〉 q−dα (sα+1)
) f (χ, γU(z) q−(s+ϕ0))
(8.25)
On a don
Iχ(s+ ϕ0) =
∫
z∈X(T )G
U
P (χ, γU(z) q
−s)α∈Σ(1)/G∏
α/∈(Σ(1)/G)χ
(1− 〈z , dα ρα〉 q−dα sα) dz. (8.26)
Reprenons les notations de la setion 7. Le rle de la suite exate (7.1)
est ii joué par la suite exate
0 −→ (π(PGΣ ))∨ pi∨−→ (PGΣ )∨ γ∨−→ (X(T )G)∨ −→ 0. (8.27)
On pose N ′ = DTPΣ , I = Σ(1)/G, I˜ = (Σ(1)/G) \ (Σ(1)/G)χ, et on prend
pour base (λi) de N la base (D
∨
α)α∈Σ(1)/G. On prend pour a la fontion donnée
par les oeients de la série formelle P (χ, . ). On peut alors érire
Iχ(s+ ϕ0) =
∫
z∈X(T )G
U
LN,Λ,a
(
γU(z) q
−s
)
LN ′,eΛ(γU(z) q−s)dz (8.28)
On applique alors le lemme 7.14 et on obtient ainsi le lemme suivant.
Lemme 8.4
La fontion
s 7→ Iχ(s+ ϕ0) (8.29)
est une fontion admissible de multipliité au plus
[Σ(1)/G]− rg (X(T )G)− 1 = rg(Pic(XΣ))− 1. (8.30)
En partiulier, il existe un ε > 0, tel que la fontion s 7→ Iχ((s + 1)ϕ0) se
prolonge en une fontion méromorphe sur T (R>−ε), ave un ple d'ordre au
plus rg(Pic(XΣ))− 1 en zéro.
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Étude de I1. Pour mémoire, I1(s) est donnée par l'intégrale
∫
z∈X(T )G
U
 ∏
α∈Σ(1)/G
ZKα
(〈z , dα ρα〉 q−dα sα)
 f (γU(z) q−s) dz. (8.31)
Soit P la série formelle
P (z)
déf
=
 ∏
α∈Σ(1)/G
(1− q−dα zdαα )ZKα
(
q−dα zdαα
)× f ((q−1 zα)) . (8.32)
D'après (2.6), le lemme 5.39 et le lemme 5.19 P est une série formelle de
rayon de onvergene supérieur à q
1
2
et D0T -ompatible. On a, pour tout
s ∈ T
(
R
Σ(1)/G
>− 1
2
)
et tout z ∈ X(T )GU
P (γU(z) q
−s)∏
α∈Σ(1)/G
(1− 〈z , dα ρα〉 q−dα sα)
=
 ∏
α∈Σ(1)/G
ZKα
(〈z , dα ρα〉 q−dα (sα+1))
 f (γU(z) q−(s+ϕ0)) . (8.33)
On a ainsi, pour tout s ∈ T
(
R
Σ(1)/G
>− 1
2
)
,
I1(s+ ϕ0) =
∫
z∈X(T )G
U
P (γU(z) q
−s)α∈Σ(1)/G∏
α∈Σ(1)/G
(1− 〈z , dα ρα〉 q−dα sα)dz. (8.34)
Lemme 8.5
On a
P (1) = log(q)[Σ(1)/G]
(∏
α
dα
)
C0. (8.35)
Démonstration : D'après le lemme 5.40, on a pour tout s ∈ T (R>0)
∫
T (K)∩T (AK)
H(−(s+1)ϕ0), t)ωT (t) =
 ∏
α∈Σ(1)/G
ZKα
(
q−dα (s+1)
) f (q−(s+1)ϕ0) .
(8.36)
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Par ailleurs on a, d'après (8.33), ∏
α∈Σ(1)/G
ZKα
(
q−dα (s+1)
) f (q−(s+1)ϕ0) = P (q−sϕ0)∏
α∈Σ(1)/G
(1− q−dα s) (8.37)
On en déduit qu'on a
C0 = lim
s→0
s[Σ(1)/G]
∫
T (K)∩T (AK)
H(−(s+ 1)ϕ0), t)ωT (t) (8.38)
= lim
s→0
s[Σ(1)/G]
P (q−s ϕ0)∏
α∈Σ(1)/G
(1− q−dα s) (8.39)
= P (1) lim
s→0
s[Σ(1)/G]∏
α∈Σ(1)/G
(1− q−dα s) (8.40)
d'où le résultat annoné. 
Reprenons les notations de la setion 7. Le rle de la suite exate (7.1)
est ii joué par la suite exate
0 −→ D0TNS
pi∨−→ DTPΣ
γ∨−→ D0T −→ 0. (8.41)
On pose I = Σ(1)/G, et on prend pour base (λi) la base (dαD
∨
α) de DTPΣ .
On prend pour a la fontion donnée par les oeients de la série formelle
P . On peut alors érire
I1(s+ ϕ0) =
∫
z∈X(T )G
U
LN,Λ,a
(
γU(z) q
−s
)
LN ′,Λ(γU(z) q
−s)dz. (8.42)
D'après le lemme 8.1 on a
LN,Λ,a(1) = log(q)
[Σ(1)/G]
(∏
α
dα
)
C0 6= 0. (8.43)
Comme on a j(N ′) = γ∨(DTPΣ ) = D
0
T , d'après la dénition 5.17, le fait que
P soit D0T -ompatible signie que a vérie la ondition suivante : si ay est
non nul alors j(y) est un élément de j(N ′).
Nous appliquons alors le lemme 7.12 (e qui est liite d'après (8.4)) en
tenant ompte de la remarque 7.11 et du fait que X(T )G est un sous-groupe
d'indie ni de (D0T )
∨
. Nous obtenons ainsi le lemme suivant.
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Lemme 8.6
Il existe une fontion admissible g de multipliité supérieure à zéro et vériant
g(0) = log q[Σ(1)/G]
(∏
α
dα
)
C0 (8.44)
telle que la fontion
s 7→ I1(s+ ϕ0)− g(s)LD0TNS ,Λ∩D0TNS
(
q−s
)
(8.45)
est admissible de multipliité supérieure à 1− rg(Pic(XΣ)).
Conlusion
Lemme 8.7
Il existe un ε > 0 tel que la fontion
s 7→ ζH(s ϕ0) (8.46)
se prolonge en une fontion méromorphe sur T (R>1−ε) ave un ple d'ordre
rg(Pic(XΣ)) en s = 0, et vériant
lim
s→0
s rg(Pic(XΣ)) ζH(s ϕ0) =
[
H1(G,X(T ))
]
[CT ]
[A(T )] C0
b(T )
α∗(XΣ). (8.47)
Démonstration : Des lemmes 8.4, 8.6, et de (8.20), on déduit aussitt
qu'il existe un ε > 0 tel que la fontion s 7→ ζH(s ϕ0) se prolonge en une
fontion méromorphe sur T (R>1−ε) ave un ple d'ordre rg(Pic(XΣ)) en
s = 0, et vériant
lim
s→0
s rg(Pic(XΣ)) ζH(s ϕ0)
=
[A(T )] log(q)[Σ(1)/G]
(∏
α
dα
)
C0
KT log(q)rg(X(T )
G) b(T )
lim
s→0
[
s rg(Pic(XΣ)) LD0TNS ,Λ∩D
0
TNS
(
q−s ϕ0
)]
.
(8.48)
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Mais on a
lim
s→0
s rg(Pic(XΣ)) LD0TNS ,Λ∩D
0
TNS
(
q−sϕ0
)
(8.49)
=
[H1(G,X(T ))] [CTNS ] [CT ] KT[
CTPΣ
] lim
s→0
s rg(Pic(XΣ))Lγ∨(DTNS),Λ∩ γ∨(DTNS)
(
q−sϕ0
)
(8.50)
=
[H1(G,X(T ))] [CT ] KT[
CTPΣ
] lim
s→0
s rg(Pic(XΣ))LPic(XΣ)∨,C
e
(XΣ)∨
(
q−s γ[ϕ0]
)
(8.51)
=
[H1(G,X(T ))] [CT ] KT[
CTPΣ
] log(q)− rg(Pic(XΣ)) α∗(XΣ). (8.52)
La première égalité vient de (7.4) et (8.8), la seonde de (7.4) et du fait que,
par dénition, DTNS est d'indie [CTNS] dans Pic(XΣ)
∨
, et la dernière égalité
vient de (7.3). Comme on a
[
CTPΣ
]
=
∏
α
dα et
rg(Pic(XΣ)) + rg
(
X(T )G
)
= [Σ(1)/G] , (8.53)
on en déduit le résultat annoné. 
8.4 Calul du terme prinipal de la fontion zêta des
hauteurs
8.4.1 Calul de C0
Nous alulons à présent la onstante C0 dénie en (8.9) (et montrons en
partiulier qu'elle est non nulle).
Lemme 8.8
On a
C0 = lim
s→1
(s− 1) [Σ(1)/G]
∫
T (K)∩T (AK)
H(−s ϕ0, t)ωT (t)
= ℓ (X(T )) γH(XΣ). (8.1)
Démonstration : La première égalité est la dénition de C0. Montrons
la deuxième égalité. D'après le sindage
T (K) ∩ T (AK) = T (K) S × T (AK)S (8.2)
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donné par le lemme 3.32 et la dénition (3.6) de ωT on peut érire pour tout
s ∈ T (R>1)∫
T (K)∩T (AK)
H(−(s, . . . , s), t)ωT
= cK,dim(XΣ)
∫
T (K)
S
(∏
v∈S
Hv(−(s, . . . , s), t)
)
⊗
v∈S
dµv
×
∏
v/∈S
Hv(−(s, . . . , s), t)dµv. (8.3)
D'après le lemme 5.29, on en déduit∫
T (K)∩T (AK)
H(−(s, . . . , s), t)ωT
= cK,dim(XΣ)
∫
T (K)
S
(∏
v∈S
Hv(−(s, . . . , s), t)
)
⊗
v∈S
dµv
× LS(s, PΣ)
∏
v/∈S
QΣ,v(q
−lβ s
v )β∈Σ(1)/Gv . (8.4)
On en tire
lim
s→1
(s− 1) [Σ(1)/G]
∫
T (K)∩T (AK)
H(−(s, . . . , s), t)ωT
=
ℓ (PΣ)∏
v∈S
Lv(1, PΣ)
cK,dim(XΣ)
∫
T (K)
S
(∏
v∈S
Hv(−(1, . . . , 1), t)
)
⊗
v∈S
dµv
×
∏
v/∈S
QΣ,v(q
−lβ
v )β∈Σ(1)/Gv . (8.5)
Par ailleurs, toujours d'après le lemme 5.29, on a pour v /∈ S
QΣ,v(q
−lβ
v ) = Lv(1, PΣ)
−1
∫
T (Kv)
Hv(−(1, . . . , 1), t)dµv (8.6)
=
Lv(1, X(T ))
Lv(1, PΣ)
∫
T (Kv)
Hv(−(1, . . . , 1), t)ωT,v, (8.7)
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la deuxième égalité provenant de la dénition (3.3) de dµv. D'après le lemme
2.4 et la suite exate (4.11), on a don
QΣ,v(q
−lβ
v ) =
∫
T (Kv)
Hv(−(1, . . . , 1), t) ωT,v
Lv(1,Pic(XΣ,L))
(8.8)
On en déduit que la limite
lim
s→1
(s− 1) [Σ(1)/G]
∫
T (K)∩T (AK)
H(−(s, . . . , s), t)ωT (8.9)
est égale à
ℓ (PΣ)
∏
v∈S
Lv(1, X(T ))Lv(1,Pic(XΣ,L))∏
v∈S
Lv(1, PΣ)
× cK,dim(XΣ)
∫
T (K)
S
(∏
v∈S
Hv(−(1, . . . , 1), t)
)
⊗
v∈S
ωT,v
Lv(1,Pic(XΣ,L))
×
∏
v/∈S
∫
T (Kv)
Hv(−(1, . . . , 1), t) ωT,v
Lv(1,Pic(XΣ,L))
(8.10)
D'après le lemme 4.10, on a
cK,dim(XΣ)
∫
T (K)
S
(∏
v∈S
Hv(−(1, . . . , 1), x)
)
⊗
v∈S
ωT,v
Lv(1,Pic(XΣ,L))
∏
v/∈S
∫
T (Kv)
Hv(−(1, . . . , 1), x) ωT,v
Lv(1,Pic(XΣ,L))
= cK,dim(XΣ)
∫
T (K)
S
⊗
v∈S
ωXΣ,v
Lv(1,Pic(XΣ,L))
∏
v/∈S
∫
T (Kv)
ωXΣ,v
Lv(1,Pic(XΣ,L))
. (8.11)
En utilisant enore une fois le sindage (8.2) et la dénition (4.11) de ωXΣ
on trouve
cK,dim(XΣ)
∫
T (K)
S
⊗
v∈S
ωXΣ,v
Lv(1,Pic(XΣ,L))
×
∏
v/∈S
∫
T (Kv)
ωXΣ,v
Lv(1,Pic(XΣ,L))
= ℓ(Pic(XΣ,L))
−1
∫
T (K)∩T (AK)
ωXΣ . (8.12)
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D'après le lemme 4.11 on a ∫
T (K)∩T (AK)
ωXΣ =
∫
XΣ(K)
ωXΣ. (8.13)
Finalement, on trouve
lim
s→1
(s− 1) [Σ(1)/G]
∫
T (K)∩T (AK)
H(−(s, . . . , s), x)ωT
=
ℓ (PΣ)
ℓ(Pic(XΣ,L))
∏
v∈S
Lv(1, X(T ))Lv(1,Pic(XΣ,L))∏
v∈S
Lv(1, PΣ)
∫
XΣ(K)
ωXΣ . (8.14)
D'après le lemme 2.4 et la suite exate (4.11), on a
ℓ (PΣ) = ℓ(X(T )) ℓ(Pic(XΣ,L)) (8.15)
et ∏
v∈S
Lv(1, X(T ))Lv(1,Pic(XΣ,L))∏
v∈S
Lv(1, PΣ)
= 1 (8.16)
d'où le résultat annoné, au vu de la dénition (4.10) de γH(XΣ).

8.4.2 Cas arithmétique
D'après la relation (3.15) du lemme 3.32, on a
[A(T )] =
[H1(G,Pic(XΣ,L))]
[W(T )]
. (8.17)
De plus, par le théorème d'Ono (théorème 3.41) , et la dénition (3.12) de
τ(T ), on a
ℓ(X(T )) =
b(T )
τ(T )
=
b(T ) [W(T )]
[H1(G,X(T ))]
. (8.18)
On en déduit, ompte tenu du lemme 8.8,
[A(T )] C0 = [A(T )] ℓ (X(T )) γH(XΣ) (8.19)
=
b(T )
[H1(G,X(T ))]
[
H1(G,Pic(XΣ,L))
]
γH(XΣ) (8.20)
=
b(T )
[H1(G,X(T ))]
β(XΣ) γH(XΣ). (8.21)
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Dans le as arithmétique, le terme prinipal de la fontion zêta des hau-
teurs en s = 1 est don, d'après (8.9),
[
H1(G,X(T ))
]
α∗(XΣ)
1
[H1(G,X(T ))]
β(XΣ) γH(XΣ)
= α∗(XΣ) β(XΣ) γH(XΣ). (8.22)
8.4.3 Cas fontionnel
D'après la relation (3.15) du lemme 3.32, on a
[A(T )] [W(T )] = H1(G,Pic(XΣ,L)). (8.23)
Par le théorème d'Oesterlé (théorème 3.41) et la dénition (3.13) de τ(T ),
on a
ℓ(X(T )) =
b(T )
τ(T ) [CT ]
=
b(T ) [W(T )]
[CT ] [H1(G,X(T ))]
. (8.24)
On en déduit, ompte tenu du lemme 8.8,
[A(T )] C0 = [A(T )] ℓ (X(T )) γH(XΣ) (8.25)
=
b(T )
[CT ] [H1(G,X(T ))]
[
H1(G,Pic(XΣ,L))
]
γH(XΣ) (8.26)
=
b(T )
[CT ] [H1(G,X(T ))]
β(XΣ) γH(XΣ). (8.27)
Le terme prinipal de la fontion zêta des hauteurs en s = 1 est don,
d'après le lemme 8.7,
[
H1(G,X(T ))
]
[CT ]
1
b(T )
α∗(XΣ)
b(T )
[CT ] [H1(G,X(T ))]
β(XΣ) γH(XΣ)
= α∗(XΣ) β(XΣ) γH(XΣ). (8.28)
Cei ahève la démonstration du théorème 4.13.
A Appendie : le as où l'hypothèse 4.8 n'est
pas vériée
Dans le as fontionnel, nous indiquons à présent omment adapter e
qui préède au as où ertaines plaes de v ne vérient pas l'hypothèses 4.8.
Soit e un entier stritement positif divisibles par tous les ev.
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Ainsi, pour tout v ∈ PK , pour tout ϕ ∈ e PL(Σ)G et pour tout t ∈ T (Kv),
fv 〈ϕ , t〉Σ,v est entier
On peut don dénir un aouplement
He,v :
(
e PL(Σ)G
)
C
× × T (Kv) −→ C∗
(ψ, t) 7−→ 〈ψ , t〉 fvΣ,v
(1.1)
vériant
∀ϕ ∈ (e PL(Σ)G)
C
= PL(Σ)G
C
, ∀t ∈ T (Kv), Hv(ϕ, t) = He,v (q ϕ, t) .
(1.2)
Dans toute la suite, on identiera PL(Σ)G
C
à C
Σ(1)/G
non plus au moyen
de la base (Dα), mais de la base (eDα). On notera (s
′
α) l'élément de C
Σ(1)/G
orrespondant à un élément de s de PL(Σ)G
C
via ette identiation. Ainsi
on a sα = e s
′
α pour tout α ∈ Σ(1)/G.
Soit
P =
∑
(nα)∈NΣ(1)/G
a(nα)
∏
znαα (1.3)
une série formelle, et z un élément de
(
C
×
)Σ(1)/G
tel que la série dénissant
P (z) onverge absolument. Si on voit z omme un élément de
(
e PGΣ
)
C
×, on
a don
P (z) =
∑
(nα)∈NΣ(1)/G
a(nα)
〈
z ,
1
e
∑
nαD
∨
α
〉
(1.4)
Pour tout z ∈ (eX(T )G)
C
∗ tel que la série dénissant P (γ
C
×(z)) onverge
absolument, on a don
P (γ
C
×(z)) =
∑
(nα)∈N
Σ(1)/G
a(nα)
〈
z ,
1
e
∑
nαρα
〉
. (1.5)
La dénition de la ompatibilté est modiée omme suit : pour tout sous-
groupe M de 1
e
(
X(T )G
)∨
et tout (nα) ∈ NΣ(1)/G, le monme
∏
α∈Σ(1)/G
znαα est
dit M-ompatible si on a
γ∨
(
1
e
∑
nαD
∨
α
)
∈M, (1.6)
autrement dit si on a
1
e
∑
nα ρα ∈M. (1.7)
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On voit qu'un monme f est M-ompatible si et seulement s'il existe un
élément m de M vériant
∀z ∈ (eX(T )G)
C
∗ , f (γ
C
×(z)) = 〈z , m〉 (1.8)
soit enore
∀z ∈ X(T )G
C
×, f (γ
C
×(ze)) = 〈ze , m〉 . (1.9)
Par ailleurs pour tout α ∈ Σ(1)/G, le monme z e dαα est D0T -ompatible.
On peut vérier alors que tous les résultats de la sous-setion 5.4.3 (à par-
tir du lemme 5.21) et de la sous-setion 5.5.2 restent valable, en rempla  ;ant
dans les énonés et dénitions toutes les ourenes de Hv (respetivement
de χz pour z ∈ X(T )GU, respetivement de γU(z) pour z ∈ X(T )GU) par
He,v (respetivement χze , respetivement γU(z)) et toutes les ourenes des
expressions du type de rayon de onvergene supérieur à q a ave a ∈ R
par de rayon de onvergene supérieur à q
a
e
.
On obtient pout tout s ∈ T
(
R
Σ(1)/G
> 1
e
)
et tout χ ∈ (T (AK)/K(T ))∗
I1(s) =
∫
X(T )G
U
 ∫
T (K)∩T (AK)
H(−s, t)χz(t)ωT (t)
 dz. (1.10)
=
∫
X(T )G
U
 ∫
T (K)∩T (AK)
H(−s, t)χze(t)ωT (t)
 dz. (1.11)
=
∫
X(T )G
U
 ∏
α∈Σ(1)/G
ZKα
(
〈ze , dα ρα〉 q−dα e s′α
) f (γU(ze) q−s) dz
(1.12)
et
Iχ(s) =
∫
X(T )G
U
FH (χz χ,−s) dz (1.13)
=
∫
X(T )G
U
FH (χze χ,−s) dz (1.14)
=
∫
X(T )G
U
 ∏
α∈Σ(1)/G
LKα
(
χα, 〈ze , dα ρα〉 q−dα e s′α
) f (χ, γU(ze) q−s) dz.
(1.15)
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On peut alors adapter le raisonnement de la sous-setion 8.3.2. Pour Iχ,
le rle de la suite exate (7.1) est joué par la suite exate
0 −→ (π(e PGΣ ))∨ pi∨−→ 1e (PGΣ )∨ γ∨−→ 1e (X(T )G)∨ −→ 0 (1.16)
et pour I1, par la suite exate
0 −→ D0TNS
pi∨−→ DTPΣ
γ∨−→ D0T −→ 0. (1.17)
Comme dans le as déjà traité, on en déduit qu'il existe une fontion
admissible g de multipliité supérieure à zéro et vériant
g(0) = log q[Σ(1)/G]
(∏
α
dα
)
C0 (1.18)
telle que la fontion
s 7→ ζH(s+ ϕ0)− g(s)LD0TNS ,Λ∩D0TNS
(
q−s
)
(1.19)
est admissible de multipliité supérieure à 1− rg(Pic(XΣ)).
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fv, 13
fv, où f est un morphisme de tores
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f
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G-éventail, 63
G-module asque, 46
Ξ-fontion, 127
éventail, 61
ne dual, 60
ne polyédral rationnel, 61
as arithmétique, 12
as fontionnel, 12
orps de fontions, 12
orps des onstantes, 12
fontion admissible de multipliité
supérieure à −r, 133
hauteur d'Arakelov, 18
métrique v-adique, 17
métrique adélique, 17
métrique adélique standard, 18
monme, 95
morphisme type à l'inni, 94
résolution asque, 46
rayons d'un éventail, 61
série formelle, 95
tore algébrique, 20
tore algébrique quasi-déployé, 21
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