Ahstract-The big challenge of routing in opportunistic mobile networks, overlooked by most researchers, is to not only find any path to the destination, but a path that is stable and powerful enough to actually carry the message. Few attempts addressed this problem, all of them under controlled scenarios, avoiding the complexity of real-world connectivity. As a result of our comparison of selected networks under a wide variety of realistic scenarios, we have not only been able to identify and describe favorable traits of protocols, but also necessary relationship of successful MON protocols with QoS routing in wired networks.
I. INTRODUCTION
Although the problem of routing in opportunistic networks is getting a lot of attention, we have not still seen a robust and reliable solution. The reason being that challenges involved in opportunistic network routing are totally different than the traditional wired networks. We not only can design and plan the structure of wired networks but also have real time infor mation about the route changes in the network in the case part of a network fails. On the other hand, opportunistic networks (as the name suggests) cannot be designed or planned. They are implicitly created and evolved due to wireless devices that come in to each others radio range. These wireless devices then behave as data mules as well as routers. They make routing decisions to bring the messages to their respective destinations based on the local knowledge that they have obtained earlier from the network. In our view, the routing problem has two distinct steps. (i)to ensure connectivity to the destination(ii) to ensure that the given paths are reliable enough to deliver the message. The current trends in the field show that most of the protocols are tested on networks that are dense, predictable or aided by communication infrastructure [ll] , [2] . On the other hand, simulations are performed mostly on artificially generated networks where movement of the nodes is defined 1 Motivation comes from the notion of controlling floods from the river Nile by constructing darns and barrages across the river banks.
by a prescribed velocity in a random direction in a designated area. Our observation on the contrary, is that the opportunistic nature of these networks brings so much unpredictability to path structure that the shortest path existing at one point in time may either not turns out to be the shortest one or in the worse case, this path may even fail to exist in future. To ensure the connectivity to the destination, it is, therefore necessary to propagate mUltiple replicas of a message along several paths simultaneously. The replicas, on one hand increase the probability of the message delivery to the destination but also create congestion in the network, thereby reducing the delivery probability of other messages being propagated at the same time through common paths. This in turn, raises the reliability question, as given a path does exist to the desired destination but does not posses the capacity to deliver the amount of data in question. The lack of capacity may either be original characteristic of the path or arise from the current traffic trends. This paper presents a routing strategy that creates replicas in such a way that it not only increases the delivery probability but also keeps a check on congestion.
The network community has already faced the reliability challenge with regard to network traffic while ensuring real time multimedia streaming with the help of QoS. Traditionally, QoS is employed to provide better service to selected network traffic over various technologies. It is here imperative to mention that ensuring QoS in wired networks is relatively easy as traffic capacity and demand can be estimated to an accurate level because the capabilities and specification of routers are known and the traffic generated by the applications can be estimated accurately. We argue that we must couple QoS routing practices similar to those of wired networks, with the routing problem in opportunistic networks because storage and transmission capabilities of wireless devices in opportunistic networks can severely degrade if QoS aspects are fully ignored. In opportunistic networks, not only individual devices have highly variable capacities but also the traffic is less predictable. It is well known that wireless communication highly suffers from traffic congestion and in case of a bottle neck, path recalculation can be a resource expensive process.
As already stated, traffic congestion in opportunistic networks, not only create problems for those messages that are directly involved but it also reduces the delivery probability of those messages that are sharing the same path. It is therefore, even more necessary for opportunistic networks to have as accurate 978-1-4244-8513-0/11/$26.00 ©2011 IEEEas possible traffic metrics so that congestion can be avoided.
The delay encountered by the messages in opportunistic net works ranges from a few minutes to several days therefore obtaining traffic measures for participating devices is a huge challenge. It is easily understandable that the more accurate paths and traffic measures will lead to better message delivery.
Another issue with the path metric currently in use is the absence of inter-hop duration. There are several ex amples(discussed briefly in next section) where past contact frequency is used to estimate the future contact outcome. We present a novel protocol that we like to call Nile, where we construct paths not only with the help of contact frequency but also augment them with duration to reach destination as well as capacity i.e. traffic volume that is deliverable through that path.
II. RELATED WORK
Although flooding protocol is argued to be impractical due to the traffic volume it induce, it is mostly used as an upper performance bound. flooding is described as epidemic protocol by Vahdat and Becker [22] where every nodes exchanges its messages with every other node in its range. Though, notori ous for overhead, in the case of sparse opportunistic networks, Given the performance promised by epidemic routing, sev eral approaches have been proposed to reduce its overhead of redundant replication [14] , [25] , [18] . Small et al. [18] examine a number of different strategies to suppress redundant transmissions and clean up valuable buffer space after a message has been delivered with epidemic routing. One can introduce a timer associated with every epidemic message after which the node gets "cured" and the message is deleted from the networkl61. Zhang et al. 125J describe a system, where a message is forwarded to another node with some probability smaller than one (i.e. data is "gossiped" rather than flooded).
Other techniques used to control flooding include limiting the number of copies a node may forward, the time interval node must wait before retransmitting and number of hops a message may cover [6] . Finally, there are some strategies that try to use the inherent advantages associated with erasure coding techniques [23] , [13] , partitioning the messages to reduce the load on bandwidth and then routing all of them over same or different paths. Erasure coding has the potential to improve the delivery ratio of the messages as not all fragments have to reach the destination but it is hard to tune the code rate for general case, as it heavily depends on the network environment.
It is imperative to mention replication-less delivery methods [20] , also called "smart strategies" where the aim is to push the message closer to the destination with every hop. Each node has to decide in the given circumstances that whether the next encountered node can bring the message closer to destination or not. The simplest of them is Direct Transmission [17] where source of the message delivers the message directly to destination without intervention of any other node. This scheme, as expected, is used as maximum delay baseline for routing algorithms. Jain and Fall [9] have proposed several oracles with future insight that although are unrealistic yet can help to understand the nature of underlying networks. [20] argues that given infinite node buffers, a protocol using contact oracle performs as good as flooding.
This claim has been though contradicted in work by Islam and Waldcogel[8] arguing that oracle-based algorithms perform worse than flooding as the shortest path provided by the oracle may not be able to carry the message of a considerable size through to the destination. In other words, the minimum-delay or shortest path does not necessarily delivers the message to destination. We therefore need more intelligent, as well as, unpractical oracles that can give full assurance to deliver the message by providing a path that not only has big enough contacts duration as well as avoids the bottlenecks due to peripheral traffic.
In a mobile environment, where every mobile node is autonomous, it is not a simple task for every node to have such a picture of the whole network that it can ensure a message delivery based on that local knowledge. Although, all smart strategies utilize contact history information in their own way to predict the paths to the destination, there is no analysis available that shows prediction accuracy of these methods.
There are several aspects involved in history gathering that directly or indirectly affect the routing decision. These aspects include (i) way metrics are gathered or calculated from node encounters (ii) effect of transitivity on the gathered metrics (iii) age of the metrics. Juang et. al [10] and MaxProp [2] propose two practical ways of collecting contact history information that is used to maximize the utility function that in turn gets the next hop. MaxProp [2] , moreover also utilizes a fancy local message queuing method to give priority to messages that have better chance of being delivered. [14] has proposed to attach an aging factor with history information where recent history gets priority over the older history.
Although, simulation is a powerful tool to analyze any phenomena and its side effects that are either not in our control or hard to repeat, the reliability of the results gathered are highly dependent on environments and parameter used to simulate. In opportunistic networks, it is customary to create an artificial environment of designated area with assumptions for node speed/velocity, node coverage area [21] , [23] , [13] .
Despite of the fact that these variables can be tuned to In the case of a dense network, the improvement of routing protocols (from low to high bandwidth) has been good but in sparse networks, only flooding has been able to deliver 70+% of the messages otherwise performance of remaining strategies struggle to meet the satisfactory level [S] .
Motivated by these observations, we see Nile as a sound compromise between flooding and intelligent techniques, bor rowing the strong points of both of the methodologies. As already stated, single copy protocols have to be unrealistically intelligent to give acceptable outcome in sparse networks. In our opinion, a protocol may replicate aggressively in a sparse but resource-rich network and at the same time can restrict the replication in a dense network where replication will not ben efit. Moreover, there are many pivotal and unexplored aspects of opportunistic networks that replication-based algorithms can exploit to optimize the performance. In this work, we utilize the lessons learned from our previous protocol comparison work [S] for identifying and reducing overheads of flooding, resulting in a protocol that performs in all possible varieties of network conditions. It is not possible for a node to have a global picture of the opportunistic mobile network(as several oracles have), rather a node may only have have the local neighborhood information such as the current node density, local congestion, replicas present for a particular message and so on. As discussed earlier, it is imperative to replicate messages to obtain acceptable results in sparse networks but it is also important to control congestion in dense environments thus this raises the question of replication factor. In our opinion, it is desirable to keep replication approach very flexible and dynamic i.e. the extent of replication should not be fixed by the source at the time of birth of message. The nodes that act as middle hops between source and destination can replicate the message depending on the local traffic conditions. The node that is at the centre of a cluster must refrain from generating extra replica as compared to a node which has very few direct contact; i.e. at the boundary of the network. Congestion can also be controlled by prioritizing the messages depending on the TTL, proximity to the destination or message sizes. In our opinion, messages having low TTL, smaller size, or are closer to destination deserve the priority over their counterparts.
Another issue involving clustered opportunistic networks is that traffic between two cluster is always routed through the set of minimum delay links between the clusters. As long as volume of the messages is less than the threshold that such a inter-cluster link can transfer, this mechanism works fine. giving an opportunity to other paths that have not necessarily the minimum delay, to come in service. Such a mechanism plays very important role in the case of opportunistic mobile networks, where not only bandwidth is very scarce but also mobility. Pictorially in Fig I, when edge(9,16 ) has been carrying data to its limits, node 9 can preferably lowers the ranking of this link and routes the messages through the next available path containing links (4,13), (2, 10) . This way the load on the network is balanced thus increasing the messages As far as mobility model is concerned, our belief has gone even stronger that routing protocols must be tested on real life traces. In our opinion, protocol simulations are not supposed to be bounded with any particular mobility model, may it be dense, sparse, social, or infrastructure network. Instead, the routing strategy is supposed to be adopt according to given conditions given reasonable time. Intuitively, more mobile the network is, quickly an algorithm has the possibility to adapt as there will be quick information flow throughout the network.
A similar notion that mobility increases the capacity of the network, mobility increases the delivery probability of the messages has been shown presented in r51. On the other hand mobility can cause negative impact on the network stability by introducing intermittent connectivity [19] . Table I .
It is important to mention that the primary aim of the protocol is to find a reliable path to destination and high Moreover, there has been no data available for the connection variation therefore, we assume that the links have constant bandwidth when connected. Thus, link parameters can-and have to-be assumed secondary. A detailed discussion of the simulation configuration can be found in [7] .
V. NILE
Nile is basically a proactive routing protocol where each net work node maintains a delay augmented routing table that in turn is used to control the replica propagation of the messages.
Nile constructs these routing tables throughout the network using direct encounters to disseminate the contact information (similar idea is presented by Marina and Das [15] 
A. Algorithm Description

B. Congestion Handling
The critical measure to keep congestion in check is to con trol the number of replicas a node creates. One simple measure to restrict this number is to push replica on disjoint paths.
The idea is to propagate replicas on those non-overlapping paths that are not congested at the moment, specially in dense clusters. To check whether two paths are disjoint, Nile employs cosine measure similarity. Literature shows that cosine mea sure similarity has been used to estimate the similarity between two documents [24] and we have adapted the problem at hand to use this measure in the following way. For each next hop that has a path to destination, Nile forms vectors consisting of fXZ as elements where Z may be any node on the path.
Formally, a vector for message M at node X is calculated as, where D M is the destination. A next hop vector will be removed from the candidate list If the CosVectSimilarity is higher than 1 -7) xD, where 7 ) XD is the congestion indicator on the path. This implies, a congested path will only be placed in the candidate list, if its highly disjoint than all the earlier paths selected. Conversely, a non disjoint path may only be selected only if it is not experiencing congestion. As discussed previously, Nile may select a congested path provided its disjoint(er) than others paths. To avoid the un necessary adverse affect of disjoint estimation, Nile further tries to tune the replication factor by maintaining primary and secondary candidate node lists for any message M. The ratio between the size of these two lists is represent by r M in Algorithm 1. A node will try to produce a replica for only those paths that are available in primary list. If a node X encounters a secondary list node carrying the message M, X will reduce the size of its primary list. This way, Nile uses an abstract local node density criteria to reduce the replication factor. It can be imagined as an overlay network of all the nodes that are on the route to a particular destination and Nile keeps on pruning this overlay network provided, nodes are able to see the disagreements between their primary and secondary lists, related to a message M. Whenever a message is able to be replicated in the undesired region of neighborhood of a particular device, that device reduces its capability of replicating that message by a factor of 1M . In our simulation we have used we have used the initial ratio of 1.8 (denoted by 1M) between primary and secondary paths and rate of change 1M is set to 1.5 for the results presented in this paper.
VI. RESULTS DISCUSSION
Every history algorithm compared in this study has been of protocol and overall performance of Nile, combined with the ability to be further fine-tuned to specific environments, in our opinion makes it the prime choice for any mobile opportunistic network.
