Human tracking is the process of locating moving objects (human) over time using camera. It has wide number of applications like security and surveillance, traffic control, video editing, medical imaging etc. It can be a time consuming process due to the large amount of data contained in video. The objective of human tracking is to associate target objects in consecutive video frames. To initiate human tracking an algorithm analyzes video frames and outputs the movement of targets between the frames. There are a number of algorithms each having its own strengths and weakness. Considering the intended use is important when choosing the algorithm. This paper proposes particle filter based methods for human tracking, addressing two major issues such as variations of distance measurement (similarity measure) and Re-Sampling algorithms.
INTRODUCTION
Object tracking is an important task in the field of computer vision. It generates the path traced by a specified object by locating its position in each frame of the video sequence. The use of object tracking is apt in many vision applications such as automated surveillance, video indexing, vehicle navigation, motion based recognition, security and defence areas. Real time object tracking in video is a challenging task because of the large amount of computation data used [1] . Occlusion and noise are generally the biggest problems in any target tracking implementation. Robustness in tracking algorithms is a measure of how well the tracking continues and when it loses the target. In this paper, the implementation and performance analysis of particle filter for the problem of tracking applied on number of identifiable human objects being in motion is shown.
PARTICLE FILTER
Particle filtering has emerged recently in the domain of computer vision. The advantage of particle filter over other types of filters is that it allows for a state space representation of any kind of distribution. It also allows for non-linear, nonGaussian models and processes. Particle Filter is concerned with the issue of tracking single or multiple identifiable objects. It is a conjecture tracking system that is expected to explain certain observations, that approximates the filtered further back in positions distribution by a set of weighted particles. It weights the particles based on the likelihood score and propagates them according to the motion model used [1, 2, 3] .
The two major problems addressed here to check the performance of the algorithms. The first problem addressed is the variation of different distance measures to compute the best match point. The second problem addressed is about various re-sampling methods to select and re-generate the particles which are used to keep track of the object perfectly.
DISTANCE MEASURES
One of the most important problem that arise throughout the world of sciences is that of deciding whether two statistical distributions are same or they differ. The process of measurement in image processing is based on the similarity of histograms. The target histogram is compared with that of other candidate histograms which are extracted from previous frame and the most similar one is chosen. The similarity measure is computed over the entire particle set. The rapport suggesting the similarity of characteristics between all pairs of particles is considered based on their distances. The similarity measure between target model and candidate model is computed by applying distance measures. The results generated by using different distance measures [4] are then compared.
In particle filter tracking, the histogram for the neighbourhood of each particle is computed. The reference histogram and target histogram are compared using suitable distance measure and arrive at the similarity score for each particle. Various Distance Measures are applied to calculate the similarity score for each particle. For each, measure a match score is computed by iteratively comparing the histograms of particles in reference image and target image.
The different distance measures used in our work are given in [4] [5] [6] [7] [8] [9] .
Co-relation distance
The correlation coefficient technique is adopted to reveal similarities among numerous distance/similarity measures. If the value gets close to 1, it represents a good fit. i.e. two distances measures are semantically similar. As the fit gets worse, the correlation coefficient approaches zero.
The value of "d" lies between 0 and 1 and for a perfect match, value of "d" is close to 1.
Chi-Square distance
The Euclidean distance between the components of the profiles of sample points, on which a weighting is defined (each term has a weight), is called the chi-square distance.
The value of "d" lies between 0 and 1 and for a perfect match, value of "d" is close to 0.
Bhattacharya distance
In statistics, the Bhattacharyya distance measures the similarity of two discrete or continuous probability distributions. The Bhattacharyya coefficient is an approximate measurement of the amount of overlap between two statistical samples. The coefficient can be used to determine the relative closeness of the two samples being considered.
Intersection distance
The intersection between two probability distribution function (pdf s ) is widely used form of similarity. It shows the nonoverlaps between two pdf s is defined.
Minkowski form distance
Minkowski distance is the generalized form of city block distance coined by late Hermann Minkowski and Euclidean distance derived from Pythagorean Theorem.
Swain and Ballard
Kullback-Leibler(kl) divergence
Jeffrey-divergence
Jeffrey divergence is the symmetric version of Kullback Leibler distance with respect to both q and p. The value of "d" lies between 0 and 1 and for a perfect match, value of "d" is close to 0.
Quadratic distance
The value obtained from the distance measure for every particle set is called the score. They are used to represent and predict the next match point.
RE-SAMPLING
Re-Sampling is used to select and re-generate the particles around the target location to keep the tracking process intact. In the set of particles under consideration, there may be few particles that move in the wrong direction. After a few iterations those particles will not contain any information about the target location. This will result in the few of particles having weights close to 0 and the rest of the particles having weights nearing 1. Because those few particles have weights close to 1, they are not enough to detect the movement of target, so algorithm may lose track of the target quickly. This is called particle degeneracy. In order to avoid this effect, the particles needs to be re-sampled at time t from the particle set, at time t+∂t with replacement of particles having low weights. The new particle set may contain multiple copies of particles with high weights whereas particles with low weights are likely to be discarded form the set. This can be done by selecting particles according to their weights [10] [11] [12] [13] .
The Re-Sampling step replaces the weighted density particle P m to an un-weighted density particle P′ m by eliminating the particles having low importance weights and by replicating those particles having high importance weights.
More formally
Is replaced by
Where m i is the number of copies of particle and x i is the new set of particles {x* y }. There are different methods to generate the new set of particles {x* y }. In particle filter approach, four Re-Sampling algorithms can be used. Given a system of weighted particles, (x i ,ω i ), there are several ways of drawing a sample according to those weights.
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The different Re-sampling methods are:
a. Multinomial Re-sampling This is the simplest approach of Re-Sampling. It is based on the idea of drawing conditionally new positions independently from a certain common point distribution. Then N ordered uniform random numbers are generated and those numbers are used to select {x * y } particles according to the binomial distribution.
b.
Stratified Re-sampling
In this approach of Re-Sampling, the weights are first added to get the weighted sum; it is then divided into equal pieces and is uniformly sampled on each piece. The points with large weights are sampled at least once and those particles with small weights are sampled at only once.
c. Systematic Re-sampling
In this approach of Re-Sampling, the procedure is similar to stratified re-sampling except that same uniform weights are used for each piece.
d. Residual Re-sampling
Residual Re-Sampling is also called Remainder Re-Sampling.
In residual Re-Sampling the number of replicated particles is calculated first by truncation or rounding of the product w(m)M. In the case of truncation, the number of particles produced is generally less than M. So it is required to process the left over particles(residues) in order to compensate for the total number of particles.
COMPARASION OF DISTANCE MEASURES
The distance measures mentioned in Section 3 are applied to an image set. The output of distance measure is a score. The score reveals the similarity between the selected targets. The table below gives the following details, for each distance measure the score value is computed, this is done by iteratively computing the histograms of reference image and the search image and applying the distance measure to the obtained values. The similarity between the particles can be considered with those having highest score for some of the distances and those with lowest score for other measures, mentioned in Section 3.
Scores are computed for all the particles generated in the subsequent frames. For each particle, corresponding score and its position is indexed. Consequently only the particles with high importance score are selected and their index is used for Re-Sampling. iii.
Calculate the histogram for all the particles and compute the match score by comparing with the reference histogram.
iv.
Compute the Weights for each particle based on match score.
v. Normalize the weights {w t j }:
vi.
Select the location of a target as a particle with best match score vii. A collection of samples, from which the approximate posterior distribution is computed.
viii. The mean is computed using the collection of selected samples (particles)
ix. Re-sample the particles for next iteration. Multiply/discard samples x t (j) with high/low importance weight w t−1 (j) in order to obtain N new random samples approximately distributed according to the model.
x. Set t = t + 1 and return to step 2. 
Block diagram

Validation of the Algorithm
For tracking algorithm to be practically useful, they must be accurate, precise & robust (adaptable to different degrees of failure) and flexible (applicable to different situations). The accuracy of a tracking is the degree of closeness of measurements of the match value to that of the actual value. The template image and the matched image windows are checked for accuracy. The common feature points are called inliers and features present in only one of the two images are called outliers. Few approaches to validation have been used. Validation of the algorithm can be achieved by using accuracy analysis methods.
For each of the methods:
Input: Two Matched Images
Output: The Accuracy of Match ii. Find if there exists a similar point in an area of 3X3 around the corresponding point in B.
iii. Find the total number of match positions, find the accuracy.
iv. 
Implementation details
The proposed approach is implemented on Windows 7 in Microsoft Visual Studio platform using VC++ language for programming.
CONCLUSION AND FUTURE WORK
Particle filter based tracking is used to track human in indoor or outdoor environment. Particle filter algorithm is a popular substitute for the many of the filters like Kalman filter in presence of non-Guassianity of noise statistics and non-linearity of the relationships between consecutive states. The algorithm shows satisfactory results. In previous methods the algorithm uses simple distance measures and re-sampling functions for tracking but failed in certain complex situations. The parameters of the algorithm has been varied to see its functionality and its output in different cases i.e. by varying the distance measure to find out the best possible scores, nearest match points and better re-sampling methods to retain the particles. The algorithm can be further optimized to show more robustness and accuracy in tracking by integrating the model with multiple features.
