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Abst ract - -A  general approach to solving a wide class of optimization problems with fuzzy coeffi- 
cients in objective functions and constraints i described. It is based on a modification of traditional 
mathematical programming methods and consists in formulating and solving one and the same prob- 
lem within the framework of interrelated models with constructing equivalent analogs with fuzzy 
coefficients in objective function alone. This approach allows one to maximally cut off dominated 
alternatives from below as well as from above. The subsequent contraction of the decision uncer- 
tainty region is associated with reduction of the problem to multicriteria decision making in a fuzzy 
environment. The approach is applied within the context of fuzzy discrete optimization models, that  
is based on a modification of discrete optimization algorithms. The results of the paper are of a 
universal character and are already being used to solve problems of the design and control of power 
systems and subsystems. (~) 1999 Elsevier Science Ltd. All rights reserved. 
Keywords - -D isc re te  optimization, Fuzzy coefficients, Nonfuzzy analog, Multicriteria selection of 
alternatives in fuzzy environment. 
I .  INTRODUCTION 
In the general case, direct determination of the discrete solution to problems of discrete nature 
is necessary. This is associated with the fact that even though at the cost of ignoring parameter 
discreteness, with corresponding smoothing of the functions, it is possible to replace the actual 
objective function by a convex function defined on a convex region, with such an approach the 
danger always exists that the objective function will be distorted (with a deviation from the 
optimum) or that the constraints will be violated [1]. 
Furthermore, the procedure of going from an initial discrete model to its convex analog is 
associated with considerable "coarsening" of it that quite often makes vapid the essence of a 
solved problem (for example, [2]). In this connection, the ability to solve discrete problems 
by discrete methods also makes it possible in the course of the solution to take into account 
detailed situations, to reflect individual forms of initial data reliably, thereby, to obtain better- 
founded solutions (solutions within the framework of more adequate models). What is more, 
with orientation to discrete methods it is possible to pose and solve problems of combinatorial 
or alternative nature (for instance, [3]) which had previously not been considered. 
Theoretical and experimental evaluations (for example, [4,5]) have revealed essential draw- 
backs and limitations of exact methods (cutting-plane and combinatorial methods, dynamic and 
bivalent programming, etc.) of discrete programming. Moreover, estimates of computational 
complexity in solving discrete problems based on the theory of computational intractability [6] 
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indicate that the NP-completeness of these problems does not permit one to develop general 
exact methods of solution with polynomial dependence on the dimension of them. Thus, the 
use of exact methods gives rise to fundamental computational difficulties which cannot be over- 
come merely by employing high-speed computers. In this connection, the development and use 
of approximate methods are the main direction in evolution of discrete programming [5]. 
Taking the above into account, generalized algorithms for solving problems of discrete pro- 
gramming have been proposed in [1,2,7]. These algorithms are associated with the method of 
normalized functions [8], are based on a combination of formal and informal procedures, and 
belong to the class of greedy algorithms 19]. Generally, the greedy algorithms provide the best 
heuristic among possible heuristics with a priori estimates and can be the basis of fully poly- 
nomial approximate approaches [5,9]. That is why the algorithms of [1,2,7] allow one to obtain 
quasioptimal solutions after a small number of steps, thus overcoming the NP-completeness of 
discrete optimization problems. These algorithms do not require the objective functions and 
constraints to be in analytical form. They may be tabular or algorithmic, ensuring flexibility and 
the possibility to solve complex problems for which adequate analytical descriptions are difficult 
and to combine processes of optimization and identification of nonstationary elements of the 
corresponding models. In particular, these algorithms have served as a basis for solving a broad 
class of power engineering problems (for example, [1,3,7]). 
At the same time, in the process of posing and solving a wide range of optimization problems 
related to the design and control of complex systems, one inevitably encounters different kinds of 
uncertainty. This pertains to manifestations of the uncertainty factor that are caused by [10,11]: 
the infeasibility or inexpediency of obtaining sufficient information of the necessary degree of 
reliability; the lack of reliable predictions of the characteristics and behavior of complex systems 
that reflect heir response to external and internal actions; poorly defined goals and restrictions 
in design and control; the infeasibility of formalizing a number of factors and criteria and the 
need to take into account qualitative (semantic) information, etc. This should be considered as 
a natural and unavoidable part of complex systems. 
Taking into account he uncertainty factor in shaping the models of complex systems erves 
as a means for increasing the adequacy of these models and, as a result, their credibility and the 
factual effectiveness of decisions that are based on their analysis. 
At present, many investigators have doubts about the validity or, at least, the expediency of 
including the uncertainty factor within the framework of models that are shaped by traditional 
approaches. In general, these approaches do not ensure an adequate or sufficiently rational 
consideration of the uncertainty factor throughout the entire spectrum of its manifestations. 
Giving up the traditional approaches tothe construction ofmodels and the application of fuzziness 
concept [12] to the studied systems may play a significant role in overcoming the difficulties that 
have been created. Use of this concept offers several advantages of both fundamental nature 
(for example, associated with the possibility of valid obtaining more effective, less "cautious" 
solutions) and computational character, considered in [10,11]. 
At the same time, when using the theory of fuzzy sets, certain fundamental problems [11,13] 
arise in the comparison of alternatives in a fuzzy environment, he analysis of constraints con- 
taining fuzzy coefficients, the development of fundamental principles and concrete methods of 
solving corresponding optimization problems. Below we discuss some approaches to resolving 
these problems and describe possible ways of implementing them. However, the general goal of 
the present paper is to describe the general approach to solving a wide class of fuzzy optimization 
problems while applying the approach specifically to fuzzy discrete programming models. 
2. FORMULATION OF  PROBLEM 
From the variety of discrete optimization models we can distinguish two extensive classes. The 
first class is associated with the general problem of discrete programming, including the problems 
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of integer, Boolean, and discrete programming proper. The problems of discrete programming 
may be reduced to integer or, in the general case, to Boolean models. However, such a reduction 
increases the dimension of problems by a substantial factor as regards the number of variables 
and the number of constraints [1]. 
The second class of the models is associated with problems of combinatorial type which are the 
most difficult from the computational standpoint [5]. At the same time, many of them may be 
reduced to integer or Boolean models (sufficient conditions of reducing optimization problems of 
the combinatorial type to these models are defined in [14]), sometimes by accepting considerable 
assumptions, harp increasing dimension of the model and losing the possibility of effective con- 
sideration of combinatorial properties of the initial problems. In this connection, when solving a 
discrete optimization problem, it is important hat its formulation and corresponding algorithms 
should exploit those properties and peculiarities of the problem which will promote its effective 
solution. 
Taking the above into account, the desirability of allowing for constraints on the discreteness 
of variables in the form of discrete sequences 
xs~,a,~, f~si,..., s~ = 1,... ,ri, (1) 
has been validated in [1]; here as,, f~s~,.. •are technical and/or economic haracteristics required 
for formation of the objective functions, constraints, and their increments that correspond to 
the S th standard value of the variable xi. 
It is expedient to use discrete sequences of the type (1) because the characteristics a ,, ~8,,... 
cannot always be fitted closely to analytical relationships in terms of xs~, but in discrete sequences 
of the type (1) these characteristics may be taken as exact. Besides, the flexible formalization of 
the combinatorial type problems is possible on the basis of the discrete sequences because they 
can be different for different variables. 
With respect o the expediency of using discrete sequences, the maximization problem may be 
formulated as follows. 
Assume we are given discrete sequences ofthe type (1) (increasing or decreasing, depending on 
the formulation of the problem). From these discrete sequences it is necessary to choose standard 
parameters that the objective 
maximize F(xsl, a,1, f~8~,..-,..., x,. ,  as.,  j3s~,... ) (2) 
is met while satisfying the constraints 
 j(XSl, a81, , . . . ,  c j = 1, . . . ,m. (3) 
The objective function (2) and constraints (3) include fuzzy coefficients (fuzzy sets), as indi- 
cated by the ~ symbol. 
Given the maximization problem (1)-(3) considered above, we can formulate a problem of 
minimization: 
minimize F(xs,, as,, & l , . . . , , . - ,  x,. ,  as~, &~,. . .  ), (4) 
while satisfying the constraints of the type (3). 
The framework of the models (1)-(3) and (1), (4), (3) accommodates many practical problems 
involving problems whose formulation and solution with deterministic information have been 
considered in [1,3,7], for example. 
3. CONSIDERATION OF  CONSTRAINTS WITH 
FUZZY COEFF IC IENTS 
The basic question which arises when solving optimization problems under conditions of un- 
certainty is how to consider the different nature of the constraints and primarily the functional 
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constraints. For simplicity we shall consider one constraint of the following form: 
c (5) 
i= l  
where .4~, i = 1,... ,n, and J9 are fuzzy coefficients with membership functions iZAi(ai), i = 
1,... ,  n, and #B(b), respectively. 
A possible approach to analysing constraints of the form (5) is proposed in [15]. This approach 
involves approximate r placement of each of the constraints of the form (5) by a finite set of 
deterministic (nonfuzzy) constraints, represented in the form of inequalities; these can be for- 
mulated readily, but with a considerable increase in the dimension of the problem being solved. 
However, when using the algorithms of [1,2,7], this fact does not give rise to any difficulties, since 
the finite set of deterministic constraints at each step of the optimization is "rolled up" into a 
single inequality. Moreover, the principle of explicit domination, realized using the method of 
normalized functions [2,8], substantially reduces the dimensionality of the resulting equivalent 
nonfuzzy analog before solution of the problem commences. 
When a number of conditions are satisfied (in particular, with regard to the convexity of the 
fuzzy coefficients .4~, i = 1,.. . ,  n, and/~ [15]), and we assume the possibility of ordering 
0 ( Crl < . . .  < o'k < "" < ag < min~ rain sup#A,(a~),sup#B(b)~ 
- - ( l< i<n J ' 
then the constraint (5) can be changed approximately to the following system of deterministic 
constraints: 
n 
Z S~x'  C S~ ~, k = 1, . . . ,g ,  (6) 
i= l  
where S~ and S~ k, k = 1, . . . ,K ,  are sets of the ak-level, respectively, of .4~, i = 1,. . . ,n,  
and /~. For example, the set S~ k of the ak-level of the fuzzy set /} is defined [12,15,16] as 
S~ k = {b [ b E B A #8(b) _> ak}; it is illustrated in Figure 1. 
Ok ............... i 
Figure 1. The set S~ k of ak-level. 
Naturally, the accuracy of approximation (6) is readily adjusted by varying the value of K. 
Taking into account he definition of the set of the ak-level, we can write from (6) 
x, C 
i----1 
k = 1,. . .K, 
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whence we obtain 
n 
Ea~:x i  < b~ ~, k= 1,. . . ,K, and (7) 
i----1 
n 
E a~:x' > b~ h, k = 1,. . . ,g .  (8 / 
i= l  
This allows us to solve concrete problems in which we may encounter constraints with inequalities 
in either direction. 
We shall consider how, using the principle of explicit domination, we can reduce the dimension 
of the set of inequalities, for example, (7). As a result of normalization, carried out in accordance 
with the expression 
h~=a~--akb, k=l , .  . . . .  ,K, i=1 ,  .,n, 
bi2 
we can change to set of constraints 
n 
Eh~xi  <- b, k = 1, . . . ,g ,  
i= l  
where b is a normalized factor Can arbitrary positive number). 
If, as a result of analyzing the last set of constraints with h~ k >_ 0, it turns out that 
h i "<h~ ~, p~q,  i= l , . . . ,n ,  (9) 
the qth constraint, for .a purposeful increase in the variables x~, i = 1,. . . ,  n, is disturbed earlier 
than the pth constraint. In this connection the pth constraint can be eliminated from further 
consideration. 
Thus, as regards a problem with constraints containing fuzzy coefficients, one can obtain an 
equivalent nonfuzzy analog whose dimension is reduced by using the principle of explicit dom- 
ination. Furthermore, solving problems containing fuzzy coefficients in the objective functions 
alone is possible by a modification of traditional mathematical programming methods [2,17]. 
4. SOLUTION ALGORITHMS 
Taking the above into account, the constraints with fuzzy coefficients (3) may be reduced, on 
the basis of (7), to the set of nonfuzzy constraints of the following form: 
gj(xsl,Otsa,~sl,... , .,xs,,Ws,,,j3,,~,...) _<bj, j = 1,. . . ,d.  (10) 
It is natural, in the general case, for the dimension d of this set to be equal to or larger 
than m in (3). In like manner, on the basis of (8), we may go from the constraints with fuzzy 
coefficients (3) to the set of nonfuzzy constraints 
gj(Ssl,as,,13,1,...,... ,Xs,,as,~,~,,,... ) >_ bj, j = 1,... ,d. (11) 
Thus, we change from the problem (1)-(3) or (1), (4), (3) containing fuzzy coefficients in the 
objective function and constraints to the problem (1), (2), (10) or (1), (4), (11) containing fuzzy 
coefficients in the objective function alone. 
The algorithm of solving the maximization problem (1), (2), (10) can be written as follows on 
the basis of the results of [1,2,7,18]. 
1. To determine what movement is possible within the feasible region, the components of the 
constraint increment vector {AG~ t) } are evaluated: 
nc ') = m AgJ ), i I% j = 1,...,d, (12) 
3 
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where t is the index number of the optimization step; i(t) is the set of variables at the t th 
step, which, at their present values, satisfy all constraints. 
In (12), Ag~t~ ) is the increment in the jth constraint when ,.s,~(t) undergoes a step change 
from the current level s~ to the next level s~ + 1 while all the other ~(t) k ~ i, remain at 
their current levels sk: 
= L~3\ 31 '  81 '  " ' ' ' ' ' ' ' ' ° s4+l '  S I+ I '~s4+I~' ' '~ ' ' '~  S~ S~,~'an) 
[x(t) c~(t) r~(t) x(t) c~(t) (~(t) x(t) c~(t) (~(t) )] b 
- -g J \  s l '  s l '~sa ' " '~ ' " '  s4' s i '~"s~," ' " ' "  s. ,  s~,~'s~,""  b~t_l), 
j = l , . . . ,d ,  i E I (t). 
In evaluating AgJt i) we have made use of the normalizing factor b (an arbitrary positive 
number) which may be considered as unit resource. For the first step (t = 1) we have 
i E In (In is the initial set of variables); b~ t-l) = b~ °) = bj. 
2. We refine the set I (t) of variables on which optimization is possible at the t th step: 
i ( t )=  { i lAG l t )  <_b, iE I ( t )} .  (13) 
3. We make a check for nonemptiness of the set I (t). If I (t) ~ O, then go to operation 4; 
otherwise go to operation 12. 
4. The components of the increment vector of the objective function {AF (t) } are calculated 
as  
x(t) .(t) ) 
$1 ' el ~l"Sz ~ ' ' ' ' ' * ' '  s i+ l~ s i -F l ' / " s i+ l ' ' ' ' ' ' ' ' '  sn '  sn '~sn~' ' "  
_ . . . .  .(t)A(,) ) z(') 
$1 ~ $1  ~ " " ~ } $4  ~ 84  ' t '~$ i  ' ° " ° ~ " " , 8 n 1 S i t  ~ t~$n ' * ' " ¢ 
(14) 
5. We refine the set I (t) of variables on which optimization is possible at the t th step: 
I (t) = {i I AF ( t )>0,  i E I ( t )} .  (15) 
6. We make a check for nonemptiness of the set I (0. If I (t) ~ O, then go to operation 7; 
otherwise go to operation 12. 
7. The components of the vector {~(t)} are calculated as 
~(t) = AF  (t) i e I (0. (16) 
AG~t) ' 
8. The index i = it of the most promising variable to be incremented is determined from 
~(t) = max,( t ) ,  i e I (t). (17) 
I t  
9. We recalculate the current values of the quantities 
{ ~(t) if i ~ it, i E I (t), x(t) = .~,4, (18) "~ x (t) if i = it, 
s~+l '  
b~ t) b~ t-l) _ (t)b~ t-l) 
= -zagJt '  b ' j= l , . . . ,d .  
10. We refine the set i(t): 
i ( t )=  { i l s i<r i  ' i E l ( t )} ,  (19) 
taking into account hat in (1) si = 1, . . . ,  ri. 
11. We make a check for nonemptiness of the set I (t). If I (t) ~ O, then go to operation 1, 
taking t = t + 1; otherwise go to operation 12. 
12. The calculations are completed because the solution is obtained. 
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The execution of operation 1 of the algorithm in accordance with (12) provides determination 
of the most "dangerous" constraint (or the most scarce type of the resource b~. t), j = 1, . . . ,  d) for 
every variable at the given optimization step. In essence, execution of operation 1 permits one 
to construct he following convolution of the set of constraints (10), presented in the normalized 
form: 
Z ') -< b. 
iEI(t) 
Thus, at each step of optimization we obtain an increment of that gt th variable which maximizes 
the increment of the objective function per unit normalized resource b (features of execution 
of (16) and (17) will be discussed below). 
The refinements of the set I (t) (13) and (15) are associated with revealing and excluding such 
variables which lead to violation of the constraints (10) or to decreasing the objective function (2), 
respectively. 
The problem of minimization (1), (4), (11) is more difficult than the problem of maximiza- 
tion [1,7]. In maximization we cease changing the variable x~ when at least one of the con- 
straints (10) is violated during operation (13). In the case of minimization the optimization is 
completed on any variable at the instant when all constraints (11) are obeyed. On the other 
hand, there is in the case of maximization usually only one "deficient" constraint at operation 12 
during each step requiring particular attention, while in minimization we have to pay attention to 
each constraint because the optimization process cannot be completed until all constraints (11) 
have been obeyed. In other words, we must give attention to all the constraints (11) or to the 
total expenditure of all normalized types of resources. 
It is assumed that the initial constraints (11) are already normalized and have the following 
form: 
gjo) (zsl, as1, #,1, . . - , . . . ,  z,~, a, . ,  ~s., . . .  ) 
b 
= gj ( z , l ,a ,~,~s , , . . . , . . .  ,~,. ,  ~ ,~,~)  ~ >_ bj, j = 1,.. .  ,d. 
Taking this into account, the algorithm of solving the minimization problem (1), (4), (11) can 
be written as follows on the basis of the results of [1,7,18]. 
1. The components of the constraint increment vector {AG~ t) } are evaluated: 
AG~ ') = ~ AgJti ), i E I(t), j E J(t). (20) 
J 
In (20) 
{x(t) a(t) act) ~,(t) c~Ct) act) xCt) c~(t) f~(t) ) 
{x(t) ~(t) f~(t) x(t) a(t) N(t) x(t' or(t)f~(`) )]b~ `-1) 
j E j(t), i E I (t), 
where j(t) is the set of the constraints (11) at the t th step. For the first step (t = 1) we 
have j E Jd (Jd is the initial set of constraints); i E In. 
2. The components of the increment vector of the objective function {AF(t)}, i E I (t) are 
calculated in accordance with (14). 
3. The components of the vector {Vi(t)}, i E I (t) are calculated in accordance with (16). 
4. The index i = ~t of the most promising variable to be incremented is determined from 
~(t) = rain ~i(t), i E I (t). (21) 
tt i 
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5. We recalculate the current values of the quantities ~s~(t), i E I (t) in accordance with (18) 
and 
-- - zagjl ` b~t-1), j E 
6. We refine the set fit): 
j(t) = r lj I b;) > o, j (22) 
7. We make a check for nonemptiness of the set j(t). If j(t) ~ 0, then go to operation 8; 
otherwise go to operation 11. 
8. We refine the set I (t) in accordance with the condition (19). 
9. We make a check for nonemptiness of the set I (t). If I (0 ~ 0, then go to operation 1, 
taking t := t + 1; otherwise go to operation 10. 
10. The calculations are completed because the problem has no solution. 
11. The calculations are completed because the solution is obtained. 
The execution of operation 1of the algorithm in accordance with (20) provides the convolution 
of the set of constraints (11) at the given optimization step. In this connection, at each step 
of optimization we obtain an increment of that ~h variable which minimizes the increment of 
the objective function per unit total expenditure of normalized resources (features of execution 
of (21) will be discussed below). 
The refinement of the set j(t) (22) is associated with revealing and excluding such con- 
straints (11) which are already satisfied. 
The algorithm has no operation similar to operation 5 of the algorithm of solving the max- 
imization problem. However, this does not narrow a field of its applications because prior to 
using the algorithm it is possible to carry out simple minimization of the objective function (4) 
without considering the constraints (11). Clearly, this minimization is based on comparison of 
alternatives in a fuzzy environment that will be considered below. 
The algorithm is associated with the fundamental gorithm of minimization of [1,7,18]. How- 
ever, there are no obstacles to modifying so-called "duplicate" algorithms of [1,7] based on the 
fundamental gorithm in the result of qualitative analysis of substantial statement of the deter- 
ministic problem to solve the problem (1), (4), (11). 
5. OPERATIONS WITH FUZZY NUMBERS 
When characterizing the algorithms given above, it is necessary to point out that the execution 
of algebraic operations on fuzzy numbers by means of the expression (14) and (16) is accomplished 
on the basis of algorithms given in [16], which in turn take into account he results of [19]. 
The comparison of alternatives on the basis of (17) and (21) (in essence, the comparison or 
ranking of fuzzy numbers ~(t), i E I (t) on the basis of magnitude in order to choose the largest or 
smallest) can be done using the idea of a membership function of a generalized preference r lation 
introduced by Orlovsky [20,21]. If the membership functions corresponding to the relative (as 
in (17) and (21)) or natural (in the case indicated above of minimizing the objective function (4) 
without considering the constraints (11)) values I71 and 172 of the objective function are denoted by 
#(Yl) and/z(y2), the quantity r/{/z(yl), #(Y2)} is the degree to which the preference #(Yl) ~/~(Y2) 
is achieved, while r/{#(y2),/~(Yl)} is the degree of preference #(Y2) ~/~(Yl). Then the membership 
functions of the generalized preference relations r/{#(yl),/z(y2)} and r/{#(y2),#(yl)} take the 
following form: 
r/{#(yl),/~(y2)}---- sup min{#(yl),#(y2),~R(yl,Y2)}, (23) 
yl ,y2 E Y 
r/{#(y2),#(yl)} = sup min{#(y2),#(yl),#R(y2, Yt)}, (24) 
Yl ,Y2 EY 
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where #n(Yl, Y2) and #n(y2, yl) are the membership functions of the corresponding fuzzy prefer- 
ence relations. The relations (23) and (24) agree with the general Baldwin-Guild fuzzy number 
ranking index [22]. 
If Y is the numerical axis on which the values of the maximized objective function are plotted, 
and R is the natural order (>_) along Y, then (23) and (24) reduce to the following expressions: 
~}{#(Yl),#(Y2)} = sup min{#(yl),#(y2)}, (25) 
yl ,y2EY 
Yl ~_ Y2 
~{/£(y2),,(yl)}= sup min{#(yl) ,  #(y2)}, (26) 
Yl,Y2EY 
Y2~Yl 
which agree with the Baas-Kwakernaak [23] and one of the Dubois-Prade [24] fuzzy number 
ranking indices. 
In the case of minimizing the objective function, (25) and (26) are written for regions yl _< y2 
and Y2 <_ Yl, respectively. 
On the basis of the relations between ~7{P(Yl), #(Y2)} and T/{p(y2), #(Yl)}, calculated using (25) 
and (26), it is possible to judge the preference (and the degree of preference) of any of the 
alternatives compared. Utilization of this approach seems justified. However, experience shows 
that in many cases the membership functions of the alternatives #(Yl) and #(Y2) compared (for 
example, in problems of power engineering [7,18]) form fiat apices, i.e., they are so-called fiat 
fuzzy numbers [16]. In view of this, we can say that for the situation shown in Figure 2 the 
alternatives 17"1 and Y2 are indistinguishable, since 
~{~(Yl),~(Y2)} = ~{~(Y2),~(Yl)} = O'. (27) 
In such situations the algorithms given above do not allow one to obtain a unique solution 
because they "stop" when conditions like (27) arise. This occurs also with other modifications of
traditional mathematical programming methods because combination of the uncertainty and the 
relative stability of optimal solutions can produce these so-called ecision uncertainty regions. 
Y = 
Figure 2. Comparison of alternatives. 
In this connection, other indices (for example, the Jain [25], Yager [26], and Fodor and 
Roubens [27] indices) may be used as additional means for the ranking of fuzzy numbers. How- 
ever, these indices occasionally result in choices which appear inconsistent with intuition [22], 
and application of them does not permit one to close the question associated with constructing 
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an order on a set of fuzzy numbers [11]. There actually is another approach, which is better 
validated, natural, and acceptable for the practice of decision making. This approach is associ- 
ated with transition to multicriteria selection of alternatives in a fuzzy environment because the 
application of additional criteria (including the criteria of qualitative character, such as "comfort 
of operation", "flexibility of development", etc.) can serve as convincing means to contract he 
decision uncertainty region. 
6. TECHNIQUES OF MULT ICR ITER IA  DECIS ION 
MAKING IN A FUZZY ENVIRONMENT 
Before starting to discuss multicriteria decision making in a fuzzy environment, it is necessary 
to note that considerable contraction of the region of decision uncertainty may be obtained by 
formulating and solving (on the basis of algorithms discussed above, for example) one and the 
same problem within the framework of interrelated models consisting of: 
(a) the model of maximization (2) with satisfaction of the constraints (3) approximated 
by (10), interpreted as convex down, and with the discrete sequences (1) given as de- 
creasing (or increasing), 
(b) the model of minimization (4) with satisfaction of the constraints (3) approximated by (11), 
interpreted as convex up, and with the discrete sequences (1) given as increasing (or 
decreasing). 
In this case, solutions dominated by the initial objective function are cut off from below as well 
as from above to the greatest degree (see Figure 3), and it is natural that solving the problems (a) 
and (b) gives identical results if (2)-(4) do not include fuzziness. It should be stressed that this 
is a universal approach and may also be used in solving continuous optimization problems, for 
example, by modifying the zero-order optimization methods. 
cut ~om abow 
cut ~om bdow 
Figure 3. Cutting dominated alternatives. 
Assume we are given a set X of alternatives which are to be examined by q criteria of quanti- 
tative and/or qualitative nature. That is, indices ~p(Xk), p = 1,. . . ,  q, Xk E X with membership 
functions #[yp(Xk)] may be compared to make a selection among alternatives. The problem of 
decision making is presented by a pair (X, R) where R = {R1,...,  Rq~ is a vector fuzzy preference 
relation [21]. In this case we have P~ = [X x X,#~(Xk,Xt)], p = 1,... ,q, Xk,Xt E X, where 
#R~ (Xk, Xt) is a membership function of fuzzy preference relation. 
In such a statement, he problem is an analog of a problem of multicriteria decision making, 
in which fuzzy preference relations are criteria of optimality. 
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The matrices Rp, p = 1,... ,q formed on the basis of given #[y~(XI¢)], p = 1,... ,q may be 
obtained as follows, using the expressions (25) and (26): 
(Xk, Xt )  = 
(Xt,  = 
sup min{#[yp(Xk)], #[yp(Xt)]}, 
Xk,XtEX 
up(X~)>yp(Xt) 
sup min{#[y~,(Xk)], #[yp(Xt)]}. 
Xk,XtEX 
yp(Xt)>~7,(Xk) 
(28) 
(29) 
If the pth criterion is associated with minimization, then (28) and (29) are written for regmns 
yp(Xk) <_ yp(Xt) and yp(Xt) <_ yp(Xk), respectively. 
Let us consider the situation of setting up a single fuzzy preference relation. It can be put 
in correspondence with a strict fuzzy preference relation R 8 = R/R -1, which is the difference 
between sets R and R -t .  As is shown in [20], the membership function of R s has the following 
form: 
{ Ak,t = #n(Xk, Xt) - #n(Xt, Xk), if Ak,t >_ O, 
#~(Xk, Xl) = 0, if Ak,t < O. (30) 
The membership function of a subset of nondominated alternatives (the choice of solutions 
from this subset may be considered as rational [20]) can be presented as 
/2a(Xk) = 1 - sup #~(Xt,Xk). (31) 
XtEX 
Because/2n(Xk) is the degree of nondominance of alternatives, it is natural to obtain alterna- 
tives providing 
)C= {Xk [)~k6 X,/iR(~:~) = xk~xSUp/2n(Xk)} • (32) 
If supxkex Pa(Xk) = 1, then alternatives X = {:~k I Xk 6 X,/2n(Xk) = 1} are called "nonfuzzy 
nondominated" and can be considered as the nonfuzzy solution of a fuzzy problem [20]. 
If the fuzzy preference relation R is transitive, then X # 0 when ~(X~) is quantitatively 
expressed. With a qualitative ~p(Xk), it is possible to have X = 0 under intransivity of R, thus 
permitting one to detect contradictions in an expert's estimates. 
When R is a vector fuzzy preference relation, the expressions (30)-(32) can be applied if we 
take R q = Np=tP~p, i.e., #R(Xk,Xt) = minl<p<q#a,,(Xk, t), Xk,Xt 6 X. When using this 
approach, the set ~: (and naturally, the set X) fulfills the role of a Pareto set in analyzing 
the fuzzy multicriteria problem. Its contraction is possible on the basis of differentiating the 
importance of Rp, p = 1,. . . ,  q. In particular, the following convolution is introduced in [21]: 
xt )  = 
p=l  
Xk, Xt 6 X, 
where Ap, p = 1,. . . ,  q are weights (or coefficients of importance) of the corresponding criteria 
q 
(Ep=l = 1). 
Construction of #Q (Xk, Xt), Xk, Xt 6 X allows one to obtain the corresponding membership 
function of the subset of nondominated alternatives according to an expression similar to (31). 
The intersection of/2a(Xk) and f~Q(Xk) defined as 
f~(Xk) = min{pR(Xk),~Q(Xk)}, Xk 6 X, 
provides us with 
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There is another technique to contraction of the decision uncertainty region. This technique 
consists in step by step comparison of alternatives, as a result of which we can obtain a sequence 
X1,X2 , . . .  ,X  q, so that X D_ X 1 D X 2 D_ ... D_ xq.  It is possible to follow this approach if 
criteria can be arranged in order of their importance. In this case, calculations are associated 
with the following expressions: 
/2~(Xk) = 1-  sup ~(Xt ,  Xk), p= 1, . . . ,q,  
xtExp-1 
XP = {.X~ , X~ E XP-I,~Pk (.X~) -~ XkEX p-lsup f_ZPR(Xk)} , 
obtained on the basis of (28) and (29), respectively. 
It should be noted that if Rp is transitive, we can bypass the pairwise comparison of alternatives 
at the pth step. In this situation, the comparison can be conducted on a serial basis (directly on 
the basis of (28) and (29)) by memorizing the best alternatives. 
The choice of the technique of multicriteria decision making in a fuzzy environment is a pre- 
rogative of the decision making person. 
7. CONCLUSIONS 
A general approach to solving a wide class of optimization problems formalized within the 
framework of "soft" models with fuzzy coefficients in objective functions and constraints has 
been proposed. This approach consists in formulating and solving one and the same problem 
within the framework of interrelated models (the model of maximization with satisfaction of 
constraints interpreted as convex down and the model of minimization with satisfaction of con- 
straints interpreted as convex up) that allows one to maximally cut off dominated alternatives 
from below and from above as well. The subsequent contraction of the decision uncertainty region 
is associated with reduction of the problem to multicriteria selection of alternatives in a fuzzy 
environment, that is natural and acceptable in the practice of decision making. 
The approach as been applied within the context of fuzzy discrete optimization models, that 
is based on a modification of the generalized algorithms of discrete optimization. Prior to ap- 
plication of these algorithms there is an effective (from a calculation standpoint) transition from 
a model with fuzzy coefficients in objective functions and constraints to an equivalent analog 
containing fuzzy coefficients in objective functions alone. 
In practical aspect, the results are already being used for solving problems of the design and 
control in power engineering [3,7,28]. 
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