Abstract-This paper presents an achievable codeword weight lower bound associated with weight-2 input sequences of a class of turbo codes. 
I. INTRODUCTION
Consider a reasonable good interleaver of size N. Partitioning an N-bit group into L = FN W] or LN Wj -bit blocks, we find the interleaving rule renders an inter-block permutation structure like that shown in Fig. 1 . Such a structure can be found in other codes such as product codes (block turbo codes, BTCs). Hence both classic convolutional turbo codes (CTCs) and BTCs can be considered as subclasses of the recently proposed inter-block permuted (IBP) turbo codes (IBPTCs) [3] whose interleaver performs consecutive intra-and then interblock permutations.
However, an interleaver used in a classic CTC, after the above virtual partition, usually yields a non-regular local interleaving structure, i.e., the interleaving relation between a block and other blocks in the same group does not follow the same permutation rule. In contrast, product codes and some IBPTCs have much more regular local interleaving structures. An appropriate regular local interleaving (and deinterleaving) structure makes implementation easier and offers properties that are useful for parallel decoding, e.g., (memory access) contention-free and simpler routing requirement.
Another distinction between classic CTCs and other subclasses of IBPTCs is that, for a classic CTC with an interleaving size of N bits (in L virtual blocks), encoding of consecutive blocks is often continuous. On the other hand, a product code arranges N information bits in a two dimensional array and encodes each row and column separately (discontinuously). The class of IBP turbo codes (IBPTCs) can also encodes each block separately.
Between the two separate (discontinuous) encoding options, the tail-biting encoding scheme, since it can do without tailbits, gives a higher spectral efficiency. Moreover, it was shown that [1] , [2] , as a tail-biting CTC can eliminate some error events across neighboring blocks, improved distance properties can be obtained. Weiss et al. [2] proposed a product code (without the check-on-check part) whose column and row vectors are tail-biting encoded convolutional codewords and derived some distance properties. The codeword associated with a weight-2 input sequence was called a weight-2 error event by Breiling [4] for an obvious reason. Most CTC interleaver designs [6] , [3] take this class of error events into account, trying to maximize the minimum weight of these error events. Breiling [4] suggested a novel partition strategy to derive upper bounds for the weight-2 error events. Although the upper bound is not as tight as more general upper bounds [4] , [5] which consider other error events as well, weight-2 error event remains an important design concern.
As mentioned before, a general IBP interleaver [3] encompasses many existing interleavers as special subclasses. It is built on smaller interleavers and uses some re-permutation across these interleavers to construct a larger interleaver. By using a suitable IBP rule, an IBPTC can possess good distance properties. It is therefore reasonable to conjecture that the distance spectrum of a CTC using an IBP interleaver and separate encoding would offer some desired properties. The purpose of this paper is to validate a part of this conjecture. We derive a general lower bound for the weight-2 error events associated with general IBP-interleaved CTCs. By analyzing the effects of selected particular system parameters on this general bound we obtain some useful design guidelines. We use a simplified partition rule presented in [4] and apply a regular permutation function to derive the bound. We also examine some special cases and evaluate distance lower bounds of the weight-2 error events for different block lengths.
The rest paper is organized as follows. The next section presents our derivation of the achievable weight-2 lower bound. In section III, we examine some special codes, evaluate the corresponding distance bounds and discuss the resulting design constraints. The last section contains some concluding remarks.
II. THE ACHIEVABLE WEIGHT-2 INPUT LOWER BOUND
For convenience of subsequent discourse, we need to define some notations to begin with. (5) An exemplary partition of (5) is shown in Fig. 2 
B. Main Theorem
In this section we establish our main result whose proof needs the following two lemmas. 
Proof: It is obvious that the inequality holds if i -jIx > r and X -i -jlx > r. Hence we consider i -jlx < r or X -i -jlx < r only. Lemma 2: Given N1 distinct n-element sets and N2 distinct (n -)-element sets, where n > 1. If we arrange all elements in these N1 + N2 sets into a cycle, the minimum separation among elements in the same set is lower-bounded by N1 + N2 -FN21 for the n-element sets, and N1 + N2 -L]N2 for the (n -1)-element sets. Moreover, there are at most IN2 In element pairs with separation N1 + N2 -F N2] for these nelement sets. We can construct an IBP rule such that p C Si and q C Si are permuted to the same block iff Ii -jIT = 0. Since all blocks can apply the same partition rule for permutation, such an IBP rule does exist.
Incorporating separate encoding results in that two indexes in two different blocks produce a codeword weight larger than the bound, either the pre-permuted or the post-permuted pair makes the codeword weight 2W1(L). Therefore we consider the case two indexes are permuted to the same block.
There are d sets Si and d sets SI (2) All Si C S F (1) T, L. Larger component code periods generally give better bounds, as indicated by these curves. Separate encoding improves the lower bounds for some interleaver lengths but also imposes constraints on interleaver lengths. These figures shows 10-50 weight improvements on the lower bound for long interleaver lengths but W2(L) is small for short interleaver lengths. Fig. 6 indicates that, the lower bound is a decreasing function of T, for short block length. Corollary ] says that W2 (L) is not a dominant factor of the lower bound if the block length constraint L > (TC+2d)M is satisfied. Fig. 4 compares the upper bound [4] and the lower bound we derived. The large "gap" between the upper and lower bounds is due to the fact that [4] does not consider the weight-2 error events resulted from adjacent partitions but our derivation does. The gap would be much reduced if these events were taken into account. IV. CONCLUSION This paper derives a general achievable codeword weight lower bound for the weight-2 error events when a separate tailbiting encoded CTC uses two identical scramblers (component codes) and an IBP interleaver. The bound implies separate encoding stands a better chance to obtain a weight-2 lower bound larger than that of the conventional continuous encoding scheme if the block length is not too small and is properly chosen. The relationships between these two parameters and the lower bound provide useful design guideline for the 800 separate tail-biting encoded CTCs.
