For a natural number c, a c-arrangement is an arrangement of dimension c subspaces satisfying the following condition: the sum of any subset of the subspaces has dimension a multiple of c. Matroids arising as normalized rank functions of c-arrangements are also known as multilinear matroids. We prove that it is algorithmically undecidable whether there exists a c such that a given matroid has a c-arrangement representation, or equivalently whether the matroid is multilinear. In the proof, we introduce a non-commutative von Staudt construction to encode an instance of the uniform word problem for finite groups in matroids of rank three. The c-arrangement condition gives rise to some difficulties and their resolution is the main part of the paper. Problem 1.2. Given a matroid M , does there exist a c ≥ 1 such that M is representable as a c-arrangement over F? This question was posed by Björner where he states "the question of c-representability of matroids is open, but probably hopeless." [Bjö94]. The main contribution of this article is a computability theoretic result for c-arrangement representations.
It is a classical question to study matroid representations by vector configurations or equivalently hyperplane arrangements over some field. Goresky and MacPherson extended this notion by introducing c-arrangements in the context of stratified Morse theory [GM88] . For a fixed integer c ≥ 1, these are arrangements of dimension c subspaces of a vector space such that the dimension of each sum of these subspaces has dimension a multiple of c. This condition ensures that the associated rank function normalized by 1 c is the rank function of a matroid. A matroid arising in this way is said to be representable as a c-arrangement. This generalizes the usual notion of matroid representations. Goresky and MacPherson showed for instance that the non-Pappus matroid which is not representable over any field is representable as a 2-arrangement over C. Matroids arising as representations of c-arrangement representations are also called multilinear matroids and have applications in coding theory [SA98] .
Fix a field F. The following is the multilinear representability problem over F:
Theorem 1.3. The multilinear representability problem is undecidable. This is true for any field F. Moreover, the problem remains undecidable if the field remains unspecified, or is allowed to be taken from some given set.
In this sense, Björner was correct; the representability question is indeed "hopeless".
1.2. Related work. In the classical situation, one can determine whether a given matroid is representable as a 1-arrangement over an algebraically closed field via a Gröbner basis computation (cf. [Oxl11, p. 227] ). In fact, the same method can be adapted to decide c-arrangement representability for a fixed c ≥ 1. In his Ph.D. thesis, Mnëv proved a universality theorem for realization spaces of oriented matroids, see [Mnë88] for an exposition. Subsequently, Sturmfels observed that 1-arrangement representability over the rational numbers Q is equivalent to Hilbert's Tenth Problem for Q, which asks whether a single multivariate polynomial equation over the integers has a solution in Q [Stu87] . It is not known whether this is decidable.
An important class of matroids are Dowling geometries which are defined from finite groups [Dow73] . In [BBEPT14] , Beimel et al. characterized when a Dowling geometry is representable as a c-arrangement in terms of fixed point free representations of its underlying group. Subsequently, Ben-Efraim constructed a multilinear matroid which is not algebraic [BE16] . Algebraic matroids are those which can be described in the following way: fix a subset E of a field extension L of F, and take the independent subsets to be those which are algebraically independent over F.
Multilinear matroid representations are special cases of two more general classes of matroid representations. One of these is the class of matroids representable over a skew partial field, where a c-arrangement representation over a field F is equivalent to a skew partial field representation over the matrix ring M c (F) [PvZ13] . The other is the class of entropic matroids [Fuj78] and their equivalent definitions via partition representations [Mat99] or secret sharing schemes [BD91] . These also contain the class of multilinear matroids. In both cases it is conjectured but not known that the inclusion of multilinear matroids in these classes is strict.
1.3. Uniform word problem for finite groups. The proof of Theorem 1.3 relates the carrangement representability to the uniform word problem for finite groups (UWPFG):
Instance: A finite presentation S | R of a group, that is S is a finite set of generators and R a finite set of relations in S, together with a word w which is a product of elements in S and their inverses. Question: Does every group homomorphism from the group defined by the presentation S | R to a finite group G map w to the identity in G?
Theorem 1.4 ( [Slo81] ). The uniform word problem for finite groups is undecidable.
1.4. Structure of the paper. This paper is organized as follows. In Section 2 we give a high-level outline of the proof. Section 3 gives definitions and basic properties which are used throughout the article. In Section 5 to Section 8 we develop several technical tools as explained in the outline. We put these tools together to prove Theorem 1.3 in Section 9.
OUTLINE OF THE PROOF
The main idea of the proof is a non-commutative von Staudt construction, encoding a set of multiplicative relations between matrices of unspecified size (had we been in the setting of linear representations of matroids, we would have had scalars from a field instead.) This approach is inspired by that of the Dowling geometry for finite groups [Dow73] . Classically, von Staudt constructions are used to encode the arithmetic of + and · in incidence configurations of points and lines (cf. [VY65] ). Such a configuration is equivalent to a simple matroid of rank three. Mnëv used these constructions in his universality theorem for the moduli space of matroid representations [Mnë88] .
• w (2) Figure 1 . A geometric depiction of a triangle matroid. Each side contains copies of the generators x, y, y, z. The elements x (1) , y (2) , z (3) and y (1) , x (2) , w (3) form a circuit of the matroid.
In Section 4 we construct for a given instance S | R and w of a UWPFG a matroid N S,R that encodes the instance, using the non-commutative von Staudt construction. The matroid N S,R is a triangle matroid, or frame matroid of rank three, which means it is is a matroid of rank three with a distinguished basis such that all other elements are on the lines spanned by this basis. Figure 1 shows a geometric depiction of a triangle matroid. In our construction, each side of the triangle contains the generators S, marked by an upper index to distinguish between different sides.
A c-arrangement representation of the triangle matroid corresponds to a matrix of c × c blocks with three rows and a column for each element of the matroid. This block matrix can be brought into a normal form such that an element a (i) for 1 ≤ i ≤ 3 has the blocks −I c , A i , 0 in the rows i, i + 1, i + 2 respectively (regarding the indices cyclically modulo three) where I c is the identity matrix and A i ∈ GL c (F). Furthermore, we add circuits to the matroid N S,R to guarantee that the matrices corresponding to x (1) , x (2) , x (3) are all equal to one matrix X ∈ GL c (F). Lemma 4.1 then shows that the elements x (1) , y (2) , z (3) form a circuit in the matroid if and only if their corresponding matrices satisfy Y X = Z −1 .
Hence, the matrices in c-arrangement representations of the matroid depicted in Figure 1 satisfy Y X = Z −1 and XY = W −1 . By construction, z (3) and w (3) are different elements in the matroid which means that the matroid is only representable if there are X, Y ∈ GL c (F) such that XY = Y X. This implies that the matroid can only be representable by c-arrangements for c ≥ 2. This reflects the result of Goresky and MacPherson that the non-Pappus matroid is representable as c-arrangement for c ≥ 2 [GM88, p. 257].
In later sections, we manipulate this matroid and exhibit a family of matroids such that at least one of them is representable as a c-arrangement if and only if the given UWPFG instance has a negative answer.
Any group G with a homomorphism from the group given by the presentation S | R to G, together with a representation of G in GL c (F) gives rise to a subspace arrangement where each subspace is of dimension c. Such arrangements often do not represent the matroid N S,R as c-arrangements, and we call them weak c-representations. The issue already arises in the matroid depicted in Figure 1 : the sum of the subspaces corresponding to the elements x (1) and y (1) is of dimension 2c if and only if X − Y is invertible. This is not the case for all pairs of non-commuting matrices.
Regularization with respect to the basis. To overcome this hurdle we develop an algebraic regularization technique in Section 5. As an example consider the subspaces of x (1) and y (1) which have a non-trivial intersection as depicted in Figure 2a . We add new subspaces to each of these subspaces such that their intersection is of dimension c. To ensure that the sum of the subspaces corresponding to x (1) and y (1) intersects the subspace corresponding to the sum of b (1) and b (2) in a subspace of dimension a multiple of c, we add two more subspaces to x (1) and y (1) that lie in on a line which intersects the line spanned by b (1) and b (2) non-trivially. This second step is depicted in Figure 2b . The arrangement resulting from this procedure depends on the original arrangement, but its rank function does not. Furthermore, the resulting regular arrangement contains enough information to reconstruct the original one.
Section 6 carries out an analogous combinatorial construction for polymatroids. In Section 7 we show that applying sufficiently many regularization steps, one can obtain an arrangement in which each subset of the ground set is regular. Along the way, we show the combinatorial and algebraic regularization procedures are compatible. This compatibility is central to the rest of the proof.
In Section 8, we perform the final technical construction necessary to relate these regularized polymatroids to the UWPFG: we show that, from a regularization of N S,R , one can produce a finite set of matroids such that at least one is representable iff the UWPFG has a negative answer. The key to relating regularizations of N S,R to the UWPFG is being able to detect combinatorially whether a certain pair of subspaces is equal, and this is the main goal of the section.
We conclude by proving the main theorem in Section 9.
PRELIMINARIES
In this section we collect definitions and basic properties which will be used throughout the article. We also need some elementary matroid theory, but we will not cover it here. We recommend the beginning of Oxley's book [Oxl11] .
3.1. Subspace arrangements.
Definition 3.1. Let V be a vector space over a field F and E a finite set. A subspace arrangement A is a set of subspaces {A e } e∈E where A e is a subspaces of V for e ∈ E. For a subspace arrangement we will use the notation A X := e∈X A e for any subset X ⊆ E.
The notion of a c-admissible subspace arrangement is not standard, but will be very useful in Section 8, which is crucial to the proof.
Remark 3.2. Note that c-arrangements are often equivalently defined as subspace arrangements such that all intersections are of codimension a multiple of c. We prefer to work in the dual framework of subspaces of dimension c. This duality is the same as that between matroid representations and hyperplane arrangements: it takes a subspace of a vector space V to its annihilator in the dual V * . Taking a sum of subspaces is dual to taking their intersection.
Definition 3.3. To a subspace arrangement A = {A e } e∈E over the field F we associate two rank functions on the power set P(E). Fix a subset X ⊆ E.
(a) The usual rank function r A : P(E) → N is defined by setting r A (X) = dim(A X ).
(b) For any c ≥ 1 we denote by r c A the normalized rank function r c A : P(E) → Q by setting r c A (X) := 1 c dim(A X ). Remark 3.4. A c-homogeneous subspace arrangement A is a c-arrangement if and only if its normalized rank function r c A takes only integral values. Now we can define when a matroid is representable by a c-arrangement. In our proofs we will additionally a need a weaker notion of representations which are related to the issues arising from subspaces having non-trivial intersections as discussed in Section 2.
Definition 3.5. Fix a matroid M on the ground set E with rank function r.
(a) A matroid M = (E, r) is called multilinear of order c over a field F if there exists a c-arrangement A = {A e } e∈E such that their (normalized) rank functions agree, i.e. r(X) = r c A (X) for any X ⊆ E. We say that the c-arrangement A represents the matroid M in that case. (b) To define a weaker representability notion, we fix a basis B of the matroid M . We say that a c-homogeneous subspace arrangement A = {A e } e∈E weakly represents M with respect to the basis B if r(X) ≥ r c A (X) for all subsets X ⊆ E and r(Y ) = r c A (Y ) for all subsets Y ⊆ E with |Y \ B| ≤ 1. In this case, we also say A is a weak c-representation of M .
Our proofs often use the following dimension formula without explicitly mentioning it: For U 1 , U 2 finite dimensional subspaces of a vector space V it holds that
3.2. Group presentations. We collect basic definitions for group presentations and refer to the book by Lyndon and Schupp for details [LS77] .
Definition 3.6. Let S | R be a finite presentation, that is S is a finite list of symbols and R is a finite set of words in S and their inverses. Let F S be the associated free group generated by S. Furthermore we define the group G S,R := F S / R where R is the normal subgroup generated by R in F S . Two presentations S | R and S | R are equivalent if the groups G S,R and G S ,R are isomorphic.
To simplify our the constructions below we will restrict ourselves to presentations with relations of length three. Using Tietze transformations, one can reduce to this situation from the general case. We state this in a lemma. Proof. The discussion above shows that we can assume that A is a c-arrangement in a vector space V over a field L which is a finite extension of degree l over its prime field F. Since V is also a vector space over L and dim L (U ) = l dim F (U ) for any finite-dimensional subspace of V , the arrangement A is naturally a (c · l)-arrangement over the prime field L. Their normalized rank functions agree.
Using this proposition we may assume to work over an arbitrary infinite field. All following proof are not dependent on the characteristic of the field. We mention that the proofs also work for a subspace representation over a specified set of characteristics.
3.4. Genericity. We will often choose generic subspaces of a given vector space. Essentially, a generic subspace is one which does not satisfy some given collection of Zariskiclosed conditions.
Consider for example the following situation: we are given a vector space V and a sub-
this is a generic condition on U , in the sense that it is satisfied on a dense Zariski-open subset of the subspaces of appropriate dimension.
The example is almost as general as we need here. When we say U is chosen generically from some family F of subspaces of V , we mean the following: for each W in some family G of subspaces of V ,
In this paper, the family F is always the family of d-dimensional subspaces of some fixed subspace of V . The family G is not specified explicitly, but there is always a suitable finite G. Under these conditions, there is always a U ∈ F fulfilling the genericity condition so long as the field is infinite.
A NON-COMMUTATIVE VON STAUDT CONSTRUCTION
In this section, we will describe how model a UWPFG instance in a matroid such that the instance has a negative answer if and only if the matroid has a weak c-representation for some c and satisfies an extra condition on its rank function. To encode the relations in the matroid we use a non-commutative von Staudt construction.
Before describing the details of this construction and its relation to subspace arrangements we prove two short lemmas. has rank k + rk(B − A).
Proof. In the case of (a), we multiply the matrix from the right with the invertible block matrix I k −I k 0 I k which preserves its rank. Thus, we obtain the block matrix
which immediately implies the claim on its rank. Analogously for the case (b), we multiply the matrix from the right with the invertible block matrix
which preserves its rank. Hence, we obtain the block matrix Suppose σ has a decomposition into r disjoint cycles. Thus, the graph G σ consists of r disjoint cycles which in turn implies that M (G σ ) is a direct sum of r circuits. Therefore, we have rk(A σ − I k ) = rk(M (G σ )) = k − r. By assumption σ is a derangement which means that each cycle has length at least two. The result now follows from the fact that σ has at most k 2 cycles. Corollary 4.3. Let G be a finite group and let {A g } g∈G be the permutation matrices of its regular representation. Then for any distinct g 1 , g 2 ∈ G:
Proof. Note that A g is the permutation matrix of a derangement for any g ∈ G other than e: otherwise, in the action of G on itself by left multiplication, g has a fixed point, say h, and gh = h; but this immediately implies g = e.
For distinct g 1 , g 2 ∈ G
Next, we define a special class of rank three matroids which we will use in our von Staudt construction.
Definition 4.4. We call a matroid M = (E, r) a triangle matroid if it is of rank three and there exists a basis
To ease our notation we call (a) the elements in B the vertices of the triangle, 
. In other words, the closures of S and C M (S) agree. If it exists
Remark 4.5. A triangle matroid is the same as a frame matroid of rank three as introduced by Zaslavsky [Zas94]. We will not use any non-trivial property of frame matroids. Figure 1 depicts a geometric representation of a triangle matroid. In the following we construct a triangle matroid from a group presentation which is the key tool to relate the presentation to subspace arrangements representations.
Definition 4.6 (von Staudt construction). Let S | R be a finite presentation of a group. By Lemma 3.7 we can assume that any relation in R is of length three.
We construct a triangle matroid N S,R on the ground set E S,R with basis B = {b (1) , b (2) , b (3) } by describing its dependent flats F S,R of rank 2, where we regard the indices cyclically modulo 3:
This defines a unique matroid of rank 3 with basis B, since B is not contained in any of these subsets, and since any two distinct such rank 2 flats intersect in at most one element (cf. [Oxl11, Proposition 1.5.6]).
Instead of considering c-arrangement representations of the matroid N S,R we investigate its weak c-representations with respect to the basis B as defined in Definition 3.5 (b). To work with such representations, we will regard them as block matrices of size 3c × |E S,R |c with blocks of size c×c. The block columns are labeled by the elements of E S,R and contain a basis of the corresponding subspaces in a weak representation.
Proposition 4.7. Let S | R be a finite presentation of a group with relations of length three and let G be a finite group with a homomorphism ϕ : G S,R → G. Set n := |G| and fix any field F. Let ρ : G → GL n (F) be the regular representation of G. Then the n-homogeneous subspace arrangement A G,ϕ over F given by the 3n × |E S,R |n block matrix A G,ϕ is a weak n-representation of the matroid N S,R with respect to the basis B:
Proof. Each block column of A G,ϕ of size 3n × n is indexed by an element of the matroid N S,R . This correspondence defines a subspace arrangement A = {A e } e∈E S,R where the subspace A e is spanned by the column vectors of the block column e. So in particular we have
for any x ∈ S or x −1 ∈ S. The normalized rank r n A G,ϕ of any subset of elements in E S,R containing only bottom, right or left elements is at most 2 since it involves at most two non-zero blocks by definition of A Gϕ .
Next consider any three elements
).
This implies that any circuit of N S,R of the form {x (2) , y (1) , z (3) } for a relation xyz ∈ R corresponds to a subset of A G,ϕ of normalized rank 2 since we have xyz = e in G S,R in this case. The same argument holds for circuits of the form
Clearly we have r n A G,ϕ ({a}) = 1 for any element a ∈ E S,R . Lastly, consider any subset of the form {b (i) , x (j) } for indices 1 ≤ i, j ≤ 3 and x ∈ S or x −1 ∈ S. By symmetry we can without loss of generality assume i = 1 and j = 1. Hence, this subset corresponds to the block matrix
which is of rank 2n since the matrix ρ(ϕ(x)) is by assumption invertible. Thus, we obtain r n A G,ϕ ({b (1) , x (1) }) = 2. The cases that subsets containing two or three elements of the basis {b (1) , b (2) , b (3) } and one additional element correspond to subsets of A G,ϕ of the correct normalized rank can be checked in the same way. This completes the proof that A G,ϕ is a weak representation of the matroid N S,R with respect to the basis
Conversely, the next proposition shows how to obtain a group from a weak representation of N S,R .
Proposition 4.8. Let again be S | R be a finite presentation of a group with relations of length three and consider the matroid N S,R . Any weak c-representation A of N S,R with respect to the basis {b (1) , b (2) , b (3) } over a field F yields a group G A that is a finitely generated subgroup of GL c (F) and a group homomorphism
The arrangements A yields a 3c × |E S,R |c block matrix over F where each 3c × c block column is index by an element of the matroid N S,R and contains a basis of the corresponding subspace in A.
We perform the following invertible operations which preserve the underlying combinatorial structure:
(a) By a change of coordinates of the ambient vector space F 3c , we can assume that the matroid basis {b (1) , b (2) , b (3) } is represented by the block matrix
. This can be accommodated by multiplying the entire matrix by an invertible matrix of size 3c from the right.
is the rank function of the matroid N S,R , the normalized rank r c A of the corresponding sets of subspaces of A must be 2 as well. Hence, the block column of x (1) is of the form
where X , X are invertible c × c matrices. Analogous arguments show that the block columns of any right and left elements of N S,R is of the form
for suitable invertible c × c matrices X 2 , X 2 , X 3 , X 3 respectively. (c) By multiplying the block column of e (1) and the second block row from the right with an invertible matrix of size c we can assume that the block column e (1) is −Ic Ic 0
. Similarly multiplying the block column e (2) and the third block row, we can assume that the block column e (2) is 0 −Ic Ic . Subsequently, we perform a multiplication from the right on the block column e (3) after which it is of the form
(d) Lastly, by multiplying every block column again by a suitable invertible matrix of size c from the right we can assume that the block matrix defining A is of the following form where T a is an invertible matrices for any element of the matroid a ∈ E S,R :
For a relation xyz ∈ R the elements {x (2) , y (1) , z (3) } form a circuit of the matroid N S,R . Since the arrangement A is a weak c-representation of N S,R the normalized rank of the corresponding subspaces is at most 2 which implies that the block matrix
Now we set the group G A to be generated by the matrices T x (1) corresponding to all bottom elements of the matroid N S,R except b (1) and b (2) . Hence, G A is a finitely generated subgroup of GL c (F). We define the group homomorphism ϕ A : G S,R → G A by setting ϕ A (x) := T x (1) for any x ∈ S. Equation (1) implies that this homomorphism is well-defined, i.e. respects the relations R of G S,R .
In the following theorem we establish the connection between the UWPFG and weak crepresentations. Lemma 3.7 allows to assume without loss of generality that the relations are of length three and the word w is an element of S.
Theorem 4.9. Consider a UWPFG instance given by finite presentation S | R and an element w ∈ S. Then, the answer to this instance is negative, i.e. there exists a finite group G with a homomorphism ϕ : G S,R → G and ϕ(w) = e G , if and only if there exists a weak c-representation A = {A e } e∈E S,R over a field F of the matroid N S,R with respect to the basis
Proof. First, assume that there exists a finite group G with a homomorphism ϕ : G S,R → G and ϕ(w) = e G . Set n := |G|. Proposition 4.7 shows that there exists a n-homogeneous subspace arrangement A G,ϕ = {A e } e∈E S,R over any field F induced by the regular representation ρ : G → GL n (F) weakly representing N S,R . To investigate the word w ∈ S in G we can compute using Lemma 4.1 a)
The assumption ϕ(w) = e G implies ρ(ϕ(w)) = I n . Therefore, Equation (2) holds. Conversely, assume that there exists a weak c-representation A = {A e } e∈E S,R over a field F of the matroid N S,R with respect to the basis {b (1) , b (2) , b (3) } such that Equation (2) holds. Proposition 4.8 shows that there exists a group G A that is a finitely generated subgroup of GL c (F) with a group homomorphism ϕ A : G S,R → G A . By construction of G A we can compute using again Lemma 4.1 a)
Thus, Equation (2) implies ϕ A (w) = I c . By Malcev's thoerem the group G A is residually finite since it is a finitely generated linear group [Mal40] . Hence, there exists a finite group H with a group homomorphism ϕ H :
which means the given UWPFG instance has a negative answer.
ALGEBRAIC REGULARIZATION
We develop an algebraic regularization procedure as outlined in Section 2 to produce a c-arrangement from a weak c-representation. The regularization consists of two steps. Both steps use an inflation procedure which we describe first. 5.1. Inflation. Let U = {U e } e∈E be a subspace arrangement , c ∈ N and S ⊆ E a subset. Furthermore, choose a vector space W of dimension at least c. Intuitively, we extend each subspace U e with e ∈ S by a generic c-dimensional subspace of W .
Formally, denote the ambient vector space of U by V and embed V together with the arrangement U in a larger vector space V of large enough dimension. Let S ⊆ E and W ≤ V be a subspace of dimension at least c. Note that W may intersect V non-trivially. We define a new subspace arrangement U as follows.
(a) Choose |S|-many generic subspaces W 1 , . . . , W |S| of W each of dimension c. We note that taking V of dimension dim(V + W ) is sufficient.
Remark 5.1. Up to an automorphism of V fixing V , a subspace W ≤ V is determined by its dimension together with its intersection with V . This will suffice for our uses of this construction, and we will give this data instead of constructing W, V in what follows.
Definition 5.2. The arrangement resulting from an application of the inflation construction above to the arrangement U, the subset S ⊆ E, and a subspace W of dimension d satisfying W = W ∩ V will be denoted by I c (U, S, d, W ). The subspace W , when needed explicitly, will be denoted by W c (U, S, d, W ). We will consistently omit the subscript c when the choice of c is clear from its context.
It is not difficult to describe the behavior of the inflation on the rank function. To simplify the exposition we make rather strong assumption on d and W which are satisfied in all our applications of the inflation below. 
Proof. Denote the subspace used in the inflation by W := W c (U, S, d, W ) and W S∩T := t∈T ∩S W t where W t are the generic subspaces in W as defined in the construction of the inflation. Then, we can compute
where the last equality holds since the subspaces W t are chosen generically in the subspace W of dimension d. Now, we distinguish two cases:
Case 1: S ⊆ T . By the assumption on W we have dim(U T ∩ W ) ≤ dim(W ) ≤ c.
Thus, we have dim(U T ∩ W ) ≤ d − c|S ∩ T | by the assumption on d. Hence, the genericity of W t implies dim(U T ∩ W S∩T ) = 0 and we obtain by Equation
Extensions and regularity.
Before describing the details of the regularization, we define a general class of subspace arrangements that arise from the regularization steps. We call these extensions since they extend the weak c-representations constructed in Section 4. The main idea is that we extend such weak representations outside of the subspace spanned by the basis of the matroid in such a way that, after sufficiently many applications of the procedure, the ranks of the subspaces no longer depend on a particular weak representation but only on the combinatorics of the matroid. 
If regularizations of weak c-arrangements are to be extensions, it follows they may never modify the dimensions of subspaces corresponding to the original basis. Further, if U = {U e } e∈E extends a weak c-representation of M and its rank function depends only on the combinatorics of M , the dimension of U X ∩ U B must not depend on the original weak c-representation. The following definition of a defect gives the difference between the dimension of each intersection U X ∩ U B and what it ought to be. The following lemmas are crucial to our regularization procedure. At first, we provide bounds for the defect of a subset. 
The assumption that S is regular implies
Rearranging the terms yields def U (S) ≤ c. Suppose S is not contained in a side of the triangle. In that case we have C M (S) = ∅. Since S contains two elements lying on two different rank two flats of M and the rank of S is also two, we must have |S| = 2 and we set S = {s 1 , s 2 }. Assume s 1 lies on the side C ⊆ B of the triangle, i.e. |C| = 2, and s 2 does not lie on the side C. Hence, by definition of a weak c-arrangement we have dim A C∪{s 2 } = 3c. This implies A C∪{s 2 } = A C ⊕ A s 2 . Combined with the fact A s 1 ⊆ A C we obtain dim A S = 2c. Therefore, using the fact that U is an extension we find
Thus, S is regular in U. Case 3: r(S) = 3. In this case the closure of S in M is equal to the closure of the entire basis B since the matroid M has rank three. Thus, the lemma holds in each case. 
In particular,
.
which directly implies the first claim. The claim U S ∩ U B = U S ∩ U C M (S) follows trivially.
5.3. Regularization. Let M = (E, r) be a triangle matroid and U = {U e } e∈E be an extension of a weak c-representation of M with respect to B. We now describe a regularization procedure that given a subset S ⊆ E \ B yields a subspace arrangement R(U, S) in which S is regular. In this construction, we assume that any proper subset of S is regular in U. The procedure is split up into two steps.
Step 1: We first perform an inflation to regularize the subset S. We call this step Sregularization. For cases of the form S = {x, y}, with both x and y lying on the same side of the triangle of M , this is depicted in Figure 2a . We inflate by setting U 1 := I(U, S, c(|S| − 1) + def U (S), 0). At the end of this step, we have added a c-dimensional subspace to each U s for s ∈ S. Every proper subset of m of these dimension-c subspaces spans a subspace of total dimension m·c. However, taken all together they span a subspace of dimension c(|S| − 1) + def U (S), which is in general less than c|S|.
Step 2: As second step we regularize the sum of these subspaces with respect to the basis B which we call B-regularization. Again, the case of S equal to two points lying on the same side of the triangle of M is depicted in Figure 2b . While the previous step did not depend on M being a triangle matroid, this step does: At the end of this step we have added disjoint c-dimensional subspaces to each U s for s ∈ S such that S is a regular subset in U 2 . This will be proved in Corollary 5.11. We set R(U, S) := U 2 . The next theorem describes the difference of the rank functions after both regularization steps using the results of the previous two subsections. Then if A ⊆ E is any subset disjoint from S and Z ⊆ S, we have:
Proof. Using the notation introduced in the definition of the regularization step, we set U 1 := I(U, S, c(|S| − 1) + def U (S), 0) and U 2 := I(U 1 , S, c|S|, W ) which means U 2 = U = R(U, S). Lemma 5.6 yields 0 ≤ def U (S) ≤ c. This implies that both inflations satisfy the assumptions of Lemma 5.3 which we will use repeatedly in the following proof.
Suppose first that Z S. Lemma 5.3 yields
as required. Now suppose Z = S. We first show the following claim
Proof of Claim 1. If C M (S) = ∅ this claim is trivial so assume C M (S) = ∅. Then we have by the construction of the regularization U 2 S ⊇ U S + W where W is subspace of U C M (S) chosen in the regularization. Therefore,
Since W is a def U (S)-dimensional generic subspace of U C M (S) we obtain dim((U S ∩ U C M (S) ) + W ) = c · r(C M (S)). The summands are each contained in U C M (S) and the dimension of the sum is dim(U C M (S) ). We obtain
). By construction, we have U 2 A + U 2 C = U A + U C . Using Lemma 5.3 and the exact definition of the regularization, we can compute
By construction, we have U 2
. Thus, we can compute using Equation (7) and its analogous form for U 2
This fact, combined with Equations (6) and (7) implies
as claimed. The last theorem enables us to prove that S is regular in the regularization R(U, S). Suppose S ⊆ T . Then Theorem 5.10 combined with the fact U D = U D and the usual dimension formula implies dim(U T ∩ U D ) = dim(U T ∩ U D ). Therefore, Equation (8) holds in this case due to the analogous statement for the extension U. Now suppose S ⊆ T . Using as above Theorem 5.10 and the extension property on U yields
where we used in the last equality r(S) = r(S ∪ C M (S)) by the definition of C M (S). Lastly, we prove that S is regular in U . Using the notation as in the construction of the regularization, Lemma 5.3 implies
Since W is a generic subspace of U C M (S) of dimension def U (S) which equals dim(U C M (S) )− dim(U S ∩ U B ) we obtain dim(W ∩ U S ) = 0. Therefore, we compute as in the proof of Theorem 5.10:
COMBINATORIAL REGULARIZATION
This section describes a combinatorial extension procedure for polymatroids which mirrors the algebraic one described in the previous section. Definition 6.1. Let M = (E, r) be a rank three matroid with a distinguished basis B. We call a polymatroid g defined on E an extension of M if for all C ⊆ B and S ⊆ E it satisfies
The condition in Equation (*) reflects the condition of an subspace arrangement extension given in Definition 5.4. It ensures that subspace arrangements representing g are weak c-representations of M when intersected with the subspace corresponding to B. This statement will be proved in Theorem 7.1. Note that applying (*) with S = C ⊆ B implies that g(C) = r(C).
We define a combinatorial regularization operation on the family of all extension polymatroids g : P(E) → R ≥0 over a triangle matroid M = (E, r) with a distinguished basis B. This mirrors the algebraic construction as specified in Theorem 5.10. Definition 6.2. Given g : P(E) → R ≥0 which is an extension of a triangle matroid M with distinguished basis B, together with a subset S ⊆ E \ B, we define the regularized polymatroid g as follows: let A ⊆ E be any subset disjoint from S, and let Z ⊆ S. Then we define
The rank function g resulting from this construction, applied to g and the subset S, will be denoted by R comb (g, S). Proof. Let A ⊆ E be any subset disjoint from S. Since g is a polymatroid extending M , we obtain by Equation (*) that g(S) + g(C M (S)) − g(S ∪ C M (S)) = r(S) + r(C M (S)) − r(S ∪ C M (S)).
Together with g(C M (S)) = r(C M (S)) and r(S) = r(S ∪ C M (S)), this equation implies g(S) = g(S∪C M (S)). The fact that g is a polymatroid yields g(A∪S∪C M (S)) = g(A∪S). Thus, we may rewrite the definition of g by
This is a polymatroid, since it is the sum of g with the rank function of a matroid on S, namely the sum of a free rank function with a uniform rank function of rank |S| − 1.
It remains to demonstrate that g also satisfies Equation (*). Let T ⊆ E and D ⊆ B. The following equalities hold by definition of g :
Thus, it is always true that g (T ) − g (T ∪ D) = g(T ) − g(T ∪ D). Using g (D) = g(D), we obtain in total
Hence, g inherits Equation (*) from the polymatroid g which satisfies it by assumption.
COMPATIBILITY OF ALGEBRAIC AND COMBINATORIAL REGULARIZATION
This section proves two theorem which relate the algebraic and combinatorial regularization procedures introduced in the last two sections. We start by giving a theorem that establishes a connection between weak c-representations and combinatorial polymatroid extensions. Suppose now that S ⊆ E is a general subset. Then
Therefore, A is a weak c-representation of M as claimed.
Remark 7.2. In Equation (9) we needed the fact that e is a single element of the ground set. For a general set X the subspace Remark 7.4. The point of this is the following: let g be either a polymatroid or the rank function of an arrangement as above, and let g be the function obtained by regularizing a subset S. Then g (A ∪ S) can be expressed in terms of g(A ∪ S ∪ C M (S)). The formula of the proposition thus expresses g (A ∪ S) in terms of two simpler objects, namely r and the rank function obtained by contracting B (or quotienting out U B ). The idea is that this quotient is better-behaved than g in the case of an arrangement's rank function. This will be useful in comparing the combinatorial and algebraic regularizations of M and its weak c-representations.
Proof of Proposition 7.3. By Equation (*) applied to A ∪ S ∪ C M (S) and B,
Since B is a basis for M , we have r(B) = r(S ∪ B) and the last two terms on the right cancel. Similarly, by definition of C M (S) we have r(A ∪ S ∪ C M (S)) = r(A ∪ S). By the discussion after Definition 6.1 we see g(B) = r(B). Substituting, we obtain
and rearranging yields the required equation on g.
For the claim on U we will work with dimensions rather than the function r U , since the latter provides no mechanism for considering intersections of subspaces. We have There are now two cases to consider:
Case 1: C M (S) = ∅. Since U extends a weak c-representation of M Lemma 5.9 implies
Further, dim(U A∪C M (S) ) = c · r(A ∪ C M (S)) = c · r(A ∪ S), where the first equality holds since U extends a weak c-representation of M . Case 2: C M (S) = ∅. In this case, S is regular in U by Lemma 5.7. Thus, we obtain dim(U S ∩ U B ) = c · r(S). Since A ∪ C M (S) = A ⊆ B, this implies: Thus in either case we obtain dim((U A∪C M (S) +U S )∩U B ) = c·r(A∪S), and on substituting this into the previous equation:
Rearranging and replacing the dimensions with ranks gives the claim.
Theorem 7.5. Let M = (E, r) be a triangle matroid with distinguished basis B. Then there is a polymatroid g extending M such that M has a weak c-representation with respect to B if and only if c · g has a subspace arrangement representation U, that is r c U = g. Further, given a weak c-representation A of M , the subspace arrangement U representing c · g can be chosen to extend A.
Proof. Choose a linear ordering S 0 = ∅, S 1 , . . . , S n on P(E \ B) which refines the ordering given by inclusion. That is, if S i ⊆ S j then i ≤ j. We inductively define a sequence of polymatroids g 0 , . . . , g n : set g 0 := r and given g i , define g i+1 := R comb (g i , S i+1 ) for i = 0, . . . , n − 1. Finally, set g := g n . Proposition 6.3 implies that g is a polymatroid extension of M with respect to B.
Theorem 7.1 implies that if c · g is representable as the rank function of a subspace arrangement then M is weakly c-representable.
For the other implication, suppose a weak c-representation A = {A e } e∈E of M is given. We inductively produce a sequence of subspace arrangements U 0 . . . , U n with U i = {U i,e } e∈E as follows: set U 0 := A and given U i , define U i+1 := R(U i , S i+1 ) for i = 0, . . . , n−1. Lastly, set U := U n .
Note we never regularize with respect to S 0 = ∅. Furthermore, the choice of order on P(E \ B) and Corollary 5.11 implies that in each step every proper subset of S i is regular in U i−1 . Thus, the assumptions of Theorem 5.10 are satisfied in each regularization step.
We perform an induction which, comparing the combinatorial regularization operation R comb with the linear-algebraic regularization operation R, proves U represents c · g as desired.
We do this using the following two claims.
Claim 1. For any 1 ≤ i ≤ n and any T ⊆ E: c · g i (B ∪ T ) = r U i (B ∪ T ).
Once this has been shown, we will use it to prove a slightly more general statement.
The theorem itself is directly implied by Claim 2 for the case i = n, since any subset of E may be written as A ∪ S j with A ⊆ B, 1 ≤ i ≤ n.
Proof of Claim 1. For i = 0 and for any T ⊆ E,
by definition. Let i > 0. Applying Definition 6.2 1 we see that for C M (S i ) ⊆ B defined in Definition 4.4
Thus, g i (T ∪ B ∪ C M (S i )) = g i (T ∪ B). Subtracting g i−1 (T ∪ B) from both sides, we find
Applying the same reasoning to Theorem 5.10 yields the same formula for r U i (T ∪ B) − r U i−1 (T ∪ B). Therefore:
Proof of Claim 2. We proceed again by induction on i. The claim is trivially true for i = 0 by the definition of a weak c-arrangement: what it means is that r
Suppose the claim is true for some i < n. Let us show it also holds for i + 1: For j ≤ i and any A ⊆ B we obtain by setting Z := S i+1 ∩ S j and T := S j \ Z:
in the same way. Applying the claim with the index i, we see
For j = i + 1, consider C M (S i+1 ) ⊆ B as defined in Definition 4.4. We have by Theorem 5.10 and Proposition 7.3: In exactly the same way, using Definition 6.2 in place of Theorem 5.10, we find:
Hence
, and by Claim 1 the difference on the right side is 0.
As we noted above, this proves the theorem.
BASES OF c-ADMISSIBLE ARRANGEMENTS
This section has two main purposes. The first is to translate questions about polymatroids and c-admissible arrangements to questions about matroids and c-arrangements. The second is more directly related to regularization and the von Staudt construction: Theorem 7.5 gives a method by which to extend a weak c-representation A of a triangle matroid into a c-admissible subspace arrangement U. This construction gives an arrangement of a combinatorial type that does not depend on A. While this property is very useful, it is also inconvenient in one important sense.
Given a homomorphism ϕ from a finitely presented group G S,R into a finite group G, Proposition 4.8 gives a weak c-representation A of N S,R . The combinatorial type of the arrangement U produced by applying Theorem 7.5 to this A is completely independent of ϕ. This precisely means that the rank function of U does not give any information not already contained in the presentation S | R . We would like to produce a different rank function, such that its representability alone contains enough information to apply Theorem 4.9. The second main purpose of this section is to produce such rank functions from the polymatroid constructed in Theorem 7.5. This is carried out in Section 8.2 and Section 8.3. in the same ambient vector space as U, satisfying that for each e ∈ E:
Expansions and c-bases.
In this situation, we denote W e = {U e,i } 1≤i≤de . Note that if c = 1, the subspaces U e,i are lines, and, after identifying each U e,i with an arbitrary nonzero point on it, we find that each W e is a basis of the subspace U e . This is the sense in which these objects are c-bases. In particular, the combinatorial type of a c-basis of U is an expansion of r c U . However, the converse does not always hold. It is a consequence of the following lemma that a generic c-basis is a c-arrangement. Proof. We will prove by induction on k := e∈E k e that
is c-admissible. Since a subset of a c-admissible arrangement is also c-admissible, this proves the lemma.
For k = 0, the statement is just the assumption that {U e } e∈E is c-admissible. Suppose the statement is true for k − 1 ≥ 0, and let W be any arrangement as above with e∈E k e = k − 1. Let e ∈ E and let W ≤ U e be a generic subspace of dimension c. We wish to show W ∪ {W } is also c-admissible. Given S ⊆ W, denote W S = U ∈S U . We want to show dim (W S + W ) ∈ c · N, and it suffices to prove that
Clearly if U e ⊆ W S we are done, since then also W ⊆ W S and W S ∩ W = W . If U e ⊆ W S , consider the intersection U e ∩ W S : it has dimension m · c for some nonnegative integer m, with mc < dim (U e ). Since dim (U e ) ∈ c · N, we have dim (U e ) ≥ (m + 1) c. By genericity of W in U e , the intersection W ∩ (U e ∩ W S ) is trivial. Thus we have Therefore, we obtain:
This gives a characterization of independent sets in the matroid given by any generic cbasis of U. In particular, all matroids obtained from a generic c-basis of a given arrangement are equal.
In [Ngu86] , this same matroid is defined and called the free expansion of r c U . We will denote the free expansion of a polymatroid g by F (g).
The following lemmas capture the correspondence between c-bases and the combinatorics of polymatroids. is a c-arrangement representing r, then the arrangement U = {U e } e∈E where U e = g(e) i=1 U e,i is a subspace arrangement representing c · g. This is a direct consequence of the definitions.
Lemma 8.6. Let g be a polymatroid on E. Any expansion M of g is a weak image of the free expansion F (g), that is M and F (g) are matroids on the same ground set and any independent set in M is also independent in F (g).
For the proof see [Ngu86] . It follows that g has a finite set of expansions, computable from g.
8.2.
Well-separated extensions. In this subsection we use Corollary 4.3 to show that the matroids N S,R constructed in Section 4 have well-behaved weak c-representations. More specifically, from any weak c-representation A = {A e } e∈E we will construct a different weak c-representation with the property described in the following definition. This property, or something like it, seems necessary in order to make inequalities of the form A x = A y equivalent to combinatorial conditions on A in a way which is independent of c. stemming from Proposition 4.7. Let U = {U e } e∈E be an extension of A and assume that U T is regular in U for any T ⊆ E S,R . Then U is well-separated with respect to x (1) ∈ E S,R for any x ∈ S.
Proof. Let T ⊆ E S,R . We have to show U T ∩ A x (1) is either equal to A x (1) or has dimension at most 1 2 c. We split this into cases based on the value of r (T ), noting that
Case 1: r (T ) = 1: In this case T = {t} for some t ∈ E S,R , and U T ∩ U B = A t . If t is not a bottom element of N S,R , then t, x (1) is regular in A by Remark 5.8. It has rank 2 in N S,R , so
If t is a bottom element of N S,R , then by Proposition 4.7,
respsectively, where ρ is the regular representation of G and A t is some matrix either of the form ρ (ϕ (g)) for some g ∈ G, or 0 if t ∈ B. Thus by Lemma 4.1 a)
in either case: if A t = 0 this is trivial, and otherwise it follows from Corollary 4.3. This implies A x (1) ∩ A t has dimension at most 1 2 c as required. Case 2: r (T ) = 2: If T is contained in a line ⊂ E S,R of the basis of the triangle matroid N S,R , and this line contains x (1) , then by regularity of T in U we have
If T is not contained in such a line, note that
and since dim (U T ∩ U B ) = 2c, the containment implies equality: U T ∩ U B = A T ∩ A B = A T . Now consider the following sub-cases: Case 2.1: T = y (1) , y (j) ⊂ E S,R where j = 1 (we allow y (k) to be b (k) or e (k) for k = 1, j). In this case, if y (1) = x (1) then clearly A
and we may reduce to the case r (T ) = 1 by taking T = y (1) . Case 2.2: T = y (2) , y (3) (again, each y (j) may be e (j) or b (j) ). Consider
This intersection has dimension at most c, since the sum A T + A {b (1) ,b (2) } is the entire space A B , and has dimension 3c (where dim A T = 2c). If y (3) = b (3) , then T = y (2) , b (3) is contained in a line of the basis B, and we are in a previous case. If y (2) = b (2) , then
is the entire intersection, since it is already of dimension c, and
Suppose now that y (2) = b (2) and y (3) = b (3) . The columns representing y (2) , y (3) in A are 0 −Ic ρ(g 2 ) , ρ(g 3 ) 0 −Ic for some g 2 , g 3 ∈ G respectively, and by Lemma 4.1 b) we see
has rank 2c, where the first column is in A {b (1) ,b (2) } . Thus, the intersection above is given by the column span of the first column. By the proof of the case r (T ) = 1 and the fact that ρ (g 2 ) −1 ρ (g 3 ) −1 = ρ (g 3 g 2 ) −1 , we see
which implies the claim. 
Note that in this situation, r 2c W = r c U and r c W = 2r c U . Hence if r c U represents some polymatroid so does r 2c W . Formally, our use of doubling is necessary mainly in order to ensure that c is even. When U represents some polymatroid c · g, or extends a weak c-representation A of some matroid M , it will be convenient to think of W not just as a double of U, but also as an arrangement representing 2c · g or an extension of the weak 2c-representation A ⊕ A of M .
Notation. We use the following notation in the rest of this section: Let M = (E, r) be a triangle matroid with respect to the distinguished basis B = b (1) , b (2) , b (3) , let W = {w e } e∈E be a 2c-admissible extension of the weak 2c-realization The following proposition implies that separating a pair of elements is a combinatorial property, depending only on the rank function. It also describes the main consequence: in the weak c-arrangement A corresponding to W, the subspaces corresponding to x and to y are distinct. 
Proof.
(a) Suppose the c-basis W B of W separates x and y. Then
and this occurs if and only if both sides have the same dimension, which is 4c by construction.
The condition W x,1 ∩ W y = 0 is equivalent to the equation dim (W x,1 + W y ) = dim (W x,1 ) + dim (W y ), and by construction the right-hand side equals cd y + c.
Construction. Suppose W is well-separated with respect to some x ∈ E. We construct the following c-basis, which as we will show separates x from any y ∈ such that A x = A y :
The collection of all these subspaces will be denoted W B,x .
Proof. We need to show W B,x is a c-arrangement and that dz i=1 W z,i = W z for each z. The second part is clear from genericity. Let us prove W B,x is a c-arrangement.
By construction, the subspaces W B,x z,i (for any (z, i) = (x, 1)) are generic subspaces of the subspaces W z , each of dimension c. Also, {W z } z∈E ∪ {W x,1 } is a c-admissible subspace arrangement, essentially by well-separatedness of W: If T ⊆ E is any subset, then W T ∩A x is either of dimension at most c or A x ≤ W T . In the first case, W T intersects A x in dimension at most c, and since W x,1 is generic of dimension c in A x it satisfies W x,1 ∩ W T = 0. In the second case, A x ≤ W T so also W x,1 ≤ W T , and W x,1 + W T = W T again has dimension a multiple of c. Hence W ∪ {W x,1 } is c-admissible and the claim follows from the Splitting Lemma 8.3: W B,x is a subspace arrangement comprised of some generic c-dimensional subspaces of the {W z } z∈E and of W x,1 (note that any dimension-c subspace of W x,1 is equal to W x,1 ).
Proposition 8.13. In the notation of the construction, W B,x separates x from y for any y ∈ such that A x = A y .
Proof. The equality r c W B {(x, 1)} ∪ b (i) , j 1≤i,j≤2 = 4 is clear from the construction: W x,1 was chosen to be contained in
which has dimension 4c.
Suppose A x = A y . Then A x ⊆ W y , as otherwise
gives a contradiction. Hence A x ∩ W y has dimension at most c by well-separatedness. As W x,1 ⊆ A x is generic of dimension c, it has trivial intersection with W y . This proves that
equals 1 c (dim (W x,1 ) + dim (W y )) = 1 + d y . By Proposition 8.11, the basis W B,x separates x from y.
To later use the results of this section independently of the specific notation introduced above, we encode the second part of Proposition 8.11 in a definition and its first part in a lemma. This is a direct consequence of Proposition 8.11. The next proposition is used in the theorem which follows. The theorem puts together several ideas from this and preceding sections. Proof. By Proposition 4.8, there is a finitely generated matrix group G and a homomorphism ϕ : G S,R → G corresponding to the weak c-representation A. By construction, the elements x, y ∈ E \ B correspond to two elements of G S,R , and since A x = A y their images in G are distinct. Using Malcev's theorem, G has a finite quotient G in which the images of the elements corresponding to x, y are distinct. Replace G by G , and the homomorphism ϕ by its composition with the quotient map.
Define A = A G,ϕ = {A e } e∈E as in Proposition 4.7, and note that also A x = A y . Let U be the extension of A constructed in Theorem 7.5. The arrangement U is well-separated with respect to x by Proposition 8.8.
By the construction of this section and its properties shown in Lemma 8.12 and Proposition 8.13, the double W of U has a separating c-basis; this basis is, by definition, a carrangement representing an expansion of 2g which separates x and y.
Theorem 8.17. Let M = N S,R = (E, r) be a triangle matroid constructed from a finite presentation S | R as in Definition 4.6. Denote its distinguished basis by B, and let x, y ∈ E be elements on the bottom line of M . Then there exists a finite set of matroids {M i } n i=1 such that M has a weak c-representation A = {A e } e∈E with A x = A y for some c if and only if there is at least one 1 ≤ i ≤ n such that M i is representable as a c -arrangement for some c ≥ 1.
Proof. Let g be the polymatroid constructed from M in Theorem 7.5. Among the expansions of 2g take {M i } n i=1 to be all those which separate x from y. There are finitely many of these, since 2g has finitely many expansions (see the remark following Lemma 8.6). By Lemma 8.5 a representation of any M i as a c-arrangement gives a representation of the polymatroid 2c · g. Hence (by the intersection procedure of Theorem 7.1) a weak 2crepresentation A = {A e } e∈E of M . Since M i is an expansion of 2g separating x, y, we then have A x = A y .
Conversely, if M has a weak c-representation A = {A e } e∈E with A x = A y , then Proposition 8.16 implies that there is a c-arrangement representing an expansion of 2g which separates x, y, and this is a c-arrangement representation of M i for some 1 ≤ i ≤ n.
PROOF OF THEOREM 1.3
In this section we connect our previous results to prove Theorem 1.3.
Theorem 9.1. For each instance of the uniform word problem for finite groups, there exists a finite set of matroids {M 1 , . . . , M n } (computable from the given instance of the problem,) such that at least one of them is representable as a c-arrangement if and only if the answer to the given instance of the UWPFG is negative.
Proof. Let S | R be a finite presentation of a group and w ∈ S. Let M = N S,R = (E S,R , r) be the corresponding matroid with distinguished basis B = {b (1) , b (2) , b (3) }, as constructed in Definition 4.6. Let M 1 , . . . , M n be the matroids on E S,R constructed from M and w (1) , e (1) ∈ E S,R in Theorem 8.17.
By Theorem 8.17, at least one of the matroids M 1 , . . . , M n is representable as a carrangement if and only if there exists a weak c-representation A = {A e } e∈E S,R of N S,R such that A w (1) = A e (1) . This occurs if and only if the solution to the UWPFG instance is negative by Theorem 4.9.
Hence by Slobodskoi's theorem [Slo81] , existence of c-arrangement representations of matroids is undecidable.
