Abstract. We construct a number of different examples of non-Noetherian graded rings that are injective as modules over themselves (or have some related but weaker properties). We discuss how these are related to the theory of triangulated categories, and to Freyd's Generating Hypothesis in stable homotopy theory.
Introduction
In this paper we study graded commutative rings R that are large in various senses (in particular, not Noetherian) and self-injective (meaning that R is injective as an R-module). We use graded rings because they are relevant for our applications, but ungraded rings are covered as well because they can be regarded as graded rings concentrated in degree zero. The graded setting is assumed everywhere, so "element" means "homogeneous element" and "ideal" means "homogeneous ideal" and so on. Our rings will be commutative in the graded sense, so that ba = (−1) |a||b| ab. It is not hard to prove that any Noetherian self-injective ring is Artinian. In particular, if R is a finitelygenerated algebra over a field K that is self-injective then we must have dim K (R) < ∞ and it turns out that R ≃ Hom(R, K) as R-modules. Examples of this situation include R = K[x 1 , . . . , x n ]/(r 1 , . . . , r n ) for any regular sequence r 1 , . . . , r n , or the cohomology ring R = H * (M ; K) for any closed orientable manifold M . These are the most familiar examples of self-injective rings, and they are all very small. We will be looking for examples that are much larger.
Our motivation comes from a question in stable homotopy theory, which we briefly recall. In stable homotopy theory we study a certain triangulated category F , the Spanier-Whitehead category of finite spectra. The objects can be taken to be pairs X = (n, A) where n ∈ Z and A is a finite simplicial complex. The morphism set Hom F ((n, A), (m, B)) is the set of homotopy classes of maps from (R N +n × A) ∪ {∞} to (R N +m × B) ∪ {∞}, which is essentially independent of N when N is sufficiently large. More details are given in [17] , for example. For any X, Y ∈ F the set Hom F (X, Y ) is a finitely generated abelian group. It turns out that most methods for studying Hom F (X, Y ) treat the p-primary parts separately for different primes p. We will thus fix a prime p and define [X, Y ] = Z p ⊗ Hom F (X, Y ), where Z p is the ring of p-adic integers. These are the morphism sets in a new triangulated category which we call F p . This has a canonical tensor structure, with the tensor product of X and Y written as X ∧ Y . The unit for this structure is called S, so S ∧ X ≃ X. As part of the triangulated structure we have a suspension functor Σ : F p → F p , and we write S n for Σ n S. We put R n = [S n , S]. These sets form a graded commutative ring, whose structure is extremely intricate. A great deal of partial information is known, but it seems clear that there will never be a usable complete description. Some highlights are as follows.
• R n = 0 for n < 0, and R 0 = Z p , and R n is a finite abelian p-group for n > 0.
• Both the ranks and the exponents of the groups R n can be arbitrarily large.
• All elements in R n with n > 0 are nilpotent. Thus, the reduced quotient is R/ √ 0 = Z p .
• Various results are available describing most or all of the structure of R n for n < f (p), where f (x) is a polynomial of degree at most three. The simplest of these says that R n = 0 for 0 < n < 2p − 3, and R 2p−3 = Z/p. Now consider an arbitrary object X ∈ F p . We define π n (X) = [S n , X] for all n ∈ Z. This defines a graded abelian group π * (X), which has a natural structure as an R-module.
Conjecture 1.1 (Freyd's Generating Hypothesis).
The functor π * : F p → Mod R is faithful. This is actually a technical modification of Freyd's conjecture [7] , because Freyd did not tensor with the p-adics. This causes various trouble in the development of the theory, which Freyd avoided in ad hoc ways. 1 Much later Hovey redeveloped the theory in the p-adic setting [8] , which involves only minor modifications to Freyd's arguments but works much more smoothly.
Nearly half a century after Freyd made his conjecture, there is still no hint of a proof or a counterexample. However, there has been a certain amount of indirect progress; for example, various authors have settled the analogous questions in other triangulated categories where computations are easier [2, 5, 9, 12] .
On the other hand, it is known that the Generating Hypothesis would have some very strong and surprising consequences, as we now explain.
Definition 1.2.
(a) A graded ring R is coherent if every finitely generated ideal is finitely presented. (b) A graded ring R is totally incoherent if the only finitely presented ideals are 0 and R. Theorem 1.3 (Freyd [7] , Hovey [8] ). Suppose that the Generating Hypothesis is true.
(a) The functor π * : F p → Mod R is automatically full as well as being faithful, so it is an embedding of categories. (b) For every object X ∈ F p , the image π * (X) is an injective R-module. In particular (by taking X = S) the ring R is self-injective. (c) The ring R is totally incoherent.
Note in particular that (a) gives a full subcategory of Mod R that has a natural triangulation. This is very unusual; in almost all known triangulated categories, the morphisms are equivalence classes of homomorphisms under some nontrivial equivalence relation, and this equivalence structure is tightly connected to the definition of the triangulation.
Our aim in this paper is to shed light on the Generating Hypothesis by finding examples of self-injective rings that share some of the known or conjectured properties of the stable homotopy ring R.
Our main results are as follows. Firstly, one cannot disprove self-injectivity by looking only in a finite range of degrees: Theorem 1.4. Let R be a graded-commutative ring such that (a) R k = 0 for k < 0 (b) R 0 = Z/2 (c) R k is finite for all k ≥ 0. Suppose given N > 0. Then there is an injective map φ : R → R ′ of graded rings such that
(1) R ′ also has properties (a) to (c).
This result was a great surprise to the authors at least, although the proof is not too hard. We will restate and prove it as Theorem 6.6. We conjecture that the theorem remains true if we allow R 0 to be Z p , but we have not proved this.
Most of our remaining results relate to specific examples. We have aimed to give a wide spread of examples, rather than formulating each example with maximum possible generality. We will write F for Z/2.
One of the simplest examples of a finite-dimensional self-injective ring is the exterior algebra F[x 0 , . . . , x n ]/(x 2 0 , . . . , x 2 n ). Our first infinite-dimensional example is just an obvious generalisation of this. Proposition 1.5. Let E be the exterior algebra over F with a generator x i ∈ E 2 i for all i ∈ N. Then E is self-injective and coherent. The reduced quotient is E/ √ 0 = F.
Self-injectivity is proved by combining Corollary 3.7 and Proposition 4.6, as will be explained in Example 4.7. The same ingredients cover many other examples, but we will not give the relevant definitions in this introduction. Coherence is proved in Proposition 5.4, and the reduced quotient is clear. We have chosen the degrees of the generators for compatibility with our other examples, but in fact the statement would remain valid if we merely assumed that |x i | → ∞ as i → ∞.
Our next example arose by applying Theorem 1.4 to the ring F[x, y]/xy and studying the result in low dimensions. The result is very complicated and irregular, but after studying various recurring patterns and key features we were led to the definition below. Theorem 1.6. Consider the ring
, with the grading given by |y i | = 2 i . Then C is self-injective and coherent. The reduced quotient is
n−i . This will be proved as Propositions 7.18, 7.25 and 7.26. The statement can be generalised by adjusting the degrees and the relations slightly, but this just leads to additional bookkeeping without much extra insight, so we have omitted it. It is probably also possible to generalise in more conceptual ways, but that would be a substantial project, so we leave it for future work.
For the next example, we give an axiomatic statement and then explain a special case that is relevant in chromatic homotopy theory. Definition 1.7. For any prime p, we recall that
We say that R is Pontrjagin self-dual if all these maps are isomorphisms.
This will be proved as Proposition 8.2. Now fix a prime p, and assume that p > 2 for simplicity. Recall that F denotes the Spanier-Whitehead category of finite spectra. One can construct another triangulated category F ′ , called the Bousfield localisation of F with respect to p-local K-theory. Roughly speaking this is the closest possible approximation to F that can be analysed using topological K-theory, and it is computationally much more tractable than F itself. Ravenel's paper [16] is a good introduction to both the conceptual framework and specific calculations, with references to original sources. Devinatz has shown [6] that the most obvious analogue of the Generating Hypothesis for F ′ is false (his Remark 1.7), but that a related statement is true (his Theorem 1). The analogue of the stable homotopy ring for F ′ is the ring J described below. Definition 1.9. Let p be an odd prime, and define a graded ring J as follows. We put J 0 = Z (p) and J −2 = Q p /Z p ; for notational convenience we use the symbol η for the identity map Z (p) → J 0 , and ζ for the identity map J −2 → Q p /Z p . Next, for each nonzero integer k there is a generator α k ∈ J 2(p−1)k−1 generating a cyclic group of order p vp(k)+1 , where v p (k) is the p-adic valuation of k. For the product structure, we have
• α j α k = 0 whenever j + k = 0.
Theorem 1.10. The ring J = Z p ⊗ J is Pontrjagin self-dual and therefore self-injective. It is also totally incoherent, and the reduced quotient is J/ √ 0 = Z p .
Self-duality is proved as Lemma 8.3, and incoherence as Proposition 8.7. The reduced quotient is clear. We now note that the ring F[x]/x N is another easy example of a finite-dimensional self-injective ring. Our next example arose by trying to generalise this. An obvious possibility is to consider the ring n>0 F[x 1/n ] modulo the ideal generated by x. Any element of this ring can be expressed as q a(q)x q , for some function a : Q∩[0, 1) → F with finite support. However, this ring needs to be adjusted to make it self-injective. Firstly, it turns out to be better not to kill x itself, but just the powers x q with q > 1. Next, self-injectivity forces certain modules to be isomorphic to their double duals and thus to have strong completeness properties. To handle this, we must allow some infinite sums, or equivalently weaken the condition that a has finite support. It is also convenient (but not strictly necessary) to include powers x q where q is irrational. This leads us to the following definition. Definition 1.12. Let K be a field. For any map a : [0, 1] → K we put supp(a) = {q ∈ [0, 1] | a(q) = 0}. We say that a is an infinite root series if every nonempty subset of supp(a) has a smallest element (so supp(a) is well-ordered). We let P denote the set of infinite root series, and call this the infinite root algebra.
gives a well-defined ring structure on P . With this structure, P is self-injective and totally incoherent. The reduced quotient is P/ √ 0 = K.
This will be proved in Propositions 9.20 and 9.21, and Corollary 9.13. We will also discuss two rings that are not self-injective, but have a related property that we now explain. Definition 1.14. Let R be a graded commutative ring, and let J be an ideal in R. We put ann R (J) = {a ∈ R | aJ = 0}. It is tautological that the ideal ann 2 R (J) = ann R (ann R (J)) contains J. We say that R satisfies the double annihilator condition if ann 2 R (J) = J for all finitely generated ideals J. Proposition 1.15. If R is self-injective then it satisfies the double annihilator condition. Conversely, if R is Noetherian and satisfies the double annihilator condition, then it is self-injective. This is proved in Remark 2.4 and Theorem 4.1. Definition 1.16. For any integer n we let B(n) be the set of exponents i such that 2 i occurs in the binary expansion of n, so B(n) is the unique finite subset of N such that n = i∈B(n) 2 i . The Rado graph has vertex set N, with an edge from i to j if (i ∈ B(j) or j ∈ B(i)). The Rado ideal in the exterior algebra E has a generator x i x j for each pair (i, j) such that there is no edge from i to j in the Rado graph. The Rado algebra Q is the quotient of E by the Rado ideal. Remark 1.17. See [4, 15] for discussion of the Rado graph. Although the definition looks very specialised, the appearance is deceptive. Roughly speaking, any countable random graph is isomorphic to the Rado graph with probability one. The proof of this uses a kind of injectivity property of the Rado graph, which is what suggested it to us as being potentially relevant for the present project. Theorem 1.18. The Rado algebra is totally incoherent (and in particular, not Noetherian). It satisfies the double annihilator condition, but is not self-injective. The reduced quotient is Q/ √ 0 = F.
This will be proved as Propositions 10.5, 10.6 and 10.8 (apart from the fact that Q/ √ 0 = F, which is clear).
One major difference between the Rado algebra and the stable homotopy ring is that the former has Krull dimension zero (because all elements in the maximal ideal square to zero) whereas the latter is Z 2 in degree 0 and so has Krull dimension one. Our final example aims to do something similar to the Rado construction but without making all the generators nilpotent. To do this we must work in base ω rather than base 2; this involves some theory of ordinals, which we briefly recall (the book [10] is an admirably concise reference). There is an exponentiation operation for ordinals (different from the usual one for cardinals). There is a countable ordinal called ǫ 0 such that ǫ 0 = ω ǫ0 , and no ordinal α < ǫ 0 satisfies α = ω α . Any ordinal α < ǫ 0 has a unique Cantor normal form α = ω β1 n 1 + · · · + ω βr n r where the n i are positive integers and α > β 1 > · · · > β r . Definition 1.19. We write µ 0 (α, β) for the coefficient of ω β in the Cantor normal form of α. We then put µ(α, β) = max(µ 0 (α, β), µ 0 (β, α)),
Given any function δ : ǫ 0 → N, we can give A a grading such that |x α | = δ(α). In Section 11 we will describe a particular function δ with the property that δ(α) > 0 for all α, and all the sets δ −1 {n} are finite. This will ensure that the homogeneous pieces A d are finite for all d. Theorem 1.20. If J is any ideal in A that is generated by a finite set of monomials, then J = ann 2 A (J). However, there are non-monomial ideals J with J = ann 2 A (J), so A does not satisfy the double annihilator condition, and is not self-injective. Moreover, A is totally incoherent, and the reduced quotient is
This will be proved as Propositions 11.17, 11.21 and 11.22, and Corollary 11.19.
General theory of self-injective rings
Let R be a graded commutative ring, and let Mod R be the category of graded R-modules. Suppose that R is self-injective. For M ∈ Mod R we put DM = Hom R (M, R) (regarded as a graded R-module in the usual way). This construction defines a functor D : Mod R → Mod Definition 2.1. We let U = U R denote the full subcategory of Mod R consisting of the modules M for which
Proposition 2.2. The category U is closed under finite direct sums, suspensions and desuspensions, kernels, cokernels, images and extensions. It also contains R itself.
Proof. This is clear from the exactness of the functor D 2 and the five lemma.
Corollary 2.3. If J ≤ R is a finitely generated ideal, then J and R/J lie in U.
Proof. They are the image and cokernel of some map
By dualising the sequence J − → R − → R/J, we see that
Proof. Given u ∈ D(Ra) e we put α(u) = u(a) ∈ R d+e . This defines a map α : D(Ra) → Σ −d R, which is clearly injective. Note that if b ∈ ann R (a) then α(a)b = α(ab) = α(0) = 0. This proves that α(a) ∈ ann 2 R (Ra) d+e = (Ra) d+e . In the opposite direction, if c ∈ (Ra) d+e then we have c = ma for some m ∈ R e , and the rule µ m (x) = mx defines an element µ m ∈ D(Ra) e with α(µ m ) = c. This proves that the image of α is Σ −d Ra, as required.
Proposition 2.6. If R is self-injective and a ∈ R then R/ ann(a) is also self-injective.
Proof. Put Q = R/ ann(a), and let i : Q − → R be induced by x → xa, so i is injective, with image Ra.
We are given that D R is exact, and we must show that D Q is exact. The map i : Q − → R gives a natural monomorphism i :
, and it will suffice to show that this is also an epimorphism. For any φ :
R (a) = Ra, and i : Q − → Ra is an isomorphism, so φ = i(ψ) for some ψ ∈ D Q (M ), as required.
Proposition 2.7. If R is self-injective and I and J are ideals in R then ann R (I + J) = ann R (I) ∩ ann R (J) and ann R (I ∩ J) = ann R (I) + ann R (J).
Proof. There is a short exact sequence
By applying the exact functor D, we get a short exact sequence ann R (I ∩ J)
The claim follows.
Corollary 2.8. If R is local and self-injective and I and J are nontrivial ideals, then I ∩ J is also nontrivial.
Proof. Let m be the maximal ideal. As I and J are nontrivial we have ann(I) < R and ann(J) < R, so ann(I) ≤ m and ann(J) ≤ m, so ann(I ∩ J) = ann(I) + ann(J) ≤ m < R, so I ∩ J is nontrivial. Proof. Suppose that every test pair has either a block or a transporter. Consider a finitely generated graded ideal J ≤ R, and a homomorphism φ : Σ d J → R. Choose a list u = (u 1 , . . . , u r ) of homogeneous elements that generates J, and put v i = φ(u i ) ∈ I. Note that if b ∈ R r with b.u = 0 then we can apply φ to see that b.v = 0. It follows that the pair (u, v) has no block, so it must have a transporter. This means that there is an element m ∈ I d with φ(u i ) = u i m for all i, and it follows easily that φ(a) = am for all a ∈ J, as required.
Conversely, suppose that I satisfies the finite Baer condition. Consider a test pair (u, v) of degree d with no block, and let J be the ideal generated by the entries u i . Define φ :
(the absence of a block means that this is well-defined). The finite Baer condition means that there is an element m ∈ I d with φ(a) = am for all a ∈ J, and this m is clearly a transporter for (u, v).
Corollary 3.7. Let R be a graded commutative ring such that R k is finite for all k. Suppose also that there are subrings
Proof. Any test pair (u, v) ∈ R r × R r can be regarded as a test pair over R(n) for sufficiently large n. As R(n) is self-injective, there must be a block in R(n) r or a transporter in R(n). It is clear from the definitions that such a block or transporter still qualifies as a block or transporter over R, so we see that R satisfies the finite Baer condition. As we have assumed that R k is finite for all k, we can use Proposition 3.3 to see that R is injective as an R-module.
Theorem 3.8. Let R be a graded commutative ring such that R k is finite for all k. Then the following are equivalent:
(c) For all elements a ∈ R and every finitely generated ideal J ≤ R we have ann 2 R (a) = Ra and ann R (J ∩ Ra) = ann R (J) + ann R (a).
Proof. It follows from Remark 2.4 and Proposition 2.7 that (a) implies (b). If (b) holds, then (c) follows immediately. Now suppose (c) holds. As we have assumed that R k is finite for all k, we may use the theory of blocks and transporters. We proceed by induction on the length of a test pair to show that every test pair over the ring R has either a block or a transporter. Let (u; v) be a test pair of length 1 and degree d. Suppose this test pair has neither block nor transporter. Then ann R (u) ≤ ann R (v) and by assumption we have Rv = ann
Since m is a transporter for this test pair, we have a contradiction. Now suppose each test pair of length ≤ k and arbitrary degree has either a block or a transporter. A test pair of length k + 1 and degree d takes the form (u, u k+1 ; v, v k+1 ) where (u; v) is a test pair of length k and degree d and (u k+1 , v k+1 ) is a test pair of length 1 and degree d. By the inductive hypothesis, both the test pairs (u; v) and (u k+1 , v k+1 ) have either a block or a transporter. If (u; v) has block r, then (r, 0) is a block for the test pair (u, u k+1 ; v, v k+1 ). Similarly, if (u k+1 , v k+1 ) has block r k+1 , then (0, . . . , 0, r k+1 ) is a block for the test pair (u, u k+1 ; v, v k+1 ). Otherwise, (u; v) must have transporter m ∈ R d and (u k+1 , v k+1 ) must have transporter n ∈ R d . In this situation, suppose the test pair (u, u k+1 ; v, v k+1 ) has neither block nor transporter and let J be the ideal generated by the entries of u. The absence of a block implies that there is a well defined map φ :
for elements s i ∈ R for each i. Applying the map φ to the zero element (
Thus it follows that the element m − n is in the annihilator ideal ann R (J ∩ Ru k+1 ). By assumption, we have ann R (J ∩ Ru k+1 ) = ann R (J) + ann R (u k+1 ). Now let m − n = x − y where x ∈ ann R (J) and y ∈ ann R (u k+1 ) and put z = m − x = n − y.
it follows that z is a transporter for the test pair (u, u k+1 ; v, v k+1 ). As this gives a contradiction, it follows that every test pair of length k + 1 and arbitrary degree must have either a block or transporter. We deduce that every test pair in the ring R must have either a block or transporter, and since R k is finite for each k, we can use Proposition 3.6 to show that R is injective as an R-module.
The Noetherian case
Theorem 4.1. Let R be a Noetherian graded commutative ring. Then the following are equivalent:
is Artinian (and thus is a finite product of Artinian local rings), and each of the local factors has one-dimensional socle.
Statements similar to this are certainly well-known (see for example [3, Exercise 3.2.15]), but we do not know a reference for this precise formulation. For completeness we will give a self-contained proof after some lemmas.
Lemma 4.2. Let R be an Artinian local graded ring, with maximal ideal m, and put K = R/m. Suppose that the socle soc(R) = ann R (m) has dimension one over K. Then every nonzero ideal in R contains soc(R).
Proof. Let I be a nonzero ideal. By the Artinian condition, we can choose an ideal J that is minimal among nonzero ideals contained in I. Recall that every Artinian ring is Noetherian (see for example [13, Theorem 3.2] ), so we can use Nakayama's Lemma to see that mJ < J and thus (by minimality) that mJ = 0. This means that J is a nontrivial K-subspace of soc(R), but soc(R) has dimension one, so J = soc(R), so soc(R) ≤ I.
Lemma 4.3. Suppose that R is as in Lemma 4.2. Then for all ideals
Proof. First, it is standard that we can fit together a composition series for J with a composition series for R/J to get a chain 0 = I 0 < I 1 < · · · < I r = R with I i /I i−1 ≃ K for all i, and J = I t for some t. Now let A j be the annihilator of I j , so we have
On the other hand, we have A i I i = 0 and A i+1 I i+1 = 0. We therefore have a natural map
given by ξ i (a + A i+1 )(b + I i ) = ab. It is clear from the definitions that this is injective, and the codomain is isomorphic to K, so A i /A i+1 is either 0 or K. It is standard that any two composition series have the same length, so we must have A i /A i+1 ≃ K for all i, so A i has length r − i. After applying the same logic to the composition series {A r−i } r i=0 we see that the ideal ann(A i ) = ann 2 (I i ) has length i. We also know that I i ≤ ann 2 (I i ) and that I i also has length i; it follows that I i = ann 2 (I i ), as required. Proof. Consider an ideal I ≤ R and an R-module map f : I → R. Choose a composition series 0
We will construct elements x 0 , . . . , x r ∈ R such that f (a) = ax i for all a ∈ J i . We start with x 0 = 0. Now suppose we have found x i−1 . Put u i = f (a i ) − x i−1 a i . Using the fact that ma i ≤ I i−1 we find that mu i = 0, so u i ∈ soc(R). Next, we have a i ∈ I i−1 = ann 2 (I i−1 ), so ann(I i−1 )a i = 0. As every nontrivial ideal contains the socle, we see that u i ∈ ann(I i−1 )a i , so we can write u i = y i a i for some y i with y i I i−1 = 0. We now put x i = x i−1 + y i . By construction we have f (a) = ax i for a ∈ I i−1 or for a = a i , and it follows that this equation holds for all a ∈ I i as required. At the end of the induction we have an element x r which fulfils Baer's criterion.
Proof of Theorem 4.1. It follows from Remark 2.4 that (a) implies (b). Now suppose that (b) holds. Consider a descending chain of ideals I 0 ≥ I 1 ≥ I 2 ≥ · · · in R. The ideals ann(I k ) then form an ascending chain, which must eventually stabilise because R is Noetherian. We can thus take annihilators again to see that the original chain also stabilises. This shows that R is Artinian. It follows in a standard way that there are only finitely many maximal ideals, and that R is the product of its maximal localisations. We thus have a splitting R = n i=1 R i say, where each factor R i an Artinian local ring. It follows that the lattice of ideals in R is the product of the corresponding lattices for the factors R i , and thus that each R i satisfies condition (b). We can thus reduce to the case where R is local, with maximal ideal m say. Recall that the socle is soc(R) = {a ∈ R | am = 0} = ann R (m), which is naturally a vector space over the field K = R/m. If soc(R) were zero we would have m = ann 2 (m) = ann(soc(R)) = ann(0) = R, which is a contradiction. We can therefore choose a nonzero element u ∈ soc(R). We find that Ku = Ru is a nonzero ideal in R, so ann(Ku) is a proper ideal containing ann(soc(R)) = m, so ann(Ku) = m by maximality. We can now take annihilators again to see that Ku = ann(m) = soc(R), so soc(R) is one-dimensional. This proves (c).
Finally, we will assume (c) and prove (a). It is again easy to reduce to the case where R is local, and the local case is covered by Corollary 4.4.
Definition 4.5. Let K be a field. A Poincaré duality algebra over K is a graded commutative K-algebra R equipped with a K-linear map θ : Proof. Let R be a Poincaré duality algebra of top dimension d, and put m = i>0 R i . It is clear that R/m = K and m d+1 = 0, and it follows that m is the unique maximal ideal. As R has finite total dimension over K it is clearly Artinian. The perfect pairing condition implies that soc(R) = R d and that this has dimension one. It follows by Theorem 4.1 that R is self-injective.
Alternatively, for any R-module M we can define a natural map
Using the perfectness of the pairing we see that this is an isomorphism. As K is a field, the functor M → Hom K (M d , K) is exact, and it follows that the functor M → Hom R (R, R) is also exact, or in other words that R is injective as an R-module.
i . For any finite set I ⊂ N we put x I = i∈I x i , so |x I | = i∈I 2 i and the elements x I form a basis for E over F. It follows that E k ≃ F for all k ≥ 0, and E k = 0 for k < 0. Let E(n) be the subalgebra of E generated by x 0 , . . . , x n−1 . This is a Poincaré duality algebra, with socle generated by the element i<n x i , and it is clear that E = n E(n). Corollary 3.7 therefore tells us that E is self-injective.
Coherence
We now briefly recall some standard ideas about finite presentation.
Definition 5.1. Let R be a graded commutative ring, and let M be a graded R-module. Then we see from [11, Section 4D ] the following are equivalent:
(a) There exists an exact sequence
where P 0 and P 1 are finitely generated free modules.
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(b) M is finitely generated, and for every epimorphism g : P 0 → M (with P 0 a finitely generated free module) the module ker(g) is also finitely generated. If these conditions hold, we say that M is finitely presented.
Remark 5.2. By a finitely generated free module we mean one of the form r i=1 Σ di R; we do not assume that the degree shift d i is zero.
Corollary 5.3. If R is Noetherian, then every finitely generated ideal is finitely presented.
Proof. Condition (b) is clearly satisfied.
As we stated in Definition 1.2, a graded ring R is said to be coherent if every finitely generated ideal is finitely presented, and totally incoherent if the only finitely presented ideals are 0 and R. It is clear that every Noetherian ring is coherent. We mention as background that if R is coherent, then the category of finitely generated modules is closed under images, kernels, cokernels and extensions, so it is an abelien category. The following example is standard:
Proposition 5.4. The infinite exterior algebra E (as in Example 4.7) is coherent.
Proof. Let E(n) be the subalgebra generated by x 0 , . . . , x n−1 , and let E ′ (n) be generated by the remaining variables, so E = E(n) ⊗ F E ′ (n). Any finitely generated ideal is the image of some E-linear map g : E r → E, which will have the form g(u) = u.v for some vector v ∈ E r . We must show that the module K = ker(g) is finitely generated. Choose n large enough that v i ∈ E(n) for all i. Now v gives a map g ′ : E(n) r → E(n) of E(n)-modules, and E(n) is Noetherian, so the module K ′ = ker(g ′ ) is finitely generated over E(n). We can identify g with g ′ ⊗ 1 with respect to the splitting E = E(n) ⊗ E ′ (n), and it follows that K = K ′ ⊗ E(n) ′ , and thus that any finite generating set for K ′ over E(n) also generates K over E.
The following result will be our main tool for proving incoherence results.
Lemma 5.5. Let A be a local graded ring, with maximal ideal m, and let I be a finitely presented ideal in A. Then for each u ∈ I \ mI, the image of ann A (u) in m/m 2 has finite dimension over A/m.
Note here that as u ∈ mI we have u = 0, so ann A (u) ≤ m and it is meaningful to talk about the image in m/m 2 .
Proof. As I is finitely generated over A, we see that I/mI is a finite-dimensional vector space over A/m. We can choose a basis for this space containing the image of u, and then choose elements of I lifting these basis elements. This gives a list v 1 , . . . , v n ∈ I with v 1 = u such that the corresponding map g : A n → I induces an isomorphism g : (A/m) n → I/mI. Now cok(g) is a finitely generated module with m. cok(g) = cok(g), so cok(g) = 0 by Nakayama's Lemma, so g is an epimorphism. As I is assumed to be finitely presented, we see that ker(g) is also finitely generated over A. Moreover, as g is an isomorphism we see that ker(g) ≤ m n . It follows that the image of ker(g) in (m/m 2 ) n is finite-dimensional. The intersection of ker(g) with the first copy of A in A n is just the annihilator of u, so we see that the image of ann A (u) in m/m 2 is finite-dimensional.
Corollary 5.6. Let A be a local graded ring, with maximal ideal m. Suppose that for all u ∈ A we have either (a) u = 0; or (b) the image of ann A (u) in m/m 2 has infinite dimension; or (c) u is invertible. Then A is totally incoherent.
Proof. Let I be a finitely presented ideal. If mI = I then I = 0 by Nakayama's Lemma. Otherwise, we can choose u ∈ I \ mI. As u ∈ mI we have u = 0. By the lemma, the image of ann A (u) in m/m 2 must have finite dimension. Thus, possibilities (a) and (b) are excluded, so u must be invertible. As u ∈ I we conclude that I = A.
Next we record a graded version of Chase's Theorem for coherent rings.
Theorem 5.7. Let R be a graded commutative ring. Then the following are equivalent:
(a) R is coherent.
(b) For all elements a ∈ R and for every finitely generated ideal J ≤ R, the conductor ideal
is finitely generated. (c) For all elements a ∈ R, the annihilator ideal ann R (a) is finitely generated, and for all finitely generated ideals J, K ≤ R, the intersection J ∩ K is finitely generated.
Proof. The ungraded version of the proof is given in many textbooks such as [11, page 142] . It can be modified in an obvious way to keep track of gradings, which gives our statement above.
Theorem 5.8. Let R be a graded commutative ring such that R k is finite for all k. Then the following are equivalent: (a) R is coherent and self-injective.
(b) R is coherent and for all finitely generated ideals J ≤ R we have ann 2 R (J) = J. (c) For every finitely generated ideal J ≤ R, the ideal ann R (J) is finitely generated and ann 2 R (J) = J. (d) R is self injective and for all finitely generated ideals J ≤ R, the ideal ann R (J) is finitely generated.
Proof. It follows from Remark 2.4 that (a) implies (b). To show that (b) implies (c) we need to show that the ideal ann R (J) is finitely generated for each finitely generated ideal J ≤ R. If we let (r 1 , . . . , r n ) be generators for the ideal J, then we can take the annihilator of J to give ann R (J) = i ann R (r i ). Since R is assumed to be coherent, it follows from part (c) of Theorem 5.7 that ann R (r i ) is finitely generated for each i and that a finite intersection of finitely generated ideals is also finitely generated. Thus ann R (J) is finitely generated as claimed. Now suppose that part (c) holds. To prove that (c) implies (d), we need to show that R is injective as an R-module. For all ideals J, K ≤ R we have
By assumption, the ideal sum ann R (J) + ann R (K) must be finitely generated. Thus we can take double annihilators to give ann R (J) + ann R (K) = ann R (J ∩ K). Since R k is finite for each k, we can use part (b) of Theorem 3.8 to complete the claim. We now conclude by showing that (d) implies (a). By assumption, the annihilator ideal ann R (a) is finitely generated for all elements a ∈ R. Then for all ideals J, K ≤ R we know that the ideal sum ann R (J) + ann R (K) is finitely generated by assumption. By taking annihilators we then have
where the double annihilator condition holds by Remark 2.4. However, by assumption, the annihilator of a finitely generated ideal is also finitely generated. Thus the intersection J ∩ K must be finitely generated. It follows from part (c) of Theorem 5.7 that the ring R is coherent as claimed.
6. Self-injective adjustment Definition 6.1. We write R for the category of commutative graded F-algebras such that (a)
Proposition 6.2. Let R be a ring in R, and let P be a finite set of test pairs in R that have no transporters. Let m be a positive integer. Then there is an extension R ′ ≥ R of graded rings such that
Proof. List the elements of P as (u 0 , v 0 ), . . . , (u p−1 , v p−1 ) say. Suppose that (u t , v t ) has length r t , and let d t be the maximum of the degrees of the entries u t,j for 0 ≤ j < r t . Let P be the polynomial ring obtained from R by adjoining variables b t,j for 0 ≤ t < p and 0 ≤ j < r t , with |b t,j | = m + d t − |u t,j | ≥ m > 0. Put w t = rt−1 j=0 b t,j u t,j ∈ P and R ′ = P/(w 0 , . . . , w p−1 ). There is an evident ring map η : R → R ′ , and also a 11 ring map π : R ′ → R given by π(b t,j ) = 0 for all t and j. It is clear that πη = 1, so η is injective, and we can use it to regard R ′ as an extension of R. As |b t,j | ≥ m > 0, it is easy to see that R ′ ∈ R and that the map R k → R ′ k is surjective (and therefore bijective) for k < m. By construction we have b t .u t = 0 in R ′ . We claim that b t .v t = 0 in R ′ , or equivalently that b t .v t cannot be written as s c s w s in P . To see this, let c * denote the constant term in the polynomial c t . By examining the coefficient of b t,j in the equation b t .v t = s c s w s we obtain v t,j = c * u t,j for all j, which means that c * is a transporter for (u t , v t ), contrary to assumption. Thus, b t is a block for (u t , v t ) in R ′ , as required.
Definition 6.3. Let R be a ring in R, and let (u, v) be a test pair for R. We say that (u, v) is good if it has either a block or a transporter, and bad otherwise. We say that (u, v) is nondegenerate if u i = 0 for all i.
For any homogeneous element x ∈ R we put |x| + = max(0, |x|). The weight of (u, v) is i (1 + |u i | + + |v i | + ).
Lemma 6.4. Let R be a ring in R, and suppose that all nondegenerate test pairs are good. Then R is self-injective.
Proof
, then it is also a transporter for (u, v). We therefore see that all test pairs for R are good, so R is self-injective. Theorem 6.6. Suppose that R ∈ R, and that m ≥ 0. Then there is an extension R ′ ≥ R such that
Proof. We define rings R ′ (0) ≤ R ′ (1) ≤ · · · as follows. We start with R ′ (0) = R. For each k ≥ 0, we let R ′ (k + 1) be an extension of R ′ (k) that agrees with R ′ (k) in degrees less than k + m, such that every nondegenerate bad test pair of weight at most k in R ′ (k) has a block in R ′ (k + 1). This can be constructed by Proposition 6.2 and Lemma 6.5. Now take R ′ to be the colimit of the rings R ′ (k). By construction we have R ′ i = R ′ (k) i for sufficiently large k, and using this it is clear that R ′ ∈ R. Consider a nondegenerate test pair (u, v) ∈ R ′ . For sufficiently large k we can assume that k ≥ weight(u, v) and that
If it is bad in R ′ (k) then by construction it becomes good in R ′ (k + 1) and therefore in R ′ .
The cube algebra
Recall that in the statement of Theorem 1.6 we introduced the ring
with the grading given by |y i | = 2 i . We now investigate the structure of this ring (which we call the cube algebra).
12
Definition 7.1. We also put
are all split injective, so all the rings mentioned can be considered as subrings of C.
Proof. There is a graded ring map τ 0 :
It is straightforward to check that τ 0 (y Definition 7.3. We write P for the polynomial ring F[y 0 , y 1 , . . . ], so that C is a quotient of P . A multiindex is a sequence α = (α 0 , α 1 , . . . ) of natural numbers with α i = 0 for i ≫ 0. We write M P for the set of all multiindices. Given α ∈ M P we write y α = i y αi i and |α| = |y α | = i α i 2 i . It is clear that the set BP = {y α | α ∈ M P } is a basis for P over F.
Definition 7.4. We put
Note that in the definition of M ′ C[n, m] the constraint α i < 3 does not apply when i = m, so in particular The proof depends on the following result: Lemma 7.6. Let A be a commutative algebra over F, let f (t) ∈ A[t] be a monic polynomial of degree d, and put B = A[x]/f (x). Then {1, x, . . . , x d−1 } is a basis for B over A. Moreover, if A is finite-dimensional over F and has Poincaré duality, then the same is true of B.
Proof. We first claim that any polynomial g(x) ∈ A[x] can be expressed uniquely in the form g(x) = q(x)f (x) + r(x) with deg(r(x)) < d. This can easily be proved by induction on the degree of g(x), and it follows directly that {1, . . . , x d−1 } is a basis for B over A. Now suppose that A has Poincaré duality, so there is a linear map θ : A → F such that the bilinear form (u, v) → θ(u, v) is perfect. This means that there exist bases {u 0 , . . . , u n−1 } and {v 0 , . . . , v n−1 } for A such that θ(u i v j ) = δ ij . Now define φ : B → F by φ(
. We define bases {s 0 , . . . , s nd−1 } and {t 0 , . . . , t nd−1 } for B by s ni+j = x i u j and t ni+j = x d−1−i v j for 0 ≤ i < d and 0 ≤ j < n. It is clear that φ(s k t k ) = 1. Suppose we have 0 ≤ k < k ′ < nd. Write k = ni + j and k ′ = ni ′ + j ′ as before; we must have either i < i ′ , or (i = i ′ and j < j ′ ). In either case, we find that φ(s i t j ) = 0. Thus, the matrix of φ with respect to our bases is triangular, with ones on the diagonal, proving that φ gives a perfect pairing on B. It is also true that BC[n, m] is a basis for C[n, m] when m < ∞, but it is convenient to leave the proof until later. Proposition 7.10. For any multiindex α ∈ M P , there is a multiindex β ∈ M C such that y α = y β .
Proof. If α ∈ M C, we let k denote the smallest index such that α k > 2, and define α ′ ∈ M P by
Because y 3 k = y k y k+1 we have y α = y α ′ . Moreover, α ′ has the same degree as α, and is lexicographically lower than α. There are only finitely many monomials of any given degree, so the claim follows by induction over the lexicographic order. (a) We put x 0 = y 0 , and x n = y n + y n−i and y n x n+1 = 0. Thus, the ring C can also be presented as
Proof. Once we recall that (a + b)
n−i is easily checked by induction. Note that this already holds in the polynomial ring P . As the elements x i can be expressed in terms of the y j and vice-versa, we see that P = F[x 0 , x 1 , . . . ]. The defining relations y Proof. The induction step is
Lemma 7.15. Fix m ∈ N, and put U = {α ∈ M C | α is m-solid and α i = 0 for i < m}.
Then there is a bijection
There is a unique r ∈ N such that 2 For this, we put
By inspecting the generators and relations on both sides, we see that
Propositions 7.5 and 7.9 show that A also gives a basis for
. Now let g denote the composite
It will certainly be enough to show that g is injective. It is not hard to see that y k Z ≤ Z, and We now wish to prove that C is coherent, which turns out to involve substantial work. It will be convenient to regard the set BC . It follows using Lemma 7.19 that y γ y p−1 y p = 0 (mod y p+1 ). However,
More precisely, K(u, p) is the graded group where
and K(u, p) is graded in a similar way.
Proof. Consider an element v ∈ K(u, p+1). This can be written as π(v) for a unique element v ∈ C[0, p+1] n , which must satisfy u.v = 0 (mod y p+1 ). We can write v as 
. We have
However, the elements w jk lie in C[0, p − 1], which is zero in degrees larger than 2 p − 2. We therefore have w 11 = w 12 = w 30 = w 31 = 0, which means that u.v 0 = 0 and u.v 1 = 0 and u.v 2 = w 32 y
Thus, v ′ is the required lift of v in K(u, p + 1).
Lemma 7.23. For all p ≥ 0 we have a splitting
Proof. By definition we have
, where
The ideal generated by y p x p+1 in this ring clearly has a compatible splitting
We can thus pass to the quotient to get
as claimed.
As the sum in Lemma 7.23 is direct, we must have u.v 0 = 0 and u.v k = 0, so v 0 ∈ K(u, p) and v k ∈ K(u, p). By Lemma 7.22, we can choose
Proposition 7.25. The ring C is coherent.
Proof. Let I ≤ C be a finitely generated ideal. Choose elements u 0 , . . . , u n−1 generating I. These give an epimorphism g : i Σ |ui| C → I, with ker(g) = K(u, ∞), so it will suffice to show that K(u, ∞) is finitely generated as a C-module. Now choose p large enough that u i ∈ C[0, p − 2] for all i. As C[0, p] is Noetherian, we can choose a finite subset T ⊆ C[0, p] n that generates K(u, p) as a C[0, p]-module. Corollary 7.24 tells us that T also generates K(u, p+ 1) as a C[0, p+ 1]-module. In fact, we can apply the same corollary inductively to see that T generates K(u, q) as a C[0, q]-module for all q ≥ p. As C = q C[0, q] we conclude that T generates K(u, ∞) as required.
Proof. Put C ′ = C/ √ 0. We first claim that for all p, q with 0 ≤ p < q we have x p x q = 0 in C ′ . We may assume inductively that x i x j = 0 in C ′ whenever 0 ≤ i < j < q. By a nested downward induction over p, we may assume that x k x q = 0 in C ′ whenever p < k < q. As in Proposition 7.12, we have 
We now see that C ′′ is a quotient of C by nilpotent elements, so C ′ can also be described as C ′′ / √ 0. However, there is an obvious splitting
and using this we see that C ′′ is reduced. It follows that C ′ = C ′′ as claimed.
Pontrjagin self-dual rings
Let R be a Pontrjagin self-dual ring, as in Definition 1.7. Thus, R is a graded Z p -algebra R equipped with an isomorphism ζ : R d → Q p /Z p (for some d) such that the resulting maps
Lemma 8.1. For graded R-modules M there is a natural isomorphism
This defines a map τ :
As R is assumed to be Pontrjagin self-dual, there is a unique element
We leave it to the reader to check that this gives a map φ : M → R of R-modules, and that this is the unique such map with τ (φ) = ψ. Proposition 8.2. Any Pontrjagin self-dual ring is self-injective.
Proof. We need to show that the functor M → Hom R (M, R) is exact, but it is isomorphic to the functor M → Hom Zp (M d , Q p /Z p ), which is exact because Q p /Z p is divisible and therefore injective as a Z p -module.
We now study the graded ring J described by Definition 1.9, and the tensor product J = Z p ⊗ J. It is standard that Z p ⊗ Z/p r = Z/p r . Moreover, the group Q p /Z p can be written as the colimit of the evident sequence
and we can tensor with Z p to get Z p ⊗ (Q p /Z p ) = Q p /Z p . Thus, the only difference between J and J is that
as required. Proof. It is straightforward to check that the graded group m described above is an ideal in J, and the quotient J/m is the field Z/p, so it is a maximal ideal. Let m ′ be an arbitrary maximal graded ideal. Put a = k =0 J k . Every homogeneous element a ∈ a satisfies a 2 = 0, and it follows that a ≤ m ′ This means that m ′ corresponds to a maximal ideal in the quotient J/a ≃ Z p , and the only such ideal is pZ p . It follows that m ′ = m as claimed. The description of m/m 2 is a straightforward calculation.
Proposition 8.7. The ring J is totally incoherent.
Proof. Put V = {α k | k = 0 (mod p)} ⊂ J, so V is infinite and pV = 0 and V and remains linearly independent in m/m 2 . By inspecting the multiplication rules, we see that every non-invertible element of J annihilates all elements of V with at most one exception. It follows using Corollary 5.6 that J is totally incoherent.
The infinite root algebra
In this section we fix a field K and study the infinite root algebra P over K, which was introduced in Definition 1.12. We first recall the details.
Definition 9.1. We say that a subset U ⊆ [0, 1] is well-ordered if the usual order inherited from R is a well-ordering, so every nonempty subset of U has a smallest element. It is equivalent to say that every infinite nonincreasing sequence in U is eventually constant, or that there are no infinite, strictly decreasing sequences.
An infinite root series is a function a : [0, 1] → K such that the set supp(a) = {q | a(q) = 0} is wellordered. The infinite root algebra is the set P of all infinite root series. We regard this as an ungraded object, or equivalently as a graded object concentrated in degree zero.
Remark 9.2. It is clear that any subset of a well-ordered set is well-ordered, and that the union of any two well-ordered sets is well-ordered. Now if a, b ∈ P we have supp(a + b) ⊆ supp(a) ∪ supp(b), so P is closed under addition. It is clearly also closed under multiplication by elements of K. Proof. Firstly, we can regard rational numbers in [0, 1] as coprime pairs of integers and this gives a lexicographic ordering on Q ∩ [0, 1], which is a well-ordering.
Next, let U be a well-ordered subset of [0, 1]. We define f : U → Q as follows. If u is maximal in U , we put f (u) = 1. Otherwise, the set {v ∈ U | v > u} has a smallest element v 0 , and we define f (u) to be the lexicographically smallest element of Q ∩ [u, v 0 ). It is clear that f is injective, so U is countable.
Let α be any countable ordinal; we claim that there is an order-embedding g : α → [0, 1]. To see this, choose an injective map p : α → N and then put
It is clear that this has the required properties. 
Proof. Put U ′ = {u ∈ U | w − u ∈ V }. This is well-ordered (because it is a subset of U ) and it will suffice to show that it is finite. If not, we can define an infinite sequence u 0 < u 1 < u 2 < · · · in U ′ as follows: we take u 0 to be the smallest element in U ′ , then take u 1 to be the smallest element in U ′ \ {u 0 }, and so on. We then note that w − u 0 , w − u 1 , w − u 2 , . . . is an infinite strictly decreasing sequence in V , contradicting the assumption that V is well-ordered.
Lemma 9.5. Let U be a well-ordered subset of [0, 1], and let (u n ) be a sequence in U . Then there exists an infinite nondecreasing subsequence.
Proof. Put v 0 = min{u j | j ≥ 0} (which is meaningful because U is well-ordered) and then n 0 = min{j | u j = v 0 }. For i > 0 we define recursively v i = min{u j | j > n i−1 } and n i = min{j > n i−1 | u j = v i }. We find that n 0 < n 1 < n 2 < · · · and v 0 ≤ v 1 ≤ v 2 ≤ · · · , or equivalently u n0 ≤ u n1 ≤ u n2 ≤ · · · as required.
Lemma 9.6. Let U and V be well-ordered subsets of [0, 1], and put U * V = {u + v | u ∈ U and v ∈ V }. Then U * V is also well-ordered.
Proof. Suppose not. We can then find an infinite strictly descending chain in U * V , so we can choose a sequence (u n , v n ) in U × V with u i + v i > u i+1 + v i+1 for all i. Lemma 9.5 tells us that after passing to a subsequence, we may assume that u j ≤ u j+1 for all j. After passing again to a sparser subsequence, we may also assume that v k ≤ v k+1 for all k. This is clearly impossible.
Proposition 9.7. We can make P into a commutative ring by the rule
Proof. Lemma 9.4 shows that the sum is essentially finite, so there is no problem with convergence. It is clear that supp(ab) ⊆ supp(a) * supp(b), and Lemma 9.6 shows that supp(a) * supp(b) is well-ordered, so ab ∈ P . It is straightforward to check that the multiplication operation is commutative, associative and bilinear. Moreover, if we define e(0) = 1 and e(q) = 0 for q = 0, then e is a multiplicative identity element for P . Definition 9.8. For a ∈ P \ {0}, we put δ(a) = min(supp(a)). We also put δ(0) = ∞. Lemma 9.12. Consider an element a ∈ P \ {0}. If a(0) = 0 (or equivalently, δ(a) > 0) then a is nilpotent, but if δ(a) = 0 then a is invertible.
Proof. If δ(a) > 0 then we can find a positive integer n with δ(a) > 1/n, and using Remark 9.9 we see that a n = 0. Suppose instead that δ(a) = 0. We can then write a = ue + b = u(e + b/u) where u ∈ K \ 0 and e = x 0 is the multiplicative identity of P and δ(b) > 0, so b n = 0 for some n. Now a has inverse
Corollary 9.13. The map a → a(0) induces an isomorphism P/ √ 0 → K.
Proof. Clear.
Definition 9.14. For a ∈ P with δ(a) ≥ t, we define λ t (a) ∈ P by λ t (a)(r) = a(r + t) if 0 ≤ r ≤ 1 − t 0 if 1 − t < r ≤ 1.
Lemma 10.3. Suppose we have a finite graph G ′ , a full subgraph G, and a full embedding f : G → Γ. Then there is a full embedding f ′ :
Proof. It is easy to reduce to the case where G ′ has only one more vertex than G, say
. It is straightforward to check that this has the required properties.
Remark 10.4. As we mentioned in Example 4.7, each group E k (for k ≥ 0) is isomorphic to F. The generator is the element y k = x B(k) = i∈B(k) x i . We say that a finite subset I ⊆ N is Γ-complete if the full subgraph Γ| I is a complete graph (so every two distinct points are linked by an edge). We say that a natural number n is BΓ-complete if B(n) is Γ-complete. It is clear that the set {y n | n is not BΓ-complete } is a basis for the Rado ideal, and thus that the set {y n | n is BΓ-complete } gives a basis for Q. Proof. Let I ≤ Q be a finitely generated ideal. Because of Remark 10.4, the ideal I must be generated by a finite list of monomials, say I = (x A1 , . . . , x Ar ), where each A i is a finite Γ-complete subset of N. Simiilarly, ann 2 (I) is generated by the monomials that it contains. Let T be another Γ-complete subset of N. If T contains A i for some i, it is clear that x T ∈ I. Suppose instead that T does not contain any of the A i . Let N be strictly larger than any of the elements of T ∪ i A i , and put n = 2 N + t∈T 2 t , so B(n) = {N } ∪T . It is clear that n ∈ T and T ∪{n} is Γ-complete so x n x T = 0. However, we claim that x n x Ai = 0 for all i. Indeed, as T ⊇ A i we can choose k ∈ A i \ T . As N is so large we cannot have n ∈ B(k), and also k ∈ {N } ∪ T = B(n), so x n x k = 0, so x n x Ai = 0 as claimed. We now see that x n ∈ ann(I), but x n x T = 0, so x T ∈ ann 2 (I). It follows that ann 2 (I) = I as claimed.
Proposition 10.6. Q is not self-injective.
Proof. Take any pair p, q ∈ N with p = q and x p x q = 0 (say p = 0 and q = 2). Put u = (x p , x q ) and v = (0, x q ), and consider the test pair (u, v). Any transporter would have to be an element t ∈ Q 0 = {0, 1} with tx p = 0 and tx q = x q . It is clear from this that there is no transporter. A block would be a pair (a, b) with bx q = 0 but ax p + bx q = 0 (so ax p = bx q = 0). This means that a and b are nonzero homogeneous elements, say a = x A and b = x B for some Γ-complete sets A and B. As ax p = 0 we see that p ∈ A, and that A ∪ {p} is again Γ-complete. Similarly, we have q ∈ B and B ∪ {q} is Γ-complete. The equation ax p = bx q means that A ∪ {p} = B ∪ {q}, so we have A = C ∪ {q} and B = C ∪ {p} for some set C. This now gives bx q = x C x p x q but x p x q = 0 so bx q = 0, contrary to assumption. This shows that we have neither a block nor a transporter, so Q is not self-injective.
Remark 10.7. We could give Q a different grading with such that there are some pairs (i, j) with i = j but |x i | = |x j |, so x i + x j becomes homogeneous. One can check that if x i x j = 0 then ann 2 (x i + x j ) = (x i , x j ) = (x i + x j ), so the double annihilator condition no longer holds. We will discuss a similar situation with more details in Lemma 11.18. We believe that the self-injectivity condition is similarly sensitive to the choice of grading, but we do not have an example to prove this. 11. The ǫ 0 -algebra The ǫ 0 algebra A was introduced in Definition 1.19. We now explain the definition in more detail, and prove some properties.
Definition 11.1. Suppose we have a sequence β = (β 1 > β 2 > · · · > β r ) of ordinals, and a sequence n = (n 1 , . . . , n r ) of positive integers. We write
Note that this uses ordinal exponentiation, defined in the usual recursive way by α β+1 = αα β and α λ = β<λ α β when λ is a limit ordinal.
The following fact is standard (and not hard to prove by transfinite induction).
Proposition 11.2. For any ordinal α there is a unique pair (β, n) such that α = C(β, n). (This is the Cantor normal form for α.)
Proof. See [10, Exercise 6.10], for example.
Definition 11.3. We put π 0 = ω and define π n recursively by π n+1 = ω πn , and then put ǫ 0 = n π n .
One can check that ǫ 0 = ω ǫ0 , and that ǫ 0 is the smallest ordinal with this property. Note that the expression ǫ 0 = ω ǫ0 is the Cantor normal form of ǫ 0 . For α < ǫ 0 we find that the exponents β t in the Cantor normal form of α are strictly less than α, so in this case one can do induction or recursion based on the Cantor normal form.
Definition 11.4. We define δ : ǫ 0 → N recursively by δ(0) = 1 and δ(α) = ( t (δ(β t ) + 2)n t ) − 1 if α = ω β1 n 1 + · · · + ω βr n r .
We will give enough examples to show that δ is not injective, which will be needed later. In order to analyse δ, it is helpful to modify the Cantor normal form slightly. Proof. Just take the ordinary Cantor normal form and replace ω βt n t by n t copies of ω βt .
Lemma 11.7. For any d ∈ N there are only finitely many ordinals α ∈ ǫ 0 with δ(α) = d.
Proof. Let A denote the alphabet {0, π, +}. For each α < ǫ 0 we define a word φ(α) in A as follows. We start with φ(0) = 0. If θ > 0 has expanded Cantor normal form θ = ω β1 + · · · + ω βm we put It is clear from the definitions that δ(θ) is the length of φ(θ), and there are only 3 d words in A of length d, so it will suffice to show that φ is injective. If we interpret π as the operator x → ω x then φ(θ) is a reverse polish expression that evaluates to θ, and this implies injectivity.
Corollary 11.8. ǫ 0 is countable. Definition 11.9. Let A be the graded polynomial algebra over F generated by elements x α for each ordinal α < ǫ 0 , with |x α | = δ(α).
Using Lemma 11.7 we see that A d is finite for all d.
Definition 11.10. For ordinals α, β < ǫ 0 with α = β we define µ 0 (α, β) to be the coefficient of ω β in α. More explicitly, if the Cantor normal form of α involves a term ω β n, then µ 0 (α, β) = n; if there is no such term then µ 0 (α, β) = 0. One can check that if µ 0 (α, β) > 0 then µ 0 (β, α) = 0. We put µ(α, β) = max(µ 0 (α, β), µ 0 (β, α)).
Proposition 11.11. For any finite set J ⊂ ǫ 0 and map ν : J → N there exists α ∈ ǫ 0 \ J such that µ(α, β) = ν(β) for all β ∈ J. (We will call this the extension property.)
Proof. Write J in order as J = {β 1 > β 2 > · · · > β r } and then take α = ω β1+1 + ω β1 .ν(β 1 ) + · · · + ω βr .ν(β r ).
It is visible that µ 0 (α, β t ) = ν(β t ) for all t. Also, because of the initial term ω β1+1 we have ω α > α > β t for all t and so µ 0 (β t , α) = 0. It follows that µ(α, β t ) = ν(β t ) for all t, as required.
From now on we will only need the fact that our index set ǫ 0 is countable and that the extension property holds. It will therefore be notationally convenient to write I = ǫ 0 and ignore the fact that the elements of I are ordinals, and to write i instead of α for a typical element of I. We also put I 2 = {(i, j) ∈ I 2 | i = j}.
Definition 11.12. For each (i, j) ∈ I 2 we put ρ(i, j) = x i x µ(i,j)+1 j
. We then let A be the quotient of A by all such elements ρ(i, j). We call this the ǫ 0 -algebra. Definition 11.13. Given a map α : I → N, we write supp(α) = {i | α(i) > 0}. Let M A be the set of all such maps α for which supp(α) is finite. For α ∈ M A we put x α = i x α(i) i ∈ A. We write B A for the set of all such monomials x α , so B A is a basis for A. Next, put M A = {α ∈ M A | ∀i = j α(i) > 0 ⇒ α(j) ≤ µ(i, j)} and BA = {x α | α ∈ M A}. One can check that BA gives a basis for A.
Definition 11.14. A monomial ideal is just an ideal in A that is generated by some subset of BA.
Remark 11.15. Let P be a monomial ideal, generated by {x α | α ∈ U } for some subset U ⊆ M A. Put
It is easy to see that {x α | α ∈ U + } is then a basis for P over F. It follows easily that sums, products, intersections and annihilators of monomial ideals are again monomial ideals.
Lemma 11.16. If P is a monomial ideal then it is finitely generated if and only if there is a finite list of monomials that generate it.
Proof. Suppose that P is generated by a 1 , . . . , a m , where the elements a t need not be monomials. We can write a t = α∈Ut a t,α x α , for some finite set U t ⊂ M A and some nonzero coefficients a t,α . Using Remark 11.15 we see that the terms x α (for α ∈ U t ) lie in P . Put U = t U t (which is finite) and put P ′ = (x α | α ∈ U ) ≤ P . Clearly a t ∈ (x α | α ∈ U t ) ≤ P ′ and the elements a t generate P so P ≤ P ′ so P = P ′ . Thus, P is generated by a finite list of monomials.
Proof. Let m be the unique maximal ideal, and let (N , ∆) be a triangulation structure. It is not hard to see that m 0 is the unique maximal ideal in R 0 , so R 0 is a local ring in the ungraded sense. Let J be any finitely generated ideal. We can then find a finitely generated free module Q and an epimorphism Q → J such that Q/mQ → J/mJ is an isomorphism. We will write g for the composite map Q → J → R, so that J = image(g). If J is finitely presented then ker(g) is again finitely generated, so we can find a finitely generated free module P and a map f : P → Q with image(f ) = ker(g) and P/mP ≃ − → ker(g)/m ker(g). With these minimal choices for P and Q, it is clear that P i = Q i = 0 when i < 0. Next, we can fit g into a distinguished triangle Σ
As gf = 0, we can find a liftf : P → K with if = f . We can combine this with d to give a map P ⊕ Σ −1 R → K, and a diagram chase shows that this is surjective. Using Lemma 12.4 we deduce that this map is split epi and that K is a finitely generated free module. It follows that K i = 0 for i < −1 and that K −1 is a retract of R 0 . As R 0 is local we must have either K −1 = 0 or K −1 = R 0 . If K −1 = 0 then d : Σ −1 R → K must be zero, which implies that g : Q → R is split epi, which means that J = R. If K −1 = 0 then we find that d must induce a monomorphism Σ −1 R/m → K, and as R is local this implies that d is a split monomorphism, and thus that g = 0 and so J = 0. Remark 12.7. As mentioned previously, there is an ungraded triangulation structure for the ring Z/4. The ideal (2) < Z/4 is finitely presented and is neither 0 nor Z/4. It follows that our grading assumptions are playing an essential role in the proof of the above proposition.
Corollary 12.8. Neither the infinite exterior algebra (as in Example 4.7) nor the cube algebra (as in Section 7) admits a triangulation structure.
Proof. Both rings are coherent, by Propositions 5.4 and 7.25.
