A new generalized matrix inverse is derived which is consistent with respect to arbitrary nonsingular diagonal transformations, e.g., it preserves units associated with variables under state space transformations, thus providing a general solution to a longstanding open problem relevant to a wide variety of applications in robotics, tracking, and control systems. The new inverse complements the Drazin inverse (which is consistent with respect to similarity transformations) and the Moore-Penrose inverse (which is consistent with respect to unitary/orthonormal transformations) to complete a trilogy of generalized matrix inverses that exhausts the standard family of analytically-important linear system transformations. Results are generalized to obtain unit-consistent and unit-invariant matrix decompositions and examples of their use are described.
I. INTRODUCTION
For a nonsingular n×n matrix 1 A there exists a unique matrix inverse, A -1 , for which certain properties of scalar inverses are preserved, e.g., commutativity:
while others have direct analogs, e.g., matrix inversion distributes over nonsingular multiplicands as:
When attempting to generalize the notion of a matrix inverse for singular A it is only possible to define an approximate inverse, A ∼ -1 , which retains a subset of the algebraic properties of a true matrix inverse. For example, a generalized inverse definition might simply require the product AA ∼ -1 to be idempotent in analogy to the identity matrix. Alternative definitions might further require:
or A ∼ -1 A = AA ∼ -1 (4) and/or other properties that may be of analytic or application-specific utility. The vast literature 2 on generalized inverse theory spans more than a century and can inform the decision about which of the many possible generalized inverses is best suited to the needs of a particular 1 It is assumed throughout that matrices are defined over an associative normed division algebra (real, complex, and quaternion). The inverse of a unitary matrix U can therefore be expressed using the conjugate-transpose operator as U * . 2 Much of the literature on generalized inverses is covered in the comprehensive book by Ben-Israel and Greville [3] .
application. For example, the Drazin inverse, A -D , satisfies the following for any square matrix A and nonsingular matrix X [8] , [5] , [3] :
Thus it is applicable when there is need for commutativity (Eq. (6) ) and/or consistency with respect to similarity transformations (Eq. (7)). On the other hand, the Drazin inverse is only defined for square matrices and does not guarantee the rank of A -D to be the same as A. Because the rank of A -D may be less than that of A (and in fact is zero for all nilpotent matrices), it is not appropriate for recursive control and estimation problems (and many other applications) that cannot accommodate progressive rank reduction.
The Moore-Penrose pseudoinverse, A -P , is defined for any m × n matrix A and satisfies conditions which include the following for any conformant unitary matrices U and V:
Its use is therefore appropriate when there is need for unitary consistency, i.e., as guaranteed by Eq. (11) . Despite its near-universal use throughout many areas of science and engineering ranging from tomography [4] to genomics analysis [2] , the Moore-Penrose inverse is not appropriate for many problems to which it is commonly applied, e.g., state-space applications that require consistency with respect to the choice of units for state variables. In the case of a square singular transformation matrix A, for example, a simple change of units applied to a set of state variables may require an inverse A ∼ -1 to be preserved under diagonal similarity (DAD -1 )
where the nonsingular diagonal matrix D defines an arbitrary change of units. The Moore-Penrose inverse does not satisfy this requirement because (DAD -1 ) -P does not generally equal DA -P D -1 . As a concrete example, given D = 1 0 0 2 A = 1/2 −1/2 1/2 −1/2 (13) it can be verified that A -P = 1/2 1/2 −1/2 −1/2 (14) and that DA -P D -1 = 1/2 1/4 −1 −1/2 (15) which does not equal (DAD -1 ) -P = 0.32 0.64 −0.16 −0.32 .
To appreciate the significance of unit consistency, consider the standard linear model
where the objective is to identify a vectorθ of parameter values satisfying the above equation for a data matrix A and a known/desired state vectorŷ. If A is nonsingular then there exists a unique A -1 which gives the solutionθ = A -1 ·ŷ
If, however, A is singular then the Moore-Penrose inverse could be applied aŝ
to obtain a solution. Now suppose thatŷ andθ are expressed in different units aŝ
where the diagonal matrices D and E represent changes of units, e.g., from imperial to metric, or rateof-increase in liters-per-hour to a rate-of-decrease in liters-per-minute, or any other multiplicative change of units. Then Eq.(17) can be rewritten in the new units aŝ
In other words, the change of units applied to the input does not generally produce the same output in the new units. This is because the Moore-Penrose inverse only guarantees consistency with respect to unitary transformations (e.g., rotations) and not with respect to nonsingular diagonal transformations. To ensure unit consistency in this example a generalized matrix inverse A ∼ -1 would have to satisfy
Stated more generally, if A represents a mapping V → W from a vector space V to a vector space W then the inverse transformation A ∼ -1 must preserve consistency with respect to the application of arbitrary changes of units to the coordinates (state variables) associated with V and W .
Unit consistency (UC) has been suggested in the past as a critical consideration in specific applications (e.g., robotics [9] , [7] and data fusion [22] ), but the means for enforcing it have been limited because the most commonly applied tools in linear systems analysis, the eigen and singular-value decompositions, are inherently not unit consistent and therefore require UC alternatives. This may explain why in practice it is so common -almost reflexive -for an arbitrary criterion such as "least-squares" minimization (which is implicit when the Moore-Penrose inverse is used) to be applied without consideration for whether it is appropriate for the application at hand. In this paper the necessary analytical and practical tools to support unit consistency are developed.
The structure of the paper is as follows: Section II describes a simple and commonly-used (at least implicitly) mechanism for obtaining one-sided unit consistency. Section III develops a unit-consistent generalized inverse for elemental nonzero matrices, and Section IV develops the fully general unitconsistent generalized matrix inverse. Section V applies the techniques used to achieve unit consistency for the generalized inverse problem to develop unit-consistent and unit-invariant alternatives to the singular value decomposition (SVD) and other tools from linear algebra. Finally, Section VI summarizes and discusses the contributions of the paper.
II. LEFT AND RIGHT UC GENERALIZED INVERSES
Inverse consistency with respect to a nonsingular left diagonal transformation, (DA) -L = A -L D -1 , or a right nonsingular diagonal transformation, (AD) -R = D -1 A -R , is straightforward to obtain. The solution has been exploited implicitly in one form or another in many applications over the years; however, its formal derivation and analysis is a useful exercise to establish concepts and notation that will be used later to derive the fully-general UC solution.
Definition II.1. Given an m × n matrix A, a left diagonal scale function, D L [A] ∈ R m×m + , is defined as giving a positive diagonal matrix satisfying the following for all conformant positive diagonal matrices D + , unitary diagonals D u , permutations P, and unitaries U:
In other words, the product D L [A] · A is invariant with respect to any positive left-diagonal scaling of A, and D L [A] is consistent with respect to any left-permutation 3 of A and is invariant with respect to left-multiplication by any diagonal unitary and/or right-multiplication by any general unitary.
Lemma II.2. Existence of a left-diagonal scale function according to Definition II.1 is established by
where A(i, :) is row i of A and · is a fixed unitary-invariant vector norm 4 .
Proof. D L [·] as defined by Lemma II.2 is a strictly positive diagonal as required, and the left scaleinvariance condition of Eq.(25) holds trivially for any row of A with all elements equal to zero and holds for every nonzero row i by homogeneity for any choice of vector norm as
The left diagonal-unitary-invariance condition of Eq.(26) is satisfied as |D u (i, i)| = 1 implies
for every element j of row i of D u A. The left permutation-invariance of Eq.(27) holds as element D(i, i) is indexed with respect to the rows of A, and the right unitary-invariance condition of Eq.(28) is satisfied by the assumed unitary invariance of the vector norm applied to the rows of A.
If A has full support, i.e., no row or column with all elements equal to zero, then
. If, however, there exists a row i of A with all elements equal to zero then the ith diagonal element of D L [D + A] is 1 according to Lemma II.2, so the corresponding element of
Eq.(25) holds because such elements are only applied to scale rows of A with all elements equal to zero. The following similarly holds in general
and because any row i of zeros in A implies that column i of A -P will be zeros, the following also holds in general
At this point it is possible to derive a left generalized inverse of an arbitrary m × n matrix A, denoted A -L , that is consistent with respect to multiplication on the left by an arbitrary nonsingular diagonal matrix.
Theorem II.3. For m × n matrix A, the operator
satisfies for any nonsingular diagonal matrix D:
and is therefore a left unit-consistent generalized inverse.
Proof. The first two generalized inverse properties can be established from the corresponding properties of the Moore-Penrose inverse as:
and
The left unit-consistency condition (DA) -L = A -L D -1 , for any nonsingular diagonal matrix D, can be established using a polar decomposition D = D + D u :
and exploiting unitary-consistency of the Moore-Penrose inverse, i.e., (UA) -P = A -P U * , and commutativity of D L [·] with other diagonal matrices:
Lastly, the rank-consistency condition, rank[A -L ] = rank[A], is satisfied as every operation performed according to Lemma II.2 preserves the rank of the original matrix. In particular, the rank consistency of A -L derives from the fact that rank[A -P ] = rank[A].
A right unit-consistent generalized inverse clearly can be derived analogously or in terms of the alreadydefined left operator as
In terms of the linear model of Eq. (17) for determining values for parametersθ,
the inverse A ∼ -1 could be instantiated with either A -L or A -R to provide, respectively, consistency with respect to the application of a change of units toŷ or a change of units toθ -but not both.
III. UC GENERALIZED INVERSE FOR ELEMENTAL-NONZERO MATRICES
The derivations of separate left and right UC inverses from the previous section cannot be applied to achieve general unit consistency, i.e., to obtain a UC generalized inverse A -U which satisfies
for arbitrary nonsingular diagonals D and E. However, a joint characterization of the left and right diagonal transformations can provide a basis for doing so.
Lemma III.1. The transformation of an m × n matrix A as DAE, with m × m diagonal D and n × n diagonal E, is equivalent to a Hadamard (elementwise) matrix product X • A for some rank-1 matrix X.
Proof. Letting d m = Diag[D] and e n = Diag[E], the matrix product DAE can be expressed as
where 1 T n is a row vector of n ones and 1 m is a column vector of m ones. Letting X = d m e T n completes the proof. 
The function S U [A] is defined to be the rank-1 matrix guaranteed by Lemma III.1
i.e., 
for
where L = LogAbs[A] and J m has all elements equal to 1/m and J n has all elements equal to 1/n.
Proof. First it must be shown that Exp [J m LJ n − LJ n − J m L] is a rank-1 matrix. This can be achieved by expanding as
where
and then noting that the elementwise exponential of u m 1 T n + 1 m v T n is the strictly positive rank-1 matrix
, which confirms existence and strict positivity as required. Eq.(67) can be established by observing that 
The identity of Eq.(67) can then be shown as: Theorem III.5. For an elemental-nonzero m × n matrix A, the operator
satisfies for any nonsingular diagonal matrices D and E:
and is therefore a general unit-consistent generalized inverse.
Proof. The first two generalized inverse properties can be established from the corresponding properties of the MP-inverse as:
The general UC condition (DAE) -U = E -1 A -U D -1 , for any nonsingular diagonal matrix D, can be established using a polar decompositions D = D + D u and E = E + E u :
The rank-consistency condition of the theorem holds exactly as for the proof of Theorem II.3.
The elemental-nonzero condition of Lemma III.4 is required to ensure the existence of the elemental logarithms for L = LogAbs[A], so the closed-form solution for the general unit-consistent matrix inverse of Theorem III.5 is applicable only to matrices without zero elements. In many contexts involving general matrices there is no reason to expect any elements to be identically zero, but in some applications, e.g., compressive sensing, zeros are structurally enforced. Unfortunately, Lemma III.4 cannot be extended to accommodate zeros by a simple limiting strategy; however, results from matrix scaling theory can be applied to derive an unrestricted solution.
IV. THE FULLY GENERAL UNIT-CONSISTENT GENERALIZED INVERSE
Given a nonnegative matrix A ∈ R m×n with full support, m positive numbers S 1 ...S m , and n positive numbers T 1 ...T n , Rothblum & Zenios [17] investigated the problem of identifying positive diagonal matrices U ∈ R m×m and V ∈ R n×n such that the product of the nonzero elements of each row i of A = UAV is S i and the product of the nonzero elements of each column j of A is T j . They provided an efficient solution, referred to in their paper as Program II, and analyzed its properties. Specifically, for vectors µ ∈ R m and η ∈ R n , defined in their paper 5 , they proved the following:
The following are equivalent:
1) Program II is feasible.
2) Program II has an optimal solution.
3)
If a solution exists then the matrix A = UAV is the unique positive diagonal scaling of A for which the product of the nonzero elements of each row i is S i and the product of the nonzero elements of each column j is T j .
Although A is unique in Theorem IV.1, the diagonal scaling matrices U and V may not be. The implications of this, and the question of existence, are addressed by the following theorem.
Theorem IV.2. For any nonnegative matrix A ∈ R m×n with full support there exist positive diagonal matrices U ∈ R m×m and V ∈ R n×n such that the product of the nonzero elements of each row i and column j of X = UAV is 1, and X = UAV is the unique positive diagonal scaling of A which has this property. Furthermore, if there do exist distinct positive diagonal matrices
The existence (and uniqueness) of a solution for Program II according to Theorem IV.1 is equivalent to
which holds unconditionally, i.e., independent of µ and η, for the case in which every S i and T j is 1. Proof of the Furthermore statement is given in Appendix A.
Lemma IV.3. Given an m × n matrix A, let X be the matrix formed by removing every row and column of Abs[A] for which all elements are equal to zero, and define r[i] to be the row of X corresponding to row i of A and c[j] to be the column of X corresponding to column j of A. Let U and V be the diagonal matrices guaranteed to exist from the application of Program II to X according to Theorem IV.2. Existence of a general-diagonal scale function according to Definition III.2 for A is provided by instantiating
Proof. In the case that A has full support so that X = Abs[A] then Theorem IV.1 guarantees that
is the unique diagonal scaling of X such that the product of the nonzero elements of each row and column is 1. Therefore, the scale-invariance condition of Eq.(67): Theorem IV.4. For an m × n matrix A there exists an operator
which satisfies for any nonsingular diagonal matrices D and E:
Proof. The proof of Theorem III.5 applies unchanged to Theorem IV.4 except that the elemental-nonzero condition imposed by Lemma III.4 is removed by use of Lemma IV.3.
For completeness, the example of Eqs.(13-16) with
can be revisted to verify that
where (DAD -1 ) -U = DA -U D -1 as expected. Extending the example with
it can be verified that (DAE) -U = E -1 A -U D -1 = 1/10 1/20 1/6 1/12 (139) with equality as expected.
In practice the state space of interest may comprise subsets of variables having different assumed relationships. For example, assume that m state variables have incommensurate units while the remaining n state variables are defined in a common Euclidean space, i.e., their relationship should be preserved under orthonormal transformations. This assumption requires that a linear transformation A should be consistent with respect to state-space transformations of the form
where D is a nonsingular m × m diagonal matrix and R is an n × n orthonormal matrix. Thus the inverse of A cannot be obtained by applying either the UC inverse or the Moore-Penrose inverse, and the two inverses cannot be applied separately to distinct subsets of the state variables because all of the variables mix under the transformation. This can be seen from a block-partition:
and noting that consistency in this case requires a generalized inverse that satisfies:
In the case of nonsingular A the partitioned inverse is unique:
and is unconditionally consistent. Respecting the block constraints implicit from Eq.(142), the desired generalized inverse for singular A under the present assumptions can be verified as:
The general case involving different assumptions for more than two subsets of state variables (possibly different for the left and right spaces of the transformation) can be solved analogously with appropriate partitioning. The generalized inverse of Theorem IV.4 is unique when instantiated using the construction defined by Lemma IV.3 by virtue of the uniqueness of both the Moore-Penrose inverse and the scaling of Theorem IV.1 (alternative scalings are discussed in Appendix B), and it completes a trilogy of generalized matrix inverses that exhausts the standard family of transformation invariants. Specifically, the Drazin inverse is consistent with respect to similarity transformations, the Moore-Penrose inverse is consistent with respect to unitary/orthonormal transformations, and the new generalized inverse is consistent with respect to diagonal transformations.
In the next section it is demonstrated that the general approach for obtaining the UC inverse can be efficiently applied to a wide variety of other matrix decompositions and operators (including other generalized matrix inverses) to impose unit consistency.
V. UNIT-CONSISTENT/INVARIANT MATRIX DECOMPOSITIONS
Unit consistency has been suggested in the past as a critical consideration in specific applications (e.g., robotics [9] , [7] and data fusion [22] ), but the means for enforcing it have been limited because the most commonly applied tools in linear systems analysis, the eigen and singular-value decompositions, are inherently not unit consistent and therefore require UC alternatives. This motivates the need to extend unit-consistency to other areas of matrix analysis. This clearly includes transformations T [A] which can be redefined in UC form as
], but it also extends to matrix decompositions.
The Singular Value Decomposition (SVD) is among the most powerful and versatile tools in linear algebra and data analytics [23] , [16] , [13] , [1] . The Moore-Penrose generalized inverse of A can be obtained from the SVD of A A = USV * (146)
as
where U and V are unitary, S is the diagonal matrix of singular values of A, and S ∼ -1 is the matrix obtained from inverting the nonzero elements of S. This motivates the following definition.
Definition V.1. The Unit-Invariant Singular-Value Decomposition (UI-SVD) is defined as
. The diagonal elements of S are referred to as the unit-invariant (UI) singular values of A.
Given the UI-SVD of a matrix A A = D · USV * · E (149) the UC generalized inverse of A can be expressed as
Unlike the singular values of A, which are invariant with respect to arbitrary left and right unitary transformations of A, the UI singular values are invariant with respect to arbitrary left and right nonsingular diagonal transformations 7 . Thus, functions of the unit-invariant singular values are unit-invariant with respect to A. The largest k singular values of a matrix (e.g., representing a photograph, video sequence, or other object of interest) can be used to define a unitary-invariant signature [6] , [15] , [10] , [14] , [12] , [11] which supports computationally efficient similarity testing. However, many sources of error in practical applications are not unitary. As a concrete example, consider a system in which a passport or driving license is scanned to produce a rectilinearly-aligned and scaled image that is to be used as a key to search an existing image database. The signature formed from the largest k unit-invariant singular values can be used for this purpose to provide robustness to amplitude variations among the rows and/or columns of the image due to the scanning process.
The UI-SVD may also offer advantages as an alternative to the conventional SVD, or truncated SVD, used by existing methods for image and signal processing, cryptography, digital watermarking, tomography, and other applications in order to provide state-space or coordinate-aligned robustness to noise 8 .
More generally, the approach used to define unit scale-invariant singular values can be applied to other matrix decompositions, though the invariance properties may be different. In the case of scaleinvariant eigenvalues for square A, i.e., eig
, the invariance is limited to diagonal transformations DAE such that DE is nonnegative real, e.g., D + AE + , DAD (or DAD for complex D), and DAD -1 . In applications in which changes of units can be assumed to take the form of positive diagonal transformations, the scale-invariant (SI) eigenvalues can therefore be taken as a complementary or alternative signature to that provided by the UI singular values.
VI. DISCUSSION
The principal contribution of this paper is the derivation of a unit-consistent generalized matrix inverse. Its consistency with respect to diagonal transformations provides an alternative to the Drazin inverse, which is only consistent with respect to similarity transformations, and the Moore-Penrose inverse, which is only consistent with respect to unitary/orthonormal transformations. This inverse has broad potential applications as a replacement to Moore-Penrose, e.g., for unit-consistent or unit-invariant gradient descent for optimization and deep learning. Another contribution of the paper is a demonstration that a partitioned inverse can be constructed to respect different consistency assumptions associated with different subsets of variables of a defined state space. This is essential to permit a large, complex linear system to be mathematically expressed and analyzed in a unified manner. More generally, different inverses can also be applied in parallel to obtain sets of distinct solutions, e.g., in order to extract information under different invariance and/or consistency assumptions in pattern recognition and machine learning applications.
It has been emphasized that the appropriate choice of inverse depends critically on the assumed properties of the system of interest. It should also be emphasized that while the Drazin, Moore-Penrose, and UC inverses may be analytically special because of their respective algebraic properties, there are many practical situations in which a non-algebraic "heuristic" inverse may represent the more appropriate choice. For example, consider the following singular matrix:
From a practical perspective, if the matrix is assumed to be nonnegative then its "true" inverse is
and could be approximated with a large number in place of infinity as 
This counter-intuitive (and in many practical situations wrong) result derives from the fact that no finite value can be chosen in a way that preserves any form of pure algebraic consistency 9 . This is just one more example of the danger of blindly using the Moore-Penrose pseudoinverse (or any other generalized inverse) to deal generically with the problem of inverting a singular matrix. In summary, it is essential to make the choice of generalized matrix inverse based on the application-specific properties that are necessary to preserve, and this paper has provided the appropriate choice for unit consistency. 
What remains is to establish the uniqueness of A -U in this case, i.e., that
We begin by noting that if an arbitrary m × n matrix A has rank r then it can be factored [3] as the product of an m × r matrix F and an r × n matrix G as
The Moore-Penrose inverse can then be expressed in terms of this rank factorization as
where G * and F * are the conjugate transposes of G and F.
then from the rank factorization X = FG we can obtain an alternative factorization
from the fact that the ranks of F and G are unaffected by nonsingular diagonal scalings. Applying the rank factorization identity for the Moore-Penrose inverse then yields
which implies 10
and thus establishes that E -1 1 X -P D -1 1 = E -1 2 X -P D -1 2 and therefore that the UC generalized inverse A -U is unique.
Using a similar but more involved application of rank factorization it can be shown that the UC generalized matrix inverse satisfies
which is weaker than the uniquely-special property of the Moore-Penrose inverse: 
for all positive diagonals D + and E + . Because the unitary factors of the elements of A are unaffected by the nonnegative scaling, the scalings can be constructed without loss of generality from Abs[A].
If nonnegative A is square, irreducible, and has full support then such a scaling can be obtained by alternately normalizing the rows and columns to have unit sum using the Sinkhorn iteration [18] , [19] . The requirement for irreducibility stems from the fact that the process cannot always converge to a finite left and right scaling. For example, the matrix
cannot be scaled so that the rows and columns sum to unity unless the off-diagonal element b is driven to zero, which is not possible for any finite scaling. In other words, the Sinkhorn unit-sum condition cannot be jointly satisfied with respect to both the set of row vectors and the set of column vectors. What is needed, therefore, is a measure of vector "size" that can be applied within a Sinkhorn-type iteration but is guaranteed to converge to a finite scaling 11 .
Definition B.1. For all vectors u with elements from a normed division algebra, a nonnegative composable size function s[u] is defined as satisfying the following conditions for all α:
The defined size function provides a measure of scale that is homogeneous, permutation-invariant, and invariant with respect to tensor expansions involving identity and zero elements. More intuitively, however, s[u] can be thought of as a "mean-like" measure taken over the magnitudes of the nonzero elements of u. With the imposed condition s[0] . = 0 the following instantiations can also be verified to satisfy the definition:
The first case, s × (u), is more easily interpreted as the geometric mean of the nonzero elements of u. Its application in a Sinkhorn-type iteration converges to a unique scaling in which the product of the nonzero elements in each row and column has unit magnitude. If a, b, and c are positive for the matrix of Eq.(176) then the scaled result using s p [u] is
where the product of the nonzero elements in each row and column is unity and the particular left and right diagonal scalings are determined by the values of a, b, and c. It can be shown that for all elemental nonzero matrices that the scaling produced using s × (u) is equivalent to that produced by the constructions defined by Lemmas III.4 and IV.3 and that the iteration is fast-converging. The row/column conditions imposed by s p [u] can most easily be understood in the case of p = 1, for which it is equivalent to the mean of the absolute values of the nonzero elements of u. In the case of p = 2, if a vector v is formed from the m nonzero elements of u then s 2 [u] = v 2 / m 1/2 (185)
In the example of the 2 × 2 matrix of Eq.(176) the scaled result produced using s p [u] for any p > 0 happens to be the same as that produced using s × [u] . For nontrivial matrices, however, the results for different p are not generally (nor typically) equivalent to each other or to that produced by s × (u).
The third size function, s a,b [u], satisfies the required conditions without imposing special treatment of zero elements. In other words, it is a continuous function of the elements of u and would therefore appear to be a more natural choice for instantiating D L U [A] and D R U [A] for analysis purposes, e.g., in the limit as a and b go to zero where s a,b [u] ≡ s × [u] . (It should be noted that the homogeneity properties of s a,b [u] hold generally for any a and b from a normed division algebra with 0 0 . = 1, and it subsumes s p [u] in the limiting cases a → 0 and/or b → 0.)
APPENDIX C IMPLEMENTATIONS
Below are basic Octave/Matlab implementations of some of the methods developed in the paper. Although not coded for maximum efficiency or numerical robustness, they should be sufficient for experimental corroboration of theoretically-established properties.
The following function computes A -U for m × n real or complex matrix A. It has complexity dominated by the Moore-Penrose inverse calculation, which is O(mn · min(m, n)). 
