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Статья посвящена проблеме обнаружения автокорреляции остатков первого порядка в 
регрессионных моделях. Для этого традиционно принято использовать критерий Дарбина – 
Уотсона, представляющий собой отношение суммы квадратов разностей последовательных 
значений остатков к сумме квадратов остатков. Однако такой аналитический вид критерия 
Дарбина – Уотсона не позволяет интегрировать его в виде линейных ограничений в задачу 
математического программирования для отбора информативных регрессоров в регрессионной 
модели. Для этого в статье предложены модульные критерии автокорреляции, для которых 
сначала экспериментально были определены диапазоны их возможных и предельные значения 
в зависимости от значения выборочного коэффициента авторегрессии. Затем полученные 
результаты были подтверждены с помощью модельных экспериментов по методу Монте-
Карло. Недостатком предложенных модульных критериев адекватности является то, что их 
зависимости от выборочного коэффициента авторегрессии не являются четными функциями. 
Для этого предлагаются двойные модульные критерии автокорреляции. 
Ключевые слова: автокорреляция остатков первого порядка; критерий Дарбина – Уотсона; 
отбор информативных регрессоров; модульный критерий автокорреляции; двойной модульный 
критерий автокорреляции; метод Монте-Карло 
 
Введение 
Автокорреляция ошибок регрессии – это корреляция между случайными ошибками 
регрессии в разных наблюдениях, т.е. нарушение одной из предпосылок метода наимень-
ших квадратов (МНК) [1–3]: 
  0jiM   при ji  , 
где   – ошибки регрессии, а M  – символ математического ожидания. 
На практике автокорреляция ошибок проявляется через поведение остатков регрес-
сии ttt yye ˆ , nt ,1  ( ty  и tyˆ  – это наблюдавшиеся и рассчитанные значения объясняе-
мой переменной), поэтому её несколько неточно называют автокорреляцией остатков. 
Математика и математическое моделирование 14 
Наличие автокорреляции остатков регрессии приводит к тому, что оценки парамет-
ров регрессии, полученные обычным МНК, становятся неэффективными (их дисперсии не 
являются наименьшими в классе всех линейных несмещенных оценок), но, тем не менее, 
их можно использовать для интерпретации и прогнозирования. Гораздо опаснее же то, что 
при автокорреляции остатков стандартные ошибки оценок параметров регрессии стано-
вятся несостоятельными, поэтому с помощью них нельзя строить доверительные интерва-
лы для этих оценок и проверять гипотезы об их значимости с помощью t-критерия Стью-
дента. 
Известно, что для обнаружения автокорреляции остатков первого порядка в регрес-
сионной модели, оцененной по МНК, разработан критерий Дарбина – Уотсона, представ-
ляющий собой отношение суммы квадратов разностей последовательных значений остат-
ков к сумме квадратов остатков. Такой аналитический вид критерия Дарбина – Уотсона 
делает возможным его интеграцию в задачу отбора информативных регрессоров (ОИР) 
[4], являющуюся, по существу, задачей математического программирования [5–10]. Одна-
ко из-за наличия квадратов, в задаче ОИР возможно учесть этот критерий только в виде 
нелинейного ограничения. 
Целью данной работы является разработка и исследование новых критериев для об-
наружения автокорреляции остатков первого порядка в регрессионных моделях, которые 
в дальнейшем могут быть интегрированы в задачу ОИР в виде линейных ограничений. 
1. Критерий Дарбина – Уотсона 
Обнаружение автокорреляции остатков возможно двумя способами: 
1) графически; 
2) с помощью формальных тестов (Дарбина – Уотсона, Бройша – Годфри). 
Для графического обнаружения сначала оценивается модель по МНК, а затем стро-
ится график остатков в осях 1te  и te . Если зависимости между остатками нет, то облако 
полученных точек должно быть похоже на круг. Если зависимость положительная, то об-
лако вытянуто из первой четверти в третью, а если отрицательная, то из второй четверти в 
четвертую. 
Для описания формальных тестов обнаружения автокорреляции введем понятие ав-
торегрессионного процесса первого порядка: 
 ttt u 1 ,    nt ,2 , (1) 
где   – коэффициент авторегрессии ( 11   ); tu  – новые случайные ошибки, которые 
независимы между собой, одинаково распределены, имеют нулевое математическое ожи-
дание и постоянную дисперсию. Если 0 , то автокорреляции нет. Если 0 , то 
ошибки в текущий момент времени зависят от ошибок в предыдущий момент времени, 
причем, при 0  автокорреляция положительна, а при 0  – отрицательна. 
Тест Дарбина – Уотсона применяется для тестирования автокорреляции первого по-
рядка. С помощью этого теста проверяется нулевая гипотеза об отсутствии автокорреля-
ции 0:0 H , против альтернативной гипотезы 0:1 H . 
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Алгоритм теста Дарбина – Уотсона. 
1) Оценить модель и получить остатки te . 
























3) Сравнить полученную статистику с критическим значением. 











































































DW , (3) 
где ˆ  – выборочный коэффициент авторегрессии, оцененный по модели ttt uee  1 . 
Из выражения (3) следует, что 40  DW . При этом: 
– при положительной автокорреляции 1ˆ   => 0DW ; 
– при отсутствии автокорреляции 0ˆ   => 2DW ; 
– при отрицательной автокорреляции 1ˆ   => 4DW . 
К недостаткам критерия Дарбина – Уотсона можно отнести то, что он, во-первых, 
неприменим к моделям авторегрессии, во-вторых, дает достоверные результаты только 
для больших выборок, в-третьих, не способен выявлять автокорреляцию высоких поряд-
ков. 
Заметим, что если в числителе выражения (2) заменить знак «–» на знак «+», то по-


























По аналогии с рассуждениями (3) можно заключить, что )ˆ1(2 DW . Следова-
тельно, 40  DW . При этом: 
– при положительной автокорреляции 1ˆ   => 4DW ; 
– при отсутствии автокорреляции 0ˆ   => 2DW ; 
– при отрицательной автокорреляции 1ˆ   => 0DW . 
Таким образом, критерий (4) можно назвать противоположным критерием Дарбина – 
Уотсона. 
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2. Модульный критерий автокорреляции 
Используя в выражении (2) для критерия Дарбина – Уотсона вместо сумм квадратов 






















Будем называть критерий (5) модульным критерием автокорреляции. Возникает во-
прос, какова область его возможных значений. Для ответа на этот вопрос воспользуемся 
свойствами модуля: 
baba  , 
baba  . 
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двойное неравенство (6) примет вид 
20 1  AC . 
Выясним теперь, какие значения критерия 1AC  соответствуют случаям абсолютной 
положительной и отрицательной автокорреляции. Предположим, что выборочный коэф-
фициент авторегрессии ˆ , оцененный по модели ttt uee  1 , оказался равным 1, а все 
ошибки равны нулю, т.е. имеет место абсолютная положительная автокорреляция. Тогда 
1 tt ee , следовательно, из выражения (5) следует, что 01 AC . При абсолютной отрица-
тельной автокорреляции 1 tt ee , следовательно, 21 AC . Отметим, что точно такие же 
рассуждения справедливы и для критерия Дарбина – Уотсона. 
Остается определить значение критерия 1AC  в случае полного отсутствия автокор-
реляции, т.е. при 0ˆ  , для чего осуществлялся модельный эксперимент по методу Мон-
те-Карло [2]. При этом проводилось моделирование случайного процесса вида 
ttt bxay  , 
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где 5a , 7b . 
Значения переменной x  задавались как последовательность случайных величин, 
равномерно распределенных на отрезке  10,0 , а значения ошибок t  – нормально рас-
пределенных случайных величин с нулевым математическим ожиданием и среднеквадра-
тическим отклонением, равным 8. Для заданного объема выборки n  в каждой реализации 
генерировался временно ряд для nt ,1 , по которому вычислялись МНК-оценки парамет-
ров a  и b . По этим оценкам находились остатки модели и по формулам (5) и (2) опреде-
лялись значения модульного критерия 
1AC  и критерия Дарбина – Уотсона DW . Затем по 
10000 реализаций вычислялись средние значения критериев 
1AC  и DW . Результаты экс-
перимента в зависимости от заданного объема выборки n  представлены в таблице 1. 
Таблица 1. Результаты экспериментов по методу Монте-Карло 
Объем выборки n  Среднее значение 1AC  Среднее значение DW  
10 1,34575 1,99914 
20 1,38164 1,99938 
50 1,40201 2,00103 
100 1,4085 2,00175 
1000 1,41355 2,00021 
10000 1,41417 2,00019 
100000 1,41420 1,99998 
Как видно по таблице 1, для случая полного отсутствия автокорреляции первого по-
рядка в остатках регрессии значение критерия Дарбина – Уотсона DW  не зависит от объ-
ема выборки и, как полагается, равно 2. А вот значение модульного критерия автокорре-
ляции 1AC  для этого случая зависит от объема выборки и при большом количестве на-
блюдений, т.е. при n , стремится к величине 414213,12  . Таким образом, удалось 
установить, что: 
– при положительной автокорреляции 1ˆ   => 01 AC ; 
– при отсутствии автокорреляции 0ˆ   => 21 AC ; 
– при отрицательной автокорреляции 1ˆ   => 21 AC . 




















2 , (7) 
аналогично установлено, что: 
– при положительной автокорреляции 1ˆ   => 22 AC ; 
– при отсутствии автокорреляции 0ˆ   => 22 AC ; 
– при отрицательной автокорреляции 1ˆ   => 02 AC . 
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3. Эксперименты по методу Монте-Карло 
Для подтверждения справедливости результатов, полученных в отношении критери-
ев 1AC  и 2AC , и для нахождения их зависимостей от выборочного коэффициента авто-
регрессии ˆ  вновь осуществлялся модельный эксперимент по методу Монте-Карло. Для 
этого проводилось моделирование некоторого случайного процесса вида 
ttt bxay  , 
где 5a , 7b . 
При этом в качестве значений переменной x  также задавались случайные величины, 
равномерно распределенные на отрезке  10,0 . Ошибка регрессии t  подчинена авторег-
рессионному процессу первого порядка (1). Коэффициент авторегрессии   менялся от 
1  до 1  с шагом 1,0 , а случайные ошибки tu  задавались как нормально распределенные 
случайные величины с нулевым математическим ожиданием и среднеквадратическим от-
клонением, равным 8. Для каждого значения   генерировался временной ряд из 1000 на-
блюдений, по которому вычислялись МНК-оценки параметров a  и b , с помощью кото-
рых вычислялись значения выборочного коэффициента авторегрессии ˆ , критерия Дар-
бина – Уотсона (2), а также обычного и противоположного модульного критерия автокор-
реляции (5) и (7). Результаты эксперимента представлены в таблице 2. 
Таблица 2. Результаты эксперимента по методу Монте-Карло 
  ˆ  DW  1AC  2AC  
–1 –0,999 3,989 1,997 0,045 
–0,9 –0,908 3,815 1,954 0,433 
–0,8 –0,814 3,628 1,913 0,611 
–0,7 –0,717 3,434 1,86 0,754 
–0,6 –0,616 3,231 1,810 0,880 
–0,5 –0,512 3,025 1,750 0,994 
–0,4 –0,408 2,817 1,683 1,096 
–0,3 –0,305 2,609 1,613 1,188 
–0,2 –0,202 2,403 1,54 1,270 
–0,1 –0,099 2,199 1,466 1,346 
0 0,002 1,996 1,394 1,42 
0,1 0,103 1,794 1,32 1,489 
0,2 0,204 1,592 1,246 1,557 
0,3 0,304 1,391 1,166 1,620 
0,4 0,405 1,189 1,082 1,678 
0,5 0,507 0,986 0,991 1,740 
0,6 0,608 0,784 0,888 1,791 
0,7 0,708 0,583 0,773 1,842 
0,8 0,807 0,386 0,635 1,881 
0,9 0,903 0,195 0,462 1,934 
1 0,998 0,004 0,069 1,995 
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Графики зависимостей критериев DW , 1AC  и 2AC  от выборочного коэффициента 





Рис. 1. Графики зависимостей критериев DW , 1AC  и 2AC  от величины ˆ  
 
На рис. 1, а приведен график зависимости критерия Дарбина – Уотсона от выбороч-
ного коэффициента авторегрессии ˆ , похожий на прямую линию, чего и следовало ожи-
дать в силу соотношения (3), т.е. приближенного равенства )ˆ1(2 DW . Из графиков 
на рис. 1, б, в видно, что зависимость критериев 1AC  и 2AC  от величины ˆ  имеет нели-
нейный характер. При этом указанные графики подтверждают справедливость всех полу-
ченных в предыдущем разделе результатов. 
Какова же истинная зависимость критериев 1AC  и 2AC  от величины ˆ ? Поскольку 
при 1ˆ  , 0ˆ   и 1ˆ   критерий Дарбина – Уотсона принимает значения 0, 2 и 4 соот-
ветственно, а при тех же значениях коэффициента авторегрессии ˆ , например, модуль-
ный критерий автокорреляции принимает значения 0, 2  и 2, то можно предположить, 
что критерии DW  и 1AC  связаны соотношением: 
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Аналогично, для противоположного модульного критерия автокорреляции предпо-
лагаемая связь имеет вид: 
 )ˆ1(22 
DWAC . (9) 
Чтобы доказать справедливость приближенных равенств (8) и (9), по данным из таб-
лицы 1 с помощью МНК оценивались параметры следующих регрессионных моделей: 
  baAC 21 ,       baAC
2
2 . 
В результате были получены регрессии 
027,2998,121 AC ,     997,1996,1
2
2 AC , 
критерии детерминации которых превышают значение 0,999, что говорит о практически 
функциональной зависимости между переменными. Если представить полученные регрес-
сии в виде )1,0135-,9990(21 AC  и )0,9985,9980(22 AC , то, сравнив их с равен-
ствами (8) и (9), можно утверждать об их справедливости. 
В завершение отметим одно замечательное свойство рассмотренных критериев DW , 
DW , 1AC  и 2AC . Поскольку )ˆ1(2 DW , а )ˆ1(2 
DW , то 4 DWDW . Ана-
логично, для модульных критериев )ˆ1(221 AC , )ˆ1(2
2




1  ACAC . Сле-








связывающее все рассмотренные выше автокорреляционные критерии. 
4. Двойные модульные критерии автокорреляции 
Недостаток предложенных в предыдущем разделе модульных критериев адекватно-
сти 1AC  и 2AC  состоит в том, что их зависимости от выборочного коэффициента авторег-
рессии ˆ  (8) и (9) не являются четными функциями, т.е. не являются симметричными от-
носительно прямой 0ˆ  . Критерий Дарбина – Уотсона тоже несимметричен, однако его 
легко свести к симметричному виду следующим образом: 
 ˆ2
2
1*  DWDW . (11) 
Из выражения (11) следует, что 10 *  DW . При этом: 
– при положительной (отрицательной) автокорреляции 1ˆ   ( 1ˆ  ) => 1* DW ; 
– при отсутствии автокорреляции 0ˆ   => 0* DW . 
Как видно, критерий (11) не дает ответа на вопрос, какая именно автокорреляция 
присутствует – положительная или отрицательная. Например, для двух регрессий с выбо-
рочными коэффициентами авторегрессии 1,0ˆ   и 1,0ˆ   критерий (11) покажет оди-
наковое значение 0,1. 
Если по аналогии с критерием (11) ввести критерий вида: 
 )ˆ1(222 1
*
1  ACAC , (12) 
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то, например, для некоторых двух регрессий с выборочными коэффициентами авторегрес-
сии 1,0ˆ   и 1,0ˆ   критерий (12) покажет разные значения. Поэтому, по-прежнему, не 
представляется возможным интегрировать модульные критерии автокорреляции в задачу 
ОИР в виде линейных ограничений. 
Введем критерий автокорреляции следующего вида: 



























ACACAC , (13) 
который будем называть суммарным двойным модульным критерием автокорреляции. 
Как видно, функция   )ˆ1(2ˆ12    является четной (рис. 2, а). Из выражения (13) 
следует, что 222 3  AC . При этом: 
– при положительной (отрицательной) автокорреляции 1ˆ   ( 1ˆ  ) => 23 AC ; 
– при отсутствии автокорреляции 0ˆ   => 223 AC . 
По аналогии с критерием (13) введем разностный двойной модульный критерий ав-
токорреляции: 



























ACACAC . (14) 
Функция   )ˆ1(2ˆ12    является нечетной (рис. 2, б). Из выражения (14) сле-
дует, что 22 4  AC . При этом: 
– при положительной автокорреляции 1ˆ   => 24 AC ; 
– при отсутствии автокорреляции 0ˆ   => 04 AC ; 
– при отрицательной автокорреляции 1ˆ   => 24 AC . 
  
а б 








-1 -0,6 -0,2 0,2 0,6 1 
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-1 -0,6 -0,2 0,2 0,6 1 
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 ^ ρ 
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По аналогии с критерием (11) критерий 4AC  можно сделать симметричным относи-








4   ACACAC . (15) 
Из выражения (15) следует, что 10 *4  AC . При этом: 
– при положительной (отрицательной) автокорреляции 1ˆ   ( 1ˆ  ) => 1*4 AC ; 
– при отсутствии автокорреляции 0ˆ   => 0*4 AC . 
Заключение 
В данной работе предложены модульные критерии автокорреляции, определены об-
ласти их возможных значений и найдены их приближенные зависимости от значений вы-
борочного коэффициента авторегрессии. Полученные результаты подтверждены с помо-
щью модельных экспериментов по методу Монте-Карло. Поскольку зависимости модуль-
ных критериев от значений выборочного коэффициента авторегрессии не являются чет-
ными функциями, то предложены двойные модульные критерии автокорреляции. 
Таким образом, все рассмотренные в работе модульные критерии являются аналога-
ми критерия Дарбина – Уотсона, о чем говорят полученные аналитические соотношения 
между ними (8), (9), (13), (14), (15), и могут быть использованы для обнаружения автокор-
реляции остатков первого порядка в регрессионных моделях, оцениваемых с помощью 
МНК. Одновременное использование нескольких таких критериев нерационально и впол-
не можно обойтись только одним из них. 
Впоследствии разработанные двойные модульные критерии можно использовать в 
качестве линейных ограничений в задаче частично-булевого линейного программирова-
ния для отбора информативных регрессоров в регрессионной модели, чему будут посвя-
щены дальнейшие исследования автора. 
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When estimating regression models using the least squares method, one of its prerequisites 
is the lack of autocorrelation in the regression residuals. The presence of autocorrelation in the 
residuals makes the least-squares regression estimates to be ineffective, and the standard errors 
of these estimates to be untenable. Quantitatively, autocorrelation in the residuals of the regres-
sion model has traditionally been estimated using the Durbin-Watson statistic, which is the ratio 
of the sum of the squares of differences of consecutive residual values to the sum of squares of 
the residuals. Unfortunately, such an analytical form of the Durbin-Watson statistic does not al-
low it to be integrated, as linear constraints, into the problem of selecting informative regressors, 
which is, in fact, a mathematical programming problem in the regression model. The task of se-
lecting informative regressors is to extract from the given number of possible regressors a given 
number of variables based on a certain quality criterion.  
The aim of the paper is to develop and study new criteria for detecting first-order autocor-
relation in the residuals in regression models that can later be integrated into the problem of se-
lecting informative regressors in the form of linear constraints. To do this, the paper proposes 
modular autocorrelation statistic for which, using the Gretl package, the ranges of their possible 
values and limit values were first determined experimentally, depending on the value of the se-
lective coefficient of auto-regression. Then the results obtained were proved by model experi-
ments using the Monte Carlo method. The disadvantage of the proposed modular statistic of ade-
quacy is that their dependencies on the selective coefficient of auto-regression are not even func-
tions. For this, double modular autocorrelation criteria are proposed, which, using special meth-
ods, can be used as linear constraints in mathematical programming problems to select informa-
tive regressors in regression models. 
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