In this paper, we exhibit an asymptotic formula for the number of representations of a large integer as a sum of a fixed power of PiatetskiShapiro primes, thereby establishing a variant of Waring-Goldbach problem with primes from a sparse sequence.
Introduction
We define, for a natural number k, and a prime p, θ = θ(p, k) to be the largest natural number such that p θ | k, and define γ(p, k) by γ = γ(p, k) = θ + 2, if p = 2 and 2 | k, θ + 1, otherwise.
We then put K(k) = (p−1)|k p γ . In this work, we establish an asymptotic formula for the number of representations of a positive integer N in the form
with p 1 , . . . , p s ∈ P c (1.1) for k 3, provided that N is congruent to s modulo K(k), and c > 1 takes values in a small interval depending on s and k. Here, the set of primes P c = {⌊m c ⌋ : ⌊m c ⌋ is prime for some m ∈ N} is named after I.I. Piatetski-Shapiro, since he was the first to prove an analog of the Prime Number Theorem (cf. [12] ) for c ∈ (1, 12/11).
Theorem 1.1. Let t > 0 be any integer such that the inequality holds for all X > 2 with some constants C = C(k, t) and η = η(t, k) 0. Then, for any integer s > 2t, the number of representations R (1. 4) By [7, Lemmas 8.10 and 8.12] , when N ≡ s (mod K(k)), the singular series satisfies S(N ) ≍ 1 for the values of s given in Theorem 1.1. Thus, our theorem implies that all sufficiently large integers N congruent to s modulo K(k) can be written as in (1.1), thereby establishing a variant of Waring-Goldbach problem with Piatetski-Shapiro primes for k 3. For k = 2, it is shown in [15] that every sufficiently large integer N ≡ 5 (mod 24) can be written as in (1.1) with s = 5, provided that 1 < c < 256 249 , while for k = 1, it follows from [9] that every sufficiently large odd integer can be written as in (1.1) with s = 3, provided that 1 < c < 53 50 . Following the proof of the main theorem of [15] , the current range of c in Theorem 1.1 for the case k = 3 can be improved. We shall leave this to a subsequent paper.
In analogy to Waring-Goldbach Problem, one can define H c (k) to be the least integer s such that every sufficiently large integer congruent to s modulo K(k) can be expressed as in (1.1). Following the proof of Theorem 1 and using the methods in Hua's book [7, §9] , one may conclude that, for large k, H c (k) is bounded above by 4k log k(1 + o(1)), when c lies in a slightly larger range than that of Theorem 1.1. However, coupling our results with the recent improvements of Wooley and Kumchev [10, 11] on Waring-Goldbach problem, we intend to futher improve this bound in an another paper.
The range of c in Theorem 1.1 is determined by three different estimates for exponential sums; van der Corput's estimate in Lemma 2.4 for k = 3, Heath Brown's new estimate in Lemma 2.3 for 3 < k < 12, and finally our estimate in Lemma 2.9 for k 12. 
and for large k, 2t can be taken as large as
Preliminaries and Notation

Notation
Throughout the paper, k, m and n are natural numbers with k 3, and p always denotes a prime number. We write n ∼ N to mean that N < n 2N . Furthermore, c > 1 is a fixed real number and we put δ = 1/c. Given a real number x, we write e(x) = e 2πix , {x} for the fractional part of x, ⌊x⌋ for the greatest integer not exceeding x. We write L = log N 1/k . For any function f , we put
We recall that for functions F and real nonnegative G the notations F ≪ G and F = O(G) are equivalent to the statement that the inequality |F | αG holds for some constant α > 0. If F 0 also, then F ≫ G is equivalent to G ≪ F . We also write F ≍ G to indicate that F ≪ G and G ≪ F . In what follows, any implied constants in the symbols ≪ and O may depend on the parameters c, ε, k, s, t, but are absolute otherwise. We shall frequently use ε with a slight abuse of notation to mean a small positive number, possibly a different one each time.
Finally we put
Preliminaries
Results related to PS sequences
The characteristic function of the set A c = {⌊m c ⌋ : m ∈ N} is given by
Putting ψ(x) = x − ⌊x⌋ − 1/2 we obtain
The following result due to Vaaler gives an approximation to ψ(x).
There exists a trigonometric polynomial
such that for any real x, holds for gcd(a, q) = 1. By the substitution y = zx k and the trivial estimate, it easily follows that
Definitions related to Waring-Goldbach Problem
Definition 2.2 (Major and Minor Arcs). For fixed κ > 0, define
Let M κ be the union of all M κ (a, q) where a, q are coprime integers such that 1 a q L κ . Note that the sets M κ (a, q) are pairwise disjoint and are contained in the unit interval 
Standard Lemmas
. Let q be a positive integer. Suppose that f is a real valued function with q + 2 continuous derivatives on some interval I. Suppose also that for some λ > 0 and for some α > 1,
where the implied constant is absolute.
Lemma 2.5. Assume I 1 is a subinterval of an interval I with |I 1 | > 1, and
Proof. The result follows upon taking the supremum over all γ
e(−γm)dγ, and using the fundamental inequality
where ||γ|| = min n∈Z |n − γ|.
Lemma 2.6 ([3, Theorem 5]).
Let k 3 be an integer, and let α 1 , . . . , α k ∈ R.
Suppose that there exists a natural number j with 2 j k such that, for some a ∈ Z and q ∈ N with (a, q) = 1, one has |α j − a/q| q −2 . Then,
The following result can be deduced from [8, Prop. 13.4].
Lemma 2.7 (Vaughan's Identity). Let u, v 1 be real numbers. If n > v then,
Proof. Using trivial estimate
−c(κ+1) and combining the above estimates completes the proof.
Exponential sum estimates
This part constitutes the backbone of the entire paper and is to be used in the proof of Theorem 1.
Lemma 2.9. Assume k 3, D > 0, and g(x) ∈ R[x] is a polynomial of degree not exceeding k. Let ℓ k + 1 be an integer. Then, the estimate
holds with σ −1 = ℓ(ℓ − 1) or with σ −1 = 2 k whenever ℓ = k + 1, for any subinterval I of (N, 2N ], where the implied constant depends only on ε, k and ℓ.
Proof. We shall first bound the sum n∼N e(g(n) + Dn δ )
for an arbitrary g(x) ∈ R[x] with deg g k, and the result will follow by Lemma 2.5. We can assume that 2 ℓ+1 < DN δ < N k+1 , since otherwise the claimed estimate holds trivially. Put
ℓ uniformly for |x| M/N < 1/2, we derive by partial integration and Lemma 2.5 that
Note that |c k+1 ± 1/q| q −2 , where q = |c k+1 | −1 1 since |c k+1 | < 1. Then, taking ℓ = k + 1 and applying Weyl's inequality (cf. [13, Lemma 2.4]) yields for any γ ∈ R that
while it follows from Lemma 2.6 that for arbitrary ℓ k + 1,
In either case, we choose M = N (DN δ )
− 1 ℓ+1 so that we have 1 < M < N/2, and thus we obtain
Using the definitions of M and q, and the fact that σ < (ℓ − k) −1 , we see that the contribution of N 1+ε (qM −k−1 ) σ is already larger than M , thus M can be eliminated, and the result follows.
Lemma 2.10. Uniformly for any complex numbers a n , b m with |a n |, |b m | 1, and g(t) ∈ R[t] of degree not exceeding k,
where
Proof. We may assume that |h|N δ−1 x −k < 1; otherwise, the assertion is trivial. Applying Weyl-van der Corput inequality (cf. [5, Lemma 2.5]) we see that
|Γ(q, n, x)| where 1 Q y is to be chosen optimally, and
where I ⊆ (x, 2x] is an interval determined by the conditions m ∼ x, nm ∼ N , and (n + q)m ∼ N . If we apply Lemma 2.9 with
Inserting this estimate above and summing over q yields
Using [5, Lemma 2.4] to choose 1 Q y optimally, we conclude that
Since |h|N δ−1 x −k < 1, we can eliminate the second and the fourth terms, and the last term is smaller than the penultimate one.
If we instead apply Lemma 2.3 (with k + 1 in place of k) to (2.7), we obtain
which yields
Using [5, Lemma 2.4] once again, we conclude that
Since |h|N δ−1 x −k < 1, we eliminate the second term. Finally, if we apply van der Corput's result, Lemma 2.4, to (2.7) and carry on similar calculations as above, we derive the desired estimate.
Lemma 2.11. For any ε > 0, and c ∈ (1, 2),
holds uniformly for α ∈ R, where ν is given by (1.4).
Proof. By (2.1), (2.2) and Merten's Theorem (see [8, Equation (2.15)])
In order to bound the middle term on the right, we divide the range of summation [2, X] into dyadic intervals of the form (N, 2N ] . Applying Lemma 2.1 on each such interval, we see that
Using the exponent pair (1/2, 1/2) (cf. [5, Ch. 3]) we obtain the estimate
where B = H N N δ . Next, we turn to the sum involving ψ * . First using partial summation and then introducing von Mangoldt function we obtain p∼N e(αp k )∆ψ
Recalling the definition of ψ * it is not too hard (see [5, 4.6] ) to derive that
Assume that u, v 1 are real numbers with uv N . Using Lemma 2.7 we write the inner sum on the right as E 1 − E 2 − E 3 where
and
Note that
Thus, applying Lemma 2.9 with D = |h|n δ to the inner sum above and summing over n u we obtain
Hence, the contribution to (2.10) from E 1 is
Next, we estimate the bilinear sums E 2 and E 3 . We first note that E 2 ≪ N ε x,y |S(x, y)|, where
with y > v, x > u, xy ≍ N and |a n |, |b m | 1. Also, E 3 ≪ log N x,y |S(x, y)| with a similar bilinear sum S(x, y), where u < x uv, xy ≍ N and |a n |, |b m | 1. Applying the bound S 1 in Lemma 2.10 we obtain
Choosing v = (N/u) 1/2 , we see that the contribution of E 2 + E 3 to (2.10) is
Combining (2.9), (2.12) and (2.13) we conclude that
Note that the second term dominates the third. Since the first two terms are independent of u, we choose
so as to balance them first. Note that with this choice, we have 1 < H N < N , and
In order to minimize N H −1 N , we set
A(ℓ).
It follows by an easy computation that ℓ = ⌊3k/2⌋ maximizes A(ℓ), and with this choice of A, we find by setting u = N 1/2 that all the remaining terms are smaller than N H −1 N , and thus we conclude that
Next, we estimate the inner sum in (2.11) using Lemma 2.3. This gives
whose contribution to (2.10) is
Using the bound S 2 in (2.6), we see that the contribution of E 2 + E 3 to (2.10) is
Combining (2.9), (2.15) and (2.16) shows that (2.10) is bounded by
Choosing H N to balance the first two terms again gives
As before, for u = N 1/2 , all the remaining terms are dominated by N H −1
One can easily check that for 3 k 11, using Heath-Brown's result (Lemma 2.3) gives a better estimate since C > A. For k 12, however, A > C, which explains our choice in (1.4) .
Finally, (only) for k = 3, one can do slightly better than Heath-Brown's estimate by using van der Corput's estimate; namely, by Lemma 2.4 with q = 2, it follows that
On the other hand, using S 3 in (2.10), we obtain for k = 3, The result follows by inserting (2.14), (2.17) and (2.20) back to (2.8).
Lemma 2.12. If 1 < c < 12/11, then for any α ∈ M κ (a, q) with gcd(a, q) = 1, 1 a q L κ and sufficiently large X, we have
where C > 0 is an absolute constant and the implied constant depends only on κ and k.
Proof. Combining (2.8) with equations (2.9) and (2.10), in which we take H N = N 1−δ+ε , we see that
The inner sum in the definition of Θ(N ) can be written as
Removing e(βn k ) by partial summation this double sum is bounded by
Applying the estimate given as the first equation on page 323 of [2] , which is uniform both in m and q, we derive that
for an absolute constant c 1 > 0, and any fixed 1 < c < 12/11. Next, we deal with T c,k (α, X).
where ω(n) is the number of distinct prime divisors of n. It follows from SiegelWalfisz theorem that
uniformly for q L κ , where E(x) ≪ x exp(−c 2 √ log x) for an absolute constant c 2 = c 2 (κ) > 0 and large x. By partial integration we derive that
Using E(x) ≪ x when x is small (say x √ X) and the above bound for large x in the last integral and inserting the result above we obtain
for sufficiently large X and some positive absolute constant c 3 < c 2 . Combining all the estimates above, the result follows.
3 Proof of Theorem 1.1
Recall that, for a fixed k 3 and c > 1, R
s,k (N ) is the number of representations of a positive integer N as in (1.1). It can be rewritten as
where U is any interval of unit length and X = N 1/k . Lemma 3.1 (Major Arcs). Assume that s max(5, k + 1), and that 1 < c < min{ 
Proof. By Lemma 2.12 below,
where E(X) = exp(−c 2 √ log X), uniformly for α ∈ M κ (a, q) with (a, q) = 1 and 1 a q L κ . Put β = α − a/q. Then,
Using Lemma 2.8 together with (2.5) and the bound S m (q) ≪ q 1−s/2+ε (which follows from (2.4)), we see that replacing the integral J (β) above by L −1 I(β) introduces an error of size o(X δs−k /L s ). We can then extend the integral over β to R with another permissible error. By We first bound I 1 . Let 2 < J X be a constant to be determined. By partial integration Take α ∈ m κ . By Dirichlet's approximation theorem, one can find integers a, q with 1 a q L −κ X k such that |α − a/q| q −1 L κ X −k . Since α ∈ m κ , we have q > L κ . Writing α = a/q + β, and using partial integration we obtain
J<p t e(αp k ) ≪ sup J<y t J<p y e(ap k /q) 1 + |β|t k .
Following the proof of Lemma 2.5 and recalling that y t X, By [7, Theorem 10] it follows for arbitrary λ > 0 and any γ ∈ R that whenever κ 2 6k (2 + λ), p X e(ap k /q + γp) ≪ XL −λ−1 .
Choosing J = XL −λ we conclude that
Using this bound together with Hölder's inequality yields Using (1.2) we conclude that for some η 0, dα.
