Symmetric Squares, Spherical Designs, and Lattice Minima  by Lempken, Wolfgang et al.
Journal of Algebra 240, 185–208 (2001)
doi:10.1006/jabr.2000.8713, available online at http://www.idealibrary.com on
Symmetric Squares, Spherical Designs, and
Lattice Minima1
Wolfgang Lempken
Institute for Experimental Mathematics, University of Essen, 45326 Essen, Germany
E-mail: lempken@exp-math.uni-essen.de
Bernd Schro¨der
Department of Mathematics, University of Wuppertal, 42097 Wuppertal, Germany
E-mail: berndschroeder@gmx.de
and
Pham Huu Tiep
Department of Mathematics, University of Florida, Gainesville, Florida 32611
E-mail: tiep@math.uﬂ.edu
Communicated by Jan Saxl
Received May 5, 2000
Key Words: Euclidean integral lattice; lattice minimum; extreme lattice;
Thompson–Smith lattice; symmetric square; spherical design; Weil representation.
1. INTRODUCTION
Let  be an integral Euclidean lattice and · · denote the scalar product
on . An important invariant of  is its minimum,
min = minx x  0 = x ∈ 	
1 Part of this work was done while the third author was visiting the Institute for Experi-
mental Mathematics, University of Essen, Germany. It is a pleasure to thank the IEM for its
generous hospitality and support. The authors are grateful to Professors J. G. Thompson and
B. H. Gross for helpful discussions, and to Dr. G. Nebe for some computer calculation. They
are also grateful to the referee for helpful comments on the paper.
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Together with the determinant of  det, it determines the density of the
sphere packing associated to .
If the rank of  is relatively small, say less than about 60, then newly
developed computational methods (cf. for instance [PS]) and powerful com-
puters allow one to ﬁnd min, starting from its Gram matrix. However, in
general it is a very difﬁcult problem to ﬁnd the minimum of a given lattice,
or even to produce a decent lower bound for it. A famous example is the
lattice 248 of rank 248 constructed by Thompson and Smith [Th2, Smi]
already in the early 1970s, whose minimum remains however unknown
until today and for which there was known only the trivial lower bound
min248 ≥ 4.
In the late 1980s, Elkies [E1, E2] and Gross [Gr1] showed how one can
use algebraic geometry to produce lower bounds for the minima of sev-
eral highly symmetric lattices coming from two sources, the Mordell–Weil
groups of elliptic curves over function ﬁelds, and the Weil representations
of ﬁnite classical groups. More recently, Dummigan and the third author of
the present paper used Elkies’ bound and group-theoretic methods to pro-
duce lower bounds for some lattice series related to ﬁnite symplectic and
unitary groups; cf. [DT2]. In some cases they also managed to show that
the obtained lower bound is asymptotically good, by producing an upper
bound coming from algebraic geometry.
In this paper we will use character theory of ﬁnite groups to produce
lower bounds for the minima of a number of integral lattices, including
the Thompson–Smith lattice 248, and a lattice 52 related to a -model
constructed by Gross [Gr2] for the adjoint group of type F4. The start-
ing point of this approach is a result due to Nottebaum [N], showing
that if minimal vectors of a given integral lattice  < n form a spheri-
cal 4-design then min ≥ √n+ 3/3; cf. Corollary 2.3. We ﬁrst give a
character-theoretic condition guaranteeing the existence of such a design;
see Theorem 2.6. This condition is satisﬁed, if in particular the symmet-
ric square of the Aut-module  ⊗  is almost irreducible, that is, it is
the sum of the trivial module and another nontrivial irreducible module;
cf. Theorem 2.11. This latter condition also implies that the lattice  is
extreme; i.e., the Hermite number of  attains a local maximum.
One can classify all almost irreducible symmetric squares for ﬁnite quasi-
simple groups; they are classiﬁed in Section 3. It turns out that one can
also classify the representations (in any characteristic) of ﬁnite quasi-simple
groups with almost irreducible symmetric or alternating squares. This clas-
siﬁcation is interesting because of its connection with the problem of clas-
sifying maximal subgroups of ﬁnite classical groups; more details about this
can be found in [MM, MMT]. Lower bounds for the minima of several
lattices are then exhibited in Section 4. In some cases they are the best
possible; in other cases they are about half of an upper bound on min.
lattice minima 187
2. SPHERICAL DESIGNS AND LATTICE MINIMA
Let V · · be a Euclidean -vector space of dimension n and let
SymV ∗ ∼= X1    Xn be the space of all polynomial functions on V .
For the reader’s convenience we recall the following
Deﬁnition 2.1. Let X =  be a ﬁnite subset of the Euclidean sphere
Sn−1V  = v ∈ V  v v = 1	 in V and deﬁne X ∈ SymV ∗∗ by
Xf  =
∑
x∈X f x for f ∈ SymV ∗. If the restriction of X on the vec-
tor space of all polynomials of degree at most t for some integer t > 0 is
SOV -invariant, the set X is called a (spherical) t-design; equivalently, if
 = ∑ni=1∂2/∂x2i  denotes the Laplace operator on SymV ∗, then every
homogeneous f ∈ Ker with 0 < degf  ≤ t is contained in the kernel
of X . The elements of Ker are called harmonic polynomials; the set of
all homogeneous harmonics of degree k is denoted by HarmkV .
We say that a lattice yields a t-design if its (rescaled) set of minimal
vectors is a spherical t-design.
As a direct consequence of this deﬁnition we obtain that the disjoint
union of ﬁnitely many spherical t-designs is again a spherical t-design. Fur-
thermore if X is a symmetric spherical t-design (that means X = −X for
an even t, it is already a spherical t + 1-design.
In [Ve] Venkov gave a nice characterization for spherical t-designs, from
which we are able to deduce lower bounds for the minimum of a lattice.
Lemma 2.2 (Venkov). Let X be a symmetric, non-empty, ﬁnite subset of
the sphere and t ∈ 2. Then X is a spherical t + 1-design if and only if
there is a constant c ∈  such that ∑x∈Xx αt = cα αt/2 for all α ∈ n,
or equivalently if the following equation holds:
∑
x y∈X
x yt = X2
t
2−1∏
j=0
2j + 1
n+ 2j 
The following lower bounds have been proven by Nottebaum [N] and can
easily be deduced from the foregoing characterization of spherical t-designs.
Corollary 2.3. If an integral lattice  ⊂ n yields a 4-design (resp.
6-design) then
min ≥
√
n+ 3
3
(
resp. ≥
√
n+ 4
3
)

Now we want to investigate by which character theoretic means we can
decide if a lattice yields t-designs. First let us recall some well known facts
from representation theory.
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Of course SymV  ∼= SymV ∗ as G-modules for G ≤ OV , and so
we shall not differ between these modules in the following. Remember
that the restriction map SymV ∗ −→ Sn−1V ∗ given by f −→ f Sn−1 is
injective on the homogeneous components HomkV  ∼= SymkV ∗ of
SymV ∗. Given a k ∈  therefore the OV -module HomkV  splits
in a direct sum of the OV -modules HarmjV  with j ∈ 1 3     k	
for k odd and j ∈ 0 2     k	 for k even. Moreover, by the results
in [Koo, GS], the space HarmkV  is an irreducible SOV -module of
dimension
(
n+k−1
n−1
) − (n+k−3
n−1
)
for k ∈ . In particular the vector space of
homogeneous OV -invariants of degree k is one-dimensional in the case
k is even and zero-dimensional else; so for a given even k ∈  the vector
space of homogeneous OV -invariants of degree k is generated by a mul-
tiple of the canonical invariant  = ∑ni=1X2i where X1    Xn denotes
an orthonormal basis of V ∗ (with respect to the form · ·); then  is
the space of all OV -invariants in SymV ∗.
From the representation theory of GLV  we recall that for all k ∈ 
the kth-tensor power V ⊗k of V splits as a GLV -module in a direct sum
of Weyl modules πV , where π denotes a partition of k; in particular
SymkV  ∼= kV  and ∧kV  ∼= 11V  for the kth-exterior power
∧kV  of V (e.g., see [FH, Sect. 6.1]).
Now it is convenient to introduce some additional notation and to recall
the notion of “almost irreducible” (cf. [M]).
Deﬁnition 2.4. (i) Throughout the following, the character of a
G-module W is denoted by χW ; both the trivial one-dimensional G-module
and the associated character will be denoted by 1G. The usual scalar prod-
uct on the space of G-characters will be denoted by · ·G. If W1W2 are
G-modules, we will also write W1W2 instead of χW1 χW2G.
(ii) Let G be a group and  a ﬁeld. An G-module M is called almost
irreducible, if M has exactly two composition factors: the trivial G-module
and another nontrivial irreducible G-module, both with multiplicity 1.
Next we have a closer look at the links between the representation theory
of G-modules and the existence of t-designs.
Proposition 2.5. For a ﬁnite group G < OV  and t ∈  the following
conditions are equivalent:
(i) For each a ∈ Sn−1V  the orbit aG is a spherical t-design.
(ii) There are no G-invariant harmonic polynomials of degree 1     t.
(iii) SymtV  ⊕ Symt−1V  1G = 1.
(iv) Any homogeneous G-invariant polynomial of degree at most t is
in .
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Proof. The equivalence of the ﬁrst two conditions is contained in
Theorem 6.1 of [GS]. Recall next that for any k ∈  we have
∗ SymkV  ∼= HarmkV  ⊕Harmk−2V  ⊕ · · · ⊕HarmlV 
with l = k − 2 · k2  as well as Harm0V  ∼= Sym0V  ∼= 1G and
Harm1V  ∼= Sym1V  ∼= V . With this, the equivalence of (ii) and (iii) is
obvious.
Observe now that in view of ∗ condition (iii) is also equivalent to
SymkV  1G = 1 − k + 2 · k2  for k ∈ 0 1     t	. Since l is a
G-invariant contained in Sym2lV  for l ∈ , the equivalence of (iii) and
(iv) is now obvious as well.
When dealing with lattices symmetrized orbits aG ∪ −aG arise naturally;
considering these rather than orbits aG can make a signiﬁcant difference as
the next result shows.
Theorem 2.6. For a ﬁnite group G < OV  with dimV  ≥ 3 and t ∈ 2
consider the following ﬁve conditions:
(i) The G-modules HarmkV  are irreducible for all 0 ≤ k ≤ t2 .
(ii) Sym2SymkV  1G = k2  + 1 for all 0 ≤ k ≤ t2 .
(iii) SymtV  1G = 1.
(iv) All homogeneous G-invariants of even degree at most t are con-
tained in .
(v) aG ∪ −aG is a spherical t-design for each a ∈ Sn−1V .
Then the following implications hold:
i ⇐⇒ ii !⇒ iii ⇐⇒ iv ⇐⇒ v
Proof. For the sake of convenience we put Hk = HarmkV  for k ∈
0 1     t	 and recall the following helpful facts where WW1, and W2 are
G-modules:
(a) SymtV  ∼= Ht ⊕Ht−2 ⊕ · · · ⊕H0.
(b) Sym2W  1G = 1 if and only if W is irreducible.
(c) Sym2W1 ⊕W2 ∼= Sym2W1 ⊕ Sym2W2 ⊕W1 ⊗W2.
Also note that the sequence dimHk k = 0 1 2    , is strictly increasing,
because dimV  ≥ 3 by hypothesis.
Assume now condition (i) holds. Since SymkV  ∼= Hk ⊕ Symk−2V , we
get Sym2SymkV  ∼= Sym2Hk ⊕ Sym2Symk−2V  ⊕Hk ⊗ Symk−2V 
by (c). Clearly, Sym2Hk 1G = 1; moreover, Hk ⊗ Symk−2V  1G =
Hk Symk−2V  = 0, as HkHl = 0 for l ≤ k− 2. So an easy induction
argument yields the claim in (ii).
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If on the other hand condition (ii) holds, a similar induction argu-
ment using (b) and (c) shows that Sym2Hk 1G = 1 for all 0 ≤ k ≤ t2 ,
and hence the equivalence of (i) and (ii).
Observe next that (iii) follows easily from (i) together with (a) and the
dimension formulae for the Hj .
Note that (iii) is equivalent to SymkV  1G = 1 for all even k ∈
0 1     t	, and thus is equivalent to (iv), because l is a G-invariant
contained in Sym2lV  for 0 ≤ l ≤ t2 .
Suppose next that the equivalent conditions (iii) and (iv) hold. Now we
assume by way of contradiction that there exists a ∈ Sn−1V  such that
X = aG ∪ −aG is not a t-design. Then there exists k ∈ 1 2     t	
and f ∈ Hk with Xf  = 0; since X is symmetric, k has to be even.
As Hk is OV -invariant, F =
∑
g∈G f g is a G-invariant contained in Hk
and it is nonzero since
∑
Xf  = 0. Hence we get SymkV  1G ≥ 2,
a contradiction. Therefore (v) follows.
Conversely, suppose that there is a G-invariant F ∈ SymkV  for an
even k ∈ 2     t	 with F ∈ . Putting d = k2  and using (a) we
easily see that F =∑di=02iFi with suitable Fi ∈ Hk−2i. Since F and  are
G-invariant,
F = 1G
d∑
i=0
2i
(∑
g∈G
F
g
i
)

As F ∈ , there exist j ∈ 0     d − 1	 and a ∈ Sn−1V  with∑
g∈G F
g
j a = 0; in particular XFj = 0 for X = aG ∪ −aG. Conse-
quently, X is not a k-design, and hence not a t-design either. So we have
shown that (v), (iv), and (iii) are equivalent.
Remark 2.7. Since symmetric 2l-designs are also 2l + 1-designs, we
easily see that conditions (iv) and (v) in Theorem 2.6 are equivalent for
arbitrary t ∈ .
Remark 2.8. In Theorem 6.7 and Theorem 6.10 of [GS] Goethals and
Seidel claim that for any ﬁnite group G < OV  and any t ∈ 2 the
G-modules HarmkV  are irreducible for all 0 ≤ k ≤ t2 if and only if every
G-orbit on Sn−1V  is a spherical t-design. However, none of the two impli-
cations is actually true, as can easily be seen by the following examples.
Example 2.9. (I) Let φ be the rotation about ϑ = 120◦ in the
space 2 with standard representation
(cosϑ −sinϑ
sinϑ cosϑ
)
. So G = φ has
order 3 and the minimal polynomial of φ is X2 +X + 1. In particular, φ
has no real eigenvalues and hence V = 2 is irreducible as G-module.
Now observe that Sym2V  ∼= 1G ⊕ V as G-modules where 1G ∼=
Harm0V  and V ∼= Sym1V  ∼= Harm1V  ∼= Harm2V  are irreducible.
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The polynomial f = X31 − 3X1X22 is a harmonic; the G-orbit of
(1
0
)
is the
set S = (10) (cosϑsinϑ) ( cosϑ− sinϑ)	 and hence Sf  = 3 = 0. So there exists a
G-orbit that is not a spherical 3-design, and consequently not a spherical
4-design either.
This shows that the “only if” part as stated in Remark 2.8 is not correct.
(II) Let G = 3D42 and χ be the unique irreducible charac-
ter of degree 26 of G with corresponding G-module V . Then χ
has Schur–Frobenius indicator 1, and Sym4χ 1GG = 1. But Sym2χ =
1G + χ + τ, where τ is an irreducible character of degree 324;
in particular, Harm2V  is not irreducible.
So we see that the conditions (iii), (iv), and (v) in Theorem 2.6 are weaker
than conditions (i) and (ii); furthermore, the condition Sym4χ 1GG = 1
does not imply that Sym2χ is almost irreducible.
Finally we observe that Sym3χ 1GG = 1; so the pair GV  does not
satisfy condition (iii) and hence any of the conditions in Proposition 2.5.
(III) We continue the previous example in part (II) with H = Z ×G
where Z = −idV . Taking σ to be the sign character of Z we note that
Symkσ ⊗ χ = Symkχ for k ∈ 2 4	. Clearly, the H-orbits on S3V  are
exactly the symmetrized G-orbits and thus are spherical 4-designs; however,
Harm2V  is not irreducible.
This shows that the “if” part as stated in Remark 2.8 is not correct either.
The problem of maximizing the Hermite number γ = min ·
det−1/n among all n-dimensional lattices  is a very difﬁcult and still
open problem in geometric number theory. This problem motivates exten-
sive interest in extreme lattices; these are exactly the lattices  giving a
local maximum for the Hermite number. By a well-known theorem of
Voronoi [Vo], a lattice is extreme if and only if it is perfect and eutactic
(resp. its set of minimal vectors is). The next lemma is dealing with these
properties. Note that “strongly eutactic” implies “eutactic” (the mean-
ing of eutactic is that the identity map is in the positive cone generated
by the projections πx  v → xvxxx). Parts of this were proven ﬁrst by
Nottebaum [N].
Lemma 2.10. Let G < OV  be a ﬁnite group and suppose that
dimV  ≥ 2 and that Sym2V  is almost irreducible. For all a ∈ V with
a = 0 we then have:
(i) aG is perfect, which means its set of projections generates the space
EndsV  of symmetric endomorphism of V ;
(ii) aG is strongly eutactic, which means the sum of all its projections is
a positive multiple of the identity map.
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Proof. Clearly, as Sym2V  is almost irreducible, Harm2V  is irre-
ducible. Furthermore V ∼= Harm1V  is irreducible, and so aG is a
generating set of V . Because aG is G-stable its set of projections has to be
G-stable, too. Now the space generated by the projections is a G-stable
subspace of EndsV  ∼= Sym2V  with dimension at least dimV  = n con-
taining a G-invariant: the sum of all projections. The trace of this map
clearly equals aG; therefore its restriction to the sphere is a constant,
more precisely a positive multiple of the identity. Finally it is clear that the
projections generate the whole space EndsV .
In fact, even every spherical 4-design is perfect and eutactic by a result
of Venkov and Nottebaum, cf. [N], whence every lattice yielding a 4-design
is extreme by the aforementioned theorem of Voronoi [Vo].
From Corollary 2.3 and Theorem 2.6 we easily deduce now the contem-
plated result for lattices mentioned in the Introduction.
Theorem 2.11. Let  ⊂ V = n be an integral lattice and G = Aut.
If either
(i) the G-module Sym2V  is almost irreducible, or
(ii) Sym4V  1G = 1,
then  is an extreme lattice with min ≥ √n+ 3/3.
Proof. If Sym2V  is almost irreducible then Sym2Sym2V  involves
1G with multiplicity 2. Hence (i) implies (ii) by Theorem 2.6. By the same
theorem (ii) implies that  yields a 4-design, since the set of minimal vectors
is a disjoint union of symmetrized G-orbits. By the above discussion,  is
extreme in this case, and the bound given in Corollary 2.3 holds.
In order to apply the last theorem we have to look at the almost
irreducible symmetric squares of real representations of ﬁnite groups.
By the next lemma, however, things become easier; it is just enough
to look for almost irreducible symmetric squares of irreducible complex
representations.
Lemma 2.12. Let G be a ﬁnite group and V an G-module. Suppose that
Sym2V  is almost irreducible. Then V is irreducible and exactly one of the
following two cases occurs:
(i) V is absolutely irreducible and Sym2χV  − 1G ∈ IrrG; moreover,
Sym2V ⊗  is almost irreducible.
(ii) V is not absolutely irreducible and χV = α + α¯ with α ∈ IrrG
of degree 1 such that α = α¯ α4 = 1G and Sym2χV  = 1G + α2 + α¯2; in
particular, dimV  = 2.
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Proof. (1) As the representation of G on V has to be real by assump-
tion, Sym2V  has to contain at least as many trivial constituents as V
contains real constituents. Therefore V is irreducible.
(2) Put M = M ⊗  for G-modules M and recall that whenever
M is irreducible then either M is an irreducible G-module or M =
M1⊕M∗1 for some irreducible G-moduleM1 (whereM1 %M∗1 is allowed).
Moreover, note that SymkV % SymkV  and ∧kV = ∧kV  for
all k ∈ .
By assumption, Sym2V  = 1G ⊕ W for some irreducible G-module
W % 1G. In particular dimV  ≥ 2 and Sym2V % Sym2V  % 1G ⊕W
(and Sym2χV  has at most three irreducible constituents.
(3) Suppose V is not irreducible. Thus χ = α + α¯ for some
α ∈ IrrG with α = 1G. Since Sym2χV  = Sym2α + Sym2α¯ +
αα¯, the above condition on Sym2χV  implies that the characters
Sym2α Sym2α¯, and αα¯ are irreducible. Therefore αα¯ = 1G and α
has degree α1 = 1, whence dimV  = 2. Suppose α4 = 1G. Then
Sym2χV  = α2 + 1G + α−2 with α2 = α−2 having Schur–Frobenius indi-
cator 1; hence Sym2V  is not almost irreducible, a contradiction. By the
same reasoning we see that α = α¯.
(4) From now on we may assume that V is irreducible. Since
Sym2V % 1G ⊕ W and W is irreducible, we now verify that Sym2×
Sym2V contains 1G with multiplicity 2. Moreover, 1G is not a con-
stituent of ∧2V, because V ⊗ V 1G = V V = 1 and 1G is
already a constituent of Sym2V. Comparing dimensions we easily
see that the G-modules Sym2V  and ∧2V  have no irreducible con-
stituent in common; therefore we also get Sym2V∧2V = 0. Putting
WW = 1+ b with b ∈ 0 1 3	 we then have
Sym2V ⊗ V ⊗2  1G = Sym2V⊗2 1G = 2 + b
and ∧2Sym2V 1G = b
From the representation theory of GLV  we get (cf. [FH, Sect. 6.1])
Sym2Sym2V % Sym4V ⊕ 2 2V
∧2Sym2V % 3 1V
SymdV ⊗ V % Symd+1V ⊕ d 1V
for d ∈ . With this at our disposal we easily verify that
Sym2V ⊗ V ⊗2 % Sym2Sym2V ⊕ 3 1V
⊕3 1V ⊕ 2 1 1V
Now we get 2+ b = Sym2V ⊗ V ⊗2  1G ≥ 2+ 2b, and thus b = 0. Con-
sequently, W is irreducible and so Sym
2V is almost irreducible.
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3. ALMOST IRREDUCIBLE SYMMETRIC SQUARES
In order to make use of Theorem 2.11 it is very helpful to have a clas-
siﬁcation of pairs Gχ such that G is a ﬁnite group and χ is an irre-
ducible complex character of G with Sym2χ being almost irreducible. As
this problem appears to be far too extensive for arbitrary ﬁnite groups we
restrict ourselves to the case where G is quasi-simple, i.e., where G is per-
fect and G/ZG is a nonabelian ﬁnite simple group.
As we have already mentioned in the Introduction, the classiﬁcation of
almost irreducible symmetric squares over  can be extended to repre-
sentations over algebraically closed ﬁelds of any characteristic. The latter
classiﬁcation has been done in [MMT] because of its connection to the
problem of classifying maximal subgroups of ﬁnite classical groups. There-
fore we will skip proofs of the classiﬁcation in the complex case and refer
the reader to [MMT] for details instead.
First of all we deal with the alternating groups.
Proposition 3.1. Let G be a covering group of an alternating group of
degree n ≥ 5 and let χ be an irreducible complex character of G such that
µ = Sym2χ − 1G is irreducible. Then exactly one of the following cases
occurs (in the notation of [Atlas]).
(i) G % 5 χ ∈ χ2 χ3	 has degree 3, and µ = χ5.
(ii) G % 2 · 8 χ = χ15 has degree 8, and µ = χ9.
(iii) G % 2 · 9 χ ∈ χ19 χ20	 has degree 8, and µ ∈ χ7 χ8	,
respectively.
Proof. A direct consequence of [MM, Proposition 2.5].
Next we consider the sporadic case.
Proposition 3.2. Let G be a covering group of a sporadic simple
group and let χ be an irreducible complex character of G such that
µ = Sym2χ − 1G is irreducible. Then exactly one of the following cases
occurs (in the notation of [Atlas]).
(1) G %McLχ = χ2 has degree 22, and µ = χ4.
(2) G % Co3 χ = χ2 has degree 23, and µ = χ5.
(3) G % Co2 χ = χ2 has degree 23, and µ = χ4.
(4) G % Fi22 χ = χ2 has degree 78, and µ = χ7.
(5) G % HNχ ∈ χ2 χ3	 has degree 133, and µ = χ8.
(6) G % Thχ = χ2 has degree 248, and µ = χ7.
(7) G % 2 · Co1 χ = χ102 has degree 24, and µ = χ3.
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Proof. Straightforward calculations either using the information given
in [Atlas] or using GAP [SEA] reveal all the claims.
Next we discuss the case of Lie-type groups. It turns out that the main
examples of cross-characteristic modules with almost irreducible symmet-
ric or alternating squares are Weil modules of symplectic groups (in odd
characteristic) and unitary groups. The case of symplectic groups was con-
sidered in [MT]. Here we consider the case of special unitary groups
G = SUnq q = pf  n ≥ 3. Recall that G has q + 1 complex irreducible
Weil modules, whose characters are denoted by ζin q 0 ≤ i ≤ q, of degree
qn + q−1n/q + 1 if i = 0 and qn − −1n/q + 1 if i > 0, cf.
for instance [TZ]. Let  be an algebraically closed ﬁeld of characteristic
r = p. It is known that the minimum degree of nontrivial irreducible pro-
jective representations of G over  is d = qn − 1/q + 1; cf. [LS].
Moreover, the main result of [HM] implies that if V is an irreducible
G-representation of degree ≤ 2d, then V can be obtained by reducing
one of the Weil modules modulo r. Those modules in characteristic r will
also be called Weil modules.
Let G be a ﬁnite group,  an algebraically closed ﬁeld of characteristic r,
and let V be any irreducible G-module. We would like to deﬁne some
modules arising from V . If V is not of type + (resp. not of type −), then
S˜2V  (resp. ∧˜2V ) denotes Sym2V  (resp. ∧2V ). Next, let Y be V ⊗ V ∗
if V is not self-dual, Sym2V  if V is of type +, and ∧2V  if V is of type −.
Then Y is self-dual and dimHomGY 1G = dimHomG1GY  = 1. Let T
be the (unique) submodule of Y such that Y/T % 1G, and let I be the
unique trivial submodule of Y . Then we will denote T/T ∩ I by AV ,
resp. S˜2V  ∧˜2V .
Finally, let
 = V ⊗W S˜2V  ∧˜2V  AV   VW Weil modules of SUnq	
Proposition 3.3. (i) Suppose q ≥ 4 and r = p. Then the only mod-
ule M ∈  which can be irreducible is ∧˜2ζ0n q with n q = 3 4. More-
over, this module is irreducible if r = 0.
(ii) Suppose q = 3 and r = 0. Then the real valued Weil charac-
ters are ζ0n q and ζ
q+1/2
n q . If n is even then ζ0n q is of type + ζq+1/2n q is
of type −, S˜2ζ0n q is not irreducible, and ∧˜2ζq+1/2n q  is irreducible. If n is
odd then ζ0n q is of type − ζq+1/2n q is of type + ∧˜2ζ0n q is not irreducible if
n ≥ 5 and irreducible if n = 3, and S˜2ζq+1/2n q  is irreducible.
(iii) Suppose q = 2 and r = 0. Then all the modules M in  S˜2ζin q,
∧˜2ζin q ζ0n qζin q, and Aζin q with i = 1 2, are irreducible.
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Proof. Let ωn =
∑q
i=0 ζ
i
n q. We embed A = U2q × Unq naturally
in B = U2nq. Then U2qUnq is a dual pair in the sense of Howe,
and the restriction of the B-character ω2n to A is determined in [T2]. In
particular, one has the formula
ω2nG = q+ 11G +
∑
γ∈IrrU2q
γ1Dγ
where the characters Dγ with γ running over IrrU2q are pairwise dis-
tinct irreducible characters of G. The degrees of Dγ were calculated in [T2];
they are
qn − −1nqn−1 − −1n−1
q2 − 1
if γ1 = q+ 1,
q3qn−1 − −1n−1qn−2 − −1n−2
q+ 1q2 − 1 
qqn − −1nqn−1 − −1n−1
q+ 1q2 − 1
if γ1 = q,
qn − −1nqn−1 + −1n−1q
q+ 12 
qn − −1nqn−1 − −1n−1
q+ 12
if γ1 = q− 1, and
qn − −1nqn−1 − −1n−1q2
q+ 1q2 − 1 
qn − −1nqn−1 − −1n−1
q+ 1q2 − 1
if γ1 = 1. It is known that ωng = −qdimKerg−1, where dimKerg− 1
is the dimension (over q2 ) of the ﬁxed point subspace of g acting on the
natural module n
q2
of G. It follows that ω2nG = ω2n = 
∑q
i=0 ζ
i
n q2.
(i) Suppose q ≥ 4. It is enough to prove the statement for the case
r = 0. Clearly, the dimension of any moduleM ∈  is at least dd− 1/2−
1. On the other hand, the dimension of any composition factor of ω2n is at
most e = qn − −1nqn−1 − −1n−1/q2 − 1. Since q ≥ 4 and n ≥ 3,
we have dd − 1/2− 1 ≥ e, with equality attained if and only if q = 4 and
n = 3. The formula ω2nG = 
∑q
i=0 ζ
i
n q2 implies that any M is a sum of
certain Dγ (and 1G). Hence M can be irreducible only in the case n q =
3 4 and M = ∧˜2ζ0n q = ∧2ζ0n q − 1G. Conversely, if n q = 3 4,
then ζ0n q has Schur–Frobenius indicator −1, hence ∧˜2ζ0n q = ∧2ζ0n q −
1G and ∧˜2ζ0n q is irreducible.
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(ii) Suppose q = 3 and r = 0. Since ζin q = ζq+1−in q and the ζin q’s are
pairwise distinct, ζin q is real-valued if and only if i = 0 or i = q + 1/2.
The Schur–Frobenius indicators of ζ0n q and ζ
q+1/2
n q are well known; they
are −1 1 if n is odd, and 1−1 if n is even.
Assume that n is even. Since the dimension of S˜2ζ0n q = Sym2ζ0n q −
1G does not match with any of the composition factors of ω2n S˜
2ζ0n q
is not irreducible (and it is the sum of two characters of degree
3n − 13n−1 + 1/16 and 3n − 13n−1 + 9/32). On the other hand,
∧˜2ζq+1/2n q  = ∧2ζq+1/2n q  − 1G has the same dimension as of one of com-
position factors of ω2n, namely, 273n−1 + 13n−2 − 1/32. All composition
factors of ω2n of lesser dimension have dimension divisible by A, a (ﬁxed)
primitive prime divisor of 3n − 1 (for the deﬁnition and existence of prim-
itive prime divisors cf. [Zs]). Since dim∧˜2ζq+1/2n q  is not divisible by
A ∧˜2ζq+1/2n q  has to be irreducible.
Assume that n is odd. If n ≥ 5, then the dimension of ∧˜2ζ0n q =
∧2ζ0n q − 1G does not match with any of the composition factors of ω2n,
hence ∧˜2ζ0n q is not irreducible, and it is the sum of two characters of
degree 3n + 13n−1 − 1/16 and 3n + 13n−1 − 9/32. If n = 3, then the
second mentioned character in this expression is 0, so ∧˜2ζ0n q is irre-
ducible. On the other hand, S˜2ζq+1/2n q  = Sym2ζq+1/2n q  − 1G has the
same dimension as of one of composition factors of ω2n, namely, 273n−1 −
13n−2 + 1/32. All composition factors of ω2n of lesser dimension have
dimension divisible by A, a (ﬁxed) primitive prime divisor of 32n − 1. Since
dimS˜2ζq+1/2n q  is not divisible by A, S˜2ζq+1/2n q  is irreducible.
(iii) Suppose q = 2 and r = 0. In this case ω22n is the sum of 15
irreducible characters. On the other hand, we have the following obvious
decomposition
ω2n = 3 · 1G + S˜2α + ∧˜2α + S˜2β + ∧˜2β
+ S˜2β¯ + ∧˜2β¯ + 2αβ+ 2αβ¯+ 2Aβ
into 15 summands, with α = ζ0n q β = ζ1n q, and β¯ = ζ2n q. Hence all 15
summands are irreducible.
The irreducibility of Aζ1n 2 has also been proved in [M].
The main result concerning the Lie-type groups is the following theorem,
for the proof of which we refer the reader to [MMT]:
Theorem 3.4. Let G be a quasi-simple group with S = G/ZG
being a ﬁnite group of Lie type. Suppose that G has a faithful irreducible
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complex character χ such that µ = Sym2χ − 1G is irreducible. Then exactly
one of the following cases occurs.
(i) G = PSp2n5, and χ is any of two Weil characters of degree 5n +
1/2.
(ii) G = PSUn3 n ≥ 3 is odd, and χ is the Weil character ζq+1/2n q of
degree 3n + 1/4.
(iii) G = PSUn2 n ≥ 3 is even, and χ is the Weil character ζ0n q of
degree 2n + 2/3.
(iv) Gχ1 is one of the following pairs: 2 · SL42 8 Sp62 7,
2 · Sp62 8 G23 14 2 ·D+8 2 8 2 · F42 52. In all cases there is
a unique character χ of the corresponding degree.
Remark 3.5. It may be worth noting that in all cases of Propositions 3.1,
3.2, and Theorem 3.4, the character χ is integral-valued except in the case
G ∈ 5 % PSL25HN Sp2n5	 where χ is deﬁned over the ﬁeld	
√
5.
4. APPLICATIONS
41 The Thompson–Smith Lattice of Rank 248. The Thompson–Smith
lattice 248 is an even unimodular lattice of rank 248, whose automorphism
group is 2 × Th, where Th = F3 is the Thompson sporadic ﬁnite simple
group. It was constructed by Thompson and Smith in [Th2, Smi], and it has
many interesting properties. For instance, it is globally irreducible in the
sense of [Th1, Gr1], and its theta-series enjoys all the possible congruences
allowed by its weight; cf. [DT1]. But the minimum of this lattice remains
a mystery. For some time it was known only that 4 ≤ min248 ≤ 16,
where the lower bound is obvious and the upper bound follows from the
construction of 248 given in [Smi, p. 4.44]. In [SN] we ﬁnd 12 as an upper
bound for min248.
Here we improve the lower bound on min248 to 10.
Theorem 4.1. The Thompson–Smith lattice is extreme and its minimum
is at least 10.
Proof. In one line, the theorem follows from the equality 248248+ 1/
2 − 1 = 30875. More precisely, let χ be the character of G = Th on 248.
Then χ is the unique nontrivial character of G with the property that
µ = Sym2χ − 1G is irreducible (cf. Proposition 3.2); χ1 = 248
and µ1 = 30875. By Theorem 2.11, 248 is extreme and min248 ≥√248+ 3/3 > 9.
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42 The 52-Dimensional Lattice 52 for 2 · F42 and a -Model for the
Adjoint Group of Type F4. -models of algebraic groups were introduced
and investigated by Gross in [Gr2, Gr3]. In particular, a model for the
adjoint group of type F4 constructed in [Gr2] gives rise to a lattice 52 of
rank 52. It has determinant 226 and it is invariant under 3D42 · 3. Gross
conjectured in [Gr2] that 52 should be invariant under the larger group
2 · F42. This would imply that 52 is globally irreducible (in the sense of
[Gr1]) with respect to the Tits simple group 2F42′ inside G; in particular,
52 is 2-modular. Gross also conjectured that min52 = 6.
The aforementioned conjectures are afﬁrmed in the following.
Theorem 4.2. The lattice 52 is extreme, has full automorphism group
2 · F42, and minimum 6.
Proof. The group H = 3D42 · 3 has a unique (real) irreducible rep-
resentation V of degree 52 which can be realized over 	. Fix a nonde-
generate H-invariant scalar product on V . A computer calculation, done
by Nebe, shows that V contains a unique (up to isometry) H-invariant lat-
tice of determinant 226. Recall that 52 is H-invariant and has the same
determinant. On the other hand, G = 2 · F42 stabilizes a lattice ′ of
rank 52. Let χ be the character of G on ′. Observe that G contains the
Tits simple group K = 2F42′. Next, χK = φ + φ¯, where φ is an irre-
ducible character of K of degree 26. By [T1, Gr1], ′ is globally irreducible
with respect to K, and ′ is the unique (up to isometry) K-invariant lattice
of rank 52. Since ′ is globally irreducible, it has determinant 226 (cf. [T1]).
The uniqueness of ′ as a K-invariant lattice implies that it is also the
unique G-invariant lattice of rank 52. But H can be embedded in G, and
the restriction χH is exactly the character of H on 52. Hence 52 % ′.
Thus Aut52 ≥ G. Using this inclusion and the method of [T1], one can
show that Aut52 = G (this equality can also be established by computa-
tional means).
By Theorem 3.4, Sym2χ − 1G is an irreducible character (of degree
1377) of G. Hence by Theorem 2.11, 52 is extreme, min52 ≥√52 + 3/3 > 4. Since 52 is an even lattice, and since ′ has vectors of
norm 6 (cf. [Atlas]), we conclude that min52 = 6.
Let ρ = χH for short. The existence of an H-invariant Lie bracket on
52 also follows from the fact that HomH∧2ρ ρ = , namely, ∧2ρ
is the sum of ρ and an irreducible character ρ′ of degree 1274. The simply
connected group of type F4 has a model, which gives rise to an H-lattice
T26 of rank 26; cf. [Gr2]. If τ is the corresponding character (of degree 26),
then ∧2τ = χ+ an irreducible character τ′ of degree 273. One can
check that Sym4τ contains 1H with multiplicity 1. Hence by Corollary 2.6
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and Theorem 2.3, minT26 ≥
√26+ 3/3 > 3, i.e., minT26 ≥ 4. This
bound is sharp, since it was shown in [EG] that minT26 = 4.
The same phenomenon happens to the model G22 = SU33 · 2 of the
simply connected group of type G2. It gives rise to a lattice of rank 7 of
minimum 2. If ζ is the character of G22 on this lattice, then Sym2ζ − 1
is irreducible (cf. Theorem 3.4(ii)), meanwhile ∧2ζ = ζ+ an irreducible
character ζ ′ of degree 14.
It has been observed by Gross that the integral modelsH of F4 andG22
of G2 share the interesting property that they both act irreducibly on all of
the fundamental representations of the corresponding algebraic group: in
the case of H the characters are τ ρ τ′, and ρ′ (of degree 26, 52, 273, and
1274, respectively), and in the case of G22 the characters are ζ and ζ ′
(of degree 7 and 14, respectively). Finite subgroups of complex simple Lie
groups 
 which act irreducibly on all fundamental representations of 
 are
classiﬁed in [MMT].
The H-lattice 26 is uniquely determined by its theta series and determi-
nant [EG]. It remains a question whether 52 is uniquely determined by its
theta series and determinant.
43 The 78-Dimensional Lattice 78 for the Fischer Group Fi22. The
Fischer sporadic simple group Fi22 and its double extension G = Fi22 · 2
act irreducibly on an integral even -lattice 78 in dimension 78 [KT]. The
representation of Fi22 on the symmetric square of this lattice is almost irre-
ducible, cf. Proposition 3.2, and so Theorem 2.11 gives us a lower bound
3
√
3 for the minimum of this lattice, i.e., min78 ≥ 6. In his thesis [Sch]
the second author constructed such a lattice, with minimum 6, so in this
case the bound provided by Theorem 2.11 is sharp.
The following statement was suggested to the authors by Gross.
Proposition 4.3. The lattice 78 supports a Lie bracket · · (giving
the Lie algebra structure of type E6). The scalar product on 78 is propor-
tional to the Killing form, and the stabilizer of the Lie bracket in Aut78 is
exactly 2F42.
Proof. G has a unique (up to conjugacy) subgroup B = 2F42. Let V =
78 ⊗	 χ denote the character of G on 78 and ζ, resp. ζ ′ its restriction
to B, resp. to B′ = 2F42′. Then ζ ′ is irreducible, and
Sym2ζ ′ 1B′ B′ = ∧3ζ ′ 1B′ B′ = 1 ∧4ζ ′ 1B′ B′ = 0
(cf. [CW, p. 120]). Now the arguments given in [CW, pp. 120–121] show
that V supports a B′-invariant Lie bracket · · on V , and the arising Lie
algebra is of type E6. The scalar product · · on 78 is proportional to
the Killing form K· ·, since the B′-invariant bilinear forms on V form
a 1-dimensional space. The Lie bracket is unique, since ∧2ζ ′ ζ ′B′ = 1.
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Next, B can also be embedded in E6 (cf. [CW, p. 121]), hence the above
identities hold for B instead of B′ (and ζ instead of ζ ′) as well. (Indeed, the
only thing we have to show is that ∧3ζ contains 1B, but clearly B ﬁxes the
alternating trilinear form Kx y z on the adjoint module for E6.)
Repeating the above arguments, we may assume that · · is B-invariant.
Rescaling 78 (or · ·) suitably we obtain 78 78 ⊆ 78. Finally, the sta-
bilizer of · · in Aut78 is exactly B, since B is a maximal ﬁnite subgroup
of E6 (cf. [CW]).
Observe that B = 2F42 acts irreducibly on all but one (of dimension
2925) fundamental representations of E6; the arising representations
have dimension 27, 27, 78, 351, and 351. But 78 does not come from a
-model of the adjoint group of type E6 since this group is not split at all
primes p; cf. [Gr2].
44 Some Unitary Group Lattices. Let G = PSUn2 with n ≥ 3 being
even, and consider the Weil character ζ0n q mentioned in Theorem 3.4(iii).
Observe that ζ0n q has Schur index 1 over 	; cf. [DT2, Lemma 11.2]. Hence
ζ0n q is afforded by aG-lattice  of rank 2n+ 2/3. Due to Theorem 3.4(iii),
Sym2ζ0n q− 1 is irreducible. Therefore we may apply Theorem 2.11 to con-
clude that min ≥ √2n + 11/9 > 2n/2/3. The lower bound min ≥
2n/2/3 was obtained in [DT2, Sect. 11]; it is about half of the upper bound
obtained in [DT2, Sect. 9], using group theory and algebraic geometry. Thus
two methods, of [DT2] and of the present paper, lead to lower bounds of
the same magnitude, and the lower bounds are asymptotically good. The
G-lattices with character ζ0n q for n = 6 8 have also been considered by
Shimada [Sh]. When n = 6 he showed that the corresponding lattice is the
laminated lattice 22 with determinant 12 and minimum 4; our lower bound
(3) is exact in this case since the lattice is even. When n = 8, the lattice has
determinant 216 · 3 and minimum 8, whereas our bound is 6.
45 Example: The Barnes–Wall Lattices BW2n . These even lattices were
discovered by Barnes and Wall [BW, BE]. They are of rank 2n, unimodular
if n ≥ 3 is odd, and 2-modular if n is even.
It is known that AutBW2n contains a subgroup G which is a non-split
extension of E = 21+2n+ by S = D+2n2. Let χ be the character of G
afforded by BW2n . Then one can show that Sym
2χE = 1E +
∑
α∈ α,
where  is an S-orbit of length 2n − 12n−1 + 1 on IrrE/ZE.
From this it follows that Sym2χ − 1G is irreducible. By Theorem 2.11,
minBW2n ≥
√2n + 3/3. In fact, minBW2n = 2n/2, and the minimal
vectors may even be enumerated.
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5. CONCLUDING REMARKS
Let  be an integral Euclidean lattice and G = Aut. In order to apply
Corollary 2.3 to , it sufﬁces by Theorem 2.11 to show that the G-module
Sym4⊗ contains 1G with multiplicity 1. Hence it is tempting to classify
the G-modules V with this property, at least for quasi-simple groups. This
problem however appears to be fairly nontrivial. The following example
shows that the method of Section 3 is not efﬁcient enough to solve this
problem.
Example 5.1. (i) Consider Example 2.9(II) again. This demonstrates
that the condition Sym4χ 1GG = 1 does not imply that Sym2χ is
almost irreducible.
(ii) Here is a more sophisticated example. Let G = Un2 and
let χ = α + α¯, where α is (a certain extension of) the Weil character
ζ1n 2 (cf. Proposition 3.3). Then χ can be afforded by an G-module V .
Now Sym2χ = Sym2α + Sym2α¯ +Aα + 1G, so by Proposition 3.3,
Sym2χ is a sum of 4 irreducible constituents. Next, if z is a central ele-
ment of order 3 of G then αz = α1ω, where ω is a cubic root of unity.
Now
Sym4χ = Sym4α + Sym3α · α¯+ Sym2α · Sym2α¯
+α · Sym3α¯ + Sym4α¯
Looking at the action of z, we see that
Sym4χ 1GG = Sym2α · Sym2α¯ 1GG
= Sym2α Sym2αG = 1
the last equality following from Proposition 3.3.
This example shows that the condition Sym4χ 1GG = 1 does not
imply the irreducibility of χ.
Remark 5.2. Using GAP [SEA] one can easily ﬁnd all irreducible
characters χ of quasi-simple sporadic groups G with the property
that Sym4χ 1GG = 1. Putting the additional condition that the
Schur–Frobenius indicator of χ is 1 (which is natural in our context), one
gets only one extra example in addition to those listed in Proposition 3.2;
namely G = J2 and χ is (one of two characters) of degree 14. Observe
that 	χ = 	√5 in this extra example; compare with Remark 3.5.
Table I records some known lattices to which one may apply
Theorem 2.11 or Theorem 2.6. The columns list a group G (a nota-
tion for) a G-invariant integral lattice , rank(), det, the lower bound
lattice minima 203
TABLE I
Lower Bounds for the Minimum of Some Known Lattices
Group Lattice Rank Det. Bound Minimum
Sp62 E7 7 2 2 2
2 ·D+8 2 E8 8 1 2 2
G23 14 37 4 4
Co2 O23 23 1 3 3
2 · Co1 24 24 1 4 4
3D42 · 3 T26 26 3 4 4
2 · F42 52 52 226 6 6
Fi22 78 78 3 6 6
Th = F3 248 248 1 10 10 or 12
21+2n+ ·D+2n2 BW2n 2n δ2n−1n 2n/3+ 11/2 2n/2
PSU2n2 22n + 2/3 2a3b 2n/3 + 1 ?
Un2 22n − −1n/3 2a3b 2n+1 + 71/2/3 ?
PSU2n+13 32n+1 + 1/4 2a3b 3n/2 + 1 ?
on min following from Corollary 2.3, and the actual value of min
(if known). In the line for the Barnes–Wall lattices δn = 1 if n is odd and
δn = 2 if n is even. In the lines for special unitary groups and the column
for determinant, 2a3b indicates that the determinant of the lattice, prop-
erly rescaled, can be divisible only by primes 2 and 3; this can be proved
using the results of [DT2]. Some of the data given in the table can also be
found in [SN].
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APPENDIX: TWO-DESIGNS AND CODE MINIMA2
Christine Bachoc3 and Pham Huu Tiep4
Key Words: two-designs; linear codes; 2-transitive permutation groups.
Integral lattices and linear codes are closely related to each other;
cf. [CS]. Having established a lower bound for the minimum of integral lat-
tices yielding spherical 4-designs, one should expect to have a lower bound
for the minimum weight of linear codes (over a ﬁnite ﬁeld q) that support
(classical) t-designs—the counterpart of spherical t-designs.
Recall (cf. [CvL]) that a t − n k λ design (t-design) is a collection of
distinct k-subsets (i.e., subsets of cardinality k, called blocks) of a set X
of cardinality n such that any t-subset of X is contained in exactly λ > 0
blocks.
Let C be a code of length n over a ﬁeld q. For each w = w1    
wn ∈ C let suppw = i wi = 0	. For any i 1 ≤ i ≤ n, let Ci be the set
of codewords of weight i in C. We say that C yields a t-design if the set
suppw w ∈ Ci	 is a t-design on X = 1     n	, whenever Ci = .
One cannot expect to have a decent lower bound for the minimum of
arbitrary codes yielding t-designs, as the example of the full code nq shows.
However, it turns out that one can get a good lower bound for any self-
orthogonal code that yields a 2-design. We will consider nq endowed with
the scalar product x y =∑ni=1 xiy¯i for x = x1     xn y = y1     yn.
Here x → x¯ is either the identity map on q or the involutory automor-
phism of q; the former case stands for the usual scalar product, and the
latter for the case of Hermitian codes. A code C ⊆ nq is said to be self-
orthogonal if C is contained in its dual C⊥.
2Part of this work was written while the authors were participating in the Conference
“Re´seaux et Formes Quadratiques” at the CIRM (Luminy, France). It is a pleasure to thank
the Centre for its generous hospitality and support. The second author acknowledges the
support of the NSF.
3Laboratoire d’ Algorithmique Arithme´tique, Universite´ Bordeaux 1, F-33405 Talence,
France. E-mail: christine.bachoc@math.u-bordeaux.fr.
4Department of Mathematics, University of Florida, Gainesville, FL 32611. E-mail: tiep@
math.uﬂ.edu.
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Theorem 1. Let C be a self-orthogonal code of length n over q. Suppose
that C yields a 2-design (or that the set of codewords of minimum weight of
C forms a 2-design). Then minC ≥ 1+√n− 1.
Proof. By assumption, the set M of codewords of C of minimum weight
forms a 2− n k λ design D, where k = minC. The blocks of D are the
sets supp(w) with w ∈M . Fix a block B and let ni be the number of blocks
B′ = B that meet B in i points, i = 0 1     k− 1. Counting in two ways the
number of choices of j points of B and another block incident with these
j points, for j = 1 2 one obtains (see the proof of [CvL, Theorem 1.7])
k−1∑
i=0
ini = kr − 1
k−1∑
i=0
ii− 1ni = kk− 1λ− 1(1)
Here, r is the number of blocks that contain any given point. Observe that
the self-orthogonality of C implies that n1 = 0. (Indeed, if B ∩ B′ = i	
for some B = suppw and B′ = suppw′ in D, then ww′ =
wiw¯
′
i = 0) It follows that ii − 1ni ≥ ini for all i, and so (1) implies
k− 1λ− 1 ≥ r − 1. On the other hand, rk − 1 = n − 1λ in any
2-design (cf. [CvL, (1.3)]). Since n > 1 (as C is self-orthogonal) and
λ > 0 k > 1. Hence
k− 12λ− 1 ≥ r − 1k− 1 = n− 1λ− k− 1
and so
k2 − 2k+ 2 − nλ ≥ k− 2k− 1 ≥ 0
Thus k2 − 2k+ 2 − n ≥ 0, i.e., k ≥ 1+√n− 1 as stated.
In light of Theorem 1 it is natural to ask which condition should be
imposed on a subgroup G ≤ SymX to guarantee that any G-orbit on
subsets of X is a 2-design.
Proposition 2. Let X be a ﬁnite set of cardinality n ≥ 2 and G any
subgroup of SymX. Then the following two conditions are equivalent:
(i) Every G-orbit on k-subsets of X is a 2-design for any k 2 ≤ k ≤ n.
(ii) G is 2-homogeneous (that is, G is transitive on 2-subsets of X).
Proof. Suppose (i) holds. Consider any two distinct 2-subsets a b	 and
c d	 of X. According to (i), the G-orbit D of a b	 is a 2 − n 2 λ
design for some λ > 0. Hence the 2-subset c d	 is contained in some
block B of D. This means there is g ∈ G such that a b	g = c d	. Thus
G is 2-homogeneous.
Conversely, suppose that G is 2-homogeneous. Consider any G-orbit D
on k-subsets of X, where 2 ≤ k ≤ n. Fix a k-subset B ∈ D and a 2-subset
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a b	 ∈ B. Let λ be the number of k-subsets B′ ∈ D that contains a b	.
Clearly, λ > 0. Now if c d	 is any 2-subset of X, then there is g ∈ G
mapping a b	 onto c d	 and so c d	 is contained in exactly λ elements
of D. Thus D is a 2 − n k λ design.
Theorem 1 and Corollary 2 immediately yield
Proposition 3. Let C be a self-orthogonal code of length n over q. Sup-
pose that the action of AutC on coordinates induces a 2-homogeneous sub-
group of Symn. Then minC ≥ 1+
√
n− 1.
Another criterion for linear codes to yield t-designs is given in [CvL,
Theorem 14.13].
By Kantor’s theorem [K] a 2-homogeneous permutation group G of
degree n is either 2-transitive or n = pa and G ≤ AL1pa. Hence all
ﬁnite 2-homogeneous permutation groups are known (as a consequence of
the classiﬁcation of ﬁnite simple groups).
Linear codes with 2-transitive automorphism groups appear to have been
well-studied, at least in the case of self-dual codes.
Example 4. Let C be the binary Golay [24, 12]-code (cf. [CS]).
Then AutC =M24 is 2-transitive. So minC ≥ 1+
√
23, i.e., minC ≥ 6.
But C is doubly even, hence minC ≥ 8. In fact minC = 8.
Next let C be the ternary Golay [12, 6]-code (cf. [CS]). Then AutC
induces the permutation group M12 which is 2-transitive. So minC ≥ 1+√
11, i.e., minC ≥ 5. Since C is ternary self-dual, any weight in C is
divisible by 3, hence minC ≥ 6. In fact minC = 6.
Example 5. Let C be the (extended) self-dual quadratic residue
n n/2-code over q (cf. [CvL, p. 99]) (where n − 1 is a prime power).
Then (a subgroup of) AutC induces the permutation group PSL2n− 1.
So minC ≥ 1+√n− 1, which is known as the square root bound.
Of course, this example includes the previous example of Golay codes. It
also includes the extended binary Hamming 8 4 4-code and the 6 3 4
hexacode over 4.
Example 6. Let r ≤ m − 1/2 and C be the binary Reed–Muller
code Rrm of length 2m (cf. [vL, p. 52]). Since Rrm⊥ = Rm − 1 −
rm Rrm is self-orthogonal. Also, AutC ≥ AGLm2 is 2-transitive.
So minC ≥ 1+√2m − 1. It is known that minC = 2m−r .
Example 7. Let C be any extended primitive BCH code of length
qm (cf. [vL, p. 91]). Then AutC ≥ AGL1qm and so it is 2-transitive.
If C is self-orthogonal then minC ≥ 1+√qm − 1.
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Example 8. Let q = pa be a prime power. GL2q-invariant codes C
of length q + 1 over p are studied in [W]. If C is self-orthogonal then
minC ≥ 1+ pa/2. It is shown in [W] that at least one of those C is self-
dual if a is odd.
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