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Abstract
We study the forecasting of the power consumptions of a population of households and of subpop-
ulations thereof. These subpopulations are built according to location, to exogenous information
and/or to profiles we determined from historical households consumption time series. Thus, we
aim to forecast the electricity consumption time series at several levels of households aggregation.
These time series are linked through some summation constraints which induce a hierarchy. Our
approach consists in three steps: feature generation, aggregation and projection. Firstly (feature
generation step), we build, for each considering group for households, a benchmark forecast (called
features), using random forests or generalized additive models. Secondly (aggregation step), aggre-
gation algorithms, run in parallel, aggregate these forecasts and provide new predictions. Finally
(projection step), we use the summation constraints induced by the time series underlying hierar-
chy to re-conciliate the forecasts by projecting them in a well-chosen linear subspace. We provide
some theoretical guaranties on the average prediction error of this methodology, through the mini-
mization of a quantity called regret. We also test our approach on households power consumption
data collected in Great Britain by multiple energy providers in the Energy Demand Research
Project context. We build and compare various population segmentations for the evaluation of our
approach performance.
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1. Introduction
Motivation: Electricity Forecasting. New opportunities come with the recent deployment of smart
grids and the installation of meters: they record consumption quasi instantaneously in households.
From these records, time series of demand are obtained at various levels of aggregation, such as
consumption profiles and regions. For privacy reasons, household records may not be used directly.
Moreover, consumption at individual level is erratic and unpredictable. This is why we focus on
household aggregations. For demand management, it is useful to predict the global consumption.
Furthermore, to dispatch correctly the electricity into the grid, forecasting demand at a regional
level is also an important goal. Finally, a good estimation of the consumption of some groups of
consumers (with the same profile) may be helpful for the electricity provider which may adapt
its offer to perform effective demand side management. Thus, forecasts at various aggregated
levels (entire population, geographical areas, groups of same consumption profiles) are useful for
an efficient management of consumption. In this work, we first build at each aggregation level, and
independently, benchmark forecasts (called features) using random forests or generalized additive
models. Noticing that these time series may be correlated (the consumption of a given region
may be close to the one of a neighboring region) and connected to each other through summation
constraints (the global consumption is the sum of the region consumptions, e.g.), the problem
considered falls under the umbrella of hierarchical time series forecasting. Using these hierarchical
relationships may improve the benchmark forecasts that were generated. Our approach consists in
combining two methods: feature aggregation and and projection in a constrained space. Our aim
is to improve forecasts both at the global and at the local levels.
Literature Discussion for Hierarchical Forecasting. Traditionally two types of methods have been
used for hierarchical forecasting: bottom-up and top-down approaches. In the bottom-up ap-
proaches (see Dunn, Williams & DeChaine, 1976) forecasts are constructed for lower-level quantities
and are then summed up to obtain forecasts at the upper levels. In contrast, top-down approaches
(see Gross & Sohl, 1990) work by forecasting aggregated quantities and then by determining dis-
aggregate proportions to compute lower level predictions. Shlifer & Wolff (1979) compare these
two families of methods and conclude that bottom-up approaches work better. Recently, it has
indeed proven successful for load forecasting to improve the global consumption prediction error
(see among others Auder, Cugliari, Goude & Poggi, 2018). Other approaches (neither bottom-up
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nor top-down) were recently introduced, for example Hyndman, Ahmed, Athanasopoulos & Shang
(2011) forecast all nodes in the hierarchy and reconcile them by orthogonal projection. Moreover,
Van Erven & Cugliari (2015) introduce a game-theoretically optimal reconciliation method to im-
prove a given set of forecasts. Firstly, one comes up with some forecasts for the time series without
worrying about hierarchical constraints and then a reconciliation procedure is used to make the
forecasts aggregate consistent. This generalizes the previous orthogonal projection to other pos-
sible projections in the constrained space (which ensures that the forecasts satisfy the hierarchy).
Finally, if we restrict here to mean forecasting, some follow-up works from Taieb, Taylor & Hynd-
man (2017a) allow to make probabilistic forecasting in this context of hierarchical prediction.
Literature Discussion for Aggregation Methods. Aggregation methods (also called ensemble meth-
ods) for individual sequences forecasting originate from theoretical works by Vovk (1990), Cover
(1991) and Littlestone & Warmuth (1994); their distinguishing feature with respect to classical
ensemble methods is that they do not rely on any stochastic modeling of the observations and
thus, are able to combine forecasts independently of their generating process. They have been
proved to be very effective to predict time series (see for instance Mallet, Stoltz & Mauricette,
2009 and Devaine, Gaillard, Goude & Stoltz, 2013) and those methods were used to win forecast-
ing competitions (see Gaillard, Goude & Nedellec, 2016). This aggregation approach has recently
been extended to the hierarchical setting by Goehry, Goude, Massart & Poggi (2019); they used a
bottom-up forecasting approach which consists in aggregating the consumption forecasts of small
customers clusters.
In this article we combine the reconciliation approach based on orthogonal projection with
various aggregation algorithms to provide new methods to which we were able to prove strong
theoretical guaranties. We then illustrate the proposed methods using smart meter data collected
in Great Britain by multiple energy providers (see Schellong, 2011 and AECOM, 2018). Energy
Demand Research Project data gathers multiple households power consumption data. We compare
various population segmentations and evaluate the performance of four strategies for the forecasting
of the electricity consumption time series at the several aggregation levels: features, aggregated
features, projected features and finally aggregated and projected features.
3
Notation. Without further indications, ‖x‖ denotes the Euclidean norm of a vector x. For the other
norms, there will be a subscript: e.g., the Frobenius norm of x is denoted by ‖x‖F . Moreover,
vectors will be in bold type and unless stated otherwise, they are column vectors, while matrices
will be in bold underlined. We denote the inner product of two vectors x and y of the same size
by x · y = xTy. Finally, the cardinal of a finite set D is denoted by |D|.
2. Methodology
We consider a set of time series
{
(yγt )t>0, γ ∈ Γ
}
connected to each other by some summation
constraints: a few of them are equal to the sum of several others – see further for a definition of
Γ. To forecast these time series, a set of features is generated. At any time step t, we want to
forecast the vector of the values of the |Γ| times series at t, denoted by yt def= (yγt )γ∈Γ. We propose
a three-step method to obtain relevant forecasts from these features.
2.1. Modeling of the Hierarchical Relationships
The relationships between the time series induce a hierarchy which should be exploited to
improve forecasts. These summation constraints may be represented by one or more trees, the
value at each node being equal to the sum of the ones at its leaves. Let us denote by Γ the set of
the tree’s nodes and |Γ| its cardinal. There are as many summation constraints as there are nodes
with leaves. Subsequently, we will introduce a matrix K to encode these relationships. Each line
of K is related to one of the summation constraints with −1 at the associated node and 1 at its
leaves. Thus, for any instance t, the vector of the values of the |Γ| times series at t, denoted by yt,
is in the kernel of K. Details on and examples of K are provided below. Example 1 treats a single
summation constraint. Examples 2 and 3 present more complex relationships between the time
series, considering a hierarchy with two levels and two different partitions of the same time series,
respectively. Finally, Example 4 combines the two previous cases. In our experiments of Section 7,
the underlying hierarchies will be of the form of the ones of Examples 1 and 4.
Example 1: Two-level Hierarchy. The simplest approach consists in considering a single
equation connecting the time series. Here, ytot stands for the one which is the sum of the N
others which are denoted by y1, . . . , yN . The underlying hierarchy is represented in Figure 1 by a
tree with a single root directly connected to N leaves. For any instance t, the time series satisfy
ytott = y
1
t + y
2
t + · · · + yNt and the vector yt =
(
ytott , y
1
t , . . . , y
N
t
)T
respects the hierarchy if and
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only if Kyt = 0 with K =
(− 1, 1, 1, . . . , 1). In Section 7, we consider the power consumption of a
ytot
y1 y2 . . . yN
Figure 1: Representation of a two-level hierarchy.
population of households which are distributed in N regions. This setting will correspond to the
present example.
Example 2: Three-level Hierarchy. A few leaves of the tree of Example 1 may be
ytot
y1 ·
y11 y12 . . . y1M1
y2 ·
y2 1 . . . y2M2
. . . yN ·
yN 1 yN 2 . . . yNMN
Figure 2: Representation of a three-level hierarchy.
broken down into new time series and so on. Figure 2 represents a complete three-level hierarchy (
although we could consider any multilevel hierarchy) leading to the following summation equations,
for each instance t,
ytott = y
1 ·
t + y
2 ·
t + · · ·+ yN ·t (1)
yi ·t = y
i 1
t + y
i 2
t + · · ·+ yiMit , ∀ i = 1, . . . , N. (2i)
We order the time series in lexicographical order:
yt = (y
tot
t , y
1 ·
t , y
2 ·
t , . . . , y
N ·
t , y
11
t , y
12
t , . . . , y
1M1
t , y
21
t , . . . , y
NMN
t ),
and define the constraint matrix K below; each line of K corresponds to one of the constraints
mentioned above, either (1) or one of the N constraints (2i) in a way that Kyt = 0 if and only if
5
yt respects the hierarchy.
K =


-1
N︷ ︸︸ ︷
1 · · · 1 ← (1)
-1
M1︷ ︸︸ ︷
1 · · · 1
. . .
. . . ← (2i)
-1
MN︷ ︸︸ ︷
1 · · · 1
This hierarchy corresponds to the concrete example above where, for 1 6 n 6 N , the n region
would be further divided into M1, . . . ,Mn municipalities.
Example 3: Two Hierarchies of the Same Time Series. It is also possible to consider
two partitions of the same time series ytott . For example, in our experiments of Section 7, in
addition to the geographical clustering, we introduce a segmentation of the households based on
their profiles. Indeed, they are distributed in N1 regions but also in N2 groups depending on their
consumption habits. These two different partitions induce the following two equations
ytott = y
1 ·
t + y
2 ·
t + · · ·+ yN1 ·t
ytott = y
· 1
t + y
· 2
t + · · ·+ y·N2t ,
and the two trees associated with these constraints which share the same root and are represented on
Figure 3. For any instance t, the vector of times series yt = (y
tot
t , y
1 ·
t , y
2 ·
t , . . . , y
N1 ·
t , y
· 1
t , y
· 2
t , . . . , y
·n2
t )
ytot
y1 · y2 · . . . yN1 ·
= ytot
y · 1 y · 2 . . . y ·N2
Figure 3: Representation of two two-level hierarchies.
satisfies the above equations if and only if Kyt = 0 with
K =

-1
N1︷ ︸︸ ︷
1 · · · 1
-1
N2︷ ︸︸ ︷
1 · · · 1 .
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The equality of the roots of the two trees is always satisfied in this model. Indeed there is a single
time series ytott to forecast and there are therefore only two summation constraints to take into
account.
Example 4: Two Crossed Hierarchies. Considering two partitions, the time series can
ytot
y1 ·
y11 y12 . . . y1N2
y2 ·
y21 y22 . . . y2N2
. . . yN1 ·
yN11 yN12 . . . yN1N2
= ytot
y · 1
y11 y21 . . . yN1 1
y · 2
y12 y22 . . . yN1 2
. . . y ·N2
y1N2 y2N2 . . . yN1N2
Figure 4: Representation of two crossed hierarchies.
be represented with two three-level trees sharing the same root and leaves. Only the intermediate
levels differs according to which partition is firstly taking into account. The leaves of the trees
form a N1 ×N2-matrix
(
yi j
)
16i6N1, 16j6N2 . An intermediate node of the first tree y
i · is the sum
of the line i while a node y·j of the second tree is the sum of the column j. Whether we sum rows
or columns first, the sum of all coefficients is ytott . In the experiments of Section 7, one partition
refers to a geographic distribution of the households while the other classifies them according to
their consumption behaviours. The first tree considers breaks down consumption firstly by the N1
regions and then by the N2 household profiles. The second one divides the households according
to their habits before splitting them geographically. Both trees are represented in Figure 4. For
any instance t, the time series satisfy the 2 +N1 +N2 equations
ytott = y
1 ·
t + y
2 ·
t + · · ·+ yN1 ·t (1)
yi ·t = y
i 1
t + y
i 2
t + · · ·+ yiN2t , ∀ i = 1, . . . , N1 (2i)
ytott = y
· 1
t + y
· 2
t + · · ·+ y·N2t (3)
y· jt = y
1 j
t + y
2 j
t + · · ·+ yN1 jt , ∀ j = 1, . . . , N2. (4j)
Equations (1) and (3) refer to the first level of the trees while the N1 +N2 Equations (2i) and (4j)
refer to second levels. At an instance t, by ordering the time series in the vector as
yt = (y
tot
t , y
1 ·
t , . . . , y
N1 ·
t , y
· 1
t , . . . , y
·N1
t , y
1 1
t , y
1 2
t , . . . , y
N1N2
t ),
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it may be seen that they respect the hierarchy if and only if Kyt = 0 with
K =


-1
N1︷ ︸︸ ︷
1 · · · 1 ← (1)
-1
N2︷ ︸︸ ︷
1 · · · 1
. . .
. . . ← (2i)
-1
N2︷ ︸︸ ︷
1 · · · 1
-1
N2︷ ︸︸ ︷
1 · · · 1 ← (3)
-1 1 1
. . .
. . . · · · . . . ← (4j)
-1 1 1
.
2.2. A Three-step Forecast
Step 1: For each node γ ∈ Γ, at each instance t, thanks to an historical data set of the γ time
series and to some exogenous variables proper to the node γ, a forecaster makes the prediction
xγt . These |Γ| benchmark forecasts are then collected into the feature vector xt def=
(
xγt
)
γ∈Γ. We
propose to use the knowledge of all of the features, namely the |Γ| benchmark forecasts, and of
the summation constraints to improve these |Γ| predictions. Step 2: For each node γ and each
instance t, we form our prediction ŷγt by linearly combining the components of the feature vector
xt thanks to a so-called aggregation algorithm (a copy Aγ of an aggregation algorithm A is run
separately for each node γ). That is, we use all |Γ| benchmark forecasts to predict yγt , not only xγt .
We explain below why this is a good idea – the main reason is given by correlations between time
series. The forecasts thus obtained are then gathered into a vector ŷt
def
=
(
ŷγt
)
γ∈Γ. Step 3: Finally,
a re-conciliation step will update the forecast vector so that it is in the kernel K. Let us denote
by y˜t the final vector of forecasts. We detail below each step of our procedure.
Generation of features
Forecasters
|Γ| aggregations in parallel
A
Projection
K
historical data
exogeneous variables
xt ŷt y˜t
First Step: Generation of features. At a fixed node γ ∈ Γ, for any instance t, a forecasting method,
which may depend on γ, predicts xγt with the historical data and the exogenous variables of the
node γ. The forecasting methods we use in the experiments of Section 7 are described in Section 5
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and include non linear sequential ridge regression, fully adaptive Bernstein online aggregation and
polynomially weighted average forecaster with multiple learning rates. These benchmark forecasts
are henceforth called features and are gathered in xt =
(
xγt
)
γ∈Γ. This feature vector is used in
the aggregation step that comes next to predict again each time series; we discuss below and
in Subsection 2.4 why we do so (the main reasons being that it is a good idea because of the
correlations between the times series and also because it eases the description of our method). We
focus here on |Γ| benchmark forecasts – one for each of the nodes; however, we could also have
considered several predictions per nodes.
Second Step: Aggregation. The above features are generated independently with different exoge-
nous variables and possibly different methods. Yet, the observations
(
yγt
)
γ∈Γ may be correlated.
For example, considering load forecasting, the consumptions associated with two nearby regions
can be strongly similar. Furthermore, the observations are related though the summations con-
straints (although we disregard these equations here). This is why linearly combining the features
may refine some forecasts – this is exactly what this step does. Formally, an aggregation algorithm
outputs at each round a vector of weights ûγt and returns the forecast ŷ
γ
t
def
= ûγt · xt. It does so
based on the information available, that is, the feature vector xt and past data. We consider an
aggregation rule A (see Section 6) and form a copy Aγ for each node γ, which we feed with an
input parameter vector sγ0 . These predictions are then gathered into the vector ŷt = (y
γ
t )γ∈Γ. This
algorithm aims for the best linear combination of features and there are theoretical performance
guaranties associated with these aggregation algorithms, see Section 6 for details.
Instead of this approach based on benchmark forecasting and aggregation node by node, we
could have considered a meta-model to directly predict the time series vector
(
yγt
)
γ∈Γ at each
instant t (with a common forecaster and therefore without any aggregation step). Once this global
forecast would have been obtained, we would have gone straight to the projection stage. In such
a model, the number of variables to be taken into account (the historical data of the time series
but also the exogenous variables specific to each node) would have been considerable and getting
relevant forecasts would have not been an easy task. But actually, a practical choice motivated
our method for the most. Indeed, the forecasters may be black boxes proper to each node and the
exogenous variables of a node γ may be unknown at a node γ′. In our experiments, we followed
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this three-step approach. However, our method totally operates if, for each node γ and at each
instance t, an external expert provides the forecast xγt . How these features have been obtained
is no longer an issue and the aim is to improve these benchmark forecasts with aggregation and
reconciliation steps. Thus, at each instance t, only the features are reveal at time t and by skipping
the generation of features step, we go straight to the aggregation step.
Third Step: Projection. As the |Γ| executions of Algorithm A are run in parallel and independently,
the obtained forecast vector ŷt does not necessary respect hierarchical constraints. To correct that,
we consider the orthogonal projection of ŷt onto the kernel of K, which we denote by ΠK(ŷt). This
updated forecast y˜t
def
= ΠK(ŷt) fulfills the hierarchical constraints.
To sum up, at each instant t, we first generate benchmark forecasts – also called features –
xt. These predictions are then aggregated to form a new vector of forecast ŷt, which is itself
updated in the projection step in y˜t. This procedure is stated in Meta-algorithm 1. Moreover,
we can also directly project the features, skipping the aggregation step; this leads to the forecasts
ΠK(xt). Thus, we get four forecasts (xt, ΠK(xt), ŷt and y˜t) for each node and each instant. The
performance of our strategies is measured in mean squared error. In Section 7, we compare these
four methods in the scope of power consumption forecasting.
2.3. Assessment of the Forecasts – Form of the Theoretical Guaranties Achieved
Our forecast are linear combinations of the features and are evaluated by the average prediction
error
L˜T
def
=
1
T
T∑
t=1
1
|Γ|
∑
γ∈Γ
(
yγt − y˜γt
)2
. (1)
We want to compare our method to constant linear combinations of features. For example, recalling
that, for γ ∈ Γ, xγt is the benchmark prediction of yγt , using δγ def= 1{i=γ} (the standard basis vector
that points in the γ direction) as weights should be a good first choice to define a constant linear
combination (for any γ ∈ Γ, this strategy provides δγ ·xt = xγt as forecast for yγt ). Thus, the matrix(
δγ
)
γ∈Γ defines a constant benchmark strategy and its cumulative prediction error is
LT
((
δγ
)
γ∈Γ
)
def
=
1
T
T∑
t=1
1
|Γ|
∑
γ∈Γ
(
yγt − xγt
)2
.
10
Meta-algorithm 1 Aggregation and projection of features with summation constraints
Input
Set of nodes Γ and constraint matrix K
Feature generation technique, see Section 5
Aggregation algorithm A taking parameter vector s0, see Section 6
Compute the orthogonal projection matrix ΠK =
(
I|Γ| −KT(KKT)-1K
)
for γ ∈ Γ do
Create a copy of A denoted by Aγ and run with sγ0
for t = 1, . . . do
Generate features xt
for γ ∈ Γ do
Aγ outputs ŷγt = uγt · xt
Collect forecasts: ŷt = (ŷ
γ
t )
T
γ∈Γ
Project forecasts: y˜t = ΠK(ŷt)
for γ ∈ Γ do
Aγ observes yγt
Suffer a prediction error 1|Γ|
∑
γ∈Γ
(
yγt − y˜γt
)2
aim
Minimize the average prediction error L˜T =
1
T
T∑
t=1
1
|Γ|
∥∥yt − y˜t∥∥2 = 1
T |Γ|
T∑
t=1
∑
γ∈Γ
(
yγt − y˜γt
)2
.
As soon as the features (xγt )γ∈Γ are well-chosen, this quantity is small. But, these benchmark
predictions do not satisfy the summation constraints a priori and it won’t be fair to compare our
forecasts (which do respect to hierarchy – projection step ensures it) to these benchmark forecasts
– or any other constant linear combinations of features. Thus, we introduce, in paragraph 2.3.1,
the set C which contains all the constant strategies which satisfy the hierarchical constraints and we
also detail how a such strategy can be represented by a |Γ|× |Γ|-matrix U ∈ C. In paragraph 2.3.2,
we decompose, for any U ∈ C, the average prediction error into an approximation error LT (U) –
the average prediction error of U – and a sequential estimation error ET (U). To achieve almost as
well as the best constant combination of features, we want to obtain some guarantee of the form:
L˜T 6 inf
U∈C
{
LT (U) + ET (U)
}
, where ET (U) = O
( 1√
T
)
. (2)
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Indeed, if ET (U) −→
T→+∞
0, the average prediction error of our strategy tends to LT (U) – and
classical convergence rate are in 1√
T
(see sections 2.3.2 and 6). We will explain how this aim is
equivalent to minimizing the quantity called regret that we define below.
2.3.1. Class of Comparison
We consider here a constant strategy, namely |Γ| linear combinations of the features. More
formally, let us denote by uγ a constant weight vector which provides, for any instance t, the forecast
uγ · xt for the time series yγt . By batching these |Γ| vectors into a matrix U def= (uγ)γ∈Γ ∈ M|Γ|,
predictions satisfy the constraints for an instance t if UTxt ∈ Ker(K). For it to be true for any t
(except for a few particular case – for instance if all features vector are null), this requires that the
image of UT is in the kernel of K. We introduce the following set of matrices, for which associated
forecasts necessarily satisfy the hierarchical constraints
C def=
{
U =
(
u1
∣∣ . . . ∣∣u|Γ|) ∣∣ Im(UT) ⊂ Ker(K)} .
Note that, for any matrix U ∈ M|Γ|, by definition of the orthogonal projection ΠK, the forecast
vector ΠKU
Txt satisfies the hierarchical relationships so the set C contains the matrix UΠTK. This
implies that the set C is not empty. To compare our methods to any constant strategy U ∈ C, we
now introduce the common notion of regret.
2.3.2. Aim: Regret Minimization
We want to compare the average prediction error L˜T to LT (U), where U ∈ C so the forecasts
associated with U satisfy the hierarchical constraints – otherwise, the two strategies would not be
comparable because our predictions do respect the hierarchy. Good algorithms should ensure that
L˜T is not too far from the best LT (U). We thus define, for any U = (u
γ)γ∈Γ ∈ C, the cumulative
prediction error of the associated constant linear combinations of features by
LT (U)
def
=
1
T
T∑
t=1
1
|Γ|
∑
γ∈Γ
(
yγt − uγ · xt
)2
=
1
T |Γ|
T∑
t=1
∥∥yt −UTxt∥∥2.
In order to obtain a theoretical guarantee of the form of Equation (2), we decompose the average
prediction error as
L˜T = LT (U) +
RT (U)
T |Γ| , (3)
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where, the quantity RT (U), commonly called regret is defined as the difference between the cumu-
lative prediction error of our method and the one for weights U:
RT (U)
def
= T |Γ| ×
(
L˜T − LT (U)
)
=
T∑
t=1
∥∥yt − y˜t∥∥2 − T∑
t=1
∥∥yt −UTxt∥∥2.
In the light of Equation (3), the average prediction error L˜T we attempt to minimize breaks down
into an approximation error LT (U) (the best prediction error we can hope for) and a sequential
estimation error (dependent of how quickly the model estimate U), proportional to the regret
RT (U). As stated before, the aim for algorithms is that L˜T is as close as possible to minU∈C LT (U)
(with C the class of comparison defined above), which is equivalent to maxU∈C RT (U) being small.
This point of view is very common for online forecasting methods (see, among others, Devaine
et al., 2013 and Mallet et al., 2009), and for an algorithm to be useful, maxU∈C RT (U) need to
be sub-linear in T (otherwise the error remains constant – or even worst: it increases with time).
Typical theoretical guaranties provide bounds of order
√
T (see for example, Deswarte, Gervais,
Stoltz & Da Veiga, 2018 and Amat, Michalski & Stoltz, 2018).
2.4. Technical Discussion: why we require the same features at each node.
In this section, we explain why we consider the same features vector for each nodes. A priori,
we could have a different set of features at each node xγt , created with methods specific to this
node. Also the size of feature vector dγ associated with the node γ could vary. Prediction of a
time series yγt associated to a d
γ-vector uγ is ŷγt = u
γ · xγt . Therefore, a global constant strategy
is a set
{
u1, . . . ,u|Γ|
} ⊂ Rd1×···×d|Γ| . First is is a little less practical because unlike the previous
setting, the vectors u1, . . . ,u|Γ| and x1, . . . ,x|Γ| are of different sizes, so it is less easy to use matrix
notations. Moreover, it becomes tricky to specify the class of constant strategies to compare to.
As said before, the forecast vector ŷt = (ŷ
γ
t )γ∈Γ satisfies the summation constraints if and only if
it is in the kernel of K. Thus, the following set, which contains the constant strategies fulfilling
the hierarchical constraints for all t > 0,{(
u1, . . . ,u|Γ|
)
∈ Rd1×···×d|Γ|
∣∣∣∀t > 0, (u1 · x1t , . . . ,u|Γ| · x|Γ|t )T ∈ Ker(K)},
is not explicitly defined and may be empty because of the number of constraints on (u1, . . . ,u|Γ|) ∈
Rd1×···×d|Γ| which increases at each time step. If there is no restrictions on the feature vectors, these
constraints could be linearly independent, leading to an empty set. Indeed, if we consider that the
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times series are connected by K summations relationships, at each instance t, the d1 + · · · + d|Γ|
coefficients of vectors u1, . . . ,u|Γ| are linked by K equations. As features are proper to each node,
theses constraints have no reason to be dependent, so as soon as T ×K > d1 + · · ·+d|Γ|, the above
set may likely be empty. Because of that, it is not clear how to define the regret in this setting.
For this reason, we decided to use the same features vectors xt for all nodes of Γ; which has also
the benefit of allowing a simpler presentation.
3. Main Theoretical Result
From now on, let us introduce the following notation concerning the regret bound of Algo-
rithm A.
Notation 1. We assume that, for any γ ∈ Γ with the initialization parameter vector sγ0 , Algorithm
Aγ ensures, for T > 0 and for any uγ ∈ R|Γ|, any x1:T = x1, . . .xT and any yγ1:T = yγ1 , . . . , yγT ,
RγT (u
γ)
def
=
T∑
t=1
(
yγt − ŷγt
)2 − T∑
t=1
(
yγt − uγ · xt
)2 6 B(x1:T , yγ1:T , sγ0 ,uγ). (4)
Details and examples of these regret bounds are provided in Section 6 that describes the ag-
gregation algorithms considered in the experiments of Section 7. As getting a linear bound is
trivial (by using the common assumption that prediction errors are bounded), these bounds have
to be sub-linear to be of interest. Referring to the average prediction error decomposition of Equa-
tion (3), the sub-linearity ensures that the sequential estimation error RγT (u
γ)/T tends to 0. This
notation makes it possible to establish a bound of the cumulative regret.
Theorem 1. Under Notation 1, for any matrix U ∈ C and any T > 1,
RT (U) 6
T∑
t=1
∥∥yt − y˜t∥∥2 − T∑
t=1
∥∥yt −UTxt∥∥2 = ∑
γ∈Γ
B
(
x1:T , y
γ
1:T , s
γ
0 ,u
γ
)
.
The regret RT (U) is not just the sum over all the nodes of the regrets R
γ
T (u
γ) of Equation 4.
Indeed, we do not evaluate here the forecasts ŷt but those obtained after the projection step: y˜t.
The projection step provides a diminishing of the square prediction error and we just have to sum
Equation 4 on all nodes to get the bound.
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Proof. This regret bound results from two main arguments: Pythagorean theorem, on the one
hand, and Notation 1, on the other hand. For any t > 1, as yt ∈ Ker(K), the Pythagorean theorem
ensures ∥∥yt − y˜t∥∥2 = ∥∥yt −ΠK(ŷt)∥∥2 6 ∥∥yt − ŷt∥∥2. (5)
Let us fix a matrix U =
(
u1| . . . |u|Γ|) ∈ C. Firstly, the application of Pythagorean theorem
ensures that the projection step reduces regret. Rewriting the regret as a sum over the nodes, we
then use Notation 1 independently for each node of Γ to conclude the proof.
RT (U) =
T∑
t=1
∥∥yt − y˜t∥∥2 − T∑
t=1
∥∥yt −UTxt∥∥2
(5)
6
T∑
t=1
∥∥yt − ŷt∥∥2 − T∑
t=1
∥∥yt −UTxt∥∥2
=
∑
γ∈Γ
T∑
t=1
(
yγt − ŷγt
)2 −∑
γ∈Γ
T∑
t=1
(
yγt − uγ · xt
)2
=
∑
γ∈Γ
RγT
(
uγ
)
(4)
6
∑
γ∈Γ
B
(
x1:T , y
γ
1:T , s
γ
0 ,u
γ
)
.
Remark 1. For an initialization parameter vector sγ0 , and a subset D ⊂ R|Γ|, some aggregation
algorithms provide a uniform regret bound of the following form:
RγT (D)
def
=
T∑
t=1
(
yγt − ŷγt
)2 − min
uγ∈D
T∑
t=1
(
yγt − uγ · xt
)2 6 B(xγ1:T , yγ1:T , sγ0).
In this case, let us introduce, for any subset B ⊂M|Γ|, the subset B|D def=
{
U ∈ B | ∀γ ∈ Γ, uγ ∈ D}.
Then, we bound the cumulative regret RT (D) defined just below with
RT (D) def= max
U∈C|D
RT (U).
With the same previous arguments we get the uniform regret bound
RT (D) =
T∑
t=1
∥∥yt − y˜t∥∥2 − min
U∈C|D
T∑
t=1
∥∥yt −UTx∥∥2 6∑
γ∈Γ
B
(
xγ1:T , y
γ
1:T , s
γ
0
)
.
4. On one Operational Constraint: Half-Hourly Predictions with One-Day-Delayed
Observations
In this section, we highlight the differences between the previous theoretical setting and the
practical setting of our experiments and how these changes affect the regret bound. In Section 7, we
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aim to forecast power consumptions at half-hourly intervals. Meta-algorithm 1 makes the implicit
assumption that historical time series values are available and to forecast at an instance t, we can
use y1:t−1. We thus assume that very recent past observations, up to half an hour ago, would be
available – and it is not realistic at all. Indeed, there is some operational constraints on the power
network and on meters that make it difficult to instantly access the data: it is common to obtain
load records with a delay of a few hours or even a few days. Although this delay is becoming shorter
with the deployment of smart meters and the evolution of grids, we cannot consider we have access
to the consumption of the previous half-hour. To take into account these operational constraints
and to carry out experiments under practical conditions, we make the classic assumption that we
have access to consumptions with a delay of 24 hours (see among others Fan & Hyndman, 2011
and Gaillard et al., 2016). As now, only past observations y1:t−48 are available at an instance t,
we adapt the previous method a bit.
As we will see in Section 5, the half-hour of the day is a crucial variable for power consumption
forecasting and to obtain relevant forecasts, we will consider the consumption of the previous
day at the same half-hour (but never the one of the previous half-hour). Thus the delay in the
access to consumption observation is not an issue for feature generation. But it becomes especially
problematic for online learning (in our experiments, features are generated offline with models
trained on historical data). Indeed, in the aggregation step of our method, we assume to observe,
for each node γ and at each instance t, the consumption yγt−1 – that is not possible anymore. To
deal with this issue we initially considered two solutions. In our first approach, for any γ ∈ Γ, the
time series (yγt ) is divided into 48 time series with daily time steps. Then, 48 aggregations are done
in parallel and, as t− 1 now refers to the previous day, there is no more delay issue. The 48 series
are then collected to reconstruct a time series at half-hour time step. For a constant strategy uγ ,
the regret of the global aggregation RγT (u
γ) is simply the sum of the 48 regrets – that refer to the
48 aggregation run in parallel on the 48 daily time series – denoted by
(
Rγ hT/48(u
γ)
)
16h648, so we
have
RγT (u
γ) =
48∑
h=1
Rγ hT/48(u
γ).
If we consider an aggregation algorithm that ensures a bound of the form of Notation 1 where the
bound B depends only on the horizon time – namely, R 6 B for all h – the regret associated with
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the half-hourly time series (yγt ) satisfies:
RγT (u
γ) 6 48×B(T/48).
Joulani, Gyorgy & Szepesva´ri (2013) provide an overview of work on online learning under delayed
feedback and for our framework, which refers to full information setting with general feedback.
The bound above matches their results. In a second approach, we “ignore” the delay in a sense
that we apply the aggregation algorithms as if the delayed observations yt−48 were yt. Thus, in
Meta-algorithm 1, at each node γ and any instance t, instead of outputting the forecast yγt = u
γ
t ·xt,
algorithm Aγ outputs yγt = uγt−48 · xt. For simplicity of notation, the aggregation algorithms of
Section 6 are presented in their original version, namely assuming that observations at t − 1 are
available at an instance t. Such adaptations have already been tested: Algorithm 15 of Gaillard
(2015) gives a delayed version of Algorithm 4 that we also use in Section 7. After testing both
approaches, we kept the second one, which achieves a much better performance. Our choice was
also supported by Chapter 9 of Gaillard (2015) experiments, which drew similar conclusions.
5. Generation of the Features
Here we describe the forecasting methods we use in the experiments of Section 7 to generate the
benchmark predictions that will be used as features in the sequel. We recall (see Section 2) that
throughout this work, we consider that, at each node γ ∈ Γ and for any instance t, a forecaster
provides a benchmark prediction xγt based on historical data of the time series (y
γ
t )γ∈Γ and on
exogenous variables relative to the node γ. These |Γ| forecasters independently generate the |Γ|
forecasts (xγt ) in parallel and the set of features xt is made up of the above |Γ| benchmark predic-
tions. Forecasts can be the output of any predictive model. In the experiments of Section 7, we
consider three forecasting methods, that are described in the following Subsections 5.1, 5.2 and 5.3.
Notation. Subsections 5.1 and 5.2 present parametric methods. For any parameter a of the model,
we will denote by â its estimation (no matter the method we use).
5.1. Auto-Regressive Model
A simple approach consists in considering an auto-regressive model. Let us fix γ ∈ Γ and
assume that, to predict the time series (yγt )t>0, we have access to historical observations. For an
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instance t, the model specifies that the output variable yγt depends linearly on its own previous
values. In Section 7, we consider the power consumption at half-hourly intervals. For an instance
t, to forecast the time series yγt we assume to have access to the power consumption at D-1 and
D-7, which correspond to yγt−48 and y
γ
t−7×48, respectively. We predict the consumption half-hour
by half-hour thanks to linear models taking as explanatory variables its values at D-1 and D-7. We
assume that these 48 auto-regressive models have the same coefficients. Thus, for this modeling,
the power consumption associated with the node γ equals
yγt = a
γ
1y
γ
t−48 + a
γ
7y
γ
t−7×48 + noise .
For each γ ∈ Γ, we estimate the coefficients aγ1 and aγ7 using ordinary least squares regression on a
training data set. Therefore, at an new instant t, we predict
xγt = â
γ
1y
γ
t−48 + â
γ
7y
γ
t−7×48 .
5.2. General Additive Model
Generalized additive models (see the monograph of Wood, 2006 an in-depth presentation)
are effective semi-parametric approaches to forecast electricity consumption (see, among others,
Goude, Nedellec & Kong, 2014 and Gaillard et al., 2016). They model the power demand as a sum
of independent exogenous (possibly non-linear) variable effects. We describe this model using the
specification we chose in our experiments. In Section 7, for a node γ ∈ Γ, we take into account some
local meteorological variables at the half-hour time step: the temperature τγ and the smoothed
temperature τ¯γ , the visibility νγ , and the humidity κγ . For an instant t, we also introduce calendar
variables: the day of the week dt (equal to 1 for Monday, 2 for Tuesday, etc.), the half-hour of the
day ht ∈ {1, ..., 48} and the position in the year ρt ∈ [0, 1], which takes linear values between ρt = 0
on January 1st at 00:00 and ρt = 1 on December the 31st at 23:59. As the effect of the half-hour
ht is crucial to forecast load, it is often more efficient to consider a model per half-hour (see Fan &
Hyndman (2011) and Goude et al. (2014)). The global model is then the sum of 48 daily models,
one for each half-hour of the day. More precisely, we consider the following additive model for the
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load, which breaks down time by half hours:
yγt =
48∑
h=1
1ht=h
[
aγhy
γ
t−7×48 + s
γ
1,h
(
yγt−48
)
+ sγτ,h(τ
γ
t ) + s
γ
τ¯ ,h(τ¯
γ
t ) + s
γ
ν,h(ν
γ
t )
+ sγκ,h(κ
γ
t ) +
7∑
d=1
wγd,h1dt=d + s
γ
ρ,h(ρt)
]
+ noise.
The sγ1,h, s
γ
τ,h, s
γ
τ¯ ,h, s
γ
ν,h, s
γ
κ,h and s
γ
ρ,h functions catch the effect of the consumption lag, the
meteorological variables and of the yearly seasonality. They are cubic splines: C2-smooth functions
made up of sections of cubic polynomials joined together at points of a grid. The coefficients aγh
and wγd,h model the influence of the consumption at D-7 and of the day of the week. Indeed, we
consider a linear effect for the consumption at D-7 (it achieved a better performance than a spline
effect in our experiments) and as the day of the week takes only 7 values, we write its effect as a
sum of indicator functions, and thus 7 coefficients wγd,h are considered. As we consider a model per
half-hour, all the coefficients and splines are indexed by h. To estimate each model, we use the
Penalized Iterative Re-Weighted Least Square (P-IRLS) method Wood, 2006, implemented in the
mgcv R-package, on a training data set. At any node γ ∈ Γ, for a new round t, we then output the
forecast
xγt =
48∑
h=1
1ht=h
[
âγhy
γ
t−7×48 + ŝ
γ
1,h
(
yγt−48
)
+ ŝγτ,h(τ
γ
t ) + ŝ
γ
τ¯ ,h(τ¯
γ
t ) + ŝ
γ
ν,h(ν
γ
t )
+ ŝγκ,h(κ
γ
t ) +
7∑
d=1
ŵd,h1dt=d + ŝ
γ
ρ,h(ρt)
]
.
5.3. Random Forests
Random forests form a powerful learning method for classification and regression that constructs
a collection of decision trees from training data and output, for each new data point, the mean
prediction of the individual trees. Introduced by Breiman (2001), theses approaches operate well
on many applications. Recent work demonstrates their efficiency in forecasting power consumption
(see, among others Goehry et al., 2019 and Fan & Hyndman, 2011). A random forest is made up
of a set
(
T γk
)
16k6K of decision trees grown in the following way (see Breiman, Friedman, Olshen &
Stone, 1984 for further details). For each k = 1, . . . ,K, we first randomly draw, with replacement,
n points from the training data set and start at the root, that contains all the points of the sub-
sample. At each node N with more than m data points, V variables are randomly selected among
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the exogenous variables. Given a variable v ∈ V and a threshold s, each point of the node N is
assigned to the left daughter node NL if its value in v is lower than s or to the right daughter
node NR otherwise. Considering only these V variables, the best split – given by a pair (v, s) of
variable and an associated threshold – to separate the points into two set NL and NR is determined
by minimizing the variance criterion indicated below. For any node N let us define the variance
Var(N ) by
Var(N ) def= 1|N |
∑
i∈N
(
yγi − y¯γN
)2
, with y¯γN
def
=
1
|N |
∑
i∈N
yγi .
Each node N is split in the two daughter nodes N ?R and N
?
L (determined by the choice of v and s)
minimizing the following criterion
(N ?R,N ?L) ∈ arg minNR,NL |NR|n Var(NR)+ |NL|n Var(NL). (6)
Thus, we create a binary test to split the points of the node. When all the leaves contain fewer
than m points, we associate with each leaf the mean of its data points. For a new point, we look
at the values of its variables. For each k = 1, . . . ,K, we browse the tree T γk and predict the value
of the corresponding leaf. The K resulting forecasts are then averaged out. Algorithm 1 describes
the above procedure and is implemented in the ranger R-package. In the experiments of Section 7,
we take n equal to the number of data points in the training set, m = 5 and K = 500 (default
parameters of ranger). The number V has been optimized by grid search; what we obtained is
that, for each node, we keep two-thirds of the variables to split it (these variables are the same as
the ones described in the previous section). With
(
Tk
)
16k6K , the trees constructed by Algorithm 1
run on a training data set, the forecast of any node γ ∈ Γ, at a new round t, is then
xγt =
1
K
K∑
k=1
T γk
(
yγt−7×48, y
γ
t−48, τ
γ
t , τ¯
γ
t , ν
γ
t , κ
γ
t , ρt, dt, ht
)
.
6. Aggregation Algorithms
This section describes the three aggregation algorithms we use in the experiments of Section 7.
At an instance t, for a node γ ∈ Γ, a copy Aγ of an aggregation algorithm A takes the feature vector
xt (generated with one of methods of the previous section) as an input and outputs the forecast
ŷγt = u
γ
t ·xt. Therefore, to forecast the node γ, we use xt, which contains the predictions of all the
nodes (including that of the considering node). We remind that the features
(
xγt
)
γ∈Γ are generated
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Algorithm 1 Random Forest for Regression
Parameters
Number of trees K
Sample size n
Minimal node size m
Number of variables to possibly split at in each node V
for k = 1, . . . ,K do
Draw a sample (with replacement) of size n from training data
Construct the tree Tk starting at the root with all the n data points
while a leaf contains more than m data points do
for each leaf of more than m data points do
Select V variables
Split the node into two nodes using the variance criterion (6) among the chosen variables
Output
(
T γk
)
16k6K
Prediction at a new data point
Mean of the K forecasts output by the trees
(
T γk
)
16k6K
independently with possibly different exogenous variables but that the observations
(
yγt
)
γ∈Γ may
be strongly correlated. This is why we consider aggregation to refine some forecasts by combining
the features. Our experiments demonstrate that this aggregation step improves the forecasts.
Subsection 6.1 presents a trick to empirically standardize the features and the observations first.
On the one hand, this preprocessing justifies boundedness assumptions (7) on observations and
features, that ensure some theoretical guaranties of the form requested by Notation 1. On the
other hand, this preprocessing simplifies hyper-parameters search (for the aggregation step) as
we can choose the same for every series since they have similar statistics (scale and variance).
Following Subsections 6.2 and 6.3 introduce the aggregation algorithms and some technical tricks
implemented in the experiments of Section 7.
6.1. Standardization
In empirical machine learning, it is known that standardizing observations and features may
significantly improve results, and sequential learning is no exception (see Gaillard, Gerchinovitz,
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Huard & Stoltz, 2019). In addition, standardization makes the calibration of the parameters of the
algorithm common to all the nodes, namely for each algorithm Aγ , we choose the hyper-parameters
sγ0 = s˘0. We can do so, because thanks to the preprocessing below, features and observations will
be of the same order. Let us fix γ ∈ Γ and t > 0. We consider the following transformations,
relying on statistics Sγ and E˘ computed on T0 historical time steps:
yγt → y˘γt def=
yγt − xγt
Sγ
Observations tranform
xt → x˘t def= E˘xt Features transform
with Sγ = max
1−T06t60
|yγt − xγt | and E˘ def=
 1
T0
0∑
t=1−T0
xt x
T
t
−1/2 .
We thus assume that the Gram matrix 1T0
∑0
t=1−T0 xtx
T
t is invertible, which is a reasonable assump-
tion as soon as T0 is large enough. Our standardization process differs from the usual methods
(see details below) but it provides the theoretical guaranties set out below. Furthermore, it makes
sense for the following reasons. Fixing γ ∈ Γ, when features and observations are bounded, Sγ is
an estimation of a bound on yγt −xγt . The re-scaling of (yγt −xγt ) by Sγ should provide transformed
observations lying in [−1, 1] or a some neighboring range. It also reduces and homogenizes the vari-
ances for all the nodes. A simple example may illustrate this variance reduction. For deterministic
features, the variance of non-transformed observations satisfy Var
(
yγt
)
= Var
(
yγt − xγt
)
. The vari-
ance of standardized observations is then divided by
(
Sγ
)2
and we have Var
(
y˘γt
)
= Var
(
yγt
)
/
(
Sγ
)2
.
For T0 large enough, the variance of transformed observations should be less than 1. Indeed,
with high probability, the maximum of the absolute values of the random variable (yγt − xγt )
on t = 1 − T0, . . . , 0 (which is Sγ), is higher than its standard deviation
√
Var
(
yγt
)
and thus(
Sγ
)2
> Var
(
yγt
)
. Moreover, the expectation of (yγt − xγt ) should be close to 0 as soon as the
features are correctly generated. Indeed, the more the benchmark forecast are relevant, the more
the observations are re-centered. Concerning the features, our standardization is classic in the case
of centered features. The matrix E˘
2
would then be an estimation of the inverse of the co-variance
matrix of vectors xt, and the multiplication of the features by E˘ would provide transformed features
whose co-variance matrix is close to the identity matrix. Here, we do not recenter observations and
features with some empirical mean as it is classically done (this would be unconvenient for our re-
gret analysis). Anyway, Subsection 7.3 provides some experimental results which confirm that our
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preprocessing standardizes reasonably well observations and features. Moreover, we tested classical
standardization (with re-centering) on features and obtained results similar to those presented in
Section 7 (but, as hinted at above, no theoretical guaranties would be associated with this classical
standardization).
We run Algorithm Aγ on transformed features and observations with the initialization parame-
ter vector s˘0 (which does not depend on γ) and obtain a standardized prediction at node γ, denoted
by y¯γt . Then, we transform this output to get the (non-standardized) forecast
ŷγt
def
= Sγ y¯γt + x
γ
t .
For any vector u˘γ ∈ R|Γ|, we introduce the standardized regret associated with transformed obser-
vations and features, denoted by R˘γT (u˘
γ) as:
R˘γT (u˘
γ)
def
=
T∑
t=1
(
y˘γt − y¯γt
)2 − T∑
t=1
(
y˘γt − u˘γ · x˘t
)2
=
T∑
t=1
(
yγt − xγt
Sγ
− ŷ
γ
t − xγt
Sγ
)2
−
T∑
t=1
(
yγt − xγt
Sγ
− u˘γ · (E˘xt))2
=
1(
Sγ
)2 T∑
t=1
(
yγt − ŷγt
)2 − 1(
Sγ
)2 T∑
t=1
(
yγt −
(
xγt + S
γ
(
E˘u˘γ
) · xt)︸ ︷︷ ︸
uγ ·xt
)2
.
In the equations above, we define uγ
def
= δγ+Sγ
(
E˘u˘γ
)
where δγ
def
=
(
1{i=γ}
)
i∈Γ denotes the standard
basis vector that points in the γ direction. Equivalently, u˘γ = E˘
−1
(uγ − δγ)/Sγ , so there is a
bijective correspondence between the vectors uγ and u˘γ . Therefore, by noticing that xγt = δ
γ · xt,
the regret associated with original features and observations is related to the regret of transformed
data by the following equation:
R˘γT (u˘
γ) =
1(
Sγ
)2 T∑
t=1
(
yγt − ŷγt
)2 − 1(
Sγ
)2 T∑
t=1
(
yγt − uγ · xt
)2
=
RγT (u
γ)(
Sγ
)2 .
Furthermore, as for any u˘ ∈ R|Γ|, Notation 1 ensures
R˘γT (u˘
γ) =
T∑
t=1
(
y˘γt − y¯γt
)2 − T∑
t=1
(
y˘γt − u˘γTx˘t
)2 6 B(x˘1:T , y˘γ1:T , s˘0, u˘γ) ,
Combining the two previous equations yields the following proposition.
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Proposition 1. For any γ ∈ Γ and any uγ ∈ R|Γ|, if Notation 1 holds for Algorithm Aγ run on
transformed observations and features y˘γ1:T and x˘1:T , with the initialization parameter vector s˘0,
we have, for T > 0,
RγT
(
uγ
)
6
(
Sγ
)2
B
(
x˘1:T , y˘
γ
1:T , s˘0, u˘
γ
)
where u˘γ = E˘
−1
(uγ − δγ)/Sγ .
Throughout the section, without loss of generality and to simplify the notation, we now replace
the features and observations with the standardized ones. Thus, we will write yγt for y˘
γ
t , xt for
x˘t and so on. Moreover, we make the following assumption on the boundedness of features and
observations.
Assumption 1. Boundedness assumptions. For any t > 0 and any γ ∈ Γ we assume that there is
a constant C > 0 such that
|yγt | 6 C and |xγt | 6 C. (7)
Some boudedness assumptions on features and observations are frequently required to establish
theoretical guaranties. Here, the constant is common to all the nodes. Practically, this assumption
makes sens because of the previous transformations. As explained above, it centers and normalizes
observations and features. Subsection 7.3 presents statistics on features and observation before
and after standardization and indicates possible values of the constant C.
In the two next subsections, we introduce the aggregation algorithms we implemented in Sec-
tion 7. We recall that, for any γ ∈ Γ, at a round t, the algorithm Aγ provides a weight vector uγt
and thus forecasts yγt with u
γ
t · xt. In Subsection 6.2, we consider a linear aggregation algorithm:
there is no restriction on the computed weight vectors. In Subsection 6.3, the two algorithms
output convex combinations of features: the weight vectors are in the |Γ|-simplex denoted by ∆|Γ|.
However, there is no reason to consider such a restriction and this is why the last paragraph of
the subsection presents a trick to extend the previous algorithms to output linear combinations of
features for which the weight vectors are in a L1-ball. Thus, there are no longer restrictions on the
sum or the sign of the weights.
6.2. Linear Aggregation: Sequential Non-Linear Ridge Regression
The first aggregation algorithm that we consider is the sequential non-linear ridge regression
of Vovk (2001) and Azoury & Warmuth (2001). So, for any γ ∈ Γ, Algorithm Aγ refers here to
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Algorithm 2 run with regularization parameter s0 = λ. For any instance t > 2, this algorithm,
chooses vectors uγt as follow:
uγt ∈ arg min
uγ∈Rd
t−1∑
s=1
(
yγs − uγ · xs
)2
+
(
uγ · xt
)2
+ λ‖uγ‖2. (8)
The solution of this minimization problem is given by:
uγt =
(
λ
(
1{i=j}
)
(i,j)∈Γ2 +
t∑
s=1
xsx
T
s
)† t−1∑
s=1
yγsxs,
where A† denotes the pseudo-inverse of the matrix A. Algorithm 2 provides a sequential implemen-
tation of the solution of this convex minimization problem. The above non-linear ridge regression
Algorithm 2 Non-Linear Sequential Ridge Regression
aim
Predict the time series
(
yγt
)
16t6T
parameter Regularization parameter λ > 0
initialization A0 = λ
(
1{i=j}
)
(i,j)∈Γ2 and b0 = (0, . . . , 0)
T
for t = 1, . . . , T do
Update matrix At = At−1 + xtxTt
Compute the vector uγt = A
−1
t bt−1
Output prediction ŷγt = u
γ
t · xt
Update vector bt = bt−1 + y
γ
t xt
is a penalized ordinary least-squares regression. Since the features may be strongly correlated, the
least squares estimator, uγt ∈ arg minuγ∈Rd
∑t−1
s=1
(
yγs −uγ ·xs
)2
, could lead to very large prediction
if a new features vector belongs to an eigenspace of the empirical gram matrix associated to a
small value. The regularization term λ‖uγ‖2 ensures that eigenvalues of the empirical gram matrix
are not too small. We then add the regularization term
(
uγ · xt
)2
which is the last term of the
cumulative prediction error (yγt − uγ · xt
)2
where we have replaced unknown yγt by our best guess
0. It is known to improve the regret bound (see Vovk, 2001 and Gaillard et al., 2019). In our case
(standardized targets), it particularly makes sense because it biases predictions towards 0; which,
because of the standardization, biases aggregated predictions towards benchmark predictions.
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Under the boundedness assumptions (7), for any vector uγ ∈ R|Γ|, with the algorithm Aγ set
to the non-linear ridge regression (8) run with regularization parameter λ, Theorem 11.8 of the
monograph Prediction, Learning, and Games by Cesa-Bianchi & Lugosi (2006) or Theorem 2 of
Gaillard et al. (2019) provide the following theoretical guaranties:
RγT (u
γ) 6 λ‖uγ‖2 + |Γ|C2 ln
(
1 +
C2T
λ
)
.
So, for any U =
(
u1| . . . |u|Γ|) ∈ C, as ∥∥U∥∥2
F
=
∑
γ∈Γ ‖uγ‖2, Theorem 1 ensures
RT (U) =
∑
γ∈Γ
RγT (u
γ) 6 λ
∥∥U∥∥2
F
+ |Γ|2C2 ln
(
1 +
C2T
λ
)
= O(|Γ|2 lnT ) .
That is, since the sequential non-linear ridge regression provides a logarithmic regret bound, Meta-
algorithm 1 achieves a bound of the same order.
6.3. Convex Aggregation
We focus here on uniform bounds and use notation introduced in Remark 1. The following
two algorithms were initially designed to compete against the best feature. Namely, for a node
γ ∈ Γ, the Bernstein online aggregation (BOA, see Wintenberger, 2017) and polynomially weighted
average forecaster with multiple learning rates (ML-Pol, see Gaillard, 2015) provide some bound on
the difference between the cumulative prediction error LγT
def
=
∑T
t=1
(
yγt − ŷγt
)2
of the strategy and
mini∈Γ
∑T
t=1
(
yγt − xit
)2
. At each instance t, both strategies compute weight vector uγt =
(
uγ it
)
i∈Γ
based on historical data. These vectors are in the |Γ|-simplex, which we denote by ∆|Γ|. For each
feature i ∈ Γ, the weight uγ it is, for BOA, an exponential function of a regularized cumulative
prediction error of the feature xit and, for ML-Pol, a polynomial function of the cumulative predic-
tion error of xit. However, by using gradients of prediction errors instead of the original prediction
errors the average error of these algorithms may come close to minuγ∈∆|Γ|
1
T
∑T
t=1
(
yγt − uγ · xt
)2
.
This “gradient trick” (see Cesa-Bianchi & Lugosi, 2006, Section 2.5) is presented in the next para-
graph and is already integrated in the statements of the algorithms below. Moreover, for both
algorithms, the computed weight vectors are in ∆|Γ|. As we do not necessarily want to impose such
a restriction, we use another trick, introduced by Kivinen & Warmuth (1997) and presented in the
last paragraph. It extends the class of comparison from the |Γ|-simplex to an L1-ball of radius α
denoted by Bα def=
{
uγ ∈ R|Γ| ∣∣ ‖u‖1 = ∑i∈Γ |uγ i| 6 α}. The aim is then to come close to the
cumulative error minuγ∈Bα
∑T
t=1
(
yγt − uγ · xt
)2
.
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Gradient Trick: from the best feature to the best convex combination of features. We consider an
aggregation algorithm that takes as input, at any time step t + 1, the previous prediction errors
of each feature (yγt − xit)2, for any i ∈ Γ, and that of the forecast outputted at t: (yγt − ŷγt )2.
Although this trick generalizes to various prediction errors, we focus here to its application in our
case, namely the quadratic prediction error. We assume that the algorithm provides a bound on
the quantity (see notation of Remark 1)
RγT
(
δ|Γ|
) def
=
T∑
t=1
(yγt − ŷγt )2 −min
i∈Γ
T∑
t=1
(yγt − xit)2 .
where δ|Γ|
def
=
{
(δi)i∈Γ
}
is the set of canonical basis vectors (so we have δi · xt = xit). The gradient
trick consists in giving, instead of the prediction errors (yγt − ŷγt )2 and (yγt − xit)2, for any i ∈ Γ,
the pseudo prediction errors functions defined below as input to algorithm Aγ . This will provide a
bound on the pseudo regret denoted by R˜γT
(
δ|Γ|
)
. We will prove that the same bound is achieved
for the minimum of RγT (u
γ) taken over uγ ∈ ∆|Γ| (and not only δ|Γ|), namely RγT
(
∆|Γ|
)
. We detail
here how the trick works and gives:
RγT
(
∆|Γ|
)
6 R˜γT
(
δ|Γ|
)
.
Let us fix a vector uγ =
(
uγ i
)
i∈Γ ∈ ∆|Γ|, we have for each t = 1, . . . , T(
yγt − ŷγt
)2 − (yγt − uγ · xt)2 = (2yγt − ŷγt − uγ · xt)(uγ · xt − ŷγt )
= 2
(
ŷγt − yγt
)(
ŷγt − uγ · xt
)− (ŷγt − uγ · xt)2
6 2
(
ŷγt − yγt
)(
ŷγt − uγ · xt
)
. (9)
By plugging this equation into the definition of the regret, we obtain
RγT
(
uγ
) def
=
T∑
t=1
(yγt − ŷγt )2 −
T∑
t=1
(yγt − uγ · xt)2
(9)
6
T∑
t=1
2
(
ŷγt − yγt
)(
ŷγt − uγ · xt
)
=
T∑
t=1
2
(
ŷγt − yγt
)
ŷγt −
T∑
t=1
∑
i∈Γ
uγ i2
(
ŷγt − yγt
)
xit.
As uγ belongs to the |Γ|-simplex (so ∀i ∈ Γ, uγ i > 0 and ∑i∈Γ uγ i = 1), we get:∑
i∈Γ
uγ ixit > min
j∈Γ
xjt
∑
i∈Γ
uγ i = min
j∈Γ
xjt
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Therefore, for any vector uγ ∈ ∆|Γ|, the regret RγT
(
uγ
)
is bounded by
RγT
(
uγ
)
6
T∑
t=1
2
(
ŷγt − yγt
)
ŷγt −min
j∈Γ
T∑
t=1
2
(
ŷγt − yγt
)
xjt
def
= R˜γT
(
δ|Γ|
)
.
Thus, we now give the pseudo prediction errors associated with each feature 2
(
ŷγt − yγt
)
xit, with
i ∈ Γ, and with the outputted forecast 2(ŷγt −yγt )ŷγt as input to algorithm Aγ . It provides a bound
on the pseudo regret defined above R˜γT
(
δ|Γ|
)
; and we get the same bound on RγT
(
∆|Γ|
)
. As a final
note, we emphasize that the boundedness assumptions (7) allow to establish that pseudo prediction
errors 2(ŷγt − yγt )xit are bounded by 4C2. Indeed, for any (γ, i) ∈ Γ2, they ensure |yγt | 6 C and
|xit| 6 C. In addition, as uγt ∈ ∆Γ, the output forecasts ŷγt = uγt · xt are also bounded by:
|ŷγt | =
∣∣∣∣∑
j∈Γ
uγ jt x
j
t
∣∣∣∣ 6∑
j∈Γ
uγ jt
∣∣xjt ∣∣ 6∑
j∈Γ
uγ jt C = C.
Hence, for any i ∈ Γ, the pseudo prediction error associated with feature i satisfies∣∣2(ŷγt − yγt )xit∣∣ 6 4C2. (10)
Bernstein Online Aggregation. Wintenberger (2017) introduces an aggregation procedure called
Bernstein Online Aggregation for which weights are exponential function of the cumulative pre-
diction errors. Algorithm 3 describes this strategy combined with this gradient trick. Let us fix
a node γ ∈ Γ and set Aγ to Algorithm 3 which takes as input the bound E on pseudo prediction
errors (E = 4C2 is a suitable choice):
∀t = 1, . . . , T, ∀i ∈ Γ, 2(ŷγt − yγt )xit 6 E.
Theorem 3.4 of Wintenberger, 2017 ensures that
RγT (∆|Γ|) 6
√
T + 1E
(√
2 ln |Γ|√
2− 1 +
ln(1 + 2−1 lnT )√
ln |Γ|
)
+ E
(
2 ln |Γ|+ 2 ln(1 + 2−1 lnT ) + 1
)
. O
(√
T ln lnT
)
. (11)
Thanks to Equation (10), we replace E by 4C2 in Equation (11) and we get, for each node γ ∈ Γ,
an upper bound on RγT (∆|Γ|). By applying Theorem 1, we obtain the following uniform regret
bound:
RT (∆|Γ|) . O
(
|Γ|
√
T ln lnT
)
,
which is of order
√
T (up to poly-logarithmic terms).
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Algorithm 3 Fully adaptive Bernstein Online Aggregation (BOA) with gradient trick
aim
Predict the time series
(
yγt
)
16t6T
parameter Bound on pseudo prediction errors E:
for any t = 1, . . . , T and any i ∈ Γ, |2(ŷγt − yγt )xit| 6 E
initialization
uγ1 = (1/|Γ|, . . . , 1/|Γ|)
ŷγ1 = u
γ
1 · x1
For i ∈ Γ, R˜γ i0 = 0
For i ∈ Γ, ηγ i0 = 0
for t = 1, . . . , T − 1 do
For each i ∈ Γ, update the cumulative quantity Q˜γ i for feature i
Q˜γ it = Q˜
γ i
t−1 + r˜
γ i
t
(
1 + ηγ it−1r˜
γ i
t
)
where r˜ γ it
def
= 2(ŷγt − yγt )(ŷγt − xit)
For each i ∈ Γ, compute the learning rate
ηγ it = min
{
1
2E
,
√
log |Γ|∑t
s=1
(
r˜ γ it
)2
}
Compute the weight vector uγt+1 = (u
γ i
t+1)i∈Γ defined as
uγ it+1 =
exp
(
ηγ it Q˜
γ i
t
)∑
j∈Γ exp
(
ηγ jt Q˜
γ j
t
)
Output prediction ŷγt+1 = u
γ
t+1 · xt+1 =
∑
i∈Γ u
γ i
t+1x
i
t+1
Polynomially Weighted Average Forecaster. Gaillard, Stoltz & van Erven (2014) consider an aggre-
gation method based on weights that are polynomial functions of the cumulative prediction errors.
We use this procedure combined with the gradient trick and present it in Algorithm 4. In this
description, (x)+ denotes the vector of non-negative parts of the components of x. With the same
notation as in the previous paragraph, for any node γ ∈ Γ, Theorem 5 of Gaillard et al. (2014)
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Algorithm 4 Polynomially weighted average forecaster with Multiple Learning rates (ML-Pol)
and gradient trick
aim
Predict the time series
(
yγt
)
16t6T
parameter Bound on pseudo prediction errors E:
for any t = 1, . . . , T and any i ∈ Γ, |2(ŷγt − yγt )xit| 6 E
initialization
uγ1 = (1/|Γ|, . . . , 1/|Γ|)
ŷγ1 = u
γ
1 · x1
For i ∈ Γ, R˜γ i0 = 0
For i ∈ Γ, ηγ i0 = 0
for t = 1, . . . , T − 1 do
For each i ∈ Γ, update the cumulative pseudo-regret of feature i
R˜γ it = R˜
γ i
t−1 + r˜
γ i
t where r˜
γ i
t
def
= 2(ŷγt − yγt )(ŷγt − xit)
For each i ∈ Γ, compute the learning rate
ηγ it =
(
E +
t∑
s=1
(
r˜ γ it
)2)−1
Compute the weight vector uγt+1 = (u
γ i
t+1)i∈Γ defined as
uγ it+1 =
ηγ it
(
R˜γ it )+∑
j∈Γ η
γ j
t (R˜
γ j
t
)
+
Output prediction ŷγt+1 = u
γ
t+1 · xt+1 =
∑
i∈Γ u
γ i
t+1x
i
t+1
provides the following regret bound:
RγT (∆|Γ|) 6 E
√
|Γ|(T + 1)(1 + ln(1 + T )). (12)
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With E 6 4C2 and by applying Theorem 1, we obtain an upper bound on the uniform regret
RT (∆|Γ|), which is also of order
√
T (up to poly-logarithmic terms):
RT (∆|Γ|) 6 4C2|Γ|
√
|Γ|(T + 1)(1 + ln(1 + T ))
. O
(
|Γ|3/2
√
T lnT
)
.
6.4. A scheme to extend the class of comparison from the simplex to an L1-ball
For the previous two algorithms, we obtained an upper bound on RγT (∆|Γ|). However, there
is no reason for the best linear combination of features to be convex. Algorithm 5 presents a
trick introduced by Kivinen & Warmuth (1997) which extends the class of comparison from the
|Γ|-simplex to an L1-ball of radius α > 0 denoted by Bα and provides a bound on RγT (Bα). Let us
fix a node γ ∈ Γ. The trick consists in transforming, at each round t, the feature vector xt into the
2|Γ|-vector x¯t = (αxt|−αxt). The algorithm Aγ is then run with these new features and it outputs
the weight vector u¯γt ∈ ∆2|Γ|. Finally, a |Γ|-vector uγt ∈ Bα is computed from u¯γt to provide the
forecast uγt · xt = u¯γt · x¯t. We will actually see that we may associate any |Γ|-vector u ∈ Bα with
a vector u¯ ∈ ∆2|Γ| such as u¯ · x¯t = u · xt; the trick actually defines a surjection from ∆2|Γ| to Bα.
Thus, to compete against the best linear combination of features in Bα, it is enough to compete
against the best convex combination of features x¯t in a lifted space (which we may achieve, thanks
to algorithm Aγ). We now give all the details on how this trick works and indicate its impact on
the stated regret bounds. The following lemma introduces the surjection from ∆2|Γ| to Bα, which
is used in Algorithm 5.
Lemma 1. For any real α > 0, the following function ψ is a surjection from ∆2|Γ| to Bα:
ψ :
∆2|Γ| −→ Bα
u¯ =
(
u¯+ | u¯−) 7−→ α(u¯+ − u¯−),
where the vector u¯ ∈ ∆2|Γ| is decomposed in the two |Γ|-vectors u¯+ and u¯−, which correspond to
the |Γ| first and the |Γ| last coefficients of u¯, respectively.
By running Algorithm Aγ with transformed features x¯t def=
(
αxt | − αxt
)
and parameter sγ0
(which provides weight vectors u¯γt ), we get the bound
RγT (∆2|Γ|)
def
=
T∑
t=1
(
yγt − u¯γt · x¯t
)2 − min
u¯γ∈∆2|Γ|
T∑
t=1
(
yγt − u¯γ · x¯t
)2 6 B(x¯1:T , yγ1:T , sγ0 , u¯γ).
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For any instance t = 1, . . . , T , and for any u¯γ ∈ ∆2|Γ|, we obtain the equality of the two scalar
products u¯γ · x¯t and ψ(uγ) · xt:
u¯γ · x¯t =
(
u¯γ+ | u¯γ−) · (αxt | − αxt) = α(u¯γ+ − u¯γ−) · xt = ψ(u¯γ) · xt .
Lemma 1 implies that for any uγ ∈ Bα, there is at least one vector u¯γ ∈ ∆2|Γ| such that ψ(u¯γ) = uγ
and we get the equality:
min
uγ∈Bα
T∑
t=1
(
yγt − uγ · xt
)2
= min
u¯γ∈∆2|Γ|
T∑
t=1
(
yγt − ψ(u¯γ) · xt
)2
= min
u¯γ∈∆2|Γ|
T∑
t=1
(
yγt − u¯γ · x¯t
)2
.
So with, for any instance t = 1, . . . , T , uγt
def
= ψ(u¯γt ), we obtain
RγT (Bα)
def
=
T∑
t=1
(
yγt − uγt · xt
)2 − min
uγ∈Bα
T∑
t=1
(
yγt − uγ · xt
)2
= RγT (∆2|Γ|) .
This equality provides a bound on RγT (Bα) when predictions are ŷγt = ψ−1(u¯γt ) ·xt = uγt ·xt. With
this trick, the previous bounds (11) and (12) are still true by replacing |Γ| (the dimension of the
features xt) by 2|Γ| (the dimension of the new features x¯t) and the bound E (previously equals to
4C2) by 2α(α+ 1)C2 (the bound on the new pseudo prediction errors are calculated below):
RT (Bα) 6 |Γ|
(
2α (α+ 1)C2
√
T + 1
(√
2 ln |Γ|√
2− 1 +
ln(1 + 2−1 lnT )√
ln |Γ|
)
+ 2α (α+ 1)C2
(
2 ln |Γ|+ 2 ln(1 + 2−1 lnT ) + 1)) for BOA
6 2α (α+ 1)C2 |Γ|
√
|Γ|(T + 1)(1 + ln(1 + T )) for ML-Poly.
The complete online algorithm leading to these bounds is summarized in Algorithm 5.
Bound on new pseudo prediction errors. Since boundedness assumptions (7) hold, the transformed
features x¯γt are bounded by αC. Moreover, u¯
γ
t ∈ ∆2|Γ| implies
∥∥u¯γt ∥∥1 = 1, so we get∣∣ŷγt ∣∣ = ∣∣u¯γt · x¯t∣∣ 6 ∥∥u¯γt ∥∥1∥∥x¯t∥∥∞ = αC .
Moreover, as the observations are still bounded by C, we have |yγt − ŷγt | 6 |yγt |+ |ŷγt | 6
(
α + 1
)
C
and we obtain a bound on the pseudo prediction errors:
∣∣˜`γ
t (x¯t)
∣∣ = ∥∥2(ŷγt − yγt )x¯t∥∥∞ 6 2α(1 + α)C2 .
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Algorithm 5 Scheme for on-line linear regression.
input Algorithm Aγ and bound on the weight vectors α > 0
for t = 1, . . . , T do
Get the feature vector xt and denote (where | is the concatenation operator between vectors)
x¯t
def
=
(
αxt | − αxt
) ∈ R2|Γ|
Run algorithm Aγ on node γ with x¯t and get the weight vector u¯γt =
(
u¯γ+t | u¯γ−t
)
Output the weight vector uγt = α
(
u¯γ+t − u¯γ−t
)
and predicts ŷγt = u
γ
t · xt
Proof of Lemma 1. Denoting respectively by (u)+ and (u)− the non-negative and non-positive
parts of any vector u and by 1|Γ| the vector of size |Γ| of which all coordinates are 1, we introduce
the inverse function ψ−1:
ψ−1 :
Bα −→ ∆2|Γ|
u 7−→ 1α
(
α−‖u‖1
2|Γ| 1|Γ| + (u)+
∣∣∣∣ α−‖u‖12|Γ| 1|Γ| + (u)−
)
.
First we will show that function images are in the right sets, meaning that for any u ∈ Bα,
ψ−1(u) ∈ ∆2|Γ| and for any u¯ ∈ ∆2|Γ|, ψ(u¯) ∈ Bα. Secondly, we obtain the surjectivity of ψ by
proving that for any u ∈ Bα, ψ(ψ−1(u)) = u.
Proof that for any u ∈ Bα, ψ−1(u) ∈ ∆2|Γ|. We set u ∈ Bα. By definition for any i ∈ Γ, (ui)± > 0
and as u ∈ Bα, (α − ‖u‖1)/(2|Γ|) > 0. So, all the coefficients of ψ−1(u) are non-negative. Since∑
i∈Γ (u
i)+ + (u
i)− =
∑
i∈Γ |ui| = ‖u‖1, the sum of the coefficients of the vector ψ−1(u) equals 1:
∑
i∈Γ
(
ψ−1(u)
)i+
+
(
ψ−1(u)
)i−
=
1
α
∑
i∈Γ
((
ui
)
+
+
(
ui
)
− +
α− ‖u‖1
|Γ|
)
=
1
α
(‖u‖1 + α− ‖u‖1) = 1.
and thus u¯ = ψ(u) ∈ ∆2|Γ|.
Proof that for any u¯ ∈ ∆2|Γ|, ψ(u¯) ∈ Bα. With u¯ =
(
u¯+ | u¯−) ∈ ∆2|Γ|, using that all the coefficients
of u¯ are non-negative and that their sum equals 1 that is
∥∥u¯∥∥
1
= 1, we get
‖ψ(u¯)‖1 def=
∥∥αu¯+ − αu¯−∥∥
1
6 α
∥∥u¯+∥∥
1
+ α
∥∥u¯−∥∥
1
= α
∥∥u¯∥∥
1
= α.
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Proof that for any u ∈ Bα, ψ
(
ψ−1(u)
)
= u.
ψ
(
ψ−1(u)
)
=
α− ‖u‖1
2|Γ| 1|Γ| + (u)+ −
α− ‖u‖1
2|Γ| 1|Γ| − (u)− = u .
7. Experiments
Our application relies on electricity consumption data of a large number of households to which
we have added meteorological data (see Subsection 7.1). Non-temporal information (sociological
type, region, type of heating fuel and type of electricity contract) on the households is also provided.
From these temporal and non-temporal data, we dispatch the households into clusters thanks to
the methods presented in Subsection 7.2. We describe the experiments and analyze the results in
Subsections 7.3 and 7.4.
7.1. The Underlying Real Data Set
The project “Energy Demand Research Project1”, managed by Ofgem on behalf of the UK
Government, was launched in late 2007 across Great Britain (see AECOM, 2018 and Schellong,
2011). Power consumptions of approximately 18,000 households with smart-type meters were
collected at half-hourly intervals for about two years. We detail below how we select only the
consumption of 1,545 households over the period from April 20, 2009 to July 31, 2010 – Taieb,
Taylor & Hyndman (2017b), who used the same data, performed similiar pre-processing in their
experiments. Four non-temporal variables are associated with each household: the Region (the
initial data set provides the level-4 NUTS2 codes but we consider larger subdivisions – from 150,000
to 800,000 inhabitants – and associate each household with its level-3 code), the Acorn category
value (an integer between 1 and 6 associated with an United Kingdoms population demographic
type – this segmentation was developed by the company CACI Limited), the type of heating fuel
(“electricity” or “electricity and gas”) and the contract type (“Standard” or “Time of Use tariff” for
households containing an electricity meter with a dynamic time of use tariff) for each household. In
a first data cleaning step, we removed households with more than 5 missing consumption records
over the period April 20, 2009 to July 31, 2010 (around 1, 600 households are thus kept) – the
1https://www.ofgem.gov.uk/gas/retail-market/metering/transition-smart-meters/energy-demand-research-
project
2Nomenclature des Unite´s Territoriales Statistiques (nomenclature of territorial units for statistics)
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Variable Description Range / Value
Acorn Acorn category value From 1 to 6
Region UK NUTS of level 3 UK- H23, -J33, -L15, -L16, -L21, -M21, or -M27
Fuel Type of heating fuel Electricity (E) or Electricity and Gas (EG)
Tariff Contract type Standard (Std) or Time of Use tariff (ToU)
Temperature Air temperature From −20◦ to 30◦
Visibility Air visibility From 0 to 10 (integer)
Humidity Air humidity percentage From 0% to 100%
Date Current time From April 20, 2009 to July 31, 2010 (half-hourly)
Consumption Power consumption From 0.001 to 900 kWh
Fuel + Tariff Cross of Fuel and Tariff variables “E - Std”, “EG - Std”, “E - ToU” or “EG - ToU”
Half-hour Half-hour of the day From 1 to 48 (integer)
Day Day off the week From 1 (Monday) to 7 (Sunday) (integer)
Position in the year Linear values From 0 (Jan 1, 00:00) to 1 (Dec 31, 23:59)
Smoothed temperature Smoothed air temperature From −20◦ to 30◦
Table 1: Summary of the variables provided and created for each household of the data set.
remaining missing consumption data points are imputed by a linear interpolation. Among the
various clusterings of the households we consider in our experiments, three of them rely on three
qualitative variables: “Region”, “Tariff” and “Fuel + Tariff” (which is based on both the heating
fuel type and the contract type). If one of the values of these qualitative variables had fewer than
20 occurrences, we have removed from the data set the households associated with that value. The
final data set then contains the electrical consumption records of the 1,545 remaining households.
From now on, we will denote by I the set of households and by (yi t)1−T06t6T the time series of the
half-hourly power consumption of the i ∈ I household. Finally, we added the temperature, visibility
and humidity for each region from the NOAA3 data: we selected a weather station (with records
available over the considered period) in each region and linearly interpolated the meteorological
data to get 48 measurements per day (compared to 8 initially). Table 7.1 sums up the available
variables of our data set and gives their range.
3National Oceanic and Atmospheric Administration, https://www.noaa.gov/
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7.2. Clustering of the Households
We present, in Paragraphs 7.2.1 to 7.2.3, three methods to cluster the households and we
compare them in the last paragraph of this subsection. After choosing a segmentation (or two
crossed segmentations), we only consider, for each cluster, the aggregated consumption of its
households. Thus, for any subset γ ⊂ I, we compute the time series yγt def=
∑
i∈γ yi t that we
want to forecast and once clusterings are chosen, we never consider individual power consumption.
7.2.1. Random Clustering
We first consider the simplest way to cluster households: the segmentation is built randomly.
In the experiments of Subsection 7.4, the number of clusters varies from 4 to 64. As an example
here, we consider 4 clusters and we randomly assign a number between 1 and 4 to each household
and obtain the weekly profiles plotted in Figure 5. In the following, we will call “Random (k)”, a
segmentation of k clusters built randomly. Naturally, the curves are similar and the clusters are
therefore rather homogeneous.
7.2.2. Segmentation Based on Qualitative Household Variables
The second approach consists in grouping households according to the provided non-temporal
information. We consider the natural segmentations “Region”, “Acorn” and “Fuel + Tariff” based
on the corresponding qualitative variables and we plot the weekly profile of each cluster on Fig-
ures 6, 7 and 8. Regions have an impact on the consumption profile: the evening consumption
peak time varies by location. Moreover, consumption of the Wales regions (UKL15, UKL16 and
UKL21) is lower than that of the other regions (see Figure 6). In the Acorn classification, the lower
the value, the richer the household, thus Figure 7 shows that wealthiest households consume the
most (as expected). Finally, the type of heating fuel does not seem to have a significant impact
on the weekly consumption profile (although we have observed that when the heating is partly
gas, the consumption is slightly lower and in winter, it is less sensitive to the temperature drops).
Similarly, it seems that the type of contract does not influence the consumption profiles. Peak
consumption in the evening is however less important for a dynamic time of fuse tariff than for the
standard tariff. It should be noted that since time slots of prices may change from day to day, it
is difficult to quantify here the impact of the tariff, as we are only showing average consumption
profiles.
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7.2.3. Clustering Based on Non-Negative Matrix Factorization and k-Means Method
The last method relies on an historical individual time series of household power consumption
(April 20, 2009 to April 20, 2010). We propose a method to extract from these time series a low
number – denoted by r – of combined household characteristics and to use them to build relevant
clusterings. The diagram below sums up the steps of the procedure described here quickly. We
then further detail them one by one. The |I| historical times series (yi t)1−T06t60 are firstly re-
scaled and gathered into a matrix Y0 ∈ M|I|×T0 . We then reduce the dimension of data with a
non-negative matrix factorization (NMF): we approximate Y0 by Ŵ Ĥ, where Ŵ and Ĥ are |I|×r
and r×T0-non-negative matrices, respectively. As soon as this approximation is good enough, line
i of the matrix Ŵ is sufficient to reconstruct the historical time series of household i (with the
knowledge of matrix Ĥ - which is not used for the clustering). Thus, we assign, to each household,
r characteristics: the lines of Ŵ. After a re-scaling step – to give the same importance to each
of those characteristics – we get the r-vectors (wi)i∈I . With this low-dimension representation of
households in Rr, we use k-means clustering algorithm in Rr to provide the k clusters C1, . . . , Ck
and we write “NMF (k)” for such a clustering.
Re-scaling and
gathering time
series in a matrix
Low rank approx-
imation (NMF):
Y0 ≈ Ŵ Ĥ
Historical time series
{(
yi t
)
1−T06t60 | i ∈ I
}
Y0 ∈M|I|×T0
Extracting and
re-scaling char-
acteristic vectors
Ŵ ∈M|I|×r
k-means clustering
{
wi ∈ Rr| i ∈ I
}
C1, . . . , Ck
k clusters
Re-scaling and Gathering Time Series in a Matrix. For T0 > 0, we consider the |I| × T0-matrix
Y0 which contains the re-scaled historical power consumption time series: for any i ∈ I and any
1− T0 6 t 6 0,
(Y0)i t
def
=
yi t
y¯i
, with y¯i
def
=
1
T0
0∑
t=1−T0
yi t.
Low Rank Approximation. Since we are interested in power consumption, all the coefficients of
Y0 are non-negative - we will write Y0 > 0 and say that this matrix is non-negative. To reduce
dimension of non-negative matrices, Paatero & Tapper (1994) and Lee & Seung (1999) propose
a factorization method whose distinguishing feature is the use of non-negativity constraints. Let
us fix some integer r  min(|I|, T0), which will ensure a reduction of the dimension (we chose
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r = 10 in the experiments of the next subsection). The non-negative matrix factorization (NMF)
approximates matrix Y0 by Y0 ≈ W?H?, where W? and H? are |I| × r and r× T0 non-negative
matrices. They are computed by solving:
(
W?, H?
) ∈ arg min
W,H> 0
∥∥Y0 −WH∥∥2F = arg min
W,H> 0
∑
i,t
(
yi t −
(
WH
)
i t
)2
.
We use the function NMF of the Python-library sklearn.decomposition to approach a local mini-
mum with a coordinate descent solver and denote by Ŵ the approximation of W?. Thanks to the
NMF, for any i ∈ I, r characteristics (the ith line of matrix Ŵ) are thus computed.
Extracting and Re-scaling Characteristic Vectors. To give the same impact to each of these char-
acteristics, we re-scale the columns of Ŵ and define, for each household i, the vector
wi =
(
Ŵi 1∑
j∈I Ŵj 1
, . . . ,
Ŵi r∑
j∈I Ŵj r
)
.
k-Means Clustering. The k-means algorithm (introduced by MacQueen et al. (1967)) is then used
on these r- vectors to cluster the households into a fixed number k of groups (which varies from
4 to 64 in our experiments). We recall below how this algorithm works. With {C1, . . . , Ck} a
k-clustering of set I, for any 1 6 ` 6 k, we define the center w¯` and the variance Var(C`) of cluster
C` by
w¯`
def
=
1
|C`|
∑
i∈C`
wi and Var(C`)
def
=
1
C`
∑
i∈C`
‖wi − w¯`‖2.
In k-means clustering, each household belongs to the cluster with the nearest center. The best set
of clusters, denoted by
{
C?1 , . . . , C
?
k
}
– namely the best set of centers – is obtained by minimizing
the following criterion:
{
C?1 , . . . , C
?
k
} ∈ arg min
{C1,...,Ck}
k∑
`=1
∑
w∈C`
∥∥w − w¯`∥∥2 = arg min
{C1,...,Ck}
k∑
`=1
|C`|Var(C`).
In practice, we use the use KMeans function of the Python-library sklearn.cluster to compute
clusters.
Description and Analysis of “NMF (4)”. For k = 4, weekly profiles are plotted in Figure 9. This
clustering seems to detect consumption behaviors much more specific than any of the previous ones.
Indeed, Clusters 3 and 4 present a peak of consumption early in the morning on working days,
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0.10 kWh
0.20 kWh
0.30 kWh
0.40 kWh
Sun. Mon. Tue. Wed. Thu. Fri. Sat.
Random  1 − 392 customers
Random  2 − 392 customers
Random  3 − 364 customers
Random  4 − 397 customers
Figure 5: Mean consumption per week and per cluster, with households randomly assigned to an integer from 1 to 4.
0.10 kWh
0.20 kWh
0.30 kWh
0.40 kWh
Sun. Mon. Tue. Wed. Thu. Fri. Sat.
UKJ23 − 194 customers
UKJ33 − 373 customers
UKL15 − 54 customers
UKL16 − 111 customers
UKL21 − 131 customers
UKM21 − 409 customers
UKM27 − 273 customers
Figure 6: Mean consumption per week and per region (UK NUTS of level 3).
0.10 kWh
0.20 kWh
0.30 kWh
0.40 kWh
Sun. Mon. Tue. Wed. Thu. Fri. Sat.
Acorn 1 − 618 customers
Acorn 2 − 94 customers
Acorn 3 − 374 customers
Acorn 4 − 196 customers
Acorn 5 − 263 customers
Figure 7: Mean consumption per week and per Acorn category value (from 1 to 5).
0.10 kWh
0.20 kWh
0.30 kWh
0.40 kWh
Sun. Mon. Tue. Wed. Thu. Fri. Sat.
EG − Std − 300 customers
EG − ToU − 549 customers
 E   − Std − 243 customers
 E   − ToU − 453 customers
Figure 8: Mean consumption per week for the households clustered according “Fuel + Tariff”.
0.10 kWh
0.20 kWh
0.30 kWh
0.40 kWh
Sun. Mon. Tue. Wed. Thu. Fri. Sat.
Cluster  1 − 174 customers
Cluster  2 − 807 customers
Cluster  3 − 252 customers
Cluster  4 − 312 customers
Figure 9: Mean consumption per week and per cluster, with each household assigned to one of the four groups
according to the NMF and k-means procedure (“NMF (4)” clustering).
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Region NMF (4) Acorn Fuel + Tariff
Random (4) -0.000 0.000 0.003 -0.000
Fuel + Tariff 0.016 -0.001 0.004
Acorn 0.043 0.018
NMF (4) 0.011
Table 2: ARI (Adjusted Rand index) for each segmentation pair.
while the consumption of Cluster 2– which includes the largest number of households – remains
almost flat throughout the morning. Moreover, the evening peak for Cluster 4 arrives earlier than
for the other clusters. Finally, the consumption of Cluster 1 is generally the highest, while that of
Cluster 2 is the lowest.
7.2.4. Comparison of Clusterings
To measure similarity between the clusterings above, we calculate the adjusted rand index
(ARI) – see Rand (1971) – for each segmentation pair and report the values thus obtained in
Table 7.2.4. Given a set elements I and two partitions to compare, for example the segmentation
“Region” {R1, . . . RN} and another clustering {C1, . . . Ck}, the ARI is defined by
ARI
def
=
k∑
`=1
N∑
n=1
(|C` ∩Rn|
2
)
−
[
k∑
`=1
(|C`|
2
) N∑
n=1
(|Rn|
2
)]
/
(|I|
2
)
1
2
[
k∑
`=1
(|C`|
2
)
+
N∑
n=1
(|Rn|
2
)
−
k∑
`=1
(|C`|
2
) N∑
n=1
(|Rn|
2
)]
/
(|I|
2
) .
ARI lies in [−1, 1] by construction, it is equal to 0 for a random matching between clusters of the
two considered segmentations and to 1 for a perfect alignment. Similarity between our different
household partitions is very low, only “Region” is slightly correlated with all other clusterings,
and “NMF (4)” with “ACORN”. But these correlations remain low and the clustering “NMF (4)”
therefore seems to extract, from historical time series, some households information that are not
contained in other clusterings. Its use should improve forecasts – this will be confirmed by the
experiments below.
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Start date End date
NMF Clusterings
Feature Generation Model Training
Features and Observations Standardization
April 20, 2009 April 19, 2010
Initialization of the Aggregation April 20, 2010 April 30, 2010
Model Evaluation May 1, 2010 July 31, 2010
Table 3: Date range for the steps of the proposed method
7.3. Experiment Design
Thanks to the above methods, we established several partitions of the household set I. As
explained below, choosing one or two of them amounts to considering a two-level hierarchy (Ex-
ample 1) or two crossed hierarchies (Example 4). We also detail the corresponding set of node
Γ. We then describe how we build meteorological data for each node γ ∈ Γ and generate cor-
responding features. Finally, we focus on standardization and online calibration of aggregation
hyper-parameters. We have divided the data set into training data: one-year of historical data
(from April 20, 2009 to April 19, 2010) – used for NMF clusterings, feature generation method
training, and standardization – and testing data. As aggregation algorithms start from scratch,
they work poorly during the first rounds. We therefore withdraw the first 10 days of testing data
from the performance evaluation period. So, April 20, 2010 to April 30, 2010 is left for initializ-
ing aggregation algorithms and the hyper-parameters calibration and our methods are then tested
during the last three months (from May 1, 2010 to July 31, 2010). We summarize in Table 7.3 the
range of dates for each step of the procedure.
Underlying Hierarchy. As detailed in Section 2, we aim to forecast a set of power consumption
time series
{
(yγt )t>0, γ ∈ Γ
}
connected to each other by some summation constraints. These
constraints are represented by one (or more) tree(s) and Γ denotes the set of its (or their) nodes.
We refer to Example 1 if we consider a single segmentation and to Example 4 for two crossed
clusterings. We detail below the set Γ, which will contain some subsets of households set I, for
these two configurations. We recall that we denote the average power consumption of a group of
households γ ⊂ I by yγt def=
∑
i∈γ yi t. Considering a single clustering (C1, . . . CN ) of I, we want to
forecast the consumption of each cluster C`, and also the global consumption (namely, the one for
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γ = I). Thus, we set Γ = {C`}16`6N ∪ {I} and the associated time series respect the hierarchy
of Figure 1 – where ytot refers to the time series associated with I and y1, y2, . . . , yN with the
ones of clusters C1, C2, . . . CN . We now consider two partitions. The first one R1, . . . RN refers to
segmentation “Region” and the second one, C1, . . . Ck to any other clustering. We would like to
forecast the global consumption (γ = I), the consumption associated with each region (γ = Rn,
for n = 1, . . . , N) and with each cluster (γ = C`, for ` = 1, . . . , k) but also the power consumption
of cluster C1 in region R1 (γ = C1 ∩ R1), of cluster C1 in region R2 (γ = C1 ∩ R2), and so on.
Thus,we consider the set of nodes
Γ = {C` ∩Rn}16`6k, 16n6N ∪ {C`}16`6k ∪ {Rn}16n6N ∪ {I}.
The hierarchy associated with such crossed segmentations is represented in Figure 4 (with N1 = k
and N2 = N) – where the global consumption, associated with I, is denoted by ytot, the one of
cluster C` by y
` ·, the one of region Rn, by y·n and where y` n refers to the local consumption of
C` ∩Rn.
Meteorological Data of any Set of Households. Methods presented in Section 5 for feature creation
implicitly assume that meteorological data are available. We recall that we collected meteorological
data for each of the N regions. Thus when γ ∈ Γ refers to one of these regions, we can directly
apply the feature generation methods. However, if node γ groups households from different regions,
these data are not directly available and one may even wonder what they should correspond to.
We take convex combinations of regional meteorological data, in proportions corresponding to
the locations of the households. More precisely, for each meteorological variable (temperature,
visibility or humidity), we built the meteorological variable of γ as a convex combination of the N
meteorological variables of the N regions. The weight associated with region n corresponds to the
proportion of this region in γ, in terms of contribution to the consumption – this contribution is
determined from historical data.
Feature Creation. For each node γ, we now have access to calendar and meteorological data.
Considering an exponential smoothed temperature – that models the thermal inertia of buildings –
is likely to improve forecasts (see among others, Taylor, 2003 and Goude et al., 2014), so we create
the a-exponential smoothing of the temperature τ¯γt
def
= aτ¯γt−1 + (1− a)τγt , where a ∈ [0, 1]. After
testing several values and evaluating their performance on the training set, we set a = 0.999.
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Auto Regressive Model
Random Forest
Generalized Additive Model
Observations
Figure 10: Left picture: benchmark forecasts (auto-regressive model, generalized additive model, random forest) and
observations of global consumption (γ = I) at half-hour intervals on the last three days of the test period. Right
picture: corresponding daily average signed errors on the last week of the test period.
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Auto Regressive Model Random Forest Generalized Additive Model
Figure 11: Distribution over the test period of daily mean squared error of global consumption benchmark forecasts
(auto-regressive model, generalized additive model, random forest). Left picture: original boxplots; Right picture:
boxplots trimmed at 500 kWh2.
We then apply methods of Section 5 using available explanatory variables to generate features xt.
Each model (auto-regressive model, generalized additive model or random forest) is trained on a
year of historical data (from April 20, 2009 to April 20, 2010). Then, forecasts are computed on
the period April 20, 2010 to July 31, 2010. On the left of Figure 10, we represent these benchmark
predictions and the observations for the global consumption (namely γ = I) over the last three
days of the test period. On the right, we plot daily signed errors, 148
∑t+48
s=t
(
yγs − xγs
)
, for γ = I
over the last week of the test period. Finally, daily mean squared errors, 148
∑t+48
s=t
(
yγs − xγs
)2
, are
computed for each test period day and represented by box-plots on Figure 11. The generalized
additive model seems to perform the best (and the auto-regressive model the worst), this will be
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confirmed by the numerical results of the next subsection.
Observations and Features Standardization. Once above features computed, they are standardized
using the protocol presented in Subsection 6.1. We assess the quality of the standardization for one
given configuration, namely “Region + NMF (16)”, with features generated by the general additive
model (this configuration, which refers to the two crossed clusterings “Region” and “NMF (16)”,
reaches the lower predictions errors – see Table 8). As there are 7 regions, the set Γ consists of 16×
7+16+7+1 = 136 nodes, but only 129 are non-empty. For both standardized and non-standardized
observations and features, we compute, for each node γ ∈ Γ, the empirical mean and empirical
standard deviation over the test period. The distributions are plotted in Figures 12 and 13,
respectively. Since the abscissa for non-standardized data is in logarithmic scale, the mean and
standard deviation of data differ a lot from a node to another. For example, the right-hand point is
the global consumption (γ = I), while points on the left correspond to the consumptions of small
clusters. Thus, standardization centers data and decreases standard deviations of observations,
as desired. In addition, standard deviations of features are close to 1. Figure 14 represents
correlation matrices of the |Γ|-vectors (xt)16t6T and (x˘t)16t6T , that contain the non-standardized
and standardized features over the test period. This shows that our standardization process is
centering, re-scaling and de-correlating features. Finally, Table 4 gathers numerical values of the
average, over γ ∈ Γ, of empirical means and standard deviations (these values are indicated by
dashed vertical lines on Figures 12 and 13). We also compute the maximum of the absolute value
of features and observations – “Bound” column of the table. This gives an empirical approximation
of the boundedness constant C – see boundedness assumptions (7).
Mean Bound Standard deviation
Observations 9.53 570.02 3.65
Features 9.54 570.87 3.53
Standardized observations -0.003 1.27 0.12
Standardized features 0.04 18.9 0.98
Table 4: Mean, and maximum of absolute value and standard deviation of observations and features before and after
standardization
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0.1 kWh 1 kWh 10 kWh 100 kWh −0.10 kWh −0.05 kWh 0.00 kWh 0.05 kWh 0.10 kWh
features
observations
Figure 12: Distribution of empirical means per cluster, for non-standardized and standardized observations and
features.
0.1 kWh 1 kWh 10 kWh 100 kWh 0.50 kWh 1.00 kWh
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observations
Figure 13: Distribution of empirical standard deviations per cluster, for non-standardized (left) and standardized
(right) observations and features.
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Figure 14: Correlation matrix of non-standardized (left) and standardized (right) feature vectors.
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Calibration of Hyper-Parameters. Once features and observations are standardized, we choose one
of the algorithms presented in Section 6 and run it, on the |Γ| nodes, in parallel with the same
hyper-parameter. For the sequential non-linear ridge regression (NL-Ridge), we have to choose the
regularization parameter λ (see Equation 8) and for BOA and ML-Pol algorithms, we need to set
α, the radius of the L1-ball (see Algorithm 5). Henceforth,, we denote by β this hyper-parameter
(which is equal to λ for NL-Ridge and to α for BOA and ML-Pol). We optimize the choice of β
by grid search, which is simply an exhaustive search in a specified finite subset G of the hyper-
parameter space. This optimization is performed sequentially. Indeed, for any node γ and any
instance t > 48, we run |G| algorithms in parallel and we chose the one – denoted by βt – which
minimizes the average prediction error on past available data. Thus, with ŷγs (β) the output, at an
instance s, of algorithm Aγ run with β, we choose the parameter βt as follows:
βt ∈ arg min
β∈G
1
t− 48
t−48∑
s=1
1
|Γ|
∑
γ∈Γ
(
yγs − ŷγs (β)
)2
.
In our experiments, to reduce the computational burden, we set G =
{
4i | i = −5,−4, . . . , 5},
so (only) 11 aggregations are run in parallel. At each new day, we check that we never reach the
bounds 4−5 and 45. This kind of online calibration has shown good performance in load forecasting
(see, for example, Devaine et al., 2013).
7.4. Results
In this subsection, we compare the four forecasting strategies detailed below by evaluating them
on the testing period (May 1, 2010 to July 31, 2010), for each forecasting method of Section 5,
for each aggregation algorithm of Section 6 and for various households clusterings. To do so, we
introduce some prediction error defined below as well as a confidence bound on this error. We
recall that we aim to forecast, at each instance t, a vector of time series yt = (y
γ
t )γ∈Γ. The first
strategy, that we call “Benchmark”, consists simply in providing the features xt as forecasts. The
second one considers only the projection step and thus skips the aggregation step (we will refer to it
as the “Projection” strategy), the associated forecasts are thus the projected features ΠK(xt). To
measure the impact of the aggregation step, without projection, we also evaluate the forecasts ŷt
(which do not necessary satisfy the hierarchical constraints) – this strategy is called “Aggregation”.
Finally, the strategy “Aggregation + Projection” provides the predictions y˜t = ΠK(ŷt). To allow
for an evaluation of the accuracy of the prediction of some time series only, we define the prediction
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error ET (Λ), for some subset of nodes Λ ⊂ Γ. In the results below, this subset can be equal to Γ (to
evaluate the strategies on all the nodes), to the singleton {I} (to focus on the global consumption
– namely the consumption of all the households), or to the set of leaves of the tree associated
with the considered segmentation(s), denoted by Γ0 (to evaluate the performance of local forecasts
only). Note that ET (Γ) will correspond to L˜T × |Γ| for the “Aggregation + Projection” strategy
(see Equation 1). We now define, for any subset Λ ⊂ Γ, the prediction error ET (Λ). First of
all, for a node γ ∈ Λ and an instance t, let us denote by εγt the instantaneous squared error. It
corresponds to
(
yγt − xγt
)2
for the “Benchmark” strategy, to
(
yγt −
(
ΠK(xt)
)γ)2
for “Projection”,
to
(
yγt − ŷγt
)2
for “Aggregation”, and to
(
yγt − y˜γt
)2
for the “Aggregation + Projection” strategy.
We then consider the average (over time) squared error (which is cumulated over Λ):
ET (Λ)
def
=
∑
γ∈Λ
1
T
T∑
t=1
εγt .
We associate with this error a confidence bound and present our results (see Tables 5– 8) in the
form:
ET (Λ)± σT (Λ)√
T
, where σT (Λ)
2 =
1
T
T∑
t=1
∑
γ∈Λ
(
εγt − ET (Λ)
)2
. (13)
We choose the quantity σT (Λ)/
√
T as it is reminiscent of the error margin provided by asymptotic
confidence intervals on the mean of independent and identically distributed random variables. In
the next paragraph, we consider the “Region + NMF(16)” configuration and, for each of the three
benchmark forecasting methods of Section 5 and for each of the three aggregation algorithms
presented in Section 6, we compute these errors and confidence bounds for the four above foresting
strategies. Finally, in the last paragraph, we set the benchmark forecasting method (generalized
additive model) and the aggregation algorithm (ML-Pol) to test various households clusterings.
7.4.1. Impact of the Benchmark Forecasting Methods and of the Aggregation Algorithms
We consider here the two crossed hierarchies “Region + NMF (16)” and we vary the bench-
mark forecasting approaches and the aggregation algorithms. Indeed we compute forecasts for the
three methods of Section 5 – auto-regressive model, generalized additive model and random forest
– and for the three algorithms of Section 6 – NL-Ridge and BOA and ML-Pol. Table 5 sums up
ET (Γ)±σT (Γ)/
√
T , where Γ refers to the set of nodes associated with “Region + NMF (16)”. Re-
garding forecasting methods, the general additive model provides the best benchmark predictions
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NL-Ridge ML-Pol BOA
General Additive Model ︸ ︷︷ ︸
Benchmark 455.5± 1.1
Projection 450.7± 1.1
Aggregation 407.6± 1.1 397.9± 1.0 406.0± 1.0
Aggregation + Projection 405.9± 1.1 396.0± 1.0 403.5± 1.0
Random Forest ︸ ︷︷ ︸
Benchmark 528.1± 1.0
Projection 500.8± 1.0
Aggregation 459.3± 1.0 467.3± 1.0 470.9± 1.0
Aggregation + Projection 451.1± 1.0 464.0± 1.0 468.1± 1.0
Auto-Regressive Model ︸ ︷︷ ︸
Benchmark 736.4± 1.6
Projection 734.3± 1.6
Aggregation 690.7± 1.6 690.1± 1.6 698.2± 1.6
Aggregation + Projection 689.8± 1.6 687.3± 1.6 693.1± 1.6
Table 5: ET (Γ) ± σT (Γ)/
√
T (see Equation 13) where Γ refers to the set of nodes associated with “Region +
NMF (16)” clustering, for the three benchmark forecasting methods of Section 5 (General Additive Model, Random
Forest and Auto-Regressive Model), for the three aggregation algorithms of Section 6 (NL-Ridge, ML-Pol and BOA)
and for the four strategies defined in Subsection 7.4 (“Benchmark”, “Projection”, “Agregation” and “Aggregation +
Projection”). ET (Γ) corresponds to L˜T×|Γ| for the “Aggregation + Projection” strategy. For strategies “Benchmark”
and “Projection”, the forecasts do not depend on the chosen aggregation algorithm, so the errors and the confidence
bounds are the same for the three algorithms. The dark gray area corresponds to the best prediction error of the
table and the light gray area to the best one, for a given benchmark forecasting method.
48
and the auto-regressive model, which is the most naive method, does not perform well. This was
actually already illustrated in Figures 10 and 11. Moreover, as the theory guarantees, projection
(with or without an aggregation step) always improves the forecasts. The projection step with-
out aggregation leads to a decrease of prediction error of around 1% for the general additive and
auto-regressive models and of 5% for random forest. Note that for parametric (or semi-parametric)
methods, the model is assumed to be the same at all nodes. Forecasts are thus closely linked and
seem to almost already satisfy the hierarchical constraints. On the contrary, for random forest
methods, the forecasts seem less correlated and thus projection improves significantly the predic-
tions. The impact of aggregation step is notable: the prediction error decreases by about 10% for
NL-Ridge and BOA and by about 15% for ML-Pol. Finally, our global strategy always gives the
best forecasts, which, in addition, satisfy the hierarchical constraints.
Even though theoretical guarantees (see Theorem 1) are only ensured for errors summed over
all nodes, we investigate the impact of our methods on global consumption predictions and on most
local predictions (i.e., predictions at leaves). Thus, Tables 6 and 7 contain ET
({I})±σT ({I})/√T
and ET (Γ0)±σT (Γ0)/
√
T (where Γ0 is the set of leaves), respectively. By denoting by R1, . . . , RN ,
the N regions and by C1, . . . C16, the 16 clusters provided by “NMF (16)”, we have, in this “Region
+ NMF (16)” configuration, Γ0
def
=
{
C` ∩ Rn
}
16`616, 16n6N . Concerning global consumption, a
mere projection improves the forecasts, except in the case of auto-regressive model and, in all
cases, our strategy “Aggregation + Projection” outperforms the three strategies “Benchmark”,
“Aggregation” and “Projection”. The prediction error associated with Γ0 also decreases thanks
to our procedure. Therefore, our method improves the forecasting of both global and local power
consumptions. Finally, Figure 15 represents the global power consumption on the three last day of
the testing period and the daily average signed error on the last week for the four forecasts obtained
with features generated with general additive model and aggregated with ML-Pol algorithm. The
distributions of the daily mean squared errors for these strategies are represented in Figure 16. We
draw the same conclusions for the daily prediction errors as for the average error on the entire test
period (three months): aggregation greatly improves the forecasts, projection does too, but to a
lesser extent. The box plots show that the variance of the error also decreases after the aggregation
step.
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NL-Ridge ML-Pol BOA
General Additive Model ︸ ︷︷ ︸
Benchmark 205.8± 9.3
Projection 200.8± 9.2
Aggregation 179.2± 8.9 172.0± 8.6 178.8± 8.8
Aggregation + Projection 177.6± 8.8 170.3± 8.5 176.3± 8.7
Random Forest ︸ ︷︷ ︸
Benchmark 231.4± 8.6
Projection 228.8± 8.2
Aggregation 207.1± 8.4 214.8± 8.4 218.7± 8.3
Aggregation + Projection 206.4± 8.2 212.4± 8.1 216.8± 8.2
Auto-Regressive Model ︸ ︷︷ ︸
Benchmark 380.3± 13.4
Projection 380.4± 13.4
Aggregation 368.6± 13.5 370.8± 13.6 376.1± 13.6
Aggregation + Projection 368.2± 13.4 369.4± 13.5 373.6± 13.5
Table 6: ET ({I}) ± σT ({I})/
√
T (see Equation 13) for “Region + NMF (16)” clustering, for the three benchmark
forecasting methods of Section 5 (General Additive Model, Random Forest and Auto-Regressive Model), for the
three aggregation algorithms of Section 6 (NL-Ridge, ML-Pol and BOA) and for the four strategies defined in
Subsection 7.4 (“Benchmark”, “Projection”, “Agregation” and “Aggregation + Projection”). The prediction error
ET ({I}) corresponds to the mean squared error (over the testing period) of the global consumption. For strategies
“Benchmark” and “Projection”, the forecasts do not depend on the chosen aggregation algorithm, so the errors and
the confidence bounds are the same for the three algorithms. The dark gray area corresponds to the best prediction
error of the table and the light gray area to the best one, for a given benchmark forecasting method.
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NL-Ridge ML-Pol BOA
General Additive Model ︸ ︷︷ ︸
Benchmark 66.3± 0.1
Projection 66.3± 0.1
Aggregation 61.6± 0.1 61.2± 0.1 61.0± 0.1
Aggregation + Projection 61.5± 0.1 61.1± 0.1 61.0± 0.1
Random Forest ︸ ︷︷ ︸
Benchmark 78.7± 0.1
Projection 68.9± 0.1
Aggregation 66.8± 0.1 65.7± 0.1 64.8± 0.1
Aggregation + Projection 63.9± 0.1 65.7± 0.1 64.8± 0.1
Auto-Regressive Model ︸ ︷︷ ︸
Benchmark 84.4± 0.1
Projection 84.3± 0.1
Aggregation 73.8± 0.1 72.8± 0.1 73.2± 0.1
Aggregation + Projection 73.8± 0.1 72.0± 0.1 72.0± 0.1
Table 7: ET (Γ0) ± σT (Γ0)/
√
T (see Equation 13) where Γ0 refers to the set of leaves associated with “Region +
NMF (16)” clustering, for the three benchmark forecasting methods of Section 5 (General Additive Model, Random
Forest and Auto-Regressive Model), for the three aggregation algorithms of Section 6 (NL-Ridge, ML-Pol and BOA)
and for the four strategies defined in Subsection 7.4 (“Benchmark”, “Projection”, “Agregation” and “Aggregation +
Projection”). ET (Γ0) corresponds to a prediction errors associated with local consumptions forecasts. For strategies
“Benchmark” and “Projection”, the forecasts do not depend on the chosen aggregation algorithm, so the errors and
the confidence bounds are the same for the three algorithms. The dark gray area corresponds to the best prediction
error of the table and the light gray area to the best one, for a given benchmark forecasting method.
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Figure 15: Left picture: forecasts associated with the four strategies defined in Subsection 7.4 (“Benchmark”, “Pro-
jection”, “Agregation” and “Aggregation + Projection”), with benchmark forecasts generated with the generalized
additive model and aggregated with ML-Pol algorithm in the “Region + NMF(16)” configuration, and observa-
tions of global consumption (γ = I) at half-hour intervals on the last three days of the test period. Right picture:
corresponding daily average signed errors on the last week of the test period.
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Figure 16: Distribution over the test period of daily mean squared error of global consumption for the four strategies
defined in Subsection 7.4 (“Benchmark”, “Projection”, “Agregation” and “Aggregation + Projection”), with bench-
mark forecasts generated with the generalized additive model and aggregated with ML-Pol algorithm in the “Region
+ NMF(16)” configuration. Left picture: original boxplots. Right picture: boxplots trimmed at 220 kWh2.
7.4.2. Impact of the Clustering
We now assess the impact of household segmentation on the quality of our predictions. In
view of the foregoing, we set the aggregation algorithm to ML-Pol and the benchmark forecasting
method to the general additive model. As clusters change from a segmentation to another, the
associated sets of nodes Γ also change. Errors related to Γ or Γ0 can therefore not be compared from
a segmentation to another. We thus focus here on the global consumption (namely, we compute
errors related to {I}). We compare our methods to a naive bottom-up strategy: at each instance t,
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Clustering Benchmark Bottom-up Projection Aggregation Aggregation
+ Projection
Region 205.8± 9.3 189.9± 8.3 201.3± 9.1 187.8± 8.4 186.7± 8.4
Region + Acorn — 194.2± 8.4 200.8± 9.2 182.5± 8.3 181.2± 8.3
Acorn — 205.7± 9.5 205.0± 9.3 203.3± 9.3 202.9± 9.3
Region + Fuel + Tariff — 199.1± 8.7 201.2± 9.2 185.4± 8.6 184.1± 8.6
Fuel + Tariff — 207.1± 9.7 205.5± 9.4 201.5± 9.4 201.4± 9.5
Region + Random (4) — 198.4± 8.7 201.3± 9.2 186.1± 8.6 184.6± 8.6
Random (4) — 208.0± 9.7 205.7± 9.4 199.5± 9.4 199.7± 9.4
Region + Random (8) — 202.3± 8.7 201.3± 9.2 182.4± 8.7 181.0± 8.7
Random (8) — 212.9± 9.8 205.7± 9.3 194.4± 9.1 194.4± 9.1
Region + Random (16) — 205.1± 8.7 201.3± 9.2 180.5± 8.7 178.8± 8.7
Random (16) — 218.4± 10.0 205.7± 9.3 188.6± 8.7 188.5± 8.7
Region + Random (32) — 205.3± 8.5 201.2± 9.2 180.4± 8.8 178.9± 8.7
Random (32) — 222.9± 10.1 205.6± 9.3 189.6± 8.7 189.5± 8.7
Random (64) — 222.9± 9.8 205.6± 9.3 185.7± 8.8 185.5± 8.8
Region + NMF (4) — 196.0± 8.6 200.8± 9.2 187.4± 9.1 185.5± 8.9
NMF (4) — 205.7± 9.5 205.0± 9.3 197.0± 8.8 196.8± 8.9
Region + NMF (8) — 197.2± 8.5 200.7± 9.2 176.4± 8.9 174.1± 8.8
NMF (8) — 206.7± 9.6 205.0± 9.3 186.1± 8.9 185.7± 8.9
Region + NMF (16) — 201.0± 8.5 200.8± 9.2 172.0± 8.6 170.3± 8.5
NMF (16) — 208.4± 9.6 205.2± 9.3 179.3± 8.4 179.3± 8.4
Region + NMF (32) — 204.1± 8.5 201.0± 9.1 173.2± 8.7 171.5± 8.6
NMF (32) — 211.1± 9.6 205.4± 9.3 179.7± 8.8 179.5± 8.8
NMF (64) — 214.9± 9.4 205.6± 9.3 181.9± 8.6 181.7± 8.6
Table 8: ET ({I})± σT ({I})/
√
T (see Equation 13) for the fives strategies defined in Subsection 7.4 (“Benchmark”,
“Bottom-up, “Projection”, “Agregation” and “Aggregation + Projection”), with benchmark predictions (x
{I}
t that
are the same for all clusterings) made with General Additive Models and aggregated with ML-Pol algorithm, for
many segmentations (defined in Subsection 7.2). The prediction error ET ({I}) corresponds to the mean squared
error (over the testing period) of the global consumption. The dark gray area corresponds to the best prediction
error of the table and the light gray area to the best one, for a given strategy.
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we forecast the global consumption y
{I}
t with the sum of local consumptions
∑
γ∈Γ0 x
γ
t – in lieu of
the benchmark predictions x
{I}
t . Table 8 contains the prediction errors and the confidence bounds
for the five strategies and for several household segmentations. For the “Bottom-up” strategy,
the geographical clustering “Region” provides the lowest prediction error, that are much better
than the one of benchmark forecasts. While when a single clustering based on household profiles
or generated randomly is considered, the benchmark forecasts x
{I}
t are more relevant – in terms
of mean squared error. Thus, taking into account regional consumptions, which depend on local
meteorological variables, improves prediction. In the same way, projection significantly improves
the forecasts when the regions are taken into account. Moreover, for a fixed number of clusters –
for example, we compare “Fuel+Tariff”, “Random (4) and“NMF (4)” – the aggregation step seems
more efficient when clusters present different consumption profiles (see Figures 5 - 9). Indeed,
aggregation provides much better performance for “NMF (4)” than for “Random (4)”. As we had
anticipated, contrary to “NMF” and “Region”, clusterings “Acorn” and “Fuel + Tariff”, that do not
seem to detect consumption profiles, perform as well as “Random”. When the number of clusters
becomes too large, the performance of the strategy stagnates or even decreases. Typically for
“Random” or “NMF”, a number of clusters equals to 32 or 64 does not seem to improve the results
compared to smaller numbers 4, 8 or 16. Another result is that aggregation and projection are
robust to large number of clusters. Indeed, the performance are good for a sufficiently large number
of clusters but does not decrease too much with the number of clusters – either for “ Random”
or “NMF” clusterings. Finally, our strategy “Aggregation + Projection” always outperforms the
other four (“Bottom-up”, “Benchmark”, “Projection” and “Aggregation”) and the “Region + NMF
(16)” clustering reaches the lowest prediction error.
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