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Abstract
The Pasti-Sorokin-Tonin model for describing chiral forms is considered at the
quantum level. We study the ultraviolet and infrared behaviour of the model in
two, four and six dimensions in the framework of algebraic renormalization. The
absence of anomalies, as well as the finiteness, up to non-physical renormalizations,
are shown in all dimensions analyzed.
1 Introduction
Antisymmetric tensor fields with self-dual field strengths, also called chiral forms or chiral
bosons, appear in a wide context in theoretical physics, mainly related to superstring
1Supported by the Conselho Nacional de Desenvolvimento Cient´ıfico e Tecnolo´gico CNPq – Brazil.
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theories [1], M-theory five-branes [2], chiral supergravity [3] and also in connection with
fractional quantum Hall effect [4] and statistical systems involving the Coulomb Gas [5].
Various formulations, non-manifestly [6]-[8] and manifestly Lorentz covariant [9]-[14]
have been proposed to describe chiral bosons. Among the manifestly Lorentz covariant
versions, it can be pointed out the Siegel model [9], which imposes the square of the
self-duality condition. It is affected by a gauge anomaly, what is extensively discussed
in [15]. In addition, one can still mention the two-dimensional covariant model proposed
by McClaim-Wu-Yu [10] and Wotzasek [11], which introduces an infinite tower of auxiliary
fields. This formulation has been generalized for higher dimensions in [12].
Recently, a remarkable Lorentz covariant approach to describe chiral bosons, proposed
by Pasti, Sorokin and Tonin (PST) [13, 14], has been a subject of intensive research [16,
17, 18]. It introduces, in contrast to [10, 11, 12], only one scalar auxiliary field, but in
a non-polynomial way. The analysis is performed in Minkowski space-times with even
dimension2, as usual in self-dual models. However, if the dimension is D = 4p, with p
integer, it is not possible to define a non-vanishing 2p-form self-dual field-strength. So, in
this case, a modified version of this approach has been defined. In particular, the PST
model in four dimensions has been discussed [13], which describes a manifestly Lorentz
and duality symmetric Maxwell electromagnetism. It is based on the duality symmetric
– but non-manifestly Lorentz invariant – Schwarz-Sen model [8] and introduces, besides a
non-polynomial dependence on a scalar auxiliary field, the presence of an auxiliary gauge
potential. Then the self-duality property is replaced by a duality relation between the
two field-strengths of the theory.
The PST mechanism has been used, among other things, to construct a covariant ef-
fective action for the M-theory five-brane [17], covariant actions for chiral supersymmetric
bosons [18] and to rederive the gravitational anomaly for the chiral bosons [16].
Our purpose in this work is to investigate the quantum behaviour of the PST models
in the framework of the algebraic renormalization [20], analyzing in detail the issue of
the anomalies and the stability of the classical action under radiative corrections. The
absence of gauge anomaly has already been pointed out in two dimensions [14, 16]. We
give an algebraic proof of this result, including also the cases of four and six dimensions.
Moreover we show the finiteness of the PST models, up to non-physical renormalizations,
in all dimensions analyzed.
The paper is organized as follows. In section 2 we describe the PST model in D=2
at the classical and quantum levels, discussing its infrared and ultraviolet properties,
showing the absence of gauge anomaly as well as the finiteness. In section 3, we extend
these results to the PST formulation in D=6. In Section 4 we discuss the modified version
of the PST approach in D=4, for which we show that the same results hold. In section 5
2See also the discussion about self-dual models defined in odd and even dimensional space-times by
the mechanism of dual projection [19].
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we summarize our main results, presenting our conclusions.
2 The PST formulation in D=2
2.1 The classical aspects
The classical PST action in D=2 is defined as [13]
Σinv =
∫
d2x
1
2
(
−F µFµ +
1
(∂a)2
(∂µaFµ)
2
)
, (2.1)
where Fµ ≡ ∂µφ is the field strength of the scalar field φ, Fµ ≡ (ηµν − ǫµν)∂νφ = −ǫµνFν
and a is a scalar field3.
The action (2.1) is invariant under the following transformations :
δαφ = α(x) B, δαa = α(x) , with B ≡
Fµ∂µa
(∂a)2
; (2.2)
δǫφ = f(a), δǫa = 0 , with f(a) an arbitrary function of a . (2.3)
Actually the transformation (2.3) corresponds to an infinite set of global symmetries.
Using this invariance and the equation of motion for φ(x) we can get the self-duality
condition Fµ = 0 [21], which implies that φ(x) is a chiral scalar. By means of the local
symmetry (2.2) we can choose ∂µa = δ
0
µ, getting the non-manifestly Lorentz covariant
Floreanini-Jackiw model [6]. However, as our result will show, the symmetry (2.2), to-
gether just with the usual power-counting bounds for the dimension, is sufficient to fix
the theory (up to field redefinitions) in the quantum regime as well as in the classical
approximation. Hence we shall not need to include the invariance under (2.3) among
our basic requirements. The same observation holds for the higher dimensional models
studied in the next sections.
In order to quantize the theory we must first determine the vacuum field configura-
tion. The auxiliary field a enters in the action in a non-polynomial way and, to avoid a
singularity, the condition ∂µa∂µa 6= 0 has to be imposed. So a(x) is split as
a(x) = a¯(x) + a′(x), (2.4)
where a¯(x) is the vacuum expectation value of a(x) and a′(x) is its quantum fluctuation.
3We will work in Minkowski space-time with metric diag(1,−1, ...,−1). The Levi-Civita tensor ǫµ1...µD
is defined by ǫ01...D−1 = 1 = (−1)D−1ǫ01...D−1.
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We define the BRST transformations corresponding to the gauge symmetry (2.2) as
sφ = cB
sa′ = c
sc = 0 . (2.5)
where c is the Faddeev-Popov ghost.
Moreover we have
sΣinv = 0 , s
2 = 0. (2.6)
In order to implement the gauge-fixing of the local symmetry (2.2) let us introduce a
Lagrange multiplier field π and an antighost field c¯. The gauge-fixing action is given by
Σgf = s
∫
d2x c¯a′ =
∫
d2x (πa′ − c¯c) , (2.7)
with
sc¯ = π , sπ = 0 . (2.8)
In view of expressing the BRST invariance in a functional way by a Slavnov-Taylor identity
we add to the action a term coupling an external field φ∗ (“antifield” [22]) to the BRST
variation of φ, which is non-linear and hence subjected to possible renormalization:
Σext =
∫
d2x φ∗sφ =
∫
d2x φ∗cB, (2.9)
An important point to be noticed concerns the infrared (IR) behaviour of the theory, which
can be analyzed from the free propagators, listed below in momentum-space4 (considering
∂a¯ as a constant):
〈φφ〉 =
(
−p2 +
∂µa¯∂ν a¯
(∂a¯)2
(pµpν − 2ǫνγpµp
γ + ǫµλǫνγp
λpγ)
)
−1
, (2.10)
〈c¯c〉 = 1 , (2.11)
〈a′π 〉 = 1 . (2.12)
As we can see the propagator 〈φφ〉 is not integrable at small momenta. This is a typical
behaviour of the massless scalar fields in two space-time dimensions. So we must regularize
the ill defined propagator at long distances and, in order to do so, we introduce a regulator
mass [23] such that
〈φφ〉 =
(
−p2 +
∂µa¯∂ν a¯
(∂a¯)2
(pµpν − 2ǫνγpµp
γ + ǫµλǫνγp
λpγ) +m2φ
)
−1
, (2.13)
4Using the abbreviation notation 〈...〉 ≡ 〈0|T...|0〉free, where T is the time ordering operator.
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where m2φ is a regulator mass, giving a well defined behaviour for the propagator in the
IR limit.
Such a mass may be introduced, formally keeping BRST invariance, through the mass
action
Σm = s
∫
d2x
1
2
τ2φ
2 =
∫
d2x
(
1
2
(τ1 +m
2
φ)φ
2 − τ2φcB
)
, (2.14)
where τ1 and τ2 are new external fields with the following BRST transformations :
sτ2 = τ1 +m
2
φ , sτ1 = 0. (2.15)
So, the total classical action for the PST model in D=2,
Σ = Σinv + Σgf + Σext + Σm , (2.16)
is invariant under BRST transformations, what is expressed in a functional way by the
Slavnov-Taylor identity
S(Σ) =
∫
d2x
(
δΣ
δφ∗
δΣ
δφ
+ c
δΣ
δa′
+ π
δΣ
δc¯
+ (τ1 +m
2
φ)
δΣ
δτ2
)
= 0 . (2.17)
From (2.17) we define the linearized Slavnov-Taylor operator as below
SΣ =
∫
d2x
(
δΣ
δφ∗
δ
δφ
+
δΣ
δφ
δ
δφ∗
+ c
δ
δa′
+ π
δ
δc¯
+ (τ1 +m
2
φ)
δ
δτ2
)
. (2.18)
For any functional γ it can be shown to hold SγS(γ) = 0. Moreover taking into account
the Slavnov-Taylor identity (2.17), the linearized Slavnov-Taylor operator turns out to be
nilpotent :
SΣSΣ = 0. (2.19)
The ultraviolet (UV) and infrared (IR) dimensions, as well as the Faddeev-Popov charge
of all fields are displayed in Table 1.
φ a′ c π c¯ φ∗ τ1 τ2 s
d 0 −1 −1 3 3 2 2 2 0
r 1 −1 −1 3 3 2 2 2 0
ΦΠ 0 0 1 0 −1 −1 0 −1 1
Table 1: UV and IR dimensions d and r, ghost number ΦΠ.
Before discussing the quantum behaviour of the model let us note important con-
straints, besides the Slavnov-Taylor identity, obeyed by the total classical action (2.16).
The gauge condition and the ghost equation read
δΣ
δπ
= a′ ,
δΣ
δc¯
= −c . (2.20)
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The dependence of the total classical action (2.16) on a′ and a¯ is essentially through the
combination a′ + a¯, what is expressed by the following constraint :(
δ
δa′
−
δ
δa¯
)
Σ = π. (2.21)
where the r.h.s. is a classical insertion, i.e., a linear term in the quantum fields which
thus will not get renormalized.
Moreover, important constraints are given by the integrated equations of motion of a′
and φ, which imply that the total classical action depends essentially on the derivatives
of these fields. These equations are given by∫
d2x
δΣ
δa′
=
∫
d2x π, (2.22)
∫
d2x
(
δ
δφ
+ τ2
δ
δφ∗
)
Σ =
∫
d2x
(
τ1 +m
2
φ
)
φ. (2.23)
where the r.h.s. of these equations are also classical insertions.
2.2 The quantum aspects
This subsection is devoted to study the possibility of implementing the Slavnov-Taylor
identity at the quantum level and the stability of the classical action under quantum
corrections. This amounts to study all possible anomalies and invariant counterterms in
the total action.
First, it is important to mention that there is no problem in the quantum extension
of constraints of the type (2.20 - 2.23) [20].
In order to show that the Slavnov-Taylor identity can be implemented at the quantum
level we will start by applying the quantum action principle (QAP) [20, 24], which assures
that any possible breaking ∆(1) of the Slavnov-Taylor identity takes the following form :
S(Γ) = ∆(1) · Γ = ∆(1) +O(h¯∆(1)) . (2.24)
where Γ is the vertex functional and ∆(1) is a local, integrated, Lorentz invariant polyno-
mial of UV dimension ≤ 2, IR dimension ≥ 2 and ghost number 1.
The identity SΓS(Γ) = 0 and the fact that SΓ = SΣ +O(h¯), lead to the Wess-Zumino
consistency condition for the breaking ∆(1) :
SΣ∆
(1) = 0, (2.25)
which constitutes a cohomology problem. The proof of the absence of anomaly consists in
showing that ∆(1) is in the trivial sector of the cohomology, i.e., ∆(1) = SΣ∆ˆ
(0), where ∆ˆ(0)
is a local polynomial in the fields, with ghost number 0, called noninvariant counterterm.
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In order to characterize all possible invariant counterterms ∆(0), considered as per-
turbations of the total classical action, we are led to solve again a cohomology equation
:
SΣ∆
(0) = 0, (2.26)
where ∆(0) is a local, integrated, Lorentz invariant polynomial of UV dimension ≤ 2, IR
dimension ≥ 2 and ghost number 0.
Anomalies and counterterms ∆(G) (where G = 0, 1 denotes the ghost number) have
also to obey the conditions :
δ∆(G)
δπ
= 0 ,
δ∆(G)
δc¯
= 0 ,(
δ
δa′
−
δ
δa¯
)
∆(G) = 0,
∫
d2x
δ∆(G)
δa′
= 0,
∫
d2x
(
δ
δφ
+ τ2
δ
δφ∗
)
∆(G) = 0. (2.27)
which follow from requiring the fulfillment of the constraints (2.20 - 2.23) to all orders.
In order to determine the cohomology of SΣ one introduces the counting operator
N =
∫
d2x
∑
i
Φi
δ
δΦi
, (2.28)
with Φi running over all fields. So one can decompose SΣ as
SΣ = S
0
Σ + S
1
Σ + ... (2.29)
where SnΣ is the contribution of power n in the fields for SΣ, defined by means of [N ,S
n
Σ] =
n SnΣ. The S
0
Σ-transformations read
S0Σa
′ = c , S0Σc = 0 ,
S0Σφ = 0 , S
0
Σφ
∗ =
δΣ
δφ
∣∣∣∣∣
linear approx.
,
S0Σc¯ = π , S
0
Σπ = 0 ,
S0Στ2 = τ1 +m
2
φ , S
0
Στ1 = 0 .
(2.30)
According to a general theorem [20, 25, 26], the cohomology of the complete operator
SΣ is isomorphic to a subspace of the cohomology of the operator S0Σ. Thus we will first
focus on the operator S0Σ. Studying the most general dependence of the cohomology on
the antifield φ∗ we write down
∆(G) =
∫
d2xφ∗Z(G+1) + terms independent of the antifield . (2.31)
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where Z(G+1) is an arbitrary local, non-integrated, Lorentz invariant polynomial of UV
dimension ≤ 0, IR dimension ≥ 0 and ghost number G+ 1 depending on all fields except
φ∗. Hence from (2.25) and (2.26), at lowest order in n, we have:
S0Σ∆
(G) = 0
= −
∫
d2xφ∗S0ΣZ
(G+1) + terms independent of the antifield , (2.32)
From (2.32) we get a new (local) cohomology problem:
S0Σ Z
(G+1)(x) = 0 . (2.33)
We observe in (2.30) that various fields appear as BRST doublets (ϕ1, ϕ2 = S
0
Σϕ1), namely
(c¯, π), (τ2, τ1+m
2
φ), (a
′, c), as well all their derivatives. As it is well known [20, 25], such
doublets belong to the trivial sector of the cohomology.
Since c and its derivatives in particular are in doublets, there are no fields with positive
ghost number in the non-trivial sector of the cohomology, which thus is empty for G = 0, 1.
Let us now analyze the terms independent of φ∗. This means to study
S0Σ
∫
d2x Q(G) = 0 (2.34)
where Q(G) has UV dimension ≤ 2, IR dimension ≥ 2 and ghost number G = 1 for
anomalies and G = 0 for the invariant counterterms.
From (2.34) and the algebraic Poincare´ lemma [27] one deduces the set of descent
equations
S0ΣQ
(G) = ∂µQ(G+1)µ ,
S0ΣQ
(G+1)
µ = ∂
νQ
(G+2)
[µν] ,
S0ΣQ
(G+2)
[µν] = 0 (2.35)
There is no non-trivial solution with ghost number G = 1, what means that the cohomol-
ogy of SΣ with G = 1 is empty and the model is anomaly-free.
Concerning the possible invariant counterterms (G = 0) we get that the most general
non-trivial solution for the top level of the descent equations is given by
Q(0) = Ω(φ, a¯), (2.36)
where Ω(φ, a¯) is an arbitrary polynomial of φ – with coefficients as arbitrary functions of
a¯ – with UV dimension ≤ 2, IR dimension ≥ 2 and ghost number 0.
In order to determine the cohomology of the full operator SΣ, we must first complete
the solution (2.36) to an invariant of SΣ, imposing the constraints (2.27). So we get that
the most general non-trivial counterterm can be at most the invariant action (2.1) :∫
d2x Q(0) = Σinv. (2.37)
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However Σinv is trivial :
Σinv =
1
2
SΣ
∫
d2x φφ∗ − Σm . (2.38)
since the mass term Σm is trivial, according to (2.14). Therefore, the cohomology of SΣ
in the sector G = 0 is empty and the PST model in D = 2 is finite, up to possible non-
physical renormalizations of the field amplitudes which correspond to the trivial solution
of the cohomology equation (2.26).
It is important to mention that it remains the question of the massless limit mφ → 0,
since mφ is not a physical mass and has been introduced just as an infrared cut-off. This
kind of discussion can be found in [26] in the context of the two dimensional non-linear
sigma model and in [23] in connection with the BF model.
3 Finiteness of the D=6 model
3.1 The classical model
The extension of the PST action to dimension D=6 is given by [13, 14]
Σinv =
∫
d6x
(
−
1
6
F µνρFµνρ +
1
2(∂a)2
∂µa FµνρF
νρλ∂λa
)
, (3.1)
where Fµνρ ≡ ∂µAνρ + ∂ρAµν + ∂νAρµ is the field strength of the tensorial field Aµν ,
Fµνρ ≡ Fµνρ −
1
3!
ǫµνρσǫδF
σǫδ = −
1
3!
ǫµνρσǫδF
σǫδ , (3.2)
and a is a scalar auxiliary field.
The action (3.1) is invariant under the following set of four transformations:
δIAµν = 2 ∂[µαν] = ∂µαν − ∂ναµ , δIa = 0 ,
δIIAµν = 2φ[µ∂ν]a = φµ∂νa− φν∂µa , δIIa = 0 ,
δIIIAµν = βBµν , δIIIa = β , with Bµν ≡
Fµνρ∂ρa
(∂a)2
,
δIVAµν = fµν(a) , δIV a = 0 , with fµν(a) an arbitrary
function of a ,
(3.3)
where αµ, φµ and β are the infinitesimal parameters of the transformations.
As in D=2 we must require ∂µa∂µa 6= 0 and so split a(x) in a¯(x) and a
′(x) according
to (2.4).
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The BRST transformations, arising from the local symmetries of the set (3.3) are given
by
sAµν = 2 ∂[µαν] + 2φ[µ∂ν]a+ βBµν ,
sa′ = β,
sβ = 0 ,
sαµ = ∂µα + ∂µaω − φµβ ,
sφµ = −∂µω − ∂µaφ+ 2 ∂[µφν]
∂νaβ
(∂a)2
− Bµν
β∂νβ
(∂a)2
,
sα = −ωβ ,
sω = −φβ ,
sφ = −Bµν
β∂µβ∂νβ
(∂a)4
+ 2
∂µa
(∂a)4
∂[µφν]β∂
νβ +
∂µa
(∂a)2
∂µφβ. (3.4)
where αµ, φµ and β are now anticommuting ghosts with ghost number one. The fields
α, ω and φ are commuting ghosts with ghost number two, which were introduced to
fix the residual degrees of freedom coming from the reducible symmetries (the first two
symmetries of the set (3.3)). The latter have indeed three zero modes: αµ = ∂µX ;
φµ = ∂µaY ; αµ = ∂µaZ, φµ = −∂µZ.
In addition we have
sΣinv = 0 , s
2 = 0. (3.5)
Following the Batalin-Vilkovisky prescription [22] for theories with reducible symmetries
we implement the gauge-fixing action
Σgf = s
∫
d6x
(
α¯µ∂νAµν + φ¯
µAµν∂
νa+ φ¯′∂µaφµ + α¯∂
µαµ+
+φ¯∂µφµ + β¯a
′ + α¯µ∂µc¯+ φ¯
µ∂µac¯
′
)
, (3.6)
where we have introduced the antighosts α¯µ, φ¯µ, α¯, φ¯′, φ¯ and β¯, the Lagrange multipliers
πµ, ρµ, π, ρ′, ρ and b and the extra pairs of fields (c¯, λ) and (c¯′, λ′) transforming as
s C¯ = Π , sΠ = 0 , (3.7)
with C¯ = (α¯µ, φ¯µ, α¯, φ¯′, φ¯, β¯, c¯, c¯′) and Π = (πµ, ρµ, π, ρ′, ρ, b, λ, λ′).
Differently from the case D=2 there is no problem in the infrared limit because all
the propagators turn out to be integrable at small momenta in D=6. The UV dimensions
and ghost numbers of all fields introduced so far are shown in Table 2 and Table 3.
In order to get the Slavnov-Taylor identity we introduce the external field action
Σext =
∫
d6x
(
1
2
A∗µνsA
µν + α∗µsα
µ + φ∗µsφ
µ + α∗sα + ω∗sω + φ∗sφ
)
, (3.8)
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Aµν a
′ αµ φµ β α ω φ s
d 2 −1 1 2 −1 0 1 2 0
ΦΠ 0 0 1 1 1 2 2 2 1
Table 2: dimension d and ghost number ΦΠ.
α¯µ πµ φ¯µ ρµ α¯ π φ¯′ ρ′ φ¯ ρ β¯ b c¯ λ c¯′ λ′
d 3 3 4 4 4 4 4 4 3 3 7 7 2 2 2 2
ΦΠ −1 0 −1 0 −2 −1 −3 −2 −2 −1 −1 0 0 1 0 1
Table 3: dimension d and ghost number ΦΠ.
where A∗µν , α
∗
µ, φ
∗
µ, α
∗, ω∗ and φ∗ are external sources, with UV dimensions and ghost
numbers given in Table 4.
So, the total action is
Σ = Σinv + Σgf + Σext (3.9)
and the Slavnov-Taylor identity is written down as
S(Σ) =
∫
d6x
(
1
2
δΣ
δA∗µν
δΣ
δAµν
+
δΣ
δα∗µ
δΣ
δαµ
+
δΣ
δφ∗µ
δΣ
δφµ
+
δΣ
δα∗
δΣ
δα
+
δΣ
δω∗
δΣ
δω
+
δΣ
δφ∗
δΣ
δφ
+
+ β
δΣ
δa′
+ πµ
δΣ
δα¯µ
+ ρµ
δΣ
δφ¯µ
+ π
δΣ
δα¯
+ ρ′
δΣ
δφ¯′
+ ρ
δΣ
δφ¯
+ b
δΣ
δβ¯
+ λ
δΣ
δc¯
+ λ′
δΣ
δc¯′
)
= 0.(3.10)
From the Slavnov-Taylor identity we get the nilpotent linearized Slavnov-Taylor operator
SΣ =
∫
d6x
(
1
2
δΣ
δA∗µν
δ
δAµν
+
1
2
δΣ
δAµν
δ
δA∗µν
+
δΣ
δα∗µ
δ
δαµ
+
δΣ
δαµ
δ
δα∗µ
+
δΣ
δφ∗µ
δ
δφµ
+
+
δΣ
δφµ
δ
δφ∗µ
+
δΣ
δα∗
δ
δα
+
δΣ
δα
δ
δα∗
+
δΣ
δω∗
δ
δω
+
δΣ
δω
δ
δω∗
+
δΣ
δφ∗
δ
δφ
+
δΣ
δφ
δ
δφ∗
+
+ β
δ
δa′
+ πµ
δ
δα¯µ
+ ρµ
δ
δφ¯µ
+ π
δ
δα¯
+ ρ′
δ
δφ¯′
+ ρ
δ
δφ¯
+ b
δ
δβ¯
+ λ
δ
δc¯
+ λ′
δ
δc¯′
)
.(3.11)
The total classical action (3.9) obeys various constraints which can be extended to the
quantum level. Let us establish some of them, which will play a special role. First, the
A∗µν α
∗
µ φ
∗
µ α
∗ ω∗ φ∗
d 4 5 4 6 5 4
ΦΠ −1 −2 −2 −3 −3 −3
Table 4: dimension d and ghost number ΦΠ.
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integrated antighost equation for αµ and the non-integrated antighost equation for α are
∫
d6x
δΣ
δαµ
= 0 ,
δΣ
δα
= ∂µ∂µα¯− ∂
µα∗µ . (3.12)
The integrated equation of motion for a′, which expresses, up to a classical breaking, that
the action depends on a′ only through its derivatives, reads
∫
d6x
δΣ
δa′
=
∫
d6x b. (3.13)
Finally, there is a constraint between a and a′, which is also classically broken and ex-
presses that the action depends essentially on the combination a¯ + a′. It is given by
(
δ
δa′
−
δ
δa¯
)
Σ = b. (3.14)
3.2 Absence of anomalies and finiteness
As it was recalled in Section 2, the possible anomalies and non-trivial invariant countert-
erms are characterized by the following cohomology problem
SΣ∆
(G) = 0, (3.15)
where ∆(G) is an integrated, Lorentz invariant, local polynomial of UV dimension 6 and
ghost number G, with the candidates for anomalies in the sector G = 1 and the possible
invariant counterterms in the sector G = 0.
According to [20] the constraints (3.12 - 3.14) can be implemented at the quantum
level. It follows that ∆(G) obeys the same constraints, but with their right-hand sides set
to zero. Hence, in particular, it will depend on αµ through its derivatives only, and it will
not depend on α.
In order to solve (3.15), we expand SΣ according to a counting operator, like (2.28),
acting on all fields. So, we can write down the following expansion for SΣ :
SΣ = S
0
Σ + S
1
Σ + ... (3.16)
However, instead of simply studying the cohomology of S
0
Σ as we did in the case D=2, we
will introduce two new filtrations, one of them corresponding to an expansion in powers of
φ and the other in terms of (φµ, ω, α). Denoting the corresponding n-th order parameters
as S˜nΣ and S
n
Σ, respectively, we get
S
0
Σ = S˜
0
Σ + S˜
1
Σ ,
S˜0Σ = S
0
Σ + S
1
Σ , (3.17)
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with the expansions stopping in order 1 since S
0
Σ and S˜
0
Σ are at most linear in φ and (φµ,
ω, α), respectively.
These new filtrations are very suitable, as it will be seen below, since they produce
more doublet pairs, all of them being left in the trivial sector of the cohomology.
Our aim now is to show that the cohomology of S0Σ is trivial, which implies that the
cohomology of SΣ is empty. The S0Σ-transformations are
S0ΣAµν = 2∂[µαν] , S
0
Σαµ = 0 ,
S0Σa
′ = β , S0Σβ = 0 ,
S0Σφ = 0 , S
0
Σα = 0 ,
S0Σφµ = −∂µω , S
0
Σω = 0 ,
S0ΣΦ
∗ =
δΣ
δΦ
∣∣∣∣∣
order 0
,
(3.18)
with Φ∗ = (A∗µν , φ
∗
µ, α
∗
µ, α
∗, ω∗, φ∗) and Φ = (Aµν , φµ, αµ, α, ω, φ).
The transformations of the antighosts, Lagrange multipliers and pairs of extra fields
(c¯, λ) and (c¯′, λ′) remain identical to their BRST transformations as listed in (3.7).
Besides the doublets involving the antighosts, the Lagrange multipliers and the extra
fields, there is a further doublet in (3.18), namely (a′, β), which eliminates the possibility
of having fields with negative dimension in the cohomology of S0Σ. Moreover, in the space
of non-integrated local polynomials, φµ and its symmetric derivatives compose doublets
with derivatives of ω.
Beginning with the cocycles involving the external fields, we can write down the most
general dependence on the latters as
∆
(G)
ext =
∫
d6x
(
1
2
A∗µνX
(G+1)µν + α∗µX
(G+2)µ + φ∗µY
(G+2)µ + α∗X(G+3) + ω∗Y (G+3) +
+φ∗Z(G+3)
)
+ terms independent of the antifields. (3.19)
where X(G+1)µν , X(G+2)µ, Y (G+2)µ, X(G+3), Y (G+3) and Z(G+3) are arbitrary polynomials
independent of the external fields.
Solving the condition of S0Σ-invariance of (3.19), we can show, in a similar way as in
D = 2, that the dependence on the external fields is S0Σ-trivial.
Once the antifields have been eliminated, the cohomology may depend on the remain-
ing fields which do not belong to doublets. In particular, at the non-integrated level, the
cohomology will depend only on ∂[ρAµν], ∂[µφν], φ, ∂(µαν)
5, their derivatives, and ω.
5 ∂(µαν) denotes symmetric derivative in µ, ν
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The cocycles independent of the external fields will be denoted as
∆(G) =
∫
d6x Q(G)(x) . (3.20)
The condition of S0Σ-invariance leads to the following set of descent equations:
S0ΣQ
(G+k)
[µ1..µk]
= ∂λQ
(G+k+1)
[µ1..µkλ]
(3.21)
with k = 0, .., 6 and, since the dimension of the space-time is equal to 6, Q
(G+7)
[µ1..µ7]
= 0.
The dimension and ghost number of the fields forbid any possible non-trivial solution
in the sector G = 1, implying the absence of anomaly in the theory.
In the sector G = 0, the most general solution for the top level of the descent equations
reads
Q(0) = Ω(∂[ρAµν], a¯), (3.22)
where Ω(∂[ρAµν], a¯) is a polynomial depending on ∂[ρAµν], with coefficients as arbitrary
funcions of a¯.
The condition of invariance under the full operator SΣ, the constraints (3.13) and
(3.14) being taken into account, leads to
∆(0) = Σinv , (3.23)
where Σinv is the invariant action (3.1). However, the latter is a trivial cocycle:
Σinv =
1
2
SΣ
∫
d6x
(
1
2
A∗µνA
µν − α∗µα
µ − φ∗µφ
µ + α∗α + ω∗ω + φ∗φ
−α¯µ∂νAµν − φ¯
µAµν∂
νa− φ¯′∂µaφµ − α¯∂
µαµ − φ¯∂
µφµ
)
. (3.24)
As a conclusion, the PST model in D = 6 is finite up to non-physical renormalizations.
4 The PST model in D=4
A p-form gauge potential, with non-vanishing (p + 1)-form self-dual field strength in a
Minkowski space-time, can only exist in dimensions D = 2(p+1) for p even, what restricts
the relevant dimensions to 2, 6, 10, ...
In order to cross over this restriction and define a covariant duality symmetric action
in D = 4, the PST recipe [13] is to introduce two gauge potentials Aaµ, a = 1, 2, the
self-duality condition being now a duality relation between the two field strengths F aµν of
the theory.
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The PST action in D = 4 is
Σinv =
∫
d4x
(
−
1
8
F aµνF aµν −
1
4(∂a)2
∂µa FaµνF
aνρ∂ρa
)
(4.1)
where F aµν ≡ ∂µA
a
ν − ∂νA
a
µ is the field strength of the gauge potential A
a
µ, a is a scalar
auxiliary field and
Faµν ≡ L
abF bµν −
1
2
ǫµνρσF
aρσ =
1
2
ǫµνρσL
abF bρσ , (4.2)
where L is the antisymmetric (2× 2)-matrix with L12 = 1.
The action (4.1) has the following symmetries (we only display the non-zero varia-
tions):
δIA
a
µ = ∂µα
a ,
δIIA
a
µ = φ
a∂µa ,
δIIIA
a
µ = βBˆ
a
µ , δIIIa = β , with B
a
µ ≡
Faµν∂
νa
(∂a)2
and Bˆaµ = L
abBbµ ,
δIVA
a
µ = f
a
µ(a) , with f
a
µ(a) an arbitrary function of a . (4.3)
We again must require ∂µa∂µa 6= 0 and so split a(x) in a¯(x) and a′(x) according to (2.4).
The set of local symmetries in (4.3) leads to the following BRST transformations :
sAaµ = ∂µα
a + φa∂µa + βBˆ
a
µ,
sa′ = β,
sβ = 0 ,
sαa = −βφa ,
sφa =
β
(∂a)2
(∂µa∂µφ
a − Bˆaµ∂
µβ) , (4.4)
where αa,φa and β are now Faddeev-Popov ghosts.
Following the same steps as before, we write down the total action as
Σ = Σinv + Σgf + Σext, (4.5)
with Σinv given in (4.1) and
Σgf = s
∫
d4x (α¯a∂µAaµ + φ¯
aAaµ∂
µa+ β¯a′),
Σext =
∫
d4x (A∗aµ sA
aµ + α∗asαa + φ∗asφa), (4.6)
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where we have introduced the external fields coupled to the non-linear BRST transfor-
mations, as well as antighosts and Lagrange multipliers, transforming as
s C¯ = Π , sΠ = 0 , (4.7)
with C¯ = (α¯a, φ¯a, β) and Π = (πa, ρa, b).
The dimension and ghost number of all fields are displayed below in Table 5.
Aaµ a
′ β αa φa β¯ b α¯a πa φ¯a ρa A∗aµ α
∗a φ∗a s
d 1 −1 −1 0 1 5 5 2 2 3 3 3 4 3 0
ΦΠ 0 0 1 1 1 −1 0 −1 0 −1 0 −1 −2 −2 1
Table 5: dimension d and ghost number ΦΠ.
The Slavnov-Taylor identity obeyed by the total classical action (4.5) is found to be
S(Σ) =
∫
d4x
(
δΣ
δA∗aµ
δΣ
δAaµ
+
δΣ
δα∗a
δΣ
δαa
+
δΣ
δφ∗a
δΣ
δφa
+
+ β
δΣ
δa′
+ πa
δΣ
δα¯a
+ ρa
δΣ
δφ¯a
+ b
δΣ
δβ¯
)
= 0, (4.8)
which leads to the following nilpotent linearized Slavnov-Taylor operator :
SΣ =
∫
d4x
(
δΣ
δA∗aµ
δ
δAaµ
+
δΣ
δAaµ
δ
δA∗aµ
+
δΣ
δα∗a
δ
δαa
+
δΣ
δαa
δ
δα∗a
+
+
δΣ
δφ∗a
δ
δφa
+
δΣ
δφa
δ
δφ∗a
+ πa
δ
δa¯a
+ ρa
δ
δφ¯a
+ b
δ
δβ¯
)
. (4.9)
The total classical action (4.5) obeys again strong constraints, which can be extended
to the quantum level and are important in the study of the cohomology of SΣ. The
integrated antighost equation for α, the integrated equation of motion for a′ and the
constraint between a′ and a¯ are respectively given by
∫
d4x
δΣ
δαa
= 0,∫
d4x
δΣ
δa′
=
∫
d4x b,(
δ
δa′
−
δ
δa¯
)
Σ = b. (4.10)
The cohomology of SΣ can be suitably analyzed by expanding it first according to a
counting operator like (2.28), acting on all fields, and then by expanding the lowest order
contribution of this series in powers of φa only. Following exactly the same procedure
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as in the cases D = 2 and D = 6 the cohomology of the lowest contribution of the
last expansion (in powers of φa) is shown to be empty in the sector with ghost number
1, implying the absence of anomaly. For ghost number 0 we find, at lowest order, the
quadratic part of the invariant action (4.1), which corresponds to the full invariant action
for the exact SΣ operator. However, this term again is SΣ-trivial:
Σinv =
1
2
SΣ
∫
d4x
(
A∗aµ A
aµ − α∗aαa − φ∗aφa − α¯a∂µAaµ − φ¯
aAaµ∂
µa
)
, (4.11)
hence the model is finite.
5 Conclusions
We have shown, by a purely algebraic analysis independent of any regularization scheme,
the absence of gauge anomaly and the finiteness of the PST model – up to possible
singularities absorvable by local field redefinitions – in two, four and six dimensions.
Both results were established by proving that the BRST cohomology is trivial in the
sectors with ghost numbers 0 and 1. We believe it is possible to extend this proof to all
dimensions for which the PST model can be defined. This is a topic we still intend to
exploit.
Another point worth to be noticed concerns the implementation of the self-duality
constraint at the quantum level. As said before it can be obtained at the classical approx-
imation by means of the equation of motion of φ and the global symmetry present in the
PST model – e.g. given by the transformation (2.3), in the 2-dimensional case. However,
the implemention of this argument at the quantum regime is still an open problem. In
particular, the validity of the global symmetry has not been shown yet. This kind of
discussion remains for future work.
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