Разработка критерия качества сетевого обслуживания на основе измерений доступной пропускной способности by Султанов, Т.Г.
 
International Scientific Conference 
“Advanced Information Technologies and Scientific Computing” PIT 2013 
 
 369
 Даже после решения своей задачи каждый агент не останавливается, а про-
должает пытаться улучшить свое положение. 
Таким образом, итоговый план строится как динамическое равновесие 
интересов агентов задач, которые ведут переговоры о своем положении в рас-
писании ресурсов и планируют свою работу за счет сдвигов, исходя из допу-
стимых отклонений моментов начала выполнения задач от предпочитаемого 
времени.  
Заключение 
Построенная система будет отличаться высокой масштабируемостью и 
возможностью оперативного реагирования на возникающие события. Динами-
ческое поддержание расписания в процессе переговоров агентов спутников, ра-
бот и ресурсов позволит учитывать меняющиеся внешние условия, связанные с 
изменением условий передачи данных, параметров орбиты, отказом оборудова-
ния спутников, перегрузкой каналов связи и др. 
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Задача анализа качества обслуживания – (Quality of Service) – QoS в со-
временных сетях с каждым годом становится все более востребованной [2]. Под 
качеством обслуживания понимают способность сети обеспечить разный уро-
вень приоритетов различным приложениям, а также вероятность гарантии 
определенного уровня производительности для потока данных. В настоящее 
время вместе с планомерным увеличением скоростей передачи данных в теле-
коммуникациях увеличивается доля интерактивного трафика, крайне чувстви-
тельного к параметрам среды транспортировки. Современные Интернет-
провайдеры предлагают сервис, обеспечивающий заданный уровень качества 
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обслуживания. В результате наблюдается заметный рост, как пользователей, 
так и широкого спектра приложений. Для достижения этого Интернет-
провайдеры должны тщательно управлять резервированием и распределением 
сетевых ресурсов для гарантированного выполнения необходимых требований. 
В зависимости от предоставляемого уровня качества обслуживания формирует-
ся стоимость сервиса для конечного пользователя. В связи с этим обеспечение 
требований для достижения заданного уровня качества обслуживания является 
одним из ключевых направлений в сетевых технологиях на сегодняшний день. 
В сетях с коммутацией пакетов четырьмя параметрами, характеризую-
щими QoS, являются: пропускная способность канала [3], задержка пакета, 
процент потери пакетов при прохождении по сети и сетевой джиттер. Требова-
ния к величине каждого из вышеописанных параметров для заданного сервиса 
формируют различные классы качества обслуживания. Гарантии выполнения 
требований качества обслуживания [4] играют большую роль в случаях, когда 
пропускной способности сети недостаточно, например, для приложений реаль-
ного времени, обеспечивающих передачу аудио и видео контента, онлайн-игр и 
IP-телевидения, так как они требуют фиксированной скорости передачи и до-
вольно чувствительны к задержкам. Следует отметить, что в сотовых сетях пе-
редачи данных, где пропускная способность является ограниченным ресурсом, 
предоставление заданного уровня качества обслуживания является приоритет-
ной задачей. 
В настоящей работе наиболее актуальной задачей является поиск крите-
рия, разграничивающего классы качества обслуживания в современных сетях. 
Решение данной задачи позволяет проверить соответствие теоретически рас-
считанных классов качества обслуживания фактически предоставляемому сер-
вису. 
В работе [1] было показано, что доступную пропускную способность 
(ДПС) для составных каналов можно рассчитать с помощью следующего выра-
жения: 
 
 , (1) 
где D1, D2 – задержки первого и второго пакетов соответственно, [c]; 
 W1, W2 – размеры первого и второго пакетов соответственно, [бит]. 
Для решения вопроса о применимости модели была найдено выражение, 
позволяющее оценить ошибку в измерении доступной пропускной способности 
в зависимости от точности измерения задержки [5]: 
 , (2) 
где  – относительная погрешность измерения доступной пропускной способ-
ности;  – абсолютная погрешность измерения доступной пропускной спо-
собности, бит/с;  – точность измерения задержки пакета, с.  
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Уравнение (2) позволяет решить вопрос о разграничении классов обслу-
живания трафика. Следует отметить, что точность измерения задержки пакетов 
 разница в их величине  есть величины постоянные. С помощью не-
сложных преобразований получим следующее соотношение: 
 , (3) 
где  – константа, а , где n – число классов обслуживания.   
Таким образом, классы обслуживания должны различаться величиной 
ДПС таким образом, что разница между ДПС соседних классов должна быть 
пропорциональна квадрату ДПС текущего класса.  
Однако данный критерий недостаточно удобен для применения на прак-
тике, так как при настройке реальных систем применяются ограничения, накла-
дываемые на задержку. Если предположить, что разница между классами опи-
сывается функцией , зависящей от параметров качества обслужива-
ния (  – общая задержка пакета,  – величина джиттера,  – процент потери 
пакетов,  – доступная пропускная способность), то можно определить данные 
ограничения. Учитывая, что произведение  остается неизменным незави-
симо от класса обслуживания, то в таком случае функцию  можно 
определить как: 
   (4) 
Следовательно, величина разницы между значениями задержек пакетов 
соседних классов, есть величина постоянная. Стоит отметить, что речь идет об 
абсолютных значениях задержки, которые задаются для каждого из классов. 
Для поиска значения  воспользуемся функцией распределения  
для задержки из работы [26]. Если предположить, что в высший класс QoS по-
падает  процентов пакетов, где , то в этом случае  можно 
определить как:  
  (5) 
где  – величина джиттера. 
Таким образом, располагая величиной необходимого процента пакетов, 
который должен попадать высший класс, можно рассчитать величину разницы 
между значениями задержек пакетов соседних классов. Это и есть найденный 
нами основной критерий разграничения ДПС между классами QoS. 
Для проверки критерия разграничения классов обслуживания был прове-
ден эксперимент в симуляторе NS-2, имитирующий работу сети с несколькими 
классами обслуживания. В процессе имитации передаются пакеты разной вели-
чины для того, чтобы можно было измерить доступную пропускную способ-
ность с помощью методики, предложенной ранее. Имитировалась передача па-
кетов размеров – 150Б и 100Б для каждого класса. Емкость каждого канала пе-
редачи данных равна 100 Мбит/c, минимальная величина задержки – 1 мс. Дли-
тельность симулирования задана равной 10 с. Точность измерения задержки 
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 для симулятора NS-2 равна  с. Значение ADC для каждого последую-
щего класса устанавливается на 0,5 мс больше, в то время как параметры ALC, 
RDC и RLC не задаются. Параметры классов обслуживания для проводимого 
эксперимента представлены в таблице 1. 
Таблица 1 – Параметры классов обслуживания в NS-2 симуляторе: 
Номер класса 
обслуживания 1 2 3 4 5 6 7 8 9 10 
ADC, мс 5,0 5,5 6,0 6,5 7,0 7,5 8,0 8,5 9,0 9,5 
По результатам симулирования рассчитаны средние значения задержек пе-
редачи пакетов разной величины для каждого класса обслуживания, а также 
значения доступной пропускной способности (согласно формуле (1)). Стоит 
отметить, что для проверки критерия была  рассчитана разница  между ДПС 
соседних классов согласно формуле (3), а также найдена фактическая величина 
, полученная на основе экспериментальных данных. Результаты данных 
расчетов представлены в таблице 2. 
Исходя из представленных в таблице 2 результатов расчета, очевидно, что 
при увеличении абсолютных ограничений задержки в NS-2 симуляторе, наблю-
дается уменьшение величины ДПС при переходе от одного класса к другому. 
При этом величина разницы ДПС между соседними классами, полученная в хо-
де экспериментов  хорошо согласуется с расчетной величиной разницы 
ДПС между соседними классами . Проведенные расчеты свидетельствуют о 
том, что разница между ДПС соседних классов должна быть пропорциональна 
квадрату ДПС текущего класса. При этом величина абсолютного значения за-
держки для каждого класса устанавливалась с шагом 0,5 мс, то есть  = 0,5 
мс. Таким образом, согласно предлагаемому критерию становится возможным 
вводить классы обслуживания, обеспечив строгое выполнение требований SLA 
к величине ДПС. 
Таблица 2 – Расчеты для критерия разграничения доступной пропускной спо-
собности: 
Номер класса 




Мбит/c , Мбит/с 
, 
Мбит/с 
1 5,067 5,026 0,005 9,75610 0,45377 0,47591 
2 5,401 5,358 0,005 9,30233 0,41344 0,43267 
3 5,851 5,806 0,005 8,88889 0,37825 0,39506 
4 6,632 6,585 0,005 8,51064 0,34737 0,36215 
5 6,867 6,818 0,005 8,16327 0,32013 0,33319 
6 7,510 7,459 0,005 7,84314 0,29597 0,30757 
7 8,129 8,076 0,005 7,54717 0,27444 0,28480 
8 8,457 8,402 0,005 7,27273 0,25518 0,26446 
9 8,866 8,809 0,005 7,01754 0,23788 0,24623 
10 9,425 9,366 0,005 6,77966 --- --- 
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МОДЕЛИРОВАНИЕ СЛОЖНЫХ СИСТЕМ В СРЕДЕ MVSTUDIUM 
(Башкирский государственный педагогический университет 
им.М.Акмуллы) 
Визуальное (графическое) программирование - программирование, при 
котором разработка ведется при помощи визуальных объектов. Вместе с опре-
делением визуального программирования рассматриваются такие понятия как: 
− графический язык программирования – язык программирования со своим 
синтаксисом; 
− визуальные средства разработки – средства проектирования интерфейсов. 
Языки визуального (графического) программирования классифицируются 
в зависимости от типа и степени визуализации на такие типы, как: 
− языки на основе объектов – визуальная среда программирования 
представляет графические элементы, которые управляются интерактивным 
способом в соответствии с некоторыми правилами; 
− языки с интегрированной средой разработки, в которых для 
проектирования интерфейса применяются формы, с возможностью 
настройки их свойств(Delphi, C++ Builder). 
− языки схем – основаны на идее «фигур и линий», которые 
рассматриваются как субъекты и соединяются линиями, представляющие 
отношения. 
В визуальном программировании  используется специальные объемные и 
плоские графические среды, то есть 3D и 2D моделирование. А также важно то, 
