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Abstract
Hypersonics represents one of the most challenging applications for predictive science. Due to the
multi-scale and multi-physics characteristics, high-Mach phenomena are generally complex from
both the computational and the experimental perspectives. Nevertheless, the related simulations
typically require high accuracy, as their outcomes inform design and decision-making processes
in safety-critical applications. Ab initio approaches aim to improve the predictive accuracy by
making the calculations free from empiricism. In order to achieve this goal, these methodologies
move the computational resolution down to the interatomic level by relying on first-principles
quantum physics. As side effects, the increase in model complexity also results in: i) more physics
that could be potentially misrepresented and ii) dramatic inflation of the computational cost. This
thesis leverages machine learning (ML), uncertainty quantification (UQ), data science, and reduced
order models (ROMs) for tackling these downsides and improving the predictive capabilities of ab
initio Hypersonics.
The first part of the manuscript focuses on formulating and testing a systematic approach to
the reliability assessment of ML-based models based on their non-deterministic extensions. In
particular, it introduces a novel methodology for the quantification of uncertainties associated with
potential energy surfaces (PESs) computed from first-principles quantum mechanical calculations.
The methodology relies on Bayesian inference and ML techniques to construct a stochastic PES and
to express the inadequacies associated with the ab initio data points and their fit. The resulting
stochastic surface is efficiently forward propagated via quasi-classical trajectory (QCT) and master
equation calculations by combining high fidelity calculations and reduced order modeling. In this
way, the PES contribution to the uncertainty on predefined quantities of interest (QoIs) is explicitly
determined. This study is done at both microscopic (e.g., rovibrational-specific rate coefficients)
and macroscopic (e.g., thermal and chemical relaxation properties) levels. A correlation analysis is
ii
finally applied to identify the PES regions that require further refinement, based on their effects on
the QoI reliability. The methodology is applied to the study of singlet (11A′) and quintet (25A′)
PESs describing the interaction between O2 molecules and O atoms in their ground electronic state.
The investigation of the singlet surface reveals a negligible uncertainty on the kinetic properties and
relaxation times, which are found to be in excellent agreement with the ones previously published
in the literature. On the other hand, the methodology demonstrated significant uncertainty on
the quintet surface due to inaccuracies in the description of the exchange barrier and the repulsive
wall. When forward propagated, this uncertainty is responsible for the variability of one order
of magnitude in the vibrational relaxation time and of factor four in the exchange reaction rate
coefficient, both at 2 500 K.
The second part of this thesis presents a data-informed and physics-driven coarse-graining strategy
aimed to reduce the computational cost of ab initio simulations. At first, an in-depth discussion
of the physics governing the non-equilibrium dissociation of O2 molecules colliding with O atoms
is proposed. A rovibrationally-resolved database for all of the elementary collisional processes is
constructed by including all nine adiabatic electronic states of O3 in the QCT calculations. A
detailed analysis of the ab initio data set reveals that, for a rovibrational level, the probability
of dissociating is mostly dictated by its deficit in internal energy compared to the centrifugal
barrier. Due to the assumption of rotational equilibrium, the conventional vibrational-specific
calculations fail to characterize such a dependence, and the new ROM strategy is proposed based
on this observation. By relying on a hybrid technique made of rovibrationally-resolved excitation
coupled to coarse-grained dissociation, the novel approach is compared to the vibrational-specific
model and the direct solution of the rovibrational state-to-state master equation. Simulations
are performed in a zero-dimensional isothermal and isochoric chemical reactor for a wide range
of temperatures (1 500 - 20 000 K). The study shows that the main contribution to the model
inadequacy of vibrational-specific approaches originates from the incapability of characterizing
dissociation, rather than the energy transfers. Even when constructed with only twenty groups
and only 20% of the original computational cost, the new reduced order model outperforms the
vibrational-specific one in predicting all of the QoIs related to dissociation kinetics. At the highest
temperature, the accuracy in the mole fraction is improved by 2 000%.
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A vehicle traveling at hypersonic speed undergoes severe convective and radiative heat fluxes, the
root causes of which can be detected in the air-/space-craft’s kinetic energy being partially con-
verted into the internal modes of the surrounding flow. The shock wave standing in front of the
vehicle enhances the strength of the collisions between the atoms and the molecules composing
the gas mixture; consequently, the populated high-energy quantum states of the particles strongly
contribute towards changing the gas chemical composition and emitting radiation. The heat fluxes
are functions of the gas mixture’s properties (e.g., the composition of the planetary atmosphere,
flight altitude, and possible ablated materials) and of the vehicle’s characteristics (e.g., shape, di-
mensions, and configuration) [1, 118]. Because of the coupling effects implicated by radiation and
ablation, the multidisciplinary nature of the problem, and the multiple scales affected, the predic-
tions of the heat fluxes and the related material responses are the results of extremely demanding
and challenging simulations, from both the computational and the experimental points of view [41].
Nevertheless, a reliable characterization of the thermal stresses experienced by the hypersonic ve-
hicle is required in order to design an appropriate thermal protection system (TPS) [38]. A TPS is
a set of components that shields the air-/space-craft, or some of its regions, from extreme heating.
In most hypersonic flight applications, such as atmospheric (re-)entry, the TPS is a single-point-
of-failure (i.e., the mission accomplishment vitally depends on the system’s success). The system
is then safety-critical and, at the same time, hard to be modeled in all its environment. These
two characteristics enforce the adoption of generous margins of safety during the design process,
intending to account for possible uncertainties and errors in predicting the quantities of interest
(QoIs). When an improvement in modeling the problem translates into an uncertainty reduction
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on the heat flux computations, the previous margin of safety becomes over-conservative and can
be relaxed, with remarkable benefit for the mission effectiveness and/or costs.
For today’s Hypersonics and many other scientific communities (e.g., plasma physics and mate-
rial science), the predictive science paradigm consists of avoiding empiricism by integrating first-
principles quantum chemistry into computational models. The resulting methodologies are defined
as ab initio approaches [22, 28, 36, 60, 114, 120]. One example is the PES-to-rate coefficients
strategy [60], which is becoming the method of choice for first-principles Hypersonics. This ap-
proach, which will be described in detail starting from the next section, can be briefly summarized
as follows. In order to simulate a single collision between some of the particles composing the gas
mixture surrounding the vehicle, a large number of geometrical arrangements are first selected for
the colliding atoms. The solutions of the electronic Schrödinger equation are computed at such
spatial points, and the so obtained energies are then fitted to an analytical expression: the potential
energy surface (PES). A PES represents the energy of atomic interactions at arbitrary geometries,
and its gradients can be used as source terms in the Hamiltonian equations for computing the tra-
jectories of the colliding particles, based on the quasi-classical trajectory method (QCT) [66]. By
simulating an ensemble of collisions starting from different initial conditions (i.e., target-projectile
orientations) and repeating the process for a set of molecules’ initial quantum states and target-
projectile relative velocities, it is then possible to obtain the state-to-state (StS) cross-sections.
Finally, by integrating each cross-section over a Maxwellian distribution of translational energies,
StS rate coefficients can be computed. These quantities represent the rates at which the molecule
quantum states become populated or depleted due to collisional processes. By employing them
in computational fluid dynamics (CFD) calculations, the nonequilibrium kinetic processes can be
simulated, and the QoIs for the TPS design (e.g., heat fluxes on the vehicle’s surface) can be finally
predicted. Theoretically, the introduction of fully physics-based ab initio methodologies should
result in predictive capabilities that have never been achieved in the past. In practical terms, the
increase in the model complexity has two main side effects.
Firstly, more capacity also translates into more physics that could be potentially misrepresented,
in analogy with the idea of overfitting in statistics. Only when a systematic and consistent ap-
proach to quantifying errors and uncertainties affecting these augmented models is completed, will
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Figure 1.1: Schematics of the ab initio computational framework for nonequlibrium flows.
an actual relaxation of the aforementioned margins of safety for the TPS design be fully justi-
fied. This fact motivates the effort that the hypersonic community has been addressing for the
last 10 years into representing and quantifying the uncertainties related to CFD [15, 51], radiation
[64, 100, 101, 115, 152], material response and ablation [127]. Simultaneously, less has been done
to characterize the uncertainties on modeling the rovibrational kinetic processes.
Secondly, improving the microscopic resolution on the nonequilibrium flow around the hypersonic
vehicle increases the computational cost of already dramatically expensive simulations. Resolving
each of the rovibrational states in the gas mixture is computationally impracticable at the moment.
As a consequence, the energy states need to be clustered before performing CFD simulations, and
the nonequilibrium properties are computed at the group of states level based on the so-called
coarse-grained (CG) models [48, 85]. The resulting ab initio computational framework is repre-
sented in Fig. 1.1. In order to preserve the potential accuracy gained from the first-principles
calculations of the atomic interactions, the rovibrational states must be grouped consistently with
the nonequilibrium kinetics.
1.2 Literature Review
1.2.1 Ab Initio Potential Energy Surfaces and Associated Uncertainties
The ab initio methodologies mentioned above rely on the construction of the potential energy sur-
faces (PESs), followed by scattering calculations based on quasi-classical dynamics [60, 66, 134]
or quantum mechanics [61, 163, 164, 167]. To this aim, the energies for a large number of geo-
metrical configurations of the atoms included in the chemical system are computed by solving the
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electronic Schrödinger equation and fitted to an analytical expression: the PES [60]. In recent
years, the availability of ever-increasing computational resources has enabled the construction of
many high-fidelity ab-initio-based surfaces for a large number of chemical systems. Examples in-
clude the set of surfaces for O2+O [150], N2+N [39, 58], NNO [33], NOO [132], COO [136], and
CNO [72]. In QCT calculations [60, 66], the PESs are used for producing StS rate coefficients by
simulating an ensemble of collisions starting from different initial conditions (i.e., target-projectile
orientations, initial quantum states, etc.). The availability of ab initio rate coefficients for el-
ementary collisional processes has enabled the development of rovibrational-specific (RVS) StS
models [4, 5, 69, 70, 82, 114]. These approaches allow for the detailed study of kinetic processes
under strong nonequilibrium conditions, for which the populations of the internal energy levels
significantly depart from the equilibrium Boltzmann distribution. Many research areas, such as
combustion, atmospheric chemistry, astrochemistry, and hypersonics, rely on ab initio rate coeffi-
cients for high-resolution simulations. In some applications, the outcomes of these calculations are
employed for decision-making or design processes, as in the case of TPSs for (re)-entering capsules.
Despite its importance, very little work has been done so far to assess the reliability of the overall
ab initio methodology (i.e., from PES to macroscopic quantities). Recently, Jaffe et al. made a
first attempt at validating the PESs for N2+N and N2+N2 from NASA Ames [57, 58] and the
surface for N2+N2 from the University of Minnesota [120] by comparing thermal and quasi-steady-
state (QSS) [81] dissociation rates to shock-tube experiments [56]. The good agreement between
the ab initio calculations and the experimental data justifies the need for the use of high-fidelity
first-principles approaches. However, while the results from these two previous studies suggest a
not negligible sensitivity to the accuracy of the PES, a more systematic framework is necessary to
quantify the uncertainty associated with the ab-initio-based methodology and its potential impact
on the nonequilibrium kinetics.
The ab initio approach, briefly outlined above, bears multiple sources of uncertainties:
• Solution of the electronic Schrödinger equation: the values of the interaction potential at the
selected atomic spatial configuration are not known exactly, due to unavoidable truncation
errors in the series expansions, or selection of the atomic orbital basis set, and/or simpli-
fying assumptions in the mathematical formulation (e.g., approximation of the correlation
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energies);
• PES fitting/interpolation technique: in order to be applied to the simulation of atomic colli-
sions, the potential energy needs to be formulated as a continuous surface, differentiable with
respect to the atomic spatial coordinates. The procedure of constructing the PES starting
from the ab initio data points generally varies from one research group to another. Tradi-
tionally, it is either based on a combination of compact support analytical functions [58, 136],
or on ad hoc fitting methods (e.g., permutation invariant polynomials (PIPs) [17]), or on
ad hoc interpolation techniques (e.g., reproducing kernel Hilbert space (RKHS) [49, 50, 146]
and interpolating moving least-squares (IMLS) [95, 125]). In the past twenty years, the con-
struction of ab initio PESs has benefited from the use of machine learning (ML), allowing for
the automation of the fitting procedure. Artificial neural networks (NNs) [11, 13], Gaussian
processes (GPs) [9, 30, 47, 71], and many other ML techniques successfully approached the
problem as regression analysis. For a detailed description of these strategies, the interested
reader can refer to the review articles [19, 133].
• Determination of the cross-sections by means of QCT calculations: to predict the values of the
RVS StS cross-sections, the QCT method neglects quantum effects, such as zero-point energy
conservation and tunneling [79]. Moreover, the Monte Carlo (MC) integration performed
over the space of target-projectile initial conditions generates an error inversely proportional
to the square root of the number of trajectories simulated.
• Fitting of rate coefficients: StS rate coefficients are obtained over a range of translational
temperatures. An analytical function (e.g., Arrhenius form) is then used for extrapolating
their values at a generic temperature.
Of the possible sources of uncertainty presented in the list above, the ones due to the MC integration
and the fitting of rate coefficients can be easily quantified [135]. On the contrary, the representation
of uncertainties generated by the construction of PESs from ab initio data constitutes the focus of
the present work.
For PESs generated via Gaussian process regression, the uncertainty bound intrinsically accom-
panies the prediction of the potential energy at a generic atomic configuration [74, 126]. Recently,
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this distinctive attribute of GPs has been exploited for constructing PESs based on active learning
approaches [46, 147]. One of the most successful examples is the work by Vargas-Hernández et
al. [151], which reconstructed the H3 and OH3 PESs from the observed exchange reaction proba-
bilities of H2 and HO, as a solution of an inverse quantum scattering problem. Unfortunately, GPs
have the drawback of being significantly slow to be evaluated, and their cost escalates with the
number of training points [65, 74, 124, 126] rendering them impractical to use in many applications.
An example is given by the simulation of nonequilibrium hypersonic flows. These calculations gen-
erally rely on quasi-classical dynamics [114, 134], which require the evaluation of the PES gradients.
For a GP-based PES, the cost of evaluating derivatives is O(nd), where n is the number of train-
ing points, and d is the surface dimensionality [35, 160]. Moreover, at high temperatures, all the
rovibrational energy levels of the molecules become significantly populated. This means that tens
of millions of reaction probabilities need to be computed [4, 114], requiring billions of trajectory
calculations.
Neural networks constitute an efficient alternative to GPs [65, 83]. However, in their classical
formulation, they are deterministic tools and do not quantify the uncertainty in the prediction.
When constructed based on an NN, the training process of the PES relies on the minimization
of a loss function (e.g., root-mean-square error, RMSE) for a subset of the ab initio data points.
This procedure corresponds to a maximum likelihood estimation (MLE) of the parameters, which
is just a single point prediction of the optimal values for weights and biases [109]. Following this
approach to ML, the error associated with the fit can only be estimated at the data points (i.e.,
only where the ab initio data energy is known), and cannot be characterized at a generic spatial
configuration. In addition, QCT calculations require the use of spatial gradients of the PESs, and
a simple comparison of the predicted potential energies with the ab initio data points is inadequate
to assess the reliability of the surface.
Contextualizing the discussion by Kennedy and O’Hagan [67], the sources of uncertainties on
an NN-based PES can be distinguished in:
• Error in the data set, which is the error in the solution of the electronic Schrödinger equation;
• Parameter uncertainty. The algorithm adopted for training the surrogate PES estimates
parameter values that are only approximations of their optima. Moreover, these estimates
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are generally sensitive to hyper-parameters (e.g., learning rate), and initialization (e.g., initial
values of weights and biases) [80];
• Model inadequacy (also called structural inadequacy), which is the error due to the deficiencies
or limitations of the model structure (e.g., symmetry functions, number of layers, number of
neurons per layer, activation functions, etc.). The universal approximation property of NNs
states that ”Multilayer feedforward networks with as few as a single hidden layer and an
appropriately smooth hidden layer activation function are capable of an arbitrarily accurate
approximation to an arbitrary function and its derivatives.” [52]; in practice, the number of
neurons and the approximation capabilities are constrained, on the one hand, by the risk of
over-fitting due to the limited training data available, and, on the other hand, by the cost of
the PES evaluations during molecular simulations.
Li et al. [80] already identified the need for robust and systematic uncertainty quantification
(UQ) frameworks to prove the reliability of NN-based potentials in atomistic simulations. These
authors, however, focused their studies on the inadequacies affecting the PES training procedure
(i.e., inaccuracies of NN hyper-parameters, such as learning rate and initial weights), rather than
on characterizing the parameter and model uncertainties proper of the neural network itself. Re-
cent attempts have been made in the direction of representing the variability of NN predictions.
Some examples are the negative of the squared difference surface (i.e., the difference between two
independent NNs) by Lin et al. [83] and the standard deviation of a NN committee (i.e., the stan-
dard deviation of the predictions from multiple NNs initialized using different weights) by Zhang
et al. [166] However, these techniques compare differently-trained NNs only between each other,
not to the ab initio data. As a result, in the best-case scenario, they only estimate the parameter
contribution to the uncertainty. As stated by Zhang et al.: “There may be situations in which the
physics is poorly described by a model, yet the corresponding ensemble of predictions has small
variance” [166].
1.2.2 Reduced Order Modeling for Nonequilibrium Kinetics
Over the past decades, the availability of unprecedented computational resources has allowed the
use of quantum-chemistry databases for constructing the physical models adopted to describe the
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nonequilibrium chemical relaxation processes that take place in hypersonic flow regimes. Often,
however, these efforts are limited to the calculation of some empirical parameters of outdated legacy
nonequilibrium models, many times constructed on overly simplified, and sometimes even invalid,
assumptions. Even if computed from first principles and using the most sophisticated PESs, these
models inherit an intrinsic bias that can introduce large inaccuracies in the predictions.
In the vast majority of the nonequilibrium models, the rotational and vibrational energy modes
are decoupled, and the population of the rotational levels is assumed to be in equilibrium at a
temperature (i.e., rotational temperature) close to the translational one [117]. Moreover, effective
rate coefficients are derived by assuming a dependence on an empirical temperature [117]. Tradi-
tionally considered the method of choice, the VS model [21, 26] falls in this category as it relies on
the assumption of rotational equilibrium. Several ab initio databases of rate coefficients have been
computed based on this approach [2, 3, 12, 24, 37], and some of them have been used for further
modeling [45, 113, 140]. Even if able to correctly account for deviation from equilibrium on the
vibrational population, the VS model provides an overly simplified description of the rotational
relaxation, which compromises its accuracy. As an example, Figure 1.2 shows the comparison of
the composition profiles obtained studying the relaxation of oxygen molecules in an isothermal
chemical reactor with three models consistently derived using the same ab initio PESs [150]: the
VS model, the RVS StS model [4, 68, 82, 114, 116], and the direct molecular simulation (DMS)
model [44, 148]. This figure unequivocally shows that the VS strategy is unable to reproduce the
results of the more advanced approaches. Similar conclusions were observed for nitrogen-based
systems, N2-N [93, 94, 116] and N2-N2 [89, 91].
In RVS StS and DMS models, the transitions between the internal levels of the molecules are ex-
plicitly considered, and no assumption concerning the population of the states is required (i.e.,
no internal temperature is needed). This allows for the kinetics of the rovibrational levels to be
correctly described, thus justifying the results shown above. However, for the RVS StS and DMS
models, intensive requirements in terms of computational power have not allowed for efficient im-
plementation in multidimensional codes, and most calculations found in the literature have been
limited to 0-D and 1-D configurations. To overcome the limitations of the VS models while retain-
ing computational efficiency, a new class of nonequilibrium reduced order models (ROMs), referred
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Figure 1.2: Evolution of O2 mole fraction normalized by its initial condition. Blue dash-dotted
line: DMS simulation by Grover et al. [44] Black continuous line: QCT and master equation, both
rovibrationally state-to-state, by Venturi et al. [160] Red dotted line: QCT and master equation,
both vibrationally state-to-state. To be consistent with Grover et al.’s calculations, no recombina-
tion and no dissociation correction factor [110] have been considered.
to as coarse-grained (CG) models, have been developed over the years [48, 85, 93, 104, 106, 129]. In
the CG approach, the energy levels are clustered in macroscopic groups (also referred to as bins),
and the populations within each group are prescribed by Boltzmann distributions [85]. Based on
this definition, the VS model can be considered as a particular case of the CG approach. In 1987,
Haug et al. studied dissociation of para-H2 due to Ar collisions at 4 500 K [48] and compared the
vibrational-specific model, rotational-specific model, and a reduced order approach that coupled ro-
tation and vibration. They concluded that “inclusion of rovibrational coupling in a lumping model
is more important than merely including a larger number of lumped states” [48]. More recently,
CG models were solely based on an energy-based binning strategy [94, 104], underestimating the
importance of a physics-based construction of the groups. Recently, however, a number of authors
have demonstrated that the accuracy of the method is very sensitive to the way internal levels are
clustered [102, 129]. Sahai et al. [129] leveraged machine learning techniques to construct an auto-
mated kinetics-based grouping method. Throughout the thermo-chemical relaxation, the approach
demonstrated significant improvement in reproducing the main features of the nonequilibrium dis-
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tribution function obtained from rovibrational StS models. However, since dissociation processes
were not included in the clustering algorithm, the method required some ad-hoc fixes. This fact is
not surprising since the coarse-grained approach implicitly assumes that the excitation processes
among states within the same group are much faster than the dissociation reactions [88].
1.2.3 The O2+O Chemical System
The O2-O chemical system is fundamental for the scientific community in a number of practical
applications involving reacting flows, ranging from hypersonic flight (e.g., Earth re-entry) to atmo-
spheric chemistry (e.g., ozone formation and depletion [8, 96, 121]). In 2019, Venturi et al. [160]
compared the results of isothermal heat bath excitation using QCT-based RVS StS rates to the
direct molecular simulations (DMS) performed in the same year by Grover et al. [44]. Both studies
relied on the PESs from Varga et al. [150], and, despite the different methodologies adopted, the
resulting QoI values (i.e., thermal and QSS dissociation rates, vibrational time constants, and mole
fractions) are in excellent agreement over the entire range of translational temperatures. However,
these predictions do not agree with the ones by Andrienko et al. [4], obtained in 2016 using RVS StS
QCT and heat bath simulations based on the surface from Varandas et al. [149]. This fact suggests
a non-negligible sensitivity of the gas QoIs to some of the O2+O PES regions, consistent with what
was previously found by Kulakhmetov and coworkers [76]. These last authors compared the results
obtained using the surface by Varandas et al. to the ones generated through a simplified potential.
While the thermal dissociation rate coefficients were found in good agreement for temperatures
up to 10 000 K, Kulakhmetov et al. showed a strong sensitivity of the vibrational and rotational
excitation dynamics on the topological details of the PES.
The nine PESs by Varga et al. [150] are employed in this work. The set of surfaces characterizes
the dynamics O2+O collisions in high-temperature environments encountered in hypersonic flows.
In their paper, Varga et al. write [150]: ”We make special efforts to make the surfaces realis-
tic up to very high energy as required to treat dissociation of O2 in high-energy collisions with
ground-state O. The surfaces should also be useful for studying vibrational and rotational energy
transfer in spin-conserving O2+O collisions.” In 2019, Grover et al. [44] showed that all the nine
PESs of the O2+O system are relevant for the characterization of the nonequlibrium kinetics in
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high-temperature ranges. Previous studies (e.g., Dawes et al. [31, 32] and Powell et al. [121]) only
focused on the set of singlet O3 PESs, which has only a small statistical weight (1/9), or on the
surfaces relevant to ozone photodissociation (e.g. Grebenshchikov et al. [43]). Recently, in their
comparison to further validate Varga et al.’s PESs, Geistfeld and Schwartzentruber [40] found good
agreement between their QCT calculations and the experimental data by Lahankar et al. [77].
1.3 Objective of the Thesis
This thesis presents a novel approach to ab initio Hypersonics that leverages machine learning,
uncertainty quantification, Data Science, and reduced order models for improving the predictive
capabilities of the computational simulations. In this framework, schematized in Fig. 1.3, ML
algorithms are designated as efficient and automatized techniques for constructing surrogate models
(e.g., ML-based PESs) and assisting the development of reduced-order models (e.g., as for the
unsupervised methods by Sahai et al. [129] for clustering rovibrational levels). Surrogate models
are here intended as continuous and differentiable hyper-surfaces obtained from a discrete set of
data points to decrease the complexity of the computational pipeline. As mentioned above, in
Hypersonics, the simulation outcomes are used for design and decision-making processes in safety-
critical applications. For this reason, UQ acts on the ultimate QoI by extending its information
content from a single-value prediction to a probability distribution. In order to achieve this, the ML-
based surrogate is augmented to a probabilistic (i.e., stochastic ) model, and Bayesian inference is
used for solving the inverse problem starting from the data points (i.e., training phase, also referred
to as calibration). When the data set size is relatively small (e.g., the ab initio data sets for atom
configurations and interaction energies), this extension to stochastic is also an effective strategy
for reducing the risk of overfitting, as will be motivated in the following chapter. Moreover, by
correlating the uncertainty on the QoI to the one on the stochastic surrogate, it is possible to
highlight the most important regions of the distribution of hyper-surfaces. If needed, new locations
can be sampled from these portions, and they can be successively labeled with further experiments
or reliable simulations to produce additional data points. These can be used for retraining the
surrogate model and improving its accuracy. Finally, Data Science techniques are here employed
for identifying confounding variables and essential patterns in large data sets (e.g., the database
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Figure 1.3: Schematics of the proposed approach to predictive Hypersonics. (Sources of the
subfigures: NASA Ames and NEQRAD research group)
of ab initio rate coefficients) with the aim of gaining insights on the important physics. In turn,
this allows improving the model accuracy without increasing its computational cost or reducing
the model complexity without affecting its reliability.
The thesis is divided into three parts. The first part follows a systematic approach to the
uncertainty quantification of ML-based PESs, as it relies on the idea by Neal [109] of augmenting a
generic NN to a Bayesian neural network (BNN). The application of BNNs to the construction of
PESs was proposed by Venturi et al. [159], and it generates surfaces that are stochastic by nature
(i.e., a stochastic PES, abbreviated as SPES). As for the GPs, the non-deterministic character
is the expression of the ab initio and fitting uncertainties affecting the surface. BNNs provide
most of the advantages of GPs to the PES construction, such as generating uncertainty bounds
and lacking overfitting. Compared to the latter, however, they are significantly more efficient
when employed in molecular simulations. It is worth mentioning that GPs can be interpreted as
BNNs with an infinite number of hidden units and normally distributed parameters [74]. The use
of a Bayesian framework [100, 101, 127, 152] allows one to gain physical insight on the PES by
studying the propagation of uncertainty from micro-scale to the macro-scale QoIs. The availability
of such information content has two main advantages. Firstly, it enables an assessment of the
PES predictive capabilities. Secondly, it permits one to identify the surface features that mostly
contribute to the uncertainties on state-to-state rate coefficients and their derived variables, such
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as QSS rates, relaxation time-constants, and energy transfer coefficients. As a consequence, the
surface can be refined by computing additional ab initio energies in its most critical regions. The
novel approach is here tested for O2+O interactions but can be easily applied to chemical systems
with more than three atoms and used for validating ML-based PESs in a multitude of fields.
The second part of the manuscript employs Data Science techniques for discovering patterns in the
dissociation mechanisms of diatomic molecules. These insights are then used for complementing
the adaptive clustering model proposed by Sahai et al. [129] The tools adopted in this investigation
include rovibrational QCT calculations [23, 135] and the solution of the master equation (ME) [68,
69, 114]. The combined use of these techniques allowed for the derivation of a novel CG strategy
relying on grouping the rovibrational levels based on their energy-deficit from the centrifugal barrier.
The role of this quantity has been widely explored in the past [7, 25, 27, 55, 87, 92, 97, 122, 162].
Only recently, however, it has been suggested to use such energy-deficit as the cornerstone of a
grouping strategy [159]. The new model is validated against the ME’s direct solution and further
bench-marked against the conventional VS model, thus exposing the invalidity of the assumptions
underlying this last approach.
Finally, Part III summarizes key conclusions and presents future work.
The thesis is organized as follows:
• Chapter 2 outlines the steps to follow for generating the SPES, forward propagating its
uncertainty, and refining its important regions. It starts by presenting the Permutation
Invariant Polynomials Neural Network as an example of ML-based techniques for the PES
construction, and it then describes the stochastic extension for these deterministic approaches.
In the following section, the chapter introduces the O2+O chemical system on which the novel
framework will be tested and details the calculations performed for predicting the gas QoIs,
which start from the first principles of quantum chemistry.
• The study of energy transfer and dissociation processes for a wide range of conditions for the
O2-O system in an ideal chemical reactor is studied in Chapter 3. The first part discusses
the results of the SPES calibration process by providing comparisons with the ab initio data
points and the original Varga PESs [150]. The remainder of the chapter addresses the forward
propagation of the uncertainty to predefined quantities of interest. To this end, extensive
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QCT calculations are performed to generate the reaction rate parameters to be used in the
0D chemical reactor solver. Finally, the sensitivities of the QoIs to the accuracy of the PESs
are analyzed.
• Chapter 4 details the quasi-classical trajectory calculations, the resulting kinetic databases,
and a hybrid methodology applied to the study of dissociation. A brief discussion of the O2
diatomic potential is followed by a description of the methods used to investigate the non-
equilibrium relaxation in a 0-D chemical reactor. The necessary equations, already extensively
discussed in literature [114], are briefly outlined. Reduced-order techniques are discussed next,
including both the conventional vibrational-specific approach and the proposed centrifugal-
barrier-based strategy. The section is concluded by presenting a novel hybrid methodology,
which combines a rovibrational-specific treatment of excitation processes and a physics-based
model reduction of the dissociation process.
• The hybrid methodology introduced above is used in Chapter 5 to study the performance
of the reduced-order models by comparing the data sets of rate coefficients (ab initio and
reconstructed) and the results of 0-D thermochemical simulations. The observable QoIs for
the latter analysis are the composition profiles and the rovibrational distributions at different
times. Finally, for validation purposes, the macroscopic quasi-steady-state (QSS) [81] rate
coefficients are compared to those in the literature.
• Chapter 6.1 summarizes the key conclusions in Sec.s 6.1.2 - 6.1.1 and presents future work in
Sec. 6.2.
1.4 Related Scientific Contributions
The theoretical findings and the results discussed in this thesis have been published in peer-reviewed
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14
2020, 124, 41, 8359–8372 [153]
2. S. Venturi, R. L. Jaffe, and M. Panesi, Bayesian Machine Learning Approach to the
Quantification of Uncertainties on Ab Initio Potential Energy Surfaces, J. Phys. Chem.
A 2020, 124, 25, 5129–5146 [158]
3. R. L. Jaffe, M. Grover, S. Venturi, D. W. Schwenke, P. Valentini, T. E. Schwartzen-
truber, and M. Panesi, Comparison of Potential Energy Surface and Computed Rate
Coefficients for N2 Dissociation, J. of Thermophysics and Heat Transfer, 32, 4, 869-881
[56]
4. S. Venturi, A. Sahai, and M. Panesi, Diatomic Potential-Based Strategy for Clustering
Rovibrational Levels: Application to Earth and Mars Atmospheres, In Preparation
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2. S. Venturi, MCoarseAIR: MATLAB Code for Postprocessing CoarseAIR and Heat
Bath Results, https://github.com/simoneventuri/MCoarseAIR [158]
3. S. Venturi, Python Code for Postprocessing the Ab Initio Databases of Rate Coefficients
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4. S. Venturi, Spebus: Python+MATLAB Toolbox for Machine Learning-Based Potential
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• Databases:
1. S. Venturi, M. P. Sharma, B. Lopez, A. Munafò, and M. Panesi, The CHESS Database
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Part I
Bayesian Machine Learning Approach
to the Quantification of Uncertainties




The Stochastic PES: Construction,
Propagation, and Refinement
A broad objective of predictive science is to develop models for evaluating the response of a physical
system to changes in the external conditions and for quantifying the uncertainties connected to such
estimates, given the availability of a limited set of reliable data [111, 112]. Following this idea, a PES
employed in predictive simulations should not only fit the ab initio data points but should also
inform about the induced uncertainties. To fulfill this gap, the proposed methodology provides
a stochastic representation of the potential energy surface by augmenting a generic preexisting
ML-based surrogate model (e.g., neural network, permutation invariant polynomials, etc.) in two
ways: by treating its parameters, α, as random variables, characterized by their probability density
functions (PDFs); by introducing a random noise, εV , as a function of a set of hyperparameters, γ ,
to account for the inadequacies due to the ab initio calculations and the fitting model form [142,
143, 152]. In this way, the PES is formulated as a probabilistic model (Figure 2.1), and the potential
energy V can be finally predicted for a generic set of atomic distances, r, as:
V = V̂ (r,α)εV (γ), (2.1)
where V̂ represents the output of the original ML fit. The formulation of the problem in Eq. 2.1
is reminiscent of the ”potential morphing approach” introduced by Meuwly and Hutson [99] and
earlier by Bowman and Gazdy [16]. However, there is a fundamental difference in the modeling
purposes, manifested through the stochastic character of εV (γ): while the ”morphing” correction
(e.g., the multiplicative term in Eq. 3 from Meuwly and Hutson [99]) has the objective of improving
the PES (i.e., ”to give an optimal fit to the reference data” [99]), εV (γ) is here used to describe
the model inadequacy (i.e., to represent the unknown unknowns).
As a result of both parametric and modeling uncertainty, instead of providing a single model out-
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Figure 2.1: Schematic of the probabilistic model generating the Stochastic Potential Energy
Surface (SPES).
put to an input, the probabilistic model generates a distribution of potential energies, hereafter
referred to as Stochastic Potential Energy Surfaces (SPESs). The proposed UQ framework relies
on the SPES in three distinct stages, as indicated in Figure 2.2: Bayesian calibration, forward
propagation, and surface refinement.
Step one is the Bayesian calibration, in which the SPES is constructed via Bayesian infer-
ence [143] as a solution of an inverse problem. The process begins with the selection of prior
distributions for the overall set of parameters and hyperparameters, θ = α ∪ β ∪ γ , where β rep-
resents a vector of hyperparameters used for constructing α’s PDFs. The priors represent the
pre-calibration knowledge available for the values of the coefficients. By using ab initio data and
invoking Bayes’ theorem, the prior PDFs are updated to the posterior distributions, as sketched
in Figure 2.2(a). This results in an optimal stochastic surface (i.e., a family of potential energy
surfaces) shaped around the data points: the SPES.
Step two is the forward propagation of the SPES to the QoIs. The calibrated stochastic PES
is sampled, and the resulting ensemble of deterministic surfaces is forward propagated to a set of
QoIs (Figure 2.2(b)). In order to do so, additional physical models have to be included in the
methodology, depending on the choice of the quantities of interest. The applications analyzed in
the present part follow the work of Panesi et al. [114, 116], where the QoIs include a number of
physical variables resulting from the analysis of kinetic processes in nonequilibrium gas mixtures,
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such as phenomenological rate parameters, compositions, characteristic times, and more. For this
reason, the forward propagation step requires the solution of the scattering problem, to obtain a
complete set of state-specific rate coefficients, followed by the solution of the master equations, to
describe the state-specific kinetics of the gas in a chemical reactor.
Step three is the surface refinement, which relies on Bayesian-informed sensitivity analysis. Global
sensitivity analysis techniques [54] are employed to quantify the influence that the SPES’ features
have on the QoIs’ variance (Figure 2.2(c)). In this way, the surface can be refined by introducing
additional ab initio calculations, so that the uncertainties on the predicted QoIs are reduced.
Figure 2.2: The steps of the SPES approach. Black arrows represent flows of information content
(a): Bayesian calibration, (i.e, solution of the inverse problem). The optimal PDFs characterizing
the overall set of parameters and the hyperparameters of the stochastic potential energy surface
(SPES) are learnt through Bayesian inference from the ab initio data points. (b): Forward propa-
gation of the uncertainties. The posterior distribution is sampled, an ensemble of PESs is obtained,
and the surfaces are employed in computational simulations with the aim of predicting QoIs. (c):
Surface refinement based on sensitivity analysis. The QoIs can be correlated to the variability of
the SPES at a fine grid of atomic configurations, in order to highlight the surface areas where
uncertainties are crucial.
The remainder of this chapter provides a more detailed discussion of individual components of
the proposed methodology. In particular, Sec. 2.1 presents the Permutation Invariant Polynomials
Neural Network as an example of the state-of-the-art algorithms for constructing ML-based PESs.
The generalized Bayesian framework for extending the deterministic PES to stochastic objects is
described in Sec. 2.2. Finally, the physical models including potential energy surfaces, scattering
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calculations, and the master equation solution of the 0D chemical reactor are discussed in Sec. 2.3.
2.1 Permutation Invariant Polynomials Neural Networks for
PESs
Between all the machine learning techniques adopted for fitting PESs, artificial neural networks
are the most widely used. What really differentiates the multiple approaches to NN-PESs is the
way in which they enforce the possible symmetries between the particle configurations [17]. In fact,
the PES must guarantee the prediction invariance to translation, to rotation, and to permutation
of identical atoms in the system (e.g., for O2+O, V̂ (r1, r2, r3) must be identical to V̂ (r2, r1, r3)).
The easiest solution for dealing with the first two of such constraints is to describe the atomic
interactions through relative distances, instead of Cartesian coordinates. The third requirement
is more difficult to fulfill, and the most common strategies for addressing this problem rely on
feature engineering: instead of directly providing the atom distances as NN input, these are first
symmetrized through an additional ad hoc layer. For high dimensional PESs, this transformation
can depend on cutoff functions and angular terms [11], and can become particularly complicated.
For systems composed of 3 or 4 atoms, the symmetry functions can be relatively simple: as suggested
by Jiang and Guo [62], the PES can be constructed through a hybrid approach, which is generated
by connecting in series permutation invariant polynomials and the neural network. As a first step of
this PIP-NN technique, the atomic relative distances, r, are transformed to intermediate variables,
P = φ(r), generally through exponential functions, Morse functions, Gaussians, or combinations










where lj are exponents, and Ŝ is the symmetrization operator. In the present work, the Morse
function is used for transforming ri in Pi:
Pi = exp(−λ(ri − re)), i = 1, 3 (2.3)
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where λ and re are tunable parameters; the symmetrized polynomial vector is constructed from
the intermediate variables as:

















































Compared to the G vector suggested by Jiang and Guo, the component P1 + P2 + P3 has been
removed; the many-body contribution to the PES, indeed, has to be exactly zero when one of
the three atoms is at infinite distance from the others, and this can be guaranteed only when no
unconnected terms [120] are given as input to the NN. Furthermore, the new G has 6 dimensions,
compared to the 3 of the original paper, and a polynomial degree of 4, compared to 3. The author
tried various constructions of the symmetrized polynomial vector and found that the increase in G
complexity proposed here significantly improves the accuracy of the PIP-NN.
As a subsequent step of the approach, G is fed to the neural network, and it flows through its
layers as a series of weighted linear combinations alternated to non-linear functions. Indeed, the














, i = 1, L and k = 1, Ni
(2.5)
where L quantifies the number of hidden layers, and Ni the number of neurons present in the i-th
layer. Corresponding to this i-th level, there are 2 arrays of parameters: a matrix of weights, Wi,
and a vector of biases, bi. Moreover, q
j





tangent and sigmoid function have been tested by the author as neuron activations, Fi(...), with
tanh(...) showing to perform better in terms of training and accuracy.
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L + bL+1, (2.6)
and a schematic of the overall PIP-NN architecture is reported in Figure 2.3.
Venturi et al. [160] tested a PIP-NN for the computation of O2+O RVS StS rate coefficients
Figure 2.3: Structure of a L-Hidden Layers PIP-NN; the bold letters in the colored boxes
correspond to the arrays of parameters characterizing the network.
based on the 25A′ PES, and for the consecutive heat bath simulation at constant translational
temperature of 10 000 K. Two hidden layers with respectively 20 and 10 neurons have been used
for constructing the PES, with a total of 2 calibrated parameters for the PIP part, and 361 for
the remaining NN. The resulting surface presented a significant reduction of the ab initio points
fitting error compared to the original PIP-Fit by Varga et al.; the RMSE has been decreased over
all the energy range, especially by more than 50% for the surface regions between 0 and 4 eV.
This improvement in the PES accuracy also translated to non-negligible differences between the
gas QoIs (particularly mole fractions and vibrational excitation timescales) predicted through the
original PES from Varga et al. and through the ML-constructed surface. In the present work, the
PIP-NN structure is implemented through the Python libraries Theano [144] and Lasagne [34].
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2.2 The Steps of the SPES Approach
2.2.1 Step 1: Bayesian Calibration
In the context of the Bayesian framework, the learning process relies on updating the prior dis-
tributions, p(θ|M), via the Likelihood function, p(D|θ,M), constructed using the ab initio data
points, D. This task relies on Bayes’ theorem [141, 143]:
p(θ|D,M) ∝ p(D|θ,M)p(θ|M), (2.7)
where p(θ|D,M) refers to the posterior distribution andM indicates the model form. The permu-
tation invariant polynomials neural network (PIP-NN) [62, 63] is selected to generate an analytical
representation of the PES, due to its computational efficiency. The modifications made to the
original approach have been described in the previous section. Starting from such a fitting tech-
nique, the SPES is constructed by augmenting the NN to Bayesian neural networks [109]. In the
remaining part of this manuscript, this extension will be called permutation invariant polynomials










where φ(...) identifies the function adopted for converting the relative distances between the atoms
to some intermediate variables, Ô(...) expresses the symmetrization operator selected for trans-
forming the intermediate variables in the symmetrized polynomial vector, L quantifies the number
of NN hidden layers, and, finally, Ni and Fi(...) respectively represent the number of neurons and
non-linear functions chosen for the i-th layer, as they have been introduced in Sec. 2.1. The overall
set of parameters and hyperparameters will be identified by:
























where λ and re characterize the transformation to intermediate variables, Wi and bi respectively
indicate weights and biases of the NN, σWi and σbi represent the standard deviations of the pa-
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rameter prior distributions, and finally, σLike expresses the standard deviations of the likelihood.
It should be noticed that the parameter b3 corresponds to the reference energy of the surface, V
0.
The prior distribution is constructed assuming that the α parameters are random variables inde-
















and the p(θi|M) are reported in Table 2.1, with U(a, b), N (µ, σ2), and Half-N (µ, σ2) identifying
uniform, normal and half-normal distributions, respectively. For the parameters of the symmetry
function (λ and re) and for the PES reference energy (b3 = V
0), uninformative priors are selected
and only maximum and minimum values are imposed for such quantities. The prior distributions of
the NN weights and biases are represented through zero-mean Gaussians, the standard deviations
of which (σWi and σbi) are treated as new hyper-parameters. Such choices rely on the fact that
even weakly informative priors can robustly contribute to regularization [14] by promoting models
with as little complexity as possible.
The multiplicative stochastic model in Eq. 2.1 has been chosen for two reasons. Firstly, a large
fraction of the particle trajectories visit only the low energy regions of the potential surface; as a
consequence, these portions should be most accurately reproduced. Secondly, the quantities that
drive the collision dynamics are the interaction forces, computed as the PES gradients with respect
to the relative atom-atom distances. The derivative operator filters out any additive quantities
that are not functions of the spatial configuration, preventing them from propagating any further.
The error in the PES prediction at the i-th data location is formulated as εVi = V̂i/Di or, in its
logarithmic form, as:
εlogVi = log(εVi) = log(V̂i)− log(Di); (2.11)
V̂i represents the sum of the reference value (V̂
0) and the many-body contribution (V̂MBi ). In this
work, in fact, the overall PES is obtained based on the expansion:
V (r1, r2, r3) =
3∑
i=1
V Diat(ri) + V
0 + VMB(r1, r2, r3), (2.12)
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where ri indicates the interatomic distance and the diatomic potential (V
Diat) is not varied from
its original formulation. The reasoning behind these choices will be detailed in Sec. 2.3.1. The















where ND represents the number of data points. The assumption underlying the characterization
of the likelihood function through a scalar hyper-parameter, σLike, is that the prediction errors
affecting the different points of the surface are fully correlated to each other.
The number of parameters involved in the construction of the PIP-BNN is relatively small when
compared to other NN-derived algorithms. Even for such relatively low dimensionality, however,
the computation of the posterior distribution through sampling methods becomes impracticable.
Table 2.1: Prior Distributions of Parameters and Hyper-parameters:
αi p(αi|βj ,M)
λ [1/a0] ∼ U(0, 1)








∼ N (0, σ2bj ), with j = i









∼ Half-N (0, 52)
γ p(γ|M)
σLike ∼ Half-N (0, 12)
27
For this reason, we approximate it by means of variational Bayesian learning [10], through the
automatic differentiation variational inference method (ADVI) by Kucukelbir et al. [75]. The
procedures for the SPES calibration are performed by means of the in-house code Spebus, which
uses the Theano [144] and PyMC3 [131] libraries.
2.2.2 Step 2: Forward Propagation
The output of the calibration process consists of a continuous distribution of potential energy
surfaces, representative of the uncertainty associated with the PES. To assess the impact of the
uncertainties on the QoIs, the SPES must be propagated through the physical models, which are
generally deterministic in nature. Through the analysis pursued in the present part, we aim to
verify two qualities of the PES: how well does the PES reproduce the ab initio data points, and
how uncertain are the predictions that it generates. For the former objective, a suitable quantity
to analyze derives from the maximum a posteriori probability estimate (MAP), which is the mode




Given a generic atomic configuration r and following the schematics in Figure 2.1, the point in
the parameter space αMAP can be used for predicting V̂MAP , which represents the many-body
component of the potential energy shifted by the reference value. At this point, Eq. 2.1 should
be applied for taking into account the structural inadequacy. Due to the fact that we imposed a











However, in order to obtain a single MAP sample from the SPES, we select the most probable




V Diat(ri) + P(r,α = αMAP , εV = 1), (2.16)
where P represents the PIP-BNN operator. Given the set of ab initio data points and the prior
distributions, the VMAP is the stochastic surface sample that corresponds to the highest value of
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parameter posterior probability.
On the other hand, in order to assess the variability of the SPES at each atomic configuration, it
is possible to generate a finite and discrete representation of the posterior distribution by taking
advantage of Latin hyper-cube sampling (LHS) [98]. In this way, the highly dimensional parameter
space can be efficiently explored, and a small set of samples can be produced (θjLHS for j =
1, NLHS). When this collection is given to the neural network, it generates an ensemble of surfaces,
which needs to be multiplied by the random noise. In order to maintain the deterministic character
gained through the LHS, εlogV is randomly sampled from the normal distributions with standard




V Diat(ri) + P(r,α = αjLHS , εV = ε
j
VLHS
), j = 1, NLHS . (2.17)
Through this procedure, the MAP and LHS surfaces can be forward propagated through the phys-
ical model (see Sec. 2.3) without requiring any modification to its computational implementation.
In this way, the effect of the PES unreliability on the predictive capabilities of microscopic and
macroscopic QoIs, yj , can be assessed. The accuracy required on the prediction (i.e., the extent of
the uncertainty bound required on yj) is highly application-dependent, and it is also dictated by
the impact that the QoI has on the overall design/decision-making process.
2.2.3 Step 3: Surface Refinement
One of the advantages of producing an ensemble of PESs and independently forward propagating
multiple samples is that a one-to-one relationship can be constructed between each sampled surface,
V jLHS , and the value of the gas QoI, y
j , computed from it. In this way, the Pearson coefficient [130]
correlating these two variables can be computed at each atomic configuration (r1, r2, r3) as:












where V jLHS and V̄LHS are both functions of (r1, r2, r3), and the over-barred letters correspond
to the mean values. Eq. 2.18 assumes linearity between the V and y variables. A study of the
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ρV,y magnitudes on a grid of (r1, r2, r3) configurations allows the identification of the PES regions
that have the largest effect on the gas QoI. Further steps, when required, are the selection of a set
of novel configurations from these high sensitivity portions, and the ab initio calculations of the
potential energies at these new coordinates. The resulting points can then be added to the training
and validation data in order to reduce the variability and/or increase the accuracy of the PES in
such problematic regions.
It is important to notice that the PES refinement as proposed here is physics-based and highly QoI
specific. Through this approach, indeed, the target variable y for which the improving reliability
of the prediction is desirable does not have to represent a gas quantity, as in the cases analyzed in
the present work. Depending on the application, y can be located further upstream or downstream
in the sequence of computational simulations.
2.3 Physical Modeling
This section outlines the sequence of physical models that allow the prediction of the gas QoIs
starting from first-principles quantum mechanics:
• Ab Initio Construction of the PESs: As mentioned in the introduction, the foundation
of the ab initio methodology is the accurate modeling of the quantum forces acting between
the atoms; the resulting potential energies are here represented through the SPES, which is
tested for the O2+O chemical system introduced in Subsec. 2.3.1.
• Rovibrational-Specific QCT Calculations: The PES gradients are then employed as
forcing terms in the Hamiltonian equations. Based on the QCT method described in Sub-
sec. 2.3.2, trajectories of many individual atom-molecule collisions are simulated, and the
RVS cross-sections and rate coefficients are computed.
• Rovibrational-Specific State-to-State Master Equation: Through the ME, the StS
rate coefficients are used for investigating the kinetics of nonequilibrium processes taking
place in isochoric heat baths (Subsec. 2.3.3).
• Reduced-Order Modeling: A fully RVS StS concatenation of QCT and ME becomes
computationally impractical when it comes to forward propagating an entire ensemble of
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PESs. A reduced order model sucha as the one described in Subsec. 2.3.4 becomes crucial as
an alternative to the rovibrational quantum resolution.
The following parts of the section will individually describe the aforementioned models.
2.3.1 Ab Initio Construction of the PESs
In the present study, we focus on the interaction of O2 molecules and O atoms, which can take
place on singlet, triplet, and quintet PESs, due to the two unpaired electrons of both molecular
and atomic oxygen in their electronic ground-states. Moreover, the threefold spatial degeneracy of
the oxygen atom makes the collision likely to occur on surfaces of different multiplicities: 3 singlets
(with symmetries 11A′, 21A′, and 11A′′), with statistical weights 1/27 each, 3 triplets (13A′, 23A′,
and 13A′′), with statistical weights 3/27 each, and 3 quintets (15A′, 25A′, and 15A′′), with statistical
weights 5/27 each. Recently, Varga et al. [150] computed all 9 adiabatic PESs. These surfaces are
hereafter referred to as either Varga’s PESs or Varga’s fits. There is also an older PES for O2+O
interactions by Varandas et al. [149], only for the 11A′ surface.
In the present work, the 11A′ and 25A′ potential surfaces are adopted as test cases for the UQ
framework presented in the previous sections. For these two surfaces, Varga et al.’s database
contains 1686 and 1617 spatial configurations respectively, which correspond to potential energies
over a range of 80 eV. The data points are reported in Figure 2.4. In particular, we selected the
11A′ surface because it contains the ground-state of the ozone molecule, O3(
1A1), which is crucial
in atmospheric chemistry. The 25A′ PEs was chosen because it has much higher statistical weight
as well as the highest fitting error [150].
In Varga et al.’s work, the resulting set of 9 O2+O PESs were obtained as fits to the ab initio
data through the many-body expansion reported in Eq. 2.11. The many-body part, VMB, and
the pairwise contribution represented by the sum of the three diatomic potentials, V Diat, were fit
separately. VMB has been computed at a discrete set of geometric configurations through DSEC-
corrected XMS-CASPT2 calculations, and has been then fitted with permutationally invariant
polynomials in mixed exponential-Gaussians [165]. The separation of 2-body and 3-body terms
in Eq. (2.12) is used also in the present work for separating the contributions to the PES and for




Figure 2.4: Spatial configurations and related ab initio energies for the 11A′ (a) and 25A′ (b)
data points from Varga et al. [150].
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kinetics, especially for the dissociation rate coefficients. From an uncertainty perspective, however,
the representation inadequacy of V Diat can be considered negligible compared to the inaccuracies
generated by the modeling of the three-body contribution. This is because the ab initio computation
of the diatomic interactions are easier to be performed, due to the lower dimensionality of the
problem and the fact that the validation phase can generally rely on accurate experimental data.
For this reason, the diatomic potential adopted by Varga et al. is assumed to be highly accurate,
is not varied from its original formula, and the parameters are not changed. All the uncertainty
analysis will be focused on the three-body contribution, which is constructed using our new fitting
strategy, starting with ab initio data generated by Varga et al.
2.3.2 Rovibrational-Specific QCT Calculations
All the atoms and molecules in this work are considered to be in their electronic ground-state,
and only rovibrational and chemical processes are taken into account. The rotationless (J = 0)
component of the O2 diatomic potential from Varga et al. is populated by 45 vibrational levels and
a total of 6115 bound and quasi-bound rovibrational levels are computed using the WKB [135, 145]
semiclassical approximation. In the manuscript, each of them is identified either with the index
O2(i), where i = 1, 6115, or the 2-tuple O2(v, J), which represent the vibrational and rotational
quantum numbers. Based on a semiclassical approximation [6, 161], all the 6115 levels are included
by accounting for the rotational degeneracy as gi = (2J + 1)/2. As a consequence, the collisions
between O2 molecules and oxygen atoms result in 75 million possible outcomes, which can be
divided into:





O2(j) + OC , j > i; (2.19)
• Exchange reactions, when one of the two atoms composing the molecule ends being replaced










OA + OB + OC . (2.21)
In Eqs. (2.19), (2.20) and (2.21) the letters A, B and C are used for distinguishing the three atoms






i are adopted for identifying inelastic, exchange,
dissociation and recombination rate coefficients. The MAP solutions of the PIP-BNN corresponding
to the surfaces 11A′ and 25A′ are employed in this work for simulating the interactions between the
oxygen atoms, and for computing the exothermic (i.e., εi > εj , where εi and εj are the rovibrational
energies of the states i and j, respectively) and dissociation rate coefficients. This operation is
performed through QCT calculations, the details of which can be found in the papers by Chaban
et al. [23], Schwenke et al. [135] and Jaffe et al. [60], and in the Ph.D. thesis by Macdonald [88].
In the present work, 20 000 collisions per initial O2 rovibrational state are simulated for each of
the translational temperatures in the following list: TTran =
{
2 500, 5 000, 7 500, 10 000
}
K. The
number of trajectories is chosen in order for the QCT methodology to result in small sampling
error, as shown in Subsec.2.3.5, thereby adding a negligible contribution to the uncertainties in the
PES. The backward (endothermic and recombination) rate coefficients are obtained by exploiting
microscopic-reversibility [114]. The rate coefficient calculations are conducted through the new
computer code CoarseAIR, an in-house Fortran 2008 modernization of the original VVTC code
developed at NASA Ames by D. Schwenke [135]. The new object-oriented version implements the
coarse-grained quasi-classical (CG-QCT) method [90], which is discussed later in this section, and
the capability of dealing with ML-based PESs (PIP-NN, PIP-BNN and Gaussian Processes).
2.3.3 Rovibrational State-to-State Master Equation
In this work, we analyze the time evolution of a gas mixture composed of atomic and molecular
species in an isochoric reactor. The gas is initially in thermal equilibrium at T 0Tran = T
0
Int = 1 400
K, pressure p = 9 940 Pa, and molar composition of 5% of O and 95% of O2. At the start of
the simulation, the translational temperature is artificially raised to a higher TTran and then kept
constant. The sudden heating causes the excitation of the O2 rovibrational levels, which were
initially distributed following a Boltzmann function at T 0Int, and the eventual dissociation of the
oxygen molecules. The resulting kinetics of each of the ro-vibational levels are described by the
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i ninO − kRi n3O),
(2.22)
where nO and ni respectively represent the populations of the oxygen atoms and of the oxygen





not distinguish the exchange reaction from the inelastic mechanism. The RVS StS ME represents
a system of 6115+1 coupled ordinary differential equations (ODEs).
Through the e-folding method [119], it is finally possible to reconstruct the characteristic times for







where eMode = eV (i.e, vibrational energy) is here distinguished from eMode = eR (i.e., rotational
energy) in a vibration-prioritized framework [114]. The heat bath simulations through the RVS
StS ME and the coarse-grained model (CGM) [85, 86], which is discussed later in this section,
are performed employing the KONIG code and the PLATO thermochemical library, both by A.
Munafò [102, 103, 107, 108].
2.3.4 Reduced-Order Modeling: CG-QCT and CGM
In order to obtain the full set of converged RVS StS rate coefficients for the MAP surface, the num-
ber of trajectories required is approximately 50× 108. Consequently, forward propagating the PES
uncertainties by means of computing the RVS StS rate coefficients from the ensemble of surfaces
in Eq. (2.17) would demand NLHS-times more collisions. In order to avoid an intractable compu-
tational effort, for the QCT calculations, we reduce the resolution to groups of states, based on
the CG-QCT method suggested by Macdonald et al. [90] and extensively discussed in Macdonald’s
Ph.D thesis [88]. In this approach, instead of constraining the molecule to start from a specified
rovibrational energy, at each collision the initial level O2(i) is randomly picked from a group of
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states p, also called bin; this selection takes place through a Boltzmann-weighted sampling. The









where f ip(TTran) represents the Boltzmann distribution at the translational temperature. The rate
coefficients can be used for simulating nonequilibrium kinetics in the heat bath by means of the
efficient CGM developed by Liu et al. [85, 86]. In this approach, the reduced model is constructed
with the ansatz that rovibrational states that are connected by preferential transition pathways are
more likely to be found in local equilibrium with each other. For this reason, they are kept in the
same bin. The specific grouping strategy adopted in this work is the adaptive grouping method
proposed by Sahai et al. [129]. Details with regards to this technique can be found in Sahai’s Ph.D.
thesis [128], while the generic reduced-order approach, only briefly mentioned in this section, will
be the main topic of the second part of this manuscript.
2.3.5 Convergence of QCT and CG-QCT Calculations
In this subsection, the convergences of the QCT and CG-QCT calculations are presented, with
the objective of showing that a further increase in the number of computed trajectories would not
significantly change the predicted values of the gas QoIs.
Four test cases are analyzed, all of them involving the simulations of gas mixtures composed of
atomic and molecular oxygen undergoing thermal baths in an isochoric reactor. The interactions
between O2 and O are assumed to take place only on the first singlet surface, 1
1A′. We preferred
11A′ to the other 8 O2+O available PESs due to the relatively large number of resulting processes
that its low exchange barrier makes likely to happen.
The gas is considered in initial thermal equilibrium at T 0Tran = T
0
Int = 1 400 K, pressure p = 9 940
Pa, and mole fraction composition of 5% of O and 95% of O2. At the first instants of the simula-
tions, the translational temperature is artificially raised to higher TTran (TTran = 2 500 K for the
first and the third test cases, and TTran = 10 000 K for the second and the fourth ones), and then
kept constant for all the following times. The heat baths are simulated by means of the ME (test
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cases 1 and 2) and 200 bin CGM (test cases 3 and 4).
In the first two test cases, the results obtained by using StS rates computed through 20 000 tra-
jectories per level are compared to the ones produced by StS rates generated through 100 000
trajectories per level (Figure 2.5 with Table 2.2 for TTran = 2 500 K and Figure 2.6 with Table 2.3
for TTran = 10 000 K). In the remaining two cases, instead, the results of CGM obtained by using
bin rates grouped from the StS ones are compared to the outcomes of CGM with bin rates directly
computed through CG-QCT, with 50 000 trajectories per group (Figure 2.7 with Table 2.4 for
TTran = 2 500 K and Figure 2.8 with Table 2.5 for TTran = 10 000 K). For both the highest and
lowest temperatures, the figures and the table prove that any increase in the number of trajectories
simulated in the study chapter would not produce any significant improvement in the accuracy on
the main QoIs. Moreover, the model reduction performed before the trajectory calculations based
on the CG-QCT strategy does not affect the reliability of the group rate coefficients and their
resulting heat bath quantities.
Figure 2.5: Test case 1: evolution of O2 mole fraction in a StS heat bath at constant TTran = 2 500
K. The rates for the ME calculations are computed from 100 000 (green solid line) and 20 000 (red
dashed line) trajectories per level.
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Table 2.2: Test case 1: gas QoIs at TTran = 2 500 K from StS Calculations
QoI 20 000 Traj.s 100 000 Traj.s
pτV [atm ∗ s] 2.308e-09 2.315e-09









Figure 2.6: Test case 2: evolution of O2 mole fraction in a StS heat bath at constant TTran =
10 000 K. The rates for the ME calculations are computed from 100 000 (green solid line) and 20 000
(red dashed line) trajectories per level.
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Table 2.3: Test case 2: gas QoIs at TTran = 10 000 K from StS Calculations
QoI 20 000 Traj.s 100 000 Traj.s
pτV [atm ∗ s] 7.208e-09 7.205e-09









Figure 2.7: Test case 3: evolution of O2 mole fraction in a heat bath at constant TTran = 2 500 K
simulated by means of CGM200. The results are obtained through bin rates computed by grouping
the StS ones (green solid line) or directly by CG-QCT calculations (red dashed line).
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Table 2.4: Test case 3: gas QoIs at TTran = 2 500 K from CGM200
QoI CG-QCT200 QCT + 200 Bins Grouping
pτV [atm ∗ s] 2.039e-09 2.035e-09









Figure 2.8: Test case 4: evolution of O2 mole fraction in a heat bath at constant TTran = 10 000 K
simulated by means of CGM200. The results are obtained through bin rates computed by grouping
the StS ones (green solid line) or directly by CG-QCT calculations (red dashed line).
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Table 2.5: Test case 4: gas QoIs at TTran = 10 000 K from CGM200
QoI CG-QCT200 QCT + 200 Bins Grouping
pτV [atm ∗ s] 6.860e-09 6.884e-09











Applications to the O2+O System
In this chapter, the methodology discussed earlier is used to study energy transfer and dissociation
processes for a wide range of conditions for the O2-O system in an ideal chemical reactor. The
first part of the section discusses the results of the calibration process by providing comparisons
with the ab initio data points and the original Varga’s PESs [150]. The remainder of the section
addresses the forward propagation of the uncertainty to predefined quantities of interest. To this
end, extensive QCT calculations are performed to generate the reaction rate parameters to be used
in the 0D chemical reactor solver. The section ends discussing the sensitivities of the quantities of
interest to the accuracy of the potential energy surfaces.
3.1 Verification Cases for the PIP-BNN
The first step in the SPES methodology is the calibration of the PES using ab initio data. To gain
confidence in the validity of the methodology, we have first performed extensive calibration and
forward propagation using manufactured data obtained by sampling the Varga’s PES [150]. Three
different cases are proposed, and in each of them a stochastic PES is generated based on fabricated
data. In particular, the geometric arrangements for the data points are selected as follows:
• Validation Case 1: The 1617 atomic configurations for the 25A′ surface reported in Varga et
al.’s paper, plus 8383 geometries for which r1, r3 and α are sampled through LHS with
1.5a0 < r1 < 10.0a0, 1.5a0 < r3 < 10.0a0, and 35
◦ < α < 175◦ (r1 = OAOB, r3 = OBOC and
α = ∠OAOBOC);
• Validation Case 2: The 1617 atomic configurations for the 25A′ surface reported in Varga et
al.’s paper, plus 3383 geometries sampled through the same strategy as in Test Case 1;
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• Validation Case 3: The 1617 atomic configurations for the 25A′ surface reported in Varga et
al.’s paper.
In order to generate labeled data, the corresponding potential energies are obtained by evaluating
Varga et al.’s fit for 25A′ at such geometric arrangements. The results from the three test cases
are compared to each other, in order to show that the error in reconstructing Varga et al.’s PES
monotonically reduces with increasing the number of data points (Figures 3.1, 3.2, 3.3).
The PIP-BNN stochastic PES generated through verification case 3 is then adopted for QCT
and CG-QCT calculations at TTran = 10 000 K; the resultant StS and group rates are used for
simulating a heat bath, with the goal of showing that the gas QoIs predicted by the so constructed
PIP-BNN are in good agreement with the ones generated with Varga et al.’s fit. The gas is
considered in initial thermal equilibrium at T 0Tran = T
0
Int = 1 400 K, pressure P = 9 940 Pa, and
mole fraction composition of 5% of O and 95% of O2. At the first instants of the simulations,
the translational temperature is artificially raised to TTran = 10 000 K, and then kept constant for
all the following times. i) Mole fractions (Figure 3.4), ii) QSS and equilibrium dissociation rate
coefficients (Figure 3.5), and iii) vibrational and rotational relaxation times (Figure 3.6) have been
analyzed as quantities of interest. For all these QoIs, the predictions made through the SPES are
in relatively good agreement with the ones obtained by relying on the original PES. These results,
other than verifying the correct implementation of the SPES methodology, prove that data point
locations and NN structure complexity are sufficient to the Bayesian neural network for reproducing




Figure 3.1: Means (red dots) and three-sigma confidence intervals (red lines) for the poten-
tial energies computed at the data points using 50 PIP-BNN samples for verification case 1 (a),
verification case 2 (b), and verification case 3 (c).
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Figure 3.2: RMSEs from the mean of the 50 PIP-BNN samples at the data points of 25A′
for the 3 verification cases (blue for case 1, red for case 2 and green for case 3). Based on their
potential energies, the data points have been divided in 12 groups, with upper bounds given by
VMax =
{





Figure 3.3: Posterior distributions of the likelihood function’s standard deviation for the 3
verification cases (blue for case 1, red for case 2 and green for case 3).
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Figure 3.4: Evolution of O2 mole fraction, as predicted by ME (green solid line) and CGM200
(green dashed line) using Varga et al.’s fit, by ME using the PIP-BNN MAP surface (red dotted
line), and by CGM200 using the 50 PIP-BNN samples (grey narrow lines). The PIP-BNN adopted
is the one constructed for test case 3, and the simulations are performed at TTran = 10 000 K.
Figure 3.5: Evolution of O2 dissociation (lower black part) and exchange (upper red part)
averaged rates, as predicted by ME (solid lines) and CGM200 (dashed lines) using Varga et al.’s
fit, by ME using the PIP-BNN MAP surface (dotted lines), and by CGM200 using the 50 PIP-
BNN samples (narrow lines). The histograms on the left report the dissociation (lower Subfig.)
and exchange (upper Subfig.) QSS rates predicted through such samples, and they compare them
to the outcomes of CGM200 using Varga et al.’s fit. The PIP-BNN adopted is the one constructed
for test case 3, and the simulations are performed at TTran = 10 000 K.
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Figure 3.6: Evolution of O2 averaged vibrational (green lines) and rotational (red lines) energy,
as predicted by ME (solid lines) and CGM200 (dashed lines) using Varga et al.’s fit, by ME using
the PIP-BNN MAP surface (dotted lines), and by CGM200 using the 50 PIP-BNN MAP samples
(narrow lines). The sub-figures on the top report the histogram of the vibrational and rotational
relaxation times predicted through such samples, and they compare them to the outcomes of
CGM200 using Varga et al.’s fit. The PIP-BNN adopted is the one constructed for test case 3, and
the simulations are performed at TTran = 10 000 K.
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3.2 Errors and Uncertainties of the 11A′ and 25A′ Surfaces
The SPES methodology was then applied to the construction of a stochastic representation of the
11A′ and 25A′ surfaces by using the actual ab initio data points. Figure 3.7 and Figure 3.8 re-
spectively compare the errors of the Varga 11A′ and 25A′ PESs to the related calibrated SPES.
Despite the low number of surfaces produced from the PES posteriors, the confidence intervals
do not appear to be suffering from undersampling. In fact, if 3 000 samples are generated rather
than 50, the expected values and the standard deviations of the potential energies predicted at
the data points do not appreciably change. The small number of samples required for representing
the posterior distribution is credited to LHS, which ensures that the resulting family of surfaces
resembles the real variability of the stochastic PES.
The confidence intervals for the high energy data points are associated with standard deviations
up to 2.5 eV (about 3% of the energy values) for the 11A′ PES, and up to 3.5 eV (about 4%) for
the 25A′ PES. Through the PIP-BNN, the construction of the PES regions characterized by lower
energies is not independent of the shaping of the upper portions. As a single hyper-parameter σLike
is adopted for characterizing the likelihood function over the entire potential domain, any inaccu-
racy at low energies influences the uncertainty on the higher values and vice versa. The choice of
multiplicative error imposed through Eq. 2.11, however, ensures the asymmetry of this relation by
guaranteeing higher accuracy in the regions more important for the collision simulations, and it
results in narrower error bars at lower energies.
In order to further compare the fitting capabilities of the deterministic approach by Varga et al.
to the stochastic PIP-BNN, Figure 3.9 compares the errors generated by the two methodologies.
Based on the values of the potential energies, the data is divided into 11 groups, and the RMSEs
are computed for each of them. The RMSEs produced by averaging LHS50 are consistently lower
than the ones obtained with Varga’s fits for both quintet and singlet surfaces. Concerning the
singlet PES, the groups’ RMSEs are negatively correlated to the number of data points populating
the respective ranges. The PIP-BNN grants remarkable fitting improvement in the regions charac-
terized by potential energies higher than 10 eV, with the errors being reduced by more than 50%
with respect to the original fit. For the quintet PES, comparable refinements are localized in the
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(a) (b)
Figure 3.7: Means and three-sigma confidence intervals of the 11A′ potential energies computed
at the data points using 50 PIP-BNN samples (a, red dots) and 3000 PIP-BNN samples (b, red
dots), compared to the energies resulting from Varga et al.’s fits (green dots).
(a) (b)
Figure 3.8: Means and three-sigma confidence intervals of the 25A′ potential energies computed
at the data points using 50 PIP-BNN samples (a, red dots) and 3000 PIP-BNN samples (b, red
dots), compared to the energies resulting from Varga et al.’s fits (green dots).
lower energy regions of the surface. For energies below 5 eV, both the Varga and PIP-BNN fits
perform considerably better for the quintet surface than the singlet, even if significantly more data
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points are available in this energy range for the latter. This is a consequence of the complexity of
the 11A′ surface, which includes a deep well characterizing the ozone molecule.
This characteristic is more evident in Figure 3.10, which presents the two-dimensional cuts of
(a) (b)
Figure 3.9: RMSEs at the 11A′ (a) and 25A′ (b) data points. In green, the errors produced by
Varga et al.’s fits; in red, the ones generated by the means of 50 PIP-BNN samples. Based on their
potential energies, the data points have been divided into 11 groups, with upper bounds given by
VMax =
{
2.0; 4.0; 6.0; 8.0; 10.0; 15.0; 20.0; 25.0; 30.0; 50.0; 100.0
}
eV. The minimum of the
diatomic potential is here assumed as reference energy. The blue squares represent the number of
ab initio data points contained in each energy group.
the various surfaces as functions of the distance between the OA and OB atoms (rA−B) for an
arrangement of the projection plane chosen by Varga et al. for cutting the PESs close to the
minimum-energy path of ozone dissociating in O2+O [150]. As the LHS50 lines attest, the uncer-
tainty at low energy values computed by the PIP-BNN is reduced as rA−B increases. As rA−B
tends to infinity, indeed, the O2+O interaction energy tends to zero. At smaller atomic distances,
the PES variability of the quintet interactions is associated with the slope of the repulsive wall,
where Varga’s fit and the PIP-BNN predictions are in fairly good agreement. In the case of the
singlet interactions, instead, the uncertainty mostly affects the location and the value of the energy
at the local minimum, and Varga’s fit markedly overestimates the slope of the potential for OA
moving towards OB.
For the case of 3 like atoms, 3D plots can be extremely helpful in illustrating the overall deficiencies
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Figure 3.10: 11A′ (lower part of the figure) and 25A′ (upper part) PESs as a function of rA−B
for ]OAOBOC = 116.75◦ and rB−C = 2.282 a0. Black dots correspond to the ab initio data points,
green crosses to Varga et al.’s fits at the data geometrical configurations, bold lines to PIP-BNN
MAP estimates, and the remaining narrow lines to the 50 samples per PIP-BNN.
of the fitting techniques. For example, Figure 3.11 compares the 25A′ PESs at ]OAOBOC = 50◦ to
the related ab initio points, identified by gray dots. The PESs and the data points have been cut
through the plane perpendicular to the r1 − r3 quadrant and parallel to the energy axis, and only
their r1 > r3 region is shown. The energy values range between 0 and 8 eV, and they plateau at
the dissociation energy of the rovibrational ground-state (i.e., about 5.2 eV). The figure highlights
two regions of the 25A′ interactions where Varga’s fit fails to reproduce the ab initio energies: the
exchange barrier, with data points A and B being of from Varga’s PES by -0.65 eV and +0.72
eV respectively, and the repulsive wall, with the vertical distance between the point C and the
fit measuring 0.92 eV. With regards to the first region, the Varga surface is unable to capture
the local maximum occurring in the region around r1 = r3 = 4 a0, and the fit cuts through
points A and B. Focusing on the repulsive wall, the original fit too weakly protrudes for replicat-
ing point C, characterized by an energy value of 5.56 eV. These two shortcomings are a common
occurrence for ]OAOBOC between 50◦ and 100◦ (see Figures A.4, A.5, A.6, A.7, A.8, and A.9 of
Appendix A). In their paper, Varga et al. mentioned the deficiency of their fit in reproducing
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the sharp changes of the ab initio points between 45◦ and 65◦, which they attributed to multiple
avoided crossings. The SPES methodology allows for significant improvement in the description of
the main features of the data points: the new exchange barrier presents a hump, which propagates
as a wavefront starting at ]OAOBOC ∼ 50◦ from the plateau region of the dissociation energy to
the wall at ]OAOBOC ∼ 100◦. Furthermore, for small r1, the repulsive portions of the LHS50
surfaces present complicated details due to the C data point, rather than smoothly approaching
infinity as in the case of Varga’s fit. Thanks to these refinements, at points A, B, and C, the mean
of the LHS50 surfaces shows fitting errors of -0.34, 0.33, and 0.5 eV, respectively. However, the
uncertainties associated with the PIP-BNN predictions are extensive in both the exchange barrier
and repulsive wall regions, especially in the aforementioned ]OAOBOC range. This uncertainty is
mostly a consequence of the lack of ab initio data where the sharp changes in the quintet interac-
tions take place.
For the 11A′ PES, the PIP-BNN uncertainties are localized near the ozone equilibrium geometry
(a) (b)
Figure 3.11: 3D views of the 25A′ PESs at ]OAOBOC = 50◦ for r1 > r3, compared to the
correspondent ab initio data points (gray dots). The green surface represents Varga et al.’s fit, the
red one identifies the mean of the 50 PIP-BNN samples, while the orange ones correspond to the
bounds of the three-sigma confidence intervals generated by such samples.
and exchange region, mainly due to the inability of the fitting to reproduce a few ab initio points
for ]OAOBOC between 60◦ and 100◦. The mean-surface from the PIP-BNN samples is associated




Figure 3.12: 3D views of the 11A′ PESs at ]OAOBOC = 90◦ for r1 > r3, compared to the
correspondent ab initio data points (gray dots). The green surface represents Varga et al.’s fit, the
red one identifies the mean of the 50 PIP-BNN samples, while the orange ones correspond to the
bounds of the three-sigma confidence intervals generated by such samples.
3.3 Forward Propagation of the SPESs: Heat Bath Simulations
at 10 000 K
In this section, the posterior PDFs obtained through the SPES approach are used to assess the
uncertainty of the kinetic properties in an isothermal chemical reactor at 10 000 K. A combination
of RVS StS and reduced-order model simulations are presented hereafter. Given their computa-
tional costs, RVS StS simulations are restricted to the Varga and MAP PESs for the singlet and
quintet surfaces. For these cases, RVS QCT calculations (Sec. 2.3.2) are used to compute the RVS
StS rate coefficients, which are then employed in the solution of the ME (Sec. 2.3.2). Examples of
dissociation RVS StS rate coefficients from the calculations for the 25A′ PES at TTran = 10 000 K
are reported in Figure 3.13. On the other hand, the CG-QCT and CGM methods (Sec. 2.3.4) are
applied in series for forward propagating the SPES samples based on 200 distinct groups of energy
levels. For each sample and for each group, 50 000 trajectories are run at a fixed translational
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Figure 3.13: Rovibrational state specific dissociation rate coefficients for the 25A′ interactions at
TTran = 10 000 K. Green dots are obtained using Varga et al.’s fit, while the red ones are computed
through the PIP-BNN MAP surface.
temperature. It is important to mention that the computational cost of the CG-QCT model is one
order of magnitude smaller than the RVS StS model.
The results of RVS StS ME and CGM calculations using the rate coefficients for the singlet surface
are shown in Figure 3.14. The comparison of the composition profiles obtained through MAP and
Varga’s fit demonstrates that the modeling error introduced by the coarse-grained procedure is
small when compared to the uncertainty associated with the PES, represented by the spread of
the gray curves. The largest value of the O2 mole fraction uncertainty is about ±6% with a 95%
degree of confidence in the midst of the dissociation process (t = 0.7 µs). The results obtained
with Varga’s fit at T = 10 000 K are contained within the confidence interval, and are located in a
high-density probability region together with the outcomes of the RVS StS calculations from the
MAP surface. Similar observations are made for the singlet PES at other translational tempera-
tures. The predicted exchange and dissociation global rate coefficients, (obtained as averages of













i(t) respectively) are also characterized by small un-
certainty and good agreement with Varga’s PES. The consistency between the kinetic quantities
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Figure 3.14: Evolution of O2 mole fraction and their histogram at t = 0.7 µs, as predicted: by
RVS StS ME (green solid line), and by CGM200 (overlapping green dashed line), both starting
from Varga’s fit; by RVS StS ME from PIP-BNN MAP (red dotted line); by CGM200 from the 50
PIP-BNN samples (gray narrow lines). The simulations have been performed at TTran = 10 000 K
with the rate coefficients from the 11A′ PESs.
computed through the original and the MAP surfaces is a consequence of the minor fitting im-
provements and small variability generated by the PIP-BNN at the 11A′ low energy regions. In
this sense, the study of this singlet surface further validates the legitimacy of the SPES methodol-
ogy and its implementation.
On the other hand, the heat bath calculations for the 25A′ PES show large discrepancies between
the results obtained with the PIP-BNN surfaces and the ones from the original Varga’s fit. The
differences are noticeable at TTran = 10 000 K and are even larger at lower temperatures, as pre-
sented in the next section. For this quintet PES, the mole fraction estimates given by PIP-BNN
have twice the variability of the 11A′ equivalent case, and the predictions from the original fit lie
outside the 3σ confidence interval (Figure 3.15(a)). Furthermore, based on what is computed by
means of RVS StS ME starting from the MAP PES, the oxygen dissociation is slower by 25% when
compared to results given by Varga’s fit.
To assess the influence of the CGM procedure on the overall uncertainty, we performed RVS StS
ME calculations for the PESs responsible for the fastest and slowest dissociation. The analysis,
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(a) (b)
Figure 3.15: (a): Evolution of O2 mole fractions and their histogram at t = 3 µs. (b): Histogram
of the vibrational relaxation times. Green lines are obtained by starting from Varga et al.’s fit;
in particular: green solid lines are solutions of RVS StS ME; green dashed line are solutions of
CGM200. Red dotted lines are solutions of RVS StS ME from PIP-BNN MAP; gray narrow lines
are solutions of CGM200 from the 50 PIP-BNN samples. The simulations have been performed at
TTran = 10 000 K with the rates from the 2
5A′ PESs.
explained in Figure 3.16, confirms the trends obtained with the reduced-order model. The PIP-
BNN results are also in good agreement with our previous work [160], which reported the value of
34.5% for the O2 mole fraction at t = 3 µs. In that paper, the heat bath was simulated through
a ME using the RVS StS rate coefficients from an ad hoc PIP-NN PES, while the surface was
constructed by using the same set of 25A′ ab initio energies adopted here, and the neural network
structure was identical to the present one. At that time, however, the parameters were treated
deterministically. The small discrepancies between the prediction from the PIP-NN and the one
from the MAP are justified by the different regularization adopted by the PIP-BNN under the form
of the prior distribution in Eq. 2.10.
The mole fraction variability resulting from the PIP-BNN construction of the 25A′ surfaces ne-
cessitates a deeper analysis. For this purpose, we study the thermal relaxation by excluding the
dissociation processes in the ME simulations. The relaxation time constants for the vibrational
energy resulting from the reduced-order method are shown in Figure 3.15(b). With a confidence
level of 99.7%, the vibrational excitation predicted through the original fit takes place between
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(a) (b)
Figure 3.16: Evolution of O2 mole fraction, as predicted by ME (the green solid line) and
CGM200 (the overlapping green dashed line), both starting from Varga et al.’s fit, and by: (a)
CGM200 from the 50 PIP-BNN samples (grey narrow lines), with the two curves at extremes of
the distributions being highlighted in blue and black; (b) CGM200 from the 50 PIP-BNN samples
(grey narrow lines), with the blue and black curves in (a) being recomputed via ME calculations
(blue and black dotted lines). The simulations have been performed at TTran = 10 000 K with the
rates from the 25A′ PESs.
1.5 to 2.2 times faster than that estimated through the PIP-BNN. The uncertainty affecting this
prediction is a direct consequence of the PES variability in the exchange barrier and repulsive wall
regions.
The same inadequacies also affect the exchange reaction and dissociation global rate coefficients.
However, while for the former quantity the variability after thermalization is comparable to the one
during the quasi-steady state, the latter shows uncertainty only at QSS. During that phase, in fact,
the 95% confidence interval of the dissociation global rate is bounded by ±9% around the mean
and does not contain the prediction from the original fit. On the contrary, its equilibrium value is
almost in perfect agreement with the prediction computed through Varga’s fit, as it is most sensitive
to the diatomic contribution to the PES, which has not been varied from its original formulation.
Further details and figures for the global rate coefficients can be found in Subsec.s A.4 and A.5 of
the appendix.
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3.4 Temperature-Dependent Kinetic Parameters and
Comparisons with Experiments
We now analyze the impact that the discrepancies in the 11A′ and 25A′ PESs have on the gas
characteristic quantities as a function of translational temperature. These QoIs not only allow
insight into the propagation dynamics of the ab initio inaccuracies to the macroscopic level, as we
saw in the previous sections, but they are also key parameters in modeling nonequilibrium kinetics
in a CFD framework [42, 118]. The hybrid nature of the results presented should be noted: we
artificially impose the confidence intervals computed from the 50 samples to be centered at the
values obtained from the MAP PESs, which are then treated as best estimates. This procedure is
followed in order to take full advantage of the high-resolution calculations, while still exploiting the
information content gained from the reduced-order calculations with regards to the uncertainties
affecting the PESs. The quantification of the uncertainties connected to the remaining 7 PESs for
the O2+O electronic ground-state lies outside the scope of the present work. However, in order
to compare with the experiments, we also report the results for the full O2+O system computed
based on all 9 PESs from Varga et al. by leveraging RVS StS QCT and RVS StS ME calculations.
Figure 3.17 presents the vibrational relaxation times obtained for the 11A′ (in black) and 25A′ (in
red) interactions from heat baths at constant TTran =
{
2 500, 5 000, 7 500, 10 000
}
K. For the 11A′
interactions, the graph shows very good agreement between the values resulting from the PIP-BNN
and the ones obtained through Varga’s fit, which, in turn, almost perfectly match the DMS pre-
dictions (not shown) by Grover et al. [44]; the uncertainty characterizing these points is inversely
proportional to temperature and relatively small, even at 2 500 K. However, for the 25A′ PESs,
the calculations from Varga’s surface always underestimate the vibrational relaxation rate, and the
SPES predicts uncertainties in excess of one order of magnitude at 2,500 K. The simulations for the
full O2+O system based on Varga’s fits predict vibrational relaxation times almost constant with
temperature. While, at low TTran, these results are included in the uncertainty bound of the old
experiments by Breen et al. [18], the trend is in contrast with the more recent trials by Ibraguimova
et al. [53]. The difference with the latter decreases from a factor four at 2 500 K to a factor two at
high temperatures. This discrepancy is consistent with the inaccuracies in the characterization of
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Figure 3.17: Vibrational relaxation times. The values for the 11A′ and 25A′ PESs are in black
and in red, respectively. Of these, the solid lines are the values obtained using Varga et al.’s fits,
the dots the values computed through the PIP-BNN MAP surfaces, and the vertical lines the three-
sigma intervals corresponding to the 50 PIP-BNN samples. The green lines represent the values
obtained by using all 9 PESs from Varga et al. and by either including (solid line) or excluding
(dotted line) the exchange reactions. Pink dashed line and symbols identify the experiments by
Ibraguimova et al. [53] and Breen et al. [18], respectively.
25A′ interactions revealed by the PIP-BNN approach.
The dissociation and exchange reaction rate coefficients at QSS are reported in Figure 3.18 for the
11A′ and 25A′ interactions at TTran =
{
5 000, 7 500, 10 000
}
K. At TTran = 2 500 K, for the scenario
analyzed, recombination takes place for a short amount of time before the start of dissociation, and
no quasi-steady state is observed for either the singlet or the quintet PESs [160]. In Figure 3.18(b),
all the dissociation rate coefficients resulting from simulations are corrected by a factor 16/3, in
order to account for the effect of the excited electronic states [110]. The 11A′ predictions from
Varga’s fit and the ones from the 11A′ PIP-BNN surfaces are in good agreement, but the results
involving the 25A′ PESs show noticeable inconsistencies. At QSS, the dissociation rate coefficient
estimated by Varga lies outside the three-sigma intervals from the PIP-BNN. However, the dis-
crepancy is relatively small, especially if compared to the uncertainty bounds of the experiments
by Shatalov [138] for equilibrium dissociation rate coefficients, corrected for QSS by Andriendko et
al. [4]. No experiments are at the moment available for the exchange reaction rate coefficient. This
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(a) (b)
Figure 3.18: Dissociation (a) and exchange reaction (b) rate coefficients at QSS. Black and red
colors corresponds to results from the 11A′ and 25A′ PESs, respectively. In particular, the solid
lines report the values obtained using Varga et al.’s fits, the dots the ones computed through the
PIP-BNN MAP surfaces, while the vertical lines identify the three-sigma intervals corresponding
to the 50 PIP-BNN samples. The green line represents the values obtained by using all 9 PESs
from Varga et al. Pink symbols correspond to Shatalov’s experiments [4, 138].
quantity is found significantly higher for the 11A′ PES than for 25A′ one and nearly independent
of the translational temperature, due to the relatively small energy barrier. While almost no vari-
ability is propagated from the former PES and good agreement is found between PIP-BNN and
Varga’s fit, the results from the 25A′ interactions show large uncertainty during QSS as well as at
equilibrium (see Figure A.17 in Appendix A).
3.5 Sensitivity Analysis of the 25A′ PES
Sensitivity analysis, described in Sec. 2.2.3, can be used to study the regions of the 25A′ PES that
mostly contribute to the uncertainties of the quantities of interest, y. Such regions can significantly
vary in relation to the quantity selected when performing the sensitivity study. In order to choose
the PES locations to be refined, we first compute the Pearson coefficient [130] ρV,y for a grid of
362 400 configurations including atomic distances between 1.5 and 8.0 a0 and angles in the range
35◦-175◦. After sorting the grid points based on their ρV,y, we choose the nodes with the top 1%
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values of ρV,y as candidates for further selection based on importance sampling. Every time a new
candidate point is obtained, we also make sure that the minimum distance to the nodes already
accepted is larger than 0.2 a0 before adding it to the final list.
In Figure 3.19 we present the results for k̄EEq, on the left, and for τV , on the right, which are the two
variables that appeared to be affected most by the PES variability. The 3D views show the 25A′
PES resulting from the average of the 50 PIP-BNN samples at ]OAOBOC = 50◦. The surfaces are
identical to the red one in Figure 3.11, but they are colored based on the magnitude of ρV,y.
As expected, the exchange reaction rate at equilibrium is most sensitive to the transition state
location on the PES. This is in accord with the physical intuition that the exchange reaction is
governed by the effortlessness with which one of the atoms composing the molecule can traverse
the energy barrier, a necessary condition for it to break one bond and form another. What is most
interesting is that the structure of the valley between the exchange barrier and the repulsive wall
has more relevance than the shape of the channel dividing the bump from the plateau, which is
more important for dissociation.
The resulting vibrational relaxation times are highly correlated to both the exchange barrier and
the repulsive wall regions. The highest sensitivity is found around the area where the many-body
term in the potential contributes the most. In particular, the lowest part of the repulsive wall
strongly impacts the non-reactive collisional dynamics. Computing more ab initio data points in
these regions should reduce the uncertainty associated with the 25A′ PES.
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(a) (b)
Figure 3.19: 3D views of the 25A′ PES resulting from the average of the 50 PIP-BNN samples at
]OAOBOC = 50◦ for r1 > r3. The surface has been colored based on the absolute value of Pearson
correlation coefficients [130] between the PES and the global exchange reaction rate coefficient at
the equilibrium distribution of TTran = 10 000 K (a), and between the PES and the vibrational
relaxation time at TTran = 10 000 K (b). The gray dots identify the locations suggested by the
PIP-BNN for performing refinement ab initio calculations. The shades of blue in the PES depth




Model Reduction for Dissociation
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Chapter 4
A Novel Grouping Strategy for the
Dissociation Mechanisms
This chapter details the quasi-classical trajectory calculations, the kinetic databases, and the hybrid
methodology applied to the study of dissociation.
This chapter is structured as follows: a brief discussion of the O2 diatomic potential is followed by a
description of the methodology used to investigate the nonequilibrium relaxation in a 0-D chemical
reactor. The necessary equations, already extensively discussed in the literature [114], are briefly
outlined. The reduced order techniques adopted in this work are discussed next, including both
the conventional vibrational-specific approach and the proposed centrifugal-barrier-based strategy.
The section is concluded by presenting a novel hybrid methodology, which combines a rovibrational-
specific treatment of excitation processes and a physics-based model reduction of the dissociation
process.
4.1 O2 Diatomic Potential and O2+O Potential Energy Surfaces
In the calculations performed in this section, all the nine PESs from Varga et al. [150], already
discussed in Sec. 2.3.1, are considered, and statistical weights of 1/27, 3/27, and 5/27 are adopted
for the singlet, triplet, and quintet based on the high-temperature limit [150]. As already men-
tioned, starting from the ab initio data points, the PESs are constructed through a two-step fitting
procedure based on a multi-body expansion represented in Eq. 2.12. The V Diat is obtained by
fitting an accurate diatomic potential, and VMB is constructed by using permutationally invariant
polynomials in mixed exponential-Gaussians [165]. The effective diatomic potential is obtained by
adding the rotational contribution:







Figure 4.1: Two-dimensional and three-dimensional views of the O2 effective diatomic potential
as a function of the distance between the oxygen atoms and of the rotational quantum number. In
the right figure, the rovibrational levels are represented as dots at their inner and outer turning
points, and they are colored based on their vibrational quantum numbers.
where J indicates the rotational quantum number, ~ the reduced Planck constant, and m the
molecular reduced mass [60]. Figure 4.1(a) shows V DiatJ as a function of the inter-atomic bond
length and rotational quantum number. The main effect of molecular rotation is the formation of
a centrifugal barrier (black dotted line) [55, 122]: a rotating molecule will dissociate if its internal





The 6 115 rovibrational levels described in Sec. 2.3.2, which include both bound and quasi-bound
states, are used also in this study. We indicate the set of rovibrational levels, sorted according to
increasing energy, with the symbol I. Again, each state is identified either through an i index or
through the 2-tuple O2(v, J), representing its vibrational and rotational quantum numbers. In the
remaining part of the manuscript, the internal energy of the rovibrational level is indicated as εi,
and the dissociation energy of the rovibrational ground-state is chosen as its reference value. As a







In Figure 4.1(b), the levels are marked with symbols at their inner and outer turning points and
colored based on their vibrational quantum numbers. The three-dimensional visualization proved
essential to understanding the behavior of RVS dissociation rate coefficients, as later discussed in
chapter 5.
4.2 QCT Calculations and Ab Initio Kinetic Database
Also in this part, all the atoms and molecules are considered at their electronic ground-state, and
only rovibrational excitation and chemical processes are taken into account. Due to the large
number of rovibrational levels involved, the collisions between O2 molecules and O atoms lead
to about 75 million possible outcomes, which have been already described in Sec. 2.3.2, with







inelastic, exchange reaction, dissociation and recombination rates respectively. The forward rates
(exothermic and dissociation) are computed via QCT calculations, as discussed in detail by Jaffe et
al. [60] The backward rates are retrieved from the forward ones based on micro-reversibility (i.e.,













, ∀ i ∈ I, (4.3)
where the equilibrium constant, KEqi (T ), depends on the partition functions of O (translational,
QtO(T ), and internal, QO) and O2 (translational, Q
t
O2
(T ), and internal, QO2(T )). In particular,













with ξi(T ) being the i-th level contribution, kB the Boltzmann’s constant, and g
e = 3, the degen-
eracy of the O2 electronic ground-state.
In this part, 50 000 collisions per initial O2 rovibrational state are simulated for each of the transla-
tional temperatures in the following list: TTran =
{
1 500, 2 500, 5 000, 6 000, 8 000, 10 000, 12 000,
14 000, 15 000, 20 000
}
K. The trajectory calculations are performed with CoarseAIR [153], the
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in-house Fortran 2008 modernization of the original VVTC code developed at NASA Ames by D.
Schwenke [135]. The resulting dissociation rate coefficients are corrected by a factor 16/3 [110].
The 9 PESs employed in this work only characterize the interaction of the electronic ground-state
of O2 with the O atom. The oxygen molecule, however, presents low-lying electronic excited states,
and the dissociation can take place from one of these levels relatively easily. As a consequence, the
multi-surface correction factor is included in this work with the aim of accounting for the effect of
the excited electronic states. An in-depth discussion about the reasoning behind the 16/3 coeffi-
cient can be found in Esposito et al. [37] and in Andrienko et al. [4]. The overall set of ab initio
rovibrational-resolved rate coefficients form the first database obtained using all nine PESs for the
ground-state of O2 colliding with O.
4.3 Isothermal and Isochoric Chemical Reactor Model
In this part, we study the nonequilibrium relaxation of oxygen in an isothermal chemical reactor [4,
69, 114]. In particular, two 0-D cases are analyzed: a purely-dissociative case and a more exhaustive
one where both dissociation and excitation are taken into account. In all the simulations presented,
unless explicitly indicated otherwise, the full rovibrational kinetics are studied. Three rovibrational
databases are constructed using the excitation rate coefficients (Eqs. 2.19-2.20) obtained by QCT
scattering calculations and the dissociation rate coefficients from three different data sets:
1. The ab initio data set, as obtained from the QCT calculations;
2. The vibrationally-averaged data set, reconstructed from the vibrational-specific (VS) reduced
order model;
3. The CB-averaged data set, reconstructed from the novel centrifugal-barrier-based (CB) re-
duced order model.
Hereafter, the calculations performed by employing the data set (a) will be referred to as fully-StS.
In all the scenarios analyzed, molecules are allowed to interact via collisional processes with atoms,
but not with each other. The heat bath simulations are performed with the KONIG code and
the PLATO thermochemical library [102, 103, 107, 108]. Before moving to the description of the
reduced order strategies, the two heat bath scenarios are briefly discussed below.
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4.3.1 Analysis of Dissociation in a 0-D Heat Bath: Pure Dissociation
The numerical simulations presented are carried out in a 0-D isochoric and isothermal chemical
reactor, where density and temperature are set as initial conditions. At the beginning of the
simulation, the O2 molecules are distributed according to a Maxwell-Boltzmann function at the
translational temperature, T 0Int = TTran, and their concentration is out of equilibrium. The most

















where ni and nO represent the number densities of the i-th rovibrational level and atomic oxygen,
respectively.
4.3.2 Analysis of Dissociation in a 0-D Heat Bath: Excitation and Dissociation
In this case, both dissociation-recombination and energy transfer processes are considered. A
Boltzmann distribution at a low internal temperature is prescribed as an initial condition for the
O2 molecules (i.e., ’cold’ oxygen mixture). At the beginning of the simulation, the translational
temperature is instantaneously artificially raised to a higher value, TTran  T 0Int, and thereafter
kept constant. The inclusion of rovibrational excitation of the O2 molecules requires modification
to the system of equations presented above. The resulting RVS master equation for this analysis
has been already presented as Eq. 2.22.
4.4 Model Reduction for Dissociation Mechanisms
This section summarizes the details of the methodology used to construct the vibrationally-averaged
and the CB-averaged dissociation data sets used for solving the RVS master equation. In partic-
ular, the goal of this part is to put forward the differences and similarities between the proposed
CG approaches and VS model published in the literature. The hybrid technique used in our anal-
ysis is presented by starting from the methodology of model reduction discussed in a number of
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publications [85, 102, 129].
4.4.1 Reduced Order Approach to Master Equation
The general model-reduction approach for the nonequilibrium kinetics used in the remaining part
of this thesis has been extensively discussed by Liu et al. [85] and briefly mentioned in Sec.2.3.4.
However, the two distinct grouping strategies adopted in this part are different from the one by
Sahai et al. [129] introduced above. The goal of the present study is the analysis and coarse-graining
of the dissociation mechanisms, rather than the excitation ones. For this reason, the two following
grouping strategies are the well known VS model [21, 26] and the new CB model. The procedure
for simulating the nonequilibrium kinetics is the same for both strategies and is briefly summarized
below for a purely-dissociative case:
1. Grouping the Rovibrational Levels: The levels are first separated in NG groups (also referred
to as bins). The set of states contained in the P-th bin is indicated by IP .
2. Boltzmann-Averaging the RVS Rate Coefficients: The group-specific dissociation rate coef-
ficient, KDP , is obtained from the RVS ones as a weighted average based on the Boltzmann
distribution function over IP :





P (TP ), (4.6)
where the the Boltzmann distribution is defined as:






, ∀i ∈ IP , (4.7)
where TP and QP (TP ) indicate the internal temperature and partition function of the P-th
group, respectively.
3. Solving the CG Master Equation: The population of the P-th group, nP , is obtained by solving
the coarse-grained master equation, derived by computing the moments of the corresponding
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The distinction between the VS and CB models is limited to step 1 in the procedure, that lumps the
rovibrational states into groups. Thus, different low dimensional representations of the distribution
function are used for the two strategies:




(v, J) | v = (P − 1)
}
, ∀ IP ⊂ I. (4.9)
• CB Grouping: The levels are clustered based on the energy-deficit from the centrifugal barrier.















, and η is a free parameter. Each level is then assigned to the group
that respects the following constraint:
ÊDP−1 ≤ εDi < ÊDP . (4.11)
The value of η = 1 chosen in this work yields a uniform grid. Differently, η > 1 would
correspond to a grid refined in the proximity of the centrifugal barrier.
In order for the comparison with the VS approach to be consistent, TP = TTran (i.e., the
group temperature is fixed and equal to the translation one) is also imposed for the CB model.
It should be noticed, however, that this does not correspond to constraining TRot = TTran.
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Figure 4.2: Schematics of the procedure for obtaining the data sets of RVS StS rate coefficients
employed in the hybrid approach to the master equation. The final database combines the un-
modified ab initio excitation rates and the dissociation rates encoded trough model reductions and
decoded trough reconstructing averages.






P (T ). (4.12)
4.4.2 Hybrid Approach to ME: RVS StS Excitation Coupled to CG
Dissociation
In order to quantify the impact that the model reduction for the dissociation kinetics has on the
overall nonequilibrium relaxation, no additional inadequacy must be introduced while modeling the
energy transfers. For this reason, while still coarse-graining the dissociation kinetics, we employ
an exact treatment of the excitation processes by using their correspondent (unmodified) ab initio
RVS StS rate coefficients. The hybrid procedure that we follow, briefly schematized in Fig. 4.2, is
outlined hereafter:
1. Grouping the Rovibrational Levels: As discussed in the previous section.
2. Boltzmann-Averaging the RVS Rate Coefficients: As discussed in the previous section.
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3. Reconstruction of the Rovibrational Rate Coefficients: The RVS rate coefficients are recon-
structed from the group-specific values computed in the previous step.
4. Solution of the RVS StS Master Equation.
The first two steps have been already discussed in the previous section, and are basically un-
changed for the dissociation processes. On the other hand, the reconstruction at step 3 needs to be
consistent with the Boltzmann-averaging performed in step 2. For this reason, the reconstructed
(rovibrational-specific) dissociation rate coefficients are assigned as follows:
k̄Di = K
D
P , ∀ i ∈ IP , ∀ IP ⊂ I. (4.13)
Finally, instead of solving the coarse-grained master equations (e.g., Eq. 4.8), we solve the RVS
formulations (Eq.s 2.22 and 4.5). In the following, this approach will be referred to as grouped-
reconstructed. It is important to notice that, for the purely-dissociative heat bath presented in
Sec. 4.3.1, the coarse-grained formulation and the grouped-reconstructed one are mathematically
equivalent. as shown in the next section.
4.5 Equivalence of Coarse-Grained and Grouped-Reconstructed
Formulations
This section focuses on the purely-dissociative heat bath scenario presented in Sec. 4.3.1. Its objec-
tive is proving that the solution of the ro-vibrational-specific master equation (i.e., Eq. 4.5) under
the constraint of Eq. 4.13 is mathematically equivalent to the solution of the coarse-grained master
equation (i.e., Eq. 4.8).
We start with selecting the P-th bin and multiplying the equation characterizing its population
(first equation in the system of Eq. 4.8) by the Boltzmann distribution function for its levels, f iP .













, ∀i ∈ IP . (4.14)
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= f iP =
ξi
QP
, ∀i ∈ IP . (4.15)
By substitution, it is then possible to transform nP in ni:
dni
dt
= −KDP ninO +KRP
ξi
QP
n3O, ∀i ∈ IP . (4.16)
By rewriting the group-specific recombination rate coefficient in terms of the dissociation one
(similarly to in Eq. 4.3 for the state-specific recombination rate), Eq. 4.16 becomes:
dni
dt






n3O, ∀i ∈ IP . (4.17)
If Eq. 4.13 is now employed, we obtain:
dni
dt






n3O, ∀i ∈ IP . (4.18)
By invoking micro-reversibility, once again, the resulting equation for the evolution of the levels in
the P-th group is:
dni
dt
= −k̄Di ninO + k̄Ri n3O, ∀i ∈ IP . (4.19)
When the same process is repeated for all the IP ⊂ I, it is found that the first of the euations
in the system of Eq. 4.5 exactly corresponds to the first of equations in the system of Eq. 4.8.






, ∀i ∈ IP . (4.20)




i and by using the constraint nP =
∑
i∈IP ni, the








































Applications to the O2+O System
The hybrid methodology discussed in the previous chapter is now adopted to study the perfor-
mance of the reduced order models by comparing the data sets of rate coefficients (ab initio and
reconstructed) and the results of 0-D thermochemical simulations. The observable QoIs for the
latter analysis are the composition profiles and the rovibrational distributions at different times.
Finally, for validation purposes, the macroscopic QSS [81] rate coefficients are compared to the
ones in the literature.
5.1 Analysis of the State-Specific Dissociation Rates
The analysis and comparison of the RVS dissociation rate coefficients obtained via the dimensional-
ity reduction process constitute necessary prerequisites for the understanding of the nonequilibrium
kinetics, discussed in later sections. In Figure 5.1, the rovibrational levels are plotted as functions of
their rotational quantum numbers and internal energies, and they are colored based on the magni-
tude of their dissociation rate coefficients. The black curves indicate the states characterized by the
same energy deficit from the J-dependent centrifugal barrier, εDi (J). These curves help to visualize
the strong dependency of the kDi coefficients on ε
D
i (J): the larger the distance from the barrier,
the lower the likelihood of dissociation. The translational temperature, TTran, controls the energy
available during the collision and acts as a scaling factor of the overall trend. The comparison of
Figure 5.1 and Figure 4.1(b) demonstrates that energy levels with the same vibrational quantum
number can have drastically different dissociation rate coefficients, especially for small vs. As an
example, at T = 10 000 K, k̄D(0,0) is four orders of magnitude lower than k̄
D
(0,240).
An effective reduced order model should minimize the information lost during the grouping step
(i.e., during the encoding phase kDi → KDP ), so that the reconstruction of the state-specific
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Figure 5.1: O2 rovibrational levels plotted as functions of rotational quantum number and internal
energy (i.e., left side of the 3D diatomic potential in Figure 4.1(b)). The levels are colored based
on their ab initio RVS dissociation rate coefficients, obtained through QCT calculations at T =
5 000, 10 000, and 20 000 K. Black lines represent isolines from the centrifugal barrier.
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(a) (b)
Figure 5.2: RVS dissociation rate coefficients at T = 10 000 K. Black dots: rates from the ab
initio data-set. Red dots: rates from the vibrationally-averaged data-set. Blue dots: rates from
the CB-averaged data-set, based on 45 groups.
rates (i.e., the decoding phase KDP → k̄Di ) would produce k̄Di very similar to kDi . In practice,
the dimensionality reduction is not perfect, and its accuracy can be assessed by a generic error
e =
∑
i∈I |k̄Di − kDi |. The more the reconstructed rate coefficients are similar to their ab initio
correspondents, the better the model is in reducing the dissociation kinetics.
To better illustrate this important point, Figure 5.2 shows comparisons between the RVS rate
coefficients obtained from QCT calculations (in black) and the ones resulting from the dimension-
ality reductions detailed in Sec. 4.4 (in red and blue). To perform a fair comparison, since the
vibrational-specific reduction uses the 45 v quantum numbers as separate groups, we have used
45 bins in the CB model as well. As a result of the Boltzmann-averaging process, the VS rate
coefficients form horizontal strands when they are associated with states characterized by the same
vibrational quantum number (see Eq. 4.13). For this reason, the rates for the low-lying and high-
lying energy levels are strongly mispredicted (e.g., in the case of kD(0,0), the rate is overestimated by
more than one order of magnitude, and for kD(0,240) it is underestimated by more than three orders
of magnitude). On the contrary, the novel strategy provides rate coefficients that are in excellent
agreement with the ab initio ones. The maximum relative error between the reconstructed and
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original rates is reduced to 5.6, compared to 1250.0 of the previous method.
An additional advantage of the CB approach to model reduction is the possibility of fitting the





















and ε0i = εi−ε1. C1, C2, and C3 identify three tunable parameters,
the values of which are reported in Table 5.1. The resulting fitting accuracy is showed in 5.7.
Table 5.1: Parameters Values for Eq. 5.1
C1 [cm
3/s] C2 [−] C3 [eV ]
45 Groups 1.231e-11 2.352 -5.035
20 Groups 5.238e-12 2.362 -5.099
15 Groups 3.724e-12 2.364 -5.157
10 Groups 2.141e-12 2.347 -5.298
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Figure 5.3: Scatter plot reporting the fitting error for the group-specific dissociation rate coeffi-
cients at T = 5 000 K (red dots), T = 10 000 K (green dots), and T = 15 000 K (blue dots). The
45 groups are constructed based on the energy-distance from the centrifugal barrier. The oblique
external lines represent factor-two fitting errors (i.e., absolute errors equal to 100%).
5.2 Analysis of Dissociation in a 0-D Heat Bath: Pure
Dissociation
The section proceeds by analyzing the differences between the VS and CB reduced order models in
the characterization of the O2+O dissociation kinetics. To this aim, we simulate the nonequilibrium
processes taking place in an isochoric and isothermal chemical reactor. In this analysis, we eliminate
the mechanisms leading to the excitation of the molecule’s internal degrees of freedom. Only
dissociation is included. At the beginning of the numerical simulation, the gas number density is
3.33× 1023 m−3 and the mixture is made up of 95% O2 and 5% of O. Moreover, the molecules are
initially populated according to a Maxwell-Boltzmann distribution at TTran = T
0
Int = 10 000 K.
The translational temperature is kept constant throughout the chemical relaxation. The study of
the kinetics is carried out by solving the master equation for the entire rovibrational energy ladder.
Three different sets of rovibrational dissociation rate coefficients are used in this comparison: i) the
ab initio data-set; ii) the vibrationally-averaged data-set; iii) the CB-averaged data-set. In the last
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(a) (b)
Figure 5.4: Normalized population distribution of the rovibrational levels for a heat bath at T =
10 000 K in which only dissociative collisions are allowed. The time-snapshots are taken at t = 7
µs. Colored dots: dissociation is computed based on the ab initio data set of rate coefficients, and
levels are colored based on their correspondent rates. Black dots: results based on the vibrationally-
averaged (a) and on the 45-groups CB-averaged (b) data sets.
(a) (b)
Figure 5.5: Normalized population distribution of the rovibrational levels for a heat bath at
T = 10 000 K in which only dissociative collisions are allowed. The time-snapshots are taken
at t = 30 µs. Colored dots: dissociation is computed based on the ab initio data set of rate
coefficients, and levels are colored based on their correspondent rates. Black dots: results based on
the vibrationally-averaged (a) and on the 45-groups CB-averaged (b) data sets.
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(a) (b)
Figure 5.6: Normalized population distribution of the rovibrational levels for a heat bath at
T = 10 000 K in which only dissociative collisions are allowed. The time-snapshots are taken
at t = 100 µs. Colored dots: dissociation is computed based on the ab initio data set of rate
coefficients, and levels are colored based on their correspondent rates. Black dots: results based on
the vibrationally-averaged (a) and on the 45-groups CB-averaged (b) data sets.
two cases, the reconstructed coefficients are obtained by assigning the value of the group-specific
rate to all the states within the bin, which is consistent with Eq. 4.13 and Figure 5.2.
Figures 5.4, 5.5, and 5.6 report the rovibrational distribution function for the three models. The
symbols in color represent the population at t = 7 µs, t = 30 µs, and t = 100 µs, respectively, for
the case employing the ab initio kDi . The outcomes of the averaged models are presented in black
and are overlaid on the reference solution. In all the simulations, the levels showing the same values
of dissociation rate coefficients are in equilibrium with each other at T = TTran. This behavior can
be mathematically explained by starting from Eq. 4.5. Assuming that nO is known at each time

































At the beginning of the simulation, a Boltzmann distribution is imposed for all the rovibrational
levels. From the combination of this assumption and Eq. 5.4, it follows that, if kDi = k
D
j , then the
local equilibrium between the states i and j is preserved for the entire dissociation process.
It can be noticed that states characterized by internal energies close to the centrifugal barrier (i.e.,
the ones with the highest kDi ) are the ones to be depleted first, even if they lie at the vibrational
ground-state. For this reason, the CB approach to model reduction significantly outperforms the
VS one in reproducing the features of the ab initio mechanisms, even for these simplified heat
bath conditions. It is worth highlighting that the inadequacy of the VS model in predicting the
dissociation kinetics is not limited to the quasi-bound levels. The consequence on the description
of macroscopic quantities such as the O2 mole fraction can be seen in Figure 5.7. It is worth
highlighting that this improvement in accuracy is obtained by solving only 45 equations compared
to the original 6 116 of the fully-StS model, with a reduction of the computational cost by more
than two orders of magnitude.
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Figure 5.7: Evolution of O2 mole fraction in the 0-D simulation in which only dissociative collisions
are allowed. The conditions of the isothermal and isochoric heat bath are T 0Int = 10 000 K, n
0
d =
3.33× 1023 m−3, [O2]0 = 95%, and TTran = 10 000 K. Black and blue lines overlap. Red and pink
lines overlap. Black unbroken line: dissociation is computed based on the ab initio data set of rate
coefficients. Red dash-dotted line: dissociation is computed based on the vibrationally-averaged
data set. Blue dashed line: dissociation is computed based on the 45-groups CB-averaged data set.
Pink unbroken line: from the fully-VS model.
5.3 Analysis of Dissociation in a 0-D Heat Bath: Excitation and
Dissociation
In this section, the analysis of the nonequilibrium relaxation is extended to include the collision
processes leading to internal energy exchange. While the translational temperature of the heat
bath is still fixed at TTran = 10 000 K, the relaxation starts with ‘cold’ molecules. Thus, we ini-
tialize the internal population of O2 using a Boltzmann distribution at T
0
Int = 300 K. The thermal
and chemical nonequilibrium kinetics are studied by solving the RVS master equation in Eq. 2.22.
The main goal of this analysis is to investigate how the internal excitation of the molecules affects
the dissociation mechanisms observed so far. In this work, we are not interested in studying the
physics of the energy exchanges, nor in reducing their dimensionality. Therefore, the values of
the excitation rate coefficients, kij , remain unchanged. On the contrary, the three sets of k
D
i are
separately employed. It is important to mention that, while we are still solving Eq. 2.22 for each
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(a) (b)
Figure 5.8: (a): Evolution of O2 mole fraction in a heat bath at T = 10 000 K. Black and blue
lines overlap. Black unbroken line: fully-StS calculations. Red dotted line: RVS StS excitation
coupled to VS dissociation. Blue dashed line: RVS StS excitation coupled to CB dissociation with
45 groups. Pink unbroken line: fully-VS calculations. Crosses: time instants at which [O2] =
50%. (b): Vibrational distribution functions at the time instants at which [O2] = 50%. Black dots:
fully-StS calculations. Red dots: RVS StS excitation coupled to VS dissociation.
rovibrational level, the adoption of the reconstructed rate coefficients is equivalent to simulating
the dissociation processes as if they were grouped according to the two strategies outlined above
(see B).
The time evolution of the resulting O2 mole fractions is presented in Figure 5.8(a). The disso-
ciation predicted by the VS model is much too rapid, about 33% faster than the one predicted
by the fully-StS kinetics. On the contrary, the CB model introduces negligible inaccuracies in the
prediction of the chemical composition. For the sake of completeness, we also report the result of
the fully-VS model [21, 26], which groups also the energy exchange processes based on vibrational
quantum numbers. The comparisons of the pink and red curves with the black one demonstrate
that the main shortcoming in the VS model is its inability to predict dissociation correctly. This
result is consistent with what was found by Macdonald et al. for the N2+N2 system [90]. The
analysis of the vibrational distribution function (VDF), reported in Figure 5.8(b), shows excellent
agreement between the predictions provided by the VS model and the fully-STS result. Clearly,
the ability to capture the VDF is not sufficient to correctly predict the dissociation. A countless
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Figure 5.9: Normalized population distribution of the rovibrational levels for a heat bath at T =
10 000 K, computed by means of fully-StS calculations. The time-snapshot is taken during QSS,
at the instant at which [O2] = 50% (i.e., black/blue crosses in Figure 5.8(a)). Levels characterized
by the same vibrational quantum numbers are connected through segments of equal colors.
number of models focus uniquely on the modeling of the vibrational nonequilibrium, completely
disregarding the nonequilibrium in the rotational degrees of freedom. The result presented consti-
tutes a clear proof that exclusively relying on the VDF to construct nonequilibrium models is a
mistake, and rotation must be correctly accounted for [89].
The fundamental assumption of rotational equilibrium (i.e., the rotational levels follow a Boltz-
mann distribution) adopted by the VS model is unable to describe the internal distributions of
O2 molecules during dissociation. Figure 5.9 shows the rovibrational populations computed by the
fully-StS simulation in the midst of QSS, when about half of the molecules have dissociated. In
the figure, the levels have been colored as functions of their vibrational quantum numbers. The
rotational population distribution of the vibrational states exhibits a strong deviation from the
equilibrium one. To correctly account for its curvature, higher-order moments must be used [137].
The RVS distribution at QSS shares many similarities with the one observed in Figures 5.4, 5.5,
and 5.6, where only dissociation processes were included. The establishment of QSS results from
temporary ‘equilibrium’ between the incoming flux of molecules, excited from the highly populated
states, and the outgoing flux, caused by the direct dissociation events. Noticeable exceptions are
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(a) (b)
Figure 5.10: Normalized population distribution of the rovibrational levels for a heat bath at T
= 10 000 K. The time-snapshots are taken during QSS, at the instants at which [O2] = 50% (i.e.,
crosses in Figure 5.8(a)). Black dots: fully-StS calculations. Red dots: RVS StS excitation coupled
to VS dissociation. Blue dots: RVS StS excitation coupled to CB dissociation with 45 groups.
the few states characterized by high v and internal energy close to 0 eV. The larger the vibra-
tional quantum number, the smaller the energy-spacing between the levels. Therefore, while jumps
between high-v states are very likely, the exchanges with levels close to the ground-state are im-
probable. For this reason, high-v states tend to be isolated in a single cluster and to be mostly
governed by dissociation, given their proximity to the centrifugal barrier [29].
The use of a Maxwell-Boltzmann distribution to describe all the rotational states characterized
by the same v leads to a severe over-prediction of the populations of the quasi-bound levels (Fig-
ure 5.10(a)). The thermo-chemical relaxation is significantly accelerated, as a consequence. On the
contrary, grouping the levels based on their energy-deficit from the centrifugal barrier permits the
imposition of the condition of local equilibrium only to the states showing similar kDi , thus allowing
for the QSS distribution to be correctly captured (Figure 5.10).
The heat bath simulations are then repeated for a range of translational temperatures between
1 500 and 20 000 K. Figure 5.11 reports the relative differences between the times required by the
models to achieve the value of 50% in O2 mole fraction. Different numbers of groups are tested
for the CB approach: 10, 15, 20, and 45. In general, the novel strategy outperforms the VS model
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Figure 5.11: Delays of O2 depletion compared to the fully-StS simulations. Red dotted line:
RVS StS excitation coupled to VS dissociation. Pink unbroken line: excitation and dissociation
are both computed vibrationally-specific. All the other lines are obtained by computing excitation
trough RVS StS and dissociation through the CB model with 45 (blue dash-dotted line), 20 (green
dash-dotted line), 15 (purple dash-dotted line) and 10 (yellow dash-dotted line) groups.
over the entire range of conditions and for all the numbers of groups. Given the same extent of
coarsening, with the number of bins fixed to 45, the CB model performs five times better than the
VS one at 1 500 K and sixty times better at 20 000 K. For TTran larger than 5 000 K, even with
just 10 groups, the error of the CB approach is at least three times smaller than the one character-
izing the VS model. With 20 bins, the accuracy in the prediction of the mole fraction at TTran =
20 000K is improved by 2000%. At very low temperatures, where molecular dissociation is barely
occurring, the fidelity of the CB reduction deteriorates. This behavior is explicable by analyzing
Figure 5.1, once again. When TTran is relatively small, the levels close to the centrifugal barrier
are characterized by dissociation rate coefficients spanning many orders of magnitude. When a
small number of groups is used, these states end up clustered in the same bin, and their rates are
averaged into a single value. Therefore, a larger number of groups is necessary to guarantee the
same accuracy observed at high temperatures. This number could be decreased further by selecting
η > 1 in Eq. 4.11 and by consequently clustering the proximity of the centrifugal barrier in more
bins.
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In order to gather more insight into the dissociation dynamics, we analyze the dissociation-
vibrational, dissociation-rotational, and dissociation-internal energy transfer. While Figure 5.12
shows the evolution of these energy rate constants, CDV , CDR, and CDI , respectively, in a heat
bath at TTran = 10 000 K, Figure 5.13 presents their QSS values as function of the translational
temperature. For temperatures higher than 18 000 K, the vibrational mode is not anymore the
preferential channel for energy removal. It should be noticed that the same phenomenon was al-
ready inferred for the N2+N system, but expected only at TTran > 50 000 K [114]. For the O2+O
system, the contribution of rotation is proven to be not negligible even at relatively low tempera-
tures, and inadequacies in its characterization necessarily result in a poor estimate of the overall
amount of energy stored in the molecules during their depletion. Once again, the CB order model
outperforms the VS one even when constructed with significantly fewer groups.
Figure 5.12: Evolution of the energy rate constants for dissociation-vibrational (unbroken lines),
dissociation-rotational (dotted lines), and dissociation-internal (dashed lines) energy transfer in
a heat bath at TTran = 10 000 K. Black lines: from fully-StS calculations. Red lines: RVS StS
excitation coupled to VS dissociation. Yellow lines: RVS StS excitation coupled to CB dissociation
with 10 groups.
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Figure 5.13: Energy rate constants for dissociation-vibrational (unbroken lines), dissociation-
rotational (dotted lines), and dissociation-internal (dashed lines) energy transfer at QSS. Black
lines: fully-StS calculations. Red lines: RVS StS excitation coupled to VS dissociation. Pink lines:
fully-VS calculations. Yellow lines: StS excitation coupled to CB dissociation with 10 groups.
5.4 Comparison with Literature
Before closing the results section, comparisons against available experimental data and other the-
oretical calculations are provided. Figure 5.14(a) compares the QSS dissociation rates obtained
through the fully-StS simulations to the ones already in the literature. The novel set of rate coeffi-
cients is in good agreement with the experiments by Shatalov et al. [139], and it differs by a factor
up to five from the RVS calculations by Andrienko et al. [4], which used the 1A′ PES by Varandas
et al. [149]. The discrepancies with the work by Grover et al. [44] are generated by inconsistent
use of the correction factor 16/3 to account for the contribution of the electronic levels. Since it
does not rely on rate coefficients, the DMS approach permits to apply such factor only in the post-
processing phase. Given the non-linearities in Eq. 2.22, such an posteriori remedy is not equivalent
to rectifying the dissociation probabilities at run time, and it leads to the error shown in the figure.
In order to compare against Grover et al.[44], we have repeated the calculations and have applied
the correction factor in the same way as them (as we have done for obtaining Figure 1.2).
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(a) (b)
Figure 5.14: QSS dissociation rate coefficients for the O2 molecule. Small pink circles: Shat-
alov experiments [139]. Green dotted line: Andrienko et al. [4]. Blue hexagram symbols: DMS
simulations by Grover et al. [44]. Blue dashed line: present work, from fully-StS calculations
with 16/3 correction factor applied in post-processing. Black continuous lines: present work, from
fully-StS calculations. Yellow dash-dotted lines: present work, RVS StS excitation coupled to CB
dissociation with 10 groups. Red dotted lines: present work, from RVS StS excitation coupled to
VS dissociation. Pink unbroken lines: present work, from fully-VS calculations.
The QSS rate coefficients predicted by the CB model result are accurate even when the description
of the dissociation processes relies on only ten distinct k̄Di (Figure 5.14(b)). Differently, the VS
model computes fully-reliable rate coefficients only up to 4 000 K. At higher temperatures, the VS
values gradually diverge from the rovibrational-StS ones, and the error reaches a factor of two at
20 000 K. Nevertheless, such disagreement is not as remarkable as the factor ten found in previous
studies [4].
As a final remark, Figure 5.15 shows the percentage of dissociation taking place during QSS, as
predicted by the fully-StS study relying on the ab initio database. Three different initial number
densities have been tested: 3.33× 1022, 3.33× 1023, and 3.33× 1024 m−3. The heat bath simu-
lations at 1 500 and 2 500 K resulted in QSS dissociation rate coefficients being higher than their
correspondent equilibrium values, as a consequence of the recombination processes. For this reason,
in Figure 5.15, as well as in Fig.B.7, we did not report temperatures lower than 5 000 K. After
reaching a maximum between 5 000 and 10 000 K, depending on the initial number density imposed,
such a quantity rapidly drops as the temperature increases. Already at 14 000 K, more than half of
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Figure 5.15: Percentages of O2 depletion taking place before (black lines), during (green lines),
and after (red lines) QSS, as functions of heat bath temperature. Three different scenarios are
analyzed, all with T 0Int = 300 K and [O2]
0 = 95%. Dashed lines: n0d = 3.33× 1024 m−3 (p0 =
13806.49 Pa). Unbroken lines: n0d = 3.33× 1023 m−3 (p0 = 1380.65 Pa). Dotted lines: n0d =
3.33× 1022 m−3 (p0 = 138.07 Pa).
O2 depletion occurs before the rovibrational distribution starts to be temporarily unvaried. From
this figure, we can conclude that analyzing the O2+O system properties only at a single point-in-
time snapshot might at best result in a partial understanding of the dissociation dynamics. The
correctness of the QSS characterization is a necessary, but not sufficient, condition for validating






Summary and Future Work
6.1 Summary
The proposed work leveraged machine learning, uncertainty quantification, Data Science, and re-
duced order models for improving the predictive capabilities of ab initio Hypersonics. The first
part of the manuscript presented an example of how Bayesian machine learning can be employed
for constructing surrogate models starting from a limited set of data points. The non-deterministic
properties of the resulting hyper-surfaces can be exploited for: i) quantifying the effects that the
related uncertainties have on QoIs, and for ii) proposing possible corrections. The results from this
first part are summarized in Sec. 6.1.1. The rest of the work analyzed large data sets obtained from
expensive and accurate calculations for gathering additional insights on the dominant physics. The
discovered patterns have been successively used for coarse-graining the dynamics and reducing the
complexity of the computational simulations. The information lost due to reduced order modeling
has been finally quantified via an encoding-decoding approach. Sec. 6.1.2 summarizes the findings
from this second part.
6.1.1 Bayesian ML Approach to the UQ of Ab Initio PESs
This part proposed a new Bayesian framework that relies on a non-deterministic extension of the
potential energy surface, referred to as stochastic PES (SPES). The approach comprises three
stages: i) stochastic calibration of PES parameters and hyperparameters by using ab initio data
points; ii) forward propagation of the SPES through a sequence of simulations involving QCT
and ME calculations; iii) and sensitivity analysis of predetermined quantities of interest to the
uncertainties of the surface. The methodology has been applied to the O2+O system for a range
of conditions of interest in hypersonic aerothermodynamics, using the ab initio database provided
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by Varga et al. [150]. Of the nine PESs for the electronic ground-state asymptote, only the 11A′
and 25A′ surfaces have been analyzed. It has been found that:
• Despite the uncertainties in the representation of the ozone region, in an isothermal chemical
reactor study at 10,000 K the inaccuracies on the singlet PES (11A′) result in only ±6%
uncertainty in the computed composition profile. The uncertainties of the vibrational and
rotational relaxation times are also negligible, as well as the ones for dissociation and exchange
reaction rate coefficients.
• The quintet PES (25A′) manifests significantly larger uncertainty, as the composition profile
in the chemical reactor has a variability as large as ±20% at 10,000 K. At that temperature,
the actual rate of O2 dissociation can be up to 6 times larger than the value predicted using
Varga et al.’s fit.
• For the quintet PES, the vibrational relaxation time is characterized by uncertainty as large
as 1 order of magnitude at low temperatures, and its actual value can be up to ten times
larger than that predicted through Varga et al.’s fit.
• For the quintet surface, the uncertainties in the QoIs are traceable to the inadequacies in
the characterization of the repulsive wall and energy barrier. More ab initio data points are
needed in these PES regions.
Compared to the deterministic machine learning techniques, the proposed methodology significantly
increases the information content gained from the ab initio based data. The discussed procedure
allows for the quantification of the uncertainties on the quantities of interest (QoIs) as a result of
inaccuracies in the PES, and more importantly, it allows to identify the areas that mostly contribute
to such unreliability. Any additional refinement of the surface, then, can be circumscribed to such
locations, allowing a significant reduction of the computationally expensive ab initio calculations.
This procedure facilitates sensitivity studies of the uncertainty in ab initio PESs and can lead to
effective validation of the ab initio-QCT rate coefficients used in complex chemical models.
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6.1.2 Data-Inspired and Physics-Driven Model Reduction for Dissociation
By leveraging QCT calculations, this work has constructed the first rovibrational state-to-state
database for the O2-O interactions described by Varga et al.’s PESs [150]. The ab initio data-set
of rate coefficients has been used to consistently construct two coarse-grained (CG) models: the
vibrational-specific (VS) model and the new CB approach, which groups the rovibrational levels
based on their energy-deficits from the centrifugal barrier. The two strategies have been tested
in a hybrid framework, which combines an exact treatment of excitation and a coarse-grained
dissociation. In a temperature range of hypersonic interest (1 500 - 20 000 K), comparisons against
the fully-StS model in isothermal and isochoric chemical reactors have revealed that:
• An accurate description of the vibrational nonequilibrium is necessary but not sufficient for
accurately characterizing the dissociation mechanisms. Indeed, even if the VS model was able
to reproduce the vibrational distribution function from the fully-StS model, it was unable to
describe the composition profiles correctly.
• The VS model under-predicts the time scales of the overall molecular dissociation by up to
65% at 20,000 K. The error is primarily due to the VS inadequacy in characterizing the
dissociation dynamics, rather than the energy exchange processes.
• The predictions based on the newly developed CB model are in excellent agreement with re-
sults obtained via the direct solution of the rovibrational-specific state-to-state master equa-
tion. Using only 20 groups, the CB model outperforms the VS one in characterizing the
dissociation mechanisms. Compared to the latter approach, the accuracy in the prediction of
mole fraction is improved up to a factor 20 (i.e., 2000%) at the highest temperature analyzed.
It is worth emphasizing that, based on what is presented in this work, vibrational-specific databases
of rate coefficients are not able to accurately characterize the dissociation, even if computed from
the first principles of quantum chemistry and by relying on the most sophisticated PESs.
The CB grouping approach only depends on the diatomic potential, and it does not require any
a priori knowledge of dissociation probabilities. If the diatomic potential remains unchanged, the
same groups can be used for modeling interactions taking place on different PESs, or even with
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different collision partners. Consequently, this novel strategy is particularly suitable for CG-QCT
simulations, in which the group-specific rates are directly obtained from scattering calculations [90].
6.2 Future Work
The framework presented in this thesis can be employed in different applications and extended in
multiple ways.
Adding an additional step to the forward propagation would significantly improve the SPES ap-
proach presented above. The PDFs of QSS dissociation coefficients and vibrational relaxation
times, which are consequences of PES uncertainties, should be inputted to multi-temperature mod-
els [41, 118] in CFD simulations. In this way, the effects of the PES inaccuracies can be directly
quantified on the ultimate QoIs (e.g., TPS heat fluxes).
The SPES methodology could also be enhanced by replacing the deterministic description of the di-
atomic contributions in Eq. 2.12 with stochastic formulations. For example, this could be achieved
by representing the pairwise terms via the eventempered Gaussian fitting function of Bytautas et
al. [20] and by treating the related coefficients as probability distribution functions. Such an exten-
sion would generate non-negligible complications; above all, the necessity of computing a separate
list of rovibrational levels for each diatomic curve sampled from the pairwise potential distribution.
At the same time, this improvement would also allow a sensitivity analysis of the macroscopic QoIs
(e.g., QSS dissociation rates or vibrational relaxation times) to the diatomic potential features.
New first-principles calculations should be performed for the 25A′ O2+O interactions at the high-
sensitivity locations proposed in Sec. 3.5. The augmented set of data points should be fitted and
successively compared to the original 25A′ PES by Varga et al.
The Spebus toolbox developed by the author of this thesis is currently being used at the NEQRAD
group, University of Illinois at Urbana-Champaign, for constructing PIP-NN-based PESs of the
CNH system. Soon, the toolbox will be extended for being able to handle chemical systems com-
posed of more than three atoms.
Regarding the dissociation mechanisms analysis, work is currently underway in performing equiv-
alent studies on different chemical systems and on recombining mixtures. In the past months, the
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CB grouping strategy has been applied to the dissociation of O2+C, CO+O, N2+N, N2+O, and
NO+N. For these triatomic chemical systems, the author of this thesis computed the RVS rate
coefficients by employing CoarseAIR [153] in QCT simulations based on the PESs by Schwenke et
al. [136] for O2+C and CO+O, the PES by Jaffe et al. [56, 59] for N2+N, and the PESs from Lin et
al. [84] for N2+O and NO+N. The data sets or rate coefficients have been collected in The CHESS
Database of Ab Initio Rate Coefficients for Hypersonic Applications [157]. Sec. B.3 of Appendix B
reports the comparison between the CB-averaged data-sets and the original ab initio dissociation
rate coefficients.
Finally, it should be highlighted that the CB model for dissociation mechanisms can be easily in-
tegrated with the adaptive binning for energy exchange processes [129], thus removing one of the
limitations that has affected the accuracy of the CG models. The approach can also be employed for
selecting the subset of rovibrational levels to conduct accurate ab initio calculations and generate
unbiased training data for neural network representations [73].
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Appendix A
Part I, Additional Results
This part of the appendix reports additional results from the application of the PIP-BNN approach
to the 11A′ and 25A′ potential energy surfaces of the O2+O System.
A.1 PESs 2D Cuts
(a) (b)
Figure A.1: 11A′ (red lower parts of the Fig.s) and 25A′ (black upper parts) PESs at four different
sets of geometries. Black dots correspond to the ab initio data points, green crosses to Varga et
al.’s fit at the data geometries, bold lines to PIP-BNN MAP, and the remaining narrow lines to




Figure A.2: 11A′ (red lower parts of the Fig.s) and 25A′ (black upper parts) PESs at four different
sets of geometries. Black dots correspond to the ab initio data points, green crosses to Varga et
al.’s fit at the data geometries, bold lines to PIP-BNN MAP, and the remaining narrow lines to
the 50 PIP-BNN samples. (a): ]OAOBOC = 110◦ and r1 = 2.268a0. (b): ]OAOBOC = 170◦ and
r1 = 2.268a0.
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A.2 PESs 3D Cuts
A.2.1 Results for 11A′ PESs
(a) (b)
Figure A.3: 3D views of the 11A′ PESs at r1 > r3 and multiple ]OAOBOC , compared to the ab
initio data points (black dots). The green surface represents Varga et al.’s fit, the red one identifies
the mean of the 50 PIP-BNN samples, while the orange ones correspond to the bounds of the
three-sigma confidence intervals generated by such samples. (a): ]OAOBOC = 100◦, Varga et al..
(b):]OAOBOC = 100◦, PIP-BNN.
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A.2.2 Results for 25A′ PESs
(a) (b)
Figure A.4: 3D views of the 25A′ PESs at r1 > r3 and multiple ]OAOBOC , compared to the
ab initio data points (black dots). The green surface represents Varga et al.’s fit, the red ones
identifies the mean of the 50 PIP-BNN samples, while the orange ones correspond to the bounds
of the three-sigma confidence intervals generated by such samples. (a): ]OAOBOC = 60◦, Varga
et al.. (b):]OAOBOC = 60◦, PIP-BNN.
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(a) (b)
Figure A.5: 3D views of the 25A′ PESs at r1 > r3 and multiple ]OAOBOC , compared to the
ab initio data points (black dots). The green surface represents Varga et al.’s fit, the red ones
identifies the mean of the 50 PIP-BNN samples, while the orange ones correspond to the bounds
of the three-sigma confidence intervals generated by such samples. (a): ]OAOBOC = 65◦, Varga
et al.. (b):]OAOBOC = 65◦, PIP-BNN.
(a) (b)
Figure A.6: 3D views of the 25A′ PESs at r1 > r3 and multiple ]OAOBOC , compared to the
ab initio data points (black dots). The green surface represents Varga et al.’s fit, the red ones
identifies the mean of the 50 PIP-BNN samples, while the orange ones correspond to the bounds
of the three-sigma confidence intervals generated by such samples. (a): ]OAOBOC = 70◦, Varga
et al.. (b):]OAOBOC = 70◦, PIP-BNN.
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(a) (b)
Figure A.7: 3D views of the 25A′ PESs at r1 > r3 and multiple ]OAOBOC , compared to the
ab initio data points (black dots). The green surface represents Varga et al.’s fit, the red ones
identifies the mean of the 50 PIP-BNN samples, while the orange ones correspond to the bounds
of the three-sigma confidence intervals generated by such samples. (a): ]OAOBOC = 80◦, Varga
et al.. (b):]OAOBOC = 80◦, PIP-BNN.
(a) (b)
Figure A.8: 3D views of the 25A′ PESs at r1 > r3 and multiple ]OAOBOC , compared to the
ab initio data points (black dots). The green surface represents Varga et al.’s fit, the red ones
identifies the mean of the 50 PIP-BNN samples, while the orange ones correspond to the bounds
of the three-sigma confidence intervals generated by such samples. (a): ]OAOBOC = 90◦, Varga
et al.. (b):]OAOBOC = 90◦, PIP-BNN.
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(a) (b)
Figure A.9: 3D views of the 25A′ PESs at r1 > r3 and multiple ]OAOBOC , compared to the
ab initio data points (black dots). The green surface represents Varga et al.’s fit, the red ones
identifies the mean of the 50 PIP-BNN samples, while the orange ones correspond to the bounds
of the three-sigma confidence intervals generated by such samples. (a): ]OAOBOC = 100◦, Varga
et al.. (b):]OAOBOC = 100◦, PIP-BNN.
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A.3 RVS StS Rate Coefficients
Figure A.10: Rovibrational state specific exchange rate coefficients for the 25A′ interactions at






ij , where i corresponds to the initial level, j to the
final one, and NRV to the number of O2 ro-vibrational levels. Green dots are obtained using Varga
et al.’s fit, while the red ones are computed through the PIP-BNN MAP surface.
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A.4 Gas Quantities of Interest at T = 10 000 K
Figure A.11: Evolution of O2 dissociation global rates, as predicted by ME (green solid lines)
and CGM200 (green dashed lines) using Varga et al.’s fit, by ME using the PIP-BNN MAP surface
(red dotted lines), and by CGM200 using the 50 PIP-BNN samples (grey narrow lines). The
Subfig.s report the histograms of the respective QSS rates. The simulations have been performed







i ni(t)/nO2(t); i identifies the O2 initial state, in case of ME calculations, or
the initial group in case of CGM; kDi corresponds to the dissociation rate associated with the i-th
state/group, and ni represents the population of the i-th state/group.
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Figure A.12: Evolution of O2 exchange global rates, as predicted by ME (green solid lines) and
CGM200 (green dashed lines) using Varga et al.’s fit, by ME using the PIP-BNN MAP surface
(red dotted lines), and by CGM200 using the 50 PIP-BNN samples (grey narrow lines). The
Subfig.s report the histograms of the respective QSS rates. The simulations have been performed







ijni(t)/nO2(t); i identifies the O2 initial state, in case of ME calculations, or the
initial group in case of CGM, and j the final one; kEij corresponds to the exchange rate from the
i-th state/group to the j-th, and ni represents the population of the i-th state/group.
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A.5 Gas Quantities of Interest at T = 2 500 K
Figure A.13: Evolution of O2 mole fraction, as predicted by ME (green solid line) and CGM200
(green dashed line) using Varga et al.’s fit, by ME using the PIP-BNN MAP surface (red dotted
line), and by CGM200 using the 50 PIP-BNN samples (grey narrow lines). The Subfig. on the right
reports the histogram of such samples at t = 2s. The PIP-BNN adopted is the one constructed for
11A′, and the simulations are performed at TTran = 2 500 K.
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Figure A.14: Evolution of O2 mole fraction, as predicted by ME (green solid line) and CGM200
(green dashed line) using Varga et al.’s fit, by ME using the PIP-BNN MAP surface (red dotted
line), and by CGM200 using the 50 PIP-BNN samples (grey narrow lines). The Subfig. on the right
reports the histogram of such samples at t = 10s. The PIP-BNN adopted is the one constructed
for 25A′, and the simulations are performed at TTran = 2 500 K.
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A.6 Gas Quantities as Functions of Temperature
Figure A.15: Rotational relaxation times for 11A′ (in black) and 25A′ (in red) PESs. The solid
lines report the values obtained using Varga et al.’s fits, the dots the ones computed through the
PIP-BNN MAP surfaces, while the vertical lines identify the three-sigma intervals corresponding
to the 50 PIP-BNN samples.
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Figure A.16: Equilibrium and QSS dissociation rates for the 11A′ (in black and green) and 25A′
(in red and blue) PESs. The solid lines report the values obtained using Varga et al.’s fits, the
dots the ones computed through the PIP-BNN MAP surfaces, while the vertical lines identify the
three-sigma intervals corresponding to the 50 PIP-BNN samples. At TTran = 2 500 K no QSS is
present for any of the two PESs. In the top-right square, the main Fig. is zoomed at TTran = 10 000
K and TTran = 7 500 K.
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Figure A.17: Equilibrium and QSS exchange rates for the 11A′ (in black and green) and 25A′
(in red and blue) PESs. The solid lines report the values obtained using Varga et al.’s fits, the
dots the ones computed through the PIP-BNN MAP surfaces, while the vertical lines identify the
three-sigma intervals corresponding to the 50 PIP-BNN samples. At TTran = 2 500 K no QSS is
present for any of the two PESs.
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A.7 Gas QoI Sensitivities to the 25A′ PES Uncertainties
A.7.1 Vibrational Relaxation Times
(a) (b)
(c)
Figure A.18: 3D views of the 25A′ PES resulting from the average of the 50 PIP-BNN samples
for r1 > r3. The surfaces have been colored based on the absolute values of Pearson correla-
tion coefficients between the PES and the vibrational relaxation time at TTran = 10 000 K. (a):
]OAOBOC = 50◦. (b): ]OAOBOC = 110◦. (c): ]OAOBOC = 175◦.
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A.7.2 Vibrational Relaxation Times Excluding Exchange Processes
(a) (b)
(c)
Figure A.19: 3D views of the 25A′ PES resulting from the average of the 50 PIP-BNN samples
for r1 > r3. The surfaces have been colored based on the absolute values of Pearson correlation
coefficients between the PES and the vibrational relaxation time at TTran = 10 000 K, obtained by
artificially excluding the exchange processes. (a): ]OAOBOC = 50◦. (b): ]OAOBOC = 110◦. (c):
]OAOBOC = 175◦.
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A.7.3 Rotational Relaxation Times
(a) (b)
(c)
Figure A.20: 3D views of the 25A′ PES resulting from the average of the 50 PIP-BNN samples
for r1 > r3. The surfaces have been colored based on the absolute values of Pearson correla-
tion coefficients between the PES and the rotational relaxation time at TTran = 2 500 K. (a):
]OAOBOC = 50◦. (b): ]OAOBOC = 110◦. (c): ]OAOBOC = 175◦.
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Appendix B
Part II, Further Results
This part of the appendix reports additional results from the application of reduced order models
to the dissociation kinetics of O2+O and other chemical systems.
B.1 Dimensionality Reduction of RVS Dissociation Rate
Coefficients
B.1.1 RVS Dissociation Rate Coefficients Reconstructed from the VS Model
Figure B.1: O2 rovibrational levels plotted as functions of rotational quantum number and in-
ternal energy. The levels are colored based on the RVS dissociation rate coefficients from the
vibrationally-averaged data set at T = 5 000, 10 000, and 20 000 K. Black lines represent isolines
from the centrifugal barrier.
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Figure B.2: Scatter plot representing the error generated by the VS dimensionality reduction of
the RVS dissociation rate coefficients at T = 10 000 K.
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B.1.2 RVS Dissociation Rates Coefficients Reconstructed from the CB Model
Figure B.3: O2 rovibrational levels plotted as functions of rotational quantum number and in-
ternal energy. The levels are colored based on the RVS dissociation rate coefficients from the
CB-averaged data set at T = 5 000, 10 000, and 20 000 K. Black lines represent isolines from the
centrifugal barrier.
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Figure B.4: Scatter plot representing the error generated by the CB dimensionality reduction of
the RVS dissociation rate coefficients at T = 10 000 K.
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B.1.3 Depletion Delays
Figure B.5: Delays of O2 depletion compared to the fully-StS simulations. The conditions of the
isothermal and isochoric heat bath are T 0Int = 300 K, n
0
d = 3.33× 1023 m−3, [O2]0 = 95%, and
TTran = 10 000 K. Red dotted line: RVS StS excitation coupled to VS dissociation. Pink unbroken
line: excitation and dissociation are both computed vibrationally-specific. All the other lines are
obtained by computing excitation trough RVS StS and dissociation through CB model, with 45
(blue dash-dotted line), 20 (green dash-dotted line), 15 (purple dash-dotted line) and 10 (yellow
dash-dotted line) groups. For these last four calculations, fitted dissociation rate coefficients are
used.
120
B.2 Amount of O2 Dissociation Taking Place at QSS
B.2.1 Heat Bath at TTran = 5 000 K
Figure B.6: Evolution of O2 mole fraction (blue dash-dotted line) and global dissociation rate
coefficient (black unbroken line) in a heat bath at TTran = 5 000 K and n
0
d = 3.33× 1024 m−3 (P 0
= 13806.49 Pa). The simulation is performed fully-StS. The two vertical lines represent the time
instants at which the quasi-steady state is assumed starting and terminating.
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B.2.2 Heat Bath at TTran = 20 000 K
Figure B.7: Evolution of O2 mole fraction (blue dash-dotted line) and global dissociation rate
coefficient (black unbroken line) in a heat bath at TTran = 20 000 K and n
0
d = 3.33× 1023 m−3 (P 0
= 1380.65 Pa). The simulation is performed fully-StS. The two vertical lines represent the time
instants at which the quasi-steady state is assumed starting and terminating.
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B.3 Application to Other Chemical Systems
B.3.1 Application to O2+C System
(a) (b)
(c)
Figure B.8: Rovibrational-specific (RVS) dissociation rate coefficients at TTran = 5 000 K (a),
TTran = 10 000 K (b), and TTran = 20 000 K (c) for the O2+C system. Black dots: rates from the
ab initio data-set. Blue dots: rates from the CB-averaged data-set, based on 49 groups for the O2
molecule.
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B.3.2 Application to CO+O System
(a) (b)
(c)
Figure B.9: Rovibrational-specific (RVS) dissociation rate coefficients at TTran = 5 000 K (a),
TTran = 10 000 K (b), and TTran = 20 000 K (c) for the CO+O system. Black dots: rates from the
ab initio data-set. Blue dots: rates from the CB-averaged data-set, based on 83 groups for the CO
molecule.
124
B.3.3 Application to N2+N System
(a) (b)
(c)
Figure B.10: Rovibrational-specific (RVS) dissociation rate coefficients at TTran = 5 000 K (a),
TTran = 10 000 K (b), and TTran = 20 000 K (c) for the N2+N system. Black dots: rates from the
ab initio data-set. Blue dots: rates from the CB-averaged data-set, based on 61 groups for the N2
molecule.
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B.3.4 Application to N2+O System
(a) (b)
(c)
Figure B.11: Rovibrational-specific (RVS) dissociation rate coefficients at TTran = 5 000 K (a),
TTran = 10 000 K (b), and TTran = 20 000 K (c) for the N2+O system. Black dots: rates from the
ab initio data-set. Blue dots: rates from the CB-averaged data-set, based on 54 groups for the N2
molecule.
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B.3.5 Application to NO+N System
(a) (b)
(c)
Figure B.12: Rovibrational-specific (RVS) dissociation rate coefficients at TTran = 5 000 K (a),
TTran = 10 000 K (b), and TTran = 20 000 K (c) for the NO+N system. Black dots: rates from the
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