Several QSPR models were developed for predicting aqueous solubility, So. A dataset of 5,964 compounds was subdivided into two classes, aromatic ring containing and non-aromatic compounds. Three models were created with different methods on both data sets: two regression models (multiple linear regression and partial least squares) and an artificial neural network model. These models were based on 3343 aromatic and 1674 non-aromatic compounds with 938 compounds used in external validation testing. The range in -logSo was -2 to 10. Topological structure descriptors were used with all models. A genetic algorithm was used for descriptor selection for regression models. For the ANN model, descriptor selection was done with a standard backward elimination process. All models performed well with r 2 values ranging 0.72 to 0.84 in external validation testing. The mean absolute errors in validation ranged from 0.44 to 0.80 for both classes of compounds for the models. These statistical results indicate a sound model. Furthermore, in a comparison with eight other available models, based on predictions on a validation test set (442 compounds), the artificial neural network model presented in this work (CSLogWS) was clearly superior based on both the mean absolute error and the percentage of residuals less than one log unit. In the ANN model both E-State and hydrogen E-State descriptors were found to be important.
Introduction and Background
Aqueous solubility of an oral drug is an important factor in the bioavailability of a drug. Poor solubility usually translates into a higher dosage level to achieve the desired therapeutic outcome. This, in turn, can lead to eventual toxicity problems. Today, there are few benign options to circumvent poor aqueous solubility of a drug taken orally. There has been a trend to build combinatorial libraries involving higher molecular weight compounds with the likelihood of both an increase in their lipophilicity and decrease in their aqueous solubility. Hence, the need for reliable aqueous solubility prediction becomes even more crucial, especially in the early drug discovery stage. Ultimately, over a pH range from 2 to 7.4, it is essential for an orally administered drug to have adequate aqueous solubility and low first pass metabolism so that it will reach its targeted site of action in sufficient quantity to be of therapeutic value.
Several different approaches have been presented for predicting intrinsic aqueous solubility (So), defined as the solubility (mol/L) in an unbuffered solution for the uncharged form of the compound. Compound descriptor sets that have been used in these previous modeling approaches can be considered in three principal categories: bulk properties [1] [2] [3] i.e., melting point and logP; atom/group contributions [4] [5] [6] , and those dependent on structural and electronic properties of compounds [7] [8] [9] [10] [11] [12] [13] [14] [15] with or without a bulk property included.
All models [11, 12, 15] for estimating aqueous solubility using moderately-sized databases ranging from approximately 1,300 to 2,400 compounds have employed topological structure representation developed by Kier and Hall, including molecular connectivity and atom-type E-state indices which have also been used in a wide variety of models [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] . These structure descriptors were used either alone or in conjunction with numerous others; e.g., partial charged surface areas, polarizability, and partial atomic charges. For these published datasets, construction of the quantitative structure-property relationships (QSPR) models used either artificial neural network techniques (ANN) or partial least squares (PLS) employing a genetic algorithm (GA) for descriptor selection. The PLS-GA model [15] yielded a root mean square error (RMSE) of approximately 1 log unit on 1,665 validation compounds. The model utilized topological descriptors and logP, charged partial surface parameters, and projected volume descriptors [31] . The artificial neural network (ANN) models [11, 12] had smaller standard errors (RMSE = 0.53 and 0.60) respectively on 413 and 412 compounds in external validation testing. One ANN model [12] used only atom-type E-state descriptors while the other model used many types of topological descriptors.
In this present study, a large database of 5,964 highly diverse compounds was built, consisting of 1,849 non-aromatic and 4,115 aromatic compounds. QSPR models were developed using multiple linear regression (MLR), PLS, and ANN methods. All models employed only topological descriptors. These structure descriptors encode whole molecule structure information as well as atom level descriptors that encode both the topological environment of each atom and also the electronic influence of all other atoms. Data Sets Description. Datasets were constructed from six sources: the Aquasol database [32] , PhysProps database [33] , PDR [34] , and datasets kindly provided by Taskinen [10] , Tetko [12] , and Lobell [35] . The datasets were supplied in SMILES format and converted to Mol files with careful checking of the resultant structures to insure correct assignment of aromaticity. Experimental aqueous solubility values were obtained at or between 20 and 25 o C and expressed as the common logarithm of that value, -log(S0) (= pS). A survey of 75 compounds selected randomly from the Aquasol database was made to assess DelpS, the difference in pS at 20 and 25 o C, reported by the same source. The average DelpS was found to be 0.11 log units. Since solubility values were generally not available with their associated experimental errors, an additional survey was done on another 75 compounds measured at same the temperature, 20 or 25 o C, but from different sources. A value of 0.37±0.40 was found for DelpS (and its standard deviation). Such a large a variation is not unexpected due the variability in the purity of compounds, experimental protocols, and analytical methods employed from laboratory to laboratory in conducting solubility determinations. However, these DelpS values do provide some indication for the expected lower bound for the error in predicting pS for compounds not included in the model development.
A database was constructed from all these sources and examined for duplicate molecular structures and for multiple experimental values with the same molecular structure. Compound duplications were determined by comparing both the sum of all computed descriptor values and molecular weight values. Agreement of the sum values to within 0.001 was considered an indication of compound duplication; one of the structures was removed from the data set. If duplicate pS values did not agree within 0.4 in pS units, both were disregarded; otherwise the lower pS value was retained. The final dataset of 5,964 compounds was sub-divided into two classes: those containing aromatic ring systems and those that do not. To indicate structure diversity in the data sets, Table 1 provides a list of compound structure attributes for the training sets for both classes. Approximately 25% of the aromatic class contained nitrogen-heterocyclic aromatic rings; approximately 33% contained fused ring systems. About 33% of the nonaromatic class contained at least one ring.
Description of Methods
Selection of Validation Sets. The term validation set means compounds not used in any manner in the model building or in the descriptor selection process. The validation set compounds may be called new chemical entities (NCEs). Selection of an external validation set for the non-aromatic class was performed randomly to give 166 compounds, equal to 10% of the train/test set (1674). The external validation set for the aromatic class is composed of 772 compounds; 420 were provided by Lobell [35] and 352 selected randomly from the aromatic class of compounds prior to model building. The remainder, 3343 aromatic compounds, composed the train/test set.
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Descriptor Selection Process. An initial set of 542 computed structure descriptors (indices) was reduced to 128 for the nonaromatic class and 160 for the aromatic class using the criterion that at least 5% of the descriptor values must be non-constant (usually non-zero). These two descriptor sets were used as the initial sets in the modeling process. Final descriptor selection for PLS and MLR was performed using a genetic algorithm in the QsarIS software [36] , resulting in 67 descriptors for the aromatic and 52 for non-aromatic training sets. The genetic algorithm (GA) was driven by r 2 optimization and qualified by the reciprocal of the Friedman's lack-of-fitness function [37] . For the ANN model, descriptor selection was accomplished by the standard backward elimination method [38] , resulting in selection of 47 descriptors for the aromatic set and 35 for the non-aromatic set.
Analysis of Data. PLS, MLR, and cluster analysis was accomplished with the QsarIS software [36] . For the principal component analysis (PCA) employed JMP [39] . In the MLR modeling process, both forward and backward regression was used to assess any substantial changes in the statistical outcomes for the addition or removal of a descriptor. None were found. Goodness of fit was determined by r The results of this randomization method indicate that the model is different from an equation based on random numbers, indicating that significant information is contained in the model. Cross-validation using the leave-one-out method (LOO) gave less than a 3% decrease in r 2 for both the PLS and MLR models for two training sets, aromatic and non-aromatic compounds. In PLS modeling, the number of latent variables (LV) was determined with the criterion that adding a latent variable must improve the sum of residual squared error (RSS) with at least a 0.25% increase.
ANN analysis was performed on 90% of the dataset (train/test) with 10% set aside for external validation. The train/test set, designated the principal set, was randomly split into 85% for train and 15% as a selection set for early stopping of the learning process to avoid over fitting. The train set was selected randomly 10 times in 10 folds of data using 75% of the train set and a mutually exclusive 10% withheld set where each compound appears only once in each withheld set. This multiple selection process gives a set of 10 models derived from the principal set using 10 mutually exclusive withholding sets. Using this approach the non-contributory variables are pruned to give an optimal subset of significant variables. The relative importance of each eliminated variable is based on its contribution across the entire train/withholding sets by calculation of r² in each instance when the row (compound) appears in the withholding set. This value is designated q², that is, the r² value for all instances when the data was withheld from the modeling process. Since q² is used to select the variables, it does not provide a completely accurate assessment of the predictive accuracy of the overall algorithm. This task is reserved for a validation set. The standard back propagation network is used with no more than 9 hidden neurons, using the backward elimination approach [38] adapted from traditional linear regression approaches. The 10 fold cross-validation algorithm is used as a consensus model in which the average value of 10 neural nets gives the predicted pS value for a compound.
Results and Discussion
Statistical Evaluation of Models. Table 2 presents a summary of results from the six QSPR models, three each for aromatic and non-aromatic data sets. All models used 3343 compounds as train/test set for aromatic and 1674 for the non-aromatics and 938 compounds for the external validation test sets, 166 compounds and 772 compounds in the two sets, as described above. The MLR and PLS models used the same GA selected descriptors except that highly correlated variables (r 2 > 0.8) were removed for the MLR-GA models, leaving 54 and 42 descriptors respectively for aromatic and non-aromatic classes. All models performed well with training sets. Overall, the best results are obtained from the ANN model as indicated in Table 2 .
Aqueous
For validation of the aromatic class model, the decrease in r 2 for the three models is well within accepted limits as shown in Table 2 (comparing the left side of the table to the right) . Furthermore, the ANN model gave the best performance when considering the additional criterion based on assessment of the size of residuals. Table 2 shows the percent compounds predicted within 0.5 log units of the experimental value. The ANN model yielded a 38% larger percentage when compared to the regression models for the aromatic group and 28% for the non-aromatic group. A two-tailed significance test for r 2 gave p values < 0.002 (95% confidence interval) for the ANN model. On the basis of these comparisons, the ANN model is statistically more significant than either PLS-GA or MLR-GA for aromatics.
For the non-aromatic dataset, all models (ANN, PLS-GA, and MLR-GA) did well in fitting the training set of 1,674 compounds. The PLS and MLR statistical parameters (Table 2) indicate both models are statistically similar; the MLR-GA yielded a slightly better performance in the external test set. Statistically, the ANN model is more significant than the PLS-GA model at the 90% confidence interval and more significant at the 95% level with respect to the MLR-GA model, based on a two-tailed significance test. Overall, all models performed better with this validation set when compared to its aromatic counterpart. Figure 1 contains a plot of the combined external validation sets for aromatic and non-aromatic compounds for the ANN model (1a) and for the PLS-GA model (1b). The ANN plot shows a much tighter clustering of predicted value along the diagonal (observed values), reflecting the higher percentage of compounds predicted within 0.5 log units of the experimental value as compared to PLS-GA model.
Structure Features in Models.
The structure features found to be important in the ANN model yield some useful information about the relation between molecular structure and intrinsic aqueous solubility. Although the MLR, PLS and ANN models all shared several structure descriptors in common, the ANN model allows for non-linear relationship between structure and solubility.
Structure features found to be important in the ANN model include the electron accessibility as encoded in the E-State indices [16, 22, 27, 30] . Especially significant is the electron accessibility on the electronegative atoms N, O, and S as represented by their E-State indices. Their presence tends to yield higher predicted solubility. Also the participation of hydride groups with nitrogen and oxygen atoms in hydrogen bonding is indicated by the presence of descriptors of hydrogen bond donor and acceptor strength. Further, internal hydrogen bonding leads to decreased predicted solubility. Specific EState descriptors for amines indicate their individual importance for both aromatic and non-aromatic amines. The importance of polar regions in the molecules is further indicated for atoms with the largest E-State value (also largest hydrogen E-State value). The strength of organic acids is also an important structure feature based on hydrogen E-State descriptors for organic acid strength. Non-polar regions of molecules also play an important role based on E-State and hydrogen E-State descriptors for alkyl groups, leading to lower predicted solubility.
In addition to an emphasis on electron accessibility (E-State indices), skeletal ramification is found to be important. Molecular connectivity chi indices and kappa shape indices are included in the model. The low order chi indices in these models encode the degree of branching in the skeleton. The model indicates that an increase in molecular size generally leads to lower solubility. Difference chi indices present in the model represent skeletal variation independent of molecular size whereas the molecular connectivity chi indices include size. For this model, adjacency of branching also plays an important role, indicating that tightly branched compounds are predicted to be less soluble. Furthermore, the kappa shape indices in the model indicate the importance of taking overall molecular shape into account for predicting solubility.
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Votano, Kier, Hall, Parham, Hall It is of some interest to determine how the structure descriptors obtained in the modeling can perform in clustering the whole data set. In particular, a comparison can be made between the structure space provided by the MLR model compared to the ANN model. Hierarchical clustering was carried out using Ward's method in QsarIS [36] . Table 3 presents the results, based on a model for ten-clusters, for both ANN and MLR (in parenthesis). The cluster sizes for the two QSPR models differ as expected since the ANN variables differ from those found for MLR with only about 45% of the descriptors being the same. Nonetheless, the compounds in the external validation set (NCE) do occur in all of the clusters. The NCEs are more evenly distributed in the non-aromatic set. In the aromatic set, cluster ten for both ANN and MLR-GA models has a specific interest. It contains approximately 75% NCEs. These particular NCEs are highly diverse, high molecular weight compounds [35] . The lower value of r 2 with aromatics in all models may be due to contribution of the 420 NCEs from Lobell [41] . Their average molecular weight is 397 compared to 263. 3 for the training set.
In the principal component analysis, the first four PCA scores accounted for 71.9% and 62.9 % of the variance of ANN descriptors for non-aromatic and aromatic classes respectively whereas the GA selected descriptors accounted for 53.8% and 49.9% of the variance respectively. Several additional cluster models, using 15 and 20 clusters, showed no significant differences in trends of percentages of NCEs in clusters when compared with the ten-cluster model.
Although cluster ten seems to contain a significant portion of high molecular weight compounds, no trend is found between molecular weight and error in the predictions from the models. Tetko reported, however, a dependency on number of nonhydrogen atoms versus RMSE values for his ANN model [12] . Examination of our results for all models (ANN, PLS, MLR; aromatic, non-aromatic) does not indicate any meaningful correlation with MAE or RMSE; all r 2 values were < 0.05. The rationale for sub-dividing the 5,964 dataset into aromatic and non-aromatic subsets arises from two primary considerations. First, in the aromatic systems conformational constraints due to the presence of bulky and rigid planar ring systems can diminish the opportunity for intra and intermolecular hydrogen bonding interactions among substituent groups both in crystals and in solution. On the other hand, resonance assisted hydrogen bonding can be very strong between aromatic systems containing hydrogen donors and acceptors [40] . Indeed, conformational constraint effects exist in 33% of non-aromatic compounds; however it is a substantially smaller factor than with the aromatics. A second factor was the anticipation that the selected descriptors would be reasonably different for the aromatic and non-aromatic classes regardless of which QSPR approach used.
Comparison with Other Models. It is most difficult to make a direct comparison of the model presented here with other ANN or regression models for at least three reasons: (1) significantly larger size of our dataset, (2) subdivision of our data into two classes, and (3) differences in topological indices employed. However, a strong indication of the high quality of our ANN based QSPR model can be obtained from a comparison study [41] . Lobell compared results from nine published or commercial models (including the ANN model presented here, CSLogWS) using a 442 member validation set of observed So values, known not to be included in our train/test data set. A summary of these comparisons is given in Table 4 . The ANN model presented here clearly gives the best statistical results, including the smallest mean absolute error, MAE = 0.70. The model with the next best result yielded MAE = 0.91; the remaining six models had an average MAE = 1.33. Furthermore, the ANN model presented here performed best when considering the percentage of predicted residuals below a certain cut-off value. The ANN model presented here predicted 79% of 442 compounds within one log unit of their experimental value, significantly more than any of the other models (Table 2) . On the basis of this significant test and all the other information presented here, it seems clear that the ANN model described here is very sound for predicting aqueous solubility. These differences in the results of predictions done using the various models are a function of the modeling approach employed, the descriptors used, and the data set of compounds.
Conclusions
The approaches to modeling aqueous solubility described here have been shown to lead to a model that produces high quality predictions. A carefully developed database of experimental solubility data was created along with computed topological descriptors of molecular structure. Parallel development led to models based on multiple linear regression, partial least squares, and artificial neural network methods. Statistical analysis clearly indicates that the superiority of the ANN model. Comparison of predictions based on this ANN model with other available models also clearly shows that this model is superior. This ANN model is now commercially available as CSLogWS [42] .
In our development of ADME models, we are further investigating the three components of our approach that we think are most responsible for the high quality of the aqueous solubility model. Our search for high quality data on diverse molecular structures continues. Although the descriptors used to represent molecular structure have served us well in the development of the model, research continues for additional descriptors as well as improved descriptors. Finally, development of modeling techniques for artificial neural networks also continues. At this point in time, it appears to us that our combination of qualified data, topological descriptors, and modeling techniques provides the basis for the high quality model described in this work.
