The theory of static partitioned mixture distribution networks is generalised to the dynamical case. A simulation is presented to demonstrate how this type of network may be used to track moving objects in a cluttered background.
INTRODUCTION
In [1, 2] the factorial vector quantiser (FVQ) was introduced, which generalised the standard VQ [3] so that it reconstructed its input as a linear combination of more than one code vector. That extension allows an FVQ to decompose its input into a superposition of more than one factor, which enables it to discover very ecient ways of encoding inputs that arise from multiple causes. In [4 6 ] a network of connected VQs split up the input space into a set of disjoint subspaces, which led to a factorial interpretation of the code. However, this factorial ability was constrained by the fact that the subspaces were hard-wired in advance; this is a special case of the FVQ where the various terms in the linear combination live in separate subspaces, so no terms in the linear combination ever superpose.
In a separate line of research, into adaptive density models, the partitioned mixture distribution (PMD) was introduced in [7, 8] , allowing multiple mixture models of overlapping subspaces to be embedded into a neural network architecture, where they shared parameters which could be simultaneously optimised using a variant of the standard expectation-maximisation (EM) algorithm [9] .
In a development of the VQ research reported in [6] the encoder was chosen to be probabilistic, so that the relationship between the input and its encoded version was not deterministic. The theory of this type of network was further developed in [10, 11] , and it was successfully applied to the problem of modelling the visual cortex in [12] , where the probability over codes-given-input was chosen to be the posterior probability computed in a PMD. A PMD posterior probability allows a VQ to produce multiple codes for each input, and this type of VQ may be used to reconstruct its input as a corresponding linear combination of code vectors. This architecture includes the FVQ as a special case.
In [13] By using the same trick of converting a mixture distribution into an HMM, the VQ architecture using a PMD posterior probability may be generalised to become a dynamical network. This yields an architecture that is analogous to the FHMM, except that it is designed to operate as a dynamical encoder rather than as a density modeller.
This work is related to the Fokker-Planck image tracking techniques used in [14] .
II. AUTOENCODER THEORY
A Bayesian theory of autoencoders was presented in [6] , where an input vector x was converted into a posterior probability Pr(y|x) over a vector y of n code indices, where y = (y 1 , y 2 , · · · , y n ) and each y i lies in the range 1, 2, · · · , M (y may be interpreted as indexing an individual code and y a sequence of such codes). A suitable objective function is given by the upper bound on a Bayesian autoencoder's reconstruction error D [10, 11] 
where Pr(y|x) is assumed to be a symmetric function of (y 1 , y 2 , · · · , y n ), the marginal probability Pr(y i , y j |x) is assumed to factorise as a pair of marginal probabilities
Pr(y i |x) Pr(y j |x) (where all marginal probabilities are derived from Pr(y|x)), and x (y) is any vector function of y (which will be called a reference vector, and which forms the basis of a factorial reconstruction of x).
III. STATIC PMD
This theory may be used to develop an autoencoder which codes separately for separate factors in the input vector, in an analogous fashion to the factorial vector quantiser (FVQ) described in [1, 2] . Thus the vector y of code indices has n components, each of which potentially could contribute a piece of information to form a reconstruction x (x) of the input vector x. In Equation 2.1 the reconstruction vector may be obtained by
Pr(y|x) x (y). Thus each code y contributes linearly to a superposition of reference vectors x (y), where the y th code contributes in proportion to its posterior probability Pr(y|x) of being selected in the rst place. This interpretation is valid only in the limit n −→ ∞ where the second term dominates the rst term in Equation 2.1, because then the relative frequency of occurrence of y in large number n of components in the vector of code indices y eectively gives an accurate estimate of the posterior probability Pr(y|x). When n is nite, the vector of n codes only allows us to estimate
δ y,yi which implies the reconstruction
x (y i ). This result is the basis of the FVQ interpretation of the n > 1 autoencoder. In order that the reconstruction x (x) given above gives useful results it is necessary that minimising the upper bound on D (as given in Equation 2.1) leads to Pr(y|x) and x (y) that have FVQ-like properties. Thus Pr(y|x) must potentially allow more than one y to have a large probability, so that the expression for x (x) as a superposition of x (y) can potentially have more than one contribution. This FVQ property of Pr(y|x) could be allowed to emerge by a process of self-organisation, but in this paper a less sophisticated approach will be taken in which a special type of posterior probability model will be used to enforce the FVQ property.
The basic trick is to dene a whole ensemble of posterior probability models thus
where y is an index that labels the posterior probability model in the ensemble (it will be assumed that y lies in the range 1, 2, · · · , M , although this is not necessary), Q(x|y) is the likelihood function (which satises Q(x|y) ≥ 0) associated with code index y, N (y)
is a subset of code indices that are deemed to be in the neighbourhood of code index y, and δ y∈N (y ) is a Kronecker delta function that forces y to be in the neighbourhood of y . This denition of Pr(y|x; y ) allows Pr(y|x; y ) > 0 only for those code indices that satisfy y ∈ N (y ), and guarantees the normalisation condition
Pr(y|x; y ) = 1. A single posterior probability is obtained from these separate models by averaging them to-
Pr(y|x; y ) (3.2) where N −1 (y) is the inverse neighbourhood dened as N −1 (y) = {y |y ∈ N (y )}. This average of the Pr(y|x; y )
is a special case of the Bayesian approach to combining posterior probabilities from separate models, where each model is assigned equal prior weight. The functional form of Pr(y|x) is identical to that of the posterior probability over class labels that occurs in a partitioned mixture distribution (PMD) [7] .
This PMD posterior probability has all of the properties that are required to guarantee FVQ-like properties.
Each contributing posterior probability Pr(y|x; y ) is able to produce its own encoding and reconstruction of the input vector. When the separate posterior probabilities are combined to produce the PMD posterior probability in Equation 3.2 they can no longer be used to produce separate encodings and reconstructions of the input vector; rather, they act together as a single FVQ-like encoder.
IV. DYNAMICAL PMD
It is convenient to rewrite Equation 3.2 using the following shorthand notation 
q ).
Note that any A that satises A y,y could be used in general. This abbreviated notation for Pr(y|x) may readily be used to introduce a discrete-time index by using the following shorthand notation
where T is a matrix of conditional probabilities which allows the vector of posterior probabilities p(t − 1) at time t − 1 to be evolved into the prior probability T.p(t − 1) at time t. (HMM) posterior probability. However, in this paper the focus is on autoencoders so only the posterior probabilities are used, unlike in density modelling work [13] .
Note that in a dynamical PMD described by Equation Each horizontal slice thus represents p(t) for one of the 17 1-dimensional PMDs. Light (dark) pixels correspond to high (low) PMD posterior probability values.
Consider the 1-dimensional scenario shown in Figure   1 , which is a sequence of input vectors q(t) containing VII.
