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modelled by means of a hysteresis input–output relation; the input is the tempera-
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FIG. 1.
1. INTRODUCTION
Let us propose a nonlinear system of parabolic PDEs as a model for
solid–liquid phase transition, taking account of diffusive and hysteretic
effects in the kinetics of interface. Our model is of the form,
cut + Lwt − u = hx	 t in Q = × 0	 T 	 (1.1)
τwt − κw + gu	w + ∂Iuw  0 in Q	 (1.2)
where  is a bounded domain, occupied by the material, in RNN ≥ 1 with
smooth boundary  = ∂, and T is a ﬁxed (positive) time; the unknowns
u = ux	 t and w = wx	 t are the (relative) temperature and the order
parameter (phase ﬁeld); c > 0	 L > 0	 τ > 0, and κ ≥ 0 are physical con-
stants which represent respectively the speciﬁc heat, latent heat, relaxation
time, and coefﬁcient of the interfacial energy; hx	 t is a given heat source;
g·	 · is a (smooth) function on R×R, for instance
gu	w = a0w3 − a1w ± a2 − bu (1.3)
for non-negative constants a0	 a1	 a2, and b Iu· is the indicator function of
the interval fau	 fdu for two prescribed non-decreasing and bounded
functions fa	 fd  R → R with fd ≥ fa on R (see Fig. 1); and ∂Iu· is its
subdifferential in R.
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Concerning the subdifferential of Iu·	 w → ∂Iuw is a set-valued map-
ping, speciﬁed for w ∈ R by
∂Iuw =


 if w > fdu or w < fau
0	+∞ if w = fdu > fau
0 if fdu < w < fau
−∞	 0 if w = fau < fdu
R if w = fdu = fau.
(1.4)
Equations (1.1) and (1.2) are respectively interpreted as the balance of
internal energy and the kinetics of the order parameter. There are some
works treating so far the system (1.1) coupled with various special cases of
(1.2).
(i) In case κ = 0	 fau ≡ −1	 fdu ≡ 1, and gu	w given by (1.3)
with a0 = 0 and a2 = 0, Eq. (1.2) is of the form
τwt + ∂I−1	 1w − a1w  bu in Q	 (1.5)
where ∂I−1	 1 is the subdifferential of the indicator function of the interval
−1	 1. System (1.1),(1.5) was proposed and studied by Visintin [16–20]
as a model of Stefan problem with phase relaxation.
(ii) In case fau ≡ −1	 fdu ≡ 1, and gu	w is given by (1.3) with
a2 = 0, Eq. (1.2) becomes
τwt − κw + ∂I−1	 1w + a0w3 − a1w  bu in Q (1.6)
The system (1.1),(1.6) is called a phase-ﬁeld model with constraint and
has been studied from various viewpoints. See, for instance, Blowey and
Elliott [2], Damlamian et al. [8], Kenmochi and Kubo [11], and Kenmochi
and Niezgo´dka [12]. These cases are generalizations of the phase-ﬁeld
model of Caginalp type [5].
(iii) In case κ = 0 and gu	w ≡ 0, Eq. (1.2) is of the form
wt + ∂Iuw  0 in Q (1.7)
which automatically requires the so-called constraint
fau ≤ w ≤ fdu on Q (1.8)
by expression (1.4), namely the order parameter w has the temperature
dependent obstacles fau and fdu. The evolution equation (1.7) is equiv-
alent to the input–output relation of a hysteresis operator generated by
two curves w = fau and w = fdu as illustrated in Fig. 1; u is an input,
while w is the corresponding output (see Visintin [19] and Brokate and
Sprekels [4]). The system (1.1),(1.7) is a model for solid–liquid phase
transition with undercooling/superheating effect, and it has been discussed
as a physically relevant generalization of the classical Stefan problem (see
Hilpert [9], Visintin [19, 20], Kenmochi and Visintin [13]).
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As is easily understood from the special cases (i), (ii), and (iii) men-
tioned above, our general system (1.1),(1.2) can be interpreted as a
phase-ﬁeld model in which both diffusion and hysteresis effects are taken
into account in the dynamics of interface. In this paper we shall show that
our system, complemented by suitable initial conditions and homogeneous
Neumann boundary conditions, has a global solution u	w provided κ > 0
is sufﬁciently small. For the proof, we employ the standard technique of
approximating subdifferential operators and deriving uniform bounds for
solutions. The smallness of κ is not a real restriction from the point of view
of the model, since it is well known that the diffusive effects for the order
parameter w are almost negligible with respect to other terms (see, e.g.,
the asymptotic analysis performed in Colli and Sprekels [7] and Shirohzu
et al. [15]).
Preliminaries. Throughout this paper, we denote by H the Hilbert space
L2 and by ·	 · and  · H its inner product and its norm, respectively,
and by V the Sobolev space H1 equipped with the natural norm  u V =
u	 u1/2V , where
u	 vV = u	 v + au	 v	 au	 v =
∫

∇ux · ∇vxdx	 u	 v ∈ V
If we identify H with its dual space, then we have that V ↪→ H ↪→ V ′ with
dense and compact injections. Let us ﬁx the linear continuous operator
A  V → V ′ speciﬁed by
Au	 v = au	 v	 u	 v ∈ V	
where ·	 · stands for the duality pairing between V ′ and V . Then the
map −N  D−N⊂ H → H is deﬁned as the restriction of A to the
elements w of V such that Aw ∈ H Namely, it turns out that
D−N = w ∈ H2 ∂nw = 0 in H1/2
and
−Nw = −w for all w ∈ D−N	
where ∂n denotes the outward normal derivative on 
In general, for a Banach space E	  · E denotes its norm. C0	 T E is
the space of E-valued continuous functions on 0	 T . If E is a Hilbert space
too, then its inner product will be indicated by ·	 ·E . Various L∞-norms
(e.g., norms in L∞	 L∞Q	   ) are all denoted by the same notation
 · ∞.
We also set
∇u2H =
N∑
i=1
Diu2H for u ∈ V
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Let ϕ  E → −∞	+∞ be a proper l.s.c. (lower semicontinuous) convex
function on a Hilbert space E. By deﬁnition, its effective domain Dϕ is
u ∈ E ϕu < +∞
and the subdifferential ∂ϕ of ϕ is a (possibly multi-valued) operator in E
as follows: u∗ ∈ ∂ϕu if and only if u ∈ Dϕ and the following inequality
holds
u∗	 v − uE ≤ ϕv − ϕu for all v ∈ E
The domain D∂ϕ of ∂ϕ is
u ∈ E ∂ϕu = 
A maximal monotone graph γ in R×R is (the graph of) the subdifferential
of a proper l.s.c. convex function γˆ  R → R∪ +∞. The subdifferential
γ = ∂γˆ and its graph are always identiﬁed. Finally, let us refer to Bre´zis
[3] for basic deﬁnitions and properties of proper l.s.c. convex functions and
their subdifferentials.
2. WEAK FORMULATION BY QUASI-VARIATIONAL
INEQUALITY
In this section, we give a weak formulation of the problem 11	 12
by a quasi-variational inequality and state the main result for the existence
of a global weak solution for sufﬁciently small κ > 0.
The following items are the assumptions on data.
(A1) c > 0	 L > 0	 τ > 0, and κ > 0 are constants.
(A2) fa	 fd ∈ C2R are non-decreasing, fau	 fdu ≤ 1 for all
u ∈ R, and there exists a constant k0 > 0 such that fa ≡ fd ≡ −1 on
−∞	−k0 and ≡ 1 on k0	∞. Moreover, put C0 = maxf ′a∞	 f ′d∞.
(A3) g is a locally Lipschitz continuous function on R × R.
(A4) h ∈ L∞Q.
(A5) u0	 w0 ∈ L∞ ∩ V and fau0 ≤ w0 ≤ fdu0 a.e. in .
We now introduce a notion of solution in a weak (variational) sense.
Deﬁnition 2.1. Let κ > 0. A pair of functions u	w is called a solu-
tion of (QV)κ if the following (i)–(iv) are fulﬁlled.
(i) u ∈ W 1	20	 T H ∩ L∞0	 T V  ∩ L20	 T H2.
(ii) w ∈ W 1	20	 T H ∩ L∞0	 T V  ∩ L20	 T H2.
(iii) cu′ + Lw′ − Nu = h in H a.e. in 0	 T .
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(iv) τw′ − κNw + gu	w + ∂Iuw  0 in H a.e. in 0	 T .
(v) u0 = u0 and w0 = w0.
Here, u′ = d
dt
u and w′ = d
dt
w are the time-derivatives of u and w,
respectively.
It is clear that the inclusion (iv) in the above deﬁnition is equivalent to
the following three conditions.
(iv)-(a). fau ≤ w ≤ fdu a.e. in Q.
(iv)-(b). τw′t − κwt + gut	 wtwt − z ≤ 0 for all
z ∈ H with faut ≤ z ≤ fdut a.e. in , for a.e. t ∈ 0	 T .
(iv)-(c). ∂nwt = 0 a.e. in , for a.e. t ∈ 0	 T .
The system (iii)–(v) yields a special class of quasi-variational inequalities
(cf. Bensoussan and Lions [1], Mignot and Puel [14]), since the constraint
fau ≤ w ≤ fdu depends on an unknown function u which, in turn,
depends on w via (iii). However, in our approach we do not use any abstract
machinery related to the general theory of quasi-variational inequalities, but
we proceed directly on the problem.
Before giving our main result on the existence of a solution to (QV)κ,
we shall prove that the problem has an a priori L∞-bound on solutions.
Theorem 2.1. Put M0 = maxk1 +M1T 	 1	 k1 = maxk0	 u0∞	
M1 = c−1h∞ cf  A1–A5. Then, any solution u	w of QVκ	 κ > 0,
satisﬁes
u∞	 w∞ ≤M0
Proof. First, notice that we have w∞ ≤ 1 by the deﬁnition of our solu-
tion. Therefore it is enough to show the bound for u.
Put
pt = k1 +M1t
Then from (iii) in Deﬁnition 2.1 we have
cu− p′ + Lw′ − Nu− p = h− cM1 ≤ 0 in Q
Multiplying this inequality by u− p+ (positive part of u− p), we obtain
c
2
d
dt
u− p+2H + Lw′	 u− p+ + au− p+	 u− p+ ≤ 0
Here we notice that if u > p≥ k1 ≥ k0, then fau ≡ w ≡ fdu ≡ 1,
whence w′ = 0 a.e. on the set u− p+ > 0, so that
Lw′	 u− p+ = 0 for a.e. t ∈ 0	 T 
674 colli, kenmochi, and kubo
Therefore by integration we obtain
ut − pt+2H ≤ u0 − p0+2H = 0
Hence we have u ≤ p ≤ k1 +M1T ≤M0. Similarly we can prove u ≥ −M0.
Q.E.D.
By virtue of Theorem 2.1 and by cutting off outside the set u ≤
M0	 w ≤M0 if necessary, we may assume without loss of generality that
the function g is bounded and Lipschitz continuous on R × R (2.1)
Now, the main result of this paper is given below.
Theorem 2.2. There exists a constant κ0 > 0 such that for each 0 < κ <
κ0 there exists a solution u	w of QVκ.
We shall prove this theorem in the next two sections.
Let us point out that the uniqueness question for QVκ remains still
open. On the other hand, in the case κ = 0, uniqueness holds by virtue of
the continuous dependence estimate contained in the next statement. Such
an estimate is based on the Hilpert method [9] and yields a generalization
of the result in Visintin [19, Theorem 2.1, p. 273].
Theorem 2.3. There exists a unique pair u	w satisfying
(i) u ∈ W 1	20	 T H ∩ L∞0	 T V  ∩ L20	 T H2,
(ii) w ∈ W 1	20	 T H,
(iii) cu′ + Lw′ − Nu = h in H a.e. in 0	 T ,
(iv) τw′ + gu	w + ∂Iuw  0 in H a.e. in 0	 T ,
(v) u0 = u0 and w0 = w0,
i.e., problem QV0 has a unique solution. Moreover, letting hi	 u0i	 w0i	 i =
1	 2, be two sets of data for QV0 and denoting by ui	wi	 i = 1	 2, the
corresponding solutions, there is a constant M2 such that
cu1 − u2tL1 + Lw1 −w2tL1
≤M2
(
cu01 − u02tL1 + Lw01 −w02tL1
+
∫ t
0
h1 − h2rL1dr
)
for all t ∈ 0	 T 	 where M2 depends only on L	 τ−1	 T , and on the Lipschitz
constant of the function g (cf. (2.1)).
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Proof. Concerning the existence of a solution u	w to QV0, we sim-
ply refer to Remark 4.2 at the end of Section 4. Observe in particular that
the validity of the L∞-bound in Theorem 2.1 extends to the present case
κ = 0 (actually, the proof is the same).
Hence, given two sets of data hi	 u0i	 w0i	 i = 1	 2, it is straightfor-
ward to check that (2.1) can still replace (A3) provided we cut off g
outside a compact set depending on k0	maxu01∞	 u02∞	 c−1, and
maxh1∞	 h2∞.
Now, the basic idea for the proof of the above inequality is testing the
difference of the respective equations (iii) by signu1 − u2, where sign
denotes the sign graph signr = −1 if r < 0	 sign0 = −1	 1	 signr = 1
if r > 0. Of course, this is formal and the rigorous computation can be
performed by using the Yosida regularization signε (see Bre´zis [3, p. 28]),
noting that
−Nu1 − u2	 signεu1 − u2 =
∫

sign′εu1 − u2∇u1 − u22 ≥ 0
a.e. in 0	 T  for all ε > 0, and ﬁnally passing to the limit as ε ↘ 0 so to
obtain
cu1 − u2′t	 sut + Lw1 −w2′t	 sut
≤ h1 − h2tL1 (2.2)
for a.e. t ∈ 0	 T 	 where su ∈ L∞Q is a known function with the property
that su ∈ signu1 − u2 a.e. in Q
Next, setting gi = gui	wi and owing to (iv) written for i = 1	 2	 we
claim that there exists sw ∈ L∞Q such that sw ∈ signw1 −w2 and
w1 −w2′sw + τ−1g1 − g2sw
≤ w1 −w2′su + τ−1g1 − g2su a.e. in Q (2.3)
Indeed, we can take sw = su in the region w1 = w2 and whenever
w1 −w2 and u1 − u2 have the same sign, and we brieﬂy see what occurs
in the set w1 < w2	 u1 ≥ u2. Here we have that w1 < fdu1 (otherwise,
you would get w1 = fdu1 ≥ fdu2 ≥ w2 which leads to a contradiction)
and w2 > fau2 (otherwise, w2 = fau2 ≤ fau1 ≤ w1 yields another con-
tradiction). Then, as τw′i + giwi − z ≤ 0 for all z ∈ faui	 fdui	 i =
1	 2, a.e. in Q because of (iv), by suitably choosing the test numbers z we
infer that
w1 −w2′ + τ−1g1 − g2 ≥ 0 a.e. in w1 < w2	 u1 ≥ u2
Therefore, (2.3) is fulﬁlled, since sw = −1 ≤ su ∈ −1	 1 in w1 < w2	 u1 ≥
u2 Finally, in the set w1 > w2	 u1 ≤ u2 we obtain the reverse inequali-
ties w1 −w2′ + τ−1g1 − g2 ≤ 0 and sw ≥ su which lead to (2.3) as well.
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Now, (2.3) yields
w1 −w2′sw − τ−1g1 − g2sw + su ≤ w1 −w2′su a.e. in Q
Hence, as sw	 su ≤ 1, from (2.2) we deduce
cu1 − u2′t	 sut + Lw1 −w2′t	 swt
≤ h1 − h2tL1 + 2Lτ−1g1 − g2tL1 (2.4)
for a.e. t ∈ 0	 T  On the other hand, since the graph sign is the subdiffer-
ential of the function r → r in R, with the help of Bre´zis [3, Lemme 3.3,
p. 73] we can integrate (2.4) with respect to t. Therefore, by exploiting the
Lipschitz continuity of g and then applying the Gronwall lemma, it is easy
to conclude the required inequality. Q.E.D.
Remark 2.1. We point out that the above uniqueness proof fails in the
case κ > 0 because we loose the pointwise monotonicity property of the
variational inequality for w (cf. (iv) in Deﬁnition 2.1 and Theorem 2.3) and
it is no longer clear whether (2.3) holds. However, let us emphasize that the
solutions uκ	wκ, 0 < κ < κ0	 to problems QVκ supplied by Theorem
2.2 converge as κ ↘ 0 to the unique solution u	w of QV0. See the
later Remark 4.2.
3. APPROXIMATE SOLUTIONS
In this section, we approximate problem QVκ by a suitable problem
QVλκ depending on the approximation parameter λ > 0, besides κ > 0.
To this aim, let us regularize the datum h in (A4) by introducing a family
of smooth functions hλ	 λ > 0, such that
hλ∞ ≤ h∞ for all λ > 0, (3.1)
hλ → h in L2Q as λ↘ 0. (3.2)
In order to construct such hλ, one can, for instance, extend h by zero
value outside of Q, and then take the convolution product with some reg-
ularizing sequence.
Moreover, for all u	w ∈ R we set
Juw = maxminw	 fdu	 fau	 (3.3)
∂Iλuw =
1
λ
w − fdu+ −
1
λ
fau −w+	 (3.4)
noting that ∂Iλu coincides with the Yosida regularization of the subdifferen-
tial graph ∂Iu and Ju is the resolvent of ∂Iu, namely Ju = I + λ∂Iu−1 for
all λ > 0.
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Then the approximate problem (QV)λκ is stated as follows. For the sake
of simplicity, we still use the notation u	w (instead of the more natural
uλ	wλ) for the solution.
Deﬁnition 3.1. A pair of functions u	w is a solution of QVλκ if the
following (i)–(v) are fulﬁlled.
(i) u ∈ W 1	20	 T H ∩ L∞0	 T V  ∩ L20	 T H2.
(ii) w ∈ W 1	20	 T H ∩ L∞0	 T V  ∩ L20	 T H2.
(iii) cu′ + LJuw′ − Nu = hλ in H a.e. in 0	 T .
(iv) τw′ − κNw + gu	w + ∂Iλuw = 0 in H a.e. in 0	 T .
(v) u0 = u0 and w0 = w0.
We ﬁrst point out that any solution of QVλκ obeys the following uniform
bound.
Lemma 3.1. Let u	w be a solution of QVλκ. Then we have
u∞ ≤M0	
where the constant M0 is as deﬁned in the statement of Theorem 2.1.
The proof of the above lemma is almost the same as that of Theorem 2.1.
In fact, by taking advantage of (A2) again, we can see that Juw ≡ 1 (and
hence Juw′ = 0) a.e. on the set u > p.
In addition, we can establish the well-posedness of the problem QVλκ.
Proposition 3.1. For each κ > 0 and λ > 0, there exists a unique solution
of QVλκ.
We are going to prove Proposition 3.1 in a moment, after preparing one
lemma.
Lemma 3.2. Let u	 v	w ∈ W 1	20	 T H. Then, the function t →
Jvwt is in W 1	20	 T H and the following (i), (ii), and (iii) hold.
(i) Jvw′tH ≤ w′tH + C0v′tH a.e. t ∈ 0	 T .
(ii) Jvw′t	 u′t ≥ −w′tH + C0v′tHu′tH a.e. t ∈
0	 T .
(iii) If, in particular, u = v, then Juw′t	 u′t ≥ −w′tH u′tH
a.e. t ∈ 0	 T .
Here, the constant C0 is the same as in assumption (A2).
Proof. We just have to observe that
Jvw′ =


f ′avv′ if w ≤ fav
w′ if fav < w < fdu
f ′dvv′ if w ≥ fdv,
and that f ′av ≥ 0	 f ′dv ≥ 0. Q.E.D.
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Proof of Proposition 31 The basic tool is the existence and uniqueness
result proved by Colli and Hoffmann [6]. In fact, we remark that the func-
tion
βu	w = cu+ LJuw	 u	w ∈ R2	
is Lipschitz continuous as well as u	w → gu	w+ ∂Iλuw, and it satisﬁes
βu	w − βv	wu− v ≥ cu− v2 for all u	 v	w ∈ R
Moreover, setting
3w =
{
aw	w/2 if w ∈ V
+∞ if w ∈ H\V ,
we have that 3 is proper convex l.s.c. on H and its subdifferential operator
is nothing but −N Then, as hλ ∈ W 1	10	 T V ′	 u0 ∈ V	w0 ∈ D3 ≡ V ,
and τ	 κ are simply ﬁxed positive constants, we can apply Theorem 1 of
Colli and Hoffmann [6] (choosing there X = H) and conclude that there
exists a unique pair u	w with (cf. also [6, Remark 1])
u∈W 1	20	T H∩L∞0	T V 	 w∈W 1	20	T H∩L20	T D−N	
which fulﬁlls the initial conditions u0 = u0	 w0 = w0, and the equations
cu+ LJuw′ +Au = hλ in V ′ a.e. in 0	 T  (3.5)
τw′ − κNw = −gu	w − ∂Iλuw in H a.e. in 0	 T . (3.6)
On the other hand, since u	w ∈ W 1	20	 T H and hλ ∈ L2Q	 from
Lemma 3.2 and (3.5) it follows that Au ∈ L20	 T H	 whence one obtains
u ∈ L20	 T H2 and (iii) of Deﬁnition 3.1 is fulﬁlled. Moreover, the
regularity w ∈ W 1	20	 T H ∩L20	 T H2 yields, for instance by inter-
polation, that w ∈ C00	 T V . Therefore, all the conditions (i)–(v) of
Deﬁnition 3.1 are satisﬁed. Q.E.D.
4. PROOF OF THEOREM 2.2
This section is devoted to proving the existence of a solution of (QV)κ
for sufﬁciently small κ > 0.
Fix κ > 0 and let uλ	wλ be the solution to (QV)λκ given by Propo-
sition 3.1. Now, we are going to derive a series of energy inequalities in
order to obtain uniform bounds for the pairs uλ	wλ	 λ > 0, that solve
the equations
cu′λ + LJuλwλ′ − Nuλ = hλ in H a.e. in 0	 T 	 (4.1)
τw′λ − κNwλ + guλ	wλ + ∂Iλuλwλ = 0 in H a.e. in 0	 T  (4.2)
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For a while we still denote uλ	wλ by u	w for simplicity. Moreover, we
notice that in general the forthcoming estimates hold almost everywhere in
0	 T  and this speciﬁcation will be often omitted.
We start by observing that (cf. Proof of Lemma 3.2 and (3.4))
Juw′	 u′ ≥
∫
fau<w<fdu
w′u′dx
=
∫
fau<w<fdu
τ−1κw − gu	wu′dx
≥ −τ−1κwH + gu	wHu′H	 (4.3)
where the above integrals are obviously space integrals performed on the
measurable subsets fau < w < fdu of  Then, testing (4.1) by u′
and using (4.3), we have
cu′2H +
1
2
d
dt
∇u2H ≤ hλH + Lτ−1κwH + gu	wHu′H
Let us point out that the above inequality is not only formal since, on
account of (i) in Deﬁnition 3.1 (see also the proof of Proposition 3.1 and
Bre´zis [3, Lemme 3.3, p. 73]), the function t → 2−1∇ut2H = 3ut is
absolutely continuous on 0	 T  and
d
dt
3u = −Nu	 u′ a.e. in 0	 T 
Hence, recalling (3.1) and (2.1), we infer
cu′2H +
d
dt
∇u2H ≤ C1κ2w2H + C2	 (4.4)
where C1 = 2c−1L2τ−2	 C2 = 2c−1h∞ + Lτ−1g∞2	 g∞ =
supu	w∈R2 gu	w and  denotes the Lebesgue measure of the set .
Next, multiplying (4.1) by −u and using (i) of Lemma 3.2, we easily
deduce
c
2
d
dt
∇u2H + u2H ≤ hλH + C0Lu′H + Lw′HuH
and consequently
c
d
dt
∇u2H + u2H ≤ C31+ u′2H + w′2H	 (4.5)
with, for instance, C3 = 3maxh2∞	 C20L2	 L2
In order to use Eq. (4.2), we prepare the following lemma.
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Lemma 4.1. Let u	w = uλ	wλ be a solution of 41 and 42. Then
the function
t → Iλuwt =
1
2λ
w − fdu+2H +
1
2λ
fau −w+2H
is absolutely continuous on 0	 T  and
d
dt
Iλuw ≤ ∂Iλuw	 w′ + C0u′H ∂IλuwH a.e. in 0	 T 
Proof. Since
∂Iλuw =
1
λ
w − fdu+ −
1
λ
fau −w+	
we have
d
dt
Iλuw =
1
λ
w − fdu+	 w′ − f ′duu′
+ 1
λ
fau −w+	 f ′auu′ −w′
=
(
1
λ
w − fdu+ −
1
λ
fau −w+	 w′
)
−
(
1
λ
w − fdu+	 f ′duu′
)
+
(
1
λ
fau −w+	 f ′auu′
)
≤ ∂Iλuw	 w′ +maxf ′d∞	 f ′a∞
∣∣ 1
λ
w − fdu+
+ 1
λ
fau −w+
∣∣
H
u′H
By noting that
∂Iλuw =
1
λ
w − fdu+ +
1
λ
fau −w+	
we immediately obtain the lemma. Q.E.D.
At this point, testing (4.2) by w′ and using Lemma 4.1 lead to
τw′2H +
κ
2
d
dt
∇w2H +
d
dt
Iλuw ≤ C0u′H ∂IλuwH + gu	wH w′H
≤ C0u′Hτw′H + κwH + gu	wH + gu	wH w′H
Therefore, we infer that
τw′2H + κ
d
dt
∇w2H + 2
d
dt
Iλuw ≤ C4u′2H + κ2w2H + 1	 (4.6)
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where, for instance, C4 = max2C20 τ + 1	 1	 C1g1 + 2τ−1 and the
structural constant C1g is speciﬁed by
C1g = g2∞
Next, note that fdu	 fau ∈ H2 a.e. in 0	 T  because of (A2). Thus,
we can carry out the computation
∂Iλuw	−w
=
(
1
λ
w − fdu+	−w − fdu
)
+
(
1
λ
w − fdu+	−fdu
)
+
(
1
λ
fau −w+	−fau −w
)
+
(
1
λ
fau −w+	 fau
)
= 1
λ
∇w − fdu+2H +
(
1
λ
w − fdu+	−fdu
)
+ 1
λ
∇fau −w+2H +
(
1
λ
fau −w+	 fau
)
≥ − 1
4λ2
{
w − fdu+2H + fau −w+2H
}
− fdu2H − fau2H
= −1
4
∂Iλuw2H − fdu2H − fau2H (4.7)
Also, observe that
gu	w	−w =
∫

{
∂g
∂u
∇u · ∇w + ∂g
∂w
∇w2
}
dx
≥ −C2g∇u2H + ∇w2H	
where the constant C2g is given by
C2g = 2
{
sup
u	w∈R2
∣∣∣∣∂g∂uu	w
∣∣∣∣+ sup
u	w∈R2
∣∣∣∣ ∂g∂w u	w
∣∣∣∣
}

Now, multiplying (4.2) by −w, we see from (4.7) with the above inequality
that
τ
2
d
dt
∇w2H + κw2H ≤
1
4
∂Iλuw2H + fdu2H
+ fau2H + C2g∇u2H + ∇w2H (4.8)
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Furthermore, in view of Lemma 4.1 and (4.7), the analogous test of (4.2)
by ∂Iλuw yields
τ
d
dt
Iλuw + ∂Iλuw2H
≤ τC0u′H ∂IλuwH +
κ
4
∂Iλuw2H + κfdu2H
+κfau2H + gu	wH ∂IλuwH	
whence we deduce that
τ
d
dt
Iλuw +
1
2
∂Iλuw2H ≤ τ2C20 u′2H +
κ
4
∂Iλuw2H
+κfdu2H + κfau2H + C1g (4.9)
Now, notice that
fiu = f ′′i u∇u2 + f ′i uu	 i = a	 d	
so that
fiu2H ≤ C5
(∇u4
L4
+ u2H
)
	 i = a	 d	
for C5 = 2maxf ′′a 2∞	 f ′a2∞	 f ′′d 2∞	 f ′d2∞ Futhermore, by a Gagliardo–
Nirenberg inequality (cf., e.g., Zeidler [21; Chap. 21, p. 287]), we derive
∇u4
L4
≤ Cu2
H2u2∞ ≤ Cu2H + u2Hu2∞
≤ C61+ u2H	
where the constant C takes two different values (both independent of
N) in the same line and the ﬁnal constant C6 depends on M0 as well (see
Lemma 3.1). Therefore, it turns out that
fau2H + fdu2H ≤ C71+ u2H
with C7 = 2C5C6 + 1, and consequently, adding (4.8) and (4.9) yields
τ
d
dt
{
Iλuw +
1
2
∇w2H
}
+ κw2H +
1− κ
4
∂Iλuw2H
≤ C81+ ∇u2H + ∇w2H + u′2H + 1+ κ1+ u2H	 (4.10)
with, e.g., C8 = maxτ2C20 	 C1g	 C2g	 C7
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At this point, we let εi	 i = 1	 2	 3	 denote positive constants to be spec-
iﬁed afterwards and calculate 44 + ε1 × 45 + ε2 × 46 + ε3 × 410.
Then we obtain
c − ε1C3 − ε2C4 − ε3C8u′2H + ε2τ − ε1C3w′2H + ε1 − ε3C81+ κ
× u2H + κ
(
ε3 − C1 + ε2C4κ
)w2H + ε31− κ4 ∂Iλuw2H
+ d
dt
{
1+ ε1c∇u2H + ε2κ+ ε3
τ
2
∇w2H + 2ε2 + ε3τIλuw
}
≤ C9 + ε3C81+ κ+ ∇u2H + ∇w2H	 (4.11)
where C9 = C2 + ε1C3 + ε2C4 Now, our aim is to choose εi	 i = 1	 2	 3	 as
well as to specify the constant κ0 in the statement of the theorem, in order
that the coefﬁcients in the ﬁrst two lines of (4.11), i.e.,
c − ε1C3 − ε2C4 − ε3C8	 ε2τ − ε1C3	 ε1 − ε3C81+ κ	
κε3 − C1 + ε2C4κ	 ε31− κ/4
be all positive whenever κ ∈ 0	 κ0. Observe that, for instance, we can take
ε2 = c4C4−1	 ε1 = 4C3−1 minc	 2ε2τ	
and then
ε3 = 4C8−1 minc	 2ε11+ κ0−1
with
κ0 = min1/2	 8C8−1 minc	 ε1C1 + ε2C4−1
Indeed, in this case we have
c − ε1C3 − ε2C4 − ε3C8 ≥ c/4	 ε2τ − ε1C3 ≥ ε2τ/2 (4.12)
along with
ε1 − ε3C81+ κ ≥ ε1/2 for all κ ∈ 0	 κ0	 (4.13)
so that the above coefﬁcients are all bounded from below uniformly with
respect to κ Moreover, concerning the coefﬁcients in the second line of
(4.11), it is straightforward to check that
κε3 − C1 + ε2C4κ ≥ κε3/2	
ε31− κ/4 ≥ ε3/8 for all κ ∈ 0	 κ0
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Consequently, from (4.11) we can deduce uniform estimates for uλ = u
and wλ = w with respect to the parameter λ. Namely, we have that
uλλ and wλλ are bounded in W 1	20	 T H ∩ L∞0	 T V 
∩ L20	 T H2	 ∂Iλuλwλλ is bounded in L20	 T H,
and
Iλuλwλλ is bounded in L∞0	 T .
Therefore, by a standard procedure (cf. Kenmochi et al. [10]), we can see
that, possibly extracting a subsequence λn ↘ 0	 there hold
uλn → u and wλn → w
weakly in W 1	20	 T H ∩ L20	 T H2
and weakly star in L∞0	 T V 	
for some pair u	w, which turns out to be a solution of (QV)κ. Within
this process, let us just remark that
Juλn
wλn → w weakly in W 1	20	 T H
and
fau ≤ w ≤ fdu a.e. in Q
Thus the proof of Theorem 2.2 is complete.
Remark 41 The constant κ0 > 0 speciﬁed in (4.12) depends on the
L∞-norm of the initial datum u0 in such a way that κ0 ≈ C1 + u04∞−1
for some constant C independent of u0∞.
Remark 42 The validity of the above estimates for the approximate
solutions extends to the constructed solution uκ	wκ of (QV)κ, whenever
0 < κ < κ0 (cf. (4.11)-(4.13)). Therefore, recalling Theorem 2.3 and arguing
as in Kenmochi et al. [10], we can show that uκ	wκ converges in a suitable
sense to the solution u	w of (QV)0. Moreover, we infer that the solution
component w satisﬁes
w ∈ L∞0	 T V  (4.14)
and point out that (4.14) seems to entail a new regularity property of the
solution to the limiting problem (cf. (ii) of Theorem 2.3 and Visintin [19,
Sect. IX.2]).
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