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Optimal Linear Fixed-Interval Smoothing for Colored Noise 
SHOHEI FUJITA AND TAKESHI FUKAO 
Department ofElectrical Engineering, Tokyo Institute of Technology, 
O-okayama, Meguro-ku, Tokyo, Japan 
A convenient canonical form of the optimal fixed-interval smoother and 
its error covariance matrix are derived for the continuous linear systems with 
the colored measurement oise. 
The technique of state augmentation is not used so that the proposed 
smoother has the same dimension as that of the original state vector to be 
estimated, which is especially convenient for the higher dimensional system 
from the computational spect. 
It turns out that m the smoothing solution for colored noise it is required to 
retain the original measurements in addition to the filtering solution. 
An interesting special case where the signal and the noise processes have 
the identical statistical property is discussed. In this case no improved estimate 
is obtained by smoothing the measurements. This fact is interpreted physically 
in terms of observability. It is also pointed out that the proposed smoothing 
solution remains valid when the measurements contain no noise. 
1. INTRODUCTION 
After the appearance of the state variable approach to the estimation 
problem proposed by Kalman and Bucy (1961), many studies have been 
devoted to the filtering problem, whereas the smoothing problem has 
received comparatively little attention. Noteworthy exceptions are the 
results of Ranch, Tung, and Striebel (1965), Meditch (1967), and Kailath 
and Frost (1968) et aL, all of which are concerned with the case for white 
noise in measurement. 
Many practical systems exist in which the measurement error can not be 
formulated as a white noise. Recently Mehra and Bryson (1968) solved the 
l inear continuous fixed-interval smoothing problem for colored noise by 
using techniques of the calculus of variations with the equality constraints 
of state variables. 
However their results suffer from two defects: because of the state aug- 
mentation their method leads to a redundant estimator which is often 
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inconvenient for the higher dimensional system; and their results require 
the direct solution of the two-point boundary value problem which may 
be somewhat cumbersome from the computational spects. 
The purpose of this paper is to present a solution to the linear continuous 
fixed-interval smoothing problem for colored noise, which does not increase 
the dimension of the state vector to be estimated and avoids the direct 
solution of the two-point boundary value problem. 
The derivation starts from the filtering solution obtained by Bucy (1967) 
and makes use of the idea of the backward filter introduced by Fraser (1967) 
and the well-known results in the single-stage stimation theory (Deutsch, 
1965, pp. 108-109 and/or Mehra, 1968). 
The differential equation governing the optimal smoother is derived, 
which makes it possible to use the analog computer. The linear differential 
equation, whose solution gives the error covariance matrix of the smoothed 
estimate, is also derived. 
It turns out that the proposed smoother for colored noise requires the 
original measurements in addition to the filtered estimate and the inverse 
of its error covariance matrix as the input data. This is in contrast o the 
well-known smoother (Rauch et al., 1965) for white noise which requires 
only the filtered estimate and the inverse of its error covariance matrix. 
The fact that in the case where the signal and the noise have the identical 
statistical property no improved estimate is obtained by smoothing the 
measurements is demonstrated, using the smoothing solution proposed in 
this paper and interpreted physically in terms of observability. It is also 
shown that the proposed smoother emains valid when the measurements 
are not corrupted by noise. 
2. FUNDAMENTAL ASSUMPTIONS AND PROBLEM STATEMENT 
The following model 1is assumed to represent the process to be estimated: 
d x(t) = F(t) x(t) + G(t) u(t) (1) 
where x(t) is an n-dimensional state vector, F(t) is an n × n matrix, G(t) is 
1 A relationship between the white noise formulation used in this paper and the 
more rigorous stochastic differential formulation is discussed in the Appendix. 
OPTIMAL SMOOTHING FOR COLORED NOISE 315 
an n × r matrix, and u(t) is an r-dimensional Gaussian white noise process 
with zero mean and covariance matrix 
E[u(t) u'(a)] = O(t) 8(t - -  a), (2) 
where E denotes the expectation operator, the prime denotes the transpose, 
and 8 is the Dirac delta function. The initial state x(0) is a Gaussian random 
variable with zero mean and covariance matrix 
E[x(0) x'(O)] = r .  (3) 
The measurement scheme is assumed to be described by 
z(t) = Mx(t) + v(t) (4) 
where z(t) is an m-dimensional measurement vector, M is an m X n constant 
matrix, and v(t) is an m-dimensional measurement oise. 
The measurement oise v(t) is a Gauss-Markov process generated by 
d v(t) = A(t) v(t) q- w(t) (5) 
where A(t) is an m × m matrix, and w(t) is an m-dimensional Gaussian 
white noise process with zero mean and covariance matrix 
E[w(t) w'(a)] = R(t) ~(t -- a). (6) 
v(0) is a Gaussian random variable with zero mean and covariance matrix 
e[~(o) ~'(o)] = A. (7) 
The various random variables u(t), x(O), w(t), and v(0) are assumed to be 
mutually independent. It is also assumed that the matrices: 
MG(t) Q(t) G'(t) M' -]- R(t), 
MFM'  + A 
are positive definite for all t >/0.  
The problem investigated in this paper is as follows. 
Optimal Linear Fixed-Interval Smoothing Problem2: Determine a minimum 
variance unbiased linear estimate ~(t [ b), 0 ~< t ~< b, of the state vector x(t) 
based on the measurement data z(s) given over the fixed interval 0 ~ s ~< b. 
2 This is one of the three smoothing problems defined by the nature of the measure- 
ment interval (Meditch, 1967). 
316 FUJITA AND EUKAO 
3. OPTIMAL SMOOTHING FOR COLORED NOISE 
The optimal fixed-interval smoothed estimate for the model described by 
Eqs. (1), (4), and (5)is given by 
d~ -~ x(t ] b) = F(t) ~(t I b) 4- G(t) O(t) G'(t) P-X(t)[~(t [ b) -- ~(t)] 
4- G(t) 9(t) G'(t) M'Z-l(t) [d  z(t) -- A(t) z(t)] (8a) 
with the terminal condition: 
~(t I b)[t:~ = ~(b) 
where 
(filtered estimate at t = b) (8b) 
F(t) ~ F(t) -- G(t) Q(t) G'(t) M'S-I(t) H(t) (9) 
O(t) A= --Q(t) G'(t) M'S-I(t) MC(t) 9(0 + Q(t) (10) 
S(t) ~= MG(t)Q(t) G'(t) M'  + R(t) (11) 
H(t) z5 ~lF(t) -- A(t)M. (12) 
The error covariance matrix of the smoothed estimate, defined by 
P(t [ b) z5 E[{x(t) -- ~(t l b)}{x(t ) -- ~(t [ b)}'], (13) 
is the solution of 
d p(t I b) = IF(t) + G(t) (~(t) G'(t) P-l(t)] P(t ] b) 
4- P(t I b)[F(t) 4- G(t)(~(t) G'(t) P-l(t)]' -- G(t)(~(t) G'(t) (14a) 
with the terminal condition: 
P(t l b) [~=b = P(b). (14b) 
In Eqs. (8) and (14), N(t) and P-X(t), which are the optimal filtered estimate 
of x(t) and the inverse of its error covariance matrix, are given by the set 
of equations (Bucy, 1967): 
A 
dt 
~(0) = FM'[MFM' 4- A] -1 z(0) (15b) 
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where 
and 
K(t) A= [P(t) U'(t) + a(t) Q(t) a'(t) M'] S-l(t) (16) 
d p(t) = F(t) P(t) + P(t)F'(t) -- K(t) S(t) K'(t) 4- G(t) Q(t) G'(t) (17a) 
P(O) = 1" -- I"M'[MFM' 4- A] -~ M_P. (17b) 
Notice that in practice there is no need for the derivatives of the measure- 
ments z(t) in the optimal smoother as shown in Eq. (8). Equation (8) can be 
rewritten as 
d 
d-t [&(t I b) -- G(t) Q(t) G'(t) M'S-I(t)  z(t)] 
= F(t) &(t ] b) 4- G(t) O(t) G'(t) P-~(t)[Cc(t I b) -- &(t)] 
d M'S-l(t)] I z(t) -- la(t)O(t) a'(t) M'S-~(t) A(t) 4- di [G(t)9(t) G'(t) 
(18) 
which does not involve the differentiation f the measurement. 
The most remarkable feature of the smoother for colored noise described 
by Eq. (8) and/or Eq. (18) is that it contains the original measurements z(t). 
This is in contrast o the well-known smoother (Rauch el al., 1965) for 
white noise which does not include the original measurements. 
In the case of the smoother for white noise, once the filtering solution 
~(t) and P(t) have been determined for 0 ~ t ~ b, there is no further need 
to retain the original measurements {z(s):0 ~ s ~ b}. While in the 
smoothing solution for colored noise, it is required to retain the original 
measurements in addition to the filtering solution ~(t) and P(t). 
It is remarked that the proposed smoother, i.e., Eq. (8) and/or Eq. (18) 
is of dimension instead of (n 4- m) as in the augmented state smoother 
given by Mehra and Bryson (1968). 
Since inverting P(t) at each t is cumbersome, it may be useful to express 
Eq. (17a) in the following form: 
d 
d~ P-l(t) = --P-~(t)F(t) --F'(t) P-l(t) -- P-l(t) G(t) (~(t) G'(t) P-I(I) 
+ H'(t) S-~(t) H(t) (19) 
which is more convenient for computation. 
A block diagram of the optimal smoother is given in Fig. 1. 
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fflt e2Jed estlmate l~(t) :o<t<bt 
~ C-(t)Q(t)G' t)p'l(t) ~ 
~ G(t)Q(t)G'(t)Mls-l(t) ~ 
z(t) -- TM #(t[b) 
7 
'+ 
w(t) ~ G(t)Q(t)G ~/t)M t s-l(t)A(t) 
+£{@(t)Q(t)G t (t)M f S-l(t)t 
Fro. 1. Block diagram of optimal fixed-interval smoother. 
The following section describes the derivations of the optimal smoother 
and its error covariance matrix. 
4. DERIVATIONS OF OPTIMAL SMOOTHER AND ERROR COVARIANCE MATRIX 
The filtered estimate for the model described by Eqs. (1), (4), and (5) 
based on the measurements {z(s) : 0 ~ s ~ t} is given by the set of equations 
(15) through (17) in Section 3. 
(~, P) arc the sufficient statistics for the measurements {z(s) : 0 ~ s <~ t}. 
Since the measurement i terval [0, b] is fixed in the smoothing problem 
considered in this paper, it is clear that recursive solution can be defined 
for the backward time from t = b to t = 0. 
Setting ~- ~_& b -- t, the model equations (1), (4), and (5) become 
d 
d--~ xb(-r) = - -F (b  - -  ~-) xbO') - -  G(b - -  r) ub(r), (20) 
zb(*) --- Mx~(-r) + %(7), (21) 
d%(- r )  = - -A (b  - -  "r) %(-r) - -  %0"), (22) 
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respectively, where 
xs(-r) ~ x(t), us(r) ~ u(t), (23) 
zs(r) ~ z(t), (24) 
vsb') ~ ~(t), ws(~-) ~ w(t). (25) 
The backward filtered estimate (Fraser, 1967), i.e., the estimate ks(~-) of 
the state vector x(t) based on the measurements {z(s) : t < s ~ b} can be 
derived by replacing F(t)  with - -F (b  - -  -r), G(t) with - -G(b  - -  ~-), A( t )  with 
- -A (b  - -  ~), etc., in the forward filter equations (15) through (17). 
Backward Filter: 
d ~s( . r ) :  - -F (b - -c )  ~s(-r)+ Ks(T ) [dz (b -  r) 
-k A(b  - -  -c) z(b - -  ~-) + n(b  - -  -c) ~s(z)], (26) 
Ks(z) = [--Ps(~') H'(b - -  ~-) + G(b - -  "r) Q(b - -  z) G'(b - -  "r) M ' ]  S - l (b  - -  z) 
d 
-~r Ps('r) = - -F (b  - -  7) Pb(-r) - -  Pb(.r)F'(b - -  .r) 
- -  Ks(z)  S(b - -  r) K((-r) 
+ G(b - -  ~') Q(b - -  . )  G'(b - -  -~), 
(27) 
(28) 
(ks, Ps) are also the sufficient statistics for the measurements {z(s) : t < s ~ b}. 
The estimation error e(t) in the forward filter, i.e., 
e(t) ~ x(t) - -  ~(t), (29) 
and es(~-) in the backward filter, i.e., 
es(-) =A xs(~) -- ks(-), (30) 
satisfy the following equations: 
d 
-d-[ e(t) = IF(t) -- K(t )  H(t)] e(t) + [I - -  K(t )  M]  G(t) u(t) - -  K( t )  w(t) (31) 
and 
f f - - •  eb(T ) = [ - -F(b - -  T) -}- Ks(r  ) H(b - -  ~-)] es(~- ) 
- -  [I - -  Ks('r) M]  G(b - -  r) us(.r) + Ks('r) ws(r), 
respectively. 
(32) 
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Notice that e(t) depends on {u(s), w(s) : 0 <~ s <~ t}, while eb(~- ) depends 
on {u(s), w(s) : t < s ~ b}. 
Since both u(t) and w(t) are white noises, it follows that e(t) and eb(~-) 
are uncorrelated to each other. Thus, the following conditions: 
C 1 : {~(t), P(t)} and {~b(b - -  t), Pb(b --  t)} are the sufficient statistics for 
the corresponding data. 
and 
C2:The error e(t) in the forward filter is uncorrelated to the error 
eb(b -- t) in the backward filter. 
are satisfied. 
Now, the following lemma is well known (Deutsch, 1965, pp. 108-109 
and/or Mehra, 1968): 
LEMMA. Let k(t I b) and P(t  I b), 0 ~ t ~ b, denote the optimal smoothed 
estimate of x(t) based on the measurements {z(s) : 0 <~ s ~ b} and its error 
covariance matrix, respectively. Then, under the conditions C 1 and C~ , 
~(t ] b) = P(t  I b)[P-a(t) ~(t) + P;~(b --  t) ~b(b --  t)] (33) 
P- l ( t  [ b) = P- l (t)  + P~a(b --  t). (34) 
Therefore, the optimal inear fixed-interval smoothing solution is obtained 
from Eqs. (33) and (44). 
We first derive the error covariance matrix P( t lb  ) of the smoothed 
estimate. The Riccati equation (17a), which describes the evolution of the 
error covariance matrix of the forward filter, can be rewritten in terms of 
P-l(t) ,  by using the matrix differentiation lemma, as follows. 
d p_l(t) = --P-~(t) F(t) -- F'(t) P- l ( t)  q- H'(t)  S- l ( t )  H(t)  
dt 
- -  P- l ( t)  G(t) Q(t) G'(t) P- l(t) .  (35) 
Similarly, the Riccati equation (28), which describes the evolution of the 
error covariance matrix of the backward filter, can be rewritten in the form: 
d P; l (b --  t) = --P;a(b --  t) F(t) - -  F'(t) P~l(b --  t) 
-]- P; l (b -- t) G(t) ()(t) G'(t) P; l(b --  t) 
- -  H'(t) S- l(t)  H(t). (36) 
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Therefore, from Eqs. (35) and (36), one obtains 
d p_l(t) + d P~(b -- t) = --P-X(t ] b)[F(t) ~- G(t) O(t) G'(t) P x(t)] 
- [F(t) + G(t) O(t) G'(t) P-l(t)]'P-l(t [ b) 
~- P-~(t I b) G(t) O(t) G'(t) P- l (t  ] b), (37) 
where Eq. (34) has been used. 
Again using Eq. (34) and the matrix differentiation lemma, one finds that 
d 
d~ P(t I b) -= [F(t) -t- G(t) Q(t) G'(t) P-l(t)] P(t I b) 
@ P(t I b)[/~(t) @ G(t) O(t) G'(t) P-~(t)]' 
- a ( t ) (~( t )  a ' ( t )  (38)  
where P( t lb )  is the error covariance matrix of the smoothed estimate. 
Next, let us derive the optimal smoothed estimate ~(t] b). The backward 
filter equation (26) expressed in terms of t is 
d pcb( b _ t) = F(t) f%(b -- t) 
dt 
-t- Kb(b --  t) ]~--~ z(t) -- A(t) z(t) -- H(t) £b(b -- t)[. (39) 
L ~  
Making use of Eqs. (15a), (35), (36), and (39) yields 
d [P-~(t) ~(t) + P;~(b --  t) ~o(b -- t)] 
dt 
= P- l (t[  b )G( t )Q( t )G ' ( t )M 'S - I ( t ) [~t  z ( t ) -  A(t)z(t) l  
- -  F ( t )  P - l ( t )  fc(t) - -  P - l ( t )  G(t)  ( )(t)  G'( t )  P-~(t)  ~(t) 
- -  F ' (t)  P~a(b - -  t) ~b(b - -  t) 
-~- P[X(b -- t) G(t) ~)(t) G'(t) P~l(b -- t) ~o(b -- t), (40) 
where Eq. (34) has been used. 
Further, from Eqs. (33), (34), and (37), one obtains 
[d  P-~(t l b)] ~(t l b) 
= -- P-~(t I b)[F(t) @ G(t) (~(t) G'(t) P-l(t)] &(t ] b) 
- -  IF(t) @ G(t)  ~_,(t) G'( t )  P- l ( t ) ] ' [P- l ( t )  ~(t) -~- P[l(b - -  t) ~b(b - -  t)] 
+ P-~(t I b) G(t) O(t) G'(t)[n-~(t) ~(t) @ P[~(b -- t) f%(b -- t)]. (41) 
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Premultiplying Eq. (33) by P-:(t [ b) and differentiating the resulting equation 
yield 
d [d  P-:(t [b)l :~(t I b) -~- P-l(t ]b)-)-/:~(t I b) 
= d [p_l(t) :~(t) @ P(~(b -- t) ~cb(b -- t)]. dt 
Substituting Eqs. 
(42) 
(40) and (41)into Eq. (42) and carrying out some 
algebraic manipulations, one finds the required equation, i.e., 
d~ 
-dt x(t ] b) -~ F(t) ~(t I b) + G(t) Q(t) G'(t) P-l(t)[S:(t [ b) -- :~(t)] 
q- G(t)Q(t)G'(t)M'S-I(t) [d  z ( t ) -  A(t)z(t)], (43) 
where ~(t [ b) is the optimal smoothed estimate of the state vector x(t) based 
on the measurements {z(s) : 0 ~ s ~ b}. 
5. SPECIAL CASES 
Two interesting special cases are discussed in this section. The first case 
is explained most clearly by the smoothing solution proposed in Section 3. 
Special Case 1 
Consider a case where the signal and the noise have the identical statistical 
property, i.e., 
Ca: F(t) = A(t), G(t) --~ I ----- unit matrix 
Q(t)  = R(t) ,  1" = A.  
Applying the above condition C 3 to Eqs. (15) through (17), it follows that 
the filtered estimate is 
~(t) = ½z(t). (44) 
Furthermore, from Eqs. (8) through (12), it can be shown that 
d [:~(t I b) -- ½z(t)] = IF(t) + ½Q(t) P-:(t)] [:~(t [ b) -- ½z(t)] (45a) dt 
with the terminal condition: 
N(b I b) -- ½z(b) = N(b) -- ½z(b) = O, (45b) 
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which gives the smoothed estimate: 
~(t l b ) = ½z(t). (46) 
Comparing the Eqs. (44) with (46), one finds that no improved estimate 
is obtained by smoothing the measurements. 
This fact can also be interpreted physically as follows. 3 First, we note 
the system described by Eqs. (1), (4), and (5) is completely observable if
and only if the matrix 
t 
f o ~'(s, t) H'(s) S-l(s) H(s) ¢(s, t) ds (47) 
is positive definite for some t > 0. In Eq. (47), O(s, t) is the transition 
matrix corresponding to F(t). It is seen from Eqs. (12) and (47) that 
observability of the system described by Eqs. (1), (4), and (5) depends on 
A(t) as well as F(t) and M. Since, in this special case, 
H(t) = 0, (48) 
the observability matrix defined by Eq. (47) is reduced to zero matrix. 
This shows that none of the modes of Eq. (1) is observable and there is 
no way to separate the contributions of the signal x(t) and the noise v(t) 
to the measurements. Therefore, one cannot obtain the improved estimate 
by smoothing the measurements. 
Special Case 2 
When all of the measurements contain no noise, i.e., 
C 4 : A(t) = O, R(t) = 0 
A = 0, 
the optimal smoother given by Eqs. (8) through (12) becomes 
d ~(t [ b) = F(t) ~(t [ b) -~- G(t) O(t) a'(t) P-l(t)[~(t I b) -- ~(t)] 
dt 
d + G(t) Q(t) G'(t) M'S-I(t) ~ z(t) 
where 
F(t) A F(t) -- G(t) 9(t) G'(t) M'S-I(t) MF(t), 
~)(t) ~_~ --9(t) G'(t) M'S-I(t) MG(t) 9(t) -}- Q(t), 
S(t) A MG(t) Q(t) G'(t) M'. 
The  discussion stated below follows mainly that of Stear and Stubberud (1968). 
(49) 
(50) 
(51) 
(52) 
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It has been shown that the smoothing equations proposed in Section 3 
remain valid when no measurement oise exists, whereas the smoothing 
solution obtained by Rauch et al. (1965) is not applicable unless all of the 
measurements contain noise. We note that this special case, i.e., Eqs. (49) 
through (52), agrees with the results obtained by Mehra (1969) using a 
different echnique. 
6. CONCLUSIONS 
A solution has been derived to the continuous linear fixed-interval 
smoothing problem for colored noise. 
A remarkable f ature that the canonical form of the smoother for colored 
noise contains explicitly the original measurements has been pointed out. 
The proposed smoothing solution was shown to include the smoother for 
the noise-free measurements as a special case. It has been also demonstrated 
that in the case where the signal and the noise have the identical statistical 
property no improved estimate is obtained by smoothing the measurements. 
Finally, we remark that all of the results developed in this paper can be 
easily extended to the case in which the measurement matrix M is time- 
dependent. 
APPENDIX 
The differential equations involving random processes should be described 
by the more rigorous stochastic differential equations (Ito, 1960). For 
example, in Bucy's (1967) paper, the process to be estimated is described 
by the equation 
dx(t) = F(t) x(t) dt @ G(t) dfl(t) (1)' 
where fl(t) is an r-dimensional zero mean Brownian motion process atisfying 
fo  in(t,s) E[fl(t) fi'(s)] = Q(~) dr. (2)' 
Formally dividing Eq. (1)' by "dt" results in the more familiar expression: 
d x(t) = F(t) x(t) + G(t) u(t) (1) 
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where u(t) ~ dfi(t)/dt is a formally Gaussian white noise process and the 
associated covariance matrix is Q(t) 8(t - s). The equation (1)' is symbolic, 
since one cannot divide by "dt" to yield a resultant equation which makes 
sense. The reason is that Brownian motion process sample functions are 
nondifferentiable with probability one. However, in many applied studies 
"d~(t)/dt" has been identified as the Gaussian white noise. In the linear 
case the usual formal solution obtained by means of ordinary calculus can 
be justified even though the differential equation in terms of the white noise 
makes no sense. 1 
Therefore, the white noise formulations, i.e., Eqs. (1) and (5), are used 
in this paper for familiarity. All of the results developed in this paper will 
he translated into the more rigorous tochastic differential formulations. 
REFERENCES 
BucY, R. S. (1967), Opnmal filtering for correlated noise, J. Math. Anal. Appl. 20, 1-8. 
DEUTSCH, R. (1965), "Estimation Theory-," Prentice-Hall, Englewood Cliffs, N. J. 
FRASER, D. C. (1967), A New Technique for the Optimal Smoothing of Data, Sc.D. 
thesis, Massachusetts Institute of Technology, Cambridge, Mass. 
Ixo, K. (1961), Lectures on Stochastic Processes, Lecture Notes, Tata Institute of 
Fundamental Research, Bombay, India. 
KALMAN, R. E., AND BUCY, R. S. (1961), New results in linear filtering and prediction 
theory, J. Basic Eng. 83, 95-108. 
KAILATH, T., AND FROST, P. (1968), An innovations approach to least-squares estima- 
tion-Part II: Linear smoothing in additive white noise, IEEE Tram. Auto. Control 
AC-13, 655-660. 
KOZlN, F. (1966), Stability of stochastic systems, Proe. 3rd Intern. Congr. Auto. 
Control, London, pp. 3A.1-3A.8, The Institute of Mechanical Engineers, London, 
England. 
MEDITCH, J. S. (1967), On optimal hnear smoothing theory, Inform. Control 10, 
598-615. 
MEHRA, R. K., AND BRYSON, A. E. (1968), Linear smoothing using measurements 
containing correlated noise with an application to inertial navigation, IEEE Trans. 
Auto. Control AC-13, 496-503. 
MEHRA, R. K. (1968), On optimal and suboptimal linear smoothing, Proc. 1968 Nat. 
Electronics Conf., pp. 119-124, Nat. Electronics Conf., Inc., Chicago, Illinois. 
MEHRA, R. K. (1969), On a limiting procedure in linear recursive stimation theory, 
J. Math. Anal. Appl. 26, 1-8. 
RAUCH, H. E., TUNG, F., AND STRIEBEL, C. T. (1965), Maximum likelihood estinlates 
of linear dynamic systems, AIAA J. 3, 1445-1450. 
STEAR, E. B., AND STUBBERUD, A. R. (1968), Optimal filtering for Gauss-Markov 
noise, Int. J. Contr. 8, 123-130. 
¢ In the nonlinear case, extra precautions mu t be taken (Kozin, 1966) el aI. 
