Abstract-In this paper, an application of the theoretical algebraic notion of a separable ring extension in the realm of cyclic convolutional codes or, more generally, ideal codes, is investigated. It is worked under very mild conditions that cover all previously known as well as new non-trivial examples. It is proved that ideal codes are direct summands, as left ideals, of the underlying non-commutative algebra, in analogy with cyclic block codes. This implies, in particular, that they are generated by a non-commutative idempotent polynomial. Hence, by using a suitable separability element, an efficient algorithm for computing one of such idempotents is designed. We show that such an idempotent generator polynomial can be used to get information on the free distance of the convolutional code.
Ideal Codes Over Separable Ring Extensions a well-known property of cyclic block codes. This result has been extended to any commutative finite semisimple algebra A in [17] . When the algebra A is not assumed to be commutative, there are also some positive results: in [4] and [17] it is shown that convolutional codes which are left ideals of A[z; σ ], where A is a semisimple group algebra, are also generated by an idempotent polynomial, under suitable conditions on the automorphism σ . However, as observed in [17] , in general, it is not known if convolutional codes with this kind of additional algebraic structure are principal left ideals when A is noncommutative. In this paper we aim to continue this way in order to get a better understanding of σ -cyclic convolutional codes as well as extend the examples collected by the theory of ideal codes. The existence of a cyclic structure on a given convolutional code is used in [7] to get relevant information on its free distance. In this line, we take advantage of the availability of an idempotent generator polynomial of an ideal code to obtain some initial results concerning the free distance.
We observe that a property shared by all the aforementioned cases is that the ring extension F[z] ⊆ A[z; σ ] is separable in the sense of [11] . This is a generalization of the concept of separable algebra characterized by the existence of a separability element. We derive in a constructive way that every convolutional code which is a left ideal of A[z; σ ] is generated by an idempotent polynomial, and we design an algorithm for computing it. Our method rests on the availability of a separability element of the extension F[z] ⊆ A[z; σ ]. We thus devote some efforts to describe explicitly these separability elements in a wide variety of situations which, in particular, include the cases studied in [4] , [6] , and [7] . The use of the condition of separability allows us to work effectively with non-trivial extensions of the examples known until now, see for instance Example 21. This also illustrates how abstract mathematical results are applicable beyond the theoretical framework in which they were conceived.
The paper is structured as follows. We devote Section II to recall the notion of ideal code from [17] , with a special emphasis in describing them as convolutional codes with additional cyclic structure. We also expound the main problems we address in this paper, namely to get conditions under which an ideal code is generated by an idempotent polynomial, and to develop a method for the computation of such a generator. The mathematical general framework is illustrated by a first example. In Section III, we investigate when every ideal code is generated by an idempotent (non-commutative) polynomial. The key notion here is that of a separable ring extension, introduced in [11] . In particular, we get a rich variety of examples where all ideal codes are generated by idempotents. These results are deduced from an algebraic theory wich is discussed in full generality in Appendix A. One of the possible applications of the knowledge of concrete idempotent 0018-9448 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
generators is to get some information on the free distance. This idea is explored in Section IV. Section V is devoted to the design of an algorithm that computes an idempotent generator polynomial of a given ideal code. In Appendix A we describe the mathematical basis for the results of the paper. We include both well known as well as new results, with the aim of making it as self-contained as possible. Finally, Appendix B contains some remarks on possible applications of the methods developed along this paper in the realm of QC and 2-D cyclic block codes.
II. CYCLIC STRUCTURES ON CONVOLUTIONAL CODES
The algebraic structure of convolutional codes was developed by Forney in the award winning paper [5] . He realizes that the delay operator can be seen as a polynomial variable z, which measures the time state of the encoding process. Concretely, a convolutional encoder is a k-input n-output constant linear causal finite-state sequential circuit [5, Definition 1] . Let F be a finite field, if we have a convolutional encoder, the transmitted sequence can be viewed as a polynomial
Each vector y i is obtained from m + 1 previous information vectors x i , . . . , x i−m ∈ F k , i.e. it is obtained from a polynomial
The definition of convolutional code from [5] implies that it is an F[z]-submodule of F n [z] . The canonical isomorphism of F[z]-modules F[z] n ∼ = F n [z] reveals that the ambient of each convolutional code is a free module of finite rank. In order to avoid catastrophicity and delays in the encoding process, (n, k)-convolutional codes need to be not only F[z]-submodules but also direct summands of rank k of the free module F[z] n . We recommend a reading of [6, Sec. 2] for a broader description of these ideas.
The isomorphism between F[z] n and F n [z] allows us to see the elements of a convolutional code as vectors of polynomials or as polynomials of vectors. This dichotomy provides two approaches to cyclicity on convolutional codes. If we focus on the vector-of-polynomials viewpoint, the notion of skew cyclic convolutional code has been developed in [9] . In this paper we consider convolutional codes as polynomials of vectors. This viewpoint follows the line started in [20] by Piret, where he realized that a naive extension of the cyclicity for block codes does not produce non-block codes. Concretely, if a convolutional code C satisfies y 0 + zy 1 
⇒ s(y 0 ) + zs(y 1 ) + · · · + z l s(y l ) ∈ C, where s : F n → F n is the shift operator, then C has encoders without memory, i.e. it is a block code. Algebraically, this cyclicity is revealed by C being also an ideal of the ring F[x]/(x n − 1)[z], analogously to the block case. The commutativity of this algebra forces C to have a constant generator, see [20, . In order to avoid such restriction, Piret [20] proposes to twist the multiplication by using Ore polynomials instead of standard commutative polynomials. Let A be a finite dimensional F-algebra, σ ∈ Aut F (A) an automorphism of F-algebras and δ ∈ Der σ
We do not assume A to be commutative. The Ore extension A[z; σ, δ] is the F-algebra whose elements are polynomials in z with coefficients in A written on the right, the addition is the usual polynomial addition and the multiplication is defined by the rule
Introduced by Ore in [19] , these extensions have become a basic construction in most non-commutative algebra books. See e.g. [18] for a systematic treatment of these ring extensions.
For A being the F-algebra F[x]/(x n − 1), σ (x) = x m with m a non negative integer coprime with n, and
Piret defines cyclic convolutional codes as left ideals of A[z; σ ], see [20] . This construction is extended in [21] to a general automorphism σ ∈ Aut F (A), and A[z; σ ] is called a Piret algebra, a name which is quite used in the convolutional codes literature. These cyclic structures are systematically analyzed in [6] defining what they call σ -cyclic convolutional codes, where all the needed mathematical background is well founded. In [4] and [17] , A is taken to be some finite semisimple algebra. We can fix an F-basis
This basis provides the isomorphisms of vector spaces
where v maps each element in A to its vector of coordinates in the basis B, and p(a 0 , . . . , a n−1 ) = a 0 v 0 +· · ·+a n−1 v n−1 ∈ A for any (a 0 , . . . , a n−1 ) ∈ F n . Observe that, when A = F[x]/(x n −1) and B = {1, x, . . . , x n−1 }, the standard cyclicity is recovered by saying that a cyclic block code is an F-vector subspace C of F n such that p(C) is an ideal of A.
Since A is an F-algebra, we can assume that F ⊆ A and, therefore,
i.e. left multiplication of z by polynomials in A[z; σ, δ] corresponds to the delay operator. Thus the isomorphisms (1) can be extended to isomorphisms of F[z]-modules
Therefore, ideal codes from [17] are defined as follows.
Example 2: Let C be the
generated by the rows of the matrix
Let H be the Smith canonical normal form of G and let P, Q be a pair of unimodular polynomial matrices, such that H = PG Q. Recall that a unimodular polynomial matrix is a square matrix with polynomial coefficients such that its determinant is a non zero constant, so it has an inverse matrix with polynomial entries. The Smith form H and the matrices P, Q can be computed using linear algebra over a PID (see [12, Sec. 3.7] ), and they are
and C is a convolutional code. It can be checked, using the standard techniques in [14] , that it has total memory 3 and its free distance is 3. We may endow C with a structure of ideal code. Let A = M 2 (F 2 ) be the algebra of 2 × 2-matrices over F 2 . Let σ be the automorphism of A given by σ (X) = U XU −1 , where U = 1 1 1 0 . We fix in A the basis
By using the canonical isomorphism p :
is generated, as an F 2 [z]-module, by the polynomials associated to the rows of G, i.e.
Since A[z; σ ] is generated, as an F 2 -algebra, by z and B, in order to prove that p(C) is a left ideal, we need to check that Hopefully, the availability of a generating idempotent polynomial of the ideal code could help a better understanding of its properties. Some initial results in this direction, concerning the free distance, are given in Section IV. From this perspective, we consider of interest the following computational problem.
Problem 2:
is a separable ring extension, how can we compute a generating idempotent of C?
We provide a method for computing such a generating idempotent, see Algorithm 1, whenever a separability element of the extension is known (see Section V for details). Let us illustrate the theory with the following motivating example.
Example 3: We continue with Example 2. The Smith canonical form can be used to compute a complement of C. Let N be the F 2 [z]-submodule of F 2 [z] 4 generated by the rows of the matrix
Since the matrix 
We leave to the reader to check that ι is a well defined morphism of F 2 [z]-modules and p(N) = im ι. In terms of the coordinates with respect to the canonical basis B, the composition ιπ corresponds to the right multiplication by the matrix
The 
, where e(z) ∈ p(C) and f (z) ∈ im β are idempotent polynomials which generate p(C) and im β, respectively. We can use again the morphism β to compute
is a generating idempotent of C. In Example 3, the key to find a complement of p(C) as a left ideal is the construction of the morphism β. In fact β follows naturally from some algebraic properties which can appear in A[z; σ, δ]. The following sections are devoted to present these properties and how to use them in order to deal with Problems 1 and 2.
III. SEPARABILITY AND Before considering separable ring extensions, let us recall the more familiar concept of separable algebra. Consider a finite F-algebra A, and let A ⊗ F A be the tensor product vector space. In Appendix A we briefly recall some basic facts on tensor products of (bi)-modules over general rings. The algebra A is said to be separable if there is an element (called a separability element
, and i a i b i = 1. It is well known that every separable algebra over a field is semisimple. A classical reference on separable algebras is [2] .
The notion of separable algebra is a generalization of that of separable field extension. Next example, whose details will be used later, illustrates this connection in the realm of finite fields.
Example 4: Let F = F q ⊆ F q t be a finite field extension. We follow [15] for basic facts concerning finite fields, in particular we follow the notation and properties about the trace function. It is well known that a separability element can be obtained from dual bases. The dual basis of a normal basis is also normal, hence let {a, a q . . . , a q t−1 }, {b, b q . . . , b q t−1 } be dual normal bases. We are going to check, for convenience of the reader, that p = i a q i ⊗b q i ∈ F q t ⊗ F F q t is a separability element of F q t over F q . Dual bases are characterized by the equalities
, by duality, and thus p is a separability element.
Of course, there are non-commutative separable algebras. The following is the simplest example.
Example 5: Matrix algebras provide well known examples of separable algebras. Let A = M n (F) be the n × n matrix ring with entries in the finite field F. Consider the set of matrix units {E i j | 0 ≤ i, j ≤ n − 1}, i.e. E i j is the matrix with 1 at position (i, j ), and 0 elsewhere. From the relations of the products of matrix units,
be the ring of 2×2 matrices over the field F 2 . The reader may check that
is a separability element of the extension
Separable ring extensions were introduced in [11] , and they are briefly discussed in Appendix A. Particularizing Definition 23 to our setting, we get that
by itself with the left and right module structures described at the beginning of this section. In our setting, the importance of separable extensions is shown by the following theorem, which is already a consequence of [ 
splits as a sequence of F[z]-modules, see Appendix A, where π denotes the canonical projection. Let us define
The morphism β is the key-point of the calculation of the idempotent in Example 3. More precisely, we have the following result.
Corollary 7: If F[z] ⊆ A[z; σ, δ] is a separable ring extension and C is an ideal code, then p(C) is generated as a left ideal by an idempotent polynomial e(z) ∈
Proof: It follows from Proposition 26 in Appendix A. In view of Corollary 7, it is of interest to decide whether
is separable and, in such a case, how to compute a separability element. In general, this is not an easy problem. Nevertheless, we provide here a sufficient condition in the case that A is a separable F-algebra, which is a simpler problem. It is worth to mention that the separable F-algebras are just the finite semisimple F-algebras. Given σ ∈ Aut F (A) be an automorphism of A, and δ ∈ Der σ F (A), a σ -derivation, we denote by σ ⊗ and δ ⊗ the F-linear maps defined by:
Proof: This is a particular case of Theorem 29 in Appendix A when B = F and A is an F-algebra.
Our next goal is to show that Theorem 6 can be applied to a wide variety of examples, both previously considered by other authors, as well as introduced here for the first time.
Example 9: This example comes from [6] . The same ideas work for any σ -CCC. Let F 4 = F 2 (α) and
Let us consider the isomorphisms
by using Chinese Remainder Theorem (CRT). We follow Example 4 in order to find a separability element:
• {1} is a self-dual normal basis of K 0 .
• {x, x 4 } and {αx, (αx) 4 } are normal dual bases for K 1 .
• Applying ψ,
By CRT again, we may calculate all these elements in A and compute a separability element p by adding them. For example, 1 ∈ K 0 corresponds to
By construction, σ ⊗ ( p) = p, so p is a separability element for the extension
be the ring of 2×2 matrices over the field
. In what follows, we write the elements of F 8 \{0, 1} as powers of the primitive element α, and not as polynomials. This convention is used in all examples. Let σ : A → A be the automorphism given by σ (X) = U XU −1 , where
The reader may check that the order of σ is 3. Let
be a separability element of the extension
Clearly, p is fixed under σ ⊗ , so, by Theorem 8, As a consequence of our general results, we may prove the following proposition. Observe that an explicit separability element is provided in its proof.
Proposition 12 [17, Proposition 3.6] : Let G be a finite group such that (|G|, char( 
which finishes the proof. The next type of examples arises when the finite semisimple algebra A is assumed to be commutative (which, in particular, includes the cyclic convolutional codes from [6] ). We should first make the following remark. 
According to the claim at the line 20 of the proof of [17,
This would imply that (0, 1)π(0, 1) = π(0, 1). However,
. The proof of [17, Lemma 3.3] , and so that of [17, Th. 3.5] , is correct in the case δ = 0. We also obtain this result as a consequence of our general methods. In addition, our proof provides a separability element that allows the computation of an idempotent generator of any ideal code in this setting, according to the algorithm described in Section V. 
where {a j k }, {b j k } denote dual normal bases of Ae j 1 over F for all j = 1, . . . , t.
It is known that any (possibly non-commutative) finite semisimple F-algebra A is separable. In fact, it is a direct sum of finitely many matrix rings with coefficients in (finite) field extensions of F. If B = M n (K) is one of these simple blocks, with K a finite field extension of F, then we know that the ring extensions F ⊆ K and K ⊆ M n (K) are separable (see Examples 4 and 5) . By [11, Proposition 2.5], a transitive law, the extension F ⊆ M n (K) is separable. In this way, our method can be applied to get idempotent generators for ideal codes built from Ore extensions of the form A[z; σ ], with σ an F-automorphism of A. Actually, Theorem 29 in Appendix A, in conjunction with Theorem 34, shows that, in order to get a separability element for the extension F[z] ⊆ A[z; σ ], it suffices to find separability elements of extensions of the form F ⊆ M n (K) invariant under ω ⊗ , where ω is some F-automorphism of M n (K). Although this issue can be decided in each example by means of the algorithm developed in [8] there are neat situations where the separability is guaranteed. One of the simplest examples is the following. 1 , b 2 , . . . , b m ) = (τ (b m ), τ (b 1 ), . . . , τ (b m−1 )),   for all (b 1 , b 2 , . . . , b m ) 1 be any separability element of the matrix algebra, e. g.
for some j ∈ {1, . . . , n}. Following the notation of Proposition 33 in Appendix A, we have
By Proposition 33,
is a separability element of
Theorem 29 in Appendix A concludes the proof. In particular, for any explicit choice of p 1 as in (6),
is a separability element of the ring extension
is a separability element satisfying σ ⊗ ( p) = p. It has been obtained from (7) with j = 1 in (6). It follows from Theorem 29 that p = ϕ( p) is a separability element for the extension
IV. FREE DISTANCE
A main theme of this paper is that an ideal code is often generated by an idempotent polynomial. In this section, for some special cases, we get information on the free distance of an ideal code from such a generator.
We fix the framework. Let A = M n (F) and let σ ∈ Aut F (A) be an isometry, i.e. an automorphism such that w H (σ (a)) = w H (a) for all a ∈ A, where w H is the Hamming weight. Such an isometry acts by suitable permutations of rows and columns. In this case, the correspondence between elements of A and vectors of F n 2 is transparent, so we omit the explicit use of the isomorphisms p and v. Let C ≤ R = A[z; σ ] be an ideal code, and assume that there exists an idempotent polynomial e = e 0 + ze 1 + · · · + z m e m ∈ R such that C = Re. This is always the case if
Each element of C can be written as
where g = g 0 + zg 1 + · · · + z t g t . Since σ is an isometry,
Let E be the semi-infinite block matrix
and let E r l be the submatrix of E formed by the first l + 1 block rows and the first m + l + 1 block columns. Inspired by the generalized row distances used in [7, p. 162 
= d free (C).
Proof: We will prove that for all l ≥ 0,
which obviously implies the statements of the proposition.
is the n × n matrix with w i as its first row and zero otherwise. Then
Now let h = h 0 + zh
Since
In particular, the matrix
∈ A is non zero, hence it has a non zero row, say i 0 . Let w = (w 0 |w 1 | . . . |w l ) ∈ F n(l+1) such that w i is the i 0 th row of
is the i 0 th row of the matrix i+ j =k 0 σ −i (h i )σ −k (e j ), which is non zero, so
Since w i is a row of
Equation (8) is now deduced from (9), (10) and (11) . Let E c l be the submatrix of E formed by the (l + 1) first block rows and columns, i.e.
We define the column distances as
if f 0 e 0 = 0, then f e = z f for some f ∈ R. Observe that f has the same coefficients that f e, so it has the same weight. Since C is a direct summand of A[z; σ ], it follows from [6, Proposition 2.2] and the idempotency of e that f = f e ∈ C. So we do not loose generality if we assume f 0 e 0 = 0. Let i 0 be a non zero row of f 0 e 0 and let w i be the i 0 th row of
where the last inequality follows from (12). This automorphism has order two and is an isometry, since it simply exchanges the 2nd and 3rd files and the 2nd and 3rd columns. By Example 5, the element E 00 ⊗ E 00 + E 10 ⊗ E 01 + E 20 ⊗ E 02 is a separability element of the extension F 2 ⊆ A. Moreover, it is easy to check that it is fixed under the map σ ⊗ , so, by Theorem 8, the extension 
By Proposition 18, d free (C) ≥ 6 and, therefore, C has free distance 6.
The free distance of C could have been computed, forgetting its cyclic structure, using the standard column and row distances as explained in [14, Sec. 3.1] . In order to do that, an encoder must be computed. To this end, one may use (13) in Section V to compute an 9 × 9 matrix with entries in F[z] whose rows generate the convolutional code C. From this, a basic encoding matrix is computed which, in this case, is of size 3 × 9 with polynomial entries of degree at most 3. Thus, once this basic encoding matrix is computed, the matrices needed to compute the standard column and row distances have three times more columns than our matrices E c l and E r l . Moreover, we also needed to reach step 4 to get the equality in standard column and row distances. So our procedure to compute the free distance is, in this case, quicker than the standard one. Observe also that the square matrices e 0 , e 1 , e 2 are far away from being full rank.
V. COMPUTATION OF THE IDEMPOTENT GENERATOR POLYNOMIAL
In this section A denotes a finite semisimple algebra over a finite field F. Fix a basis {v 0 , . . . , v n−1 } of A as an F-vector space. Let σ ∈ Aut F (A) and δ ∈ Der σ F (A), and consider R = A[z; σ, δ] the corresponding Ore extension. Assume that F[z] ⊆ R is a separable ring extension, and that a separability
R is given. Theorem 29 provides a way to obtain such an element from a suitable separability element for the extension F ⊆ A. This idea has been applied to several specific situations in Section III.
We know from Proposition 6 that every ideal code given by a left ideal I of R must be a direct summand of R and, hence, it is generated, as a left ideal of R, by an idempotent. Our aim is to describe an algorithm that computes this idempotent from a set of generators G = {g 0 , . . . , g t −1 } of I as a left ideal of R, whenever the separability element p of the extension F[z] ⊆ A[z; σ, δ] is available. A method for constructing such a separability element in a wide class of examples is provided in Section III. The explicit formula of a separability element is given for group codes (4), ideal codes over any commutative finite semisimple algebra, henceforth including CCC codes (5), and for ideal codes over some non-commutative finite semisimple algebras (7) .
Let I be a left ideal of R. We have an exact sequence of left R-modules
where ·G is the homomorphism of left R-modules defined by right multiplication by the column matrix G. We know that {v 0 , . .
. , v n−1 } becomes a basis of the F[z]-module R, and we have the isomorphism of F[z]-modules
where, for all i ,
and we obtain a commutative diagram of homomorphisms of F[z]-modules with exact rows
The left ideal I gives an ideal code if and only if it is an 
with exact rows, where h is defined by the matrix M h = QV , s is given by the matrix M s = V T Q −1 , and γ is uniquely deter-
Moreover, γ is an isomorphism because both ·P and ·Q are isomorphisms, and s splits the epimorphism h. The last claim follows because hs is given by the matrix
and πι = id R/I , since γ is an isomorphism. According to Proposition 26 in Appendix A, the homomorphism of left R-modules β : R/I → R defined as
for all r + I ∈ R/I splits π. In particular, f = β(1 + I ) is an idempotent in R which generates a complement of I in R and, since π(1 − f ) = 0, then e = 1 − f generates the left ideal I . Now, f and, therefore, e can be explicitly computed:
The above reasoning proves the correctness of Algorithm 1. The generating idempotent has the following application. If I ≤ R is an ideal code generated by the idempotent e ∈ I , then r ∈ I if and only if r (1 − e) = 0, i.e. I is the kernel of the , where k = rank(H ) and n = dim F (A) 
Now, let I be the left ideal generated by the Ore polynomial
One may compute M(g) as in (13), which is called the σ -circulant matrix of g in [6] ,
From the parity check polynomial f , we can compute hence a parity check matrix, Following the techniques developed in [22] , the degree of this code is δ = 2, hence it is a (5, 3, 2) 4 convolutional code. Then its free distance is bounded by 5. Actually, following 
see (13) 
respectively. Therefore, I is an ideal code of dimension 2 and length 4. Following Algorithm 1, the morphism h and its section s are given by the matrices
Now, the parity check idempotent polynomial is f = i a i f i . Concretely,
and the generating idempotent of I is
Again, we may calculate the first terms of the standard column and row distances of the ideal code I as in [14 
APPENDIX A SOME RESULTS ON SEPARABILITY
In this appendix we describe the mathematical foundation that supports the results of the paper. All the material in this section is well known until Lemma 27. With the aim of being as self-contained as possible, we start by recalling some elementary facts on modules over a ring. The reader familiar with basic module theory can safely skip them and start with Definition 23.
Let R be a ring with unit 1. We do not assume (but we do not exclude) that R is commutative. Left R-modules and right R-modules, and morphisms between them, are defined in the usual way (see, e.g. [23, Ch. I]).
Injective morphisms are called monomorphisms, and surjective ones are called epimorphisms.
Direct summands play a prominent role in the algebraic theory of convolutional codes. So we summarize some results concerning direct summands and exact sequences. A sequence
which is exact at M , M and M . Exactness at M means that φ is a monomorphism, while exactness at M means that ψ is an epimorphism. If N ≤ M is a submodule, then the sequence
is short exact, where i is the inclusion map, and π is the canonical projection.
Recall that a submodule N of a left R-module M is said to be a direct summand if and only if there exists a submodule 1) The sequence splits.
2) There exists a left R-module morphism
Proof: 1) implies 2): Write M = im φ ⊕ N, for some submodule N ≤ M. Each m ∈ M can be uniquely decomposed as m = φ(n 1 ) + n 2 where n 1 ∈ M and n 2 ∈ N, so the map defined by α(m) = n 1 is a left R-module morphism
is a well defined left R-module morphism. It is also easy to check that ψβ = id M .
3) implies 1): A straightforward argument shows that
We say that an epimorphism M ψ → M splits if the canonical short exact sequence
splits. The same convention applies to monomorphisms.
A left ideal I of R is a direct summand if R = I ⊕ I for some left ideal I of R. Let us recall some basic facts concerning direct summands and idempotents. If we write 1 = e + f for e ∈ I, f ∈ I , then both e and f are idempotents (that is, e 2 = e, f 2 = f ), and I = Re, I = R f . Conversely, if I = Re with e 2 = e, then I is a direct summand, since the equality R = Re ⊕ R(1 − e) is easily checked. When the idempotent e is central, that is, er = re for all r ∈ R, the summands in the decomposition R = Re ⊕ R(1 − e) are already twosided ideals of R. Also, Re is a ring with the multiplication inherited from that of R, but it is not a subring, because its identity is e. The map R → Re sending r onto re is a surjective homomorphism of rings, whose kernel is R (1 − e) .
Let R, S be two rings. Recall that an (R, S)-bimodule is an abelian group M with two module structures, one on the left over R and other on the right over S, which are compatible in the following sense: for each r ∈ R, s ∈ S and m ∈ M, r (ms) = (rm)s. An R-bimodule is an (R, R)-bimodule. Let us point out that in an R-bimodule, even if R is commutative, left and right actions can be different, as it is already the case when dealing with ideal codes. Bimodule morphisms are defined in a straightforward way.
Let us recall the tensor product construction from e.g. [23, Sec. 8] . Let M be a right S-module and N a left S-module. It is possible to build an abelian group M ⊗ S N which is generated by the so called pure tensor products a ⊗ S b where a ∈ M and b ∈ N (we write just a ⊗ b unless ambiguity is present). They satisfy the following identities: for all a, a ∈ M, b, b ∈ N and s ∈ S,
When M is an (R, S)-bimodule and N an (S, R)-bimodule, M ⊗ S N is an R-bimodule with actions
for all a ∈ M, b ∈ N and r ∈ R.
, is a well defined homomorphism of abelian groups. If λ is an (R, S)-bimodule morphism, and ν is an (S, R)-bimodule morphism then λ ⊗ S ν is an R-bimodule morphism. It is clear that this tensor product of morphisms behaves well with respect to the composition. See [23, p. 28] for details.
Let S ρ → R be a ring homomorphism. Every left (resp. right) R-module M becomes a left (resp. right) S-module in a straightforward way. In particular, we get an S-bimodule structure on R via sr = ρ(s)r and rs = rρ(s). Even if S is commutative, the left and right S-module structures are different unless R is an S-algebra, i.e. the elements of ρ(S) commute with the elements of R. We get in this way the tensor product R ⊗ S R, that allows to consider the multiplication map μ : R ⊗ S R → R defined by μ(a ⊗ b) = ab. It is clearly is an R-bimodule morphism.
From now on we fix such a ring morphism S ρ → R, which is often referred to as a ring extension. We want to provide sufficient conditions to state that a left ideal I ≤ R which is a direct summand of R as left S-submodule, is also a direct summand as left ideal. As defined in [11, Definition 1] , a ring extension is semisimple if each short exact sequence (16) of left R-modules which splits as sequence of left S-modules also splits as a sequence of left R-modules. In general it is not easy to prove directly that an extension is semisimple. However there is a stronger notion which involves elements and it uses to be easier to handle.
Definition 23 [11, Definition 2] : A ring extension S ρ → R is said to be a separable ring extension if there exists an element p = i a i ⊗ b i ∈ R ⊗ S R (called a separability element) such that r p = pr for all r ∈ R and μ( p) = 1, that is, for all r ∈ R,
by (20) and (21), and
Thus, a separable ring extension is often denoted by S ⊆ R, even though that ρ needs not to be an inclusion of sets.
Next result can be deduced essentially from [11] . We include a direct proof for convenience of the reader.
Proposition 25: Let S ρ → R be a ring extension. The following are equivalent:
2) The multiplication R-bimodule morphism μ : R ⊗ S R → R splits, i.e. there exists an R-bimodule morphism β :
It is easily deduced from (17) or (18) As we have mentioned, the following result is the reason we are interested in separable ring extensions in the context of ideal codes. This is [11, Proposition 2.6] . We include a direct proof since we need the explicit description of the morphism β.
Proposition 26: Let S ⊆ R be a separable ring extension with separability element p = i a i ⊗ b i ∈ R ⊗ S R. Consider a left R-submodule N of M which is an S-direct summand of M with S-split exact sequence
Then N is an R-direct summand of M with R-split exact sequence
where
for every x + N ∈ M/N. In the particular case in which N = I ≤ R = M is a left ideal, then I = Re, where e ∈ R is the idempotent e = 1 − f , with
Proof: Let us first check that πβ = id M/N . Indeed, for
where the second equality holds because π is a morphism of left R-modules, and in the last one we have applied (23) .
The following computation shows that β is a morphism of left R-modules. For r ∈ R,
In the second equality, we used (22) . Finally, take M = R and N = I , a left ideal of R. We know from Proposition 22 that R = I ⊕im β. In the decomposition 1 = 1−βπ (1)+βπ (1) we have obviously that βπ(1) ∈ im β and 1−βπ(1) ∈ ker π = I . Therefore, f = βπ ( 
Lemma 27: Let B ⊆ A be a ring extension, σ an endomorphism of A, and δ ∈ Der σ (A). If σ (B) ⊆ B and δ(B) ⊆ B, then the maps
are well defined.
Proof: In order to show that σ ⊗ is well defined it is enough to check that σ ⊗ (as ⊗ b) = σ ⊗ (a ⊗ sb) for all s ∈ B and all a, b ∈ A:
where we have used (19) , σ is a homomorphism of rings and σ (s) ∈ B. Analogously,
where it is used (19), δ is a σ -derivation and δ(B) ⊆ B. Hence δ ⊗ is also well defined. 
is a separable ring extension with separability element p = ϕ( p).
Proof:
so it remains to prove (22) for z:
as desired. On the other hand,
and the proof is completed. Let A be a separable algebra over a field K . Then A is a finite dimensional semisimple K -algebra [2, p. 40, Example I]. Among the different known characterizations of semisimple algebras, we need the following: Consider the decomposition 1 = e 1 +· · ·+e n , where e 1 , . . . , e n are (nonzero) central idempotents of A such that Ae i is a simple K -algebra for all i = 1, . . . , n. We call {e 1 , . . . , e n } a complete set of central idempotents for A. We have a block decomposition A = Ae 1 ⊕· · · ⊕ Ae n of A into simple algebras which, in fact, are separable (as they are factor algebras of A, see [2, Ch. II, Proposition 1.11]). Actually, any set of separability elements of the algebras Ae i may be lifted to a separability element of A. This is a consequence of a more general result, given in Lemma 30. Recall that if e is a central idempotent of a ring A, then the projection A → Ae that maps a ∈ A onto ae is a homomorphism of rings. 
where B is identified with its image in A 1 × A 2 via diagonal inclusion.
Let σ be a K -automorphism of our separable algebra A. It is easily checked that {σ (e 1 ), . . . , σ (e n )} is a complete set of central idempotents of A such that 1 = n i=1 σ (e i ), and that the restriction of σ to each Ae i gives an algebra isomorphism σ i : Ae i → Aσ (e i ). Therefore, the set {σ (e 1 ), . . . , σ (e n )} must be equal to {e 1 , . . . , e n } and σ induces a permutation σ on {1, . . . , n} such that σ (e i ) = e σ (i) , for all i = 1, . . . , n.
Let {1, . . . , n} = t j =1 Z j be the partition of {1, . . . , n} into orbits under the action of σ . Then
The following lemma is a direct consequence of the previous discussion and Lemma 30.
Lemma 32:
Observe that, in Lemma 32, each block A (Z j ) is a direct sum of finitely many isomorphic separable simple algebras, and that the corresponding permutation σ (Z j ) on Z j is cyclic. We thus study this case separately. 
is a separability element of B such that σ ⊗ ( p) = p.
Proof: First, a word on notation: on the analogy of Lemma 27, σ ⊗ i denotes σ i ⊗ σ i , for all i = 1, . . . , n. Observe that σ
On the other hand, σ 
APPENDIX B QC AND 2-D CYCLIC CODES AND SEPARABLE RING EXTENSIONS
The notion of a separable ring extension has been exploited in this paper to study cyclic structures on convolutional codes. The general nature of our methods suggests that they could be of application in other contexts. We may consider, for instance, quasi-cyclic (QC) codes. This codes can be understood as submodules of a free module A l , where A = F[x]/(x m − 1) and m is relatively prime with the characteristic of F. Since A is semisimple, QC codes are direct summands of A l as A-modules. This constitutes a partial analogy with the convolutional codes, which are required to be direct summands F[z]-submodules of F[z] l . The structure of QC codes as sums of concatenation of cyclic block codes is discussed in [16] and [10] . Observe that A is in fact a separable Falgebra since A is isomorphic to a product of finite field extensions of F. Moreover, an explicit separability element of the extension F ⊆ A may computed by using Example A particular case of QC codes are 2-D cyclic codes, whose structure is studied in [13] . The idea is to endow the free A-module A l with the structure of commutative ring so that Now, we may follow the same procedure as in Algorithm 1 by using the separability element 1 ⊗ 1 + z ⊗ z 2 + z 2 ⊗ z. Actually, we obtain that x 4 + x 3 + x 2 + x + α y 2 + x 4 + x 3 + x 2 + x + α 2 y+x 4 +x 3 +x 2 +x +1 is a generating idempotent of C. Alternatively, note that, by [11, Proposition 2.5], F ⊆ B is also a separable extension. A separability element can be computed as in the proof of [11, Proposition 2.5] from a separability element p of F ⊆ A and the element p given in (28). If R is replaced by F in diagrams (14) and (15), then we get a version of Algorithm 1 that runs for general 2-D cyclic codes.
Finally, let us mention that the methods used in [13] , [16] , and [10] are not based on the notion and properties of a separable ring extension.
