Can we use ice sheet reconstructions to constrain meltwater for deglacial simulations? by Bethke, Ingo et al.
Can we use ice sheet reconstructions to constrain meltwater
for deglacial simulations?
Ingo Bethke,1,2 Camille Li,1,2 and Kerim H. Nisancioglu1,2
Received 16 November 2011; revised 13 March 2012; accepted 14 March 2012; published 20 April 2012.
[1] Freshwater pulses from melting ice sheets are thought to be important for driving
deglacial climate variability. This study investigates challenges in simulating and
understanding deglacial climate evolution within this framework, with emphasis on
uncertainties in the ocean overturning sensitivity to meltwater inputs. The response of an
intermediate complexity model to a single Northern Hemisphere meltwater pulse is
familiar: a weakening of the ocean overturning circulation in conjunction with an
expansion of sea ice cover and a meridional temperature seesaw. Nonlinear processes are
vital in shaping this response and are found to have a decisive influence when more
complex scenarios with a history of pulses are involved. A meltwater history for the
last deglaciation (21–9 ka) was computed from the ICE-5G ice sheet reconstruction,
and the meltwater was routed into the ocean through idealized ice sheet drainages. Forced
with this meltwater history, model configurations with altered freshwater sensitivity
produce a range of outcomes for the deglaciation, from those in which there is a complete
collapse of the overturning circulation to those in which the overturning circulation
weakens slightly. The different outcomes are interpreted in terms of the changing
hysteresis behavior of the overturning circulation (i.e., non-stationary freshwater
sensitivity) as the background climate warms through the course of the deglaciation. The
study illustrates that current uncertainties in model sensitivity are limiting in efforts to
forward-model deglacial climate variability. Furthermore, ice sheet reconstructions are
shown to provide poor constraints on meltwater forcing for simulating the deglaciation.
Citation: Bethke, I., C. Li, and K. H. Nisancioglu (2012), Can we use ice sheet reconstructions to constrain meltwater for
deglacial simulations?, Paleoceanography, 27, PA2205, doi:10.1029/2011PA002258.
1. Introduction
[2] The last deglaciation represents one of the largest
climate shifts in recent history. Spanning a period of over
10 thousand years, it was a transition from the Last Glacial
Maximum (LGM≈21 ka), when 120 m of sea level was
tied up in massive continental ice sheets [Fairbanks, 1989;
Clark and Mix, 2001; Lambeck et al., 2002; Peltier and
Fairbanks, 2006], to the warm and stable climate of the
Holocene. Because the last deglaciation was a relatively
recent event, its evolution is well documented in marine and
terrestrial proxy records [Sowers and Bender, 1995; Alley
and Clark, 1999]. Changes in insolation, continental ice
sheets, and atmospheric greenhouse gas concentrations are
known to be important in driving the transition from LGM to
Holocene climate. More recently, there has been increasing
interest in freshwater inputs to the ocean from the melting
ice sheets, particularly with respect to the role they play in
the rapid, high amplitude climate variability observed in the
proxy records.
[3] Climate models have been used to investigate how the
climate system evolves in response to these various forcings,
and to assess their relative contributions in driving climate
change throughout the deglaciation. As a first step, time slice
simulations have been used extensively to study differences
between the LGM and the present climate (and intervals in
between) due to insolation, ice sheet and greenhouse gas
forcing [Broccoli and Manabe, 1987; Dong and Valdes,
1998; Ganopolski et al., 1998; Bush and Philander, 1999;
Lohmann and Lorenz, 2000; Hewitt et al., 2001; Shin et al.,
2003; Singarayer and Valdes, 2010], with much of this
effort falling under the Paleoclimate Model Intercomparison
Project [Braconnot et al., 2004, 2007]. This time slice
approach has demonstrated that, while reduced greenhouse
gas concentrations contribute to cooler global mean tem-
peratures at the LGM, polar amplification of LGM cooling
and most of the large-scale atmospheric circulation changes
can be attributed to the albedo (and topography) of the sea
ice and land ice cover [Rind, 1987; Justino et al., 2005;
Singarayer and Valdes, 2010; Pausata et al., 2009, 2011].
[4] Transient model studies allow an investigation of the
time-evolving relationship between climate forcings and cli-
mate response, taking into account the nonlinear interactions
that arise between different components of the climate system.
From a practical standpoint, multimillennia simulations have
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for the most part been feasible only with computationally
efficient set ups such as simplified or intermediate com-
plexity model systems [Lunt et al., 2006; Timm and
Timmermann, 2007]. Such studies have provided assess-
ments of the transient, accelerated and equilibrium climate
response to transient insolation and CO2 forcing as well as
to changing continental ice sheets. For example, accelera-
tion techniques are found to affect the large-scale, forced
response in the high southern latitudes and the North
Atlantic region, with maximum deviations of 2C in the
Southern Ocean compared to non-accelerated simulations
[Lunt et al., 2006]. More importantly for the purposes of
this study, considering only the orbital, greenhouse gas and
ice sheets forcings, the climate obtained in equilibrium time
slice simulations is found to be a good match to the
corresponding time period in a transient simulation [Lunt
et al., 2006]. Lunt et al. [2006] suggest that “over the last
30,000 years, the model’s ocean-atmosphere system is close
to equilibrium with its boundary conditions”, at least when
potentially slower responses from carbon cycle or vegeta-
tion changes are neglected. A similar conclusion was
reached by Timm and Timmermann [2007], who find that
the memory of the initial ocean state in transient deglacial
simulations is lost after approximately 700 years. However,
these results do not take into account the transfer of fresh-
water released to the ocean as the ice sheets melt.
[5] Accounting for freshwater from melting ice sheets is
critical for simulating the deglaciation, but it is no trivial
challenge. The title of this study asks whether this challenge
can be met by using ice sheet reconstructions to constrain the
meltwater forcing. Two sources of uncertainty hinder us.
First is the uncertainty in the meltwater forcing history itself,
an issue that is being addressed by ongoing and vigorous
efforts in the data community. A second important source of
uncertainty and the focus of this study is in the freshwater
sensitivity of models.
[6] To comment briefly on the first source of uncertainty,
reconstructing the deglacial meltwater forcing requires con-
straints on the timing, volume and location of the freshwater
discharges associated with melting ice sheets. The impor-
tance of the timing and volume of the discharges is clear
from studies showing that the model response to freshwater
depends on the background climate [e.g., Cheng et al., 2007;
Bitz et al., 2007; Hu et al., 2008]. The importance of location
(or partitioning) is demonstrated by studies that report dif-
ferent responses to idealized freshwater pulses in regions
corresponding to different ice sheet drainages [e.g., Mignot
et al., 2007; Otto-Bliesner and Brady, 2010; Roche et al.,
2010]. One approach is to design hypothetical meltwater
scenarios that produce the desired climate response—say,
certain changes in Greenland temperature [Alley, 2000;
Rasmussen et al., 2006] or North Atlantic ventilation
[McManus et al., 2004]—such as was done recently by Liu
et al. [2009] and Menviel et al. [2011] in transient model
studies of the deglaciation. A different approach, and the one
adopted in this study, is to construct a meltwater history
based on reconstructions of the continental ice sheets
throughout the deglaciation. The most commonly used ice
sheet reconstructions are based on past sea level changes
combined with the isostatic adjustment of Earth’s crust to
the unloading of continental ice masses [Peltier, 1994, 2004,
2009; Argus and Peltier, 2010]. Total ice sheet volume is
constrained by global sea level curves at any given time; the
volume of individual ice sheets is less certain, but measured
crustal uplift rates provide partial constraints on when ice at
specific locations melted. This meltwater may then be routed
into the ocean through various drainages as indicated by
geologic evidence, although the exact routings are the topic
of active debate [e.g., Teller, 1990; Marchitto and Wei,
1995; Clark et al., 2001; Weaver et al., 2003; Tarasov and
Peltier, 2005; Peltier, 2005; Carlson, 2009; Murton et al.,
2010]. This approach produces an objectively constructed
deglacial meltwater history, but also one that is poorly con-
strained due to uncertainties in the ice sheet and drainage
reconstructions and as well as the coarse temporal resolution
(1 ky) of the ice sheet reconstruction.
[7] The second source of uncertainty is related to the
freshwater sensitivity of climate models. While most climate
models are able to produce realistic surface conditions for
the present-day climate, they show less agreement in their
simulation of the Atlantic Meridional Overturning Circula-
tion (AMOC), a feature that is closely tied to the model
response to freshwater. Only half of the models that con-
tributed to the Coupled Model Intercomparison Project,
Version 3 [Meehl et al., 2007] exhibit a mean AMOC
strength that lies within the observational estimates of 13–
24.3 Sv (1 Sv ≡ 106 m3 s1) [Medhaug and Furevik, 2011,
Figure 6], and there are also discrepancies in the spatial
structure of the AMOC [Medhaug and Furevik, 2011,
Figure 5]. Models with a stronger overturning circulation
tend to be more sensitive to freshwater [Rahmstorf et al.,
2005; Stouffer et al., 2006], but there is a considerable
spread in model behavior even after taking this trend into
account. For example, in the model intercomparison study
of Stouffer et al. [2006], the AMOC response to a 100 mSv
freshwater forcing applied to the North Atlantic exhibits an
absolute range of 1.3 to 9.7 Sv; when normalized relative to
the mean AMOC strength of each model, the relative inter-
model range is still over 100% of the ensemble mean
response [Stouffer et al., 2006, Figure 2]. There does not
appear to be any simple relationship between model com-
plexity or resolution and freshwater sensitivity [Stouffer
et al., 2006], and determining the causes for the inter-
model differences (candidates include differences in mixing
schemes and air-sea coupling) remains an active area of
research [Hofmann and Rahmstorf, 2009]. For glacial con-
ditions, there is little agreement among models as to the
mean AMOC change relative to interglacial conditions [e.g.,
Weber et al., 2007], although several studies (ours included)
report higher model sensitivity to freshwater [Ganopolski
and Rahmstorf, 2001; Cheng et al., 2007; Bitz et al., 2007;
Weber and Drijfhout, 2007; Hu et al., 2008]. Given that we
are less equipped to produce reliable simulations of glacial
climates than the present-day climate, especially for features
such as deep water formation sites that are key for deter-
mining a model’s freshwater sensitivity [Smith and Gregory,
2009], we should expect uncertainties in the AMOC
response to freshwater perturbations in glacial conditions to
be as large as, or larger than, uncertainties in present day
conditions.
[8] The purpose of this study is to demonstrate that a wide
range of deglaciation outcomes are possible due to uncer-
tainties in how models respond to freshwater. We use just
one model, but mimic the sum effect of mixing, boundary
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layer and resolution errors by altering the sensitivity of the
model to freshwater via constant, uniform salt fluxes
(corresponding to negative freshwater fluxes of 100 mSv
and150 mSv) that are applied to the North Atlantic region.
Additional experiments testing the effect of the changing
background climate due to the other deglacial forcings
(insolation, ice sheet extent and atmospheric greenhouse gas
concentrations) are used to lend insight into the possible
impact of errors in the timing of the pulses in the meltwater
history. In particular, we are interested in the nonlinearity of
the climate response to meltwater with multiple, transient
sources, and how these nonlinear processes combined with
the uncertainty in freshwater sensitivity of models can
complicate attempts to simulate a complex, transient event
such as the deglaciation. To understand past climate sensi-
tivity to meltwater and to benchmark models against the past
climate record, in turn, has potential relevance for con-
straining future thresholds with respect to Greenland and
Antarctica ice sheet melt due to anthropogenic emissions.
[9] The paper is organized as follows. Section 2 describes
the model system, transient forcings and experimental
set-up. Section 3 presents the simulated transient back-
ground climate as a result of transient orbital, greenhouse
gas and ice sheet extent forcings. Section 4 first assesses the
model sensitivity to meltwater forcing, and then presents the
transient response to the entire meltwater history for three
alternative model configurations which represent high,
intermediate and low sensitivity cases. The dependence on
the transient background climate is investigated through a
comparison with simulations with a fixed background cli-
mate state. Implications of our results for model-data com-
parison and future deglacial climate modeling are discussed
in section 5, followed by conclusions in section 6.
2. Data and Methods
2.1. Model Description
[10] The MIT Integrated Global System Model Version 2
(IGSM2) comprises a 3-dimensional ocean general circula-
tion model, a zonally integrated atmosphere-land model and
a thermodynamic sea ice model [Sokolov et al., 2005;
Dutkiewicz et al., 2005]. It is an earth system model of
intermediate complexity and its high computational effi-
ciency makes it particularly suitable for our study (for
detailed discussions of advantages and disadvantages of this
model type, see Claussen et al. [2002] and Weber [2010]).
The model has been used in a wide range of applications,
e.g., in coupled carbon cycle studies [Sokolov et al., 2008]
and for addressing future ocean circulation changes [Scott
et al., 2008]. The ocean component is the primitive equation
model MITgcm [Marshall et al., 1997], which in our con-
figuration has a horizontal resolution of 4 and 15 vertical
levels. The atmosphere-land component is a two-dimensional
zonally averaged statistical-dynamical model that has a
meridional resolution of 4 and 11 vertical levels. The sea ice
component comprises a three layer thermodynamic sea ice
model that is based onWinton [2000] and Bitz and Lipscomb
[1999].
[11] The coupling between the ocean-sea ice and the
zonally averaged atmosphere-land components is designed
to obtain a realistic climate. Two-dimensional wind stress
fields are constructed by adding the simulated zonal-mean
wind stress anomalies (relative to model climatology) to an
observational, monthly varying climatology [Trenberth et al.,
1990]. To obtain zonal variations in heat and evaporative
fluxes, the zonal-mean surface fluxes are modified according
to the flux derivatives with respect to surface temperature.
Land runoff is collected into five zonal bands and then dis-
tributed to ocean grid cells according to contemporary river
outflow data [Perry et al., 1996]. The two-dimensional heat
and freshwater flux fields are corrected with the help of a
fixed flux adjustment [Dutkiewicz et al., 2005]. All surface
freshwater fluxes are applied as virtual salt fluxes.
2.2. Climate Forcings
[12] The model is forced with variations in insolation,
atmospheric greenhouse gas concentrations, continental ice
sheets and freshwater discharges into the ocean over the
simulation period from 21–9 ka. Although insolation is the
only true external forcing, we will use the term “forcing” for
all of these model constraints.
[13] Figure 1 summarizes the transient forcings. Solar
insolation (Figure 1a) is computed after Berger [1978] as a
function of changing orbital parameters with the solar con-
stant kept fixed at the modern value. Atmospheric green-
house gas concentrations (Figure 1a) are prescribed
according to CO2 and CH4 ice core data from Antarctica
[Monnin et al., 2001]. Ice sheets are prescribed according to
the ICE-5G v1.2 reconstruction [Peltier, 2004], with extent
changing but orography fixed at present-day values (i.e.,
parametrized atmospheric eddy fluxes are consistent with
present-day orography [Stone and Yao, 1987, 1990]). For
each latitude band, the ice sheet-covered land fraction is
computed and then prescribed to the atmosphere-land
model, which distinguishes between ocean, sea ice, land and
land ice. The land ice fraction is updated every year with
values obtained by linearly interpolating the 1 ky timeslices
given in the ICE-5G data set. Changing surface type to ice-
covered primarily affects the albedo, but also prevents
summer temperatures from exceeding 0C.
[14] Freshwater discharge from melting ice sheets is
computed from ice volume changes between the 1 ky
ICE-5G timeslices, assuming a linearly changing discharge
rate from one timeslice to the next (Figures 1b and 1c).
For simplicity, a density of rice = 10
3 kg m3 is assumed
during the conversion from ice to liquid freshwater,
resulting in an overestimation of meltwater by 8%. A
total volume of meltwater equivalent to 110 m of global
sea level enters the ocean during the simulation period 21–
9 ka. The discharge is routed to hosing regions (Figure 1e)
known to be affected by freshwater via calving ice bergs
or river outlets draining melting ice sheets, as described by
Roche et al. [2010]. Routing from the Laurentide ice sheet
is done purely by geography, by dividing the ice sheet into
four catchment regions (Figure 1d): Atlantic (50N-85N,
100W-60W), Arctic (65N-85N, 170W-100W), Gulf of
Mexico (30N-50N, 170W-50W) and Pacific (50N-65N,
170W-100W). While objective, the scheme is ad-hoc and the
resulting idealized discharge scenario is an approximation of
the one presented by Peltier [2004, Figure 10b]. Neverthe-
less, with a transient background climate, multiple discharge
regions and a complete deglacial history of freshwater pulses,
our study introduces a higher level of complexity than seen in
most previous studies.
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[15] The main features of the discharge scenario as shown
in Figures 1b–1e are as follows. Fennoscandian-sourced
meltwater (including meltwater from the British and Barents
Sea ice sheets) based on ICE-5G exhibits three 25–50 mSv
(1 mSv = 103 m3 s1) pulses occurring at approximately
20–19, 18–17 and 17–15 ka, followed by a 10–20 mSv tail
persisting until 9 ka. The Fennoscandian contribution totals
21 m sea level equivalent by the end of the deglaciation.
There is relatively little Laurentide-sourced meltwater early
in the deglaciation, but it increases rapidly after 16 ka and
peaks around 15–14 ka at 250 mSv. This peak is known as
meltwater pulse 1a (mwp1a), and while ICE-5G attributes
it to the Laurentide, its origin is debated [Clark et al., 1996;
Weaver et al., 2003; Peltier, 2005; Stanford et al., 2006;
Carlson, 2009]. In our deglacial scenario, approximately
equal amounts of mwp1a are injected into the North
Atlantic/Arctic and the Pacific Oceans, while considerably
less enters the Gulf of Mexico (GOM). This partitioning
overestimates the Pacific share from the Cordilleran ice
sheet [cf. Peltier, 2005, Figure 5] and may underestimate
the Arctic share [Murton et al., 2010]. After mwp1a, dis-
charge continues into the North Atlantic (approximately
50 mSv) until 9–8 ka, while discharge into the Pacific and
GOM gradually declines, in agreement with Marchitto and
Wei [1995]. Discharge from the Antarctic ice sheet exhi-
bits a 50–100 mSv peak at 12–11 ka and a 10–25 mSv peak
Figure 1. Climate forcings. (a) Atmospheric CO2 concentration in green, land ice area in blue and June/
July insolation at 65N in red. The shading marks the Heinrich Stadial 1 (HS1) cold period (18–15 ka),
the Bølling-Allerød (BA) warm period (14.7–12.7 ka) and the Younger Dryas cold period (12.7–11.5 ka).
(b) Implied meltwater discharge rates for the Fennoscandian Ice Sheet (FIS), Laurentide Ice Sheet (LIS),
Greenland Ice Sheet (GIS) and Antarctic Ice Sheet (AIS). (c) Cumulative meltwater discharge. (d) LGM
ice sheet extent and division into catchment areas. (e) Hosing regions that are similar to those of Roche
et al. [2010].
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at 9–8 ka. The Greenland ice sheet has only a small con-
tribution at the end of the deglaciation after 10 ka with a
magnitude of 10–20 mSv.
[16] Effects of vegetation changes [Crowley and Baum,
1997], volcanic influences on atmospheric aerosol load,
orographic changes [Justino et al., 2005; Langen and
Vinther, 2009; Eisenman et al., 2009; Pausata et al.,
2011], as well as sea level changes (ocean bathymetry is
fixed at present day with an open Bering Strait) are not
represented in this study.
2.3. Experimental Design
[17] The main results of this study are based on transient
simulations from 21–9 ka using the deglacial forcings
described above, either singly or in various combinations.
An overview of all simulations is presented in Table 1.
2.3.1. Simulations of the Transient Background
Climate
[18] Initial conditions are from the end of a 5,000 yearlong
spin-up simulation that is initialized with climatological
present-day fields and forced with fixed LGM (i.e., 21 ka)
forcings. Three simulations GHG, ICE, and ORB are per-
formed, where the simulation name indicates which forcing
(greenhouse gas concentrations, ice sheet extent or orbital
forcing) is transient (21–9 ka); the remaining two forcings
are kept constant at 21 ka levels. Finally, simulation TRS
includes fully transient greenhouse gas, ice sheet extent and
orbital forcings.
2.3.2. Meltwater Simulations With Default Sensitivity
[19] The simulations that include meltwater discharge,
either in a transient (TRS+ simulations) or fixed (LGM+
simulations) background state, are the main focus of this
study, and are used to address the questions raised in section
1. The meltwater scenarios include ones in which there are
discharges from the Fennoscandian ice sheet (FIS), the
Laurentide ice sheet (LIS) and all ice sheets together (ALL).
2.3.3. Meltwater Simulations With Altered Sensitivity
[20] Two sets of simulations are performed where the
overturning sensitivity is artificially reduced by adding a
constant negative freshwater flux of either 100 mSv or
150 mSv to the latitude band 20–50N across the North
Atlantic. These simulations are labeled TRS100+/LGM100+
and TRS150+/LGM150+, with “TRS” or “LGM” indicating a
transient or fixed LGM background climate, and the super-
script indicating the amount of constant, negative freshwater
flux. The freshwater flux applied to the North Atlantic is not
compensated elsewhere. Global freshwater compensation
has been found to affect the spatial signature of the climate
response to NH freshwater forcing [Stocker et al., 2007]. For
the IGSM2, a compensated test simulation produces a
qualitatively similar outcome compared to its uncompen-
sated counterpart.
2.3.4. AMOC Hysteresis Simulations
[21] Finally, two standard AMOC hysteresis simulations
HYS21K and HYS9K are performed with ice sheet extent,
orbital parameters and greenhouse gas concentrations fixed
at 21 ka and 9 ka levels, respectively. Following Rahmstorf
et al. [2005], a freshwater flux is applied to the latitude band
20–50N across the North Atlantic and is not compensated
elsewhere. The magnitude of the flux is adjusted from 250
to 250 mSv and then back to 250 mSv at a rate of 50 mSv
per 1,000 model years.
3. Simulated Transient Background Climate
[22] The simulated climate response to the slow deglacial
forcings (i.e., forcings that vary on a multimillennial time-
scale) has been discussed in other studies [Lunt et al., 2006;
Timm and Timmermann, 2007; Roche et al., 2011]. In this
section, we present this response partly to validate the model
and, more importantly because the change in background
climate affects the climate sensitivity to freshwater forcing,
as will be shown later. An important finding is that the
simulated climate response to the slow forcings alone (i.e.,
no freshwater) is for the most part linearly additive, and
therefore qualitatively different from the response to melt-
water, which is strongly nonlinear and bears little resem-
blance to the forcing history.
[23] Figure 2 shows the temporal evolution of the response
in global mean surface air temperature (SAT) and sea sur-
face temperature (SST) to transient orbital, land ice area and
greenhouse gas forcings. The global mean curves are plotted
with the deuterium-based temperature reconstruction from
the Antarctic EPICA ice core [Jouzel et al., 2007]. Of the




ghg ice orb fw-fis fw-lis fw-gis fw-ais fw-20-50∘N
Trend Experiments
LGM 21k 21k 21k – – – – –
GHG 21→9k 21k 21k – – – – –
ICE 21k 21→9k 21k – – – – –
ORB 21k 21k 21→9k – – – – –
TRS 21→9k 21→9k 21→9k – – – – –
Freshwater Experiments
LGM+FIS 21k 21k 21k 21→9k – – – –
LGM+LIS 21k 21k 21k – 21→9k – – –
LGM+ALL 21k 21k 21k 21→9k 21→9k 21→9k 21→9k –
TRS+FIS 21→9k 21→9k 21→9k 21→9k – – – –
TRS+LIS 21→9k 21→9k 21→9k – 21→9k – – –
TRS+ALL 21→9k 21→9k 21→9k 21→9k 21→9k 21→9k 21→9k –
HYS21K 21k 21k 21k – – – – 250⇌250 mSv
HYS9K 9k 9k 9k – – – – 250⇌250 mSv
aTransient forcings are marked in bold.
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two locations where ice core records of the last deglaciation
exist, Antarctica has been shown to be a better indicator of
global changes than Greenland [Masson-Delmotte et al.,
2006; Singarayer and Valdes, 2010].
[24] The combination of transient orbital, greenhouse gas
and ice sheet albedo forcing produces the general trend of
the deglaciation as recorded in EPICA. Prior to 18 ka, the
simulated global response is driven by solar insolation
changes only. From 18 to 16 ka, greenhouse gas changes
become important, followed by ice sheet area changes. From
14 ka onwards, the response to ice sheet area changes
dominates, reaching 2C in SAT and 0.9C in SST by the
end of the deglaciation. The latter is close to the 0.8C
warming obtained by Broccoli and Manabe [1987] with an
atmospheric general circulation model coupled to a slab
ocean model. Changes in surface albedo and ground prop-
erties due to the ice sheet retreat are responsible for most of
the simulated temperature response. The response to oro-
graphic changes as a consequence of melting ice sheets is
not included in the model (an upper bound estimate for the
direct effect of ice sheet elevation changes is shown in
Figure 2a, reaching a maximum of 0.6C at the end of the
deglaciation). The total glacial-to-interglacial warming of
4C is within the 4–7C range reported in the IPCC Fourth
Assessment Report [Jansen et al., 2007].
[25] The patterns of glacial-to-interglacial changes in SST,
Atlantic Meridional Overturning Circulation (AMOC) and
sea ice are shown in Figure 3. The surface warming is most
pronounced in the Northern Hemisphere (NH) and parts of
the Southern Ocean, and weaker in the tropics (Figure 3a).
The NH warming is mostly due to ice sheet changes, while
the greenhouse gas changes produce a more spatially uni-
form warming signature that is restricted to the upper ocean
(not shown). The orbital changes have a relatively small
effect in the global mean (Figure 2), but play a role in sea-
sonal and hemispheric responses, in particular in the high
latitude regions.
[26] The simulated global mean SAT and SST response to
all three forcings in experiment TRS is approximately a
linear combination of the individual responses in experi-
ments GHG, ORB and ICE (Figure 2). There are a number
reasons why the response to these slow forcings may be so
linear, including the inability of the zonally averaged atmo-
spheric model to capture atmospheric circulation changes,
and the weak dynamical ocean response, a feature that has
also been reported in other model studies [e.g., Lunt et al.,
2006]. Changes in the strength of the AMOC over the
Figure 2. Global mean (a) SAT and (b) SST response to transient insolation forcing (red), ice sheet area
forcing (blue), greenhouse gas forcing (green) and a combination of all three (black). Dotted lines denote
an upper bound for the direct effect of ice sheet elevation changes estimated from orographic changes in
ICE-5G using a fixed, adiabatic lapse rate of 9.8C km1. The grey curve shows the deuterium-based tem-
perature reconstruction from the Antarctic ice core EPICA [Jouzel et al., 2007]. As a reference, global
SAT changes are estimated to be approximately half of Antartic temperature changes [Singarayer and
Valdes, 2010].
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deglaciation are less than 10% in the individual forcing
experiments (not shown). TRS simulates a poleward
migration of the overturning cell (Figure 3b), consistent with
e.g., Singarayer and Valdes [2010], as a consequence of sea
ice retreat and associated changes in deep wintertime mixing
(Figures 3c and 3d), but also a slight shoaling of the AMOC
(Figure 3b) that is at odds with marine proxy data [Boyle and
Keigwin, 1987; Duplessy et al., 1988; Curry and Oppo,
2005; Lund et al., 2011]. Time slice simulations from other
coupled models show a mix of AMOC changes between full
glacial and pre-industrial conditions, including strengthen-
ing, weakening, deepening and shoaling [Weber et al., 2007;
Otto-Bliesner et al., 2007]. The fact that the southern over-
turning cell is virtually absent in the simulations might bias
our results, nor did we account for potentially important
bathymetry changes due to the deglacial sea level rise [Hu
et al., 2007]. In light of the simplifications and weak
dynamical ocean response described above, the simulations
presented here must be considered idealized. Nevertheless,
the model captures important features such as the retreat of
the NH sea ice in combination with a northward extension
of the overturning circulation and, as will be shown shortly,
exhibits a transient meltwater sensitivity that is generally
consistent with results from other model studies.
4. Effect of Uncertainties in Meltwater
Constraints and Model Sensitivity
on the Deglacial Evolution
[27] In this section, we investigate how model and forcing
uncertainties associated with meltwater can impact the sim-
ulated evolution of a transient climate event such as the last
deglaciation. The baseline simulation for these investiga-
tions is TRS+ALL, which covers the deglaciation from
21–9 ka and includes the full meltwater scenario involving
all ice sheets. We will examine the relationship between the
meltwater forcing and the climate response in this baseline
case, as well as in additional experiments in which we alter
the model sensitivity to meltwater, the background climate
and the sources of meltwater discharge.
[28] First, we present the general features of the IGSM2
model response to freshwater, both the geographic response
to a single pulse in the North Atlantic and the model sensi-
tivity to North Atlantic freshwater input at the start (21 ka)
and end (9 ka) of the deglaciation (section 4.1). In the fol-
lowing parts of the section, we investigate how errors in the
model sensitivity to (section 4.2) and timing (relative to the
transient background climate) of (section 4.3) the freshwater
forcing can lead to very different outcomes in simulating the
deglaciation. Together, these two cases illustrate the effects
of translation (TRS+ versus TRS100+ and TRS150+ simula-
tions) and deformation (TRS+ versus LGM+ simulations) of
the AMOC hysteresis curve on transient climate simulations.
4.1. Response to Freshwater Forcing in the IGSM2
4.1.1. Single Freshwater Pulse
[29] As described in section 2, we construct the freshwater
forcing as it is implied by the time evolution of the ICE-5G
ice sheet reconstruction, with an idealized routing scheme
based purely on geographical sectors (i.e., ice loss from a
certain sector of the ice sheet is always routed through the
same drainage to the same ocean region). Because most of
the continental ice mass at LGM was in the NH, most of the
freshwater discharge during the full deglaciation (110 m out
of 125 m from 21 ka to present) entered the NH oceans
(Figure 1). To first order, the simulated response to a given
NH freshwater pulse is a weakening of the ocean over-
turning circulation leading to an interhemispheric tempera-
ture see-saw, a pattern that has been reported in previous
modeling, observational and conceptual studies [Crowley,
1992; Broecker, 1998; Stocker, 1998; Clark et al., 2002;
Knutti et al., 2004; Stouffer et al., 2006].
[30] Figure 4 shows this characteristic response with a
snapshot centered around the second freshwater pulse at
17.5 ka in the LGM+FIS simulation. The second pulse was
chosen because it is well-isolated, has a simple, triangular
shape (which facilitates the identification of characteristic
response features) and has a larger amplitude than the first
pulse (resulting in a more distinct response signal). During
Figure 3. Spatial patterns of SST, AMOC, and NH sea ice
changes in TRS. (a) The 9–21 ka difference in annual mean
SST (C). (b) AMOC stream function (Sv) at 21 ka (con-
tours) and 9–21 ka difference (shading). (c) Sea ice extent
in March (50% ice concentration contour) and fraction of
time over the entire year that convection exceeds 500 m
depth (shading) at 21 ka. (d) Same as in Figure 3c but for
9 ka.
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the freshwater pulse, surface salinities are strongly reduced
in the North Atlantic and Arctic. The SST signature is
dominated by a north-south dipole anomaly in the Atlantic
and a general warming of the Southern Ocean (Figure 4b).
The surface cooling exceeds 3C in the northern North
Atlantic while the SH warming is less than 2C. The NH
winter sea ice edge expands south of the Greenland-Scotland
Ridge (Figures 4c and 4e), where it inhibits surface heat
exchange between the atmosphere and ocean. A basin-scale
weakening of the AMOC is evident in the overturning
stream function (Figures 4d and 4f). These gross features are
similar to those in other freshwater hosing experiments [e.g.,
Stouffer et al., 2006], but regional details are affected by the
simplicity of our model system. For example, the low reso-
lution of the ocean component limits its ability to resolve
how anomalous freshwater is transported and affects dense
water formation, and the zonally averaged atmosphere
cannot represent atmospheric bridge processes found to
link the North Atlantic and North Pacific in more complex
general circulation models [Cheng et al., 2007; Krebs and
Timmermann, 2007].
[31] Figure 5 shows the temporal evolution of the fresh-
water pulse at 17.5 ka (Figure 5a) and the associated
response (Figures 5b–5d). The climate response in surface
salinity, AMOC strength (diagnosed as the maximum value
of the AMOC stream function), and sea ice shows a markedly
different behavior than the forcing, following neither the
freshwater discharge rate nor the cumulative discharge, thus
pointing to the importance of nonlinear feedback mechan-
isms in shaping the response. For example, surface salinity
Figure 4. Climate response to a freshwater pulse from the Fennoscandian ice sheet in LGM+FIS. (a) The
17.5–21 ka difference in annual mean SSS (pink rectangle marks the region used for the computation of
the time series in Figure 5). (b) The 17.5–21 ka difference in annual mean SST (C). (c) Sea ice extent in
March (50% ice concentration contour) and frequency of convection exceeding 500 m depth (shading) at
21 ka. (d) AMOC strength (Sv) at 21 ka. (e) Same as in Figure 4c but for 17.5 ka. (f) Same as in Figure 4d
but for 17.5 ka.
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averaged over 50N-80N, 80W-20E (Figure 5b) decreases
abruptly after the initiation of the freshwater pulse, and
remains in a freshened state up to 1 ka before it recovers.
The presence of a fresher surface layer reduces winter
mixing, impedes convection, and contributes to a weakening
of the overturning circulation (Figure 5c) which in turn
delays the export of the freshwater anomaly [Weber and
Drijfhout, 2007]. Additionally, the enhanced stratification
limits vertical redistribution of the freshwater anomaly.
These positive feedbacks amplify the initial freshening
and account for the similarity between the salinity and
overturning time series (Figures 5b and 5c), which resemble
each other more than they do the discharge curve
(Figure 5a).
[32] Finally, changes in sea ice cover (Figure 5d) mirror
the changes in surface salinity (Figure 5b) and overturning
strength (Figure 5c). Surface salinity changes exert a direct
influence on sea ice extent since open ocean sea ice cover
requires the presence of a strong halocline to protect the ice
from the relatively warm North Atlantic water masses below
[Bitz et al., 2005]. The expanded sea ice also provides a
positive feedback on the surface freshening and weakened
overturning by reducing wind stirring and surface heat loss,
thereby enhancing surface stability, as indicated by the
suppression of deep mixing in the western North Atlantic
and Irminger Sea (Figures 4c and 4e).
4.1.2. AMOC Hysteresis
[33] The hysteresis diagrams (Figure 6) summarize key
characteristics of the model overturning sensitivity to North
Atlantic freshwater inputs at the beginning (HYS21ka) and
end (HYS9ka) of the simulation period. These hysteresis
curves are well within the range of those reported in existing
model studies [Rahmstorf et al., 2005, Figure 2], both in
terms of the width and the position of the zero line which
marks the unperturbed state. Doubling the rate of change of
freshwater flux in the HYS9K experiment produces curves
with a similar shape, but exhibiting an earlier collapse and a
slightly larger overshoot.
[34] The unperturbed state, where the stable (upper)
branch of the hysteresis curve crosses the zero freshwater
input line, does not change much during the course of the
deglaciation; the AMOC strength at 9 ka is only 1 Sv
weaker than at 21 ka. However, the linear sensitivity to
freshwater forcing near the unperturbed state (i.e., the slope
in the stable regime) is slightly steeper at 21 ka than at 9 ka,
such that the curves cross when the freshwater forcing is
increased to 100 mSv. The 21 ka overturning circulation
collapses rather abruptly around this 100 mSv point, while
Figure 5. Temporal evolution of the climate response to a
meltwater pulse from the Fennoscandian ice sheet in LGM
+FIS. (a) Discharge rate of meltwater pulse (mSv), (b) box
averaged (50N–80N, 80W–20E) surface salinity anomaly
(g kg1), (c) AMOC (Sv), and (d) NH sea ice area (109 m2).
Figure 6. AMOC hysteresis. AMOC strength (Sv) for
HYS21k (blue) and HYS9k (red) experiments as a function
of freshwater flux to the Atlantic between 20–50N. Dashed
grey lines mark the zero lines for the experiments TRS150,
TRS100 and TRS.
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the 9 ka overturning circulation continues its gradual
decrease for 50 mSv of additional forcing, at which point it
undergoes a two-step collapse that is complete by 250 mSv.
The single step collapse in HYS21ka is consistent with the
presence of only one deep-water formation site in the North
Atlantic; the two step behavior in HYS9ka indicates a pre-
liminary shift of the deep-water formation from the north-
west Atlantic to the Nordic Seas before the collapse occurs.
In the “off ” (lower) branch of the hysteresis curves, the
overturning maintains a relatively constant strength (5 Sv,
with HYS21ka being slightly stronger than HYS9ka) as the
freshwater forcing is reduced. A negative freshwater flux of
50–60 mSv is needed to bring the AMOC back to the stable
regime, although we cannot exclude the possibility that
freshwater input to the Southern Ocean could facilitate the
AMOC resumption. The resumption is followed by a small
2–4 Sv overshoot in both background climate states.
[35] An important feature of the stable branch is that the
slopes are slightly curved, meaning that the sensitivity is not
entirely linear and increases as the freshwater forcing
increases. In particular, in the monostable regime (i.e.,
<50 mSv) the sensitivity is rather flat, a feature that has
implications for the response to small meltwater inputs in
our reduced sensitivity simulations. The curvature itself is
an indication of Stommel’s salt advection feedback while
the abrupt collapse points to the dominant role of convec-
tive instability in the model [Rahmstorf et al., 2005].
[36] It should be noted that the AMOC behavior in these
hysteresis experiments does not exactly reflect the model
sensitivity to meltwater from LIS and FIS due to the
dependence of the AMOC response on the rate of change
and location of freshwater input. Hysteresis experiments, in
which freshwater is applied over a broad region from
20–50N, generally underestimate the model sensitivity to
high northern meltwater inputs, which have a more direct
impact on convection sites and are less easily evacuated
[Mignot et al., 2007; Smith and Gregory, 2009; Roche et al.,
2010]. Nevertheless, the experiments provide a useful
framework for the discussion in the next two sections.
4.2. Effect of Uncertainties in the Model Sensitivity
[37] The meltwater forcing and AMOC response for the
baseline simulation TRS+ALL are shown in Figures 7a and
7b (black curves). In this default model configuration, the
AMOC collapses partway through the deglaciation (16 ka)
and never recovers, an outcome that is clearly unrealistic.
Assuming that the freshwater forcing scenario is reasonable,
this result suggests that the model is overly sensitive to
freshwater input.
Figure 7. Response in AMOC strength to meltwater discharges from the Fennoscandian ice sheet (blue),
Laurentide ice sheet (red) and all ice sheets (black) for (left) a transient background climate and (right) a
constant 21 ka background climate. (a, e) Meltwater discharge rate (mSv), (b, f) AMOC response (Sv) in
high sensitivity, (c, g) medium sensitivity, and (d, h) low sensitivity model configuration. Discharge rates
for AIS (pink) and GIS (green) are shown for reference as they contribute to the total meltwater forcing.
BETHKE ET AL.: MELTWATER IN DEGLACIAL SIMULATIONS PA2205PA2205
10 of 17
[38] To evaluate the effect of uncertainty in the freshwater
sensitivity of the model, we perform two additional experi-
ments with reduced AMOC sensitivity. As shown in the
previous section, the IGSM2 exhibits hysteresis behavior
within range of the models in the Rahmstorf et al. [2005]
intercomparison study, but its recovery (left) branch sits
slightly to the “left” in freshwater flux space [Rahmstorf
et al., 2005, Figure 2]. In the reduced sensitivity experi-
ments we apply constant freshwater fluxes of 100 mSv
(TRS100+) and 150 mSv (TRS150+) to the latitudinal
band 20–50N of the Atlantic, effectively shifting the hys-
teresis curves to the right, with the new zero freshwater flux
lines indicated by dashed grey lines in Figure 6. The sen-
sitivity to small meltwater inputs is somewhat reduced since
the shift moves the portion of the hysteresis curve with
gentler slopes closer to the zero freshwater flux line. More
importantly, the shift means that a shutdown is less easily
achieved, and the resumption threshold is shifted to the
positive freshwater flux sector of the hysteresis diagram.
[39] Figure 7 (left) shows a comparison of the AMOC
response for all three sensitivity cases. The response in the
reduced sensitivity scenarios (Figures 7c and 7d) is strongly
damped compared to the baseline scenarios (Figure 7b). For
example, with reduced sensitivity, the first two FIS pulses
have virtually no effect, whether alone (blue curves showing
simulations (Figure 7c) TRS100+FIS and (Figure 7d)
TRS150+FIS) or in combination with the other ice sheet
discharges (black curves showing simulations (Figure 7c)
TRS100+ALL and (Figure 7d) TRS150+ALL).
[40] Along the lines of the discussion in section 4.1, some
interesting nonlinear effects become apparent in comparing
the three sensitivity cases, especially when the separate
meltwater contributions from FIS (blue curves) and LIS (red
curves) are considered. The AMOC collapses around 16 ka
in the baseline TRS+ALL simulation (Figure 7b, black
curve) due to a combination of FIS and LIS discharges,
although the LIS discharge alone in TRS+LIS also causes a
collapse delayed by about 1500 years (Figure 7b, red curve).
With slightly reduced freshwater sensitivity (TRS100+ALL),
the combined LIS and FIS contribution around 16 ka still
results in a circulation collapse (Figure 7c, black curve), but
the LIS contribution in TRS100+LIS alone causes only a
minor AMOC weakening (Figure 7c, red curve,14 ka) that
is even smaller than the weakening associated with the third
FIS pulse in TRS100+FIS (Figure 7c, blue curve, 15–16 ka).
In the case with the lowest sensitivity (TRS150+ALL), the
AMOC response is even weaker and no shutdown is trig-
gered (Figure 7d, black curve).
[41] In the reduced sensitivity scenario TRS100+ALL, an
AMOC resumption is simulated toward the end of the
deglaciation (Figure 7c, black curve, 12 ka). This
resumption is possibly facilitated by AIS meltwater
(Figure 7a, pink curve), but the reduction in meltwater input
from LIS and FIS around12 ka could alone be sufficient to
trigger the resumption (the hysteresis diagram suggests a
threshold of 50 mSv). The AMOC overshoot of 2 Sv fol-
lowing the resumption (Figure 7c, black curve, 12 ka) has
no significant effect on NH temperatures (not shown). Close
to the end of the deglaciation, a small GIS contribution of
less than 25 mSv (Figure 7a, green curve) noticeably
enhances the AMOC response.
[42] This set of experiments illustrates that altering the
freshwater sensitivity of a model, or more specifically,
shifting its AMOC hysteresis curve, can yield different
outcomes for the deglaciation, from cases where the AMOC
collapses completely and irreversibly to cases where the
AMOC oscillates between stronger and weaker periods. The
results presented here also point to the fact that the response
is determined by a complex interplay of meltwater from
different source regions entering the system under different
background states.
4.3. Effect of a Transient Background Climate
[43] Previous studies described in the introduction have
shown that the simulated response to freshwater and the
recovery from a freshening event can be different in different
background climates. The simulations described in the pre-
vious section, although not designed to explicitly test this
question, support this result. The background climate, and
thus the hysteresis behavior of the model, change through
the course of the deglaciation, so a given freshwater input
could produce the wrong climate response if it is introduced
to the system at the wrong time. To investigate this idea, we
use the same 21–9 ka meltwater scenarios as in the previous
section (FIS, LIS, and ALL), but apply them to a constant
LGM (21 ka) background climate throughout the simulation
(equivalently, we fix the hysteresis behavior at 21 ka). The
difference in background climate between the transient
(Figure 7, left) and fixed (Figure 7, right) background
simulations is by construction zero at 21 ka and reaches its
maximum by the end of the deglaciation.
[44] The time evolution of the climate response shows
remarkable differences in the two sets of experiments.
Meltwater pulses still freshen the surface (not shown) and
weaken overturning in the fixed background experiments,
but the response is stronger than in the equivalent transient
background experiments. Contrasting LGM+FIS (Figure 7f,
blue curve) with TRS+FIS (Figure 7b, blue curve), for
example, the difference in the AMOC response increases
with each successive Fennoscandian pulse. For the TRS100+
scenarios, it is now apparent that the small response to LIS
meltwater compared to FIS meltwater is indeed primarily
due to the meltwater timing relative to the background cli-
mate evolution (Figures 7c versus 7g). Consistent with the
hysteresis curves (Figure 6), the simulated resumption of the
AMOC occurs slightly earlier in LGM100+ALL (Figure 7g,
black curve) than in TRS100+ALL (Figure 7c, black curve)
and has a less pronounced overshoot. Whether this is the
case for the real ocean is uncertain, but the result illustrates
how idealized hysteresis experiments may be useful for
understanding more complex transient climate simulations.
The enhanced AMOC sensitivity under a fixed LGM back-
ground climate is also reflected in the surface ocean condi-
tions, with stronger interhemispheric SST differences in
response to NH meltwater pulses compared to the transient
background experiments (not shown).
4.4. Section Summary
[45] The simulation results presented in this section illus-
trate that changes in the model sensitivity to freshwater
(within the range of sensitivities reported for current climate
models), can have a large impact on climate evolution in
deglacial simulations. Reduced AMOC sensitivity (i.e., a
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more stable ocean circulation) leads to a damped response,
and more importantly, may inhibit AMOC shutdowns and
facilitate AMOC resumptions.
[46] In a transient framework, there is the additional
complication that the AMOC sensitivity is non-stationary,
with the model overturning becoming monotonically more
stable during the course of the deglaciation. AMOC hyster-
esis experiments, while idealized, are shown to be useful for
gaining insight into simulations that include complex, tran-
sient meltwater forcing. Overall, the results highlight the
important role of uncertainties in model sensitivity to
freshwater inputs, and additionally, of uncertainties in the
meltwater history, when simulating the deglaciation.
5. Discussion
[47] We have demonstrated how uncertainties in the cli-
mate sensitivity to freshwater forcing can impact the out-
come of simulations that are forced with transient meltwater
histories. We used the deglaciation as our case study since
the inherently nonlinear nature of the climate response to
meltwater, which is shaped by nonlinear feedbacks and
thresholds in the system, makes a general quantification of
uncertainties (e.g., using linear error propagation theory)
impracticable. Furthermore, we showed that the timing of
meltwater can be decisive in a transient background climate
where the freshwater sensitivity is nonstationary. In this
section we discuss the implications of uncertainties in
meltwater and sensitivity constraints for simulating the
deglaciation.
[48] A simple comparison between our simulations and
the available ice core data is a useful starting point for our
discussion. Figure 8 shows the simulated hemispheric mean
SAT in TRS+FIS, TRS+LIS and TRS+ALL plotted against
the d18O record from the Greenland NGRIP ice core
[Johnsen et al., 2001] and deuterium-based temperature
reconstruction from the Antarctic EPICA ice core [Jouzel
et al., 2007]. Antarctic temperature variability is represen-
tative of hemispheric to global scale changes [Masson-
Delmotte et al., 2006; Singarayer and Valdes, 2010],
whereas Greenland variability reflects regional changes in
parameters such as local temperature, precipitation, and sea
ice cover [Masson-Delmotte et al., 2005; Li et al., 2005,
2010]. Thus, the NGRIP record is not expected to match the
simulated NH SAT, particularly given the zonally averaged
nature of our atmosphere model, but rather is used as a
visual reference. In general, including freshwater forcing
from melting ice sheets enhances millennial-scale variability
in hemispheric SAT, but does not produce a good match to
the millennial-scale variability in the proxy record. In the
NH (Figure 8a), meltwater-driven variability (difference
between TRS+ simulations and baseline TRS simulation) in
the early part of the deglaciation (21–16 ka) is controlled by
Fennoscandian meltwater pulses, while the Laurentide
contribution becomes important after 15.5 ka. Although we
do not expect a faithful reproduction of the ice core records
from our model, the exercise of comparing the simulation to
the data highlights the complexity of trying to link features
of the observed record to features of the forcing. For
example, the model captures part of the NH cooling during
the later part of Heinrich Stadial 1 (HS1, 18–15 ka); how-
ever, the simulated cooling is a result of a FIS meltwater
pulse amplified by a minor LIS contribution (totaling3.5 m
sea level equivalent), while Heinrich stadials are associated
with episodes of LIS iceberg discharges into the North
Atlantic (known as Heinrich events). Conversely, the
Bølling-Allerød (BA) warming at 15 ka is not captured by
the model (we return to this point shortly), and our simulated
cold state during and after mwp1a (14.5 ka) is inconsistent
with the Greenland ice core record (the possibility that an
Figure 8. Hemispheric SAT response for (a, c) NH and (b, d) SH in (left) TRS+ and (right) TRS100+.
The dashed black line shows the response to combined orbital, ice sheet area and greenhouse gas forcings.
The solid blue, red and black lines show the transient response including meltwater forcing from FIS, LIS
and all ice sheets, respectively. The grey curves show d18O from the NGRIP Greenland ice core (top) and
the deuterium-based temperature reconstruction from the EPICA Antarctic ice core (bottom) [Jouzel et al.,
2007].
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incorrect NH-SH partitioning of mwp1a is responsible for the
lack of a Greenland response during this time is however
under debate [Clark et al., 1996;Weaver et al., 2003; Peltier,
2005; Menviel et al., 2011]). The simulated AMOC also
compares unfavorably with estimates from the proxy record.
The 231Pa/230Th proxy suggests a strong overturning circu-
lation at LGM, a collapse during the beginning of HS1, and
recovery during the BA warming [McManus et al., 2004].
However, the simulated AMOC (Figure 7b) collapses 2 ky
later than the “Heinrich” meltwater pulse and fails to recover
at the end of HS1.
[49] Although not a focus of this study, the large uncer-
tainties in the amount, timing, shape and location of the
discharge pulses in the deglacial meltwater history are part
of the reason why simulating the deglaciation is so difficult.
For ice sheet reconstructions based on isostasy, there are
large differences in details (not shown) between the recent
products ICE-4G, ICE-5G (used in the this study) and the
newly released ICE-6G [Peltier, 2004; Peltier and Fairbanks,
2006; Argus and Peltier, 2010]. Coastal uplift rates derived
from radiocarbon dated shoreline indicators help to constrain
the reconstructions, but are subject to considerable spatio-
temporal uncertainties that limit the temporal resolution
needed to pin down abrupt events (e.g., Heinrich Event 1 at
17.5 ka [Dowdeswell et al., 1995], with a duration that
could be as short as 250 years [MacAyeal, 1993]). We return
to the example of the HS1/BA transition, which is not well
simulated by IGSM2 under a meltwater forcing scenario
based on ICE-5G, but which has been simulated in other
modeling studies under hypothetical meltwater scenarios
[Liu et al., 2009; Menviel et al., 2011]. Figure 9 shows the
accumulated global meltwater discharges for three scenarios
together with the calibrated Barbados coral record for global
sea level change. Our scenario, with small amounts (<20 m)
of meltwater during HS1 and a continuation of LIS discharge
at the end of HS1 as implied by ICE-5G (Figure 1b), is in line
with the sea level curve where coral data is available but
results in no apparent BA warming. The Liu et al. [2009] and
Menviel et al. [2011] scenarios generate and maintain the
cold HS1 via large inputs of meltwater to the ocean (40–50 m
sea level equivalent), and produce the BA warming via an
AMOC resumption and overshoot triggered by the abrupt
cessation of LIS discharge at the end of HS1. These studies
achieved their aim of producing a deglacial AMOC history
that is consistent with the paleoproxy records by scaling the
meltwater forcing to compensate for deficiencies in model
sensitivity and meltwater representation (a point that we will
return to later in this section). The fact that sea level data do
not take into account hidden meltwater contributions from
floating ice shelves or processes such as ice sheet regrowth
[Rinterknecht et al., 2006] provide substantial leeway for
adjusting meltwater scenarios.
[50] Did we succeed in obtaining a better fit with the
proxy record by tuning the freshwater sensitivity of our
model? A comparison of hemispheric SAT from TRS100+
with ice core proxy data from Greenland and Antarctica
(Figures 8c and 8d) suggests that we did not. With reduced
AMOC sensitivity, the BA warming is still absent in the NH
average. The simulated response is closer to the proxy record
during the cold Younger Dryas (12.7–11.5 ka) period, but
the shutdown is triggered during mwp1a and not as a con-
sequence of a later meltwater input as suggested by some
studies [e.g., Tarasov and Peltier, 2005, 2006]. The small
response to the LIS contribution to mwp1a includes a slight
cooling in the NH (Figure 8c, red curve) that coincides
approximately with the Older Dryas (14 ka), and a SH
warming (Figure 8d, red curve) that may contribute to the
shape of the Antarctic Cold Reversal (14.5–12.5 ka). Thus,
under a range of different model sensitivities, the implied
ICE-5G meltwater partitioning fails to produce key features
of the deglaciation.
[51] Along with general uncertainties in meltwater forcing
and climate sensitivity to meltwater, the non-stationarity of
the sensitivity (i.e., increasing AMOC stability as the back-
ground climate warms) is an additional consideration. The
enhanced AMOC stability in the present climate compared
to the glacial climate has been attributed to deglacial
Southern Ocean warming in combination with increased salt
import to the Atlantic from the Indian Ocean [Knorr and
Lohmann, 2003]; the Bering Strait pathway for evacuating
freshwater anomalies from the North Atlantic [De Boer and
Nof, 2004a, 2004b; Hu et al., 2007]; and retreat of the sea ice
edge with respect to convection areas [Bitz et al., 2007]. In
our model, ice edge retreat is the most likely candidate since
subtle changes in Southern Ocean winds, Atlantic-Indian
Ocean exchanges and bathymetry are not resolved or
included. While it is possible that shifts in ocean circulation
alter model sensitivity to meltwater at critical times during
the deglaciation (e.g., close to the BA warming), this topic is
beyond the scope of this study. Another interesting issue is
how the transient meltwater forcing interacts with the
Figure 9. Accumulated freshwater discharge versus
Barbardos sea level data. Red solid curve shows the sea
level change corresponding to our ALL meltwater scenario,
while the dashed curve uses a more accurate ice density of
rice = 920 kg m
3. The green and blue curves show the
sea level changes corresponding to the freshwater scenarios
used by Liu et al. [2009] and Menviel et al. [2011], respec-
tively. The uplift corrected Barbados coral record [Peltier
and Fairbanks, 2006] based on the single species Acropora
Palmata is shown with black crosses. For the conversion of
freshwater fluxes to equivalent global sea level changes, a
contemporary, fixed ocean fraction of 71% has been
assumed. All changes are relative to 18 ka.
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transient background climate. Most idealized hosing studies
show a complete recovery of the overturning strength in less
than 1 ky [e.g., Liu et al., 2009, Figure S7], but ocean ven-
tilation ages of several ky in proxy and model data [Okazaki
et al., 2010] indicate that the deep ocean memory to fresh-
water forcing is considerably longer. The main implication
of the results presented here is that errors in meltwater
timing have a complex, nonlinear impact on the climate
response in changing background conditions.
[52] Many challenges remain in combining data con-
straints and modeling experiments to better understand
the last deglaciation. There are benefits to be gained by
improving meltwater constraints, such as establishing more
clearly the effect of meltwater contributions from non-
Laurentide sources early in the deglaciation. But even a
“perfect” meltwater scenario may produce a simulated
deglaciation that differs from the proxy record as long as
model uncertainties in freshwater sensitivity remain large
[Rahmstorf et al., 2005; Stouffer et al., 2006] and the pos-
sible role of other (i.e., non-meltwater) processes is not
included [e.g., Eisenman et al., 2009]. However, reducing
the uncertainty in model sensitivities is a demanding task
due to the nonlinearity of the climate response to meltwater,
the need to consider transient background climates, the cost
of running high-resolution models over longer time periods,
and not least the sparseness of proxy data.
[53] One fruitful approach may be to use improved melt-
water constraints provided by proxy data and by ice sheet
models to test proposed mechanisms concerning specific
events in the climate record, with the forcings scaled to
compensate for deficiencies such as the uncertainty in model
sensitivity [e.g., Smith and Gregory, 2009]. Otherwise, it
may be possible to extend forward-modeling from a deter-
ministic to a probabilistic approach by using multimodel and
multiforcing ensembles to span the range of plausible model
sensitivities and meltwater forcings. Inverse approaches
such as the one used by Menviel et al. [2011] have shown
potential, although they tend to conceal the effects of pro-
cesses not represented by the model [Adkins et al., 2005;
Wunsch, 2005] and of model deficiencies. The next step
would be to use more sophisticated and objective assimila-
tion methods for proxy data [e.g., Gebbie and Huybers,
2006; Huybers et al., 2007; Dail et al., 2010; Jackson
et al., 2010].
[54] Our study has certain caveats. The model system is
too simplistic to resolve sea ice atmospheric circulation
feedbacks [Li et al., 2010] and other important processes that
may shape glacial climate variability, such as the impact of
ice sheet topography on atmospheric circulation patterns
[Pausata et al., 2009, 2011]. Hence, our simulated climate
variability might be overly connected to ocean overturning
variability, with the role of the atmosphere underestimated.
In particular, the simulations of Eisenman et al. [2009]
exhibit AMOC variability linked to changes in North
Atlantic precipitation as ice sheets recede. The link between
sea ice and AMOC sensitivity is still debated; while our
model and others [e.g., Bitz et al., 2007] indicate that sea ice
retreat has a stabilizing effect, others show the opposite
result [Van Meerbeeck et al., 2011]. The virtual salt flux [Yin
et al., 2010] and flux-adjustments [Shackley et al., 1999] in
our model introduce further uncertainties, especially in
climates that are very different from today’s climate or that
experience large meltwater inputs. Finally, the Bering Strait
is open during the entire simulation, whereas in reality, it
was closed until at least 11 ka [Elias et al., 1997]. Previous
studies have shown that an open Bering Strait can provide an
evacuation pathway for the North Atlantic freshwater
anomalies, thus helping to stabilize the overturning circula-
tion [De Boer and Nof, 2004a, 2004b; Hu and Meehl, 2005;
Hu et al., 2007]. A simulated weakening of the Bering Strait
throughflow after meltwater pulses enter the North Atlantic
suggest that this pathway also exists in IGSM2.
6. Concluding Remarks
[55] We have performed a series of transient simulations
of the last deglaciation (21–9 ka) to explore the extent to
which deglacial climate variability is driven by freshwater
discharges from melting ice sheets and to assess whether ice
sheet reconstructions can provide meltwater constraints in
deglacial simulations. Using an objectively constructed
meltwater history based solely on the ICE-5G ice sheet
reconstruction, we demonstrate the importance of the vol-
ume, timing and location of meltwater inputs to the ocean, as
well as the inadequacy of current data constraints on these
parameters. We show how the simulated deglacial evolution
differs in model configurations with different freshwater
sensitivities. Finally, we assess the role of a transient back-
ground climate by comparing the effect of meltwater pulses
in fully transient simulations to the effect in simulations with
a fixed, 21 ka background climate.
[56] The main findings of this work are as follows.
[57] 1. The temporal evolution of the climate response to
NH meltwater discharges bears little resemblance to the
meltwater forcing itself, but is similar among key climate
variables such as sea ice extent, North Atlantic sea surface
salinity and ocean overturning strength. Positive feedback
processes are important in shaping the response. The non-
linearity of the climate response to meltwater makes it dif-
ficult to tie features in the proxy record to specific meltwater
pulses.
[58] 2. Simulations using model configurations with
altered freshwater sensitivity suggest that different models
would produce a considerable range of outcomes for the
deglaciation given the same meltwater forcing history. The
proximity of the system to circulation thresholds at any
given time during the simulated deglaciation is found to be
decisive, whereas uncertainties in the approximately linear
sensitivity to modest meltwater inputs have a modulating
effect. Idealized hysteresis experiments prove useful for
interpreting the climate response to complex meltwater his-
tories under a changing background climate.
[59] 3. The climate sensitivity to meltwater inputs depends
on the changing background climate. Consequently, errors
in the timing of meltwater pulses have an important, and not
easily predictable, impact on the climate response: a given
pulse in a history of pulses may cause a weakening or col-
lapse of the AMOC if introduced to different backgrounds.
In our model, the decrease in sensitivity is likely linked to
the gradual sea ice retreat and northward migration of the
overturning circulation into the Nordic Seas as the slow
(greenhouse gas, ice sheet extent, orbital) forcings change
through the course of deglaciation.
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[60] To return to the title question, it is unlikely that a
forward modeling approach using objectively derived, “best-
guess”meltwater histories based on data reconstructions will
faithfully reproduce the deglaciation. The main impediments
are (1) uncertainties in the meltwater history, (2) uncertain-
ties in the model sensitivity to freshwater forcing, and (3) the
role of nonlinear feedback processes in shaping the response
and potentially amplifying the uncertainties. Thus, implied
meltwater rates from ice sheet reconstructions cannot be
readily used like other forcings to constrain deglacial simu-
lations. Moreover, other processes not controlled by melt-
water may still be important for producing deglacial climate
variability.
[61] This and previous simulation studies [Liu et al., 2009;
Menviel et al., 2011] have shown that meltwater can play an
important role in shaping millennial scale climate variability
during the deglaciation. Improving constraints on the
amount, timing and location of freshwater inputs to the
ocean and reducing uncertainties in model sensitivity to
meltwater are important tasks. Further studies with more
complex models and more realistic experimental setups
(e.g., including effects from orographic and sea level chan-
ges) are required to test the robustness of the findings pre-
sented here.
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