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LECTURES ON PAINLEVE PROPERTY FOR SEMI-SIMPLE
FROBENIUS MANIFOLDS
TODOR MILANOV
Abstract. These notes are based on a sequence of five lectures given to grad-
uate students. The main goal is to prove the so-called Painleve property for
semi-simple Frobenius manifolds.
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1. Introduction
The Painleve property for semi-simple Frobenius manifolds can be stated as
follows. Let U be a contractible open subset of the configuration space
ZN = {u ∈ CN : ui 6= uj for i 6= j}.
As we will see later on, in order to define a semi-simple Frobenius structure on U
we have to choose a holomorphic 1-form
∑N
i=1 ηi(u)dui on U such that
(i) ηi(u) 6= 0 for all i and for all u ∈ U .
(ii) The 1-form is closed, i.e., ηab := ∂ηa/∂ub is symmetric in a and b.
(iii) The functions ηi(u) (1 ≤ i ≤ N) satisfy the following system of PDEs
(∂u1 + · · ·+ ∂uN )ηi = 0 (1 ≤ i ≤ N)
(D + u1∂u1 + · · ·+ uN∂uN )ηi = 0 (1 ≤ i ≤ N)
∂ηij
∂uk
− 1
2
(ηijηkj
ηj
+
ηjkηik
ηk
+
ηkiηji
ηi
)
= 0 (k 6= i 6= j 6= k),
where D is some constant and ∂ua := ∂/∂ua.
The geometric interpretation of the above conditions is the following. Let us
define a diagonal bi-linear pairing on the tangent bundle TU via
(∂ui , ∂uj ) = δijηj(u).
Condition (i) is equivalent to requiring that the metric is non-degenerate. Con-
dition (ii) is equivalent to requiring that the translation vector field e = ∂u1 +
· · · + ∂uN is flat with respect to the Levi–Civita connection ∇L.C. of the pairing.
Finally, the system of PDEs in (iii) is equivalent to requiring that the metric
is translation invariant, conformal invariant, and flat. The main goal of these
lectures is to prove the following theorem.
Theorem 1.1. Suppose that U is lifted to the universal cover T of ZN . Then
every 1-form
∑N
i=1 ηi(u)dui satisfying the above conditions (i)–(iii) extends to a
global meromorphic 1-form on T .
Recall that a system of differential equations defined in some domain T is
said to have the Painleve property on T if the so-called movable singularities
(singularities depending on the initial conditions) are at most poles. That is why
the statement of Theorem 1.1 is usually referred to as the Painleve property for
semi-simple Frobenius manifolds.
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Theorem 1.1 is a corollary of the theory of isomonodromic deformations. In
fact, there are two possible ways to obtain a proof. They correspond to the
fact that a semi-simple Frobenius manifold can be obtained as a solution to two
different Riemann–Hilbert (RH) problems (see [3]). The first RH problem consists
of finding a connection on P1 with one Fuchsian singularity at, say ∞, and one
irregular singular point at, say 0. The second one is a RH problem for a Fuchsian
connection. The two connections are related via a formal Laplace transform, so
in principle one could switch between the two languages. Using the first RH
problem, the proof of Theorem 1.1 follows from the results of T. Miwa in [12],
while the second RH problem reduces the proof to the results of Malgrange in
[9]. Therefore, if one wants to understand the statement of Theorem 1.1, then the
main task is to understand either the results of Miwa or the results of Malgrange.
In these lectures we are going to pursue the second approach based on Mal-
grange results. The most difficult part in [9] is a certain theorem about existence
of a meromorphic trivialization of a family of vector bundles on P1 (see Theorem
4.1 in these notes). On the other hand, A. Bolibruch found an elementary proof,
so combining the work of Bolibruch and Malgrange we can obtain an argument
that requires only basic knowledge of complex geometry (e.g. chapter 0 in [7])
and ordinary differential equations (e.g. [1]).
Summarizing, our lectures include Bolibruch’s proof of the Birkhoff–Grothendieck
theorem with parameters, Malgrange’s proof of the Painleve property for the
Schlesinger equations, and finally we check that Theorem 1.1 is a corollary of the
Painleve property for the Schlesinger equations. The last part can be found also
in [3, 10]. We have also included a very interesting theorem of Manin (see [10])
classifying the initial conditions for the Schlesinger equations such that the corre-
sponding solution of the Schlesinger equations comes from a semi-simple Frobenius
manifold.
We have to admit that many of the arguments in these lectures although ele-
mentary are a bit cumbersome. They could be made more elegant if one is willing
to use some more advanced (but standard) techniques in complex geometry. For-
tunately, this goal is achieved by C. Sabbah. For more details we refer to the
excellent book [13].
2. Levelt’s theory for Fuchsian connections
The main goal of this lecture is to prove the existence of weak Levelt solutions
for Fuchsian systems. We follow closely [2].
2.1. Fuchsian systems. Let D = {λ : |λ| < r0} be the open disk of radius r0
and B0(λ) ∈ gl(Cp) be a p × p-matrix whose entries depend holomorphically on
λ ∈ D. We will be interested in the system of ODEs defined by
∂y
∂λ
(λ) = B(λ)y(λ), B(λ) := B0(λ)/λ.
Systems of this type are said to be Fuchsian in a neighborhood of 0.
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Let us fix a small sector S in D containing the open interval (0, r0), e.g.,
S = {λ ∈ D − {0} : −ǫ < Arg(λ) < ǫ}
where 0 < ǫ < 2π is fixed arbitrary. Furthermore, let us fix a reference point
λ0 ∈ (0, r0) ⊂ S and denote by X the space of holomorphic functions y : S → Cp
that solve the above system. The general theory of ODEs implies that X is a
finite dimensional vector space of dimension p. More precisely
X ∼= Cp, y 7→ y(λ0).
Since the coefficients of the linear system are holomorphic in D − {0}, every
solution y ∈ X can be extended analytically along any path in D − {0}. In
particular, we have a linear map
σ : X → X
corresponding to analytic continuation along a loop based at λ0 that goes once
around λ = 0 in counter-clockwise direction.
2.2. Fuchsian singularities are regular. The following result is well known in
the theory of ODEs. Nevertheless, we give our own proof as well. For a different
argument, which is shorter but yields a slightly weaker result, see [2], Theorem
4.1 and Lemma 4.1.
Proposition 2.1. Every solution y ∈ X has the form
y(λ) =
∑
ρ
p−1∑
k=0
yρ,k(λ)λ
ρ(log λ)k,
where the first sum is over all eigenvalues ρ of B0(0) and yρ,k(λ) are C
p-valued
functions analytic for all λ ∈ D.
Proof. We will prove that the system has a fundamental matrix whose columns
have the above form. Using a constant gauge transformation y(λ) 7→ Cy(λ) we
can reduce the general case to the case when B0(0) is in Jordan normal form.
Moreover, we may assume that the Jordan blocks are ordered in such a way that
B0(0) = R+N
(0), where R and N (0) have the following properties. Both
R = diag(R1, . . . , Rs) and N
(0) = diag(N
(0)
1 , . . . , N
(0)
s )
are block-diagonal. The block Ri = ρi Ii, where Ii is an identity matrix of size the
multiplicity of ρi as an eigenvalue of B0(0) and
Re(ρ1) > · · · > Re(ρs).
The block N
(0)
i (1 ≤ i ≤ s) is an upper-triangular nilpotent matrix whose size is
the same as the the size of Ii. Note that the commutator [R,N
(0)] = 0.
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Claim 2.2. There exists a formal solution
Y (λ) = U(λ)λRλN ,
where
U(λ) = 1 + U1λ+ U2λ
2 + · · · , Uk ∈ gl(Cp)
and N is upper-triangular nilpotent matrix of the form
N = N (0) +N (1) + · · · , [R,N (k)] = kN (k).
Proof. Put B0(λ) = B0,0+B0,1λ+· · · , substitute Y (λ) in the differential equation,
and compare the coefficients in front of the powers of λk. For k = 0 we get
R+N (0) = B0(0) = B0,0, which is true by definition. For k > 0 we get
kUk + [Uk, R+N
(0)] +N (k) = B0,k +
k−1∑
i=1
(
B0,k−iUi − UiN (k−i)
)
.
The linear operator
adR : gl(C
p)→ gl(Cp), x 7→ [R,x]
is diagonalizable, i.e., we have a decomposition
gl(Cp) =
⊕
a∈spec(R)
gla(C
p),
where spec(R) denotes the set of eigenvalues of adR and for a ∈ spec(R)
gla(C
p) = {x : [R,x] = ax}
is the corresponding eigen-subspace. Let us denote by
πa : gl(C
p)→ gla(Cp)
the projection map defined via the above decomposition. Let us assume that we
have determined U1, . . . , Uk−1 andN (1), . . . , N (k−1). Then Uk =
∑
a∈spec(R) πa(Uk)
and N (k) ∈ glk(Cp) are defined by projecting via πa the above recursion relation
and solving for πa(Uk) and πa(N
(k)). There are two cases. First, if a = k,
then we set πk(Uk) = 0. Note that since N
(0) commutes with R, we have
πk([Uk, N
(0)]) = [πk(Uk), N
(0)] = 0 and πk(N
(k)) = N (k). Therefore, we can
uniquely solve for N (k). The second case is if a 6= k, then πa(N (k)) = 0 and
πa(kUk + [Uk, R+N
(0)]) = (k − a− adN(0))πa(Uk).
Since N (0) is nilpotent, the linear operator adN(0) is also nilpotent. Therefore the
linear operator k−a−adN(0) is invertible, so we can uniquely solve for πa(Uk). 
It remains to prove that the formal series U(λ) is convergent. Note that U(λ)
satisfies the following differential equation
(1) (λ∂λ − adR+N(0))U = (Uα(λ) + β(λ)U),
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where
α(λ) = −
∞∑
i=1
N (i)λi β(λ) =
∞∑
i=1
B0,iλ
i.
Let us fix an integer k > 0, such that the set spec(R) does not contain any integers
ℓ > k. Note that N (ℓ) = 0 for all ℓ > k, so α(λ) is polynomial in λ. Let us write
the formal series in the form
U(λ) = U≤k(λ) + λkV (λ), U≤k(λ) = 1 +
k∑
i=1
Uiλ
i,
where V (λ) =
∑∞
j=1 Uj+kλ
j . Then V (λ) satisfies the following differential equa-
tion
(2) (λ∂λ + k − adR+N(0))V = V α(λ) + β(λ)V + γ(λ),
where
γ(λ) = λ−k
(
U≤k(λ)α(λ) + β(λ)U≤k(λ)− (λ∂λ − adR+N(0))U≤k(λ)
)
By definition U≤k(λ) satisfies the differential equation (1) up to terms of order
O(λk+1). Therefore, γ(λ) is analytic at λ = 0 and γ(0) = 0. It is enough to
prove that the differential equation (2) has a solution Vhol(λ) analytic at λ = 0.
Indeed, the linear operator k − adR+N(0) is invertible, so after substituting the
Taylor series of Vhol(λ) in the differential equation we get that the Taylor series
must coincide with the formal series V (λ).
In order to construct a holomorphic solution, we use the standard idea to
identify Vhol with the fixed point of a certain integral operator. Let us fix a
closed disk Dr = {λ : |λ| ≤ r} with radius r < r0. Let us define a sequence of
holomorphic gl(Cp)-valued functions
Vn : Dr → gl(Cp), n = 0, 1, 2, . . .
as follows. Put V0(λ) = 0 and let Vn+1(λ) be such that
(λ∂λ + k − adR+N(0))Vn+1 = Vnα(λ) + β(λ)Vn + γ(λ).
Note that
Vn+1(λ) =
∫ 1
0
t
k−ad
R+N(0)
(
Vn(tλ)α(tλ) + β(tλ)Vn(tλ) + γ(tλ)
)dt
t
.
The convergence of the integral follows from the fact that if we choose k sufficiently
large the real part of the eigenvalues of k − adR+N(0) will be positive. Therefore
Vn+1(λ) is an analytic function for all λ ∈ Dr.
In order to prove that the sequence Vn is convergent we introduce the following
norm. Let | | : gl(Cp)→ R≥0 be the standard matrix norm
|A| = supv 6=0
|Av|
|v| ,
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where |v| = √|v1|2 + · · ·+ |vp|2 is the standard Euclidean norm of v ∈ Cp. If
A : Dr → gl(Cp) is holomorphic, then we define
||A||r =
∞∑
i=0
|Ai|ri,
where A(λ) =
∑∞
i=0Aiλ
i is the Taylor series expansion. Let Br be the space of
those holomorphic maps A for which ||A||r < ∞. It is known (see [6]) that Br is
a Banach algebra. Using the Cauchy inequality it is easy to prove that if A(λ) is
holomorphic for all λ ∈ D then A ∈ Br.
Claim 2.3. Suppose k > | adR+N(0) |. Then the map
F : Br → Br, F (A)(λ) :=
∫ 1
0
t
k−ad
R+N(0)A(tλ)
dt
t
is a bounded linear operator of norm less or equal to 1, i.e., ||F (A)||r ≤ ||A||r.
Proof. Put A(λ) =
∑∞
i=0Aiλ
i. Then the coefficient in front of λi in F (A) is
F (A)i =
∫ 1
0
t
k+i−1−ad
R+N(0)Aidt.
Using that
|tk+i−1−adR+N(0) | = tk+i−1|t−adR+N(0) | ≤ tk+i−1t−|adR+N(0) |, 0 ≤ t ≤ 1
we get
|F (A)i| ≤ |Ai|
k + i− |adR+N(0) |
≤ |Ai|. 
Note that Vn+1 = F (Vnα+ βVn + γ). Therefore
||Vn+1 − Vn||r ≤ (||α||r + ||β||r) ||Vn − Vn−1||r.
Since α(0) = β(0) = 0 we can always choose r so small that ||α||r + ||β||r < 1.
Then the above inequality shows that {Vn} is a Cauchy sequence in Br, so the
limit Vhol = limn→∞ Vn exists and it gives a solution to the differential equation
(2).
Finally, note that the series U(λ) must be analytic for all λ ∈ D, because the
fundamental matrix Y (λ) = U(λ)λRλN extends analytically along any path inside
D − {0}. 
Corollary 2.4. If B0(0) is nilpotent, then the matrix of the monodromy of the
Fuchsian system with respect to a basis of X given by the columns of the funda-
mental matrix Y (λ) satisfying the initial condition Y (λ0) = 1 is e
2π
√−1B0(0).
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2.3. Levelt evaluations. Let us denote by O[S] the space of holomorphic maps
y : S → Cp, such that
lim
λ→0
λ∈S
y(λ)
|λ|m = 0
for some integer m. Such functions are also sometimes said to be of moderate
growth at λ = 0. The key to Levelt’s theory is the map
ϕ : O[S]→ Z ∪ {∞}
defined by
ϕ(y) := max
{
m ∈ Z | lim
λ→0
λ∈S
y(λ)
|λ|ℓ = 0 for all ℓ < m
}
for all y ∈ O[S] \ {0} and ϕ(0) = ∞. Note that according to Proposition 2.1 the
space of solutions X ⊂ O[S].
Lemma 2.5. The map ϕ satisfies the following properties.
a) If y1, y2 ∈ O[S], then ϕ(y1 + y2) ≥ min(ϕ(y1), ϕ(y2). If ϕ(y1) 6= ϕ(y2),
then the equality in the above inequality holds.
b) If c ∈ C \ {0}, then ϕ(cy) = ϕ(y) for all y ∈ O[S].
The proof is an elementary consequence from the definitions, so it will be
omitted.
Lemma 2.6. Let θi, 1 ≤ i ≤ n be real numbers such that θi 6= θj for all i 6= j.
Suppose that
f(x) =
n∑
i=1
ai(x)e
√−1θix, ai ∈ C[x]
and that there is a real number ǫ > 0, such that
lim
x→+∞ f(x)e
ℓx = 0, ∀ℓ < ǫ.
Then ai = 0 for all i.
Proof. It is enough to prove the lemma in the case when the polynomials are
constants. Indeed, let m be the maximal degree among the degrees of ai, i.e.,
ai(x) =
∑m
µ=0 ai,µx
µ and ai,m 6= 0 for at least one i. There exists a constant C,
s.t., ∣∣∣ n∑
i=1
ai,me
√−1θix
∣∣∣xmeλx ≤ C∣∣∣ n∑
i=1
ai(x)e
√−1θix
∣∣∣eλx, ∀x ≥ 0.
Therefore we must have
lim
x→+∞
( n∑
i=1
ai,me
√−1θix
)
eλx = 0 ∀λ < ǫ.
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Therefore, if we knew that the lemma holds for constant polynomials, then we
would get ai,m = 0 for all i – contradiction with the definition of m.
Let us assume that ai ∈ C are constants. Using induction on m it is easy to
prove that if λm < · · · < λ1 < ǫ is any sequence of real numbers, then
lim
x→+∞
( n∑
i=1
aie
√−1θix
(
√−1θi + λ1) · · · (
√−1θi + λm)
)
eλx = 0, ∀λ < λm.
Indeed, the starting point of the induction is m = 0 and the statement is true by
definition. Suppose the statement is true for m and that λm+1 < λm. Let us pick
λ′ in the open interval (λm+1, λm). Using the inductive assumption we get∣∣∣ n∑
i=1
aie
(
√−1θi+λm+1)y
(
√−1θi + λ1) · · · (
√−1θi + λm)
∣∣∣ ≤ C ′ e(λm+1−λ′)y, ∀y ≥ 0
for some constant C ′ depending on the choice of λ′. Integrating the function inside
the absolute value on the LHS for y from 0 to x and using the above inequality
to estimate the absolute value of the integral, we get the following inequality∣∣∣ n∑
i=1
ai(e
(
√−1θi+λm+1)x − 1)
(
√−1θi + λ1) · · · (
√−1θi + λm)(
√−1θi + λm+1)
∣∣∣ ≤ C ′ e(λm+1−λ′)x − 1
λm+1 − λ′ .
If λ < λm+1 is any given number, then we multiply the above inequality by
e(λ−λm+1)x, and let x→ +∞.
To complete the proof of the lemma we proceed as follows. Let us choose a
sequence of n numbers 0 < λn < · · · < λ1 < ǫ and define the matrix C with
entries
Cim :=
1
(
√−1θi + λ1) · · · (
√−1θi + λm)
, 1 ≤ i,m ≤ n.
Note that for λ1 = · · · = λn the determinant of C turns into a Wandermond de-
terminant, which is not 0 according to the assumption θi 6= θj for i 6= j. Therefore
choosing λ1 sufficiently close to λn we may guarantee that C is invertible. On the
other hand if we define
gm(x) =
n∑
i=1
aie
√−1θixCim, 1 ≤ m ≤ n,
then according to the above fact limx→+∞ gm(x) = 0. However, since C is invert-
ible, we can solve the above equations and express each aie
√−1θix as a linear com-
bination of gm(x) with constant coefficients. Therefore limx→+∞ aie
√−1θix = 0.
This however is possible only if ai = 0. 
Proposition 2.7. If y ∈ X, then ϕ(σy) = ϕ(y).
Proof. Recalling Proposition 2.1 we write the solution as
y(λ) =
n∑
i=1
yi(λ)λ
ρi , yi(λ) =
p−1∑
k=0
yi,k(λ) (log λ)
k
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where yi,k(λ) are analytic at λ = 0. We may further assume that Re(ρ1) ≤ · · · ≤
Re(ρn). Let us write the solution as
y(λ) = λρ1
(
f(λ) +
∑
j
yj(λ)λ
ρj−ρ1
)
,
where the sum is over all j, s.t., that Re(ρj) > Re(ρ1) and
f(λ) =
∑
i
yi(λ)λ
ρi−ρ1 ,
where the sum is over all i, s.t., Re(ρi) = Re(ρ1). Let us assume that y1,k(0) 6= 0
for at least one k. Otherwise, we can replace ρ1 with an exponent with a larger
real part. Note that ϕ(y) = ⌊Re(ρ1)⌋, where ⌊x⌋ is the largest integer that
does not exceed x. Indeed, be definition we have that if ℓ < ⌊Re(ρ1)⌋, then
lim y(λ)/|λ|ℓ = 0, so ϕ(y) ≥ ⌊Re(ρ1)⌋. If the inequality is strict then we can find
ǫ > 0, such that
⌊Re(ρ1)⌋ ≤ Re(ρ1) < Re(ρ1) + 2ǫ < ϕ(y)
and ǫ < Re(ρj)−Re(ρ1) for all j for which Re(ρj) 6= Re(ρ1). We have
y(λ)
|λ|Re(ρ1)+ǫ+ℓ =
λρ1
|λ|Re(ρ1)+ǫ
(f(λ)
|λ|ℓ +
∑
j
yj(λ)
λρj−ρ1
|λ|ℓ
)
.
If ℓ < ǫ, then the LHS has limit 0 as λ→ 0, while the limit of the first factor on
the RHS is ∞ and the limit of the sum over j is 0. Therefore, we must have
lim
λ→0
f(λ)
|λ|ℓ = 0, ∀ℓ < ǫ.
If we put λ = e−x, x ∈ R>0 and let x→ +∞ we get that
∑
i
p−1∑
k=0
yi,k(0)x
ke
√−1θix,
√−1θi = ρi − ρ1
satisfies the condition of Lemma 2.6, so it must be 0, which contradicts the choice
of ρ1.
Note also that we have
σy(λ) =
n∑
i=1
p−1∑
k=0
yi,k(λ)e
2π
√−1ρiλρi(log λ+ 2π
√−1)k.
Therefore, choosing k to be the largest integer such that y1,k(0) 6= 0 we get
ϕ(y) = ϕ(y1,k(λ)λ
ρ1(log λ)k) = ϕ(y1,k(λ)e
2π
√−1ρ1λρ1(log λ+ 2π
√−1)k) ≤ ϕ(σy),
where in the last equality we used Lemma 2.5, Part a). Similarly ϕ(y) ≤ ϕ(σ−1y)
for all y ∈ X. Finally we get
ϕ(y) ≤ ϕ(σy) ≤ ϕ(σ−1(σy)) = ϕ(y). 
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2.4. Weak Levelt solutions. The eigenvalues of σ can be written uniquely as
e2π
√−1ρi , 0 ≤ Re(ρi) < 1, 1 ≤ i ≤ s.
Let
X = X1 ⊕ · · · ⊕Xs, Xi := {y ∈ X : (σ − e2π
√−1ρi)ny = 0 for all n≫ 0}
be the decomposition of X into generalized eigensubspaces.
Using Lemma 2.5 we get that ϕ(X) is a finite set. Let us define the set
{∞, k1i , . . . , kmii } := ϕ(Xi), 1 ≤ i ≤ s,
where in addition we assume that k1i > · · · > kmii . Put
Xℓi = {y ∈ X | ϕ(y) ≥ kℓi}, 1 ≤ i ≤ s, 1 ≤ ℓ ≤ mi.
According to Lemma 2.5 the sets Xℓi are vector subspaces of Xi, so we have a
strictly increasing filtration (in particular we see that ϕ could take only finitely
many values on Xi)
X1i ⊂ X2i ⊂ · · · ⊂ Xmii = Xi
Using Proposition 2.7 we get that the above filtration is σ-invariant.
A weak Levelt solution Y (λ) is by definition a fundamental matrix whose
columns are splited into s groups
Y (λ) = [Y1(λ) · · · Ys(λ)],
where the columns in Yi(λ) represent a basis of Xi with the following property.
We can split Yi(λ) into mi groups
Yi(λ) = [Yi,1(λ) · · · Yi,mi(λ)]
such that
(i) The columns in Yi,ℓ(λ) represent a basis of the quotient subspaceX
ℓ
i /X
ℓ−1
i .
(ii) The matrix of the linear operator in Xℓi /X
ℓ−1
i induced by σ in the basis
represented by the columns of Yi,ℓ(λ) is upper-triangular.
Let G be the matrix of σ with respect to the basis of X given by the columns of
a weak Levelt solution Y (λ). Note that the matrix G is block-diagonal
G = diag(G1, . . . , Gs)
where each block is a square matrix of size dimC(Xi). Each block Gi has a natural
block-matrix form corresponding to the filtration X1i ⊂ · · · ⊂ Xmii
Gi =


G11i G
12
i · · · G1mii
0 G22i · · · G2mii
...
...
. . .
...
0 0 · · · Gmimii

 ,
where the size of the block Gabi is dimC(X
a
i /X
a−1
i ) × dimC(Xbi /Xb−1i ). The defi-
nition of a weak Levelt solution implies that Gabi = 0 for a > b (∵ the filtration
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is σ-invariant) and that the block Gℓℓi has the form of an upper-triangular matrix
with all diagonal entries being equal to e2π
√−1ρi (∵ the matrix of the linear map
in Xℓi /X
ℓ−1
i induced by σ is upper-triangular).
2.5. Levelt’s theorem. Let Y (λ) be a weak Levelt solution. Let us write the
monodromy matrix G = e2π
√−1E , where E has the same block-matrix structure
as G. Namely,
E = diag(E1, . . . , Es)
is block-diagonal and each block Ei has the form
Ei =


E11i E
12
i · · · E1mii
0 E22i · · · E2mii
...
...
. . .
...
0 0 · · · Emimii

 ,
where Eℓℓi = ρiI
ℓ
i +N
ℓℓ
i is upper-triangular matrix whose diagonal entries are all
equal to ρi. We have denoted by I
ℓ
i the identity matrix of size dimC(X
ℓ
i /X
ℓ−1
i )
while by N ℓℓi we have denoted the strictly upper-triangular part of E
ℓℓ
i .
Let us define also the matrix K with the same block-diagonal structure as G
and E, i.e.,
K = diag(K1, . . . ,Ks)
where the block Ki is given by the diagonal matrix
Ki = diag(k
1
i I
1
i , . . . , k
mi
i I
mi
i ).
The main result of this lecture can be stated as follows.
Theorem 2.8 (Levelt). Suppose that Y (λ) is a weak Levelt solution and that K
and E are the matrices defined as above. Then
Y (λ) = U(λ)λKλE,
where U(λ) is holomorphic and invertible at λ = 0.
Proof. Our argument follows [2]. Note that the analytic continuation of Y (λ) and
λE around λ = 0 are respectively Y (λ)G and λEG. Therefore, the holomorphic
branch of
U(λ) := Y (λ)λ−Eλ−K
defined in the sector S ⊂ D − {0} extends analytically to the entire punctured
disc D − {0}. Using Proposition 2.1 we get that U(λ) has at most a finite order
pole at λ = 0.
Let us prove that U(λ) is holomorphic at λ = 0. Let us denote by r =
max1≤j≤sRe(ρj). Since r < 1 we can find a real number ǫ > 0, such that
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r + 2ǫ < 1. We claim that limλ→0 U(λ)λr+2ǫ = 0. This clearly implies that
U(λ) does not have a pole at λ = 0. To prove that the limit is 0 we write
U(λ)λr+2ǫ = Y (λ)λ−K+ǫ exp
(
(r − λKEλ−K) log λ
)
λǫ.
Note that the first two factors on the RHS give a matrix obtained from Y (λ) by
multiplying each column in Yi,ℓ by λ
−kℓi+ǫ. Since the Levelt evaluation of every
column in Yi,ℓ is at least k
ℓ
i we get that the limit of Y (λ)λ
−K+ǫ is 0. Since K and
E have the same block-diagonal structure we get that 3rd and the 4th factor give
a matrix which is also block-diagonal and the i-th block is
(3) λǫ+r−ρieλ
KiNiλ
−Ki log λ,
where Ni is strictly upper triangular. Since Ki is diagonal with decreasing diag-
onal entries the matrix λKiNiλ
−Ki is holomorphic at λ = 0. Therefore the limit
of (3) is 0.
It remains only to prove that U(0) is invertible. Substituting Y (λ) = U(λ)λKλE
in the differential equation we get
λU ′(λ) + U(λ)L(λ) = B0(λ)U(λ),
where L(λ) = K + λKEλ−K . As we discussed above the matrix λKEλ−K is
holomorphic at λ = 0. In fact L(0) is block-diagonal and the ith block is

(k1i + ρi)I
1
i +N
11
i 0 · · · 0
0 (k2i + ρi)I
2
i +N
22
i · · · 0
...
...
. . . 0
0 0 · · · (kmii + ρi)Imii +Nmimii

 .
Since U(0)L(0) = B0(0)U(0), we get that L(0) is a linear operator in Ker(U(0)).
If we assume that U(0) is not invertible, then L(0) has a non-zero eigenvector
c ∈ Ker(U(0)). Let us denote by yc(λ) = Y (λ)c.
Let us split the vector-column c in the following way
c =


c1
...
cs

 , ci =


ci,1
...
ci,mi

 ,
where the length of the subcolumn ci,ℓ is the same as the dimension of X
ℓ
i /X
ℓ−1
i .
Since L(0) is block-diagonal and upper triangular, we get that there exists a
unique pair (i, ℓ) for which ci,ℓ 6= 0 and that the eigenvalue of c is ρi + kℓi . Note
that
yc(λ) = Yi,ℓci,ℓ
is a linear combination of elements in Xℓi that project to a basis in X
ℓ
i /X
ℓ−1
i .
Therefore ϕ(yc) = k
ℓ
i .
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On the other hand, let us denote by R the diagonal part of E and write E =
R+N . Note that [R,N ] = 0. Therefore
yc(λ) = U(λ)λ
KλNλ−Kc λρi+k
ℓ
i ,
where we used that K +R is the diagonal part of L(0). Furthermore, using that
λKNλ−K = L(λ)−K −R is a holomorphic nilpotent matrix we get
U(λ)λKλNλ−K = U(λ)e(L(λ)−K−R) log λ.
Expanding near λ = 0 we get
U(0)
(
1 +
m∑
k=1
1
k!
(L(0)−K −R)k(log λ)k
)
+O(λ(log λ)m),
where m is an integer such that Nm = 0. However (L(0)−K −R)c = U(0)c = 0,
so we get that ϕ(yc) ≥ 1 + kℓi – contradiction. 
3. Vector bundles on P1
Let us assume that E → P1×Π˜ is a holomorphic vector bundle of rank p, where
Π˜ = {u = (u1, . . . , uN ) ∈ CN | |ui − u◦i | < δ˜i, 1 ≤ i ≤ N},
is the polydisc with center u◦ := (u◦1, . . . , u
◦
N ) and polyradius δ˜ = (δ˜1, . . . , δ˜N ).
The main goal of this lecture is to prove the existence of Birkhoff factorization for
the transition matrix of E. We follow Bolibruch [2].
3.1. Transition function. We will be interested in transition functions of E of
the following type. Let us fix a point b ∈ C ⊂ P1, real numbers 0 < r < R, and a
polydisc
Π = {u ∈ CN | |ui − u◦i | < δi, 1 ≤ i ≤ N},
where 0 < δi < δ˜i for all i. The discs
Db = {λ ∈ C | |λ− b| < R}, D∞ = {λ ∈ P1| |λ− b| > r}
give an open cover of P1. The open subsets Dν × Π, ν = b,∞, are Stein and
contractible, so according to the Grauert–Oka principle E|Dν×Π is trivial. Let us
define raw vectors
eν = (eν,1, . . . , eν,p), eν,i ∈ Γ(Dν ×Π, E),
such that {eν,i}pi=1 is a trivializing frame for E|Dν×Π. On the intersection the two
frames are related by a holomorphic invertible matrix
e∞(λ, u) = eb(λ, u)M(λ, u), (λ, u) ∈ Db∞ ×Π,
where Db∞ = Db ∩D∞ and
M : Db∞ ×Π→ GL(Cp)
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is a holomorphic map. Choosing different trivialization frames e˜b = ebU and
e˜∞ = e∞W , where
U : Db → GL(Cp) and W : D∞ → GL(Cp)
are holomorphic maps, yields a new transition matrix e˜∞ = e˜bM˜ , where
M˜(λ, u) = U(λ, u)−1M(λ, u)W (λ, u), (λ, u) ∈ Db∞ ×Π.
Our main goal can be stated as follows. We would like to prove that after decreas-
ing Π if necessary and removing an analytic hypersurface from Π we can always
arrange that
M˜ = diag((λ− b)k1 , . . . , (λ− b)kp),
where k1 ≥ · · · ≥ kp is a decreasing sequence of integers.
3.2. GAGA reduction.
Definition 3.1. We say that a map M : Db∞ × Π → gl(Cp) is Π-rational if the
entries ofM(λ, u) are quotients of polynomials in O(Π)[λ], where O(Π) is the ring
of holomorphic functions on Π.
We would like to reduce the general analytic problem to an algebraic one. More
precisely we would like to prove the following proposition
Proposition 3.2. Decreasing the size of Π if necessary, we can find a transition
matrix
M : Db∞ ×Π→ GL(Cp)
such that
(i) M is Π-rational.
(ii) The zeroes of det(M(λ, u)) and the poles of M(λ, u) for (λ, u) ∈ P1 × Π
are independent of u.
Let us introduce the following notation. If Π is an open polydisc, then we
denote by Π the corresponding closed polydisc. If X ⊂ P1 ×Π is an open subset,
then we define
H(X) := {φ : X → gl(Cp) | φ is continuous in X and holomorphic in X},
and
H0(X) := {φ ∈ H(X) | φ(x) is invertible for all x ∈ X}.
Recall that H(X) is a Banach algebra with norm
||A|| = sup(λ,u)∈X |A(λ, u)|,
where | | : gl(Cp)→ R≥0 is the matrix norm
|A| := supv∈Cp−{0} |Av|/|v|,
where for w ∈ Cp we denote by |w| = (|w1|2 + · · ·+ |wp|2)1/2 the Euclidean norm
of w.
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Lemma 3.3. There exists an ǫ > 0, depending on r, and R such that if B ∈
H(Db∞ × Π) has norm ||B|| < ǫ, then 1 + B ∈ H0(Db∞ × Π) and we have a
factorization
1 +B = UW, U ∈ H0(Db ×Π), W ∈ H0(D∞ ×Π).
Proof. The Laurent series expansion gives a decomposition
H(Db∞ ×Π) = H(Db ×Π)
⊕
H(D∞ ×Π)(λ− b)−1, B = B+ +B−.
Let pr± be the corresponding projection maps B 7→ B±. We have
pr+(B)(λ, u) =
1
2π
√−1
∫
|ζ−b|=R
B(ζ, u)dζ
ζ − λ
and
pr−(B)(λ, u) = −
1
2π
√−1
∫
|ζ−b|=r
B(ζ, u)dζ
ζ − λ .
It is easy to check that ||pr±(B)|| ≤ C ||B|| for some constant C that depends on
r and R. Using these estimates and choosing ǫ sufficiently small (ǫ < 1/C works)
we can prove that the series
w =
∞∑
n=1
(− pr− ◦B)n1 = −B− + (BB−)− − (B(BB−)−)− + · · ·
is convergent. Note that (Bw)− +w+B− = 0 therefore, (1 +B)(1 +w) = 1+ u,
with u = B+ + (Bw)+. Decreasing ǫ if necessary (ǫ < 1/(4C) works) we can
arrange that 1 + u and 1+w are invertible, so the lemma follows with U = 1+ u
and W = (1 + w)−1. 
Proof of Proposition 3.2. Let us fix positive numbers 0 < r′ < r′′ < r < R <
R′′ < R′ and polydiscs Π ⊂ Π′′ ⊂ Π′ ⊂ Π˜ with center at u◦. Here Π′ is chosen
arbitrary, while the sizes of Π′′ and Π will be specified later on.
Let us pick an arbitrary transition matrix
M ′ : D′b∞ ×Π′ → GL(Cp), D′b∞ := {r′ < |λ− b| < R′}.
Note that M ′ ∈ H0(D′′b∞ × Π′′) where D′′b∞ = {r′′ < |λ − b| < R′′}. The Laurent
series expansion of M ′(λ, u0)−1 at λ = b is uniformly convergent for r′′ ≤ |λ−b| ≤
R′′, whileM ′(λ, u)−1 is uniformly continuous for (λ, u) ∈ D′′b∞×Π′′. Therefore by
truncating the Laurent series expansion ofM ′(λ, u0)−1 appropriately and choosing
Π′′ sufficiently small, we can find a Laurent polynomial P ∈ gl(Cp)[(λ−b)±1], s.t.,
||M ′P − 1||r′′,R′′,Π′′ < ǫ, where the norm is in the space H(D′′b∞ × Π′′). Recalling
Lemma 3.3, we find U1 ∈ H0(D′′b × Π′′) and W1 ∈ H0(D′′∞ × Π′′), s.t., M ′P =
U1W1, i.e.,
M ′ = U1W1P−1.
PAINLEVE PROPERTY FOR SEMI-SIMPLE FROBENIUS MANIFOLDS 17
Similarly, we can find Q ∈ gl(Cp)[(λ − b)±1], s.t., QW1P−1 = U2W2 with U2 ∈
H0(Db ×Π) and W2 ∈ H0(D∞ ×Π) for some sufficiently small polydisc Π ⊂ Π′′.
Therefore we get
M ′ = U1Q−1U2W2.
We claim that the matrix M := Q−1U2 has the required properties. Condition
(ii) is easy to verify. Let us prove that U2 is Π-rational. We have
U2 = QW1P
−1W−12 .
Let g(λ) ∈ C[λ] be a common denominator for the entries of Q and P−1. The
matrix g2U2 = (gQ)W1(gP
−1)W−12 is holomorphic for all λ ∈ C, because U2 is
holomorphic in Db ×Π while W1 and W2 are holomorphic in D∞ ×Π. Moreover,
since W1 and W2 are holomorphic at λ =∞, the matrix g2U2 has at most a finite
order pole at λ =∞, so it must be polynomial in λ. 
3.3. Existence and uniqueness of Birkhoff factorization. Let Π be a poly-
disc with center u◦ and Θ0 ⊂ Π be an analytic hypersurface with finitely many
irreducible components. Since Π is Stein and contractible, there exists a holomor-
phic function f0 ∈ O(Π) such that Θ0 is the zero locus of f0. Suppose that we
have a transition matrix
M : Db∞ × (Π−Θ0)→ GL(Cp),
such that
(i) M is Π-rational.
(ii) The zeroes of det(M(λ, u)) and the poles ofM(λ, u) for (λ, u) ∈ Db×(Π−
Θ0) are independent of u.
According to the previous section such a transition matrix exists provided we
choose Π sufficiently small and Θ0 = ∅.
Note that condition (i) implies that the points (λ, u) ∈ Db×Π for whichM(λ, u)
is not holomorphic form an analytic hypersurface Z∞(M). More precisely Z∞(M)
is the union of all irreducible hypersurfaces V ⊂ Db × Π such that there exists
an entry m = g/f (g, f ∈ O(Db ×Π)) of M for which ordV (f) > ordV (g), where
ordV (h) denotes the order of vanishing of the holomorphic function h ∈ O(Db×Π)
along V .
Lemma 3.4. Every irreducible component of Z∞(M) has either the form {b′}×Π
for some b′ ∈ Db−Db∞ or Db×Θ′0, where Θ′0 is an irreducible component of Θ0.
Proof. Let V be an irreducible component of Z∞(M). Condition (ii) implies that
V ∩Db × (Π−Θ0) =
s⋃
i=1
{bi} × (Π−Θ0),
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for some bi ∈ Db. Since M(λ, u) is holomorphic and invertible for (λ, u) ∈ Db∞×
(Π−Θ0) we have bi ∈ Db −Db∞ and
V ⊂
( s⋃
i=1
{bi} ×Π
)⋃
Db ×Θ0.
The RHS of the above inclusion relation is an analytic hypersurface, so V must
be one of its irreducible components. 
Proposition 3.5. a) There exists an analytic hypersurface Θ ⊂ Π that contains
Θ0 and has finitely many irreducible components, such that
M(λ, u) = U(λ, u)(λ− b)KW (λ, u),
where
(i) U and W are Π-rational.
(ii) U(λ, u) (resp. W (λ, u)) is holomorphic and invertible for all (λ, u) ∈
Db × (Π−Θ) (resp. D∞ × (Π−Θ)).
(iii) K = diag(k1, . . . , kp), where k1 ≥ · · · ≥ kp are integers.
b) If
M(λ, u) = Ui(λ, u)(λ − b)K(i)Wi(λ, u), i = 1, 2,
are two factorizations satisfying the conditions in part a), then K(1) = K(2).
Proof. a) We split the proof into two cases.
Case 1: If det(M(λ, u)) 6= 0 for all (λ, u) ∈ (Db − {b}) × (Π − Θ0). We
may assume that M(λ, u) = L(λ, u) (λ − b)K , where L(λ, u) is holomorphic for
(λ, u) ∈ Db × (Π − Θ0) and K = Diag(k1, . . . , kp), where k1 ≥ k2 ≥ · · · ≥ kp
are integers. This can be always achieved by first multiplying M from the right
by matrices of the type (λ − b0)K0(λ − b)−K0 , so that we clear all the poles of
M(λ, u) from Db × (Π − Θ0), and finally multiply by a constant permutation
matrix to arrange that the entries of K are decreasing. Moreover, according to
Lemma 3.4 there exists an integer n, such that L(λ, u)f0(u)
n is holomorphic for
all (λ, u) ∈ Db ×Π.
The Taylor’s series expansion of L has the form
L(λ, u) = L0(u) + L1(u)(λ− b) + L2(u)(λ− b)2 + · · · .
Let us denote by mi(u), 1 ≤ i ≤ p, the columns of the matrix L0(u). We may
assume that m1 6= 0, otherwise we can factor out (λ − b) from the first column
of L(λ, u) and increase k1 by one. We can also assume that det(L0(u)) = 0,
otherwise the matrix L(λ, u) is invertible for all (λ, u) ∈ Db × (Π − Θ), where
Θ ⊂ Π is the union of Θ0 and the zero locus of det(L0(u)), and this is already a
Birkhoff factorization, so there is nothing to prove.
Let us denote by i the maximal index, s.t., some i× i minor of L0(u) contained
in the first i-columns is not identically 0 for u ∈ Π−Θ0. If there are several such
minors, then we choose one of them, write it in the form g(u)/f0(u)
n for some
g ∈ O(Π) and denote by Θ ⊂ Π the analytic hypersurface defined by the zero locus
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of g(u)f0(u). There are functions s1(u), . . . , si(u), holomorphic for u ∈ Π−Θ and
meromorphic along Θ, s.t.,
mi+1(u) = s1(u)m1(u) + · · ·+ si(u)mi(u).
Let
W (λ, u) = 1−
i∑
a=1
sa(u)(λ− b)−ka+ki+1Ea,i+1,
where Ea,i+1 is the matrix with only one non-zero entry, which is equal to 1 and it
is in row a and column i+1. Note that ka ≥ ki+1, so W (λ, u) is holomorphic and
invertible for (λ, u) ∈ D∞ × (Π−Θ) and meromorphic along D∞ ×Θ. It is easy
to check that M(λ, u)W (λ, u) = L˜(λ, u)(λ − b)K˜ , where K˜ = Diag(k˜1, . . . , k˜p)
satisfies k˜j = kj for j 6= i and k˜i+1 > ki+1. Multiplying if necessary W by a
constant permutation matrix from the right we can arrange that k˜1 ≥ · · · ≥ k˜p.
Note that
det(L(λ, u)) = det(L˜(λ, u)) (λ − b)
∑p
i=1(k˜i−ki),
so the order of vanishing of det(L(λ, u)) at λ = b decreases strictly. Repeating
the above procedure finitely many times we will eventually get a matrix L(λ, u),
s.t., det(L(λ, u)) 6= 0 at λ = b, which as explained above would give a Birkhoff
factorization.
Case 2: general case. Just like in Case 1, multiplying M(λ, u) from the right
by an appropriate holomorphic invertible matrix defined for all (λ, u) ∈ D∞ × Π
and by (λ − b)mId with m ≫ 0, we may reduce the proof to the case when
M(λ, u) is holomorphic for all (λ, u) ∈ Db × (Π − Θ0) and meromorphic along
Db × Θ0. We argue by induction on the number of zeroes of det(M(λ, u)) in
Db× (Π−Θ0). If there are no zeroes, then M(λ, u) is holomorphic and invertible
for all (λ, u) ∈ Db × (Π−Θ0) and there is nothing to prove.
Let b1 ∈ Db be a zero. Let us choose a small disc D1 = {|λ − b1| < R1} with
center b1, s.t., D1 ⊂ Db and D1 does not contain other zeroes of det(M(λ, u)).
Let us recall Case 1 for M and the covering of P1 given by the discs D1 and
D∞1 := {|λ− b1| > r1}, where 0 < r1 < R1. We get a Birkhoff factorization
M(λ, u) =M1(λ, u)(λ − b1)K1W1(λ, u),
where
(i) M1 and W1 are Π-rational.
(ii) M1(λ, u) (resp. W1(λ, u)) is holomorphic and invertible for all (λ, u) ∈
D1 × (Π − Θ1)) (resp. D∞1 × (Π − Θ1)) for some analytic hypersurface
Θ1 ⊂ Π with Θ0 ⊂ Θ1.
(iii) K1 is a diagonal matrix with decreasing integer entries.
Note that
(4) M1(λ, u) =M(λ, u)W1(λ, u)
−1(λ− b1)−K1
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is holomorphic for (λ, u) ∈ Db × (Π−Θ1) and invertible for (λ, u) ∈ Db∞ × (Π−
Θ1). The zeroes of det(M1(λ, u)) for (λ, u) ∈ Db × (Π − Θ1) are first of all in
(Db − D1) × (Π − Θ1) and then by expecting the RHS of (4), we get that the
they are contained in the set of zeroes of det(M(λ, u)). Note that if λ = b1 is the
only zero of det(M(λ, u)) for (λ, u) ∈ Db × (Π − Θ1), then we are done, because
M1(λ, u) will be holomorphic and invertible for (λ, u) ∈ Db×(Π−Θ1). Otherwise,
let b2 ∈ Db be a 2nd zero of det(M(λ, u)) and let m > 0 be an integer such that
the diagonal entries of K1 are greater than −m. We get that the number of
zeroes of det
(
M1(λ, u)(λ − b2)K1+m
)
in Db × (Π − Θ1) is at least 1 less than
the number of zeroes of det(M(λ, u)). Using the inductive assumption we get a
Birkhoff factorization
M1(λ, u)(λ − b2)K1+m = U(λ, u)(λ − b)KW ′(λ, u),
where
(i) U and W ′ are Π-rational.
(ii) U(λ, u) (resp. W ′(λ, u)) is holomorphic and invertible for all (λ, u) ∈
Db × (Π − Θ)) (resp. D∞ × (Π − Θ)) for some analytic hypersurface
Θ ⊂ Π with Θ1 ⊂ Θ.
(iii) K is a diagonal matrix with decreasing integer entries.
Therefore,
M(λ, u) = U(λ, u)(λ− b)K−mW ′(λ, u)
(λ− b1
λ− b2
)K1( λ− b
λ− b2
)m
W1(λ, u)
which provides a Birkhoff factorization for all u ∈ Π−Θ.
b) Put K(i) = Diag(k
(i)
1 , . . . , k
(i)
p ). We argue by induction on i that k
(1)
i = k
(2)
i
for all i. Assume that k
(1)
a = k
(2)
a for a = 1, 2, . . . , i−1 and k(1)i > k(2)i . Comparing
the two Birkhoff factorization, we get
(U−12 U1)aℓ = (λ− b)k
(2)
a −k(2)ℓ (W2W−11 )aℓ,
where Aaℓ denotes the (a, ℓ)-entry of the matrix A. The LHS is analytic for
λ ∈ Db. If k(2)a < k(1)ℓ , then the RHS is analytic in D∞ and vanishes for λ = ∞,
so by Liouiville’s theorem both sides must vanish. We get that (U−12 U1)aℓ = 0 for
1 ≤ ℓ ≤ i and a ≥ i, because according to our assumptions
k(2)a ≤ k(2)i < k(1)i ≤ k(1)ℓ .
The first i-columns of U−12 U1 have non-zero entries only in the first (i− 1) places,
therefore they must be linearly dependent. This however contradicts the fact
that U−12 U1 is invertible for (λ, u) ∈ Db×V . Similarly, the assumption k(1)i < k(2)i
would contradict the invertibility of W2W
−1
1 , so k
(1)
i = k
(2)
i . 
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4. Painleve property for the Schlesinger equations
In this lecture we prove two theorems of Malgrange, which will be used later
on to prove the Painleve property for Frobenius manifolds. Our arguments follow
closely Bolibruch [2] for Theorem 4.1 and Malgrange [9] for Theorem 4.4.
4.1. Vector bundles on P1. Using the results of Lecture 2 we will prove the
following theorem of Malgrange (see [9]).
Proposition 4.1 (Malgrange). Suppose that T is a connected smooth analytic
variety and E is a vector bundle on P1×T , s.t., EP1×{t0} and E|{b0}×T are trivial
for some (b0, t0) ∈ P1 × T . Then
a) The subset
Θ = {t ∈ T : EP1×{t} is not trivial }
is either empty or it is an analytic hypersurface of T .
b) E|P1×(T−Θ) is trivial and meromorphic along P1 ×Θ.
Let us clarify the meaning of being meromorphic in Proposition 4.1. It means
that we can find a trivializing frame {ei}pi=1 for E|P1×(T−Θ), s.t., if {eUi }pi=1 is a
local frame for E in a neighborhood U of some point on P1×Θ, then the transition
function between the two frames is a p× p matrix whose entries are meromorphic
functions on U with poles along U ∩ (P1 ×Θ).
Proof. a) We argue by induction on the dimension of T . If T is 0-dimensional,
then there is nothing to prove. Let us define the set
N = {t ∈ T : E|P1×{t} is trivial}.
Claim 4.2. If t′ ∈ N , then there exists an open neighborhood V of t′ in T such
that E|P1×V is trivial.
Proof. Let V be an open polydisc neighborhood of t′. We can find trivializations
of E|Dν×V , s.t., the transition function M(λ, t′) = 1. Indeed, using that EP1×{t′}
is trivial we get that M(λ, t′) = U ′(λ)W ′(λ), where U ′(λ) (resp. W ′(λ)) is holo-
morphic and invertible for λ ∈ Db (resp. D∞). Changing the trivialization frames
of E|Db×V and E|D∞×V via U ′ andW ′ we can transform the the transition matrix
into U ′(λ)−1M(λ, t)W ′(λ)−1, which turns into 1 at t = t′.
Let us assume now that the transition matrix is such that M(λ, t′) = 1. De-
creasing V if necessary, we can make M(λ, t) sufficiently close to M(λ, t′). Recall-
ing Lemma 3.3, we get a Birkhoff factorization M(λ, t) = U(λ, t)W (λ, t), which
implies that E|P1×V is trivial. 
The above claim shows that N is an open subset.
Claim 4.3. The vector bundle E|P1×N is trivial.
Proof. Let Σ be the set of open subsets V ⊂ T such that E|P1×V is trivial. By
definition t0 ∈ N , so according to Claim 4.2 the set Σ is non-empty. Using the
inclusion of open subsets we can define a partial ordering on Σ. Clearly every
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increasing chain V1 ⊂ V2 ⊂ · · · in Σ is bounded by ∪iVi ∈ Σ. Therefore, recalling
the Zorn’s lemma the set Σ has a maximal element, say V . If V 6= N , then
let t′ ∈ N be a boundary point of V . According to Claim 4.2 we can find an
open neighborhood V ′ ∈ Σ that contains t′. Let e′ and e be raw vectors whose
entries give trivializations of respectively E|P1×V ′ and E|P1×V . Then e′ = eU ,
where U : P1 × (V ′ ∩ V ) → GL(Cp) is a transition matrix. Since the entries
of U(λ, u) are holomorphic for all λ ∈ P1, by Liouiville’s theorem they must
be constants independent of λ, i.e., U(λ, u) = U(b0, u). On the other hand by
definition E|{b0}×T is a trivial bundle, so we can factorize U(b0, u) = A(u)A′(u)−1.
Therefore eA(u) = e′A′(u) for u ∈ V ∩ V ′, so we get that E|P1×(V ∪V ′) is trivial.
Since V is maximal we get V ′ ⊆ V , which however contradicts the fact that t′ ∈ V ′
is a boundary point of V . 
If N = T , then we are done. Let us assume that N 6= T . We have to show
that T −N is an analytic subvariety of codimension 1. Let u0 ∈ T be a boundary
point of N and Π be a polydisc with center u0. Let M(λ, u) be the transition
matrix for some trivializations E|Dν×Π, ν = b,∞. According to Proposition 3.2 we
may assume that M is Π-rational. Decreasing Π if necessary, we get a Birkhoff
factorization (see Proposition 3.5, part a)) M(λ, u) = U(λ, u)(λ − b)KW (λ, u),
where U(λ, u) (resp. W (λ, u)) is holomorphic and invertible for (λ, u) ∈ Db ×
(Π−Θ) (resp. D∞× (Π−Θ)). On the other hand, if V ⊂ (Π−Θ)∩N ⊂ N is an
open subset, then EP1×V is trivial. Therefore, the transition function M(λ, u) =
U ′(λ, u)W ′(λ, u). Comparing the two Birkhoff factorizations of M and recalling
Proposition 3.5, part b) we get that K = 0, which implies that E|P1×(Π−Θ) is
trivial, i.e., Π−N ⊂ Θ.
If Π − N 6= Θ, then N ∩ Θ 6= ∅. Using the inductive assumption we get that
EP1×Θ is trivial on the complement of some analytic hypersurface Θ0 ⊂ Θ (note
that Θ0 contains the singular locus of Θ) and therefore Π − Θ0 ⊂ N . Using
the Hartogue’s extension theorem and that Θ0 is of complex codimension 2, it
is easy to prove that E|P1×Π is also trivial. Indeed, since the vector bundle E is
trivial on Dν × Π, ν = b,∞, we can choose frames {eb,i}pi=1 and {e∞,i}pi=1 . Let
M : Db∞ × Π → GL(Cp) be the transition matrix, i.e., e∞ = ebM . Since E is
trivial on P1× (Π−Θ0), we can choose a frame of E on P1× (Π−Θ0). Therefore,
we have a Birkhoff factorization
M(λ, u) = U(λ, u)W (λ, u),
where U(λ, u) (resp. W (λ, u)) is holomorphic and invertible inDb×(Π−Θ0) (resp.
D∞ × (Π− Θ0)). On the other hand, since Θ0 has complex codimension 2 in Π,
the Hartogues extension theorem implies that U(λ, u) (resp. W (λ, u)) extends
analytically for all (λ, u) ∈ Db × Π (resp. D∞ × Π). Moreover, the zero locus of
det(U(λ, u)) in Db×Π is contained in the codimension 2 analytic subset Db×Θ0.
However, the zero locus of an analytic function is either empty or codimension
1. Therefore, U(λ, u) is invertible for (λ, u) ∈ Db × Π. Similar argument implies
that W (λ, u) is invertible for (λ, u) ∈ D∞ ×Π. Hence the trivialization of E over
P
1 × (Π − Θ0) extends analytically across P1 × Θ0, i.e., Π ⊂ N . This however
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contradicts the fact that the center of Π is a boundary point of N . Therefore,
Π−N = Θ is an analytic hypersurface.
b) Let e = (e1, . . . , ep), ei ∈ Γ(P1 × (T −Θ), E) be a trivializing frame. Every
other trivializing frame has the from eC, where C : T − Θ → GL(Cp). On the
other hand, since E{b0}×T is trivial we get that we can always choose C in such
a way that eC extends to a trivializing frame of E{b0}×T . Therefore there exists
a frame e such that e|{b0}×(T−Θ) extends to a trivializing frame of E|{b0}×T . We
claim that such a frame e is meromorphic.
To prove this, let us pick a point u◦ ∈ Θ, a polydisc Π with center u◦, and trivi-
alizations eΠb and e
Π∞ of respectively E|Db×Π and E|D∞×Π such that the transition
function M : Db∞ → GL(Cp) is Π-rational and we have a Birkhoff factorization
M(λ, u) = U(λ, u)(λ− b)KW (λ, u),
such that U (resp. W ) is Π-rational, holomorphic, and invertible for (λ, u) ∈
Db × (Π−Θ′) (resp. D∞ × (Π−Θ′)) where Θ′ ⊂ Π is an analytic hypersurface.
Such choices are possible according to Propositions 3.2 and 3.5 provided we choose
Π sufficiently small. As we have proved in a), K = 0 and Θ′ = Π−N = Θ. Let
e˜Πb = e
Π
b U and e˜
Π∞ = eΠ∞W−1 be trivializing frames of respectively E|Db×(Π−Θ)
and E|D∞×(Π−Θ). Note that these frames agree on the intersection Db∞×(Π−Θ),
so we get a trivializing frame e˜Π of E|P1×(Π−Θ). Therefore, there exists a transition
matrix C : Π−Θ → GL(Cp), such that e˜Π = eC. Let f ∈ O(Π) be the function
whose zero locus defines the hypersurface Θ∩Π. Since both U(λ, u) andW (λ, u)−1
are meromorphic along respectively Db ×Θ and D∞ × Θ, there exists an integer
n > 0 such that f(u)nU(λ, u) (resp. f(u)nW (λ, u)−1) extends analytically for
all (λ, u) ∈ Db × Π (resp. D∞ × Π). Therefore e˜Πfn = eCfn is a raw vector
whose entries are holomorphic section of E on P1 × Π. Restricting to {b0} × Π
and recalling that e|{b0}×Π is a trivializing frame, we get that H(u) := C(u)f(u)n
is holomorphic for all u ∈ Π, i.e., C is meromorphic along Θ. Therefore
eΠb = eC(u)U(λ, u)
−1, eΠ∞ = eC(u)W (λ, u)
and we get that the transition matrices C(u)U(λ, u)−1 and C(u)W (λ, u) are mero-
morphic along respectively Db ×Θ and D∞ ×Θ. 
4.2. The Schlesinger equations. Let ∇◦ be a Fuchsian connection on the triv-
ial vector bundle P1 × Cp. Written in coordinates
∇◦ = d−A◦(λ)dλ,
where
A◦(λ) =
A◦1
λ− u◦1
+ · · ·+ A
◦
N
λ− u◦N
,
where A◦i are p× p matrices and u◦i are the finite poles of ∇◦. Let us also assume
that
∑N
i=1A
◦
i 6= 0, so that the connection has a Fuchsian singularity at λ =∞.
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The Schlesinger equations are the following system of differential equations
∂Ai
∂uj
=
[Aj , Ai]
uj − ui , 1 ≤ i 6= j ≤ N,
N∑
j=1
∂Ai
∂uj
= 0, 1 ≤ i ≤ N,
Ai(u
◦) = A◦i , 1 ≤ i ≤ N,
where u◦ = (u◦1, . . . , u
◦
N ). Here
Ai(u1, . . . , uN ) ∈ gl(Cp), 1 ≤ i ≤ N,
is a set of matrix-valued functions that should be thought as deformations of the
coefficients of the Fuchsian connection ∇◦. It is easy to check that the Schlesinger
equations are compatible (integrable). Therefore the solution exists for all u =
(u1, . . . , uN ) sufficiently close to u
◦.
The main goal of this lecture is to prove that the local solutions extend to
global meromorphic functions. More precisely, let
ZN = {u ∈ (P1)N+1 : ui 6= uj for i 6= j and uN+1 =∞}
be the configuration space of N points in C. Every point u ∈ ZN corresponds to
a punctured sphere
P
1 − {u1, . . . , uN+1} = C− {u1, . . . , uN}.
Let us denote by T the universal cover of ZN . The point u
◦ ∈ ZN will be fixed as
a base point and we identify T as the set of pairs (u, [c]) such that u ∈ ZN and
[c] is the homotopy class of a path c in ZN from u
◦ to u. A small neighborhood
of u◦ in ZN has a natural lift to a small neighborhood of t◦ := (u◦, [1]) ∈ T ,
where [1] is the trivial path from u◦ to u◦. In particular, every solution of the
Schlesinger equations (with the specified initial condition) is defined and analytic
in a neighborhood of t◦ ∈ T . The main goal of this lecture is to prove the following
theorem due to Malgrange [9].
Theorem 4.4 (Malgrange). If {Ai(u)}Ni=1 is a solution to the Schlesinger equa-
tions, then each Ai extends to a meromorphic function on T .
4.3. Malgrange’s vector bundle E. The Fuchsian connection ∇◦ determines
a monodromy representation
µ : π1(C − {u◦1, . . . , u◦N}, b◦)→ GL(Cp),
where b◦ is a reference point. The representation is defined as follows. Let Y ◦(λ)
be the fundamental solution of ∇◦ defined in a neighborhood of b◦ such that
Y ◦(b◦) = 1. If γ is a closed path in C−{u◦1, . . . , u◦N} then the analytic continuation
of Y ◦(λ) along γ has the form Y ◦(λ)µ(γ).
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Let us denote by Di ⊂ P1 × T , 1 ≤ i ≤ N + 1, the hypersurface consisting of
points (λ, u, [c]) such that λ = ui (uN+1 :=∞). Let C := P1 × T − ∪N+1i=1 Di. The
projection map
π : C → T, (λ, u, [c]) 7→ (u, [c])
is a smooth fibration with fiber diffeomorphic to π−1(t◦) = C−{u◦1, . . . , u◦N}. Since
πk(T ) = πk(ZN ) = 0 for k > 1 and π1(T ) = {1}, we get that T is a contractible
space. Using the long exact sequence of homotopy groups we get that the natural
inclusion
(C− {u◦1, . . . , u◦N}, b◦)→ (C, (b◦, t◦))
induces an isomorphism between the fundamental groups. Therefore the mon-
odromy representation µ◦ of ∇◦ induces a representation
(5) µ : π1(C, (b◦, t◦))→ GL(Cp).
There exists a unique vector bundle E → C of rank p equipped with a flat connec-
tion ∇ such that the monodromy representation of ∇ is equivalent to the given
representation (5). We will refer to E → C as the Malgrange’s vector bundle.
The equivalence between the monodromy representation of ∇ and (5) means that
there exists a raw vector f◦ = (f◦1 , . . . , f
◦
p ) whose entries form a basis of the fiber
Eb◦,t◦ such that the parallel transport with respect to ∇ along a closed loop γ
based at (b◦, t◦) transforms f◦ into f◦ µ(γ).
For the reader’s convenience let us recall the construction of E. We choose a
covering of C by open balls {Bi}i∈C that have contractible connected intersections.
This can be achieved by choosing a Riemannian metric on C and letting Bi be
the ball with center i ∈ C of radius ri, where ri is the injectivity radius of C at
the point i. It is known that if x′, x′′ ∈ Bi, then there exists a unique geodesic in
C from x′ to x′′ whose length is the distance between x′ and x′′. Moreover, such
a geodesic is entirely in Bi. If Bi ∩ Bj 6= ∅, then we choose a smooth path γij in
Bi ∪Bj between the centers of Bi and Bj . Let us also fix B0 to be the ball with
center the base point (b◦, t◦). Let us also fix a path γi from B0 to Bi consisting
of paths γab. Then we define E|Bi := Bi × Cp and let ei = (ei1, . . . , eip) be the
trivializing frame corresponding to the standard basis of Cp. On the overlaps
Bi ∩Bj 6= ∅ the bundles are glued via
ej = ei gij , gij = µ(γ
−1
i ◦ γji ◦ γj),
where µ is the given monodromy representation (5). Since gij are constants,
the standard flat connections given by the de Rham differential on Bi × Cp glue
together, so the bundle E is naturally equipped with a flat connection.
4.4. Extension of E. Recall that Y ◦(λ) is the fundamental solution of ∇◦ de-
fined in a neighborhood of a fixed reference point λ = b◦. Y ◦(λ) is uniquely
determined by requiring that it satisfies the initial condition Y ◦(b◦) = 1. For
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every singular point u◦i (1 ≤ i ≤ N) of ∇◦ let us fix a sector with vertex at u◦i of
the following form
{λ ∈ C : 0 < |λ− u◦i | < R◦i , −ǫ < Arg(λ− u◦i ) < ǫ},
where R◦i is sufficiently small so that the disc with center u
◦
i and radius R
◦
i does
not contain other singular points u◦j and 0 < ǫ < 2π. Let us fix a path γ
◦
i
(1 ≤ i ≤ N + 1) in C − {u◦1, . . . , u◦N} from b◦ to a point u◦i + λ◦i in the above
sector, e.g., λ◦i := R
◦
i /2. Let us extend analytically Y
◦(λ) along γ◦i . We get
an analytic solution of ∇◦ defined in the above sector. Finally, let us choose an
invertible matrix S◦i ∈ GL(Cp), such that Y ◦(λ)S◦i is a weak Levelt solution for
the Fuchsian singularity of ∇◦ at λ = u◦i . We have
(6) Y ◦(λ)S◦i = U
◦
i (λ)(λ− u◦i )Ki(λ− u◦i )Ei ,
where the matrix
Ei = diag(E
1
i , . . . , E
pi
i )
is block diagonal with each block corresponding to an eigenvalue of Ei, the block
Eji = ρ
j
i I +N
j
i , where N
j
i is an upper-triangular nilpotent matrix and the eigen-
value ρji satisfies
0 ≤ Re(ρji ) < 1,
Ki = diag(K
1
i , . . . ,K
pi
i ) has the same block diagonal structure as Ei with each
block Kji being a diagonal matrix with decreasing integer entries, and U
◦
i (λ) is
holomorphically invertible in a neighborhood of λ = u◦i .
It is convenient to extend our notation for the singular points of ∇◦ in order to
include also the singularity at λ = u◦N+1 =∞. The above statements remain the
same except that we have to replace everywhere λ − u◦i with λ−1. In particular,
the fundamental solution takes the forms
(7) Y ◦(λ)S◦N+1 = U
◦
N+1(λ)λ
−KN+1λ−EN+1 .
The vector bundle E can be extended across the divisors Di (1 ≤ i ≤ N + 1)
as follows. Let us take a tubular neighborhood
Ti = {(λ, u, [c]) : |λ− ui| < Ri(u)} ⊂ P1 × T,
where Ri : ZN → R>0 is a smooth function satisfying
Ri(u) < |uj − ui|, for all 1 ≤ i 6= j ≤ N,
and
RN+1(u) > |uj |, for all 1 ≤ j ≤ N.
Using parallel transport with respect to the flat connection ∇ we construct a
multivalued flat frame f = (f1, . . . , fp) of E whose value at a point (λ, t) ∈ C
f(λ, t) = (f1(λ, t), . . . , fp(λ, t)), fi(λ, t) ∈ Eλ,t
PAINLEVE PROPERTY FOR SEMI-SIMPLE FROBENIUS MANIFOLDS 27
depends on the choice of a reference path in C from (b◦, t◦) to (λ, t): the component
fi(λ, t) is obtained from f
◦
i ∈ Eb◦,t◦ via a parallel transport along the reference
path. Let us trivialize E|Ti−Di via the frame
(8) f(λ, t)S◦i (λ− ui)−Ei(λ− ui)−Ki , (λ, t) ∈ Ti −Di,
where t = (u, [c]) ∈ T and the path specifying the value of f(λ, t) is chosen as
follows. We identify C−{u◦1, . . . , u◦N} with the fiber Ct◦ := π−1(t◦). Note that the
path γ◦i ⊂ Ct◦ connects the reference point (b◦, t◦) with the point (u◦i +R◦i /2, t◦) ∈
Ti (provided we define R
◦
i := Ri(u
◦)). The path that we would like to select
consists of two pieces the path γ◦i and any path in Ti − Di connecting the end
point of γ◦i and (λ, t). The analytic continuation of f(λ, t
◦) and Y ◦(λ) along a
closed loop around λ = u◦i are respectively f(λ, t
◦)Mi and Y ◦(λ)Mi, where Mi is
such that MiS
◦
i = S
◦
i e
2π
√−1Ei . The monodromy of f(λ, t)S◦i around Di cancels
out the monodromy of (λ − ui)−Ei(λ − ui)−Ki around Di. Hence the frame (8)
provides a holomorphic trivialization of E|Ti−Di . We extend E across Di in the
obvious way: on the overlap of Ti and Ti −Di we identify the standard frame of
Ti × Cp with the frame (8) of E|Ui−Di .
4.5. Proof of Theorem 4.4. We are going to construct a multivalued analytic
function Y (λ, t) with values in GL(Cp) defined for all (λ, t) ∈ C such that
(1) Y (λ, t◦) = Y ◦(λ).
(2) The 1-form ω := dY (λ, t)Y (λ, t)−1 is a meromorphic 1-form on P1 × T of
the form
N∑
i=1
Ai(t)
λ− ui (dλ− dui),
where Ai is a gl(C
p)-valued meromorphic function on T and ui : T → C
is the ith component of the projection map T → ZN .
If we manage to do this then Theorem 4.4 follows immediately. Indeed, the
1st condition implies that Ai(t
◦) = A◦i . While the fact that Ai(t) satisfy the
Schlesinger equations follows from the fact that ω is a 1-form satisfying
dω + ω ∧ ω = d(dY Y −1) + dY Y −1 ∧ dY Y −1 = 0.
The matrix-valued function Y (λ, t) is constructed by comparing two trivializing
frames of E. The first one is the multivalued flat frame
f(λ, t) = (f1(λ, t), . . . , fp(λ, t)), fi(λ, t) ∈ Eλ,t,
defined by the parallel transport with respect to ∇ with initial value f(b◦, t◦) :=
f◦. Recall that f◦ is the frame of Eb◦,t◦ that we fixed so that the monodromy
representation of ∇ coincides with the monodromy representation (5).
The 2nd frame will be constructed by using Theorem 4.1, which guarantees the
existence of a meromorphic trivialization of E. Let us check that the conditions of
Theorem 4.1 are satisfied. By definition, DN+1 = {∞}×T and E|DN+1 is trivial.
Claim 4.5. The restriction E|P1×t◦ is trivial.
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Proof. We will prove that f(λ, t◦)Y ◦(λ)−1 is a trivializing frame. By definition
the monodromy of the frame f(λ, t◦) and the monodromy of the matrix Y ◦(λ)−1
cancel each other. Therefore the above frame provides a trivialization of E|P1×t◦
on C − {u◦1, . . . , u◦N}. Let us check that the trivialization extends analytically in
a neighborhood of λ = u◦i for all 1 ≤ i ≤ N + 1. Let us assume that 1 ≤ i ≤ N .
The case i = N + 1 is the same but one has to use slightly different notation. By
definition the trivializing frame of E|P1×t◦ in a neighborhood of λ = u◦i is given
by
f(λ, t◦)S◦i (λ− u◦i )−Ei(λ− u◦i )−Ki .
However, recalling the definition of S◦i we get that the above frame coincides with
f(λ, t◦)Y ◦(λ)−1U◦i (λ).
According to Levelt’s theorem U◦i (λ) is holomorphically invertible at λ = u
◦
i .
Therefore the frame f(λ, t◦)Y ◦(λ)−1 extends holomorphically and it remains a
frame at the point λ = u◦i . 
According to Theorem 4.1, there exists an analytic hypersurface Θ ⊂ T , such
that E|P1×(T−Θ) is a trivial vector bundle. Let
e˜ = (e˜1, . . . , e˜p), e˜i ∈ Γ(P1 × (T −Θ), E)
be a trivializing frame. We may further assume that e˜(λ, t◦) = f(λ, t◦)Y ◦(λ)−1.
The frame that we need in order to define Y (λ, u) is slightly different. The
necessary modification is constructed as follows. In the tubular neighborhood
TN+1 we have
f(λ, t)S◦N+1λ
EN+1λKN+1 = e˜(λ, t)U˜ (λ, t), ∀(λ, t) ∈ TN+1 − TN+1 ∩ (P1 ×Θ),
where U˜(λ, t) is holomorphic and invertible for all (λ, t) ∈ TN+1−TN+1∩ (P1×Θ)
and meromorphic along TN+1 ∩ (P1 ×Θ). The Taylor series expansion at λ =∞
yields
U˜(λ, t) = U˜0(t) + U˜1(t)λ
−1 + U˜2(t)λ−2 + · · · ,
where U˜0(t) is holomorphic and invertible for all t ∈ T − Θ and meromorphic
along Θ. The frame that we need is
e(λ, t) = e˜(λ, t)U˜0(t)
−1U˜0(t◦).
Note that the above frame is holomorphic for all t ∈ T − Θ and meromorphic
along Θ.
Let us define Y (λ, t) ∈ GL(Cp) as the transition matrix
f(λ, t) = e(λ, t)Y (λ, t), (λ, t) ∈ C − (C ∩ (P1 ×Θ)).
Note that at t = t◦ we have Y (λ, t◦) = Y ◦(λ). Therefore, we need to check that
the 1-form ω = dY Y −1 has the required properties.
To begin with, note that ω is single valued and analytic on C. Indeed, the mon-
odromy of Y (λ, t) is the same as the monodromy of f(λ, t), i.e., under the analytic
continuation along a closed loop γ the value of Y (λ, t) changes into Y (λ, t)µ(γ).
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However, µ(γ) is independent of λ and t, so the value of ω remains the same.
Since being analytic is a local property and locally Y (λ, t) is analytic the same is
true for ω.
Let us analyze the singularities of ω as a 1-form on P1×T . The possible singular
locus is along the following divisors
Di (1 ≤ i ≤ N + 1), P1 ×Θ.
Let us fix t /∈ Θ and look in a neighborhood of λ = ui for 1 ≤ i ≤ N . We have
f(λ, t)S◦i (λ− ui)−Ei(λ− ui)−Ki = e(λ, u)Ui(λ, t),
where Ui is holomorphic and invertible for all (λ, t) ∈ Ti − Ti ∩ (P1 × T ) and
meromorphic along Ti ∩ (P1 × T ). In particular, the Taylor series expansion at
λ = ui takes the form
Ui(λ, t) = Ui,0(t) + Ui,1(t)(λ− ui) + · · · ,
where Ui,0(t) is holomorphic and invertible for t ∈ T −Θ and meromorphic along
Θ. Recalling the definition of Y (λ, t) we get
Y (λ, t)S◦i = Ui(λ, t)(λ− ui)Ki(λ− ui)Ei ,
where the branch of Y (λ, t) is determined by an appropriate reference path (see
Section 4.4 and the definition of the frame (8)). Similarly, at λ =∞ we get
Y (λ, t) = U˜0(t
◦)U˜0(t)−1U˜(t, λ)λ−KN+1λ−EN+1 .
Put
Ai(t, λ) := −(λ− ui)(∂uiY (λ, t))Y (λ, t)−1.
If t /∈ Θ is fixed then Ai is an analytic matrix-valued function on C−{u1, . . . , uN}.
Near λ = uj with 1 ≤ j 6= i ≤ N we get
Ai(t, λ) = (ui − uj)(∂uiUj,0(t))Uj,0(t)−1 +O(λ− uj),
which is analytic in a neighborhood of λ = uj. Nera λ = ui we get
Ai(t, λ) = −(λ− ui)(∂uiUi(λ, t))Ui(λ, t)−1 +
Ui(λ, t)
(
Ki + (λ− ui)KiEi(λ− ui)−Ki
)
Ui(λ, t)
−1.
Using the special form of the matrices Ei and Ki we get that the above expression
is analytic at λ = ui. Finally at λ =∞ we have
Ai(t, λ) = −(λ− ui)U˜0(t◦)∂ui(U˜0(t)−1U˜(t, λ))U˜ (t, λ)−1U˜0(t)U˜0(t◦)−1,
and this again is analytic at λ =∞. According to Liouiville’s theorem Ai(t, λ) is
independent of λ. Setting λ = ui we get that
Ai(t) := Ai(t, λ) = Ui,0(t)CiUi,0(t)
−1,
where Ci is a constant upper triangular matrix. Moreover, we get that Ai is
meromorphic along Θ.
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Similar argument shows that the matrix
A(λ, t) := (∂λY (λ, t))Y (λ, t)
−1
is holomorphic at λ =∞ and equal to 0 at λ =∞. While at λ = ui we have
A(λ, t) =
Ai(t)
λ− ui + · · · ,
where the dots stand for terms analytic at λ = ui. This implies that
A(λ, t) −
N∑
i=1
Ai(t)
λ− ui
is analytic for all λ ∈ P1 and vanishing at λ = ∞. Recalling again Liouiville’s
theorem we get that
A(λ, t) =
N∑
i=1
Ai(t)
λ− ui .
Summarizing, we get that
ω = dY Y −1 =
N∑
i=1
Ai(t)
λ− ui (dλ− dui),
where Ai are meromorphic functions on T . This completes the proof of Theorem
4.4. 
4.6. Levelt solution with parameters. The proof of Theorem 4.4 has the
following interesting corollary. Suppose that we have a Fuchsian connection ∇◦ of
the same form as in Section 4.2. Let Y ◦(λ) be a fundamental solution defined in
a neighborhood of a fixed reference point b◦ ∈ C− {u◦1, . . . , u◦N}. Using the same
notation as in Section 4.4, let us fix reference paths γ◦i (1 ≤ i ≤ N+1) connecting
b◦ with a neighborhood of u◦i and invertible matrices Si ∈ GL(Cp) (1 ≤ i ≤ N+1)
such that Y ◦(λ)Si is a weak Levelt solution of the form (6).
The isomonodromic deformations of Schlesinger preserve the form of the Levelt
solutions. Namely, let {Ai(u)}Ni=1 be the solution to the Schlesinger equations
satisfying the initial condition Ai(u
◦) = A◦i and defined for all u sufficiently close
to u◦. Then the system
∂λY (λ, u) =
( N∑
i=1
Ai(u)
λ− ui
)
Y (λ, u)
∂uiY (λ, u) = −
Ai(u)
λ− ui Y (λ, u), 1 ≤ i ≤ N,
satisfying the initial condition Y (λ, u◦) = Y ◦(λ) has a unique solution. Moreover,
for λ close to ui (1 ≤ i ≤ N) we have
Y (λ, u)Si = Ui(λ, u)(λ − ui)Ki(λ− ui)Ei
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and for λ close to ∞ we have
Y (λ, u)SN+1 = UN+1(λ, u)λ
−KN+1λ−EN+1 ,
where the matrices Si,Ki, and Ei (1 ≤ i ≤ N + 1) are independent of the defor-
mation parameters u.
5. Tau-function of the Schlesinger equation
Recall that for a given Fuchsian connection ∇0 we have Malgrange’s vector
bundle E on P1 × T . According to Theorem 4.1, E is trivial in the complement
of P1 ×Θ, where Θ ⊂ T is the subset of all points t such that E|P1×{t} is trivial.
The main goal of this lecture is to present a simple algorithm due to Bolibruch
[2] that allows us to compute the equation defining Θ in terms of the solution of
the corresponding Schlesinger equations.
5.1. Tau-function. The notion of tau-function of an isomonodromic deformation
was introduced in the work of M. Jimbo, T. Miwa, and K. Ueno [8]. The key to
the construction of the tau-function in our settings is the following 1-form
(9) ω =
1
2
N∑
i=1
∑
j:j 6=i
Tr(Ai(u)Aj(u))
ui − uj (dui − duj),
where {Ai(u)}Ni=1 is a solution to the Schlesinger equations satisfying given initial
condition Ai(u
◦) = A◦i . According to Theorem 4.4 ω is a meromorphic 1-form on
T with poles along the divisor Θ. We are going to prove the following lemma.
Lemma 5.1. Suppose that t∗ ∈ Θ and τ∗i ∈ OT,t∗ (1 ≤ i ≤ s) are the holomorphic
germs whose zero loci define the irreducible components of the germ of Θ at t∗.
Then there are integers ri (1 ≤ i ≤ s) such that the 1-form ω −
∑s
i=1 ri
dτ∗i
τ∗i
is
holomorphic at t∗.
Following Bolibruch we prove this lemma by giving an algorithm that produces
a set of meromorphic functions whose zero loci contain Θ. This lemma implies
the following theorem.
Theorem 5.2. There exists a meromorphic function τ on T such that ω = d log τ.
Proof. Let us define
τ(t) := exp
(∫ t
t◦
ω
)
,
where the integral is along a path in T − Θ. Note that this is a single valued
holomorphic function on T −Θ because according to Lemma 5.1 the periods of ω
along closed loops around Θ are integer multiples of 2π
√−1.
Let us prove that τ is meromorphic at t∗ ∈ Θ. Let us denote by τ∗i ∈ OT,t∗
(1 ≤ i ≤ s) the functions that define the irreducible components of Θ at t∗. Let us
take U∗ ⊂ T to be an open neighborhood of t∗ such that τ∗i and ω−
∑s
i=1 ri
dτ∗i
τ∗i
can
32 TODOR MILANOV
be represented respectively by holomorphic functions on U∗ and a holomorphic
1-form on U∗. Finally, let us pick a point b ∈ U∗ − Θ and let t ∈ U∗ − Θ. Then
we have
τ(t) = e
∫ b
t◦
ω+
∫ t
b
ω = τ(b)e
∫ t
b
ω.
On the other hand∫ t
b
ω =
s∑
i=1
ri(log τ
∗
i (t)− log τ∗i (b)) +
∫ t
b
(
ω − r1dτ
∗
1
τ∗1
− · · · − rs dτ
∗
s
τ∗s
)
.
The integral on the RHS extends analytically for all t ∈ U∗, because the integrand
is a holomorphic 1-form in U∗. Therefore up to a holomorphically invertible
function in U∗ the function τ(t) equals τ∗1 (t)
r1 · · · τ∗s (t)rs . This proves that τ is
meromorphic in U∗. To prove that τ is globally meromorphic we have to recall that
T is a contractible Stein manifold, so every function which is locally meromorphic
must be globally meromorphic. 
Function τ ∈ OT (T −Θ) having the properties in Theorem 5.2 is unique up to
a non-zero constant factor. Indeed, if τ1 and τ2 are two such functions, then
d(τ1(t)/τ2(t)) = (τ1(t)/τ2(t))
(dτ1(t)
τ1(t)
− dτ2(t)
τ2(t)
)
= 0
for all t ∈ T − Θ. Every function τ(t) satisfying the properties in Theorem 5.2
is called tau-function of the isomonodromic deformation. In fact, it is a theorem
due to Miwa [12] (in the case of generic monodromy data) and Malgrange [9] (in
all cases) that the tau-function is analytic along Θ.
Remark 5.3. Bolibruch claimed in his notes [2] that his algorithm implies the
analyticity of the tau-function. However, there seems to be a missing justification.
Namely Bolibruch’s algorithm produces a sequence of meromorphic functions,
whose product according to the general theory should be holomorphic. However,
using only the elementary approach pursued in these lectures, we could not justify
the analyticity of the product.
Remark 5.4. There is a notion of tau-function more generally for isomonodromic
deformations of connections with irregular singularities. Miwa proved the ana-
lyticity of the tau-function in full generality. However, in Miwas’s work there is
a generality assumption about the monodromy data. Namely, the monodromy
operators are diagonalizable.
5.2. Bolibruch’s algorithm. Let t∗ = (u∗, [c]) ∈ Θ be a generic point, where
u∗ = (u∗1, . . . , u
∗
N ). We will be interested only in a small neighborhood of t
∗ in T ,
which is isomorphic via the covering map T → ZN to a small neighborhood U of
u∗ in ZN . Using this local bi-holomorphism we will sometimes write u ∈ T for
all u ∈ U . Let us recall also the notation from Section 4.4 involving the following
data:
(1) Fuchsian connection ∇◦ on P1 × {t◦}, where t◦ = (u◦, [1]) is a fixed refer-
ence point.
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(2) We fixed a reference point b◦ in P1, fundamental solution Y ◦ of ∇◦ such
that Y ◦(b◦) = 1, and a system of paths from b◦ to each singular point u◦i
that allows us to analytically continue Y ◦(λ) in a neighborhood of each
λ = u◦i .
(3) For each singular point we have chosen a constant matrix Si such that
Y ◦(λ)Si is a weak Levelt solution of the type (6).
This is the data necessary to define Malgrange’s bundle E → P1 × T and hence
determines the analytic hypersurface Θ as well.
The first step in Bolibruch’s algorithm is to construct an auxiliary Fuchsian
system on P1 × {t∗} that has an extra singular point. To avoid cumbersome
notation let us assume that u∗i 6= 0 (1 ≤ i ≤ N). Then for an extra singular
point we choose 0. Let us denote by f = (f1, . . . , fp) the multivalued flat frame of
Malgrange’s bundle E → C (see Section 4.3). The frame f provides a trivialization
of E|D0×{t∗} where D0 ⊂ P1 is a small neighborhood of λ = 0. According to
Proposition 3.5 there exists a trivializing frame e˜ of E|(P1−{0})×{t∗}, and a matrix
U˜∗(λ, t∗) holomorphic and invertible for all λ ∈ D0, s.t.,
e˜(λ, t∗) = f(λ, t∗) U˜∗(λ, t∗)−1λ−K , λ ∈ D0,
where K = diag(k1, . . . , kp) with k1 ≥ · · · ≥ kp integers and we have fixed also a
reference path in C ⊂ P1×T from (λ◦, t◦), which specifies the value f(λ, t∗) . Note
that at least one ki 6= 0, otherwise EP1×{t∗} would be trivial, which contradicts
the definition of Θ. Permuting the entries of the frame f if necessary, we can
arrange that the matrix U˜∗(0, t∗) has non-vanishing principal minors.
Remark 5.5. The matrix U˜∗(λ, t∗) depends analytically on t∗ if we allow t∗ to
vary along a subset ΘK ⊂ Θ along which the vector bundle E|P1×{t∗} ∼= O(k1 +
· · · + kp). It is known that ΘK is a constructible subset of Θ: intersection of a
closed and an open subsets.
Lemma 5.6. a) There exists a unique matrix Γ(λ, t∗) polynomial in λ−1 such
that Γ(λ, t∗) is invertible for λ 6= 0 and
Γ(λ, t∗)λK U˜∗(λ, t∗) = U∗(λ, t∗)λK ,
where U∗(λ, t∗) is holomorphic and invertible for all λ ∈ D0.
b) The matrix
λ−KU∗(λ, t∗)λK
is holomorphic and invertible for all λ ∈ D0.
Proof. To avoid cumbersome notation let us redenote V (λ, t∗) := U˜∗(λ, t∗) and
assume that K = diag(c1I1, . . . , csIs), where c1 > · · · > cs are the eigenvalues of
K and Ij is the identity matrix of size mj := the multiplicity of cj in the sequence
(k1, . . . , kp). Given a matrix A of size p× p, then we denote by Alm, 1 ≤ l,m ≤ s
the block in position (l,m), where the splitting of a A into blocks is according
to the block-diagonal structure of K. We argue by induction on the number of
34 TODOR MILANOV
blocks s. Moreover, we are going to prove that Γ is block-lower triangular such
that the block Γlm is a polynomial in λ−1 of degree ≤ cm − cl and the diagonal
blocks Γmm are identity matrices.
For s = 1, the statements are trivial. For s > 1 let us write K = K ′ + K ′′,
where
K ′ = diag((c1 − cs−1)I1, . . . , (cs−2 − cs−1)Is−2, 0 · Is−1, 0 · Is)
and
K ′′ = diag(cs−1I1, . . . , cs−1Is−2, cs−1Is−1, csIs).
We have
λKV (λ, t∗) = λK
′
V ′(λ, t∗)λK
′′
,
where the matrix V ′(λ, t∗) = λK ′′V (λ, t∗)λ−K ′′ has the form
V ′(λ, t∗) =
[
A(λ, t∗) B(λ, t∗)λm
C(λ, t∗)λ−m D(λ, t∗)
]
,
where m = cs−1 − cs, A is a (p−ms)× (p −ms) matrix invertible at λ = 0, and
B(λ, t∗), C(λ, t∗), and D(λ, t∗) are holomorphic matrices, whose sizes are uniquely
determined from the sizes of A and V ′. There exists a matrix polynomial
R(λ, t∗) =
m∑
j=0
Rj(t
∗)λj ,
where Rj is a matrix of size ms × (p−ms), s.t.,
(C(λ, t∗) +R(λ, t∗)A(λ, t∗))λ−m
is holomorphic and vanishing at λ = 0. The matrices Rj(t
∗) are uniquely deter-
mined by requiring that the coefficients in front of the non-positive powers of λ
vanish
Cj(t
∗) + (R0(t∗)Aj(t∗) + · · ·+Rj(t∗)A0(t∗)) = 0, 0 ≤ j ≤ m,
where Cj(t
∗) and Aj(t∗) are the coefficients in front of λj in the Taylor’s expansion
at λ = 0 of respectively C(λ, t∗) and A(λ, t∗). The assumption about the principal
minors of V (0, t∗) implies that A0(t∗) is invertible (∵ it is a principal minor of
V (0, t∗)), so the equations for Rj(t∗) (0 ≤ j ≤ m) can be solved uniquely. Note
that the matrix
Γs(λ, t
∗) := λK
′
[
I 0
R(λ, t∗)λ−m I
]
λ−K
′
is polynomial in λ−1 and holomorphically invertible for λ 6= 0. Moreover, the
non-zero off diagonal blocks have the form Γsis and they are polynomials in λ
−1
of degree at most ci − cs. We have
Γs(λ, t
∗)λKV (λ, t∗) = λK
′
V ′′(λ, t∗)λK
′′
,
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where
V ′′(λ, t∗) =
[
A(λ, t∗) B(λ, t∗)λm
(C(λ, t∗) +R(λ, t∗)A(λ, t∗))λ−m D(λ, t∗) +R(λ, t∗)B(λ, t∗)
]
.
Note that V ′′(λ, t∗) is holomorphic at λ = 0. We claim that V ′′(0, t∗) has non-
vanishing principal minors. In order to prove this we recall that an invertible
matrix M has non-vanishing principal minors if and only if it admits a LDU -
decomposition, i.e.,M can be written as the product of lower-triangular, diagonal,
and uper-triangular matrices. Put A0 := A(0, t
∗), B0 := B(0, t∗), C0 := C(0, t∗),
D0 := D(0, t
∗) and note that R0(t∗) = R(0, t∗) = −C0A−10 . We get
V ′′(0, t∗) =
[
A0 0
0 D0 − C0A−10 B0
]
=
[
I 0
−C0A−10 I
]
V (0, t∗)
[
I −A−10 B0
0 I
]
,
so the matrix V ′′(0, t∗) has a LDU -decomposition, because according to our as-
sumptions V (0, t∗) has non-vanishing principal minors, which implies that V (0, t∗)
has a LDU -decomposition.
Recalling the inductive assumption we find a matrix Γ′(λ, t∗), s.t., Γ′(λ, t∗) is
polynomial in λ−1, invertible for λ 6= 0, and
Γ′(λ, t∗)λK
′
V ′′(λ, t∗) = U∗(λ, t∗)λK
′
,
where U∗(λ, t∗) is a matrix holomorphically invertible in a neighborhood of λ = 0.
We claim that the matrix Γ(λ, t∗) := Γ′(λ, t∗)Γs(λ, t∗) satisfies all the required
properties. In fact, the only thing left to check is that the degree of the block Γlm
as a polynomial in λ−1 is at most cm − cl. We have
Γlm =
l∑
k=m
(Γ′)lkΓkms .
If l ≤ s−1, then Γkms 6= 0 only for k = m, so Γlm = (Γ′)lm. Recalling the inductive
assumption for Γ′ we get that the degree in λ−1 does not exceed
c′m − c′l = (cm − ct−1)− (cl − ct−1) = cm − cl.
The case l = m = s is trivial. If l = s and m = s−1. Then since the (s−1, s−1)-
block of Γ′ with respect to the block-matrix structure of K ′ has the form[
(Γ′)s−1,s−1 (Γ′)s−1,s
(Γ′)s,s−1 (Γ′)s,s
]
and by inductive assumption this should be an identity matrix, we get that
(Γ′)s,s−1 = 0 and (Γ′)s,s is an identity matrix. Therefore Γlm = Γs,s−1s so the de-
gree of this matrix as polynomial in λ−1 as we proved above is≤ cs−1−cs = cm−cl.
Finally, if l = s and m ≤ s− 2, then Γkms 6= 0 either if k = m or if k = s, i.e.,
(10) Γsm = (Γ′)sm + Γsms .
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Note that the (s− 1,m)-block of Γ′ with respect to the block-matrix structure of
K ′ has the form [
(Γ′)s−1,m
(Γ′)s,m
]
.
The inductive assumption about the degree with respect to λ−1 implies that the
degree of (Γ′)s,m does not exceed c′m−c′s−1 = c′m = cm−cs−1 < cm−cs. Therefore,
both terms on the RHS of (10) are polynomials in λ−1 of degree ≤ cm− cs, which
completes the proof of the inductive assumption and hence of part a) as well.
For part b), it is enough to check that
λ−KΓ(λ, t∗)λK
is holomorphically invertible at λ = 0, but this follows easily if we recall the
block-lower triangular structure of Γ combined with the degree estimates of the
blocks Γlm. 
Let us define e(λ, t∗) = e˜(λ, t∗) Γ(λ, t∗)−1C(t∗)−1, where C(t∗) is a constant
invertible matrix. The choice of C(t∗) will be specified bellow. We have the
following relation
f(λ, t∗) = e(λ, t∗)C(t∗)U∗(λ, t∗)λK , λ ∈ D0.
Let us denote by Y ∗(λ) the multivalued function on P1−{0, u∗1, . . . , u∗N ,∞} (here
u∗ ∈ ZN is the projection of t∗) with matrix values defined by
f(λ, t∗) = e(λ, t∗)Y ∗(λ).
In particular, if λ is close to 0 we have
Y ∗(λ) = C(t∗)U∗(λ)λK .
The local forms of Y ∗(λ) near the remaining singularities are
Y ∗(λ) = U∗i (λ) (λ − u∗i )Ki (λ− u∗i )Ei S−1i ,
if λ is close to u∗i (1 ≤ i ≤ N) and
Y ∗(λ) = U∗N+1(λ, t
∗)λ−KN+1λ−EN+1 S−1N+1,
if λ is close to u∗N+1 :=∞. Here the matrices U∗j (λ) are holomorphically invertible
near λ = u∗j for 1 ≤ j ≤ N + 1. Changing the matrix C(t∗) if necessary we can
arrange that the Taylor’s series of U∗N+1(λ) has a constant term U
∗
N+1(∞) = 1.
Using the above expansions, it is easy to verify that
(11) ∂λY
∗(λ) =
(A∗0
λ
dλ+
N∑
i=1
A∗i
λ− u∗i
)
Y ∗(λ).
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Shrinking the neighborhood U of t∗ if necessary we may assume that the Schlesinger
equations
dÂi =
∑
j:j 6=i
0≤j≤N
[Âj , Âi]
uj − ui (duj − dui), 0 ≤ i ≤ N,
Âi(0, u
∗
1, . . . , u
∗
N ) = A
∗
i
have holomorphic solutions Âi(u0, u1, . . . , uN ) defined for all u0 close to 0 and for
all (u1, . . . , uN ) ∈ U . Then we define
Ai(u1, . . . , uN ) := Âi(0, u1, . . . , uN ).
In other words we have constructed an isomonodromic deformation that keeps the
singular point 0 fixed. The system
∂λY (λ, u) =
(A0(u)
λ
+
N∑
i=1
Ai(u)
λ− ui
)
Y (λ, u),(12)
∂uiY (λ, u) = −
Ai(u)
λ− ui Y (λ, u), 1 ≤ i ≤ N,(13)
has a unique solution Y (λ, u) satisfying the initial condition Y (λ, u∗) = Y ∗(λ),
where u∗ = (u∗1, . . . , u
∗
N ) ∈ ZN is the projection of t∗. Finally, according to the
remark of Section 4.6 the deformation Y (λ, u) has the following local expansions
(14) Y (λ, u) = UN+1(λ, u)λ
−KN+1λ−EN+1S−1N+1
for λ near ∞,
(15) Y (λ, u) = Ui(λ, u)(λ− ui)Ki(λ− ui)EiS−1i , 1 ≤ i ≤ N,
for λ near ui, and
(16) Y (λ, u) = U(λ, u)λK
for λ near 0.
Let us express the coefficients of the Fuchsian connection in terms of the coef-
ficients of the Taylor’s series expansion of U(λ, u). Substituting
Y (λ, u) = (U0(u) + U1(u)λ+ · · · )λK
in the differential equations and comparing the coefficients in front of λ we get
the following relations
A0(u) = U0(u)KU0(u)
−1,
(17) ui∂ui(U
−1
0 U1) =
U−10 AiU0
ui
, 1 ≤ i ≤ N,
and
U−10 U1 + [U
−1
0 U1,K] = −
N∑
i=1
U−10 AiU0
ui
.
38 TODOR MILANOV
More generally, comparing the coefficients in front of λk−1 for k > 0 yields
ui∂ui(U
−1
0 Uk) = (U
−1
0 AiU0)
k∑
s=1
u−si U
−1
0 Uk−s, 1 ≤ i ≤ N,
(k − adK)(U−10 Uk) = −
N∑
i=1
(U−10 AiU0)
k∑
s=1
u−si U
−1
0 Uk−s.
5.3. Gauge transformations. Bolibruch has introduced gauge transformations
of the following type. Let g(u) be an entry of U−10 U1, and denote its position by
(α, β). Put
Γ1(λ, u) := I − U0(u)EβαU0(u)
−1
g(u)λ
,
where Eβα is the matrix with 1 on position (β, α) and 0 elsewhere. The gauge
transformation Y1(λ, u) = Γ1(λ, u)Y (λ, u) yields an isomonodromic system of
differential equations corresponding to a Schlesinger deformation
∂λY1(λ, u) =
(A10(u)
λ
+
N∑
i=1
A1i (u)
λ− ui
)
Y1(λ, u),
∂uiY1(λ, u) = −
A1i (u)
λ− ui Y1(λ, u), 1 ≤ i ≤ N,
where the matrices A1i are given by the following formulas. Put
Nαβ = U0(u)EβαU0(u)
−1
and note that this is a nilpotent matrix N2αβ = 0. Then
A1i (u) =
(
I − Nαβ
g(u)ui
)
Ai
(
I +
Nαβ
g(u)ui
)
, 1 ≤ i ≤ N,
and
A10(u) = A0 +
N∑
i=1
(Ai −A1i ).
The local form of the expansion of Y1(λ, u) at the singular points λ = ui, 1 ≤ i ≤
N + 1 is the same as for Y (λ, u). Let us define U1(λ, u) such that
Y1(λ, u) =: U
1(λ, u)λK
1
,
K1 = diag(k11 , . . . , k
1
p) = K − Eαα + Eββ, i.e.,
k1i =


ki − 1, if i = α,
ki + 1, if i = β,
ki, otherwise.
The properties of the matrix U1 are summarized in the following lemma.
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Lemma 5.7. The local expansion at λ = 0 of U1(λ, u) has the form
U1(λ, u) = U10 (u) + U
1
1 (u)λ+ U
1
2 (u)λ
2 + · · · ,
where U10 (u) is holomorphic an invertible for all u ∈ U such that g(u) 6= 0.
Proof. By definition
U1(λ, u) = Γ1(λ, u)U(λ, u)λ
Eαα−Eββ .
Substituting the expansions at λ = 0 we get a Laurent series that has a pole of
order at most 2. It is easy to see that the coefficients in front of λ−2 and λ−1 are
0. While the remaining coefficients are as follows.
U10 (u) = U0
( ∑
i:i 6=α,β
Eii + U
−1
0 U1Eββ +
−1
g
(
Eβα +
∑
i:i 6=α,β
(U−10 U1)αiEβi + (U
−1
0 U2)αβEββ
))
and
U1k (u) = U0
(
U−10 Uk−1Eαα +
∑
i:i 6=α,β
U−10 UkEii + U
−1
0 Uk+1Eββ +
−1
g
(
(U−10 Uk)ααEβα +
∑
i:i 6=α,β
(U−10 Uk+1)αiEβi + (U
−1
0 Uk+2)αβEββ
))
,
where we have denoted by (U−10 Uℓ)ab the (a, b)-entry of the matrix U
−1
0 Uℓ.
We have to prove that the matrix U10 is invertible. Note that
U10 = U0 g
Eαα−Eββ U˜10
where the matrix U˜10 has the form

1 b1
. . .
...
1 bα−1
0 1
1 bα+1
. . .
...
1 bβ−1
a1 . . . aα−1 −1 aα+1 . . . aβ−1 x aβ+1 . . . ap
bβ+1 1
...
. . .
bp 1


.
The entries
ai := −(U−10 U1)αi, i 6= α, β,
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bi := (U
−1
0 U1)iβ , i 6= α, β,
and x = −(U−10 U2)αβ + g(U−10 U1)ββ . The inverse of the matrix U˜10 is straightfor-
ward to compute. The answer is the following
(U˜10 )
−1 =


1 −b1
. . .
...
1 −bα−1
a1 . . . aα−1 y aα+1 . . . aβ−1 −1 aβ+1 . . . ap
−bα+1 1
...
. . .
−bβ−1 1
1 0
−bβ+1 1
...
. . .
−bp 1


,
where
y = −x−
∑
i:i 6=α,β
aibi.
The proof of the Lemma is complete. 
Lemma 5.8. If the position (α, β) of g satisfies kα − kβ > 1, then g(t∗) = 0.
Proof. By construction U(λ, u∗) = C(t∗)U∗(λ). Therefore U0(u∗)−1U1(u∗) =
(U∗0 )
−1U∗1 , where U
∗
i is the coefficient in fron of λ
i of the Taylor’s series expansion
of U∗(λ) at λ = 0. Recalling Lemma 5.6, part b) we get that
(U∗ℓ )ab = 0 if ka − kb > ℓ,
where Aab denotes the (a, b)-entry of A. This implies that the non-zero entries of
(U∗0 )
−1 are in positions (a, b) such that ka − kb ≤ 0. We have
g(t∗) = ((U∗0 )
−1U∗1 )αβ =
p∑
m=1
((U∗0 )
−1)αm(U∗1 )mβ .
The only non-zero terms could be for m such that kα − km ≤ 0 and km − kβ ≤ 1.
However such m do not exist otherwise kα − kβ ≤ 1. 
Let us determine how the 1-form
ω∗ :=
1
2
N∑
i=0
∑
j:j 6=i
tr(Ai(u)Aj(u))
ui − uj (dui − duj)
changes under the gauge transformation. Recall that we are working only with
deformations that keep u0 fixed, i.e., u0 = 0.
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Lemma 5.9. The 1-form
ω1 :=
1
2
N∑
i=0
∑
j:j 6=i
tr(A1i (u)A
1
j (u))
ui − uj (dui − duj)
satisfies
ω1 = ω∗ + d log g(u).
Proof. The form ω1 can be written also as
1
2
N∑
i=1
dui Resλ=ui tr
( N∑
j=0
A1j(u)
λ− uj
)2
The sum over j is precisely ∂λY1(λ, u)Y1(λ, u)
−1. Furthermore, recalling the gauge
transformation and using some elementary properties of the trace operation we
get
tr
(
∂λY1Y
−1
1
)2
= tr
(
(∂λΓ1Γ
−1
1 )
2 + 2Γ−11 ∂λΓ1 ∂λY Y
−1 + (∂λY Y −1)2
)
.
Substituting the formula for Γ1 = 1− (U0EβαU−10 ) g−1λ−1 we get
1
2
tr
(
∂λY1Y
−1
1
)2
− 1
2
tr
(
∂λY Y
−1
)2
=
1
g
N∑
j=0
tr
(
U0EβαU
−1
0
Aj(u)
λ2(λ− uj)
)
.
The residue of the above function at λ = ui is
tr
(
U0EβαU
−1
0
Ai
u2i
)
=
(U−10 AiU0)αβ
u2i
= ∂uig,
where in the last equality we used formula (17). 
5.4. Proof of Lemma 5.1. Let us split the matrix K into a block diagonal form
diag(c1I1, . . . , csIs), where Ij is the identity matrix of size equal to the multiplicity
of the number cj in the sequence (k1, . . . , kp). If A is a p× p matrix, then we split
it into blocks according to the block-diagonal structure of K and denote by Alm
the block in position (l,m).
Lemma 5.10. If cl − cm > 1, then at least one entry among the entries of the
blocks (U−10 AiU0)
lm, 1 ≤ i ≤ N , is not identically 0.
Proof. Assume that this is not true, i.e., (U−10 AiU0)
lm = 0 for all i = 1, 2, . . . , N
and all l and m, s.t., cl − cm > 1. Let us make a gauge transformation
Y˜ (λ, u) = λ−KU0(u)−1Y (λ, u).
We get the following differential equation
∂λY˜ (λ, u) =
( N∑
i=1
λ−K
U−10 AiU0
λ− ui λ
K
)
Y˜ (λ, u).
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Our assumption implies that the above system is Fuchsian at λ = 0 and that
the coefficients B˜0 in front of λ
−1 is a nilpotent matrix. This would imply that
the monodromy around λ = 0 is e2π
√−1B˜0 = 1 (see Corollary 2.4), i.e., B˜0 = 0.
Therefore, the matrix Y˜ (λ, u) is regular at λ = 0 for all u sufficiently close to u∗.
Note that f Y (λ, u)−1 U0(u) is a frame for the vector bundle E|P1×{u} on P1−{0},
while f Y˜ (λ, u)−1 is a frame for E|P1×{u} near λ = 0. The relation
f Y (λ, u)−1 U0(u) = (f Y˜ (λ, u)−1)λK
implies that EP1×{u} ∼= EP1×{u∗} is a non-trivial vector bundle for all u in a
neighborhood of u∗, which contradicts the fact that Θ is at most a hypersurface.

The above lemma implies that at least one entry in (U−10 U1)
lm with cl−cm > 1 is
not identically 0. Let us choose such an entry g(u) and let (α, β) be its position. By
definition kα = cℓ and kβ = cm so kα−kβ > 1. We apply the gauge transformation
Y1(λ, u) = Γ1(λ, u)Y (λ, u), Γ1 = 1− (U0EβαU−10 )g−1λ−1.
The resulting matrix-valued function is a fundamental solution to a Fuchsian
system that has the same type of expansion at λ = ui for i = 1, . . . , N + 1 while
at λ = 0 we have Y1(λ, u) = U
1(λ, u)λK
1
(see Section 5.3). Note that
Tr((K1)2)− Tr((K)2) = 2− 2kα + 2kβ ≤ −2.
Repeating this process we get a sequence of fundamental matrices
Yi(λ, u) = U
i(λ, u)λK
i
,
satisfying Tr((Ki)2) < Tr((Ki−1)2). Therefore, the sequence stops after finitely
many steps when Ks = 0 for some s. Let us denote by gℓ(u) the non-zero entry
of (U ℓ−10 )
−1U ℓ−11 that we choose in order to construct Yℓ. The function g1 :=
g ∈ OT,t∗ is holomorphic, but the remaining ones are meromorphic at t∗, i.e.,
gℓ ∈ Frac(OT,t∗) (2 ≤ ℓ ≤ s), where for an integral domain R we denote by
Frac(R) the quotient field of R. Put gℓ = bℓ/hℓ, where bℓ, hℓ ∈ OT,t∗ are relatively
prime (recall that OT,t∗ is a UFD). According to our construction h1 = 1 and for
each ℓ > 1 there exists an integer mℓ ≥ 0 such that hℓ is a divisor of (b1 · · · bℓ−1)mℓ .
Shrinking the neighborhood U of u∗ if necessary we may assume that bℓ are
represented by holomorphic functions in U . Put τ∗(u) := b1(u) · · · bs(u). Then
since Ks = 0 we get that f Ys(λ, u)
−1 is a global trivializing frame for E|P1×{u}
for all u such that τ∗(u) 6= 0. In particular, the analytic germ
(Θ, t∗) ⊂ {τ∗(t) = 0}.
On the other hand if Y˜ (λ, u) is the fundamental solution for the Schlesinger defor-
mation of ∇◦ satisfying the initial condition Y (λ, t◦) = Y ◦(λ), then f Y˜ (λ, u)−1
is also a global trivialization of E|P1×{u} for all u /∈ Θ. Therefore Ys(λ, u) =
CY˜ (λ, u) for some constant invertible matrix C. Therefore the connection 1-form
of the Fuchsian connection corresponding to Ys
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1-form corresponding to Y˜ via C. We get that ωs coincides with the 1-form (9).
Recalling Lemma 5.9 we get
ω = ωs = ω∗ +
d(g1 · · · gs)
g1 · · · gs .
It remains only to factorize g1(u) · · · gs(u) = τ∗1 (u)r1 · · · τ∗s (u)rsh(u) where τ∗i = 0
are the local equations of the irreducible components of Θ at t∗ and h is relatively
prime to τ∗1 · · · τ∗s . Note that h(u∗) 6= 0, otherwise the form ω will have a pole along
the hypersurface {h = 0} which is not contained in Θ. Lemma 5.1 follows. 
Since g1 is holomorphic, if the algorithm stops on the first step we would get that
the isomonodromic tau-function is analytic at t∗. Therefore we get the following
corollary.
Corollary 5.11. If E|P1×{t∗} ∼= O(1)⊕O(−1)⊕Op−2 for a generic t∗ ∈ Θ, then
the isomonodromic tau-function is analytic on T .
Remark 5.12. One can prove that if t∗ ∈ Θ is a smooth point and we choose
g1 appropriately, then g2 is also holomorphic. The analysis of the poles of gℓ for
ℓ > 2 however becomes more difficult.
Remark 5.13. According to Lemma 5.8 the subset ΘK ⊂ Θ (see Remark 5.5) is
contained in the zero locus of b1 = g1 (the function generated on the first step of
the algorithm). In particular, if t∗ ∈ Θ is generic (so that ΘK is open in Θ) then
the first step of the algorithm already determines the germ of Θ at t∗.
6. Frobenius manifolds
The main goal of this lecture is to recall the notion of a semi-simple Frobenius
manifold and to prove that semi-simple Frobenius manifolds can be classified by
solutions of a certain system of PDEs. The general reference for more details is
[3] (see also [10]).
6.1. Definition. There are several ways to introduce the notion of a Frobenius
manifold. We have chosen a set of axioms convenient for our purposes. Our
definition is equivalent to (Definition 1.2 in [3]). Let M be a complex manifold
and TM denotes the sheaf of holomorphic vector fields on M . Let us assume that
M is equipped with the following structures
(a) Each tangent space TtM , t ∈M , is equipped with the structure of a Frobe-
nius algebra depending holomorphically on t. In other words, we have a
commutative associative multiplication •t and symmetric non-degenerate
bi-linear pairing ( , )t satisfying the Frobenius property
(v1 •t w, v2) = (v1, w •t v2), v1, v2, w ∈ TtM.
The pointwise multiplication •t defines a multiplication • in TM , i.e., a
OM -bilinear map
TM ⊗ TM → TM , v1 ⊗ v2 7→ v1 • v2.
44 TODOR MILANOV
The pairing ( , )t determine a OM -bilinear pairing
( , ) : TM ⊗ TM → OM .
(b) There exists a global vector field e ∈ TM , called unit vector field, such that
∇L.C.v e = 0, e • v = v, ∀v ∈ TM ,
where ∇L.C. is the Levi–Civita connection on TM corresponding to the
bi-linear pairing ( , ).
(c) There exists a global vector field E ∈ TM , called Euler vector field, such
that
E(v1, v2)− ([E, v1], v2)− (v1, [E, v2]) = (2−D)(v1, v2),
for all v1, v2 ∈ TM and for some constant D ∈ C.
The above data allows us to define the so-called structure connection ∇ on the
vector bundle pr∗M TM →M × C∗, where
prM :M × C∗ →M, (t, z) 7→ t
is the projection map. Namely,
∇v := ∇L.C.v − z−1v•, v ∈ TM
∇∂/∂z :=
∂
∂z
− z−1θ + z−2E•,
v• and E• are OM -linear maps TM → TM corresponding to the Frobenius multi-
plication by respectively v and E. The OM -linear map θ : TM → TM is defined
by
θ(v) := ∇L.C.v E − (1−D/2)v.
The operator θ is sometimes called Hodge grading operator. Let us point out
that the term (1 −D/2)v in the definition of θ(v) is inserted so that θ becomes
skew-symmetric with respect to the Frobenius pairing
(θ(v1), v2) + (v1, θ(v2)) = 0, v1, v2 ∈ TM .
Definition 6.1. The data (( , ), •, e, E) satisfying the conditions (a), (b), and
(c) from above is said to be a Frobenius structure on M of conformal dimension
D if the structure connection ∇ is flat.
6.2. Properties. The following proposition is a direct consequence of the defini-
tion.
Proposition 6.2. Suppose that (M, ( , ), •, e, E) is a Frobenius structure. Then
a) The Levi–Civita connection ∇L.C. is flat.
b) Let t = (t1, . . . , tN ) be ∇L.C.-flat coordinates defined on a contractible open
subset U ⊂M . There exists a holomorphic function F ∈ OM (U), such that
(∂/∂ta • ∂/∂tb, ∂/∂tc) = ∂
3F
∂ta∂tb∂tc
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and
EF = (3−D)F +H,
where H is a polynomial in t1, . . . , tN of degree at most 2.
c) The Hodge grading operator is covariantly constant: ∇L.C.v θ = 0. In partic-
ular, in flat coordinates t = (t1, . . . , tN ) the matrix (θab)
N
a,b=1 of θ defined by
θ(∂/∂tb) =
N∑
a=1
θab∂/∂tb
is constant.
d) The following identity holds
[E, v • w]− [E, v] • w − v • [E,w] = v • w, v,w ∈ TM .
Proof. Parts a) and b) are straightforward. We will prove c) and d) simulta-
neously. To begin with note that both c) and d) are OM -linear in v and w.
Therefore, we may assume v and w are flat with respect to ∇L.C.. The flatness of
∇ implies that
∇z∂z+E∇vw −∇v∇z∂z+Ew −∇[E,v]w = 0.
By definition
∇v = ∇L.C.v − z−1v•
and
∇z∂z+E = z∂z +∇L.C.E − θ.
Substituting these operators in the 0-curvature equation and using that v and w
are flat we get a polynomial expression in z−1 of degree 1 for which the coefficient
in front of z0 is
∇L.C.v θ(w)
and the coefficient in front of z−1 is
(18) v • w + [E, v] • w − v • θ(w) + θ(v • w)−∇L.C.E (v • w).
Therefore both expressions must vanish. The vanishing of ∇L.C.v θ(w) for all flat
vector fields v and w is equivalent to the statement in c). For the 2nd expression,
using the definition of θ we get
−v • θ(w) + θ(v • w) = v • [E,w] − [E, v • w] +∇L.C.E (v • w).
Substituting this identity in (18) we get the identity of part d). 
Note that locally the Frobenius structure is completely determined by the Euler
vector field E and the holomorphic function F . It is possible to state the definition
in terms of F as well (see [3]). This leads to the so-called WDVV equations for
F . In many applications the Frobenius structures arise as solutions of the WDVV
equations. However, in our lectures this point of view would not play an important
role.
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6.3. Example: quantum cohomology. Let X be a smooth projective variety.
Recall that a stable map (Σ, z1, . . . , zn; f) is a holomorphic map f : Σ→ X, where
Σ is a nodal Riemann surface, zi are marked points (pairwise distinct and non-
singular), such that the automorphism group of (Σ, z1, . . . , zn; f) is finite. The
homology class d = f∗[Σ] ∈ H2(X,Z) is called the degree of the stable map. Let
us denote by Mg,n(X, d) the moduli space of stable maps (Σ, z1, . . . , zn; f) such
that the arithmetic genus of Σ is g, the number of marked points is n, and the
degree of f is d. This is a proper Delign–Mumford stack equipped with a virtual
fundamental cycle [Xg,n,d] of dimension (over C)
3g − 3 + n+ (1− g)D +
∫
[X]
c1(TX),
where D = dimC(X). The Gromov–Witten invariants of X are defined by the
following correlators
〈α1, . . . , αn〉g,n,d =
∫
[Xg,n,d]
ev∗(α1, . . . , αn), αi ∈ H∗(X;C),
where
ev :Mg,n(X, d)→ Xn, (Σ, z1, . . . , zn; f) 7→ (f(z1), . . . , f(zn))
is the evaluation map.
In order to define quantum cohomology we need also to recall the definition of
the Novikov ring. The degrees of stable maps form a cone in H2(X,Z) usually
denoted by Eff(X). The Novikov ring is by definition the formal group algebra of
Eff(X), i.e.,
C[Q] :=
{ ∑
d∈Eff(X)
cdQ
d | cd ∈ C
}
.
Let us fix a set of ample line bundles L1, . . . , Lr on X, such that pi := c1(Li) form
a C-basis of H1,1(X;C). Then the map
Qd 7→ Q〈p1,d〉1 · · ·Q〈pr,d〉r
gives an embedding
C[Q]→ C[[Q1, . . . , Qr]].
Let Hev(X;C) := ⊕Dd=0H2d(X;C) and let us fix a homogeneous basis {φi}Ni=1 of
Hev(X;C) such that φ1 = 1 and φi+1 = pi for 1 ≤ i ≤ r. Put t =
∑
i tiφi. Then
the genus-0 potential of X is defined by
F (0)(Q, t) =
∞∑
n=0
∑
d∈Eff(X)
Qd
n!
〈t, . . . , t〉0,n,d.
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The GW invariants satisfy the so-called divisor equation which implies that ∂ti+1F
(0) =
Qi∂QiF
(0) for all 1 ≤ i ≤ r. Therefore, the genus-0 potential has the form
F (0)(Q, t) = F (t1, Q1e
t2 , . . . , Qre
tr+1 , tr+2, . . . , tN ).
Let us fix Q1, . . . , Qr as complex parameters (e.g. set Qi = 1 for all i). In many
important examples, the formal series defining quantum cohomology is convergent
on a domain
M = {t ∈ H∗(X;C) | Re(ti+1) < −R, for 1 ≤ i ≤ r, |tj | < ǫ for r + 1 ≤ j ≤ N},
where R > 0 and ǫ > 0 are real numbers. Let us introduce also the vector fields
e = ∂/∂t1, E =
N∑
i=1
((1− di)ti + ri)∂ti ,
where di = deg(φi)/2 and ri are the coordinates of c1(TX), i.e., c1(TX) =:∑N
i=1 riφi. If the domain of convergence M exists, then the Poincare pairing,
the vector fields e and E, and the multiplication defined in terms of F (0) via the
formulas of Proposition 6.2, part b), determine a Frobenius structure on M of
conformal dimension D = dimC(X).
6.4. Semi-simple Frobenius manifolds.
Definition 6.3. A Frobenius manifold (M, ( , ), •, e, E) is said to be semi-simple
if there are local coordinates u = (u1, . . . , uN ) defined in a neighborhood of some
point on M such that
∂/∂ui • ∂/∂ui = δij∂/∂uj , 1 ≤ i, j ≤ N.
The coordinates ui are called canonical coordinates.
As we will see now, canonical coordinates are unique up to parmutation and
constant shifts. To avoid cumbersome notation we put ∂ui := ∂/∂ui.
Proposition 6.4. Let u = (u1, . . . , uN ) be canonical coordinates defined on some
open subset U ⊂M . Then
a) The Frobenius pairing takes the form
(∂ui , ∂uj ) = δijηj(u), 1 ≤ i, j ≤ N,
where ηj ∈ OM (U) and ηj(u) 6= 0 for all u ∈ U .
b) The unit vector field takes the form e =
∑N
i=1 ∂ui .
c) The 1-form
∑N
i=1 ηi(u)dui is closed.
d) There are constants ci (1 ≤ i ≤ N) such that
E =
N∑
i=1
(ui + ci)∂ui .
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Proof. a) If i 6= j then we have
(∂ui , ∂uj ) = (e • ∂ui , ∂uj ) = (e, ∂ui • ∂uj ) = 0.
The fact that ηi(u) := (∂ui , ∂ui) 6= 0 follows from the non-degeneracy of the
Frobenius pairing.
b) Let e =
∑N
i=1 ei(u)∂ui . Then
∂uj = ∂uj • e = ej(u)∂uj .
Therefore ej(u) = 1 for all j.
c) We have to check that ∂ujηi = ∂uiηj. On the other hand
∂ujηi = ∂uj (∂ui , e) = (∇L.C.∂uj ∂ui , e),
where we used the Leibnitz rule and the fact the e is a flat vector field. It remains
only to recall that the Levi–Civita connection is torsion free, so
∇L.C.∂uj ∂ui = ∇
L.C.
∂ui
∂uj .
d) Put E =
∑N
i=1Ei(u)∂ui . Let us recall Proposition 6.2, part d) with v = ∂ui
and w = ∂uj . For i 6= j we get
(∂uiEj)∂ui + (∂ujEi)∂uj = 0.
Hence ∂uiEj = 0 for i 6= j. If i = j then we get ∂uiEi = 1. Therefore Ei(u) =
ui + ci for some constant ci. 
Part d) of the above proposition shows that in every canonical coordinate sys-
tem up to some constant shifts the canonical coordinates coincide with the eigen-
values of the operator E•. Therefore, up to constant shifts and permutations the
canonical coordinates are uniquely determined. From now on we will work only
with canonical coordinates such that
E =
N∑
i=1
ui∂ui .
The question that we would like to answer now is the following. Let us assume that
U is an open subset of the universal cover T of ZN and
∑N
i=1 ηi(u)dui is a closed
1-form on U . The tangent bundle of T and hence of U as well is trivial, because T
is a contractible Stein manifold, so according to the Grauert–Oka principle every
holomorphic vector bundle on T is trivial. Alternatively, we can prove that TT
is a free OT -module by using that the vector fields ∂ui of the configuration space
ZN lift naturally to vector fields on T and provide a global trivialization of TT .
Using the 1-form we define a pairing
(∂ui , ∂uj ) = δij ηj(u).
Let us also define multiplication
∂ui • ∂uj = δij∂uj
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and vector fields
e =
N∑
i=1
∂ui , E =
N∑
i=1
ui∂ui .
The problem then is to classify all 1-forms
∑N
i=1 ηi(u)dui such that the above
data determines a Frobenius structure on U . The answer is given by the following
theorem.
Theorem 6.5. The closed 1-form
∑N
i=1 ηi(u)dui determines a Frobenius structure
on U of conformal dimension D if and only if the following conditions are satisfied
(1) ηi(u) 6= 0 for all i and for all u ∈ U .
(2) eηi(u) = 0 for all i.
(3) Eηi(u) = −Dηi(u).
(4) For all k 6= i 6= j 6= k we have
∂ηij
∂uk
=
1
2
(ηijηkj
ηj
+
ηjkηik
ηk
+
ηkiηji
ηi
)
,
where ηab(u) := ∂uaηb(u).
Proof. Step 1. Determine when does the 1-form
∑
i ηi(u)dui defines data satis-
fying conditions (a), (b), and (c) in the definition of a Frobenius manifold.
In part (a), we would like the multiplication and the pairing to give a holomor-
phic family of Frobenius algebras. This is clearly satisfied for any choice of the
1-form. The requirement that the pairing is non-degenerate yields that ηi(u) 6= 0
for all i and for all u ∈ U .
For condition (b), we would like to know when is e a flat vector field. Let
Γkij be the Christoffel’s symbols of the pairing gij(u) = δijηj . A straightforward
computation yields
Γjij = Γ
j
ji =
ηij
2ηj
, 1 ≤ i, j ≤ N,
Γjii = −
ηij
2ηj
, 1 ≤ i 6= j ≤ N,
and
Γkij = 0, k 6= i 6= j 6= k.
Using the above formulas we compute directly that
∇L.C.∂ui e =
eηi
2ηi
∂ui .
Therefore e is a flat vector field if and only if eηi = 0 for all i.
Finally, for condition (c) to hold we must have Eηi = −Dηi for all i. Therefore,
the 1-form will define a data satisfying conditions (a), (b), and (c) if and only if
the functions ηi(u) satisfy conditions (1), (2), and (3) in Theorem 6.5.
Step 2. When is the Levi–Civita connection flat?
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The flatness of ∇L.C. is equivalent to: the expression
2(∇L.C.∂ui ∇
L.C.
∂uj
∂uk , ∂uℓ)
is symmetric in i and j. Using the Leibnitz rule we transform this expression into
(19) ∂ui
(
2Γℓjkηℓ
)
−
N∑
a=1
2ΓajkΓ
a
iℓηa.
Let us assume first that i, j, and k are pairwise distinct. Then we get
δℓj
(∂ηjk
∂ui
− ηijηkj
2ηj
)
+ δℓi
(ηkjηij
2ηj
+
ηjkηik
2ηk
)
+ δℓk
(∂ηjk
∂ui
− ηikηjk
2ηk
)
.
The last term is symmetric in i and j, so a non-trivial condition will be obtained
either if ℓ = i or ℓ = j. Due to the symmetry between i and j we may assume
that ℓ = j. Then we get
∂ηjk
∂ui
− ηijηkj
2ηj
=
ηkiηji
2ηi
+
ηikηjk
2ηk
.
This is exactly the PDE given in condition (4).
There are 3 more cases to analyze. Indeed, since we may assume that i 6= j we
get that k = i or k = j. Again exchanging the role of LHS and RHS provides a
symmetry between i and j, which allows us to assume that k = i. Therefore the
remaining cases are: (k, ℓ) = (i, i), (i, j), or k = i and ℓ 6= i, j. The first case yields
∂uiηij = ∂ujηii, which is always satisfied because the 1-form
∑
i ηidui is closed.
The 2nd case (k, ℓ) = (i, j) yields
∂uiηij + ∂ujηij =
ηijηij
2ηi
+
ηijηij
2ηj
+
ηijηii
2ηi
+
ηijηjj
2ηj
−
∑
a:a6=i,j
ηiaηja
2ηa
.
It is easy to see that this identity is a consequence of (2) and (4). In the last case
if k = i and ℓ 6= i, j we get
∂ujηiℓ =
ηijηiℓ
2ηi
+
ηiℓηjℓ
2ηℓ
+
ηijηjℓ
2ηj
which is equivalent to (4).
Step 3. It remains only to verify that under the conditions (1)–(4) the structure
connection ∇ is flat. The argument is similar to the argument in Step 2, so it will
be left as an exercise. 
7. Painleve property for semi-simple Frobenius manifolds
7.1. The second structure connection. Let U ⊂ ZN be an open contractible
neighborhood of some fixed point u◦ ∈ ZN . Suppose that U is equipped with a
semi-simple Frobenius structure (( , ), •, e, E). Put H = Tu◦U and let us trivialize
the tangent bundle
(20) TU ∼= U ×H ∼= U × CN
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using the Levi–Civita connection. In other words, we fix a basis {φa}Na=1 of H
and let ∂ta ∈ TU be the flat vector field on U obtained by parallel transport with
respect to the Levi–Civita connection. Then the isomorphisms (20) are given by
the maps
(u, v) ∈ TU 7→ (u, v1φ1 + · · · + vNφN ) ∈ U ×H 7→ (u, v1, . . . , vN ) ∈ U × CN ,
where v ∈ TuU and v =: v1∂t1 + · · ·+ vN∂tN . The isomorphism (20) identifies the
structure connection of the Frobenius structure with the flat connection on the
trivial bundle
(U × C∗)× CN → U × C∗
defined by
∇∂ui = ∂ui − z−1Pi(u), 1 ≤ i ≤ N,
∇∂z = ∂z − z−1θ + z−2E(u),
where Pi : U → gl(CN ) is a holomorphic map whose (a, b)-entry Piab(u) is defined
by the identity
∂ui • ∂tb =
N∑
a=1
Piab(u)∂ta ,
E =∑Ni=1 uiPi(u), and θ is a constant matrix whose (a, b)-entry θab is defined by
θ(∂tb) = [∂tb , E]− (1−D/2)∂tb =:
N∑
a=1
θab∂ta .
In order to justify the definition of the second structure connection we make
the following heuristic argument. Suppose that the structure connection has a
solution
J : U × C∗ → CN
given by a Laplace transform
J(u, z) =
(−z)n− 12√
2π
∫
Γ
eλ/zI(n)(u, λ)dλ
along an appropriate contour Γ ⊂ C of some CN -valued function I(n)(u, λ) holo-
morphic for all (u, λ) ∈ U × Γ. Here n ∈ C is an arbitrary number. Assuming
that the Laplace transform works, we would get that J(u, z) is a solution to the
structure connection if and only if I(n)(u, λ) is a solution to the following connec-
tion
∇(n)∂ui = ∂ui + (λ− E)
−1Pi(u)(θ − n− 1/2), 1 ≤ i ≤ N,
∇(n)∂λ = ∂λ − (λ− E)
−1(θ − n− 1/2).
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This is a connection on
(U × C)′ × CN → (U × C)′,
where
(U × C)′ = {(u, λ) ∈ U × C | det(λ− E) 6= 0}.
Proposition 7.1. The connection ∇(n) is flat for all n ∈ C.
The proof is left as an exercise. The connection ∇(n) is called the second
structure connection.
7.2. Proof of Theorem 1.1.
Lemma 7.2. Let Ψ˜ be the matrix whose (a, i)-entry is given by Ψ˜ai = ∂ta/∂ui.
Then
Ψ˜−1PiΨ˜ = Eii, Ψ˜−1EΨ˜ = diag(u1, . . . , uN ),
where Eii is the matrix whose entry in position (i, i) is 1 and all other entries are
0.
Proof. We have
∂ui • ∂tb = ∂ui •
N∑
j=1
∂uj
∂tb
∂uj =
∂ui
∂tb
∂ui =
N∑
a=1
∂ui
∂tb
∂ta
∂ui
∂ta .
Therefore
Piab =
∂ui
∂tb
∂ta
∂ui
.
Using this formula we find that the (a, j)-entry of PiΨ˜ is
N∑
b=1
∂ui
∂tb
∂ta
∂ui
Ψ˜bj =
N∑
b=1
∂ui
∂tb
∂ta
∂ui
∂tb
∂uj
= δij
∂ta
∂ui
= δijΨ˜aj.
The latter is precisely the (a, j)-entry of Ψ˜Eii. Therefore PiΨ˜ = Ψ˜Eii. 
Lemma 7.3. Let n ∈ C be arbitrary. Then the matrix-valued functions
A
(n)
i (u) := Pi(u)(θ − n− 1/2), 1 ≤ i ≤ N,
satisfy the Schlesinger equations.
Proof. We have to prove that the connection
∇˜(n)∂ui = ∂ui +
A
(n)
i (u)
λ− ui , 1 ≤ i ≤ N
∇˜(n)∂λ = ∂λ −
N∑
i=1
A
(n)
i (u)
λ− ui
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is flat. However, using Lemma 7.2 we get
(λ− E)−1Pi(θ − n− 1/2) = A
(n)
i (u)
λ− ui .
Therefore ∇˜(n) = ∇(n), so it remains only to recall Proposition 7.1. 
The proof of Theorem 1.1 can be given as follows. Let us choose n ∈ C such
that the operator θ − n− 1/2 is invertible. Then
ηi(u) = (∂ui , ∂ui) = (Pi(u)e, e) = (A
(n)
i (u)(θ − n− 1/2)−1e, e).
According to Theorem 4.4 and Lemma 7.3 the functions ηi(u) extend to mero-
morphic functions on T . 
7.3. Special initial conditions. In this section we are going to prove a theorem
of Manin [10] which answers the question of what kind of initial conditions for the
Schlesinger equations determine a semi-simple Frobenius structures. Following
Manin we introduce the following definition.
Definition 7.4. LetH be a vector space equipped with a non-degenerate symmet-
ric bi-linear pairing ( , ) and a distinguished vector e ∈ H. Suppose also that we
have a set of linear operators θ, {P ◦i }Ni=1 ∈ gl(H). The data (H, ( , ), e, θ, {P ◦i }Ni=1)
is said to be a special initial condition if the following conditions are satisfied:
(1) θ is skew-symmetric: (θ(a), b) + (a, θ(b)) = 0 for all a, b ∈ H.
(2) e is an eigenvector of θ with eigenvalue D/2.
(3) The set {P ◦i }Ni=1 is a complete set of orthogonal projectors of H, i.e.,
(a) P ◦i P
◦
j = δijP
◦
j for all 1 ≤ i, j ≤ N .
(b) P ◦1 + · · ·+ P ◦N = 1.
(c) (P ◦i (a), b) = (a, P
◦
i (b)) for all 1 ≤ i ≤ N and for all a, b ∈ H.
(d) P ◦i e 6= 0 for all 1 ≤ i ≤ N . 
Suppose that (( , ), •, e, E) is a semi-simple Frobenius structure on some com-
plex manifold M and that u◦ ∈M is a semi-simple point, i.e., a neighborhood of
u◦ admits canonical coordinates. Then the data
H := Tu◦M, ( , ), e, θ := ∇L.C.E − (1−D/2), P ◦i = Pi(u◦), 1 ≤ i ≤ N,
is a special initial condition. In fact the only property that we did not check yet
is that e is an eigenvector of θ. However
θ(e) = [e,E]− (1−D/2)e = e− (1−D/2)e = (D/2)e,
where in the first equality we used that e is flat and in the second equality we
used that e =
∑
i ∂ui and E =
∑
i ui∂ui .
Proposition 7.5. Given a special initial condition (H, ( , ), e, θ, {P ◦i }Ni=1) and
a point u◦ ∈ ZN , then there exists an open neighborhood U ⊂ ZN of u◦ and an
isomorphism Tu◦U ∼= H such that the special initial condition is obtained from a
semi-simple Frobenius structure on U .
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Proof. Let A
(n)
i (u), 1 ≤ i ≤ N be solutions to the Schlesinger equations such that
A
(n)
i (u
◦) = P ◦i (θ − n− 1/2).
If n+ 12 is not an eigenvalue of θ, then we define
P
(n)
i (u) = A
(n)
i (u)(θ − n− 1/2)−1.
Lemma 7.6. The set {P (n)i (u)}Ni=1 is a complete set of orthogonal projections for
all u sufficiently close to u◦.
Proof. Let us fix a basis {φi}Ni=1 of H and identify gl(H) with the space of p× p-
matrices. Let A be the polynomial ring
A = C[(ui − uj)±1 : 1 ≤ i < j ≤ N ]⊗ C[A1, . . . , AN ],
where Ai = (Aiab)
N
a,b=1 are matrix variables. We define derivations ∂u1 , . . . , ∂uN
of A such that
∂uiAj :=
[Ai, Aj ]
ui − uj , 1 ≤ i 6= j ≤ N,
(∂u1 + · · ·+ ∂uN )Aj := 0,
and if f ∈ A depends only on u1, . . . , uN then ∂ui is defined to be the usual
derivative. It is easy to check that these differentiations pairwise commute, so A
becomes a D-module for the ring D of differential operators on ZN .
Let us define I ⊂ A to be the ideal generated by the relations corresponding to
conditions (a)–(c) in Definition 7.4. More precisely, we replace P ◦i by Ai(θ − n−
1/2)−1 and take the entries of the corresponding matrix identities as generators
of I. Condition (a) yields generators given by the entries of
Rij(A1, . . . , AN ) = Ai(θ − n− 1/2)−1Aj − δijAj, 1 ≤ i, j ≤ N.
Condition (b) gives the entries of
R(A1, . . . , AN ) = A1 + · · ·+AN − θ + n+ 1
2
.
Finally, condition (c) gives the entries of
Ri(A1, . . . , AN ) = Ai(θ − n− 1/2)−1 + (θ + n+ 1/2)−1ATi , 1 ≤ i ≤ N,
where T is the transposition operation in gl(H) with respect to the pairing ( , ).
We claim that in order to prove the lemma it is enough to check that I is
D-invariant. Indeed, condition (a) in Definition 7.4 will be satisfied if
Rij(A
(n)
1 (u), . . . , A
(n)
N (u)) = 0.
On the other hand, the Taylor series expansion of Rij(A
(n)
1 (u), . . . , A
(n)
N (u)) at
u = u◦ has the form
∞∑
m1,...,mN=0
(∂m1u1
m1!
· · · ∂
mN
uN
mN !
Rij
)
(A
(n)
1 (u
◦), . . . , A(n)N (u
◦))(u1 − u◦1)m1 · · · (uN − u◦N )mN ,
PAINLEVE PROPERTY FOR SEMI-SIMPLE FROBENIUS MANIFOLDS 55
where we used that A
(n)
i (u) solve the Schlesinger equations, so the evaluation
maps Ai 7→ A(n)i (u) are D-equivariant. It remains only to notice that all Tay-
lor’s coefficients must vanish, because P
(n)
i (u
◦) = P ◦i form a complete system of
orthogonal projections, so the evaluation R(A
(n)
1 (u
◦), . . . , A(n)N (u
◦)) = 0 for all
generators R of I and hence for all R ∈ I.
Let us check that I is D-invariant. We will prove only that ∂ukRij ∈ I because
the remaining cases can be dealt in the same way. It is more convenient to prove
that
dRij :=
N∑
k=1
∂ukRij ⊗ duk ∈ I ⊗ Ω1(ZN ),
where Ω1(ZN ) denotes the ring of holomorphic 1-forms on ZN . By definition dRij
is ∑
k:k 6=i
[Ak, Ai]
uk − ui (θ − n− 1/2)
−1Aj ⊗ (duk − dui) +
+
∑
k:k 6=j
Ai(θ − n− 1/2)−1 [Ak, Aj ]
uk − uj ⊗ (duk − duj) +
−δij
∑
k:k 6=j
[Ak, Aj ]
uk − uj ⊗ (duk − duj)
On the other hand
[Ak, Ai](θ − n− 1/2)−1Aj = δijAkAj − δkjAiAj (mod I)
and
Ai(θ − n− 1/2)−1[Ak, Aj ] = δikAkAj − δijAjAk (mod I)
Therefore modulo terms in I the differential dRij coincides with the sum of the
following 2 terms
δij
(
AkAj ⊗ duk − dui
uk − ui −AjAk ⊗
duk − duj
uk − uj − [Ak, Aj ]⊗
duk − duj
uk − uj
)
and
−δkjAiAj ⊗ duk − dui
uk − ui + δikAkAj ⊗
duk − duj
uk − uj .
Both terms vanish, which proves that the entries of dRij are in I ⊗ Ω1(ZN ).
This completes the proof that the set {P (n)i (u)}Ni=1 satisfies conditions (a)–(c)
in Definition 7.4. The last condition (d) will be satisfied for all u sufficiently close
to u◦, because P (n)i (u) is continuous and P
(n)
i (u
◦)e = P ◦i e 6= 0. 
Lemma 7.7. If n+ 12 and m+
1
2 are not eigenvalues of θ, then P
(m)
i (u) = P
(n)
i (u).
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Proof. According to Lemma 7.6 the matrices P
(n)
i (u) pairwise commute. Using
that A
(n)
i (u) satisfy the Schlesinger equations we get
dP
(n)
i (u) =
∑
j:j 6=i
duj − dui
uj − ui
(
P
(n)
j (u)θP
(n)
i (u)− P (n)i (u)θP (n)j (u)
)
.
Using these equations and the fact that P
(n)
i (u) pairwise commute we get that
the matrix-valued functions A˜
(n)
i (u) := P
(m)
i (u)
(
θ − n − 12
)
(1 ≤ i ≤ N) satisfy
the Schlesinger equations. However the initial condition A˜
(n)
i (u
◦) = A(n)i (u
◦).
Therefore A˜
(n)
i (u) = A
(n)
i (u). 
According to Lemma 7.7 the matrices Pi(u) := P
(n)
i (u) are independent of
n, while Lemma 7.6 implies that they form a complete system of orthogonal
projections.
Lemma 7.8. The 1-form
N∑
i=1
ηi(u)dui, ηi(u) := (Pi(u)e, e), 1 ≤ i ≤ N,
defines a Frobenius structure on every sufficiently small neighborhood U of u◦.
Proof. Let us first check that the above 1-form is closed. We have
ηij(u) := ∂ujηi = ∂uj (Pi(u)e, e) =
2
D − 1− 2n(∂ujA
(n)
i (u)e, e),
where we used that Pi(u) = A
(n)
i (u) (θ − n − 1/2)−1 and that θ(e) = (D/2)e.
We have to prove that ηij(u) = ηji(u). Let us assume that i 6= j. Since A(n)i (u)
(1 ≤ i ≤ N) satisfy the Schlesinger equations we get
∂ujA
(n)
i =
[Aj , Ai]
uj − ui = ∂uiA
(n)
j ,
which implies that ηij = ηji, so the 1-form is closed. To complete the proof we
have to check that the 4 conditions of Theorem 6.5 are satisfied.
Note that the vectors P ◦i e (1 ≤ i ≤ N) form a basis ofH. Indeed, if
∑
i αiP
◦
i e =
0, then applying to both sides P ◦i we get αiP
◦
i e = 0. By assumption P
◦
i e 6= 0, so
αi = 0. The matrix of the form ( , ) is diagonal in the basis P
◦
i e with diagonal
entries ηi(u
◦). Therefore ηi(u◦) 6= 0 for all i otherwise the form will be degenerate.
By continuity there exists a small neighborhood U of u◦ such that ηi(u) 6= 0 for
all i and for all u ∈ U .
The second condition that we have to check is eηi = 0. This follows from the
fact that
N∑
j=1
ηj(u) =
( N∑
j=1
Pj(u)e, e
)
= (e, e)
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is a constant independent of u.
The third condition that we have to check is Eηi = −Dηi. We have (see above)
ηi(u) =
2
D − 1− 2n(A
(n)
i (u)e, e).
Note that
EA
(n)
i (u) = ιEdA
(n)
i (u) = ιE
∑
j:j 6=i
duj − dui
uj − ui [A
(n)
j (u), A
(n)
i (u)] = [θ,A
(n)
i (u)],
where in the second equality we used the Schlesinger equations and in the third
one we used that
N∑
j=1
A
(n)
j (u) =
N∑
j=1
Pj(u)(θ − n− 1/2) = θ − n− 1/2.
Therefore
Eηi =
2
D − 1− 2n([θ,A
(n)
i (u)]e, e).
It remains only to use that θ(e) = (D/2)e and that θ is skew-symmetric with
respect to the pairing.
Finally, the last condition that we have to check is
(21)
∂ηij
∂uk
=
1
2
(ηikηjk
ηk
+
ηjiηki
ηi
+
ηkjηij
ηj
)
, k 6= i 6= j 6= k.
Let us explain how to express the LHS as a quadratic expression in the functions
ηab. Recall that we have the following differential equation
∂ujPi =
1
uj − ui
(
PjθPi − PiθPj
)
.
Using the above differential equations and the fact that the operators Pa are
self-adjoint and θ is skew symmetric with respect to ( , ) we get
(22) ηij = (∂ujPi(u)e, e) =
2
ui − uj (Pi(u)e, θPj(u)e).
The derivative ∂ukηij becomes
2
ui − uj
((PkθPie, θPje)
uk − ui −
(PkθPje, θPie)
uk − uj +
(PiθPke, θPje)
ui − uk −
(PjθPke, θPie)
uj − uk
)
.
Using the projection formula Pix = (x, Pie)
Pie
ηi
we get
(23)
(PkθPie, θPje)
uk − ui = (θPie, Pke)(Pke, θPje)
1
ηk
=
ηikηjk
4ηk
(uk − uj).
Similar formulas hold for the remaining 3 terms above, so for the derivative ∂ukηij
we get
2
ui − uj
(ηikηjk
4ηk
(uk − uj)− ηikηjk
4ηk
(uk − ui) + ηkiηji
4ηi
(ui − uj)− ηkjηij
4ηj
(uj − ui)
)
.
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The above expression is precisely the RHS of (21). 
The proof of the proposition can be completed as follows. Let us define the
isomorphism
Tu◦U ∼= H, ∂ui 7→ P ◦i e,
where slightly abusing the notation we have denoted by ∂ui the tangent vector
in Tu◦U representing the value of the coordinate vector field ∂ui at u
◦. We claim
that the special initial condition corresponding to the Frobenius structure defined
by Lemma 7.8 coincides with the given special initial condition. The easiest way
to see this is if we fix the basis of H to be φi = P
◦
i e. Then for the given special
initial condition we have: the matrix P ◦j is Ejj (the matrix with 1 on place (j, j)
and 0 elsewhere), the matrix of the pairing ( , ) is diagonal with diagonal entries
(P ◦i e, e) = ηi(u
◦), the vector e has coordinates (1, . . . , 1), and the matrix of θ
becomes (see formula (22))
θij = (u
◦
i − u◦j)
ηij(u
◦)
2ηi(u◦)
, 1 ≤ i, j ≤ N.
Comparing with the special initial condition corresponding to the Frobenius struc-
ture we see that the only thing left to prove is that the Hodge grading operator
θ˜|Tu◦U coincides with θ. Let us compute the matrix of θ˜ in canonical coordinates.
Note that θ˜ij = 0 for i = j due to skew-symmetry. Let us assume that i 6= j.
Then
θ˜ij(u)ηi(u) = (∂ui ,∇L.C.∂uj E) = ∂uj (∂ui , E) −
N∑
k=1
Γkij(u)(∂uk , E),
where Γkij are the Christoffel’s symbols of the Frobenius pairing. Recalling the
formulas for the Christoffel’s symbols (see Step 1 in the proof of Theorem 6.5) we
get
(24) θ˜ij(u)ηi(u) = (ui − uj) ηij(u)
2
⇒ θ˜ij(u) = (ui − uj) ηij(u)
2ηi(u)
.
Restricting to u = u◦ we get that θ˜(u◦) = θ. 
7.4. The genus-1 potential. We would like to finish this lecture by deriving
the relation between the genus-1 primary potential of the semi-simple Frobenius
structure and the isomonodromic tau-function. Following Givental (see [5] and
the references there in) we introduce the genus-1 potential as
F (1)(u) =
1
2
∫ N∑
i=1
Rii1 (u)dui −
1
48
log(η1(u) · · · ηN (u)),
where R1(u) is a matrix and R
ii
1 is the (i, i)-entry. The function is called genus-1
potential, because in the case of quantum cohomology of some manifold X, the
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above formula coincides with the generating function of genus-1 Gromov–Witten
invariants of X.
In order to define the matrix R1(u) we have to make a choice of square root
and define ηi(u)
1/2 for all i. Let Ψ(u) be the matrix with entries
Ψai(u) = Ψ˜ai(u) η
−1/2
i =
∂ta
∂ui
η
−1/2
i ,
where t = (t1, . . . , tN ) is a flat coordinate system. Dubrovin’s connection ∇ has
a unique formal asymptotic solution near z = 0 of the form
Ψ(u)(1 +R1(u)z +R2(u)z
2 + · · · )eU/z , U = diag(u1, . . . , uN ).
Substituting this formula in the differential equation ∇∂zJ = 0 and recalling
Lemma 7.2 we get
z∂zR(u, z) + z
−1[U,R(u, z)] = V (u)R(u, z),
where V (u) := Ψ(u)−1θΨ(u). Comparing the coefficients in front of zk we get
kRk + [U,Rk+1] = V Rk, k ≥ 0.
Since we work with a Frobenius structure defined on an open subset of T , the
diagonal entries of U are pairwise distinct, so the above recursion has a unique
solution. In particular, for the (i, j)-entry of R1 we get
Rij1 (u) =
Vij(u)
ui − uj , if i 6= j
and
Rii1 (u) =
∑
j:j 6=i
Vij(u)R
ji
1 (u) = −
∑
j:j 6=i
Vij(u)Vji(u)
ui − uj .
By definition V is the matrix of the Hodge grading operator in the orthonormal
basis ei := η
−1/2
i ∂ui , i.e.,
θ(ej) =
N∑
i=1
Vij(u)ei.
On the other hand we have already computed the matrix of θ in the canonical
basis (see formula (24)). Therefore
Vij(u) = (ui − uj) ηij(u)
2ηi(u)1/2ηj(u)1/2
.
Finally, for the 1-form
∑N
i=1R
ii
1 (u)dui we get
N∑
i=1
∑
j:j 6=i
(ui − uj) ηij(u)
2
4ηi(u)ηj(u)
dui =
1
8
N∑
i=1
∑
j:j 6=i
(ui − uj) ηij(u)
2
ηi(u)ηj(u)
(dui − duj).
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Note that the above form is independent of the choice of a square root used in
the definition of R1. Let us compare this form with the 1-form ω defining the
isomonodromic τ -function of the second structure connection ∇(n). We have
tr(A
(n)
i (u)A
(n)
j (u)) = tr(PiθPjθ)− (n+ 1/2) tr(Piθ + θPj).
The first trace on the RHS is
η−1i (PiθPjθPie, e) = −(ui − uj)2
η2ij
4ηiηj
,
where we used formula (23). The second trace is 0 because
tr(Piθ) = η
−1
i (PiθPie, e) = η
−1
i (θPie, Pie) = 0,
where the last equality uses the fact that θ is skew-symmetric with respect to the
Frobenius pairing. We get
ω =
1
2
N∑
i=1
∑
j:j 6=i
tr(A
(n)
i (u)A
(n)
j (u))
ui − uj (dui − duj) = −
N∑
i=1
Rii1 (u)dui.
Finally we get the following relation
e−48F
(1)(u) = τ(u)24 η1(u) · · · ηN (u).
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