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« Seule compte la démarche. Car c’est elle qui dure et non
le but qui n’est qu’illusion du voyageur quand il marche
de crête en crête comme si le but atteint avait un sens. »
– A. de Saint-Exupéry, Citadelle

Introduction
« Where is the Life we have lost in living ?
Where is the wisdom we have lost in knowledge ?
Where is the knowledge we have lost in information ? »
– T. S. Eliot, The Rock
Les travaux rapportés dans ce manuscrit sont ancrés dans une discipline scienti-
fique à la frontière entre l’informatique, les mathématiques, la physique et les statis-
tiques : le traitement du signal. Comment débruiter un signal ? Comment détecter si
des données contiennent de l’information structurée, pertinente ? Comment utiliser
les connaissances a priori que l’on peut avoir sur les données pour rendre l’analyse
plus fine ? Le traitement du signal a historiquement pour objectifs de répondre à
ces questions, et est aujourd’hui de plus en plus sollicité pour étudier des données
toujours plus volumineuses et complexes.
L’augmentation conjointe des capacités de stockage et de calcul bouleverse la ma-
nière dont les sciences considèrent les données. Ces données, avant l’informatique,
étaient nécessairement à taille humaine (c’est-à-dire lisibles en intégralité par un ou
plusieurs humains), et étaient soigneusement récoltées dans le but de vérifier telle ou
telle hypothèse préalablement formulée. Aujourd’hui, la situation est radicalement
différente : de plus en plus, les données sont récoltées de manière systématique. Que
ce soit par des entreprises comme Facebook, Google ou Amazon qui cherchent à
avoir des profils d’utilisateurs précis, par nos banques pour des raisons de sécurité,
par les sociétés de transport qui récoltent nos données dans le but, entre autres,
d’améliorer le réseau de connexions ; par nous-mêmes, aussi, qui numérisons de plus
en plus notre vie privée via nos photos, nos films, nos réseaux sociaux sur Inter-
net, . . . Étant donné qu’une partie non-négligeable de ces données est collectée
automatiquement et sans buts précis, nous avons affaire à des données de moins
en moins structurées, parsemées d’informations inutiles. L’augmentation de la taille
des données, alliée à la diminution de leur structure, posent de nouvelles questions
fondamentales dans le domaine du traitement du signal.
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Figure 0.1: Quelques ordres de grandeurs de création de données numériques dans le
monde par minute [14].
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Figure 0.2: Volume des données numériques existantes dans l’univers. Figure tirée de
“Internet Trends” [1]. Les 2/3 des données numériques existantes sont crées ou utilisées par
des particuliers.
La datamasse. Pour donner un ordre de grandeur de l’avalanche de données nu-
mériques dont nous sommes témoins, chaque minute, 204 millions de courriers élec-
troniques sont envoyés dans le monde, 2,5 millions de contenus sont partagés sur
Facebook, Amazon vend pour 83 000 dollars d’articles, le moteur de recherche de
Google est sollicité 4 millions de fois [14] (voir la Fig. 0.1). . . Tous les six jours, 100
ans de vidéo sont mis en ligne sur Youtube [15] ! Le volume brut des données numé-
riques mondiales augmente actuellement de 50% par an et a été estimé supérieur à
4 Zo (zettaoctets) en 2013 [1] (voir la Fig. 0.2), c’est-à-dire quatre mille milliards de
gigaoctets.
En termes énergétiques, le coût en électricité du numérique revient aujourd’hui
à 10% de la génération d’électricité mondiale. À l’échelle d’un utilisateur, regarder
une heure de vidéo sur Internet par semaine, revient à la consommation électrique
de deux réfrigérateurs, quand on prend en compte la consommation énergétique de
tous les serveurs en jeu [5].
Il existe un grand nombre d’autres domaines où la taille des données explose.
Pensons aux expériences du Large Hadron Collider (LHC), l’accélérateur de parti-
cules du CERN, qui a produit, en 2010, 13 petaoctets (13 millions de gigaoctets), ce
qui remplirait une pile de CDs de 14 kilomètres de haut. Deux cent mille processeurs
répartis dans 34 pays sont dédiés à l’analyse de ces données [39]. En biologie, l’appa-
rition de séquenceurs de gènes de plus en plus rapides ont permis de créer des bases
de données qui atteignent aussi de grandes tailles. L’institut européen de bioinforma-
tique (EBI), au Royaume-Uni, qui fait partie du laboratoire de biologie moléculaire
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Figure 0.3: Diagramme Données-Information-Connaissance-Sagesse (Data Information
Knowledge Wisdom – DIKW en anglais) publié sur Wikipédia [4]. Dans cette thèse, nous
nous intéressons au passage du socle au premier étage de cette pyramide : comment passer
des données brutes à de l’information ?
européen (EMBL), stockait, en 2013, 20 petaoctets de données séquencées sur des
gènes, des protéines ou de petites molécules [144]. En astronomie, l’ordre de gran-
deur de la taille des données est similaire aujourd’hui. Citons l’exemple du SKA,
le Square Kilometer Array, radiotélescope en cours de construction qui aura une
surface de mesure de signaux radio d’environ un kilomètre carré. Ce radiotélescope,
qui devrait être complètement opérationnel autour de 2025, génèrera 1 exaoctet (un
milliard de gigaoctet) par jour [11] : l’augmentation du volume des données à ana-
lyser est loin d’être terminée !
La pyramide DIKW. Présentons tout d’abord le concept pyramidal « Données
Information Connaissance Sagesse »(Data Information Knowledge Wisdom – DIKW
en anglais) représenté sur la Fig. 0.3. Les données forment la base de cette pyra-
mide et représentent la couche la plus volumineuse. Ces données sont aujourd’hui
essentiellement numériques, c’est-à-dire une suite binaire de zéros et de uns, codant
toutes sortes de mesures. Ces données, en tant que telles, n’ont pas de sens. Afin de
les rendre intelligibles, il faut les ordonner, les agencer dans un sens qui permette
d’en extraire de l’information : c’est la deuxième couche de cette pyramide. La troi-
sième couche consiste en l’analyse de ces informations pour en tirer une forme de
connaissance ; connaissance qui permettrait, dans l’idéal, d’atteindre une forme de
sagesse, ultime étage de la pyramide. Nous nous intéressons ici aux deux premiers
étages de cette pyramide et plus précisément au passage de l’un à l’autre.
L’extraction automatisée d’informations : un défi actuel. Les données qui
forment le socle de la pyramide DIKW sont de plus en plus volumineuses, à tel point
qu’en extraire l’information pertinente nécessite aujourd’hui des systèmes de traite-
ment automatisés, parfois supervisés (c’est-à-dire qu’au moins un humain, quelque
part, vérifie les traitements des algorithmes) et d’autres fois non-supervisés (on fait
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Figure 0.4: Le réseau Facebook, publié sur le site de la compagnie [17].
assez confiance aux algorithmes pour ne plus vérifier ce qu’ils font). Des exemples
simples à l’échelle de l’utilisateur sont les filtres anti-spam qui décident à notre place
si un e-mail nous est vraiment adressé, ou les moteurs de recherche qui cherchent
pour nous du contenu parmi plusieurs milliards de pages internet. En quelque sorte,
devant un tel volume de données, nous sommes contraints à faire appel à la ma-
chine pour extraire l’information pertinente. Mais quels outils informatiques, quels
algorithmes utiliser ? Ce grand défi a des implications sociétales majeures car nous
sommes aujourd’hui dépendants de ces systèmes d’extraction, et nous leur faisons
de plus en plus confiance : qui va parcourir la centaine de courriers indésirables
qu’il reçoit par jour et vérifier si son filtre anti-spam fonctionne bien ? Qui prend le
temps de vérifier que les résultats de la deuxième page de Google concordent avec le
premier résultat proposé ? Une étude publiée par Chitika [46] montre que le premier
résultat de Google est choisi plus du tiers des fois, et cette proportion chute sous les
1% pour les résultats de la deuxième page.
Données sous forme de réseaux. Nous nous intéressons ici à un type de grandes
données assez particulier mais en pleine expansion : des données structurées sous
forme de réseau, c’est-à-dire un ensemble d’entités plus ou moins reliées entre elles.
Nous allons, comme l’indique le titre de cette thèse, développer des outils de traite-
ment du signal destinés à extraire l’information automatiquement de données sous
formes de réseaux. Pour illustrer la notion de réseau, nous pouvons penser à divers
domaines où des réseaux existent. Le réseau Facebook, par exemple, est constitué
de plus d’un milliard de profils et chacun des profils est relié à d’autres profils s’ils
sont “amis” sur le réseau. Cela peut donner une représentation comme celle de la
Fig. 0.4. L’étude de ce genre de réseaux permet par exemple de mieux comprendre
à quelle vitesse une information peut se propager dans un réseau social et pourquoi.
Un autre exemple est le réseau de neurones du cerveau. La Fig. 0.5 montre une
image de quelques neurones reliés entre eux sous forme de réseau. Nous avons environ
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Figure 0.5: Image d’un réseau formé de quelques neurones, publiée sur le site de l’IN-
SERM [3].
1011 neurones dans le cerveau et 1015 connexions entre neurones [3]. Notre réseau
de neurones est un objet d’étude pharaonique qui permet l’étude de nombreuses
questions, notamment le lien entre la topologie et la fonction de certaines parties du
réseau.
Un autre exemple, du côté de l’informatique, est le réseau Internet. Chaque
ordinateur, chaque routeur du réseau internet sont reliés entre eux par des câbles
physiques. Cette interconnexion des ordinateurs du monde entier forme un grand
réseau que l’on peut représenter, comme le fait par exemple le projet OPTE [16], par
l’image de la Fig. 0.6. Sur ce genre de réseaux, les questions de sécurité sont souvent
abordées : à quel point ce réseau est-il résistent à des cyber-attaques aléatoires, ou
à des cyber-attaques ciblées ?
Un autre type de réseau sont les réseaux de transports. À titre d’exemple, évo-
quons un réseau de transport spécifique : celui formé par les trajets de Vélo’v, les
vélos partagés de Lyon [34]. On peut en faire une représentation sur un fond de carte
de la ville de Lyon sur la Fig. 0.7. L’étude de ces réseaux de transport permet par
exemple de savoir où le trafic se concentre et quels petits changements sur le réseau
pouvons-nous effectuer pour le rendre plus fluide.
Un autre exemple, qui montre si c’est encore nécessaire que ce type de données
sous forme de réseaux se retrouve dans beaucoup de domaines disciplinaires très
différents les uns des autres, est le réseau de collaboration entre acteurs de cinéma,
dans lequel deux acteurs sont connectés entre eux s’ils ont déjà joué ensemble dans
un même film. On trace sur la Fig. 0.8 une représentation d’une partie de ce réseau.
Le genre de questions intéressantes sur ces réseaux de collaboration peut être des
questions de centralité par exemple : quels acteurs sont centraux dans telle ou telle
branche du cinéma ? Comment définit-on la centralité sur ce genre de réseaux ?
Beaucoup d’autres réseaux sont couramment étudiés, chacun avec son lot de
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Figure 0.6: Une image du réseau internet mondial, selon le projet OPTE [16].
questions spécifiques à répondre : les réseaux de chaîne d’alimentation parmi les
animaux, les réseaux d’associations de mots où les mots sont reliés entre eux en
fonction de la fréquence à laquelle l’un est associé à l’autre dans nos pensées, les
réseaux de protéines, où les protéines interagissent entre elles de manière complexe,
les réseaux de flux financiers . . . Il serait bien trop long de citer ici tous les types
de réseaux que l’on peut rencontrer, mais retenons simplement qu’ils proviennent de
domaines très variés.
Réseaux modélisés par des graphes. Nous allons modéliser ces réseaux à l’aide
de graphes, objets mathématiques bien identifiés, constitués de nœuds (qui feront of-
fice, selon l’application, de profils Facebook, de régions neuronales, de routeurs, . . . ),
reliés ensemble par des liens. Une fois que nous nous sommes décidés sur le graphe
représentant le réseau, nous avons déjà parcouru la moitié du deuxième étage de la
pyramide DIKW. En effet, cette modélisation de données sous forme de graphe, est,
comme toute modélisation, approximative, et nous devons nécessairement faire des
choix qui orientent l’analyse. Pour parcourir la deuxième moitié de l’étage, reste à
extraire des informations pertinentes de ce graphe, et c’est ce sur ce quoi se concentre
cette thèse : une fois un graphe donné, comment en extraire de l’information ?
Du point de vue du traitement du signal, étudier un graphe présente des difficul-
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Figure 0.7: Le réseau de vélos partagés Vélo’v sur le fond de carte de la ville de Lyon.
Chaque cercle représente une station, plus il est grand, plus la station associée est active.
Les liens entre chaque station correspondent à des flux de vélos entre les stations. Cette
image est extraite de la publication [34].
Figure 0.8: Représentation d’une partie du réseau de collaboration entre acteurs de ci-
néma. Figure tirée de [49].
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tés particulières. Ce n’est ni un signal à une dimension comme une courbe de tempé-
rature en fonction du temps, ni un signal à deux dimensions comme une image, mais
c’est un objet potentiellement très irrégulier. Dans une courbe temporelle, chaque
point de mesure a deux voisins : le point d’avant et le point d’après. Dans une image,
chaque pixel a quatre voisins. Dans un graphe, chaque point a un nombre arbitraire
de voisins : certains ont 3 amis sur Facebook, d’autres plusieurs milliers. Les outils
classiques de traitement du signal comme la transformée de Fourier, le débruitage,
la convolution ou la transformée en ondelettes n’ont pas été créés pour ce genre de
topologie irrégulière, et il faut les adapter à ces nouvelles données.
Guide de lecture de cette thèse. Ce manuscrit est une présentation détaillée de
certains travaux déjà publiés (voir la liste des publications page 187), et d’autres
travaux en cours. Dans le premier chapitre de cette thèse, nous récapitulerons le
contexte du traitement du signal sur graphe. Nous définirons ce qu’est un signal sur
un graphe et évoquerons les outils qui ont été proposés ces dernières années pour
pouvoir traiter ces signaux.
Les deuxième et troisième chapitre représentent les deux principales contributions
de cette thèse. Dans le deuxième chapitre, nous proposons une nouvelle méthode de
détection multiéchelle de communautés dans des graphes, basée sur une définition
récente d’ondelettes sur graphe. Nous utiliserons les nouveaux outils théoriques du
traitement du signal sur graphe dans le but d’apporter un nouvel éclairage sur
le problème phare de l’analyse de grands graphes : la détection automatique de
communautés. Plus précisément, nous verrons que les ondelettes peuvent très bien
s’adapter à ce problème et qu’elles permettent même de définir un cadre commun à
de nombreuses méthodes de détection multiéchelle existantes.
Le troisième chapitre décrit une méthode statistique de rééchantillonnage de
groupes de nœuds dans des graphes, à des fins d’estimation de certaines caractéris-
tiques. En effet, un graphe de terrain peut être souvent vu comme étant une seule
réalisation d’un processus aléatoire. Dans ces circonstances, nous faisons appel à
un rééchantillonnage contrôlé afin de remonter à des intervalles de confiance pour
certaines caractéristiques mesurées et de développer un test statistique dans le but
de détecter si un groupe de nœuds a un comportement anormal.
Pour faciliter la navigation et en plus d’une table des matières détaillée à la fin





Généralités sur les graphes et le
traitement du signal sur graphes
« Pure mathematics is, in its way, the poetry of logical ideas. »
– A. Einstein, Obituary for Emmy Noether
Dans ce chapitre, nous allons rappeler quelques généralités sur les graphes, et
plus précisément sur les graphes complexes, avant d’évoquer les bases théoriques
du domaine émergent du traitement du signal sur graphes. La première partie de
ce chapitre paraîtra triviale au lecteur habitué aux notions inhérentes aux graphes,
mais sera j’espère utile au lecteur intéressé par l’aspect “traitement du signal” de
cette thèse et pas forcément au fait des définitions du domaine. Inversement, les
deux dernières parties s’adressent de préférence au lecteur qui a besoin d’être un peu
guidé dans le domaine du “traitement du signal”. En tout état de cause, le traitement
du signal sur graphe est un domaine suffisamment émergent pour que chaque lecteur
trouve dans ce premier chapitre quelques éclaircissements.
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1 Généralités sur les graphes
Cette première partie reprend quelques définitions classiques de la théorie des
graphes, que l’on peut retrouver par exemple dans les livres de Bondy et Murty [33]
ou de Clark et Holton [50].
1.1 Qu’est-ce qu’un graphe ?
Dans sa définition la plus simple, un graphe est un ensemble de nœuds reliés
entre eux par des liens. Formellement, nous définissons le graphe G = (V , E) par son
ensemble de nœuds V et son ensemble de liens E connectant les nœuds entre eux.
En principe, deux nœuds peuvent être connectés par plusieurs liens : on dit alors
que ces liens sont parallèles. Aussi, un lien peut connecter un nœud à lui-même : on
dit que ce lien est une boucle. Dans la suite, nous considérons le plus souvent des
graphes dits simples : c’est-à-dire qui ne contiennent ni liens parallèles ni boucles.
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Un lien est orienté : le lien (ij) par exemple connecte le nœud i au nœud j, et
est schématiquement représenté par une flèche allant de i à j :
Dans le cas où le lien (ji) existe aussi, au lieu de dessiner une double flèche, on
dessine simplement :
Si pour tout lien (ij) du graphe, (ji) existe aussi, on dit que le graphe est non-
orienté. Sinon, il est dit orienté.
1.2 Matrice d’adjacence
Dans cette thèse, nous prendrons le plus souvent le point de vue d’une représen-
tation algébrique de G, nécessaire au développement d’outils de traitement du signal
sur graphe ; au détriment des approches en mathématiques discrètes, chères à une
partie de la communauté mathématique de la théorie des graphes. Nous attachons
donc beaucoup d’importance à la matrice d’adjacence A d’un graphe qui code les
connections entre les noeuds V . Si on note N le nombre de nœuds du graphe, A est
de taille N ×N et :
Aij = 1 si le lien (ij) existe
Aij = 0 sinon.
(1.1)
La matrice d’adjacence d’un graphe non-orienté (resp. orienté) est nécessairement
symmétrique (resp. non symmétrique), comme le montre le haut (resp. bas) de la
Fig. 1.1.
1.3 Les graphes pondérés
Les liens des graphes que nous venons d’évoquer ont deux états : soit ils existent,
soit ils n’existent pas. On dit que ces graphes sont binaires (leurs matrices d’adja-
cence sont composées uniquement de 0 et de 1).
Un graphe pondéré, en revanche, est un graphe dont chaque lien est associé à un
poids qui code l’intensité de l’interaction entre les deux nœuds reliés. Nous notons
W la matrice d’adjacence pondérée d’un tel graphe, où Wij ∈ R est le poids du lien
connectant le nœud i au nœud j. Pour un graphe binaire, W = A. Plus le poids Wij
est élevé plus le lien entre i et j est “fort”.
Dans ce manuscrit, sauf si expressément indiqué, nous considérons uniquement
des graphes simples, pondérés et non-orientés.
1.4 Quelques définitions
Un nœud i est dit voisin d’un nœud j si ils sont connectés par un lien, i.e. siWij = 0.
On note i ∼ j si i et j sont voisins.
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0 1 0 0 1 1 0 0 0 0
1 0 1 0 0 0 1 0 0 0
0 1 0 1 0 0 0 1 0 0
0 0 1 0 1 0 0 0 1 0
1 0 0 1 0 0 0 0 0 1
1 0 0 0 0 0 0 1 1 0
0 1 0 0 0 0 0 0 1 1
0 0 1 0 0 1 0 0 0 1
0 0 0 1 0 1 1 0 0 0




0 1 0 0 0 1 0 0 0 0
0 0 1 0 0 0 1 0 0 0
0 0 0 1 0 0 0 1 0 0
0 0 0 0 1 0 0 0 1 0
1 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0

Figure 1.1: Équivalence graphe – matrice d’adjacence. Ici pour le graphe orienté (en bas)
ou non (en haut) dit de Peterson.




I(Wij 6= 0), (1.2)
où I(Wij 6= 0) = 1 si Wij 6= 0 est vraie, 0 sinon. On note d le vecteur des degrés (de
taille N), et D la matrice diagonale où ∀i Dii = di.
La force si d’un nœud i est la somme des poids des liens connectés à i. Formellement,





On note s le vecteur des forces (de taille N) et S la matrice diagonale où ∀i Sii = si.
Dans le cas où le graphe est binaire, la force et le degré d’un nœud sont la même
chose.
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Un graphe est dit régulier si tous ses nœuds ont même degré. Par exemple, le graphe
du haut de la Fig 1.1 est régulier : tous ses nœuds ont degré 3.
Un chemin entre deux nœuds i et j est une suite de liens consécutifs reliant i à j.
Un cycle est un chemin ne passant pas deux fois par un même lien et dont les deux
extrémités sont identiques (départ et arrivée du chemin sur le même nœud).
Un graphe est dit connecté si il existe un chemin entre toute paire de nœuds.
Un arbre est un graphe connecté sans cycle.
Un graphe est dit bipartite si son ensemble de sommets V peut-être séparé en deux
sous-ensembles U1 et U2 tel que chaque lien dans E ait une extrémité dans U1 et
l’autre dans U2.
Soit G = (V , E) un graphe. Son graphe adjoint noté L(G) et communément appelé
line graph en anglais, est le graphe d’adjacence des liens de G. Les nœuds de L(G)
sont les liens E de G, et deux nœuds dans L(G) sont connectés si leurs liens associés
dans G sont adjacents. Son usage est généralement réservé aux graphes binaires, mais
des extensions aux graphes pondérés ont été proposées par certains auteurs [75].
1.5 Matrice laplacienne
Dans ce manuscrit, nous évoquerons trois matrices laplaciennes différentes :
– la matrice laplacienne, aussi appelée laplacien combinatoire ou simplement
laplacien, d’un graphe, définie à partir de sa matrice d’adjacence pondérée W
et de sa matrice de force S :
L = S −W. (1.4)
Dans le cas d’un graphe binaire, on retrouve la formule plus usuelle : L = D−A.
– la matrice laplacienne normalisée, ou laplacien normalisé, que nous noterons
L et qui s’écrit :
L = S− 12LS− 12 = IN − S− 12WS− 12 , (1.5)
où IN est la matrice identité de taille N ×N . Dans le cas d’un graphe binaire,
L s’écrit : L = IN −D− 12AD− 12 .
– le laplacien de marche aléatoire, que nous noterons Lrw et qui s’écrit :
Lrw = S−1L = IN − S−1W. (1.6)
1.6 Modèles de graphes aléatoires
Il existe des modèles de graphes aléatoires de toutes sortes : le modèle de petit
monde de Watts-Strogatz [223], le modèle d’attachement préférentiel de Barabási-
Albert [24], . . . Nous présentons ici deux modèles de graphes binaires et non-dirigés
que nous allons citer et utiliser dans la suite de cette thèse : le modèle d’Erdös-Rényi
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et le modèle de Chung-Lu.
Le modèle d’Erdös-Rényi a été introduit par Erdös et Rényi en 1959 [73]. Ce
modèle est paramétré par N le nombre de nœuds et p la probabilité d’existence d’un
lien entre toute paire de nœuds. Pour le construire, générer N nœuds, puis parcourir
une à une toutes les paires de nœuds et décider pour chacune d’entre elles si ou non
un lien existe entre les deux nœuds (avec une probabilité p). À titre d’exemple, une
probabilité de p = 1 créé nécessairement le graphe complet à N nœuds. Les graphes
générés par ce modèle n’ont aucune sorte de corrélation.
Le modèle de Chung-Lu est aussi appelé modèle de configuration et est un
modèle de graphe aléatoire dont les paramètres sont le nombre de nœuds N et une
collection de degrés (k1, k2, . . . , kN) qui sera l’espérance de la distribution de degrés
des graphes générés sous ce modèle. Pour créer un graphe de Chung-Lu, générer
N nœuds. Puis, pour chaque paire de nœuds i et j, le lien (ij) est créé avec une
probabilité min(1, kikj
2ktot
) où ktot =
∑
i ki est l’espérance du nombre total de liens.
Chung, Lu, Molloy et Reed ont particulièrement travaillé sur ce modèle [152, 49].
2 Notions de base du traitement du signal sur
graphes
2.1 Qu’est-ce qu’un signal sur graphe ?
Étant donné un graphe G = (V , E), on définit un signal sur graphe f sur les
nœuds du graphe :
f : V → R
i→ f(i) (1.7)
On peut le représenter directement sur l’image du graphe en coloriant chaque
nœud i du graphe proportionellement à f(i). Par exemple, un signal aléatoire sur
un graphe quelconque (ici, un graphe d’Erdös-Rényi avec N = 15 nœuds et p = 0.2)
peut s’illustrer à l’aide de couleurs comme sur la Fig. 1.2.
Une autre alternative de signal sur graphe est de définir f sur les liens du graphe.
Dans ce cas, on peut se ramener au cas précédent en considérant non pas le graphe
G mais son graphe adjoint L(G) : en effet, un signal défini sur les liens de G est défini
sur les nœuds de L(G). Dans la suite, nous ne considérerons que les signaux définis
sur les nœuds d’un graphe.
2.2 Le traitement du signal discret : un cas particulier du
traitement du signal sur graphe
Le traitement du signal discret, que nous appellerons cas “classique”, peut être
vu comme un cas particulier du traitement du signal sur graphes : en effet, nous
pouvons considérer qu’un signal classique f de taille N n’est autre qu’un signal
défini sur le graphe boucle de taille N (voir Fig. 1.3). Ici nous représentons le graphe
boucle non-orienté. Certains auteurs préfèrent le considérer orienté [183].
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Figure 1.2: Exemple de signal sur un graphe d’Erdös-Rényi avecN = 15 nœuds et p = 0.2.






Figure 1.3: Deux représentations d’un même signal. À gauche, la représentation linéaire
classique d’une sinusoïde discrète. À droite, la même sinusoïde représentée en couleurs sur
le graphe boucle non-orienté.
L’objectif des théoriciens du traitement du signal sur graphe est de constituer
une théorie cohérente qui, quand réduite au graphe boucle, redonne les résultats
bien connus du cas classique. Cette généralisation est loin d’être unique et nous
allons dans la suite donner les grandes lignes de deux théories qui sont à ce jour
les plus abouties : celle de Sandryhaila et Moura [183] et celle de Vandergheynst et
collaborateurs [193]. Avant cela, nous allons récapituler les propriétés du traitement
du signal classique que nous voulons retrouver.
2.3 Quelques résultats du traitement du signal discret
classique
Les résultats de cette partie peuvent être retrouvés par exemple dans [198]. Nous
considérons dans la suite un signal discret classique f de taille N , dont le premier
terme est indicé par 1 (et non par 0 comme c’est souvent le cas).
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2.3.1 La transformée de Fourier discrète
La transformée de Fourier discrète de f s’écrit :












Elle peut également s’écrire à l’aide de la matrice de Fourier F de taille N×N définie
par F (j, k) = 1√
N
ω(j−1)(k−1), où ω est la première racine N -ième de l’unité : ω =
exp(−2ipi
N
). A un facteur de normalisation 1√
N
près, F est la matrice de Vandermonde





1 1 1 1 · · · 1
1 ω ω2 ω3 · · · ωN−1
1 ω2 ω4 ω6 · · · ω2(N−1)






1 ωN−1 ω2(N−1) ω3(N−1) · · · ω(N−1)(N−1)

. (1.9)
Et on réécrit donc l’équation 1.8 sous forme vectorielle :
fˆ = Ff. (1.10)
F étant une matrice de Vandermonde associée aux racines de l’unité qui sont toutes
distinctes, F est inversible. La transformée de Fourier inverse s’écrit :
f = F−1fˆ . (1.11)
De plus, l’identité de Parseval est vérifiée :
< f, f >=< fˆ, fˆ >, (1.12)
où <,> désigne le produit scalaire usuel :




2.3.2 L’opérateur de convolution circulaire
L’opérateur de convolution circulaire permet de calculer la convolution entre
deux vecteurs finis de taille N . Rappelons que l’opérateur de convolution entre deux
vecteurs infinis f et g définis sur Z s’écrit :




Soit f un vecteur de taille N . Notons f˜ son prolongement sur Z par périodisation,
c’est-à-dire que :
∀i ∈ [1, N ] ∀j ∈ Z f˜(i+ jN) = f(i). (1.15)
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L’opérateur de convolution ciculaire, que nous noterons aussi ∗ par souci de simpli-
cité, entre deux vecteurs f et g de taille N s’écrit :
∀i ∈ [1, N ] (f ∗ g)(i) =
N∑
j=1
f˜(j)g˜(i− j + 1), (1.16)
De plus, étant donné la définition de la transformée de Fourier, on retrouve bien la
propriété classique qu’une multiplication dans l’espace de Fourier correspond à une
convolution dans l’espace direct :




La translation du signal f par i0 ∈ [1, N ] peut s’écrire à l’aide de l’opérateur de
convolution circulaire :





f˜(N + 1− i0)
 . (1.18)
où δi0 est le Dirac centré en i0 c’est-à-dire le vecteur de taille N tel que :




La modulation d’un signal f par k0 ∈ [1, N ] correspond à le multiplier par une
exponentielle complexe :




Nf(j)F (j, k0). (1.20)
2.3.5 Le filtrage
Le filtrage de f par un filtre linéaire h ∈ RN peut être défini comme une convo-
lution dans l’espace direct :
fh = h ∗ f, (1.21)
ou comme une multiplication dans l’espace de Fourier :
∀k ∈ [1, N ] fˆh(k) =
√
Nhˆ(k)fˆ(k). (1.22)




hˆ(1) 0 0 · · · 0





0 0 · · · 0 hˆ(N)
 . (1.23)
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2.3.6 L’opérateur de retard
L’opérateur de retard, noté S, translate un signal f de un :
Sf = f ∗ δ1, (1.26)
et a pour expression matricielle :
S =

0 0 0 · · · 0 0 1
1 0 0 · · · 0 0 0
0 1 0 · · · 0 0 0







0 0 0 · · · 1 0 0



















On montre aisément que ∀i ∈ [1, N ] S if = f ∗ δi, ce qui nous permet de réécrire





2.4 Le traitement du signal sur graphes selon Sandryhaila
et Moura
Sandryhaila et Moura décrivent dans [183, 184, 185, 186], une possibilité de
généralisation du traitement du signal discret classique au traitement du signal sur
graphe. Pour cela, ils se reposent sur l’analogie fondamentale suivante.
2.4.1 Analogie fondamentale de Sandryhaila et Moura
Pour les auteurs, le graphe qui correspond au cas classique est le graphe boucle
orienté :
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de matrice d’adjacence binaire et non-symmétrique :
A =

0 1 0 0 · · · 0 0
0 0 1 0 · · · 0 0







0 0 0 0 · · · 0 1
1 0 0 0 · · · 0 0

. (1.30)
On observe que pour un signal f défini sur les nœuds du graphe on a :
Af =

0 0 0 · · · 0 0 1
1 0 0 · · · 0 0 0
0 1 0 · · · 0 0 0







0 0 0 · · · 1 0 0









 = Sf. (1.31)
Par analogie, pour tout graphe G = (V , E), orienté ou non, de matrice d’adjacence
pondérée W , on définit l’opérateur de retard sur graphe : S = W.
2.4.2 Filtrer un signal sur graphe
Soit h ∈ RN un filtre et f un signal défini sur les nœuds du graphe. On a, d’après









2.4.3 Transformée de Fourier sur graphe
En remarquant, dans le cas classique, que S est une matrice circulante , elle est
forcément diagonalisable dans la base de Fourier.
L’analogie des auteurs est d’avancer : pour tout graphe G = (V , E), orienté ou non,
de matrice d’adjacence pondérée W , la base de Fourier est obtenue en calculant les
vecteurs propres généralisés de la décomposition de Jordan de W. En effet, dans le
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cas d’un graphe quelconque, la matrice d’adjacence n’est pas forcément circulante
et de manière générale pas forcément diagonalisable. Si bien que cette définition de
la base de Fourier d’un graphe doit faire appel à la décomposition de Jordan.
Les valeurs propres généralisées obtenues n’ont par contre pas forcément le sens
fréquentiel attendu, et afin d’obtenir l’équivalent de la fréquence de chaque mode de
Fourier, les auteurs passent par un calcul ad hoc de variation totale [184].
2.4.4 En résumé
L’analogie est de proposer W comme équivalent de la matrice de retard pour
un graphe. De la même manière qu’une matrice circulante classique est un polynôme
en S, une matrice circulante sur graphe est donc définie comme étant un polynôme
en W, et la matrice de Fourier sur graphe est définie comme étant la matrice
qui diagonalise (ou qui Jordannise) toute matrice circulante sur graphe, donc qui
diagonalise (ou qui Jordannise) W.
2.5 Le traitement du signal sur graphes selon
Vandergheynst et collaborateurs
Un point de vue que nous allons préférer dans ce manucrit est celui adopté pas
Vandergheynst et collaborateurs [96, 193, 195] qui se base sur la base de Fourier
obtenue en diagonalisant le laplacien du graphe.
2.5.1 Analogie fondamentale adoptée par Vandergheynst et
collaborateurs
Dans cette analogie, le graphe associé au traitement du signal discret classique
est le graphe boucle non orienté :
de matrice d’adjacence binaire et symmétrique :
A =

0 1 0 0 · · · 0 1
1 0 1 0 · · · 0 0







0 0 0 0 · · · 0 1
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et de matrice laplacienne symmétrique :
L = D − A =

2 −1 0 0 · · · 0 −1
−1 2 −1 0 · · · 0 0







0 0 0 0 · · · 2 −1
−1 0 0 0 · · · −1 2

. (1.34)
L étant circulante, elle est donc diagonalisable dans la base de Fourier classique
F de l’équation 1.9.
Par analogie, pour tout graphe G = (V , E) non-orienté de matrice d’adjacence
W , la base de Fourier de ce graphe est constituée des vecteurs propres du laplacien
du graphe L = S −W . On note χ = (χ1|χ2| · · · |χN) cette matrice de Fourier du
graphe, chaque colonne χi étant vecteur propre du laplacien de valeur propre λi :
∀i ∈ [1, N ] Lχi = λiχi. (1.35)
L est forcément diagonalisable car nous nous restreignons ici aux graphes non-
orientés, et la symmétrie du laplacien assure :
– sa diagonalisation dans R : ∀i ∈ [1, N ] λi ∈ R et χ ∈MN(R).
– χ est orthornomale.
2.5.2 Quelques précisions importantes
En classique, le graphe associé est le graphe boucle non-orienté, le laplacien celui
de l’équation 1.34, et la base de Fourier est la matrice F de l’équation 1.9. On
remarque en effet que L est diagonalisable dans F :
LF =

α1 0 0 0 · · · 0 0
0 α2 0 0 · · · 0 0







0 0 0 0 · · · αN−1 0




∀j ∈ [1, N ] αj = 2− ωj−1 − ω(j−1)(N−1)













De plus, on remarque que :
∀j ∈ [2, N ] αj = αN+2−j. (1.38)
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On note les valeurs propres du laplacien du cas classique α pour les différencier du
cas d’un graphe quelconque que nous notons λ.
Si N est impair, il n’existe qu’un seul sous-espace propre (sous-espace vectoriel
associé à une valeur propre) de dimension 1, c’est celui associé à α1 = 0 et au
vecteur propre réel constant égal à 1√
N
(première colonne de F ).
Si N est pair, il n’existe que deux sous-espaces propres de dimension 1 : en plus de
celui associé à α1 = 0, il y a celui associé à αN
2





et qui correspond à la (N
2
+ 1)ème colonne de F .
Toutes les autres valeurs propres sont de multiplicité 2 : les sous-espaces propres
associés sont donc définis par deux vecteurs propres qui ne sont pas uniques. Dans
la matrice F de l’équation 1.9, nous avons fait le choix des exponentielles complexes.
Nous savons aussi que l’on peut faire le choix des cosinus et des sinus réels. Ce choix,
fondamentalement, est dû à la multiplicité des valeurs propres.
Dans le cas d’un graphe quelconque, la multiplicité de chacune des valeurs propres
est en général 1 ; et on n’a plus ce choix entre “exponentielles complexes” et “cosinus”.
2.5.3 La fréquence d’un mode de Fourier
Un autre intérêt d’utiliser la matrice laplacienne vient du fait que chaque valeur
propre αi correspond à la fréquence au carré du mode de Fourier i (la ième colonne
de F ). En effet, la matrice laplacienne correspond à la version discrète de l’opérateur
de dérivée seconde, qui, quand appliqué à des exponentielles complexes fait émerger
la fréquence au carré.
De nouveau par analogie, on va définir la fréquence du mode de Fourier du graphe
χi comme étant la racine carrée de sa valeur propre associée λi.
2.6 Autres analogies possibles
Les deux analogies précédentes reviennent au même dans les cas où le graphe
est non-orienté et régulier (c’est-à-dire que tous les nœuds ont la même force s0).
En effet, dans ce cas, le laplacien peut s’écrire : L = S −W = s0(W>)0 − (W>)1,
c’est-à-dire comme un polynôme en W> : diagonaliser L revient donc au même que
diagonaliserW>. Dans tous les autres cas, les deux analogies proposent des matrices
de Fourier différentes, et donc une théorie du traitement du signal différente.
Cette multiplicité est potentiellement problématique, d’autant plus qu’il existe
a priori de nombreuses autres analogies possibles. Pour en trouver une troisième, il
suffit de considérer un type générique de matrice M qui ne soit en général ni poly-
nôme en W>, ni polynôme en L (sinon on retrouvera un des deux cas précédents en
diagonalisant) et dont la matrice pour le graphe boucle orienté ou non-orienté soit
circulante. On pourra alors dire : la matrice étant circulante dans le cas classique,
elle est donc diagonalisable dans Fourier. Ainsi, en diagonalisant M , on trouvera
une nouvelle définition de matrice de Fourier.
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2.6.1 La matrice laplacienne normalisée





2 . De manière générale, elle n’est ni polynôme en W> ni en L. Dans le cas
du graphe boucle non-orienté, L est circulante et s’écrit :
L = IN − S− 12WS− 12 =

1 −0.5 0 0 · · · 0 −0.5
−.5 1 −0.5 0 · · · 0 0







0 0 0 0 · · · 1 −0.5
−0.5 0 0 0 · · · −0.5 1

. (1.39)
On a donc accès à une troisième définition d’une matrice de Fourier sur graphe :
la base qui diagonalise le laplacien normalisé L du graphe. Nous noterons aussi
χ = (χ1|χ2| · · · |χN) cette matrice de Fourier du graphe, et λi les valeurs propres
associées. Dans des applications où la distribution des degrés est homogène, le choix
du laplacien (normalisé ou non) est peu important car les deux matrices sont simi-
laires. Dans les cas où la distribution des degrés est hétérogène, le choix du laplacien
peut avoir des conséquences importantes sur les résultats. Les auteurs qui se sont
penchés sur la question (lire notamment le chapitre 9 de Chung et Lu [48] ou la par-
tie 8.5 du tutoriel sur le partitionnement spectral de von Luxburg [221]) penchent
néanmoins pour l’utilisation du laplacien normalisé pour les raisons suivantes :
1. le spectre du laplacien normalisé est intimement lié à des invariants de graphe
comme la constante de Cheeger,
2. la première valeur propre non nulle λ2 est intimement liée à la vitesse de
convergence de marcheurs aléatoires sur le graphe,
3. le spectre du laplacien normalisé a l’avantage calculatoire et conceptuel d’être
borné entre 0 et 2,
4. certains travaux comme [61] montrent que l’utilisation du laplacien normalisé
donne de meilleurs résultats que le laplacien classique pour la détection de
communautés – sans toutefois expliquer pourquoi.
Pour toutes ces raisons, nous considérerons dans la suite le laplacien normalisé,
et les notations χ et λi se réfèreront à la diagonalisation de ce laplacien, sauf si
expressément indiqué. On gardera néanmoins à l’esprit que le choix final du laplacien
est lié au cadre d’emploi.
2.6.2 Extension aux graphes orientés
L’analogie de Sandryhaila et Moura permet de définir la matrice de retard sur les
graphes orientés. Un des ennuis de cette analogie est qu’il n’y a pas de lien intuitif
entre les valeurs propres et la notion intuitive de fréquence que nous avons. Dans
ce sens, l’analogie faite au niveau du laplacien est plus intéressante, mais elle est
restreinte, dans la majorité de la littérature, aux graphes non-orientés, car on peut
ainsi garantir leur diagonalisation dans R avec une matrice de passage orthornomée.
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sur graphe A :
Signal
sur graphe B :
Signal dans
domaine de Fourier :












Figure 1.4: Le même signal f sur deux graphes différents qui ne diffèrent que d’un seul
lien. Les graphes étant légèrement différents, la transformée de Fourier du signal f change
aussi légèrement selon qu’on le considère défini sur un graphe plutôt que l’autre.
Néanmoins, on peut a priori étendre la notion de laplacien aux graphes orientés,
en choisissant tout d’abord si on considère le poids des liens qui sortent de chaque
nœud ou le poids des liens qui arrivent en chaque nœud pour remplacer la matrice S
dans la définition du laplacien. Ensuite, on peut argumenter que toute matrice lapla-
cienne ainsi définie n’est pas forcément diagonalisable (même dans C). Qu’à cela ne
tienne : les matrices diagonalisables dans C sont denses dans l’espace des matrices
et les graphes que nous analysons sont, en pratique, mesurés d’une manière ou d’une
autre. Si par manque de chance on tombe sur une matrice non-diagonalisable, en
la changeant légèrement (et tout en restant dans les barres d’erreur de mesure), on
peut la diagonaliser. On aura alors accès à des vecteurs et valeurs propres en général
complexes qui peuvent définir une transformée de Fourier sur graphe. Une autre
idée, proposée dans un preprint récent par Mendes et al. [148], est de symmétriser
le laplacien L en LL>, avant de le diagonaliser.
Dans cette thèse, nous n’explorerons pas plus avant ces possibilités. Le domaine
de recherche sur le traitement du signal sur graphes étant pour l’instant peu exploré,
nous nous cantonnerons aux cas plus simples des graphes non-orientés où la trans-
formée de Fourier est définie avec la matrice laplacienne normalisée. L’extension aux
graphes orientés pouvant en principe être faite d’une des deux manières que nous
venons d’évoquer.
2.7 Résultats du traitement du signal sur graphe
2.7.1 La transformée de Fourier sur graphe
La transformée de Fourier de f est ainsi définie par :




ce qui s’écrit en matriciel :
fˆ = χ>f. (1.41)
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Noyau de chaleur


















sur graphe A :
Signal
sur graphe B :
Figure 1.5: Transformée de Fourier inverse du noyau de la chaleur sur deux graphes qui ne
diffèrent que d’un seul lien. Les transformées inverses sont similaires mais pas identiques.
La Fig. 1.4 montre un même signal f sur deux graphes qui ne diffèrent que d’un
seul lien, et leurs transformées de Fourier respectives. On observe qu’un signal est
intimement lié à la topologie du graphe sur lequel il est défini : les deux transformées
de Fourier sont similaires mais pas identiques.
La transformée de Fourier inverse de fˆ s’écrit, en matriciel :
f = χfˆ , (1.42)
car χ−1 = χ> étant donné que χ est orthonormée. On a l’identité de Parseval :
∀(f, g) ∈ RN × RN < gˆ, fˆ >= gˆ>fˆ = g>χχ>f = g>f =< g, f > . (1.43)
La Fig. 1.5 montre deux signaux χ>Af et χ>Bf définis à partir du noyau de la
chaleur exp−6λ continu dans l’espace de Fourier. Même si définis à partir du même
noyau, les deux signaux sont différents car les valeurs propres des deux graphes
ne sont pas tout à fait identiques. Les signaux associés dans l’espace direct sont
également similaires, mais pas identiques.
2.7.2 La fréquence d’un mode de Fourier
Pour donner une intuition quant à la notion de fréquence d’un mode de Fourier
sur graphe, définissons son nombre de passages à zéro. Soit un graphe G = (V , E) et
un signal sur ce graphe f . Le nombre de passages à zéro Npz(f) de f est le nombre de
liens connectant deux nœuds associés à des valeurs de signes opposés. Formellement :
Npz(f) = # {(ij) ∈ E tel que f(i)f(j) < 0} . (1.44)
Pour différents types de graphes, nous traçons sur la Fig. 1.6 Npz(χi) en fonction
de λi. Même si l’augmentation du nombre de passages par zéro en fonction de la
fréquence au carrée λ est moins graduelle et stable que pour le cas classique, on
observe qu’il existe une forte corrélation entre le nombre de passages par zéro et λ.
2.7.3 Phénomène de localisation des modes de Fourier
De manière surprenante, les modes de Fourier sur graphe peuvent être localisés,
c’est-à-dire peuvent concentrer leur énergie sur quelques nœuds. La Fig. 1.7 compare
27
1. Généralités sur les graphes et le traitement du signal sur
graphes
Graphe boucle :






















Figure 1.6: Pour chacun des trois graphes, est tracé le nombre de passages par zéro de
chacun des vecteurs propres Npz(χi) du laplacien, en fonction de leur valeur propre associée
λi.
les modes de Fourier classiques (obtenus avec le graphe boucle) et les modes de Fou-
rier du graphe comète. Alors que les sinusoïdes classiques ont une énergie distribuée
sur l’ensemble des nœuds, ce n’est pas le cas pour certains modes de Fourier du
graphe comète : en particulier pour les modes numéro 8, 9 et 10 (qui correspondent
aux trois colonnes entre λ = 1.24 inclus et λ = 1.28 exclus) qui sont localisés au
niveau de la tête de la comète. On a donc ici des modes de Fourier qui sont à la fois
localisés en fréquence et en espace !
On peut également voir ce phénomène de localisation de la manière suivante.
Considérons le graphe boucle dont tous les liens ont un poids de 1 sauf deux qui
ont un poids w qui peut varier. Quand w tend vers zéro, le graphe tend vers deux
graphes déconnectés et les modes de Fourier tendent vers des modes complètement
localisés sur l’un ou l’autre sous-graphe.
Ce phénomène de localisation est encore mal compris, même si beaucoup étu-
dié [195, 153, 146, 20]. Etant donné qu’il viole le principe d’incertitude selon lequel
on ne peut avoir localisation en espace et en fréquence simultanément, il est impor-
tant de le garder en mémoire. Comme dans [195], nous noterons µ le maximum en
valeur absolue de la matrice de Fourier du graphe :
µ = max |χ|. (1.45)








uniquement dans le cas classique et µ est d’autant plus proche de 1 que le
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Figure 1.7: Pour chacun des deux graphes, la matrice représente χ, la matrice de Fourier
du graphe. On observe un phénomène de localisation pour le graphe comète qui n’existe
pas pour le graphe boucle.
graphe est différent du cas classique. Dans le cas du graphe comète de la Fig. 1.7,
µ = 0.84, alors que µ = 0.26 dans le cas classique avec même nombre de noeuds.
2.7.4 Point clé
Un des points clés de cette analogie est qu’elle propose une équivalence entre un
signal défini sur des nœuds d’un graphe (qui n’ont pas d’ordre naturel les uns par
rapport aux autres et qui ont des liens non-triviaux entre eux) et un signal défini sur
le spectre du graphe qui, lui, est ordonné (λ1 ≤ λ2 ≤ · · · ≤ λN). Par exemple, nous
verrons que la translation sur graphe est difficile à définir directement parce qu’il
n’y a pas d’équivalent naturel de la convolution (à cause de l’absence d’ordre dans
l’espace indexé par les nœuds). Nous passerons donc, suivant Shuman et al. [195] par
l’espace de Fourier pour la définir. Nous ferons de même pour d’autres définitions
qui posent problème.
2.7.5 Opérations usuelles
Nous reprenons les opérations usuelles classiques rappelées dans la section 2.3,
et nous les adaptons au cas des graphes [193].
La convolution de deux signaux sur graphe f et g se définit comme une mul-
tiplication dans l’espace de Fourier, comme précisé dans la sous-partie 2.3.2 :












Figure 1.8: Un signal f (à gauche) translaté soit autour du nœud 15 (au milieu) soit
autour du nœud 13 (à droite).
Donc, en repassant dans l’espace direct :






La translation d’un signal f par i0 ∈ [1, N ] peut s’écrire en classique comme
la convolution Ti0f = f ∗ δi0 . Ainsi, d’après l’équation 1.47 :






Or, d’après l’équation 1.41 : ∀l ∈ [1, N ] δˆi0(l) = χl(i0). Ainsi :






Un exemple de translation de signal sur graphe est donné sur la Fig. 1.8.
La modulation d’un signal f par k0 ∈ [1, N ] revient à une multiplication
dans l’espace direct. L’équation 1.20 donne, en remplaçant l’exponentielle complexe
e
−2ipi(k0−1)(j−1)
N par le mode de Fourier sur graphe χk0(j) :
∀j ∈ [1, N ] Mk0f(j) =
√
Nf(j)χk0(j) (1.50)
Un exemple de modulation de signal sur graphe est donné sur la Fig. 1.9.





où Hˆ = diag(hˆ) = diag(χ>h).
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Figure 1.9: Le noyau de la chaleur (à gauche), modulé autour de la 5ème valeur propre
(M5f) ou de la 10ème valeur propre (M10f). À droite : les trois signaux dans l’espace de
Fourier.
D’autres opérations usuelles ont été développées que nous n’allons pas pré-
senter en détail ici. On peut citer les efforts faits pour définir une interpolation
sur graphe [93, 154], un processus de lifting [155] ou une transformée de Fourier
locale [194]. Forts de ces opérations usuelles d’un signal sur graphe, nous allons
maintenant présenter un des outils que nous allons beaucoup utiliser dans cette
thèse : les ondelettes sur graphe.
3 La transformée en ondelettes sur graphes
Il existe à ce jour plusieurs définitions d’ondelettes sur graphe. Notons la proposi-
tion de Crovella et Kolaczyk [55] qui définissent des ondelettes en termes de diffusion
sur l’entourage de chaque nœud. Nous pouvons également citer le travail de Coifman
et Maggioni [53], qui définissent des “ondelettes de diffusion”, qui utilisent l’opéra-
teur de diffusion pour lisser les signaux définis sur le graphe et proposer une version
multiéchelle du signal. Citons également des transformées en ondelettes sur graphe
définies par lifting [155, 118] ou par bancs de filtre [156, 69], et des ondelettes dé-
finies sur des graphes particuliers, comme les arbres [87]. Dans la suite, nous nous
intéresserons aux ondelettes dites spectrales proposées par [96], car elles s’adaptent
particulièrement bien au problème que nous aborderons dans le deuxième chapitre :
la détection de communautés. En effet, elle se base sur le laplacien du graphe, comme
les techniques spectrales de partitionnement, et on peut régler certains paramètres
de ces ondelettes pour qu’elles soient particulièrement sensibles à la structure en
communautés (comme nous le verrons dans le deuxième chapitre). Les ondelettes
sur graphe sont plus faciles à introduire en procédant par analogie par rapport au
cas classique continu. Nous commençons par écrire une manière de définir les onde-
lettes continues classiques dans l’espace de Fourier, pour pouvoir ensuite mener à
bien l’analogie.
3.1 La famille d’ondelettes classiques
Le lecteur familier avec les ondelettes trouvera ici un rappel sur les notations
utilisées et quelques définitions bien connues. En revanche, le lecteur qui découvre
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les ondelettes trouvera toute information nécessaire à leur sujet dans le livre de Mal-
lat [141]. La transformée en ondelettes d’un signal f est sa décomposition sur la fa-
mille Ψ dite d’ondelettes, composée de translations et d’homothéties d’une ondelette
mère. Formellement, les ondelettes filles ψs,τ (où (s, τ) ∈ R+∗ × R) qui composent
la famille d’ondelettes Ψ se déterminent à partir de l’ondelette mère ψ :








τ est le paramètre de translation et s le paramètre d’échelle. L’ondelette mère ψ est
une fonction de carré intégrable et de moyenne nulle, son choix précis caractérise





























ψ (T ′) e−isωT
′
dT ′
= δˆτ (ω) ψˆ(sω) où δτ = δ(t− τ).
(1.53)








ψˆ(sω) peut être considéré comme un banc de filtre obtenu en dilatant le noyau de
filtre ψˆ. De plus, l’ondelette mère étant de moyenne nulle et d’énergie finie, ψˆ est
un passe-bande (tend vers zéro aux basses fréquences et aux hautes fréquences).
Finalement, l’ondelette fille ψs,τ peut être interprétée (à un facteur
√
s près) comme
un Dirac centré en τ filtré par le passe-bande dilaté ψˆ(s·).
3.2 La famille d’ondelettes sur graphes
L’équivalent sur graphe de la variable temporelle t est le numéro de nœud i.
Ainsi, le Dirac centré en τ devient un Dirac discret centré sur le nœud a. On peut
a priori garder le paramètre d’échelle s continu et si on définit la fonction continue
g : R+ → R l’équivalent du noyau de filtre passe-bande ψˆ, la transformée de Fourier
de l’ondelette fille ψs,a s’écrit :
∀k ∈ [1, N ] ψˆs,a(k) =
√
Nsδˆa(k)g(sλk). (1.55)














3. La transformée en ondelettes sur graphes
La matrice d’ondelettes sur graphe à l’échelle s, notée Ψs s’écrit :















En général, de par le caractère discret du spectre d’un graphe et malgré le facteur√
s qui permet la normalisation dans le cas continu, et le facteur
√
N qui vient de
l’équation de filtrage sur graphe, la norme de l’ondelette fille est, sauf exception,









L’existence du facteur de normalisation
√
Ns n’étant plus justifiée, on simplifie
l’équation 1.58 en :
Ψs = (ψs,1|ψs,2| · · · |ψs,N) = χGsχ>, (1.61)
tout en sachant qu’elle définit des ondelettes non-normées. Pour les normer, on le
fait “à la main”, et on les note :
∀(s, a) ∈ R+ × V ψ˜s,a = ψs,a||ψs,a||2 . (1.62)
On note la matrice des ondelettes normées à l’échelle s :
Ψ˜s =
(
ψ˜s,1|ψ˜s,2| · · · |ψ˜s,N
)
. (1.63)
Le paramètre d’échelle étant continu, il existe une infinité de matrices d’onde-
lettes, toutes différentes. En pratique, nous sélectionnons M paramètres d’échelle
(s1|s2| · · · |sM) d’une manière qui dépendra de l’application. La famille de toutes






Il y a N ondelettes par échelle sj, Ψ est donc composée de NM ondelettes.
3.3 La transformée en ondelettes sur graphe
Soit un signal sur graphe f . Son coefficient d’ondelette Wfs,a au nœud a à




La réunion de tous ces coefficients est la transformée en ondelettes de f . On notera
parfois Wfs le vecteur de taille N regroupant les coefficients à l’échelle s :
Wfs = (Wfs,1|Wfs,2| · · · |Wfs,N)> = Ψsf. (1.66)
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La famille des ondelettes ne peut pas être une base étant donné qu’elle est poten-
tiellement très redondante. On introduit communément le concept de trame (frame
en anglais) ci-après. Une famille {φn}n∈Γ est une frame d’un espace vectoriel H s’il




| < f, φn > |2 ≤ B||f ||2. (1.67)
La famille d’ondelettes telle que donnée par l’équation 1.64 n’est pas une frame car
l’inégalité ci-dessus n’est pas vérifiée pour les signaux constants. Il faut dans un
premier temps ajouter à Ψ la matrice χdiag(g0(λk))χ> obtenue en définissant le
filtre passe-bas g0 : on note cette famille élargie Ψ0. Ψ0 est alors une frame si et
seulement si :
∃(A,B) > 0 ∀k ∈ [1, N ] A ≤ g0(λk) +
M∑
j=1
g(sjλk) ≤ B. (1.68)
Dans ce cas, tout signal est reconstructible à partir de sa décomposition dans Ψ0.
3.4 Algorithme rapide de transformée en ondelettes sur
graphe
Une des difficultés rencontrées en traitement du signal sur graphe est la dépen-
dance de tous les opérateurs à la topologie du graphe : on ne peut pas calculer,
comme dans le cas classique, des ondelettes une bonne fois pour toutes car juste-
ment ces ondelettes dépendent du graphe analysé. En effet, l’équation 1.61 montre
que le calcul de la matrice des ondelettes à l’échelle s nécessite la connaissance de la
matrice de Fourier χ, elle-même calculée en diagonalisant le laplacien du graphe. Or,
la diagonalisation d’une matrice de taille N se fait au mieux en un temps de calcul
cubique en N , ce qui interdit son utilisation pour des graphes de plus de quelques
milliers de nœuds.
Pour surmonter cette difficulté et calculer la transformée en ondelettes d’un signal
f rapidement, on ne va pas chercher à rendre explicites les ondelettes. Comme l’ex-
pliquent Shuman et al. [196], on va plutôt chercher à approximer chaque filtre g(sj·)
en un polynôme de Tchebychev tronqué au degré m. Considérons l’équation 1.66.
Pour obtenir les coefficients d’ondelettes à l’échelle s d’un signal f , soit on calcule
explicitement Ψs, et cela revient à diagonaliser le laplacien. Soit nous approximons
g(s·) en un polynôme de degré m :











On observe alors que :










3. La transformée en ondelettes sur graphes
Ainsi, au lieu de devoir calculer la diagonalisation de L, nous accédons aux coeffi-
cients d’ondeletteWfs uniquement via des multiplications matrice-vecteur. Pour des
raisons de rapidité de calcul et d’optimisation de l’approximation évoquées dans [96],
le polynôme utilisé dans l’approximation de l’équation 1.69 est la troncature au degré
m du développement en polynôme de Tchebychev du filtre g(s·). Le temps de calcul
pour obtenir les NM coefficients chute à O(M |E|+NMm) où |E| est le nombre de
liens. Pour les graphes creux, c’est-à-dire les graphes dont le nombre de liens est de
l’ordre du nombre de nœuds (beaucoup de graphes de terrain ont cette propriété),
le temps de calcul de l’algorithme est linéaire en N . Évidemment, la contrepartie
est que nous obtenons uniquement une approximation des coefficients Wfs (qui est
d’autant meilleure que m est grand).
Dans la suite, nous noterons FWT s,m l’opérateur de transformée en ondelettes
rapide à l’échelle s (avec une justesse d’approximation paramétrée par m) :
Wfs ' FWT s,mf. (1.72)
3.5 Le noyau de filtre d’ondelettes
La famille d’ondelettes Ψ est entièrement déterminée, pour un graphe donné, par
son noyau de filtre g et le choix des M échelles considérées. Nous verrons plus tard
comment choisir ces échelles, mais nous pouvons d’ores et déjà nous intéresser à g. En
classique, la construction de son équivalent ψˆ a été l’objet de beaucoup d’efforts de
recherche depuis trente ans et des ondelettes de toutes formes existent maintenant,
chacune plus ou moins adaptée au type de signaux étudiés. En ondelettes sur graphe,
pour assurer la localisation des ondelettes, la seule contrainte qui existe sur g porte
sur son comportement à l’origine qui doit être en xα (α > 1). Pour l’instant, une
des formes génériques de passe-bande étudiées, est la forme “en cloche” avec un
comportement en xα à l’origine et en x−β aux grandes valeurs propres. D’autres
propositions plus sophistiquées ont été proposées [197, 137], qui prennent en compte
le spectre particulier de chaque graphe, mais nous n’allons pas étudier ces variantes
qui sont plus compliquées et demandent à calculer l’intégralité du spectre, ce qui
exclut les grands graphes. Plus précisément, g est tel que :
g(x;α, β, x1, x2) =

x−α1 x
α pour x < x1
p(x) pour x1 ≤ x ≤ x2
xβ2 x
−β pour x > x2.
(1.73)
où p(x) est l’unique interpolation polynomiale cubique qui conserve la continuité
de g et de sa dérivée g′. α, β, x1, x2 sont les paramètres du filtre. Nous verrons
aussi dans le deuxième chapitre comment les ajuster en fonction de ce que l’on
cherche à analyser, mais pour l’instant, dans le but d’illustrer les ondelettes, nous
les choisissons comme dans [96] : α = β = 2, x1 = 1 et x2 = 2. La Fig. 1.10a
montre le noyau de filtre dilaté par 5 paramètres d’échelle différents. On définit
ces filtres comme des fonctions continues par commodité, mais en réalité, ces filtres
sont discrets quand on les applique à des graphes : ils sont définis uniquement sur
le spectre du graphe. On montre la version discrète du même banc de filtre sur la
Fig. 1.10b, en utilisant le spectre du graphe de la Fig. 1.2.
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Banc de filtres continus :















Banc de filtres discrets :















Figure 1.10: a) Version continue et b) discrète (définie sur le spectre du graphe de la
Fig. 1.2) d’un banc de filtres passe-bande définissant des ondelettes sur graphe.
3.6 Quelques illustrations
Illustrons quelques ondelettes du graphe de la Fig. 1.2 correspondant au banc
de filtres de la Fig. 1.10b. Dans un premier temps, on dessine sur la Fig. 1.11 dix
ondelettes : les ondelettes centrées aux nœuds 8 et 15 aux cinq échelles considérées
dans le banc de filtres. Par exemple, on observe très bien l’oscillation de l’ondelette
ψs1,15. Aussi, on observe qu’à petite échelle et loin du nœud autour duquel l’onde-
lette est centrée, il n’y a presque plus d’énergie (les nœuds sont alors en vert clair).
À grandes échelles, au contraire, l’énergie est distribuée sur tout le graphe, à tel
point qu’il n’est plus possible de savoir à l’œil sur quel nœud l’ondelette est censée
être centrée.
Pour donner une intuition sur le comportement de la transformée en ondelettes,
on représente sur la Fig. 1.12 un signal très simple (le Dirac centré sur le nœud 15) et
sa transformée en ondelettes. La transformée est représentée sous forme de matrice
où l’élément de la ligne i et de la colonne j est le coefficient d’ondeletteWfsi,j calculé
à l’échelle si et au nœud j. On observe l’équivalent de la cascade d’énergie centrée
autour des singularités d’un signal dans une transformée en ondelettes classique.
Sauf que dans notre cas, il faut reconstruire mentalement la cascade étant donné
qu’il n’y a pas d’ordre naturel dans l’espace des nœuds.
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Figure 1.11: Exemples d’ondelettes sur le graphe de la Fig. 1.2 aux cinq échelles considé-
rées dans le banc de filtres de la Fig. 1.10. Nous ne représentons que les ondelettes centrées
autour des nœuds 8 et 15.
Signal f :
a)



























Figure 1.12: Le delta centré autour du nœud 15 (a) et sa transformée en ondelettes (b)





communautés à l’aide d’ondelettes
« No man is an island, entire of itself ; every man
is a piece of the continent, a part of the main. »
– John Donne, No Man Is An Island
La première partie de ce chapitre est dédiée à une courte présentation générale
sur la notion de communautés et l’utilité de leur détection. Nous rappellerons dans
la deuxième partie quelques travaux classiques de partitionnement d’un graphe en
communautés. Le choix des sujets abordés pourra paraître arbitraire au lecteur au
fait de la volumineuse littérature sur le sujet : en effet, le but n’est pas de proposer
une liste exhaustive des méthodes existantes, mais d’introduire le lecteur à quelques
outils de base auxquels nous ferons appel par la suite. Ces deux premières parties sont
surtout destinées au lecteur peu familier de la notion de communauté. La troisième
partie, en revanche, porte plus précisément sur les méthodes multiéchelles existantes
de détection en communautés et permet de poser précisément le problème abordé.
Les quatre parties suivantes (parties 4, 5, 6 et 7) sont le cœur de ce chapitre et
proposent une nouvelle méthode multiéchelle basée sur les ondelettes sur graphe. Elles
reprennent avec plus de détails les idées essentielles déjà publiées dans [212, 216, 215,
211, 210]. La huitième partie présente un point de vue original sur une partie des
méthodes multiéchelles existantes, les regroupant toutes sous un formalisme unique
de modularité filtrée. Nous évoquerons dans la neuvième et dernière partie de ce
chapitre les perspectives de ces travaux.
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Notations Dans ce chapitre, nous nous efforcerons de noter :
– en petits caractères gras les vecteurs, comme f la notation générique d’un
signal défini sur les nœuds d’un graphe ;
– en grands caractères gras les matrices, commeW la matrice d’adjacence pon-
dérée d’un graphe ;
– en grands caractères italiques les ensembles, comme E l’ensemble des nœuds ;
– en caractères non-gras et non-italiques, grands ou petits, les scalaires, comme
les valeurs propres λi, ou les fonctions comme le filtre d’ondelettes g.
1 Une communauté dans un graphe
1.1 Qu’est-ce qu’une communauté ?
Une communauté est un ensemble de nœuds plus connectés entre eux qu’avec
le reste du graphe. Cette définition, nécessairement floue, a l’avantage d’être assez
générale pour correspondre à une majorité des définitions, souvent plus précises, que
donne chaque auteur travaillant sur le sujet. À mon sens, la notion même de com-
munautés ne peut être envisagée sans le but que l’on se donne, sans savoir pourquoi
on cherche des communautés. Il me semble que chercher des communautés dans un
graphe, c’est chercher à regrouper assez de nœuds ensemble pour permettre la lec-
ture et l’analyse du graphe, mais ne pas trop les regrouper pour garder au moins
une partie des détails structurels du graphe. Il faudra donc garder en tête que la
recherche en communautés est un équilibre à trouver entre trop de détails rendant
le graphe difficilement analysable et trop d’agrégation qui fait éventuellement dis-
paraître l’information pertinente du graphe.
Cette recherche de communautés est donc naturellement spécifique au contexte
du graphe étudié, à la finesse de l’analyse souhaitée, même à l’expérimentateur qui
devra choisir parmi toutes les méthodes de recherche de communautés et donc intro-
duire un biais à ce niveau là. Prenons un exemple classique et simple pour illustrer
ce propos : le graphe social d’un club de karaté [229] observé sur une période de
3 ans dans les années 1970 dans le cadre d’une étude sur l’apparition de clivages
dans un réseau social. Le graphe est binaire et composé de 34 nœuds, chacun cor-
respondant à un membre du club, et un lien existe entre deux nœuds si les deux
personnes ont des interactions sociales en dehors du club de karaté. Ce graphe est
représenté sur la Fig. 2.1a. Considérons le nœud colorié de la Fig. 2.1b. Dans quelle
communauté appartient-il ? Quelque part, chacune des 4 propositions (Figs. 2.1c-f)
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Figure 2.1: a) Graphe du club de karaté de Zachary [229] : chaque nœud représente
un des membres du club et un lien existe entre deux nœuds si les deux membres ont
des interactions sociales en dehors du club. Considérons le nœud colorié de l’illustration
b). Dans quelle communauté appartient-il ? Les nœuds coloriés des illustrations c-f) sont
autant de réponses possibles.
de communautés (représentées par les nœuds coloriés sur les figures) correspondent
à une interprétation possible de la définition de communauté donnée au début de
cette partie. Et aucune de ces propositions n’est mieux que l’autre : les propositions
c et d sont justifiées parce que ce sont des cliques, c’est-à-dire des groupes de nœuds
tous connectés les uns aux autres ; ce n’est pas le cas pour la proposition e mais
celle-ci regroupe 5 nœuds qui sont tous connectés au reste du graphe par l’intermé-
diaire d’un seul nœud ; et la proposition f coupe le graphe en deux parties plus ou
moins égales et peu connectées entre elles. C’est d’ailleurs cette dernière proposi-
tion qui correspond à la vérité de terrain discutée dans [229] : ce réseau social s’est
finalement clivé en deux (selon les couleurs de f) et les deux sous-réseaux se sont
finalement retrouvés dans deux clubs de karaté différents. Chacune des propositions
de communautés est justifiable et justifiée. Et c’est uniquement l’étude de terrain et
donc le contexte du graphe qui nous permet de savoir quelle acceptation du sens de
communauté est pertinente.
1.2 De l’utilité de la recherche de communautés
À la lecture du cas précédent, on est en droit de questionner l’utilité de la re-
cherche de communautés : définition floue, multiplicité des solutions, nécessité de
connaître le contexte du graphe pour savoir quel sens donner à la notion de commu-
nauté. . . En fait, pour se convaincre de son utilité, il faut comprendre la recherche
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en communautés comme une prospection, qui ne donnera jamais dans les graphes
réels une réponse claire et définitive, mais plutôt un ensemble de réponses, autant
d’hypothèses plausibles qu’il faudra ensuite étudier en détail avec les outils spéci-
fiques au domaine d’application. Dans ce sens, la recherche de communautés est une
méthode de fouille de données, où la donnée est un graphe.
1.3 Une brève histoire de la recherche de communautés
C’est en sociologie qu’est né le domaine de la recherche de communautés, même si
aujourd’hui le domaine d’application est bien plus vaste. En effet, quelques travaux
précurseurs de sociologues [54, 225, 175, 103] cherchent à grouper les humains en
fonction de leurs opinions politiques, de leurs interactions sociales, etc. . . Dans les
années 1960/1970, un groupe de chercheurs à la frontière entre les mathématiques
et l’informatique a attaqué le problème de partitionnement de graphes [123, 82],
essayant de formaliser le concept de communauté et développer des algorithmes
de détection automatique, proposant par exemple le théorème flot-max/coupe-min
(mincut/maxflow en anglais) qui stipule que le flot maximum pouvant aller d’un
nœud s à un nœud t est égal à la somme minimale des poids des liens à retirer du
graphe pour séparer s de t. Un des développements de ce groupe de chercheurs est le
partitionnement spectral, initié par Donath et Hoffman [59] et poursuivi et amélioré
depuis lors (voir le tutoriel de von Luxburg [221] pour une présentation plus générale
du partitionnement spectral). Dans les années 2000, Girvan et Newman [89], plutôt
ancrés en physique statistique sur réseaux, proposent une mesure de qualité d’une
partition donnée appelée modularité. Cette mesure, couplée à des algorithmes très
rapides comme celui de Louvain [32] et à des données de plus en plus accessibles et
nombreuses, ont fait exploser le nombre de travaux sur la recherche de communautés.
Aujourd’hui, ce domaine est à la frontière de l’informatique, des mathématiques, de
la physique statistique, et de la science des réseaux. L’étendue des travaux dans ce
domaine pourra être mesurée dans la revue de Fortunato [83].
1.4 Partitionnement d’un graphe en communautés
Le problème classique dans le domaine de la détection de communautés dans
un graphe, est de trouver une partition de l’ensemble des nœuds V qui sépare le
mieux le graphe en communautés. Par définition, une telle partition, notée P , est
un ensemble de communautés deux à deux disjointes, dont la réunion équivaut à V :
P = {Ci} tq ∀(i, j) Ci ∩ Cj = ∅ et
⋃
i
Ci = V . (2.1)
Des améliorations peuvent être apportées à l’énoncé de ce problème, par exemple
en autorisant les communautés à être recouvrantes, c’est-à-dire qu’un même nœud
peut appartenir à plusieurs communautés. Le recouvrement existe bel et bien dans
de nombreuses applications, mais les algorithmes sont souvent d’abord présentés
sur le cas “simple” sans recouvrement avant d’être généralisés au cas avec recouvre-
ment. Étant donné que nous allons présenter un nouvel algorithme dans la suite,
nous examinerons ici uniquement des communautés non-recouvrantes et laisserons
le recouvrement pour des travaux futurs.
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2 Partitionner un graphe en communautés
Nous référons le lecteur à la revue de Fortunato [83] qui recense et synthétise
une grande partie de l’imposant état de l’art dans le domaine de la détection de
communautés (recouvrantes ou non). Nous évoquerons ici uniquement quelques élé-
ments utiles à la compréhension de la suite.
Tout d’abord, posons le problème de la détection d’une partition d’un graphe en
communautés. Nous nous cantonnons ici aux cas plus simples de graphes non-dirigés
et de la recherche de communautés non-recouvrantes, c’est-à-dire d’une partition
du graphe au sens stricte du terme. Nous nous posons le problème du “meilleur
découpage” d’un graphe en communautés disjointes, et il se décompose, dans de
nombreux travaux sur la question, en deux temps :
1. définir ce qu’est le “meilleur découpage” d’un graphe en communautés, c’est-
à-dire proposer une mesure de la qualité d’une partition donnée. Nous allons
présenter dans la partie 2.1 la mesure la plus connue appelée modularité.
2. maximiser cette mesure sur l’ensemble des partitions possibles. En pratique,







possibles d’un graphe à N nœuds et que le problème de maximiser une mesure
comme la modularité sur cet ensemble a été prouvé NP-complet [36] : on doit
se résoudre à chercher une approximation de la solution par diverses heuris-
tiques. Nous présentons dans la suite deux heuristiques classiques : l’algorithme
de Louvain dans la partie 2.2, et l’algorithme spectral de Donetti dans la par-
tie 2.4. Pour pouvoir détailler ce dernier, il faudra d’abord introduire le lecteur
aux techniques de clustering hiérarchique et aux dendrogrammes, ce que nous
ferons dans la partie 2.3.
2.1 La modularité : une mesure de la qualité d’une partition
Traduire la définition qualitative de communautés en équation quantitative est
un des défis à surmonter et a été à l’origine de nombreux travaux. Parmi ceux-ci,
une mesure a eu beaucoup de succès ces dix dernières années : la modularité [162].
Notée Q, c’est une mesure qui, pour une partition donnée {Ci}, quantifie à quel










où W est la matrice d’adjacence du graphe, si la force du nœud i, δ(Ci, Cj) = 1




fait, la modularité compare la quantité totale d’interactions intra-communautés, à
la quantité à laquelle on s’attendrait si le graphe était aléatoire (au sens du modèle
aléatoire de Chung-Lu décrit dans la partie 1.6 du Chapitre 1). La modularité d’une
partition en K communautés est comprise entre −(1−1/K) et 1−1/K [220]. Ainsi,
à chaque partition du graphe est associée une mesure de qualité de son caractère
communautaire.
44
2. Partitionner un graphe en communautés
2.2 L’algorithme de Louvain
Nous présentons l’algorithme de Louvain, appelé ainsi parce qu’il a été développé
par une équipe de l’Université de Louvain [32], d’une part parce qu’il est incontour-
nable dans le domaine, mais aussi parce que nous en ferons référence par la suite.
C’est un algorithme glouton qui itère deux étapes.
Tout d’abord, à chaque nœud est associée une communauté différente : l’algorithme
commence donc avec N communautés. Ensuite, pour chaque nœud i, on considère
chacun de ses voisins j et on évalue le gain en modularité correspondant à enlever
i de sa communauté pour le mettre dans la communauté de j. On place ensuite le
nœud i dans la communauté voisine qui fait le plus augmenter la modularité. Si
on ne peut déplacer i dans aucune communauté voisine parce que de telles actions
feraient baisser la modularité, on laisse i dans sa communauté. On itère ce processus
sur tous les nœuds, et on le répète jusqu’à qu’il n’y ait plus d’augmentation possible
de la modularité (notons que chaque nœud est considéré plusieurs fois). La première
étape est alors terminée.
La deuxième étape consiste à créer un nouveau réseau pour lequel les nœuds sont
les communautés ainsi trouvées. Les liens entre deux nœuds sont alors la somme des
poids des liens liant les deux communautés. Chaque nœud du nouveau graphe est
aussi lié à lui-même avec un poids qui correspond à la somme des poids de tous les
liens internes à cette communauté. Cela termine la deuxième étape de l’algorithme.
Un “passage” de l’algorithme est la combinaison de ces deux étapes. On itère ces
passages jusqu’à que la modularité maximale trouvée à la fin de la première étape
ne soit pas supérieure à la modularité trouvée au passage d’avant. Le résultat est
une partition P et sa modularité Q(P ).
Notons que la solution trouvée par l’algorithme de Louvain dépend de son initiali-
sation (l’ordre de la suite des nœuds considérée) : lancer l’agorithme plusieurs fois
donne en général autant de solutions possibles, toutes des approximations de la so-
lution recherchée.
Le succès de l’algorithme de Louvain s’explique grâce à la structure souvent
hiérarchique des graphes complexes auxquels nous avons affaire. En effet, sans cette
structure hiérarchique, la deuxième étape de l’algorithme ne serait pas justifiée. La
deuxième raison de son succès est sa rapidité de calcul qui lui permet de traiter
rapidement des graphes à plusieurs millions de nœuds.
2.3 Clusterings hiérarchiques et dendrogrammes
Parmi l’ensemble des méthodes de classification supervisées ou non qui existent
dans la littérature [101], nous rappelons uniquement le fonctionnement du clustering
hiérarchique pour deux raisons : l’algorithme spectral de Donetti présenté dans la
partie suivante, ainsi que la méthode introduite dans cette thèse (parties 4 à 7
de ce chapitre) feront appel à ce clustering particulier. Le clustering hiérarchique
(voir Section 5.1 de [116] ou [117]) est une technique qui permet à partir d’un
ensemble d’objets caractérisés par des vecteurs (qui portent le nom de vecteurs
caractéristiques) de taille n, de séparer les objets en groupes d’objets. Nous verrons
par la suite que nous pouvons utiliser des méthodes de clusterings pour chercher
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des communautés dans un graphe à partir du moment où nous pouvons associer à
chaque nœud un vecteur caractéristique en fonction de sa position dans le graphe.
Les techniques de clustering ont été développées dans le domaine de la fouille de
données. En pratique, la donnée du problème consiste en N objets, dont chaque
objet i est caractérisé par un vecteur noté fi. A partir de cette famille de N vecteurs,
on peut calculer une matrice de distance dont l’élément (i, j) est la distance entre
les nœuds i et j. La distance est à choisir et dépend du problème que l’on considère :
euclidienne, angulaire, la distance de corrélation, la norme p, . . . On applique à cette
matrice de distance l’algorithme de clustering hiérarchique qui suit. Commençons
avec N groupes, avec un nœud par groupe. Les deux groupes les plus proches sont
concaténés, et ce, de façon itérative jusqu’à ce qu’il n’existe plus qu’un seul groupe.
Lors d’une itération, pour calculer la proximité de deux groupes, on peut utiliser
différentes définitions qui vont donner chacune un algorithme différent :
– toutes les paires de nœuds possibles, en prenant un nœud dans chaque groupe,
sont considérées. La distance minimale trouvée parmi toutes ces paires définit
la proximité des deux groupes. Cela définit la méthode de chaînage simple
(single-linkage clustering).
– au lieu de prendre la distance minimale parmi toutes les paires de nœuds on
définit la proximité entre deux groupes comme la distance maximale. Cela
définit la méthode de chaînage complet (complete-linkage clustering).
– une autre possibilité est de prendre la distance moyenne entre les paires de
nœuds. Cela définit la méthode de chaînage moyenné (average-linkage cluste-
ring).
– encore une autre possibilité est de représenter chaque groupe par son bary-
centre dans l’espace à n dimensions dans lequel les objets sont définis. La
proximité entre deux groupes est alors la distance entre ses barycentres. Cela
définit la méthode de chaînage barycentrique (centroid-linkage clustering).
On représente cette suite de concaténations par un diagramme appelé dendro-
gramme. Un exemple de dendrogramme est présenté sur la Fig. 2.2a. L’axe des
abscisses représente les différents objets que l’on cherche à regrouper (ici 14 objets
numérotés de 1 à 14, habituellement ordonnés dans l’ordre de regroupement, afin de
bien mettre en évidence la structure en arbre du dendrogramme). L’axe des ordon-
nées représente la distance à laquelle les groupes ont été concaténés. Les groupes
se regroupent quand on augmente la distance jusqu’à en obtenir un seul (ici à par-
tir de la distance 1.5). Afin d’obtenir une partition, l’utilisateur coupe le dendro-
gramme horizontalement à une distance de son choix, comme dans les exemples de
la Fig. 2.2b (coupé à une distance de 1, on obtient une partition en deux groupes)
et de la Fig. 2.2c (coupé à une distance de 0.5, on obtient une partition en cinq
groupes dont un singleton).
En résumé, l’algorithme de clustering hiérarchique ordonne les objets de manière
hiérarchique à l’aide d’un dendrogramme. En revanche, pour obtenir une partition,
l’utilisateur doit faire un choix (souvent difficile) pour savoir où couper le dendro-
gramme. Pour cela, l’utilisateur peut s’appuyer sur plusieurs outils :
– citons le critère d’information d’Akaike [21] (AIC) qui cherche à trouver un
modèle le plus vraisemblant possible tout en pénalisant le nombre de para-
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Figure 2.2: Exemple de dendrogramme où 14 objets sont hiérarchisés. Pour obtenir une
partition des objets à partir d’un dendrogramme, il faut faire une coupe horizontale. L’illus-
tration b) (resp. c) représente une coupe (pointillés rouges horizontaux) possible donnant
une partition en deux (resp. cinq) groupes.
mètres pour satisfaire le critère de parcimonie, ou d’autres critères inspirés de
celui-ci comme le critère d’information bayésien [188] (BIC).
– un autre outil classique est la validation croisée où l’ensemble des données
est séparé en plusieurs sous-ensembles (pas forcément disjoints) et on mesure
la consistance du résultat sur tous les sous-ensembles (voir par exemple le
chapitre 7.10 de [101]).
– une méthode appelée Gap Statistics [206] a été proposée par Tibshirani et
al. permet d’estimer le nombre de clusters en confrontant les données à une
hypothèse nulle soigneusement choisie.
– une autre possibilité est de maximiser une fonction de qualité sur l’ensemble
des coupes possibles du dendrogramme, fonction qui va dépendre de la spéci-
ficité des données. Ce sera par exemple le cas de l’algorithme spectral discuté
ci-dessous.
2.4 Un algorithme spectral
Le partitionnement spectral regroupe toutes les méthodes de partitionnement
en communautés qui font appel aux valeurs propres de la matrice d’adjacence du
graphe, ou d’une de ses matrices dérivées comme le laplacien. Cette idée date déjà
un peu [59] et a connu de nombreux raffinements au fur et à mesure des an-
nées [199, 221]. Il existe de nombreux liens entre les spectres de la matrice d’ad-
jacence ou de la matrice laplacienne et les propriétés du graphe. Par exemple, la
multiplicité de la valeur propre nulle du laplacien est égal au nombre de compo-
santes connexes (une composante connexe est un sous-graphe maximal connecté) du
graphe. Par extension, la valeur de la deuxième valeur propre λ2 nous indique à quel
point le graphe peut être approximé par deux composantes connexes : plus λ2 est
proche de zéro et plus le graphe est scindé en deux. De plus, Fiedler [78] montre que
le deuxième vecteur propre χ2 coupe le graphe en deux : d’un côté les nœuds dont
les composantes de χ2 sont positives et de l’autre les nœuds dont ces composantes
sont négatives. Le lecteur pourra retrouver ces résultats – et bien d’autres – dans
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deux livres dédiés à la théorie spectrale des graphes complexes : celui de Van Mie-
ghem [220] et celui de Chung et Lu [49].
Dans ce cadre, nous présentons ici l’algorithme de Donetti [60], qui utilise les
idées du partitionnement spectral pour optimiser la modularité : l’intuition sous-
jacente au partitionnement spectral est que les nœuds “proches” dans le réseau ont
des composantes de vecteurs propres similaires. En pratique dans cet algorithme, les
nœuds du graphe sont considérés comme des points dans un espace à D dimensions,
dont les coordonnées sont les composantes des D premiers vecteurs propres non tri-
viaux du laplacien. C’est-à-dire, à chaque nœud i on associe le vecteur caractéristique
suivant :
fi = [χ2(i)|χ3(i)| · · · |χD(i)]> . (2.3)
Les auteurs utilisent ensuite une distance (euclidienne, angulaire, . . . ) pour obtenir
une matrice de distance N × N qui dépend simplement de D. Ils utilisent ensuite
des techniques de clustering hiérarchique pour grouper les nœuds en fonction de leur
distance relative et ainsi obtenir un dendrogramme (voir la partie 2.3 pour les détails
sur ces techniques et la définition d’un dendrogramme). Ce qui rend cet algorithme
original par rapport aux algorithmes spectraux usuels est la manière dont les au-
teurs choisissent de couper le dendrogramme : pour obtenir une partition du graphe
en communautés, les auteurs cherchent la coupe horizontale du dendrogramme qui
maximise la modularité : ils obtiennent ainsi la partition PD de modularité QD. Le
nombre D de vecteurs propres à prendre en compte n’est a priori pas connu : l’algo-
rithme est donc répété pour un D de plus en plus grand, jusqu’à ce que la modularité
optimale QD commence à décroître. La solution retenue est alors la partition qui
maximise la modularité :
QD∗ = max(QD) et P = PD∗ . (2.4)
Les auteurs montrent dans [61], sans pouvoir l’expliquer, que les résultats sont
meilleurs en utilisant la version normalisée du laplacien qu’en utilisant le laplacien
combinatoire.
3 État de l’art des méthodes de détection
multiéchelle
Il existe de nombreuses autres méthodes qui permettent de trouver une partition
en communautés dans un graphe [83] que nous n’allons pas rappeler ici, ce serait
au-delà des prétentions de cette thèse. Mais nous pouvons dire que la grande majo-
rité d’entre elles donnent une unique solution : une seule partition qui maximise une
mesure de qualité de la partition, que ce soit la modularité ou une autre. L’unicité
de la solution trouvée a à la fois ses avantages en termes de simplicité de l’ana-
lyse et de rapidité de temps de calcul, mais aussi les inconvénients de représenter
que partiellement une réalité comunautaire qui peut être beaucoup plus complexe.
Prenons l’exemple du graphe jouet de la Fig. 2.3 : c’est un graphe de 128 nœuds
qui a été créé avec quatre échelles intrinsèques. Les quatre partitions associées à ces
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Figure 2.3: Graphe jouet de 128 nœuds créé avec quatre échelles intrinsèques : il peut
être naturellement découpé en seize, huit, quatre et deux communautés. Sur chaque graphe,
deux nœuds sont de la même couleur si ils sont dans la même communauté. Malgré le fait
que chacune de ces partitions est juste, on voit que chercher à maximiser la modularité
revient à choisir uniquement la partition à huit communautés. Ce genre de cas nécessite
une méthode multiéchelle.
échelles sont représentées avec des couleurs sur la figure (deux nœuds avec la même
couleur sont dans la même communauté) : il y a une partition à seize communautés,
à huit communautés, à quatre communautés, et à deux communautés. Chacune de
ces partitions a sa raison d’être : le graphe a été spécialement créé pour cela ! Et
pourtant, les algorithmes classiques vont devoir choisir une seule partition parmi ces
quatre. La maximisation de la modularité, par exemple, trouvera typiquement une
solution à une échelle “moyenne” : ici la solution à 8 communautés.
C’est pourquoi certains auteurs ont préféré développer des méthodes dites mul-
tiéchelles, qui vont proposer une solution par échelle d’analyse, en introduisant une
notion d’échelle de différentes manières. Dans la suite, nous évoquerons tout d’abord
dans la partie 3.1 quelques limites de la modularité, puis nous montrerons dans la
partie 3.2 l’intérêt et parfois la nécessité de faire appel à des méthodes multiéchelles.
Ce qui nous permettra dans la partie 3.3 de poser proprement le double problème de
détection multiéchelle de communautés : d’abord définir une notion d’échelle pour
un graphe et trouver une partition par échelle dont nous détaillerons quelques mé-
thodes existantes dans la partie 3.4 ; puis dégager le(s) échelle(s) pertinente(s) pour
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savoir quelle(s) partition(s) retenir, dont quelques idées existantes sont présentées
dans la partie 3.5.
3.1 Les limites de la modularité
La modularité a deux principales limites : une limite de résolution (évoquée en
premier dans [84]) qui l’empêche de détecter des groupes de nœuds de petite taille,
et une limite due au plateau très irrégulier qu’elle présente autour de son maximum
global : il existe souvent de très nombreux maxima locaux, proches du maximum
global, et qui pourtant correspondent à des partitions très différentes.
Pour illustrer la limite de résolution, on peut considérer, comme dans [92], un graphe
composé de k cliques de c nœuds reliées entre elles en cercle. On représente un tel
graphe sur la Fig. 2.4a avec k = 18 et c = 4. La partition qu’on aimerait obtenir (et
qui correspond à la manière dont on a construit le graphe) sépare toutes les cliques
entre elles (Fig. 2.4b). Or on observe dans le cas présenté que la modularité qui
correspond à cette partition Q = 0.802 est inférieure à la modularité qui correspond
à la partition qui agrège les cliques deux à deux (Fig. 2.4c). On montre [92] que la
modularité va préférer agréger les cliques entre elles à partir d’un nombre critique







Par de tels arguments, on montre que la maximisation de la modularité favorise une
échelle intrinsèque, au détriment de petites communautés qui ne pourront pas être
détectées.
Quant à la dégénérescence du maximum global de la modularité (c’est-à-dire
l’existence de très nombreux maxima locaux très proches du maximum global qui
correspondent à des partitions parfois très différentes), ce défaut provient plus de la
volonté d’obtenir une unique partition plus que de la modularité en tant que telle.
En effet, l’existence de nombreux maxima locaux est la signature de la multiplicité
et la complexité des structures modulaires du réseau. Quelque part, tous les nœuds
sont “en compétition” pour que leur entourage propre soit considéré comme une
seule communauté (dans le cadre de communautés non recouvrantes formant une
partition). Très souvent, donner une seule partition signifie privilégier une solution
parmi beaucoup d’autres tout autant intéressantes et qui peuvent être très différentes
(voir [92] pour plus de détails).
3.2 L’intérêt d’une vision multiéchelle
Pour parer à la première limite évoquée (celle de résolution), il est souvent né-
cessaire de faire appel à des algorithmes qui vont donner plusieurs solutions de par-
tition. Une manière de procéder est de définir une notion d’échelle dans le graphe,
et de chercher, à chaque échelle donnée, la partition qui sépare le mieux le graphe
en communautés. De cette manière, nous serons sûrs de ne pas passer à côté de
petites communautés non détectables autrement, et proposer ainsi une description
plus complète des sous-structures du graphe. Pour parer à la seconde limite, il faut
nécessairement associer à une méthode multiéchelle une mesure de stabilité qui va
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Figure 2.4: a) Graphe de 18 cliques de 4 nœuds reliées en cercle. La partition qu’on aime-
rait obtenir est illustrée en b). Or, la partition qui obtient le meilleur score de modularité
est la solution c) qui agrège les cliques deux-à-deux : la modularité favorise une certaine
échelle intrinsèque.
permettre à l’utilisateur de choisir les échelles spécifiques pour lesquelles les parti-
tions sont pertinentes.
3.3 Poser le problème multiéchelle
Nous posons à présent le problème de détection multiéchelle de communautés,
qui se décompose comme suit, pour la majorité des travaux existants (Chapitre 12
de [83]) :
1. Définir une notion d’échelle pertinente. Cette échelle, qu’on notera de manière
générique s, est continue et définie sur un intervalle réel.
2. Discrétiser s en M échelles discrètes S = {si}i∈[1,M ].
3. Proposer une mesure de qualité dépendante de l’échelle et optimiser cette
mesure pour chaque échelle si, afin d’obtenir la partition en communautés à
cette échelle Psi . On obtient ainsi l’ensemble de partitions P = {Psi}si∈S .
4. Détecter, parmi lesM échelles proposées, lesquelles sont vraiment pertinentes.
Pour cela, proposer une mesure de pertinence de chaque échelle.
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Dans la partie 3.4, nous présenterons l’état de l’art concernant les points 1 et 3 du
problème. Puis, dans la partie 3.5, nous détaillerons certaines mesures de pertinence
qui peuvent répondre au point 4 du problème. Le point 2 est un point peu discuté
dans la littérature et il y a souvent une part d’arbitraire à la fois au niveau des
bornes du paramètre d’échelle et de la façon dont les échelles sont discrétisées sur
cet intervalle. Nous verrons dans la partie 4.2 que notre méthode permet de calculer
automatiquement les bornes du paramètre d’échelle qui seront pertinentes.
3.4 Trouver une partition par échelle : méthodes existantes
3.4.1 Inspirée de la physique statistique : la méthode de Reichardt et
Bornholdt
Reichardt et Bornholdt [173] proposent une méthode multiéchelle qui se base sur
une analogie entre la détection en communautés, et le modèle de Potts en physique
statistique, un modèle d’interactions entre spins. Nous présentons ce travail dans sa
version initiale qui considère uniquement des matrices binaires. Le modèle de Potts,
qui est une généralisation du modèle d’Ising, associe à chaque spin i (i.e. chaque
nœud i) une valeur de spin σi qui correspond dans l’analogie à la communauté du
nœud i. Le principe du modèle veut que les spins adjacents aient le plus possible
des valeurs similaires, et les spins non-adjacents aient le plus possible des valeurs
différentes. Pour mettre cela en équation, le modèle pénalise (resp. favorise) les
liens connectant des spins de valeurs différentes (resp. égales) et les non-liens entre
des spins de valeurs égales (resp. différentes). L’état physique d’un tel système est




(Aij − γpij)δ(σi, σj), (2.6)
où Aij est l’élément (i, j) de la matrice d’adjacence, γ ∈ R+ et pij la probabilité
d’avoir un lien entre les nœuds i et j pour un modèle nul au choix. Trouver l’état
{σ} qui minimise cette énergie revient à chercher des communautés dans le graphe.
C’est pij qui contient l’information du modèle aléatoire auquel on veut confron-
ter l’existence de structures en communautés. Par exemple, pij = p si on veut le
confronter au modèle d’Erdös-Rényi. Mais, plus juste pour les graphes complexes
usuels, les auteurs utilisent le modèle de Chung-Lu : pij = didj/2dtot qui impose une
distribution réaliste des degrés. Dans ce cas, notons que pour γ = 1 on retrouve à
un facteur multiplicatif près l’expression de la modularité. En ce sens, on peut voir
Hγ({σ}) comme une modularité généralisée paramétrée par la donnée d’un modèle
aléatoire de graphe et de γ. En réalité, γ joue le rôle de paramètre d’échelle : on peut
passer de la solution à une communauté contenant tous les nœuds pour γ = 0 à la
solution à N communautés chacune contenant un seul nœud pour γ −→∞. Les au-
teurs utilisent une forme d’algorithme de recuit simulé pour minimiser Hγ({σ}), et
trouver ainsi une solution à chaque échelle. Une extension de ce modèle aux graphes
pondérés est proposée dans [102], et aux graphes dirigés dans [208].
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3.4.2 Ajout de boucles : la méthode d’Arenas
Arenas et al. [22] proposent une méthode basée sur l’ajout de boucles (liens liant
les nœuds à eux-mêmes) de poids r. C’est-à-dire que la matrice d’adjacence pondérée
W est remplacée par Wr = W + rI où I est la matrice identité. La modularité
Qr = Q(Wr) est donc aussi paramétrée par r, qui joue ici le rôle de paramètre
d’échelle. Ce paramètre r ∈ [2ω/N,+∞[, en augmentant, va permettre de scanner
les échelles les plus petites, et en diminuant, les échelles les plus grandes. Les auteurs
utilisent une version de l’algorithme de recherche tabou [90] pour maximiser cette
modularité paramétrée, et trouver ainsi une partition à chaque échelle.
3.4.3 Marcheurs aléatoires : la méthode de Delvenne
Delvenne et al. [58] proposent une méthode basée sur des marcheurs aléatoires.
Ils se basent sur une interprétation de la matriceW en terme de matrice de transi-
tion d’une chaîne de Markov. Pour être précis,W n’est pas exactement une matrice
de transition car elle n’est pas normée à 1. On définit la matrice M = S−1W où
nous rappelons que S est la matrice diagonale des forces des nœuds. Ceci assure à
Md’avoir ses lignes qui somment à 1, ce qui permet d’en faire une interprétation
probabiliste. La diffusion d’un marcheur aléatoire tend vers la distribution station-
naire pi = s/2ω où nous rappelons que s est le vecteur des forces, et 2ω la somme
totale des forces. En mettant ce vecteur sur la diagonale d’une matrice nulle, ou
obtient Π = diag(pi). Notons qu’une partition dont on cherche à mesurer la qualité
peut se coder sous la forme d’une matrice H de taille N ×K où K est le nombre
de partitions. Hij = 1 si le nœud i appartient à la communauté j, = 0 sinon. Forts
de ces notations, les auteurs proposent d’étudier la matrice Rt de taille K × K
ci-dessous :
Rt = H
>(ΠM t − pi>pi)H . (2.7)
Rt(i, j) correspond à la probabilité, pour un marcheur aléatoire, de commencer dans
la communauté i et de finir dans la communauté j après t pas de temps, à laquelle
on retranche la probabilité que deux marcheurs indépendants soient dans i et j dans
l’état stationnaire. Ainsi, une bonne partition est une partition stable vis-à-vis d’un
marcheur aléatoire, et est caractérisée par des termes diagonaux élevés de Rt. Les




Cette stabilité est donc une fonction décroissante du temps. En effet, une partition
a de fortes chances d’être stable à temps petit car les marcheurs aléatoires n’ont pas
encore eu le temps de diffuser sur le graphe. Les auteurs généralisent la définition
de stabilité pour un paramètre de temps t continu défini sur R+. Ce paramètre
t joue ici le rôle de paramètre d’échelle. À une échelle t, rechercher une partition
qui découpe le graphe en communautés devient un problème de maximisation de
r(t,H) sur l’espace des partitions H . Pour t = 1, on peut montrer que maximiser
r(1,H) revient à maximiser la modularité. De plus, les auteurs montrent qu’une
version linéarisée de r(t,H) permet de retrouver les cas de Reichardt et d’Arenas.
Pour maximiser r(t;H), Le Martelot et al. [133] ont proposé un algorithme glouton
similaire à celui de Louvain, adapté à l’optimisation de la stabilité.
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3.4.4 Autres méthodes
Rosvall et Bergstrom, dans [181], généralisent au cas multiéchelle leur algo-
rithme infomap [180], qui fonctionne de la manière suivante. La fonction de qualité
que les auteurs cherchent à optimiser est l’efficacité théorique maximale avec la-
quelle on peut coder des marches aléatoires sur le graphe. En effet, si un graphe
présente des structures en communautés fortes, les marches aléatoires sur ce graphe
vont régulièrement boucler au sein des communautés, rendant leur codage optimal
facile et court. Les auteurs se basent donc sur des outils entropiques de théorie de
l’information. Pour optimiser cette fonction de qualité sur l’ensemble des partitions,
les auteurs utilisent un algorithme rapide glouton [179] similaire à celui de Louvain.
Une des limites de la version multiéchelle de cet algorithme est qu’il est nécessaire-
ment hiérarchique (i.e. il ne peut trouver que des partitions exactement imbriquées
les unes dans les autres).
Lancichinetti et al. [129] proposent des solutions qui s’appliquent surtout à
la recherche de communautés recouvrantes. Les auteurs proposent une mesure de la








où sin est la somme des poids internes à C et sout la somme des poids des liens
liant C au reste du graphe. Étant donné que cette mesure de qualité ne s’applique
pas à une partition, on dit qu’elle est locale à défaut d’être globale. L’algorithme
fonctionne de la manière suivante. D’abord choisir un nœud i au hasard. Chercher sa
“communauté naturelle”, c’est-à-dire le groupe de nœuds contenant i tel qu’aucune
suppression de nœud du groupe ou aucun ajout de nœuds voisins de C ne permet
d’augmenter fαC . Puis, choisir un nœud au hasard parmi les nœuds encore non alloués
à une communauté. Recommencer le processus jusqu’à qu’il n’y ait plus de nœuds
non alloués. On obtient alors un découpage en communautés recouvrantes. Ici, le
paramètre α joue le rôle de paramètre d’échelle. Cette méthode a l’inconvénient de
beaucoup dépendre de quels nœuds on choisit dans la phase de tirage aléatoire. Nous
verrons que ce caractère stochastique a aussi ses avantages.
Huang et al. [105] proposent une notion de similarité s(u, v) entre deux nœuds











Ils définissent alors une mesure de qualité locale, qu’ils appellent contraction (tight-










s(u, v) est deux fois la somme des similarités entre toutes les
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paires de nœuds adjacents de C ; et SCout =
∑
u∈C,v/∈C,u∼v
s(u, v) la somme des similarités
entre toutes les paires de nœuds adjacents dont un est dans C et l’autre à l’extérieur
de C. Le gain de contraction ταC(a) obtenu quand une communauté C intègre un









Ils utilisent alors un algorithme d’optimisation similaire à celui de Lancichinetti et
al. pour trouver des communautés.
Pons et Latapy [169] proposent une modularité paramétrée par un paramètre
d’échelle α, mais à peu de choses près, on retrouve le cas de Reichardt en écrivant
γ = (1− α)/α) (section 12.1 de [83]).
Ronhovde et Nussinov [177] proposent également une méthode multiéchelle
proche de celle de Reichardt, qu’ils nomment “méthode de Potts absolue” parce
qu’elle ne fait pas intervenir un modèle de graphe aléatoire comme la méthode de
Reichardt. Ceci dit, les deux méthodes restent conceptuellement similaire.
Citons pour finir les travaux de Le Martelot et Hankin [133, 134] qui ont
proposé non pas d’autres fonctions de qualité à optimiser, mais deux algorithmes
optimisés pour la détection multiéchelle de communautés. En effet, leur point de vue
est de dire que la détection d’une partition à une échelle s + δs peut-être effectuée
plus rapidement en s’inspirant du résultat déjà obtenu à l’échelle s. Les auteurs pro-
posent un algorithme pour optimiser les fonctions de qualité globales comme celles
de Reichardt, d’Arenas, de Delvenne, de Pons ou de Ronhovde ; et un autre algo-
rithme pour optimiser les fonctions de qualité locales comme celles de Lancichinetti
ou de Huang.
3.5 Trouver quelle(s) échelle(s) sont pertinentes : méthodes
existantes
En résumé, les méthodes multiéchelles présentées ci-dessus définissent toutes une
fonction de qualité paramétrée par une notion d’échelle différente pour chaque au-
teur. Puis, cette fonction de qualité est optimisée avec un algorithme heuristique par-
fois choisi parce qu’il correspond bien à la fonction de qualité en question, d’autres
fois choisi pour sa rapidité ou efficacité générale comme l’algorithme de Louvain.
Dans la grande majorité des cas, une valeur particulière du paramètre d’échelle
permet de retrouver la modularité classique. Dans tous ces travaux, les auteurs pro-
posent un intervalle réel sur lequel est défini le paramètre d’échelle.
Étant donné que l’on a accès en théorie aux partitions Ps qui correspondent à toutes
les valeurs de s sur cet intervalle, il est primordial d’associer à ces méthodes une me-
sure de pertinence des échelles considérées. Cette pertinence est mesurée en termes
de stabilité de la partition associée. Il existe plusieurs types de stabilités que nous
détaillons dans la suite. Nous verrons d’abord dans la partie 3.5.1 une stabilité mesu-
rée en perturbant directement le graphe, puis dans la partie 3.5.2 une autre stabilité
définie par la taille de l’intervalle d’échelles pour lesquelles la partition est trouvée,
et finalement dans la partie 3.5.3 un dernier type d’instabilité qui utilise à profit la
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stochasticité de certains algorithmes d’optimisation. Ces trois stabilités sont toutes
basées sur des calculs de similarité entre partitions. Il existe plusieurs notions de
similarité entre deux partitions que nous rappelons dans l’annexe A.
3.5.1 Stabilité par perturbation directe du graphe
Soit une partition P détectée dans un graphe G. Dans les méthodes de pertur-
bation directe du graphe, estimer la stabilité d’une partition revient à :
– créer de nombreux graphes perturbés G1,G2, · · · parfois appelés bootstraps,
– recalculer la partition optimale pour chaque graphe P1, P2, · · · ,
– et mesurer la similarité entre P et cette famille de partitions {Pk} (voir l’an-
nexe A).
La méthode de Gfeller et al. [88], par exemple, consiste à créer chaque graphe
perturbé Gk en tirant, pour chaque lien (ij) de poids wij dans G, un nouveau poids
dans une distribution uniforme sur [−σwij, σwij]. Pour mesurer la similarité entre
P et cette nouvelle famille de partitions Pk, les auteurs définissent la probabilité
intra-cluster pij comme le nombre de fois que les deux nœuds i et j se sont retrouvés
dans la même communauté sur le nombre total de graphes perturbés. Ensuite, ils
proposent de considérer les liens tels que pij < θ comme des liens “externes”, qui
sont ensuite retirés de G pour donner un nouveau graphe souvent déconnecté, avec
plusieurs composantes connexes. Les auteurs proposent finalement une mesure de
similarité entre ces composantes connexes et la partition P trouvée au départ, avec
un indice de similarité basé sur l’entropie.
La méthode de Karrer et al. [119], pour perturber le graphe, procède comme
suit. Chaque lien (ij) est considéré et l’algorithme décide de le supprimer avec une
probabilité α. Si c’est le cas, une paire de nœuds (i, j) est connectée aléatoirement
avec une probabilité pij = kikj/2ktot. A chaque suppression/création de liens, le
graphe perturbé se rapproche du modèle aléatoire de Chung-Lu. La similarité utilise
la variation d’information.
Même si le but de leur travail est de suivre les évolutions de communautés dans
des graphes dynamiques, nous pouvons citer Rosvall et Bergstrom [178] qui pro-
posent, pour créer des graphes perturbés, de tirer aléatoirement chaque nouveau
poids w′ij dans une distribution de Poisson de moyenne le poids initial wij. Ils défi-
nissent alors des noyaux de communautés, les groupes de nœuds maximaux qui se
retrouvent dans la même communauté dans 95% des {Pk}.
Citons finalement la méthode de Lambiotte [127] qui consiste, pour perturber le
graphe, à ajouter ou retirer ±10% à chaque lien. La stabilité est mesurée grâcé à la
moyenne de la variation d’information entre tous les couples de la famille {Pk}.
Toutes ces méthodes sont paramétrées par la force de la perturbation et plus le
graphe est perturbé, plus on va mesurer que la partition P est instable ! De plus, ces
techniques ne sont pas très adaptées au problème de la détection multiéchelle. Pour
deux raisons : la première vient du fait que la perturbation ne tient pas en compte
de la taille des communautés. Par exemple, perturber un triangle en modifiant de
±10% ses liens aura plus d’impact sur cette structure que perturber une grande
communauté de 100 nœuds. La deuxième raison est plus subtile. Admettons que
l’on cherche à mesurer la stabilité de la partition Psi trouvé à l’échelle si. Après
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perturbations du graphe, on se retrouve avec une famille de partitions {Psi,k} toutes
calculées à la même échelle si. Mais si on perturbe le graphe, le même paramètre
d’échelle si ne correspond plus exactement à la même échelle physique du graphe.
3.5.2 Stabilité en terme d’intervalle d’échelle
Cette notion de stabilité est inhérente aux méthodes multiéchelles et a été pro-
posée notamment par Arenas et al. [22], Lambiotte [127], Pons et al. [169] dans
des formulations plus ou moins similaires. Soit Ps la partition trouvée à l’échelle s.
Définisson l’intervalle d’existence de Ps, noté Is, le plus grand intervalle d’échelle
incluant s tel que :
∀s′ ∈ Is Ps′ = Ps. (2.13)
Cet intervalle existe forcément étant donné que l’échelle est un paramètre continu.
L’idée sous-jacente est la suivante : une partition Ps trouvée à l’échelle s est d’au-
tant plus stable que son intervalle d’existence Is est grand. Le problème de cette
mesure de stabilité est double. D’une part, il y a peu de chances que la longueur
d’un intervalle d’échelle à grandes échelles (par exemple l’intervalle Is qui corres-
pond à un découpage en deux communautés) soit vraiment équivalent à la longueur
d’un intervalle d’échelle à petites ou moyennes échelles. D’autre part, le paramètre
d’échelle est échantillonné uniquement M fois et la mesure de Is va dépendre de la
densité d’échantillonnage du paramètre, ce qui rend ce genre de mesures peu fiable.
3.5.3 Stabilité par stochasticité de l’algorithme d’optimisation
Certains algorithmes qui permettent d’optimiser les fonctions de qualité sur l’en-
semble des partitions sont stochastiques : ils ne donnent pas à chaque fois le même
résultat selon leur initialisation. C’est le cas, par exemple, de l’algorithme de Lou-
vain (voir 2.2) ou l’algorithme de Lancichinetti (voir 3.4.4). Ces algorithmes ne sont
pas adaptés aux deux précédentes mesures de stabilité. En revanche, certains au-
teurs [127, 129] en ont profité pour tourner cette stochasticité, a priori gênante, en
mesure de stabilité. Ici, la famille de nouvelles partitions {Pk} est générée en lançant
autant de fois l’algorithme d’optimisation. Ce type de stabilité est semble-t-il le plus
adapté au problème multiéchelle, car il ne risque pas de perturber les échelles en
perturbant le graphe, et il n’implique pas de comparer des longueurs d’intervalle à
différentes échelles qui ne sont pas forcément comparables.
4 Les ondelettes sur graphes et le partitionnement
multiéchelle en communautés
Dans cette partie, nous allons développer les détails d’une nouvelle méthode de
partitionnement multiéchelle en communautés, basée sur la corrélation d’ondelettes
sur graphes.
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Figure 2.5: Forme “en cloche” du noyau de filtre passe-bande de l’équation 2.14.
4.1 Pourquoi une autre méthode ?
L’idée est de développer une méthode qui soit ancrée dans le domaine du traite-
ment du signal pour plusieurs raisons. La première est de bénéficier de la précision
de la définition d’échelle d’une ondelette, mathématiquement solidement fondée.
Aussi, l’idée est de créer un pont entre l’analyse de graphe complexes et le traite-
ment du signal, le but ultime étant de pouvoir un jour transposer les connaissances,
algorithmes et techniques d’analyse du traitement du signal classique aux signaux
sur graphes, pour aider l’analyse des graphes complexes. De plus, la question de
la détection de communautés est un sujet central dans le domaine de l’analyse des
graphes complexes et c’est une porte d’entrée idéale pour commencer à appliquer
les premiers résultats du traitement du signal sur graphes. Finalement, un des buts
est de pouvoir employer à terme les mêmes outils pour discuter des propriétés des
graphes et des signaux sur graphes.
4.2 Le noyau de filtre d’ondelette et les bornes du
paramètre d’échelle
Nous avons vu dans la partie 3.2 du chapitre 1 que les ondelettes sont entièrement
déterminées par le noyau de filtre g. Rappelons que nous utilisons g tel que [96] :
g(x;α, β, x1, x2) =

x−α1 x
α pour x < x1
p(x) pour x1 ≤ x ≤ x2
xβ2 x
−β pour x > x2.
(2.14)
où p(x) est l’unique interpolation polynomiale cubique qui conserve la continuité de
g et de sa dérivée g′. α, β, x1, x2 sont les paramètres du filtre. La Fig. 2.5 montre la
forme générale “en cloche” de ce noyau de filtre.
La plus grande échelle qui va nous intéresser est en fait codée dans χ2, le vecteur
de Fiedler, qui coupe le graphe en deux [78] : les nœuds i tel que χ2(i) est positif d’un
côté et les nœuds j tel que χ2(j) est négatif de l’autre. Dans notre but de détecter
des communautés, on pose la première contrainte : à l’échelle maximale smax, le
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résultat de la détection multiéchelle doit coïncider avec la solution du vecteur de
Fiedler. Cela contraint le filtre g(smaxλ) à être centré et piqué autour de λ = λ2.
Pour cela, on décide de s’assurer que g(smaxx) commence à décroître comme une loi
de puissance à partir de x = λ2, i.e. smaxλ2 = x2. De plus, on s’assure que g(smaxλ3)
(et a fortiori g(smaxλi) ∀i > 3) est fortement atténué par rapport à g(smaxλ2) :








De plus, au vu de l’importance de χ2 dans les algorithmes spectraux, nous ajou-
tons une deuxième contrainte : tous les filtres, même le filtre à l’échelle la plus petite
smin, doivent être sensible à χ2. Ainsi g(sminx) est contraint à balayer toutes les
valeurs propres avec notamment sminλ2 = x1 et sminλmax = x2. Avec λmax la valeur
propre de coupure du filtre que nous préciserons dans la suite.












Les trois dernières équations lient quatre paramètres entre eux : x1, x2, smin et smax














où nous mettons en évidence que le paramètre x1 a pour unique effet de translater
l’intervalle d’échelles sur l’axe des réels, et n’a donc aucune conséquence ni sur les
filtres, ni a fortiori sur les ondelettes. Sans perte de généralité, x1 est fixé à 1, ce














En pratique, il est souvent inutile de prendre en compte les valeurs propres plus
grandes que 1. En effet, les vecteurs propres associés ont de grandes chances d’être
trop localisés et peu instructifs. Aussi, on sait [156] par exemple que dans un graphe
bipartite, chaque valeur propre inférieure à 1 a une valeur propre associée supérieure
à 1 : pour ces graphes ou pour des graphes quasi-bipartites, on ne gagne pas plus
d’information en prenant en compte les valeurs propres supérieures à 1. Nous fixons
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donc la valeur propre de coupure du filtre à plus petite échelle à λmax = 1 1. On














Notons que λ2 ≤ 1 pour tout graphe qui n’est pas complet. En effet, l’équation
1.13 de [48] donne la propriété suivante pour λ2 dans le cas d’un graphe pondéré :
λ2 = inf







où si est la force du nœud i. Soit un graphe non-complet, c’est-à-dire qu’il existe
deux nœuds a et b qui ne sont pas connectés. Considérons un signal f1 défini sur les
nœuds d’un graphe tel que :
f1(v) =

sa si v = b,





i∈V f1(i)si = 0 et en appliquant l’équation 2.20 avec f1, on obtient le









Ainsi, le jeu de paramètres de l’équation 2.19 respecte toujours smin ≤ smax sauf
pour les graphes complets (qui de toutes façons nécessitent peu d’outils d’analyse et
encore moins d’outils de recherche de communautés !).
Reste à discuter le paramètre α. La seule contrainte sur α vient de la contrainte de
localisation des ondelettes : α > 1. En ondelettes classiques, α correspond au nombre
de moments nuls. Mais cette interprétation n’est pas valide dans notre cas car, pour
aucun filtre à aucune échelle on a sλ assez petit devant x1 = 1 pour que l’atténuation
en loi de puissance α se fasse sentir sur les valeurs propres. En effet le minimum de sλ
est atteint pour s = smin et λ = λ2 et dans ce cas : sλ = sminλ2 = 1 = x1 (rappelons
que le spectre {λi} est discret, et donc très différent du cas classique où le spectre
1. Dans un cas extrême où nous souhaitons sonder des échelles très fines, on peut toujours
décider de travailler avec λmax = 2, ce qui veut dire que l’échelle la plus fine prend en compte
toutes les valeurs propres.
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Figure 2.6: Effet du paramètre α sur la forme du filtre. Augmenter α revient à augmenter
le maximum du filtre, et donc, indirectement, à rendre le filtre plus sélectif.
est continu). En fait, l’effet de α est indirect et se voit sur le maximum atteint par
g(x). Le maximum de g(x) est toujours atteint pour une valeur xM comprise entre
x1 et x2, qui se rapproche d’autant plus de x1 que α est grand. Aussi, le maximum
g(xM) est d’autant plus grand que α est grand. Ces effets indirects sont illustrés sur
la Fig. 2.6.
En définitive, plus α est grand, et plus le filtre est sélectif entre x1 et x2. Cette
sélectivité est vraiment souhaitable à grand échelle (sélectivité autour de λ2), mais
ceci est assuré en fixant d’autres paramètres comme vu précédemment. L’effet de α
va surtout se faire sentir aux petites et moyennes échelles, pour lesquelles on souhaite
conserver une partie de l’information des petites valeurs propres : on ne souhaite
donc pas être trop sélectifs à ces échelles. On contraint donc α à être petit. Or, α
doit être supérieur à 1, donc on garde le choix de [96] : α = 2 pour toute la suite.
Notons finalement que ce choix n’a pas un gros impact sur les ondelettes, comme
illustré sur la Fig. 2.7 : on montre le pourcentage de passages par zéro (voir équa-
tion 1.44) moyenné sur toutes les ondelettes en fonction de l’échelle pour un graphe
de Sales-Pardo (voir la partie 5.1.1). Le pourcentage de passages par zéro d’une
ondelette est une manière de mesurer l’équivalent de la taille (ou de la “fréquence”
moyenne) d’une ondelette sur graphe : plus l’ondelette a une “fréquence” moyenne
élevée, moins elle est étendue sur le graphe, et plus son pourcentage de passages par
zéro sera élevé. Deux remarques sont à tirer de la figure. D’abord, comme attendu,
plus l’échelle est grande, moins les ondelettes passent par zéro, donc plus elles sont
étendues sur le graphe. Aussi, notons que le choix de la valeur de α n’a pas un gros
impact sur la taille des ondelettes.
En remarque finale, notons que le noyau de filtre g adapté au problème de détec-
tion de communautés, ainsi que les bornes intéressantes du paramètre d’échelle sont
entièrement déterminés uniquement par la donnée de deux valeurs propres : λ2 et λ3.
Ceci permettra par la suite d’ajuster les filtres en n’estimant que les deux premières
valeurs propres non-nulles (à l’aide d’algorithmes comme l’itération d’Arnoldi [136])
au lieu de diagonaliser l’intégralité du laplacien.
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Figure 2.7: Effet du paramètre α sur le pourcentage de passages par zéro moyenné sur
toutes les ondelettes en fonction de l’échelle, pour un graphe de Sales-Pardo (voir la par-
tie 5.1.1).
4.3 Détection de communautés à une échelle s
4.3.1 Calcul des ondelettes
Soit un graphe G = (V , E) dont on diagonalise le laplacien normaliséL. Nous rap-
pelons que nous préférons le laplacien normalisé au détriment du laplacien combina-
toire pour toutes les raisons récapitulées dans la partie 2.6.1 du chapitre 1. Nous obte-
nons ainsi le spectre {λi}i=[1,N ] que l’on ordonne : 0 = λ1 < λ2 ≤ λ3 ≤ · · · ≤ λN ≤ 2.
En effet, la première valeur propre λ1 est toujours nulle. Nous allons considérer uni-
quement des graphes connectés (λ1 est donc de multiplicité 1) et 2 est la valeur
maximale du spectre quel que soit le graphe. Pour une démonstration de ces pro-
priétés, voir les premières pages de [48]. La diagonalisation nous permet également
d’obtenir les vecteurs propres associés que nous ordonnons dans la matrice χ :
χ = (χ1|χ2| · · · |χN) . (2.23)
Nous avons vu dans le premier chapitre la définition de l’ondelette sur graphe
centrée autour du nœud a et à l’échelle s :
ψs,a = χGsχ
>δa. (2.24)
Nous pouvons regrouper ces ondelettes à l’échelle s dans une matrice, notée Ψs :
Ψs = (ψs,1|ψs,2| · · · |ψs,N) = χGsχ>, (2.25)
où Gs est la forme matricielle du noyau de filtre g dilaté par s :
Gs = diag(g(sλ1)|g(sλ1)| · · · |g(sλN)). (2.26)
4.3.2 Création du dendrogramme à l’échelle s
Considérons à présent une échelle s ∈ [smin, smax]. Comment obtient-on, à partir
de Ψs, la partition Ps qui sépare le graphe en communautés à l’échelle s ? L’intuition
62
4. Ondelettes sur graphes et partitionnement multiéchelle
est de considérer que l’ondelette centrée autour du nœud a est une vision “égo-
centrée” du graphe, et deux nœuds dans la même communauté vont avoir à peu
de choses près la même vision du graphe. Autrement dit, et c’est l’idée centrale
de l’algorithme, nous classons ensemble les nœuds à voisinage (tel que défini par
les ondelettes) similaire. En calculant la corrélation entre les ondelettes centrées
autour des nœuds a et b, on peut mesurer à quel point ces nœuds sont proches
topologiquement. On créé ainsi une matrice de distance Ds où la distance Ds(a, b)
entre les nœuds a et b est la distance de corrélation entre les ondelettes ψs,a et ψs,b,
c’est-à-dire :
∀(a, b) ∈ V2 Ds(a, b) = 1−
ψ>s,aψs,b
||ψs,a||2||ψs,b||2 . (2.27)
Notons que Ds(a, b) est bien une distance de corrélation car les ondelettes sont de
moyenne nulle. En effet, la moyenne d’un signal f est son produit scalaire avec
χ1, le vecteur propre constant du laplacien. Ici, comme nous utilisons le laplacien
normalisé L, la moyenne de f s’écrit :











1 ψs,a = χ
>
1 χGsχδa = gs(1)χ1(a), (2.29)
car χ est ortnormale. Par définition d’un filtre d’ondelettes, sa composante constante
doit être nulle : gs(1) = 0, si bien que ¯ψs,a = 0. Notons que si nous avions utilisé le
laplacien combinatoire L, dont le premier vecteur propre est constant égal à 1/
√
N ,




Une fois Ds calculée, on utilise un algorithme de clustering hiérarchique qui
ordonne les nœuds au sein d’un dendrogramme, comme expliqué dans la partie 2.3.
En pratique, on utilise la méthode de chaînage moyenné car elle est reconnue comme
étant un compromis entre la sensitivité du chaînage complet aux points aberrants
ou très éloignés de la moyenne, et la tendance du chaînage simple à créer de longues
chaînes qui ne correspondent pas à la réalité de groupes denses et cohérents [143].
4.3.3 Couper le dendrogramme
À l’échelle s, nous obtenons donc un dendrogramme. Mais nous n’avons pas en-
core une partition ! En effet, reste à choisir quel critère utiliser pour automatiquement
savoir où couper le dendrogramme ?
Comme expliqué en détail dans la partie 2.4, Donetti et. al [60] décident par
exemple de considérer toutes les coupes possibles et de garder uniquement la par-
tition qui maximise la modularité. De notre côté, nous cherchons à nous affranchir
de la modularité qui favorise une échelle intrinsèque. Le choix le plus naturel est
de couper le dendrogramme au niveau du saut maximal entre deux nœuds du den-
drogramme, c’est-à-dire au niveau de l’intervalle de distance maximal dans lequel il
n’y a aucune concaténation de groupe. Illustrons ce type de coupure sur la Fig. 2.8
sur deux dendrogrammes. Couper au niveau du plus grand saut est une idée connue
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Figure 2.8: Couper le dendrogramme au niveau de son plus grand saut : illustration sur
deux dendrogrammes.
mais nécessite pour être justifiée un rééchantillonnage et un test statistique (cf. gap
statistics [101]).
Effectuer ce test aurait un coût en temps de calcul trop important étant donné
qu’il devrait être fait à chaque échelle. Et si on ne fait pas le test statistique, mon-
trons que simplement couper au plus grand saut est sensible à l’ajout de nœuds
aberrants. Pour ce faire, considérons le graphe très structuré de la Fig. 2.9a). À une
échelle s, son dendrogramme est représenté sur la Fig. 2.9c) et couper au saut maxi-
mal (tirets horizontaux) correspond à une partition en 4 communautés. Perturbons
ce graphe en ajoutant quatre nœuds aberrants, c’est-à-dire qui ne sont pas du tout
connectés au reste du graphe comme les autres nœuds : ils connectent des points
a priori éloignés sur le graphe sans aucune cohérence. Ces quatre nœuds sont au
centre de la représentation de la Fig. 2.9b) et leurs liens sont en rouge. Cet ajout
perturbe forcément le dendrogramme qui devient celui de la Fig. 2.9d). Les quatre
liens verts du dendrogramme correspondent aux quatre points aberrants : on peut
voir qu’ils s’agrègent avec le reste du graphe à des distances élevées et perturbent le
dendrogramme, si bien que le nouveau plus grand saut est celui qui coupe le graphe
en deux communautés.
Étant donné que la plupart des graphes réels ont des points aberrants (dus à
des erreurs de mesure par exemple), il faut affiner cette première méthode de coupe
de dendrogramme pour la rendre plus robuste. Pour cela, nous décrivons dans ce
paragraphe une nouvelle méthode que nous illustrons au fur et à mesure sur le den-
drogramme de la Fig. 2.10a. Considérons un nœud a et son chemin de dendogramme
associé : c’est le chemin entre la feuille du dendrogramme qui correspond au nœud
a et la racine du dendrogramme (le nœud du dendrogramme qui a la plus grande
distance de corrélation). On illustre un tel chemin en rouge sur la Fig. 2.10a. Pour
ce nœud a, on peut tracer sa fonction de sauts Γa construite ainsi : suivre le chemin
de dendrogramme en commençant à la distance de corrélation nulle. Pour chaque
distance de corrélation, le chemin est entre deux nœuds du dendrogramme : tra-
cer le saut entre eux. La fonction de sauts correspondant au chemin représenté sur
Fig. 2.10a est tracée sur la Fig. 2.10b. En sommant toutes les fonctions de sauts
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Figure 2.9: a) un graphe très structuré et c) le dendrogramme associé à une certaine
échelle s. b) Une version perturbée du graphe a) où nous avons ajouté quatre nœuds
aberrants (ils sont au centre de l’illustration et connectent faiblement avec des liens rouges
beaucoup de nœuds du graphe). d) Le dendrogramme associé au graphe b) : les quatre liens
verticaux verts correspondent aux quatre nœuds aberrants. On voit que le plus grand saut
du dendrogramme non-perturbé est coupé en plusieurs petits sauts, si bien que le nouveau
plus grand saut est celui qui coupe le graphe en deux.







tracée sur la Fig. 2.10c. En suivant l’intuition derrière le gap statistics, on considère
que la meilleure coupe du dendrogramme correspond au maximum de Γ (voir les
Figs. 2.10c et 2.10d pour une illustration).
C’est l’action de la moyenne sur tous les nœuds qui rend cette méthode robuste.
Elle a le désavantage d’être plus coûteuse en temps de calcul. Mais on peut raison-
nablement estimer le maximum de Γ en calculant la moyenne uniquement sur un
sous-ensemble aléatoire des chemins de dendrogramme, ce qui peut réduire le temps
de calcul si besoin est. La Fig. 2.11 compare les deux méthodes de coupe de den-
drogramme sur le dendrogramme de la Fig. 2.9d) : Γ est tracée sur la Fig. 2.11a),
la coupe qui correspond au maximum de Γ est représentée en tirets noirs sur la
Fig. 2.11b) : on retrouve les quatre communautés trouvés sur l’exemple non per-
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a)



























Figure 2.10: a) représente un dendrogramme dont un nœud a a été sélectionné : on repré-
sente en rouge son chemin feuille-racine. La fonction de sauts Γa associée est représentée
en b). c) est la fonction de sauts globale Γ, où les pointillés verts représentent l’intervalle







Figure 2.11: a) Fonction de sauts globale du dendrogramme de la figure b). En coupant le
dendrogramme au maximum de Γ (pointillés noirs), nous retrouvons la solution en quatre
partitions qui correspond à la solution du graphe non-perturbé de la Fig. 2.9a) : cette
méthode est robuste aux points aberrants.
turbé alors que la méthode du saut maximal (dont la coupe est rappelée en rouge)
correspond à une partition en seulement deux communautés.
4.3.4 Bilan d’étape : algorithme avec calcul intégral des ondelettes
Soit un graphe G = (V , E), et une échelle s ∈ [smin, smax]. Obtenir la partition
Ps à cette échelle se fait en quatre étapes :
1. Calculer les ondelettes Ψs.
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2. Calculer la matrice de distance Ds.
3. Créer le dendrogramme associé à l’aide de l’algorithme hiérarchique de chaî-
nage moyenné.
4. Couper le dendrogramme selon la méthode robuste présentée.
4.4 Détection rapide de communautés à une échelle s
4.4.1 Utiliser la transformée en ondelettes rapide de quelques signaux
aléatoires
Un inconvénient important que nous allons traiter dès à présent est le temps de
calcul nécessaire aux deux premières étapes de cette proposition. En effet, calculer
les ondelettes nécessite au préalable de diagonaliser le laplacien, ce qui devient ra-
pidement prohibitif au-delà de quelques milliers de nœuds. Nous avons vu dans le
premier chapitre (partie 3.4) qu’il existe une transformée en ondelettes rapide qui
permet d’approximer la transformée en ondelettes d’un signal sans diagonaliser le
laplacien. Rappelons que FWT s,m, l’opérateur de transformée rapide à l’échelle s
(avec une justesse d’approximation paramétrée par m) est tel que :
Wfs ' FWT s,mf . (2.31)
Une idée est d’approximer chaque ondelette en calculant :
ψs,a ' FWT s,mδa, (2.32)
et ensuite de calculer les corrélations pour estimer la matrice de distance. Mais il y a
encore plus efficace. Nous montrons à présent qu’il suffit de calculer la transformée
en ondelettes rapide de quelques signaux aléatoires sur le graphe pour avoir une
bonne estimation de la matrice de distance Ds.
Considérons un signal aléatoire r ∈ RN défini sur les nœuds du graphe, com-
posé de N variables aléatoires gaussiennes et indépendantes de moyenne nulle et de








Étant la somme de N variables aléatoires gaussiennes et indépendantes, fs,a est aussi
une variable aléatoire gaussienne d’espérance :
E(fs,a) = ψ>s,aE(r) = 0 (2.34)
et de variance :
Var(fs,a) = E((fs,a − E(fs,a))2) = E(f 2s,a)
= ψ>s,aE(r>r)ψs,a = σ2||ψs,a||22 . (2.35)
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Considérons la corrélation entre les variables aléatoires fs,a associée au nœud a
et fs,b associée à un autre nœud b. Par définition :
Cor(fs,a, fs,b) =






























La corrélation entre fs,a et fs,b est exactement la corrélation entre les ondelettes
centrées en a et b. Avant de passer à l’estimation de cette corrélation, montrons
que fs,a et fs,b sont conjointement gaussiennes, i.e. que toute combinaison linéaire
cfs,a + dfs,b ((c, d) ∈ R2) est gaussienne. En fait :
cfs,a + dfs,b =
N∑
k=1
(cψs,a(k) + dψs,b(k))r(k) (2.39)
est une somme de variables indépendantes gaussiennes, donc elle-même gaussienne.
Pour estimer la corrélation de l’équation (2.38), nous utilisons l’estimateur de
corrélation classique. Considérons η réalisations de r que nous stockons dans la
matrice :
R = (r1|r2| . . . |rη) ∈ RN×η (2.40)
où la ième colonne ri est la ième réalisation de r. Notons f is,a = ψ>s,ari la ième réalisation
de fs,a, et concaténons toutes ces η réalisations dans le vecteur caractéristique fs,a :
f>s,a = ψ
>
s,aR (fs,a ∈ Rη). (2.41)
L’estimateur du coefficient de corrélation entre fs,a et fs,b s’écrit :
Cˆab,η =
(fs,a − f¯s,a)>(fs,b − f¯s,b)
||fs,a − f¯s,a||2||fs,b − f¯s,b||2
, (2.42)
où f¯s,a est le vecteur constant égal à la moyenne de fs,a : si on note 1 le vecteur
constant égal à 1, f¯s,a = 1η1
>fs,a1.
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Comme fs,a et fs,b sont conjointement gaussiennes, cet estimateur est asympto-
tiquement consistent, i.e. :
lim
η→+∞







1− Cˆab,η = Ds(a, b). (2.44)
En pratique, les expériences montrent qu’on retrouve les bonnes structures en
communautés pour η relativement petit devant N (plus les communautés sont évi-
dentes à trouver, plus η peut être petit). Ainsi, au lieu de calculer la transformée
en ondelettes rapides de N Diracs pour obtenir les ondelettes, puis de calculer la
corrélation de N vecteurs de taille N , il suffit de calculer la transformée en onde-
lettes d’un petit nombre η de vecteurs aléatoires, et ensuite calculer la matrice de
corrélation de N vecteurs de taille η.
4.4.2 Bilan d’étape : algorithme avec vecteurs aléatoires
Soit un graphe G = (V , E), et une échelle s ∈ [smin, smax]. L’algorithme de base
résumé dans la partie 4.3.4 peut être amélioré en termes de temps de calcul grâce
à ces vecteurs aléatoires. Selon le nouvel algorithme, la partition Ps à l’échelle s se
calcule en quatre étapes :
1. Générer une matrice de η vecteurs aléatoires gaussiens de moyenne nulle et de
variance 1 :
R = (r1|r2| . . . |rη) ∈ RN×η.
Et calculer la transformée en ondelettes rapide de ces η vecteurs aléatoires,
pour obtenir un vecteur caractéristique fs,a par nœud :
FWT s,mR = [f>s,1|f>s,2| · · · |f>s,N ]>. (2.45)
2. Estimer la matrice de distance Ds :
∀(a, b) ∈ V2 Ds(a, b) ' 1−Cˆab,η = 1− (fs,a − f¯s,a)
>(fs,b − f¯s,b)
||fs,a − f¯s,a||2||fs,b − f¯s,b||2
. (2.46)
3. Créer le dendrogramme associé à l’aide de l’algorithme hiérarchique de chaî-
nage moyenné.
4. Couper le dendrogramme selon la méthode présentée dans 4.3.3 pour obtenir
Ps.
4.5 Mesure de stabilité de l’échelle s
Estimer rapidement la matrice de distanceDs n’est pas le seul avantage à utiliser
des vecteurs aléatoires. En effet, grâce à cela, l’algorithme est maintenant stochas-
tique, et nous pouvons utiliser à bon escient cette stochasticité pour estimer la
stabilité de la partition Ps obtenue (voir la partie 3.5.3). L’intuition est la suivante :
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si en répétant J fois l’algorithme avec J tirages différents de la matrice R on obtient
J versions très différentes de Ps, on peut considérer la partition comme instable et
l’échelle peu pertinente. En revanche, si on retrouve à chaque fois à peu près la même
solution, la partition est jugée stable et l’échelle s pertinente. Tant pour décrire une
partition Ps que son échelle associée s, nous utiliserons les adjectifs stable/pertinente
(ou instable/non-pertinente si c’est le cas) indifféremment.
En pratique, pour estimer la stabilité γa(s) de l’échelle s, considérons J réalisa-
tions de R (typiquement J = 20) et calculons l’ensemble des partitions associées
{P js }j∈J . La stabilité γa(s) est définie comme la moyenne des similarités calculées






simi(P is , P
j
s ), (2.47)
où simi est une mesure au choix parmi celles décrites dans l’annexe A. Nous utili-
serons principalement l’indice de Rand ajusté, mais cela a peu d’impact sur γa.
4.6 Test statistique
Motivation. Le résumé de la partie 4.4.2 ainsi que le paragraphe précédent
nous permettent de détecter l’ensemble de partitions P = {Psi}si∈S et de calculer
la stabilité γa associée à chacune d’entre elles. De ces informations, on peut extraire
les K “meilleures” partitions, c’est-à-dire les K partitions les plus stables. Les mé-
thodes multiéchelles de l’état de l’art s’arrêtent là et ne vont pas plus loin. Alors qu’il
manque semble-t-il encore un élément à l’analyse. En effet, l’algorithme produira les
K meilleures partitions d’un graphe aléatoire d’Erdös-Rényi si on le lui demande, ce
qui n’a pas beaucoup de sens car un graphe aléatoire n’a – par construction – aucune
structure en communautés. Mais il existera quand même des partitions plus stables
que les autres (uniquement dues à la chance !) qui seront extraites artificiellement.
Il est donc important de pousser l’analyse encore plus loin et de proposer un moyen
de donner une valeur intrinsèque à la stabilité mesurée. Nous proposons dans cette
partie un tel moyen basé sur un test statistique où nous comparons les stabilités me-
surées, à des stabilités typiquement mesurées dans des versions rendues aléatoires
du même graphe. Cette question de “valeur intrinsèque” se pose également dans les
algorithmes basées sur une fonction de qualité, comme la modularité [161, 127, 52].
En effet, comment savoir que telle ou telle valeur de la modularité est vraiment
pertinente ? Dans le langage de la détection de communautés telle que nous la pro-
posons, cette question devient : quelle est la valeur seuil γtha au dessus de laquelle
on peut juger une partition suffisamment stable ? Nous développons dans la suite
un test statistique permettant d’estimer cette valeur seuil γtha .
Le test. Considérons un graphe G = (V , E) et l’ensemble de partitions P =
{Psi}si∈S trouvé par l’algorithme ainsi que leur mesure de stabilité {γa(si)}si∈S. Afin
de tester quelles échelles sont intrinsèquement intéressantes, nous allons comparer la
mesure de stabilité γa(si) de chaque échelle à la stabilité calculée pour des versions
rendues aléatoires (selon la méthode de l’annexe B) du graphe. Cela se fait en quatre
étapes :
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1. Énoncer l’hypothèse nulle H0 : G n’a pas de structure en communautés à
aucune échelle.
2. Générer un grand nombre R de versions aléatoires de G = (V , E) : on obtient
une collection de graphes de Chung-Lu pondérés {Gr}r∈[1,R].
3. Calculer les stabilités {γra(si)}si∈S de chaque graphe aléatoire Gr. Concaté-
ner toutes ces valeurs dans Sγa = {γra , r ∈ [1, R]}, ce qui nous donne accès à la
distribution empirique de γa sous hypothèse nulle.
4. Pour toute échelle si ∈ S, si γa(si) est plus grand que le α-quantile supérieur
γtha de Sγa , alors H0 est rejetée avec une confiance 1 − 1/α (si R >> α) : G a une
structure en communautés à cette échelle. Typiquement, on utilise α = 100 et R
assez grand pour que Sγa ait un cardinal supérieur à 10α = 1000 , i.e. R ∼ 1000M (en
effet, chaque graphe aléatoire contribue à hauteur de M valeurs à Sγa).
Finalement, le résultat du test est un ensemble d’échelles pour lesquelles l’hy-
pothèse nulle est rejetée : Sˆ = {si ∈ S t.q. γa(si) ≥ γtha } ⊂ S, c’est-à-dire pour
lesquelles les partitions associées Pˆ = {Pk, k ∈ Sˆ} sont stables avec un niveau de
signification statistique à 1− 1/α = 99%.
Remarque. Notons que la méthode de l’annexe B est une manière de rendre
aléatoire un graphe parmi beaucoup d’autres. L’idée ici est de créer des graphes aléa-
toires les plus réalistes possibles, qui vont détruire toute structure en communautés,
mais pas toutes les corrélations qui peuvent exister dans le graphe : cela permet
d’avoir un test statistique avec moins de faux positifs. En effet, admettons qu’un
graphe ne possède aucune structure en communautés mais possède d’autres types
de corrélations. Si on le compare à une version complètement aléatoire pour laquelle
on ne garde aucune structure (par exemple un graphe d’Erdös-Rényi avec une pro-
babilité telle que l’espérance du nombre total de liens soit respectée), on risque de
classer les partitions du graphe comme étant stables simplement parce qu’on détecte
les corrélations au sein du graphe et non une structure de communauté pertinente !
5 Illustrations et comparaison avec d’autres
méthodes
Dans cette partie, nous allons illustrer la nouvelle méthode que nous venons de
présenter sur des exemples et la comparer avec d’autres méthodes multiéchelles sur
des modèles de graphes hiérarchiques.
5.1 Illustration sur un modèle de graphe hiérarchique
5.1.1 Un modèle de graphe hiérarchique : le modèle de Sales-Pardo
Ce modèle de graphe hiérarchique est binaire et non-dirigé et a été introduit par
Sales-Pardo et al. [182], et par la suite utilisé entre autres par Lambiotte et al. [127]
pour tester des outils de détection multiéchelle de communautés. Nous rappelons ici
la définition et la construction d’un graphe de Sales-Pardo. Considérons N nœuds,
et trois structures en communautés imbriquées les unes dans les autres : N/N3
communautés de N3 nœuds (la petite échelle), imbriquées dans N/N2 communautés
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à N2 nœuds (l’échelle moyenne), elles-mêmes imbriquées dans N/N1 communautés à
N1 nœuds (la grande échelle), où N3 < N2 < N1 < N . Chaque nœud adhère donc à
trois communautés : une à chaque échelle. Soit un nœud i. On définit Sx le nombre
de nœuds qui ont x adhésions en commun avec i. Ici :
– tous les nœuds qui ne sont pas dans la plus grande comunauté de i n’ont
aucune adhésion en commun avec i : S0 = N −N1.
– tous les nœuds qui sont dans la même grande communauté que i, mais pas
dans la même moyenne communauté ont une seule adhésion en commun avec
i : S1 = N1 −N2.
– tous les nœuds qui sont dans la même moyenne communauté que i (et donc
a fortiori dans la même grande communauté que i) mais pas dans la même
petite communauté ont deux adhésions en commun : S2 = N2 −N3.
– tous les nœuds (différents de i) qui sont dans la même petite communauté que
i ont trois adhésions en commun avec i : S3 = N3 − 1.
Considérons k¯3 le degré moyen intra-petite communauté, k¯2 le degré moyen intra-
moyenne communauté (mais extra-petite communauté), k¯1 le degré moyen intra-
grande communauté (mais extra-petite et moyenne communautés) et k¯0 le degré
moyen extra-grande communauté. Définissons :
k¯0 = p0S0, k¯1 = p1S1,
k¯2 = p2S2, k¯3 = p3S3, (2.48)
où px est la probabilité d’existence d’un lien entre deux nœuds qui ont x adhésions









k¯0 + k¯1 + k¯2
k¯3
. (2.49)
Le plus petit est ρ, le plus séparées sont les échelles entre elles, le plus facile ce sera
d’extraire la structure hiérarchique en communautés. Un deuxième paramètre, le
degré moyen k¯, contrôle la densité du graphe :
k¯ = k¯0 + k¯1 + k¯2 + k¯3. (2.50)
Le plus petit est k¯, le plus parcimonieux est le graphe, le plus difficile ce sera de
retrouver les communautés. Pour un jeu de paramètres donné (ρ, k¯), on obtient le

























Dans cette thèse, à moins que ce soit explicitement indiqué, nous utilisons des
graphes de Sales-Pardo à N = 640 nœuds, et trois structures en communautés im-
briquées : 64 petites communautés de N3 = 10 nœuds imbriquées dans 16 moyennes
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(1) (2) (3)
Figure 2.12: Schéma d’un graphe de Sales-Pardo à 640 nœuds : chaque nœud illustré est
en fait une petite communauté de 10 nœuds. La figure 1 représente la partition à petite
échelle avec 64 communautés de 10 nœuds, imbriquées dans 16 communautés de 40 nœuds
(l’échelle moyenne de la figure 2), elles-mêmes imbriquées dans 4 communautés de 160
nœuds (la grande échelle de la figure 3).
communautés à N2 = 40 nœuds, elles-mêmes imbriquées dans 4 grandes commu-
nautés à N1 = 160. Ainsi, S0 = 480, S1 = 120, S2 = 30 and S3 = 9.
Pour générer un graphe de Sales-Pardo à (ρ, k¯) fixés, se référer au système d’équa-
tions 2.51 pour obtenir les probabilités d’existence de lien et générer ensuite le graphe
aléatoirement en respectant ces probabilités. Une réalisation d’un tel graphe est re-
présentée sur la Fig. 2.12 où on met en couleurs les trois différentes structures en
communautés.
5.1.2 Illustration en calculant toutes les ondelettes
Nous appliquons ici l’algorithme basé sur le calcul intégral des ondelettes et de
leurs corrélations résumé dans 4.3.4 sur la réalisation d’un graphe de Sales-Pardo
(avec ρ = 1 et k¯ = 16) illustrée sur la Fig. 2.12. Le calcul de λ2 et λ3 donne
β = 41, smin = x2 = 7 et smax = 47. De plus, nous choisissons de scanner M = 50
échelles logarithmiquement espacées entre smin et smax. La Fig. 2.13 représente les
filtres pour quatre échelles différentes. Pour information, nous montrons également
le spectre du graphe sur cette figure.
L’avantage d’utiliser un modèle de graphe hiérarchique est que l’on connaît la “vé-
rité de terrain”, c’est-à-dire les partitions théoriques en communauté. L’algorithme
donnant l’ensemble de partitions P = {Psi}i∈[1,M ], il suffit de calculer la similarité
(par exemple en utilisant l’indice de Rand ajusté) entre toutes les partitions de P et
les trois partitions théoriques pour avoir une idée de la performance de l’algorithme.
C’est ce que nous illustrons sur la Fig. 2.14. On observe notamment des intervalles
d’échelles (représentés par des doubles flèches) pour lesquels toutes les partitions à
ces échelles correspondent exactement à la partition théorique.
5.1.3 Illustration de l’algorithme rapide
Nous appliquons à présent l’algorithme rapide résumé dans la partie 4.4.2 et basé
sur la transformée en ondelettes de quelques vecteurs aléatoires, sur le même graphe.
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Figure 2.13: Les filtres d’ondelettes à quatre échelles différentes. Le spectre est indiqué
par des croix sur l’axe des abscisses. On représente en pointillés un filtre à une échelle trop
petite pour être intéressante dans la majeure partie des cas : on s’arrête en effet aux filtres
qui s’annulent après λ = 1.











Figure 2.14: Résultat de l’algorithme : l’indice Rand ajusté entre la partition trouvée
à chaque échelle et la partition théorique à petite (resp. moyenne, grande) échelle est
représenté en noir (resp. bleu, rouge). Les trois intervalles d’échelle représentés par des
double flèches sont les intervalles pour lesquels l’algorithme retrouve exactement les trois
partitions théoriques.
















Figure 2.15: Résultat de l’algorithme rapide en utilisant η = 60.
74
5. Illustrations et comparaison avec d’autres méthodes
On représente sur la Fig. 2.15 le résultat en utilisant η = 60 vecteurs aléatoires.
On retrouve de nouveau les trois structures en communautés, sur des intervalles
d’échelles néanmoins plus petits. Afin de quantifier la performance de l’algorithme en
fonction du nombre de vecteurs aléatoires η nous définissons les trois ratios suivants :
– Le ratio de rappel à grande échelle (en anglais Large Scale Recall ratio : LSR)
qui est le maximum de similarité entre les partitions P trouvées par l’algo-
rithme et la partition théorique à grande échelle.
– Le ratio de rappel à moyenne échelle (en anglais Medium Scale Recall ratio :
MSR) qui est le maximum de similarité entre les partitions P trouvées par
l’algorithme et la partition théorique à moyenne échelle.
– Le ratio de rappel à petite échelle (en anglais Small Scale Recall ratio : SSR) qui
est le maximum de similarité entre les partitions P trouvées par l’algorithme
et la partition théorique à petite échelle.
En calculant les moyennes et médianes de ces ratios sur 100 réalisations du graphe
de Sales-Pardo, on peut mesurer la capacité de l’algorithme à retrouver les trois
structures en communauté. Les résultats sont exposés sur la Fig. 2.16. Il est très
intéressant de noter que plus on utilise de vecteurs aléatoires, plus on arrive à re-
trouver les structures fines du graphe. Si on regarde la Fig. 2.16d), on voit que, en
médiane, il suffit de 7 (resp. 15, 40) vecteurs aléatoires pour retrouver exactement
la structure à grande (resp. moyenne, petite) échelle.
Il y a ici un rapprochement à faire avec l’acquisition comprimée (en anglais
compressive sensing [62]), qui utilise des acquisitions aléatoires de données par-
cimonieuses pour sonder rapidement un grand espace. Dans notre cas, la donnée
parcimonieuse est la somme des trois partitions en communautés, le grand espace
l’espace des partitions possibles, et l’acquisition aléatoire le calcul de corrélation de
transformée en ondelettes de vecteurs aléatoires. On note, et c’est un résultat em-
pirique (comme ceux présentés au paragraphe précédent) que nous avons retrouvé
dans de nombreux exemples, que le nombre de vecteurs aléatoires nécessaires pour
détecter une partition en x communautés est de l’ordre de x. Cela est très utile à
savoir : en effet, on peut avoir affaire à de grands graphes pour lesquels on veut
une vision assez simpliste de la réalité pour commencer. On n’a alors pas besoin
d’utiliser beaucoup de vecteurs aléatoires, mais uniquement autant que le niveau
d’approximation souhaité.
En termes de temps de calcul, on montre empiriquement sur la Fig. 2.17 que
le temps de calcul est linéaire en η. L’extrapolation linéaire de la courbe rejoint le
temps de calcul nécessaire en passant par le calcul des corrélations de toutes les
ondelettes pour η = N .
5.2 Comparaison de mesures de stabilité
Montrons tout d’abord la stabilité γa mesurée pour le graphe précédent. La
Fig. 2.18 montre côte à côte le résultat de la détection de communautés pour η = 60
(figure a) et l’instabilité 1− γa associée (figure b). Les trois intervalles d’échelles où
les partitions théoriques sont retrouvées exactement correspondent à une stabilité
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Figure 2.16: a) (resp. b) Moyenne (resp. médiane) des ratios de rappel en fonction du
nombre de vecteurs aléatoires calculée sur 100 réalisations de Sales-Pardo. c) et d) sont sim-
plement des zooms autour de 1 pour voir plus précisément comment converge l’algorithme
vers la bonne solution quand on augmente η.


















Figure 2.17: Moyenne du temps de calcul en fonction du nombre η de vecteurs aléatoires.
76
5. Illustrations et comparaison avec d’autres méthodes

























Figure 2.18: Résultat de l’algorithme comparé à la mesure de stabilité proposée. Les
trois intervalles où les partitions théoriques sont retrouvées sont reportés sur la figure
d’instabilité : ils correspondent très bien aux intervalles où l’instabilité 1−γa est minimale.
parfaite de 1, c’est-à-dire qu’à ces échelles-là, les J = 20 ensembles de η = 60
vecteurs aléatoires donnent exactement les mêmes résultats. Nous allons comparer
cette mesure de stabilité avec deux autres mesures classiques de la littérature :
– Une première stabilité qui entre dans la catégorie des stabilités mesurées par
perturbation directe du graphe (voir la partie 3.5.1). Nous utilisons ici la pro-
position de Lambiotte et al. [127] : créer J versions perturbées du graphe en
ajoutant ou retirant ±p% à chaque lien. A chaque échelle s, obtenir ainsi une
partition par graphe perturbé, c’est-à-dire l’ensemble {P js }j∈J . La stabilité
γr(s) est alors définie comme la moyenne des similarités calculées deux à deux






simi(P is , P
j
s ), (2.53)
où nous utiliserons l’indice de Rand ajusté pour la mesure de similarité simi.
Cette mesure est donc paramétrée par p.
– Une deuxième stabilité qui entre dans la catégorie des stabilités mesurées en
terme de largeur d’intervalle d’échelles (voir la partie 3.5.2). Nous utilisons ici
aussi la proposition de Lambiotte et al. [127] : à chaque échelle s, on calcule
la similarité moyenne entre la partition trouvée à cette échelle et celle trouvée








On illustre ces instabilités sur la Fig. 2.19 où les partitions {Ps}s∈S de la figure
a) ont été calculées avec l’algorithme basé sur le calcul intégral des ondelettes et de
leurs corrélations. On voit en effet que ces définitions d’instabilité sont pertinentes :
les minima globaux correspondent bien aux trois structures en communautés du
graphe.
Néanmoins, il y a plusieurs problèmes inhérents à ces mesures. Pour γr, tout
d’abord, il est coûteux de recalculer pour chacun des J graphes perturbés, le laplacien
et sa diagonalisation. De plus, le paramètre p semble ad hoc : en effet, selon si on
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Figure 2.19: a) Résultat de l’algorithme utilisant le calcul de toutes les ondelettes. Les
trois intervalles pour lesquels les partitions théoriques sont exactement retrouvées sont
reportés sur les figures d’instabilité b) et c). b) Instabilité 1 − γr mesurée en perturbant
directement le graphe pour différents degrés de perturbation p. c) Instabilité 1−γv mesurée
en comparant les partitions trouvées avec les partitions trouvées aux échelles voisines, pour
différentes tailles de voisinage τ .
choisit une petite ou une grande valeur de p, les partitions vont être jugées plus ou
moins stables. Aussi, en observant la courbe pour p = 1%, les partitions à petite
échelle semblent avoir plus de chances d’être jugées instables que les grandes échelles.
En effet, comme expliqué dans la partie 3.5.1, perturber tous les liens de manière
équivalente va favoriser les partitions avec de grandes communautés.
Le calcul de γv a l’avantage d’être beaucoup moins coûteux étant donné qu’il
ne nécessite qu’une seule diagonalisation du laplacien. Ici, la difficulté vient du fait
qu’il est impossible de prévoir la valeur de τ à utiliser, d’autant plus que sa valeur
dépend de la densité de l’échantillonnage du paramètre d’échelle !
En résumé, la mesure de stabilité γa introduite a des performances similaires à
l’état de l’art de la littérature, avec le double avantage de ne pas être paramétrée et
de s’inscrire naturellement dans l’algorithme rapide de détection de communautés
proposé. On pourrait argumenter que la variance σ2 des vecteurs aléatoires utilisés
est un paramètre de la stabilité γa, mais comme on ne s’intéresse qu’aux corrélations,
la variance n’a en fait aucun impact. Le seul paramètre que l’on pourrait trouver
est η mais ce paramètre est inhérent à l’algorithme de détection de communautés et
n’est pas ajouté pour la mesure de stabilité.
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5.3 Comparaison avec d’autres algorithmes multiéchelles
Nous comparons ici notre méthode avec trois autres méthodes de la littérature ré-
sumées dans la partie 3.4 : la méthode d’Arenas [22], la méthode de Reichardt [173] et
la méthode de Delvenne [58]. Nous comparons ici uniquement la capacité de chaque
méthode à extraire les partitions théoriques de modèles de graphes hiérarchiques.
Nous utiliserons d’abord dans la partie 5.3.1 le modèle de Sales-Pardo, puis dans la
partie 5.3.2 le modèle LFR (du nom de ses trois auteurs) développé dans [132, 128].
Finalement, dans la partie 5.3.3, nous comparerons les performances de notre algo-
rithme selon que l’on utilise le laplacien normalisé ou le laplacien de marche aléatoire
(voir le rappel de ces définitions dans la partie 1.5 du chapitre 1). Afin de comparer
les méthodes entre elles, nous allons utiliser un ensemble S de 50 échelles, logarith-
miquement échantillonnées entre les bornes du paramètre. Notons que seule notre
méthode propose une borne supérieure et une borne inférieure pour le paramètre
d’échelle. La méthode d’Arenas possède une borne inférieure mais pas de borne su-
périeure et les méthodes de Delvenne et de Reichardt ne possèdent pas de bornes.
Pour la méthode d’Arenas, nous décidons d’aller de la borne inférieure des auteurs
à s = 500. Pour la méthode de Delvenne (resp. Reichardt), l’intervalle d’échelles
s ∈ [0.01, 100] (resp. s ∈ [0.1, 100]) fonctionne bien pour les graphes que nous allons
étudier.
Finalement, pour maximiser les fonctions de qualité de ces trois travaux, nous
utilisons l’implémentation optimisée de LeMartelot et Hankin [134], disponible sur
le site internet de l’auteur [9].
5.3.1 Comparaison sur le modèle de graphes de Sales-Pardo
Nous allons comparer les ratios de rappel des trois partitions théoriques en fonc-
tion du jeu de paramètres (ρ, k¯) qui contrôle la difficulté de la détection et de l’al-
gorithme utilisé. Nous obtenons les résultats de la Fig. 2.20. Pour tracer ces figures,
nous générons pour chaque jeu de paramètres 20 graphes aléatoires, et nous repré-
sentons ici la moyenne des ratios de rappel ainsi que l’intervalle à 90%. On peut
remarquer que la méthode que nous venons de présenter (ici avec η = 100 vecteurs
aléatoires) a des résultats presque aussi bons que les autres méthodes de l’état de
l’art, mais se retrouve quand même dans la majorité des cas légèrement en-deça des
autres méthodes. Nous pouvons aussi remarquer que le temps de calcul est, dans ce
cas d’un petit graphe (640 nœuds), deux à cinq fois plus court avec notre méthode
qu’avec les autres méthodes.
Essayons de comprendre ce résultat. Après investigations, nous constatons qu’il
n’est pas nécessaire de détecter les partitions avec plus de vecteurs aléatoires ni
même avec les ondelettes calculées complètement. C’est au niveau de la coupe du
dendrogramme que la différence se fait. Observons la Fig. 2.21a) qui trace, pour un
graphe de Sales-Pardo avec (ρ = 2, k¯ = 11), le nombre de communautés trouvées en
fonction de l’échelle. On observe une différence de comportement flagrante : notre
méthode détecte autant de partitions que de nœuds jusqu’à une échelle élevée et en-
suite chute brutalement à un nombre de communautés proche de la valeur théorique
à moyenne échelle (16 communautés), en ne détectant pas au passage de partitions
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ρ = 1 :
a)

















































































ρ = 2 :
d)

















































































Figure 2.20: Comparaison de différents algorithmes multiéchelles sur le modèle de graphe
de Sales-Pardo pour différents jeux de paramètres (ρ, k¯). La colonne de gauche (resp. droite)
correspond à ρ = 1 (resp. ρ = 2). La première (resp. deuxième, troisième) ligne représente
le ratio de rappel à grande (resp. moyenne, petite) échelle. La dernière ligne compare les
temps de calcul pour obtenir ces résultats. Les résultats sont calculés sur 20 graphes, et on
représente la moyenne et l’intervalle à 90%.
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Figure 2.21: a) Nombre de communautés de la partition trouvée en fonction de l’échelle,
pour différentes méthodes multiéchelles : il existe une différence de comportements fla-
grante. Le saut observé pour la méthode de corrélations d’ondelettes se trouve entre les
échelles numéro 26 et 27 : on représente sur la figure b) la fonction de sauts globale Γ pour
ces deux échelles.
à nombre de communautés intérmédiaire. Les autres méthodes ont un comporte-
ment plus linéaire : elles ont donc forcément plus de chances de détecter toutes les
partitions théoriques. Le saut observé avec notre méthode se fait entre les échelles
26 et 27. Nous montrons, à ces deux échelles, la fonction de sauts globale Γ de leur
dendrogramme associé sur la Fig. 2.21b) : on observe en effet que son maximum est
à faible distance de corrélation pour s = s26 découpant ainsi le dendrogramme en
de très nombreuses communautés, et à grande distance de corrélation pour s = s27
découpant ainsi le dendrogramme en peu de communautés. Les maxima locaux in-
termédiaires que l’on peut observer sur ces deux courbes ne sont pas détectés alors
que certains d’entre eux correspondent en réalité à la partition théorique à petite
échelle. On est donc en droit de se demander si la fonction de sauts globale Γ, dé-
finie par l’équation 2.30 est judicieuse et si c’est bien celle-là qu’il faut chercher à
maximiser pour savoir où couper le dendrogramme. Toutes les fonctions de saut Γa
associées à tous les nœuds a forment un faisceau de courbes. Nous considérons ici
sa moyenne (Γ) mais on pourrait tout aussi bien considérer son enveloppe maxi-
male Γmax par exemple, et chercher à maximiser cette enveloppe. On montre sur la
Fig. 2.22 les performances des algorithmes en fonction que l’on décide de couper le
dendrogramme en fonction de Γ, de Γmax ou au niveau du saut maximal entre deux
nœuds du dendrograme, comme évoqué dans la partie 4.3.3 (méthode nommée MG
– pour l’anglais maximal gap – dans la suite). Il n’y a pas de différences bien nettes
de performance entre toutes ces possibilités. Nous avons vu dans la partie 4.3.3 que
la méthode MG est sensible aux points aberrants et qu’il vaut mieux l’éviter. Dans
la suite, nous continuerons d’utiliser la méthode du maximum de Γ.
De futurs travaux devront s’attarder un peu plus longtemps sur la coupe du den-
drogramme en s’appuyant éventuellement sur une mesure de qualité globale qui fait
le succès des trois autres méthodes. Malgré ces petites différences, on peut néanmoins
dire que les quatre méthodes ont des performances similaires sur ce genre de graphes.
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ρ = 1 :
a)


























































































































Figure 2.22: Comparaison des résultats sur un Sales-Pardo pour différents jeux de para-
mètres (ρ, k¯) en fonction que l’on décide de couper le dendrogramme à son saut maximal
(MG), au maximum de sa fonction de sauts globale Γ (mean), ou au maximum de Γmax,
l’enveloppe supérieure du faisceau de courbes Γa (max) : il n’y a pas de différences notables.
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µ1 = 0.08 :
a)
































































µ1 = 0.14 :
b)





























































Figure 2.23: Comparaison de différents algorithmes multiéchelles sur le modèle de graphe
LFR pour différents jeux de paramètres (µ1, µ2). La colonne de gauche (resp. droite) cor-
respond à µ1 = 0.08 (resp. µ1 = 0.14). La première (resp. deuxième) ligne représente le
ratio de rappel à grande (resp. petite) échelle. La dernière ligne compare les temps de calcul
pour obtenir ces résultats. Les résultats sont calculés sur 20 graphes, et on représente la
moyenne et l’intervalle à 90%.
5.3.2 Comparaison sur un autre modèle de graphes hiérarchiques
Nous comparons à présent les mêmes algorithmes multiéchelles sur un autre mo-
dèle hiérarchique moins structuré : le modèle LFR [132, 128]. Ce modèle permet de
créer des graphes aléatoires avec une distribution de degrés et une distribution de la
taille des communautés en loi de puissance, tout en ayant une structure en commu-
nautés à deux échelles. Les codes pour générer les graphes sont disponibles sur le site
internet des auteurs [8]. On créé des graphes aléatoires avec les paramètres suivants :
N = 300 nœuds, un degré moyen de k = 10, un degré maximal de kmax = 25, un
exposant de loi de puissance de t1 = −2 pour la distribution des degrés, un exposant
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de loi de puissance de t2 = −1 pour la distribution de la taille des communautés,
un minimum de minc = 10 nœuds et un maximum de maxc = 50 nœuds pour les
communautés à petite échelle, et un minimum de minC = 20 nœuds et un maximum
de maxC = 80 nœuds pour les communautés à grande échelle, et des paramètres
de recouvrement de communautés qui interdisent le recouvrement (on = om = 0).
La difficulté de retrouver les communautés théoriques dépend de deux paramètres
de mixage : µ1 (resp. µ2) qui quantifie le mixage entre les communautés à grande
(resp. petite) échelle. Plus ces paramètres sont grands, plus les deux partitions théo-
riques sont difficiles à retrouver. Nous comparons les performances sur la Fig. 2.23.
Comme précédemment, pour tracer ces figures, nous générons pour chaque jeu de
paramètres 20 graphes aléatoires, et nous représentons ici la moyenne des ratios de
rappel ainsi que l’intervalle à 90%. Pour ce modèle de graphes, les performances
des quatre algorithmes sont plus homogènes, à l’exception peut-être de l’algorithme
d’Arenas qui a parfois des valeurs aberrantes.
5.3.3 Laplacien normalisé ou laplacien de marche aléatoire ?
Dans la communauté du clustering spectral [221], et comme discuté précédem-
ment dans la partie 2.6.1 du chapitre 1, il est communément admis que les laplaciens
normalisés donnent de meilleurs résultats que le laplacien classique. La question est
éventuellement de savoir lequel des laplaciens normalisés est le plus adapté à notre
algorithme : L = S− 12LS− 12 ou Lrw = S−1L ? Von Luxburg [221] écrit que le la-
placien de marche aléatoire Lrw est souvent plus efficace. Est-ce le cas ici ? Nous
comparons sur la Fig. 2.24 les performances de l’algorithme en fonction du laplacien
utilisé. Nous observons que les résultats ne dépendent pas du laplacien choisi.
5.4 Illustration du test statistique
Illustrons le test statistique sur deux exemples :
a. L’exemple de la Fig. 2.18.
b. Une version rendue aléatoire (comme expliqué dans l’annexe B) de cet exemple.
Le résultat du test est en fait une valeur seuil de stabilité au-delà de laquelle les
partitions sont considérées pertinentes. Nous montrons sur la Fig. 2.25 les stabilités
avec la valeur seuil (sous forme de tirets horizontaux) donnée par le test pour les
deux exemples ci-dessus.
La vérité de terrain du cas a) est qu’au moins les échelles au sein des trois
intervalles sont au-dessus de la valeur seuil de stabilité, ce qui est le cas (rappelons
que nous traçons 1−γa sur les figures). Il y a des faux positifs, c’est-à-dire des échelles
qui sont plus stables que la valeur seuil mais dont la partition associée n’est pas une
des trois partitions théoriques. Ceci est en fait attendu étant donné que certaines
partitions entre deux intervalles sont des combinaisons de partitions théoriques, et
sont donc plus stables que des partitions dans un graphe aléatoire. Dans le cas b), la
vérité de terrain est qu’aucune des partitions devraient être plus stable que la valeur
seuil étant donné que le graphe est aléatoire : ce qui est le cas.
Dans la suite, les partitions qui ne sont pas plus stables que la valeur seuil ne
sont pas considérées, et quand des intervalles d’échelles entiers sont au-dessus du
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ρ = 1 :
a)


















































































































Figure 2.24: Comparaison de performances selon que l’algorithme utilise le laplacien nor-
malisé L = S− 12LS− 12 ou le laplacien normalisé de “marche aléatoire” Lrw = S−1L, sur
des graphes de Sales-Pardo. Les résultats sont globalement équivalents.
seuil, on gardera le maximum local significatif (maximum local de γa ou minimum
local de 1− γa).
5.5 Illustration sur un modèle de graphe avec une seule
échelle
Il est très intéressant d’observer le comportement de l’algorithme dans le cas
où il n’existe qu’une seule échelle de description. Nous allons de nouveau utiliser
ici le modèle LFR, mais dans sa version non-hiérarchique [132]. Il existe donc dans
ce modèle une seule échelle pertinente, i.e. une seule partition théorique. Afin de
comparer à d’autres méthodes de détection, nous utilisons les mêmes paramètres
que dans [131] pour créer les graphes : un degré moyen de k = 20, un degré maximal
de kmax = 50, un exposant de loi de puissance de t1 = −2 pour la distribution
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a)















Figure 2.25: a) Illustration du test statistique sur un graphe de Sales-Pardo. La valeur seuil
de l’instabilité 1−γa est représentée en pointillés horizontaux : toute valeur d’instabilité en-
deça de ce seuil correspond à une partition jugée pertinente. Les trois intervalles d’échelles
où les partitions théoriques sont exactement retrouvées sont bien jugées pertinentes. b)
Même calcul pour une version rendue aléatoire du graphe utilisé pour la Fig. a) : sans
surprises, aucune partition n’est jugée pertinente.
des degrés, un exposant de loi de puissance de t2 = −1 pour la distribution de la
taille des communautés, et des paramètres de recouvrement de communautés qui
interdisent le recouvrement (on = om = 0). Suivant [131], nous allons étudier 4 cas
différents :
– Le cas 1000S : N = 1000 nœuds avec des petites communautés : un minimum
de minc = 10 nœuds et un maximum de maxc = 50 nœuds par communauté.
– Le cas 5000S : N = 5000 nœuds avec des petites communautés : un minimum
de minc = 10 nœuds et un maximum de maxc = 50 nœuds par communauté.
– Le cas 1000B : N = 1000 nœuds avec des communautés plus grandes : un
minimum de minc = 20 nœuds et un maximum de maxc = 100 nœuds par
communauté.
– Le cas 5000B : N = 5000 nœuds avec des communautés plus grandes : un
minimum de minc = 20 nœuds et un maximum de maxc = 100 nœuds par
communauté.
Attardons-nous un instant sur le cas 1000S et générons une réalisation pour diffé-
rents niveaux de difficulté d’extraction de la partition théorique (différentes valeurs
du paramètre de mixage µ) : µ = 0.2, 0.4, 0.6, 0.65, 0.7 et 0.75. Pour chacune de
ces réalisations, nous lançons notre algorithme avec η = 100 vecteurs aléatoires et
nous faisons aussi le test statistique. Nous obtenons les résultats récapitulés sur la
Fig. 2.26 : pour chaque valeur de µ, nous traçons la stabilité en fonction de l’échelle,
et nous sélectionnons le minimum local significatif de 1−γa en-dessous du seuil donné
par le test : il est représenté en rouge (si il y a un plateau minimal alors il y a plu-
sieurs points rouges). S’il n’y a pas d’intervalle d’échelles en dessous du seuil, aucune
échelle n’est sélectionnée : l’algorithme ne trouve pas de solution significative. Nous
observons que lorsqu’une échelle est sélectionnée car jugée stable par l’algorithme,
alors la partition correspondante est égale à la partition théorique, ou dans les cas
difficiles, proche de la partition théorique. On observe ici que jusqu’à µ = 0.65, la
solution trouvée par l’algorithme est à peu près juste, et au-delà l’algorithme ne
trouve pas de solution. Ce comportement est très satisfaisant et correspond bien à
ce qu’on attend du test statistique.
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Figure 2.26: Résultat de l’algorithme sur une réalisation d’un modèle de graphes mono-
échelles, paramétré par µ. Pour différentes valeurs de ce paramètre, nous traçons la stabilité
de la partition obtenue à chaque échelle (colonne du milieu), ainsi que le ratio de rappel
de la partition théorique à chaque échelle (colonne de droite). Nous représentons en rouge
le minimum local significatif de 1 − γa en-dessous du seuil donné par le test statistique
(pointillés horizontaux). S’il n’y a pas d’échelles en-dessous du seuil, aucune échelle n’est
sélectionnée : l’algorithme ne trouve pas de solution pertinente.
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1000S :















































































Figure 2.27: Comparaison de notre algorithme avec deux autres algorithmes de la littéra-
ture sur un modèle de graphes mono-échelle, paramétré par µ. On représente les moyennes
et les intervalles à 90% sur 20 réalisations pour chaque paramètre µ. Les quatre différentes
figures correspondent aux quatre différents cas présentés dans le texte.
Nous avons montré une réalisation par valeur de paramètre µ. Générons à présent
20 réalisations de chacun des 4 cas listés ci-dessus, pour un paramètre de mixage µ
échantillonné entre 0.025 (cas le plus facile) et 0.8 (cas le plus difficile). Pour chacune
de ces réalisations, nous calculons le ratio de rappel de la partition théorique et tra-
çons la performance moyenne sur la Fig. 2.27. Nous comparons le résultat de notre
algorithme avec deux algorithmes jugés très performants sur ce type d’exemples
par Lancichinetti et al. [131] : l’algorithme de Louvain basé sur la modularité et
infomap, la méthode de Rosvall et Bergstrom [180]. Ces figures peuvent être direc-
tement comparées à la Fig. 2 de [131]. Comme ces auteurs, nous observons que la
méthode de Louvain, basée sur la modularité, devient moins performante quand la
taille des communautés est hétérogène ou quand la taille typique des communau-
tés est petite devant le nombre total de nœuds. On retrouve aussi que la méthode
infomap est très efficace sur ce type de graphes, légèrement plus efficace que notre
algorithme sur ces paramètres là.
Prenons garde de ne pas généraliser ces performances à tout type de graphe ! Dans
le domaine de la détection de communautés, gardons à l’esprit que les performances
sont toujours mesurées sur un type de graphe particulier, qui favorise forcément une
méthode plutôt qu’une autre. A titre d’exemple, étudions le cas où les tailles de
communautés sont très hétérogènes (N = 1000 nœuds, un minimum de minc = 10
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Figure 2.28: Comparaison de notre algorithme avec deux autres algorithmes de la litté-
rature sur un modèle de graphes mono-échelle, paramétré par µ, pour un graphe avec des
tailles de communautés très hétérogènes.
nœuds et un maximum de maxc = 200 nœuds dans chaque communauté). Les
résultats sont présentés sur la Fig. 2.28 : on trouve, dans ce cas, que les trois méthodes
ont des performances similaires !
5.6 Conclusion
Plusieurs éléments sont à retenir de cette partie :
– La notion de stabilité γa que nous introduisons est performante. Elle est non-
paramétrée et s’appuie sur la stochasticité de l’algorithme.
– La capacité de notre algorithme à retrouver des partitions à différentes échelles
dans des modèles de graphes multiéchelles est légèrement en-deça des meilleures
méthodes de la littérature.
– Après investigations, nous avons remarqué que c’est au niveau de la coupe du
dendrogramme qu’il faudra améliorer la méthode.
– Le test statistique que nous avons développé a un comportement très satisfai-
sant.
6 Application à un graphe de terrain
Dans cette partie, nous appliquons la méthode à un graphe de terrain. Il s’agit
d’un graphe d’interactions sociales mesuré à l’aide de la plateforme de mesure So-
ciopatterns [10]. Les détails de cette plateforme sont donnés dans la partie 4.1.1 du
chapitre 3. Dans le cas qui nous intéresse ici, nous allons travailler avec la matrice
d’adjacence pondérée de taille N×N où N est le nombre de personnes participant à
l’expérience.Wij est ici le temps cumulé de contact entre les personnes i et j pendant
toute la durée de l’expérience. Deux personnes sont dites “en contact” à un certain
moment si elles sont face-à-face et à moins d’1, 5m de distance l’une de l’autre.
La méthode est utilisée sur un graphe de contacts entre 242 enfants et professeurs
des écoles d’une école primaire, mesuré en 2009 [202]. L’expérience a duré deux jours
complets et nous travaillons donc avec le graphe de contacts cumulés sur les deux
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Figure 2.29: a) Résultat du test de stabilité pour le graphe de contacts dans une école
primaire. η = 30 vecteurs alétoires sont utilisés. La ligne horizontale pointillée bleue corres-
pond à la valeur seuil de stabilité. Les trois points rouges représentent les minima significa-
tifs des trois intervalles d’échelle en-dessous du seuil : ce sont les trois partitions pertinentes
détectées par la méthode. b) montre les partitions associées à chaque paramètre d’échelle :
en ordonnée de la matrice, les nœuds du graphe sont placés dans l’ordre de leur classe
respective. Chaque colonne correspond à la partition trouvée au paramètre d’échelle cor-
respondant. Dans une colonne, deux nœuds ont la même couleur s’ils appartiennent à la
même communauté. Les partitions correspondant aux huit premiers paramètres d’échelle
ne sont pas représentées ici : elles contiennent trop de communautés pour ce mode d’illus-
tration.
jours. L’école primaire est composée de cinq niveaux : du CP au CM2, et il y a deux
classes par niveau. Le résultat de l’algorithme est montré sur la Fig. 2.29. Nous
sélectionnons un minimum local de 1 − γa par intervalle d’échelles en dessous du
seuil : ce sont les trois échelles représentées en rouge. Chacune de ces trois échelles
est en effet bien représentative de leur intervalle d’échelles : l’indice de similarité
moyen des partitions de l’intervalle à petite (resp. moyenne, grande) échelle est de
0.93 (0.92, 1). À grande échelle (s = 103), les enfants plus âgés (CM1 et CM2) sont
séparés des plus jeunes (CP, CE1 et CE2) : il n’y a que deux grandes communautés.
À une échelle intermédiaire (s = 51), chaque niveau est séparé des autres : il existe
5 communautés. Finalement, à une petite échelle (s = 28), l’algorithme détecte une
partition en 10 communautés qui sépare chaque classe des autres. Ces trois parti-
tions sont illustrées sur la Fig. 2.30.
Il est également intéressant de regarder des échelles un peu moins stables entre
s = smin = 14 et s = 20. À ces échelles, le paramètre d’échelle est assez petit pour
commencer à séparer les groupes au sein même des classes. On observe alors un
phénomène intéressant illustré sur la Fig. 2.31. Nous traçons, pour chaque classe, la
moyenne (figure de gauche) et la médiane (figure de droite) de la proportion d’indi-
vidus de même sexe dans chaque communauté de la classe (on ne prend en compte
que les communautés qui contiennent au moins 2 individus). Cet indicateur vaut
1 si tous les groupes au sein d’une classe sont unisexes et tendent vers 0.5 si tous
les groupes au sein d’une classe sont paritaires. Mise à part la classe de CE1a (2nd
a) qui a un comportement un peu différent des autres petites classes, on observe
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(1) (2) (3)
Figure 2.30: Les trois partitions stables détectées par le test statistique, qui correspondent
aux trois points rouges de la Fig. 2.29. La figure 1 (resp. 2, 3) montre une partition en 10
(resp. 5, 2) communautés (les nœuds de même couleur sont dans la même communauté).
Le graphe est illustré ici en utilisant ForceAtlas2 implémenté dans Gephi [27].















































Figure 2.31: Pour les petites échelles (entre smin = 14 et s = 20) où les communau-
tés trouvées découpent les classes en petits groupes, et pour chaque classe, la figure de
gauche (resp. droite) montre la moyenne (resp. médiane) de la proportion d’individus
de même sexe dans chaque communauté de la classe (on ne prend en compte que les
communautés qui contiennent au moins 2 individus). Le point tout à droite de chaque








ce qui permet, au moins à l’œil, de normaliser les courbes tra-
cées.
que plus les élèves des classes sont âgés, plus les communautés intra-classe tendent
à être unisexes ; inversement, plus les enfants sont jeunes, plus leurs communau-
tés intra-classe sont paritaires. Le point tout à droite de chaque figure montre le








chaque classe, ce qui permet de normaliser, au moins à l’œil, les courbes tracées. Ce
phénomène dit d’homophilie est bien connu en sciences sociales [203].
7 Définition et utilisation de fonctions d’échelle
sur graphe
Définition. Nous introduisons ici une définition possible de fonction d’échelle
et nous montrons comment elles peuvent remplacer les ondelettes dans l’algorithme
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Banc de filtres continus :
















Banc de filtres discrets :
















Figure 2.32: Bancs de filtres passe-bas continus (a) et discrets (b) associés aux bancs de
filtres passe-bande d’ondelettes de la Fig. 1.10.
présenté. L’équation 4.16 de [42] donne l’équation du noyau de filtre passe-bas défi-












où ψˆ est le noyau de filtre d’ondelettes continues et ω la fréquence dans l’espace
de Fourier. Par analogie, et de la même manière que les ondelettes sur graphes ont
été définies, nous proposons le noyau de filtre passe-bas h définissant les fonctions









où g est le noyau de filtre d’ondelettes sur graphe. En notant :
Hs = diag(h(sλ1)|h(sλ2)| · · · |h(sλN)) (2.57)
la matrice de filtre passe-bas, on peut écrire la fonction d’échelle φs,a centrée sur le
nœud a et à l’échelle s sous forme matricielle :
φs,a = χHsχ
>δa. (2.58)
La matrice de fonctions d’échelle sur graphe à l’échelle s, notée Φs s’écrit :
Φs = (φs,1|φs,2| · · · |φs,N) = χHsχ>. (2.59)
Nous montrons sur la Fig. 2.32 les bancs de filtres passe-bas continus et discrets
associés aux bancs de filtres passe-bande d’ondelettes de la Fig. 1.10.
Afin d’illustrer quelques fonctions d’échelles, nous présentons sur la Fig. 2.33 les
fonctions d’échelles associées à chacune des ondelettes de la Fig. 1.11. Remarquons
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Figure 2.33: Fonctions d’échelles associées à chacune des ondelettes de la Fig. 1.11.
qu’elles sont toujours positives (c’est dû au fait que h atteint toujours son maximum
pour la valeur propre λ = 0 qui correspond au seul vecteur propre toujours positif).
Utilisation. Dans l’algorithme présenté, nous avons choisi de calculer les corré-
lations d’ondelettes pour mesurer des distances entre les nœuds. La distance entre
deux nœuds a et b s’écrivaient (voir l’équation 2.27) :
∀(a, b) ∈ V2 Ds(a, b) = 1− Cor(ψs,a,ψs,b) = 1−
ψ>s,aψs,b
||ψs,a||2||ψs,b||2 . (2.60)
Nous pouvons tout à fait envisager à présent d’utiliser les corrélations de fonc-
tions d’échelle. On a, dans ce cas, la formule suivante (légèrement plus compliquée
car les fonctions d’échelles ne sont pas de moyenne nulle) :
∀(a, b) ∈ V2 Ds(a, b) = 1− Cor(φs,a,φs,b) = 1− (φs,a − φ¯s,a)
>(φs,b − φ¯s,b)
||φs,a − φ¯s,a||2||φs,b − φ¯s,b||2
,
(2.61)
où φ¯s,a (resp. φ¯s,b) est le vecteur constant égal à la moyenne de φs,a (resp. φs,b).
Rappelons que, quand on utilise le laplacien normalisé, la moyenne s’écrit (voir la
discussion autour de l’équation 2.28) : < φs,a >= χ>1 φs,a.
Une autre possibilité pour la matrice de distance Ds est de calculer la corrélation
de l’énergie des ondelettes :
∀(a, b) ∈ V2 Ds(a, b) = 1− Cor(ψ2s,a,ψ2s,b). (2.62)
Nous comparons sur la Fig. 2.34 le résultat de l’algorithme sur une réalisation
d’un graphe de Sales-Pardo (avec ρ = 1 et k¯ = 16) selon que l’on décide de calculer
les corrélations d’ondelettes, d’énergies d’ondelettes, ou de fonctions d’échelles : on
obtient le même type de résultats.
Pour être plus complet, nous comparons ces trois manières de calculer la ma-
trice de distance sur le modèle de Sales-Pardo en faisant varier les paramètres. Nous
montrons les performances moyennes sur la Fig. 2.35. Observons que les fonctions
d’échelles détectent mieux les partitions à grande échelle, les énergies d’ondelettes
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Figure 2.34: Comparaison de trois notions de distances sur la même réalisation d’un
graphe de Sales-Pardo. La distance utilisée est a) la corrélation d’ondelettes, b) la corréla-
tion de fonctions d’échelles, ou c) la corrélation des énergies des ondelettes.
ρ = 1 :
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Figure 2.35: Comparaison des performances moyennes sur le modèle de graphe de Sales-
Pardo avec différents jeux de paramètres (ρ, k¯), selon que l’on choisisse de calculer les
corrélations d’ondelettes, de fonctions d’échelles ou d’énergie des ondelettes. Les résultats
présentés sont des moyennes sur 100 réalisations de graphes.
détectent mieux les partitions à petite échelle et les trois méthodes détectent aussi
bien les partitions à moyenne échelle. Les ondelettes s’avèrent néanmoins plus poly-
valentes, avec de bons résultats pour les trois échelles. De plus, le calcul justifiant la
version rapide de l’algorithme (en calculant les transformées en ondelettes de vec-
teurs aléatoires) est mené uniquement dans le cas des ondelettes : les ondelettes
restent notre choix de prédilection pour mesurer la matrice de distance entre les
nœuds à différentes échelles.
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8 Réinterprétation de quelques méthodes
multiéchelles
Dans cette partie, nous réinterprétons certaines méthodes multiéchelles de la
partie 3.4 en termes d’optimisation de modularité filtrée.
8.1 Quelques notations
Soit une partition P séparant un graphe en J communautés. Cette partition peut
être codée à l’aide d’une matrice C de taille N × J :
C = (1C1|1C2| . . . |1CJ ) , (2.63)
où 1Cj est la fonction indicatrice de la communauté Cj, i.e. :
1Cj(i) = 1 si i ∈ Cj
= 0 sinon.
(2.64)
Pour calculer la modularité Q d’une partition, on peut passer par la matrice de










où s est le vecteur des forces (ou des degrés, si W est binaire), et 2ω la somme




i,jW (i, j). La modularité d’une
partition codée par C dans un graphe de matrice de modularité B s’écrit :
Q = Tr(C>BC). (2.66)
On peut montrer aisément que cette formule est équivalente à celle de l’équation 2.2.
8.2 Forme canonique de modularité filtrée







où Ks est une matrice diagonale dans l’espace de Fourier, de diagonale Ks(i, i) =
ks(λi) où ks est un filtre quelconque (à part la contrainte nécessaire à l’existence de
certaines équations de la suite : ks(1) 6= 0). Rappelons que la matrice laplacienne
normalisée L s’écrit :
L = I − S− 12WS− 12 . (2.68)
De plus la matrice des vecteurs propres χ diagonalise L : L = χΛχ> où Λ est la




2χ(I −Λ)χ>S 12 , (2.69)
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si bien que Ws peut se réécrire ainsi :
Ws = S
1
2χKs(I −Λ)χ>S 12 . (2.70)
Le vecteur des forces de la matrice filtréeWs, noté s′, s’écrit en vectoriel s′ = Ws1






s1|√s2| · · · |√sN)> =
√
2ωχ1.
– Λ(1, 1) = λ1 = 0.
– χ est orthonormale.









































i=1 ks(1)s(i) = ks(1)ω. La matrice de modularité filtrée s’écrit
alors :










































Deuxièmement, notons que, pour une matrice carrée quelconqueM de colonnesMi
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où la somme commence à l’indice i = 2. La modularité filtrée, Qs s’écrit donc, pour
une partition C :















où on introduit fs le filtre effectif qui va compter dans la maximisation de la modu-





(1− λi) pour i ≥ 2,
0 pour i = 1
(2.77)
Interprétée ainsi, maximiser la modularité filtrée Qs c’est maximiser la colinéa-
rité entre les fonctions indicatrices 1Cj et les vecteurs propres du laplacien normalisé
(à une multiplication par S1/2 près) qui ont un poids fs(i) important.
Nous allons voir dans la suite que certaines méthodes multiéchelles peuvent se
réinterpréter sous forme de maximisation de modularité filtrée et nous allons exhiber
les filtres fs équivalents. Dans les cas où fs(1) = 0, et grâce à l’équation 2.77, nous
pourrons ensuite remonter aux filtres ks associés. L’équation 2.77 donne :
∀i ∈ [2, N ] ks(i) = ks(1) fs(i)
1− λi , (2.78)
et ks(1) reste a priori libre. On remarque que ks(1) n’est en fait qu’un facteur mul-
tiplicatif devant tout le filtre : on peut le fixer à 1 sans perte de généralités. Une fois
qu’on aura trouvé des filtres fs, pour remonter à ks il suffira d’écrire :
ks(1) = 1 et ∀i ∈ [2, N ] ks(i) = fs(i)
1− λi . (2.79)
8.3 La modularité filtrée de la méthode de Delvenne et al.
Delvenne et al. cherchent à maximiser la trace d’une matrice d’autocovariance
Rt qui dépend du temps de Markov t, dont l’équation est (équation 2 de [58]) :
Rt = H
>(ΠM t − pi>pi)H . (2.80)











Le terme entre parenthèses peut être interprété comme une modularité filtrée. On
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Or, W = S
1
2χ(I −Λ)χ>S 12 , donc :
(S−1W )t = (S−
1
2χ(I −Λ)χ>S 12 )t
= S−
1
2χ(I −Λ)tχ>S 12 .
(2.83)


















sgn(1− λi)|1− λi|tS 12χiχ>i S
1
2 , (2.85)
où nous avons écrit sgn(1−λi)|1−λi|t au lieu de simplement (1−λi)t pour les cas où
λi > 1 et t ∈]0, 1[. À des différences de notations près, nous retrouvons l’équation 5
de [58] écrite par les auteurs. Notons que les λi de l’équation 5 de [58] représentent




2 et non de L, comme dans notre équation (les deux spectres
ne diffèrent que de 1).
Par identification à l’équation 2.76, nous avons :
fDs (i) =
{
sgn(1− λi)|1− λi|s pour i ≥ 2,
0 pour i = 1
(2.86)
sachant que s ∈ R+ pour cette méthode. De plus, l’équation 2.79 nous renseigne sur
le filtre kDs :
∀i ∈ [1, N ] kDs (i) = |1− λi|s−1. (2.87)
8.4 La modularité filtrée de la méthode d’Arenas et al.
Arenas et al. cherchent à maximiser la modularité d’un graphe auquel on rajoute
des boucles de poids r sur tous les nœuds. Dans le formalisme ci-dessus, on peut
écrire la matrice d’adjacence paramétrisée d’Arenas [22] :
W Ar = W + rI, (2.88)




On poursuit ici le calcul uniquement dans le cas appelé corrected Arenas 2 par Lam-
biotte (non publié) qui est une variante de la méthode d’Arenas classique :




2. La méthode appelée corrected Arenas est équivalente à la méthode d’Arenas classique dans
le cas d’un graphe régulier.
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où k = 1
N
∑











La matrice W CAr s’écrit alors :





































ss> et 2ω′ =
∑
k















































































pour i ≥ 2,
0 pour i = 1
(2.99)
en écrivant s ∼ 1 + r
k
. Or rmin = −2ωN selon les auteurs, si bien que la variable
d’échelle canonique s a une valeur minimale de smin = 1 + rmink = 1 − 2ωNk = 0 car
Nk =
∑
i si = 2ω. On a donc s ∈ ]0,+∞].
De plus, l’équation 2.79 indique que :
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8.5 La modularité filtrée de la méthode de Reichardt et
Bornholdt
De la même manière que précédemment, nous pouvons écrire une modularité



















(1− λi)S 12χiχ>i S
1
2 . (2.102)









(1− λi)||C>S 12χi||22. (2.103)
Par identification à l’équation 2.76, nous avons :
fRBs (i) =
{
1− λi pour i ≥ 2,
1− s pour i = 1 (2.104)
où s ∼ γ ∈ R+ dans ce cas. Etant donné que fRBs (1) 6= 0, on ne peut exactement
identifier cette équation à l’équation 2.76, si bien qu’on ne peut extraire un filtre
équivalent sur la matrice d’adjacence kRBs .
Équivalence entre la méthode de Reichardt et Bornholdt et la méthode
“corrected Arenas” : les équations 2.99 et 2.104 sont en fait très proches l’une de
l’autre. En effet, on a :
fRBs = sf
CA
s + 1− s. (2.105)
















= sQCAs + (1− s)2ω.
(2.106)
Ainsi, à une échelle donnée s, la partition (codée par la matrice C) qui maximise
QCAs maximise aussi QRBs (car s > 0) : les deux méthodes sont équivalentes.
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8.6 La modularité filtrée de la méthode de Ronhovde et
Nussinov
De la même manière que précédemment, nous pouvons écrire une modularité




(W − γ(I −W )), (2.107)














































Par identification à l’équations 2.76, nous avons :
fRNs (i) =
 (1 + s−
s
1− λi ) pour i ≥ 2,
1 pour i = 1
(2.110)
où s ∼ γ ∈ R+ dans ce cas. Etant donné que fRNs (1) 6= 0, on ne peut exactement
identifier cette équation à l’équation 2.76, si bien qu’on ne peut extraire un filtre
équivalent sur la matrice d’adjacence kRNs .
8.7 Deux nouvelles propositions de modularité filtrée
On peut imaginer deux autres manières de filtrer la modularité :
1. en utilisant les filtres d’ondelettes :
∀i ∈ [1, N ] f gs (i) = gs(λi). (2.111)




1− λi pour i ≥ 2,
1 pour i = 1
(2.112)
2. en utilisant les fonctions d’échelles :
fhs (i) =
{
hs(λi) pour i ≥ 2,
0 pour i = 1
(2.113)




1− λi pour i ≥ 2,
1 pour i = 1
(2.114)
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8.8 Les filtres équivalents de la modularité classique


















si bien qu’elle est associée au filtre f suivant :
f(i) =
{
1− λi pour i ≥ 2,
0 pour i = 1
(2.116)
De nouveau, l’équation 2.79 indique que :
∀i ∈ [1, N ] k(i) = 1. (2.117)
8.9 Comparaison et discussion
Nous récapitulons les filtres de modularité fs et les filtres de la matrice d’adja-
cence associés ks (quand ils existent) sur la Fig. 2.36, où nous traçons chaque filtre
à quatre différentes échelles pour bien saisir comment ils se comportent. Une des
premières propriétés que l’on peut observer est la divergence de tous les filtres ks
en λ = 1. L’explication est la suivante. Les filtres ks tendent à peu près vers 11−λi
quand le paramètre d’échelle tend vers sa valeur minimale. En effet, dans ce cas, la








2χ(I −Λ)−1(I −Λ)χ>S 12
= S.
(2.118)
Ce qui signifie que le cas à petite échelle extrême tend vers le graphe où chaque
nœud est déconnecté des autres : les méthodes de détection de communautés vont
naturellement trouver un nœud par communauté à cette échelle : c’est bien ce que
l’on cherche ! La divergence des filtres ks en λ = 1 est bien nécessaire si l’on souhaite
sonder les très petites échelles du graphe. La valeur particulière λ = 1 pose naturelle-
ment des questions, qu’ont de si spécial les vecteurs propres de valeur propre proche
de 1 ? Que se passe-t-il pour les graphes qui ont une valeur propre égale à 1, et pour
lesquels ces filtres divergent ? Ces questions motiveront de futures recherches.
Une deuxième propriété est la suivante. Plus l’échelle est petite, plus il y a de
vecteurs propres χi qui ne sont pas filtrés, c’est-à-dire plus les méthodes prennent
en compte l’information de tous les vecteurs propres.
De plus, rappelons que plus un vecteur propre est associé à une valeur propre
élevée, plus il a de chances d’être localisé, et donc, a priori, moins il est utile pour
la détection à grande échelle. Sachant cela, nous sommes en droit de nous demander
pourquoi certains filtres fs à grande échelle continuent à laisser passer les modes à
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Figure 2.36: Comparaison des filtres de modularité fs (colonne de gauche) et des filtres
de matrice d’adjacence associés ks (colonne de droite, quand ils existent) pour différentes
méthodes de détection de communautés multiéchelle. Pour chaque banc de filtres, nous
traçons quatre échelles dont le code de couleurs est, de la plus petite à la plus grande
échelle : noir, rouge, bleu et magenta.
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λ élevé, comme les filtres d’Arenas, de Reichardt et de Ronhovde. À l’inverse, les
filtres de Delvenne et ceux construits avec les filtres d’ondelettes ou de fonctions
d’échelles, filtrent les λ élevés à grande échelle. Une explication possible est de dire
que les valeurs de filtre pour les λ élevés ne sont pas importantes. En effet, opti-
miser la colinéarité de tous les χi alors qu’ils sont localisés, et orthogonaux, c’est
semble-t-il une optimisation de termes contradicatoires vouée à l’échec. Émettons
l’hypothèse que, au-delà d’une échelle très petite où la localisation des χi est utile,
les termes importants des filtres sont les termes pour lesquels les vecteurs propres
χi associés ne sont pas trop localisés, c’est-à-dire ceux entre 0 et 1 (sachant que plus
λi est proche de 1, plus le vecteur propre associé a de chances d’être localisé). En
comparant les filtres dans l’intervalle [0, 1], on observe des filtres de forme générale
similaire.
Finalement, réécrire toutes ces méthodes sous forme de modularité filtrée per-
met une compréhension plus fine des choix des auteurs, et une interprétation de la
modularité sous toutes ses formes, d’un point de vue spectral. Pratiquement, cette
réécriture a deux intérêts principaux. Tout d’abord, elle permet de relire le pro-
blème de conception de modularité filtrée comme un problème d’ingénierie de filtre :
comment créer les filtres les plus adaptés ? Un autre intérêt, qui existe à partir du
moment où il existe un filtre ks équivalent au filtre fs, est qu’optimiser la modularité
filtrée par fs d’un graphe de matrice d’adjacence W est exactement équivalent à
optimiser la modularité classique d’un graphe de matrice d’adjacenceWs filtrée par
ks : on peut donc utiliser toute la panoplie d’algorithmes d’optimisation de modu-
larité classique déjà existants sur les matrices Ws. Un bémol néanmoins provient
du fait que les matrices Ws ne sont pas forcément positives, tout dépend des filtres
ks ; si bien qu’il faut utiliser des algorithmes permettant de gérer ce genre de si-
tuations. Ces deux directions (design de filtre et utilisation d’algorithmes classiques
d’optimisation pour trouver les communautés de graphes filtrésWs) méritent d’être
poursuivies plus avant : ce sera l’objet de travaux futurs.
9 Conclusions et perspectives
9.1 Conclusions
Nous avons, au fur et à mesure de ce chapitre, développé une méthode riche qui
tire profit des ondelettes sur graphes et de la définition naturelle d’une échelle qu’elles
impliquent, afin de permettre la détection multiéchelle de communautés au sein d’un
réseau. La performance de l’algorithme développé est comparable aux performances
des meilleurs algorithmes disponibles dans la littérature. Nous avons eu le souci
durant tout ce travail, certes de développer une méthode utile à la communauté,
mais surtout de montrer que les outils de traitement du signal sur graphes sont des
outils adaptés –ou en tous les cas adaptables– aux problématiques rencontrées en
science des réseaux. Nous attachons également de l’importance à la dernière partie
(partie 8) de ce chapitre, qui montre que le formalisme et concepts du traitement du
signal sur graphe permettent d’unifier différentes méthodes existantes de détection
multiéchelle de communautés.
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9.2 Perspectives
9.2.1 La décomposition en modes empiriques d’un signal sur graphe
Ce projet a débuté dans le cadre d’une visite de deux mois effectuée au labo-
ratoire du Pr. Esaki à l’université de Todai, à Tokyo, au Japon. Nous avions accès
aux données récoltées par un réseau de capteurs : capteurs de puissance reliés aux
ampoules et aux systèmes de chauffage ou refroidissement de toutes les salles d’un
immeuble de l’université. Ce sont autant de séries temporelles qui renseignent sur
l’utilisation en temps réel de la lumière et des systèmes de chauffage et refroidisse-
ment. Le but du projet est de créer une méthode qui puisse détecter des anomalies
dans la consommation d’énergie du bâtiment. Pour cela, nous caractérisons une uti-
lisation “normale” du réseau en calculant une matrice de corrélation “normale” entre
tous ces signaux. Puis, en temps réel, dès que les signaux d’un couple de capteurs ne
sont pas corrélés alors qu’ils devraient l’être, nous détectons ce couple comme une
anomalie. Une situation typique qui a inspiré cette méthodologie est la suivante :
dans tel bureau, on observe “normalement” que la lumière et la climatisation sont
activées ou désactivées simultanémenent. Et dès que l’utilisateur de ce bureau sort
de son bureau en éteignant la lumière mais pas la climatisation, alors une anomalie
est détectée.
Une des difficultés rencontrées a été de séparer les séries temporelles en différentes
bandes de fréquence afin que les corrélations mesurées pour décrire une utilisation
“normale” ne soit pas biaisée par des tendances à très basses fréquences comme les
cycles diurnes ou même saisonniers. Tous les détails de ce travail ont fait l’objet de
deux publications [81, 79], dont la première [81] (qui est plus détaillée) est rappelée
en annexe D (en anglais).
Nous avons également cherché à aborder ce problème de détection en considérant
que la matrice de corrélation des signaux définissait un graphe : plus deux signaux
sont corrélés, et plus le poids du lien qui relie les deux nœuds associés est élevé.
L’idée est alors de caractériser une utilisation normale du réseau, non pas à l’aide de
la simple matrice de corrélation, mais via la structure multiéchelle en communau-
tés du graphe sous-jacent. Ensuite, il suffit de calculer cette structure multiéchelle
en temps réel et détecter une anomalie dès que l’environnement topologique d’un
nœud (caractérisé par les communautés à différentes échelles auxquelles il appar-
tient) change par rapport à son environnement normal. Malgré nos efforts, cette
idée n’a pas abouti pour une raison principale : le passage d’une matrice de simila-
rité à une matrice d’adjacence pondérée définissant un graphe n’est pas trivial. En
effet, il existe plusieurs méthodes classiques pour faire cela (voir 2.2 de [221]), que
ce soit, à partir de matrices de similarité, ou, de manière équivalente, de matrices
de distances :
– le graphe de voisinage à  : tous les poids inférieurs à epsilon sont supprimés.
– le graphe des k plus proches voisins : pour chaque nœud, on ne garde que
les liens le reliant à ses k plus proches voisins. Notons que cela ne rend pas
le graphe forcément régulier car la relation n’est pas symétrique (c’est n’est
pas parce qu’un nœud donné fait partie des k plus proches voisins d’un autre
nœud que le contraire est vrai).
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– Appliquer un noyau gaussien à toutes les similarités avec un écart-type donné
σ.
Toutes ces méthodes de transformation entre matrice de similarité et matrice d’ad-
jacence d’un graphe ont pour conséquence de rendre le graphe plus parcimonieux, ce
qui est plus adapté à la notion de communautés sur graphe. Mais la question reste
tout de même ouverte : lorsque les données brutes sont sous forme de matrice de
similarité ou de distance, quel est l’intérêt de passer par la définition d’un graphe
(et donc de devoir choisir de manière un peu arbitraire une des trois méthodes et
surtout le paramètre , k ou σ associé) pour détecter des communautés, plutôt que
de garder la matrice de similarité ou de distance telle quelle et appliquer des mé-
thodes classiques de classification (k-means, clustering hiérarchique,. . . ) ?
Ce séjour au Japon a également inspiré un travail d’adaptation d’une méthode
de traitement du signal classique, la Décomposition en Modes Empiriques [106, 142]
(EMD en anglais), au cas de signaux définis sur graphe. L’EMD est un algorithme
piloté par les données qui cherche à séparer localement les oscillations lentes des
oscillations rapides dans un signal. L’EMD étant locale et adaptative, elle est parti-
culièrement utile quand le signal est non-stationnaire et/ou avec un spectre recou-
vrant, i.e. où une analyse simple par filtrage dans l’espace de Fourier ne fonctionne
pas. La difficulté d’adapter l’EMD classique à une EMD sur graphe, est de trans-
poser la notion d’oscillation à un signal défini par un graphe, où chaque nœud a
un nombre arbitraire de voisins, et où la notion de maximum ou minimum local, et
la notion d’interpolation, entre autres, doivent être revisitées. Ces travaux ont fait
l’objet d’une publication [217] que nous reproduisons dans l’annexe E (en anglais),
et où sont présentés quelques résultats obtenus pour des signaux simulés sur des
exemples de réseaux de capteurs générés artificiellement.
9.2.2 Description multirésolution d’un signal sur graphe
Une des motivations sous-jacentes de créer une méthode de détection de co-
munautés multiéchelle à l’aide d’ondelettes est de pouvoir proposer, à terme, une
analyse multirésolution conjointe du graphe et du signal sur ce graphe. Pour ce
faire, trois opérations sont importantes : la notion de filtrage pour le signal (que
nous avons vu dans la partie 2.7.5), de sous-échantillonnage (downsampling en an-
glais) du graphe, et de réduction du graphe.
La première idée est généralement de créer un banc de filtres avec deux (ou plus)
canaux qui vont séparer le signal en une somme de deux (ou plus) signaux en fonc-
tion de leur bande de fréquences. Ce filtrage se fait généralement dans l’espace de
Fourier défini par la diagonalisation du laplacien (et non l’espace de Fourier défini
par diagonalistaion de la matrice d’adjacence) : c’est le cas dans les propositions de
Shuman et al. [192], de Narang et Ortega [157, 158, 156, 159], et de Ekambaram et
al. [70].
Puis, pour réduire l’information qui est alors redondante, l’idée est de sous-
échantillonner le graphe en ne conservant que quelques nœuds du graphe, ou en
concaténant certains nœuds ensemble. Plusieurs idées ont été étudiées pour cela :
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– Narang et Ortega préfèrent définir une transformée multirésolution pour les
graphes bipartites. En effet, pour ces graphes, le sous-échantillonnage est tri-
vial : il suffit, comme dans le cas classique, de garder un point sur deux. Puis,
si le graphe n’est pas bipartite, alors les auteurs proposent de le décomposer en
plusieurs sous-graphes bipartites grâce à un algorithme initialement proposé
par Harary et el. [98].
– Ekambaram et al. travaillent également sur des graphes particuliers : non pas
sur des graphes bipartites, mais sur des graphes circulants (c’est-à-dire dont il
existe une numérotation de nœuds qui rend la matrice d’adjacence circulante).
Dans ce cas, il y a assez de symétries dans le graphe pour pouvoir définir un
sous-échantillonnage en prenant un nœud sur deux.
– Shuman et al. préfèrent ne garder que les nœuds dont les composantes du
vecteur propre du Laplacien associé à la plus grande valeur propre sont posi-
tifs. En effet, ce vecteur propre a la particularité de séparer, par sa polarité,
le graphe en deux. Dans le cas d’un graphe bipartite, les deux ensembles de
nœuds naturels du graphe sont retrouvés par la polarité de ce vecteur propre,
et on retrouve donc le cas de Narang et Ortega. Dans le cas d’un arbre, la po-
larité de ce vecteur propre sépare les niveaux de profondeur paire des niveaux
de profondeur impaire, comme proposé dans [190].
Finalement, reste à définir la troisième opération : une fois que le signal est filtré
et que nous avons identifié les nœuds que nous allons conserver dans la description à
plus grande échelle du signal sur graphe, reste à créer le nouveau graphe, i.e. reste à
trouver comment lier les nœuds conservés entre eux. Une méthode régulièrement uti-
lisée est la réduction dite de Kron (appelée également réduction de Schur) [63]. Cette
réduction peut s’écrire algébriquement de la manière suivante. Soit α l’ensemble des
nœuds que l’on décide de conserver, et αC son complémentaire. Notons L1 la réduc-
tion de la matrice laplacienne : L1 = L(α, α). Notons également : L2 = L(α, αC) et
L3 = L(α
C , αC). Alors la matrice réduite de Kron du laplacien L (aussi appelée le
complément de Schur de L1) s’écrit :
Lˆ = L1 −L2L−13 L>2 . (2.119)
Il se trouve que Lˆ défini un laplacien valide et donc un graphe.
L’idée naturelle qui découle de ce chapitre et qui pourrait enrichir l’ensemble
des descriptions multirésolutions sur graphes déjà existantes, se trouve au niveau
de la deuxième opération évoquée ci-dessus : le sous-échantillonnage. L’idée est de
sous-échantillonner le graphe par rapport à sa structure en communautés. En effet,
l’existence de communautés dans beaucoup de graphes donne la possibilité de ré-
duire la taille du graphe naturellement. De plus, pour de nombreux graphes réels, il
existe des structures en communautés à différentes échelles. Un signal sur ce graphe
pourrait donc être décrit de manière multiéchelle en tirant profit de la structure
multiéchelle du graphe sous-jacent. En plus de suivre les structures en communau-
tés, on souhaite que le banc de filtre n’introduise pas de phénomène de repliement
de spectre (aliasing en anglais), qu’il ne soit pas sur-échantillonné, et qu’il permette
une reconstruction parfaite du signal. Les calculs déjà existants dans les travaux
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cités ont permis de résoudre certaines difficultés, mais pas toutes. Ce travail est en




Rééchantillonnage de groupes de
nœuds dans un réseau
« I could prove God statistically »
– G. Gallup
Ce chapitre est consacré à une méthode inspirée du bootstrap classique, mais
spécifiquement adaptée à des groupes de nœuds au sein d’un réseau. Pour le lecteur
peu familier des techniques de bootstrap, nous rappelons dans la partie 1 quelques
définitions et utilisations classiques. La littérature sur le sujet étant conséquente,
nous rappellerons uniquement les quelques concepts qui nous seront utiles dans la
suite. Les trois parties qui suivent sont essentiellement inspirées de l’article que
nous avons publié sur le sujet [214] (dont une version préliminaire a fait l’objet d’un
article de conférence [213]), avec quelques ajouts et commentaires en plus. La partie 2
décrit la méthode de bootstrap sur graphes, la partie 3 propose de vérifier la méthode
sur un modèle de graphe aléatoire, et la partie 4 est une application de la méthode
sur un jeu de données collecté pendant cette thèse : un réseau de contacts humains
entre les chercheurs d’une conférence scientifique de cinq jours. Nous finirons par
conclure et apporter un regard critique sur la méthode dans la partie 5.
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1 Les outils classiques
Le lecteur intéressé par la littérature sur le bootstrap classique pourra par
exemple se référer au livre de Davison et Hinkley [56]. Nous rappellerons dans la
suite uniquement les quelques notions utiles à la compréhension du chapitre. Dans
la partie 1.1, nous rappelons la définition d’un estimateur et d’un échantillon boots-
trap, avant d’illustrer l’utilité du bootstrap dans le cadre d’un test statistique de
corrélation. Dans la partie 1.2, nous donnons quelques précisions sur les méthodes
de bootstrap par bloc, utiles dans le cas où l’utilisateur souhaite garder quelques
corrélations de l’échantillon initial dans les échantillons bootstrap.
1.1 Le bootstrap classique
Le bootstrap est un terme générique qui regroupe des méthodes d’inférence et
de test statistiques à l’aide de rééchantillonnage avec remise. C’est Efron [68] qui
est à l’origine de ce terme, et du domaine de recherche consacré au bootstrap. La
différence du bootstrap avec d’autres méthodes de rééchantillonnage comme le jack-
nife [170, 218] ou d’autres méthodes (par exemple [99, 145]) est principalement que
le bootstrap est une méthode de rééchantillonnage indépendante et identiquement
distribuée (i.i.d.) avec remise [67].
Les situations dans lesquelles le bootstrap est utile sont typiquement quand nous
avons affaire à un seul échantillon de données. En effet, dans ce cas, il est possible
d’estimer la moyenne par exemple, mais pas possible d’estimer à quel point cette
moyenne est proche ou non de la moyenne théorique de la distribution sous-jacente
des données – c’est-à-dire le biais de l’estimateur de moyenne. Afin de pouvoir es-
timer certaines caractéristiques de la distribution sous-jacente dont sont tirées les
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données, les méthodes bootstrap proposent de rééchantillonner autant de fois que
nécessaire l’échantillon initial et de les considérer comme autant de réalisations de
la distribution sous-jacente.
Le bootstrap est également utilisé à des fins de test statistique [56] où l’utilisateur
peut rééchantillonner autant de fois que nécessaire l’échantillon de départ en s’as-
surant que les échantillons ainsi obtenus vérifient une hypothèse nulle donnée. Cela
permet de tester si oui ou non cette hypothèse nulle est rejetée pour l’échantillon
de départ. C’est à des fins de test statistique que nous allons utilisé le bootstrap, et
nous mettrons naturellement l’accent dessus dans la suite.
Dans la partie 1.1.1, nous rappellerons quelques définitions et notations utiles sur
les estimateurs. Dans la partie 1.1.2 nous rappellerons quelques notations spécifiques
aux méthodes bootstraps. Puis, dans la partie 1.1.3, nous montrerons en quoi le
bootstrap peut être utile pour des tests statistiques et nous donnerons un exemple
de test simple que nous pouvons effectuer avec cette méthode.
1.1.1 Estimateurs
Considérons un échantillon Y0 = {y1, y2, . . . , yn} de n observations, toutes tirées
de n variables aléatoires Y1, Y2, . . . , Yn indépendentes et identiquement distribuées
de fonction de répartition inconnue F , i.e. :
∀i ∈ [1, n] P(Yi ≤ y) = F (y). (3.1)
Notons θ une caractéristique d’intérêt de F , calculée à l’aide d’une fonctionnelle T ,
appelée estimateur :
θ = T (F ). (3.2)
θ peut par exemple être la moyenne, la variance ou la médiane de F . Notons Fn la
fonction de répartition empirique, directement calculée à partir de l’échantillon :
Fn(y) =







H(y − yi), (3.3)
où H est la fonction de Heaviside définie sur R telle que :
H(x) =
{
0 si x < 0,
1 si x ≥ 0. (3.4)
Pour estimer θ, deux cas s’offrent à nous :
– La distribution F étant inconnue, on peut essayer de l’estimer à l’aide d’un
modèle paramétrique en cherchant à ajuster un modèle gaussien, poissonien,
etc. . . (de paramètres ω) sur la fonction de répartition empirique Fn. On
obtient ainsi une estimation Fˆω de F qui nous permet d’estimer θ :
θˆ = T (Fˆω). (3.5)
Ce genre de méthodes se regroupent sous le terme générique de méthodes pa-
ramétriques. Elles sont avantageuses dans les cas où les données sont bien
connues et où on sait qu’elles sont généralement distribuées selon une certaine
111
3. Rééchantillonnage de groupes de nœuds dans un réseau
loi. Dans le cadre de cette thèse, néanmoins, nous n’évoquerons pas les mé-
thodes paramétriques, car elles sont pour l’instant difficiles à implémenter dans
le cas des graphes. En effet, la modélisation des réseaux complexes a fait couler
beaucoup d’encre et il n’est pas forcément aisé de choisir quel modèle convient
le mieux. Le lecteur intéressé par ces modèles peut par exemple se référer aux
livres de Newman [160], de Watts [224] ou de Durrett [65]. Définir un modèle
est une chose, pouvoir générer des graphes aisément à partir de ces modèles ou
pouvoir comparer un graphe de terrain à des modèles en est une autre, comme
le montre par exemple la thèse de Tabourier [204]. D’autres travaux [149, 150],
qui peuvent entrer dans la catégorie des méthodes paramétriques, se sont atte-
lés à la question de la détection de sous-graphes déterministes dans un graphe
globalement aléatoire.
– La manière la plus simple d’estimer F à partir de l’échantillon est de l’estimer
par la fonction de répartition empirique Fn :
Fˆ = Fn, (3.6)
ce qui nous permet, de nouveau, d’écrire l’estimation de θ sous la forme :
θˆ = T (Fˆ ) = T (Fn) = T (Y). (3.7)
Les méthodes d’estimation basées sur cette idée se nomment méthodes non-
paramétriques. La méthode que nous allons présenter dans ce chapitre se range
dans cette catégorie.
1.1.2 L’échantillon et l’estimation bootstrap
Un échantillon bootstrap est un échantillon de la même taille que l’échantillon
initial Y0 mais tiré aléatoirement à partir de la fonction de répartition empirique
Fn (dans le cas des méthodes paramétriques, les échantillons bootstrap sont tirés
à partir de l’estimation paramétrée Fω de la fonction de répartition). La fonction
de répartition empirique associe un poids 1/n à chaque élément de l’échantillon,
donc tirer un échantillon bootstrap, noté Yb = {yb1, yb2, . . . , ybn} à partir de Fn c’est
simplement tirer n éléments avec remise dans Y0. Chaque échantillon bootstrap Yb
donne une estimation bootstrap de θ :
θb = T (Yb). (3.8)
Pour un nombre B d’échantillons bootstrap, on obtient une collection {θb}b∈[1,B] d’es-
timations bootstrap de θ. Cette collection d’estimations bootstrap est très utile en
statistique, pour estimer le biais ou la variance d’un estimateur par exemple, ou pour
créer des intervalles de confiance et des tests statistiques. Nous allons maintenant
nous intéresser à l’utilité du bootstrap pour la conception de tests statistiques, car
c’est dans cette optique que nous utiliserons le bootstrap dans la suite du chapitre.
1.1.3 Le bootstrap au service de tests statistiques
Développons ici un exemple simple : l’exemple d’un test de corrélation. Les don-
nées se présentent sous la forme d’un échantillon de n paires (u, x) :
Y0 = {(u1, x1), (u2, x2), . . . , (un, xn)}, (3.9)
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et on cherche à savoir si les variables aléatoires U et X sont corrélées. La mesure
usuelle pour estimer la corrélation est le coefficient de corrélation r0 entre les listes
{ui} et {xi}. La question qui se pose est la suivante : étant donnée la taille de
l’échantillon, le coefficient de corrélation mesuré est-il significatif ? Nous pouvons
répondre à cette question de la manière suivante :
1. Formuler l’hypothèse nulle H0 suivante : U et X ne sont pas corrélées.
2. Créer artificiellement B échantillons bootstraps non corrélés. Pour faire cela,
il suffit de garder l’ordre d’une des listes, {ui} par exemple, et de permuter
aléatoirement l’ordre des {xi}. Un échantillon bootstrap s’écrit alors :
Yb = {(u1, xp(1), (u2, xp(2)), . . . , (un, xp(n))}, (3.10)
où p est une permutation aléatoire des indices.
3. On obtient ainsi une collection {rb} de B coefficients de corrélation qui vérifient
l’hypothèse nulle.
4. On peut alors estimer la p-valeur de r0, c’est-à-dire la probabilité qu’on ait
observé r0 si U et X n’étaient pas corrélées :




Cette p-valeur n’est qu’une estimation dont la précision augmente quand le
nombre d’échantillons B augmente. Le but ici est de rejeter H0 si U et X
sont corrélées. Pour que la p-valeur soir correctement estimée, un ensemble
de B = 10/p échantillons est souvent suffisant. Typiquement, une p-valeur
inférieure à 0.01 suffit à la majorité des utilisateurs, ce qui nécessite donc
B = 1000 échantillons.
Exemple. Illustrons ce test de corrélation sur un exemple. Considérons un ré-
seau de contacts humains comme celui que nous étudierons dans la partie 4, et qui
est détaillé dans la partie 4.1. Dans ce genre de réseaux, on observe régulièrement
une corrélation entre le degré d’un nœud (le nombre de nœuds avec qui il a été en
contact) et sa force (son temps total de contact), comme illustrée sur la Fig. B.1 de
l’annexe B. La question que l’on peut poser est : cette corrélation est-elle significa-
tive ? Le problème est que nous n’avons accès qu’à un seul jeu de données et qu’on
ne peut pas recommencer l’expérience avec les mêmes conditions initiales. Nous
pouvons néanmoins créer des échantillons bootstrap et suivre le protocole de test
statistique précédemment décrit pour estimer à quel point la corrélation mesurée est
significative. L’échantillon original se met sous la forme :
Y0 = {(d1, s1), (d2, s2), . . . , (dn, sn)}, (3.12)
où di est le degré et si la force du nœud i. La figure de gauche de Fig. 3.1 trace la force
en fonction du degré pour chaque nœud. Le coefficient de corrélation entre les deux
vaut r0 = 0.67. Comme décrit précédemment, pour créer un échantillon bootstrap
il suffit de garder l’ordre d’une des listes et de permuter aléatoirement l’ordre de
l’autre liste. Nous en créons B = 1000 et chaque échantillon bootstrap b est à
l’origine d’un coefficient de corrélation bootstrap rb. Nous traçons trois exemples
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Figure 3.1: Illustration du test statistique de corrélation entre le degré et la force d’un
nœud dans le réseau de contact humain présenté dans la partie 4.1. L’échantillon initial est
représenté sur la figure de gauche. Trois exemples d’échantillon bootstrap –parmi les 1000
générés– sont montrés au milieu de la figure. Chaque échantillon est tracé à côté de son
coefficient de corrélation associé. Ces 1000 coefficients de corrélation sont distribués comme
illustré par l’histogramme de droite. Les tirets verticaux rouges représentent le coefficient
de corrélation pour l’échantillon de départ : il est très éloigné de la distribution bootstrap,
si bien que l’hypothèse nulle est rejetée avec une p-valeur inférieure à 10−2. La corrélation
entre le degré et la force des nœuds est belle et bien significative.
d’échantillon bootstrap (avec leur coefficient de corrélation correspondant) sur les
3 figures du milieu. Tous ces coefficients {rb}b∈[1,1000] définissent une distribution
représentée par l’histogramme de la figure de droite. La valeur originale r0 est très
éloignée de la distribution. En effet, aucun échantillon bootstrap n’a un coefficient de
corrélation supérieur à 0.3 : on peut donc en conclure que la p-valeur de l’observation
r0 est inférieure à 10−2, l’hypothèse nulle est donc rejetée : la corrélation entre le
degré et la force des nœuds est belle et bien significative. Afin d’être plus précis sur
l’estimation de cette p-valeur, nous avons créé 10 millions d’échantillons bootstrap
qui nous permettent de savoir que la p-valeur est en réalité inférieure à 10−6%.
1.2 Cas moins classique : le bootstrap de séries temporelles
avec corrélation
Dans certains cas, l’échantillon de départ Y0 = {y1, y2, . . . , yn} contient des dé-
pendances et on ne peut plus supposer que ses termes sont tous i.i.d. (indépendants
et identiquement distribués), c’est le cas par exemple de séries temporelles corré-
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lées. Dans ce cas, on cherche à créer des échantillons bootstraps qui conservent ces
corrélations afin qu’elles ne biaisent pas l’estimation ou le test statistique que nous
souhaitons effectuer. Pour cela, l’idée de base est de créer des échantillons bootstraps
en concaténant des blocs (suite contigüe de {yi}) de taille l. Comme en bootstrap
classique, l’échantillon bootstrap doit avoir la même taille que l’échantillon de départ
(il est alors plus simple de choisir l qui divise n), et un même bloc peut-être tiré a
priori plusieurs fois étant donné que le tirage se fait avec remise. Les échantillons
bootstraps ainsi créés conservent les corrélations jusqu’à l.
Selon les propositions, les blocs sont non-recouvrants [95, 41], ou recouvrants [125,
140], ils peuvent aussi être extraits de la série entière préalablement bouclée sur elle-
même [167], ou de taille l variable [168]. D’autres travaux [165] proposent de rendre
les concaténations de blocs plus lisses. Un article de Lahiri [126] compare ces mé-
thodes de bootstrap par blocs. Dans tous les cas, la discussion de la taille l des
blocs est centrale. Si l = 1, on retrouve le cas classique d’Efron où les échantillons
bootstraps sont i.i.d. Mais dans ce cas, aucune corrélation n’est conservée. Quand
l tend vers n, en revanche, les corrélations sont conservées, mais on n’a plus accès
qu’à un ensemble très restreint d’échantillons bootstraps : les échantillons bootstraps
ressemblent de plus en plus à l’échantillon de départ, ce qui implique un risque de
biais important et des tests statistiques peu puissants (avec un haut risque de faux
négatif). En effet, dans les cas extrêmes où l est proche de n, les échantillons boots-
traps sont très similaires à l’échantillon original et tout test statistique ne fera que
comparer l’échantillon original avec lui-même : quelle que soit H0, elle ne pourra pas
être rejetée, même si elle est fausse !
Il existe donc un compromis dans la taille l des blocs. Malheureusement, la taille
idéale l∗ n’est pas connue dans le cas général et dépend du problème posé [94].
2 Une méthode bootstrap pour des groupes de
nœuds dans un réseau
Dans ce chapitre nous allons nous intéresser à une question bien particulière :
comment peut-on affirmer ou non qu’un groupe de nœuds donné au sein d’un réseau
a un comportement anormal ? Nous verrons dans la partie 4 que nous pouvons
adapter cette question pour savoir à quel point un groupe d’individus se mélange à
un autre groupe d’individus. Nous pouvons également imaginer des applications en
détection de comportement anormal sur réseau. Pour répondre à cette question, il
va falloir comparer le groupe avec des échantillons bootstrap qui seront eux-mêmes
des groupes de nœuds du réseau. Nous verrons dans la partie 2.1 une présentation
du problème plus général d’estimation de caractéristiques d’un réseau et son état de
l’art, avant de détailler notre méthode de bootstrap dans la partie 2.2.
2.1 Problème et état de l’art
Le problème de l’estimation de caractéristiques d’un réseau présente plusieurs
facettes. Évoquons en premier lieu l’erreur de mesure que l’on fait quand on créé un
graphe pondéré. Il y en a (au moins) de deux sortes :
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– L’erreur due au sous-échantillonnage. En effet, la grande majorité des graphes
étudiés sont en fait des sous-graphes d’un graphe généralement beaucoup plus
grand. Les caractéristiques mesurées sur ce genre de graphes ne donnent donc
pas exactement les caractéristiques véritablement recherchées du grand graphe
sous-jacent [138, 230, 111, 174].
– L’erreur sur la mesure de la structure du graphe. Certains graphes, commes
les graphes bayésiens, sont créés en détectant la structure de corrélation au
sein d’un jeu de données qui n’est pas, à la base, naturellement sous forme
de graphe. Les graphes phylogénétiques [112] ou les graphes de régulation de
gènes [72] sont des exemples classiques de graphes bayésiens. Pour estimer
ces graphes, il existe de nombreuses méthodes [40], dont certaines [86, 77] qui
utilisent des idées de bootstrap mais appliquées au jeu de données, et pas
directement au graphe. Étant donné la manière de créer ces graphes, ils sont
toujours associés à une certaine erreur de mesure. D’autres types de graphe
ont des topologies incertaines, comme les graphes créés à partir d’une matrice
de similarité. Il existe différentes manières de créer un graphe à partir d’une
telle matrice [221], et, dans tous les cas, l’erreur sur la mesure de similarité
entre deux objets se répercute sur la structure de graphe obtenue. Il existe
aussi des graphes dont la topologie est certaine (ou presque) mais dont les
poids des liens sont soumis à des erreurs de mesure. Un exemple est le graphe
du réseau routier où chaque nœud est une intersection, chaque lien une route
liant deux intersections, et le poids de chaque lien correspond au trafic mesuré
sur la route correspondante. Dans tous les cas, on a accès à un graphe auquel
est associé une confiance. Une des questions qui se pose en termes d’estimation
est : comment se propage l’erreur sur la mesure du graphe sur la mesure de
différentes caractéristiques locales (degré, . . . ) ou plus globales (coefficient de
clustering, centralités, . . . ) du graphe ? [23, 120].
Une deuxième grande ligne du problème de l’estimation de caractéristiques sur
des graphes, et c’est cette ligne qui nous intéresse dans ce chapitre, n’est pas en
lien à ces erreurs de mesure mais provient essentiellement du fait qu’un réseau de
terrain n’est qu’une réalisation tirée d’une distribution inconnue de graphes ayant
certaines caractéristiques ; et qu’il est généralement difficile –voire impossible– de
tirer une autre réalisation de la même distribution. Dans le cas des humains, par
exemple, on ne peut pas avoir accès à deux réseaux sociaux provenant exactement de
la même condition initiale (rien qu’à cause de l’effet mémoire). L’analyste n’a donc
généralement accès qu’à une seule réalisation pour estimer des caractéristiques de la
distribution sous-jacente inconnue. En d’autres termes, même si on omet l’erreur de
mesure, le calcul, par exemple, du coefficient de clustering, n’est qu’une estimation
du vrai coefficient de clustering de la distribution sous-jacente du graphe étudié, au
même titre que θˆ n’est qu’une estimation de θ dans la partie 1. Pour pallier cette dif-
ficulté, on propose de rééchantillonner le graphe pour créer artificiellement d’autres
échantillons qui nous permettront de mieux estimer θ.
Il existe plusieurs façons de rééchantillonner un graphe. Certaines sont paramé-
trées, i.e. l’idée est de dire que le graphe étudié appartient à un certain modèle (par
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exemple : tous les graphes avec même séquence de degrés, même coefficient de clus-
terings, même première valeur propre de la matrice d’adjacence, etc. . . ), de générer
autant de graphes que nécessaire appartenant à ce modèle, et d’estimer ainsi des
intervalles de confiance sur les caractéristiques mesurées [30, 233, 97, 228].
D’autres sont non-paramétrées [76, 71] et utilisent le graphe mesuré pour générer
des échantillons bootstrap sans faire appel à un modèle de graphe. Certaines de ces
méthodes de rééchantillonnage sont utilisées notamment dans le but de mesurer la
stabilité d’une partition d’un graphe (voir la partie 3.5.1 et [88, 119, 178, 130]).
Toutes ces méthodes existantes permettent de créer des échantillons bootstrap qui
sont eux-mêmes des graphes et permettent de répondre à certaines questions avec
succès.
Dans ce chapitre, nous présentons une méthode bootstrap qui va créer, non des
graphes, mais des groupes de nœuds au sein du graphe. De nouveau, nous avons le
choix entre deux directions possibles : soit on utilise un modèle de groupes de nœuds
au sein d’un graphe [231, 201, 200] pour développer une méthode bootstrap paramé-
trée ; soit, et c’est la direction que nous avons préféré prendre, nous cherchons dans
le graphe lui-même des groupes de nœuds qui feront office d’échantillon bootstrap.
2.2 Méthode
Notre objectif principal est d’estimer à quel point un groupe de nœuds donné au
sein d’un réseau ressemble aux autres groupes. Une méthode standard est de formuler
une hypothèse nulle H0 définissant le comportement normal d’un groupe, de tirer
des échantillons bootstrap qui respectent cette hypothèse nulle, et finalement de
décréter si ou non l’hypothèse nulle peut être rejetée. Dans cette partie, nous allons
définir une méthode de rééchantillonnage spécifique au cas de groupes de nœuds
dans un réseau afin de créer des échantillons bootstraps qui permettront de tester
de telles hypothèses nulles.
2.2.1 Des observables pertinentes de groupes de nœuds dans un réseau
Soit G = (V , E) le graphe représentant le réseau en cours d’étude, avec V son
ensemble de nœuds et E son ensemble de liens. On note X0 ⊂ V le groupe de nœuds
dont on souhaite étudier le comportement. Notons R0 ⊂ V le complémentaire de X0
dans V (R0 = V\X0).
Nous quantifions le “comportement” de X0 en nous intéressant à plusieurs obser-
vables caractéristiques de la structure du groupe. Dans le contexte de réseaux so-
ciaux, des observables pertinentes vont par exemple mesurer la force des contacts
au sein du groupe, possiblement supérieure à la force des contacts avec le reste du
réseau. En pratique, et au vu de l’application qui va nous importer dans la suite,
nous proposons les sept observables suivantes, en plus du cardinal M de X0 :
– N0XX le nombre total de liens de E entre les nœuds de X0 ;
– N0RR le nombre total de liens de E entre les nœuds de R0 ;
– N0XR le nombre total de liens de E connectant les deux groupes de nœuds ;
– T 0XX le poids total des liens de E entre les nœuds de X0 ;
– T 0RR le poids total des liens de E entre les nœuds de R0 ;
– T 0XR le poids total des liens de E connectant les deux groupes de nœuds.
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– Q0X la modularité de la partition de V en deux groupes : X0 et R0.
Rappelons que la modularité mesure à quel point une partition sépare le graphe
en communautés bien distinctes. Voir l’équation 2.2 du chapitre 2 pour sa formula-
tion précise. Dans le cas présent d’une partition en deux, la modularité ne prend que
des valeurs entre −0.5 et 0.5 1 (une valeur proche de 0.5 signifie deux communautés
bien marquées).
On considère ainsi un ensemble de F = 7 observables (en plus du cardinal M du
groupe) qui ne sont pas complètement indépendantes. On est en droit de question-
ner cette redondance : on pourrait même avancer que la modularité et le cardinal
suffisent à caractériser un groupe. Dans certains cas, ces deux observables suffisent
peut-être mais, en général, la modularité n’est pas suffisante pour discriminer cer-
tains groupes qui peuvent avoir la même modularité mais pour des raisons très
différentes. De plus, X0 ne forme pas forcément de communauté au sein du réseau :
il est donc nécessaire d’ajouter des observables qui sont certes en partie corrélées
(voir [139] qui étudie les corrélations entre observables pour différents modèles de
graphes) mais qui vont rendre la description d’un groupe plus riche, ce qui nous
permettra de mieux discriminer les groupes entre eux.
En fonction de l’application et de la nature du réseau complexe étudié, certaines
observables seront plus pertinentes que d’autres pour décrire le comportement des
groupes. Nous sommes ici guidés par une application à un réseau de contacts humains
face-à-face (les détails sont donnés dans la partie 4.1), mais nous soulignons bien
que cette méthode est directement applicable à de nombreux contextes : il suffit
simplement d’adapter ces observables au problème étudié.
2.2.2 Rééchantillonnage bootstrap pour des tests statistiques
Une fois les F observables Z sont choisies (nous noterons Z la notation générique
d’une observable, là où Z0 est la valeur prise par l’observable pour le groupe X0,
et où Zb est la valeur prise pour un échantillon bootstrap Xb), la procédure est la
suivante :
1. D’abord, nous formulons une hypothèse nulle qui va spécifier à quel point
nous voulons que certaines corrélations soient conservées dans l’ensemble des
échantillons bootstraps. Prenons un exemple d’hypothèse nulle pour illustrer :
H0 : X0 se comporte comme n’importe quel groupe de même taille.
Ici, les échantillons bootstrap vont uniquement conserver la taille de X0 : créer
un échantillon bootstrap Xb c’est simplement tirer M nœuds différents dans
le réseau.
Une autre hypothèse nulle plus compliquée est :
H0 : X0 se comporte comme n’importe quel groupe de même taille et de même
modularité à δ près.
On garde ici la contrainte sur le cardinal de l’échantillon bootstrap, et on ajoute
une contrainte paramétrée par δ sur sa modularité : chaque échantillon boots-
trap Xb devra non seulement avoir le même nombre de nœuds mais il devra
1. En effet, la modularité d’une partition en K communautés est bornée par 1− 1/K [220]
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aussi vérifier une condition sur sa modularité Qb : Q0(1−δ) ≤ Qb ≤ Q0(1+δ).
La valeur de δ > 0 paramétrise la force de la contrainte de conservation de
corrélations (le choix de δ est discuté dans la partie 2.2.6). On note f le nombre
d’observables (en plus du cardinal) contraintes par l’hypothèse nulle. Dans le
premier exemple, f = 0, dans le deuxième exemple, f = 1.
2. Ensuite, créons un ensemble de B échantillons bootstrap en rééchantillonnant
avec remise des groupes de nœuds qui respectent l’hypothèse nulle. Pour trou-
ver ces groupes sous contraintes, on fait appel à un algorithme de recuit simulé
décrit dans la partie 2.2.3.
3. Pour un B suffisamment grand, on peut estimer la distribution de chaque
observable des groupes de l’ensemble bootstrap. Ces distributions nous ren-
seignent et définissent, de manière entièrement pilotée par les données, le “com-
portement normal” des groupes dans le réseau sous l’hypothèse nulle choisie.
4. Choisissons ensuite un seuil de signification α pour tester l’hypothèse nulle,
i.e. la probabilité de rejeter l’hypothèse nulle même si elle est vraie doit être
inférieure ou égale à α. Autrement dit, α est la limite supérieure du taux de
fausse alarme que l’on s’autorise. Dans la littérature, α est également appelée
probabilité de fausse détection [25]. Parce que nous avons affaire à un test
multiple (plusieurs observables sont partiellement corrélées), nous utilisons la
correction de Bonferonni (rappelée dans l’annexe C) : un seuil de signification
α′ = α/(F−f) est défini et utilisé pour tester séparément les F−f observables
non contraintes par l’hypothèse nulle (voir partie 2.2.4).
5. Afin de décider si l’hypothèse nulle peut être rejetée avec un niveau de significa-
tion α, et estimer à quel point le groupe d’interêt X0 est éloigné de l’hypothèse
nulle, nous introduisons une divergence d (définie dans la partie 2.2.4) calculée
en comparant les distributions empiriques obtenues par bootstrap des obser-
vables Z et les valeurs Z0 effectivement mesurées pour X0. Quand d = 0,
l’hypothèse nulle ne peut pas être rejetée ; quand d est supérieure à zéro, elle
mesure à quel point X0 à un comportement qui dévie par rapport aux échan-
tillons bootstraps, c’est-à-dire à quel point X0 a un comportement anormal.
6. Finalement, deux indicateurs de la taille de l’espace bootstrap sont calculés
(définis dans la partie 2.2.5) pour vérifier si les contraintes ne sont pas trop
importantes, ce qui aurait des impacts indésirables sur la puissance du test,
comme discuté plus en détail dans la partie 2.2.6.
2.2.3 Le recuit simulé pour obtenir des échantillons bootstrap sous
contraintes
Un point technique important de la méthode de rééchantillonnage est qu’elle
doit nous permettre de tirer des groupes de nœuds qui satisfassent des contraintes
préalablement choisies. La contrainte la plus simple est la contrainte sur le cardinal
et est trivialement atteinte pour les échantillons bootstrap : il suffit de tirer (sans
remise) autant de nœuds que dans X0.
D’autres hypothèses nulles imposent des contraintes moins triviales. Par exemple,
une contrainte possible sur l’échantillon bootstrap est d’avoir le même nombre de
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liens intra-groupe (NXX) à δ près, que X0 (en plus d’avoir la même taille). Vu la
difficulté du problème, il faut faire appel à des algorithmes d’optimisation qui vont
chercher à minimiser |NX∗X∗ − NX0X0| sur l’ensemble des groupes à M nœuds du
réseau. Nous utilisons un algorithme de recuit simulé [37] comme décrit ci-dessous
pour tirer les échantillons bootstrap sous contraintes.
L’algorithme commence avec un groupe aléatoire X de nœuds, de même cardinal
que X0. Le coût C de X est défini comme la valeur absolue de la différence entre
la valeur de Z dans le groupe courant et Z0. Une “température” auxiliaire T est
initalisée à une certaine valeur (ici Tini = 0.5). À chaque itération de l’algorithme, on
garde quelques nœuds du groupe courant X et on change le reste. Plus précisément,
on essaie de changer min(M × |r| × T,M) nœuds parmi les M nœuds du groupe,
où r est une variable aléatoire gaussienne de moyenne nulle et de variance 1. Si le
coût C ′ du nouveau groupe est inférieur à C, alors on accepte le changement. Si au











Quand le coût cesse de décroître pendant plusieurs itérations, on diminue la tempé-
rature auxiliaire (T ← 0.85T ) et on réitère le processus. L’algorithme est arrêté dès
que X vérifie la contrainte, i.e. dès que C = 0 pour une contrainte forte (δ = 0), ou
dès que Z est entre Z0(1− δ) et Z0(1 + δ) pour une contrainte relâchée : on obtient
alors l’échantillon bootstrap Xb = X avec Zb = Z.
Ce processus est répété B fois pour obtenir l’ensemble des échantillons bootstrap.
Le recuit simulé, replacé dans le contexte général de l’optimisation, est un algorithme
d’optimisation stochastique qui propose des solutions approchées.
2.2.4 Normalisation des observables, test de chaque observable et
choix de la divergence d
Chaque observable Z est normalisée en une quantité adimensionnelle z, appelée





où Z¯† est l’espérance et σ†Z l’écart-type de l’observable Z dans un graphe aléatoire
avec la même séquence de poids que le graphe G. Pour estimer ces deux valeurs, on
procède comme suit. Des graphes aléatoires sont générés en réallouant aléatoirement
les poids de la liste complète des poids (qui inclut les poids nuls qui correspondent
aux liens absents). Ceci rend aléatoire le degré des nœuds, leur force, ainsi que les
structures topologiques locales, et ne conserve que la séquence des poids. Z¯† et σ†Z
sont la moyenne et l’écart-type calculés sur un ensemble de cent tels graphes. Cette
normalisation peut paraître arbitraire, mais ce mode de représentation est choisi
pour sa clarté (on peut tracer les distributions des F = 7 observables normalisées
sur la même figure) et, plus important, nous permet de comparer les résultats entre
groupes de tailles différentes.
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Pour chaque observable normalisée z, la fonction de distribution empirique Dˆz est
dérivée de l’ensemble bootstrap. On procède alors à un test statistique sur X0 avec
un seuil de signification α′ = α/(F −f). Pour cela, on créé l’intervalle d’acceptation
à 1 − α′ : c’est l’intervalle qui comprend une proportion (1 − α′) des échantillons
bootstrap et qui laisse α′
2
des valeurs aberrantes sous l’intervalle et les α′
2
restantes
au-dessus de l’intervalle. Le test est rejeté pour cette observable spécifique si z0 n’est
pas compris dans cet intervalle.
Finalement, définissons une divergence d qui quantifie à quel point X0 est diffé-
rent de l’ensemble bootstrap. Pour chaque observable Z, on définit dz comme étant
la distance minimale entre z0 et l’intervalle d’acceptation de z précédemment dé-
taillé. Si z0 est dans l’intervalle, alors dz = 0. La divergence d est alors définie comme
la somme de toutes les divergences dz : elle mesure à quel point X0 est éloigné de
l’ensemble bootstrap. Si d > 0, l’hypothèse nulle est rejetée avec un taux de fausse
alarme de α et le plus grand est d, le plus éloigné X0 est de l’hypothèse nulle. En
revanche, si d = 0, l’hypothèse nulle ne peut pas être rejetée.
2.2.5 Deux indicateurs de la taille de l’espace bootstrap
Dans le bootstrap non-contraint classique, la validité des tests statistiques re-
pose sur un tirage aléatoire non-biaisé des échantillons [234]. Dans le cas présent, en
imposant des contraintes sur les échantillons bootstrap afin de conserver une partie
des corrélations, une partie de l’aléatoire est perdue et cela introduit quelques dé-
pendances : alors que la divergence d est suffisante pour résumer le résultat d’un test
statistique non-contraint, on a ici besoin de garder en plus un œil sur le biais intro-
duit par les contraintes. Dans la suite, nous proposons deux indicateurs pratiques
qui permettent cela.
Le premier indicateur est l’écart-type σu de la distribution du nombre de fois où
chaque nœud est choisi dans un échantillon bootstrap. Il mesure l’uniformité avec
laquelle un nœud est choisi dans un échantillon bootstrap : le plus petit est σu, le
plus uniforme est le choix des nœuds dans l’ensemble bootstrap.
Le deuxième indicateur mesure si les nœuds de X0 sont choisis plus – ou moins –
souvent dans les échantillons bootstrap que si il n’y avait que la contrainte sur le
cardinal. Pour cela, nous comparons la distribution empirique du nombre de nœuds
de X0 qui sont dans un échantillon bootstrap à la distribution théorique du nombre
de nœuds de X0 qu’il y aurait s’il n’y avait que la contrainte sur le cardinal. Cette
distribution théorique est celle de tirer k nœuds de X0 en M = |X0| tirages sans













On calcule ensuite la distance χ2 entre les deux distributions. Afin de comparer
différents χ2 correspondant à des tests bootstrap différents, chaque distance χ2 est
calculée avec un échantillonnage en 10 classes qui contiennent au moins 5 valeurs
chacune. Un point important est que nous n’utilisons pas le χ2 comme un test
d’adéquation qui mesurerait à quel point la distribution théorique ajuste bien la
distribution empirique. On s’attend en effet à ce que χ2 augmente dès qu’on assigne
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une contrainte forte aux échantillons bootstrap. On préfère utiliser χ2 et σu comme
deux paramètres de contrôle du caractère uniforme de la procédure de bootstrap, et
prendre garde qu’ils restent raisonnablement petits.
En résumé, le résultat du test proposé à un seuil de signification α et à un
paramètre de relaxation δ donnés, est le triplet (d, χ2, σu). Le plus grand est d, le
plus éloigné est X0 de l’hypothèse nulle ; les plus petits sont χ2 et σu, le moins biaisé
est le choix des échantillons bootstrap.
2.2.6 Compromis entre la force de(s) contrainte(s) et la puissance du
test
Le paramètre δ contrôle la “force” d’une contrainte donnée : le plus petit est
δ, la plus forte est la contrainte. Considérons une contrainte très forte. Dans ce
cas, l’espace bootstrap (i.e. l’espace des échantillons bootstrap) peut être drastique-
ment réduit à un point où les seuls échantillons bootstrap qui vérifient la contrainte
sont très similaires au groupe testé X0 ! Le test sera alors naturellement incapable
de rejeter l’hypothèse nulle (d = 0) même si X0 est anormal (i.e. le test a une
faible puissance statistique). En d’autres termes, considérons un groupe anormal
X0. On peut toujours trouver une contrainte suffisamment forte (ou un ensemble
de contraintes) qui classifie X0 comme normal : il existe une valeur minimal de δ
en-dessous de laquelle le test perd de sa puissance.
Néanmoins, le but de développer une méthode de bootstrap sous contraintes est
de tester des groupes avec des hypothèses nulles les plus spécifiques possibles, pour
comprendre le plus précisément possible pourquoi et dans quel sens un groupe est
anormal. On souhaite donc un δ le plus petit possible pour avoir des échantillons
bootstrap les plus représentatifs de l’hypothèse nulle.
Ainsi, pour chaque contrainte, il existe une valeur optimale δ∗ de δ qui maximise
à la fois la puissance et la précision du test. L’existence d’une valeur seuil δ∗ pour δ
se transpose en l’existence de maxima autorisés χ2∗ et σ∗u pour χ2 et σu.
Mentionnons un point important. La force de la contrainte δ n’est pas le seul
mécanisme qui peut réduire la taille de l’espace bootstrap. En effet, le cardinal
de l’échantillon M peut réduire l’espace s’il se rapproche trop de la taille totale
du graphe, ou si il est trop petit. Par exemple, il n’existe qu’un seul groupe de
taille M = V dans un réseau à V nœuds ; et il n’existe que V “groupes” de taille
M = 1 dans un tel réseau. Ces deux cas extrêmes ne sont pas adaptés à la méthode
que nous présentons ici car l’espace bootstrap n’est pas assez grand. Une analogie
est possible entre M et la taille des blocs l de la partie 1.2 qui contrôle la portée
des corrélations que l’utilisateur souhaite conserver dans les échantillons bootstrap.
Malheureusement, même dans le cas plus simple du bootstrap par blocs, il n’existe
pas de valeur théorique pour l∗, et la question de la valeur optimale reste ouverte.
Nous définissons ici une borne inférieure Ml et une borne supérieure Mu pour que





(avec uniquement la contrainte de taille) soit assez






existent, on décide que l’on veut au moins 10000 fois plus d’échantillons possibles
que le nombre réellement tiré. Dans le cas où le nombre de nœuds total vaut V = 320
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> 107 −→Ml = 4 ≤M ≤Mu = 316. (3.16)
Cette réflexion nous amène à une remarque d’ordre général. Le bootstrap que
nous définissons dans cette partie de thèse est en partie une généralisation du boots-
trap par blocs. En effet, là où le bootstrap par blocs se cantonne à la conservation
de corrélations le long d’une seule direction (typiquement temporelle), le bootstrap
de groupes sur graphe propose de conserver des corrélations sur une topologie plus
complexe définie par la structure du graphe. Mais ce n’est pas non plus exactement
une généralisation au vu des différences suivantes. Dans le bootstrap par blocs, le
signal est une série temporelle et les échantillons bootstrap sont créés en concaté-
nant avec remise des blocs du signal. Dans le bootstrap sur graphes, le signal est
la combinaison du graphe G et du groupe X0. Pour créer un échantillon bootstrap,
nous ne coupons pas X0 en plusieurs “sous-groupes” (qui seraient l’équivalent des
blocs) pour ensuite les “concaténer”. Plutôt, nous cherchons parmi tous les signaux
autorisés (tous les groupes de G) des signaux similaires à X0. C’est bien la puissance





groupes de M nœuds dans un
graphe de taille V ) qui nous permet cela, que l’on tient à conserver en imposant
M ∈ [Ml,Mu].
Pour résumer cette discussion, le test a trois types de résultats possibles :
1. d > 0,∀(χ2, σu,M). Dans ce cas où d > 0, il n’y a pas besoin de discuter les
valeurs de χ2 et σu, ni même de M . En effet, même si χ2 > χ2∗ et/ou σu > σ∗u,
i.e. même si les échantillons bootstraps sont dangereusement similaires à X0,
le comportement de X0 est quand même différent des échantillons bootstrap :
l’hypothèse nulle est rejetée.
2. d = 0, χ2 < χ2∗, σu < σ∗u,Ml ≤ M ≤ Mu. L’espace bootstrap est assez vaste,
le test garde sa puissance : l’hypothèse nulle n’est pas rejetée.
3. d = 0, χ2 > χ2∗ et/ou σu > σ∗u et/ou M /∈ [Ml,Mu]. Dans ce cas, nous sommes
dans la situation discutée ci-dessus : le test n’est pas assez puissant et aucune
conclusion ne peut être tirée. Dans ce cas, il est conseillé de relâcher la (ou les)
contrainte(s) en augmentant δ, jusqu’à que l’espace bootstrap soit de nouveau
suffisamment grand pour que les indicateurs retombent sous les seuils, et qu’on
se retrouve alors dans le cas 2.
Afin de poursuivre la procédure proposée dans cette partie, reste à estimer δ∗,
χ2∗, σ∗u et les bornes de M . Une estimation théorique n’étant pas envisageable, nous
estimons ces valeurs sur un modèle contrôlé de graphes, pour différents types de
contraintes, différentes tailles de groupes, et estimons dans chaque cas les valeurs
seuil correspondantes. C’est ce que nous détaillons dans la partie suivante.
3 Étude contrôlée sur un modèle de réseaux
complexes
Nous procédons dans cette partie à une validation de la méthodologie proposée,
et nous estimons les paramètres δ∗, χ2∗ et σ∗u sur des graphes contrôlés. Nous utilisons
123
3. Rééchantillonnage de groupes de nœuds dans un réseau
des ersatz de graphes complexes : les graphes de Chung-Lu pondérés présentés dans
l’annexe B pour lesquels nous contrôlons les degrés, les poids, ainsi que la corrélations
entre la force de chaque nœud et son degré. Dans la partie 3.1, ces graphes sont
utilisés pour vérifier que le test statistique présenté dans la partie 2 a bien un taux
de fausse alarme moyen de α. Ensuite, dans 3.2, nous estimons empiriquement δ∗,
χ2∗ et σ∗u pour différentes contraintes et différentes tailles de groupes sur ce modèle
de graphes.
3.1 Vérification du test statistique
Une approche Monte-Carlo est utilisée pour valider la méthode proposée dans
le cas de graphes de Chung-Lu pondérés. Le but est ici de vérifier le taux de fausse
alarme du test (le taux auquel les groupes normaux sont rejetés). À cette fin, nous
créons 1000 réalisations de graphes de Chung-Lu pondérés générés à partir des dis-
tributions empiriques du réseau de contacts humains mesurées lors d’une conférence
à Salt Lake City. Ce jeu de données, noté simplement SLC, est décrit en détail
dans la partie 4.1 : c’est sur ce jeu que nous allons appliquer la méthode, il est
donc logique d’utiliser les distributions empiriques de ces données pour paramétrer
le modèle de Chung-Lu pondéré que nous utilisons ici. L’hypothèse nulle considérée
ici est : H0 : X0 se comporte de la même façon que les autres groupes de même
taille et de même modularité à δ près. C’est en effet une des hypothèses nulles les
plus pertinentes en ce qui concerne le comportement de groupes dans des réseaux
de contacts humains. La méthode est appliquée successivement sur 1000 groupes
aléatoires (un groupe par graphe de Chung-Lu pondéré) de taille M = 39 parmi
les 320 nœuds du graphe (c’est une taille de groupe que nous allons étudier dans la
partie 4). Chacun des groupes est testé pour différents seuils de signification α (de
0.01 à 0.1) et différentes forces de contrainte δ sur la modularité (de 3% à 100%,
avec un cas additionnel δ =∞ qui revient à ne pas contraindre la modularité). Par
construction, un groupe aléatoire dans un graphe de Chung-Lu pondéré devrait être
classifié comme normal, et ne devrait pas rejeter le test. C’est bien ce que l’on vérifie
ici.
Le taux de fausse alarme moyen obtenu sur ces 1000 groupes, divisé par le seuil
de signification voulu α est montré sur la Figure 3.2 en fonction de α et de δ. Afin
que le test soit valide, on devrait obtenir uniquement des valeurs inférieures à 1,
ce qui est bien le cas. De plus, la valeur mesurée est souvent bien plus petite que
1 (entre 0.3 et 0.6) : c’est le signe que la correction de Bonferonni est pessimiste
(i.e. α′ pourrait être plus grand que α
F−f , le test multiple aurait toujours un taux de
fausse alarme contrôlé par α). Finalement, cette partie montre que le taux de fausse
alarme est bien contrôlé.
3.2 Contrôler la taille de l’espace bootstrap et la puissance
du test
La suite logique de notre investigation serait d’estimer le taux de faux positifs,
c’est-à-dire le taux auquel des groupes anormaux ne sont pas rejetés par le test. La
difficulté apparaît tout de suite : qu’est-ce qu’un groupe anormal ? Alors qu’il était
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Figure 3.2: Ratio du taux de fausse alarme sur le niveau de signification théorique α
du test, mesuré sur 1000 groupes aléatoirement tirés dans 1000 réalisations de graphes de
Chung-Lu pondérés. Le niveau de signification α agit comme attendu par la correction de
Bonferonni : comme une borne supérieure du vrai taux de fausse alarme (i.e. toutes les
valeurs de la matrice sont inférieures à 1). Le test est ici effectué avec l’hypothèse nulle
de même cardinal et même modularité à δ près. Les résultats sont montrés en fonction
de α et de δ. De manière générale, quand α augmente, ou quand δ diminue, la borne de
Bonferonni devient de moins en moins ajustée.
aisé de créer des groupes normaux en les choisissant de manière aléatoire parmi les
nœuds du réseau, il est plus ambigü de décider ce qu’est un groupe anormal ; et
c’est d’ailleurs un des objectifs de ce travail de définir la normalité d’un groupe !
Nous passons donc directement au problème d’estimer les valeurs seuil δ∗, χ2∗ et σ∗.
Autrement dit nous tentons maintenant d’estimer à partir de quelle taille l’espace
bootstrap est jugé assez grand pour que le test soit valide.
Dans cette optique, nous prenons un tout autre point de vue et introduisons
la notion de rareté : quand une valeur est dans le mode principal d’une distribu-
tion, elle est considérée comme assez commune, et quand elle est dans les queues
d’une distribution, elle est considérée comme trop rare. À titre d’illustration, nous
considérons l’hypothèse nulle “même cardinal et même modularité à δ près”. Une
fois de plus, considérons 1000 réalisations de graphes Chung-Lu pondérés, et tirons
10000 groupes de cardinal M = 39 dans chacun de ces graphes. L’histogramme de
la modularité de ces 107 groupes (plus exactement : de ces 107 partitions du graphe
en un groupe et son complémentaire) est montré sur la Figure 3.3. Typiquement,
un groupe a une modularité faible, entre −0.03 et 0.03. Un groupe est dit rare si sa
modularité est dans les extrêmités de cette distribution : soit plus grande que le 106-
quantile supérieur, soit plus petite que le 106-quantile inférieur (ces quantiles sont
raisonnablement estimés étant donné que nous avons 107 échantillons). Le choix de
ces quantiles particuliers est certes arbitraire, mais peut facilement être changé se-
lon l’application et n’influe pas sur la méthode générale. Ces quantiles nous donnent
deux bornes de modularité, Q∗l = −0.050 et Q∗u = 0.076, qui séparent les groupes en
groupes communs (dont la modularité est dans l’intervalle) et en groupes rares.
Nous proposons que le test ne devrait pas rejeter l’hypothèse nulle pour les
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Figure 3.3: Histogramme de la modularité pour un groupe de 39 nœuds dans un graphe
de Chung-Lu pondéré de 320 nœuds.
groupes communs, c’est-à-dire que le résultat du test pour un groupe commun quel-
conque devrait être, au seuil de signification près α, l’option numéro 2 dans la
liste de la partie 2.2.6. En effet, les réalisations du modèle de Chung-Lu pondéré
sont aléatoires, et des groupes aléatoires dans des graphes aléatoires n’ont aucune
raison en général d’être anormaux. Considérons un groupe X0 dont la modularité
est autour de −0.005 (la valeur la plus probable de la distribution de modularité).
Pour un δ donné, l’algorithme de recuit simulé va tirer des échantillons de cette
distribution, et il y a de grandes chances que les échantillons aient une modularité
proche de −0.005 aussi, étant donné que c’est la valeur la plus probable. Ainsi, quel
que soit δ, l’espace bootstrap sera assez grand et le résultat du test sera toujours
d = 0, χ2 < χ2∗, σu < σ∗u. En revanche, au fur et à mesure que nous choisissons des
groupes X0 proches des bornes de modularité Q∗, le test va commencer à rejeter à
tort H0 pour un δ assez grand. En effet, considérons un groupe X0 avec une modu-
larité proche de Q∗u. Pour un δ trop grand, la modularité des échantillons bootstrap
va continuer à tendre vers −0.005, car ces échantillons ont plus de chances d’être
tirés. Si on veut que tous les groupes communs ne rejettent pas le test, il faut avoir
un δ assez petit. Ce qui définit une première borne supérieure δu pour δ : δ < δu. Le
même argument tient pour les groupes communs dont la modularité est proche de
la borne inférieure Q∗l . On obtient ainsi une autre borne supérieure pour δ : δ < δl.
L’un dans l’autre, on obtient une borne supérieure de δ∗ :
δ∗ ≤ min(δl, δu). (3.17)
Afin de décider quelle valeur de δ∗ choisir entre 0 et min(δl, δu), nous mettons à
profit la discussion de la partie 2.2.6 sur le compromis existant entre précision de
l’hypothèse nulle et puissance du test. Nous donnons la priorité à la puissance du
test et nous choisissons ainsi la valeur maximale autorisée de δ∗ :
δ∗ = min(δl, δu). (3.18)
En pratique, comme illustré sur le Tableau 3.1-a, δ∗ est compris entre 0.05 et 0.15 :
les hypothèses nulles conservent une précision raisonnable.
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Figure 3.4: Taux de fausse alarme en fonction de δ pour des groupes de cardinal 39
de modularités différentes (décrivant des groupes communs et rares) dans des graphes
de Chung-Lu pondérés. Les groupes de modularité Q en-dehors de l’intervalle ([Q∗l =
−0.05, Q∗u = 0.076]) sont considérés comme rares, et les autres comme assez communs.
Pour garder le taux de fausse alarme en-deça du niveau de signification théorique α (ici
égal à 5% et représenté par les tirets horizontaux) pour tous les groupes communs, les
valeurs maximales δ∗l = 0.15 et δ
∗
u = 0.20 sont lues sur le graphe. Ce qui implique une
valeur seuil de δ∗ = min(δ∗l , δ
∗
u) = 0.15.
Figure 3.5: χ2 (a) et σu (b) en fonction de δ pour des groupes de modularités différentes
dans des graphes de Chung-Lu pondérés. Comme le test est créé pour être valide pour
tous les groupes communs (i.e. avec modularité Q ∈ [Q∗l = −0.05, Q∗u = 0.076]) si on uilise
δ∗ = 0.15, alors les valeurs seuil σ∗u et χ2∗ sont lues de ces courbes. On obtient : χ2∗ = 950
et σ∗u = 60.
Reste donc à estimer δl et δu. Pour ce faire, la Fig. 3.4 montre le taux de fausse
alarme moyen obtenu pour des groupes de 39 nœuds de modularités différentes (des
groupes communs et des groupes rares). Comme attendu, pour des groupes très
communs (comme ceux de modularité −0.02), le taux de fausse alarme est constant
respectivement à δ. En revanche, le plus proche de Q∗l ou Q∗u sont les modularités
des groupes choisis, le plus rapidement le taux augmente en fonction de δ. Chacune
de ces courbes est calculée à partir de 100 groupes sur 100 réalisations de graphes
de Chung-Lu (un groupe par graphe). Pour garder ce taux de fausse alarme sous
la barre du taux de fausse alarme théorique du test α (ici, α = 5%) pour tous les
groupes communs, une valeur maximale δ∗ pour δ est lue sur cette Fig. 3.4. Pour
le quantile inférieur Q∗l , on lit δl = 0.15, et pour le quantile supérieur Q∗u, on peut
lire δu = 0.20. Si bien que la borne de δ pour la contrainte de modularité pour des
groupes de taille 39 est :
δ∗ = min(δl, δu) = 0.15. (3.19)
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Autrement dit, si on choisit δ < δ∗, tous les groupes communs quelconques ne rejet-
teront pas le test (avec une tolérance de α = 5%).
La prochaine étape est de trouver les seuils σ∗u et χ2∗. On indique sur la Fig. 3.5
comment varient ces indicateurs en fonction de δ pour des groupes de 39 nœuds
de modularités différentes. Étant donné que nous avons simulé chaque cas sur 100
groupes, nous avons tracé l’intervalle de confiance à 95% pour chaque valeur de σu
et de χ2. Comme attendu, χ2 et σu augmentent de manière monotone avec la rareté
des groupes considérés (pour une valeur donnée de δ). Étant donné que nous avons
pris le point de vue de faire en sorte que tous les groupes communs ne rejettent pas
le test si δ < δ∗ = 0.15, on lit σ∗u et χ2∗ sur les courbes : ce sont les valeurs maximales
atteintes en δ = 0.15 par les groupes de modularité Q∗l ou Q∗u. On obtient :
χ2∗ = max
(





σ∗u = max (σu(δ
∗;Q = Q∗l ), σu(δ
∗;Q = Q∗u)) = 60. (3.21)
Pour conclure cette partie consacrée à la validation de notre méthode : une fois
que sont décidés le taux de fausse alarme théorique α, le cardinal du groupe d’in-
térêt, et le critère pour décider quand est-ce qu’un groupe est assez commun (i.e.
pas trop rare), il est possible de quantifier l’approche par bootstrap sur graphe pré-
sentée dans la partie 2 et proposer le triplet de valeurs seuil : δ∗, χ2∗ et σ∗u. Dans
le Tableau 3.1-a sont récapitulés les triplets (δ∗, χ2∗, σ∗u) pour toutes les contraintes
et toutes les tailles de groupes que nous allons rencontrer dans la partie 4.2. La
contrainte notée “contrainte QX” (resp. “contrainte NXX”, “contrainte TXX”) est la
contrainte de même modularité (resp. de même nombre de liens entre les nœuds de
X, de même somme totale des poids des liens entres les nœuds de X). Dans la par-
tie 4.2, nous allons comparer le résultat du test pour quatre différents groupes avec
différentes hypothèses nulles. Afin de pouvoir comparer les résultats proprement,
nous utiliserons une valeur unique de δ∗ pour chaque hypothèse nulle. Au risque
que le test perde un peu de puissance mais pour simplifier l’analyse, nous décidons
de prendre, pour chaque hypothèse nulle, le minimum des quatre δ∗ trouvés (un
pour chaque cardinal). On obtient aussi le σ∗u et χ2∗ associés que nous récapitulons
dans le dernier Tableau 3.1-b. Ce sont ces valeurs seuil, obtenues grâce au modèle
de graphes de Chung-Lu, que nous utiliserons dans l’application proposée dans la
partie 4.
4 Application à un réseau social
Nous appliquons cette méthode à un jeu de données collecté dans le cadre de
cette thèse à Salt Lake City (SLC) en Novembre 2011 lors de deux conférences
scientifiques colocalisées. Le déploiement de la plate-forme de mesure de proximité
humaine SocioPatterns [10, 43] nous a permis de mesurer le réseau social dynamique
des chercheurs pendant les cinq jours de conférence. Les deux conférences étaient co-
organisées par la DPP (Division Physique des Plasmas) de la Société Américaine de
Physique (APS) et par Gaseous Electronic Conference (GEC). La DPP regroupe plus
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Hypothèse nulle M = 39 M = 73 M = 99 M = 106
contrainte QX (0.15, 950, 60) (0.15, 110, 45) (0.15, 40, 35) (0.15, 40, 30)
contrainte NXX (0.15, 3500, 85) (0.05, 2700, 115) (0.05, 2600, 125) (0.05, 2200, 125)
contrainte TXX (0.15, 3600, 80) (0.1, 2200, 100) (0.05, 3700, 135) (0.05, 2700, 135)
a)
Hypothèse nulle M = 39 M = 73 M = 99 M = 106
contrainte QX avec δ∗ = 0.15 (950, 60) (110, 45) (40, 35) (40, 30)
contrainte NXX avec δ∗ = 0.05 (5200, 95) (2700, 115) (2600, 125) (2200, 125)
contrainte TXX avec δ∗ = 0.05 (4300, 90) (3700, 120) (3700, 135) (2700, 135)
b)
Table 3.1: a) Triplets (δ∗, χ2∗, σ∗u) pour différentes contraintes et différents tailles de
groupes. Le triplet (δ∗, χ2∗, σ∗u) pour la contrainte sur la modularité QX et M = 39 est lu
sur les Figs. 3.4 et 3.5 comme expliqué dans le texte. Les figures utilisées pour déterminer
les autres triplets ne sont pas montrées. b) Pour chaque contrainte, nous décidons de garder
un unique δ∗ : le minimum des quatre δ∗ (obtenus pour chacune des tailles). On montre
ici les valeurs seuil (χ2∗, σ∗u) associées.
de chercheurs universitaires là où la GEC regroupe plus de chercheurs industriels ; et
les deux institutions avaient l’objectif commun de co-localiser les deux conférences
dans le but affiché de mélanger les communautés de chercheurs.
Et c’est la question sous-jacente qui a guidé notre étude : les chercheurs de la
DPP et les chercheurs de la GEC forment naturellement deux communautés et les
meilleurs efforts possibles ne pourront pas mélanger assez les communautés à tel
point qu’elles ne soient plus distingables, mais ces deux communautés se sont-elles
significativement mélangées lors de cette conférence en particulier ? Nous nous re-
trouvons exactement dans le genre de situation où nous n’avons qu’une seule mesure
qui peut être vue comme une seule réalisation d’un phénomène en partie aléatoire :
nous allons devoir faire appel à des échantillons bootstraps tels que décrit précé-
demment pour estimer le poids statistique de cette réalisation particulière. Dans un
premier temps, nous présentons la méthode expérimentale de mesure du réseau de
contacts humains, ainsi que quelques distributions classiques de certaines caractéris-
tiques du réseau dans la partie 4.1. Puis, nous appliquerons la méthode de bootstrap
sur graphes dans la partie 4.2 pour répondre à cette question de mélange entre les
deux communautés de chercheurs.
4.1 Présentation du jeu de données
Le réseau de contacts humains que nous allons étudier a été mesuré pendant cette
thèse à l’aide de badges radio portés par les participants à l’expérience. Dans la par-
tie 4.1.1, nous détaillons le protocole expérimental de ce genre de mesures. Puis,
dans la partie 4.1.2, nous détaillons l’organisation prélable à l’expérience, surtout
au niveau du dimensionnement : combien d’antennes de mesures sont nécessaires ?
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Cela permettra également d’avoir en tête l’agencement de l’espace pendant la confé-
rence, ce qui sera utile à la compréhension de certains résultats. Finalement, dans la
partie 4.1.3, nous examinons quelques distributions classiques que l’on peut extraire
de ce genre de données.
4.1.1 Méthode expérimentale
Sur les 2081 participants aux deux conférences, 320 ont accepté de participer à
l’étude : 281 de DPP et 39 de GEC. La participation était sur la base du volontariat
si bien qu’il n’y a pas de biais d’échantillonnage spécifique. La proximité face-à-face
des participants est mesurée à l’aide de la plate-forme de mesure SocioPatterns,
basée sur des badges RFID (Radio Frequency IDentification) actifs qui peuvent être
glissés dans les badges de conférence. Deux badges échangent des paquets radio à
faible puissance uniquement si les deux personnes qui les portent sont face-à-face (le
corps humain absorbe les paquets à si faible puissance) et à une distance inférieure
à la portée du signal qui est de 1 à 1,5 mètre. Quand un badge A reçoit un paquet
d’un badge B (le paquet contient essentiellement le numéro d’identification de B),
il envoie à plus forte puissance l’information “A a vu B” qui est ensuite enregistrée
par les antennes placées dans l’environnement. Le temps auquel l’information est
enregistrée est aussi précisément noté à la milli-seconde près. En pratique, autant de
précision n’est pas utile, mais c’est surtout pour garder l’ordre des contacts lorsqu’il
y a beaucoup d’activité d’un coup. À la fin de la conférence, les données brutes
consistent en un log de tous les contacts enregistrés : c’est une liste de lignes (t, r, i, j)
où t est le temps auquel l’antenne r a reçu l’information que les individus portant
les badges i et j étaient proches et face-à-face (on dit qu’ils sont “en contact”).
Étant donnés les paramètres de fonctionnement des badges (puissance, fréquence à
laquelle ils envoient leur numéro d’identification), la proximité de deux individus
portant des badges RFID peut être détectée avec plus de 99% de chances si elle
dure au moins 20 secondes [43], ce qui est une échelle de résolution temporelle assez
fine pour étudier la mobilité humaine lors d’évènements sociaux. Nous décidons
donc d’agréger les données brutes sur des fenêtres temporelles de 20 secondes. Pour
cela, procédons de la manière suivante. Commençons par partitionner les cinq jours
de mesure en périodes de 20 secondes. À chacune de ces périodes t, associons une
matrice d’adjacence binaire At qui représente le graphe agrégé sur 20 secondes :
Atij = A
t
ji = 1 si et seulement si i et j ont échangé au moins un paquet pendant la
fenêtre temporelle t, et Atij = Atji = 0 sinon.
Finalement, les données définissent un réseau de contact dynamique dans lequel
chaque nœud représente un individu, et un lien entre deux nœuds au temps t signifie
que les deux individus étaient proches et face-à-face à ce moment-là. Le réseau
dynamique peut à son tour être agrégé sur toute la durée de la conférence, définissant
un réseau de contacts pondéré où chaque nœud est un individu et le poids de chaque
lien représente le temps cumulé de contact sur toute la durée de l’expérience entre
les deux individus associés. Ce réseau agrégé sur la durée de la conférence est ensuite
légèrement modifié : on enlève les liens qui ont un poids inférieur à 1 minute. Le seuil
de 1 minute est choisi car les contacts plus courts peuvent être considérés comme du
bruit : deux personnes qui se sont croisées à plusieurs reprises dans le couloir sans
vraiment intéragir par exemple. Nous avons vérifié que tous les résultats présentés
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Figure 3.6: Plan du centre de conférences de Salt Lake City. Chaque cercle noir correspond
à une des 25 antennes radio déployées pour mesurer les interactions sociales entre les
participants. Les trois cercles rouges pointillés représentent trois grandes zones d’activité
des conférences.
dans ce manuscrit sont robustes par rapport à ce seuil : des résultats similaires sont
obtenus pour des seuils à 3 ou à 5 minutes. Dans la suite, certaines distributions
seront tirées du graphe dynamique (comme la distribution du temps de contact) et
d’autres seront tirées du graphe agrégé (comme la distribution du poids des liens).
Enfin, la méthode de bootstrap introduite dans cette thèse s’appliquera sur le graphe
agrégé.
4.1.2 Dimensionnement du déploiement
La Fig. 3.6 montre les plans du centre de conférences de Salt Lake City, immense
bâtiment dont les deux conférences n’occuppaient qu’une petite partie malgré les
plus de deux mille participants. En fait, il y avait trois zones principales, entourées
en rouge sur la carte :
1. Le hall des présentations poster était véritablement un espace commun aux
deux conférences. C’est là où nous anticipions le maximum de contacts et c’est
pourquoi nous avons pris soin de paver l’espace correctement en déployant
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HTT09 SFHH SLC
GEC DPP TOUT
Nombre de badges 113 418 39 281 320
Taux d’échantillonnage 75% 33% 12% 16% 15%
Nombre de jours 2 2 5
Nombre de contacts 9582 27434 1189 21519 23920
Temps total de contacts (heures) 102 414 18 306 339
Table 3.2: Statistiques basiques concernant trois jeux de données mesurées dans trois
conférences scientifiques différentes.
onze antennes dans cette grande salle.
2. L’espace GEC était à plus de 500 mètres ( !) de là, au deuxième étage : c’est là
que GEC organisait ses présentations orales. Des pauses café étaient proposées
dans la salle entre les salles de présentation : c’est cet espace que nous avons
couvert avec des antennes. La distance de cette zone par rapport au reste de
l’activité a été un obstacle évident à l’interaction entre les deux groupes.
3. Le dernier espace, que nous avons appelé “le reste” comprend essentiellement
le bureau des inscriptions de DPP, quelques couloirs entre certaines salles de
présentation de DPP, et surtout l’espace des pauses café de DPP.
Le dimensionnement du déploiement a été fait au vu de ces plans, au préalable de
la conférence. En effet, étant donnée la portée des antennes (ou plutôt : la portée
des badges qui émettent les informations de contact aux antennes) et la géométrie
particulière, nous avons disposé 25 antennes dans le bâtiment, comme le montre la
Fig. 3.6.
4.1.3 Distributions classiques
Dans un premier temps, nous comparons les données obtenues avec d’autres
jeux de données obtenues dans des contextes similaires de conférence scientifique
avec la même plate-forme de mesure. Le Tableau 3.2 présente quelques statistiques
basiques du jeu de données SLC, en comparaison avec les jeux de données mesurées
pour la conférence ACM HypertText de 2009 (HT09) [114] et pour la conférence
de la Société Française d’Hygiène Hospitalière (SFHH) de 2009 [43]. Notons que la
somme de tous les contacts (et le temps total de contacts) intra-DPP et intra-GEC
ne correspond pas exactement à la somme générale de tous les contacts (TOUT) : le
complémentaire est l’interaction entre DPP et GEC. Les données SLC font état d’un
nombre relativement faible de contacts, en comparaison avec les autres conférences,
au vu du nombre de participants et du nombre de jours des conférences : c’est dû
au faible taux d’échantillonnage de la population des conférences de SLC.
Néanmoins, la Fig. 3.7 montre que plusieurs propriétés statistiques des réseaux
de contact sont très similaires dans les trois jeux de données. Parmi celles-ci, notons :
– la distribution des temps de contacts. Un contact entre deux badges i et j
est une suite continue de 1 dans la liste {Atij}. La durée d’un contact est la
longueur de cette liste (multipliée par le pas de temps qui est ici 20 secondes).
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Figure 3.7: Comparaison, entre trois jeux de données mesurés lors de conférences scienti-
fiques, de (a) la distribution de temps de contacts (b) la distribution de temps d’intercon-
tacts, (c) la distribution des degrés dans le réseau agrégé, et (d) la distribution des poids
des liens.
– la distribution des temps d’intercontacts. Un intercontact est le temps, pour
un nœud, entre deux débuts de contacts.
– la distribution des degrés du graphe agrégé sur la durée des conférences. Dans
ce cas, le degré d’un nœud qui représente une personne est le nombre d’indi-
vidus que la personne a contacté au moins une fois.
– la distribution des poids des liens du graphe agrégé sur la durée des conférences.
Le poids d’un lien entre deux nœuds donne le temps total de contact entre les
participants correspondants.
Ceci confirme la robustesse des propriétés statistiques principales des réseaux de
proximité face-à-face entre humains, déjà relevée dans plusieurs travaux [114, 66,
113].
Dans les données SLC, on peut distinguer trois catégories de contacts : les
contacts intra-DPP, intra-GEC, et les contacts entre les deux groupes. La Fig. 3.8
montre que même si le nombre de contacts intra-DPP est bien plus grand que intra-
GEC (voir le Tableau 3.2), les distributions de temps de contact se superposent
remarquablement bien : on n’observe pas de différences de comportement entre ces
trois catégories de contacts. Notons également dès à présent que nous ne sommes
pas intéressés par une quelconque modélisation de ces distributions (par exemple
par des lois de puissance ou log-normales), car la méthode que nous proposons est
entièrement pilotée par les données. Il est néanmoins intéressant de remarquer que
les formes élargies et hétérogènes des distributions impliquent qu’une méthode pa-
ramétrique serait difficile à implémenter [51, 91], et on s’attend à ce qu’une méthode
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Figure 3.8: Distributions cumulées de la durée de contacts intra-DPP, intra-GEC, et entre
les deux conférences du jeu de données SLC.
pilotée par les données soit plus appropriée.
4.1.4 Distributions de contacts en fonction du lieu
L’activité mesurée est spatialement hétérogène, avec en particulier les trois grandes
zones évoquées sur le plan de la Fig. 3.6 : la zone GEC, le hall des posters, et le reste.
Comme la méthode de mesure nous permet d’avoir une résolution spatiale du graphe
de contacts dans la mesure où chaque contact est enregistré par une antenne bien
précise et localisée, il est intéressant de se demander si les statistiques de contacts
sont différentes selon le lieu où ils sont mesurés.
À cette fin, les histogrammes des temps de contacts séparés par catégorie de
contacts et par lieu de contacts sont tracés sur la Fig. 3.9. Pour les contacts intra-
DPP (figure de gauche), les distributions mesurées dans les différents lieux ont
des formes similaires, et les différences proviennent essentiellement du nombre de
contacts mesurés dans chaque lieu (les membres de DPP n’ont pas beaucoup visité
la zone GEC). En revanche, les contacts entre les deux groupes (figure du milieu)
et pour les contacts intra-GEC (figure de droite), différentes pentes sont observées
selon le lieu des contacts. Des distributions plus hétérogènes sont obtenues dans le
hall des posters, en particulier pour les contacts entre les deux groupes : le hall des
posters est le lieu le plus favorable aux longs contacts inter-groupes. Ce qui nous
amène à une remarque assez évidente : organiser des évènements dans des lieux
communs favorise le mélange entre individus de groupes différents !
4.2 Application de la méthode de bootstrap sur graphes
Comme indiqué précédemment, la question posée par les organisateurs et mo-
tivant cette étude est la suivante : est-ce que le but affiché des organisateurs de
mélanger les deux communautés de chercheurs a été atteint ? Afin de donner une
réponse quantitative à cette question, nous avons besoin de comparer les interac-
tions observées entre GEC et DPP à une certaine référence. La question de cette
référence est centrale. En effet, nous ne pouvons pas “réitérer” l’expérience pour voir
à quel point elle est reproductible, nous devons estimer une signification statistique
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Figure 3.9: Histogrammes cumulés des temps de contacts en fonction du lieu à l’intérieur
du centre de conférence. Résultats pour : (à gauche) les contacts intra-DPP, (au milieu)
les contacts entre les deux groupes, (à droite) les contacts intra-GEC.
uniquement à partir des données que l’on a. La méthode proposée dans ce chapitre
est un candidat naturel pour répondre à cette question.
4.2.1 Choisir les groupes et les hypothèses nulles
Les F = 7 observables retenues pour caractériser le “comportement” d’un groupe
de nœuds incluent des caractéristiques intra-groupes comme NXX et TXX , des ca-
ractéristiques mesurées entre le nœuds qui n’appartiennent pas au groupe NRR et
TRR, et des caractéristiques qui mesurent à quel point les groupes intéragissent NXR,
TXR et QX . La terminologie “comportement du groupe” est utilisée pour simplifier,
mais il est clair que les caractéristiques choisies quantifient aussi le comportement du
complémentaire du groupe ainsi que les interactions entre les deux. Quantifier par
exemple le “comportement de GEC” est en fait une manière de mesurer le mélange
entre GEC et DPP (DPP est le complémentaire de GEC). La méthode exposée dans
la partie 2 est un moyen de quantifier et de valider statistiquement, la normalité – ou
l’anormalité – du comportement de GEC par rapport à différents hypothèses nulles.
La méthode est ainsi appliquée au groupe des chercheurs de GEC, qui prend le rôle
du groupe étudié X0. Tous les tests statistiques reportés dans la suite sont fait à un
seuil de signification α = 5%.
Il est difficile de décider la normalité d’un groupe en n’utilisant qu’une seule hy-
pothèse nulle qui restreint forcément la définition même de normalité. Il existe peu
de modèles qui pourraient décrire le comportement attendu d’un groupe dans ce
genre de données (e.g., [201, 231, 200]) et aucun n’a été pensé pour décrire l’intégra-
lité des caractéristiques que nous prenons en compte ici. Notre approche permet de
tester le groupe GEC par rapport à un ensemble d’hypothèses nulles qui, ensemble,
proposent une description plus riche qu’une seule hypothèse qui aurait pu paraître
arbitraire. L’objectif de l’étude n’est pas seulement de détecter si GEC se comporte
différemment des autres groupes, mais de quelle(s) manière(s) il est différent ou
similaire aux autres groupes.
Les différentes hypothèses nulles que nous allons étudier sont au nombre de
quatre et peuvent toutes s’écrire sous la forme :
H0 : X0 se comporte comme tout autre groupe du réseau. . .
1. . . . de même taille. Cette hypothèse nulle permet d’éliminer toute différence
de comportement due à la taille. Dans ce cas, aucune des F observables n’est
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Groupe Cardinal NXX NXR NRR TXX TXR TRR QX
GEC 39 101 120 1907 58820 45740 947100 0.100
STP 106 384 850 894 252900 356220 442540 0.145
JUP 73 183 766 1179 97600 303800 650260 0.073
SEP 99 226 704 1198 124280 310740 616640 0.095
Table 3.3: Le cardinal et les sept caractéristiques retenues pour les quatre groupes de
nœuds étudiés. TXX , TXR et TRR sont en secondes.
contrainte : f = 0.
2. . . . de même taille et de même modularité. Dans ce cas, la modularité reste
égale à celle de la partition (X0,V\X0) à δ près. Ceci permet de limiter la
détection de différence de comportement due simplement au caractère com-
munautaire d’un groupe. Dans ce cas, f = 1.
3. . . . de même taille et de même nombre de liens intra-groupe NXX . Ceci per-
met d’éliminer toute différence de comportement due à la densité d’intra-
connections d’un groupe. Dans ce cas, f = 1.
4. . . . de même taille et de même temps total d’interactions intra-groupe TXX .
Ceci permet d’éliminer toute différence de comportement due à la durée totale
de contacts au sein d’un groupe. Dans ce cas aussi, f = 1.
Notons que la deuxième hypothèse nulle (celle qui contraint la modularité) per-
met de limiter la détection de différence de comportement due simplement au ca-
ractère communautaire d’un groupe, mais pas de l’éliminer complètement. En effet,
il existe de nombreuses interprétations possibles de la notion de communauté (voir
le chapitre 2) et la modularité n’en mesure qu’une partie. Pour être surs que les
différences de comportement potentielles ne sont pas uniquement dues au caractère
communautaire d’un groupe, nous allons faire le test sur trois autres groupes du
réseau qui ont a priori un comportement communautaire : les étudiants de DPP,
i.e. les participants qui n’ont pas encore soutenu leur thèse (STP), les juniors de
DPP, i.e. les chercheurs qui ont soutenu leur thèse il y a moins de dix ans (JUP),
et les seniors de DPP, i.e. les chercheurs qui ont soutenu leur thèse il y a plus de
dix ans (SEP). Notons qu’à eux quatre, ces groupes forment une partition du ré-
seau total. Le Tableau 3.3 liste les caractéristiques mesurées pour GEC, STP, JUP
et SEP. On s’attend à ce que chacun de ces groupes forme une communauté dans
le réseau de contact au vu de similarités d’âge ou de statut profesionnel. Les mo-
dularités reportées sur le Tableau sont en effet élevées. Il est donc intéressant de
comparer les résultats du test pour GEC avec ceux pour ces trois autres groupes :
si leur comportement est similaire, on pourrait argumenter que GEC se comporte
comme un sous-groupe de DPP, et la conclusion serait que la colocalisation des
deux conférences était un moyen efficace de mélanger les deux populations de cher-
cheurs. Si au contraire, GEC est significativement plus anormal que les trois autres
groupes, ce serait un argument fort pour douter de l’efficacité de la co-organisation
de l’évènement.
Dans la suite nous allons tester ces quatre groupes (i.e., le groupe noté X0 dans
la partie 2 sera alternativement GEC, STP, JUP, ou SEP) vis-à-vis des mêmes
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Figure 3.10: σu et χ2 pour X0 = GEC pour (a) le test avec contrainte de cardinal (détaillé
dans la partie 4.2.2, (b) le test avec contrainte de cardinal et de modularité (avec δ = 15%).
L’histogramme de gauche représente le nombre de fois que chaque nœud a été sélectionné
dans un échantillon bootstrap : l’uniformité de cette distribution est indiquée par son
écart-type σu. L’histogramme de droite est le nombre de nœuds de X0 qui ont été choisis
dans chaque échantillon bootstrap : sa distance χ2 avec la distribution hypergéométrique
en tirets verts mesure à quel point l’échantillonnage est éloigné du cas où il n’y a que la
contrainte de cardinal.
hypothèses nulles et nous comparerons à quel point les tests sont rejetés pour chacun
de ces groupes.
4.2.2 Contrainte de cardinal
Dans un premier temps, nous considérons l’hypothèse nulle de même cardinal.
Plus précisément, nous testons si GEC se comporte comme n’importe quel autre
groupe aléatoire deM = 39 individus dans la conférence. Formellement, l’hypothèse
nulle est : H0 : GEC se comporte comme tout autre groupe de même taille.
En appliquant la méthode de la partie 2, on tire avec remise B = 1000 échan-
tillons bootstrap de 39 nœuds. Pour chacun de ces échantillons, nous mesurons les
sept observables associées et les normalisons comme proposé dans la partie 2.2.4.
Pour chacune des observables normalisées z, nous obtenons ainsi la distribution em-
pirique Dˆz. Les intervalles d’acceptation à 1 − α′ = 1 − αF−f = 1 − 0.57 = 99, 3% de
ces distributions empiriques définissent ce qu’on appelle le “comportement normal”
d’un groupe de 39 nœuds dans le graphe. Puis, on calcule la divergence dz associée
à chaque z, pour finalement obtenir la divergence totale d.
La Fig. 3.10.a montre deux histogrammes qui illustrent ce que cherchent à me-
surer les deux indicateurs σu et χ2. L’histogramme de gauche montre le nombre de
fois que chaque nœud a été sélectionné dans un échantillon bootstrap : son écart-
type σu quantifie à quel point cette sélection est uniforme ou non. L’histogramme
de droite montre le nombre de fois qu’un nœud de GEC a été sélectionné dans les
échantillons bootstraps : le χ2 mesure une distance entre cet histogramme empirique
et l’histogramme théorique hypergéométrique tracé en pointillés verts. Dans le cas
présent où les nœuds sont choisis aléatoirement sans contraintes (à part le cardinal),
les deux valeurs σu et χ2 approchent de leur valeur minimale.
La figure en haut à gauche de la Fig. 3.11 résume le résultat du test pour GEC :
les intervalles d’acceptation à 99, 3% de chacune des distributions empiriques Dˆz sont
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Figure 3.11: Résultats du test avec la contrainte de cardinal pour les quatres groupes :
GEC, STP, JUP, et SEP. Pour chaque observable normalisée z, la distribution obtenue à
l’aide des échantillons bootstrap est indiquée par son intervalle d’acceptation à 1 − α′ =
1− αF−f = 1− 0.057 = 99.3% et sa médiane (petite croix). La valeur mesurée z0 est indiquée
avec des étoiles. En bas à droite de chaque figure, le résultat du test est résumé avec le
triplet (d, χ2, σu).
tracés en noir (la médiane est symbolisée par une petite croix noire). Les valeurs
effectivement mesurées pour GEC sont tracées à l’aide d’étoiles noires. Finalement,
le triplet (d, χ2, σu) est donné en bas à droite de la figure. Les trois autres figures
montrent les résultats du test pour chacun des trois autres groupes (STP, JUP,
SEP). Les résultats de tous les groupes correspondent au cas 1 (d > 0,∀(χ2, σu,M))
de la partie 2.2.6 : les quatre tests sont valables.
Pour les quatre groupes, d est non-nulle et l’hypothèse nulle est rejetée. En
d’autres termes, aucun de ces groupes d’individus ne se comporte comme un groupe
aléatoire de même taille. Ce qui n’est pas surprenant, étant attendu qu’ils se com-
portent comme des communautés. C’est bien ce qu’on observe : comparés aux échan-
tillons bootstrap, chaque groupe tend à avoir des valeurs QX , NXX , NRR, TXX , TRR
plus grandes et des valeurs NXR, TXR plus petites. Il est remarquable que la diver-
gence de GEC est clairement plus grande que celle des autres groupes : ce premier
test, même si naïf, donne des pistes expliquant la particularité de GEC par rapport
aux autres.
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Figure 3.12: Résultats du test avec les contraintes de cardinal et de modularité (avec
δ = 15%) pour les quatres groupes : GEC, STP, JUP, et SEP. Pour chaque observable
normalisée z, la distribution obtenue à l’aide des échantillons bootstrap est indiquée par
son intervalle d’acceptation à 1− α′ = 1− αF−f = 1− 0.056 = 99.2% et sa médiane (petite
croix). La valeur mesurée z0 est indiquée avec des étoiles. En bas à droite de chaque figure,
le résultat du test est résumé avec le triplet (d, χ2, σu).
4.2.3 Contraintes plus fines
Afin de discriminer plus précisément le comportement de GEC par rapport aux
autres groupes, nous faisons appel à des hypothèses nulles plus fines, i.e. conservant
plus de corrélations (avec des contraintes plus fortes sur les échantillons bootstraps).
Comme discuté dans la partie 3, le paramètre de la force des contraintes, δ, est
choisi égal à la valeur seuil δ∗ associée à l’hypothèse nulle considérée, lue dans le
Tableau 3.1.
L’hypothèse nulle que nous considérons à présent est celle sur la modularité. For-
mellement, elle s’écrit : H0 : GEC se comporte comme tout autre groupe de même
taille et de même modularité. Cette hypothèse nulle montre des performances cor-
rectes simulées sur le modèle de Chung-Lu pondéré en prenant δ = δ∗ = 0.15 (voir
la partie 3).
La Fig 3.10.b montre les deux mêmes histogrammes que la Fig. 3.10.a mais dans
le cas où il existe une telle contrainte sur les échantillons bootstrap. Comme attendu,
des valeurs plus grandes sont mesurées pour σu et χ2, mais qui restent plus petites
que les valeurs maximales autorisées estimées dans la partie 3 et rappelées dans le
Tableau 3.1-b : σu < σ∗u = 60 et χ2 < χ2∗ = 950.
Les résultats du test pour les quatre groupes sont résumés sur la Fig. 3.12. Re-
marquons d’abord que les intervalles d’acceptation ne sont pas centrés autour de
139
3. Rééchantillonnage de groupes de nœuds dans un réseau
Hypothèse nulle GEC STP JUP SEP
aucune contrainte (cardinal seul) (41, 5, 11) (15, 3, 15) (3, 13, 14) (9, 13, 15)
contrainte QX avec δ∗ = 0.15 (24, 306, 40) (1, 52, 27) (0, 13, 23) (2, 19, 22)
contrainte NXX avec δ∗ = 0.05 (69, 1960, 94) (15, 287, 97) (4, 110, 68) (21, 13, 23)
contrainte TXX avec δ∗ = 0.05 (40, 277, 59) (7, 728, 121) (0, 7, 52) (15, 12, 30)
Table 3.4: Résultats résumés de la partie 3 pour différents types de contraintes. Chaque
entrée du tableau donne le triplet (d, χ2, σu).
zéro ; ils ont en effet besoin d’être en accord avec une grande modularité (typique-
ment : NXX , TXX grands et NXR, TXR petits). Les résultats du test pour les quatre
groupes correspondent aux cas 1 ou 2 de la partie 2.2.6 : les quatre tests sont va-
lables. La divergence de JUP devient nulle quand on corrige le test pour prendre
en compte sa grande modularité : JUP agit comme n’importe quel groupe de même
modularité. En ce sens il est normal. Les divergences de STP et SEP sont dix fois
infértieures à celle de GEC. Ceci montre que le comportement de GEC est bien
particulier en comparaison avec d’autres groupes.
Les deux autres hypothèses nulles (imposant NXX ou TXX) sont deux manières
différentes de garder les corrélations dues à la quantité d’interactions entre les nœuds
de chaque groupe. Chacune des contraintes est imposée avec un δ = δ∗ lu dans le
Tableau 3.1-b. Les résultats sont résumés dans le Tableau 3.4. Tous les résultats
correspondent au cas 1 (d > 0,∀(χ2, σu)) ou au cas 2 (d = 0, χ2 < χ2∗, σu < σ∗u)
discutés dans la partie 2.2.6. La divergence obtenue pour GEC est, pour ces deux
hypothèses nulles supplémentaires, bien supérieure à la divergence obtenue pour les
trois autres groupes.
Même si la contrainte sur la modularité est celle qui discrimine le mieux GEC
par rapport aux autres groupes, les trois autres tests proposent des arguments sup-
plémentaires pour montrer que le comportement de GEC est bien anormal. Les
résultats de tous les tests sont cohérents, et montrent non seulement que GEC se
comporte différemment, mais explicite exactement à quel niveau ce groupe se com-
porte différemment. Par exemple, sous la contrainte de modularité, les intervalles
d’acceptation pour GEC montrent qu’il a des valeurs de NRR, TRR particulièrement
élevées et des valeurs de NXR, TXR particulièrement basses. En revanche, TXX et
NXX ne semblent pas en cause dans cette différence de comportement. Les raisons
exactes de sa différence sont soulignées grâce à la méthode proposée.
5 Discussion
L’originalité et la difficulté de cette méthode se résument très bien en récapitulant
la liste des trois résultats possibles du test statistique :
– CAS 1 : d > 0,∀(χ2, σu,M). Dans ce cas, le test est rejeté. Ce cas est en fait le
plus simple de tous, et est celui qui est ni soumis à interprétation, ni soumis à
des choix arbitraires. Si la divergence est non-nulle, même si l’espace bootstrap
est petit et que les échantillons sont très similaires à X0, X0 est quand même
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assez différent des échantillons pour rejeter l’hypothèse nulle.
– Ce sont les cas où d = 0 qui sont plus compliqués, et qui ont nécessité tous les
efforts de la partie 3 pour essayer de faire la différence entre un test non-rejeté
parce que le groupe est réellement normal (CAS 2 : χ2 < χ2∗, σu < σ∗u,Ml ≤
M ≤ Mu) et un test non-rejeté parce que l’espace bootstrap est trop petit
(CAS 3 : χ2 > χ2∗ et/ou σu > σ∗u, et/ou M /∈ [Ml,Mu]). Ces deux derniers
cas sont malheureusement soumis à plusieurs choix arbitraires que nous avons
dû effectuer, notamment pour déterminer les bornes deM et pour les quantiles
choisis pour définir la limite entre groupes communs et trop rares.
Nous n’avons pas la prétention ici d’avoir mis au point une méthode de rééchan-
tillonnage robuste et entièrement aboutie. En effet, cette méthode est fragile dans le
sens où on ne dispose d’aucune garantie théorique quant à ses performances. Aussi,
le choix du modèle de graphes utilisé – les graphes de Chung-Lu pondérés – est
tout à fait discutable. Nous avons fait ce choix pour garder certaines corrélations
que nous pensions importantes dans le cadre de l’étude, mais d’autres choix peuvent
être justifiables également, du simple Erdös-Rényi avec le même degré moyen, à
des modèles de graphes conservant des caractéristiques plus complexes comme la
moyenne de la longueur des plus courts chemins, ou la première valeur propre de la
matrice d’adjacence W [228, 97]. Finalement, il est nécessaire de bien être conscient
des tenants et aboutissants de la méthode pour proposer une juste interprétation
des résultats obtenus ; ce qui est souvent le cas pour de nombreuses méthodes sta-
tistiques.
Une autre remarque : nous rangeons notre méthode dans la catégorie des mé-
thodes de bootstrap non-paramétrées dans la mesure où le groupe d’intérêt X0 est
comparé à des groupes issus du graphe lui-même : nous n’avons pas besoin de mo-
déliser le comportement d’un groupe pour générer des échantillons bootstrap. Néan-
moins, nous avons bel et bien utilisé un modèle de graphe pour, d’une part valider la
méthode, et pour trouver les valeurs seuil δ∗, χ2∗ et σ∗u qui s’avèrent être importantes
pour l’interprétation du résultat du test statistique. Nous pouvons éventuellement
considérer le test en lui-même comme non-paramétrique, mais son interprétation
comme étant paramétrique.
En ce qui concerne l’étude du réseau de contacts humains SLC, nous avons
montré dans un premier temps que certaines de ces distributions sont similaires à
celles issues d’étude de réseaux similaires : les distributions de temps de contact,
de temps d’intercontact du graphe dynamique ; les distributions de degré, de poids
des liens du graphe agrégé, ou la corrélation entre force et degré d’un nœud sont
autant de caractéristiques robustes et universelles. Nous avons également profité de
la localisation spatiale des antennes pour caractériser les différences dans les distri-
butions de contacts intra-DPP, intra-GEC et entre les deux conférences, selon le lieu
de contacts. Nous avons mis en évidence, sans surprise, que les contacts entre les
conférences, étaient particulièrement longs dans le hall aux posters, seul lieu vérita-
blement partagé entre les deux conférences.
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L’application de la méthode de bootstraps sur ce réseau dans le but de carac-
tériser à quel point GEC agit de manière anormale au sein du réseau a donné des
résultats également attendus. Comme le montre le test de même cardinal, le groupe
GEC a un comportement communautaire fort, mais au même titre que les trois
groupes de DPP identifiés en fonction des âges : STP, JEP et SEP. Afin de discrimi-
ner GEC par rapport à ces trois groupes, il a fallu considérer des hypothèses nulles
plus fines, plus précises. GEC ne se comporte clairement pas comme un groupe aléa-
toire de même cardinal et de même modularité : son caractère communautaire n’est
pas la seule raison de son comportement anormal. Alors que les trois autres groupes
ressemblent beaucoup plus à des groupes de même cardinal et même modularité.
Chacun des tests effectués est autant d’arguments qui nous permettent de conclure
que GEC a un comportement anormal au sein du réseau, ce qui met en avant à quel
point les deux conférences n’ont pas véritablement interagi.
L’intérêt de ce travail est d’avoir mis au jour les difficultés que l’on peut rencon-
trer quand on essaie de définir une méthode de bootstrap sur réseau. On propose
ici une version possible, qui n’est certes pas pleinement satisfaisante, mais qui a
néanmoins abouti à des résultats intéressants, et qui a l’avantage d’être facilement
adaptable à tout type de réseaux et à de nombreuses problématiques. Nous avons
su séparer les difficultés surmontables des difficultés qui nécessitent des choix arbi-
traires. Un des développements que nous avons envisagé et qui serait très intéres-
sant à ajouter à la méthode est de prendre en compte des observables réellement
dynamiques comme le temps de contact moyen au sein d’un groupe, ou le temps
d’intercontact moyen au sein d’un groupe entre tel jour et tel jour. Ce serait une
manière de faire la différence entre deux groupes qui présentent des caractéristiques
“agrégées” similaires pour des raisons dynamiques potentiellement très différentes.
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« Que sçai-je ? »
– M. de Montaigne, Essais, II, 12
Les différents travaux présentés dans ce manuscrit ont pour point commun :
– l’objet d’étude : les graphes,
– l’éclairage apporté venu du traitement du signal.
C’est un travail qui s’inscrit dans la continuité des efforts récemment menés en trai-
tement du signal sur graphes [18]. Je me suis concentré tout au long de cette thèse
à adapter ces outils émergents, et parfois à en créer, dans le but de participer au
rapprochement du traitement du signal sur graphes à certaines problématiques de
la science des réseaux.
Une des contributions majeures de cette thèse est le développement d’une mé-
thode de détection multiéchelle de communautés dont une toolbox Matlab est télé-
chargeable sur mon site internet [13], accessible à tous. Rappelons les points clés.
Nous avons vu dans la partie 4.4 du chapitre 2 que l’algorithme de base résumé dans
la partie 4.3.4 peut être grandement amélioré par la transformée en ondelettes de
quelques vecteurs aléatoires. L’amélioration existe à plusieurs niveaux :
– en passant par quelques vecteurs aléatoires, nous gagnons en temps de calcul.
Nous avons remarqué que le nombre de vecteurs aléatoires nécessaires dépen-
dait de la résolution voulue par l’utilisateur. Si l’utilisateur ne souhaite pas
voir des échelles plus fines qu’une dizaine de communautés, il suffit de calculer
la transformée en ondelettes rapide d’une dizaine de vecteurs aléatoires, au
lieu de calculer autant de transformées en ondelettes que de nœuds dans le
graphe ;
– l’aléatoire de ces quelques vecteurs rend l’algorithme stochastique, ce qui nous
permet de définir une stabilité à chaque échelle : à une échelle donnée, si quel
que soit le jeu de vecteurs aléatoires donné, on retombe sur la même partition,
c’est qu’elle est stable et qu’elle mérite d’être analysée ;
– conceptuellement, il est très intéressant de remarquer que la transformée en
ondelettes de chaque vecteur aléatoire agit comme une mesure du graphe, et
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qu’un ensemble restreint de mesures permet tout de même de remonter à la
structure en communautés du graphe. Le lien avec l’acquisition comprimée (en
anglais compressive sensing [62]) est remarquable. Tout semble se comporter
comme si la structure en communautés est le signal parcimonieux que l’on
cherche à reconstruire en acquisition comprimée, même si cette analogie reste
encore à développer.
Nous avons également montré que cette méthode est aussi performante que l’état
de l’art sur les modèles de graphes hiérarchiques classiques. Nous ne nous sommes
pas attachés à chercher les classes de graphes pour lesquels notre méthode est plus
performante que les autres, ceci aurait eu un intérêt limité. Le fait qu’elle présente
des performances similaires à l’état de l’art est déjà très positif, d’autant plus que
notre méthode présente d’autres avantages conceptuels :
– la notion d’échelle est rigoureusement définie comme le paramètre de dilatation
de filtres dans l’espace de Fourier du graphe ;
– la transformée en ondelettes permet d’analyser des signaux définis sur le graphe.
Nous en avons ici détourné l’utilisation pour analyser la structure du graphe.
Nous avons ainsi montré qu’il est possible d’utiliser ces outils d’analyse de
signaux sur graphe pour sonder la topologie du graphe sous-jacent. Dans un
contexte où les exemples de signaux réellement définis sur des graphes sont
encore peu nombreux, et où les exemples d’analyse de structures de graphes
sont au contraire florissants, nous avons développé un outil potentiellement
utile à un grand nombre d’utilisateurs ;
– finalement, la partie 8 montre que le formalisme que nous avons développé
permet une généralisation des méthodes multiéchelles existantes, en les réin-
terprétant sous forme de bancs de filtres dans l’espace de Fourier.
Nous avons détaillé dans la partie 9 les perspectives possibles de ces travaux. Nous
avons vu qu’une suite logique de ce travail est de proposer une cascade multirésolu-
tion de filtres, qui sous-échantillonne le signal en ne prenant qu’une seule valeur par
communauté.
Une deuxième contribution de cette thèse a été de développer une méthode de
rééchantillonnage entièrement pilotée par les données pour les groupes de nœuds
dans des graphes. Une fois un graphe et un groupe de nœuds donnés, l’idée est de
comparer ce groupe à d’autres groupes similaires (similarité définie par une hypo-
thèse nulle) et de tester si oui ou non, le groupe étudié se comporte statistiquement
comme les autres groupes du graphe. Dans un contexte où nous n’avons accès qu’à
une seule réalisation d’un processus complexe et en partie aléatoire, l’intérêt de la
méthode que nous avons développé est double :
– elle nous permet de décider, à un niveau de confiance donné, si oui ou non
un groupe se comporte anormalement. C’est une contribution intéressante en
détection d’anomalies.
– elle nous permet aussi, étant donnée une hypothèse nulle, de calculer empiri-
quement les intervalles de confiance de caractéristiques choisies.
Nous avons vu dans la partie 2.2.6 du chapitre 3 que la grande difficulté réside
dans le compromis nécessaire entre la précision d’une hypothèse nulle et la taille de
l’espace bootstrap : plus une hypothèse nulle est précise (et donc intéressante pour
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l’analyste), plus l’espace bootstrap est restreint, et donc plus le test statistique perd
de sa puissance. Il s’avère ainsi nécessaire de contrôler la taille de l’espace boots-
trap, ce que nous faisons en la mesurant indirectement à l’aide du triplet (χ2, σu,M).
Toute la question est alors de savoir quelles sont les valeurs seuil de ce triplet au-
delà desquelles on ne peut tirer de conclusions du test statistique. Ces valeurs seuil
sont estimées empiriquement sur des graphes de Chung-Lu pondérés, un modèle de
graphe aléatoire que nous avons introduit.
Cette thèse a également permis d’ajouter deux nouveaux jeux de données à
l’ensemble des données de Sociopatterns, grâce à deux déploiements :
– en novembre 2011 : la semaine de mesures à la conférence de Salt Lake City,
étudiée en détail dans le chapitre 3 ;
– en juin 2013 : deux fois une semaine de mesures au sein du Laboratoire de
Physique de l’ENS Lyon, où nous avons mesuré les interactions sociales entre
une centaine de chercheurs, post-doctorants, doctorants et stagiaires du labo-
ratoire. Ce jeu de données n’a pas été évoqué dans ce manuscrit mais a fait
l’objet du stage de licence 3 de Rémi Menaut que j’ai co-encadré [171].
Les autres contributions de cette thèse se rattachent de près ou de loin à ces
thématiques. La collaboration avec les collègues du Japon, dont le fruit est présenté
en Annexe D, est peut-être la contribution qui s’en éloigne le plus. Mais nous retrou-
vons néanmoins l’aspect graphe des réseaux de capteurs. De plus, cette collaboration
a inspiré le travail d’EMD sur graphes présenté en Annexe E. Finalement, j’ai parti-
cipé à d’autres travaux non évoqués dans ce manuscrit, dont une contribution à un
chapitre de livre sur les réseaux dynamiques, plus particulièrement sur les données
des vélos partagés de Lyon, les Vélo’v [35].
Je ne peux terminer ce manuscrit sans deux mises en perspective éthiques. Pre-
mièrement, de nombreux réseaux sont aujourd’hui mesurés, par des agences de ren-
seignement comme la NSA [7] ou la DGSE [6] ; par des entreprises de l’Internet
comme Google qui ont accès par exemple à son réseau de courriers électroniques, ou
des entreprises de télécommunication comme Orange. Afin d’argumenter que les vies
privées ne sont pas espionnées, ces institutions avancent souvent qu’ils n’enregistrent
que les métadonnées, c’est-à-dire qu’ils n’analysent pas le contenu des courriers élec-
troniques ou des conversations téléphˆoniques, mais enregistrent uniquement l’expé-
diteur, le destinataire, l’heure et la date de l’envoi et éventuellement quelques autres
informations annexes. Mais il suffit par exemple de faire tourner, sur sa propre boîte
mail, le code de l’application Immersion [2] créée par des chercheurs du MIT pour se
rendre compte que les métadonnées permettent, à elles seules, de bien reconstruire
son propre réseau social. Un deuxième argument avancé par certaines institutions
est d’affirmer que leurs bases de données sont anonymisées, c’est-à-dire que les ana-
lystes ayant accès aux données ont accès à la structure en réseau des données, mais
ne connaissent pas l’identité des nœuds du réseau. Une étude est intéressante à lire
à ce sujet [57] : dans une base de données constituée des données de mobilité (me-
surée via les téléphones portables) d’un demi million de personnes sur une durée
de quinze mois, il suffit de savoir où était une personne donnée à quatre moments
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différents (ce qui est peu en quinze mois !), pour pouvoir l’identifier dans la base de
données avec 95% de chances. L’anonymat est donc tout relatif, tant la structure
de nos connexions au sein de notre réseau social nous sont en fait spécifiques. Les
métadonnées permettent de reconstruire une structure en réseau qui, comme nous
le voyons à travers ces exemples, mais comme nous avons aussi pu le remarquer à
travers tout ce manuscrit, contient beaucoup d’informations. Nos vies privées sont
en partie codées dans ces structures en réseau et il convient d’en prendre garde.
Comme indiqué en introduction, ce manuscrit s’intègre dans le domaine plus
général de l’extraction automatique d’information. Je vais m’attarder sur l’exemple
d’une requête Google, plus simple à discuter, mais la détection de communautés
multiéchelles est également une forme d’extraction automatique d’informations. Le
résultat d’une requête Google est une liste ordonnée de dix pages web (une quan-
tité négligeable de personnes visitent la deuxième page de résultats [46]) parmi les
plusieurs milliards de pages internet indexées. Alors que l’on sait que l’algorithme
PageRank, qui est à la base de l’algorithme plus sophistiqué (et secret) de Google,
donne du poids aux pages internet les plus référencées, n’y a-t-il pas un danger d’uni-
formisation des sources d’information, et par là même, un danger d’uniformisation
des idées ? En effet, une page très référencée a plus de chances d’être encore plus ré-
férencée par la suite, et donc à gagner encore plus de poids dans l’algorithme, et ainsi
de suite (c’est d’ailleurs la base du modèle d’attachement préférentiel de Barabási
et Albert [24]). Cette page devient en quelque sorte très référencée grâce au simple
fait qu’elle était déjà bien référencée à la base, pas forcément parce que son contenu
est particulièrement pertinent. Ce phénomène d’amplification ne monte pas sur des
piédestaux les informations les plus utiles ou les plus réfléchies de notre société, si
on en croit les vidéos les plus vues de Youtube [12]. La meilleure solution serait de
rester prudents face aux résultats d’une requête d’informations automatisée, de bien
garder à l’esprit que ces systèmes ne sont que des des outils (aussi utiles et perfor-
mants soient-ils), d’être conscients de leurs défauts et qualités, de ne pas accepter
le premier résultat comme une vérité nécessaire. Mais l’augmentation du volume
des données continue, et l’utilisation que nous faisons des algorithmes augmente en
conséquence, si bien que nous avons de moins en moins le temps d’être prudents.
L’automatisation a révolutionné notre accès à l’information, et va d’ailleurs de pair
avec l’augmentation du volume de données actuelle. En effet, sans automatisation,
il est inutile de stocker autant de données qu’aucun humain ne pourra jamais lire
(pensons aux 100 ans de vidéo mises en ligne tous les six jours sur Youtube). Mais
je pense que l’augmentation exponentielle des données augmente nécessairement la
confiance que nous sommes contraints à donner à la machine qui en extrait l’infor-
mation, et il convient de garder à l’esprit que l’outil est formidablement puissant
mais présente aussi des écueils à éviter.
Les intérêts privés qui se jouent derrière l’ordre des résultats d’une requête
Google, où chacun essaie d’obtenir un meilleur référencement parfois à l’aide d’en-
treprises spécialisées, sont une autre raison, à mes yeux, de garder un œil critique
devant ces résultats. Une page web est en première position d’une requête parce
qu’elle contient vraiment le “meilleur” contenu, ou parce que les gérants du site web
ont dépensé plus d’argent et d’énergie que les autres pour être classés premiers ?
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Finalement, je pense qu’il est important de poursuivre l’effort de recherche aca-
démique publique, libre et ouverte à tous, dans le domaine de l’extraction d’informa-
tions, afin que cette expertise reste la plus transparente possible ; il en va, je pense,




Mesures de similarité entre deux
partitions
Considérons C et C ′ deux partitions d’un même graphe. Notons Ck (resp. C ′k) la
kème communauté de C (resp. C ′) et nk (resp. nk′) son nombre de nœuds. Il existe
différentes manières de mesurer à quel point ces deux partitions sont similaires.
Les méthodes basées sur le décompte de paires de nœuds. Ces méthodes
comptent dans un premier temps :
– N11 le nombre de paires de nœuds qui sont dans la même communauté à la
fois dans C et dans C ′.
– N00 le nombre de paires de nœuds dans des communautés différentes dans C
et dans C ′.
– N10 le nombre de paires de nœuds qui sont dans la même communauté dans
C mais pas dans C ′.
– N01 le nombre de paires de nœuds qui sont dans la même communauté dans
C ′ mais pas dans C.
Ces quatre nombres somment toujours à N(N − 1)/2. Wallace [222] propose deux
critères de similarités :
WI(C, C ′) = N11∑
k nk(nk − 1)/2
, (A.1)
WII(C, C ′) = N11∑
k′ nk′(nk′ − 1)/2
. (A.2)
Fowlkes et Mallows [85] proposent de symmétriser ces deux critères assymétriques
en prenant la moyenne géométrique des deux. L’indice de Fowlkes, compris entre 0
et 1, s’écrit :
F(C, C ′) =
√
WI(C, C ′)WII(C, C ′). (A.3)
Un autre indice de similarité est l’indice de Rand [172] :
R(C, C ′) = N11 +N00
N(N − 1)/2 . (A.4)
Compris entre 0 et 1, cet indice vaut 1 quand les deux partitions sont égales et vaut
zéro uniquement quand une des partitions est constituée d’une seule partition à N
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nœuds et l’autre partition de N partitions à un nœud. Ce scénario est très extrême.
De plus, un effet statistique indésirable de cet indice est que deux partitions en
deux commuanutés ont plus de chances d’avoir un indice de similarité élevé plutôt
que deux partitions en dix communautés. En fait, une des propriétés désirables
d’un indice serait que l’espérance de l’indice de deux partitions aléatoires soit nulle.
Hubert et Arabie [110] proposent d’ajuster l’indice de Rand pour prendre en compte
ces effets statistiques en définissant l’indice de Rand ajusté :
AR =
Rand− E(Rand)
1− E(Rand) , (A.5)
où E(Rand) est l’espérance de l’indice de Rand calculée sur tous les couples de
partitions avec même nombre de communautés (K,K ′) et mêmes tailles de com-
munautés
({nk}k∈[1,K], {nk′}k′∈[1,K′]). AR(C, C ′) est compris entre -1 et 1, vaut 1 si
les deux partitions sont égales, vaut en moyenne zéro si les deux partitions sont ti-
rées aléatoirement, vaut -1 si les deux partitions sont pathologiquement différentes.
Évoquons un dernier indice historique mais encore régulièrement utilisé, l’indice de
Jaccard [115] :
J (C, C ′) = N11
N11 +N01 +N10
. (A.6)
L’indice de Jaccard est compris entre 0 et 1.
La variation d’information est une méthode qui se base sur un calcul en-
tropique [147]. La probabilité qu’un nœud se retrouve dans Ck si la partition était




P (k) logP (k). (A.7)
Notons P (k, k′) la probabilité jointe qu’un nœud se retouve à la fois dans Ck et C ′k :
P (k, k′) =
|Ck ∩ C ′k|
N
. (A.8)
On définit l’information mutuelle I(C, C ′), l’information que chaque partition a de
l’autre :





P (k, k′) logP (k, k′). (A.9)
Si les deux partitions sont égales, alors :
I(C, C ′) = H(C) = H(C ′). (A.10)
Et finalement, on peut définir la mesure de variation d’information V I(C, C ′) :
V I(C, C ′) = H(C) +H(C ′)− 2I(C, C ′). (A.11)
Le plus proche V I est de zéro, le plus similaire sont les partitions. V I est borné
entre 0 et logN .
Cette liste est loin d’être exhaustive et donne juste une petite idée de ces mesures.
Choisir le type de mesure à utiliser dépend de l’application, et il n’y a pas de réponse
claire à ce sujet [209, 110].
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Modèle de graphe aléatoire : le
modèle de Chung-Lu pondéré
Soit G = (V , E) un graphe et {di}i=1,...,V sa liste de degré. Nous rappelons qu’un
graphe de Chung-Lu [47, 151] associé à G est un graphe aléatoire binaire avec la
même espérance de liste de degrés. Pour cela, les degrés de chaque nœud sont ré-
alloués aléatoirement et chaque lien (ij) est créé avec une probabilité min(1, didj
2dtot
)
où dtot = 12
∑
i di est l’espérance du nombre total de liens.
Le modèle de Chung-Lu est défini uniquement pour les graphes binaires et nous
étendons à présent ce modèle aux graphes pondérés : nous proposons ici le modèle
de Chung-Lu pondéré. En pratique, nous commençons par créer un graphe aléatoire
de Chung-Lu comme décrit au paragraphe précédent qui nous assure que l’espérance
de la distribution de degrés est bien respectée. Ensuite, il suffit d’attribuer un poids
à chaque lien. Dans des graphes réels, il existe très souvent une corrélation entre le
degré et la force, cette corrélation n’est pas forcément trivialement linéaire et est
une des caractéristiques du graphe [26]. Pour rendre compte de cette corrélation et
proposer un modèle de graphe aléatoire d’autant plus réaliste, nous suggérons de
conserver cette corrélation mesurée empiriquement sur le graphe G. Nous estimons
donc, à partir de G, pour tout degré d, la distribution Pd(w) des poids des liens
connectés aux nœuds de degré d. S’il n’existe pas assez de nœuds de degré d dans
G pour estimer cette distribution correctement, nous considérons les 50 nœuds qui
ont des degrés le plus proche d. Ainsi, une fois le graphe binaire de Chung-Lu créé,
considérer tour à tour les nœuds du graphe. Pour chaque nœud i de degré di, tirer
di poids de la distribution appropriée Pdi(w) et les attribuer aléatoirement aux liens
qui n’ont pas encore de poids attribué. En effet, si i est connecté à un nœud j
qui a déjà été visité par l’algorithme, alors le lien (ij) a déjà un poids qui a été
tiré à partir de la distribution Pdj(w). Nous obtenons ainsi un graphe aléatoire de
Chung Lu pondéré qui est une version aléatoire de G et qui a la même espérance
de distribution de degrés, la même espérance de corrélation dégré/force, et une
distribution de forces similaire. À titre d’exemple, nous montrons sur la Fig. B.1, la
force moyenne des nœuds en fonction de leur degré pour 3 réseaux sociaux mesurés
dans des conférences. Nous superposons le résultat obtenu pour une réalisation d’un
graphe de Chung-Lu pondéré, obtenue à partir des distributions mesurées sur le jeu
de données “SLC” (voir la partie 4.1 du chapitre 3) : la corrélation est conservée.
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Figure B.1: Force moyenne en fonction du degré des nœuds dans trois réseaux sociaux
mesurés lors de conférences. Les carrés rouges montrent en sus le résultat pour une réali-




La correction de Bonferroni
Soit un ensemble de m hypothèses nulles (dépendantes ou non) H1, H2, . . . , Hm,
et p1, p2, . . . , pm leur p-valeur respectives. La correction de Bonferroni, du nom du
mathématicien italien mais proposée en premier par Dunn [64], donne des conditions
suffisantes pour rejeter l’ensemble des hypothèses nulles à une incertitude α près : il
suffit de rejeter chacune des hypothèses nulles à α/m. Id est, si ∀i pi < α/m, alors
la famille des hypothèses nulles est rejetée avec une incertitude α. Cette correction
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A typical large building contains thousands of sensors, monitoring the HVAC system,
lighting, and other operational sub-systems. With the increased push for operational
efficiency, operators are relying more on historical data processing to uncover op-
portunities for energy-savings. However, they are overwhelmed with the deluge of
data and seek more efficient ways to identify potential problems. In this paper, we
present a new approach called the Strip, Bind and Search (SBS) ; a method for un-
covering abnormal equipment behavior and in-concert usage patterns. SBS uncovers
relationships between devices and constructs a model for their usage pattern relative
to other devices. It then flags deviations from the model. We run SBS on a set of
building sensor traces ; each containing hundred sensors reporting data flows over
18 weeks from two separate buildings with fundamentally different infrastructures.
We demonstrate that, in many cases, SBS uncovers misbehavior corresponding to
inefficient device usage that leads to energy waste. The average waste uncovered is
as high as 2500 kWh per device.
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1 Introduction
Buildings are one of the prime targets to reduce energy consumption around
the world. In the United States, the second largest energy consumer in the world,
buildings account for 41% of the country’s total energy consumption [219]. The first
measure towards reducing the building’s energy consumption is to prevent electricity
waste due to the improper use of the buildings equipment.
Large building infrastructure is usually monitored by numerous sensors. Some
of these sensors enable building administrators to view device power-draw in real
time. This allows administrators to determine proper device behavior and system-
wide inefficiencies. Detecting misbehaving devices is crucial, as many are sources of
energy waste. However, identifying these saving opportunities is impractical for ad-
ministrators because large buildings usually contain hundreds of monitored devices
producing thousands of streams and it requires continuous monitoring. As such,
the goal of this work is to establish a method that automatically reports abnormal
device-usage patterns to the administrator by closely examining all of the continuous
power streams.
The intuition behind the proposed approach is that each service provided by the
building requires a minimum subset of devices. The devices within a subset are used
at the same time when the corresponding service is needed and a savings opportunity
is characterized by the partial activation of the devices. For example, office comfort
is attained through sufficient lighting, ventilation, and air conditioning. These are
controlled by the lighting and HVAC (Heating, Ventilation, and Air Conditioning)
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system. Thus, when the room is occupied both the air conditioner (heater on a cold
day) and lights are used together and should be turned off when the room is empty.
In principal, if a person leaves the room and turns off only the lights then the air
conditioner (or heater) is a source of electricity waste.
Following this basic idea we propose Strip, Bind and Search (SBS), an unsu-
pervised methodology that systematically detects electricity waste. Our proposal
consists of two key components :
Strip and Bind The first part of the proposed method mines the raw sensor data,
identifying inter-device usage patterns. We first strip the underlying traces of
occupancy-induced trends. Then we bind devices whose underlying behavior
is highly correlated. This allows us to differentiate between devices that are
used together (high correlation), used independently (no correlation), and used
mutually exclusively (negative correlation).
Search The second part of the method monitors devices relationships over time
and reports deviations from the norm. It learns the normal inter-device usage
using a robust, longitudinal analysis of the building data and detect anomalous
usages. Such abnormalities usually present an opportunity to reduce electricity
waste or events that deserve careful attention (e.g. faulty device).
SBS overcomes several challenges. First, noisy sensor traces that all share a simi-
lar trend, making direct correlation analysis non-trivial. Device energy consumption
is mainly driven by occupancy and weather, all the devices display a similar daily
pattern, in roughly overlapping time intervals and phases. Therefore, one of the main
contributions of this work is uncovering the intrinsic device relationships by filtering
out the dominant trend. For this task we use Empirical Mode Decomposition [106],
a known method for de-trending time-varying signals.
Another key contribution of this work is in using SBS to practically monitor
building energy consumption. Moreover, the proposed method is easy to use and
functions in any building, as it does not require prior knowledge of the building nor
extra sensors. It is also tuned through a single intuitive parameter.
We validate the effectiveness of our approach using 10 weeks of data from a mo-
dern Japanese building containing 135 sensors and 8 weeks of data from an older
American building containing 70 sensors. These experiments highlight the effective-
ness of SBS to uncover device relationships in a large deployment of 135 sensors.
Furthermore, we inspect the SBS results and show that the reported alarms cor-
respond to significant opportunities to save energy. The major anomaly reported in
the American building lasts 18 days and accounts for a waste of 2500 kWh. SBS
also reports numerous small anomalies, hidden deep within the building’s overall
consumption data. Such errors are very difficult to find without SBS.
In the rest of this paper, we detail the mechanisms of SBS (Section 3) before
evaluating it with real data (Section 5) then we discuss different outcomes of the
proposed methodology (Section 7) and conclude.
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Figure D.1: Correlation coefficients of the raw traces from the Building 1 dataset (Section
4.1). The matrix is ordered such as the devices serving same/adjacent rooms are nearby in
the matrix.
2 Problem description
The primary objective of SBS is to determine how device usage patterns are
correlated across all pairs of sensors and discover when these relationships change.
The naive approach is to run correlation analysis on pairs of sensor traces, recording
their correlation coefficients over time and examining when there is a statistically-
significant deviation from the norm. However, this approach does not yield any useful
information when applied to raw data traces. For example, the two raw signals shown
in Figure D.3 are from two independent HVAC systems, serving different rooms on
different floors. Since each space is independently controlled, we expect their power-
draw signals to be uncorrelated (or at least distinguishable from other signal pairs).
However, their correlation coefficient (0.57), is not particularly informative – it is
statistically similar to the correlation between itself and other signals in the trace.
Using a larger set of devices, Figure D.1 shows a correlation matrix with 135
distinct lighting and HVAC systems serving numerous rooms in a building (described
later on in Section 4.1). The indices are selected such that their index-difference is
indicative of their relative spatial proximity. For example, a device in location 1 is
closer in the building to a device in location 2 than it is to a device in location 135.
The color of the cell is the average pairwise correlation coefficient for devices in the
row-column index. The higher the value, the lighter the color. Devices serving the
same room are along the diagonal. Because these devices are used simultaneously,
we expect high average correlation scores, lighter shades, along the diagonal figure.
However, we observe no such pattern. Most of the signals are correlated with all the
others and we see no discernible structure.
An explanation for this is that the daily occupant usage patterns drive these
results. Figure D.3 demonstrates this more clearly. It shows two 1-week raw signals
traces which feature the same diurnal pattern. This trend is present in almost every
sensor trace, and, it hides the smaller fluctuations providing more specific patterns
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Figure D.2: Auto-correlation of a usual signal from the Building 1 dataset. The signal
features daily and weekly patterns (resp. x = 24 and x = 168).
driven by local occupant activity. Upon deeper inspection, we uncovered several
dominant patterns, common among energy-consuming devices in buildings [226].
Figure D.2 depicts the auto-correlation of a usual electric power signal for a de-
vice. The two highest values in the figure correspond to a lag of 24 hours and 168
hours (one week). Therefore, the signal has some periodicity and similar (though
not equal) values are seen at daily and weekly time scales. The daily pattern is due
to daily office hours and the weekly pattern corresponds to weekdays and weekends.
Correlation analysis on raw signals cannot be used to determine meaningful inter-
device relationships because periodic components act as non-stationary trends for
high-frequency phenomenon, making the correlation function irrelevant. Such trends
must be removed in order to make meaningful progress towards our aforementioned
goals.
In the next section we describe SBS. We discuss strip and bind in section 3.1,
which addresses de-trending and relationship-discovery. Then, we describe how we
search for changes in usage patterns, in section 3.2, to identify potential savings
opportunities.
3 Methodology
3.1 Strip and Bind
Discovering devices that are used in concert is non-trivial. SBS decomposes each
signal into an additive set of components, called Intrinsic Mode Functions (IMF),
that reveals the signal patterns at different frequency bands. IMFs are obtained using
Empirical Mode Decomposition (see Figure D.3 and Section 3.1.1). We only consider
IMFs with time scales shorter than a day, since we are interested in capturing short-
scale usage patterns. Consequently, SBS aggregates the IMFs that fall into this
specific time scale (see IMF agg. in Figure D.3). The resulting partial signals of
different device power traces are compared, pairwise, to identify the devices that
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Figure D.3: Strip and Bind using two raw signals standing for one week of data from two
different HVACs. (1) Decomposition of the signals in IMFs using EMD (top to bottom :
c1 to cn) ; (2) aggregation of the IMFs based on their time scale ; (3) comparison of the
partial signals (aggregated IMFs) using correlation coefficient.
show un/correlated usage patterns (see Corr. Coeff. in Figure D.3).
3.1.1 Empirical Mode Decomposition
Empirical Mode Decomposition (EMD) [106] is a technique that decomposes
a signal and reveals intrinsic patterns, trends, and noise. This technique has been
widely applied to a variety of datasets, including climate variables [135], medical
data [31], speech signals [104, 100], and image processing [163]. EMD’s effectiveness
relies on its empirical, adaptive and intuitive approach. In fact, this technique is
designed to efficiently decompose both non-stationary and non-linear signals without
requiring any a priori basis functions or tuning.
EMD decomposes a signal into a set of oscillatory components called intrinsic
mode functions (IMFs). An IMF satisfies two conditions : (1) it contains the same
number of extrema and zero crossings (or differ at most by one) ; (2) the two IMF
envelopes defined by its local maxima and local minima are symmetric with respect
to zero. Consequently, IMFs are functions that directly convey the amplitude and
frequency modulations.
EMD is an iterative algorithm that extracts IMFs step by step by using the so-
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called sifting process [106] ; each step seeks for the IMF with the highest frequency by
sifting, then the computed IMF is removed from the data and the residual data are
used as input for the next step. The process stops when the residual data becomes
a monotonic function from which no more IMF can be extracted.
We formally describe the EMD algorithm as follows :
1. Sifting process : For a current signal h0 = X, let m0 be the mean of its upper
and lower envelopes as determined from a cubic-spline interpolation of local
maxima and minima.
2. The estimated local mean m0 is removed from the signal, giving a first com-
ponent : h1 = h0 −m0
3. The sifting process is iterated, h1 taking the place of h0. Using its upper and
lower envelopes, a new local mean m1 is computed and h2 = h1 −m1.
4. The procedure is repeated k times until hk = hk−1−mk−1 is an IMF according
to the two conditions above.
5. This first IMF is designated as c1 = hk, and contains the component with
shortest periods. We extract it from the signal to produce a residual : r1 =
X − c1. Steps 1 to 4 are repeated on the residual signal r1, providing IMFs cj
and residuals rj = rj−1 − cj, for j from 1 to n.
6. The process stops when residual rn contains no more than 3 extrema.





where the size of the resulting set of IMFs (n) depends on the original signal X and
rn represents the trend of the data (see IMFs in Figure D.3).
For this work we implemented a variant of EMD called Complete Ensemble
EMD [207]. This algorithm computes EMD several times with additional noise, it
allows us to efficiently analyze signals that have flat sections (i.e. consuming no
electricity in our case).
3.1.2 IMF aggregation
By applying EMD to energy consumption signals we obtain a set of IMFs that
precisely describe the devices consumption patterns at different frequency bands.
Therefore, we can focus our analysis on the smaller time scales, ignoring the domi-
nant patterns that prevent us from effectively analyzing raw signals.
However, comparing the IMFs obtained from different signals is also not trivial,
because EMD is empirically uncovering IMFs from the data there is no guarantee
that the two IMFs c1i and c2i obtained from two distinct signals S1 and S2 represent
data at the same frequency domain. Directly comparing c1i and c2i is meaningless
unless we confirm that they belong to the same frequency domain.
There are numerous techniques to retrieve IMF frequencies [108]. In this work we
take advantage of the Generalized Zero Crossing (GZC) [107] because it is a simple
and robust estimator of the instantaneous IMF frequency [108]. GZC is a direct
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0
Figure D.4: Generalized Zero Crossing : the local mean period at the point p is computed
from one quarter period T4, two half periods T x2 and four full periods T
y
1 (where x = 1, 2,
and, y = 1, 2, 3, 4).
estimation of IMF instantaneous frequency using critical points defined as the zero
crossings and local extrema (round dots in Figure D.4). Formally, given a data point
p, GZC measures the quarter (T4), the two halves (T x2 ), and the four full periods




{4T4 + (2T 12 + 2T 22 ) + (T 11 + T 21 + T 31 + T 41 )}
Since all points p between two critical points have the same instantaneous period
GZC is local down to a quarter period. Hereafter, we refer to the time scale of an
IMF as the average of the instantaneous periods along the whole IMF. Because the
time scale of each IMF depends on the original signal, we propose the following
to efficiently compare IMFs from different signals. We cluster IMFs with respect to
their time scales and partially reconstruct each signal by aggregating its IMFs from
the same cluster. Then, we directly compare the partial signals of different devices.
The IMFs are clustered using four time scale ranges :
– The high frequencies are all the IMFs with a time scale lower than 20 minutes.
These IMFs capture the noise.
– The medium frequencies are all the IMFs with a time scale between 20 minutes
and 6 hours. These IMFs convey the detailed devices usage.
– The low frequencies are all the IMFs with a time scale between 6 hours and 6
days. These IMFs represent daily device patterns.
– The residual data is all data with a time scale higher than 6 days. This is
mainly residual data obtained after applying EMD. Also, it highlights the
main device trend.
These time scale ranges are chosen based on our experiments and goal. The
20-minute boundary relies on the sampling period of our dataset (5 minutes) and
permits us to capture IMFs with really short periods. The 6-hour boundary allows
us to analyze all patterns that have a period shorter than the usual office hours.
The 6-day boundary allows us to capture daily patterns and weekday patterns.
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Aggregating IMFs, within each time scale range, results in 4 partial signals re-
presenting different characteristics of the device’s energy consumption (see Partial
Signals in Figure D.3). We do a pairwise device trace comparison, calculating the
correlation coefficient of their partial signals. In the example shown in Figure D.3,
the correlation coefficient of the raw signals suggests that they are highly correlated
(0.57). However, the comparison of the corresponding partial signals provides new
insights ; the two devices are poorly correlated at high and medium frequencies (res-
pectively −0.01 and −0.04) but highly correlated at low frequencies (0.79) meaning
that these devices are not “intrinsically” correlated. They only share a similar daily
pattern.
All the devices are compared pairwise at the four different time scale ranges.
Consequently, we obtain four correlation matrices that convey device similarities at
different time scales. Each line of these matrices (or column, since the matrices are
symmetric) reveals the behavior of a device – its relationships with the other devices
at a particular time scale. The matrices form the basis for tracking the behavior of
devices and to search for misbehavior.
3.2 Search
Search aims at identifying misbehaving devices in an unsupervised manner. De-
vice behavior is monitored via the correlation matrices presented in the previous
section. Using numerous observations SBS computes a specific reference that ex-
hibits the normal inter-device usage pattern. Then, SBS compares the computed
reference with the current data and reports devices that deviate from their usual
behavior.
3.2.1 Reference
We define four reference matrices, which capture normal device behavior at the
four time scale ranges defined in Section 3.1.2. The references are computed as
follows : (1) we retrieve the correlation matrices for n consecutive time bins. (2) For
each pair of devices we compute the median correlation over the n time bins and
obtain a matrix of the median device correlations.
Formally, for each time scale range the computed reference matrix for d devices






where i and j ranges in [1, d].
Because anomalies are rare by definition, we assume the data used to construct
the reference matrix is an accurate sample of the population ; it is unbiased and
accurately captures the range of normal behavior. Abnormal correlation values, that
could appear during model construction, are ignored by the median operator thanks
to its robustness to outlier (50% breakdown point). However, if that assumption
does not hold (more than 50% of the data is anomalous), our model will flag the
opposite – labeling abnormal as normal and vice-versa. From close inspection of our
data, we believe our primary assumption is sound.
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3.2.2 Behavior change
We compare each device behavior, for all time bins, to the one provided by the
reference matrix. Consider the correlation matrix Ct obtained from the data for time
bin t (1 ≤ t ≤ n). Vector Cti,∗ is the behavior of the ith device for this time bin.
Its normal behavior is given by the corresponding vector in the reference matrix
Ri,∗. We measure the device behavior change at the time bin t with the following














The weight w enables us to highlight the relationship changes between the device
i and those highly correlated to it in the reference matrix. In other words, our
definition of behavior change is mainly driven by the relationship among devices that
are usually used in concert. We also set p = 4 in order to inhibit small differences
between Cti,j and Ri,j but emphasize the important ones.
By monitoring this quantity over several time bins the abnormal device behaviors
are easily identified as the outlier values. In order to identify these outlier values
we implement a robust detector based on median absolute deviation (MAD), a
dispersion measure commonly used in anomaly detection [109, 44]. It is a measure
that robustly estimates the variability of the data by computing the median of the
absolute deviations from the median of the data. Let li = [l1i , ..., lni ] be a vector
representing the behavior changes of device i over n time bins, then its MAD value
is defined as :
MADi = bmedian(|li −median(li)|)
where the constant b is usually set to 1.4826 for consistency with the usual parameter
σ for Gaussian distributions. Consequently, we define anomalous behavior, for device
i at time t, such that the following equation is satisfied :
lti > median(li) + τ MADi
Note, τ is a parameter that permits to make SBS more or less sensitive.
The final output of SBS is a list of alarms in the form (t, i) meaning that the
device i has abnormal behavior at the time bin t. The priority of the alarms in this
list is selected by the building administrator by tuning the parameter τ .
4 Data sets
We evaluate SBS using data collected from buildings in two different geographic
locations. One is a new building on main campus of the University of Tokyo and the
other is an older building at the University of California, Berkeley.
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4.1 Engineering Building 2 - Todai
Engineering building 2, at the University of Tokyo (Todai), is a 12-story building
completed in 2005 and is now hosting classrooms, laboratories, offices and server
rooms. The electricity consumption of the lighting and HVAC systems of 231 rooms
is monitored by 135 sensors. Rather than a centralized HVAC system, small, local
HVAC systems are set up throughout the buidling. The HVAC systems are classified
into two categories, EHP (Electrical Heat Pump) and GHP (Gas Heat Pump). The
GHPs are the only devices that serve numerous rooms and multiple floors. The 5
GHPs in the dataset serve 154 rooms. The EHP and lighting systems serve only pairs
of rooms and which are directly controlled by the occupants. In addition, the sensor
metadata provides device-type and location information (room number), therefore,
the electricity consumption of each pair of rooms is separately monitored.
The dataset contains 10 weeks of data starting from June 27, 2011 and ending on
September 5, 2011. This period of time is particularly interesting for two reasons :
1) in this region, the summer is the most energy-demanding season and 2) the
building manager actively works to curtail energy usage as much as possible due to
the Tohoku earthquake and Fukushima nuclear accident.
Furthermore, this dataset is a valuable ground truth to evaluate the Strip and
Bind portions of SBS. Since the light and HVAC of the rooms are directly controlled
by the room’s occupants, we expect SBS to uncover verifiable devices relationships.
4.2 Cory Hall - UC Berkeley
Cory Hall, at UC Berkeley, is a 5-story building hosting mainly classrooms,
meeting rooms, laboratories and a datacenter. This building was completed in 1950,
thus its infrastructure is significantly different from the Japanese one. The HVAC
system in the building is centralized and serves several floors per unit. There is a
separate unit for an internal fabricated laboratory, inside the building.
This dataset consists of 8 weeks of energy consumption traces measured by 70
sensors starting on April 5th, 2011. In contrast to the other dataset, a variety of
devices are monitored, including, electric receptacles on certain floors, most of the
HVAC components, power panels and whole-building consumption.
These two building infrastructures are fundamentally different. This enables us
to evaluate the practical efficacy of the proposed, unsupervised method in two very
different environments.
4.3 Data pre-processing
Data pre-processing is not generally required for the proposed approach. Ne-
vertheless, we observe in a few exceptional cases that sensors reporting excessively
high values (i.e. values higher than the device actual capacity) that greatly alter the
performance of SBS by inducing a large bias in the computation of the correlation
coefficient. Therefore, we remove values that are higher than the maximum capacity
of the devices, from the raw data.
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Figure D.5: Reference matrices for the four time scale ranges (the diagonal x = y is
colored in black for better reading). The medium frequencies highlight devices that are
located next to each other thus intrinsically related. The low frequencies contains the
common daily pattern of the data. The residual data permits to visually identify devices
of the similar type.
5 Experimental Results
In this section we evaluate SBS on our building traces. We demonstrate the
benefits of striping the data by monitoring patterns captured at different time scales.
Then, we thoroughly investigate the alarms reported by SBS.
5.1 Shortcomings
Because our analysis is done on historical data, some of the faults found by SBS
could not be fully corroborated. In order to fully examine the effectiveness of our
approach, we must run it in real time and physically check that the problem is
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actually occurring. When a problem is detected in the historical trace, months after
it has occurred, the current state of the building may no longer reflect what is in the
traces. Some of the anomalies discussed in this section uncover interpretable patterns
that are difficult to find in practice. For example, simultaneous heating and cooling
is a known, recurring problem in buildings, but it is very hard to identify when it is
occurring. Some of the anomalies we could not interpret might be interpretable by
a building manager, however, we did not consult either building manager for this
study. Therefore, the results of this study do not examine the true/false positive
rate exhaustively.
The true/false negative rate is impractical to assess. It may be examined through
synthetic stimulation of the building via the control system. However, getting co-
operation from a building manager to hand over control of the building for experi-
mentation in non-trivial. Therefore, we forgo a full true/false negative analysis in
our evaluation.
Because of these challenges, the evaluation of SBS focuses on comparing the
output with known fault signatures. We examine anomalies, in either building, where
the anomaly is easily interpretable but difficult to find by the building manager. We
forego a comparison of SBS with competing algorithms because related algorithms
require detailed knowledge of the building, a priori. The advantage of SBS is that
it requires no such information to provide immediate value.
5.2 Device behavior at different time scales
The Strip and Bind part of SBS is evaluated using the data from Eng. Bldg 2.
This dataset is appropriate to measure SBS’s performance, since lighting and HVAC
systems serving the same room are usually used simultaneously. Consequently, we
analyze this data using SBS and verify that the higher correlations at medium
frequencies correspond to devices located in the same room.
The dataset is split into 10, one-week bins and each bin is processed by SBS.
Using the 10 correlation matrices at each time scale range, SBS uncovers the four
reference matrices depicted in Figure D.5.
High frequencies In this work the high frequencies correspond to the signals
noise, therefore, we do not expect any useful information from the corresponding
matrix (Figure D.5a). Indeed, the corresponding reference matrix does not provide
any help to determine a device’s relative location. Thus, we emphasize that high
frequency data should be ignored for uncovering device relationships (in contrast to
[80]). Interestingly, we find that the sensors monitoring the lights generate consistent
noise.
Medium frequencies Our main focus is on the medium frequencies as it is desi-
gned to capture the intrinsic device relationships. Figure D.5b shows the correlation
matrix at medium frequencies. It is significantly different from the one obtained with
the raw signals (Figure D.1) : high correlation coefficients are concentrated along
the matrix diagonal. Since devices serving the same or adjacent rooms are placed
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nearby in the matrix it validates our hypothesis : high correlation scores within the
medium frequency band shows strong inter-device relationships.
Considering this reference matrix as an adjacency matrix of a graph, in which
the nodes are the devices, we identify the clusters of correlated devices using a
community mining algorithm [32]. As expected we obtain mainly clusters of only
two devices (light and HVAC serving the same room), but we also find clusters
that are composed of more devices. For example a cluster contains 3 HVAC systems
serving the three server rooms. Although these server rooms are located on different
floors, SBS shows a strong correlation between these devices. Coincidentally, they are
managed similarly. Interestingly, we also observe a couple of clusters that consist of
independent devices serving adjacent rooms belonging to the same lab. The bigger
cluster contains 33 devices that are 2 GHP devices and the corresponding lights.
This correlation matrix and the corresponding clusters highlight the ability for SBS
to identify such hidden inter-device usage relationships.
Low frequencies Low frequencies capture daily patterns, embedded in all the
device traces. Figure D.5c depicts the corresponding reference matrix which is si-
milar to the one of raw signal traces (Figure D.1) and it shows no particular struc-
ture.These partial signals are discarded as they do not help us in identifying inter-
device usage patterns.
Residual data The residual data shows the weekly trend, which gives us no infor-
mation about device relationships. But, surprisingly, by reordering the correlation
matrix based on the type of the devices (Figure D.5d) we can visually identify two
major clusters. The first cluster consists of HVAC devices (see EHP and GHP in Fi-
gure D.5d) and the second one contains only lights. An in-depth examination of the
data reveals that long-term trends are inherent to the device types. For example,
as the consumption of both the EHP and GHP devices is driven by the building
occupancy and the outside temperature, these two types of devices follow the same
trend. However, the use of light is independent from the outside temperature thus
the lighting systems follow a common trend different from the EHP and GHP one.
We conduct the same experiments by splitting the dataset in 70 bins of 1 day
long and observe analogous results at high and medium frequencies but not at lower
frequencies. This is because the bins are too short to exhibit daily oscillations and
the residual data captures only the daily trend.
5.3 Anomalies
We evaluate the search performance of SBS using the traces from the Eng. Bldg 2
and Cory Hall. Due to the lack of historical data, such as room schedule or reports of
energy waste, the evaluation is non-trivial. Furthermore, getting ground truth data
from a manual inspection of the hundreds traces of our data sets is impractical.
The lack of ground truth data prevents us from producing a systematic analysis of
the anomalies missed by SBS (i.e. false negatives rate). Nevertheless, we exhibit the
relevance of the anomalies uncovered by SBS (i.e. high true positive rate and low
false positive rate) by manually checking the output of SBS.
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Figure D.6: Number of reported alarms for various threshold value (τ = [3, 10]).
High Low Punc. Missing Other
Eng. Bldg 2 9 (5) 6 (5) 1 (1) 36 (1) 3 (3)
Cory Hall 25 (7) 7 (3) 4 (4) 0 (0) 3 (3)
Table D.1: Classification of the alarms reported by SBS for both dataset (and the number
of corresponding anomalies).
Anomaly classification To validate SBS results we manually inspect the ano-
malies detected by the algorithm. For each reported alarm (t, i) we investigate the
device trace i and the devices correlated to it to determine the reason for the alarm.
Specifically, we retrieve the major relationship change that causes the alarm (i.e.
max(|wj(Cti,j −Ri,j)|), see Section 3.2) and examine the metadata associated to the
corresponding device. This investigation allows us to classify the alarms into five
groups :
– High power usage : alarms corresponding to electricity waste.
– Low power usage : alarms representing the abnormally low electricity consump-
tion of a device.
– Punctual abnormal usage : alarms standing for short term (less than 2.5 hours)
raise or drop of the electricity consumption.
– Missing data : alarms raised due to a sensor failure.
– Other : alarms whose root cause is unclear.
Experimental setup For each experiment, the data is split in time bins of one
day, starting from 09 :00 a.m. – which is approximately the office’s opening time.
We avoid having bins start at midnight since numerous anomalies appear at night
and they are better highlighted if they are not spanning two time bins. Only the
data at medium frequencies are analyzed, the other frequency bands are ignored,
and the reference matrix is computed from all time bins.
The threshold τ tunes the sensitivity of SBS, hence, the number of reported
alarms. Furthermore, by plotting the number of alarms against the value of τ for
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(d) Long term high power usage partially detected
Figure D.7: Example of alarms (red rectangles) reported by SBS on the Eng. Bldg 2
dataset
both datasets (Figure D.6) we observe an elbow in the graph around τ = 5. With
thresholds lower than this pivot value (τ < 5), the number of alarms significantly
increases, causing less important anomalies to be reported. For higher values (τ > 5),
the number of alarms is slowly decreasing, providing more conservative results that
consist of the most important anomalies. This pivot value provides a good trade off
for either data set.
Table D.1 classifies the alarms reported by SBS on both datasets. Anomalies
spanning several time bins (or involving several devices) may raise several alarms.
We display these in Table D.1 as numbers in brackets – the number of anomalies
corresponding to the reported alarms.
5.3.1 Engineering Building 2
SBS reported 55 alarms over the 10 weeks of the Eng. Bldg 2 dataset. However,
36 alarms are set aside because of sensor errors ; one GHP has missing data for
the first 18 days. Since this device is highly correlated to the GHP in the reference
matrix, their relationship is broken for the 18 first bins and for each bin one alarm
per device is raised.
In spite of the post-Fukushima measures to reduce Eng. Bldg 2’s energy consump-
tion, SBS reported 9 alarms corresponding to high power usage (Table D.1). Figure
D.7a depicts the electricity consumption of the light and EHP in the same room
where two alarms are raised. Because the EHP was not used during daytime (but
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(c) Normal power and elevator
usage
(d) Long term high power usage due to competing heating and cooling
Figure D.8: Example of alarms (red rectangles) reported by SBS on the Cory Hall dataset
two devices is “broken” and an alarm is raised for each device. Figure D.7b shows
another example of energy waste. The light is on at night and the EHP is off. The
top-priority anomaly reported by SBS is caused by the 10 days long constant use
of an EHP (Figure D.7d) and this waste of electricity accounts for 165 kWh. SBS
partially reports this anomaly but lower values of τ permits us to identify most of
it.
We observed 6 alarms corresponding to abnormally low power use. Upon fur-
ther inspection we notice that it corresponds to energy saving initiatives from the
occupants – likely due to electricity concerns in Japan. This behavior is displayed
in Figure D.7c. The room is occupied at the usual office hours (indicated by light
usage) but the EHP is not on in order to save electricity.
5.3.2 Cory Hall
SBS reported 39 alarms for the Cory Hall dataset (Table D.1). 7 are classified as
low power usage, however, our inspection revealed that the root causes are different
than for the Eng. Bldg 2 dataset. We observe that the low power usage usually
corresponds to device failures or misconfiguration. For example, Figure D.8a depicts
the electricity consumption of the 2nd floor chiller and a power riser that comprises
the consumption of multiple systems, including the chiller. As the chiller suddenly
stops working, the correlation between both measurements is significantly altered
and an alarm for each device is raised.
SBS also reports 25 alarms corresponding to high power usage. One of the identi-
fied anomalies is particularly interesting. We indirectly observe abnormal usage of a
device from the power consumption of the elevator and a power panel for equipment
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from the 1st to the 4th floor. Figure D.8b and D.8c show the electricity consump-
tion for both devices. SBS uncovers the correlation between the these two signals,
as the amount of electricity going through the panel fluctuates along with the ele-
vator power consumption (Figure D.8c). In fact, the elevator is a good indicator
of the building’s occupancy. Anomalous energy-consumption is identified during a
weekend as the consumption measured at the panel is independently fluctuating
from the elevator usage. These fluctuations are caused by a device that is not di-
rectly monitored. Therefore, we could not identify the root cause more precisely.
Nevertheless, the alarm is worthwhile for building operators to start investigating.
The most important anomaly identified in Cory Hall is shown in Figure D.8d.
This anomaly corresponds to the malfunctioning of the HVAC heater serving the 4th
and 5th floors. The heater is constantly working for 18 consecutive days, regardless
of the underlying occupant activity. Moreover, in order to maintain appropriate
temperature this also results in an increase of the 4th floor HVAC chiller power
consumption and several fans, such as the one depicted in Figure D.8d. This situation
is indicative of simultaneous heating and cooling – whereby heating and cooling
systems are competing – and it is a well-know problem in building management
that leads to significant energy waste. For this example, the electricity waste is
estimated around 2500 kWh for the heater. Nevertheless, as the anomaly spans over
18 days, it is hidden in the building’s overall consumption, thus, it is difficult to
detect by building administrators without SBS.
6 Related work
The research community has addressed the detection of abnormal energy-consumption
in buildings in numerous ways [121, 122].
The rule-based techniques rely on a priori knowledge, they assert the sustaina-
bility of a system by identifying a set of undesired behaviors. Using a hierarchical
set of rules, Schein et al. propose a method to diagnose HVAC systems [187]. In
comparison, state machine models take advantage of historical training data and
domain knowledge to learn the states and transitions of a system. The transitions
are based on measured stimuli identified through a domain expertise. State machines
can model the operation of HVAC systems [166] and permit to predict or detect the
abnormal behavior of HVAC’s components [29]. However, the deployment of these
methods require expert knowledge and are mostly applied to HVAC systems.
In [189], the authors propose a simple unsupervised approach to monitor the
average and peak daily consumption of a building and uncover outlier, nevertheless,
the misbehaving devices are left unidentified.
Using regression analysis and weather variables the devices energy-consumption
is predicted and abnormal usage is highlighted. The authors of [38] use kernel re-
gression to forecast device consumption and devices that behave differently from
the predictions are reported as anomalous. Regression models are also used with
performances indices to monitor the HVAC’s components and identify inefficiencies
[232]. The implementation of these approaches in real situations is difficult, since it
requires a training dataset and non-trivial parameter tuning.
Similar to our approach, previous studies identify abnormal energy-consumption
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using frequency analysis and unsupervised anomaly detection methods. The device’s
consumption is decomposed using Fourier transform and outlier values are detected
using clustering techniques [28, 226, 45]. However, these methods assume a constant
periodicity in the data and this causes many false positives in alarm reporting. We
do not make any assumption about the device usage schedule. We only observe
and model device relationships. We take advantage of a recent frequency analysis
technique that enables us uncover the inter-device relationships [80]. The identified
anomalies correspond to devices that deviate from their normal relationship to other
devices.
Reducing a building’s energy consumption has also received a lot of attention
from the research community. The most promising techniques are based on occu-
pancy model predictions as they ensure that empty rooms are not over conditioned
needlessly. Room occupancy is usually monitored through sensor networks [19, 74]
or the computer network traffic [124]. These approaches are highly effective for buil-
dings that have rarely-occupied rooms (e.g. conference room) and studies show that
such approaches can achieve up to 42% annual energy saving. SBS is fundamentally
different from these approaches. SBS identifies the abnormal usage of any devices
rather than optimizing the normal usage of specific devices. Nevertheless, the two
approaches are complementary and energy-efficient buildings should take advantage
of the synergy between them.
7 Discussion
SBS is a practical method for mining device traces, uncovering hidden relation-
ships and abnormal behavior. In this paper, we validate the efficacy of SBS using
the sensor metadata (i.e. device types and location), however, these tags are not
needed by SBS to uncover devices relationships. Furthermore, SBS requires no prior
knowledge about the building and deploying our tool to other buildings requires no
human intervention – neither extra sensors nor a training dataset is needed.
SBS is a best effort approach that takes advantage of all the existing building
sensors. For example, our experiments revealed that SBS indirectly uncovers building
occupancy through device use (e.g. the elevator in the Building 2). The proposed
method would benefit from existing sensors that monitor room occupancy as well
(e.g. those deployed in [19, 74]). Savings opportunities are also observable with a
minimum of 2 monitored devices and building energy consumption can be better
understood after using SBS.
SBS constructs a model for normal inter-device behavior by looking at the usage
patterns over time, thus, we run the risk that a device that constantly misbehaves
is labeled as normal. Nevertheless, building operators are able to quickly identify
such perpetual anomalies by validating the clusters of correlated devices uncovered
by SBS. The inspection of these clusters is effortless compare to the investigation
of the numerous raw traces. Although this kind of scenario is possible it was not
observed in our experiments.
In this paper, we analyze only the data at medium frequencies, however, we ob-
serve that data at the high frequencies and residual data (Figure D.5) also permits us
to determine the device type. This information is valuable to automatically retrieve
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and validate device labels – a major challenge in building metadata management.
This paper aims to establish a methodology to identify abnormalities in device
power traces and inter-device usage patterns. In addition, we are planning to apply
this method to online detection using, for example, a sliding window to compute
an adaptive reference matrix that evolve in time. However, designing such system
raises new challenges that are left for future work.
8 Conclusions
The goal of this article is to assist building administrators in identifying misbe-
having devices in large building sensor deployments. We proposed an unsupervised
method to systematically detect abnormal energy consumption in buildings : the
Strip, Bind, and Search (SBS) method. SBS uncovers inter-device usage patterns by
striping dominant trends off the devices energy-consumption trace. Then, it monitors
device usage and reports devices that deviate from the norm. Our main contribution
is to develop an unsupervised technique to uncover the true inter-device relation-
ships that are hidden by noise and dominant trends inherent to the sensor data. SBS
is used on two sets of traces captured from two buildings with fundamentally dif-
ferent infrastructures. The abnormal consumption identified in these two buildings
are mainly energy waste. The most important one is an instance of a competing
heater and cooler that caused the heater to waste around 2500 kWh.
Acknowledgments
The authors thank Hideya Ochiai for providing the data from the University of
Tokyo. This research was partially supported by the JSPS fellowship program and
the CNRS/JSPS Joint Research Project. This work is also supported in part by the





Nicolas Tremblay, Pierre Borgnat, Patrick Flandrin
CNRS, École Normale Supérieure de Lyon
Published in the proceedings of the EUSIPCO’14 conference
September 1–5, 2014, Lisbon, Portugal.
An extension of Empirical Mode Decomposition (EMD) is defined for graph signals.
EMD is an algorithm that decomposes a signal in an addition of modes, in a local and
data-driven manner. The proposed Graph EMD (GEMD) for graph signals is based
on careful considerations on key points of EMD : defining the extrema, interpolation
procedure, and the sifting process stopping criterion. Examples of GEMD are shown
on the 2D grid and on two examples of sensor networks. Finally the effect of the
graph’s connectivity on the algorithm’s performance is discussed.
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E. Graph Empirical Mode Decomposition
1 Introduction
Graphs are a useful coding or representation of relations in data for many ap-
plications, e.g., neural, sensor, energy, social or biological networks. A graph signal
is a signal defined on the nodes of a graph, the structure of this graph being either
known a priori or inferred from proximity or similarity measures between nodes.
Fig. E.1 shows two examples of such signals, in the context of sensor networks,
where nodes are sensors spread out in space. Recently, there has been a substantial
effort to adapt classical signal processing tools to graph signals [191, 183] such as
the graph wavelet transform [96, 137, 53, 156], lifting schemes [155], the windowed
Fourier transform [195] or interpolation [154]. We introduce the Graph Empirical
Mode Decomposition, an adaptation to graph signals of the now widely used Empi-
rical Mode Decomposition (EMD) [106, 142]. EMD is a data-driven algorithm that
aims at locally separating fast from slow oscillations in a signal. As EMD is local
and adaptive, it is especially useful when the components of the signal one wants
to separate are nonstationary or have overlapping spectra, hence when a simple fil-
tering in the Fourier space fails. For examples and illustrations, we focus on sensor
networks, but the method is relevant for any graph signal. In Sec. 2, the Graph
EMD (GEMD) is introduced after recalling the classical EMD (CEMD). In Sec. 3,
GEMD is applied to signals on the 2D grid, and on the two examples of Fig. E.1.
We conclude in Sec. 4.
2 Algorithm for Graph EMD
2.1 Classical Empirical Mode Decomposition
Let us recall classical EMD (CEMD). Given a signal x(t), it separates a local “low
frequency” component m1(t) –the trend– from an Intrinsic Mode Function (IMF)
d1(t) which is a local “high frequency” mode having the same number of extrema
and zero crossings, and roughly symmetric with respect to zero. By applying the
same decomposition to m1(t) we obtain m1(t) = m2(t) + d2(t), and, recursively :




The signal is decomposed in IMFs until they are all extracted.
Givenmi(t), this separation of the slow oscillating trendmi+1(t) from the fast os-
cillating IMF di+1(t), is done in the EMD algorithm by using the so-called sifting process [106] :
1. s = mi. While s(t) does not meet the sifting process stopping criterion, repeat
steps 2 to 5 :
2. Detect the local extrema of s(t).
3. Interpolate the minima (resp. extrema) to obtain some envelope emin(t) (resp.
emax(t)).
4. Compute the mean (local trend) µ(t) = emin(t)+emax(t)
2
.
5. Subtract it from the signal : s(t)← s(t)− µ(t).
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Figure E.1: Examples of graph signals in sensor networks, as detailed later on in Sec. 3.2.
The values of the graph signals on the nodes is color-coded (as per the colorbars).
6. Set di+1(t) = s(t) and mi+1(t) = mi(t)− s(t).
The most conservative stopping criterion is that the loop stops as soon as s(t) is an
IMF. This is usually too strong a constraint and it is relaxed to a stopping criterion
yielding approximate IMFs [176].
2.2 From CEMD to Graph EMD
Before discussing the elements defining EMD on graphs (extrema, interpolation
and stopping criteria), let us study how one creates a graph for data when it is not
known beforehand.
2.2.1 Graph creation
We place ourselves in the context of sensor networks, where the signal has a
value at each sensor whose locations in space are known. Let V be the set of the
sensors, used as nodes for the graph. Among the options to define edges in the graph
supporting the signal, we explore two :
1. a weighted graph parametrized by δ : only pairs of sensors (i, j) at a distance
di,j shorter than δ are connected by an edge, with weight wi,j = exp(−d2i,j/2δ2).
2. a binary graph parametrized by k : each node is connected to its k nearest
neighbors (k-NN).
These procedures do not necessarily build connected graphs (typically when δ or k
are too small). To avoid interpolation problems, choose a connected component and
add the shortest link connecting it to another component – the component grows
larger – and repeat this until the graph is connected.
In other contexts, the graph could be known beforehand, or obtained, e.g., by
using statistical similarities as distances. Anyway, we end up with a graph G =
(V,E), where E is the set of edges connecting nodes. Let us note A its adjacency
matrix and D the diagonal matrix of degrees.
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2.2.2 Definition of local extrema
For a signal x defined on V , a node i is a local maximum (resp. minimum) if, for
all its neighbours k in G, x(i) > x(k) (resp. x(i) < x(k)). Note that other notions of
extremum could be introduced : for instance extremum along one direction only, as
it is done for images in “Pseudo-2D” EMD where extrema are along lines or columns
only [227]. We explore another definition of extrema in Sec. 3.3.
2.2.3 Interpolation procedure
There are several ways to interpolate a graph signal. There are for instance
global procedures, like the method discussed in [154], where the authors minimize
the highest graph Fourier frequency mode necessary to recover the signal on the
known nodes. Since this method is based on global Fourier modes, it would not be
appropriate to extract modes having some nonstationnarity within the graph, e.g.
a chirp. The highest frequency retained would be globally the highest one, and it
contradicts the locality of EMD : at local places in the graph where the modes have
lower frequency, this interpolation procedure would never extract the mode.
Instead, we rely on interpolation methods that are local, for instance formulated
through a discrete partial differential equation on the graph. Inspired by Grady et
al. [93], interpolation is recast as a Dirichlet problem on the graph. Consider the
Laplacian L = D−A of graph G, the signal s on nodes V to be interpolated, and B
(resp. U) the set of nodes where the signal is known (resp. unknown). Solving the
Dirichlet problem comes down to finding s that minimizes s>Ls under the constraint
s(b) = sB(b) the known values for b ∈ B. By re-ordering the nodes, one may write
s> = [s>Bs
>





. Solving the Dirichlet problem boils down to solving
the system of linear equations : LUsU = −R>sB.
2.2.4 Choice of stopping criteria
With the previous elements, the sifting process is easily modified and we propose
a stopping criterion for this sifting process from an energy criterion : stop the loop
2-5 as soon as the energy of the mean µ(t) (computed at step 4) is lower than
the energy of the signal mi(t) analysed divided by 1000. In all the experiments we
have made, this criterion converges. This criteria is reminiscent of choices in CEMD,
see [106, 176].
2.2.5 The GEMD algorithm
Akin to the CEMD, we define the GEMD from its algorithm. Given a set of
sensors V , a set of measures {xi}i∈V , and K, the number of modes to be extracted,
the algorithm reads :
1. Create the adjacency matrix A for the graph G, here by considering the relative
spatial positions (as in 2.2.1).
2. Set m0 = x. Iterating on i, extract from mi the fast mode di+1 and slow
trend mi+1 following the sifting process of Sec. 2.1 (where t stands now for
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θ = 0 : θ = pi/4 : θ = pi/2 :
Figure E.2: The left (resp. center, right) column represents the result of the GEMD for
an angle θ = 0 (resp. pi/4, pi/2) between two sine waves. The first row is the original signal,
the second (resp. third) row the first (resp. second) IMF, and the last row is the residue.
the indices of nodes) using the extrema, interpolation procedure and stopping
criterion described above.
3. Stop and obtain x(t) = mK(t) +
∑K
k=1 dk(t).
Note that we do not discuss here the number of modes to be extracted K, it is fixed
a priori.
3 Examples and Discussion
3.1 Application and discussion on the 2D grid
Consider the case of N = 400 sensors distributed on the 2D grid 20×20. Instead
of discussing it as a regular image, we adopt the point-of-view of graphs. Let us
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consider, as an example, a superposition of sine waves separated by an angle θ ; the
signal is the sum of three components :
– a horizontal sine wave of amplitude 2 and frequency 2.
– a sine wave of amplitude 1 and frequency 7, that propagates with an angle θ
with the horizontal.
– a uniform noise of amplitude 0.5.
Fig. E.2 shows the results of the GEMD for θ = 0, pi/4 and pi/2. For the first two
cases, the two sines waves are separated as expected (high frequency wave in the
first IMF). For orthogonal sine waves (θ = pi/2), the GEMD does not separate them
and the explanation touches the very foundations of EMD : the definition of extrema
in 2.2.2. Fig. E.3 displays the first steps of the algorithm. For θ = 0 and pi/4, there
are enough extrema to force the envelopes (and thus the mean µ) to follow the
low frequency component thereby enabling the separation of components ; whereas
for θ = pi/2, there are not enough extrema and they have approximately the same
value : the envelopes are flat, µ has very low energy and the first IMF will contain
the whole signal, for no separation. This issue is that this signal is a valid IMF,
like it is for EMD in 2D [164], and one should turn to “Pseudo-2D” EMD [227]
with another definition of extrema to change that. In fact, the definition of extrema
(combined with interpolation and stopping criterion) defines a posteriori what is an
IMF. Depending on the application, one may change this to force the separation of
a component. This issue is discussed in Sec. 3.3.
3.2 Two examples of sensor networks and discussion
3.2.1 A sensor network in 2D space
Consider a network of 512 sensors uniformly distributed on the 1× 1 square. We
create a weighted graph from their 2D space positions following 2.2.1 with δ = 0.075.
On this graph, we create a signal as the sum of 4 components :
– a sine wave of amplitude 1 and frequency 7, propagating with an angle θ = pi/4
with the horizontal (Fig. E.4a).
– a horizontal linear chirp of amplitude 2 (Fig. E.4d).
– a null signal except for a localized set of nodes of amplitude 2 (Fig. E.4g).
– a uniform noise of amplitude 0.5.
The total signal is plotted in Fig. E.1a. Results are plotted in the center column of
Fig. E.4. The first IMF recovers the high frequency sine wave component. The linear
chirp is partly in the second IMF and in the residue. The localized signal ends up in
the residue. The right column of Fig. E.4 shows that a filtering in the graph Fourier
space (as defined using the Laplacian [96]) would have failed because of overlap in
the Fourier spectra.
3.2.2 A sensor network in 3D space
Consider a network of N = 1024 sensors distributed on a “swiss roll” manifold in
3D space [205] as shown in Fig. E.1b. The 3D positions (X, Y, Z) of the sensors on
this manifold are computed in 3 steps : i) create U1 and U2, two uniformly random
vectors between 0 and 1 of N points ; ii) the 3D coordinate vectors are obtained by
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θ = 0 : θ = pi/4 : θ = pi/2 :
Figure E.3: The first steps of the GEMD on the 2D grid for the three angles. The first line
is the original signals. The second row shows the extrema (minima in blue and maxima in
red). The last row shows the mean µ of the two envelopes interpolated from these extrema.
setting S1 = pi
√
(b2 − a2)U1 + a2, and
X = S1 cosS1; Y = pi
2(b2 − a2)U2/2; Z = S1 sinS1.
Parameter api (resp. bpi) is the starting (resp. ending) angle of the swiss roll. Here,
a = 1 and b = 4. Y is chosen such that the length of the manifold in the Y direction
is equal to the total length of the manifold if unrolled : this is to ensure a uniform
distribution of sensors ; iii) the swiss roll is finally centered and rescaled to fit in the
cube of side length 2.
The corresponding k-NN binary graph is created following section 2.2.1 with
k = 14. On this graph, create a signal as the sum of 3 components :
– a sine wave in the 3D space : amplitude 1 and frequency 7, that propagates
with an angle θ = pi/4 in the (y,z) plane (Fig.E.5c),
– a linear chirp along the manifold of amplitude 1 (Fig.E.5d),
– a uniform noise of amplitude 0.5.
The total signal is plotted in Fig.E.5a and Fig.E.5b for two different view points.
The rest of Fig. E.5 shows the results of the GEMD : the first (resp. second) IMF
in (e) (resp. (f)) recovers the 3D sine wave (c) (resp. the chirp on the manifold (d)).
Here again, a simple filtering in the Fourier space would not have separated both
signals (see Fig. E.5g and h).
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Figure E.4: Sensor network of 512 uniformly distributed nodes. Left column : the three
components of the original signal. Middle column : the first two IMFs and the residue
uncovered by the GEMD. The colormap is the same as in Fig. E.1a. Right column :
theoretical (resp. uncovered) signals in blue (resp. red) in the graph Fourier domain.
Let us now investigate the impact of the construction of the graph from 2.2.1 on the
power of recovery of the original components by the GEMD. The recovery rate of the
3D sine wave (resp. the chirp) is measured in terms of its correlation distance with the
first (resp. second) IMF. Both methods detailed in section 2.2.1 are investigated and
results are plotted in Fig.E.6. They present a similar behavior : when the connectivity
is too low, the method is not sensible to slowly varying signals and recovery fails ;
when the connectivity is too high, there are too few maxima and the whole signal
ends up in the first IMF : recovery fails ; there exists an optimal connectivity for
which both signals are reasonably uncovered. However, the sensitivity is not too
high for k ; if k is (roughly) between 10 and 20, the recovery appears to be correct.
3.3 Another definition of local extrema
Suppose a different notion of extremum : a node is a local maximum (resp.
minimum) if its value is higher (resp. lower) than a portion of its neighbors, like it
would be for maximum along lines or columns on a grid. Here, we only explore this
definition for half of the neighbors. In Fig. E.7 we compare results obtained with
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Figure E.5: GEMD results on a swiss roll manifold. (a) and (b) are two different views
of the original signal composed of a sum of a 3D sine wave (c) and a linear chirp on the
manifold (d). (e) and (f) are the first two IMFs. The colormap is the same as in Fig. E.1b.
(g) and (h) compare the original (dashed blue) and recovered (red) components in the
graph Fourier domain.
this definition (two right columns) with results previously obtained with Sec. 2.2.2’s
definition (two left columns) on the 2D grid example with θ = pi/2. We see how
this new definition of extrema increase the number of extrema, thereby enabling the
extraction of the fast oscillating mode (first IMF) but pushing the slow oscillating
mode into the residue. This observation suggests to look for more elaborate notions
of extrema that would take into account the topology of the graph.
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Figure E.6: For the swiss roll example, power of recovery of the 3D sine wave (red) and













Figure E.7: Comparison of results using two different definitions of extrema. The two
columns on the left (resp. right) show results obtained with the notion of extrema described
in Sec. 2.2.2 (resp. in Sec. 3.3). Fig. a (resp. a’) represent the same original signal described
in Sec. 3.1 with θ = pi/2. Fig. b (b’) represent the local maxima (in red) and minima (in
blue). Fig. c (c’) represent the mean of the two envelopes interpolated from these extrema.
Fig. d (d’) represent the first IMF, Fig. e (e’) the second IMF and Fig. f (f’) the residue.
4 Conclusion
A straight-forward adaptation of the classical EMD for graph signals is explored
in this communication. The extension of EMD to graph signals opens many degrees
of freedom for the key points of EMD : extrema, interpolation, and stopping criterion.
In this first communication on the subject, we deliberately chose to use the simplest
definitions. We discussed that an additional point is essential to GEMD : the way
one chooses to create the graph associated to a given network, more specifically the
choice of how connected one chooses to create the graph. In fact, the connectivity
has a direct impact on the number of extrema of the signal, therefore a direct impact
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on the very definition of what is an IMF. Future work will explore this link between
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Résumé – Cette thèse propose de nouveaux outils adaptés à l’analyse des réseaux :
sociaux, de transport, de neurones, de protéines, de télécommunications... Ces ré-
seaux, avec l’essor de certaines technologies électroniques, informatiques et mobiles,
sont de plus en plus mesurables et mesurés ; la demande d’outils d’analyse assez
génériques pour s’appliquer à ces réseaux de natures différentes, assez puissants
pour gérer leur grande taille et assez pertinents pour en extraire l’information utile,
augmente en conséquence.
Pour répondre à cette demande, une grande communauté de chercheurs de diffé-
rents horizons scientifiques concentre ses efforts sur l’analyse des graphes, des outils
mathématiques modélisant la structure relationnelle des objets d’un réseau. Parmi
les directions de recherche envisagées, le traitement du signal sur graphe apporte un
éclairage prometteur sur la question : le signal n’est plus défini comme en traitement
du signal classique sur une topologie régulière à n dimensions, mais sur une topologie
particulière définie par le graphe. Appliquer ces idées nouvelles aux problématiques
concrètes d’analyse d’un réseau, c’est ouvrir la voie à une analyse solidement fondée
sur la théorie du signal.
C’est précisément autour de cette frontière entre traitement du signal et science
des réseaux que s’articule cette thèse, comme l’illustrent ses deux principales contri-
butions. D’abord, une version multiéchelle de détection de communautés dans un
réseau est introduite, basée sur la définition récente des ondelettes sur graphe. Puis,
inspirée du concept classique de bootstrap, une méthode de rééchantillonnage de
graphes est proposée à des fins d’estimation statistique.
Abstract – This thesis describes new tools specifically designed for the analysis
of networks such as social, transportation, neuronal, protein, communication net-
works... These networks, along with the rapid expansion of electronic, IT and mobile
technologies are increasingly monitored and measured. Adapted tools of analysis are
therefore very much in demand, which need to be universal, powerful, and precise
enough to be able to extract useful information from very different possibly large
networks.
To this end, a large community of researchers from various disciplines have
concentrated their efforts on the analysis of graphs, well define mathematical tools
modeling the interconnected structure of networks. Among all the considered di-
rections of research, graph signal processing brings a new and promising vision : a
signal is no longer defined on a regular n-dimensional topology, but on a particular
topology defined by the graph. To apply these new ideas on the practical problems
of network analysis paves the way to an analysis firmly rooted in signal processing
theory.
It is precisely this frontier between signal processing and network science that we
explore throughout this thesis, as shown by two of its major contributions. Firstly,
a multiscale version of community detection in networks is proposed, based on the
recent definition of graph wavelets. Then, a network-adapted bootstrap method is
introduced, that enables statistical estimation based on carefully designed graph
resampling schemes.
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