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Abstract
We consider eigenvectors of adjacency matrices of Erdo˝s-Rényi graphs and study the variation
of their directions by resampling the entries randomly. Let v be the eigenvector associated with the
second-largest eigenvalue of the Erdo˝s-Rényi graphs. After choosing k entries of the given matrix
randomly and resampling them, we obtain another eigenvectorw corresponding to the second-largest
eigenvalue of the matrix obtained from the resampling procedure.We prove that, in a certain sparsity
regime, w is “almost” orthogonal to v with high probability if k ≫ N5/3. On the other hand, if
k ≪ q2N2/3, where q is the sparsity parameter, we observe that v andw are “almost” collinear. This
extends the recent work of Bordenave, Lugosi and Zhivotovskiy to the Erdo˝s-Rényi model.
1 Introduction
Let X = (xij) be a symmetric N ×N matrix with positive integer N . The matrix X is said to be a
Wigner random matrix if it satisfies the following properties:
(i) For i ≤ j, the xij are independent random variables and centered. The other entries are auto-
matically defined by symmetry.
(ii) For some σ > 0,
Ex2ij =
{
1 for i < j,
σ2 for i = j.
The class of Wigner matrices is one of the most important classes in randommatrix theory. The spec-
trum of a Wigner matrix has been deeply analyzed and many remarkable results have been proved
thus far. Eigenvectors of Wigner matrices have also attracted much attention. The joint distribution
of the coordinates, the size of the largest (or smallest) coordinate and the ℓp-norm are the main prop-
erties of interest.
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Very recently, Bordenave, Lugosi and Zhivotovskiy investigated another aspect of eigenvectors,
especially the top eigenvector, the unit eigenvector corresponding to the largest eigenvalue [BLZ19].
They studied how the direction of the top-eigenvector varies by resampling some entries of a given
Wigner matrix. In other words, their main interest is the noise sensitivity of the top eigenvector.
For the notion of noise sensitivity, we refer to the seminal work of Benjamini, Kalai, and Schramm
[BKS99].
The resampling procedure introduced in [BLZ19] is as follows. For a positive integer k ≤
N(N+1)
2 , let Sk = {(i1j1), · · · , (ikjk)} be a random set of k distinct pairs of positive integers (with
im ≤ jm) which is chosen uniformly from the family of all sets of k distinct pairs. In the resampling
procedure, a pair (imjm) is used to denote an index of a matrix entry.
Definition 1.1 (Resampling procedure). LetX ′ = (x′ij) be an independent copy ofX . Write the new
random matrixX [k] = (x[k]ij ) generated from the given Wigner matrixX , by resampling entries. For
i ≤ j, we define x[k]ij according to
x
[k]
ij =

x′ij (ij) ∈ Sk,
xij (ij) /∈ Sk.
(1)
The remaining entries of X [k] are determined by symmetry.
Let λ1 ≥ · · · ≥ λN be the ordered eigenvalues of X and, let v1 be the top eigenvector of X .
Similarly, we use the notation λ
[k]
1 ≥ · · · ≥ λ[k]N and v[k]1 for the ordered eigenvalues and the top
eigenvectors ofX [k].
Here we assume one additional property for the distribution of xij :
(iii) There exists some constant ϑ > 0 such that, for all i ≤ j,
E[exp(|xij |ϑ)] ≤ ϑ−1. (2)
Theorem 1.2 ([BLZ19, Theorem 1]). Let X be a Wigner matrix and assume (1). Let X [k] be the
matrix obtained by the resampling procedure in Definition 1.1. If k ≫ N5/3, then
E
∣∣∣〈v1,v[k]1 〉∣∣∣ = o(1) (3)
According to Theorem 1.2, we can say, roughly, that v1 is almost orthogonal to v
[k]
1 when more
than O(N5/3) entries are resampled. On the other hand, if k is much smaller than N5/3 (precise
description below), the behavior of v
[k]
1 is completely different. In such a case, it can be shown that
v1 and v
[k]
1 lie almost on the same line, i.e.,∣∣∣〈v1,v[k]1 〉∣∣∣ ∼ 1. (4)
Let us assume that v1 and v
[k]
1 has almost the same direction, and consider
‖v1 − v[k]1 ‖∞. (5)
It is well known that unit eigenvectors of Wigner matrices delocalize, i.e. the ∞-norm is bounded
above by (logN)CN−1/2 for some C > 0. Due to this delocalization result, it follows that
‖v1 − v[k]1 ‖∞ ≤
logNC√
N
. (6)
We need a sharper bound than (6) in order to describe (4). This sharper bound is given in the next
theorem.
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Figure 1: An illustration for Theorem 1.2 and Theorem 1.3. On the left, the number k of resampled entries is much
larger than N5/3. Then, according to Theorem 1.2, v1 are almost orthogonal to v
[k]
1 . Contrarily, on the right, it is
observed that v1 and v
[k]
1 are almost on the same line when k is far less than N
5/3. In that case, v1 and v
[k]
1 have
almost the same direction or almost opposite directions. The latter is illustrated in this figure.
Theorem 1.3 ([BLZ19, Theorem 2]). Let X andX [k] be as in Theorem 1.2. There exists a constant
C > 0 such that
max
k≤N5/3L−C
min
s∈{±1}
√
N‖v1 − sv[k]1 ‖∞
converges to 0 in probability where L is a logarithmic control parameter defined by
L ≡ LN := (logN)log logN , N ≥ 3. (7)
As a result,
E
[
max
1≤k≤N5/3L−C
min
s∈{±1}
‖v1 − sv[k]1 ‖2
]
= o(1). (8)
where forN ≥ 3
L ≡ LN := (logN)log logN . (9)
Combining Theorems 1.2 and 1.3, we can see a phase transition of v
[k]
1 around k ∼ N5/3. Now
we raise the following question.
• Can we get an analogous result for the class of sparse random matrices?
There are a lot of interesting classes of random matrices besides Wigner matrices. One of the most
important is the class of sparse random matrices. Roughly speaking, a given random matrix is said
to be sparse if it has many zero entries (see Remark 2.5 for more detailed description). The adjacency
matrix of a sparse Erdo˝s-Rényi graph is one of the the typical examples. The Erdo˝s-Rényi graph is a
random graph connecting any two distinct nodes by an edge, independently, with probability p. Thus,
the adjacency matrix of an Erdo˝s-Rényi graph is a symmetric random matrix and its entries have the
Bernoulli distribution with parameter p.
LetA ≡ AN be the adjacencymatrix of the Erdo˝s-Rényi graph onN vertices with edge density p.
The matrixA = (aij) is anN×N symmetric matrix and all entries are independent up to symmetry.
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〈v1,v
[k]
1 〉
Probability density
(a) N = 5000, k = ⌊N11/6⌋
|〈v1,v
[k]
1 〉|
Probability density
(b)N = 5000, k = ⌊N4/3⌋
Figure 2: Simulation for the Wigner random matrices. On the left (a), k = ⌊N11/6⌋ ≫ N5/3 so we observed the
realizations of inner product 〈v1,v[k]1 〉 gather around 0 as expected in Theorem 1.2. On the right (b), the contrary
case, k = ⌊N4/3⌋ ≪ N5/3, is described. The absolute value of 〈v1,v[k]1 〉 tends to be close to 1, which is consistent
with Theorem 1.3.
The edge density p is replaced by a sparsity parameter q ≡ q(N) by setting q = √pN . We assume
the sparsity parameter q satisfies
(logN)log logN ≪ q ≪
√
N. (10)
Under a normalization, each entry of the matrix A = (aij)1≤i,j≤N is distributed as follows. If i ≤ j,
aij =

ζ/q with probability q2/N,
0 with probability 1− q2/N,
where
ζ := (1 − q2/N)−1/2. (11)
From the matrix A, we generate the new N × N matrix H = (hij) by extracting the mean. Each
entry hij is defined according to
hij = aij − Eaij , (12)
and satisfies the moment conditions
E|hij |m ≤ 1
Nqm−2
(m ≥ 2). (13)
Many outstanding results have been achieved for the Erdo˝s-Rényi graph [BGBK19, BHY17,
EKYY12, EKYY13, HKM18]. Especially, it is well-known that the unit eigenvectors of the adja-
cency matrices of the Erdo˝s-Rényi graph delocalize under some general conditions. Furthermore, the
top eigenvector converges to
1√
N
(1, · · · , 1) (14)
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N−1/2(1, · · · , 1) ∈ CN in the ℓ2-sense with very high probability (see Lemma 3.7). This implies
that the direction of the top eigenvector is almost deterministic. Therefore the naive answer to the
question raised above would be “No” for sparse random matrices with nonzero mean.
However, it should be noted that the largest eigenvalue of sparse Erdo˝s-Rényi graphs behaves
differently when compared to that of Wigner matrices. In both of these classes of random matri-
ces the eigenvalue distribution converges to the semicircle distribution (see (33)), but in the case of
Wigner matrices, the largest eigenvalue sticks to the edge of the semicircle distribution. In contrast,
the largest eigenvalue of the sparse Erdo˝s-Rényi model stays far away from the support of the semi-
circle distribution [EKYY13, KS03]. In the sparse Erdo˝s-Rényi model, the second largest eigenvalue
is the largest eigenvalue converging to the edge of the semicircle distribution [BGBK17, EKYY13].
Thus, one might expect that the second top eigenvector, a unit eigenvector associated with the second
largest eigenvalue, shows the desired phase transition behavior.
When we consider an eigenvector not associated with the largest eigenvalue, there is one tech-
nical difficulty. In [BLZ19], the authors explicitly use the fact that the top-eigenvector maximizes a
quadratic form to prove Theorem 1.2, in the following way. LetX and Y be a Wigner randommatrix
and the one obtained fromX by resampling a single entry. Let us say v is the top-eigenvector of X
andw is that of Y . Then, by definition, we have
〈w, (X − Y )w〉 ≤ 〈v, Xv〉 − 〈w, Yw〉 ≤ 〈v, (X − Y )v〉 (15)
because v and w maximize 〈v, Xv〉 and 〈w, Yw〉 respectively. Consequently, we need to develop
some way to circumvent this issue when considering the second top eigenvector. Actually, it can be
done using the fact that the largest eigenvalue is far from the second largest eigenvalue in the sparse
Erdo˝s-Rényi model model.
Indeed, we prove that the second top eigenvector of sparse Erdo˝s-Rényi graphs behaves exactly
like the top eigenvector of Wigner matrices under the resampling procedure, when we assume a
certain condition on the sparsity parameter. For the adjacency matrix of an Erdo˝s-Rényi graph, the
sparsity parameter is associated with the expected degree of each node. We shall specify why a cer-
tain condition on the sparsity parameter is needed. Interestingly, this is related with the tail bound of
the gap between adjacent eigenvalues.
It should be noted that research on sparse random matrices have real-world applications. The
Erdo˝s-Rényi graph is a standard model for a random network. In terms of this random graph, resam-
pling an entry corresponds to creating or removing an edge with some probability. Thus, resampling
in sparse random matrices can be regarded as a perturbation of a random network. Moreover, when
we analyze data in matrix form, eigenvectors tend to have more information than their associated
eigenvalues. Thus, we hope that the above-described phase transition of second-top eigenvectors will
find relevance in network theory and the other information sciences.
2 Results
Consider the adjacency matrix A of an Erdo˝s-Rényi graph on N vertices with edge density p =
q2/N . We consistently assume
L≪ q ≪
√
N (16)
where L is the logarithmic control parameter in (7). Let A′ = (a′ij) be an independent copy of A.
We obtain A[k] = (a
[k]
ij ) from the adjacency matrix A by following Definition 1.1, the resampling
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procedure. Note that, for i ≤ j, the entry a[k]ij is defined according to
a
[k]
ij =

a′ij (ij) ∈ Sk,
aij (ij) /∈ Sk.
(17)
Let λ1 ≥ · · · ≥ λN be the ordered eigenvalues of A and, let v1, · · · ,vN be associated unit
eigenvectors ofA. Similarly, we use the notation λ
[k]
1 ≥ · · · ≥ λ[k]N and v[k]1 , · · · ,v[k]N for the ordered
eigenvalues and the associated unit eigenvectors of A[k]. Note that Luh and Vu recently showed that
sparse random matrices have simple spectrum [LV18]. This implies λ1 > · · · > λN a.s. for largeN .
As we already discussed in the introduction, due to Lemma 3.7, v1 and v
[k]
1 are almost collinear for
any k and largeN . Thus, we deal with the second top eigenvector.
Theorem 2.1 (Excessive resampling). If q = N b with b ∈ (49 , 12 ) and k = N τ with τ ∈ (53 , 2), then
E
∣∣∣〈v2,v[k]2 〉∣∣∣ = o(1).
Remark 2.2. The condition b ∈ (49 , 12 ) comes from the tail bound for gaps between the adjacent
eigenvalues. It can be improved if we can obtain a sharper estimate for the spacing between two
adjacent eigenvalues converging to the edge.
Theorem 2.3 (Small resampling). Suppose q = N b with b ∈ (13 , 12 ) and τ > 0. Assume
τ < 2b+ 2/3. (18)
Then,
max
k≤Nτ
min
s∈{±1}
√
N‖v2 − sv[k]2 ‖∞
converges to 0 in probability. As a result,
lim
N→∞
E
∣∣∣〈v2,v[k]2 〉∣∣∣ = 1. (19)
Remark 2.4. The available sparsity regime is determined by τ < 2b+ 23 . This is due to Lemma 7.1,
an estimate on the variation of resolvents according to the resampling.
Remark 2.5 (Sparse random matrices). Theorem 2.1 and Theorem 2.3 may be extended to the more
general class of sparse random matrices. Here we present the model studied in [EKYY12, EKYY13].
Let H˜ = (h˜ij) be N × N symmetric random matrices whose entries are real and independent
up to the symmetry. We assume that the elements of H˜ satisfy the moment condition (13) for all
1 ≤ i, j ≤ N and 3 ≤ m ≤ L. We define
A˜ := H˜ + f |e〉〈e|, (20)
where f ≡ f(N) is a deterministic number satisfying
L−1q ≤ f ≤ Lq, (21)
and
e ≡ eN := 1√
N
(1, · · · , 1)T . (22)
We call this A˜ a sparse random matrix (with nonzero mean).
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3
τ
b
Unknown ?
Denser
Sparser
(b = 1
2
) ⇒ W I G N E R
Figure 3: Phase diagram for the Erdo˝s-Rényi model. Note that the line b = 12 corresponds to the Wigner matrix
case. The rectangular domain in the upper right corner is for Theorem 2.1. The left quadrangle is the domain for
Theorem 2.3. Note that the boundary between the “almost collinear” domain and the unknown one is the line
τ = 2b+ 2/3 according to the condition (18).
〈v2,v
[k]
2 〉
Probability density
(a) N = 5000, k = ⌊N11/6⌋, q = N17/36
|〈v2,v
[k]
2 〉|
Probability density
(b)N = 5000, k = ⌊N4/3⌋, q = N17/36
Figure 4: Simulation for the adjacency matrices of Erdo˝s-Rényi-graphs. On the left (a), the conditionN = 5000,
k = ⌊N11/6⌋ and q = N17/36 satisfies the assumption in Theorem 2.1 and it is observed that 〈v1,v[k]1 〉 is close to
0. On the right (b), we also choose N , k and q to satisfy the assumptions in Theorem 2.3 and it is observed that
|〈v1,v[k]1 〉| is close to 1.
2.1 Outline
In the next section, we shall cover some necessary tools used in the proof of the main results. In
Section 4, we describe the top-level proofs of Theorem 2.1 and Theorem 2.3. In Section 5, we prove
the monotonicity lemma which is an ingredient to the proof of Theorem 2.1. The remaining sections,
Section 6 and Section 7, are devoted to the details, for Theorem 2.1 and Theorem 2.3, respectively.
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2.2 Notation and convention
We use C > 0, D > 0 and c > 0 as universal constants whose values may change between occur-
rences. In this paper, C andD are used to denote some constants large enough whereas c > 0 means
a sufficiently small constant. Sometimes we use subscript indices such as C1, · · · , D1, · · · , c1, · · · ,
whenever we need to denote some fixed large or small constant specifically. Asymptotic notation is
used under the assumption N → ∞. For function f and g of parameter N , we use the following
notation asN →∞: f & g if there exists C > 0 such that C ·f ≥ g; f = O(g) if |f |/|g| is bounded
from above; f = o(g) if |f |/|g| → 0; f = Θ(g) if f = O(g) and g = O(f). Hilbert-Schmidt norm
is denoted by ‖·‖HS .
3 Preliminaries
In this section, we collect some necessary tools for the proof of main results. For any positive integer
i, denote [i] = {1, · · · , i}. Let X1, · · · ,Xn be i.i.d. random variables taking values in R and let
f : Rn 7→ R be a measurable function. Consider the random vector X = (X1, · · · ,Xn) (we shall
replace n with N(N + 1)/2 later). Let X ′ = (X ′1, · · · ,X ′n) be an independent copy of X . We shall
use the following notation,
X (i) = (X1, · · · ,Xi−1,X ′i ,Xi+1, · · · ,Xn) and X [i] = (X ′1, · · · ,X ′i ,Xi+1, · · · ,Xn), (23)
in particular,X [0] = X andX [n] = X ′. More generally, for I ⊂ N+, we defineX I = (X I1 , · · · ,X In )
by setting
X Ii =
{
Xi if i /∈ I,
X ′i if i ∈ I.
(24)
Let σ = (σ(1), · · · , σ(n)) be a random permutation sampled uniformly from the symmetric group
Sn and let σ([i]) denote {σ(1), · · · , σ(i)}. We assume σ is independent of X and X ′. Let j be
an random variable uniformly distributed on [n] and independent of X ,X ′ and σ. Let X ′′ be an
independent copy of X and be independent of other random variables. Let X (j)◦σ([i−1]) be the vector
obtained from X σ([i−1]) by replacing j-th component of X σ([i−1]) with X ′′j , in particular,
X (j) = (X1, · · · ,Xj−1,X ′′j ,Xj+1, · · · ,Xn). (25)
For example, suppose n = 5, and a realization of random elements σ and j is given by
σ = (2, 3, 1, 5, 4) and j = 3. (26)
If i = 3, we have σ([i − 1]) = {2, 3} and
X σ[i−1] = (X1,X ′2,X ′3,X4,X5) and X (j)◦σ[i−1] = (X1,X ′2,X ′′3 ,X4,X5). (27)
Lemma 3.1 (Variance and noise sensitivity [BLZ19, Lemma 3]). For any i ∈ [n], define Ii by
Ii := E
[(
f(X )− f(X (j))
)(
f(X σ([i−1]))− f(X (j)◦σ([i−1]))
)]
. (28)
Then, we have for i ∈ [n]
Ik ≤
(
n+ 1
n
)(
2Var
(
f(X ))
k
)
. (29)
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Lemma 3.2 (Monotonicity lemma). For any i ∈ [n], define Ii as in (28). Then, we have for i ∈ [n−1]
Ii ≥ Ii+1. (30)
Lemma 3.1 is shown in [BLZ19]. For the reader’s convenience, we provide its proof in the ap-
pendix, with adding some additional details. In Section 5, we establish Lemma (3.2), the monotonic-
ity of {Ii}. This monotonicity lemma is required to prove Lemma 4.4 later. Next, we summarize
some random matrix results.
Definition 3.3 (Overwhelming probability). Let {EN}N∈N+ be a sequence of events. We say EN
holds with overwhelming probability if for any C > 0, there exists a constant D > 0 such that for
all N ∈ N+
P
(
(EN )
c
) ≤ DN−C . (31)
Let γi be the classical location of i-th eigenvalue which is defined by
µsc(γi,∞) = i
N
(32)
where
µsc :=
1
2π
√
(4− x2)+ (33)
is the semicircle distribution.
Lemma 3.4 (Eigenvalue location [EKYY13, Theorem 2.13]). If q = N b with b ∈ (13 , 12 ), then there
exists C > 0 such that we have with overwhelming probability for i ∈ {2, · · · , N}
|λi − γi| ≤ LC
(
N−2/3
(
min(i, N − i))−1/3 + q−2) . (34)
Remark 3.5. Using Lemma 3.4, we obtain for some C > 0
Var(λ2) ≤ O
(
LCN−4/3
)
. (35)
Lemma 3.6 (Location of the largest eigenvalue [EKYY13, Theorem 6.2]). We have with overwhelm-
ing probability
λ1 = ζq +
1
ζq
+ o(1). (36)
Lemma 3.7 (Delocalization of eigenvectors [EKYY13, Theorem 2.16]). Assume q = N b and b ∈
(0, 12 ). There exists a constant C > 0 such that
max
1≤i≤N
‖vi‖∞ ≤ (logN)
C
√
N
(37)
holds with overwhelming probability. In particular, for the top eigenvector v1, we have with over-
whelming probability
‖v1 − e‖2 ≤ O(q−1) (38)
where
e =
1√
N
(1, · · · , 1)T . (39)
Lemma 3.8 (Tail bounds for the gaps between eigenvalues [LL19, Theorem 2.6]). Assume q = N b
and b ∈ (0, 12 ). There exists c > 0 such that we have for any ρ > 0
sup
1≤i≤N−1
P
(
λi − λi+1 ≤ cN−1−ρ
)
= O(N−ρ logN). (40)
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4 Top-level proof of the results
We adapt the method of proof in [BLZ19] by applying recent results for the sparse Erdo˝s-Rényi graph
model, in order to establish Theorem 2.1 and Theorem 2.3.
4.1 Top-level proof of Theorem 2.1
For any 1 ≤ i, j ≤ N , denote by B(ij) the symmetric matrix obtained from A by replacing the entry
aij and aji with a
′′
ij and a
′′
ji respectively. We obtain B
[k]
(ij) from A
[k] by the same operation. Denote
by (st) a random pair of indices chosen uniformly from {(ij) : 1 ≤ i ≤ j ≤ N}. Note that
|{(ij) : 1 ≤ i ≤ j ≤ N}| = N(N + 1)/2 (41)
Let µ1 ≥ · · · ≥ µN be the ordered eigenvalues of B(st) and, let u1, · · · ,uN be the associated unit
eigenvectors of B(st). Similarly, we define µ
[k]
1 ≥ · · · ≥ µ[k]N and u[k]1 , · · · ,u[k]N for B[k](st). According
to Lemma 3.1, we have
E
[
(λ2 − µ2)(λ[k]2 − µ[k]2 )
]
≤ 2Var(λ2)
k
· N(N + 1) + 2
N(N + 1)
. (42)
Using the next lemma, we can control λ2 − µ2 and λ[k]2 − µ[k]2 .
Lemma 4.1. Let us write v2 = (v1, · · · , vN ) and u2 = (u1, · · · , uN ). There exists C > 0 and
D > 0 such that with overwhelming probability
Zstusut − CL
D
q3N2
≤ λ2 − µ2 ≤ Zstvsvt + CL
D
q3N2
(43)
where
Zst := (ast − a′′st)(1 + 1(s 6= t)). (44)
Similarly, with overwhelming probability,
Z
[k]
st u
[k]
s u
[k]
t −
CLD
q3N2
≤ λ[k]2 − µ[k]2 ≤ Z [k]st v[k]s v[k]t +
CLD
q3N2
, (45)
where v[k]2 = (v
[k]
1 , · · · , v[k]N ), u[k]2 = (u[k]1 , · · · , u[k]N ) and
Z
[k]
st :=
{
(ast − a′′st)(1 + 1(s 6= t)) if (st) /∈ Sk,
(a′st − a′′st)(1 + 1(s 6= t)) if (st) ∈ Sk.
(46)
We write
T1 := (Zstvsvt + ǫ0)(Z
[k]
st v
[k]
s v
[k]
t + ǫ0), (47)
T2 := (Zstvsvt + ǫ0)(Z
[k]
st u
[k]
s u
[k]
t − ǫ0), (48)
T3 := (Zstusut − ǫ0)(Z [k]st v[k]s v[k]t + ǫ0), (49)
T4 := (Zstusut − ǫ0)(Z [k]st u[k]s u[k]t − ǫ0). (50)
where
ǫ0 :=
CLD
q3N2
. (51)
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Let us define the event E1: for someD > 0
|x− γ2| ≤ LDN−2/3 for all x ∈ {λ2, µ2, λ[k]2 , µ[k]2 }, (52)
y = ζq +
1
ζq
+ o(1) for all y ∈ {λ1, µ1, λ[k]1 , µ[k]1 }, (53)
max
1≤i1,i2,i3,i4≤N
(‖vi1‖∞, ‖ui2‖∞, ‖v[k]i3 ‖∞, ‖u
[k]
i4
‖∞) ≤ L
D
√
N
, (54)
Recall γ2 is the second classical location defined by (32) and ζ = (1 − q2/N)−1/2. It follows from
Lemma 4.1 that on the event E1
min(T1, T2, T3, T4) ≤ (λ2 − µ2)(λ[k]2 − µ[k]2 ) ≤ max(T1, T2, T3, T4). (55)
Lemma 4.2. Assume q = N band b ∈ (49 , 12 ). Let u
(ij)
2 be the second top eigenvector of B(ij). Then,
there exist ρ > 0 and δ > 0 such that
P
(
max
1≤i,j≤N
inf
s∈{−1,1}
‖sv2 − u(ij)2 ‖∞ > N−
1
2
−δ
)
= O(N−ρ logN) (56)
and
2b+ ρ > 1. (57)
Remark 4.3. Lemma 4.2 provides us with the available sparsity regime: b ∈ (49 , 12 ).
Next, let u(ij) and u
[k]
(ij) be the second top eigenvectors of B
(ij) and B
[k]
(ij). We define the eventE2 :
max
1≤i,j≤N
‖v2 − u(ij)‖∞ ≤ N−
1
2
−δ and max
1≤i,j≤N
‖v[k]2 − u[k](ij)‖∞ ≤ N−
1
2
−δ. (58)
According to Lemma 4.2 (choosing the ±-phase properly for u(ij) and u[k](ij)), for some δ > 0 and
ρ > 0, we have P(Ec2) = O(N−ρ logN) and also q2Nρ ≫ LDN for any D > 0 . Set the event
E := E1 ∩ E2. On the event E , we observe that vsvtu[k]s u[k]t , usutv[k]s v[k]t and usutu[k]s u[k]t can be
replaced with
vsvtv
[k]
s v
[k]
t +O
(
LD
N2+δ
)
. (59)
Thus, on the event E , it follows that from Lemma 4.1
(λ2 − µ2)(λ[k]2 − µ[k]2 ) ≥ ZstZ [k]st vsvtv[k]s v[k]t + |ZstZ [k]st |O
(
LD
N2+δ
)
+O
(
LD
q4N3
)
. (60)
We shall see
Lemma 4.4.
E
[
ZstZ
[k]
st vsvtv
[k]
s v
[k]
t 1E
]
&
1
N3
E
 ∑
1≤i,j≤n
vivjv
[k]
i v
[k]
j
+ o(N−3) (61)
and
E
[
(λ2 − µ2)(λ[k]2 − µ[k]2 )1Ec
]
= o(N−3). (62)
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Since E[|ZstZ [k]st |] = O(N−1), the main estimate
E
[
(λ2 − µ2)(λ[k]2 − µ[k]2 )
]
&
1
N3
E
 ∑
1≤i,j≤n
vivjv
[k]
i v
[k]
j
+ o(N−3) (63)
follows from (61) and (62). Now we are ready to prove the main statement. From (35), (42) and (63),
it is derived that
E
 ∑
1≤i,j≤n
vivjv
[k]
i v
[k]
j
 ≤ LDN5/3
k
+ o(1) (64)
By Jensen’s inequality, we have
E
 ∑
1≤i,j≤n
vivjv
[k]
i v
[k]
j
 ≥ (E|〈v2,v[k]2 〉|)2 . (65)
Since k ≫ N5/3LD, the desired conclusion follows. Lemmas 4.2, 4.1 and 4.4 are proved in Section
6.
4.2 Top-level proof of Theorem 2.3
For z = E + iη with η > 0 and E ∈ R, we introduce the resolvent matrices
R(z) = (A− zI)−1, (66)
where I denotes the identity matrix. We denote by R[k](z) the resolvent of A[k]. Theorem 2.3 is
proved by showing the lemma below. We write v2 = (v2,1, · · · , v2,N ) and v[k]2 = (v[k]2,1, · · · , v[k]2,N ).
Lemma 4.5. Suppose q = N b with b ∈ (13 , 12 ) and k = N τ with τ ∈ (0, 2). Assume τ < 2b + 23 .
For any ǫ > 0, we have with probability at least 1− ǫ
max
1≤i,j≤N
N |v2,iv2,j − v[k]2,iv[k]2,j | = O(L−2). (67)
This lemma is proved in Section 7. Let us fix ǫ > 0. From now on, we shall work on the event
such that the conclusions of Lemma 4.5 hold and we have for some C1 > 0
max
(
‖v2‖∞, ‖v[k]2 ‖∞
)
≤ (logN)
C1
√
N
. (68)
According to Lemma 3.7 and Lemma 4.5, this event is of probability at least 1− 2ǫ for largeN . For
each i, choose si ∈ {±1} so that sgn(siv2,i) = sgn(v[k]2,i). Using Lemma 4.5 with i = j, we have
√
N |siv2,i − v[k]2,i| = O(L−1). (69)
We want to choose a single s ∈ {±1} such that we have for all i ∈ {1, · · · , N}
√
N |sv2,i − v[k]2,i| = o(1). (70)
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If
√
N |v2,i| ≤ L−1/3, then regardless of the choice of s, it follows that
√
N |sv2,i − v[k]2,i| ≤
√
N
(
|v2,i|+ |v[k]2,i|
)
≤ L−1/3 +
√
N
(
|v[k]2,i − siv2,i|+ |v2,i|
)
= O(L−1/3). (71)
Next, consider the other case
√
N |v2,i| > L−1/3. For all 1 ≤ i, j ≤ N , we claim
(1− sisj)N |v2,iv2,j | = O
(
L−1(logN)C1
)
. (72)
If si = sj , it is trivial so we assume si 6= sj . For brevity, we only consider the case si = 1 and
sj = −1. Furthermore, it is enough to check the case
v2,i > 0, v
[k]
2,i > 0, v2,j > 0 and v
[k]
2,j < 0. (73)
The other cases can be dealt with similarly. Note that
√
N |v2,i − v[k]2,i| = O(L−1),
√
N |v2,j + v[k]2,j | = O(L−1), (74)
and
max
(
|v2,i|, |v2,j |, |v[k]2,i|, |v[k]2,j |
)
≤ (logN)
C1
√
N
. (75)
As a result, it follows that
(1− sisj)N |v2,iv2,j | = 2Nv2,iv2,j
≤ N
∣∣∣v2,iv2,j − v[k]2,iv[k]2,j∣∣∣+Nv[k]2,iv[k]2,j +Nv2,iv2,j
≤ O(L−2) +Nv[k]2,iv[k]2,j +Nv2,iv2,j (76)
where the last inequality is due to Lemma 4.5. Since
v2,iv2,j =
(
v2,i − v[k]2,i
)
v2,j + v
[k]
2,i
(
v2,j + v
[k]
2,j
)
− v[k]2,iv[k]2,j , (77)
we establish the claim (72).
Let us define a set J := {1 ≤ i ≤ N : √N |v2,i| > L−1/3}. If J = ∅, there is nothing to prove
so we suppose J 6= ∅. Assuming this, we find that si = sj for any i, j ∈ J . Otherwise, we have
(1− sisj)N |v2,iv2,j | = 2N |v2,iv2,j | ≥ 2L−2/3, (78)
which contradicts (72). Thus, we obtain (70) by choosing s = si for some i ∈ J (such a choice is
well-defined because si is the same for all i ∈ J).
5 Proof of the monotonicity lemma
First of all, we split Ii into two parts.
Ii = E
[(
f(X )− f(X (j))
)(
f(X σ([i−1]))− f(X (j)◦σ([i−1]))
)]
= E
[(
f(X )− f(X (j))
)(
f(X σ([i−1]))− f(X (j)◦σ([i−1]))
)
; j ∈ σ([i − 1])
]
+ E
[(
f(X )− f(X (j))
)(
f(X σ([i−1]))− f(X (j)◦σ([i−1]))
)
; j /∈ σ([i − 1])
]
(79)
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Let Eσ,j(·) be the conditional expectation with respect to σ and j. We observe that
E
[(
f(X )− f(X (j))
)(
f(X σ([i−1]))− f(X (j)◦σ([i−1]))
)
; j /∈ σ([i− 1])
]
=
1
n!
∑
σ∈SN
j /∈σ([i−1])
Eσ,j
[(
f(X )− f(X (j))
)(
f(X σ([i−1]))− f(X (j)◦σ([i−1]))
)]( 1
n
)
= E
[(
f(X )− f(X σ(i))
)(
f(X σ([i−1]))− f(X σ([i]))
)](n− (i − 1)
n
)
. (80)
According to [BLZ19, Lemma 2], we have for all i ∈ [n− 1]
E
[(
f(X )− f(X σ(i))
)(
f(X σ([i−1]))− f(X σ([i]))
)]
≥ E
[(
f(X )− f(X σ(i+1))
)(
f(X σ([i]))− f(X σ([i+1]))
)]
. (81)
Thus, it is enough to show that
E
[(
f(X )− f(X (j))
)(
f(X σ([i−1]))− f(X (j)◦σ([i−1]))
)
; j ∈ σ([i − 1])
]
≥ E
[(
f(X )− f(X (j))
)(
f(X σ([i]))− f(X (j)◦σ([i]))
)
; j ∈ σ([i])
]
. (82)
Fix σ and take j ∈ σ([i − 1]). We claim that
Eσ,j
[(
f(X )− f(X (j))
)(
f(X σ([i−1]))− f(X (j)◦σ([i−1]))
)]
≥ Eσ,j
[(
f(X )− f(X (j))
)(
f(X σ([i]))− f(X (j)◦σ([i]))
)]
. (83)
For brevity, we assume σ is the identity, i.e., σ(k) = k for all k ∈ [n], and j = 1. We want to show
Eσ,j
[(
f(X )− f(X (1))
)(
f(X [i−1])− f(X (1)◦[i−1])
)]
≥ Eσ,j
[(
f(X )− f(X (1))
)(
f(X [i])− f(X (1)◦[i])
)]
. (84)
Note that X (1) = (X ′′1 ,X2, · · · ,Xn). Let us use the following notation:
J := (X2, · · · ,Xi−1),
J ′ := (X ′2, · · · ,X ′i−1),
K := (Xi+1, · · · ,Xn). (85)
Since (X1, J) and (X ′1, J ′) are i.i.d., we have
Eσ,j [(f(X1, J,Xi,K)− f(X ′′1 , J,Xi,K)) (f(X ′1, J ′,Xi,K)− f(X ′′1 , J ′,Xi,K)) |X ′′1 ,Xi,K]
= (Eσ,j [(f(X1, J,Xi,K)− f(X ′′1 , J,Xi,K)) |X ′′1 ,Xi,K])2 . (86)
Similarly, it follows that
Eσ,j [(f(X1, J,Xi,K)− f(X ′′1 , J,Xi,K)) (f(X ′1, J ′,X ′i ,K)− f(X ′′1 , J ′,X ′i ,K)) |X ′′1 ,K]
= (Eσ,j [(f(X1, J,Xi,K)− f(X ′′1 , J,Xi,K)) |X ′′1 ,K])2
= (Eσ,j [Eσ,j [(f(X1, J,Xi,K)− f(X ′′1 , J,Xi,K)) |X ′′1 ,Xi,K] |X ′′1 ,K])2
≤ Eσ,j
[
(Eσ,j [(f(X1, J,Xi,K)− f(X ′′1 , J,Xi,K)) |X ′′1 ,Xi,K])2 |X ′′1 ,K
]
. (87)
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Therefore, we obtain that
Eσ,j
[(
f(X )− f(X (1))
)(
f(X [i])− f(X (1)◦[i])
)]
≤ Eσ,j
[
Eσ,j
[
(Eσ,j [(f(X1, J,Xi,K)− f(X ′′1 , J,Xi,K)) |X ′′1 ,Xi,K])2 |X ′′1 ,K
]]
= Eσ,j
[(
f(X )− f(X (j))
)(
f(X σ([i−1]))− f(X (j)◦σ([i−1]))
)]
.
Remark 5.1. When we prove Lemma 4.4 later, this monotonicity lemma, the inequality (30), is used
to deal with the case k ≥ N2L−D. In other words, due to the monotonicity, it is enough to consider
the case k < N2L−D
6 Excessive resampling
6.1 Proof of Lemma 4.1
By spectral theorem, we have
〈u2, Au2〉 = λ1|〈u2,v1〉|2 +
N∑
i=2
λi|〈u2,vi〉|2 ≤ (λ1 − λ2)|〈u2,v1〉|2 + 〈v2, Av2〉. (88)
Recall the event E1 defined by (52), (53) and (54). Note that E1 holds with overwhelming probability
due to Lemma 3.4, 3.6 and 3.7. We write
v1 = αu2 + βx (89)
where x ∈ span(u1,u3, · · · ,uN ) and ‖x‖ = 1. Since
Bv1 = Av1 + (B −A)v1 = λ1v1 + (B −A)v1 (90)
and also
Bv1 = αµ2u2 + βBx, (91)
it follows that
λ1v1 = αµ2u2 + βBx+ (A−B)v1. (92)
Then,
λ1α = λ1〈u2,v1〉 = 〈u2, λ1v1〉 = µ2α+ 〈u2, (A−B)v1〉. (93)
Consequently, on the event E1, it follows that
|(λ1 − µ2)α| = |〈u2, (A−B)v1〉| ≤ CL
D
qN
. (94)
Note that λ1 ∼ ζq + (ζq)−1 and µ2 ≤ C on the event E1. Finally, on the event E1, we obtain
|α| ≤ CL
D
q2N
, (95)
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which implies
〈u2, Au2〉 ≤ CL
D
q3N2
+ 〈v2, Av2〉. (96)
Similarly, we have
〈v2, Bv2〉 ≤ CL
D
q3N2
+ 〈u2, Bu2〉. (97)
As a result, it follows that on the event E1
〈u2, (A−B)u2〉 − CL
D
q3N2
≤ λ2 − µ2 ≤ 〈v2, (A−B)v2〉+ CL
D
q3N2
. (98)
Using the same argument, we observe that on the event E1
〈u[k]2 , (A[k] −B[k])u[k]2 〉 −
CLD
q3N2
≤ λ[k]2 − µ[k]2 ≤ 〈v[k]2 , (A[k] −B[k])v[k]2 〉+
CLD
q3N2
. (99)
6.2 Proof of Lemma 4.2
Let µ
(ij)
1 ≥ · · · ≥ µ(ij)N be the ordered eigenvalues ofB(ij) and, let u(ij)1 , · · · ,u(ij)N be the associated
unit eigenvectors ofB(ij). According to (96) and Lemma 3.7, we have with overwhelming probability
λ2 ≥ 〈u(ij)2 , Au(ij)2 〉 −
LD
q3N2
(100)
= µ
(ij)
2 + 〈u(ij)2 , (A−B(ij))u(ij)2 〉 −
LD
q3N2
(101)
≥ µ(ij)2 − 2(|aij |+ |a′′ij |)‖u(ij)2 ‖2∞ −
LD
q3N2
(102)
≥ µ(ij)2 −
LD
qN
(103)
Reversing the role of A and B(ij), we also have with overwhelming probability
µ
(ij)
2 ≥ λ2 −
LD
qN
(104)
Thus, it follows that with overwhelming probability
max
1≤i≤j≤N
|λ2 − µ(ij)2 | ≤
LD
qN
. (105)
Applying Lemma 3.8, we have for any ρ > 0
λ2 − λ3 > cN−1−ρ (106)
with probability 1−O(N−ρ logN). Let N ′ := ⌊Nθ⌋ with 0 < θ < 1. We write
u
(ij)
2 = αv1 + βv2 + γxx+ γyy (107)
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where x ∈ span(v3, · · · ,vN ′), y ∈ span(vN ′+1, · · · ,vN ) and ‖x‖ = ‖y‖ = 1. Since
Au
(ij)
2 = αλ1v1 + βλ2v2 + γxAx+ γyAy (108)
and
Au
(ij)
2 = λ2u
(ij)
2 + (µ
(ij)
2 − λ2)u(ij)2 + (A−B)u(ij)2 , (109)
we can observe
λ2u
(ij)
2 = αλ1v1 + βλ2v2 + γxAx+ γyAy + (λ2 − µ(ij)2 )u(ij)2 + (B −A)u(ij)2 . (110)
Next, it follows that with probability 1−O(N−ρ logN)
λ2γx = λ2〈x,u(ij)2 〉
= 〈x, λ2u(ij)2 〉
= γx〈x, Ax〉 + (λ2 − µ(ij)2 )γx + 〈x, (B −A)u(ij)2 〉
< (λ2 − cN−1−ρ)γx + L
D
qN
+ ‖x‖∞ · C
q
· L
D
√
N
(111)
where we use (105), (106) and Lemma 3.7. Note that
‖x‖∞ ≤
N ′∑
m=3
|cm|‖vm‖∞ ≤ L
D
√
N
N ′∑
m=3
|cm| ≤ L
D
√
N ′√
N
. (112)
Then, we get with probability 1−O(N−ρ logN)
|γx| ≤ L
DNρ
√
N ′
q
≤ L
DNρ+θ/2
q
. (113)
According to Lemma 3.4, the following inequality holds with overwhelming probability.
λ2 − c(N ′)2/3N−2/3 ≥ λN ′ (114)
With overwhelming probability, it follows that
λ2γy = λ2〈y,u(ij)2 〉
= 〈y, λ2u(ij)2 〉
= γy〈y, Ay〉 + (λ2 − µ(ij)2 )γy + 〈y, (B −A)u(ij)2 〉
≤ (λ2 − c(N ′)2/3N−2/3)γy + L
D
qN
+
LD
q
√
N
. (115)
The above inequality implies that
|γy| ≤ L
D(N ′)−2/3N1/6
q
≤ L
DN1/6−2θ/3
q
. (116)
Recall |α| ≤ CLDq2N (see (95) in the proof of Lemma 4.1). Since |β| =
√
1− α2 − γ2x − γ2y ≥
1 − |α| − |γx| − |γy| and ‖y‖∞ ≤ ‖y‖2 ≤ 1, by setting s := β/|β|, we obtain with probability
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1−O(N−ρ logN)
‖sv2 − u(ij)2 ‖∞ ≤ |α|‖v1‖∞ + (1− |β|)‖v2‖∞ + |γx|‖x‖∞ + |γy|
≤ |α|‖v1‖∞ + (|α| + |γx|+ |γy|)‖v2‖∞ + |γx|‖x‖∞ + |γy|
≤ L
D
q2N3/2
+
(
LD
q2N
+
LDNρ+θ/2
q
+
LDN1/6−2θ/3
q
)
· L
D
√
N
+
LDNρ+θ/2
q
· L
D
√
N ′√
N
+
LDN1/6−2θ/3
q
. (117)
To get the desired result, it is enough to show that for some δ > 0
max
(
LDNρ+θ−1/2
q
,
LDN1/6−2θ/3
q
)
≤ N−1/2−δ. (118)
with q2Nρ ≫ N . Recall q = N b. We should find appropriate ranges of q, ρ and θ satisfying
ρ+ θ < b,
1
6 − 23θ − b < − 12 ,
2b+ ρ > 1.
(119)
If b > 49 , then we can find ρ > 0 and 0 < θ < 1 satisfying the above condition (119).
6.3 Proof of Lemma 4.4
We split the expectation into two parts.
E
[
ZstZ
[k]
st vsvtv
[k]
s v
[k]
t 1E
]
= E
[
ZstZ
[k]
st vsvtv
[k]
s v
[k]
t
]
− E
[
ZstZ
[k]
st vsvtv
[k]
s v
[k]
t 1Ec
]
(120)
We consider the upper bound of the second part.
E
[
ZstZ
[k]
st vsvtv
[k]
s v
[k]
t 1Ec
]
= E
[
ZstZ
[k]
st vsvtv
[k]
s v
[k]
t 1E1∩Ec2
]
+ E
[
ZstZ
[k]
st vsvtv
[k]
s v
[k]
t 1Ec1
]
(121)
On the event E1, we bound vsvtv[k]s v[k]t using the delocalization. Since |ZstZ [k]st | = O(q−2), and
P(Ec2) = O(N−ρ logN) with q2Nρ ≫ N by Lemma 4.2, we observe that
E
[
ZstZ
[k]
st vsvtv
[k]
s v
[k]
t 1E1∩Ec2
]
≤ E
[∣∣ZstZ [k]st ∣∣1E1∩Ec2 ] · LDN2 ≤ LDq2N2+ρ = o(N−3). (122)
Since v2 and v
[k]
2 are unit vectors,
E
[
ZstZ
[k]
st vsvtv
[k]
s v
[k]
t 1Ec1
]
= o(N−3). (123)
It turns out that
E
[
ZstZ
[k]
st vsvtv
[k]
s v
[k]
t 1E
]
= E
[
ZstZ
[k]
st vsvtv
[k]
s v
[k]
t
]
+ o(N−3). (124)
To get (61), it is enough to show the following lemma. From now on, we assume k = N τ with τ < 2,
so that kLD ≪ N2 for anyD > 0. We emphasize that this additional assumption on k does not harm
the generality due to (30) in Lemma 3.1.
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Lemma 6.1. Suppose k = N τ with τ < 2.
E
[
ZstZ
[k]
st vsvtv
[k]
s v
[k]
t
]
=
8
N2(N + 1)
E
 ∑
1≤i,j≤N
vivjv
[k]
i v
[k]
j
+ o(N−3) (125)
We postpone the proof of Lemma 6.1 to the appendix. What remains is to show (62).
E
[
(λ2 − µ2)(λ[k]2 − µ[k]2 )1Ec
]
= E
[
(λ2 − µ2)(λ[k]2 − µ[k]2 )1E1∩Ec2
]
+ E
[
(λ2 − µ2)(λ[k]2 − µ[k]2 )1Ec1
]
(126)
To control the first term, we recall (55) and (122). It follows that
E
[∣∣(λ2 − µ2)(λ[k]2 − µ[k]2 )∣∣1E1∩Ec2 ] ≤ E [∣∣ZstZ [k]st ∣∣1E1∩Ec2] · LDN2 +O
(
LD
q4N3
)
= o(N−3).
(127)
For the second term, it is enough to consider the Hilbert-Schmidt norm,
|(λ2 − µ2)(λ[k]2 − µ[k]2 )| ≤ (‖A‖HS + ‖B‖HS)(‖A[k]‖HS + ‖B[k]‖HS), (128)
and the moment condition (13) because P(Ec1) decays very fast.
By the Cauchy–Schwarz, it follows that
E
[
(λ2 − µ2)(λ[k]2 − µ[k]2 )1Ec1
]
= o(N−3), (129)
and we obtain (62).
7 Small resampling
7.1 Proof of Lemma 4.5
Lemma 4.5 is a consequence of the following two lemmas.
Lemma 7.1. Assume q = N b with b > 13 and k = N
τ with τ < 2b + 23 . For C0 > 0 and
C1 > 0, the following event holds with overwhelming probability: for all z = E + iη such that
|E − 2| ≤ N−2/3LC0 and η = N−2/3L−C1 ,
max
1≤i,j≤N
Nη|R[k](z)ij −R(z)ij | ≤ 1
L2
(130)
Lemma 7.2. Let q = N b with b > 13 and τ > 0. Assume τ < 2b+
2
3 . For ǫ > 0, there exist C1 > 0
such that the following event holds for all N large enough with probability at least 1 − ǫ: for all
k ≤ N τ , we have, with z = λ2 + iη and η = N−2/3L−C1 ,
max
1≤i,j≤N
N |ηImR(z)ij − v2,iv2,j | ≤ L−2 and max
1≤i,j≤N
N |ηImR[k](z)ij − v[k]2,iv[k]2,j | ≤ L−2.
(131)
First of all, Choose C1 and C2 as in Lemma 7.1 and 7.2. Note that if q and k satisfies the assump-
tion of Lemma 7.1, we have k ≤ N5/3L−D for all D > 0. According to Lemma 3.4, there exist
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C0 such that |λ2 − 2| ≤ N−2/3LC0 for largeN with overwhelming probability. Thus, we can apply
Lemma 7.1 with z = λ2 + iη and η = N
−2/3L−C1 . Since
|v2,iv2,j − v[k]2,iv[k]2,j | ≤ |v2,iv2,j − ηImR(z)ij |+ η|ImR(z)ij − ImR[k](z)ij |
+ |ηImR[k](z)ij − v[k]2,iv[k]2,j |, (132)
the desired result follows from Lemma 7.1 and 7.2. The proof of these two lemmas is in the appendix.
In order to show Lemma 7.2, we need to estimate the effect of the resampling to λ2. The following
proposition provide us the upper bound of the difference between λ2 and λ
[k]
2 .
Proposition 7.3. Let q = N b with b > 13 and τ > 0. Assume τ < 2b+
2
3 . For C3 > 0, the following
holds with overwhelming probability: for all N large enough,
max
k≤Nτ
|λ2 − λ[k]2 | ≤ N−2/3L−C3. (133)
Proof. If λ2 = λ
[k]
2 , we are done. Thus, suppose λ
[k]
2 < λ2. Choose C0 > 0 as in Lemma A.1 and
set
η := N−2/3L−
C0
2
−C3 . (134)
According to Lemma A.1, we can find 1 ≤ i ≤ N such that
1
2η2
≤ Nη−1ImR(λ2 + iη)ii (135)
By Lemma A.1, with over whelming probability, we have |λ2 − 2| ≤ LC0N−2/3 and
Nη−1ImR[k](λ2 + iη)ii ≤ LC0
(
min
1≤j≤N
∣∣∣λ2 − λ[k]j ∣∣∣)−2 . (136)
Note that λ
[k]
1 is close to f +
1
f with overwhelming probability, which implies
min
1≤j≤N
∣∣∣λ2 − λ[k]j ∣∣∣ = ∣∣∣λ2 − λ[k]2 ∣∣∣ . (137)
Since k ≤ N τ with τ < 2b+ 23 , we can apply Lemma 7.1. Then, with overwhelming probability,
Nη−1ImR[k](λ2 + iη)ii ≥ Nη−1
(
ImR(λ2 + iη)ii −
∣∣∣ImR[k](λ2 + iη)ii − ImR(λ2 + iη)ii∣∣∣)
(138)
≥ 1
2η2
− 1
L2η2
≥ 1
4η2
. (139)
As a result, we obtain with overwhelming probability
1
4η2
≤ LC0
∣∣∣λ2 − λ[k]2 ∣∣∣−2 . (140)
In other words, with overwhelming probability,∣∣∣λ2 − λ[k]2 ∣∣∣ ≤ 2N−2/3L−C3. (141)
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Appendix A Proof of some lemmas
A.1 Proof of Lemma 3.1
According to [Cha05], we have
Var
(
f(x)
)
=
1
2
n∑
i=1
E
[(
f(X )− f(X (i))
)(
f(X [i−1])− f(X [i])
)]
. (142)
Moreover, for a random permutation σ which is uniformly distributed on Sn, it follows that
Var
(
f(x)
)
=
1
2
n∑
i=1
E
[(
f(X )− f(X σ(i))
)(
f(X σ([i−1]))− f(X σ([i]))
)]
. (143)
In [BLZ19], it is also shown that
E
[(
f(X )− f(X σ(i))
)(
f(X σ([i−1]))− f(X σ([i]))
)]
≥ E
[(
f(X )− f(X σ(i+1))
)(
f(X σ([i]))− f(X σ([i+1]))
)]
(144)
for i ∈ {1, · · · , n− 1} and
E
[(
f(X )− f(X σ(n))
)(
f(X σ([n−1]))− f(X σ([n]))
)]
≥ 0. (145)
Consequently, we have for each k ∈ {1, · · · , n− 1}
2Var
(
f(x)
) ≥ k∑
i=1
E
[(
f(X )− f(X σ(i))
)(
f(X σ([i−1]))− f(X σ([i]))
)]
≥ k E
[(
f(X )− f(X σ(k))
)(
f(X σ([k−1]))− f(X σ([k]))
)]
, (146)
which implies
E
[(
f(X )− f(X σ(k))
)(
f(X σ([k−1]))− f(X σ([k]))
)]
≤ 2Var
(
f(x)
)
k
. (147)
We split Ii into two parts.
Ii = E
[(
f(X )− f(X (j))
)(
f(X σ([i−1]))− f(X (j)◦σ([i−1]))
)]
= E
[(
f(X )− f(X (j))
)(
f(X σ([i−1]))− f(X (j)◦σ([i−1]))
)
; j ∈ σ([i − 1])
]
+ E
[(
f(X )− f(X (j))
)(
f(X σ([i−1]))− f(X (j)◦σ([i−1]))
)
; j /∈ σ([i − 1])
]
(148)
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By recalling (80), we have
E
[(
f(X )− f(X (j))
)(
f(X σ([i−1]))− f(X (j)◦σ([i−1]))
)
; j /∈ σ([i − 1])
]
= E
[(
f(X )− f(X σ(i))
)(
f(X σ([i−1]))− f(X σ([i]))
)](n− (i− 1)
n
)
.
Also, it follows that
E
[(
f(X )− f(X (j))
)(
f(X σ([i−1]))− f(X (j)◦σ([i−1]))
)
; j ∈ σ([i − 1])
]
= E
[(
f(X )− f(X (j))
)(
f(X σ([i−1])\{j})− f(X (j)◦σ([i−1]))
)
; j ∈ σ([i − 1])
]
− E
[(
f(X )− f(X (j))
)(
f(X σ([i−1])\{j})− f(X σ([i−1]))
)
; j ∈ σ([i − 1])
]
= E
[(
f(X )− f(X σ(i−1))
)(
f(X σ([i−2]))− f(X σ([i−1]))
)]( i− 1
n
)
− E
[(
f(X )− f(X (j))
)(
f(X σ([i−1])\{j})− f(X σ([i−1]))
)
; j ∈ σ([i − 1])
]
. (149)
To finish the proof, we claim that for a fixed σ ∈ Sn and any j ∈ σ([i − 1]),
E
[(
f(X )− f(X (j)))(f(X σ([i−1])\{j})− f(X σ([i−1])))] ≥ 0, i ∈ [n+ 1]. (150)
If the claim holds, we can obtain
Ii ≤ E
[(
f(X )− f(X σ(i))
)(
f(X σ([i−1]))− f(X σ([i]))
)](n− (i− 1)
n
)
+ E
[(
f(X )− f(X σ(i−1))
)(
f(X σ([i−2]))− f(X σ([i−1]))
)]( i− 1
n
)
. (151)
By (147), it follows that
Ii ≤ 2Var(f(X ))
n
(
1 +
n− i+ 1
i
)
=
2Var(f(X ))
i
(
n+ 1
n
)
. (152)
What remains is to show the claim (150). For simplicity, we assume σ is the identity, i.e., σ(k) = k
for all k ∈ [n], and j = 1. In this case,
I ′i := E
[(
f(X )− f(X (1)))(f(X [i−1]\{1})− f(X [i−1]))] (153)
Note that X (1) = (X ′′1 ,X2, · · · ,Xn). It is enough to show that I ′i ≥ I ′i+1 and I ′n+1 ≥ 0. We shall
use the following notation:
J := (X2, · · · ,Xi−1),
J ′ := (X ′2, · · · ,X ′i−1),
K := (Xi+1, · · · ,Xn). (154)
We have
I ′i = E
[(
f(X1, J,Xi,K)− f(X ′′1 , J,Xi,K)
)(
f(X1, J ′,Xi,K)− f(X ′1, J ′,Xi,K)
)]
, (155)
I ′i+1 = E
[(
f(X1, J,Xi,K)− f(X ′′1 , J,Xi,K)
)(
f(X1, J ′,X ′i ,K)− f(X ′1, J ′,X ′i ,K)
)]
. (156)
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Next, we get
E
[(
f(X1, J,Xi,K)− f(X ′′1 , J,Xi,K)
)(
f(X1, J ′,Xi,K)− f(X ′1, J ′,Xi,K)
)∣∣X1,Xi,K] (157)
= E [f(X1, J,Xi,K)− f(X ′′1 , J,Xi,K)|X1,Xi,K]2 , (158)
where we use (X ′′1 , J) and (X ′1, J ′) i.i.d. in the last equality. Similarly,
E
[(
f(X1, J,Xi,K)− f(X ′′1 , J,Xi,K)
)(
f(X1, J ′,X ′i ,K)− f(X ′1, J ′,X ′i ,K)
)∣∣X1,Xi,X ′i ,K]
= E [f(X1, J,Xi,K)− f(X ′′1 , J,Xi,K)|X1,Xi,K]
× E [f(X1, J ′,X ′i ,K)− f(X ′1, J ′,X ′i ,K)|X1,X ′i ,K]
= E [f(X1, J,Xi,K)− f(X ′′1 , J,Xi,K)|X1,Xi,K]
× E [f(X1, J,X ′i ,K)− f(X ′′1 , J,X ′i ,K)|X1,X ′i ,K] . (159)
Let us define h(·, ·, ·) by setting for any independent random variables x, y, z
h(x, y, z) = E [f(x, J, y, z)− f(X ′′1 , J, y, z)|x, y, z] . (160)
Then, we observe I ′i+1 ≤ I ′i because
I ′i+1 = E [h(X1,Xi,K)h(X1,X ′i ,K)]
= E
[
E[h(X1,Xi,K)h(X1,X ′i ,K)|X1,K]
]
= E
[
E[h(X1,Xi,K)|X1,K]2
]
≤ E [E[h(X1,Xi,K)2|X1,K]] = E [h(X1,Xi,K)2] = I ′i. (161)
Next, we will deal with I ′n+1.
I ′n+1 = E
[(
f(X )− f(X (1)))(f(X [n]\{1})− f(X [n]))] (162)
We observe
E
[
f(X )f(X [n]\{1})
]
= E
[
E[f(X )f(X [n]\{1})|X1]
]
= E
[
E[f(X )|X1]2
]
. (163)
Let us denote the independence between random variables by the notation |= . Since
X (1) |= X [n]\{1}, X |= X [n] and X (1) |= X [n], (164)
we have
E
[
f(X (1))f(X [n]\{1})
]
= E
[
f(X )f(X [n])
]
= E
[
f(X (1))f(X [n])
]
= E [f(X )]2 . (165)
Therefore, by Jensen’s inequality, we obtain
I ′n+1 = E
[
E[f(X )|X1]2
]− E [f(X )]2 = E [E[f(X )|X1]2]− E [E[f(X )|X1]]2 ≥ 0. (166)
A.2 Proof of Lemma 6.1
Let Est be the conditional expectation given (A,A
′, A′′, Sk). Under Est, the random pair (st) is
integrated out.
Est
[
ZstZ
[k]
st vsvtv
[k]
s v
[k]
t
]
=
2
N(N + 1)
∑
1≤i≤j≤N
ZijZ
[k]
ij vivjv
[k]
i v
[k]
j (167)
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Set Z ′ij := (a
′
ij − a′′ij)(1 + 1(i 6= j)). Then, the sum in the right-hand side of (167) is split up into
two parts, ∑
(ij)∈Sk
ZijZ
′
ijvivjv
[k]
i v
[k]
j +
∑
(ij)/∈Sk
Z2ijvivjv
[k]
i v
[k]
j , (168)
where 1 ≤ i ≤ j ≤ N in the both sums. Note that
E
[
ZijZ
′
ij
]
=
{
4
N if i 6= j,
1
N if i = j,
and E
[
Z2ij
]
=
{
8
N if i 6= j,
2
N if i = j.
(169)
Next, we shall calculate ∑
1≤i≤j≤N
E
[
ZijZ
[k]
ij
]
vivjv
[k]
i v
[k]
j . (170)
We deal with two cases, (ij) ∈ Sk and (ij) /∈ Sk, separately.∑
(ij)∈Sk
E
[
ZijZ
′
ij
]
vivjv
[k]
i v
[k]
j =
4
N
∑
(ij)∈Sk
i<j
vivjv
[k]
i v
[k]
j +
1
N
∑
(ij)∈Sk
i=j
vivjv
[k]
i v
[k]
j (171)
∑
(ij)/∈Sk
E
[
Z2ij
]
vivjv
[k]
i v
[k]
j =
8
N
∑
(ij)/∈Sk
i<j
vivjv
[k]
i v
[k]
j +
2
N
∑
(ij)/∈Sk
i=j
vivjv
[k]
i v
[k]
j (172)
For brevity, we denote vivjv
[k]
i v
[k]
j by Vi,j,k. Combining above two equations, we obtain∑
1≤i≤j≤N
E
[
ZijZ
[k]
ij
]
Vi,j,k =
8
N
∑
i<j
Vi,j,k +
4
N
∑
i=j
Vi,j,k − 4
N
∑
(ij)∈Sk
i<j
Vi,j,k − 3
N
∑
(ij)∈Sk
i=j
Vi,j,k − 2
N
∑
(ij)/∈Sk
i=j
Vi,j,k (173)
In fact, the last three sums of the above equation is negligible after taking expectation. The delocal-
ization result (Lemma 3.7) and the Cauchy–Schwarz is used. Recall the event E1 defined previously.
The delocalization occurs on E1 and P(Ec1) ≤ N−K for an arbitrary K > 0. Since we assume
|Sk| = k = N τ with τ < 2, we have
E
 1N ∑
(ij)∈Sk
i<j
Vi,j,k
(
1E1 + 1Ec1
) ≤ 1N · k · LDN2 + 1N · k · 1NK/2 = o(N−1). (174)
Using the similar argument, we get
E
 1N ∑
(ij)∈Sk
i=j
Vi,j,k
 ≤ 1N ·N · LDN2 + 1N ·N · 1NK/2 = o(N−1) (175)
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and
E
 1N ∑
(ij)/∈Sk
i=j
Vi,j,k
 ≤ 1N ·N · LDN2 + 1N ·N · 1NK/2 = o(N−1). (176)
Since 2
∑
i<j Vi,j,k =
∑
i6=j Vi,j,k by symmetry, it follows that
E
 ∑
1≤i≤j≤N
E
[
ZijZ
[k]
ij
]
Vi,j,k
 = 4
N
E
 ∑
1≤i,j≤N
Vi,j,k
+ o(N−1). (177)
What remains is to show
E
 ∑
1≤i≤j≤N
(
ZijZ
[k]
ij − E
[
ZijZ
[k]
ij
])
Vi,j,k
 = o(N−1). (178)
LetA′′′ = (a′′′ij ) be a independent copy ofAwhich is also independent ofA
′ andA′′. As we setB(ij)
and B
[k]
(ij), analogously define B˜(ij) and B˜
[k]
(ij) by using a
′′′
ij and a
′′′
ji instead of a
′′
ij and a
′′
ji. Denote by
u˜(ij) and u˜
[k]
(ij) be the second top eigenvector of B˜(ij) and B˜
[k]
(ij) respectively. To ease the notation,
we define
U˜i,j,k :=
(
u˜(ij)
)
i
(
u˜(ij)
)
j
(
u˜
[k]
(ij)
)
i
(
u˜
[k]
(ij)
)
j
(179)
and
Wij := ZijZ
[k]
ij − E
[
ZijZ
[k]
ij
]
. (180)
We can find that
E
[
Wij U˜i,j,k
]
= E [Wij ] · E
[
U˜i,j,k
]
= 0 (181)
because Zij and Z
[k]
ij only depend on Xij , X
′
ij and X
′′
ij while u˜(ij) and u˜
[k]
(ij) is independent of Xij ,
X ′ij andX
′′
ij . Thus, it is enough to show
E
 ∑
1≤i≤j≤N
Wij
(
Vi,j,k − U˜i,j,k
) = o(N−1). (182)
Let us define the event E ′1: for someD > 0
max
1≤i≤j≤N
(‖v2‖∞, ‖u˜(ij)‖∞, ‖v[k]2 ‖∞, ‖u˜[k](ij)‖∞) ≤
LD√
N
. (183)
We also define the event E ′2:
max
1≤i,j≤N
‖v2 − u(ij)‖∞ ≤ N− 12−δ and max
1≤i,j≤N
‖v[k]2 − u[k](ij)‖∞ ≤ N−
1
2
−δ. (184)
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On the event E ′ := E ′1 ∩ E ′2, we can use the bound
|Vi,j,k − U˜i,j,k| ≤ L
D
N2+α
. (185)
On the event E ′1 ∩ (E ′2)c, it follows that from the delocalization
|Vi,j,k − U˜i,j,k| ≤ L
D
N2
. (186)
We shall compute the expectation on E ′. Since E[ZijZ [k]ij ] = O(N−1), we observe
E
 ∑
1≤i≤j≤N
Wij
(
Vi,j,k − U˜i,j,k
)
1E′
 = O(N2 · 1
N
· L
D
N2+α
)
. (187)
On the event E ′1 ∩ (E ′2)c, we have
E
 ∑
1≤i≤j≤N
Wij
(
Vi,j,k − U˜i,j,k
)
1E′
1
∩(E′
2
)c
 ≤ N2 · C
q2
· L
D
N2
· 1
Nκ′
+N2 · C
N
· L
D
N2
· 1
Nκ′
(188)
for some κ′ > 0 given by Lemma 4.2. We can verify that
E
 ∑
1≤i≤j≤N
Wij
(
Vi,j,k − U˜i,j,k
)
1E′
1
∩(E′
2
)c
 = o(N−1). (189)
Since |Vi,j,k − U˜i,j,k| ≤ 2, on the event (E ′1)c, we get
E
 ∑
1≤i≤j≤N
Wij
(
Vi,j,k − U˜i,j,k
)
1(E′
2
)c
 ≤ N2 · C
q2
· 1
NK′
= o(N−1) (190)
by choosingK ′ > 0 large enough. Therefore, we have the desired result.
A.3 Proof of Lemma 7.1
Lemma A.1. For any 1 ≤ k ≤ N , there exists an integer 1 ≤ i ≤ N such that for all E and η > 0
1
2
(
max(η, |λk − E|)
)2 ≤ Nη−1ImR(E + iη)ii. (191)
Moreover, let 1 ≤ k ≤ L. There exists C0 > 0 such that with overwhelming probability, we have
|λk − 2| < LC0N−2/3 (192)
and for all integers 1 ≤ i ≤ N and all E satisfying |E − 2| < LC0N−2/3,
Nη−1ImR(E + iη)ii ≤ LC0
(
min
1≤j≤N
|λj − E|
)−2
(193)
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Proof.
ImRii =
∑
p=1
η(vp(i))
2
(λp − E)2 + η2 (194)
Note that vk(i) ≥ N−1/2 for some 1 ≤ i ≤ N . Since
Nη−1ImRii ≥ N(vk(i))
2
(λk − E)2 + η2 ≥
1
2
(
max(η, |λk − E|)
)2 , (195)
the first one follows.
Now we choose an integer 1 ≤ k ≤ L. By Lemma 3.4, with overwhelming probability, we have for
some constant C0 > 0
|λk − 2| ≤ |λk − γk|+ |γk − 2| ≤ LC0N−2/3, (196)
which is the second result.
Next, we consider E satisfying |E − 2| < LC0N−2/3. By Lemma 3.4 and Lemma 3.7, for some
constants c > 0, the following event E holds with overwhelming probability: we have E − λp ≥
cp2/3N−2/3 for all integer p > N ′ := ⌊L3C0⌋, and max1≤i≤N‖vi‖2∞ ≤ L/N . On the event E , we
have for some C > 0
N∑
p=N ′+1
N(vp(i))
2
(λp − E)2 + η2 ≤
N∑
p=N ′+1
L
(λp − E)2 ≤ CL(N
′)−1/3N4/3 (197)
and
N ′∑
p=1
N(vp(i))
2
(λp − E)2 + η2 ≤
LN ′
(min1≤j≤N |λj − E|)2
. (198)
By Lemma 3.4, we have CL(N ′)−1/3N4/3 ≤ LN ′ (min1≤j≤N |λj − E|)−2 with overwhelming
probability, which implies the third result by adjusting the value of C0.
Lemma A.2. Let C0, C1 > 0. There exists C > 0 such that, with overwhelming probability, the
following event holds: for all z = E + iη such that |E − 2| ≤ LC0N−2/3 and η = L−C1N−2/3, we
have for i 6= j
|R(z)ij | ≤ LCN−1/3 and |R(z)ii| ≤ C. (199)
Proof. We shall use the local law [EKYY13, Theorem 2.9]. Then, for i 6= j, the following holds
with overwhelming probability:
|R(z)ij | ≤ δ and |R(z)ii −msc(z)| ≤ δ (200)
where for some constant C′ > 0
δ := LC
′
(
1
q
+
√
Im msc(z)
Nη
+
1
Nη
)
(201)
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and msc(z) is the Cauchy-Stieltjes transform of the semicircle distribution. According to [KY13,
Lemma 3.2],
|msc(z)| ≍ 1 and Im msc(z) ≍
{√|E − 2|+ η if |E| ≤ 2,
η√
|E−2|+η
if |E| ≥ 2. (202)
Thus, for |E − 2| ≤ LC0N−2/3 and η = L−C1N−2/3, it follows for some C > 0
Im msc(z) ≤ LCN−1/3. (203)
Recall that we consider the regime q = N b with b > 13 . Therefore, for some C > 0, we obtain
δ ≤ LCN−1/3. (204)
The desired result follows.
Proof of Lemma 7.1. For 0 ≤ t ≤ k, let Ft be the σ-algebra generated by the random variableA, Sk
and (a′isjs)1≤s≤t. For 1 ≤ i, j ≤ N , we set
Tij = {1 ≤ t ≤ k : {it, jt} ∩ {i, j} 6= ∅} (205)
Since F0 contains σ(Sk), the cardinality |Tij | is F0-measurable. We write
|Tij | =
N∑
l=i
1[(il) ∈ Sk] +
i−1∑
l=1
1[(li) ∈ Sk]
+ 1(i 6= j)
 N∑
l=j
1[(jl) ∈ Sk] +
j−1∑
l=1
1[(lj) ∈ Sk]− 1
 (206)
Since Sk is uniformly chosen at random, we have for any 1 ≤ i′ ≤ j′ ≤ N
P((i′j′) ∈ Sk) =
(
N(N+1)
2 − 1
k − 1
)
(
N(N+1)
2
k
) = 2k
N(N + 1)
. (207)
Thus, it follows that
E|Tij | =

2k(2N−1)
N(N+1) if i < j,
2k
(N+1) if i = j.
(208)
In other words,
E|Tij | = Θ
(
k
N
)
(209)
Next, we apply [Cha07, Proposition 1.1]. Then, for any u > 0, we have
P (|Tij | ≥ E|Tij |+ u) ≤ exp
(
− u
2
4E|Tij |+ 2u
)
, (210)
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which implies, with overwhelming probability,
max1≤i,j≤N |Tij | ≤ 5k
′
N
(211)
where k′ = max
(
k,N(logN)2
)
(put u = k′/N ). Let T be the event that (211) holds. Denote by
Et ∈ Ft the event that T occurs and the conclusion of Lemma A.2 holds forR[t] (with the convention
A[0] = A). If Et holds, then for all z = E+ iη with |E − 2| ≤ LC0N−2/3 and η = L−C1N−2/3, we
have for some C > 0,
max
i6=j
∣∣∣R[t]ij (z)∣∣∣ ≤ LCN−1/3 and maxi ∣∣∣R[t]ii (z)∣∣∣ ≤ C (212)
We define A
[t]
0 as the symmetric matrix obtained fromA
[t] by setting to 0 the (itjt)-entry and (jtit)-
entry. By construction, A
[t+1]
0 is Ft-measurable. We denote by R[t]0 the resolvent of A[t]0 . Recall the
following resolvent identity.
(X − zI)−1 = (Y − zI)−1 + (Y − zI)−1(Y −X)(X − zI)−1 (213)
Using the resolvent identity (213), we get
R
[t+1]
0 =
2∑
l=0
(
R[t](A[t] −A[t+1]0 )
)l
R[t] +
(
R[t](A[t] −A[t+1]0 )
)3
R
[t+1]
0 . (214)
We set for i ≤ j, Eij = eieTj + ejeTi 1(i 6= j) where ei denotes the canonical basis of Rn such that
the i-th entry is equal to 1 and the other entries are equal to 0. We have
A[t] −A[t+1]0 = ait+1jt+1Eit+1jt+1 and A[t+1] −A[t+1]0 = a′it+1jt+1Eit+1jt+1 (215)
Recall the fact that |aij | ≤ Cq−1 and ‖R[t+1]0 ‖ ≤ η−1. From now on, we work on the event Et with
fixing z = E + iη satisfying |E − 2| ≤ LC0N−2/3 and η = L−C1N−2/3. For i 6= j, even if we
assume the worst case t+ 1 ∈ Tij , we have∣∣∣(R[t+1]0 )ij ∣∣∣ ≤ LCN−1/3 + Cq−1 + Cq−2 + Cq−3η−1
= LCN−1/3 + Cq−1 + Cq−2 + CLC1q−3N2/3
. LCN−1/3 (216)
where we use q ≫ N1/3 in the last inequality. For i = j, it is enough to consider
R
[t+1]
0 = R
[t] +R[t](A[t] −A[t+1]0 )R[t] +
(
R[t](A[t] −A[t+1]0 )
)2
R
[t+1]
0 . (217)
Then, it follows that ∣∣∣(R[t+1]0 )ii∣∣∣ ≤ C + Cq−1 + Cq−2η−1 . C. (218)
In sum,
max
i6=j
∣∣∣(R[t+1]0 )[t+1]ij (z)∣∣∣ ≤ LCN−1/3 and maxi ∣∣∣(R[t+1]0 )[t+1]ii (z)∣∣∣ ≤ C (219)
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Similarly, by the resolvent identity with R[t+1] and R
[t+1]
0 ,
R[t+1] = R
[t+1]
0 +R
[t+1]
0 (A
[t+1]
0 −A[t+1])R[t+1]0 +
(
R
[t+1]
0 (A
[t+1]
0 −A[t+1])
)2
R[t+1] (220)
=
2∑
l=0
(
R
[t+1]
0 (A
[t+1]
0 −A[t+1])
)l
R
[t+1]
0 +
(
R
[t+1]
0 (A
[t+1]
0 −A[t+1])
)3
R[t+1], (221)
we observe
max
i6=j
∣∣∣R[t]ij (z)∣∣∣ ≤ LCN−1/3 and maxi ∣∣∣R[t]ii (z)∣∣∣ ≤ C. (222)
Since R
[t+1]
0 ∈ Ft, it follows from (221) that
E
[
R
[t+1]
ij
∣∣∣Ft] = (R[t+1]0 )ij − r[t+1]ij E[a′it+1jt+1 ] + s[t+1]ij E[(a′it+1jt+1)2]
− ((R[t+1]0 Eit+1jt+1)3R[t+1])ijE[(a′it+1jt+1)3] (223)
where r
[t]
ij := (R
[t]
0 EitjtR
[t]
0 )ij and s
[t]
ij :=
(
(R
[t]
0 Eitjt)
2R
[t]
0
)
ij
. We observe∣∣∣((R[t+1]0 Eit+1jt+1)3R[t+1])ijE[(a′it+1jt+1)3]∣∣∣ ≤ αt+1 (224)
where
αt := L
CN−2/3q−31(t /∈ Tij) + LCN−1/3q−31(t ∈ Tij) + Cq−31({i, j} = {it, jt}) (225)
We write the resolvent identity with R[t] and R
[t+1]
0 ,
R[t] =
2∑
l=0
(
R
[t+1]
0 (A
[t+1]
0 −A[t])
)l
R
[t+1]
0 +
(
R
[t+1]
0 (A
[t] −A[t+1]0 )
)3
R[t], (226)
and we get
R
[t]
ij = (R
[t+1]
0 )ij − r[t+1]ij ait+1jt+1 + s[t+1]ij (ait+1jt+1)2 −
(
(R
[t]
0 Eitjt)
3R[t]
)
ij
(ait+1jt+1)
3. (227)
In other words,
(R
[t+1]
0 )ij = R
[t]
ij + r
[t+1]
ij ait+1jt+1 − s[t+1]ij (ait+1jt+1)2 +
(
(R
[t]
0 Eitjt)
3R[t]
)
ij
(ait+1jt+1)
3. (228)
Note that, as we show in (224), we can find∣∣∣((R[t+1]0 Eit+1jt+1)3R[t+1])ij(ait+1jt+1)3]∣∣∣ ≤ αt+1. (229)
It follows from (223) that
E
[
R
[t+1]
ij
∣∣∣Ft]−R[t]ij = r[t+1]ij (ait+1jt+1 − E[ait+1jt+1 ])− s[t+1]ij ((ait+1jt+1)2 − E[(ait+1jt+1)2])
+
(
(R
[t]
0 Eitjt)
3R[t]
)
ij
(ait+1jt+1)
3 − ((R[t]0 Eitjt)3R[t+1])ijE[(ait+1jt+1)3]
(230)
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Now we are ready to make the desired bound.
R
[k]
ij −Rij =
k−1∑
t=0
(
R
[t+1]
ij −R[t]ij
)
=
k−1∑
t=0
(
R
[t+1]
ij − E
[
R
[t+1]
ij
∣∣∣Ft])+ rij − sij + αij (231)
where
rij :=
k∑
t=1
r
[t]
ij (aitjt − E[aitjt ]), sij :=
k∑
t=1
s
[t]
ij
(
(aitjt)
2 − E[(aitjt)2]
)
, |αij | ≤ 2
k∑
t=1
αt.
(232)
We define
Zt+1 :=
(
R
[t+1]
ij − E
[
R
[t+1]
ij
∣∣∣Ft])1(Et). (233)
For any u ≥ 0, we have
P
(∣∣∣∣∣
k−1∑
t=0
(
R
[t+1]
ij − E
[
R
[t+1]
ij
∣∣∣Ft])
∣∣∣∣∣ ≥ u
)
≤ P
(∣∣∣∣∣
k∑
t=1
Zt
∣∣∣∣∣ ≥ u ;
k⋂
t=0
Et
)
+ P
(
k⋃
t=0
(Et)c
)
≤ P
(∣∣∣∣∣
k∑
t=1
Zt
∣∣∣∣∣ ≥ u
)
+
k−1∑
t=0
P
(
(Et)c
)
. (234)
Since the event T and the conclusion of LemmaA.2 hold with overwhelming probability, it is verified
that for any C > 0
k−1∑
t=0
P
(
(Et)c
)
= O(N−C). (235)
Observe that Zs ∈ Ft for all s ≤ t,
E[Zt+1|Ft] = 1(Et)E
[(
R
[t+1]
ij − E
[
R
[t+1]
ij
∣∣∣Ft])∣∣∣Ft] = 0, (236)
and, by the resolvent identity,
|Zt| ≤ βt (237)
where
βt := L
CN−
2
3 q−11(t /∈ Tij) + LCN− 13 q−11(t ∈ Tij) + Cq−11({i, j} = {it, jt}). (238)
Next, we apply Azuma-Hoeffding inequality to bound
∑k
t=1 Zt because each Zt has zero conditional
expectation and is bounded by βt. It follows that
P
(∣∣∣∣∣
k∑
t=1
Zt
∣∣∣∣∣ ≥ u · (∑kt=1β2t )1/2
)
≤ 2 exp
(
−u
2
2
)
. (239)
By choosing u = logN , we obtain that with overwhelming probability∣∣∣∣∣
k−1∑
t=0
(
R
[t+1]
ij − E
[
R
[t+1]
ij
∣∣∣Ft])
∣∣∣∣∣ ≤ (logN) · (∑kt=1β2t )1/2. (240)
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Now it is enough to show
(∑k
t=1β
2
t
)1/2 ≤ L−CN−1/3. Note that(
k∑
t=1
β2t
)1/2
≤ LCN−2/3q−1
√
k + LCN−
1
3 q−1
√
k′
N
+ Cq−1. (241)
Let q = N b with b > 1/3 and k = N τ . Then, it is required that
max
(
−2
3
− b+ τ
2
,−5
6
− b+ τ
2
,−1
3
− b,−b
)
< −1
3
(242)
and it boils down to the relation
τ < 2b+
2
3
, (243)
which is the given assumption. From this relation, we can realize that τ < 53 due to the assumption
b < 12 .
In order to bound rij and sij , we introduce a backward filtration {F ′t}. Define F ′t as the σ-algebra
generated by A′, Sk and {aij}1≤i,j≤N\{aisjs}1≤s≤t. Since A[t] ∈ F ′t, the event Et ∈ F ′t so the
bounds of the resolvents we found above, (212), (219) and (222), is still valid with overwhelming
probability. Thus, on the event Et, we have∣∣∣r[t]ij (aitjt − E[aitjt ])∣∣∣ ≤ βt. (244)
Define Z ′t := r
[t]
ij (aitjt − E[aitjt ])1(Et). Note that Z ′s ∈ F ′t for s > t. Since A[t]0 ∈ F ′t, we observe
r
[t]
ij ∈ F ′t, E[Z ′t|F ′t] = 0 and |Z ′t| ≤ βt. According to the same argument we used in (234), it is
enough to bound
P
(∣∣∣∣∣
k∑
t=1
Z ′t
∣∣∣∣∣ ≥ u · (∑kt=1β2t )1/2
)
(245)
By applying Azuma-Hoeffding inequality with u = logN , with overwhelming probability, it follows
that
|rij | ≤ (logN) ·
(∑k
t=1β
2
t
)1/2 ≤ L−CN−1/3. (246)
Similarly, we can bound |sij | using the backward filtration and Azuma-Hoeffding inequality. Since
we have ∣∣∣s[t]ij ((aitjt)2 − E[(aitjt)2])∣∣∣ ≤ q−1βt, (247)
it follows that
|sij | ≤ L−CN−1/3. (248)
Moreover, we can check
αt ≤ q−2βt, (249)
which implies, under the relation (243),
αij ≤ 2
k∑
t=1
αt ≤ 2q−2
k∑
t=1
βt ≤ L−CN−1/3. (250)
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As a final step, the desired result follows by a continuity argument. Since
|Rij(E + iη)−Rij(E′ + iη)| ≤ |E − E
′|
η2
, (251)
we split the interval {E : |E − 2| ≤ LC0N−2/3} into many subintervals of length less than η 52 . We
have, with overwhelming probability, for every end point w of the subintervals,
max
1≤i,j≤N
Nη|R[k](w)ij −R(w)ij | ≤ 1
L2
. (252)
By the continuity, the desired result also hold for all points inside every subintervals..
A.4 Proof of Lemma 7.2
We write vm = (vm,1, · · · , vm,N) and v[k]m = (v[k]m,1, · · · , v[k]m,N) form = 1, · · · , N . By the spectral
theorem, we have
NηImR(z)ij =
∑
m=1
Nη2vm,ivm,j
(λm − E)2 + η2 . (253)
According to Lemma 3.4 and Lemma 3.7, for some c0 > 0, it follows that with overwhelming
probability
|λ2 − 2| ≤ Lc0N−2/3, ‖vm‖2∞ ≤ LDN−1 (254)
and, form > N ′ := ⌊L3c0⌋ and E satisfying |E − 2| ≤ Lc0N−2/3,
E − λm ≥ cm2/3N−2/3. (255)
Thus, we obtain with overwhelming probability that∣∣∣∣∣
N∑
m=N ′+1
Nvm,ivm,j
(λm − E)2 + η2
∣∣∣∣∣ ≤ LD(N ′)−1/3N4/3 (256)
Fix ǫ > 0. Applying [EKYY12, Theorem 2.7], we can find δ > 0 such that
P
(
λ2 − λ3 > δN−2/3
)
≥ 1− ǫ. (257)
As a result, if |λ2 − E| ≤ (δ/4)N−2/3, the following event∣∣∣∣∣∣
N ′∑
m=3
Nvm,ivm,j
(λm − E)2 + η2
∣∣∣∣∣∣ ≤ 4L
DN ′N4/3
δ2
(258)
holds with probability at least 1− ǫ. If |λ2 − E| ≤ ηL−C1 , Lemma 3.7 implies that∣∣∣∣ Nη2v2,iv2,j(λ2 − E)2 + η2 −Nv2,iv2,j
∣∣∣∣ ≤ LD−2C1 (259)
holds with overwhelming probability. Also, since λ1 ∼ ζq+1/ζq with overwhelming probability by
Lemma 3.6, we can verify that ∣∣∣∣ Nη2v2,iv2,j(λ1 − E)2 + η2
∣∣∣∣ ≤ LD−2C1N−4/3q2 (260)
REFERENCES 34
holds with overwhelming probability (Lemma 3.7 is also used). Combining all of the above estimates
and choosing C1 > 0 large enough, we conclude that for all E satisfying |λ2 − E| ≤ ηL−C1
max
1≤i≤j≤N
|NηImR(E + iη)ij −Nv2,iv2,j | ≤ L−2 (261)
with probability at least 1 − ǫ. Now we repeat the above all argument with replacing R with R[k],
which provides us that for all E satisfying |λ[k]2 − E| ≤ ηL−C1
max
1≤i≤j≤N
|NηImR[k](E + iη)ij −Nv[k]2,iv[k]2,j | ≤ L−2 (262)
with probability at least 1 − ǫ. According to Lemma 7.3, we have |λ2 − λ[k]2 | ≤ ηL−C1 with over-
whelming probability. Therefore (131) holds with probability at least 1− 3ǫ.
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