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Abstract A measurement of the inclusive deep inelastic
neutral current e+p scattering cross section is reported in
the region of four-momentum transfer squared, 12 GeV2 ≤
Q2 ≤ 150 GeV2, and Bjorken x, 2 × 10−4 ≤ x ≤ 0.1. The
results are based on data collected by the H1 Collaboration
at the ep collider HERA at positron and proton beam en-
ergies of Ee = 27.6 GeV and Ep = 920 GeV, respectively.
The data are combined with previously published data, taken
at Ep = 820 GeV. The accuracy of the combined measure-
ment is typically in the range of 1.3–2%. A QCD analysis at
next-to-leading order is performed to determine the parton
distributions in the proton based on H1 data.
1 Introduction
The electron-proton collider HERA extends the kinematic
range of deep inelastic lepton-nucleon scattering (DIS), de-
termined by the four-momentum transfer squared, Q2, and
Bjorken x, by two orders of magnitude towards high Q2 and
small x, compared with fixed target experiments. This al-
lows proton structure to be thoroughly investigated as is vi-
tal for the understanding of strong interactions, described by
Quantum Chromodynamics (QCD).
This paper presents the most accurate cross section data
to date for the inclusive neutral current process e+p →
e+X, measured in the kinematic region 12 GeV2 ≤ Q2 ≤
150 GeV2 and 2 × 10−4 ≤ x ≤ 0.1. The data newly pre-
sented here were taken in the year 2000 with positrons of en-
ergy Ee = 27.6 GeV and protons of energy Ep = 920 GeV,
corresponding to a centre of mass energy
√
s = 319 GeV.
The luminosity amounts to 22 pb−1. The measurements are
combined with similar data taken in 1996/1997 at Ep =
820 GeV [1]. The present paper refers to methods and de-
tailed explanations given in a recent publication [2] of lower
Q2 data, 0.2 GeV2 ≤ Q2 ≤ 12 GeV2. The results can be
compared with data obtained by the ZEUS Collaboration
[3, 4].
The double differential neutral current DIS cross section
in its reduced form and neglecting contributions from Z bo-
son exchange, is given by
σr = Q
4x
2πα2[1 + (1 − y)2] ·
d2σ
dxdQ2
= F2(x,Q2) − f (y) · FL(x,Q2) (1)
with α denoting the fine structure constant and f (y) =
y2/[1 + (1 − y)2]. The inelasticity y is related to Q2, x
and the centre-of-mass energy squared, s = 4EeEp , by y =
Q2/sx. A first measurement of the longitudinal structure
function FL at low x was recently performed by H1 [5].
The measurement presented here is restricted to the region
of inelasticity y ≤ 0.6 where the contribution of FL is small
and thus it focuses on the structure function F2. The data
are used to determine the derivative (∂F2/∂ lnQ2)x which
provides a sensitive test of the evolution dynamics of par-
tons, and the derivative (∂ lnF2/∂ lnx)Q2 , which quantifies
the rise of F2(x,Q2) at fixed Q2 towards low x [6].
The new data cover the Q2 region of deep inelastic scat-
tering, from a few GeV2 to about 150 GeV2, with unprece-
dented accuracy at low x. A QCD analysis at next-to-leading
order (NLO) is performed to obtain a new set of parton dis-
tribution functions (PDFs) from the inclusive DIS cross sec-
tion measurements of the H1 experiment alone. The QCD
analysis is based on the results presented here, the low Q2
data [2], and the neutral and charged current (NC and CC)
data sets at high Q2 [7–9].
2 Measurement technique
The analysis techniques are similar to those applied at lower
Q2 [2], more details of the present analysis can also be
found in [10].
2.1 Detector
The H1 detector [11, 12] was built and upgraded for the ac-
curate measurement of inelastic ep interactions at HERA.
The detector components most relevant to this measure-
ment are the central tracker, the backward1 lead-scintillator
calorimeter (SpaCal) [13] and the liquid argon calorime-
ter (LAr) [14]. The central tracker consists of the central
jet drift chamber, two complementary z drift chambers, the
central inner (CIP) [15, 16] and outer proportional cham-
bers, and the central silicon tracker (CST) [17]. The drift
chambers and the CST are used for the measurement of
tracks from the hadronic final state. The momenta of the
tracks are determined and the event vertex is reconstructed.
The polar angle of the scattered positron is determined
by the planar backward drift chamber (BDC) and the ver-
tex position. Complementary tracking information is ob-
tained from the backward silicon tracker (BST) [18]. The
SpaCal contains electromagnetic and hadronic sections. Its
energy resolution for electromagnetic energy depositions
is δE/E ≈ 0.07/√E/GeV ⊕ 0.01. It also provides a trig-
ger based on the scattered positron energy. The LAr allows
the hadronic final state to be reconstructed. Its energy res-
olution was determined to be δE/E ≈ 0.50/√E/GeV ⊕
0.02 with pion test beam data [19]. Two electromagnetic
crystal calorimeters, a photon tagger and an electron tag-
ger, located close to the beam pipe at z = −103.1 m and
1The backward direction is determined by the outgoing positron beam
direction. H1 uses a coordinate system with the positive z axis given by
the outgoing proton beam direction and the nominal interaction point
at z = 0.
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z = −33 m, respectively, are used to monitor the lumi-
nosity via the measurement of the Bethe-Heitler process
ep → γ ep.
2.2 Online event selection
The online trigger conditions used in this analysis are based
on an energy deposition in the electromagnetic section of the
SpaCal. Three trigger conditions with different energy and
radius thresholds are used, which largely overlap in phase
space. The dominant source of trigger inefficiency are the
veto conditions against beam related background. For these
a global inefficiency of (0.5 ± 0.3)% is determined and cor-
rected for. The inefficiency of the online software filter is
determined to be 0.2%, which is applied as a global cor-
rection with a systematic uncertainty of half that size. The
residual trigger inefficiencies from other sources are smaller
than 0.1%.
2.3 Kinematics
The DIS event kinematics are reconstructed from scattered
positron and hadronic final state information. The positron
energy E′e and scattering angle θe are used. For the hadronic
final state a sum over the particles’ energies Ei and longi-
tudinal momenta Pz,i is formed, 	h = ∑i (Ei − Pz,i). The
total difference between energy and longitudinal momentum
E − Pz is obtained by adding to 	h the positron contribu-
tion, E − Pz = 	h + E′e(1 − cos θe). Based on these vari-
ables, measurements of Q2 and y are obtained using the
electron and the 	 methods as explained in [2]. In order
to optimise the measurement accuracy, the electron method
is used at larger y  0.1, while the 	 method is used at
lower y. For this analysis, positrons with scattering angles
between θe ≈ 158◦ and θe ≈ 173◦, energies E′e > 11 GeV
and Q2e > 10 GeV2 are included. The cross section measure-
ment is performed in bins of x and Q2 chosen similarly to
the previous measurement [1], with small modifications due
to the different centre of mass energy. For each bin and re-
construction method the purity P = Nrec,gen/Nrec and the
stability S = Nrec,gen/Ngen are calculated. Here Nrec (Ngen)
is the total number of reconstructed (generated) Monte Carlo
events in the bin and Nrec,gen is the number of events which
are both generated and reconstructed in the same bin. The
values for purity and stability exceed 40% in all analysis
bins and are typically well above 50% for the chosen recon-
struction method [10].
2.4 Positron and hadronic final state reconstruction
The reconstruction of the scattered positron is based on the
measurement of a deposition of energy, termed a cluster,
with a limited transverse size characteristic of an electro-
magnetic shower. The energy of the cluster E′e is obtained
by summing over all cells of the cluster in the electromag-
netic section of the SpaCal. Its transverse size is charac-
terised by Rlog, which is obtained from the positions of all
SpaCal cells belonging to a cluster using a logarithmic en-
ergy weighting [20]. A cut Rlog < 4 cm is applied. For ad-
ditional background suppression, the energy deposition in
the hadronic section of the SpaCal behind the electromag-
netic cluster, Eh, is required to be less than 15% of E′e. The
positron candidate cluster is further required to be associ-
ated to a track in the BDC, formed by at least 4 hits from the
8 layers. This ensures an accurate measurement of the polar
angle θe in combination with the z position of the interaction
vertex, zvtx, determined with the central track detectors.
The reconstruction of the hadronic final state uses infor-
mation from the central tracker and the calorimeters LAr
and SpaCal [2]. The determination of 	h is affected by the
presence of noise in the calorimeters. The resulting bias is
particularly strong for small yh = 	h/2Ee. Contributions of
noise from the SpaCal and the LAr are suppressed as de-
scribed in [2].
2.5 Monte Carlo event simulations
Monte Carlo (MC) simulations are used to correct for de-
tector acceptance and resolution effects, and for the back-
ground subtraction. The DIS signal events are generated us-
ing the DJANGOH [21] event generator, while the PHO-
JET [22] program is used for the photoproduction back-
ground. Elastic QED Compton events are generated using
the COMPTON event generator [23]. The cross section mea-
surement is corrected for QED radiation up to order α us-
ing HERACLES [24]. The radiative corrections are cross
checked with HECTOR [25]. An agreement to better than
0.3% is found in the kinematic range of this measurement.
All generated events are passed through the full GEANT
[26] based simulation of the H1 apparatus and are recon-
structed using the same program chain as for the data. For
consistency, the calibrations of the SpaCal and the LAr, as
well as the alignment, are performed for the reconstructed
MC events in the same way as for the data. The calorimeter
noise is determined using events from random triggers and
is overlaid on the simulated events. The simulated events are
reweighted to match the cross section derived from the QCD
fit which is described in Sect. 6.
3 Data analysis
The data for the present measurement were recorded in the
year 2000 and correspond to an integrated luminosity of
22 pb−1. In the following a description of the analysis is
given. Further information can be found in [2, 10].
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3.1 Event selection
An overview of the selection criteria is given in Table 1. De-
tection of the scattered positron is required within the back-
ward calorimeter SpaCal, as discussed in Sects. 2.3 and 2.4.
In order to ensure that the cluster is well contained in the
SpaCal, the extrapolation of the associated BDC track seg-
ment to the SpaCal plane is required to be within a distance
from the beam line of rSpac < 73 cm. The event vertex is re-
constructed either by the central drift chambers and the CST
or by using the CIP and the positron cluster position. Its z-
position is required to be within ±35 cm of the centre of the
detector.
Events for which the hadronic final state is poorly re-
constructed are rejected by demanding that the total mea-
sured hadronic transverse momentum PhT be at least 30%
of the positron transverse momentum P eT. This efficiently
removes migrations from very low y. Events with high en-
ergy initial state photon radiation are excluded by requiring
E−Pz > 35 GeV. The QED Compton process is suppressed
using a topological cut against events with two back-to-back
electromagnetic clusters reconstructed in the SpaCal.
3.2 Efficiency determination
The efficiencies of the positron identification requirements
(transverse cluster size, hadronic energy fraction, BDC val-
idation) exceed 99% in most of the phase space. They are
well described by the simulation. The only significant local
inefficiency, of about 5%, is observed for the BDC valida-
tion requirement at a radial distance from the beam line of
rBDC ∼ 25 cm where the geometry of the BDC drift cells
changes. A detailed map of this inefficiency as a function
of rBDC and the azimuthal angle of the scattered positron
is obtained using positron candidates validated by the BST.
The simulation is adjusted accordingly and an additional
Table 1 Event selection criteria
Description Requirement
Kinematic Range Q2e > 10 GeV2
Scattered positron energy E′e > 11 GeV
SpaCal cluster radius Rlog < 4 cm
Energy in hadronic SpaCal section Eh/E′e < 0.15
BDC validation ≥4 linked hits, BDC-SpaCal
radial match <2.5 cm
Radial cluster position rSpac < 73 cm
Vertex z position |zvtx| < 35 cm
Transverse momentum balance PhT /P eT > 0.3
Longitudinal momentum balance E − Pz > 35 GeV
QED Compton Rejection Topological veto
0.5% systematic uncertainty is added to the cross section
measurement error, uncorrelated from bin-to-bin.
The efficiency of the vertex reconstruction is determined
using events independently reconstructed by the BST. This
efficiency is determined to be close to 100% for all but a few
bins at Q2 < 20 GeV2 and y < 0.03, where it drops to about
75–95%. It is described by the simulation to an accuracy of
0.3% for y > 0.01. For lower y the description is accurate
to about 1%, which is accounted for by an additional uncor-
related uncertainty in the corresponding bins.
3.3 Alignment and calibration
The alignment of the H1 detector starts from the internal ad-
justment of the central tracker and proceeds with the back-
ward detectors, BDC, SpaCal and BST. The alignment of
the BDC is performed using the tracks of positron can-
didates that are reconstructed in the central tracker with
high accuracy. The SpaCal position is adjusted based on
the positron tracks measured in the BDC. Finally the BST
is aligned using events with a well reconstructed central
vertex and a positron track measured in the BDC. The re-
sulting agreement of the polar angle measurements is bet-
ter than 0.2 mrad, which defines the associated systematic
uncertainty. The measured and simulated scattered positron
polar angle distributions are shown in Fig. 1(a). The data are
well described by the simulation.
The calibration of the electromagnetic scale of the
SpaCal corrects for differences in the gain factors of individ-
ual SpaCal cells, for local non-uniformities at the sub-cell
level and for global non-linearity in the energy response.
The calibration is based mainly on the positron candidates
at low y. For these the kinematics can be reliably recon-
structed using the double angle reconstruction method as
described in [2], which employs only the polar angle infor-
mation of the hadronic final state and the scattered positron,
in addition to the positron beam energy. The non-linearity
of the energy response is determined and corrected for us-
ing a sample of π0 → γ γ events. The energy scale is then
checked using elastically produced J/ψ particles decaying
to e+e− and QED Compton events, ep → epγ , where the
scattered positron and photon are both reconstructed in the
SpaCal. The relative data-to-simulation scale uncertainty is
derived from two contributions: a global 0.2% arising from
the double angle calibration and a part resulting from the
π0 studies, which is 1% at E = 2 GeV linearly decreasing
to zero at E = 27.6 GeV. The measured and simulated scat-
tered positron energy distributions are in very good agree-
ment, as shown in Fig. 1(b).
The calibration of the calorimeters employed for the
hadronic final state energy measurement is based on kine-
matic constraints relating the scattered positron to the
hadronic final state. For the calibration of the LAr calorime-
ter, the conservation of the total transverse momentum PT is
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Fig. 1 Distribution of events
requiring ye < 0.6 and
y	 > 0.005: the polar angle (a)





T (data outside the
analysis selection indicated by
the vertical line shown as open
symbols) (c) and E − Pz (d).
The curves represent the MC
simulation normalised to the
luminosity, including a very
small contribution from
photoproduction. The narrow
bands illustrate the correlated
systematic uncertainties of the
measurement
used. The hadronic SpaCal calibration utilises the conserva-
tion of E − Pz.
The transverse momentum balance between the scattered
positron and the hadronic final state is studied as a func-
tion of various variables, such as P eT, the polar angle of the
hadronic final state, and y	 . Figure 1(c) shows the overall
PhT /P
e
T distribution with a vertical line at 0.3 indicating the
analysis cut value. For PhT /P
e
T values larger than this cut, the
data distribution lies inside a band given by varying the LAr
hadronic energy scale in the simulation by 2% for y > 10−2.
At the lowest y  0.005 considered in the measurement, the
hadronic final state is produced at small polar angles, and
a significant part escapes detection. The systematic uncer-
tainty on the hadronic energy scale is increased from 2% at
y = 10−2 linearly in logy to 10% at y = 10−3. Furthermore,
for bins with y < 10−2, an additional uncorrelated cross sec-
tion uncertainty of 2% is estimated by varying the PhT /P eT
cut between 0.25 and 0.35.
A topological finder is used to identify and subtract LAr
noise. The fraction of hadronic energy attributed to noise is
described by the simulation to within 15%, which is taken
as a systematic uncertainty.
For large values of y, the contribution of the SpaCal to
	h becomes larger than the combined contribution of the
LAr calorimeter and the tracks, and thus the total E−Pz, ex-
pected to be 2Ee, provides the calibration for the hadronic
final state measurement in the SpaCal. A study at y  0.5
shows that the hadronic energy measurement in the SpaCal
is described by the simulation to 0.3 GeV. Figure 1(d) shows
the E − Pz distribution for the data and the simulation. The
simulation reproduces the data within the combined calibra-
tion uncertainties.
3.4 Background
A small source of background for this analysis arises from
photoproduction events, in which the scattered positron es-
capes detection in the backward beam pipe while a parti-
cle from the hadronic final state mimics the positron. For
a fraction of photoproduction events the scattered positron
is detected by the electron tagger of the luminosity system.
The photoproduction MC (PHOJET) is normalised globally
based on a comparison with tagged events applying all se-
lection criteria apart from the E − Pz cut. The systematic
uncertainty on the background normalisation is taken to be
15%, based on the studies described in [2]. The background
contribution at the highest y ∼ 0.5 considered here typically
amounts to 5%, hence yielding an uncertainty of less than
1% on the cross section. Potential background from non-
ep interactions is studied using non-colliding bunches and
found to be negligible.
3.5 Summary of systematic uncertainties
The systematic uncertainties are classified into two groups,
bin-to-bin correlated and uncorrelated errors. They are sum-
marised in Table 2. The electromagnetic and hadronic en-
ergy scales, the positron scattering angle, LAr noise, back-
ground subtraction and normalisation are all considered to
be correlated sources of uncertainty. The uncorrelated errors
arise from various efficiencies and the radiative corrections.
For most of the analysis phase space none of the sources
of systematic uncertainty dominates the result. For very low
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Table 2 Summary of the
systematic uncertainties. For the
correlated error sources, the
uncertainties are given in terms
on the uncertainty on the
corresponding source. For the
uncorrelated error sources, the
uncertainties are quoted directly





E′e linearity 1% at 2 GeV to 0% at 27.6 GeV
Polar angle θe 0.2 mrad
LAr hadronic scale 2% for y > 0.01
increasing linearly in logy to 10% at y = 0.001
LAr noise contribution to E − Pz 15%
SpaCal hadronic scale 0.3 GeV
γp background normalisation 15%






Additional uncertainty for bins with y ≤ 0.01 2.0%
Fig. 2 Bjorken-x and Q2
distributions of events requiring
ye < 0.6 and y	 > 0.005: xe
and Q2e reconstructed using the
electron method (a)–(b), and x	
and Q2	 reconstructed using the
	 method (c)–(d). The curves
represent the MC simulation
normalised to the luminosity.






y < 0.01, many uncertainties increase strongly, as the re-
construction efficiency drops rapidly and the modelling of
the hadronic final state suffers from increased losses in the
forward direction.
The uncertainty on the global normalisation of the mea-
surement is determined mostly from the luminosity mea-
surement, which is accurate to within 1.1%. The additional
corrections discussed in Sect. 2.2 increase the overall nor-
malisation uncertainty to 1.2%.
3.6 Data—Monte Carlo comparison
The quality of the MC description of the measurement can
be verified by comparing experimental and simulated distri-
butions in the kinematic range of the measurement, corre-
sponding approximately to y	 > 0.005 and ye < 0.6. The
DIS MC cross section prediction is reweighted to the QCD
fit discussed in Sect. 6. The distributions are normalised to
the luminosity. Figure 2(a)–(d) shows the x and Q2 distribu-
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tions of the selected events for the two kinematic reconstruc-
tion methods, electron and 	. A good overall agreement is
obtained in the description of the data by the simulation.
4 DIS cross section results
The measurement of the inclusive double differential cross
section for deep inelastic positron-proton scattering, e+p →
e+X with the Ep = 920 GeV data, is reported in Table 3.
The table shows the statistical, uncorrelated and the various
correlated error contributions. The region of small Bjorken
x, 2 × 10−4 ≤ x ≤ 0.1, and of four-momentum transfer
squared, 12 GeV2 ≤ Q2 ≤ 150 GeV2, is covered.
The stability of the cross section measurement is tested
with a set of dedicated cross checks. This is done by split-
ting the data into two approximately equal subsamples and
comparing the results obtained using the same reconstruc-
tion method on each. For example, the data are compared as
measured with the upper and the lower half of the SpaCal,
for negative and positive zvtx positions, and dividing the
sample into early and late data taking periods. These tests
are sensitive to local efficiency problems, energy miscali-
brations, or the stability of the luminosity measurement. A
particularly interesting test is the comparison of the cross
section measurements performed with the electron and 	
methods, which have different sensitivities to systematic er-
ror sources. The results shown in Fig. 3 demonstrate very
good agreement taking the correlated uncertainties into ac-
count. For the final result, the method with the smaller total
uncertainty is chosen in each bin, which results in a transi-
tion near y = 0.1.
This analysis improves the uncertainties by up to a factor
of two with respect to previously published results on the
inclusive DIS cross section in this kinematic range by H1 [1]
and by ZEUS [3, 4].
5 Combination of 820 and 920 GeV data
The present measurement is based on data taken with
920 GeV proton beam energy. A similar data set was ob-
tained in 1996/1997 at 820 GeV and published in [1]. The re-
sults were obtained from two different samples, called A and
B, covering higher Q2 ≥ 12 GeV2 and lower Q2 ≤ 12 GeV2
regions, respectively. A comparison of the cross section
measurement for sample A with the present analysis re-
vealed a significant deviation, which required a dedicated
study as described below.
5.1 Correction of the 820 GeV data
For the analysis of the 820 GeV data an older DIS event sim-
ulation program version was used. If that program version is
used without event weighting, the MC cross section agrees
to better than 0.3% with the HECTOR calculation. How-
ever, in order to improve the statistical accuracy of the DIS
Fig. 3 Comparison of reduced
cross sections as obtained from
the Ep = 920 GeV data with the
electron (closed circles) and 	
(open squares) reconstruction
methods. The error bars
represent the total measurement
uncertainties
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MC event sample, the simulated events in [1] were generated
with Q2 dependent weights for Q2 < 50 GeV2. This intro-
duced a bias which depends only on Q2. The cross section







Here NMC(Q2) and NweightedMC (Q
2) are the sums of weights
of events generated for a given Q2 bin in unweighted and
weighted mode, respectively. The dependence of the correc-





c0 for Q2 > 50 GeV2
c0 + c1 · log10(Q2/50 GeV2)
for Q2 ≤ 50 GeV2
(3)
with c0 = 1.027 and c1 = 0.0352. This correction procedure
introduces an additional uncorrelated cross section uncer-
tainty of 0.5% on the corrected published data.
For a further cross check the 1996/1997 data are re-
analysed within the framework of the present analysis. The
luminosity determination is improved, resulting in an addi-
tional normalisation shift by +0.5%, corresponding to one
third of a standard deviation of the quoted normalisation
uncertainty. No further significant deviation is observed be-
tween the published results and the reanalysis.
Table 4 presents the 1996/1997 data from [1] corrected
for the Q2 weighting bias and the small luminosity shift.
This table therefore replaces the previous data for Q2 ≥
12 GeV2, sample A. The measurements of F2 for y < 0.6
are extracted from the corrected cross sections accounting
for the FL influence, as described in Sect. 5.3. The sample B
in [1], extending to lower values of Q2 ≤ 12 GeV2, was not
affected by the MC weighting problem and has been com-
bined with further H1 data as described in [2].
5.2 Combined cross sections
The corrected 820 GeV data and the present 920 GeV data
are shown in Fig. 4 and combined to determine a new H1
measurement at 12 GeV2 ≤ Q2 ≤ 150 GeV2. The combina-
tion of the data sets is based on the prescription introduced
in [27] and developed further in [2]. The combination uses
the reduced cross section data and consistently treats the cor-
related and uncorrelated uncertainty information, which is
given in Tables 3, 4. The data are averaged for the region
of large x, defined as in [2] by y < 0.35, but kept separate
at higher y where the reduced cross section depends signif-
icantly on the centre of mass energy via the FL term. Small
differences in the measurement grid are corrected for by ad-
justing cross section values for points close in x such that
they correspond to a common x value, prior to the averaging.
In the combination of the two data sets, assumptions have
to be made about the relationship between systematic uncer-
tainty sources, which may not be fully independent between
the different analyses of the 1996/1997 and 2000 data. Rea-
sons for correlations between data sets are the similarity in
Fig. 4 Comparison of reduced
cross sections as obtained from
the Ep = 920 GeV (closed
circles) and the corrected results
from Ep = 820 GeV (open
squares). The error bars
represent the total measurement
uncertainties
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the calibration procedure and the detector setup, whereas un-
correlated effects include variations with time, beam condi-
tions and changes in the analysis procedure. To estimate the
sensitivity of the averaged result to the correlation assump-
tions, different averages of the 1996/1997 and 2000 data are
compared, obtained considering all possible assumptions as
to which systematic error sources are taken to be correlated
or uncorrelated between the data sets. The observed varia-
tion of the averaged cross sections is typically at the per-
mille level, which is negligible compared with the total un-
certainty. The variations of the total uncertainties never ex-
ceed 10% of the final uncertainty. The assumption that the
systematic uncertainties on the two data sets are uncorre-
lated yields the largest uncertainty. Thus no correlations be-
tween the error sources of the 1996/1997 and 2000 data are
considered in the combination procedure.
The 1996/1997 and 2000 data sets are fully consistent,
as determined in the averaging procedure, with χ2tot/ndof =
51.6/61. As a result of the averaging, the central values
of the correlated systematic uncertainties are modified. The
shifts of the central values in units of the original uncertain-
ties are given in Table 5. It is observed that none of the ab-
solute values of the shifts exceeds one standard deviation.
The combined measurement of the reduced ep scattering
cross section and its uncertainties are listed in Table 6. The
correlated uncertainties are given as 14 new sources, δi , af-
ter diagonalisation of the error matrix as explained in [2].
Table 5 Shifts in the central values of the systematic uncertainties de-
termined for the combination of the 1996/1997 data at Ep = 820 GeV
and the 2000 data at Ep = 920 GeV. The value for each shift is given
in units of the original uncertainty. Note that for the two data sets some
of the correlated systematic error sources were defined differently
Systematic source Shift
1996/1997 2000
E′e scale 0.72 0.50
E′e linearity − −0.39
Polar angle θe −0.46 0.09
LAr hadronic scale −0.86 −0.13
LAr noise −0.22 0.04
SpaCal hadronic scale − 0.35
γp background 0.11 −0.11
Luminosity 0.64 −0.46
The combined H1 data on the inclusive cross section mea-
surement have total uncertainties of 1.3–2% in most of the
phase space.
5.3 F2 and its derivatives
The cross section data are used to extract F2 for y < 0.6,
correcting for the small influence of FL using
F2 = σr1 − f (y) R1+R
. (4)
Fig. 5 Measurement of the
structure function F2 at fixed
Q2 as a function of x. The data
of this measurement (closed
circles) are complemented by
the previously published data at
low Q2 (open circles) [2] and
high Q2 (open boxes) [9]. The
error bars represent the total
measurement uncertainties. The
curve represents the QCD fit
described in this paper
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Fig. 6 Measurement of the structure function F2 as a function of Q2 at various values of x. The data of this measurement (closed circles) are
complemented by the previously published data at low Q2 (open circles) [2] and high Q2 (open boxes) [9]. The error bars represent the total
measurement uncertainties. The solid curve represents the QCD fit described in this paper for Q2 ≥ 3.5 GeV2, which is also shown extrapolated
down to Q2 = 1.5 GeV2 (dashed)
The values used for R = FL/(F2 − FL) are quoted in the
cross section tables and are taken from the NLO QCD fit
introduced below. Figure 5 shows the structure function F2
at fixed Q2 as a function of x together with H1 data from
lower [2] and higher Q2 [9]. The data are well described by
the NLO QCD fit. The rise of F2 towards low x is thus estab-
lished at a much improved accuracy compared with the first
observations [28, 29]. There is no indication for a saturation
of this behaviour in the Q2, x region of study.
Figure 6 shows the measurement of the structure func-
tion F2 at fixed values of x as a function of Q2, compared
with the QCD fit described below. The strong rise with Q2
at low x is a consequence of the large gluon density in
this region. The data are well described by the QCD fit for
Q2 ≥ 3.5 GeV2. Also the extrapolation of the fit down to
Q2 = 1.5 GeV2 gives a reasonable description of the data.
At the largest x value covered by the data presented here,
x  0.1, the structure function becomes almost independent
of Q2 as the result of a compensation of quark and gluon
contributions to the lnQ2 derivative of F2.
The DGLAP evolution equations [30–34] determine the
derivative (∂F2/∂ lnQ2)x taken at fixed x, with the domi-
nant low x contribution arising from gluon splitting into a
quark-anti-quark pair. The measurement of this derivative is
a powerful constraint on the gluon distribution xg and the
strong coupling constant αs [35]. A study of (∂F2/∂ lnQ2)x
at low x has been presented previously by the H1 Collabo-
ration [1]. The method described there is used to determine
this derivative for the new, combined F2 data set, including
the low Q2 data [2]. The results are shown in Fig. 7 for dif-
ferent x values as a function of Q2. The dependence of the
derivative on Q2 is well reproduced by the QCD fit.
The rise of the structure function F2(x,Q2) towards low
x may be quantified by the derivative λ=−(∂ lnF2/∂ lnx)Q2
which is shown in Fig. 8. The result is more accurate than the
previous measurement [6] and extends to lower Q2. Within
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Fig. 7 Logarithmic Q2 derivative of the structure function F2 as a function of Q2 at various values of x. The data of this measurement (closed
circles) are complemented with the published data at lower Q2 (open circles) [2]. The error bars represent the total measurement uncertainties.
The solid curve represents the prediction of the QCD fit for Q2 ≥ 3.5 GeV2, which is also shown extrapolated down to Q2 = 1.5 GeV2 (dashed)
the uncertainty of the data, the derivative is constant at small
x < 0.01, i.e. F2 for fixed Q2 is consistent with a power law
F2 ∝ x−λ. Small departures from this behaviour, as are in-
herent in the QCD fit, cannot be excluded either. The value
of λ increases from about 0.1 to 0.3 in the Q2 region cov-
ered, from about 1 to 100 GeV2. Data from [2] allow this
measurement to be extended to Q2 values below the region
of validity of the DGLAP evolution.
6 QCD analysis
The neutral current cross section measurements presented
here, together with the measurements at lower Q2 [2] and
the previously published NC and CC data at higher Q2
[7–9], provide an accurate H1 data set for the determina-
tion of the parton density functions (PDFs) of the proton.
A new QCD analysis, referred to as H1PDF 2009, is per-
formed, which supersedes the previous H1PDF 2000 fit [9],
as it relies on the more accurate new data. It also uses a gen-
eral variable flavour number scheme (VFNS) treatment [36]
of the heavy quarks, unlike the former fit, which used a zero
mass variable flavour number scheme (“massless” scheme).
6.1 Framework and settings
The QCD analysis decomposes the structure functions into
a set of parton densities: the gluon xg, the valence quarks,
xuv and xdv , and the combined anti-up type and anti-down
type quarks, xU¯ = xu¯+ xc¯ and xD¯ = xd¯ + xs¯ + xb¯. These
are parameterised2 at a starting scale Q20 and are evolved
using the DGLAP evolution equations. An adjustment of the
parton distribution parameters is performed to best fit the
measured cross sections.
2The previous H1PDF 2000 fit used a very similar decomposition of
the quark flavours, but instead of the valence quark distributions xuv
and xdv , the combined up and down quark distributions xU and xD
were used. These determine xuv = xU − xU¯ and xdv = xD − xD¯
assuming symmetry between the sea-quarks and anti-quarks for each
flavour.
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Fig. 8 Measurement of the
function λ(x,Q2), defined as
the negative logarithmic x
derivative of lnF2 as a function
of x at various values of Q2.
The data of this measurement
(closed circles) are
complemented with the
published data at lower Q2
(open circles) [2]. The error
bars represent the total
measurement uncertainties. The
solid curve represents the
prediction of the QCD fit for
Q2 ≥ 3.5 GeV2, which is also
shown extrapolated down to
Q2 = 1.5 GeV2 (dashed)
The analysis is performed at NLO within the MS renor-
malisation scheme. The program QCDNUM [37] is used
to solve the evolution equations. From the evolved parton
distributions, the structure functions are calculated in the
VFNS scheme [36, 38], using O(α2s ) coefficient functions
for the calculation of FL. The factorisation and renormalisa-
tion scales are both set to Q2. The χ2 function is defined as
for the cross section averaging discussed in Sect. 5.2 and [2].
It is minimised using the MINUIT package. The correla-
tions between data points caused by systematic uncertainties
are taken into account, following the numerical method pre-
sented in [39, 40]. The correlations between the systematic
error sources of the different high Q2 data sets are treated
as described in Table 2 in [9]. The error sources of the data
presented here and of the lower Q2 data [2] are all taken to
be uncorrelated with any other source. The only exception
is a 0.5% luminosity uncertainty, which is associated with
the theoretical calculation of the Bethe-Heitler cross section
and which is common to all H1 cross section measurements.
Following [41], the masses of the charm and beauty
quarks are set to mc = 1.4 GeV and mb = 4.75 GeV.
The value of the strong coupling constant is taken to be
αs(M
2
Z) = 0.1176 [42]. The starting scale Q20 is chosen
to be slightly below the charm threshold, Q20 = 1.9 GeV2.
Hence at the starting scale the anti-quark densities simplify
to xU¯(x) = xu¯(x) and xD¯(x) = x(d¯(x) + s¯(x)). The anti-
strange quark density, xs¯(x) = fsxD¯(x), is taken to be a
constant fraction, fs = 0.31, of xD¯ at the starting scale [8].
A cut Q2 > Q2min = 3.5 GeV2 is applied in order to ensure
that the data used in the fit correspond to a kinematic domain
where leading twist perturbative QCD can be used to predict
the cross sections. Variations around these central values are
taken into account as model uncertainties, as described be-
low.
6.2 Parameterisation
The parton distributions xP are parameterised at Q20 using
the general form
xP (x) = APxBP (1 − x)CP
[
1 + DPx + EPx2 + · · ·
]
. (5)
The specific choice of the parameterisations is obtained as
follows: the parameters D, E, . . . are added one-by-one in
an iterative procedure and kept only, if they reduce the χ2 by
more than 3 units. Parameterisations obtained are discarded
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Table 7 For each data set used
in the H1PDF 2009 fit, the
number of data points is shown,
along with the χ2 contribution
determined using the
uncorrelated errors only (χ2unc)
Data set Data points χ2unc
Low Q2 [2] 58 55.9
Medium Q2 This measurement 99 81.5
e+p NC high Q2, 94 − 97 [7] 130 92.6
e+p CC high Q2, 94 − 97 [7] 25 21.2
e−p NC high Q2, 98 − 99 [8] 139 112.1
e−p CC high Q2, 98 − 99 [8] 28 17.3
e+p NC high Q2, 99 − 00 [9] 147 137.4
e+p CC high Q2, 99 − 00 [9] 28 31.1
if the structure functions F2 and FL are negative anywhere
in the range 10−5 < x < 1 for Q2 > Q20. Parameterisations
leading to very low valence quark distributions as compared
to the total sea-quark density xS(x) = 2x(U¯(x) + D¯(x)) at
large x, which dramatically fail to describe νp and νd fixed
target measurements of the structure function xF3 [43], are
also not considered. Some parameterisations of the xuv den-
sity involving a quadratic E or cubic F term in x in the
expansion (5) are examples of these. They are, however, in-
cluded in the parameterisation uncertainty discussed below.
The same applies to fits where the parton distributions are
negative at very high x, as happens for some parameterisa-
tions of the gluon density involving an E or F term. Among
the possible parameterisations the one with the lowest χ2
is selected. This procedure, at Q20 = 1.9 GeV2, leads to the
following choice:
xg(x) = AgxBg (1 − x)Cg [1 + Dgx], (6)
xuv(x) = AuvxBuv (1 − x)Cuv , (7)
xdv(x) = AdvxBdv (1 − x)Cdv , (8)
xU¯(x) = AU¯xBU¯ (1 − x)CU¯ , (9)
xD¯(x) = AD¯xBD¯ (1 − x)CD¯ . (10)
The normalisation parameters Auv and Adv are not fitted, but
are obtained from the other parameters via the quark count-
ing rules. Since the existing data have a limited sensitivity to
the behaviour of the valence quark distributions at low x, it is
assumed that Buv = Bdv . Similarly, the behaviour of the up
and down anti-quarks at low x is assumed to be governed by
the same power, BU¯ = BD¯ . As in [9], the normalisations of
the U¯ and D¯ distributions are related by AU¯ = AD¯(1 − fs)
which corresponds to the usual assumption that d¯/u¯ → 1
as x → 0. Finally, the normalisation Ag of the gluon distri-
bution is derived from the momentum sum rule. The total
number of free parameters is thus equal to ten.
Table 8 Fitted parameters corresponding to the distributions xg(x),
xuv(x), xdv(x), xU¯(x) and xD¯(x) at the starting scale Q20 = 1.9 GeV2(see Sect. 6.2). The symbol ∗ indicates that the corresponding para-
meter is not a free parameter of the fit, but is derived from the other
parameters
xP AP BP CP DP
xg 5.66∗ 0.243 18.76 34.0
xuv 5.15∗ 0.784 3.25 –
xdv 3.29∗ 0.784∗ 4.77 –
xU¯ 0.105∗ −0.177 2.42 –
xD¯ 0.152 −0.177∗ 3.42 –
6.3 Fit results
The central fit of this analysis as specified above has a χ2 of
587 for 644 degrees of freedom. The χ2 value for each data
set is given in Table 7. No significant tension is observed
between the fit results and the systematic uncertainties on
the low, medium, and high Q2 data sets.
The fitted parameters of the distributions at the start-
ing scale are given in Table 8. The resulting parton dis-
tributions, including the total sea-quark density, are shown
at Q2 = 4 GeV2 in Fig. 9. The inner error band describes
the experimental uncertainty, obtained from the criterion
χ2 = 1 using the Hessian method as described in [40] and
the numerical algorithm presented in [44]. The middle error
band represents the experimental and model uncertainties
added in quadrature. The model uncertainties are obtained
by varying:
• the charm mass mc between 1.38 GeV and 1.47 GeV;
• the bottom mass mb between 4.3 GeV and 5.0 GeV;
• the strange fraction fs from 0.25 to 0.40;
• the value of Q2min, from 2.25 GeV2 to 5.0 GeV2;
• the starting scale Q20 down to 1.5 GeV2.
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Fig. 9 Parton distributions as
determined by the H1PDF 2009
QCD fit at Q2 = 4 GeV2.
Shown are the combined up and
down quark distributions,
xU = x(u + c) and
xD = x(d + s), their anti-quark
counter parts, xU¯ and xD¯, the
valence quark distributions, xuv
and xdv , the total sea
distribution, xS = 2x(U¯ + D¯),
and the gluon distribution, xg.
The inner error bands show the
experimental uncertainty, the
middle error bands include the
theoretical model uncertainties
of the fit assumptions, and the
outer error band represents the
total uncertainty including the
parameterisation uncertainty
Fig. 10 Parton distributions as
determined by the H1PDF 2009
QCD fit at Q2 = 1.9 GeV2
(a)–(b) and at Q2 = 10 GeV2
(c)–(d). In (a) and (c) (linear
vertical scale), the gluon and
sea-quark densities are
downscaled by a factor 0.05.
The inner error bands show the
experimental uncertainty, the
middle error bands include the
theoretical model uncertainties
of the fit assumptions, and the
outer error band represents the
total uncertainty including the
parameterisation uncertainty,
see text
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The resulting model uncertainty at low x is dominated by
the sensitivity of the fit to the Q20 variation.
3
In addition to the model uncertainty a new error con-
tribution is introduced resulting from the parameterisation
choice. As explained in Sect. 6.2, alternative parameterisa-
tions leading to good fit quality but peculiar behaviour at
large x are used to estimate the parametrisation uncertain-
ties. An envelope of these fit solutions is built which is added
in quadrature to the contributions of the experimental and
model uncertainties.
The distributions of xuv(x), xdv(x), xg(x) and xS(x)
are shown at the starting scale Q2 = 1.9 GeV2 and at Q2 =
10 GeV2 in Figs. 10(a)–(b) and Figs. 10(c)–(d), respectively,
with both linear and logarithmic scales. A comparison of the
PDFs at the starting scale with their behaviour in the DIS
region, here represented by Q2 = 10 GeV2, illustrates the
rather dramatic influence of the DGLAP evolution on the
sea-quark and gluon densities. At Q2 = 1.9 GeV2 the sea-
quark density rises towards low x, in contrast to the gluon
distribution which has a valence quark-like shape. The Q2
evolution rapidly changes the low-x behaviour of the gluon
distribution, which starts to rise similarly to the sea-quark
distribution towards low x. In contrast, the non-singlet va-
lence quark distributions evolve very slowly, as expected.
As is shown in Figs. 10 (c)–(d), xg is the dominating par-
ton distribution at low x and higher Q2, here displayed for
Q2 = 10 GeV2.
7 Summary
A new measurement is presented of the inclusive double
differential cross section for deep inelastic positron-proton
scattering, e+p → e+X, in the region of small Bjorken x,
2 × 10−4 ≤ x ≤ 0.1, and four-momentum transfer squared,
12 GeV2 ≤ Q2 ≤ 150 GeV2. The data, corresponding to an
integrated luminosity of about 22 pb−1, were obtained with
the H1 detector at the ep collider HERA at beam energies
Ee = 27.6 GeV and Ep = 920 GeV. A small bias in a sim-
ilar previously published data set, taken at Ep = 820 GeV,
is found and corrected. The two data sets are then combined
and represent the most precise measurement in this kine-
matic region to date, with typical total uncertainties in the
range of 1.3–2%.
The kinematic range of the measurement corresponds to a
wide range of inelasticity y, from 0.005 to 0.6. The data are
3An uncertainty contribution due to the Q20 variation is calculated by
allowing Q20 to be as low as 1.5 GeV
2
. This causes an increase of the
χ2, which is comparable to the χ2 change in a massless fit, when Q20
is varied from 4 GeV2 to 2 GeV2, as has conventionally been done in
the past. Since the VFNS scheme implementation requires Q20 ≤ m2c ,
a default of Q20 = 1.9 GeV2 is chosen and the calculated uncertainty is
symmetrised.
used to determine the structure function F2(x,Q2), which is
observed to rise continuously towards low x at fixed Q2.
The high precision of the data allows new measurements
to be presented of the partial derivatives of F2(x,Q2) with
respect to Q2 and x. For x < 0.01, the derivative of lnF2
with respect to lnx confirms a power law dependence of
F2 ∝ x−λ with λ depending primarily on Q2. The deriva-
tive of F2 with respect to lnQ2 is a measure for the gluon
distribution xg at low x.
An NLO QCD fit to the H1 data alone, including the new
measurements presented in this paper, is performed. The
fit implements a variable flavour treatment of heavy quark
threshold effects. This new H1PDF 2009 fit supersedes the
H1PDF 2000 previously obtained and provides a new de-
termination of the gluon and quark densities of the proton
including experimental, model, and parameterisation uncer-
tainties.
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