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ПРЕДИСЛОВИЕ
Предлагаемое учебное пособие основано на семестровом курсе лек-
ций с условным названием «Специальные главы высшей математики (Вве-
дение в обратные задачи физической диагностики)», который читается
в Уральском федеральном университете для студентов старших курсов
физико-технологического института, специализирующихся в электрони-
ке и автоматике физических установок, защите от излучений, радиацион-
ной экологии, биомедицинской инженерии, а также в конструировании
приборов для применения в области радиационной безопасности чело-
века и окружающей среды. Учебное пособие может быть полезно и для
студентов других родственных специальностей.
Прежде всего отметим, что название курса «специальные главы» в
данном случае подразумевает «избранные главы». Круг вопросов, под-
готовленных для включения в данный курс, касается методов решения
обратных задач естествознания в области предметной деятельности вы-
пускников физико-технологического института – это радиационная фи-
зика и ряд смежных с ней вопросов, включая инструментальные мето-
ды экспериментальной физики, экологии и биомедицинской инженерии.
Подчеркнем также четыре важных принципа, положенные в основу по-
строения данного учебного курса.
Во-первых, по рассматриваемым вопросам существует огромное ко-
личество публикаций, которые написаны профессиональными математи-
ками и рассчитаны прежде всего на математическую аудиторию. Основ-
ная цель данного учебного пособия – на основании этих публикаций
попытаться изложить различные вопросы, касающиеся методов реше-
ния обратных некорректных задач естествознания, для студентов физико-
технологического направления, которые хотя и имеют достаточно высо-
кий уровень физико-математической подготовки, но специализируются в
различных технологических областях и не имеют специальной матема-
тической подготовки, необходимой для чтения этой литературы.
Во-вторых, знание элементарных математических вопросов, касаю-
щихся методов решения обратных некорректных задач естествознания,
необходимо для их успешного использования в обширной области пред-
метной деятельности выпускников физико-технологического института,
которая простирается от технологических аспектов ядерной физики, ра-
диационной экологии и биотехнических систем до инструментальных
методов экспериментальной физики, электроники и автоматики. Для то-
го чтобы подготовить читателя к восприятию вопросов, которые могут
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выходить за рамки обычного уровня математической подготовки техни-
ческого вуза, учебный курс содержит вспомогательный раздел, где изла-
гаются элементарно необходимые специальные математические вопросы.
Отсюда название учебного курса – «Специальные главы высшей матема-
тики». Следует особо подчеркнуть, что изложение этих избранных мате-
матических вопросов не может претендовать на полноту и математиче-
скую строгость, т. к. дано фрагментарно и в очень ограниченном объеме –
только то, что действительно необходимо для последующего изложения
методов решения обратных некорректных задач естествознания. Кроме
того, это изложение дано в несколько редуцированной форме в расчете
на аудиторию, не специализирующуюся профессионально в области ма-
тематики. Так, например, теоремы в этом изложении приведены лишь в
качестве справочного материала – их количество минимизировано, а вме-
сто доказательства в каждом случае дается ссылка на первоисточник (с
указанием конкретных страниц первоисточника), где содержится полное
и всестороннее математическое исследование обсуждаемого вопроса. За-
интересованный читатель без труда найдет указанные первоисточники.
В-третьих, как явствует из названия, при рассмотрении практических
приложений рассматриваемых методов в конкретных предметных обла-
стях данный учебный курс ограничивается рассмотрением только мате-
матической стороны каждого вопроса. Иными словами, при рассмотре-
нии частных вопросов практического применения обсуждаемых методов
в каждой конкретной предметной области (например, компьютерная то-
мография) не затрагиваются ни техническая, ни технологическая сторо-
ны этих вопросов, оставляя эту проблематику для специализированных
учебных курсов.
В-четвертых, по рассматриваемым проблемам существует значитель-
ное количество учебной и научной литературы. В частности, авторами
некоторых основополагающих монографий являются известные акаде-
мики: Андрей Николаевич Тихонов [1–5], Александр Андреевич Самар-
ский [6], Михаил Михайлович Лаврентьев [7], Андрей Николаевич Колмо-
горов [8]. Список библиографических ссылок, приведенный в конце по-
собия, не может претендовать на полноту, т. к. охватывает лишь неболь-
шое количество публикаций, которые были реально использованы при
подготовке учебного курса.
Рассмотрим по главам содержание учебного пособия и перечислим
основные публикации, использованные при подготовке отдельных глав.
В первой главе приведены дополнительные сведения, необходимые
для дальнейшего обсуждения теории и методов решения обратных некор-
ректных задач. Сведения по каждому вопросу приведены фрагментарно
и в минимальном объеме, только то, что действительно будет необходимо
для обсуждения в последующих главах:
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  об истории методов решения «некорректных задач» [9];
  обратные задачи естествознания и косвенные методы физической
диагностики [10];
  проблема обработки и интерпретации научных наблюдений [11];
  понятие нормального решения [4, 12];
  интегральные уравнения Фредгольма и Вольтерра второго рода,
уравнения Абеля [13];
  элементы теории линейных пространств [14];
  элементы теории оптимизации и двойственности [15, 16];
  численные алгоритмы минимизации функционалов [17].
Во второй главе обсуждаются методы решения интегральных урав-
нений [13, 18, 19], понятие регуляризирующего алгоритма и априорной
информации [4, 20, 21], а также численные методы решения некоррект-
ных обратных задач:
  метод регуляризации на компактных множествах [2];
  метод регуляризации А.Н. Тихонова, согласование ошибки задания
исходных данных и параметра регуляризации [2, 6];
  метод и принцип обобщенной невязки [2];
  метод и принцип итеративной регуляризации, формулировка нели-
нейных задач физической диагностики в терминах вариационных нера-
венств, аппроксимация Браудера–Тихонова [22, 23];
  элементы двойственного метода регуляризации, итеративная регу-
ляризация классического алгоритма Удзавы [24, 25];
  элементы теории обратных задач для дифференциальных уравне-
ний, простейшая обратная задача для уравнения теплопроводности и ме-
тоды ее регуляризации [26].
В третьей главе рассмотрены примеры обратных задач физической
диагностики, приводящих к интегральным уравнениям типа Вольтерра,
Абеля и Фредгольма:
  определение производной по экспериментальным данным [17];
  обратные задачи для уравнений переноса излучения [27] и тепло-
проводности [28];
  обратные задачи просвечивания, рефрактометрии и радиометрии,
возникающие при исследовании атмосферы [29–34];
  обратная задача рассеяния на примере электродинамики и кванто-
вой механики [35].
В четвертой главе кратко обсуждаются задачи восстановления сигна-
ла на входе интегрирующих измерительных приборов по сигналу, реги-
стрируемому на выходе [7], а также трансмиссионная и эмиссионная
задачи компьютерной томографии [27].
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Предисловие
Следует отметить, что теория и методы решения некорректных обрат-
ных задач естествознания представляют собой весьма обширную, дина-
мично развивающуюся область знаний. Помимо упомянутых выше пуб-
ликаций значительное влияние на формирование программы учебного
курса, его подготовку и подбор материалов для учебного пособия сыгра-
ли работы А.С. Леонова [36], М.И. Сумина [25] и А.Г. Яголы [37]. Одна-
ко в наше пособие включен лишь ограниченный круг вопросов, выбор и
глубина освещения которых продиктованы, в первую очередь, требовани-
ями федеральных государственных образовательных стандартов высше-
го профессионального образования по направлениям «Ядерные физика и
технологии», «Биомедицинская инженерия» и «Биотехнические системы
и технологии».
Многие современные направления развития теории решения обрат-
ных некорректных задач остались вне рамок учебного пособия. Так, на-
пример, в данном пособии не обсуждаются детали такого исключительно
важного направления развития, как теория двойственной регуляризации,
даются только самые общие представления об этой теории. Однако заин-
тересованный и подготовленный читатель без труда найдет соответству-
ющие материалы, например, в [25].
Другой круг вопросов, также оставшийся за рамками учебного по-
собия, касается практической реализации методов решения некоррект-
ных обратных задач физической диагностики. Обсуждение инструмен-
тальных средств, вспомогательных и демонстрационных компьютерных
программ потребовало привлечения значительного объема сугубо тех-
нической информации, лежащей вне основного русла данного учебного
пособия. Поэтому все вопросы, касающиеся практической реализации
методов, вынесены в отдельное учебное пособие, которое полностью со-
гласовано с излагаемым здесь теоретическим материалом.
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Основной целью учебного курса является изложение избранных во-
просов, касающихся методов решения обратных задач естествознания.
Обратные задачи играют важную роль в процессе познания окружаю-
щей действительности. Это обусловлено несколькими причинами. Назо-
вем лишь три основные причины.
Во-первых, объекты, изучаемые естественными науками, могут не
быть доступны для прямого изучения инструментальными средствами.
Поэтому такие объекты можно исследовать только на основе косвенных
проявлений каких-либо свойств. Особо это касается исследования при-
кладных задач, для которых типична ситуация, когда объект, подлежа-
щий изучению, является недоступным или труднодоступным для прямо-
го наблюдения и измерения его свойств. В качестве примера перечислим
некоторые из таких областей естествознания. В геофизике сюда отно-
сятся поиск полезных ископаемых и изучение глубинных свойств Земли
и Мирового океана. В астрофизике таковыми являются все наблюдаемые
космические объекты и явления. Все объекты микромира недоступны для
непосредственного изучения, в качестве примера упомянем только задачу
определения структуры кристаллов в кристаллографии. В области тех-
ники и технологий можно назвать проблемы неразрушающего контроля
качества изделий и конструкций, а также выявления дефектов внутри ра-
ботающих механизмов и физических установок. В медико-биологической
области упомянем медицинские исследования, направленные на выявле-
ние патологий внутренних органов человека.
Во-вторых, проведение самого эксперимента может быть невозмож-
ным, потому что он может быть запрещен законодательно либо быть
слишком опасен, либо исследуемый объект является уникальным и су-
ществует только в единственном экземпляре.
В-третьих, проведение эксперимента может быть связано с неприем-
лемо большими финансовыми затратами. Существуют и другие причины,
которые могут препятствовать прямому наблюдению и изучению объекта
исследования.
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Во всех этих случаях можно только собирать и накапливать некоторые
косвенные данные об исследуемом объекте. Стоит особо отметить, что в
этих случаях собранная информация определяется не только природой
исследуемого объекта, но и тем, какие инструментальные средства были
для этого использованы.
В естественных и прикладных науках основные законы природы вы-
ражают обычно на языке дифференциальных уравнений. Решаемая зада-
ча при этом сводится либо к задаче определения коэффициентов диф-
ференциальных уравнений (обыкновенных или в частных производных),
либо к определению правой части или начальных условий по некоторым
известным функционалам их решения. Следует особо подчеркнуть, что
в отличие от прямых задач для дифференциальных уравнений, когда за-
дано уравнение и требуется найти его решение, в данном случае имеем
дело с обратными задачами для дифференциальных уравнений. Термин
«обратная задача» следует понимать как задачу с обратными причинно-
следственными отношениями, т. е. задачу восстановления неизвестных
причин по известным следствиям. Неизвестные «причины» при этом кон-
кретизируются в виде неизвестных коэффициентов, правой части или на-
чальных условий. В качестве известных «следствий» принято использо-
вать некоторые функционалы от решения дифференциальных уравнений.
Несмотря на разнообразие обсуждаемых выше задач, все они могут
быть сведены к математическим задачам типа
ˆAz= u, (1.1)
где z – модель объекта, u – результаты косвенных наблюдений, ˆA – опе-
ратор связи между z и u. В случае прямой задачи известно z, надо найти
неизвестное u. В случае обратной задачи все наоборот – по известному u
надо найти неизвестное z.
Еще в глубокой древности была осознана роль обратных задач в по-
знании мира. Так, Аристокл (Платон) предложил мысленный экспери-
мент – миф о пещере. Суть которого заключается в следующем: люди,
помещенные в пещеру и прикованные там, видят только тени неких пред-
метов, которые проносят мимо входа, или тени людей, проходящих вбли-
зи пещеры. В аллегорической форме ставится вопрос, насколько адек-
ватны будут представления узников пещеры об окружающем их мире? В
метафорической форме этот миф отражает ситуацию, которая весьма ти-
пична для естествознания и возникает при обработке экспериментальных
данных. Несовершенство приборов и органов чувств, а также инстру-
ментальные погрешности измерений ставят исследователей, в некотором
смысле, в положение узников мифической пещеры.
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1.1.1. Прямые и обратные задачи
Строгие в математическом смысле термины – прямые и обратные
задачи, решаемые в рамках уже построенной модели, – ввел в научный
обиход академик А.Н. Тихонов (1906–1993).
1. Прямые задачи – задачи отыскания следствий известных или за-
данных причин (поля при заданных источниках, реакция прибора при
заданных воздействиях и т. д.), т. е. задачи, решаемые «вдоль» причинно-
следственных или казуальных связей. Прямая задача состоит в теорети-
ческом определении u по заданным z и ˆA.
Прямые задачи отвечают на вопрос: что будет, если в заданных усло-
виях мы примем какое-то решение z ∈ Z ? В частности, чему при данном
решении z будут равны следствие u или какая-либо целевая функция (по-
казатель эффективности или же ряд таких показателей). Для решения
такой задачи строится математическая модель, позволяющая выразить
один или несколько показателей эффективности через заданные условия
и элементы решения.
2. Обратные задачи – задачи отыскания причин известных или
заданных следствий. Они возникают, когда интересующие нас характе-
ристики объекта недоступны для непосредственного наблюдения. Это,
например, восстановление характеристик источников полей по заданным
их значениям в некоторых точках, восстановление или интерпретация
исходного сигнала по известному выходному сигналу и т. д.
Обратные задачи отвечают на вопрос: как выбрать решение z для того,
чтобы показатель эффективности обратился в максимум (или минимум
для некоторых задач)? Математическая природа обратных задач заклю-
чается в определении z – математической модели объекта по заданным
u и ˆA. Однако если определение z из соотношения (1.1) трактовать как
решение этого функционального уравнения, то решение z, как правило,
сильно неустойчиво по отношению к сколь угодно малым неточностям
при определении u, неизбежно возникающим при экспериментальных на-
блюдениях.
Собственно говоря, любая задача измерения – обратная, любая фи-
зическая теория – решение обратной задачи. Кстати, в этом физика (как
и любая другая область естествознания), занимающаяся внешним ми-
ром, кардинально отличается от математики. В математике доказатель-
ство остается верным навсегда. Утверждения математики не могут быть
более и менее убедительными. А в физике это совершенно обычно. Да-
же после появления некоторой общепринятой интерпретации невозмож-
но формально доказать, что она – единственно правильная.
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Обратные задачи решаются «против» причинно-следственных связей.
Процедура их связана с преодолением серьезных математических и кон-
цептуальных трудностей, главным из которых является требование на-
личия априорного представления об объекте изучения. Успех этой про-
цедуры сильно зависит как от качества и количества полученных экс-
периментальных данных, так и от способа их обработки. То есть в наше
представление об объекте изучения так или иначе должен входить способ
получения информации о нем.
Термин «обратная задача» используют и для сложных задач интер-
претации, т. е. таких задач, когда:
  неодновременно и не независимо друг от друга измеряется большое
число параметров;
  число параметров вообще неопределенно велико;
  исходные данные обладают большими размерностями (тысячи и
десятки тысяч факторов и состояний объекта управления или наблюде-
ния), для них неизвестен закон распределения, они являются неполными,
неточными и зашумленными.
Принципиальной чертой этих задач является то, что они могут быть
переопределены, т. е. иметь противоречивые условия; недоопределены,
т. е. исходных данных не хватает для однозначного решения; негрубы,
т. е. физически нереализуемы.
1.1.2. Некорректные задачи
Понятие о некорректных задачах математики было введено в 1902 году
Жаком Адамаром, который впервые предложил разделить все задачи на
корректные и некорректные. Выдающийся французский математик Жак
Адамар (Jacques Salomon Hadamard, 1865–1963) прожил долгую и пло-
дотворную жизнь, преподавал во многих высших учебных заведениях
Франции, сделал немало научных открытий, однако исследование некор-
ректных задач является наиболее значимым из его научных достижений.
Ж.Адамар назвал некорректными те математические задачи, решения ко-
торых существенно изменяются при сколь угодно малых изменениях ко-
эффициентов, параметров, начальных или граничных условий.
Поскольку на практике измерить и задать для расчета идеально точно
величину коэффициентов, параметров и т. п. почти всегда невозможно,
то практический смысл имеют, разумеется, только корректные задачи –
те, решения которых не меняются существенно при неизбежных малых
погрешностях в задании параметров, при малых изменениях (вариациях)
их. Фактически математика на протяжении всех трех тысяч лет своего
существования решала корректные задачи, и лишь Адамар в 1902 году
доказал существование целого класса задач некорректных. Ситуация в
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математике до 1902 года напоминает известную пьесу Мольера, герой ко-
торой всю жизнь говорил прозой, но не подозревал об этом, поскольку
не знал разницы между прозой и стихами. На необходимость различе-
ния корректных и некорректных задач впервые указал Адамар в своей
публикации 1902 года.
П р им е р 1. Пусть задано огородить участок земли площадью s. Ми-
нимум длины изгороди ρ будет в том случае, если участок имеет фор-
му круга. Тогда, как известно, ρ = ρmin =
√
4πs (поскольку для круга
ρ= 2πR и s= πR2, то, исключая R, получаем ρmin).
Однако это решение не имеет практического смысла – если истинная
величина огораживаемой площади хотя бы на сколь угодно малую вели-
чину Δs превысит расчетное значение s, то минимальной длины изгороди
ρmin уже не хватит, изгородь замкнуть не удастся. Рассматриваемая про-
стая задача с изгородью является некорректной, и это типично для очень
многих задач на максимумы и минимумы – если найдено минималь-
ное значение любой величины, удовлетворяющей некоторому условию,
то уже при сколь угодно малом отличии истинной величины условия от
расчетной рассчитанное нами минимальное значение окажется недоста-
точным, поставленное условие выполнено уже не будет. Таким образом,
с некорректными задачами фактически приходится сталкиваться очень
часто – во многих задачах на экстремум.
В примере с изгородью нужно перейти к такой формулировке: по-
скольку огораживаемая площадь s может измеряться с погрешностью и
максимально возможное значение погрешности равно Δs, то надо поста-
вить следующую задачу – какой запас длины изгороди Δρ нужно доба-
вить к минимальному значению для того, чтобы при Δs = 0 изгородь














В данном простом случае само значение Δs можно рассматривать как па-
раметр; при Δs = 0 получаем решение исходной некорректной задачи –
для огораживания участка площадью s нужна изгородь длиной
√
4πs. Са-
мо решение смысла не имеет (точнее, смысл его утрачивается при сколь
угодно малом Δs). Но приблизиться к решению некорректной задачи с
любой степенью точности в данном случае можно с помощью после-
довательности решений корректных задач. Решение приобретает смысл,
если известна оценка для максимально возможной величины ошибки Δs
измерения площади s.
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После опубликования в 1902 г. первой работы Ж.Адамара о некор-
ректных задачах стало ясно, что перед решением любой математической
задачи необходимо проверить: корректна поставленная задача или нет.
Если такой проверки не делать, если решать некорректную задачу обыч-
ными методами как корректную, то почти неизбежна серьезная ошибка –
математику будет казаться, что задача решена, а на самом деле это реше-
ние практического смысла не имеет и только вводит в заблуждение.
До 1902 г. исследователи интуитивно избегали подобных ошибок (и,
разумеется, вводили «запас» при решении задач на минимум). После
опубликования работ Ж.Адамара некорректных задач стали избегать уже
сознательно и постепенно начали перед решением проводить (хотя и не
всегда!) проверку корректности. Простейшая из возможных проверок –
повторение решения при немного измененных коэффициентах, началь-
ных условиях и т. п. Если новое решение при немного измененных ко-
эффициентах сильно отличалось от исходного, задачу относили к некор-
ректным, которые первоначально считали не имеющими смысла.
К середине XX века стало очевидно, что некорректные задачи часто
встречаются при исследовании многих важных проблем физики и тех-
ники, поэтому просто отмахиваться от некорректных задач не следует, а
нужно разрабатывать методику подхода к подобным задачам. На этом на-
правлении важные успехи были достигнуты московской школой академи-
ка Андрея Николаевича Тихонова (1906–1993). Работы А.Н. Тихонова и
его последователей получили высокую оценку и заслуженное признание.
Теория замены исходной некорректной задачи (регуляризация некоррект-
ной задачи) на сходящуюся к ней последовательность корректных задач
подробно рассмотрена в монографии [5].
1.1.3. Обратные задачи естествознания и косвенные методы
физической диагностики
Предмет курса – обратные задачи естествознания, рассмотрение их
ведется от результатов к причине. К ним относятся все задачи обработ-
ки и интерпретации экспериментальных данных. Рассмотрим для начала
некоторые основополагающие понятия и формулировки, используемые
при решении обратных задач. Одними из ключевых понятий здесь явля-
ются понятия «модели» и «моделирования».
Модель – это специально создаваемый искусственный объект, на ко-
тором воспроизводятся вполне определенные характеристики реального
исследуемого объекта с целью его изучения.
Математическая модель – это один из вариантов построения моде-




Моделирование – это вполне определенное конкретное отображение
рассматриваемых характеристик объекта в целях его исследования.
Математическое моделирование охватывает широкий класс задач, ре-
шаемых с применением компьютеров. Компьютеры позволяют эффектив-
но рассчитывать прямые задачи в рамках сложнейших моделей естество-
знания. Пусть z – характеристика модели из некоторого пространства мо-
делей Z (z ∈ Z), а u – наблюдаемые регистрируемые косвенные характе-
ристики явления (u ∈ U). Оператор ˆA будет осуществлять связь
ˆAz(s) = u(t), (1.4)
где u ∈ U есть следствие, причинно обусловленное заданием двух мате-
матических объектов: оператора ˆA и модели z ∈ Z (рис. 1.1).
Рис. 1.1. Схематичное представление прямой (а) и обратной (б) задач
Во многих случаях прямое измерение z невозможно. Пусть z = z(s),
s ∈ [a,b]; u= u(t), t ∈ [c,d]. Уклонение u¯ и uδ оценим по формуле





(метрика L2), а уклонение решений z(s) – в равномерной метрике (мет-
рика L1), т. е. по формуле
ρZ (z¯,zδ) = max
s∈ [a,b]
|z¯(s)− zδ(s)| . (1.6)
Предположим, что некоторым характеристикам z¯ ∈ Z соответствует
элемент u¯ = ˆA z¯, u¯ ∈ U . В результате эксперимента оказывается извест-
ным приближенное значение элемента u¯ : uδ ∈ U и оценка точности эле-
мента δ, причем ρU (u¯,uδ)  δ. Основные проблемы, которые решают в
обратных задачах, можно охарактеризовать следующим образом.
1. Исследовать вопрос о сопоставимости выбранной модели с данны-
ми эксперимента, т. е. найти модель с характеристиками zδ ∈ Z такую,
что ρU ( ˆAzδ,uδ) δ, когда zδ→ z¯ (на множестве Z) при δ→ 0.
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2. Если возможно, определить погрешность приближенного решения
в рамках принятой модели, т. е. оценить в некоторой метрике расстояние
от zδ до элемента z¯.
Математические сложности, возникающие при исследовании обрат-
ных задач, заключаются в том, что обратный оператор ˆA−1, заданный
на всей своей области определения AZ ∈ U , не является непрерывным.
В связи с этим принято делить все задачи на корректно и некорректно
поставленные. Понятие корректной задачи было введено Ж.Адамаром.
Характерным для этих задач является то, что:
1) уравнение (1.4) разрешимо на всем пространстве U ;
2) решение единственно;
3) решение устойчиво, т. е. малым возмущениям u соответствуют ма-
лые отклонения решения.
За приближенное решение в корректных задачах можно принять эле-
мент zδ = ˆA−1 uδ, т. к. zδ→ z¯ (на множестве Z) при δ→ 0.
В некорректных задачах первое и третье требования не выполняются.
Значит, элемент zδ = ˆA−1 uδ, даже если он существует, не является при-
ближенным решением, т. к. zδ при малых δ может как угодно уклоняться
от точного решения задачи z¯.
Попытки решения некорректных задач предпринимались физиками
задолго до появления современного математического аппарата регуляри-
зации. Благодаря хорошей интуиции авторам удавалось получить прием-
лемые результаты в решении обратных задач, т. к. предполагаемые мо-
дели были достаточно просты и характеризовались небольшим набором
параметров. Подобные методы годятся лишь при невысокой точности
задания входной информации. Развитие экспериментальной базы, повы-
шение точности эксперимента, появление и совершенствование вычис-
лительной базы поставили вопрос о создании технологии решения об-
ратных задач.
Приведем лишь некоторые примеры обратных задач, возникающих в
методах физической диагностики.
1. Разработка современных методов исследования недр земли и мате-
матические вопросы в проблеме поиска полезных ископаемых. Обратные
задачи сейсмики, гравиметрии, магнитотеллурического зондирования от-
носятся к некорректным задачам. Алгоритмы регуляризации позволяют
надежно интерпретировать полевые данные различных методов разве-
дочной геофизики. На их основе создаются автоматизированные систе-
мы обработки экспериментальных данных, позволяющие поставить за-
дачу интерпретации результатов геофизических исследований на инду-
стриальную основу и резко повысить эффективность различных геофи-
зических методов поиска полезных ископаемых.
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2. Развитие исследований по управляемому ядерному синтезу нераз-
рывно связано с совершенствованием измерительной аппаратуры и ме-
тодов диагностики. Никакие прямые измерения в плазме, температура
которой составляет десятки миллионов градусов, невозможны. Поэтому
всю экспериментальную информацию о поведении плазмы в термоядер-
ных установках приходится получать на основании косвенных измере-
ний, проводимых вне плазмы, и последующей математической обработки
их результатов.
3. Обратные задачи возникают в астрофизике, т. к. это сугубо наблю-
дательная наука. Математическое моделирование в астрофизике является
единственной возможностью изучения большинства космических объек-
тов. Успешному решению обратных задач астрофизики способствовал
целый ряд факторов, связанных с достижениями космической отрасли.
Во-первых, использование телескопов за пределами атмосферы суще-
ственно расширило диапазон принимаемого излучения – от рентгенов-
ского излучения до радиоволн. Во-вторых, отсутствие атмосферы намно-
го увеличило точность единичного измерения, что позволило получить
уникальную информацию с точностями порядка долей процента. Исполь-
зование астрофизики как наблюдательного полигона дало возможность
провести исследования сверхплотных состояний вещества (нейтронные
звезды, гипотетические «черные дыры»), а применение современного ма-
тематического аппарата в решении обратных задач астрофизики позволи-
ло получить ряд новых данных о звездах в двойных системах.
4. К классическим математическим задачам можно отнести так назы-
ваемую обратную задачу рассеяния.
5. Развитие вычислительной базы, появление компьютеров с высоко-
развитой периферией (возможность ввода-вывода изображений с высо-
ким разрешением) позволило эффективно решать задачи реконструкции
изображений (задачи медицинской вычислительной диагностики, обрат-
ные задачи обработки фото-, телеизображений).
Общий момент для обратных задач диагностики – требование един-
ственности решения исходной задачи с точно заданной информацией
(иначе нужно строить ближайшее к нормальному решение).
1.1.4. Проблема обработки и интерпретации наблюдений
1. Этапы обработки. В настоящее время благодаря новой измери-
тельной технике в естественных науках происходит обширное накопле-
ние результатов экспериментальных наблюдений. Необходимыми состав-
ляющими этого процесса являются не только разработка методов автома-
тизированной обработки экспериментальных данных, но и практическая
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реализация этих методов с применением современной вычислительной
техники. Без этого невозможно обработать всю имеющуюся количествен-
ную информацию. Хорошо известно, что проблемы автоматизации са-
мих экспериментов зависят от специфики используемого оборудования
и решаются весьма индивидуально. Однако после того как результаты
наблюдений зафиксированы на долговременных носителях памяти, их
обработка базируется на общих математических методах, допускающих
широкую унификацию, и ее можно разделить на два этапа.
Первый этап – первичная обработка (статистическая обработка, вве-
дение поправок и т. д.), целью которой является получение первичных
выходных данных наблюдений (u).
Второй этап – интерпретация данных наблюдений, т. е. определение
модели объекта (z) на основе решения обратной задачи. Естественно, что
при этом должен быть определен класс моделей сравнения, в рамках ко-
торого ищется модель объекта. Сюда же относится определение функци-
ональной связи ˆA, которая вычисляется теоретически или базируется на
специально поставленных экспериментах.
Термин «обработка наблюдений» здесь имеет смысл полной или сквоз-
ной автоматизированной машинной обработки наблюдений (первичная
обработка и интерпретация данных) на компьютере.
Многие обратные задачи, в классической формулировке имеющие це-
лью решение уравнения ˆAz= u, относятся к числу некорректно постав-
ленных задач, т. е. решение их неустойчиво или вообще не существует.
Постановка классических задач исходит из концепции точности: считает-
ся, что все данные заданы точно. В практических приложениях решаются
задачи с неточно заданной исходной информацией, к числу которых от-
носятся обратные задачи.
При автоматизации обработки наблюдений основной проблемой явля-
ется разработка математических методов решения обратных задач, устой-
чивых по отношению к ошибкам наблюдений, алгоритмов цифровой об-
работки и создание проблемно-ориентированного программного комплек-
са, позволяющего проводить сквозную цифровую обработку так, чтобы в
результате получать искомую модель объекта.
2. Нормальное решение. Для всякой системы алгебраических урав-
нений существует обобщенное решение в смысле метода наименьших
квадратов1 (МНК), который широко применяют для обработки наблюде-
ний, однако он не может служить математической базой для автоматиза-
ции обработки наблюдений, т. к. может давать не единственное решение.
Это происходит в случае, если уравнение ˆAz = 0 имеет нетривиальное
решение z1 = 0, тогда z˜+C z1 (где C – произвольная константа, z˜ – ре-
1Определение А.Н. Тихонова [11].
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шение в смысле МНК) также является обобщенным решением. Для пре-
одоления этой трудности вводят понятие нормального решения в смысле
МНК, т. е. такого z¯, что ‖ z¯ ‖<‖ z˜ ‖ на множестве Z = { z˜} всех обоб-
щенных решений. Нормальное решение зависит от принципа отбора, в






Можно сформулировать теорему о том, что любая система всегда име-
ет нормальное и притом однозначно определенное решение [38, с. 1375].
Однако это не снимает все трудности определения математического ме-
тода, который может быть положен в основу автоматизации обработки
наблюдений. Дело в том, что нормальное решение может быть неустой-
чивым. Покажем это на следующем простом примере.






















Найдем точное нормальное решение этой системы. Прежде всего заме-
тим, что в этой системе только одно линейно-независимое уравнение,
поскольку определитель этой системы равен нулю. Из первого уравне-
ния непосредственно следует z1 = 5−7z2. Нормальное решение найдем
из условия минимума нормы
‖ z ‖2= z21+ z22 = 50z22−70z2+25≡ F(z2);
dF(z2)/dz2 = 100z2−70 = 0.
Видно, что нормальное решение достигается при z¯2= 0.7 и z¯1= 0.1.
Однако численное решение этой задачи зависит от величины разряд-
ной сетки вычислителя. Вычислительный эксперимент с точностью 100,
300 и 500 десятичных знаков соответственно дает
z
(100)
1 ≈ 0, . . . ,z(300)1 ≈ 1.6, . . . ,z(500)1 ≈ 5, . . . ,
причем эти значения являются как точными решениями системы, так и
решениями в смысле МНК. Они показывают разброс решений при изме-
нении точности решения задачи.
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Метод, который может давать такой разброс, нельзя положить в ос-
нову автоматизации обработки наблюдений на компьютере. Отсюда сле-
дует вывод: индивидуальная приближенная система при любой точности
ее задания не всегда содержит достаточную информацию для получения
приближенного решения исходной задачи.
Итак, что же такое приближенная система алгебраических уравнений,
какова должна быть дополнительная информация для индивидуальной
приближенной системы, чтобы можно было устойчиво определять при-
ближенные решения исходной задачи? Это фундаментальный математи-
ческий вопрос, без решения которого задачу автоматизации обработки
наблюдений поставить трудно.
Такой достаточной дополнительной информацией являются парамет-
ры h и δ – оценки точности задания ˆA и u˜ соответственно. Предложен-
ный А. Н. Тихоновым регуляризационный метод наименьших квадратов
(РНМК) [5] дает алгоритм для получения устойчивого решения.
Принцип построения РМНК будет изложен позже, а сейчас приве-
дем результаты применения РМНК к рассмотренной выше системе двух
уравнений.
Обозначим ( ˆA и u˜) данные, определяющие эту систему, и возьмем
приближенные системы ( ˆAh и u˜δ) с точностью, указанной в табл. 1.1.
Таблица 1.1
Применение РМНК к приближенной системе [11]
δ h z1 z2 zR1 zR2
10−1 10−1 −2.35 1.04 0.0968 0.6944
10−4 10−4 1.78 0.46 0.09998 0.69998
Примечание: zi и zRi – нерегуляризированные и регуляризированные решения системы;
h, δ – точность данных, определяющих систему ˆAh и u˜δ
При δ и h, равных 10−1, регуляризированное решение дает относи-
тельную погрешность во втором знаке, а при δ и h, равных 10−4, относи-
тельную погрешность в четвертом знаке.
Приведенный пример показывает сопоставимость результатов, полу-
чаемых регуляризованным методом наименьших квадратов и обычным
методом наименьших квадратов при задании исходной информации с
указанной погрешностью.
Выше говорилось о РМНК применительно к алгебраическим задачам.
Аналогичные результаты могут быть получены также для функциональ-
ных уравнений 1-го рода в гильбертовых пространствах. Они близки
к неустойчивым задачам оптимального планирования, а также к зада-
чам статики, в которых метод наибольшего правдоподобия тесно связан
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с МНК. Таким образом, эти вопросы относятся к широкому кругу ма-
тематических задач. Они получили название «методы регуляризации» и
широко применяются в самых различных системах.
П р им е р 3. (Задача спектроскопии). Рассмотрим на примере задач
спектроскопии некоторые аспекты применения метода регуляризации к
функциональным уравнениям, а также связь задач, возникающих при ре-
шении функциональных уравнений, с проблемами, рассмотренными для
алгебраических систем.
Спектральный состав излучений, испускаемых изучаемыми объекта-
ми, несет обширную информацию об их физическом строении. Пусть z(s)
обозначает распределение плотности энергии излучения по спектру, где
s – частота излучения для спектроскопических измерений в оптическом
диапазоне либо энергия ядерных частиц для спектрометрических измере-
ний в потоке ядерных излучений и т. д. Чтобы расшифровать спектр z(s),
излучение пропускают через инструментальную систему, преобразую-
щую z(s) в экспериментально измеряемую величину u(t) так, что ˆAz = u.
В простейшем случае связь между z(s) и u(t) выражают в виде линейного





где пределы a, b – диапазон частот пропускаемого спектра. Однако об-
ратную задачу нельзя рассматривать как решение уравнения ˆAz = u.
3. Идея регуляризации. Теперь остановимся кратко на основной
идее метода регуляризации, применяемого при решении обратных задач.
Если в простейшем случае, когда оператор ˆA задан точно, вместо
точной функции u поставить функцию uδ, определенную с возможной
погрешностью δ, то, естественно, получается неравенство
‖ ˆAz−uδ ‖ δ.
Если в классе моделей сравнения Z = {z} есть модели, сопоставимые с
uδ по точности, а Z′ = {z′ } обозначает множество всех формально сопо-
ставимых решений, то выполняется соотношение
‖ ˆAz′ −uδ ‖ δ.
Так как их много, необходим принцип отбора, который позволял бы из
всего класса формально сопоставимых решений выбрать удовлетворяю-
щую дополнительным условиям модель, которая отвечает смыслу задачи.
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В качестве такого дополнительного условия можно выбрать требова-
ние минимальности нормы в классе всех сопоставимых решений. Эта
норма может быть различна в зависимости от смысла решаемой задачи.
Решение с минимальной нормой также называется нормальным решени-
ем; для математического нахождения нормального решения разработаны
алгоритмы, реализованные в виде пакетов прикладных программ.
До сих пор рассматривались случаи фиксированного оператора ˆA.
Аналогичным образом строится класс формально допустимых решений
в рамках задания [ ˆAh, u˜, δ, h ], где h, δ – точность задания ˆAh и u˜ со-
ответственно. Знание этой информации позволяет рассматривать класс
всех приближенных систем, эквивалентных по точности, и, так же, как
и раньше, определять класс формально допустимых решений. При этом
нормальные решения по-прежнему находятся с помощью принципа вы-
бора, в качестве которого в простейшем случае можно брать норму в том
или ином смысле.
Не останавливаясь подробно на математической стороне вопроса, сле-
дует отметить, что для нахождения нормального решения разработаны
компьютерные алгоритмы [4]. Заменяя интеграл интегральной суммой,
получаем алгебраическую систему для z(s) в узлах выбранной сетки. К
полученной алгебраической системе можно применить алгоритм РМНК.
Однако получение численного результата еще не означает, что реше-
ние задачи завершено. Необходимо убедиться в надежности результата.
Для этого следует использовать метод квазиреального эксперимента.
Рис. 1.2. Результаты квазиреального
вычислительного эксперимента [11]:
1 – исходный незашумленный спектр,
2 – зашумленный спектр с примене-
нием регуляризации, 3 – зашумленный
спектр без регуляризации
На рис. 1.2 приведены результа-
ты квазиреального вычислительно-
го эксперимента для рассматрива-
емой задачи спектроскопии. Метод
квазиреального моделирования поз-
воляет оценить точность получае-
мых расчетных результатов в зави-
симости от уровня вносимого шу-
ма. Для реализации квазиреально-
го эксперимента при моделирова-
нии полагают аппаратную функцию
A(t,s) известной, а функцию z(s) за-
дают сами. Затем вычисляют u(t) с
машинной степенью точности, до-
бавляют в u(t) шумы заданного
уровня, восстанавливают z(s) путем
решения обратной задачи и дела-
ют вывод о погрешности результата
при машинном методе решения.
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Рассмотрим теперь вопрос о реализации автоматизированной систе-
мы для компьютерной обработки экспериментальных данных. Для реа-
лизации такой обработки необходимы устойчивый математический ме-
тод решения обратной задачи, вычислительный алгоритм, его машин-
ная реализация и программный комплекс, с помощью которого может
быть решен круг вопросов, связанных с изучаемой проблемой. В со-
став программного комплекса должны входить программные средства
для поддержки всех этапов обработки данных. В частности, сюда входят:
первичная обработка экспериментальных данных для получения u; ин-
терпретация этих данных путем решения обратной задачи; анализ уста-
новки; оценка точности полученных параметров модели z, а также це-
лый ряд смежных вопросов, которые могут интересовать эксперимента-
тора при решении конкретной спектроскопической задачи. Такой про-
граммный комплекс представляет собой совокупность проблемно-ориен-
тированных систем или пакетов, которые должны быть построены по
иерархически-модульной структуре, где есть управляющий модуль, орга-
низующий работу всей системы, а также субмодули различных порядков
в соответствии с алгоритмами решения прикладной задачи.
Иерархически-модульная структура нужна для того, чтобы в случае
необходимости изменения алгоритма обработки в какой-либо его части
можно было заменить только один из его субмодулей, не затрагивая си-
стемы в целом. Архив системы должен содержать паспорта и исходные
данные, относящиеся к отдельным экспериментам, а также разнообраз-
ные варианты алгоритмов для всех субмодулей.
Построение ряда проблемно-ориентированных программных систем
определяет их многоцелевое назначение: общая структура управляющей
программы остается той же для решения различных задач, а изменениям
подвергается лишь некоторая часть субмодулей.
1.2. Основные интегральные уравнения, возникающие
при решении физических задач
Интегральные уравнения встречаются во многих задачах, как чисто
математических, так и прикладных. При этом некоторые из прикладных
задач, в частности задача теории переноса, по существу требуют привле-
чения аппарата интегральных уравнений.
В. Гейзенберг – один из создателей квантовой механики, в своей книге
«Физика и философия» высказал предположение, что основное уравне-
ние всей материи (если оно когда-либо будет найдено) должно иметь вид
сложной системы интегральных уравнений.
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1.2.1. Определение и классификация
Опр е д е л е н и е. Интегральными уравнениями принято называть
уравнения, в которых неизвестная функция входит под знак интеграла.
Это определение не совсем удачно, хотя бы потому, что оно не ука-
зывает, какие еще действия, кроме интегрирования, можно производить





x ′(s)d s+ x(0), (1.7)
есть просто тождество, справедливое для любой непрерывно дифферен-
цируемой функции, определенной в некотором интервале [−a, a].
Не ставя перед собой задачу дать логически безупречное определение
интегрального уравнения, ограничимся приведенным выше описатель-
ным определением и перечислим наиболее важные классы интегральных
уравнений.
1.2.2. Линейные интегральные уравнения
Интегральное уравнение называется линейным, если в него неизвест-




K(t,s)ϕ(s)d s+ f (t), (1.8)
где ϕ(t) – искомая функция; f (t), K(t,s) – известные функции; λ – пара-
метр уравнения, есть линейное интегральное уравнение. Функция K(t,s),
a  t, s  b, называется ядром интегрального уравнения (1.8), функция
f (t), a t  b, называется свободным членом.
1. Уравнение Фредгольма названо в честь шведского математика
Эрика Ивара Фредгольма (Erik Ivar Fredholm, 1866–1927). Это один из
наиболее важных классов линейных интегральных уравнений. Различа-
ют интегральные уравнения Фредгольма 1-го и 2-го рода. Уравнения 1-го
рода представляют собой существенно более сложный объект исследова-
ния. Поэтому начнем обсуждение с уравнений 2-го рода.
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Уравнение Фредгольма 2-го рода. В простейшем случае линейное ин-




K(t,s)ϕ(s)d s+ f (t). (1.9)
Здесь ϕ(t) – неизвестная функция. Пределы интегрирования a, b могут
быть как конечными, так и бесконечными. Однако во всех случаях пре-
делы интегрирования постоянные.
Считаем, что переменная t меняется в том же промежутке (a,b), по
которому совершается интегрирование. В уравнениях Фредгольма ядро
K(t,s) и свободный член f (t) либо непрерывны (первое – в квадрате






|K(t,s)|2 dt ds<+∞, (1.10)
b∫
a
| f (t)|2 d t <+∞. (1.11)
Ядра, удовлетворяющие условию (1.10), принято называть фредголь-
мовыми ядрами.
Если f (t) ≡ 0 (точнее, если f (t) обращается в нуль почти всюду в
[a,b]), то интегральное уравнение называется однородным, в противном
случае – неоднородным.
Отметим, что уравнение (1.9) представляет собой не одно уравнение,
а семейство уравнений, зависящих от числового параметра λ.
Уравнение Фредгольма 1-го рода характеризуется отсутствием члена,




K(t,s)ϕ(s)d s= f (t), (1.12)
где ядро K(t,s) и функция f (t) удовлетворяют сформулированным выше
условиям.





(t+ s2)ϕ(s)d s+ sin(t)
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есть интегральное уравнение Фредгольма 2-го рода. Здесь ядро уравне-
ния K(t,s) = t+ s2 и свободный член f (t) = sin(t) непрерывны соответ-
ственно в квадрате Q{0 t, s 1} и на отрезке [0,1].
























































откуда следует, что интеграл (1.13) расходится.
2. Уравнение Вольтерра названо в честь итальянского математика
В. Вольтерра (Vito Volterra, 1860–1940). Линейным интегральным урав-




K(t,s)ϕ(s)d s+ f (t), a t  b. (1.14)
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Здесь ϕ(t) – неизвестная функция; ядро K(t,s) и свободный член f (t) –
известные функции; λ – числовой параметр. Отметим, что один из пре-
делов интегрирования (верхний или нижний) обязательно должен быть
переменным.
При f (t) ≡ 0 уравнение (1.14) принимает вид (1.15) и называется од-





Уравнение Вольтерра 1-го рода не содержит искомую функцию вне
интеграла и имеет следующий вид:
t∫
a
K(t,s)ϕ(s)d s= f (t). (1.16)
Уравнение Вольтерра можно при некоторых ограничениях рассматри-
вать как частный случай уравнения Фредгольма. Ядро уравнения K(t,s)
в выражении (1.14) по смыслу задачи определено при a s t. Доопре-
делим его при s> t (рис. 1.3), положив
Рис. 1.3. Область определения для
уравнения (1.14)
K(t,s) = 0, t < s b.
Тогда уравнение (1.14) можно рассмат-
ривать как частный случай уравнения
Фредгольма с ядромΨ(t,s), определен-
ным следующим образом:
Ψ(t,s) =
{K(t,s) для s t,
0 для s> t.
Ядро Ψ(t,s) совпадает с ядром K(t,s)
в заштрихованной половине квадрата,
а во второй половине тождественно рав-
но нулю. При таком определении треугольного ядра Ψ(t,s) интегральное




Ψ(t,s)ϕ(s)d s+ f (t).
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Это простое замечание позволяет переносить результаты, получен-
ные для уравнений Фредгольма, на уравнения Вольтерра как на частный
случай фредгольмовых уравнений. Однако уравнения Вольтерра облада-
ют некоторыми специфическими свойствами, характерными только для
уравнений Вольтерра.
3. Интегральные уравнения с вырожденным ядром и уравнения ти-
па свертки. Выделим еще два класса линейных интегральных уравнений,
часто встречающихся в математике. Первый из них состоит из так назы-
ваемых интегральных уравнений с вырожденным ядром. К ним относят






Интегральные уравнения (например, уравнения Фредгольма 2-го рода) с
вырожденным ядром легко сводятся к системе алгебраических уравне-










Умножение выражения (1.18) на η j(t) и интегрирование по t от a до b
приводит к системе алгебраических уравнений относительно неизвест-
ных коэффициентов c j:
b∫
a




γi j ci+ f j, j = 1, . . . , n,




ξi(t)η j(t)d t, f j =
b∫
a
f (t)η j(t)d t.
Уравнение Вольтерра типа свертки имеет специальный вид ядра




k(t− s)ϕ(s)ds+ f (t).
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Слово «свертка» в названии уравнения было унаследовано от хорошо





играющего роль умножения в банаховых алгебрах функций. Уравнение
Вольтерра типа свертки применяется во многих практических задачах.




k(t− s)ϕ(s)d s+ f (t).
1.2.3. Нелинейные интегральные уравнения
Нелинейные интегральные уравнения настолько разнообразны, что
даже их классификация затруднительна. Укажем некоторые типы таких






Функция K(t,s,ϕ) обычно предполагается непрерывной при a t, s b;
−M  ϕM, где M > 0 – достаточно большая постоянная.
2. Важным частным случаем уравнения Урысона является уравнение





3. Уравнение Ляпунова – Лихтенштейна, содержащее существенно нели-
нейные операторы, например, уравнение вида









(могут также входить похожие члены с более высокой нелинейностью).
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где F(t,s,ϕ), например, непрерывна по совокупности аргументов t, s, ϕ
в области a t, s b, −M  ϕ M.
1.2.4. Задачи, приводящие к интегральным уравнениям
1. Задача Коши для ДУ. К интегральному уравнению (1.19) приво-




x(a) = x0. (1.21)
В самом деле, пусть x = x(t) есть решение уравнения (1.20), удовлетво-
ряющее условию (1.21). Подставляя это решение в уравнение (1.20), по-





т. е. x(t) удовлетворяет интегральному уравнению (1.22). Обратно, пусть
x(t) есть решение уравнения (1.22), т. е. такая функция, что подстановка
ее в уравнение (1.22) обращает последнее в тождество по t. Дифферен-




т. е. что x(t) есть решение дифференциального уравнения (1.20), при-
чем из выражения (1.22) видно, что x(a) = x0. Таким образом, реше-
ние интегрального уравнения (1.22) эквивалентно решению задачи Коши
(см. выражения (1.20) и (1.21)).
Решение начальной задачи для линейных дифференциальных урав-
нений приводит к линейным интегральным уравнениям Вольтерра 2-го
рода. Этим еще в 1837 г. воспользовался Ж.Лиувилль (Joseph Liouville,
1809–1882) в своих исследованиях в области линейных дифференциаль-





x(t) = 0. (1.23)
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Здесь λ= const, ν(t) – известная функция при начальных условиях
x(a) = 1, x ′(a) = 0. (1.24)
Рассмотрим другое уравнение с постоянными коэффициентами
x ′′(t)+λ2 x(t) = g(t) (1.25)
при тех же начальных условиях (1.24), где g(t) – какая-то непрерывная
функция.
Решение уравнения (1.25) при начальных условиях (1.24) может быть
найдено методом вариации постоянных и представлено в виде
x(t) = cos(λ(t−a))+ 1λ
t∫
a
g(τ)sin (λ(t− τ)) dτ. (1.26)
Перепишем уравнение (1.23) в виде
x ′′(t)+λ2 x(t) = ν(t)x(t) (1.27)
и будем рассматривать правую часть как известную функцию. Тогда, вос-
пользовавшись выражением (1.26), получим
x(t) = cos(λ(t−a))+ 1λ
t∫
a
ν(τ)sin (λ(t− τ)) x(τ)dτ
– интегральное уравнение Вольтерра 2-го рода.
2. ДУ n-го порядка. Рассмотрим общую задачу сведения линейного






+ · · ·+an(t)x(t) = F(t), t > a, (1.28)
с начальными условиями при t = a
x(a) = C0, x′(a) = C1, . . . ,xn−1(a) = Cn−1 (1.29)
к линейному интегральному уравнению Вольтерра. Будем предполагать,
что коэффициенты ai(t) (i= 1, 2, . . ., n) непрерывны в некоторой окрест-
ности (a−δ; a+δ) точки t = a. Для простоты ограничимся случаем n= 2






+a2(t)x(t) = F(t), (1.30)
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d t · · ·
t∫
0




(t− s)n−1 f (s)d s.















f (t) = F(t)−C1 a1(t)−C1 t a2(t)−C0 a2(t),




K(t,s)ϕ(s)d s+ f (t). (1.35)
Это неоднородное интегральное уравнение Вольтерра 2-го рода. Таким
образом, задача (1.30), (1.31) свелась к решению интегрального уравне-
ния (1.35). Найдя решение и подставив полученную функцию ϕ(t) во
второе соотношение выражения (1.33), получим решение x(t) исходной
задачи (1.30), (1.31). Если коэффициенты ai(t) (i= 1, 2, . . ., n) постоянны,
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то можно видеть, что ядро соответствующего интегрального уравнения
будет зависеть лишь от разности аргументов функции K(t,s)
K = K(t− s).
Это интегральное уравнение типа свертки. Рассмотрим пример.







x(t) = cos(t), x(0) = 0, x ′(0) = 2,
к интегральному уравнению.
Р еш е н и е. Положим, что первое слагаемое задачи есть какая-то













(t− s)ϕ(s)d s+2 t.













3. Задача Абеля. В 1823 г. Н. Абель (норв. Niels Henrik Abel, 1802–
1829), занимаясь обобщением задачи о таутохроне1, пришел к инте-






где f (x) – заданная функция, а ϕ(x) – искомая функция. Можно легко
показать, что уравнение Абеля (1.36) есть частный случай линейного ин-
тегрального уравнения Вольтерра 1-го рода.
1Задача о таутохроне: найти кривую, скользя вдоль которой без трения тяжелая частица до-
стигает своего самого низкого положения за одно и то же время, независимо от ее начального
положения.
33
1. Математический аппарат теории обратных задач
Уравнение Абеля интересно в том отношении, что оно является од-
ним из интегральных уравнений, к которым непосредственно приводит
постановка той или иной конкретной задачи механики или физики (ми-
нуя дифференциальные уравнения).
Задача Абеля состоит в следующем. Материальная точка под действи-
ем силы тяжести движется в вертикальной плоскости (ξ,η) по некоторой
кривой. Требуется определить эту кривую так, чтобы материальная точка,
начав свое движение без начальной скорости в точке кривой с ординатой
x, достигла оси 0ξ за время t = f1(x), где f1(x) – заданная функция.
Абсолютная величина модуля ско-





Обозначим через β= β(η) угол накло-
на касательной к оси 0ξ (рис. 1.4). То-






для составляющей скорости по оси 0η.
Поделив обе части полученного выра-
жения на −√2g(x−η) sin(β) и умно-
жив на dt, будем иметь выражение для последующего преобразования:
dt = − dη√
2g(x−η) sin(β).











x−η dη= f (x).
Здесь ϕ(x) – искомая функция, f (x) – заданная функция. Найдя ϕ(η),
составим уравнение искомой кривой. В самом деле, ϕ(η) = 1/sin(β),
34
1.2. Основные интегральные уравнения









Таким образом, искомая кривая определится двумя параметрическими
уравнениями:
ξ= Φ1(β), η= Φ(β).
В частности, при f (x) = C =const такой кривой является циклоида.
1.2.5. Операторная форма интегрального уравнения




K(t,s)ϕ(s)d s+ f (t) (1.37)
с непрерывным в прямоугольнике Q{a t, s b} ядром K(t,s) и





Тогда уравнение (1.37) можно записать в виде
ϕ= λ ˆAϕ+ f .
Определим степени оператора ˆA. Для второй степени имеем




















Функция K2(t,τ) называется повторным ядром или второй итерацией




K2(t,τ) f (τ)d τ,




K2(t,s) f (s)d s.
Далее,


















⎤⎦ f (τ)dτ= b∫
a










Kn(t,s) f (s)d s,
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K(t,s)ϕ(s)d s+ f (t). (1.39)
Его можно рассматривать как частный случай уравнения Фредгольма с
треугольным ядром Ψ(t,s), определяемым следующим образом:
Ψ(t,s) =
{
K(t,s) при s t,
0 при s> t.
Поэтому к уравнению (1.39) применимы все соотношения, обсуждавши-
еся выше. Однако, учитывая специфику ядра, получим для итерирован-










Отметим, что все итерированные (повторные) ядра непрерывного ядра
K(t,s) непрерывны в Q. Если λ0 есть характеристическое число ядра
K(s,t), то λn0 будет характеристическим числом ядра Kn(t,s).
1.2.6. Интегральное уравнение с ядром, имеющим слабую
зависимость




(t− s)α , 0< α< 1, (1.42)
где H(t,s) – некоторая непрерывная функция. Совокупность таких урав-





t− s ds= f (t).
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Здесь ϕ(s) – искомая функция. Рассмотрим интегральное уравнение Воль-





(t− s)α ϕ(s)ds+ f (t) (a t  b, s< t) . (1.43)
Из теории интегральных уравнений следует, что уравнение Вольтерра
разрешимо в предположении, что ядро K(t,s) интегрируется с квадратом





|K(t,s)|2 d t d s= B2 <+∞. (1.44)
Такое ядро называют L2-ядром.
При α 1/2 квадрат функции ядра (1.42) не является интегрируемым,
но тем не менее уравнение (1.43) может быть решено. В самом деле, по-
следовательные итерированные ядра Kn(t,s), начиная с некоторого номе-
ра n, не только являются L2-ядрами, но даже ограничены. Покажем это.





(t− τ)α (τ− s)α dτ.
Сделаем подстановку τ= s+(t− s)z. Тогда




zα (1− z)α d z (1.45)
или, короче, K2(t,s) = (t− s)1−2αF2(t,s), где F2(t,s) – ограниченная функ-
ция, т. к. интеграл в правой части выражения (1.45) сходится при α < 1.
Последовательно находим⎧⎪⎪⎪⎨⎪⎪⎪⎩
K3(t,s) = (t− s)2−3αF3(t,s),
K4(t,s) = (t− s)3−4αF4(t,s),
· · ·
Kn(t,s) = (t− s)n−1−nαFn(t,s),
(1.46)
где F3, F4,. . ., Fn – ограниченные функции. Из выражений (1.46) видно,
что все ядра Kn(t,s), Kn+1(t,s),. . . ограничены, если n(1−α)−1> 0.
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K(t,s)ϕ(s)d s+ f (t), (1.47)
всегда может быть приведено к аналогичному уравнению с ядром K2(t,s)
или K3(t,s), K4(t,s), . . . путем композиции (свертывания) обеих частей












⎤⎦ d s+λ t∫
a





K(t,s)ϕ(s)d s= ϕ(t)− f (t),




K2(t,s)ϕ(s)d s+ f2(t), (1.49)
где
f2(t) = f (t)+λ
t∫
a
K(t,s) f (s)d s.
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Продолжая процесс, получим выражения для следующих n-итераций
ядра. В результате конечного числа шагов придем к уравнению Вольтер-
ра с ограниченным ядром Kn(t,s) и правой частью fn(t), решив которое,
получим решение исходного уравнения (1.43). Аналогичное преобразова-
ние применимо также к интегральному уравнению 1-го рода, в частности
к интегральному уравнению Абеля.




K(t,s)ϕ(s)d s+ f (t) (1.50)










(n = 2,3, . . . ; f1(t)≡ f (t)).
Этот прием позволяет устранять некоторые особенности ядра, т. к. ите-
рированные ядра, как правило, более гладкие, чем исходное ядро. Так,
если ядро K(t,s) уравнения (1.50) имеет вид
K(t,s) =
H(t,s)
|t− s|α , 0< α< 1, (1.52)
где H – ограниченная функция, то итерированное ядро Kn(t,s) имеет та-
кую же структуру, но число α заменяется при этом на 1− n(1−α), ко-
торое отрицательно при достаточно большом n, так что для таких n ядро
Kn(t,s) ограничено.
1.3. Элементы теории линейных пространств
1.3.1. Вводные понятия и определения
1. Определения из теории множеств. Часто приходится рассмат-
ривать некоторые множества объектов, для которых установлены так на-
зываемые линейные операции: сложение и умножение на число. При-
мером такого множества может служить множество свободных векто-
ров. При детальном рассмотрении оказалось, что многие математиче-
ские множества подчиняются линейным операциям. Так, множество всех
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функций, непрерывных на отрезке, множество решений линейных од-
нородных дифференциальных уравнений, множество многочленов над
некоторым полем удовлетворяют линейным операциям.
При этом ни сами объекты не похожи на свободные векторы, ни ли-
нейные операции над этими объектами не похожи на линейные операции
над векторами. Однако во всех приведенных примерах есть нечто общее,
позволяющее изучать линейные операции абстрактно, отвлекаясь от кон-
кретной природы объектов.
Прежде всего во всех приведенных примерах линейные операции над
элементами данного множества дают в результате элементы того же мно-
жества: складывая элементы множества или умножая их на число, вновь
получаем элементы того же множества. Напомним некоторые важные по-
нятия из теории множеств.
Ограниченное множество – множество, которое в определенном смыс-
ле имеет конечный размер. Базовым является понятие ограниченности
числового множества, которое обобщается на случай произвольного мет-
рического пространства, а также на случай произвольного частично упо-
рядоченного множества. Понятие ограниченности множества не имеет
смысла в общих топологических пространствах без метрики.
Замкнутое множество – множество, которое содержит все свои пре-
дельные точки. Если множество не имеет ни одной предельной точки,
то его тоже принято считать замкнутым. Кроме своих предельных точек,
замкнутое множество может также содержать изолированные точки.
Открытое множество – множество, в котором каждая его точка яв-
ляется для него внутренней.
П р им е р 8. Приведем примеры открытых и замкнутых множеств:
– замкнутые множества: всякий отрезок [a,b], несобственные полуин-
тервалы (−∞,b] и [a,+∞), любое конечное множество точек на прямой;
– открытые множества: любой интервал (a,b) , несобственные интер-
валы (−∞,b) и (a,+∞);
– множества, открытые и замкнутые одновременно: вся прямая, пу-
стое множество.
Разбиение множества на совокупность подмножеств производят так,
что их объединение совпадает с исходным множеством, а пересечения
любых подмножеств есть пустое множество.
Покрытие множества отличается от разбиения тем, что существуют
подмножества, пересечение которых не будет пустым.
Подпокрытие множества. Если C – покрытие множества Y , то лю-
бое подмножество D ⊂ C, также являющееся покрытием Y , называется
подпокрытием.
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При выполнении операций над множествами будем придерживаться
определенной системы условных обозначений:
N — множество всех натуральных чисел;
Z — множество всех целых чисел;
Z0 — множество всех неотрицательных целых чисел;
Q — множество всех рациональных чисел;
R — множество всех действительных чисел;
R+ — множество всех положительных действительных чисел;
C — множество всех комплексных чисел.
2. Линейные операции, выполняемые в разных множествах, могут
различаться. Однако при всех различиях они имеют ряд общих свойств,
что позволяет изучать линейные операции как самостоятельное матема-
тическое понятие. Множества вместе с определенными в них линейными
операциями объединяют понятием линейного (векторного) пространства.
Название пространства «векторное» происходит из того, что это понятие
было вначале выделено при изучении свободных векторов, которые пред-
ставляют собой первый пример линейного пространства с внутренним
законом геометрического сложения векторов и внешним законом умно-
жения вектора на число. В силу этого элементы линейных пространств
принято называть векторами, а сами линейные пространства часто назы-
вают векторными пространствами.
Определение линейного пространства обобщает определение сово-
купности всех векторов. Обобщение производится, во-первых, путем от-
влечения от конкретной природы элементов множества с сохранением
свойств действий над ними, во-вторых, путем отвлечения от конкретной
природы допустимых множителей.
Пусть имеется множество L , состоящее из каких угодно элементов
a, b, . . . ; x, y, . . . Вместе с элементами множества L будем рассматривать
действительные или комплексные числа α, β, γ, . . ., образующие множе-
ство (поле) F .
Будем считать, что в множестве L определены действия сложения и
умножения, если:
1) каждым двум элементам a и b из L сопоставлен некоторый элемент
того же множества L, называемый их суммой. Сумма элементов a и b
обозначается через a+b;
2) каждому числу α и каждому элементу a из L сопоставлен некото-
рый элемент из того же множества L, называемый произведением α на a
или a на α, которое мы обозначим как αa или aα.
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Опр е д е л е н и е. Линейным (векторным) пространством L над по-
лем F называется множество L, рассматриваемое вместе с заданными в
нем действиями сложения и умножения на число, удовлетворяющее сле-
дующим аксиомам:
Аксиомы линейного пространства:
1. Коммутативность сложения. Для любых a и b из L выполняется
a+ b = b+ a, т. е. операция сложения элементов из L обладает переста-
новочным свойством.
2. Ассоциативность сложения. Для любых a, b и c из L выполняется
(a + b) + c = a + (b + c), т. е. операция сложения элементов из L обла-
дает сочетательным свойством и позволяет писать сумму элементов без
скобок.
3. Существование нейтрального элемента относительно сложения.
В L существует такой элемент θ, что a+θ= a для любого a из L. Элемент
θ называется нулевым.
4. Существование противоположного элемента относительно сло-
жения. Для любого элемента x из L существует элемент y из L такой,
что x+ y = θ. Элемент y является противоположным для элемента x и
обозначается через −x.
5. Унитарность. Умножение на нейтральный (по умножению) эле-
мент поля F сохраняет вектор 1a= a.
6. Ассоциативность умножения на скаляр. Для любых a из L и любых
чисел α и β: α(βa) = (αβ)a.
7. Дистрибутивность умножения на вектор относительно сложения
скаляров. Для любых векторов a из L и любых чисел α и β выполняется
соотношение (α+β)a= αa+βa.
8. Дистрибутивность умножения на скаляр относительно сложения
векторов. Для любых a и b из L и любых чисел α выполняется соотно-
шение α(a+b) = αa+αb.
Евклидово пространство En (или Rn) – множество всех возможных
векторов порядка n: a = (a1, a2 . . . an), где a1, a2 . . . an – скалярные ком-
поненты вектора, обычно используют действительные числа.
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Напомним очевидные свойства нормы вектора ‖ a ‖:
1. Норма вектора равна квадратному корню из скалярного произведе-
ния вектора на себя: ‖ a ‖= √a ·a;
2. ‖ a ‖> 0, если a = 0, ‖ a ‖= 0, если a= 0;
3. ‖ λa ‖= |λ| ‖ a ‖; ‖ a+b ‖‖ a ‖+ ‖ b ‖.
Нормой оператора ˆA такого, что ˆAa = b, называется минимальное
из всех чисел M, для которых выполняется неравенство
‖ ˆA ‖= min {M > 0 :‖ ˆAa ‖ M ‖ a ‖} , ‖ ˆA ‖ M.
Согласно этому определению
‖ ˆAa ‖‖ ˆA ‖‖ a ‖ M ‖ a ‖ .
3. Некоторые свойства и определения для объектов и операций в
линейных пространствах.
Функционал в евклидовом пространстве En – это правило, которое
каждому элементу a из пространства En единственным образом припи-
сывает определенное действительное число f (a). Функционал называет-
ся линейным, если для любых векторов a1, a2 ∈ En и любых скаляров
(чисел) α1, α2 имеем
f (α1a1+α2a2) = α1 f (a1)+α2 f (a2).
Опр е д е л е н и е. Нормой линейного функционала f (a) называется
минимальное из чисел M, при которых выполняется неравенство:
‖ f ‖= min{M > 0, | f (a)| M ‖ a ‖, ‖ f ‖ M.}
Опр е д е л е н и е. Метрическое пространство – это множество M,
для каждых двух элементов a, b которого определено неотрицательное
число ρ(a, b), называемое расстоянием между этими двумя элементами.
Функция ρ называется метрикой. Метрика должна удовлетворять следу-
ющим условиям:
1. ρ(a, b) = 0 тогда и только тогда, когда a= b;
2. ρ(a, b) = ρ(b, a);
3. ρ(a, b) ρ(a, q)+ρ(q, b) для любых a, b, q ∈ M.
О п р е д е л е н и е. Нормированное линейное пространство – это ли-
нейное пространство, в котором любому вектору a поставлено в соответ-
ствие действительное число, называемое нормой вектора a.
Нормированное линейное пространство можно сделать метрическим,
если ввести метрику ρ формулой ρ(a, b) =‖ a−b ‖.
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Опр е д е л е н и е. Линейное метрическое пространство R называет-
ся полным, если оно содержит все предельные точки.
О п р е д е л е н и е. Ба´нахово пространство B – это полное норми-
рованное пространство. Названо в честь польского математика Стe´фана
Бa´наха (пол. Stefan Banach, 1892–1945).
О п р е д е л е н и е. Сепарабельное пространство (лат. separabilis, от-
делимый) – топологическое пространство, содержащее счетное всюду
плотное множество. Каждый элемент такого пространства представим
в виде предела последовательности элементов из счетного множества,
подобно тому, как всякое рациональное (R) число можно представить в
виде предела последовательности из R-чисел.
О п р е д е л е н и е. Сопряженное (двойственное) пространство – про-
странство всех линейных функционалов (например, E∗) на данном линей-
ном пространстве E. Аналогично определяют E∗∗ и т. д.
О п р е д е л е н и е. Рефлексивное пространство – банахово простран-
ство B, совпадающее при каноническом вложении со своим вторым со-
пряженным B∗∗.
О п р е д е л е н и е. Инъекция в математике – это f -отображение мно-
жества X на множество Y ( f : X → Y ), при котором разные элемен-
ты множества X переводятся в разные элементы множества Y , т. е. ес-
ли два образа при отображении совпадают, то совпадают и прообразы
f (x) = f (y)⇒ x= y.
Инъекцию также называют вложением или одно-однозначным отоб-
ражением. Инъекцию можно также определить как отображение, для ко-
торого существует левое обратное, т. е. f : X → Y инъективно, если су-
ществует g : Y → X , при котором g◦ f = idX (тождественное отображение
множества X в результате прямого ( f ) и обратного (g) отображений).
П р им е р 9. Пусть f (x) = x2, тогда отображение f : R+→ R – инъ-
ективно, а вот отображение f : R→ R – не является инъективным. Дей-
ствительно, в последнем случае f (−2) = f (2) = 4.
Напомним теорему Эдуарда Хелли о выборе (нем. Eduard Helly, 1884–
1943) для выпуклых множеств. В дальнейшем использовать ее будем
многократно.
Теорема 1 (Хелли о выборе) [8, с. 86–88]. Из всякого бесконечно-
го множества M функций Φ, заданных на некотором отрезке [a, b] и
удовлетворяющих условиям
max |Φ(x)| C, V ba  K
(C и K – постоянные, одни и те же для всех Φ ∈ M), можно выбрать
последовательность, сходящуюся в каждой точке отрезка [a, b].
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4. Норма интегрального оператора. Рассмотрим интегральный опе-




K(t,s)ϕ(s)d s = u(t).
Из приведенного выше определения нормы оператора следует, что
‖ ˆAϕ ‖
‖ ϕ ‖ ‖
ˆA ‖ .
Если задать конкретные пространства для функций и оператора, то мож-
но в явном виде получить выражение для нормы оператора.
Первый случай. В пространстве непрерывных функций Z = C [a, b]
определена норма
‖ ϕ ‖C[a,b]= max
s∈ [a,b]
|ϕ(s)| ,
а в пространстве Q≡ C([a, b]× [c, d]) соответственно
‖ K ‖Q= max
s, t∈Q
|K(t,s)| .
Тогда норма интегрального оператора ˆA может быть определена как су-
премум по всем функциям с нормой ‖ ϕ(s) ‖= 1 выражения














∣∣∣∣∣∣ ‖ ˆA ‖ (b−a) ‖ K ‖≡ (b−a) maxs, t∈Q |K(t,s)| .
Второй случай. В пространстве функций Z = W 12 [a, b] норма опреде-
лена следующим образом:
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В качестве другого пространства выберем пространство U = L2, где нор-
ма определена следующим образом:




Полагая ϕ= 1/(b−a), из выражения (1.53) получим ‖ ϕ ‖= 1. Тогда вы-









⎤⎦2 dt ‖ ˆA ‖2L2[c,d] .
5. Дифференциал абстрактной функции. Пусть Ex и Ey – линейные
нормированные пространства и y = f (x) – абстрактная функция (опера-
тор), определенная на Ex с областью значений на Ey.
О п р е д е л е н и е. Пусть h – произвольный элемент пространства Ex
и пусть существует линейный по h оператор L̂x ∈ (Ex → Ey) (в общем
случае зависящий от x) такой, что
f (x+h)− f (x) = L̂x h+ω(x, h),
где
‖ ω(x, h) ‖
‖ h ‖ → 0 при ‖ h ‖→ 0.
Тогда L̂x h называют сильным дифференциалом или дифференциалом
Фреше функции f (x) в данной точке x ∈ Ex, отвечающим приращению h
аргумента, и обозначают символом d f (x, h).
Линейный оператор L̂x, зависящий от x, обозначают f ′(x). Тогда
d f (x, h) = f ′(x)h, f ′(x) ∈ (Ex→ Ey).
Оператор f ′(x) называют первой сильной производной или производной
Фреше функции f (x) в точке x.
Производная Фреше – обобщение понятия производной на бесконеч-
номерные банаховы пространства. Названа в честь французского матема-
тика Мориса Рене Фреше (Maurice Rene´ Fre´chet, 1878–1973).
О п р е д е л е н и е. Слабым дифференциалом или дифференциалом Га-
то функции (отображения) f в точке x (при приращении h) называется
предел
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где сходимость понимается как сходимость по норме в пространстве Ey.
Иногда, следуя Лагранжу (Joseph Louis Lagrange, 1736–1813), выражение
D f (x, h) называют первой вариацией функции f в точке x.
Слабый дифференциал D f (x, h) может и не быть линеен по h. Если
же такая линейность имеет место, т. е.
D f (x, h) = f ′c(x)h,
где f ′c(x) – ограниченный линейный оператор, то этот оператор называ-
ется слабой производной (или производной Гато). Названа в честь фран-
цузского математика Рене Гато (Rene´ Euge`ne Gaˆteaux, 1889–1914).
1.3.2. Примеры линейных пространств
Рассмотрим примеры некоторых линейных пространств (табл. 1.2),




En или Rn Множество действительных векторов










C [a, b] C0 [a, b] с равномерной нормой‖ f ‖∞= max | f | при x ∈ [a, b]
Нормированное
пространство
L1 [a, b] C0 [a, b] с L1 нормой ‖ f ‖L1=
∫ b




интегрируемых на действительном ин-
тервале [a, b], со скалярным произве-
дением ( f ,g) = ∫ ba f gdx
Гильбертово пространство
W n2 [a, b]
Cn [a, b] с нормой




dk f/dxk)2 dx]1/2 Пространство Соболева
LC2 [a, b]
Множество комплексных функций,
интегрируемых на действительном ин-
тервале [a, b], со скалярным произве-
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Простейшим примером линейного векторного пространства является
евклидово пространство En.
Следующий пример можно построить, используя множество действи-
тельных функций, непрерывно дифференцируемых до порядка n включи-
тельно на действительном интервале [a, b]. Очевидно, что сумма диффе-
ренцируемых функций также является дифференцируемой функцией, а
умножение функции на число также дает дифференцируемую функцию.
Тем самым это множество функций образует некоторое линейное про-
странство, обозначаемое как Cn [a, b]. Однако это еще не нормированное
пространство, поскольку не введена норма функции.
Существует несколько различных способов введения нормы в функ-
циональном пространстве. Самый простой способ:
‖ f ‖∞= max
axb
| f (x)|.
Нетрудно видеть, что эта норма удовлетворяет всем условиям для нор-
мы нормированного пространства. Эта норма называется равномерной
нормой. Линейное пространство непрерывных функций C0 [a, b] с равно-
мерной нормой представляет собой нормированное пространство, обо-
значаемое как C [a, b]. Расстояние между двумя функциями f (x) и g(x) в
пространстве C [a, b] с равномерной нормой равно
ρ( f (x), g(x)) = max
axb
| f (x)−g(x)|.
В геофизических приложениях гораздо удобнее иметь метрику, которая
отражает среднее расхождение между функциями. Такую метрику можно





В этом случае расстояние между функциями задается формулой




Таким образом, теперь две функции будут близки друг к другу, если ин-
теграл от модуля их разности будет достаточно малым. Линейное про-
странство непрерывных функций на действительном интервале [a, b] с
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L1-нормой называется L1 [a, b]-пространством. Это нормированное ли-
нейное пространство, однако оно не является гильбертовым, поскольку в
нем нет операции скалярного произведения.
Для того чтобы задать гильбертову метрику в пространстве действи-






Эта норма называется L2-нормой. Из ее определения следует, что рассто-
яние между двумя функциями будет измеряться как
ρ( f (x), g(x)) =‖ f (x)−g(x) ‖L2=
⎡⎣ b∫
a
( f (x)−g(x))2 dx
⎤⎦1/2 .
Преимущество этой новой нормы заключается в том, что ее можно опре-
делить с помощью скалярного произведения. Скалярное произведение








Линейное пространство функций, интегрируемых на действительном ин-
тервале [a, b], с введенной на этом интервале L2-нормой называется L2 [a, b]-
пространством или гильбертовым пространством.
Можно также ввести скалярное произведение между двумя функци-
ями f (x) и g(x), непрерывно дифференцируемыми до порядка n вклю-
















где q0(x), q1(x), . . . , qn(x) – заданные действительные функции (qn(x) не
равны тождественно нулю). Соответствующее гильбертово пространство
называется пространством Соболева W n2 . Метрика в пространстве W
n
2
(расстояние между функциями) определяется по формуле
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Таким образом, две функции в пространстве Соболева будут теперь близ-
кими друг к другу, если интеграл от их разностей и разностей их про-
изводных до порядка n включительно будет достаточно малым. Другими
словами, в пространстве Соболева не только сами функции f (x) и g(x), но
и все их производные (до порядка n включительно) должны быть близ-
кими друг к другу. Тем самым метрика Соболева предполагает больший
контроль над поведением функции, чем обычная L2-метрика.
Еще один пример гильбертова пространства – пространство LC2 [a, b],
образованное множеством комплексных функций с интегрируемым квад-








Горизонтальная черта здесь означает обычное комплексное сопряжение
(z1 + iz2 = z1 − iz2). Это выражение удовлетворяет всем аксиомам ком-
плексного гильбертова пространства.
1.3.3. Понятие гильбертова пространства
Гильбертово пространство – это обобщение обычного евклидова про-
странства, допускающее бесконечную размерность. Названо в честь Да-
вида Гильберта (David Hilbert, 1862–1943). Оно представляет собой ли-
нейное пространство над полем действительных или комплексных чисел
(предлог «над» означает, что в таком пространстве разрешены операции
умножения на скаляры из соответствующих полей) с определенным ска-
лярным произведением. Последнее позволяет вводить понятия, анало-
гичные привычным понятиям ортогональности и угла. Гильбертово про-
странство по совокупности свойств может рассматриваться как особый
случай банаховых пространств. На рис. 1.5 показана шкала пространств,
чьи свойства наследует гильбертово пространство.
О п р е д е л е н и е. Гильбертовым пространством называется вектор-
ное пространство H над полем действительных (R) или комплексных (C)
чисел, рассматриваемое вместе со скалярным произведением – функцией
от двух переменных
(·, ·) : H×H→ F, где F = R или C.
Скалярное произведение удовлетворяет условиям:
1. (x, x) 0 для каждого x ∈ H;
2. (x, x) = 0 тогда и только тогда, когда x = 0;
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3. (x + y, z) = (x, z) + (y, z) для произвольных трех x, y, z ∈ H;
4. (λx, y) = λ(x, y), где x, y ∈ H, λ – элемент скалярного (R, C) поля;
5. (x, y) = (y, x), где x, y ∈ H (комплексное сопряжение);




(xl − xk, xl − xk) = 0,
найдется элемент x ∈ H, такой, что для него
lim
n→∞ (xn − x, xn − x) = 0.
Тогда говорят, что x является границей последовательности xn.
Рис. 1.5. Шкала пространств: гильбертово – (1), банахово – (2), линейное нормиро-
ванное – (3), метрическое – (4), топологическое – (5)
Приведенное выше определение одинаково применимо как для слу-
чая пространства над вещественными числами, так и над комплексными.
Следует отметить, что в первом случае в условии (5) имеет место просто
симметричность скалярного произведения: (x, y) = (y, x).
Иногда также требуется, чтобы для размерности пространства вы-
полнялось dim H = ∞. Хотя, очевидно, евклидовы (конечномерные) про-
странства можно рассматривать как гильбертовы без каких-либо допол-
нительных оговорок.
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Следует отметить, что условие (6) означает полноту пространства от-
носительно нормы, заданной как ‖ x ‖= √(x,x) (то, что приведенная
функция действительно является нормой, следует из указанных выше
свойств скалярного произведения). Учитывая линейность, имеем, что лю-
бое гильбертово пространство является одновременно банаховым про-
странством (т. е. полным нормированным векторным пространством) с
нормой ‖ x ‖= √(x,x).
При изучении гильбертовых пространств важным является понятие
ортогональности элементов.
О п р е д е л е н и е. Элементы x и y гильбертова пространства H назы-
ваются ортогональными, если (x, y) = 0. При этом пишут x⊥ y.
О п р е д е л е н и е. Если x ортогонален к каждому элементу множества
A⊂ H, то пишут, что x⊥ A.
О п р е д е л е н и е. Если элементы двух множеств A1 ⊂ H и A2 ⊂ H
попарно ортогональны, то пишут, что A1 ⊥ A2.
В любом гильбертовом пространстве H можно задать систему коор-
динат, которая является обобщением декартовой системы координат на
плоскости или в обычном трехмерном евклидовом пространстве. Это до-
стигается путем выбора ортонормированного базиса.
Система векторов {ui : i ∈ I} гильбертова пространства H, индексиру-
емая множеством I, называется ортогональной, если (ui,u j) = 0 для лю-
бых i = j ∈ I, и ортонормированной, если дополнительно (ui,ui) = 1 для
любого i ∈ I. Иными словами, ортонормированная система состоит из
попарно ортогональных векторов гильбертова пространства единичной
длины. Система векторов называется полной, если множество их конеч-
ных линейных комбинаций – плотное в H. Полная ортонормированная
система векторов гильбертова пространства H называется ортонормиро-
ванным базисом в H.
О п р е д е л е н и е. Плотное множество – подмножество пространства,
точками которого можно сколь угодно хорошо приблизить любую точ-
ку объемлющего пространства. Формально A плотно в X , если всякая
окрестность любой точки x ∈ X содержит элемент из A.
Полнота ортонормированной системы векторов проверяется с помо-
щью равенства Парсеваля. Координаты вектора ω∈ H относительно дан-
ного ортонормированного базиса – это скаляры ai = (ui,ω), i ∈ I. Вектор
ω полностью определен своими координатами и может быть формально
разложен по элементам ортонормированного базиса:
ω= ∑
i∈ I
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Равенство Парсеваля – это аналог теоремы Пифагора в векторных
пространствах со скалярным произведением. Название равенству дано
по аналогии с теоремой для периодических функций, сформулированной
Парсевалем в 1799 г. Предположим, что {ui}∞k=1 – это ортонормирован-
ный базис в гильбертовом пространстве H. Иными словами это конечная
или счетная система ортонормированных векторов, полнота которой эк-




|(x,ui)|2 =‖ x ‖2 .
В любом случае ряд в левой части равенства сходится и его сумма не





|(x,ui)|2 ‖ x ‖2 .
Прим е р 10. Пусть дана кусочно-непрерывная, квадратично-интег-
рируемая функция f (x), заданная в интервале [−π, π]. Ее разложение в
ряд Фурье имеет вид










Необходимо получить равенство Парсеваля для этой функции.
Р еш е н и е. Воспользуемся определением нормы и свойством орто-
гональности базисных функций










































2Промежуточные выкладки не приводятся. Читателю предоставляется возможность восполь-
зоваться предложенной идеей решения и получить все промежуточные выкладки самостоятель-
но в качестве упражнения.
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1.3.4. Интеграл Лебега
Опр е д е л е н и е. Интеграл Лебe´га – обобщение интеграла Римана
на более широкий класс функций. Все функции, определенные на конеч-
ном отрезке числовой прямой и интегрируемые по Риману, интегрируют-
ся по Лебегу, причем в этом случае оба интеграла равны, но существует
большой класс функций, определенных на отрезке и интегрируемых по
Лебегу, но неинтегрируемых по Риману. Интеграл назван в честь Анри
Леон Лебега (Henri Le´on Lebesgue, 1875–1941).
Идея построения интеграла Лебега состоит в том, что вместо разби-
ения области определения подынтегральной функции на части и состав-
ления потом интегральной суммы из значений функции на этих частях
на интервалы разбивают ее область значений, а затем суммируют с со-
ответствующими весами меры прообразов этих интервалов. Рассмотрим
несколько важных определений, использующихся при обсуждении поня-
тия интеграла Лебега.
Мера – неотрицательная функция на множествах. Измеримое множе-
ство – множество, принадлежащее области определения меры.
Неотрицательная функция µ называется мерой (конечно-аддитивной),
если выполняется равенство µ(A
⋃
B) = µ(A) + µ(B).
Определение. Если при любом c ∈ R множество {x : f (x) < c} изме-
римо (по лебеговой мере µ), то функция f также называется измеримой
(по лебеговой мере µ).
Интеграл Лебега (как и интеграл Римана) может быть введен различ-
ными способами. Основных способов снова два — через интегральные
суммы и через равномерные пределы ступенчатых функций. Рассмотрим
первый способ.
Способ 1. Пусть функция f измерима на отрезке [a, b] и пусть она
ограничена: f (x)∈ [A,B) при x∈ [a,b]. Разобьем отрезок [A, B] на малень-













({x ∈ [a,b] : f (x) ∈ [yk−1,yk]}),
Если мелкость разбиения равна λ, то очевидно, что S− s λ(b−a). При
добавлении новых точек разбиения нижняя сумма возрастает, верхняя
сумма уменьшается. Supremum нижних сумм равен infimum верхних и
называется интегралом Лебега.
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Если функция не ограничена, то можно составить такие же суммы. Но
теперь уже может оказаться, что соответствующие ряды расходятся так,
что S = +∞ или s = −∞. Здесь снова нужно потребовать абсолютной
сходимости возникающих рядов или рассматривать все выкладки только
для положительных функций.
Способ 2. Ступенчатая функция – это функция с не более чем счет-
ным множеством значений: пусть A – измеримое множество, которое
имеет вид A =
⊔
k Ak, где все Ak также измеримы, их количество конечно
или счетно. Это измеримая функция, ее легко проверить по определе-
нию. Введем интеграл от ступенчатой функции естественным способом.






Если ряд в правой части абсолютно сходится, то ступенчатая функция f
называется интегрируемой (или суммируемой) на A. Здесь требуется аб-
солютная сходимость, потому что иначе путем перестановки слагаемых
можно получить практически любую сумму ряда (по теореме Римана об
условно сходящихся рядах).










1.4. Элементы теории оптимизации
1.4.1. Двойственность в оптимизации
В математическом программировании существует фундаментальное
понятие двойственности, имеющее важное теоретическое и практиче-
ское значение. Исходную задачу линейного программирования будем на-
зывать прямой (П). Двойственная задача (Д) – это задача, которая форму-
лируется с помощью определенных правил непосредственно из прямой
задачи [39].
1. Основная идея теории двойственности. Для каждой задачи (П)
существует некоторая задача (Д), решение которой тесно связано с пря-
мой. Между решениями прямой и двойственной задач имеется ряд важ-
ных соотношений, полезных при анализе математических моделей на
чувствительность, исследовании общих свойств оптимального решения
и проверке оптимальности допустимого решения.
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Опр е д е л е н и е. Две экстремальные задачи называются эквивалент-
ными, если множества их решения совпадают либо обе задачи не имеют
решений.
При изложении теории двойственности часто рассматривают форму-
лировки двойственной задачи в зависимости от различных видов прямой
задачи, которые определяются типами ограничений, знаками переменных
(неотрицательные или свободные, т. е. без ограничения в знаке) и типом
оптимизации (максимизация или минимизация целевой функции). При-
ведем единую формулировку двойственной задачи, применимую ко всем
видам прямой задачи. В основу такой формулировки положена стандарт-
ная форма прямой задачи. Напомним, что задача линейного программи-
рования в стандартной форме записывается следующим образом: макси-
мизировать или минимизировать целевую функцию z при ограничениях









ai j x j = bi, x j  0, j = 1,n.
В состав n переменных x j входят также дополнительные переменные.
Стандартная форма задачи линейного программирования предполага-
ет выполнение следующих условий.
1. Все ограничения записаны в виде равенств (с неотрицательной пра-
вой частью). Отметим, что неравенства могут быть сведены к ограниче-
ниям типа «равенство» путем регулярных преобразований.
2. Все переменные неотрицательны.
3. Оптимизация определяется как максимизация или минимизация це-
левой функции.
Стандартная форма задачи линейного программирования порождает
стандартную таблицу симплекс-метода. Решение двойственной задачи
можно получить непосредственно из симплекс-таблицы, соответствую-
щей оптимальному решению прямой задачи [40, 41]. Таким образом,
определив двойственную задачу на основе стандартной формы прямой
задачи, после вычислений симплекс-метода автоматически получаем ре-
шение двойственной задачи. Переменные и ограничения двойственной
задачи формируются путем симметричных структурных преобразований
прямой задачи по следующим правилам.
2. Правила перехода к двойственной задаче.
1. Для корректного перехода к двойственной задаче все ограниче-
ния–неравенства исходной задачи (П) следует записать в стандартном
виде: со знаком [] (max-процедура) и со знаком [] (min-процедура).
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2. Каждому из m ограничений задачи (П) соответствует переменная
задачи (Д).
3. Каждой из n переменных задачи (П) соответствует ограничение
задачи (Д).
4. Коэффициенты при какой-либо переменной в ограничениях зада-
чи (П) становятся коэффициентами ограничения двойственной задачи,
соответствующей этой переменной, а правая часть формируемого огра-
ничения равна коэффициенту при этой переменной в выражении целевой
функции.
5. Коэффициенты целевой функции двойственной задачи равны пра-
вым частям ограничений прямой задачи.
6. Если на переменную xi задачи (П) наложено условие неотрицатель-
ности, то i-е условие системы ограничений задачи (Д) является неравен-
ством (в соответствии с п.1).
7. Если на переменную xi прямой задачи не наложено условие неот-
рицательности, то i-е ограничение двойственной задачи записывается в
виде строгого равенства.
8. Если в задаче (П) имеются ограничения равенства, то на соответ-
ствующие переменные задачи (Д) не накладывается условие неотрица-
тельности.
Графически эти правила можно представить в виде табл. 1.3.
Таблица 1.3








x1 x2 · · · x j · · · xn
c1 c2 · · · c j · · · cn
y1 a11 a12 · · · a1 j · · · a1n b1
y2 a21 a22 · · · a2 j · · · a2n b2
· · · · · · · · · · · · · · · · · · · · · · · ·
ym am1 am2 · · · am j · · · amn bm
j-е ограничение
задачи Д
Удобно перейти к матричной форме записи. Введем обозначения:
C= [c j ] – вектор-строка (1×n) коэффициентов c j;
X= [x j ] – вектор-столбец (n×1) переменных x j;
A= [ai j ] – матрица (m×n) ограничений;
B = [bi ] – вектор-столбец (m× 1) свободных членов (правая часть)
для матрицы ограничений.
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U= [ui ] – вектор-строка (1×m) промежуточных переменных ui.
Тогда прямую задачу (П) можно записать в матричной форме
max z= C×X, A×X B, X 0. (1.55)
Линейная задача (Д) тесно связана с линейной задачей (П): для пере-
хода к двойственной задаче (Д) необходимо воспользоваться табл. 1.4 и
учесть, что вектор-столбец Y (m× 1) переменных двойственной задачи
связан с промежуточной переменной соотношением Y=UT.
Таблица 1.4
Правило перехода к двойственной задаче
Прямая задача Двойственная задача
Целевая функция (min) Правая часть ограничений
Правая часть ограничений Целевая функция (max)
A – матрица ограничений AT – матрица ограничений
Ограничение bi  0 ( 0) Переменная ui  0 ( 0)
Ограничение bi = 0 Переменная ui = 0
Переменная x j  0 j-е ограничение: []
Переменная x><0 j-е ограничение: [=]
Формулировка двойственной задачи (Д) относительно минимизации
целевой функции w и ограничений A будет иметь вид
min w= U×B, U×A C, U 0. (1.56)
Переходя к переменным Y, будем иметь окончательную формулировку
двойственной задачи:
min w= BT×Y, AT×Y  CT, Y  0. (1.57)
Отметим, что задача линейного программирования, двойственная к зада-
че (1.57), совпадает с исходной задачей (1.55).
Рассмотрим пример на построение двойственной задачи из прямой.
Задача (П): min z= 2x1−3x2, ограничения заданы системой:⎧⎪⎪⎨⎪⎪⎩
x1− x2  1;
2x1+3x2  4;
x1+ x2 = 3;
⇒
⎧⎪⎪⎨⎪⎪⎩
−x1+ x2  −1, b1 = −1;
2x1+3x2  4, b2 = 4;
x1+ x2 = 3, b3 = 3;
x1  0; x2 >< 0. x1  0; x2 >< 0.
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т. е. вторая переменная не ограничена по знаку, она может быть как боль-
ше 0, так и меньше 0. Построим двойственную задачу. Так как число
ограничений равно трем, то имеем три переменных: u1, u2, u3. Целевая
функция задачи (Д) имеет вид:
maxw= U×B= u1 b1+u2 b2+u3 b3 = −u1+4u2+3u3.
Имеем матрицы для коэффициентов ограничений:
Прямая задача (П) Двойственная задача (Д)
A=
⎡⎣ −1 12 3
1 1
⎤⎦ ; AT = [ −1 2 11 3 1
]
.
Задача (Д). Таким образом, двойственная задача выглядит так:
maxw= −u1+4u2+3u3.⎧⎨⎩
−u1+2u2+u3  2, c1 = 2;
u1+3u2+u3 = −3, c2 = −3;
u1  0; u2  0; u3 >< 0.
В системе (П)— (Д) обе задачи являются равноправными. Любую из них
можно рассматривать как прямую, и тогда вторая будет двойственная ей.
Рассмотрим основные теоремы, связанные с понятием двойственности.
Теорема 2 (двойственности) [15, с. 132–133]. Если X и U – соот-
ветственно допустимые решения прямой (1.55) и двойственной (1.57)
задач, то
Z=C×X W=U×B,
т. е. значение целевой функции прямой задачи не может превосходить
значение целевой функции двойственной задачи.
Если X, U – соответственно решения прямой и двойственной задач,
удовлетворяющих равенству C×X = U×B, то X и U – оптимальные ре-
шения прямой (П) и двойственной (Д) задач соответственно.
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Теорема 3 [15, с. 133–135]. Пусть заданы прямая (П) и двойствен-
ная (Д) задачи:
а) если прямая (1.55) и двойственная (1.57) задачи имеют решения,
то каждая из этих задач имеет оптимальное решение и
Z = min(П) = max(Д) = W ;
б) если одна из них имеет неограниченный оптимум, то другая не
имеет решения.
Теорема 4 [15, с. 136–137]. Если вектор-столбцы X = (x¯1, . . . , x¯n)
и Y = (y¯1, . . . , y¯m) – оптимальные решения прямой (1.55) и двойствен-




ai j x¯ j−bi
)




ai j y¯i− c j
)
x¯ j = 0, j = 1, n.
1.4.2. Численные алгоритмы минимизации функционалов
1. Задачи на минимум функционала. Если каждой функции y(x) из
некоторого множества функций Y сопоставлено число Φ[y(x)], то говорят,
что на множестве Y задан функционал. Задача минимизации функциона-
ла формулируется так: найти функцию y¯(x) ∈ Y , на которой функционал
достигает своей точной нижней грани на этом множестве:
Φ[y¯(x)] = inf Φ[y¯(x)], y(x), y¯(x) ∈ Y. (1.58)
Иногда эту задачу называют минимизацией функционала по аргументу, а
просто минимизацией называют нахождение числа Φ= inf Φ[y(x)], когда
не требуется определять функцию, минимизирующую этот функционал.
Не всякий функционал и не на всяком множестве имеет минимум.
Например, решения задачи (1.58) не существует, если функционал не
ограничен снизу на заданном множестве. Решение может также не суще-
ствовать, если множество не компактно в себе или функционал разрывен
и т. д. (хотя в общем случае условия непрерывности или компактности
не являются необходимыми). Не исследуя постановки задач, в дальней-
шем будем предполагать, что конкретные решаемые задачи типа (1.58)
корректно поставлены.
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Дадим несколько примеров задач на минимум функционала. Пусть
требуется решить операторное уравнение






ˆAy(x)− f (x)}2 ρ(x)dx, ρ(x)> 0. (1.60)
Очевидно, функционал равен нулю при ˆAy(x) = f (x) и положителен, ес-
ли ˆAy(x) = f (x) на сколь угодно малом, но конечном интервале δx. Таким
образом, найдя функцию y¯, на которой функционал (1.60) достигает сво-
его абсолютного минимума, можно получить решение уравнения (1.59).
Заметим, что этот функционал ограничен снизу на любом множестве
функций и непрерывно зависит от ˆAy(x). Данный способ решения опе-
раторных уравнений называется методом наименьших квадратов.
Если задача (1.59) некорректно поставлена (например, неустойчива
по правой части), то наиболее употребительным общим методом регуля-






ˆAy(x)− f (x)}2 ρ(x)dx+αΩ[y(x)] = min, α> 0, (1.61)
где так называемый стабилизатор Ω[y(x)] – специально подобранный
положительный функционал, обладающий свойствами нормы; он несколь-








dx, ρ(x), q(x)> 0, (1.62)
решение задачи (1.61) непрерывно зависит от f (x), причем при правиль-
ном подборе α оно одновременно достаточно близко в чебышевской нор-
ме к решению y¯(x) уравнения (1.59).
Уравнение (1.59) может привести и к другим функционалам. Пусть
оператор ˆA аддитивен, положителен и симметричен, так что (y, ˆAy)> 0
при y = 0 и (z, ˆAy) = ( ˆAz, y), где под скалярным произведением подра-
зумевается интеграл от произведения функций. Рассмотрим функционал
Φ[y(x)] = (y, ˆAy)−2(y, f ), (1.63)
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Можно сформулировать утверждение, что задача на минимум этого функ-
ционала эквивалентна задаче решения операторного уравнения (1.59).
Для доказательства утверждения запишем произвольную функцию
y(x) в следующем виде:
y(x) = y¯(x)+λz(x). (1.64)
Подставляя это выражение в правую часть формулы (1.63), получим
Φ[y(x)] = Φ[y¯(x)]+2λ(z, ˆA y¯− f )+λ2 (z, ˆAz). (1.65)
Если y¯(x) есть решение уравнения (1.59), то второе слагаемое в правой
части (1.65) обращается в нуль; последний же член в правой части неот-
рицателен благодаря положительности оператора ˆA. Из этих рассужде-
ний следует, что Φ[y¯] = inf Φ[y], т. е. функционал (1.63) достигает мини-
мума на решении операторного уравнения (1.59).
Наоборот, если y¯(x) в представлении (1.64) есть функция, на которой
функционал (1.63) достигает минимума, то первая вариация функционала
на этой функции равна нулю. Следовательно, (dΦ/dλ)λ=0= 0, каково бы
ни было z(x). Применяя это условие к выражению (1.65) и одновременно
полагая z(x) = ˆA y¯(x)− f (x), получим(
ˆA y¯− f , ˆA y¯− f )= 0,
что выполняется только при ˆA y¯ = f (x). Это означает, что функция, на
которой функционал (1.63) достигает минимума, является решением опе-
раторного уравнения (1.59). Утверждение доказано.
2. Метод пробных функций. Общая схема численного решения за-
ключается в сведении задачи (1.58) к поиску минимума функции мно-
гих переменных. Рассмотрим класс Vn пробных функций заданного вида
vn(x; a) = vn(x;a1,a2, . . . ,an), содержащих n свободных параметров и при-
надлежащих множеству Vn. На этом классе функций рассматриваемый
функционал будет функцией n переменных – свободных параметров:
Φ[vn(x; a)] = Fn(a)≡ Fn(a1,a2, . . . ,an); (1.66)
численное нахождение минимума функции многих переменных – это от-
дельная, но хорошо изученная задача. Найдя минимум функции Fn(a) и
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соответствующие ему значения параметров a¯, определим функцию vn(x; a¯),
на которой функционал достигает своего минимума в классе Vn.
Можно ли считать найденную функцию vn(x; a¯) приближенным зна-
чением искомого решения y¯(x)? Чтобы выяснить это, рассмотрим пре-
дельный переход n→ ∞.
Построим бесконечную последовательность классов функцийVn (при-
надлежащих заданному множеству Y ) с увеличивающимся числом пара-
метров так, чтобы каждая функция предыдущего класса получалась из
функции последующего класса фиксированием некоторого значения по-
следнего параметра:
vn−1(x; a1,a2, . . . , an−1) = vn(x; a1,a2, . . . , an−1, a˜n). (1.67)
Тогда каждый класс Vn вложен в классы с бо´льшим индексом. Если обо-
значить через Φn минимум функционала на этом классе




Φ1 Φ2 Φ3  · · · ¯Φ= inf
Y
Φ[y(x)].
Последовательность Φn не возрастает и ограничена снизу; значит, она
сходится к пределу, который больше или равен ¯Φ. Если lim
n→∞ Φn =
¯Φ, то
последовательность функций vn(x; a¯), на которых достигается минимум
функционала в классах Vn, называют минимизирующей (или минимизи-
рующей функционал).
Рассмотрим два понятия, нужные для дальнейшего изложения.
1. Непрерывность функционала. Будем называть функционал Φ[y(x)]
непрерывным, если он непрерывно зависит от y(x), т. е. если фиксировать
y˜(x), то для любого ε> 0 найдется такое δ(ε), что при ‖ y(x)− y˜(x) ‖< δ(ε)
будет выполняться неравенство |Φ[y]−Φ[y˜]|< ε. Очевидно, наличие или
отсутствие этого свойства зависит как от вида функционала, так и от
выбора нормы функции.




f (x,y(x),y′(x), . . . ,y(p)(x))dx, (1.69)
где f – непрерывная функция всех своих аргументов. Их можно рассмат-
ривать в пространстве C(p) с нормой
‖ y ‖= max
{
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тогда непрерывность функционала очевидна. А в чебышевском простран-
стве C(0) такой функционал в общем случае уже не будет непрерывно
зависеть от y(x).
2. Полнота системы функций. Бесконечная система функций задан-
ного вида {vn} называется полной, если при n→ ∞ она может аппрок-
симировать в данной норме со сколь угодно высокой точностью любую
функцию множества Y . Это значит, что для любой заданной функции
y(x) ∈ Y и любого δ> 0 существует такое N, что при n> N в классах Vn
найдутся функции v˜n(x), удовлетворяющие условию ‖ y(x)− v˜n(x) ‖< δ.
Понятие полноты также существенно связано не только с выбором си-
стемы vn(x;a), но также с выбором нормы и множества Y .
Достаточные условия сходимости vn(x; a¯) искомому решению дает
следующая теорема.
Теорема 5 [17, с. 228–229]: а) если система функций vn(x;a) пол-
ная, а функционал Φ[y(x)] непрерывен, то последовательность vn(x; a¯)
является минимизирующей,
б) если требования пункта (а) выполнены и функционал удовлетворя-
ет дополнительному условию
Φ[y(x)]−Φ[y¯(x)] α ‖ y(x)− y¯(x) ‖β, α,β> 0, (1.70)
то последовательность vn(x; a¯) сходится к решению y¯(x) задачи (1.58).
Нетрудно доказать, что если функционал непрерывен, то для сходи-
мости последовательности vn(x; a¯) к y¯(x) необходимо, чтобы эта после-
довательность была минимизирующей.
В задачах для конкретных функционалов исследование сходимости
сводится к выбору подходящей полной системы функций {vn} и нормы
и проверке условий теоремы. Норму обычно выбирают из соображений
простоты доказательства, но эта норма не должна быть слишком слабой,
иначе результат не будет представлять практической ценности.
Метод пробных функций в своей наиболее общей постановке приме-
няют не часто. Если функционал имеет достаточно сложный вид или если
выбрана система функций vn(x; a), нелинейно зависящих от свободных
параметров, то получающаяся при этом функция F(a) имеет достаточно
общий вид. Обычно ее минимум удается найти численными методами,
только если число переменных (свободных параметров) не превышает
n≈ 10–20. Такого числа параметров не всегда достаточно, чтобы уверен-
но констатировать сходимость.
Поэтому для конкретных функционалов сложного вида обычно стара-
ются исследовать качественный характер решения и выбирают пробные
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функции с небольшим (n≈ 3–10) числом параметров так, чтобы по свое-
му качественному поведению – асимптотике, полюсам и т. д. – они были
бы близки к искомому решению. Проводят исследование непрерывности
функционала и полноты системы. Затем выполняют расчеты с различ-
ным числом параметров и смотрят, сходятся ли полученные значения Φn
и функции vn(x; a¯) к какому-то пределу.
Если последовательность {vn} выбрана удачно, то величина Φn будет
близка к своему пределу ¯Φ уже при небольшом n.
Однако оценить фактическую точность найденного приближения на
основании таких расчетов не удастся. Далее рассмотрим два частных слу-
чая метода пробных функций, когда можно получить и более высокую
точность, и неплохую оценку погрешности.
3. Метод Ритца. Ряд важных математических задач сводится к
минимизации квадратичного функционала. Примером является решение
корректно или некорректно поставленных задач для линейного опера-
торного уравнения (1.59), приводящее к одному из функционалов (1.60),
(1.61) или (1.63). Если в качестве пробных функций взять обобщенные
многочлены





то на них квадратичный функционал будет квадратичной функцией пара-
метров ak. Задача на нахождение минимума квадратичной функции F(a)
посредством дифференцирования по переменным ak сводится к системе
алгебраических линейных уравнений; ее нетрудно численно решить даже
при числе параметров n≈ 100–200. Этот частный случай метода пробных
функций называют методом Ритца.
Обсудим выбор функций ϕk(x). Его целесообразно связать с краевыми
условиями для задачи типа (1.59), которые обычно линейны. Пусть, для
определенности, это условия первого рода
y(a) = α, y(b) = β. (1.72)
Выберем какую-нибудь гладкую функцию ϕ0(x) так, чтобы она удовле-
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Остальные функции выберем так, чтобы они удовлетворяли однород-
ным краевым условиям типа (1.72) и при этом образовывали бы полную
систему. Например, согласно теореме Вейерштрасса любую непрерыв-
ную функцию можно аппроксимировать со сколь угодно высокой точно-
стью алгебраическими или тригонометрическими многочленами, поэто-
му можно принять







, k = 1,2, . . . . (1.76)
В этом случае пробные функции (1.71) при любых коэффициентах ak удо-
влетворяют неоднородным краевым условиям (1.72) и являются полными
на множестве непрерывных функций, удовлетворяющих этим краевым
условиям. Согласно замечанию 3 к теореме п. 2 такой выбор пробных
функций допустим.
П р им е р 12. Рассмотрим модельную задачу на минимум квадратич-
ного функционала (1.63) с вещественным симметричным положитель-
ным оператором ˆA:
Φ[y(x)] = (y, ˆAy)−2( f , y) = min . (1.77)
Подставляя в этот функционал пробные функции Ритца (1.71), получим
квадратичную функцию свободных параметров


















(ϕk, ˆAϕ0)− (ϕk, f )
]
+(ϕ0, ˆAϕ0−2 f ) = min .
Приравнивая к нулю производные этой квадратичной функции по пара-





am (ϕk, ˆAϕm) = −2(ϕk, ˆAϕ0− f ), 1 k  n. (1.78)
Заметим, что для неквадратичных функционалов Φ[y] линейные по
параметрам пробные функции (1.71) не дают никаких преимуществ, ибо
получающиеся функции параметров F(a) = Φ[vn(x; a)] все равно оказы-
ваются неквадратичными. Поэтому метод Ритца фактически применяют
только для квадратичных функционалов.
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4. Сеточный метод. Введем сетку по аргументу x и заменим все
производные и интегралы, входящие в функционал, некоторыми разно-
стями и суммами узловых значений функции yk = y(xk). Тогда функцио-
нал аппроксимируется некоторой вспомогательной функцией многих пе-
ременных (переменные – значения решений в узлах сетки):
Φ[y(x)]≈ F(y0,y1,y2, . . . , yn) = min . (1.79)
Решая задачу F(y0,y1,y2, . . . , yn) = min численными методами, непосред-
ственно получим приближенные значения решения в узлах сетки. Зная
их, решение при остальных значениях аргумента (не совпадающих с уз-
лами сетки) можно найти интерполяцией.
Стоит отметить, что ввиду сложности получающихся выражений при
большом числе узлов сетки найти минимум численными методами труд-
но. Очевидно, что для произвольных функционалов число узлов сетки,
которое практически возможно использовать в расчетах, очень невелико:
оно не превышает n≈ 10–20. Однако даже при таком числе узлов неред-
ко удается получить неплохую точность при умеренном объеме расчетов,
используя прием сгущения сеток.
Для этого выполняют серию расчетов на сгущающихся вдвое сет-
ках с числами интервалов n = 1, 2, 4, 8 и 16. Поскольку порядок точно-
сти выбранных разностных формул дифференцирования и интегрирова-
ния обычно известен, то проводят уточнение результатов, полученных на
разных сетках, рекуррентным методом Рунге. При этом непосредственно
наблюдают сходится ли численный расчет к пределу при увеличении n и
производят апостериорную оценку погрешности.
На каждой сетке минимум функции F(y0,y1,y2, . . . , yn) находят обыч-
но каким-либо итерационным методом спуска. Для уменьшения числа
итераций (а тем самым объема вычислений) организуют расчет следу-
ющим образом. Сначала выполняют расчет на самой редкой сетке, где
неизвестных мало (при n= 1 всего два – y0 и y1) и объем вычислений за-
ведомо невелик даже при плохом нулевом приближении. Найденный на
этой сетке профиль y(x) интерполируют на следующей, более подробной
сетке и используют этот профиль на ней в качестве нулевого приближе-
ния. Вновь найденный профиль снова интерполируют, и т. д.
Как и в методе Ритца, при использовании линейных формул чис-
ленного дифференцирования и интегрирования задача (1.79) для квадра-
тичных функционалов сводится к нахождению минимума квадратичной
функции.
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2. МЕТОДЫ РЕШЕНИЯ НЕКОРРЕКТНЫХ ОБРАТНЫХ
ЗАДАЧ ДЛЯ ИНТЕГРАЛЬНЫХ
И ДИФФЕРЕНЦИАЛЬНЫХ УРАВНЕНИЙ
2.1. Понятия корректно и некорректно поставленных задач
1. Корректные задачи по Адамару. Понятие корректной задачи бы-
ло введено Ж.Адамаром. Он впервые указал на необходимость разли-
чения корректных и некорректных задач в своей публикации 1902 года.
Пусть дано типовое операторное уравнение:
ˆAz(s) = u(t), u ∈ U, (2.1)
где ˆA – линейный оператор, действующий из нормированного простран-
ства Z в нормированное пространство U .
Характерным для этих задач является то, что:
1) уравнение (2.1) разрешимо на всем пространстве U ;
2) решение единственно;
3) решение устойчиво, т. е. малым возмущениям u соответствуют ма-
лые отклонения решения.
Рассмотрим вкратце знаменитый пример Адамара, относящийся к ре-





∂y2 = 0, (2.2)
где U – функция двух переменных x и y, у которой заданы граничные
условия, т. е. заданы значения самой функции U(x,y) при y = 0 — эти
значения равны некоторой функции f (x) аргумента x, и заданы значения
производной ∂U/∂x при y = 0 — эти значения также будут некоторой
функцией ψ(x) того же аргумента x, где −∞ < x < +∞. Решения урав-
нения (2.2), – т. е. функции U(x,y), удовлетворяющие уравнению (2.2) и
граничным условиям, – зависят от граничных условий и определяются
ими. Уравнение (2.2) описывает, например, распределение тепла в пла-
стине, расположенной выше оси y= 0.
Если f (x) = f1(x) = 0 и ψ(x) = ψ1(x) = 0, то, решая уравнение (2.2),
найдем, что
U1(x,y) = 0. (2.3)
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Если функция f (x) = f2(x) = 0, но функция ψ(x) = ψ2(x) = (1/a) sin(ax),






Поскольку модуль разности функций ψ1(x) и ψ2(x) не превышает (1/a):
|ψ1(x)−ψ2(x)|=
∣∣∣∣0− 1a sin(ax)
∣∣∣∣  1a , (2.5)
то за счет выбора большого значения параметра a он может быть сделан
сколь угодно малым. В то же время модуль разности решений
|U1(x,y)−U2(x,y)|=
∣∣∣∣ 1a2 sin(ax) sh(ay)
∣∣∣∣ (2.6)
для любого y > 0 при больших a велик. Действительно, при больших
значениях аргумента (ay) гиперболический синус очень велик, поэтому
дробь sh(ay)/a2 быстро возрастает. Так, при y = 1 имеем (с точностью
до трех знаков) следующие значения этой дроби (табл. 2.1).
Таблица 2.1
Зависимость от параметра a значений sh(ay)/a2
a 3 10 20
sh(ay)/a2 1.11 110 6.06×105
Таким образом, сколь угодно малые изменения граничных условий
могут привести в данном случае к большим изменениям решений, по-
этому рассматриваемая задача решения уравнения (2.2) некорректна.
Пример Адамара относился к достаточно сложным задачам математи-
ческой физики – уравнениям с частными производными. Однако некор-
ректными могут быть и совсем простые задачи.
2. Формулировка корректности по А.Н.Тихонову. После опублико-
вания в 1902 г. первой работы Ж.Адамара о некорректных задачах ста-
ло ясно, что перед решением любой математической задачи необходимо
проверить: корректна поставленная задача или нет. Если такой провер-
ки не делать, если решать некорректную задачу обычными методами как
корректную, то почти неизбежна серьезная ошибка – математику будет
казаться, что задача была решена, а на самом деле это решение не имеет
никакого практического смысла и только вводит читателя в заблуждение.
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До 1902 г. исследователи интуитивно избегали подобных ошибок (и,
разумеется, вводили «запас» при решении задач на минимум), после
опубликования работ Ж.Адамара некорректных задач стали избегать уже
сознательно и постепенно начали перед решением проводить (хотя и не
всегда!) проверку корректности. Простейшая из возможных проверок –
повторение решения при немного измененных коэффициентах, началь-
ных условиях и т. п. Если новое решение при немного измененных ко-
эффициентах сильно отличается от исходного, задачу относили к некор-
ректным, которые первоначально считали не имеющими смысла.
К середине XX века стало быстро выясняться, что некорректные за-
дачи часто встречаются при исследовании многих важных проблем фи-
зики и техники, поэтому просто отмахиваться от некорректных задач не
следует, а нужно разрабатывать методику подхода к подобным задачам. В
настоящее время некорректные задачи и общие методы их регуляризации
(т. е. сведение их к задачам, в том или ином смысле корректным) стали
предметом пристального внимания большого числа математиков как в на-
шей стране, так и за рубежом. На этом направлении важные успехи были
достигнуты московской школой академика Андрея Николаевича Тихоно-
ва (1906–1995). Работы А.Н. Тихонова и его последователей получили
высокую оценку и заслуженное признание.
Задача решения операторного уравнения (2.1) называется поставлен-
ной корректно по Тихонову, если установлено, что были выполнены сле-
дующие условия:
1) априори известно, что решение ϕ(t) существует для некоторого
класса исходных данных и принадлежит заданному множеству M
ϕ ∈ M;
2) решение единственно в классе функций ϕ ∈ M;
3) решение ϕ уравнения (2.80) непрерывно зависит от правой части
f на множестве MA, где MA есть образ множества M при отображении
оператора ˆAϕ.
Задачу решения операторного уравнения (2.1) иногда удобно рассмат-
ривать как задачу вычисления значений неограниченного и не всюду
определенного оператора ˆA−1 : z= ˆA−1 u. В таком виде обычно рассмат-
ривается задача дифференцирования: z(x) = du/dx. Очевидно, что если
оператор дифференцирования рассматривать как действующий из про-
странства C [0, 1] в C [0, 1], то задача вычисления значений этого операто-
ра является некорректно поставленной, поскольку не выполняются пер-
вое и третье условия корректности. Если же рассматривать этот оператор
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как действующий из пространства C(1) [0, 1] в C [0,1], то задача вычис-
ления значений этого оператора является корректно поставленной. На-
помним, что пространство C(1) [a, b] состоит из функций, непрерывных
и дифференцируемых на отрезке [a, b]. Формула для вычисления нормы
z ∈ C(1) [a, b] в этом пространстве определяется как





Общий рецепт решения некорректных задач несложен: поскольку пря-
мое решение некорректной задачи практического смысла не имеет, нужно
заменить некорректную задачу другой, корректной. Желательно при этом,
чтобы в решение новой задачи входил параметр, причем такой, чтобы при
некотором его значении рассматриваемая корректная задача переходила
в исходную, некорректную, и тем самым можно было бы приблизиться к
решению исходной задачи сколь угодно близко. Теория замены исходной
некорректной задачи (регуляризация некорректной задачи) на сходящую-
ся к ней последовательность корректных задач подробно рассмотрена в
монографии [5].
2.2. Понятие резольвенты и точные решения
2.2.1. Формулы Фредгольма




K(t,s)ϕ(s)d s+ f (t) (2.7)
с непрерывным ядром K(t,s) и свободным членом f (t) при всевозможных
значениях параметра λ было проведено Фредгольмом в 1904 г.
Идея Фредгольма, замечательная по своей простоте и плодотворно-
сти, заключается в следующем. Задача решения интегрального уравне-
ния (2.7) рассматривалась как аналитический аналог алгебраической про-
блемы решения системы n линейных алгебраических уравнений с n неиз-
вестными. Именно интеграл в уравнении (2.7) заменяется интегральной
суммой, отвечающей разбиению отрезка [a, b] изменения переменной s
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K(t,s)ϕ(s j)δ+ f (t), (2.8)
где в качестве s j можно взять, например, абсциссы середин интервалов
разбиения области определения функций K(t, s) и ϕ(t) (рис. 2.1).
Рис. 2.1. Графическая иллюстрация
идеи Фредгольма
Рис. 2.2. Кусочно-постоянная аппрок-
симация искомой функции ϕ(t)
Полагая в формуле (2.8) t = s1,s2, . . . ,sn, получаем линейную алгебра-





K(si,s j)ϕ(s j)δ= f (si) (i= 1,2, . . . , n). (2.9)
Будем считать, что ϕ(s) и f (s) сохраняют в i-м интервале постоянные
значения, равные соответственно ϕ(si) и f (si), а ядро K(t,s) сохраняет
в каждом частичном квадрате с индексами i и j постоянное значение,
равное K(si,s j). Видно, что определитель системы уравнений (2.9)
Dn(λ) =
∣∣∣∣∣∣∣
1−λK(s1,s1)δ −λK(s1,s2)δ · · · −λK(s1,sn)δ
−λK(s2,s1)δ 1−λK(s2,s2)δ · · · −λK(s2,sn)δ
· · · · · · · · · · · ·
−λK(sn,s1)δ −λK(sn,s2)δ · · · 1−λK(sn,sn)δ
∣∣∣∣∣∣∣ (2.10)
после его раскрытия есть просто многочлен относительно параметра λ.
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Если λ отлично от корня многочлена Dn(λ), то система (2.9) имеет
единственное решение при любых правых частях, и это решение мо-
жет быть найдено по известным формулам Крамера. Решая ее, найдем
все ϕ(si) и, таким образом, получим приближенное выражение искомой
функции ϕ(t) в виде кусочно-постоянной функции ϕn(t) (см. рис. 2.2).
Метод замены интегрального уравнения системой линейных алгебраиче-
ских уравнений до сих пор широко используется в практике инженерных
и технических расчетов.
Чем больше значение параметра n, тем точнее функция ϕn(t) аппрок-
симирует исходную функцию.
В пределе при n→ ∞ линейная система (2.9) переходит в интеграль-
ное уравнение (2.7), а ϕn(t) переходит в искомое решение ϕ(t) интеграль-
ного уравнения (2.7).
Ясно, что все эти соображения носят наводящий характер и нужда-
ются в дальнейшем математическом обосновании.
Можно поступить несколько иначе. Решив систему (2.9) и подставив
полученные значения ϕ(s j) в формулу (2.8), получим приближенное ана-
литическое представление решения уравнения (2.7):
ϕ(t)≈ f (t)+λ Q(t,s1,s2, . . . ,sn; λ)
Dn(λ)
. (2.11)
Можно показать, что если K(t,s) и f (t) непрерывны, то числитель и зна-
менатель второго слагаемого в выражении (2.11) при δ = (b− a)/n → 0




D(t,s; λ) f (s)d s и D(λ),
где D(λ) и D(t,s; λ) – некоторые функции от λ.
Полагая, что R(t, s; λ) – резольвента Фредгольма
R(t, s; λ) = D(t, s; λ)
D(λ) ,
получим изящную формулу
ϕ(t) = f (t)+λ
b∫
a
R(t, s; λ) f (s)d s, (2.12)
определяющую решение уравнения (2.7) для всех значений параметра λ,
при которых D(λ) = 0.
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Фредгольм построил функции D(λ) и D(t,s; λ) в виде рядов по сте-
пеням λ, полученных чисто формальным предельным переходом, и пока-
зал, что при D(λ) = 0 формула (2.12) определяет единственное решение
уравнения (2.7).
Доказательство того, что решение системы (2.9) при n→ ∞ стремит-
ся к решению уравнения (2.7), было проведено позднее Гильбертом для
случая непрерывного ядра.
















K(α1,α1) K(α1,α2) · · · K(α1,αm)
K(α2,α1) K(α2,α2) · · · K(α2,αm)
· · · · · · · · · · · ·
K(αm,α1) K(αm,α2) · · · K(αm,αm)
∣∣∣∣∣∣∣ dα1 . . .dαm.
(2.14)


















K(t,s) K(t,α1) · · · K(t,αm)
K(α1,s) K(α1,α1) · · · K(α1,αm)
· · · · · · · · · · · ·
K(αm,s) K(αm,α1) · · · K(αm,αm)






Bn−1(t,t)d t, n> 0 (C0 = 1).
Ряд (2.15) сходится при всех значениях λ и, следовательно, D(t,s; λ) есть
целая аналитическая функция от λ.
Таким образом, резольвента Фредгольма
R(t,s; λ) = D(t,s; λ)
D(λ)
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не зависит от f (t) и представляет собой частное двух целых аналити-
ческих функций, т. е. является мероморфной функцией от λ.
В любой конечной части λ-плоскости она может иметь в качестве
особых точек лишь полюсы в конечном числе.
Полюсами резольвенты могут быть только нули D(λ). Верно и обрат-
ное предложение: нули D(λ) суть полюсы резольвенты.
Формулы Фредгольма (2.13) и (2.15) позволяют построить разрешаю-
щее ядро R(t,s; λ) интегрального уравнения (2.7).
Неудобство пользования этими формулами в том, что ряды (2.13) и
(2.15), как правило, сложны для численных расчетов из-за кратных инте-
гралов, определяющих коэффициенты рядов.
Значения λ, для которых существует резольвента уравнения Фред-
гольма, будем называть регулярными, а значения λ, для которых резоль-
вента не существует, – характеристическими. Характеристические числа
совпадают с полюсами резольвенты или, что то же, с нулями D(λ).
Фундаментальный результат Фредгольма можно теперь сформулиро-
вать следующим образом.




K(t,s)ϕ(s)d s+ f (t)
с непрерывным ядром K(t,s) и правой частью f (t) имеет единственное
непрерывное решение, которое описывается формулой
ϕ(t) = f (t)+λ
b∫
a
R(t,s; λ) f (s)d s.





имеет только тривиальное решение ϕ(t)≡ 0.
Поэтому если однородное уравнение имеет нетривиальные решения,
то это возможно только тогда, когда значение λ характеристическое. Нетри-
виальные решения однородного интегрального уравнения называются соб-
ственными или фундаментальными функциями ядра K(t,s), соответству-
ющими данному характеристическому числу.
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Так как D(λ) есть целая функция от λ, не равная тождественно нулю
(D(0) = 0), то, как это следует из общей теории функций, множество
нулей D(λ) не может иметь предельную точку в ограниченной области
плоскости λ.
Следовательно, в любой окрестности |λ|< R таких нулей может быть
лишь конечное число. Проведем окружность в комплексной λ-плоскости
с центром в начале координат и радиусами 1, 2, 3, . . .. Эти окружности
разобьют плоскость на счетное множество областей. В окрестности лю-
бого радиуса n содержится конечное число нулей D(λ), и, значит, в каж-
дом кольце n< |λ| n+1 их тоже содержится лишь конечное число. По-
этому множество всех нулей D(λ) есть объединение счетного множества
конечных множеств и, следовательно, не более чем счетно. Нули функ-
ции D(λ) суть характеристические числа ядра K(t,s), так что уравнение
Фредгольма (2.7) с непрерывным ядром K(t,s) имеет не более счетного
множества характеристических чисел, которые могут сгущаться только
на бесконечности.
2.2.2. Интегральные уравнения с вырожденным ядром.
Теоремы Фредгольма
Рассмотрим один частный вид интегральных уравнений Фредгольма
2-го рода, на примере которых отчетливо видны основные результаты
фредгольмовой теории таких уравнений.
Определение. Ядро K(t,s) интегрального уравнения называется вы-
рожденным, если его можно представить в виде конечной суммы про-







Будем считать, что функции ai(t), так же как и функции bi(s), между
собой линейно независимы (в противном случае можно было бы умень-
шить число слагаемых в сумме (2.17)).
Предположим, что функции ai(t) и bi(t) непрерывны на отрезке [a,b]
изменения их аргументов; тогда ядро K(t,s) будет непрерывным в пря-
моугольнике Q{a t, s b}.









bi(s)ϕ(s)d s+ f (t), (2.18)
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где f (t) – непрерывная на отрезке [a,b] функция.




ϕ(s)bi(s)d s (i= 1,2, . . . , n). (2.19)
Тогда из выражения (2.18) получим





откуда видно, что решение интегрального уравнения с вырожденным яд-
ром сводится к определению постоянных ci (i = 1,2, . . . , n). Заменим в
равенстве (2.20) индекс суммирования i на j, умножим обе части этого













a j(t)bi(t)d t, (2.21)
где i= 1,2, . . . , n. Вводя обозначения
b∫
a
a j(t)bi(t)d t = ki j,
b∫
a
f (t)bi(t)d t = fi
(i, j = 1, 2, . . . , n),
получим систему линейных алгебраических уравнений, которой необхо-





ki j c j = fi (i= 1,2, . . . , n). (2.22)
Если эта система неразрешима, то, очевидно, что интегральное уравне-
ние (2.18) также неразрешимо.
Пусть теперь система (2.22) имеет решение c1,c2, . . . , cn. Подставив
эти значения коэффициентов в формулу (2.20), получим функцию ϕ(t),
которая является решением интегрального уравнения (2.18), в чем нетруд-
но убедиться непосредственной проверкой.
Таким образом, интегральное уравнение (2.18) и система линейных
алгебраических уравнений (2.22) эквивалентны в том смысле, что разре-
шимость системы линейных алгебраических уравнений (2.22) влечет за
собой разрешимость уравнения (2.18) и наоборот.
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Определитель системы (2.22) D(λ) равен
D(λ) =
∣∣∣∣∣∣∣
1−λk11 −λk12 · · · −λk1n
−λk21 1−λk22 · · · −λk2n
· · · · · · · · · · · ·
−λkn1 −λkn2 · · · 1−λknn
∣∣∣∣∣∣∣ . (2.23)
D(λ) есть многочлен относительно λ степени не выше n, отличный от
тождественного нуля, так как
D(0) =
∣∣∣∣∣∣∣∣∣
1 0 0 · · · 0
0 1 0 · · · 0
0 0 1 · · · 0
· · · · · · · · · · · · · · ·
0 0 0 · · · 1
∣∣∣∣∣∣∣∣∣= 1. (2.24)
Следовательно, D(λ) имеет не более n различных корней. D(λ) называют
определителем Фредгольма для интегрального уравнения (2.18), а его
нули, т. е. корни уравнения D(λ) = 0, называют характеристическими
числами ядра K(t,s) или уравнения (2.18).
Теорема 6 (Фредгольма-I) [13, с. 39–40]. Если λ не является харак-
теристическим числом, то интегральное уравнение (2.18) имеет един-
ственное решение ϕ(t), определяемое формулой (2.20), при любом свобод-
ном члене f (t).
Действительно, если λ не совпадает ни с одним из нулей D(λ), т. е.
D(λ) = 0, то система линейных уравнений (2.22) однозначно разреши-
ма при любых правых частях fi (i= 1,2, . . . , n).










отвечающее случаю f (t)≡ 0 на [a,b], имеет только тривиальное решение
ϕ(t) ≡ 0. В самом деле, если f (t) ≡ 0 на [a,b], то все fi (i = 1,2, . . . , n)
равны нулю и система (2.22) будет системой однородных линейных урав-
нений с определителем, отличным от нуля. Такая система имеет только
нулевое решение c1 = c2 . . . = cn = 0. Поэтому первую теорему Фред-
гольма иногда формулируют так:
Для того чтобы уравнение (2.18) имело единственное решение при
любой функции f (t), необходимо и достаточно, чтобы соответствую-
щее однородное уравнение имело только тривиальное решение ϕ(t) ≡ 0.
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Если решать систему (2.21) по формулам Крамера, а затем определи-
тели, стоящие в числителях, разлагать по элементам столбца свободных







Dik(λ) fk (i= 1,2, . . . , n),
где Dik(λ) – некоторые многочлены от λ степени не выше n−1.
Подставляя эти выражения для ci в формулу (2.20), будем иметь














ϕ(t) = f (t)+λ
b∫
a
R(t,s; λ) f (s)d s, (2.26)
где









Функция R(t,s; λ) есть резольвента (разрешающее ядро) интегрального
уравнения (2.18). При фиксированных t, s она представляет собой дроб-
ную рациональную функцию комплексной переменной λ, и при любом
значении λ, отличном от характеристического, R(t,s; λ) есть непрерывная
функция t, s.
Теорема 7 (Фредгольма-II) [13, с. 45–46]. Если λ есть характе-
ристическое число ядра K(t,s), то однородное интегральное уравнение
(2.30) и сопряженное с ним уравнение (2.39) имеют одно и то же конеч-
ное число линейно независимых собственных функций.
Пусть теперь λ совпадает с одним из нулей определителя Фредгольма
D(λ), т. е. является характеристическим числом ядра K(t,s).






ki j c j = 0 (2.28)










(l = 1,2, . . . , p).
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i ai(t) (l = 1,2, . . . , p) (2.29)










Как и в общем случае уравнения с невырожденным ядром, нетриви-
альные решения однородного уравнения называются собственными или
фундаментальными функциями этого уравнения (или ядра K(t,s)), отве-
чающими данному характеристическому числу. Число линейно незави-
симых функций, соответствующее данному характеристическому числу,
называется его рангом или кратностью.
Нетрудно видеть, что если ϕ1(t) и ϕ2(t) – собственные функции, от-
вечающие одному и тому же характеристическому числу λ, то их сумма
ϕ1(t)+ϕ2(t) будет также собственной функцией, отвечающей этому же
числу λ. Точно так же, если ϕ1(t) – собственная функция, то αϕ1(t), где
α – любая постоянная, будет собственной функцией ядра K(t,s).
Таким образом, собственные функции ϕl(t), отвечающие данному ха-
рактеристическому числу λ, образуют линейное пространство, размер-
ность которого равна p.
Общим решением однородного уравнения (2.30), отвечающим данно-






где αl – произвольные постоянные.





K(t,s)ϕ(s)d s+ f (t). (2.32)
О п р е д е л е н и е. Ядро K∗(t,s), получаемое из ядра K(t,s) заменой t на s
и наоборот, называется сопряженным с ядром K(t,s):
K∗(t,s) = K(s,t). (2.33)
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В случае, когда K(t,s) есть комплекснозначная функция действительных
аргументов t, s, полагаем по определению
K∗(t,s) = K(s,t),






называется сопряженным (союзным) с уравнением (2.32).
Для интегрального уравнения (2.18) с вырожденным ядром сопряжен-


















ψ(s)ai(s)d s (i= 1,2, . . . , n). (2.37)






k ji c∗j = 0, (2.38)
сопряженную с системой (2.28). Обе эти системы имеют одинаковое чис-









(l = 1,2, . . . , p) суть ненулевые вектор-решения







i bi(t) (l = 1,2, . . . , p)
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сопряженного с уравнением (2.25).
Теорема 8 (Фредгольма-III) [13, с. 46–47]. Неоднородное интеграль-
ное уравнение (2.18) с вырожденным ядром при характеристическом
значении λ будет разрешимо тогда и только тогда, когда свободный
член f (t) будет ортогонален ко всем решениям сопряженного интеграль-
ного уравнения (2.39).
Рассмотрим, наконец, неоднородное уравнение (2.18) в случае, когда
λ – характеристическое число.
Его разрешимость эквивалентна разрешимости неоднородной систе-





ki j c j = fi (i= 1,2, . . . , n).
Используем вспомогательную теорему для дальнейших рассуждений.
Теорема 9 [13, с. 46]. Для того чтобы неоднородная система ли-
нейных алгебраических уравнений была разрешима, необходимо и доста-
точно, чтобы вектор свободных членов этой системы был ортогонален
ко всем вектор-решениям сопряженной однородной системы.
Согласно этой теореме, неоднородная система (2.22) будет разрешима







2 , · · · , c∗(l)n
}




fi c∗(l)i = 0 (l = 1,2, . . . , p). (2.40)
Но fi =
∫ b









i bi(t)d t =
b∫
a
f (t)ψl(t)d t = 0 (l = 1,2, . . . , p). (2.41)
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Подчеркнем, что вопрос о разрешимости уравнения (2.18) требует про-
верки конечного числа p условий
b∫
a
f (t)ψl(t)d t = 0 (l = 1,2, . . . , p).
Если эти условия выполнены, то уравнение (2.18) имеет бесчисленное
множество решений. Все они описываются формулой
ϕ(t) = ϕo(t)+ ϕ˜(t),
где ϕ˜(t) – какое-либо решение неоднородного уравнения (2.18), а ϕo(t) –
общее решение соответствующего однородного уравнения.
Условия (2.41) будут заведомо выполнены, если выполняются условия
b∫
a
f (t)bi(t)d t = 0 (l = 1,2, . . . , p).
Как следствие из доказанных теорем вытекает важная теорема.
Теорема 10 (Об альтернативе) [13, с. 49]. Если однородное инте-
гральное уравнение Фредгольма с вырожденным ядром имеет только
тривиальное решение, то соответствующее неоднородное уравнение все-
гда имеет одно и только одно решение. Если же однородное уравнение
имеет нетривиальное решение, то неоднородное интегральное уравне-
ние в зависимости от свободного члена f (t) либо вовсе не имеет реше-
ния, либо имеет бесконечное число решений.
2.3. Разложение в ряд по собственным функциям ядра
2.3.1. Собственные функции и характеристические значения
Напомним, что собственными значениями матрицы A называются та-
кие значения параметра µ, при которых уравнение
Ax= µx
имеет решения, отличные от нуля. В теории интегральных уравнений
наряду с собственными значениями µ принято рассматривать характери-
стические значения λ= µ−1. Запишем однородное интегральное уравне-






2.3. Разложение в ряд по собственным функциям ядра
Оно имеет очевидное решение ϕ(t)≡ 0, которое называется нулевым ре-
шением. Значение λ= λ0, при котором уравнение (2.42) имеет решения,
отличные от нулевого, называется характеристическим значением ядра






– собственной функцией, соответствующей характеристическому значе-
нию λ= λ0. Отметим, что λ0 не может быть, очевидно, равно нулю, ибо
из λ= 0 следует согласно уравнению (2.42), что ϕ(t)≡ 0. В силу линей-
ности и однородности уравнения (2.42) относительно искомой функции,
если ϕ1(t), ϕ2(t), . . . , ϕm(t) – собственные функции, соответствующие од-
ному и тому же характеристическому значению λ= λ0, то и функция
ϕ(t) = c1ϕ1(t)+ c2ϕ2(t)+ · · ·+ cmϕm(t), (2.44)
где ci – произвольные постоянные, тоже собственная функция, соответ-
ствующая λ = λ0, если только формула (2.44) не дает тождественно по
t нуля. Если функции ϕl(t) (l = 1, . . . ,m) линейно независимы, то ϕ ≡ 0
только в том случае, если все постоянные ci равны нулю. Можно пока-
зать, что всякому характеристическому значению соответствует конечное
число линейно-независимых собственных функций ϕp(t) (p= 1,2, . . . ,k),
так что формула
ϕ(t) = c1ϕ1(t)+ c2ϕ2(t)+ · · ·+ ckϕk(t), (2.45)
где cp – произвольные постоянные, не все равные нулю, дает все возмож-
ные собственные функции, которые соответствуют характеристическому
значению λ = λ0. Обычно говорят, что функции ϕp(t) (p= 1,2, . . . ,k) об-
разуют базис решений однородного уравнения (2.43). Если совершить
линейное преобразование базиса ϕp(t)
ψp(t) = ap1ϕ1(t)+ap2ϕ2(t)+ . . .+apkϕk(t) (p= 1,2, . . . ,k) (2.46)
с определителем |apk|, отличным от нуля, то ψp(t) образуют другой базис
решений однородного уравнения. В частности, к системе функций ϕp(t)
можно применить процесс ортогонализации и тем самым можно считать,
что базис образует конечную ортонормированную систему.
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2.3.2. Собственные функции симметричного ядра
1. Симметричное ядро. Комплексное ядро K(t,s) называется сим-
метричным или эрмиттовым, если
K∗(t,s) = K(s,t) = K(t,s). (2.47)
Из этого определения следует, что K(t,t) вещественно. В случае веще-
ственного ядра равенство (2.47) сводится к
K(s,t) = K(t,s). (2.48)


























Интегральные операторы с симметричным ядром обычно называются
самосопряженными. Установим два свойства рассматриваемых самосо-
пряженных операторов. Пусть λ0 является характеристическим значени-
ем, а ϕ0(t) – соответствующая собственная функция, так что ϕ0= λ0 K̂ϕ0,







‖ ϕ0 ‖2= (ϕ0,ϕ0)
)
и, следовательно, всякое характеристическое значение вещественно.
Пусть λ1 и λ2 – два различных характеристических значения, а ϕ1(t)
и ϕ2(t) – соответствующие собственные функции:
ϕ1 = λ1 K̂ϕ1; ϕ2 = λ2 K̂ϕ2. (2.50)
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и в силу λ1 = λ2 имеем (ϕ1,ϕ2) = 0, т. е. собственные функции, соответ-
ствующие различным характеристическим значениям, взаимно ортого-
нальны.
В п. 2.3.1 ранее указывалось, что собственные функции, соответству-
ющие одному и тому же характеристическому значению, ортонормиро-
ваны. Принимая во внимание доказанное выше, видим, что множество
всех собственных функций образуют ортонормированную систему.
Отметим, что интегральное уравнение с несимметричным ядром мо-
жет не иметь ни одного характеристического значения. Для симметрич-
ных ядер этого не может быть, т. е. имеет место следующая основная
теорема.
Теорема 11 [19, с. 88]. Всякое интегральное уравнение с симметрич-
ным ядром имеет характеристические значения (может быть и только
одно значение).
Можно показать, что все характеристические значения (в данном слу-
чае вещественные) имеют конечный ранг и их число на любом конечном
промежутке конечно.
Отсюда следует, что если их бесчисленное множество, то они сгуща-
ются на бесконечности и их можно расположить в порядке неубывания
абсолютных значений, т. е. имеем
|λ1| |λ2| |λ3| . . . |λn| . . . (2.51)
Всякое характеристическое значение встречается в последовательно-
сти (2.51) число раз, равное его рангу. Знак равенства |λk|= |λk+1| будет
иметь место, если λk = λk+1 (ранг > 1) или если λk+1 = −λk. При беско-
нечности последовательности (2.51) |λk| → ∞ при k→ ∞.
87
2. Методы решения некорректных обратных задач
Соответствующая ортонормированная система собственных функций
симметричного ядра имеет вид
ϕ1(t), ϕ2(t), ϕ3(t), . . . ϕn(t), . . . (2.52)
Очевидно, что комплексно-сопряженная система функций
ϕ1(t), ϕ2(t), ϕ3(t), . . . ϕn(t), . . . (2.53)
также ортонормирована. Если ядро вещественно, то и собственные функ-
ции (2.52) можно считать вещественными, и система (2.53) совпадает
с (2.52).
Система (2.52) называется системой собственных функций ядра K(t,s)
или соответствующего ему интегрального уравнения.
2. Ряд Фурье в гильбертовом пространстве. Разложение в ряд Фу-
рье используют для представления произвольной сложной функции сум-
мой более простых. В общем случае число таких функций может быть
бесконечным, их количество определяется требуемой точностью пред-
ставления исходной функции. В качестве простейших функций исполь-
зуют тригонометрические функции, в этом случае ряд Фурье называется
тригонометрическим, а вычисление такого ряда часто называют разложе-
нием по гармоникам.
Ряд Фурье с тригонометрической системой функций можно обобщить
на произвольное гильбертово пространство. Рассмотрим ортогональную
систему функций {ϕ1, ϕ2 . . . , ϕn . . .} в гильбертовом пространстве H и
произвольную функцию f в этом же пространстве. Представим f в виде






Это выражение называется рядом Фурье элемента f по ортогональной
системе {ϕk}. Домножим выражение на произвольный элемент ϕk и про-
интегрируем по его области определения. С учетом ортогональности си-
стемы функций {ϕk} все слагаемые ряда обратятся в ноль, кроме слагае-
мого при n= k
( f , ϕk) = ck ‖ ϕk ‖2 .
Варьируя произвольный индекс k от 1 до бесконечности, получим после-
довательность чисел ck, которые называют координатами или коэффици-
ентами Фурье элемента f по системе функций {ϕk}:
ck =
( f , ϕk)
‖ ϕk ‖2 .
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Нетрудно заметить, что для ортонормированной системы функций ‖ ϕk ‖= 1
и выражение для коэффициентов ряда Фурье имеет вид




Ряд Фурье любого элемента f по любой ортогональной системе сходится
в пространстве H, но его сумма не обязательно равна f . Для ортонор-
мированной системы {ϕk} в сепарабельном гильбертовом пространстве
эквивалентны следующие условия:
– система является базисом, т. е. сумма ряда Фурье любого элемента
равна этому элементу;
– система является полной, т. е. в H не существует ненулевого эле-
мента, ортогонального всем элементам {ϕ1, ϕ2 . . . , ϕn . . .} одновременно;





c2k =‖ f ‖2;
– линейные комбинации элементов {ϕ1, ϕ2 . . . , ϕn . . .} плотны в про-
странстве H.
Если эти условия не выполнены, то сумма ряда Фурье не обязательно





c2k ‖ f ‖2 .
3. Собственные функции симметричного ядра. Для собственных







откуда очевидно, что левую часть можно рассматривать как коэффициент
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то можно показать, что оно имеет конечное число характеристических
значений, а если ядро невырожденное, то интегральное уравнение имеет
бесчисленное множество характеристических значений.
2.3.3. Разложение ядра по собственным функциям
Система (2.52) может и не быть замкнутой. Поэтому при разложе-
нии какой-либо функции в ряд Фурье по ϕk(t)/λk даже при равномерной
сходимости ряда нельзя утверждать, что сумма ряда равна разлагаемой
функции. Начнем с образования ряда Фурье для ядра.
Напомним, что коэффициенты Фурье ядра относительно системы (2.53)














причем суммирование ведется по k или до бесконечности, или до конеч-
ного числа, равного числу всех собственных функций системы ϕk(t).
Отметим, что ряд (2.57) можно рассматривать как ряд Фурье от K(t,s),
определенный в k0 по функциям ϕk(t)ϕl(s) (k, l = 1, 2, . . .), которые обра-











0 при k = l,
1
λk
при k = l.
90
2.3. Разложение в ряд по собственным функциям ядра
Теорема 12 [19, с. 90–91]. Если ядро непрерывно и ряд (2.57) схо-

















являющуюся непрерывной симметричной функцией, определенной в квад-
рате k0. Если фиксировать t и рассматривать ω(t,s) как функцию от s
на промежутке [a, b], то ее коэффициенты Фурье относительно системы






ω(t,s)ϕn(s)d s= 0 (n= 1,2, . . .). (2.60)
Необходимо доказать, что функция ω(t,s), определенная в квадрате k0,
тождественно равна нулю. Будем доказывать это от обратного.
Положим, что функция ω(t,s), определенная в квадрате k0, не обраща-





В силу теоремы 11 это уравнение должно иметь по крайней мере одно
характеристическое значение λ0, которому соответствует некоторая соб-





Покажем, что эта функция ψ0(t) должна быть ортогональна ко всем соб-
ственным функциям ϕk(t) ядра K(t,s). Действительно, умножая обе части






ω(t,s)ψ0(t)ϕn(s)d t d s= 0.
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Из выражения (2.61) и симметрии ω(t,s) имеем
b∫
a
ψ0(s)ϕn(s)d s= 0 (n= 1,2, . . .). (2.62)



















т. е. функция ψ0 должна быть собственной функцией первоначального яд-
ра K(t,s). Следовательно, она должна быть линейной комбинацией соб-
ственных функций ϕk(t), соответствующих характеристическому значе-
нию λ0. Но этого не может быть, поскольку ψ0(t) и все ϕk(t) образуют
ортогональную систему, а ортогональные функции не могут быть линей-
но зависимы. Это противоречие показывает, что наше предположение
ω(t,s) = 0 неверно и, следовательно, имеет место формула (2.58). Тео-
рема доказана.
Если ядро имеет конечное число характеристических значений, то









Эта формула показывает, что K(t,s) есть вырожденное ядро, если оно
имеет конечное число характеристических значений. С другой стороны,
всякое вырожденное ядро имеет конечное число характеристических зна-
чений. Условие является необходимым и достаточным.
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2.3.4. Решение интегрального уравнения через
характеристические значения и собственные функции
Положим сначала, что в интегральном уравнении




λ отлично от характеристического значения, так что уравнение имеет
единственное решение. Обозначим через fk коэффициенты Фурье задан-
ной функции f (t) и через ck – коэффициенты искомой функции ϕ(t) отно-
сительно ортонормированной системы ϕk(t) собственных функций. Запи-
сав функцию в правой части через разложение в ряд по функциям ядра,
получим







причем считаем, что имеется бесконечное число характеристических зна-
чений. Сравнивая коэффициенты Фурье левой и правой частей, получим
уравнение для определения коэффициентов ck:
ck = fk+λ ckλk или (λk−λ) ck = fkλk, (2.66)




и формула (2.65) дает






причем ряд, стоящий справа, сходится регулярно для непрерывных или
слабо полярных ядер и в среднем для ядер из L2. В этом легко убедиться
и непосредственно, используя формулу∣∣∣∣ fkλk−λ ϕk(t)
∣∣∣∣= | fk|× ∣∣∣∣ϕk(t)λk
∣∣∣∣× 1|1−λ/λk|,
неравенство Коши и тот факт, что
1
|1−λ/λk| → 1, k→ ∞.
93
2. Методы решения некорректных обратных задач
Положим теперь, что λ совпадает с одним из характеристических значе-
ний, ранг которого может быть любым, и что λ совпадает с характери-
стическим значением λ1 третьего ранга, т. е.
λ= λ1 = λ2 = λ3. (2.69)





f (t)ϕk(t)dt = 0 (k = 1, 2, 3), (2.70)
т. е. свободный член должен быть ортогонален к собственным функциям,
соответствующим характеристическим значениям λ1 = λ2 = λ3, а фор-
мула (2.67) определит коэффициенты ck при k > 3. Положим, что усло-
вия (2.70) выполнены. При этом общее решение уравнения (2.64) в рас-
сматриваемом случае будет суммой какого-либо решения уравнения и
общего решения однородного уравнения (при f (t)≡ 0), т. е.





λk−λ ϕk(t)+ c1ϕ1(t)+ c2ϕ2(t)+ c3ϕ3(t),
где c1, c2, c3 – произвольные постоянные. Подытоживая сказанное, если
λ совпадает с характеристическим значением, то в одной или нескольких
дробях (2.67) знаменатель обратится в нуль. При этом и соответствую-
щий коэффициент Фурье fk должен равняться нулю, а всю дробь надо
заменить произвольной постоянной. Таким образом, условие (2.70) не
только необходимо, но и достаточно для разрешимости уравнения.
2.4. Интегральные уравнения 1-го рода
2.4.1. Уравнение Вольтерра 1-го рода
Пусть имеем уравнение Вольтерра 1-го рода
t∫
a
K(t,s)ϕ(s)d s= f (t), (2.71)
где K(t,s), f (t) – известные функции, ϕ(t) – искомая функция. Для од-
нозначной разрешимости интегральных уравнений 2-го рода достаточно
потребовать, например, непрерывность ядра K(t,s) и непрерывность сво-
бодного члена f (t), тогда решение ϕ(t) оказывается непрерывным.
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При изучении уравнений (2.71) приходится вводить совершенно но-
вые требования. Чтобы уяснить их необходимость, рассмотрим простей-
шее уравнение этого типа, получающееся при K(t,s)≡ 1:
t∫
a
ϕ(s)d s= f (t). (2.72)
Если предположить, что неизвестная функция ϕ(t) только ограничена и
интегрируема, то задача оказывается неопределенной, т. к. в этом слу-
чае можно, не изменяя значение интеграла, произвольно менять значение
функции ϕ(t) в конечном и даже бесконечном числе точек отрезка инте-
грирования (точнее, на множестве меры нуль, если понимать интеграл в
смысле Лебега).
С другой стороны, оказывается, что функция f (t) не может быть про-
извольной непрерывной функцией: она должна удовлетворять некоторым
условиям, налагаемым на f (t) и ее производные. Для определенности
будем считать, что решение ищется в классе C [a, b] функций, непрерыв-
ных на [a, b]. В таком случае, чтобы уравнение (2.72) имело решение
ϕ(t) ∈ C [a, b], необходимо, чтобы функция f (t) обращалась в нуль при
t = a и допускала непрерывную производную в (a, b). Тогда искомым
решением будет
ϕ(t) = f ′(t).




(n−1)! ϕ(s)d s= f (t). (2.73)
Чтобы это уравнение имело своим решением непрерывную функцию
ϕ(t), необходимо, чтобы функция f (t) имела непрерывные производные
f ′(t), . . . , f (n)(t) и чтобы сама эта функция и ее n−1 первых производных
обращались в нуль при t = a.
Если эти условия выполняются, то уравнение (2.73) имеет своим ре-
шением непрерывную функцию ϕ(t) = f (n)(t).
Рассмотрим теперь уравнение (2.71)
t∫
a
K(t,s)ϕ(s)d s= f (t)
и будем предполагать, что ядро K(t,s) и все его частные производные
нужного порядка суть непрерывные функции.
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Для того чтобы уравнение (2.71) имело непрерывное решение ϕ(t),
необходимо выполнение условия f (a) = 0. Далее, если ядро K(t,s) име-
ет непрерывную производную ∂K/∂t, то левая часть (2.71) также имеет
непрерывную производную по t, откуда следует, что и f (t) должна иметь
непрерывную производную f ′(t).




K′t (t,s)ϕ(s)d s= f ′(t), (2.74)
которому удовлетворяет решение ϕ(t) уравнения (2.71), и наоборот.
Пусть K(t,t) не обращается в нуль ни в одной точке отрезка [a,b].










Это – интегральное уравнение Вольтерра 2-го рода, и к нему может быть
применена развитая выше теория таких уравнений.
Итак, если функции f (t) и K(t,t) имеют непрерывные производные
f ′(t) и ∂K/∂t, f (a) = 0, а K(t,t) не обращается в нуль на [a,b], то урав-
нение (2.71) имеет в интервале (a,b) только единственное непрерывное
решение.
Если K(t,t) обращается в нуль в некоторой точке отрезка [a,b], напри-
мер в точке t = a, то уравнение (2.74) обладает особыми свойствами, со-
вершенно отличными от свойств уравнений 2-го рода. Такие уравнения,
следуя Пикару (Charles Emilе Picard, 1856–1941), называют интеграль-
ными уравнениями 3-го рода.
Если K(t,t) тождественно равно нулю, то уравнение (2.74) есть опять
уравнение 1-го рода, с которым можно поступать так же, как с первона-
чальным уравнением, если только K(t,s) имеет непрерывную производ-
ную ∂2 K(t,s)/∂t2. При этом, чтобы уравнение (2.74) имело непрерывное
решение, необходимо, чтобы f ′(a) = 0 и f ′′(t) была непрерывна. Диффе-





∂t2 ϕ(s)d s= f
′′(t), (2.76)
которое является интегральным уравнением 2-го рода, если Kt(t,t) отлич-
на от нуля на [a,b].
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Этот процесс продолжаем до тех пор, пока не придем к производ-
ной ∂(n−1)K(t,s)/∂t(n−1), которая при t = s не обращается тождественно
в нуль. При этом, чтобы уравнение (2.71) имело решение ϕ(t) ∈ C [a,b],
необходимо, чтобы f (t) ∈ C(n−1) [a,b], т. е. имела бы непрерывные произ-
водные до порядка n−1, причем все они должны обращаться в нуль при
t = a.
Если производная ∂n K(t,s)/∂tn непрерывна, то непрерывной должна






∂tn ϕ(s)d s= f
(n)(t). (2.77)
Если ∂(n−1)K(t,t)/∂t(n−1) не обращается в нуль на [a,b], то уравне-
ние (2.77) является интегральным уравнением 2-го рода.
В этом случае уравнение (2.77) имеет единственное непрерывное ре-
шение, которое удовлетворяет исходному уравнению (2.71).
З а м е ч а н и е. Уравнение (2.71)
t∫
a
K(t,s)ϕ(s)d s= f (t)
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2.4.2. Уравнение Фредгольма 1-го рода
Интегральное уравнение Фредгольма 1-го рода
b∫
a
K(t,s)ϕ(s)d s= f (t), (2.80)
где K(t,s), f (t) – известные функции, ϕ(t) – искомая функция, также
представляет трудности для изучения, существенно отличные от тех, с
которыми мы встречались в теории интегральных уравнений 2-го рода.
Пусть, например, ядро K(t,s) есть многочлен относительно t и s:
K(t,s) = a0(s)tm+a1(s)tm−1+ · · ·+am(s),
где ai(s) – многочлены относительно s (i= 1,2, . . . , m).
Тогда левая часть (2.80) будет иметь вид b0 tm+b1 tm−1+ · · ·+bm для
любой ϕ(t) ∈ C [a,b], а следовательно, такой же вид должна иметь и пра-
вая часть уравнения (2.80), т. е. функция f (t).
Таким образом, для любой непрерывной функции f (t) решение урав-
нения (2.80) в общем случае не существует при сколь угодно «хорошем»
ядре K(t,s).




с ядром K(t,s) ≡ 1 и f (t) = t. Очевидно, что в классе интегрируемых (в
частности, непрерывных) функций это уравнение не имеет решений.
Пусть теперь ядро K(t,s) уравнения (2.80) симметричное. В силу тео-
ремы Гильберта-Шмидта для существования решения уравнения (2.80)
необходимо, чтобы функция f (t) могла быть представлена в виде разло-
жения ряда по собственным функциям {ϕi(t)} ядра K(t,s):
f (t) = ∑
i
( f , ϕi) ϕi(t). (2.81)
При выполнении этого условия решение ϕ(t) уравнения (2.80) можно




Подставляя выражение (2.82) в (2.80) и сравнивая с выражением (2.81),
получим ci/λi = ( f ,ϕi), откуда ci = λi ( f ,ϕi). Чтобы решение ϕ(t) при-
надлежало L2 [a,b], надо наложить на f (t) дополнительное требование.
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Теорема 13 (Пикара) [13, с. 231–234]. Интегральное уравнение 1-го
рода с замкнутым симметричным ядром K(t,s) (2.80)
b∫
a
K(t,s)ϕ(s)d s= f (t),
где
f (t) ∈ L2 [a,b],





λ2k f 2k (2.83)
сходится.
Здесь λk – характеристические числа ядра K(t,s), fk = ( f ,ϕk) – коэф-






Симметричное ядро K(t,s) называется замкнутым в L2 [a,b], если каждая




равна нулю почти всюду на [a,b]. Замкнутое ядро характеризуется тем,
что собственные функции ядра образуют полную в L2 [a,b] ортогональ-
ную систему функций.
Для решения некоторых интегральных уравнений Фредгольма 1-го
рода можно применять метод последовательных приближений.
Теорема 14 [13, с. 234–239]. Пусть K(t,s) – симметричное положи-
тельно определенное L2-ядро и уравнение (2.80)
b∫
a
K(t,s)ϕ(s)d s= f (t), f (t) ∈ L2 [a,b],
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однозначно разрешимо. Тогда последовательность {ϕn(t)}, определяемая
рекуррентным соотношением
ϕn(t) = ϕn−1(t)+λ




где n = 1,2, . . ., ϕ0(t) ∈ L2 [a,b], 0 < λ, 2λ1 и λ1 – наименьшее характе-
ристическое число ядра K(t,s), сходится в среднем к решению уравне-
ния (2.80).
2.4.3. Операторные уравнения 1-го рода
Под операторным уравнением 1-го рода понимают уравнение
ˆAϕ= f , (2.86)
где ϕ, f – элементы гильбертова пространства H; ˆA – вполне непрерыв-
ный оператор.
Так, интегральное уравнение Фредгольма 1-го рода (2.80)
b∫
a
K(t,s)ϕ(s)d s= f (t),
где K(t,s) – интегрируемая с квадратом функция ядра, определенная в
прямоугольнике Q{a t, s b}, а ϕ(t) и f (t) – функции из L2 [a,b], явля-
ется примером операторного уравнения 1-го рода.
Одним из существенных моментов в теории таких уравнений являет-
ся то, что оператор, обратный вполне непрерывному оператору, не огра-
ничен. Поэтому, если f1 и f2 – два близких между собой элемента из H
и оба уравнения
ˆAϕ= f1, ˆAϕ= f2
разрешимы, то соответствующие решения ϕ1= ˆA−1 f1 и ϕ2= ˆA−1 f2 мо-
гут сильно отличаться друг от друга.
Таким образом, сколь угодно малая погрешность в свободном члене
уравнения (2.80) может привести к сколь угодно большой ошибке в ре-
шении.
Задачи, в которых малое изменение исходных данных приводит к
малому изменению решения, называются корректными. Решение инте-
грального уравнения 1-го рода (в отличие от уравнений 2-го рода) в об-
щем случае является некорректной задачей.
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2.5. Регуляризирующий алгоритм и априорная информация
1. Понятие регуляризирующего алгоритма. Пусть дано оператор-
ное уравнение:
ˆAz= u,
где ˆA – линейный оператор, действующий из нормированного простран-
ства Z в нормированное пространство U . В 1963 г. А.Н. Тихонов дал зна-
менитое определение регуляризирующего алгоритма (регуляризирующе-
го оператора), которое лежит в основе современной теории некорректно
поставленных задач [42, 43].
О п р е д е л е н и е. Регуляризирующим алгоритмом (регуляризирую-
щим оператором) R̂(δ,uδ) ≡ R̂δ(uδ) называется оператор, обладающий
двумя следующими свойствами:
1) R̂δ(uδ) определен для любых δ > 0, uδ ∈ U , и отображает множе-
ство (0,+∞)×U в Z;
2) при δ→ 0 будет zδ = R̂δ(uδ)→ z¯ для любого z ∈ Z и для любого
uδ ∈ U такого, что ˆAz= u, ‖ u−uδ ‖ δ, δ> 0.
Задача решения уравнения первого рода называется регуляризируе-
мой, если существует хотя бы один регуляризирующий алгоритм. Непо-
средственно из определения следует, что если существует хотя бы один
регуляризирующий алгоритм, то их существует бесконечно много. На
рис. 2.3 схематично показано действие регуляризирующего оператора.
Рис. 2.3. Схематичное представление действия регуляризирующих операторов для
двух случаев: R̂δ (uδ) – (а) и R̂η (uδ, Ah) – (б)
В настоящее время все математические задачи можно разделить на
следующие классы:
1) корректно поставленные задачи;
2) некорректно поставленные регуляризируемые задачи;
3) некорректно поставленные нерегуляризируемые задачи.
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Корректно поставленные задачи являются регуляризируемыми. В этом
случае задача решения операторного уравнения при условии, что опе-
ратор ˆA – инъективный, может рассматриваться как задача вычисления
значений обратного оператора ˆA−1, поскольку можно записать регуля-
ризирующий оператор Rδ(uδ) = ˆA−1. Отметим, что знание погрешности
(δ> 0) в этом случае не является обязательным.
Далеко не все некорректно поставленные задачи можно регуляризи-
ровать, причем это часто зависит от выбора пространств Z, U .
П р им е р 13. Рассмотрим пример на материале предыдущего разде-





K(t,s)ϕ(s)d s+ f (t) (2.87)
с произвольным (невырожденным) непрерывным ядром K(t,s) и непре-
рывным свободным членом f (t). Можно показать, что если построить
достаточно близкое к ядру K(t,s) вырожденное ядро H(t,s), то, решив
уравнение с вырожденным ядром H(t,s), получим решение, близкое к
решению уравнения с ядром K(t,s) при той же правой части. Более того,
если построить последовательность {H(t,s)} вырожденных ядер, равно-
мерно сходящуюся к ядру K(t,s), то последовательность {zn(t)} решений
уравнений с ядрами Hn(t,s) будет равномерно сходиться к решению ϕ(t)
уравнения (2.87) с ядром K(t,s).
Способы построения вырожденных ядер, близких к данному ядру
K(t,s) могут быть самыми различными. Например, ядро K(t,s) мож-
но приближать частичными суммами степенного или двойного триго-
нометрического ряда, если ядро K(t,s), определенное в прямоугольнике
Q{a t, s b}, можно разложить в равномерно сходящийся степенной
или тригонометрический ряд, или приближать его алгебраическими или
тригонометрическими интерполяционными многочленами.
2. Знание погрешностей. Огромное значение имеет ответ на следу-
ющий очень важный вопрос, можно ли решить некорректную задачу, т. е.
построить регуляризирующий алгоритм, не зная погрешность δ.
Если задача корректна, то устойчивый метод, очевидно, можно по-
строить и без знания δ. Так, в случае решения операторного уравнения
zδ = ˆA
−1 uδ→ z= ˆA−1 u при δ→ 0.
Для некорректных задач ответ отрицательный. БакушинскийА. Б. дока-
зал [23] два принципиально важных утверждения:
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1) построение регуляризирующих алгоритмов, не зависящих явно от
погрешности, возможно только для задач, корректных на своей области
определения;
2) невозможно оценить погрешность решения, даже если известна
погрешность задания правой части операторного уравнения или погреш-
ность задания аргумента в задаче вычисления значений оператора.
Из определения регуляризирующего алгоритма следует важный вы-
вод: если есть хотя бы один регуляризирующий алгоритм, то их может
быть сколько угодно много. Выбрать же тот, который дает наименьшую
ошибку, или сравнивать алгоритмы, сравнивая ошибки полученных при-
ближенных решений при решении некорректных задач, невозможно при
отсутствии априорной информации, которая фактически преобразует та-
кие задачи в корректные.
ВинокуровВ.А. доказал [44], что регуляризирующие алгоритмы для
операторных уравнений в бесконечномерных банаховых пространствах
нельзя сравнивать и по скорости сходимости приближенного решения к
точному при стремлении погрешности входных данных к нулю.
3. Регуляризирующий алгоритм при наличии ошибок данных и опе-
ратора. Приведем определение регуляризирующего алгоритма в случае,
если и оператор может быть задан с ошибкой, т. е. когда вместо опера-
тора ˆA дан линейный ограниченный оператор ˆAh : Z → U , такой, что
‖ ˆAh− ˆA ‖ h, h  0. Для краткости две погрешности (δ, h) будем запи-
сывать как η = (δ, h).
О п р е д е л е н и е. Регуляризирующим алгоритмом (регуляризирую-
щим оператором) R(η,uδ,Ah) ≡ Rη(uδ,Ah) называется оператор, облада-
ющий двумя следующими свойствами:
1) Rη(uδ,Ah) определен для любых δ> 0, h  0, uδ ∈ U , Ah ∈ L(Z,U)
и выполняет отображение
(0,+∞)× [0,+∞)×U×L(Z,U) в Z;
2) для любого z ∈ Z, для любого uδ ∈ U такого, что ˆAz = u,δ > 0,
‖ u¯−uδ ‖ δ и для любого Ah ∈ L(Z,U) такого, что ‖ Ah−A ‖ h, h  0,
zη = Rη(uδ,Ah)→ z¯ при η→ 0.
Здесь L(Z,U) – пространство линейных ограниченных операторов,
действующих из Z в U , с нормой, определяемой обычным образом.
Аналогично можно дать определение регуляризирующего алгоритма
в случае, когда операторное уравнение рассматривается только на мно-
жестве D ⊆ Z, т. е. имеется априорная информация о том, что точное
решение z ∈ D⊆ Z.
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Невозможность построения регуляризирующих алгоритмов, не зави-
сящих явно от h, для решения некорректно поставленных систем линей-
ных алгебраических уравнений с приближенно заданной матрицей была
впервые отмечена А.Н. Тихоновым.
4. Стабилизирующий функционал. Будем полагать, что уравнение
ˆAz = u¯ с непрерывным оператором ˆA имеет единственное решение z¯
и вместо z¯ нам дан элемент zδ. Пусть известно, что ρU(uδ, u¯)  δ. То-
гда приближенное решение естественно искать в классе Qδ элементов
z ∈ F , сопоставимых по точности с исходными данными, т. е. таких, что
ρU( ˆA z,uδ)  δ. Класс Qδ есть множество возможных решений. Необхо-
дим принцип отбора возможных решений, обеспечивающий получение
в качестве приближенного решения такого элемента (или элементов) из
Qδ, который был бы устойчивым к малым изменениям правой части.
Отбор можно осуществлять с помощью специальных, заранее задава-
емых функционалов Ω[z], входящих в постановку задачи. Неотрицатель-
ный функционал Ω[z], определенный на всюду плотном в F подмноже-
стве F1 : F1 ⊂ F , называется стабилизирующим функционалом, если
а) элемент z¯ принадлежит его области определения;
б) для всякого числа d > 0 множество F1.d элементов z из F1, для
которых Ω[z] d, компактно на F .
Можно показать, что для всякого элемента u ∈ U и любого α > 0
существует элемент zα ∈ F1, на котором функционал
Mα[z,u] = ρ2U( ˆAz,u)+αΩ[z] (2.88)
достигает своей точной нижней грани на множестве F1. Таким образом,
на элементах u ∈ U и для всех положительных чисел α > 0 определен
оператор R̂(u,α) со значениями из F1, такой, что элемент
zα = R̂(u,α)
минимизирует функционал Mα[z,u]. Функционал Mα[z,u] будем называть
сглаживающим функционалом.
2.6. Метод регуляризации на компактных множествах
Возможность определения приближенных решений некорректно по-
ставленных задач, устойчивых к малым изменениям исходных данных,
основывается на использовании дополнительной (априорной) информа-
ции относительно искомого решения. При этом используют различные
типы дополнительной информации. Однако во многих случаях выделяют
всего две категории дополнительной информации.
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В первой категории случаев дополнительная информация носит коли-
чественный характер. Это позволяет сузить класс возможных решений,
например, до компактного множества, и задача становится устойчивой
к малым изменениям исходных данных. Здесь основная тяжесть вычис-
лительного процесса приходится на область выпуклого программирова-
ния. Она связана с выбором, расчетом и оптимизацией характеристик
компактного множества.
Во второй категории случаев для нахождения приближенных реше-
ний, устойчивых к малым изменениям исходных данных, используется
лишь качественная информация о решении (например, информация о ха-
рактере его гладкости). В этой категории случаев различают методы под-
бора, квазирешения и некоторые другие методы.
2.6.1. Понятие компактных пространств
При работе с метрическими пространствами часто используют поня-
тие компакта , т. е. такого множества, из любой последовательности эле-
ментов которого можно выделить подпоследовательность, сходящуюся к
некоторому его элементу [39].
Компактное пространство – определенный тип топологических про-
странств, обобщающий свойства ограниченности и замкнутости в ев-
клидовых пространствах на произвольные топологические пространства.
В общей топологии компактные пространства по своим свойствам напо-
минают конечные множества в теории множеств.
О п р е д е л е н и е. Топологическое пространство называется компакт-
ным, если всякое покрытие этого пространства открытыми множествами
содержит конечное подпокрытие.
Покрытия открытыми множествами будем в дальнейшем называть от-
крытыми покрытиями.
Приведем без доказательства несколько полезных свойств компакт-
ных множеств:
1) компактное множество в метрическом пространстве замкнуто;
2) компактное множество в метрическом пространстве ограничено;
3) любое замкнутое и ограниченное множество в евклидовом про-
странстве является компактным;
4) непрерывный образ компактного пространства компактен, т. е. если
f : X →Y – непрерывное отображение и пространство X компактно, то и
множество f (X) компактно.
На компактных множествах теорема Хелли верна не только для ко-
нечных семейств, но и для бесконечных семейств.
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2.6.2. Некорректные задачи на компактах
1. Вводные понятия. Пусть дано операторное уравнение:
ˆAz= u, (2.89)
где ˆA – линейный инъективный оператор, действующий из нормирован-
ного пространства Z в нормированное пространство U . Пусть z¯ – точ-
ное решение операторного уравнения, ˆA z¯ = u¯, u¯ – точная правая часть
и задана приближенная правая часть uδ, такая, что ‖ u¯− uδ ‖ δ, δ > 0.
Схематическое представление показано на рис. 2.4, а.
Рис. 2.4. Схематическое представление метода регуляризации на компактных мно-




zδ :‖ ˆAzδ−uδ ‖ δ
}
является множеством прибли-
женных решений операторного уравнения. Для линейных некорректных
задач diamZδ = sup{‖ z1− z2 ‖: z1, z2 ∈ Zδ} = ∞ для любого δ > 0, по-
скольку обратный оператор ˆA−1 не ограничен.
Широко распространенным в вычислительной практике способом при-
ближенного решения уравнения (2.89) является метод подбора. Он со-
стоит в том, что для элементов z некоторого заранее заданного подкласса
возможных решений M (M ⊂ F) вычисляется оператор ˆAz, т. е. реша-
ется прямая задача. В качестве приближенного решения берется такой
элемент z0 ∈ M, на котором невязка ρU( ˆA z,u) достигает минимума.
2. Постановка задачи. Стремление обосновать успешность мето-
да подбора привело к установлению общефункциональных требований,
ограничивающих класс возможных решений M, при которых метод под-
бора является устойчивым и zn→ z¯. Требования заключаются в компакт-
ности множества M. Следующая идея принадлежит А.Н. Тихонову: ес-
ли известно, что множество решений является компактом, то задача
решения операторного уравнения корректна при условии, что прибли-
женная правая часть операторного уравнения также принадлежит образу
компакта. Для доказательства этого утверждения А.Н. Тихонов применил
следующую теорему.
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Теорема 15 [5, с. 39–40]. Пусть инъективный непрерывный опера-
тор ˆA действует: D ∈ Z → AD ∈ U , где Z, U – нормированные про-
странства, D – компактное множество. Тогда обратный оператор ˆA−1
непрерывен на AD.
Теорема верна и для нелинейных операторов. Решение операторно-
го уравнения на компакте является корректной задачей при условии, что
приближенная правая часть принадлежит AD. На основании этой теоре-
мы М.М.Лаврентьев ввел понятие задачи, корректной по Тихонову.
Задача, корректная по Тихонову. В применении к уравнению (2.89)
задача называется корректной по Тихонову, если известно, что для точ-
ного значения u¯ существует единственное решение z¯ уравнения (2.89),
ˆA z¯= u¯, принадлежащее заданному компакту M. В этом случае оператор
ˆA−1 непрерывен на множестве N = AM и, если вместо элемента u¯ нам из-
вестен элемент uδ, такой, что ρU(u¯,uδ) δ и uδ ∈ N, то в качестве прибли-
женного решения уравнения (2.89) с правой частью u = uδ можно взять
элемент zδ = ˆA−1 uδ. При δ→ 0 (uδ ∈ N) zδ будет стремиться к z¯. Множе-
ство F1 (F1 ⊂ F), на котором задача нахождения уравнения (2.89) являет-
ся корректно поставленной, называется классом корректности (множе-
ством корректности). Так, если оператор ˆA непрерывен и осуществляет
взаимно однозначное отображение, то компакт M, к которому принадле-
жит z¯, является классом корректности для уравнения (2.89). Схематично
это показано на рис. 2.5, а.
Рис. 2.5. Схематическое представление метода регуляризации на компактных мно-
жествах: а – задача, корректная по Тихонову; б – регуляризация на множестве мо-
нотонных функций; в – формирование последовательности E1
Опираясь на теорему 15, В. К. Иванов [26] дал определение квазире-
шению некорректной задачи.
О п р е д е л е н и е. Элемент zδ ∈ D такой, что zδ = arg
z ∈ D
min ‖ ˆAz−uδ ‖,
называется квазирешением операторного уравнения на компакте D. Здесь
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zδ = arg
z ∈ D
min ‖ ˆAz−uδ ‖ означает, что
‖ ˆAzδ−uδ ‖= min
{‖ ˆAz−uδ ‖: z ∈ D} .
Квазирешение существует, но возможно не единственно. Тем не ме-
нее, для любого квазирешения имеет место сходимость к точному ре-
шению: zδ → z¯ при δ→ 0. При этом знание δ не обязательно. Если же
погрешность δ известна, то:
1) в качестве приближенного решения (квазирешения) может быть вы-
бран любой элемент zδ ∈ D, который удовлетворяет следующему нера-
венству: ‖ ˆAzδ−uδ ‖ δ;
2) можно найти погрешность приближенного решения, решив экстре-
мальную задачу: найти max ‖ z− zδ ‖ по всем z ∈ D, удовлетворяющим
неравенству: ‖ ˆAz−uδ ‖ δ (очевидно, что точное решение удовлетворя-
ет данному неравенству).
Таким образом, задача отыскания квазирешения практически не от-
личается от корректной. В общем случае не выполняется только условие
единственности квазирешения.
3. Оператор с погрешностью. Если же и оператор ˆA задан с по-
грешностью, то понятие квазирешения вводится, как и выше, заменой
оператора ˆA на оператор ˆAh (рис. 2.4, б).
О п р е д е л е н и е. Элемент zη ∈ D: zη = arg
z ∈ D
min ‖ ˆAh z−uδ ‖, называ-
ется квазирешением операторного уравнения на компакте D.
В качестве же приближенного решения (квазирешение) может быть
выбран любой элемент zη ∈ D, удовлетворяющий неравенству:
‖ ˆAzη−uδ ‖ δ+h ‖ zη ‖ .
Если Z и U – гильбертовы пространства, то многие численные мето-
ды отыскания квазирешений для линейных операторных уравнений ос-
нованы на том, что функционал невязки ‖ ˆAz− uδ ‖2 является выпук-
лым и дифференцируемым. Если D – выпуклый компакт, то нахождение
квазирешения – задача выпуклого программирования. Записанные выше
неравенства, определяющие приближенные решения на компактах, могут
быть использованы в качестве критериев остановки минимизации функ-
ционала невязки. Задача отыскания погрешности найденного приближен-
ного решения является нестандартной задачей выпуклого программиро-
вания, поскольку при решении этой задачи требуется найти максимум, а
не минимум выпуклого функционала.
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Хорошо известны множества корректности, которые часто встреча-
ются в прикладных задачах. Прежде всего, если известно, что точное ре-
шение принадлежит конечно-параметрическому семейству функций, то
ставится задача отыскания параметров, которая может быть корректной
и в том случае, если задача без этой априорной информации является
некорректной.
Если в операторном уравнении неизвестной является функция z(s),
s ∈ [a, b], о которой известно, что она является монотонной и ограничен-
ной, то этой информации оказывается достаточно для выделения ком-
пакта в пространстве L2 [a, b]. Для отыскания квазирешения после пе-
рехода к конечно-разностной аппроксимации могут быть применены из-
вестные методы квадратичного программирования, например, метод про-
екции сопряженных градиентов или метод условного градиента. Анало-
гичный подход применим и при наличии априорной информации о том,
что точное решение является ограниченной и выпуклой, или монотон-
ной и выпуклой, или имеющей заданное число максимумов и миниму-
мов функцией. В этих случаях возможно отыскание также и погрешности
приближенного решения.
2.6.3. Основные свойства метода регуляризации на компактных
множествах
Во многих обратных задачах математической физики существует апри-
орная информация о характере искомого решения: монотонность, вы-
пуклость, монотонность и выпуклость, ограниченность вариации. Этой
информации оказывается вполне достаточно для построения устойчивых
алгоритмов приближенного решения уравнения (2.86) .
1. Множество монотонных функций. Пусть априори известно, что
точное решение z¯(s) некорректно поставленной задачи (2.86) есть моно-
тонная на отрезке функция (для определенности будем считать ее невоз-
растающей), ограниченная сверху и снизу соответственно константами
C1 = C > 0, C2 = 0. Введем в рассмотрение множество Z ↓C невозраста-
ющих функций z(s), ограниченных константами C и 0, т. е. 0  z(s) C
для ∀s ∈ [a,b] (рис. 2.5, б).
Пусть {z1(s),z2(s), . . . ,zn(s), . . .} – произвольная последовательность
функций из Z ↓C. Тогда согласно теореме Хелли о выборе (см. теорему 1),
существует подпоследовательность
E1≡ {zn1(s), zn2(s), . . . ,znk(s), . . .} ,
такая функция z¯(s) ∈ Z ↓C и такая последовательность индексов nk, что в
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Из сходимости подпоследовательности E1 к функции z¯ в каждой точке и
равномерной ограниченности следует сходимость в Lp [a,b], p> 1. Таким
образом, Z ↓C – компакт в Lp. Будем считать, что Z = Lp [a,b], p > 1, а
оператор ˆA взаимно однозначно отображает Z ↓C на AZ ↓C, т. е. из равен-
ства ‖ ˆAz1− ˆAz2 ‖= 0, z1, z2 ∈ Z ↓C, непосредственно следует, что z1= z2
(в пространстве Z).
Введем в рассмотрение множество Z ↓C (η) 1 таких элементов z из
множества Z ↓C, что
‖ ˆAh z−uδ ‖ ψ(h,‖ z ‖)+δ.
Элементы этого множества будем обозначать через zη. Произвольный
элемент zη из Z ↓C (η) является приближенным решением задачи (2.86),
причем zη→ z¯ в Lp при η→ 0.
Теорема 16 [2, с. 70–71]. Пусть z¯(s) ∈ C [a, b], zn – произвольный
элемент из Z ↓C (ηn). Пусть [γ, σ] – произвольный фиксированный отре-
зок из (a, b). Тогда при n→ ∞ последовательность zn(s) сходится к z¯(s)
равномерно на [γ, σ].
З а м е ч а н и я. (1). Интересен тот факт, что функция zη(s) в общем
случае не является непрерывной. В теореме 16 важно, чтобы z¯(s) была
непрерывной, а приближенное решение zη(s) может быть разрывной мо-
нотонной функцией. Тем не менее zη(s)→ z¯(s) при η→ 0 равномерно на
любом отрезке [γ, σ]⊂ (a,b).
(2). Теорема 16 легко обобщается на случай, когда точное решение за-
дачи (2.86) есть кусочно-непрерывная функция. В этом случае последо-
вательность приближений будет сходиться к z¯(s) равномерно на каждом
замкнутом отрезке, не содержащем точек разрыва функции z¯(s) и точек
s= a, s= b.
Таким образом, в случае, когда априори известно, что точное решение
z¯ некорректно поставленной задачи (2.86) есть монотонная ограниченная
функция, за приближенное решение задачи принимается произвольный
элемент z¯(s) из множества Z ↓C (η). Пусть zη→ z¯ (в линейном простран-
стве Lp) при η→ 0. Более того, если z¯(s) – кусочно-непрерывная функция,
то имеет место равномерная сходимость последовательности приближен-
ных решений к точному решению задачи на каждом замкнутом отрезке,
не содержащем точек разрыва функции z¯(s) и точек s= a, s= b.
1Множество Z ↓C (η) определяется заданием элементов Ah, uδ, δ, h.
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2. Множество выпуклых функций. Кроме априорной информации о
монотонности точного решения некорректно поставленной задачи (2.86)
в ряде обратных задач есть основания предполагать, что точное решение
z¯(s) является выпуклой или монотонной выпуклой функцией.
Введем в рассмотрение множество
(
Z C выпуклых (для определенности
вверх) функций, ограниченных сверху и снизу соответственно константа-
ми C и 0. Пусть также известно, что
(
Z ↓C – множество выпуклых (вверх)
невозрастающих ограниченных константой C неотрицательных функций
(
(
Z ↓C= Z ↓C ⋂ (Z C).
Будем вместе с Z ↓C (η) рассматривать множества (Z C(η), (Z ↓C (η).






‖ ˆAh zη−uδ ‖ ψ(h, ‖ zη ‖)+δ.
Пусть, как и прежде, ηn→ 0 при n→ ∞, а z¯(s) ∈ (Z ↓C (либо (Z C). Будем
считать, что оператор ˆA взаимно однозначно отображает
(
Z ↓C ( (Z C) на
A
(
Z ↓C (A (Z C).





Z C(ηn)), а [γ, σ] – некоторый отрезок из интервала (a, b). Тогда
при n→ ∞ последовательность zn(s) → z¯(s) равномерно на [γ, σ].
З а м е ч а н и я. (1). Непрерывность функции z¯(s) в каждой внутрен-
ней точке s ∈ (a, b) следует из того, что z¯(s) ∈ (Z C.
(2). Для случая, когда z¯(s) ∈ (Z ↓C, теорему 17 можно усилить. Пусть
известно, что zn – произвольный элемент из
(
Z ↓C (ηn). Тогда при n→ ∞
последовательность zn(s)→ z¯(s) равномерно на любом отрезке [a, b− ε],
ε> 0.
(3). В случае, когда z¯(s) ∈ (Z ↓C (или (Z C), имеет место не только рав-
номерная сходимость приближений, но и при определенных условиях
сходимость их производных.
Таким образом, за приближенное решение некорректно поставленной
задачи (2.89), когда z¯(s) ∈ (Z ↓C (η) (или (Z C(η)), можно принять произ-
вольный элемент из множества
(
Z ↓C (или (Z C).
Для построения приближенных решений можно использовать какой-
либо процесс минимизации функционала невязки Φ(z) =‖ ˆAh z− uδ ‖2
соответственно на множествах Z ↓C, (Z ↓C, (Z C. При этом, если опера-
торы ˆA, ˆAh – линейные, достаточно найти такой элемент zη, принад-
лежащий указанному множеству, для которого Φ(zη)  (hC0+ δ)2, где
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C0 = C
√
b−a. В случае линейной задачи (когда операторы ˆA, ˆAh – ли-
нейны) задача минимизации функционала Φ(z) на множествах Z ↓C, (Z ↓C,
(
Z C – задача выпуклого программирования.
Информация о равномерной ограниченности множества допустимых
функций является существенной при их доказательстве (опирается на
теорему Хелли). Однако в обратных задачах математической физики ти-
пичным является случай, когда известна константа, ограничивающая мно-
жество допустимых функций снизу (например, C2 = 0, искомые функ-
ции неотрицательны), и неизвестна константа C. Откажемся от равно-
мерной ограниченности сверху множества допустимых решений. Пусть
Z ↓, (Z , (Z ↓ – соответственно множество монотонных (невозрастающих),
множеств выпуклых (для определенности вверх), множество выпуклых
(вверх) монотонных (невозрастающих) ограниченных неотрицательных
функций. Будем считать, что оператор ˆA линеен, ограничен и известен
точно, т. е. h= 01. Введем множество таких функций Z ↓ (δ), (Z (δ), (Z ↓ (δ)
соответственно из Z ↓, (Z , (Z ↓, что ‖ ˆAz−uδ ‖ δ. Пусть δn – такая про-
извольная последовательность, что δn→ 0+0 при n→ ∞.
Пусть zn – произвольный элемент из
(
Z (δn). Покажем, что все функции
zn в совокупности ограничены, т. е. существует такая константа C> 0, что
для любых n выполнено неравенство zn(s)  C для всех s ∈ [a,b]. Этот
результат будет означать, что если точное решение задачи – выпуклая
или монотонно выпуклая на [a,b] функция, то при поиске приближенного





заменив их соответственно на
(
Z (δ), (Z ↓ (δ).
Теорема 18 [2, с. 80]. Пусть zn – произвольный элемент
(
Z (δn). Тогда
существует такая константа C > 0, что для любого n будет zn(s) C
при всех s ∈ [a,b].
Таким образом, в случае, когда точное решение некорректно постав-
ленной задачи выпукло или монотонно и выпукло, для того чтобы по-
строить приближенное решение, нет необходимости знать константу, огра-
ничивающую точное решение задачи сверху. Этот важный факт мы будем
использовать далее. Для случая, когда точное решение – монотонная на
[a,b] функция, аналогичное утверждение в общем случае неверно.
3. Множество функций ограниченной вариации. Для начала напом-
ним общепринятое определение термина «вариация функции» (синони-
мы этого термина – полная вариация или полное изменение).
1Считаем, что Z = Lp [a,b], p> 1.
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Опр е д е л е н и е. Вариацией функции ϕ : [a,b]→ Rn на отрезке [a,b]
называется величина





|ϕ(ti)−ϕ(ti−1)| : a= t0 < .. . < tn = b, n ∈ N
]
∈ [0,+∞[.
Пр е д л ож е н и е. Если a x y b, то V ya (ϕ) = V xa (ϕ)+V
y
x (ϕ).
О п р е д е л е н и е. Функция ϕ : [a,b]→ K называется функцией огра-
ниченной вариации, если V ba (ϕ)< ∞.
Будем рассматривать, как и прежде, некорректно поставленную зада-
чу вида
ˆAz= u, z ∈ Z = Lp, p> 1, u ∈ U. (2.90)
Пусть ˆA – непрерывный оператор из Z в U . Будем предполагать, что
точное решение z¯(s) задачи (2.90) – непрерывная на отрезке [a,b] функция
ограниченной вариации. Пусть, как обычно, вместо ˆA и u¯ нам известны
их приближения: непрерывный оператор ˆAh и элемент uδ.
Как и прежде, будем строить алгоритмы, равномерно приближающие
z¯(s). Для этого рассмотрим множество V ⊂ Lp [a,b] функций ограничен-
ной вариации, и среди функций из V , приближенно удовлетворяющих
уравнению (2.90), будем искать наиболее «гладкую». За меру гладкости
примем вариацию V ba (z) функции z. Такая постановка задачи удобна в
некоторых обратных задачах спектроскопии, ядерной физики, астрофи-
зики. Поскольку из равенства V ba (z1− z2) = 0 следует, что функции z1(s)
и z2(s) могут отличаться на константу, естественно закрепить значения
функций на одном из концов отрезка [a,b]. Будем для определенности
считать, что нам известно значение точного решения z¯(a) = 0 в точке
s= a. Не уменьшая общности, положим z¯(a) = 0.
Введем в рассмотрение множество V (η) таких элементов z ∈ V , что:
1) z(a) = 0; 2) ‖ ˆAh z−uδ ‖< ψ(h,‖ z ‖)+δ. Будем также считать, что опе-
ратор ˆA взаимно однозначно отображает V на AV ⊂ U , т. е. из равенства
ˆAz1 = ˆAz2 (пространство U) следует, что z1 = z2 (пространство Lp).
Лемма 1 [2, с. 81]. Пусть при n→∞ последовательность zn сходит-
ся к z0 в каждой точке s ∈ [a,b], причем zn ∈ V и все V ba (zn) ограничены




Лемма 2 [2, с. 81]. Пусть z¯(s) ∈ V , причем z¯(s) непрерывна в [a, b].
Пусть z¯ и ¯z¯ совпадают на [a, b] почти всюду. Тогда V ba (z¯)  V ba (¯z¯). Если
же z¯(s) не совпадают с z¯(s) тождественно на [a, b], то V ba (z¯)<V ba (¯z¯).
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Теорема 19 [2, с. 81–82]. Функционал V ba (z) достигает на V (η) сво-
ей точной нижней грани.
З а м е ч а н и е. Теорема 19 была доказана [2] в предположении, что все
функции z(s)∈ V (η) имеют закрепленный конец z(a) = 0. Для случая, ко-
гда оператор ˆA из Lp в U , p > 1, линеен, непрерывен и известен точно
(h= 0), теорему 19 можно будет также доказать, не привлекая предполо-
жение, что все функции z(s) ∈ V (η) имеют закрепленный конец z(a) = 0.
Теорема 20 [2, с. 82–84]. Пусть z¯(s) ∈ C [a,b]⋂V . Тогда zη→ z¯ рав-
номерно на отрезке [a,b] при η→ 0.
З а м е ч а н и е 1. Если априори известно, что точное решение некор-
ректно поставленной задачи (2.90) есть непрерывная функция ограничен-
ной вариации, то за приближенное решение можно взять любой элемент
zη, который реализует минимум функционала V ba (z) на множестве V (η).
При этом можно гарантировать равномерную сходимость последователь-
ности приближений к точному решению задачи (2.90).
З а м е ч а н и е 2. Если оператор ˆA в Lp линеен, непрерывен и известен
точно (h = 0), то теорема 20 остается справедливой и в случае, когда
мы отказываемся от предположения, что все функции z(s) ∈ V (η) имеют
закрепленный конец.
2.6.4. Конечно-разностные аналоги компактных множеств в L2
В настоящем разделе рассматриваются свойства конечно-разностной
аппроксимации множеств Z ↓C, (Z C или (Z ↓C. Эти свойства будут исполь-
зованы в дальнейшем при построении алгоритмов приближенного реше-
ния некорректно поставленной задачи (2.91)
ˆAz= u, z ∈ Z, u ∈ U (2.91)
на компактах Z ↓C, (Z C или (Z ↓C. При численной реализации этих алго-
ритмов будем использовать равномерные сетки на отрезке [a,b].
При переходе к конечно-разностной аппроксимации задачи (2.91) функ-
ционал невязки
Φ(z) =‖ ˆAz−uδ ‖2, (2.92)
определенный на множествах Z ↓C, (Z C или (Z ↓C, заменяется его конечно-
разностной аппроксимацией – функцией Φ(zi), определенной на Rn. При
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этом множества Z ↓C, (Z C или (Z ↓C переходят соответственно в следую-
щие множества векторов из Rn:
M ↓C=
{
z : zi ∈ Rn,
zi+1− zi  0, i= 1,2, . . . ,n−1
0 zi C, i= 1,2, . . . ,n
}
, (2.93)




z : zi ∈ Rn,
zi−1−2zi+ zi+1  0, i= 2,3, . . . ,n−1






zi−1−2zi+ zi+1  0, i= 2,3, . . . ,n−1
z : zi ∈ Rn, zi+1− zi  0, i= 1,2, . . . ,n−1
0 zi C, i= 1,2, . . . ,n
⎫⎪⎬⎪⎭ . (2.95)
Покажем, что каждое из множеств M ↓C, (MC или (M ↓C представляет со-
бой замкнутый выпуклый ограниченный многогранник в Rn, и найдем
вершины этих многогранников. Для этого нам понадобятся некоторые
тривиальные сведения о многогранниках в Rn. Будем придерживаться
следующей терминологии.
Пусть задано конечное число точек x1, x2 . . . , xn в векторном про-
странстве над полем вещественных чисел (точки – это векторы, скаляры,
точки афинного пространства и т. п.). Выпуклая комбинация этих точек
имеет вид α1 x1 + α2 x2 + · · · + αn xn, где коэффициенты αi – веществен-
ные числа: αi  0; α1 + α2 + · · · + αn = 1.
Векторы z j ∈ Rn ( j = 1,2, . . . ,m) называются выпукло независимыми,
если ни один из них не является выпуклой комбинацией остальных.
Выпуклым многогранником в Rn будем называть выпуклую оболочку
конечного числа векторов z j ∈ Rn, ( j = 1,2, . . . , l).














a j = 1
}
,
если существует такой вектор b ∈ Rn, что для любого вектора x ∈ M
справедливо неравенство (b,x− z) 0 и равенство достигается лишь при
x = z. На рис. 2.6 приведена графическая иллюстрация этого определе-
ния, поясняющая построение выпуклого многогранника в Rn.
Не представляет сложности доказательство следующих тривиальных
утверждений.
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Рис. 2.6. Графическая иллюстрация определения выпуклого многогранника в Rn




пусть t – вершина M. Тогда существует такое p: 0 p m, что zp = t.




Тогда для того чтобы элемент z0 ∈ M являлся вершиной M, необходи-
мо и достаточно, чтобы z0 не являлся выпуклой комбинацией векторов
zi (i = 0,1,2 . . . ,m).
Лемма 5 [2, с. 74]. Всякий выпуклый многогранник есть выпуклая
оболочка своих вершин.
Эта лемма является тривиальным следствием лемм 2, 3. Таким образом,
если нужно выяснить, дает ли набор векторов zi (i = 0,1,2 . . . ,m) все вер-
шины некоторого выпуклого многогранника M ⊂ Rn, то необходимо про-
верить выполнение двух условий:
а) любой вектор z ∈ M можно представить в виде выпуклой комбина-
ции векторов zi (i = 0,1,2 . . . ,m);
б) векторы zi (i = 0,1,2 . . . ,m) выпукло независимы.
Теорема 21 [2, с. 74–75]. Множество M ↓C представляет собой вы-
пуклый многогранник в Rn, вершины которого T ( j) ( j= 0,1, . . . ,n) можно
записать в явном виде:
T (0) = 0; T ( j)i =
{C, i j,
0, i> j, j = 1,2, . . . ,n. (2.96)
Теорема 22 [2, с. 76–77]. Множество
(
M ↓C представляет собой вы-
пуклый многогранник в Rn, вершины которого T ( j) ( j= 0,1, . . . ,n) можно
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записать в явном виде:




n− j C, i> j, j = 1,2, . . . ,n.
(2.97)
Теорема 23 [2, с. 77]. Множество
(
M C⊂ Rn представляет собой вы-
пуклый многогранник в Rn, вершины которого T (i, j) 0  i j  n можно
записать в явном виде:
T (0,0) = 0; T (i, j)k =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
k−1
i−1 C, k< i,
C, i k  j,
n− k
n− j C, k> j, 1 i j  n.
Отметим, что если многогранники M ↓C, (M ↓C имеют по n+1 вершине,
то многогранник
(
M C имеет n(n+1)/2+1 вершину.
Теорема 24 [2, с. 77–78]. Множество
(
M C содержится в выпуклом
многограннике
(
M ′2C, вершины которого T
( j), ( j = 0,1, . . . ,n) записыва-
ются в явном виде:
T (0) = 0; T ( j)i =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
2C i−1j−1, i< j,
2C, i= j,
2C n− i
n− j , i> j, j = 1,2, . . . ,n.
З а м е ч а н и е. Из теоремы 24 следует, что если точное решение зада-
чи принадлежит
(
MC, то приближенное решение можно искать на множе-
стве
(





M 2C; 2) множество «функций»
из
(
M ′2C ограничено сверху константой 2C, поэтому все теоремы о сходи-





M ′2C останутся в силе.
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В общем случае n-мерного пространства нет возможности наглядно
представить обсуждаемые многогранники. На рис. 2.7 представлены гео-
метрические образы компактов M ↓C, (MC и (M ↓C для частного случая.
Рис. 2.7. Геометрические образы компактов в частном случае n =3: а – M ↓C; б – (M C;
в –
(
M ↓C. Для каждого компакта указаны координаты вершин
Таким образом, структура многогранников M ↓C, (M C или (M ↓C является
хорошо изученной. В пространстве Rn каждый из них является выпуклым
ограниченным многогранником, вершины которого известны.
2.6.5. Применение классических алгоритмов минимизации
в рамках метода регуляризации на компактных
множествах
1. Решение некорректной задачи. Остановимся на решении некор-
ректно поставленной задачи
ˆAz= u, z ∈ M ⊂ Z = L2, u ∈ U, (2.98)
при условии, что оператор ˆA из Z в U непрерывен, линеен и известен




Z ↓C. Будем предполагать, что U – гильбертово пространство. Как
было показано ранее, за приближенное решение задачи (2.98) в случае,
когда z¯ принадлежит одному из компактов Z ↓C, (Z C или (Z ↓C, можно





для которого ‖ ˆAzδ−uδ ‖ δ.
118
2.6. Метод регуляризации на компактных множествах
Каждое из множеств Z ↓C, (Z C или (Z ↓C представляет собой ограничен-
ное замкнутое, выпуклое множество в Z. Рассмотрим функционал (2.92)
Φ(z) =‖ ˆAz−uδ ‖2,
определенный для всех z, принадлежащих соответственно Z ↓C, (Z C или
(
Z ↓C. Поскольку оператор ˆA линеен, то Φ(z) – квадратичная функция z.
Очевидно, что функционал Φ(z) выпуклый и дифференцируемый, при-






Здесь использовано условное обозначение ˆA∗: U → Z – оператор, сопря-
женный оператору ˆA: ( ˆAx, y) = (x, ˆA∗ y). Заметим, что
‖Φ′(z1)−Φ′(z2) ‖= 2 ‖ ˆA∗ ˆA(z1− z2) ‖ 2 ‖ A ‖2‖ z1− z2 ‖ .
Таким образом, производная Фреше функционала Φ(z) удовлетворяет
условию Липшица с константой L= 2 ‖ ˆA ‖2.
Задачу отыскания приближенного решения в нашем случае можно
решить, минимизируя функционал Φ(z) соответственно на множествах
Z ↓C, (Z C или (Z ↓C. При этом нет необходимости находить минимум Φ(z)
на этих множествах. Достаточно найти такой элемент zδ из указанных
множеств, что Φ(zδ) δ2. Таким образом, для отыскания приближенного
решения (2.98) на множествах Z ↓C, (Z C или (Z ↓C необходимо научить-
ся строить последовательность, минимизирующую некоторый выпуклый
дифференцируемый функционал на замкнутом выпуклом ограниченном
множестве в гильбертовом пространстве.
Если, как это имеет место в нашем случае, производная Фреше функ-
ционала удовлетворяет условию Липшица, то для решения этой задачи
можно использовать, например, метод условного градиента.
2. Метод условного градиента. Рассмотрим задачу минимизации
функционала (2.92)
Φ(z) =‖ ˆAz−uδ ‖2 .
Пусть z = z(k) – минимизирующая последовательность, k = 0, 1 . . . , n –
номер итерации. В окрестности точки z(k) функционал Φ(z) можно пред-
ставить в виде






2. Методы решения некорректных обратных задач
Полагая, что значения Φ(z(k)) близки к Φ(z), будем минимизировать ска-
лярное произведение Φ(k)(z). В методе условного градиента наряду с ми-
нимизирующей последовательностью z(k), начинающейся с произвольной
допустимой точки z(0) ∈ M1, строится вспомогательная последователь-





Эта задача разрешима, т. е. существует в общем случае не единственная
точка z¯(k), в которой линейный функционал Φ(k)(z) достигает своего ми-
нимального значения на множестве M. Ясно, что z¯(k) принадлежит гра-
нице множества M (рис. 2.8).
Рис. 2.8. Схематическое представление процесса минимизации квадратичного
функционала в методе условного градиента
Заметим, что особенно просто задача (2.100) решается, если M – огра-
ниченный замкнутый выпуклый многогранник в пространстве Rn. Тогда
задача (2.100) – задача линейного программирования, которая решается
симплекс-методом. Если координаты вершин многогранника M известны
точно, то задача может быть решена просто перебором всех его вершин.
Пусть z¯(k) найдена. Тогда итерационная последовательность будет





1Допустимая точка – произвольный элемент z ∈ M. Так как все множества Z ↓C, (Z C или (Z ↓C
содержат 0, то в качестве допустимой точки можно взять z(0) = 0.
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Поскольку множество M выпукло, то z(k+1) ∈ M. Таким образом, начав
итерационный процесс с z(0) ∈ M, в процессе минимизации невозможно
выйти за пределы множества M.
Если Φ(z) – квадратичная функция (это имеет место в случае, когда
оператор ˆA линеен), то задача (2.102) тривиальна: найти минимум пара-
болы по λ на отрезке [0,1]. Если оператор ˆA линеен, то построенная по-
следовательность z(k) является минимизирующей для функционала Φ(z)
на множестве M.
Таким образом, поскольку в нашем случае Φ(z) – квадратичная функ-
ция и задача (2.102) решается тривиально, то для построения эффектив-
ных алгоритмов приближенного решения некорректно поставленной за-
дачи (2.98) на множествах Z ↓C, (Z C или (Z ↓C достаточно научиться эф-
фективно решать задачу (2.100). При конечно-разностной аппроксимации
множества Z ↓C, (Z C или (Z ↓C переходят в многогранники с вершинами
M ↓C, (M ↓C, (M C. Задача (2.100) может быть просто решена перебором





M C можно заменить на
многогранник
(
M 2C. Последний многогранник имеет n+1 вершину и ре-
шение задачи (2.100) также не составляет труда. Итак, задача линейного
программирования (2.100) решается на каждой итерации за n шагов пе-
ребором вершин указанных многогранников.
З а м е ч а н и е. Рассмотрим случай, когда оператор ˆA задан прибли-
женно. Пусть точное решение задачи (2.98) принадлежит одному из мно-
жеств Z ↓C, (Z C или (Z ↓C. В этом случае за приближенное решение можно
принять произвольный элемент zη соответственно из Z ↓C, (Z C или (Z ↓C,
для которого ‖ ˆAh zη−uδ ‖ ψ(h,‖ zη ‖)+δ, а если операторы ˆA, ˆAh ли-
нейны, то ‖ ˆAh zη−uδ ‖ h ‖ zη ‖+δ. Очевидно, что в последнем неравен-
стве норму zη можно заменить ее оценкой сверху постоянной C0 =‖ z ‖
соответственно на множествах Z ↓C, (Z C или (Z ↓C. В качестве C0 можно
принять, например, C (b− a)1/2. После этого алгоритмы отыскания при-
ближенного решения некорректно поставленной задачи (2.98) на множе-
ствах Z ↓C, (Z C или (Z ↓C строятся так же, как и в случае, когда оператор
известен точно.
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Прим е р 14. Проиллюстрируем возможности методов типа условно-
го градиента на специальных множествах. В качестве модельной задачи
рассмотрим интегральное уравнение (2.103) с ядром K(x, s)
1∫
0




На рис. 2.9 приведены результаты расчета для уравнения (2.103) на
множестве монотонно убывающих функций. За точное решение уравне-
ния (2.103) берется z¯(s) = 1− s2, правая часть уравнения (2.103) возму-
щается случайной погрешностью, равномерно распределенной на отрез-
ке [−δ0,δ0], где δ0 составляет 1% от максимума значений правой ча-
сти. При этом среднеквадратическая погрешность соответствует значе-
нию δ2 = 8.31× 10−7. Точное решение и найденное после 400 итераций
приближенное решение соответствуют значению функционала невязки
Φ(z) = 3.61×10−6. Дальнейшее применение метода условного градиента
мало изменяет невязку и решение. Использовались начальное приближе-
ние z(0)(s) = 0 и константа C = 1.045.
На рис. 2.10 приведены результаты расчета той же модельной зада-
чи (2.103) на множестве монотонно выпуклых функций. Точное решение
z¯(s) = 1− s2. Уровень возмущения входных данных составляет 3% от
максимума правой части. Полученное при этом приближенное решение
соответствует значению невязки 2.15× 10−5 и получено после 50 ите-
раций метода условного градиента. Начальное приближение z(0)(s) = 0,
C = 0.965.
Возможности метода условного градиента демонстрирует рис. 2.11.
Здесь задача (2.103) решается на множестве выпуклых функций. Точное
решение z¯(s) = 4s(1− s), правая часть возмущена таким образом, что
δ2 = 3.47× 10−6. Приближенное решение, полученное после 800 итера-
ций метода условного градиента, соответствует минимальному значению
невязки 1.29× 10−5, что составляет примерно 1% от максимума правой
части. Начальное приближение z(0)(s) = 0, C = 1.000.
Метод условного градиента может быть использован также для по-
строения приближенных решений задачи (2.98) на множестве функций
ограниченной вариации V . На рис. 2.12 показаны возможности метода
условного градиента для решения задач на множестве функций, вариа-
ция которых не превосходит заданной константы C = 10.
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Рис. 2.9. Точное (1) и прибли-
женное (2) решения (400 итера-
ций; Φ(z) = 3.61× 10−6; монотонно-
убывающие функции)
Рис. 2.10. Точное (1) и прибли-
женное (2) решения (50 итераций;
Φ(z) = 2.15 × 10−5; монотонно-
выпуклые функции)
Рис. 2.11. Точное (1) и прибли-
женное (2) решения (800 итераций;
Φ(z) = 1.29×10−5; множество выпук-
лых функций)
Рис. 2.12. Точное (1) и прибли-
женное (2) решения (800 итераций;
Φ(z) = 9.18× 10−6; функции ограни-
ченной вариации)
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Точное решение задачи (2.103) было получено при значениях посто-
















Правую часть уравнения (2.103) возмутили равномерно распределенной
случайной погрешностью таким образом, что δ2 = 2.2× 10−6. Прибли-
женное решение z(s) получено после 800 итераций. Значение функцио-
нала невязки Φ(z) = 9.18× 10−6, что соответствует примерно 1.5% от
максимума правой части. Начальное приближение z(0)(s) = 0.
Таким образом, показано, что все предложенные методы легко реа-
лизуются методом условного градиента, поскольку в каждом случае, пе-
реходя к конечно-разностной аппроксимации, приходим к задаче мини-
мизации квадратичного функционала (оператор ˆA линеен) на множестве,
которое представляет собой выпуклый многогранник в Rn, вершины ко-
торого удается найти в явном виде.
В заключение отметим, что наряду с методом условного градиента
для решения некорректно поставленных задач на множествах специаль-
ной структуры широко применяют другие методы минимизации, напри-
мер, метод проекций сопряженных градиентов; метод проекции сопря-
женных градиентов с проецированием на множество векторов с неотри-
цательными компонентами.
2.7. Метод регуляризации А.Н. Тихонова
2.7.1. Постановка задачи. Сглаживающий функционал
Пусть Z, U – гильбертовы пространства; D – замкнутое выпуклое
множество априорных ограничений задачи (0 ∈ D⊆Z) (в частности, если
рассматривается задача без ограничений, то D = Z); ˆA, ˆAh – линейные
ограниченные операторы, действующие из Z в U , причем ‖ ˆA− ˆAh ‖ h,
h 0. Построим приближенное решение уравнения
ˆAz= u, (2.104)





η = (δ, h), где δ > 0 – погрешность задания правой части уравнения,
z¯ ∈ D – точное решение (2.104), соответствующее правой части u¯ = ˆA z¯;
uδ – правая часть с погрешностью, т. е. ‖ uδ− u¯ ‖ δ. В соответствии с
выражением (2.88) введем сглаживающий функционал
Mα[z] =‖ ˆAh z−uδ ‖2 + α ‖ z ‖2, (2.105)
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где α> 0 – параметр регуляризации, и рассмотрим экстремальную задачу




Лемма 6 [2, с. 10–11]. Для любых α> 0, uδ ∈ U и линейного ограни-
ченного оператора ˆAh задача (2.106) разрешима и имеет единственное
решение zαη ∈ D, причем
‖ zαη ‖‖ uδ ‖ /
√
α. (2.107)
Функционал Mα[z] является сильно выпуклым функционалом в гиль-
бертовом пространстве. Для отыскания экстремума zαη ∈ D при фикси-
рованном α > 0 достаточно применить, например, градиентные методы
минимизации функционалов с ограничениями или без ограничений, если
D= Z.
Напомним, что необходимым и достаточным условием того, что зна-




 0 ∀z ∈ D.










= ˆA∗h uδ. (2.108)
В этом случае вместо минимизации функционала Mα[z] можно решать
уравнение Эйлера (2.108). Это уравнение получается при отыскании про-
изводной Фреше функционала Mα[z] (см. похожий пример (2.99)).
2.7.2. Выбор параметра регуляризации
Идея построения регуляризирующего алгоритма на основе экстре-
мальной задачи (2.106) для функционала Mα[z] заключается в построении
такой функции α = α(η), что zα(η)η → z¯ при η→ 0, или, другими слова-
ми, в согласовании параметра регуляризации α c погрешностью задания
входных данных η.
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1. Скорость убывания α(η). Для начала напомним, что оператор
ˆA называется взаимно однозначным, если из равенства образов следует
равенство прообразов: (
ˆAz1 = ˆAz2
)⇒ (z1 = z2) .
Для того чтобы линейный оператор ˆA осуществлял взаимно однозначное
отображение, необходимо и достаточно, чтобы ker ˆA= 0.
Теорема 25 [2, с. 11–12]. Пусть ˆA – взаимно однозначный оператор,
z¯ ∈ D. Тогда zα(η)η → z¯ при η→ 0, если α(η)→ 0 таким образом, что
(h+δ)2/α(η)→ 0.
Если в формулировке теоремы 25 отказаться от требования взаимной
однозначности – пусть ˆA не является теперь взаимно однозначным опе-
ратором, то ее утверждение останется справедливым, если будем считать,
что z¯ – нормальное решение уравнения (2.104). Определим нормальное
решение z¯ уравнения (2.104) на множестве D, соответствующее правой
части u¯= ˆA z¯, как решение экстремальной задачи
‖ z¯ ‖2= inf ‖ z ‖2, z ∈ {z : z ∈ D, ˆAz= u¯} .
Множество
{
z : z ∈ D, ˆAz= u¯} выпукло и замкнуто, сильно выпуклый
функционал f (z) =‖ z ‖2; следовательно, нормальное решение z¯ ∈ D су-
ществует и единственно. Таким образом, в этом случае zα(η)η → z¯ при
η→ 0, где z¯ – решение уравнения (2.104) с минимальной нормой.
Теорема 25 указывает порядок убывания α(η), достаточный для по-
строения регуляризирующего алгоритма. Обычно при обработке реаль-
ных экспериментальных данных уровень погрешности η фиксирован и
известен.
2. Мера несовместности. Определим меру несовместности урав-












= 0, если uδ ∈ AhD, где черта означает замыка-
ние по норме соответствующего пространства.
Лемма 7 [2, с. 13]. Если ‖ uδ− u¯ ‖ δ, u¯= ˆA z¯, z¯ ∈ D, ‖ ˆA− ˆAh ‖ h,
то µη (uδ, ˆAh)→ 0 при η→ 0.
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В дальнейшем будем предполагать, что мера несовместности вычисляет-
ся с погрешностью κ  0, т. е. вместо µη (uδ, ˆAh) известно такое
µκη (uδ, ˆAh), что
µη (uδ, ˆAh) µκη (uδ, ˆAh) µη (uδ, ˆAh)+κ.
Погрешность определения меры несовместности κ будем считать согла-
сованной с погрешностью задания входных данных η таким образом, что
κ= κ(η)→ 0 при η→ 0 (например, κ(η) = h+δ).
3. Обобщенная невязка. Введем в рассмотрение функцию, называ-
емую обобщенной невязкой:
ρκη(α) =‖ ˆAh zαη−uδ ‖2 −
(
δ+h ‖ zαη ‖
)2− (µκη (uδ, ˆAh))2 .
Сформулируем так называемый принцип обобщенной невязки для выбора
параметра регуляризации. Пусть условие





не выполнено: тогда в качестве приближенного решения уравнения (2.104)
выберем zη = 0. Если же условие (2.109) выполнено, то обобщенная
невязка имеет положительный корень α∗> 0, т. е.
‖ ˆAh zα∗η −uδ ‖2=
(







В этом случае положим приближенное решение уравнения (2.104) рав-
ным zη = zα∗η , причем, как будет показано ниже, zα∗η определяется един-
ственным образом.
Теорема 26 [2, с. 13–14]. Пусть ˆA – взаимно однозначный опера-
тор, η = (δ,h)→ 0 таким образом, что ‖ ˆA− ˆAh ‖ h, ‖ uδ− u¯ ‖ δ,
u¯ = ˆA z¯, z¯ ∈ D. Тогда lim
η→0
zη = z¯, где zη выбирается согласно принципу
обобщенной невязки.
Если ˆA не является взаимно однозначным оператором (ker ˆA = {0}), то
утверждение теоремы остается справедливым, если считать z¯ нормаль-
ным решением (2.104).
4. Обобщенная невязка при µκη (uδ, ˆA) = 0. В формулировке обоб-
щенного принципа невязки можно положить µκη (uδ, ˆA) = 0 даже в том
случае, когда uδ /∈ AhD. А именно, определим обобщенную невязку
ρη(α) =‖ ˆAh zαη−uδ ‖2 −
(
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Условие (2.104) примет вид
‖ uδ ‖> δ. (2.111)
Сформулируем теперь принцип обобщенной невязки в виде алгоритма.
1. Если условие ‖ uδ ‖> δ не выполнено, то полагаем приближенное
решение уравнения (2.104) zη = 0.
2. Если условие ‖ uδ ‖> δ выполнено, то:
а) если найдется α∗> 0 – корень функции ρη(α), то в качестве реше-
ния возьмем zα∗η > 0;
б) если ρη(α)> 0 для всех α> 0, то положим приближенное решение
равным zη = lim
α→0+0
zαη.
Теорема 27 [2, с. 15–17]. Если ˆA – взаимно однозначный оператор,
то сформулированный выше алгоритм является регуляризирующим. Если
ˆA не является взаимно однозначным, то имеет место сходимость регу-
ляризованных приближенных решений zη к нормальному решению урав-
нения (2.104) на множестве D.
Отметим, что в отличие от алгоритма, обоснованного в теореме 26, дан-
ная модификация принципа обобщенной невязки не требует вычисления
µκη (uδ, ˆAh). Однако при этом алгоритм теоремы 27 требует, чтобы урав-
нение (2.104) с точными данными было разрешимо на множестве D.
Описанный выше подход к решению линейных задач с приближен-
но заданным оператором можно считать обобщением метода наимень-
ших квадратов Лежандра и Гаусса, который, как известно, не является
устойчивым относительно возмущений оператора (матрицы системы ли-
нейных алгебраических уравнений).
2.8. Метод обобщенной невязки
1. Эквивалентность экстремальной задачи.Метод обобщенной не-
вязки соответствует экстремальной задаче с ограничениями
inf ‖ z ‖,
z ∈ {z : z ∈ D, ‖ ˆAh z−uδ ‖2 (δ+h ‖ z ‖)2+(µκη (uδ, ˆAh))2} . (2.112)
Теорема 28 [2, с. 19–21]. Пусть ˆA, ˆAh – линейные ограниченные
операторы из Z в U; D – замкнутое выпуклое множество, содержащее
точку 0, D⊆ Z; ‖ ˆA− ˆAh ‖ h, ‖ uδ− u¯ ‖ δ, u¯= ˆA z¯, z¯∈ D. Тогда принцип
обобщенной невязки и метод обобщенной невязки эквивалентны, т. е. ре-
шение уравнения (2.104), выбранное из условий (2.109), (2.110), и решение
экстремальной задачи (2.112) совпадают.
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2. Свойства вспомогательных функций. В дополнение к функции
обобщенной невязки ρκη(α), введенной в п. 2.7.2, при обсуждении и вы-
числении параметра регуляризации α > 0 используют также некоторые
другие вспомогательные функции:
βη(α) = ‖ ˆAh zαη−uδ ‖2,
γη(α) = ‖ zαη ‖2,
Φη(α) = Mα[zαη] = βη(α)+α γη(α).
(2.113)
Функции Φη(α), γη(α), βη(α) как функции параметра α обладают сле-
дующими свойствами:
1. Они непрерывны при α> 0.
2. Функция Φη(α) вогнута, дифференцируема по α и Φ′η(α) = γη(α).
3. Функция γη(α) монотонно не возрастает, а функции Φη(α), βη(α)
монотонно не убывают при α > 0, причем на интервале (0,α0), таком,
что zα0η = 0, функция Φη(α) строго монотонна.
4. Справедливы следующие предельные соотношения:
lim
α→+∞γη(α) = limα→+∞αγη(α) = 0;
lim








βη(α) = (µη (uδ, ˆAh))2 .
С учетом новых обозначений функция обобщенной невязки ρκη(α) мо-







− (µκη (uδ, ˆAh))2 .
Функция обобщенной невязки обладает следующими свойствами:











ρκη(α)−δ2. Здесь lim означает наибольший частичный (верх-
ний) предел последовательности; аналогичное соглашение принято для
lim;
4) если выполняется условие (2.109), то найдется такое α∗> 0, что
ρκη(α∗) = 0. (2.114)
Последнее уравнение эквивалентно уравнению (2.110), причем элемент
zα∗η не равен нулю и определяется единственным образом.
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3. Задача без ограничений. Прежде чем перейти к вопросам, свя-
занным с отысканием корня обобщенной невязки, рассмотрим, какие до-
полнительные свойства приобретают вспомогательные функции и обоб-
щенная невязка в случае задачи без ограничений (D = Z) (или если из-
вестно, что zαη – внутренние точки множества D).
В методе Лаврентьева [7] исходное уравнение (2.104) заменяют близ-
ким к нему уравнением
ˆAh z+αz= uδ, α> 0, (2.115)
для которого задача будет корректной. Пусть ˆAh – линейный, вполне







уравнения (2.115) будем считать приближенным решением исходного урав-






является регуляризирующим для задачи (2.104).
Если оператор ˆAh не является положительным самосопряженным
оператором, то исходное уравнение (2.104) можно свести к уравнению
с положительным самосопряженным оператором, применяя самосопря-
женный оператор ˆA∗:
ˆA∗ ˆAz= ˆA∗uδ,
с последующей заменой близким ему уравнением
ˆA∗h ˆAh z+αz= ˆA
∗
h uδ.





ˆA∗h, α> 0. (2.116)
Отметим, что экстремаль функционала может быть найдена непосред-





ˆA∗h uδ ≡ Rαη uδ.
Регуляризирующий оператор при этом совпадает с выражением (2.116).
Можно показать, что имеет место разрешимость и единственность реше-
ния уравнения Эйлера (2.108) для любого uδ ∈ U . В этом случае функции
ρκη(α), Φη(α), βη(α), γη(α) приобретают дополнительные свойства:
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а) они непрерывно дифференцируемы при α > 0 (ρκη(α) непрерывно
дифференцируема, если zαη = 0), причем





, β′η(α) = −αγ ′η (α),(
ρκη (α)
)′






,Φ′′η(α) = γ ′η (α);
(2.117)
б) функции Φη(α), βη(α), γη(α), ρκη(α) на интервале (0,α0), таком,
что zα0η = 0, строго монотонны, причем достаточным условием строгой
монотонности функций при всех α> 0 является условие (2.109);
в) функция B(λ)≡ βη(α/λ) выпукла по λ при λ> 0.
Кроме того, если D= Z, то α∗, которое определяется согласно прин-
ципу обобщенной невязки ρκη(α∗) = 0, единственно.
4. Отыскание корня. Рассмотрим подробнее вопрос об отыскании
корня уравнения (2.114) при D= Z. В этом случае ρκη(α) – строго моно-
тонно возрастающая (если выполнено условие (2.109)), дифференцируе-
мая функция при α> 0, причем если h= 0, то функция σκη(λ) = ρκη(1/λ)
является выпуклой. Для реализации поиска корня уравнения (2.114) же-
лательно иметь оценку сверху для параметра регуляризации α∗, т. е. та-
кое значение параметра αα∗, что ρκη(α)> 0. Для простоты будем также
считать, что AhZ= U , т. е. µκη (uδ, ˆAh) можно положить равным нулю (слу-
чай µκη (uδ, ˆAh) > 0 рассматривается совершенно аналогично с заменой
параметра δ на δ+µκη (uδ, ˆAh)).
Лемма 8 [2, с. 28–29]. Пусть D= Z, zαη = 0. Тогда справедливы нера-
венства
α
‖ ˆAh ‖ ‖ ˆAh zαη−uδ ‖
‖ zαη ‖ , α
‖ ˆAh ‖2 ‖ ˆAh zαη−uδ ‖
‖ uδ ‖ − ‖ ˆAh zαη−uδ ‖
. (2.118)
Из леммы 8 непосредственно следует утверждение: если
α˜=
‖ ˆAh ‖2 Cδ
‖ uδ ‖ −Cδ
, C = const 1, то βη(α˜)C2δ2. (2.119)
Действительно, если βη(α˜) = C2δ2, то, подставляя ‖ ˆAh zαη− uδ ‖= Cδ в
выражение (2.118), получаем верхнюю оценку α˜ параметра регуляриза-
ции при выборе его по принципу невязки (h= 0). ЕслиC= 1, то уравнение
βη(α) = δ2 может иметь решение и при α= 0, что показывает отсутствие
оценки снизу для α без дополнительных предположений.
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Лемма 9 [2, с. 29–30]. Пусть точное решение уравнения (2.104):
z¯ = 0, ‖ uδ− ˆA z¯ ‖ δ, ‖ uδ ‖ /δ> C > 1, C = const,









здесь α˜ определяется формулой (2.119).
5. Применение метода Ньютона. Рассмотрим подробнее вопрос
реализации метода Ньютона для решения уравнения (2.114). В общем
случае метод Ньютона применим лишь при использовании начального




)′′ непрерывная при α> 0). Функция σκη(λ) = ρκη(1/λ)
выпукла по λ > 0, если h = 0, поэтому итерационный процесс метода



















, n= 0,1, . . . (2.120)
В качестве начального приближения α0 можно взять α, указанное в лем-
ме 9. Если h= 0, то последовательность αn, которую получают по форму-
ле (2.120), будет сходиться к α∗ (в этом случае в качестве начального при-
ближения α0 естественно взять α˜ из выражения (2.119) при C = 1). При
h = 0 гарантировать сходимость итерационного процесса нельзя. В этом
случае при реализации решения уравнения (2.114) можно рекомендовать
применение методов деления отрезка пополам или хорд, или комбинации
этих методов с методом Ньютона. Методы отыскания корня обобщенной
невязки ρη(α) (если он существует) аналогичны.
ρη(α) =‖ ˆAh zαη−uδ ‖2 −(δ+h ‖ zαη ‖)2.
Заметим, что для отыскания экстремали сглаживающего функционала
(или его конечно-разностной аппроксимации) при фиксированном α > 0
можно вместо решения уравнения Эйлера воспользоваться каким-либо
методом минимизации дифференцируемого выпуклого функционала в
гильбертовом пространстве (методом скорейшего спуска, сопряженных
градиентов, Ньютона и т. п.).
Рассмотрим теперь более сложный случай D = Z, когда зависимо-
сти γη(α), βη(α), ρκη(α) могут не являться дифференцируемыми функ-
циями для любого α > 0. Выбор параметра регуляризации также может
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проводиться по принципу обобщенной невязки, т. е. из решения урав-
нения (2.114), однако для поиска корня уравнения (2.114) необходимо
применять численные методы, не требующие вычисления производных
функций ρκη(α), такие как, например, метод хорд, метод деления отрез-
ка пополам. При этом для отыскания zαη ∈ D при фиксированном α > 0
необходимо применять градиентные методы минимизации сглаживающе-
го функционала с ограничениями.
2.9. Метод итеративной регуляризации
Вариационные неравенства – удобная форма записи и изучения раз-
личных линейных и нелинейных задач. В частности, в виде вариационно-
го неравенства могут быть сформулированы задачи решения нелинейного
уравнения, нахождения экстремальной точки функционала, нахождения
точки равновесия в игре n лиц и многие другие.
2.9.1. Основные сведения из теории вариационных неравенств
1. Постановка задачи. Пусть F(x) – некоторое точечно-множест-
венное отображение из вещественного банахова пространства B в про-
странство B∗ (сопряженное с B), заданное на подмножестве DF ⊆ B.
О п р е д е л е н и е. Пусть Q – замкнутое выпуклое множество в про-
странстве B(Q ⊆ B). Под задачей решения вариационного неравенства
будем понимать задачу нахождения элемента x∗ ∈ DF ∩Q, такого, что
(F(x∗), x∗− z) 0, ∀z ∈ Q. (2.121)
Скобки в левой части выражения (2.121) в случае пары B, B∗ суть зна-
чение соответствующего функционала на элементе. В случае, когда про-
странство B – гильбертово, можно отождествить B и B∗. После такого
отождествления в левой части будет стоять некоторое скалярное произве-
дение. Целесообразность такого отождествления зависит от конкретной
ситуации. В случаях, когда пространство B гильбертово, будем считать,
что упомянутое отождествление сделано и скобки в выражении (2.121)
означают просто скалярное произведение.
В дальнейшем все пространства B предполагаются вещественными.
Перенесение результатов на комплексный случай не представляет труд-
ности, однако записи условий и результатов при этом становятся более
громоздкими.
Когда F(x) – точечно-множественное отображение, под F(x∗) в выра-
жении (2.121) понимается некоторый подходящий элемент образа x∗ при
отображении F .
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Более точная запись (2.121) в этом случае такая:
∃x∗ ∈ DF ∩Q ∃у∗ ∈ F(x∗):
(y∗,x∗ − z) 0 ∀z ∈ Q.
Ниже используется более короткая запись выражения (2.121), которую в
случае точечно-множественного отображения нужно понимать так, как
это только что было объяснено.
Вариационное неравенство (2.121) является универсальной формой
записи различных задач нелинейного анализа.
Задача решения нелинейного уравнения
F(x) = 0, (2.122)
где F – оператор, отображающий из пространства B в пространство B∗,
эквивалентна задаче решения вариационного неравенства (2.121), при-
чем Q = B. (Если F – точечно-множественное отображение, то выраже-
ние (2.122) нужно понимать как включение 0 ∈ F(x).)
Задача нахождения минимума функционала Φ(x) на замкнутом вы-
пуклом множестве Q ⊆ B эквивалентна задаче решения вариационно-
го неравенства (2.121), если, например, Φ(x) имеет субдифференциал
∂Φ = F в каждой точке Q. В этом случае в выражении (2.121) в каче-
стве F можно выбирать субдифференциал ∂Φ или обычный градиент в
дифференцируемом случае.
В частности, если задан квадратичный функционал
Φ(x) =‖ ˆAx−u ‖2H ,
где ˆA – линейный непрерывный оператор, действующий в H, то этот
функционал Φ будет непрерывным, выпуклым и имеющим субдиффе-
ренциал. Задача решения соответствующего вариационного неравенства
перекрывает, в частности, задачу линейного уравнения (2.104) при апри-
орных условиях на решение x ∈ Q. Таким образом, задачу (2.104), рас-
смотренную в предыдущем разделе, можно понимать как задачу решения
некоторого вариационного неравенства.
2. Пример формулировки задачи в терминах вариационных нера-
венств. С задачей выпуклой минимизации тесно связана задача о поиске
седловой точки функции Лагранжа. Седловая точка, в свою очередь, –
один из примеров так называемой точки равновесия в теории безкоали-
ционных игр n лиц. Такие игры широко изучаются в современной теории
исследования операций. Они являются математическими моделями раз-
нообразных конфликтных ситуаций.
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Вот формальная схема безкоалиционной игры. Пусть имеется некото-
рый набор из n функционалов
f1(x1, . . . ,xn),
. . . . . . . . . . . .
fn(x1, . . . ,xn), xi ∈ Qi,
(2.123)
где Qi – замкнутое выпуклое множество в пространстве B. Пусть страте-
гии xi выбираются независимо каждым игроком с номером i.
Суть игры состоит в том, что каждый игрок – «владелец» страте-
гии i – пытается с помощью подходящего выбора этой стратегии умень-
шить значение «своего» функционала fi. За эффективную точку игры в
выражении (2.123) принимается точка равновесия, т. е. набор стратегий
x∗1, . . . ,x∗n, для которого выполняется неравенство
fi(x∗1, . . . ,x∗n) fi(x∗1, . . . ,x∗i−1,xi,x∗i+1, . . . ,x∗n)
∀xi ∈ Qi, i= 1, . . . ,n.
(2.124)
Это классическая схема безкоалиционной игры n лиц.
Наиболее известен случай n = 2 и f1 = − f2. В этом случае игра на-
зывается антагонистической, а определение точки равновесия в выраже-
нии (2.124) совпадает с определением седловой точки функционала f1
(или f2).
Задача нахождения седловой точки равновесия, а следовательно, и
седловой точки в выражении (2.124) для многих классов игр, описывае-
мых схемой (2.123), может быть сведена к задаче решения вариационного
неравенства (2.121).
Проиллюстрируем сказанное следующим образом. Пусть B – прямое





Образуем функционал Φ(w,x), определенный на Q×Q через суперпози-





fi(x1, . . . ,wi, . . . ,xn),
x= (x1, . . . ,xn), w= (w1, . . . ,wn),
(2.125)
Непосредственно устанавливается следующее утверждение.
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Точка x∗ = (x∗1, . . . ,x∗n) тогда и только тогда будет точкой равновесия в
выражении (2.124), когда
Φ(x∗,x) Φ(w,x∗) ∀w ∈ Q. (2.126)
Этот критерий позволяет свести задачу о точке равновесия к задаче ре-
шения вариационного неравенства. Пусть функционал (2.125) имеет суб-
дифференциал по первому аргументу. Тогда из выражения (2.126) следу-
ет, что точка x∗ удовлетворяет вариационному неравенству (2.121), где
F(x) = ∂wΦ(w,x)|w=x , (2.127)
и обратно, решение неравенства (2.121), в котором оператор F задан со-
гласно выражению (2.127), порождает точку равновесия.
3. Преобразование к эквивалентным задачам. Задачу решения ва-
риационного неравенства (2.121) часто удается преобразовать к другим
эквивалентным задачам, отличающимся от первоначальной по форме и
которые могут оказаться более удобными. Такие преобразования (как и
при решении уравнений) оказываются полезными, в частности, при кон-
струировании численных методов решения (см. выражение (2.121)).
Некоторые преобразования удается осуществить без каких-либо до-
полнительных существенных предположений об операторе F и области
Q, другие – только при наложении условий на F и Q.
Лемма 10 [22, с. 63–64]. Для того чтобы элемент x∗ ∈ Q был ре-
шением неравенства (2.121), когда F действует в гильбертовом про-
странстве H, необходимо и достаточно, чтобы для некоторого α > 0
x∗ удовлетворял
x∗ = PQ (x∗ −αF(x∗)) (2.128)
Здесь PQ – метрический проектор на Q. Если уравнение (2.128) удовле-
творяется при некотором α> 0, то оно справедливо (для данного x∗) при
любом α> 0.
Для точечно-множественного отображения F в выражении (2.128) под
F(x∗) нужно понимать любого представителя образа F(x∗), для которого
выполнено равенство (2.121).
В теории вариационных неравенств вообще и в наших дальнейших
рассмотрениях в частности большую роль играет понятие монотонного
и максимального монотонного оператора.
О п р е д е л е н и е. Оператор F называется монотонным, если его гра-
фик в прямом произведении B×B∗ является монотонным множеством,
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т. е. (y2− y1,x2− x1)  0 ∀(x1,y1), (x2,y2) ∈ Gr(F). Символ Gr(F) озна-
чает график оператора F . Оператор F называется максимально монотон-
ным, если его график – монотонное множество, не являющееся подмно-
жеством никакого другого монотонного множества в B×B∗.
Если образ точки при отображении F – также одна точка, то в теории
таких монотонных операторов важную роль играет понятие полунепре-
рывности F .
О п р е д е л е н и е. Однозначное отображение F называют полунепре-
рывным в точке x0 ∈ DF , если для любого x, такого, что x0+ t x ∈ DF при
всех t, 0< t < α(x), α(x) > 0, существует lim
t→0
F(x0+ t x) в смысле слабой
сходимости и
lim
t→0F(x0+ t x) = F(x0).
Важным примером максимальных монотонных операторов являются
полунепрерывные монотонные операторы, определенные на всем про-
странстве B.
Лемма 11[22, с. 64].Полунепрерывный монотонный оператор, такой,
что DF = B – максимальный монотонный ограниченный оператор.
Опр е д е л е н и е. Оператор F называется полуограниченным в точке
x0 ∈ DF , если для любого x, такого, что x0+ t x ∈ DF , известно, что мно-
жество U(t : 0 t  t0) F(x0+ t x) ограничено для достаточно малых t0,
0< t < α(x).
Следующая лемма и ей подобные утверждения играют основную роль
в теории вариационных неравенств с монотонными операторами.
Лемма 12 [22, с. 64–65]. Если F или максимально монотонный по-
луограниченный (локально) в каждой точке DF , или монотонный, од-
нозначный, полунепрерывный оператор в сепарабельном пространстве
B(DF = B), а DF∩Q – выпуклое множество и DF ∩Q= Q, то x∗ ∈ DF∩Q
тогда и только тогда является решением (2.121), когда выполнено «ду-
альное» неравенство
(F(z),z− x∗) 0 ∀z ∈ DF ∩Q. (2.129)
Эквивалентность выражений (2.121) и (2.129) возможна и при некоторых
других условиях.
Лемма 13 [22, с. 65]. Если B рефлексивно и F – максимально моно-
тонный оператор, а DF ⊇ Q и int(DF ∩Q) = /0, то условие (2.129) необ-
ходимо и достаточно, чтобы x∗ было решением (2.121), по крайней мере
в том случае, когда оно выполняется для любой пары (z,F(z)) ∈ Gr(F).
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Сл е д с т в и е. Если оператор F удовлетворяет условиям леммы 12
или 13, то множество решений вариационного неравенства (2.121) вы-
пукло (возможно, что оно пусто), а при условии DF ⊇ Q и замкнуто.
Лемма 14 [22, с. 65]. Если оператор F строго монотонен, т. е.
неравенство в определении монотонности возможно только при x1= x2,
то решение неравенства (2.121) (при условии его существования) един-
ственно.
Результаты о преобразованиях вариационных неравенств, приведен-
ные выше, не опирались на конкретный вид области Q. Однако реали-
зуемость и эффективность практически любых итеративных алгоритмов
решения неравенства (2.121) существенно зависит от конкретного вида
Q, так как их отдельные шаги связаны с проектированием точки на Q,
решением на Q некоторых вспомогательных неравенств и т. п.
Чаще всего на практике встречается способ задания Q в виде системы
функциональных неравенств:
Q= {x ∈ B, ϕ j(x) 0, j = 1, . . . ,m} . (2.130)
В выражении (2.130) ϕ j(x) – выпуклые непрерывные функционалы на B.
В этом случае существует следующее замечательное эквивалентное
преобразование неравенства (2.121) в систему вариационных неравенств,
аналогичное переходу к функции Лагранжа в выпуклом программирова-
нии.
Пусть Q = Q1 ∩Q2, Q1 – замкнутое выпуклое множество в B, вид
которого не конкретизируется, а Q2 задана неравенствами (2.130) и все
ϕ j выпуклы и непрерывны в B.
Рассмотрим систему вариационных неравенств
(F(x)+ 〈p,∂ϕ〉,x− z) 0, x,z ∈ Q1,
(ϕ(x),q− p) 0, q, p ∈ Em+,
(2.131)







Лемма 15 [22, с. 66]. Пара x∗, p∗, являющаяся решением систе-
мы (2.131), порождает x∗ – решение неравенства (2.121). Если область
с ограничениями (2.130), удовлетворяет условию Слэйтера (∀ p ∈ Em+,
p = 0, ∃x ∈ Q2 : (p,ϕ(x))Em < 0), то и наоборот: любому решению x∗
неравенства (2.121) сопоставимо решение системы (2.131) вида x∗, p∗.
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Отметим, что в лемме 15 на оператор F не накладывается практи-
чески никаких условий. Если оператор F монотонный или максимально
монотонный, то таким же будет оператор ˜F(x, p) системы (2.131) в пря-
мом произведении B×Em+.
Смысл преобразования неравенств (2.131) состоит в переходе от бо-
лее «сложного» множества Q к менее сложному («снятие ограничений»).
С вариационным неравенством (2.121) естественным образом мож-
но связать отображение G, ставящее в соответствие множеству входных
данных (которое включает в себя оператор F , область Q и т. п.) множе-
ство решений K (F,Q, . . .) неравенства (2.121). Вводя подходящие метри-
ки в множестве входных и выходных данных, можно ставить вопрос о
корректности или некорректности задач (2.121). Можно сразу отметить,
что те требования к операторам F , которые использовались до сих пор,
в общем случае не обеспечивают существования и устойчивости реше-
ния (2.121) в каком-либо «естественном» смысле, т. е. задача (2.121), ви-
димо, не корректна. Разумеется, это утверждение нуждается в уточнении
в каждом конкретном случае.
2.9.2. Аппроксимация Браудера – Тихонова решений
вариационных неравенств
1. Схема аппроксимации. В этом параграфе излагается схема ап-
проксимации решений (2.121), если они существуют, последовательно-
стью решений некоторых вспомогательных вариационных неравенств.
Использование такой аппроксимации при построении регуляризирующе-
го алгоритма для задач на экстремум функционала было предложено
А.Н. Тихоновым. Аналогичное более общее утверждение относительно
специальной аппроксимации решений вариационных неравенств доказа-
но Ф. Браудером. Поэтому подобные аппроксимации часто называют ап-
проксимациями Браудера – Тихонова.
Предположим, что пара пространств B, B∗ такова, что в B существует
всюду определенный полунепрерывный сильно монотонный оператор M̂,
т. е. выполняется соотношение(
M̂x−M̂z,x− z
)
‖ x− z ‖ γ (‖ x− z ‖) ∀x, z ∈ B, (2.132)
где γ(t) – строго возрастающая непрерывная функция на [0,∞) и γ(0) = 0,
lim
t→∞γ(t) = ∞.
В случае, когда B гильбертово, такой оператор заведомо существу-
ет: можно положить, например, M̂ = Ê, γ(t) = t. Тогда решения нера-
венства (2.121) будем приближать решениями неравенств с операторами
F+ εM, ε> 0, и затем устремлять ε→ 0.
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Лемма 16 [22, с. 67–68]. Пусть выполняются следующие условия:
DF ⊇ Q, B – рефлексивно, F или монотонен и полунепрерывен и DF ⊇ B,
или F максимально монотонен и intDF ∩Q = /0.
В таком случае существует точка xε – единственное решение вари-
ационного неравенства
(F(x)+ εM(x),x− z) 0, z ∈ Q, (2.133)
и если K – множество решений вариационного неравенства (2.121) – не
пусто, то справедливо предельное соотношение
lim
ε→0
‖ xε− y ‖= 0,
где y ∈ K – единственное решение вариационного неравенства
(M(x),x− z) 0 ∀z ∈ K. (2.134)
При доказательстве леммы 16 в [22] были сформулированы два важ-
ных замечания, которые необходимо также упомянуть.
З а м е ч а н и е 1. Условия на оператор M могут быть ослаблены. В
частности, достаточно требовать, например, максимальной монотонно-
сти M и условия intDM ⊇ Q вместо однозначности и полунепрерывности
M всюду.
З а м е ч а н и е 2. Пусть в рефлексивном пространстве B множество
Q = Q1∩Q2, Q2 представимо в виде (2.130). Рассмотрим определенный









, p 1. (2.135)
Функционал (2.135) – один из возможных «штрафных» функционалов
математического программирования. В предположениях выпуклости и
непрерывности ϕ j на B, ψ(x) также выпуклый и непрерывный на B. По-
этому он имеет субдифференциал ∂ψ, являющийся максимальным моно-
тонным оператором. Нетрудно видеть, что множество Q = Q1∩Q2 сов-
падает со множеством решений вариационного неравенства (на Q1)
(∂ψ(x),x− z) 0, z ∈ Q1. (2.136)
Для выражения (2.136) запишем аппроксимирующее неравенство (2.133),
в котором в качестве M возьмем оператор F:
(εF(x)+∂ψ(x),x− z) 0 ∀z ∈ Q1. (2.137)
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Если оператор F основного неравенства (2.121) удовлетворяет свойству
сильной монотонности (2.132), то при не очень обременительных усло-
виях непрерывности или максимальной монотонности решение неравен-
ства (2.137) xε будет аппроксимировать при ε→ 0 решение (2.121) (кото-
рое в данном случае будет единственным!). Смысл перехода от основного
неравенства (2.121) к аппроксимирующему неравенству (2.137) состоит в
том, что в неравенстве (2.137) множество задания Q1 устроено более про-
сто, чем первоначальное множество Q: часть ограничений снята. В част-
ности, Q может просто совпадать со всем пространством, и тогда нера-
венство (2.137) превращается в уравнение (включение) 0∈ εF(x)+∂ψ(x).
Если F – потенциальный, то описанная процедура известна в математи-
ческом программировании как метод штрафа.
Рассмотрим теперь вопрос о близости решений вариационных нера-
венств с «близкими» операторами. Пусть F и ˜F – это два оператора и
D
˜F ⊇ DF . Кроме того, существуют элементы x∗ ∈ DF ∩Q и x˜∗ ∈ D ˜F ∩Q,
такие, что
(F(x),x− x∗)‖ x− x∗ ‖ l (‖ x− x∗ ‖) ∀x ∈ DF ∩Q,(
˜F(x),x− x˜∗)‖ x− x˜∗ ‖ ˜l (‖ x− x˜∗ ‖) ∀x ∈ D
˜F ∩Q, (2.138)
где l, ˜l – строго возрастающие функции t и l(0) = ˜l(0) = 0.
Лемма 17 [22, с. 69]. Если выполнены условия (2.138) и, кроме того,
(F(x∗),x∗ − x) 0 ∀x ∈ Q (2.139)
хотя бы для какого-нибудь элемента F(x∗), то
‖ x∗ − x˜∗ ‖ ˜l (‖ x∗ − x˜∗ ‖) ( ˜F(x∗)−F(x∗,x− x˜∗))
или, более грубо
‖ x∗ − x˜∗ ‖ ˜l−1 (‖ ˜F(x∗)−F(x∗) ‖) , (2.140)
где ˜F(x∗) – любой представитель образа x∗ при отображении ˜F , а F(x∗) –
элемент из {F(x∗)}, для которого выполнено условие (2.139).
До к а з а т е л ь с т в о. Подставив во второе из неравенств (2.138) x = x∗,
будем иметь
‖ x∗ − x˜∗ ‖ l (‖ x∗ − x˜∗ ‖) (F(x∗),x∗ − x˜∗)+ ( ˜F(x∗)−F(x∗),x∗ − x˜∗)) .
В силу условия (2.139) отсюда и следует оценка выражения (2.140). Оче-
видно, что в оценке выражения (2.140) можно одновременно ˜l заменить
на l, а x∗ на x˜∗. Она при этом останется справедливой.
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Сл е д с т в и е. Если F и ˜F сильно монотонны и для них выполнено
условие (2.132), а вариационные неравенства (2.121) с F и ˜F разрешимы,
то для решений x∗ и x˜∗ будет справедлива оценка выражения (2.140) в
случае l(t) = γ(t).
Лемма 17 и ее следствие проясняют смысл аппроксимации (2.133):
чем больше ε > 0, тем «лучше» оценка устойчивости решения неравен-
ства (2.133) по отношению к «возмущениям» F (см. выражение (2.140)).
Если пространство B является гильбертовым пространством, то мож-
но в достаточно общих предположениях оценить близость решений двух
вариационных неравенств (2.121) с различными областями Q.
Пусть Q и ˜Q – две замкнутые выпуклые области в гильбертовом про-
странстве H. «Близость» между областями Q и ˜Q будем измерять при
помощи двух функционалов вида
ρ(Q, ˜Q,u) =‖ PQ u−P ˜Q u ‖, (2.141)
ρD(Q, ˜Q) = sup
‖u‖D
‖ PQ u−P ˜Q u ‖, (2.142)
где D – некоторое фиксированное положительное число.
Функционалы (2.141), (2.142) обладают всеми свойствами метрики за
исключением того, что из их равенства нулю в общем случае не следует
совпадение областей Q, ˜Q.
Требование близости областей Q и ˜Q в метрике (2.141) или (2.142)
существенно слабее требования их близости в стандартной хаусдорфовой
метрике α(Q, ˜Q).
Пусть оператор F сильно монотонен в смысле условия (2.132) на
Q∪ ˜Q с γ(t) = ct, c> 0, и удовлетворяет на Q∪ ˜Q условию Липшица
‖ F(z1)−F(z2) ‖ L ‖ z1− z2 ‖, z1,z2 ∈ Q∪ ˜Q. (2.143)
Пусть w и w˜ – решения неравенства (2.121) с областями Q и ˜Q соответ-
ственно.
Лемма 18 [22, с. 70]. При выполнении для F условия (2.132) (γ(t) =
ct) и условия (2.143) справедлива оценка
‖ w− w˜ ‖ min
{
ρ(Q, ˜Q, w¯),ρ(Q, ˜Q, ˜w¯)}
1− (1− c2/L)1/2
, (2.144)
где w¯= w− cF(w)/L. Аналогично определяем ˜w¯.
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2.9.3. Принцип итеративной регуляризации
Как мы уже отмечали, аппроксимация, рассмотренная в п. 2.9.2, пре-
следует цели «улучшения» первоначальной задачи. В частности, неравен-
ство (2.133) обычно можно решать стандартными итерационными мето-
дами, так как в нем оператор Fε в отличие от оператора F в выраже-
нии (2.121) сильно монотонен. Это, как правило, обеспечивает сходи-
мость итераций. Однако итерации, аппроксимирующие решение нера-
венства (2.133) при фиксированном ε = 0 в общем случае не аппрокси-
мируют решение выражения (2.121) при увеличении номера итерации.
Попытаемся получить итерационную последовательность, сходящую-
ся к решению выражения (2.121) следующим образом.
Пусть параметр ε0 и точка z0 ∈ Q фиксированы. Рассмотрим неравен-
ство (2.133) с ε = ε0 и сделаем шаг какого-либо итеративного метода,
предназначенного для решения «регулярного» неравенства (2.133). По-
лучим точку z1. Выберем теперь ε1 и с парой ε1, z1 проделаем ту же
операцию. Получим z2 и т. д.
Описанная процедура называется «итеративной регуляризацией». Ока-
зывается, что взяв за основу подходящий итеративный метод решения
регулярного неравенства (2.133), удается априорно так назначить после-
довательность εn → 0 при n → ∞, что процедура итеративной регуля-
ризации будет сходиться (сильно) к решению неравенства (2.121), если
это решение существует. Изучение сходимости любой конкретной проце-
дуры итеративной регуляризации может быть проведено по следующей
общей схеме.
Предположим, что был выбран итеративный метод, при помощи кото-
рого в процедуре итеративной регуляризации осуществляется переход от
точки zn к следующей точке zn+1 (n= 0,1, . . .). Этот метод будем называть
базовым итеративным методом. Для изучения сходимости базового ите-
ративного метода к решению неравенства (2.133) с фиксированным ε= εn
в общем бесконечномерном случае обычно применяют метод функциона-
лов Ляпунова. Напомним, что функционал Ляпунова – это такой функци-
онал на изучаемой итеративной последовательности, по поведению кото-
рого при возрастании номера итерации можно судить о сходимости в том
или ином смысле рассматриваемых итераций. В стандартных случаях в
качестве функционала (функции) Ляпунова используют норму разности
между точным решением и текущей точкой или какие-либо аналогич-
ные функционалы. Обозначим через U(εn,x) такую функцию Ляпунова.
Будем для определенности предполагать, что
U(εn,xεn) = 0.
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Далее можно записать очевидное неравенство:
U(εn+1,zn+1) U(εn,zn+1)+ |U(εn,zn+1)−U(εn+1,zn+1)| . (2.145)
Схема доказательства сходимости базового итерационного метода часто
позволяет записать связь U(εn,zn+1) и U(εn,zn) в виде
U(εn,zn+1) χ (U(εn,zn)) . (2.146)
Если второе слагаемое правой части неравенства (2.145) удается оценить
через εn и εn+1 и априорно заданные постоянные и функции, то, под-
ставляя выражение (2.146) в неравенство (2.145), получим разностное
уравнение для Un = U(εn,zn):
Un+1  χ (Un,εn)+κ (εn,εn+1) . (2.147)
Будем предполагать еще, что функция Ляпунова Un обладает свойством
сильной положительности, т. е.
Un  C(εn)ϕ (‖ zn− xεn ‖) , (2.148)
причем ϕ(ξ)→ 0 тогда и только тогда, когда ξ→ 0. В случае, когда U
есть расстояние до точного решения, неравенство (2.148), очевидно, вы-
полнено с C(εn) ≡ 1 и ϕ(t) = t. Обычно с помощью выражения (2.147)
удается оценить скорость стремления Un к нулю при n→ ∞. Если ока-
жется, что lim
n→∞Un/C(εn) = 0 и при этом справедлива лемма 16, то от-
сюда следует, что lim
n→∞ ‖ zn− y ‖= 0. Это означает сильную сходимость
конкретной процедуры итеративной регуляризации. Следовательно, ос-
новной задачей является задача указания таких последовательностей εn,
εn→ 0, для которых Un = ◦(C(εn)). Приведенная схема открывает широ-
кие возможности итеративной регуляризации очень многих конкретных
базовых методов и, следовательно, возможность получения итеративных
аппроксимаций решения некорректных задач.
2.10. Элементы теории двойственности
2.10.1. Двойственная вариационная задача
Во многих задачах наряду с исходной постановкой можно рассмот-
реть так называемую двойственную задачу. Решить последнюю в неко-
торых случаях оказывается проще. Общая идея методов теории двой-
ственности состоит в следующем. Пусть имеется исходная вариационная
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Здесь V – гильбертово пространство такое, что v,u∈ V , K ⊂V , Λ – выпук-
лое замкнутое множество некоторого гильбертова пространства Y . Функ-
ционал
L : V ×Y → R

















L(v,y), ∀v ∈ K.
















Во многих важных приложениях выражение (2.151) реализуется в виде
равенства; причем лагранжиан L(v,y) имеет седловую точку, т. е. суще-
ствует пара функций (u, p) ∈ K×Λ, таких, что


















называется двойственной к исходной.
Методы теории двойственности основаны на решении задачи (2.152)
вместо задачи (2.149) либо на различных методах поиска седловой точки
лагранжиана L.
2.10.2. Классический алгоритм Удзавы
Рассмотрим один из известных методов отыскания седловых точек на
примере, охватывающем много важных приложений.
Пусть V и Y – гильбертовы пространства, скалярные произведения в
которых будем обозначать (., .) и ((., .)) и нормы – ‖ . ‖V и ‖ . ‖Y соответ-






a(v,v)− ( f ,v)+ sup
y∈Λ
((y,Φ(v))) ,
где использованы следующие обозначения:
a(v,v) = ( ˆAv,v),
ˆA – некоторый линейный оператор, осуществляющий преобразование
V →V и удовлетворяющий неравенству
( ˆAv,v) C1 ‖ v ‖2V , C1 > 0, ∀v ∈ V, (2.153)
а функция Φ: V → Y в общем случае нелинейная. Предположим, что она
является «липшицевой» с константой C, т. е.
‖Φ(u)−Φ(v) ‖Y C ‖ u− v ‖V , ∀u, v ∈ K. (2.154)
Для того чтобы гарантировать существование элемента u, минимизиру-
ющего на множестве K функционал ˆJ(v), достаточно предположить, что
функция
v→ ((y,Φ(v)))
выпукла и полунепрерывна снизу при любом y. В этом случае функция
v→ sup y ∈ Λ ((y,Φ(v)))
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выпукла и полунепрерывна снизу как верхняя грань выпуклых и полу-
непрерывных снизу функций и, следовательно, слабо полунепрерывна









L(v,y), где L(v,y) =
1
2
a(v,v)− ( f ,v)+((y,Φ(v))) . (2.155)
Предположим, что седловая точка (u, p) лагранжиана L(v,y) существует.
Опишем алгоритм Удзавы, применяющийся для ее нахождения. Зададим
элемент p0 ∈ Λ и построим последовательность (un, pn) по следующему
правилу:
1. Зная pn ∈ Λ, определим un ∈ K из условия
L(un, pn) L(v, pn), ∀v ∈ K.




где ∏Λ : Y → Λ – оператор проектирования на множество Λ, а pn – неко-
торый числовой параметр.
Теорема 29 [24, с. 27–28]. При сформулированных выше условиях ес-
ли параметры алгоритма Удзавы выбраны так, что они удовлетворяют
с некоторыми положительными α и Θ при любом n неравенствам
ρn  α> 0;
2C1ρn−C2ρ2n  Θ> 0,
(2.156)
то
‖ un−u ‖V→ 0 при n→+∞.
2.11. Элементы теории обратных задач для
дифференциальных уравнений
Некорректные краевые задачи для дифференциальных уравнений боль-
шей частью сводят к интегральным уравнениям первого рода. Но имеет-
ся ряд методов регуляризации, которые применяются непосредственно к
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дифференциальным уравнениям. Не ставя перед собой задачу сколько-
нибудь подробно изложить эти методы, ограничимся кратким описанием
двух примеров, в которых построение регуляризованного семейства при-
ближенных решений основано на использовании преобразования Фурье
по пространственной переменной x.
Для ряда неустойчивых задач математической физики Р. Латтесом и
Ж.-Л. Лионсом разработан метод квазиобращения. Основная его идея за-
ключается в добавлении к дифференциальному уравнению слагаемого,
равного произведению производной высокого порядка на малый пара-
метр («вязкость»), так что для измененного таким образом уравнения
задача становится устойчивой. Проиллюстрируем этот метод на примере
задачи уравнения теплопроводности.
Эта задача состоит в нахождении такой функции ϕ(x) ∈ L2 (−∞,+∞),




∂x2 , x ∈ (−∞,+∞), t ∈ [0,T ] (2.157)
при u(x,0) = ϕ(x) удовлетворяет условию u(x,T ) = χ(x), где χ(x) ∈ L2 –
заданная функция. Как известно, такая задача в общем случае не имеет
решения, но к χ(x) можно приблизиться в среднем с любой степенью
точности.
Формально функцию ϕ(x) = u(x,0) можно найти, решая задачу Ко-
ши для уравнения (2.157) для прошедшего времени (t < T ) с начальным
условием u(x,T ) = χ(x). Но такая задача неустойчива. В методе квазиоб-







vα(x,T ) = χ(x), x ∈ (−∞,+∞), t ∈ [0,T ].
При α > 0 эта задача корректна, поэтому можно найти устойчивым об-
разом функцию vα(x,0) = ϕα(x). Далее, решая корректную задачу Коши
для уравнения (2.157) при начальном условии uα(x,0) = ϕα(x) и t > 0, на-
ходим uα(x,t) и uα(x,T ) = χα(x). Показано, что имеет место сходимость
в среднем χα(x)→ χ(x) при α→ 0.
Этот результат может быть усилен. Пусть χ(x) – непрерывная функ-
ция, имеющая на бесконечности порядок 0(exp b |x|4/3), где b> 0 – неко-
торая константа. Показано, что для функции χ(x), полученной методом





3. ИНТЕГРАЛЬНЫЕ УРАВНЕНИЯ В ЗАДАЧАХ
ВЗАИМОДЕЙСТВИЯ ПОЛЕЙ ИЗЛУЧЕНИЙ
С ВЕЩЕСТВОМ
3.1. Обратные задачи физической диагностики, приводящие
к уравнениям типа Вольтерра и Абеля





x− s d s,
где f (x) – известная функция, а ϕ(x) – искомая функция. Это уравне-
ние получено и решено Н. Абелем (N.Abel) в 1823 г. при рассмотрении
движения материальной точки в вертикальной плоскости под действием
силы тяжести. Оно часто возникает при решении обратных задач, на-
пример, при определении потенциальной энергии по периоду колебаний
или при восстановлении рассеивающего поля по эффективному сечению
в классической механике. Уравнение Абеля относится к классу уравне-






(x− s)α d s, 0< α< 1.
Если f (x) непрерывно дифференцируемая функция, то это уравнение








(x− t)1−α d t.
В классе обобщенных функций решение существует при любых α.
3.1.1. Определение производной по экспериментальным
данным
1. Численное дифференцирование. Численное дифференцирование
считается некорректной задачей, т. к. отсутствует устойчивость решения.
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При численном дифференцировании приходится вычитать друг из друга
близкие значения функции. Это приводит к уничтожению первых зна-
чащих цифр, т. е. к потере части достоверных знаков числа. А так как
значения функции обычно известны с определенной погрешностью, то
все значащие цифры могут быть потеряны. Методы численного диффе-
ренцирования применяются, если исходную функцию f (x) трудно или
невозможно продифференцировать аналитически. Например, эта функ-
ция может быть задана таблично. Задача численного дифференцирова-
ния – выбрать легко вычисляемую функцию (обычно полином) ϕ(x,a),
для которой приближенно полагают y′ = ϕ′(x,a).





(x− x0)(x− x1) . . . (x− xk−1)y(x0,x1, . . . ,xk), (3.1)
здесь i, j = 1, . . . ,n; i = j; y(x0,x1, . . . ,xk) – разделенные разности табули-













Вводя обозначение qi = x− xi, запишем многочлен (3.1) и продифферен-
цируем его почленно для первых двух производных:
ϕ(x) = y(x0)+ q0 y(x0,x1)+q0 q1 y(x0,x1,x2) +
+q0 q1 q2 y(x0,x1,x2,x3) + · · · ;
ϕ(x)′ = y(x0,x1)+(q0 + q1) y(x0,x1,x2) +
+ (q0 q1 + q0 q2 + q1 q2) y(x0,x1,x2,x3) + · · · ;
ϕ(x)′′ = 2y(x0,x1,x2)+2 (q0+q1+q2) y(x0,x1,x2,x3) + · · · .
(3.3)
Обрывая ряд на некотором числе членов, получим приближенное выра-
жение для соответствующей производной. Наиболее простые выражения
получим, оставляя в формуле (3.1) только первый член:




/ (x0− x1) ,
1
2











3.1. Обратные задачи с уравнениями типа Вольтерра и Абеля
Все формулы (3.3)–(3.4) рассчитаны на произвольную неравномерную
сетку. Минимальное число узлов, необходимое для вычисления k-й про-
изводной, равно k+1.
Точность полученных выражений при численных расчетах делают
при помощи апостериорной оценки по скорости убывания членов ря-
да (3.3). Если шаг сетки достаточно мал, то погрешность близка к пер-
вому отброшенному члену. Отсюда следует оценка погрешности форму-
лы (3.3) с n+1 узлами:
R(k)n 
Mn+1
(n+1− k) maxi |ξi|
n+1−k , Mn+1 = max
∣∣∣y(n+1)∣∣∣ . (3.5)
Здесь k – порядок производной. На практике чаще всего используются
упрощенные формулы для равномерной сетки, при этом точность неред-
ко повышается. Часто используются следующие формулы для трех узлов:
y′(xi+1) ≈ yi+2− yi2h +O(h
2), h= xi+1− xi = const;
y′′(xi+1) ≈ yi+2−2yi+1+ yih2 .
(3.6)
Исходя из общего вида интерполяционного полинома можно вывести
формулы для более высокого порядка точности или для производных бо-
лее высокого порядка.
2. Простейшая регуляризация дифференцирования. При численном
дифференцировании приходится вычитать друг из друга близкие значе-
ния функции. Это приводит к уничтожению первых значащих цифр, т. е.
к потере части достоверных знаков числа. Если значения функции из-
вестны с малой точностью, то встает естественный вопрос – останется
ли в ответе хоть один достоверный знак?
Для ответа на этот вопрос исследуем ошибки при численном диффе-
ренцировании. При интерполировании обобщенным полиномом произ-
водная k-го порядка определяется согласно формулам (3.4)–(3.5) выраже-
нием типа
y(k)(x) = h−k ∑
q
Cq(x)y(xq)+Rk(x). Cq(x) = O(1). (3.7)
Если формула имеет порядок точности p, то ее остаточный член равен
Rk(x) ≈ C(x)hp. Именно этот остаточный член определяет погрешность
метода и неограниченно убывает при h→ 0.
Есть еще неустранимая погрешность, связанная с погрешностью функ-
ции δy(x). Поскольку точный вид этой погрешности неизвестен, можно
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оценить только мажоранту неустранимой погрешности rk= δh−k ∑
q
∣∣Cq∣∣;
она неограниченно возрастает при h→ 0.
Пока шаг достаточно велик, то при его убывании неустранимая по-
грешность мала по сравнению с погрешностью метода. При дальнейшем
уменьшении шага неустранимая погрешность становится заметной, что
проявляется в не вполне регулярной зависимости результатов вычисле-
ний от величины шага. Наконец, при достаточно малом шаге неустрани-
мая погрешность становится преобладающей, а при дальнейшем умень-
шении шага результат вычислений становится все менее достоверным.
Полная погрешность мажорируется суммой Rk+rk. Оптимальным бу-






∣∣Cq∣∣/ pC]1/(p+k) = O(δ1/(p+k)),
min(Rk+ rk) = C hp0 (1+ p/k) = O(δp/(p+k)).
(3.8)
Меньший шаг невыгоден, а меньшая погрешность в общем случае недо-
стижима (хотя некоторые вычисления случайно могут оказаться более
точными, но информация о точности вычислений отсутствует). Эта ми-
нимальная ошибка тем меньше, чем меньше погрешность входных дан-
ных и порядок вычисляемой производной и чем выше порядок точности
формулы численного дифференцирования.
Очевидно, при δy(x)→ 0 можно получить сколь угодно высокую точ-
ность результата, если шаг стремится к нулю, будучи всегда не менее
h0(δ). Но если допустить h < h0(δ), то результат предельного перехода
может быть неправильным.
Эта тонкость связана с некорректностью задачи дифференцирования.
Рассмотрим погрешность входных данных вида δy(x) = m−1 sin m2 x. Она
приводит к погрешности первой производной δy′(x) = m cos m2 x. При
m→ ∞ погрешность функции в ‖ . ‖C неограниченно убывает, а погреш-
ность производной в той же норме неограниченно растет. Значит, нет
непрерывной зависимости производной от функции, т. е. дифференциро-
вание некорректно. Особенно сильно это сказывается при нахождении
производных высокого порядка.
Изложенный выше способ определения оптимального шага и запре-
щение вести расчет шагом меньше оптимального есть некоторый спо-
соб регуляризации дифференцирования, так называемая регуляризация по
шагу. Этот способ в простейшей форме давно применялся физиками, ко-
торые при однократном численном дифференцировании всегда выбирали
такой шаг, чтобы |y(x+h)− y(x)| δ.
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Физики издавна употребляют (без строгого обоснования) еще один
способ регуляризации – дифференцирование предварительно сглаженной
кривой, причем сглаживание обычно выполняют методом наименьших
квадратов. Роль параметра регуляризации здесь играет отношение числа
свободных параметров n аппроксимирующей кривой к числу узлов сетки
N; для хорошего сглаживания должно выполняться условие n N.
3. Регуляризация дифференцирования по А.Н. Тихонову. Задачу диф-





или в виде уравнения Фредгольма первого рода с разрывным ядром:
b∫
a
K(t,s)z(s)d s = u(t)−u(a), a t  b;
K(t,s) = 1 при a s t  b,
K(t,s) = 0 при s> t.
(3.9)
Алгоритм регуляризации не требует непрерывности ядра. Домножая урав-


















Отсюда следует, что регуляризированное решение должно удовлетворять


























z′(a) = 0, z′(b) = 0.
(3.10)
К этой задаче также относятся сделанные выше замечания о выборе ве-
совых функций, о значительной погрешности на концах отрезка [a, b] и
возможностях ее уменьшения.
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3.1.2. Уравнение теплопроводности
1. Уравнение теплопроводности. Прямая задача формулируется
следующим образом: если на границе твердого тела известна зависи-
мость от времени теплового потока или температуры, то можно опре-
делить распределение температуры во всем теле.
Обратная задача: при анализе динамических процессов теплообмена
закон изменения теплового потока или температуры поверхности должен
быть определен по данным измерения температуры в одной или несколь-
ких внутренних точках твердого тела. В частности, к обратным задачам
теплопроводности относится конкретная задача оценивания теплового
граничного условия по результатам измерения внутренней температуры.
В математическом смысле задача является некорректно поставленной.
Другая формулировка – обратная задача теплопроводности представ-
ляет собой оценивание временной зависимости теплового потока на на-
греваемой поверхности по данным измерений нестационарных темпера-
тур в одной или нескольких точках внутри теплопроводного тела.
Примером обратной задачи является следующая задача. Предполо-
жим, что космический аппарат (КА) или баллистическая ракета совер-
шают спуск в атмосфере земли. Даны экспериментальные результаты из-
менения температуры от времени во внутренних точках КА. Необходимо
определить плотность теплового потока на нагреваемой поверхности. На
рис. 3.1 показаны движущийся в атмосфере аппарат и в увеличенном
виде часть его оболочки.
Рис. 3.1. Пример вычисления плотности теплового потока на поверхности спуска-
емого аппарата: а – схема спускаемого аппарата; б – сечение A; q(t) – плотность
теплового потока; 1 – датчик температуры; 2 – известное граничное условие
Несмотря на то, что в общем случае плотность теплового потока, обо-
значаемая q, может зависеть как от пространственной координаты y, так
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и от времени t, будем предполагать, что поток тепла в продольном на-
правлении пренебрежимо мал по сравнению с потоком тепла по нормали
к поверхности. Таким образом, плотность суммарного граничного теп-
лового потока как функции времени оценивается по данным измерений,
полученных от внутреннего датчика температуры, расположенного в точ-
ке с координатой x1, как показано на рис. 3.1, б. Измерения производятся
дискретно в моменты времени t1,t2, . . . или в общем случае в моменты
времени ti, которым соответствуют измеряемые значения температуры Yi.
Измеряемые величины показаны на рис. 3.2, а.
Рис. 3.2. Экспериментальные данные, зафиксированные в отдельные моменты вре-
мени ti: а – измеренные температуры Yi; б – вычисленные значения плотности теп-
лового потока qi на поверхности
Оцениваемая величина плотности теплового потока, обозначаемая qˆi,
связана с моментом времени ti, в который осуществляется измерение тем-
пературы Yi. Истинное значение плотности теплового потока обознача-
ется qi. Закон изменения плотности теплового потока q(t) может быть
произвольной функцией времени. Вычисленные значения q(t) в моменты
времени ti показаны на рис. 3.2, б. В общем случае плотность теплового
потока может резко возрастать и убывать, быть как положительной, так
и отрицательной величиной; при этом отрицательное значение означает
отвод тепла от поверхности.
В процедуре решения обратной задачи источник нагрева не имеет
сколько-нибудь существенного значения. Источниками конвективного на-
грева могут быть высокотемпературные потоки в теплообменниках реак-
торов, а также потоки, возникающие при обтекании поверхностей спус-
каемых аппаратов или лопаток турбин. Может также осуществляться ра-
диационный нагрев от какого-либо источника излучения или кондуктив-
ный нагрев от твердого тела, находящегося в тепловом контакте с рас-
сматриваемой границей.
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Оценивать закон изменения плотности теплового потока по време-
ни необходимо для того, чтобы иметь математическую модель процесса
теплопередачи. Например, в случае спускаемого аппарата, показанного
на рис. 3.1, б, предполагается, что оболочка выполнена из одного одно-
родного изотропного материала и приближенно представляется в виде
плоской пластины (аналогичным образом может быть рассмотрен ради-
альный сегмент цилиндра или какого-либо другого одномерного тела). В
этом случае возможная математическая модель распределения темпера-






= ρc ∂T∂t , (3.11)
T (x,0) = T0(x), (3.12)
∂T
∂x = 0 при x= L, T (x1,ti) = Yi. (3.13)
Здесь k – коэффициент теплопроводности; ρ – плотность; c – удельная
теплоемкость; L – толщина пластины.
Цель состоит в оценке плотности теплового потока на поверхности в
дискретные моменты времени ti в соответствии с формулой




Данная обратная задача существенно отличается от прямой задачи. Здесь
граничное условие при x = 0 не определено, однако вместо этого из-
вестны экспериментальные данные, касающиеся изменения во времени
температуры в одной или нескольких внутренних точках. Дополнитель-
ные трудности обусловлены тем, что измерения температуры осуществ-
ляются только в дискретные моменты времени и неизбежно содержат
погрешности. Несомненно, что внутренние измерения дают меньше ин-
формации, чем известно в классической прямой задаче, когда условия на
поверхности задаются в виде непрерывных точных соотношений.
Предполагается, что коэффициенты k, ρ и c являются известными
функциями температуры. Если хотя бы одна из этих тепловых харак-
теристик изменяется с изменением температуры, то обратная задача теп-
лопроводности становится нелинейной. Начальное распределение темпе-
ратуры T0(x) считается известным. Предполагается, что координата рас-
положения датчика x1 измерена и что погрешность ее определения пре-
небрежимо мала. Точно известна толщина пластины L.
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Условие теплоизолированности, определяемое соотношением (3.13),
представляет собой одно из различных условий, которые могут быть за-
даны на границе x= L. Может, в частности, рассматриваться условие кон-
вективного и (или) радиационного теплообмена. Для обратной задачи с
единственной неизвестной – плотностью теплового потока – важно толь-
ко, чтобы граничное условие при x = L было задано. Если коэффициент
теплоотдачи h зависит от температуры или задано условие теплообме-
на излучением, то обратная задача теплопроводности также становится
нелинейной.
В случае измерения зависимости температуры от времени в одной
внутренней точке обратная задача может быть разделена на две отдель-
ные задачи, как это показано на рис. 3.3. Для части тела от x = x1, до
x = L (тело 2) задача может считаться прямой, т. к. известны условия на
обеих границах [ T (t) = Y (t) при x= x1, ∂T/∂x= 0 при x= L ].
Рис. 3.3. Разделение обратной задачи с одиночным внутренним датчиком на прямую
и обратную
Из решения этой прямой задачи с заданным распределением темпе-
ратуры в области x1  x L может быть определена плотность теплового
потока на границе x= x1 с использованием уравнения




Тепловой поток с такой же плотностью должен выходить из тела 1 при
выполнении условия 0 x x1. Поэтому на границе x= x1 тела 1 опреде-
лены два условия, а при x= 0 не задано ни одного. Такая формулировка
граничных условий уравнения нестационарной теплопроводности (3.11)
приводит к математически некорректно поставленной задаче.
Обратная задача теплопроводности с неизвестной плотностью теп-
лового потока на одной из границ тела может рассматриваться в бо-
лее сложных постановках. Некоторые такие усложнения показаны на
рис. 3.4. Наличие четырех датчиков температуры исключает возможность
простого разделения области, которое показано на рис. 3.3. Это обуслов-
лено тем, что вычисленная плотность теплового потока, выходящего из
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Рис. 3.4. Составная пластинка с несколькими термодатчиками. T∞ – температура
окружающей среды
одной области, в общем случае будет не равна вычисленной плотности
теплового потока, поступающего в следующую область. Другая слож-
ность возникает при рассмотрении составного тела, выполненного из
трех различных материалов, между которыми возможен как идеальный,
так и неидеальный контакт. Кроме того, пластины могут быть не плоски-
ми, а представлять собой, например, части цилиндрической стенки. При-
емлемая методика решения обратной задачи теплопроводности должна
позволять учитывать каждый из этих усложняющих факторов.
2. Регуляризация задачи теплопроводности. Напомним, что ме-
тод регуляризации представляет собой модифицированный (регуляризи-
рованный) метод наименьших квадратов, в котором вводятся дополни-
тельные слагаемые с целью уменьшения колебаний искомой функции, в
частности, плотности теплового потока на поверхности. Эти колебания
или флуктуации не связаны с физическими процессами, а обусловлены
некорректностью обратной задачи, т. е. математическими особенностями
решаемой задачи. Поэтому для их устранения требуются специальные
меры математического характера.
Отметим также, что рассматриваемый метод регуляризации является
родствененным некоторым приближенным методам наименьших квадра-
тов. Один из них называется методом гребневой регрессии или демп-
фированным методом наименьших квадратов. Этот метод связан также
с процедурами, которые использовались при решении нелинейных задач
методом наименьших квадратов Левенберга – Марквардта.
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Фи з и ч е с к и й смы с л регуляризирующих членов. В начале обсуж-
дения напомним, что в качестве одного из подходов при решении прямой
задачи теплопроводности используют интеграл Дюамеля (теорему Дюа-
меля), в котором рассматривается температура T (r,t) в некоторой точке
r в некоторый момент времени t и обеспечивается удобная связь меж-
ду температурой и плотностью теплового потока q(t). Запишем интеграл
Дюамеля применительно к плотности теплового потока




здесь ϕ(r,t) – реакция температуры на единичное ступенчатое измене-
ние теплового потока. Интеграл Дюамеля представляет собой интеграл
свертки, т. к. под интегралом стоит произведение двух функций, одна
из которых зависит от (λ), а другая – от (t − λ). При численных рас-
четах используют аппроксимацию интеграла Дюамеля, при которой для
приближенного представления плотности теплового потока используют






здесь qk = q(tk) – постоянные составляющие плотности теплового пото-
ка; ϕk = ϕ(r,tk) – составляющие температурного отклика на единичное
ступенчатое изменение (функция Хэвисайда – единичный скачок) тепло-
вого потока; Δϕk = ϕk+1−ϕk .
Запишем аппроксимацию интеграла Дюамеля для различного количе-
ства постоянных компонентов плотности теплового потока, учитываемых






· · · · ·
TM = T0+q1ΔϕM−1+q2ΔϕM−2+ · · ·qM−1Δϕ1+qMΔϕ0.
(3.16)
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В методе регуляризации при решении обратной задачи теплопровод-
ности минимизируется расширенная функция суммы квадратов откло-
нений S. Для процедуры оценивания во всей области примем M = 1 и
























В выражении (3.17) предполагается, что составляющие плотности теп-
лового потока q1,q2, . . . ,qn используются для описания закона измене-
ния плотности теплового потока q(t) по времени. Все составляющие qi,
i= 1, . . . ,n, могут быть постоянными элементами (см. рис. 3.2, б). В дру-
гих случаях они могут быть связаны с линейной поинтервальной аппрок-
симацией (см. рис. 3.3) или могут иметь другие интерпретации. Число α
в выражении (3.17) называется параметром регуляризации. Для выбора α
можно применять различные методы и, к счастью, можно использовать
относительно большую область его значений. Параметр регуляризации α
имеет размерность (м2 K/Вт)2.
Сумма в выражении (3.17), перед которой стоит W0, называется ре-
гуляризирующим членом нулевого порядка. Если W1=W2= 0, то мини-
мизация выражения (3.17) называется регуляризацией нулевого порядка.
Член, которому предшествует W1, называется регуляризирующим членом
первого порядка, и еслиW0=W2= 0,W1 =0, то метод регуляризации перво-
го порядка включает в себя минимизацию соответствующей функции S.
Аналогичным образом член, которому предшествует W2, называется чле-
ном регуляризации второго порядка и т. д. Заметим, что член нулевого
порядка не содержит разность компонент q, член первого порядка содер-
жит разность q первого порядка. В выражение (3.17) могут быть включе-
ны члены, имеющие порядок выше второго, однако наиболее употреби-
тельным является нулевой порядок, первый порядок используется редко,
а последующие – еще реже. Процедура нулевого порядка во всей области
подобна процедуре гребневой регрессии.
Процедура регуляризации нулевого порядка во всей области для оди-










по qi, i = 1,2, . . . ,n. Если α→ 0, то можно обеспечить точное соответ-
ствие между Yi и Ti, но при этом для малых шагов по времени сумма
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членов q2i становится большой. В противоположном случае, при очень
большом α, величины qi уменьшаются и в пределе достигается условие
qi = 0, i= 1,2, . . . ,n. (3.19)
С увеличением параметра α величина qi уменьшается по модулю. Напро-
тив, если шаги по времени малы, а датчик размещен внутри объекта, то
при α ≈ 0, когда величина qi колеблется с переменой знака и при воз-
растающих амплитудах, можно получить неустойчивое решение. Однако
правильным выбором α неустойчивость можно устранить, т. к. регуляри-
зирующий член в выражении (3.18) уменьшает максимальные абсолют-
ные значения величины qi.
Процедура регуляризации первого порядка во всей области для оди-










И опять, если α стремится к нулю, то получим точную «подгонку». При
большом α в экстремальной точке величина qi удовлетворяет условию
qi = const, i= 1,2, . . . ,n, (3.21)
где константа может иметь любое положительное или отрицательное зна-
чение. Абсолютная величина qi не играет роли. При умеренных значени-
ях α значения разностей qi уменьшаются. Путем уменьшения колебаний
значений qi при переходе от одного шага по времени к другому в процес-
се минимизации выражения (3.20) обеспечивается устойчивость решения
qˆi, i = 1,2, . . . ,n. Отметим также важный факт – второе слагаемое в вы-









который учитывает первую производную от q(t), где α ′ = αΔt.
Аналогично соотношениям (3.18) и (3.20) в процедуре регуляризации
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С увеличением α значения qi все больше приближаются к прямой линии
qi = q0+ iq′Δt, i= 1,2, . . . ,n, (3.25)
где q0 и q′ – произвольные постоянные, т. е. при большом значении α
функция q(t) аппроксимируется прямой линией с двумя неизвестными:
начальным значением и наклоном. Умеренные значения α приводят к
уменьшению разностей второго порядка между оцениваемыми значени-
ями qi. Другими словами, скорость изменения qˆ(t) уменьшается.
Приведенный выше анализ показывает, что влияние регуляризирую-
щих членов разных порядков проявляется по-разному. Нулевой порядок
уменьшает абсолютную величину qi, при первом порядке уменьшаются
по абсолютной величине колебания qi при переходе от одного i к другому,
а учет регуляризирующего члена второго порядка приводит к уменьше-
нию частоты колебаний в оцениваемой плотности теплового потока.
П р им е р 15. Метод регуляризации во всей области в алгебраиче-
ской формулировке. В качестве примера оценивания во всей области рас-
смотрим простой случай регуляризации нулевого порядка только с двумя
измерениями по времени. В этом случае в выражении (3.18) n = 2. Ис-
пользуя первые два уравнения аппроксимации интеграла Дюамеля (3.16),
получим уравнение
S= (Y1−q1ϕ1−T0)2+(Y2−q1Δϕ1−T0)2+α(q21+q22). (3.26)
Это выражение сначала продифференцируем по q1 и приравняем нулю, а
затем S продифференцируем по q2 и также приравняем нулю. В матрич-














Эти уравнения решаются совместно относительно qˆ1 и qˆ2, однако по-
дробности пока опустим. Заметим только, что если α стремится к беско-
нечности, то решение системы (3.27) имеет вид qˆ1 = qˆ2 = 0.
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Параметр регуляризации α играет ключевую роль: если α → 0, то
получается точная подгонка, тогда как при α→ ∞ qˆ1 и qˆ2 стремятся к
нулю. Чтобы пояснить роль малых и больших значений α, диагональные




















Один из способов выбора умеренного значения α состоит в том, чтобы
сделать выражение α/ϕ21 примерно равным 1. Тогда параметр регуляри-
зации равен
α= ϕ21. (3.29)
Следует указать, что данное соотношение не является рекомендуемым,
однако оно представляет собой простой критерий, который к тому же
показывает действительную размерность α. На практике α может быть
гораздо больше, например, α= 1000ϕ21.
3.1.3. Уравнение переноса излучения
1. Интегральное уравнение Пайерлса. Рассмотрим вначале прямую
задачу переноса излучения с источником, общую постановку которой
можно сформулировать следующим образом. Во-первых, имеется источ-
ник излучения с известными пространственными, энергетическими и уг-
ловыми распределениями испускаемых частиц. Во-вторых, заданы свой-
ства среды, т. е. описаны ее геометрия и химический состав материалов,
из которых состоит среда. И, наконец, заданы искомые характеристи-
ки излучения, т. е. определены геометрия области детектирования и вид
оцениваемого результата. При этом источник может быть локализован в
какой-либо части среды или распределен по всей среде (геометрически
может изменяться от точки до размеров всей среды). Аналогично и раз-
меры области детектирования могут варьироваться от малых размеров до
размеров всей среды.
Любая математическая модель явления строится при некоторых пред-
положениях. В теории переноса нейтральных частиц они следующие:
– частицы (нейтроны или фотоны) между столкновениями движутся
прямолинейно и с постоянной скоростью v = |v|; v = vΩ, где Ω – еди-
ничный вектор направления движения частиц;
– для частицы, движущейся при v = const в однородной изотропной
среде, вероятность столкновения на единице длины постоянна;
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– область пространства рассматриваемой задачи невогнута;
– изменение направления и скорости движения частиц происходит
при взаимодействии с атомами материальной среды;
– вторичные частицы рождаются в той же точке пространства, где
произошло взаимодействие;
– взаимодействие частиц излучения между собой отсутствует.
На рис.3.5 приведено построение к пояснению уравнения Пайерлса и
последующих рассуждений.
Рис. 3.5. Построение к пояснению уравнения Пайерлса
Рассмотрим стационарное интегральное уравнение Пайерлса для изо-






Σs(r ′)ϕ(r ′)+q(r ′)
) exp(−Σ |r ′ −r|)
|r ′ −r|2 dr
′. (3.30)
Здесь ϕ – плотность потока частиц; Σs = σs N – макроскопическое се-
чение рассеяния в расчете на единицу объема; σs – сечение рассеяния
в расчете на один атом; N – объемная плотность атомов; Σ – полное
макроскопическое сечение (сумма макроскопических сечений всех реак-
ций); q – функция источника, соответствует плотности частиц, создава-
емых источником за единицу времени; r – радиус-вектор текущей точ-
ки; V – область пространства рассматриваемой задачи. Уравнение (3.30)
дополним однородным краевым условием (отсутствие падающего извне
потока):
ϕS = 0 для всех (Ωn0) 0. (3.31)
Здесь n0 – единичный вектор внешней нормали к замкнутой поверхности
S, ограничивающей область V .
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При определенных условиях, которые обсуждать не будем, краевая
задача (3.30), (3.31) имеет единственное решение.






Σs(r ′) exp (−Σ |r ′ −r|)







exp(−Σ |r ′ −r|)
|r ′ −r|2 q(r
′) dr ′. (3.32)
Первый интеграл в выражении (3.32) можно трактовать как интегральное
преобразование с известным ядром K(r,r ′):
K(r,r ′) =
exp(−Σ |r ′ −r|)
|r ′ −r|2 Σs(r
′). (3.33)
Второй интеграл в выражении (3.32) представляет собой интегральную
функцию (источник) f (r) от известной функции q(r):




exp(−Σ |r ′ −r|)
|r ′ −r|2 q(r
′)dr ′. (3.34)
С учетом введенных обозначений перепишем уравнение (3.32) в виде





K(r,r ′)ϕ(r ′)dr ′+ f (r). (3.35)
В операторной форме это уравнение выглядит следующим образом:
ϕ= ˆAϕ+ f . (3.36)





K(r,r ′)ϕ(r ′)dr ′. (3.37)
Итерационный алгоритм решения стационарного уравнения Пайерлса за-
пишем в операторной форме с учетом новых обозначений. Общая фор-
мула итерационного процесса
ϕ(n) = ˆAϕ(n−1) + f , (3.38)
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где n – номер итерации. Схема итерационного процесса выглядит следу-
ющим образом. Отметим, что функция в правой части нулевой итерации
в общем случае может быть произвольной стартовой функцией ϕ0(r).
Выбор ϕ0(r) = f удобен с точки зрения последующей систематизации и
обобщения итерационной схемы.
ϕ(0)(r) = ˆAϕ0(r) = f ,
ϕ(1)(r) = ˆAϕ(0)(r)+ f = ˆA f + f ,
ϕ(2)(r) = ˆAϕ(1)(r)+ f = ˆA2 f + ˆK f + f ,
. . . . . .
ϕ(n)(r) = ˆAϕ(n−1)(r)+ f = ˆAn f + ˆAn−1 f + . . .+ ˆA f + f .
(3.39)
Последовательные приближения ϕ(n)(r) сходятся при n→ ∞ к решению






ˆAn f (r). (3.40)
Члены ряда Неймана представляют собой кратные интегралы. Приведем














K(r,r ′)K(r ′,r ′′) f (r ′′) dr ′′ dr ′+ ∫
V
k(r,r ′) f (r ′) dr ′+ f (r).
(3.41)
Интегралы высокой степени кратности можно вычислить только по мето-
ду Монте-Карло. Технология вычисления кратных интегралов по методу
Монте-Карло не зависит от кратности этих интегралов.
2. Обратные задачи теории переноса.Формулировка любой обрат-
ной задачи теории переноса состоит в следующем: зная значения неко-
торой совокупности функционалов от ϕ на границе S для (Ωn0) > 0,
требуется определить некоторые неизвестные характеристики уравнения
переноса (3.30), например Σ(r) или q(r), или Σ(r), q(r) одновременно.
Пример математической формулировки обратной задачи: требуется най-
ти функцию f (источник) по известному следу ϕS (выходящий поток)
ϕ= ϕS(r = RS ∈ S) для всех (Ωn1)> 0 (3.42)
решения краевой задачи (3.30), (3.31).
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Исследуем уравнение (3.30) в условиях изотропного рассеяния и ис-
точника. Пусть Σ(r), Σs(r) заданы аналитически. Предполагается, что ис-
комая функция q(r) также может быть выражена аналитически, но пока
она неизвестна. Тогда можно доказать, что при известной функции ϕ(r),
r= RS ∈ S, (Ωn1)> 0 функция q(r) определяется однозначно. Аналогич-
ный результат получен и при одновременном восстановлении Σs(r), q(r)
в условиях, когда либо Σs(r), либо q(r) не зависит от одной из перемен-
ных, а размерность r составляет n, где n  3. Для двумерной области V
это утверждение в общем случае не имеет места.
Наиболее законченная теория обратных задач для уравнений перено-
са, включая методы их численного решения, разработана для стационар-
ного случая в отсутствие рассеяния (Σs(r)≡ 0). В этом случае обратные
задачи теории переноса принято называть обратными задачами компью-
терной томографии.
3.1.4. Просвечивание, рефрактометрия и радиометрия
атмосферы
1. Задача атмосферной рефрактометрии. Рефракция света в ат-
мосфере – это атмосферно-оптическое явление, вызываемое преломлени-
ем световых лучей в атмосфере и проявляющееся в кажущемся смеще-
нии удаленных объектов, а иногда и в кажущемся изменении их формы.
Вследствие того, что атмосфера является средой оптически неоднород-
ной, лучи света распространяются в ней не прямолинейно, а по неко-
торой кривой линии. Наблюдатель видит, таким образом, объекты не в
направлении их действительного положения, а вдоль касательной к тра-
ектории луча в точке наблюдения. Различают астрономическую рефрак-
цию (преломление лучей, идущих от небесного светила к наблюдателю)
и геодезическую рефракцию (преломление лучей, идущих от предметов,
находящихся в атмосфере).
В случае астрономической рефракции, когда луч, идущий от свети-
ла, проходит через всю толщу атмосферы, в которой плотность воздуха,
а вместе с ней и показатель преломления в общем увеличиваются на
пути луча, его траектория всегда обращена выпуклостью к зениту. Раз-
ность ε между истинным и измененным рефракцией зенитными угловы-
ми расстояниями называется углом рефракции, или просто рефракцией
(см. рис. 3.6). Рефракция (света в атмосфере) равна нулю в зените и воз-
растает с увеличением зенитного расстояния.
Показатель преломления света n в атмосфере мало отличается от еди-
ницы (значения в вакууме), однако, учитывая большую длину траекто-
рии луча (более 1 тыс. км), этого отклонения достаточно для того, что-
бы получить существенное отличие траектории луча от прямой линии.
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Рис. 3.6. К определению угла астрономической рефракции
Показатель преломления света (n) изменяется с изменением плотности
атмосферы; аналитически это выражается следующей формулой:
N = (n−1) 106 = 77.6 P
T
,
где P – давление воздуха, мбар; T – температура по абсолютной шкале, K;
N – индекс рефракции.
Рассмотрим задачу восстановления метеопараметров по внутриатмо-
сферным измерениям оптической рефракции космических источников.
Так, например, при наблюдении фигуры Солнца низко над горизонтом
можно видеть деформации диска, вызванные рефракцией.
Если не принимать во внимание редко встречающиеся условия вол-
новодного распространения, то для описания рефракционных эффектов,
наблюдавшихся при малых углах места светила, можно воспользовать-
ся теорией рефракции в приближении сферически-симметричной атмо-
сферы. В этом приближении считается, что показатель преломления n в
области, где влияние атмосферы на искривление световых лучей суще-
ственно, зависит только от расстояния r от центра планеты: n= n(r).
Если поле показателя преломления n обладает сферической симмет-
рией, то для каждого луча можно записать закон Снеллиуса:
r n(r) sin ϕ= const, (3.43)
где ϕ= ϕ(r) – зенитный угол луча. Исходное интегральное уравнение для
угла рефракции представляет собой интегральное уравнение Фредгольма
1-го рода, записанное для астрономической рефракции ε в зависимости
от угла места прихода луча θ= π/2−ϕ








где p= n(r)r; p0= n(R0)R0; r= R0+h; R0 – радиус земли; h – высота над
земной поверхностью; pθ = p0 cos(θ).
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Обратная задача рефрактометрии. Для сферически-симметричной
атмосферы может быть поставлена обратная задача – по измерениям уг-
лов рефракции определить высотный профиль показателя преломления.
Это представляет интерес для метеорологии, физики атмосферы, опера-
тивного определения характеристик распространения электромагнитных
волн различных диапазонов, т. к. индекс рефракции в оптической и ин-
фракрасной областях спектра пропорционален плотности воздуха.
Если исходное интегральное уравнение (3.44) для астрономической









ε˜(pθ) = −106 ε(pθ)+ pθ N(p0)√
p20− p2θ
, (3.46)
то выделенным оказывается приземное значение индекса рефракции
N0 = N(p0). Формулу обращения для обратной задачи восстановления
высотного профиля индекса рефракции из решения интегрального урав-
нения Фредгольма 1-го рода (3.45) невозможно получить в явном виде.
Такая задача является некорректной, для ее решения необходимо исполь-
зовать различные методы регуляризации. Важная априорная информация
может быть получена из сравнения результатов измерений, выполненных
с использованием различных оптических схем измерения. Рассмотрим
некоторые из них.
1. Лимбовое зондирование атмосферы. Если измеряются рефракции
электромагнитных волн в ситуации, когда как источник, так и приемник
расположены вне исследуемой атмосферы, то соответствующая обратная
задача состоит в решении интегрального уравнения типа Абеля на основе
его хорошо известного обратного преобразования.
При лимбовой схеме, когда измерения осуществляются на просвет и
измеряется зависимость рефракции от геоцентрического расстояния точ-
ки перигея луча, исходным для анализа является интегральное уравнение
типа Абеля, которое было получено в [32]:








где ph = n(rh)rh, rh = R0+ h – геоцентрическое расстояние точки пери-
гея луча. Задача является корректной, когда зависимость рефракции от
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прицельного параметра известна на всем интервале восстановления про-
филя индекса рефракции и имеет точное решение для профиля индекса










Оптическая схема измерительной процедуры, применяемой при экспери-
ментах по лимбовому зондированию атмосферы, показана на рис. 3.7.
Рис. 3.7. Оптическая схема эксперимента по лимбовому зондированию атмосферы
Рассмотрим более сложную ситуацию, когда приемник расположен
в атмосфере, а для источника реализуются два варианта: за пределами
атмосферы и в атмосфере [30].
2. Рефракция в методе погружения (θ > 0). Рассмотрим сначала на-
блюдения рефракции при положительных углах места θ > 0 в точке на-
блюдения rh, θ= π/2−ϕ. Этому случаю соответствует луч (I) на рис. 3.8.







(nr)2− p2 , (3.47)
где p = rh n(rh) cos θ. Уравнение (3.47) связывает измеряемый угол ре-
фракции ε(p) и неизвестный вертикальный профиль n(r). Если одновре-
менно с величиной рефракции измерить в точке наблюдения значение
n(rh) = nh и считать известным rh, то решение уравнения (3.47) даст ис-
комый профиль n(r).
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Рис. 3.8. Геометрия лучей рефракционного эксперимента с высот внутри атмосферы
Интегрируя (3.47) по частям, получаем после замены переменной ин-











которое является интегральным уравнением Фредгольма 1-го рода отно-
сительно неизвестной функции ln n(x)≈ 10−6 N(x).
Решение этого уравнения является типичной некорректной (в клас-
сическом смысле) задачей. Для решения уравнения (3.48) необходимо
прибегнуть к тому или иному способу регуляризации.
3. Рефракция в методе погружения (θ < 0). Даже незначительный
подъем пункта наблюдения (хотя бы на несколько метров) может позво-
лить проводить наблюдения рефракции при отрицательных углах места,
при которых возможна принципиально другая ситуация. Геометрия на-
блюдений внутриатмосферной рефракции при отрицательных углах ме-
ста (θ< 0) представлена на рис. 3.8 (луч II).
Для углов (θ < 0) угол рефракции ε− может быть вычислен по фор-
муле












(nr)2− p2 , (3.49)
где расстояние перигея луча r0 < rh, p = r0 n0 = rh nh cos θ, n0 = n(r0).
Первое слагаемое в формуле (3.49) описывает рефракцию луча при рас-
пространении между точками 1 и 2, где r  rh, второе – на остальном
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пути, где r > rh. Второе слагаемое в формуле (3.49) совпадает с выра-
жением (3.47), что является следствием симметрии лучей относительно
точки поворота r = r0. Отсюда следует, что второе слагаемое в уравне-
нии (3.49) может быть получено из измерений рефракции при θ > 0, и









x2− p2 , x= r n(r). (3.50)
В отличие от уравнения (3.48) уравнение (3.50) есть уравнение Вольтерра

















Имея точное решение, легко убедиться, что малые ошибки измерений
параметра ε приводят к малым же ошибкам в получаемых из выраже-
ния (3.51) значениях n. При уменьшении радиуса корреляции погреш-
ностей измерений Δε погрешность восстановленных значений n также
убывает. Все изложенное приводит к хорошей обусловленности в целом
задачи восстановления показателя преломления из измерений рефракции
космических источников при отрицательных углах места.
Таким образом, если наблюдатель находится внутри атмосферы, то
обратная задача хорошо обусловлена при отрицательных углах места и
математически некорректна при положительных углах.
2. Задача атмосферной радиометрии. Рассмотрим задачу опре-
деления влагосодержания верхних слоев атмосферы радиометрическим
методом. В связи с трудностями прямых измерений рассматривается воз-
можность определения содержания водяного пара с помощью измерений
атмосферного излучения в резонансах микроволнового поглощения во-
дяного пара. Такая возможность связана с тем, что в узкой полосе частот
в окрестности резонанса фактор формы линии возрастает с уменьшени-
ем давления, т. е. коэффициент поглощения примерно пропорционален
удельной влажности и, следовательно, водяной пар в верхних слоях ат-
мосферы может вносить заметный вклад в излучение.
Постановка обратной задачи для восстановления профиля влагосо-
держания в верхних слоях атмосферы состоит в следующем. Как извест-
но, яркостная температура Tb излучения атмосферы, принимаемого на
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где α – коэффициент поглощения, а T – температура вдоль пути луча l.
При измерениях в линиях поглощения водяного пара информация о вла-
госодержании содержится в значении функции α.
Схема измерения представлена на рис. 3.9. Тепловое радиоизлучение
атмосферы принимается на спутнике с направления на просвет, яркост-
ная температура измеряется в зависимости от прицельного расстояния r0.
Рис. 3.9. Схема эксперимента по измерению теплового радиоизлучения
в направлении на просвет атмосферы
Оказывается, что такая схема измерений имеет ряд важных преиму-
ществ. Во-первых, при таких измерениях тропосфера и подстилающая
поверхность не вносят вклада в радиоизлучение (а этот вклад было бы
непросто отделить от вклада верхних слоев при измерениях в надир. Во-
вторых, становятся большими значения измеряемой яркостной темпера-
туры за счет большей длины луча – это важно при малых значениях
влагосодержания. И, наконец, оказывается, что гораздо легче разрешима
соответствующая обратная задача.
Преобразуем выражение (3.52) к виду, соответствующему схеме изме-
рения. Прежде всего в выражении (3.52) можно пренебречь экспоненци-
альным сомножителем, поскольку в стратосфере поглощение достаточно
мало. Записывая элемент длины луча d l для сферически-симметричной
атмосферы, имеем на фиксированной частоте измерения ν яркостную
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Пренебрегая в выражении (3.53) рефракцией, а также учитывая, что




q(r)ϕ(P, T ) dr√
1− (r0/r)2
, (3.54)
где q – удельная влажность; ϕ(P, T )≈ const. Выражение (3.54) представ-
ляет собой уравнение Вольтерра 1-го рода, которое можно численно раз-
решить относительно qϕ. Интересно отметить, что при r = r0 весовая
функция в выражении (3.54) обращается в бесконечность, т. е. основной
вклад в яркостную температуру, соответствующую прицельному рассто-
янию r0, вносит водяной пар именно в этом слое. Зная высотный про-
филь температуры (а тем самым из барометрической формулы можно
определить и профиль давления), сразу получаем и q(r). Однако, как по-
казывают расчеты, влияние температурной стратификации на точность
определения q невелико и функцию ϕ можно брать для стандартной ат-
мосферы, внося погрешность не более 2%. Более того, оказывается, что
погрешность определения q будет не более 5%, если считать функцию ϕ
постоянной по высоте. Это позволяет не заботиться о нахождении тем-
пературного профиля, хотя, когда он имеется, его нетрудно учесть в ре-
шении. Выражение (3.54) можно несколько упростить, что позволяет по-




























r− r0 . (3.56)
Выражение (3.56) позволяет проанализировать основные свойства реше-
ния (хотя для выполнения всех модельных расчетов использовалось бо-
лее точное выражение (3.54)). Из выражения (3.56) сразу видно, что вы-
падают систематические ошибки в Tb, т. е. имеют значение лишь отно-
сительные измерения Tb, и под погрешностью измерений здесь следует
понимать флуктуационную чувствительность радиометра. Известно, что
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нахождение производной по экспериментальным данным является некор-
ректной задачей, однако в этом случае нахождение регуляризованного
решения не представляет трудности и сводится к выбору оптимального
шага Δr дифференцирования.
3.2. Обратные задачи, приводящие к уравнениям типа
Фредгольма
3.2.1. Численные методы решения обратной задачи рассеяния
1. Физическая постановка задачи. Эксперименты по рассеянию
различных частиц представляют собой один из основных источников ин-
формации о силах, действующих между этими частицами. В связи с тем,
что при обработке результатов экспериментов по рассеянию приходится
решать обратные задачи с неточно заданными исходными данными, лю-
бые алгоритмы решения таких задач должны быть основаны на методе
регуляризации.
Задача об упругом столкновении двух частиц, сила взаимодействия
между которыми зависит от расстояния между ними, является одной из
классических задач квантовой механики. Она сводится к задаче рассея-
ния одной частицы с приведенной массой µ в сферически симметричном
поле неподвижного силового центра с известным потенциалом взаимо-
действия U(r).
За пределами силового центра для описания используется понятие
плоской волны exp(ik z), где z – координата для плоской волны за пре-
делами силового центра; i – мнимая единица. Напомним, что в изотроп-
ных средах групповая скорость и поток энергии волны направлены вдоль
волнового вектора k. Модуль этого вектора называется волновым числом
k = |k|= 2π/λ, здесь λ – длина волны. В квантовой механике состояние
свободной частицы характеризуется определенным значением волнового
вектора k, связанного с импульсом p частицы соотношением де Бройля
(Луи де Бройль, фр., Louis de Broglie; 1892–1987) p= h¯k.
В окрестности силового центра рассматриваемая задача сводится к
решению уравнения Шредингера
Ĥψ(r) = Eψ(r), (3.57)
здесь ψ(r) – волновая функция; E = p2/2µ= h¯2 k2/2µ – энергия частицы;
Ĥ= −(h¯2/2µ)Δ+U(r) – гамильтониан; Δ – радиальная часть оператора
Лапласа. Полагая, что потенциал взаимодействия может быть представ-
лен в виде U(r) = (h¯2/2µ)v(r), подставляем все в выражение (3.57) и
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с условием на бесконечности v(r)→ 0 при r→ ∞. Общее решение этого
уравнения имеет вид
ψ∼ exp(ik z)+ f (θ,k) exp(ik r)
r
,
где θ – угол между направлениями падающих и рассеянных частиц. Функ-
ция f (θ,k) называется амплитудой рассеяния. Через нее определяются




| f (θ,k)|2 sin θdθ,
сечения рассеяния. При заданном потенциале амплитуда рассеяния мо-
жет быть найдена следующим образом:





(2 l+1) (exp [2 iδl (k)]−1) Pl (cos θ),
где Pl – полином Лежандра. Функции δl(k) называются фазами рассеяния.
Они определяются из асимптотики волновых функций ϕl(r,k):
ϕl(r,k)∼ Al(k)k sin(kr− lπ/2+δl(k)) , r→ ∞,







ϕl(r,k) = 0, r > 0,
ϕl(0,k) = 0.
2. Обратная задача. Под обратной задачей рассеяния в квантовой
механике часто подразумевают либо задачу восстановления потенциала
взаимодействия v(r) по фазе рассеяния δl(k), заданной для всех значений
k (0 < k < ∞) при фиксированном l, либо задачу определения v(r) по
фазам δl(k0), заданным при всех l = 0,1,2, . . . для фиксированного k0.
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Остановимся на обратной задаче рассеяния в первой постановке для
случая l = 0.





y(x,k) = 0 (3.58)
с начальным условием
y(0,k) = 0. (3.59)
Если v(x) – удовлетворяющая условию
∞∫
0
x |v(x)| dx< ∞,
то y(x,k) для действительных значений k при x→ ∞ имеет асимптотику
y(x,k) = A(k)k sin(kx+δ(k))+o(1). (3.60)
Кроме того, может существовать конечное число мнимых значений
k j = iv j, v j > 0, j = 1,2, . . . ,N, для которых
lim





Исследование единственности решения обратной задачи рассеяния в рас-
сматриваемой постановке [45] показало, что в случае N = 0 фаза рассе-
яния δ(k), заданная для всех k, 0 < k < ∞, однозначно определяет v(x).
При N = 0 задание фазы для всех k > 0 недостаточно для однозначного
восстановления потенциала [46]. Общая теория единственности решения
обратной задачи рассеяния была доказана в работе [47]. Она может быть
сформулирована следующим образом: пусть для k> 0 известна фаза δ(k)





Тогда потенциал v(x) определяется однозначно.
Процедура восстановления потенциала по данным рассеяния{
δ(k), k > 0; k j = iv j,m j, j = 1,2, . . . ,N
}
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состоит в следующем [48]. По фазе δ(k) строится S(k) = exp(2 iδ(k)),










(1−S(k)) exp(ik x)dk, (3.61)




K(x,t)F(y+ t)d t = 0, y> x, (3.62)
из которого находится K(x,y), и, наконец
v(x) = −2 d
dx
K(x,x). (3.63)
Следует отметить два важных факта, касающихся реальных физических
экспериментов. Во-первых, экспериментально определяются не фазы рас-
сеяния, а сечения реакций и ряд других физических величин, из которых
фазы δl(k) находятся при помощи фазового анализа. Во-вторых, экспери-
ментальные данные рассеяния могут быть получены только на ограни-
ченном интервале энергий k kmax.
3. Численное решение. Рассмотрим теперь методы численного ре-
шения обратной задачи рассеяния и применение этих методов для обра-
ботки экспериментальных данных. Ключевым фактором, который необ-
ходимо учитывать при решении обратной задачи рассеяния, является ее
некорректность. Остановимся на этом вопросе более подробно.
Определение фазы δ(k) из решения задачи Коши (уравнения (3.58),
(3.59)) и асимптотики (3.60) происходит неоднозначно с точностью до
πm, где m – целое число. Обычно эту неоднозначность устраняют усло-
вием нормировки
δ(∞) = 0. (3.64)
Вычислять фазу δ(k) при заданном v(x) из решения задачи Коши (3.58),
(3.59) и асимптотики (3.60) с практической точки зрения не очень удобно.
В связи с этим для решения задачи часто используют метод фазовых
функций. Он состоит в следующем. Пусть z(x,k) – решение задачи Коши:
z′(x,k) = −v(x)k sin
2 (kx+ z(x,k)) ,
z(0, k) = 0.
(3.65)
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Отметим, что из выражений (3.65), (3.66) фаза δ(k) однозначно опреде-
ляется по потенциалу, т. к. в них уже содержится условие нормировки,
заданное выражением (3.64).
Рассмотрим оператор ˆA, определяемый выражениями (3.65), (3.66) и
ставящий в соответствие потенциалу v(x) фазу δ(k). Это можно сформу-
лировать как задачу решения операторного уравнения 1-го рода
ˆAv= δ. (3.67)
Обратная задача рассеяния может быть сформулирована как задача ре-
шения этого операторного уравнения. Для этого можно построить после-
довательность потенциалов vn(x), таких, что при n→ ∞
sup
x0
|vn(x)− v(x)| = const, sup
k0
∣∣ ˆAvn− ˆA v¯∣∣→ 0.
Таким образом, обратная задача решения уравнения (3.67) некорректна.
Можно построить также примеры, показывающие некорректность обрат-
ной задачи рассеяния, если оператор ˆA рассматривается действующим
в других функциональных пространствах. Так как фазы δl(k), получен-
ные из известных с ошибкой экспериментальных данных по рассеянию,
неизбежно задаются нам не точно, а с некоторой погрешностью, то для
решения обратной задачи рассеяния необходимо применять те или иные
методы регуляризации.
4. Регуляризация задачи рассеяния. Рассмотрим задачу приближен-
ного решения уравнения (3.67) для фазы δ(k), заданной с погрешностью
на некотором конечном интервале 0< k1 k k2. Будем считать, что опе-
ратор ˆA действует из пространства C [0,a] (v(x)≡ 0 для x> a) в L2 [k1,k2].
Так как v(x)≡ 0 для x> a, то выражение (3.66) переходит в
δ(k) = z(a,k). (3.68)
Таким образом, нелинейный оператор ˆA определяют из выражений (3.65)
и (3.68). Легко видеть, что ˆA : C [0,a]→ L2 [k1,k2] непрерывен. Предпо-
ложим, что точная фаза рассеяния ¯δ(k) нам неизвестна, а заданы прибли-
женная фаза δω(k) и величина погрешности ω так, что
‖ ¯δ(k)−δω(k) ‖L2[k1,k2] ω.
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Пусть для точно заданной фазы ¯δ(k), k ∈ [k1,k2], существует потенциал
v¯(x), такой, что v¯(x) ∈ W 12 [0,a] (v¯(x)≡ 0, x> a). Предположим также, что
¯δ(0) = 0.
Уравнение (3.67) для точной правой части ¯δ(k), которая известна для
k ∈ [k1,k2], имеет единственное решение v¯(x), т. к. в этом случае N = 0, а
функция S(λ) аналитична в полосе, содержащей прямую Im λ= 0.
Тогда в качестве приближенного решения уравнения (3.67) можно
взять элемент vα(ω), реализующий минимум функционала Тихонова
‖ ˆAv−δω ‖2L2 [k1,k2] +α ‖ v− v0 ‖2W 12 [0,a], (3.69)
где v0(x) – некоторая заданная функция. При этом ‖ vα(ω)− v¯ ‖C [0,α]→ 0
при определенной зависимости α= α(ω) и при ω→ 0.
5. Пример применения регуляризации. Приведем пример примене-
ния метода регуляризации для решения обратной задачи рассеяния [10].
Схема численного эксперимента была следующей. Задавался некоторый
«точный» потенциал v¯(x), по нему вычислялась «точная» фаза ¯δ(k), в
которую вносилась погрешность, и получалась «приближенно» заданная
фаза δω(k), с которой затем методом регуляризации решалась обратная
задача. При численном решении задачи минимизации функционала (3.69)
сначала проводилась его дискретная аппроксимация, а затем использо-
вался градиентный метод.
На рис. 3.10 изображены результаты решения модельной задачи в слу-
чае v¯(x) = −exp(−3x2) при x ∈ [0; 1.5] (a = 1.5), k изменяется в интер-
вале [0.1; 5]. Величина погрешности ω2 = 4×10−5, v0(x) = 0.
Рис. 3.10. Сплошной линией (1) показаны значения v¯(x), кружками (2) – значения
vα(ω), штриховой линией (3) – значения vω
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Потенциал vα(ω) был получен при минимизации функционала (3.69)
с параметром α= 10−5, а потенциал vω получен без использования мето-
да регуляризации – путем минимизации функционала (3.69) при α = 0.
Значения невязки для этих потенциалов равны соответственно
‖ ˆAvα(ω)−δω ‖2L2 [k1,k2]= 3×10
−5, ‖ ˆAvω−δω ‖2L2 [k1,k2]= 2.5×10
−5.
При решении задачи минимизации функционала (3.69) в обоих случаях
использовалось одно и то же начальное приближение vstart = 3(x−0.5)
при 0 x 0.5, vstart = 0 для x> 0.5.
Применение метода регуляризации для решения обратной задачи рас-
сеяния рассмотрено при l = 0. При произвольном фиксированном значе-
нии l = 0 задача решается аналогично.
Другое решение [49] обратной задачи рассеяния основано не на пря-
мой минимизации функционала (3.69), а на решении уравнения Эйлера,
соответствующего этому функционалу. Методы решения обратной зада-
чи рассеяния, использующие метод Ньютона, устойчивый метод вычис-
ления преобразования Фурье были предложены в [50]. Обратная задача в
этой работе решается в предположении, что фаза рассеяния известна для
всех k > 0.
В ряде работ был рассмотрен конечно-разностный подход к решению
обратной задачи рассеяния, основанный на замене радиального уравне-
ния Шредингера (3.58) его разностным аналогом и дальнейшем исполь-
зовании некоторых разностных аналогов соотношений, полученных для
непрерывного случая обратной задачи рассеяния (например, равенство
Парсеваля).
Задача построения нуклон-нуклонных потенциалов по фазам рассе-
яния рассматривалась во многих работах. Как правило, метод ее реше-
ния состоял в представлении неизвестного потенциала в виде линейной
комбинации некоторых функций, зависящих от ряда параметров, и по-
следующем подборе этих параметров для получения достаточной точ-
ности с исходными данными. Устойчивость решения обратной задачи
обеспечивается в этом случае переходом в конечномерное пространство
неизвестных параметров, причем размерность этого пространства неве-
лика. Недостатком подобного метода восстановления потенциала являет-
ся сильное сужение класса возможных решений. Это может привести к
тому, что приближенного решения в данном классе при фиксированном
числе базисных функций не будет, т. е. не найдется такого набора пара-
метров, в котором соответствующий им потенциал v˜ удовлетворяет усло-
вию ‖ ˆA v˜−δω ‖ ω. Если будем увеличивать число базисных функций,
то неустойчивость задачи определения параметров будет возрастать.
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В качестве альтернативы рассмотрим пример применения метода ре-
гуляризации для построения нейтрон-протонных потенциалов, достаточ-
но хорошо описывающих на некотором интервале энергий не одну, а две
фазы одновременно [35]. В такой постановке обратная задача сводится к
решению операторного уравнения
ˆAl1 l2 v= δl1 l2, δl1 l2 = {δl1 δl1} ,
где оператор ˆAl1 l2 ставит в соответствие потенциалу v две фазы рассе-
яния: δl1 и δl2. Схема применения метода регуляризации Тихонова для
этой задачи остается такой же, как и в случае решения уравнения (3.67).
Важное значение имеет исследование и разработка устойчивых методов
решения обратной задачи рассеяния в постановках, когда в качестве ис-
ходной информации рассматриваются величины, непосредственно изме-
ряемые в экспериментах по рассеянию, например дифференциальное или
полное сечения рассеяния.
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4. ОБРАТНЫЕ ЗАДАЧИ ВОССТАНОВЛЕНИЯ
СИГНАЛОВ, ЗАДАЧИ КОМПЬЮТЕРНОЙ
ТОМОГРАФИИ
4.1. Восстановление сигнала на входе интегрирующих
измерительных приборов по сигналу, регистрируемому
на выходе
Действия многих измерительных приборов, регистрирующих неста-
ционарные физические поля, описываются следующей схемой:
ϕ(t)→ Измерительный прибор → f (t).
На вход прибора поступает сигнал ϕ(t), на выходе прибора регистриру-




g(t− τ)ϕ(τ)d τ= f (t). (4.1)
Функция g(t) в этом случае называется импульсной переходной функци-
ей прибора. Теоретически g(t) представляет функцию, которая регистри-
руется прибором в случае, если на вход прибора поступает обобщенная
функция δ(t) – дельта-функция Дирака. На практике для получения функ-
ции g(t), характеризующей работу прибора, на вход подают достаточно
короткий импульс.
Таким образом, задача интерпретации показаний прибора, т. е. опре-
деления формы поступившего сигнала, сводится к решению интеграль-
ного уравнения первого рода (4.1).
Связь между поступающим на вход прибора сигналом ϕ(t) и реги-
стрируемой на выходе функцией f (t) может быть и более сложной. В
случае «линейного» прибора эта связь имеет вид
t∫
0
K(t,τ)ϕ(τ)d τ= f (t).
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По отмеченной схеме работают, в частности, приборы, регистрирующие
переменные электромагнитные поля, режимы давлений и напряжений в
сплошной среде, сейсмографы, регистрирующие колебания земной по-
верхности.
Для решения простейшего уравнения (4.1) могут быть использованы
преобразования Фурье и Лапласа. Пусть G(ω), Φ(ω), F(ω) – преобразо-




g(t)e iω t dt, Φ(ω) =
∞∫
0
ϕ(t)e iω t d t, F(ω) =
∞∫
0
f (t)e iω t d t.
Тогда по теореме о свертке
G(ω) Φ(ω) = F(ω),
откуда, используя обратное преобразование Фурье, получаем для реше-












e−iω t dω. (4.2)
Формула (4.2) неустойчива, т. к. функция G(ω) – преобразование Фурье
импульсной переходной функции прибора – для реальных приборов стре-
мится к нулю при ω→∞, и, таким образом, сколь угодно малые помехи в
определении F(ω) для достаточно больших ω могут привести к большим
изменениям в решении ϕ(t).
В случае, если функция g(t) постоянна, задача решения уравнения (4.1)
есть задача дифференцирования.
4.2. Задачи компьютерной томографии
Томография – интенсивно развивающееся в последние годы научно-
техническое направление. Слово имеет происхождение от греческих слов
«томос» (слой) и «графия» (изображение). В научно-технической литера-
туре это слово появилось в 20-х годах прошлого века в связи с созданием
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медицинских рентгеновских томографов. Интенсивное развитие томогра-
фии началось в 70-х годах XX века. В современном томографе имеется
два основных аспекта. Это, во-первых, техническое устройство, позволя-
ющее получать данные просвечивания исследуемого объекта, во-вторых,
преобразование этих данных в изображение слоя объекта. Второй аспект
базируется на математической теории.
Хотя термин томография до сравнительно недавнего времени исполь-
зовался в основном в связи с задачами медицины, фактически те же прин-
ципы давно используются в геофизике при построении разрезов участков
земной коры по данным геофизических измерений на профиле.
В настоящее время томографы и томография широко используются в
самых разнообразных научно-технических областях.
Математические задачи, возникающие при интерпретации томогра-
фических данных и заключающиеся в получении изображения слоя ис-
следуемого объекта, относятся к так называемым обратным задачам ма-
тематической физики.
Математический аппарат, используемый в настоящее время в меди-
цинских рентгеновских томографах, основан на обращении преобразо-
вания Радона. Использование преобразования Радона в рентгеновской
томографии базируется на определенной модели взаимодействия пото-
ка рентгеновского излучения с веществом исследуемого объекта. В этой
модели не учитывается ряд факторов, которые могут играть в различных
томографических задачах существенную роль. В модели, приводящей к
преобразованию Радона, рентгеновские лучи предполагаются прямоли-
нейными, не учитываются, в частности, геометрическое расхождение и
рассеивание.
Итак, пусть имеется поток рентгеновских лучей, просвечивающих
некоторый объект. Введем в рассмотрение новые обозначения: a – ко-
эффициент поглощения; ψ – поток рентгеновских лучей. Предполагает-
ся, что просвечивание производится в тонком слое, так что коэффициент
поглощения есть функция двух переменных, отличная от нуля в ограни-
ченной области D.
В томографах производится просвечивание слоя исследуемого объ-
екта серией плоскопараллельных потоков рентгеновских лучей под раз-
ными углами. Таким образом, поток ψ есть функция переменных x, y и
угловой переменной α:
ψ= ψ(x,y,α).
При сделанных выше предположениях поток ψ удовлетворяет простей-
шему уравнению переноса
(cos α) ψx+(sin α) ψy+aψ= 0. (4.3)
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Для функции u= ln ψ из уравнения (4.3) следует:
(cos α) ux+(sin α) uy+a= 0. (4.4)
Пусть первоначальный до прохождения через объект поток постоянен:
ψ= c.






где Γ – прямая, проходящая через область D.
Первоначальный поток ψ нам известен; поток после прохождения из-
меряется. Таким образом, можно считать известной величину u(x,y,α), а
равенство (4.5) рассматривать как интегральное уравнение относительно
распределения интенсивности поглощения a(x,y).
Приведем более детальную постановку задачи на решение уравне-
ния (4.5). Требуется определить функцию a(x,y), равную нулю вне огра-
ниченной области D, если известна функция∫
Γ(x,y,α)
a(ξ,η)d s= u(x,y,α). (4.6)
Преобразование, ставящее функцию u(x,y,α) в соответствие функции
a(x,y), называется преобразованием Радона. Задача обращения преобра-
зования Радона заключается в решении уравнения (4.6).
Известны несколько формул обращения преобразования Радона. Если
в выражении (4.6) рассматривать u, a элементы пространства C, задача
решения уравнения (4.6) некорректна. Уравнение (4.6) не является опе-
раторным уравнением первого рода, т. к. оператор Радона не является
вполне непрерывным.
Задача Радона является одной из задач интегральной геометрии. Сфор-
мулируем общую задачу интегральной геометрии на плоскости. Пусть
Γ(p,q) – семейство кривых на плоскости, зависящее от двух параметров
и обладающее следующим свойством: через каждую точку области D
проходит пучок кривых семейства. Пусть далее g(x,y, p,q) – заданная
функция четырех переменных. Требуется определить функцию u(x,y),
равную нулю вне области D, если известна функция∫
Γ(p,q)
g(x,y, p,q)u(x,y)d s= f (p,q), (4.7)
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Теория переноса в задачах томографии. В стационарном случае
основное уравнение переноса излучения, интегродифференциальное урав-
нение Больцмана в односкоростном приближении, имеет вид
Ω∇ϕ(r,Ω)+Σ(r)ϕ(r,Ω) = S(r,Ω,Σs)+q(r,Ω). (4.8)
Здесь Ω – единичный вектор направления движения частиц, движущих-
ся со скоростью v= vΩ, v= |v|; оператор набла (градиент) действует по
координатной переменной; Σ(r) – полное макроскопическое сечение вза-
имодействия; ϕ(r,Ω) – фазовая плотность потока; S(r,Ω,Σs) – интеграл
рассеяния; q(r,Ω) – фазовая функция источника. Напомним, что фазовые









Ключевое приближение, принятое в томографии, заключается в отсут-
ствии рассеяния в тонком исследуемом слое: Σs(r) ≡ 0, S(r,Ω,Σs) ≡ 0.
Учитывая, что полное сечение взаимодействия Σ(r) = Σs(r)+Σa(r), где
Σa – макроскопическое сечение поглощения, имеем Σ(r)≡ Σa(r). Уравне-
ние Больцмана при этом принимает простой вид
Ω∇ϕ(r,Ω)+Σ(r)ϕ(r,Ω) = q(r,Ω). (4.9)
Обычно такие задачи ставятся, когда V – двумерная область. В этом слу-
чае обратные задачи теории переноса принято называть задачами ком-
пьютерной томографии. Подчеркнем, что при Σs(r) ≡ 0 частицы, или
излучение, движутся только вдоль фиксированной прямой направления
Ω вплоть до их поглощения либо вылета из области V .
Рассмотрим трансмиссионную задачу компьютерной томографии, ко-
гда q(r,Ω) ≡ 0, а на границе S задан поток ϕρ0 = ϕ(r0+ ρ0 Ω,Ω) при
(Ωn0) < 0 (см. рис. 4.1). В этом случае требуется определить неизвест-
ную функцию Σ(r)≡ Σa(r).
Будем измерять расстояние ρ вдоль прямой в направления Ω, прохо-
дящей через точку M, заданную радиус-вектором r0 (см. рис. 4.1). При
фиксированных r0 и Ω имеем простое соотношение r = r0+ρΩ. В этом
случае имеем дело с функциями одной переменной: ϕ= ϕ(ρ),r =r(ρ) и
Σ= Σ(ρ). Уравнение (4.9) принимает вид
dϕ(ρ)
dρ +Σ(ρ)ϕ(ρ) = 0. (4.10)
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Рис. 4.1. Построение к выводу формулы Радона
Граничное условие соответствует известной функции ϕρ0 = ϕ(r0+ρ0Ω)
при (Ωn0) < 0. Тогда интегрируя уравнение (4.10) с учетом граничного
условия, получаем

















Подчеркнем, что функция F(r0) известна из эксперимента, поскольку
представляет собой логарифм отношения плотностей потоков: в числи-
теле – заданная величина, а в знаменателе – измеренная. Проводя ана-
логию с измерениями поглощения в оптическом диапазоне, отметим, что
функция F(r0), в известном смысле, сопоставима с коэффициентом опти-
ческого поглощения. Напомним, что в оптике коэффициент поглощения
определяется как k = ln(I0/I1), где I0, I1 – интенсивности падающего и
прошедшего потоков оптического излучения.
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Интегральный оператор левой части уравнения (4.11) называют опе-
ратором Радона. Таким образом, известны значения интегралов от неиз-
вестной функции Σ вдоль множества всевозможных прямых, пересекаю-
щих область V . Требуется найти функцию Σ. Сформулированная задача
является простейшей задачей интегральной геометрии и впервые была
рассмотрена И. Радоном (Johann Radon, 1917). Радон показал, что зада-
ча (4.11) имеет единственное решение, которое дается формулой обра-
щения Радона. Для двумерного случая формула обращения Радона имеет
сравнительно простой вид










ρ−ρ ′ , (4.12)
где использованы обозначения
ρ ′ = x cos θ+ y sin θ, θ ∈ [0, π], Ω= cos θi+ sin θj.
Здесьi и j – единичные векторы декартовой системы координат, задаю-
щие направления координатных осей x и y. В формуле (4.12) внутренний
интеграл понимается в смысле главного значения Коши.
Подчеркнем, что задача (4.11) принадлежит к классу некорректно по-
ставленных задач, причем нарушается условие устойчивости. В формуле
обращения (4.12) неустойчивость исходной задачи (4.11) заключается в
наличии неустойчивой операции дифференцирования ∂/∂ρ и множите-
ля 1/(ρ−ρ ′). Непосредственное применение формулы обращения (4.12)
для численного восстановления Σ(x, y) невозможно, поскольку малые по-
грешности в функции F(r), а они всегда присутствуют, т. к. F(r) изме-
ряется экспериментально, приводят к большим погрешностям в иско-
мой функции Σ(x, y). Поэтому все численные алгоритмы восстановле-
ния Σ(x, y), основанные на формуле обращения (4.12), должны преду-
сматривать регуляризацию решения. В настоящее время сконструирова-
ны различные регуляризирующие алгоритмы численного восстановления
Σ(x, y). Например, известная формула обращения Кормака (Allan McLeod
Cormack) основана на разложении F(r) и Σ(x, y) в ряд по сферическим
гармоникам и разрешении уравнения относительно коэффициентов раз-
ложения.
Формула Кормака была положена в основу математического обеспе-
чения для восстановления изображения «сечений» головного мозга чело-
века методом компьютерной томографии. Кормак совместно с Хаунсфил-
дом (Godfrey Newbold Hounsfield) за создание рентгеновского томографа
в 1979 г. был удостоен Нобелевской премии по медицине.
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4. Обратные задачи восстановления сигналов
Рассмотрим теперь задачу эмиссионной томографии восстановления
функции источников q(r), если ϕρ0 ≡ 0 при (Ωn0) < 0. Решая в этих








⎤⎦ dρ= ϕ(r0+ρ1Ω,Ω). (4.13)
Формула обращения для интегрального уравнения (4.13) относительно
неизвестной q(r) не найдена, за исключением случая Σ(r)≡ const.
В связи с уравнением эмиссионной томографии (4.13) могут ставить-
ся и нелинейные задачи: 1) q(r) – известно, Σ(r) – неизвестна; 2) q(r),
Σ(r) – неизвестны. Все задачи эмиссионной томографии некорректно по-
ставлены, причем задача (4.13) одновременного определения q(r), Σ(r)
для двумерной области V не обеспечивает единственности решения. В
этом случае для однозначного определения q(r), Σ(r) требуется дополни-
тельная априорная информация об этих функциях.
4.3. Заключительные замечания
Следует отметить, что теория и методы решения некорректных обрат-
ных задач естествознания представляют собой весьма обширную, дина-
мично развивающуюся область знаний, но в наше пособие включен лишь
ограниченный круг вопросов, выбор и глубина освещения которых про-
диктованы, в первую очередь, требованиями федеральных государствен-
ных образовательных стандартов высшего профессионального образова-
ния по направлениям «Ядерные физика и технологии», «Биомедицинская
инженерия» и «Биотехнические системы и технологии». Многие совре-
менные направления развития теории решения обратных некорректных
задач остались вне рамок нашего учебного пособия. Так, например, не
рассматривались детали такого важного направления развития, как тео-
рия двойственной регуляризации, ограничивались только самым общим
представлением. Заинтересованный и подготовленный читатель без труда
найдет соответствующие материалы.
Обсуждение элементов вариационного исчисления, инструменталь-
ных средств и вспомогательных компьютерных программ, демонстриру-
ющих практическую реализацию данных методов, вынесено в отдельное
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