We analyze (1 ϩ 1)-and (2 ϩ 1)-dimensional self-guided beams (spatial solitons) due to three-wave parametric mixing (or type II second-harmonic generation) in diffractive optical materials with (2) nonlinearity. We also discuss the optimal conditions for observing self-trapping in different experimental geometries.
INTRODUCTION
Analysis of mixing between waves at different carrier frequencies is a fundamental problem of nonlinear optics. 1 Resonant interaction is especially important since it leads to an efficient energy conversion. In an optical medium without the center of symmetry, the lowest-order nonlinear response is quadratic, leading to three-photon interactions. Resonant parametric mixing among three waves at different carrier frequencies occurs when the resonance condition 3 ϭ 1 ϩ 2 is fulfilled. This includes both parametric upconversion (or sum-frequency generation, when the frequency 3 is generated), and downconversion (or difference-frequency generation, when either 1 or 2 is generated). A particular case of this three-wave interaction, formally described by the similar system of equations, is known as type II secondharmonic generation (SHG), for which the frequencies are degenerate (i.e., 1 ϭ 2 ) but the polarizations of the fields are different. In a degenerate case (when the two waves at the fundamental frequency are identical), such a resonant interaction reduces to two-wave mixing or type I SHG.
Three-wave parametric interaction also appears in different branches of physics (see, e.g., Refs. 2-4 and references therein) involving waves of a different nature. When the group velocities (for a temporal problem) or the directions of stationary energy flows (for a spatial problem) of the interacting waves are essentially different, dispersive or diffractive wave broadening is negligible with respect to walk-off and nonlinear self-modulation or self-focusing. In this limit, the equations describing three-wave parametric interactions are known to be integrable. 2 In this regime, soliton features in the nondegenerate (three-wave mixing) and degenerate (twowave mixing) cases turn out to be qualitatively different. The former leads to bright solitons, which are relevant in type II SHG experiments (see, e.g., Ref. 5) , whereas the spectral problem for the latter becomes singular, 6 and only coupled states of bright and dark solitons can be sustained. 7 Conversely, when dispersion (or diffraction) becomes important, that is, for sufficiently short pulses (or focused beams), nontrivial effects such as mutual trapping and solitary wave propagation can be observed for both two and three interacting waves. The pioneering research on this type of solitary wave dates back to the seventies, 8 whereas some aspects concerning stability of solitons in quadratic [or (2) ] media were addressed some years later. 9 It is only recently that spatial optical solitons due to type I SHG in optical materials with quadratic nonlinearity have been extensively investigated for both (1 ϩ 1)-dimensional (e.g., planar waveguides) [10] [11] [12] and (2 ϩ 1)-dimensional (self-guided beams in a bulk medium) 13 geometries. However, the first experimental observation of self-trapping of optical beams and stationary propagation of (2 ϩ 1)-dimensional spatial solitons in a bulk (2) medium has been reported for the case of type II SHG.
14 For such three-wave mixing, earlier results for (1 ϩ 1)-dimensional solitons 15 recently have been advanced by the derivation of the stability criterion and the analysis of asymptotic soliton dynamics. 16 Nevertheless, several features related to the experimental generation of parametric (2) solitons still remain theoretically unaddressed.
In this paper we aim to investigate several aspects of type II SHG parametric solitons in a (2) medium. In particular, the purpose of our study is twofold: First, using recent results of the analysis of parametric solitons due to three-wave mixing, 16 we analyze specific features of (1 ϩ 1)-and (2 ϩ 1)-dimensional parametric solitons that have no counterpart in the degenerate two-wave mixing problem and which have not been experimentally observed by now. This analysis includes generation and stabilization of solitons with large asymmetry (i.e., energy unbalancing at fundamental harmonics) in the upconversion process; generation of solitons from the second har-monic via downconversion; and the soliton multistability phenomenon. Second, we calculate optimal experimental parameters necessary for generating (2) solitons with a given beam radius and minimum beam power. In this paper we focus mainly on type II SHG, though our method and basic results are applicable to the general problem of the nondegenerate three-wave mixing. In Section 2 we discuss our formalism and report global features of the multifrequency parametric solitons. Section 3 is devoted to the detailed results on the soliton stability. The conditions for the optimal soliton generation are discussed in Section 4 with reference to qualitatively different experimental situations.
EQUATIONS AND SOLITON SOLUTIONS
We consider interaction of three waves with the carrier frequencies satisfying the resonance condition 3 ϭ 1 ϩ 2 in a diffractive dielectric medium with quadratic nonlinear susceptibility. Assuming the wave envelopes E 1 , E 2 , and E 3 to be slowly varying, we derive from Maxwell's equations the system of three equations coupled parametrically through the components ijk (2) of the nonlinear susceptibility tensor:
where z is the propagation distance, ⌬k ϵ ( 
is the effective transverse dimension of the waveguide associated with the dimensionless profiles of the guided modes f i ϭ f i (y), which are assumed real. Hereafter our analysis will refer mainly to the (2 ϩ 1)-dimensional case.
One can obtain formulas for the (1 ϩ 1)-dimensional case simply by omitting integration over dy and dependencies in y.
We normalize Eqs. (1) , measuring the transverse coordinates x and y in units of the input beam size r 0 (x → r 0 x, y → r 0 y) and the propagation coordinate z in units of the diffraction length z d ϭ r 0 2 k 3 at frequency 3 
where ⌬ ϵ z d ⌬k and ϵ 2k 1 /k 3 . The dimensionless parameters ␤ v and ␤ u have the meaning of the nonlinearity-induced phase velocity shifts of the v and u components, respectively. Note that if ⌬k Ӷ k 3 then ϭ 1 with a good accuracy for both types of SHG. For example, ϭ 0.976 in the experiment of Ref. 14. For type I SHG, in addition to ϭ 1, we should also require that v ϭ u and ␤ v ϭ ␤ u . For our analysis, the integrals of motion of the system (3), which turn out to be important for the soliton stability, are the Hamiltonian
and two powers (Manley-Rowe invariants), the total power Q tot and the power unbalancing Q unb , defined as
Note that the other form of the Manley-Rowe invariants,
, could be equivalently employed. 16 We can find stationary localized solutions by solving the system of ordinary differential equations, i.e., Eqs. (3), with z derivatives omitted. To reduce the number of independent parameters, first we renormalized these equations, using new scaled variables defined through
The resulting system is more convenient for the numerical analysis:
where the primes denote derivation with respect to R, s ϭ 0 for the (1 ϩ 1)-dimensional case, s ϭ 1 for the (2 ϩ 1)-dimensional case, and the two parameters are
As is made clear below, to determine favorable conditions for soliton generation in specific situations, we need to evaluate the whole family of the two-parameter soliton solutions, given by the functions V s (R; ␣, ␥), U s (R; ␣, ␥), and W s (R; ␣, ␥), that describe the separatrix solutions 17 of the system (6) . From these we can construct the energy functions Q W (␣, ␥), Q U (␣, ␥), and
and the normalized version of the invariants (5) for a given . Here our strategy is to analyze the global quantities that allow one to characterize the peculiar features of the soliton family that are relevant in various experimental configurations. Two of these quantities are the invariant ratios 4Q W /Q tot and Q unb /Q tot , related to the fraction of the energy carried by the SH field, and the difference between the energy fractions at fundamental harmonics, respectively. We show these quantities in Fig. 1 for the (2 ϩ 1)-dimensional case and for ϭ 1; similar plots hold for the (1 ϩ 1)-dimensional case. An inspection of these plots allows us to determine the regions of the parameter plane for the optimal soliton excitation from an input with given energy fractions of the three components. For instance, high unbalanced solitons require a small value of ␥, whereas solitons with a strong harmonic component require a small value of ␣.
However, aside from these considerations, it is important to bear in mind that soliton stability is also a crucial requirement. The explicit threshold for local stability of three-wave (2) solitons could be calculated by application of a vectorial version of the asymptotic expansion technique. 18 For the three-wave problem, the explicit calculation 16 yields the condition
This condition represents a boundary between the stability and the instability domains that also can be drawn in the (␣, ␥) plane once the invariants Q tot ϭ Q tot (␣, ␥) and Q unb ϭ Q unb (␣, ␥) are calculated. 16 Although the quantities given in terms of the functions (U, V, W) in the parameter plane (␣, ␥) contain all the relevant information, they are not the most convenient variables to compare with real-world quantities. Indeed, the fields (U, V, W) scale with the velocity shift ␤ v , which is unknown a priori. Conversely, for any fixed values of and ⌬, the invariants and the stability criterion are more conveniently represented in terms of scaled variables (u, v, w) in Eqs. 
SOLITON STABILITY
Let us consider the soliton stability in the parameter plane (␤ u , ␤ v ). In this case the mismatch ⌬ plays the role of a controllable parameter that takes defined values, depending on the geometry of a given experiment. Since the solitary waves show qualitatively different features depending on the sign of ⌬, for definiteness we present the results obtained for ⌬ ϭ Ϯ1 and ϭ 1.
First, it is noteworthy that the condition for the soliton existence is given by the inequality ␤ u ϩ ␤ v у Ϫ⌬ (i.e., ␣ у 0) together with the positiveness of ␤ u and ␤ v . For nonnegative values of ⌬, the three-wave solitons exist in the whole quadrant of nonnegative values of (␤ u , ␤ v ), and they are always stable. In Fig. 2 we draw the surfaces of the invariant ratios 4Q W /Q tot and Q unb /Q tot ; i.e., we give the same global information contained in Fig. 1 but in the plane (␤ u , ␤ v ) for the (2 ϩ 1)-dimensional soliton family. As shown, solitons with large unbalancing require one of the nonlinear shifts (either ␤ u or ␤ v ) to be small. A large harmonic fraction is obtained for large values of both ␤ u and ␤ v . Conversely, for negative values of ⌬, the solitons exist above the line ␤ u ϩ ␤ v ϭ ͉⌬͉. In this case, Eq. (8) defines a nontrivial stability threshold that we show in Fig.  3 as a function of (␤ u , ␤ v ), together with the existence line. Note that the condition (8) itself does not define the stability domains for the solitons. However, this can be done by the asymptotic analysis of Ref. 16 . This analysis indicates that stable solitons exist above the instability threshold in Fig. 3 , whereas the domain between the two curves (existence and stability) corresponds to unstable solitons.
For negative mismatches ⌬, the soliton energies are defined above the line ␤ u ϩ ␤ v ϭ ͉⌬͉, and their behaviors show marked differences with respect to the case of positive ⌬, in the proximity of the existence boundary. As shown in Fig. 4 , the harmonic content of the soliton increases in this region, whereas the fundamental remains approximately balanced.
For the unstable solitons (⌬ Ͻ 0), the surface H(Q tot , Q unb ) displays a highly complicated structure, with the critical edges corresponding to the instability threshold. The analysis of this surface helps clarify the physical role played by the photon unbalancing Q unb at fundamental harmonics. Projections of this surface on the plane (Q unb , Q tot ) are shown in Figs. 5 (a) and 5(b) for the (1 ϩ 1)-and the (2 ϩ 1)-dimensional cases, respectively. By inspecting these diagrams for ⌬ Ͻ 0 we draw the following two conclusions:
(1) Any nonzero energy unbalancing Q unb stabilizes solitons in a twofold sense: (a) It reduces the minimum total energy Q tot for which stable solitons can still exist; i.e., the largest Q tot on the stability boundary is obtained for Q unb ϭ 0; (b) For absolute values of energy unbalancing larger than a given critical value, unstable solitons cease to exist.
(2) Soliton multistability occurs in the range of values of Q unb for which the lines Q unb ϭ constant intersect the stability boundary in two different points. The characteristic dependencies H ϭ H(Q tot ) for Q unb ϭ constant are also shown in Fig. 5 . Below the critical value of Q unb (e.g., line 1 corresponding to Q unb ϭ 0), the Hamiltonian has a stable branch (solid curve) and an unstable branch (dashed line) that merge at the point A representing a threshold value for the power Q tot . Conversely, above the critical value for Q unb (e.g., line 2 in Fig. 5 ), only the stable branch survives. In this case there is no threshold for Q tot for the (1 ϩ 1)-dimensional case, and as Q tot → 0 the soliton becomes infinitely broad. 19 In the intermediate region of the power unbalancing Q unb , the existence of the so-called multistable solitons is revealed. For these solitons, at the fixed values of the power invariants, there exist three distinct profiles for a solitary wave; two of them correspond to stable solitons, whereas one corresponds to unstable solitons. 16 
DYNAMICS OF SOLITON FORMATION
In this section we finalize the analysis carried out in the previous sections to characterize the process of soliton generation in specific situations of physical interest.
A. Minimum Intensity for Soliton Generation
The information about soliton families of Eqs. (6) can be used to determine the optimal choice of the physical parameters that correspond to the minimum value of the laser power necessary to generate a self-guided beam of a given size. The width of the soliton beam can be related to the half-width at the half-maximum r s (␤ u , ␤ v , ⌬) of one of the amplitudes in Eqs. (3), say, the harmonic field w for a given shape; this r s can be explicitly related to the intensity FWHM. Note that this radius r ϭ r s of the soliton described by Eqs. 
where n ϭ 1 for the (1 ϩ 1)-dimensional case and n ϭ 2 for the (2 ϩ 1)-dimensional case. Numerical analysis of Q tot (␣, ␥) shows that this function has a single minimum located at (␣ 0 , ␥ 0 ) for both types of geometry. After the position of the minimum is found, it is straightforward to determine other soliton parameters at the minimum:
The results for the case in which ϭ 1.0 are summarized in Table 1 .
The data from Table 1 can be used to estimate the power threshold required for generating (2) solitons. Inverting our previously used scaling formulas, one can obtain the expression for the minimum laser power in physical units (i.e., in watts), say,
in the (2 ϩ 1)-dimensional case, or
in the (1 ϩ 1)-dimensional case. In the former case we obtain P min ϭ Q tot /(4 2 r 0 2 ), whereas in the latter case we obtain P min ϭ Q tot /(4 2 r 0 3 ) [we assume that ϭ 1 and n 1 Ϸ n 2 Ϸ n 3 ϭ n, and hence that 1 ϭ 2 ϭ 3 /4 ϭ in Eqs. (1)]. In a bulk medium [or (2 ϩ 1)-dimensional case], ϭ bulk , the power P min is equivalent to a laser intensity
In the (1 ϩ 1)-dimensional case or for planar waveguides, the power P min is equivalent to a onedimensional power density I d,min ϭ P min / r 0 , and ϵ bulk /ͱL y,eff . These results allow us to make estimations of the optimal laser power for the soliton generation. (equivalent to ⌬kL ϭ 0.17 in a crystal L ϭ 1 cm long), for the (2 ϩ 1)-dimensional case, and ⌬k/k 3 Ϸ 1.5 10 Ϫ6 (⌬kL ϭ 0.33), for the (1 ϩ 1)-dimensional case. These estimates show that parametric solitons require similar intensities in the two cases and have lower threshold at positive mismatch ⌬k, in good agreement with experimental results. 12, 14 However, it is noteworthy that these values of I min give an estimate from below, i.e., they are absolute-minimum values. These calculations are based on the assumption that the laser beams exactly match each of the corresponding soliton solution components. Breaking this condition, e.g., generating (2) solitons without seeding of the second harmonic, should slightly increase the required threshold intensity. The inclusion of nonzero walk-off terms in Eqs. (3) is also likely to increase the threshold of the soliton generation.
Importantly, the minimum values of Q tot on the instability threshold curves of Fig. 5 do not correspond to the minimum values of Q tot , since in the former case we keep ⌬ fixed and vary the radius, whereas in the latter case we fix the soliton radius and vary ⌬. Also, it is important that the optimal soliton parameters lie in the stable soliton domain and correspond to the zero value of the power unbalancing Q unb or, in other words, that the optimal soliton generation correspond to excitation with identical fundamental components (i.e., it is equivalent to employing SHG of type I).
B. General Features of Soliton Dynamics
The approach based on the analysis of the surfaces H(Q tot , Q unb ) can also be used to make predictions about the dynamical evolution of a solitonlike input beam in a diffractive (2) medium. 20 In this subsection we restrict our analysis to the case of the zero unbalancing to demonstrate the basic idea of this method, but a similar approach can be used for more complicated cases, too.
Any initial three-wave solitonlike input that does not have an exact form of the soliton solution will change its form and will radiate a part of its energy away during propagation. It is easy to show that if radiation is small (which practically means that a beam does not split into several ones, but instead evolves as a single object) then both Q tot and H decrease during the beam propagation (calculations of this kind, for a different problem, can be found, e.g., in Ref. 21) , and the corresponding trajectory on the plain (Q tot , H) should move ''to the left and bottom.'' This defines the area of initial conditions that always lead to the soliton formation (see Fig. 6 ). The result of evolution of initial conditions located above the shaded area is more difficult to predict: The solitonlike beams either can diffract completely or can form a soliton after radiating a significant amount of the initial energy. For example, if ⌬ Ͻ 0, then no initial input without seeding of the second harmonic (i.e., without nonzero w) can be located in the shaded area. However, even a beam without seeding, but with sufficiently large initial power, can eventually evolve to a soliton [see the evolution that starts from point E in Fig. 6(a) ]. As a general rule, it is a good strategy to choose the input beam parameters in such a way that the corresponding point on the plane (Q tot , H) is close enough to a stable soliton branch.
C. Highly Unbalanced Solitons
For a balanced input at fundamental harmonics (i.e., u ϭ v), the process of soliton formation is equivalent to that occurring in the corresponding two-wave problem, or type I SHG. In particular, soliton formation in upconversion from an input beam at fundamental harmonics is possible in a wide range of values of the parameter ␣. However, in three-wave mixing this process of soliton formation can potentially occur under more general initial conditions, namely, from largely unbalanced solitons at fundamental harmonics. In type II SHG this corresponds to having large intensity differences between the ordinary and the extraordinary beams (note that in the frequency-nondegenerate case the unbalancing refers to the photon fluxes rather than to the intensities) or, in other words, to polarization angles of the fundamental beam that are substantially different from bal ϭ45 deg between the axes. Experimental results on the soliton formation from weakly unbalanced beams have been reported in Ref. 22 . However, in that experiment the walkoff plays a prominent role, inducing spatial soliton dragging even for small deviations of the input polarization angle (i.e., ⌬ ϵ Ϫ bal ϭ Ϯ3 deg). Conversely, the problem of using pure diffraction in the absence of walkoff (i.e., noncritical phase matching) to excite a soliton that has large angular deviations ⌬ was left unanswered until now. Our results allow us to predict that stable self-trapping with large unbalanced fields at fundamental harmonics is indeed possible. From Fig. 2 it follows that solitons with large unbalancing exist for large differences in the propagation constants ␤ u,v (a large u or v component corresponds to small values of ␤ v or ␤ u , respectively). As a consequence, unbalanced solitons will experience a polarization rotation owing to the nonlinear phase shift between the components at fundamental harmonics. Here we show that self-trapping with large unbalancing also occurs in upconversion without seeding the harmonic beam. This is the easiest experimental setup for observing soliton trapping, 12,14 since it does not require any adjustment of the relative phase of the beams at different frequencies (which is necessary for strict excitation of the phase-locked waves that constitute the parametric soliton). In Fig. 7 we show that the It is noteworthy that, in general, a complete description of the polarization evolution of the beam might be given only in terms of the transverse dependence of two quantities (e.g., polarization angle and ellipticity). However, since we are mainly interested in describing the final state of the soliton formation process, we choose to report only the evolution of the polarization angle at the beam peak intensity, say, ϭ tan Ϫ1 (͉u(r ϭ 0)͉/͉v(r ϭ 0)͉), which is representative of the whole beam profile. This quantity is shown in Fig. 7(b) , in which it exhibits large oscillation when the fundamental beam is initially upconverted. However, when the beams are mutually trapped, the angle oscillates around its mean value not far from the input one. A similar behavior occurs even with larger un- 
D. Solitons through Downconversion
To date, the formation of parametric solitons has been observed only in upconversion experiments, i.e., by launching the fundamental harmonic beam. 12, 14 The reason for this is that upconversion takes place in the absence of any seed at second-harmonic frequency, and generally it evolves into a stationary self-trapped state for long enough propagation distances (with radiation being emitted as well), generating the appropriate amount of the harmonic field component.
Similarly, one may wonder whether it is possible to generate solitons from a single frequency beam in downconversion. In the plane-wave limit, it is well known that the second-harmonic beam itself is an eigenmode of the SHG parametric process. However, this is an unstable state, which yields spontaneous parametric fluorescence, and the decay into multiple pairs of beams occurs accordingly with energy and wave-vector selection rules. In the presence of a seed at fundamental harmonic, however, the two-wave (or, in the type II case, three-wave) process of conversion is favored with respect to the spontaneous decay. We conjecture that a similar situation should occur for a focused beam when diffraction plays a relevant role. The plots of the invariant ratios shown in Figs. 1 and 2 with the dependence of the Hamiltonian H ϭ H(Q tot , Q unb ) can be used to predict suitable conditions for soliton formation in downconversion. In fact, the formation of a single soliton with relatively weak radiation requires operation close enough to the conditions for which the mutually trapped waves have a relatively large second-harmonic component. This requires a negative mismatch (see Fig. 1 for ⌬ ϭ Ϫ1) and an operation point close to the stability boundary.
In Fig. 9 we show the soliton self-trapping process in downconversion with ⌬ ϭ Ϫ1 and a weak seed beam at fundamental harmonics. The input conditions correspond to a Gaussian envelope at harmonic frequency with a weak asymmetrical seed at fundamental harmonics [i.e., w( ϭ 0) ϭ 0.9 exp(Ϫx well), the fields oscillate around a soliton state that still possesses a strong harmonic component.
CONCLUSIONS
We have investigated the peculiar features of three-wave parametric solitons due to type II SHG. In particular, we have demonstrated that for the case of the negative wavevector mismatch the solitons can become unstable. In some range of nonzero power unbalancing, soliton multistability has been revealed. In addition, we have developed an approach to determining the optimal parameters for the lowest power required for generating (2) solitons. Finally, we have discussed the conditions for dynamical generation of stable solitons from nonsoliton (e.g., Gaussian) input beams in a diffractive (2) medium. We have considered various situations of interest for experiments.
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