Artificial intelligence promises to revolutionize our lives, changing the way how we work, think and live. We are witnesses of driverless cars, computer-based diagnose systems, office automatization, industry virtualization, etc.
and risky. Laws and ethics in a virtualized world are not yet defined. Moreover, privacy must be redefined, and trustability might become a strong issue.
In the context of the 18th EPIA Conference on Artificial Intelligence, we have promoted a journal special issue for papers describing recent advances in AI, mostly based on computational models for social and technical interactions. The call for papers referred: This journal issue invites high-quality submissions that present original work in the areas of computational models for understanding, modeling, and facilitating social interaction between people, organizations and systems. Topics covering intelligent socio-technical systems, adaptive and social-aware intelligent systems, evolving social systems, adaptive and reactive intelligent systems, governance mechanisms, organizational learning, social media analysis, social network analysis, social robotics, smart cities, V2V, etc., are welcome.
We received 26 submissions. After a careful and demanding reviewing process, six papers have been selected. All accepted papers have been presented at the 18th EPIA Conference on Artificial Intelligence, held in Porto, 5th-8th September 2017.
Three papers analyze social media data. The paper, TexRep: A Text Mining Framework for Online Reputation Monitoring by Pedro Saleiro, Eduarda Mendes Rodrigues, Carlos Soares, and Eugénio Oliveira, uses unstructured text data from different Web sources for online reputation monitoring. The system collects texts from online media, such as Twitter, and identifies entities of interest and classifies sentiment polarity and intensity. The framework supports multiple data aggregation methods, as well as visualization and modeling techniques that can be used for both descriptive analytics, such as analyze how political polls evolve over time, and predictive analytics, such as predict elections.
The paper, Predicting the Relevance of Social Media Posts Based on Linguistic Features and Journalistic Criteria by Hugo Gonçalo Oliveira, Alexandre Pinto, Á lvaro Figueira, and Ana Alves, focuses on the automatic classification of public social text according to its potential relevance, from a journalistic point of view. Authors select a set of posts with several criteria, including the journalistic relevance, assessed by human judges. Using natural language processing tools, the system extracts linguistic features used to learn a classifier. The classifier is used to predict the journalistic relevance of query posts.
The paper, A Framework for Recommendation of Highly Popular News Lacking Social Feedback by Nuno Moniz, Luís Torgo, Magdalini Eirinaki, and Paula Branco, studies the task of predicting news popularity upon their publication, when social feedback is unavailable or scarce. Unlike previous work, authors focus on accurately predicting highly popular news. Such cases are rare, causing known issues for standard prediction models and evaluation metrics. To overcome such issues they propose the use of resampling strategies to bias learners towards these rare cases of highly popular news, and a utility-based framework for evaluating their performance.
The other three papers deal with complex data, from videos and sound to highspeed data streams. The paper, Tensor Based Shot Boundary Detection in Video Streams by Boguslaw Cyganek and Michal Wozniak, presents a method for content change detection of multi-dimensional video signals. Video frames are represented as tensors of order consistent with signal dimensions.
The paper, Automatic Classification of Impact Sounds with Rejection of Unknown Samples by Joaquim Ferreira da Silva, Sofia Cavaco, and Gabriel Pereira Lopes, presents a method to automatically select the features to be used in discriminating sounds. Given an initial large set of features, the method measures their discriminative power and builds a reduced set of new features which discriminates the sound classes very accurately. This feature selection method is part of the learning phase of a supervised classification approach also proposed here.
The paper, WCDS: A Two-Phase Weightless Neural System for Data Stream Clustering by Douglas O. Cardoso, Felipe M. G. França, and João Gama, presents WCDS, an approach for data streams clustering based on the WiSARD artificial neural network model. This model satisfies all the strict constrains of the data streams computational model. The system presents novel characteristics such as the ability to cluster unbalance data, and new mechanisms to discard outdated data.
This special issue would not have been possible without the help of many people. In particular, we would like to thank the referees for their hard work and timely reviewing of the papers submitted to the special issue. 
