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ON POWER BOUNDED OPERATORS WITH
HOLOMORPHIC EIGENVECTORS, II
MARIA F. GAMAL’
Abstract. In [U] (among other results), M. Uchiyama gave the neces-
sary and sufficient conditions for contractions to be similar to the uni-
lateral shift S of multiplicity 1 in terms of norm-estimates of complete
analytic families of eigenvectors of their adjoints. In [G2], it was shown
that this result for contractions can’t be extended to power bounded
operators. Namely, a cyclic power bounded operator was constructed
which has the requested norm-estimates, is a quasiaffine transform of S,
but is not quasisimilar to S. In this paper, it is shown that the addi-
tional assumption on a power bounded operator to be quasisimilar to S
(with the requested norm-estimates) does not imply similarity to S. A
question whether the criterion for contractions to be similar to S can be
generalized to polynomially bounded operators remains open.
Also, for every cardinal number 2 ≤ N ≤ ∞ a power bounded op-
erator T is constructed such that T is a quasiaffine transform of S and
dimkerT ∗ = N . This is impossible for polynomially bounded opera-
tors. Moreover, the constructed operators T have the requested norm-
estimates of complete analytic families of eigenvectors of T ∗.
1. Introduction
Let H be a (complex, separable) Hilbert space, and let T be a (linear,
bounded) operator acting on H. The operator T is called power bounded, if
supn≥1 ‖T n‖ < ∞. The operator T is called polynomially bounded, if there
exists a constant C > 0 such that ‖p(T )‖ ≤ Cmax{|p(z)|, |z| ≤ 1} for every
(analytic) polinomial p. The operator T is a contraction if ‖T‖ ≤ 1. It is
well known that a contraction is polynomially bounded, and, consequently,
power bounded.
Let T and R be operators on spaces H and K, respectively, and let X :
H → K be a (linear, bounded) transformation such thatX intertwines T and
R, that is, XT = RX. If X is unitary, then T and R are called unitarily
equivalent, in notation: T ∼= R. If X is invertible (that is, its inverse is
bounded), then T and R are called similar, in notation: T ≈ R. If X is
a quasiaffinity, that is, kerX = {0} and closXH = K, then T is called a
quasiaffine transform of R, in notation: T ≺ R. If T ≺ R and R ≺ T , then
T and R are called quasisimilar, in notation: T ∼ R.
In [U], necessary and sufficient conditions for contractions to be quasiaffine
transforms, quasisimilar, or similar to unilateral shifts of finite multiplicity
in terms of norm-estimates of complete analytic families of eigenvectors of
their adjoints are given. In [G2], the result from [U] for contractions to be
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quasiaffine transforms of unilateral shifts of finite multiplicity is generalized
to power bounded operators. Also, in [G2] an example of a cyclic power
bounded operator T0 is given such that T0 satisfies sufficient conditions on
contractions to be similar to the unilateral shift S of multiplicity 1, but
there is no contraction R such that R ≺ T . This example is based on some
example from [MT].
In this paper, it is shown that the additional assumption T ∼ S on a
power bounded operator T (with the requested norm-estimates of complete
analytic family of eigenvectors of T ∗) also does not imply the similarity
T ≈ S. The constructed operator T has the following property: there exist
two invariant subspaces M1, M2 of T such that T |Mk ≈ S (k = 1, 2) and
M1 ∨ M2 is the whole space on which T acts. The same property takes
place for polynomially bounded operators that are quasiaffine transforms of
S [G3]. A question whether the criterion for contractions to be similar to S
can be generalized to polynomially bounded operators remains open.
If a polynomially bounded operator T is such that T ≺ S, then the range
of T is closed and dimker T ∗ = 1 ([T], [BP], [G1], see Remark 3.3 below).
The range of a cyclic power bounded operator T0 constructed in [G2] is
not closed. It allows, for every cardinal number 2 ≤ N ≤ ∞, to construct
example of a power bounded operator T such that T ≺ S, a complete
analytic family of eigenvectors of T ∗ has the requested norm-estimates, and
dimkerT ∗ = N .
The paper is organized as follows. In Sec. 2 a power bounded operator T
is constructed such that T ∼ S, a complete analytic family of eigenvectors
of T ∗ has the requested norm-estimates, but T 6≈ S. In Sec. 3 it is shown
that if a power bounded operator T is such that T ≺ S, then dimkerT ∗ can
be arbitrarily large. In Sec. 4 it is shown that for T0 constructed in [G2]
σe(T0) is the closed unit disc.
The following notation will be used. Let H be a Hilbert space, and let
M be its (linear, closed) subspace. By IH and PM the identical operator on
H and the orthogonal projection from H onto M are denoted, respectively.
For an operator T : H → H, a subspaceM of H is called invariant subspace
of T , if TM ⊂ M. The complete lattice of all invariant subspaces of T is
denoted by LatT .
The words “operator” and “transformation” mean that the linear map-
pings under consideration are bounded.
The symbols D, T, and m denote the open unit disc, the unit circle, and
the normalized Lebesgue measure on T, respectively. H∞ is the Banach
algebra of all analytic bounded functions in D. H2 is the Hardy space on
D, S : H2 → H2, (Sh)(z) = zh(z) (z ∈ D, h ∈ H2) is the unilateral shift of
multiplicity 1. Set
(1.1) hλ(z) =
1
1− λz , z, λ ∈ D.
It is well known and easy to see that
S∗hλ = λhλ, ‖hλ‖ = 1
(1− |λ|2)1/2 (λ ∈ D),
and the function D→ H2, λ 7→ hλ, is conjugate analytic.
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If T is an operator on a Hilbert space H and a quasiaffinity X is such
that XT = SX, then
T ∗X∗hλ = λX
∗hλ, ‖X∗hλ‖ ≤ ‖X‖ 1
(1 − |λ|2)1/2 (λ ∈ D),
and the function D → H, λ 7→ X∗hλ, is conjugate analytic. If, in addition,
T is a contraction and ‖X∗hλ‖ ≍ 1(1−|λ|2)1/2 , then, by [U], T ≈ S.
2. Example of operator quasisimilar to S
In this section a power bounded operator T is constructed such that
T ∼ S, a complete analytic family of eigenvectors kλ of T ∗ has the estimate
‖kλ‖ ≍ ‖hλ‖, but T is not polynomially bounded. Consequently, T 6≈ S.
For an inner function θ set Kθ = H2 ⊖ θH2, Tθ = PKθS|Kθ , and
(2.1) hθ,λ(z) =
1− θ(λ)θ(z)
1− λz , z, λ ∈ D.
It is well known and easy to see that
(2.2) PθH2hλ = θ(λ)θhλ and PKθhλ = hθ,λ.
Furthermore,
(2.3) f(λ) = (f, hθ,λ) for every λ ∈ D and f ∈ Kθ.
2.1. Bases of a Hilbert space. In this subsection we recall the notions
and properties of (not orthogonal) bases of a Hilbert space. For references,
see [N1, Ch. VI.3] or [N2, Ch. I.A.5.1, I.A.5.6.2, II.C.3.1].
Let H be a Hilbert space, and let {xn}n≥0 ⊂ H. The family {xn}n≥0 is
called an unconditional basis of H, if for every x ∈ H there exists a family
{an}n≥0 ⊂ C such that x =
∑
n≥0 anxn and the series
∑
n≥0 anxn converges
unconditionally, that is, for every ε > 0 there exists a finite N ⊂ {0, 1, . . .}
such that ‖x −∑n∈N′ anxn‖ < ε for every finite N ⊂ N′ ⊂ {0, 1, . . .}. The
family {xn}n≥0 is called a Riesz basis of H, if the mapping W acting by
the formula Wen = xn for an orthonormal basis {en}n≥0 is an invertible
transformation. Let {xn}n≥0 is such that H = ∨n≥0xn, xn 6∈ ∨k 6=nxk for
all n, and ‖xn‖ ≍ 1. Then {xn}n≥0 is an unconditional basis if and only if
{xn}n≥0 is a Riesz basis.
Let H = ∨n≥0xn, and let {xn}Nn=0 are linear independent for every finite
N . Define mappings Qn and Pn on the linear set{ N∑
n=0
anxn, {an}n≥0 ⊂ C, N = 0, 1, . . .
}
by the formulas
(2.4) Qn
∑
k≥0
akxk = anxn
and
(2.5) Pn
∑
k≥0
akxk =
n∑
k=0
akxk.
Clearly, Qn = Pn − Pn−1 for all n ≥ 1, and Q0 = P0.
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Let n ≥ 0. Then the following are equivalent: (i) Qn can be extended
on H as an operator; (ii) there exists x′n ∈ H such that (x′n, xn) = 1 and
(x′n, xk) = 0, if k 6= n; (iii) xn 6∈ ∨k 6=nxk.
If Pn can be extended on H as operators for all n and
(2.6) sup
n≥0
‖Pn‖ <∞,
then Pnx =
∑n
k=0(x, x
′
k)xk for all n and
x = lim
n
Pnx =
∑
k≥0
(x, x′k)xk
(
= lim
n
n∑
k=0
(x, x′k)xk
)
for every x ∈ H.
Lemma 2.1. Suppose that H and K are Hilbert spaces, H = ∨n≥0 xn,
K = ∨n≥0 yn, Qn and Pn defined by (2.4) and (2.5) for {yn}n≥0 and
{xn}n≥0, respectively, are operators for all n, and (2.6) is fulfilled for Pn.
Furthermore, suppose that the family {cn}n≥0 ⊂ C is such that cn 6= 0 for
every n ≥ 0 and the mapping X acting by the formula Xxn = cnyn, n ≥ 0,
is a transformation. Then X : H → K is a quasiaffinity.
Proof. Since yn ∈ XH and K = ∨n≥0 yn, we conclude that closXH = K.
Let x ∈ H be such that Xx = 0. We have x = limN
∑N
k=0 akxk (where
ak = (x, x
′
k)), therefore,
0 = QnXx = QnX
(
lim
N
N∑
k=0
akxk
)
= lim
N
Qn
N∑
k=0
akckyk = ancnyn
for every n ≥ 0. Since cn 6= 0, we conclude that an = 0 for every n ≥ 0.
Therefore, x = 0. 
Lemma 2.2. Suppose that H and K are Hilbert spaces, {un}n≥0 is a Riesz
basis of K, the family {xn}n≥0 ⊂ H is such that
(2.7) H =
∨
n≥0
xn, inf
n≥0
‖xn‖ > 0,
and Qn defined by (2.4) are such that
(2.8) sup
n≥0
‖Qn‖ <∞.
Let {cn}n≥0 ⊂ C be such that
∑
n≥0 |cn|2 <∞. Then the mapping Z : H →
K acting by the formula Zxn = cnun, n ≥ 0, is a transformation.
Proof. Since {un}n≥0 is a Riesz basis,∥∥∥Z∑
n≥0
anxn
∥∥∥2 = ∥∥∥∑
n≥0
cnanun
∥∥∥2 ≍∑
n≥0
|cn|2|an|2
≤ 1
(infn≥0 ‖xn‖)2
∑
n≥0
|cn|2
∥∥∥Qn∑
k≥0
akxk
∥∥∥2
≤ (supn≥0 ‖Qn‖)
2
(infn≥0 ‖xn‖)2
∑
n≥0
|cn|2
∥∥∥∑
k≥0
akxk
∥∥∥2.

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In Lemma 2.3 the notion of a Helson–Szego¨ weight function is used. To
the definition of this notion we refer to the references in Lemma 2.3. This
notion will not be used in the sequel.
Lemma 2.3 ([BS, Theorem 2.1], [N1, Ch. VIII.6], [N2, Lemma I.A.5.2.5,
Theorem I.A.5.4.1]). Suppose that ψ ∈ H∞ is an outer function, |ψ|2 is a
Helson–Szego¨ weight function, and 1/ψ 6∈ H∞. Set H0 = H2 and xn = χnψ,
n ≥ 0, where χ(ζ) = ζ, ζ ∈ T. Then H0 and {xn}n≥0 satisfy (2.7), {Pn}n≥0
defined by (2.5) satisfies (2.6), for every Riesz basis {un}n≥0 of a Hilbert
space K the mapping W : K → H0 acting by the formula Wun = xn, n ≥ 0,
is a transformation, but {xn}n≥0 is not a Riesz basis of H0.
Proof. Clearly, {χn}n≥0 is an orthonormal basis of H2. Define J : H2 → H2
by the formula Jh = ψh, h ∈ H2. Clearly, Jχn = xn, n ≥ 0, and J is an
operator, because ψ ∈ H∞. Thus, the statement about W is proved.
If we assume that {xn}n≥0 is a Riesz basis of H2, then the operator J
must have bounded inverse on H2. Since 1/ψ 6∈ H∞, we conclude that J
has no bounded inverse.
All remaining statements follow from the references. 
Example 2.4 ([BS, Example 3.3.2], [N2, Ch. I.A.5.5]). Let 0 < α < 1/2.
Set ψ(z) = (1− z)α, z ∈ D. Then ψ satisfies Lemma 2.3.
Recall that an operator T satisfies the Tadmor–Ritt condition, if there
exists C > 0 such that ‖(T − zI)−1‖ ≤ C/|z − 1| for z ∈ C, |z| > 1.
The Tadmor–Ritt condition implies power boundedness [L], [NZ], [V2]. The
Tadmor–Ritt condition will not be used in the sequel.
Lemma 2.5 ([V1, Lemma 2.2]). Suppose that {λn}n≥0 ⊂ (0, 1), λn < λn+1
for all n, and λn → 1. Furthermore, suppose that H0 is a Hilbert space,
H0 = ∨n≥0xn, Pn : H0 → H0 defined by (2.5) are operators, and (2.6) is
fulfilled. Then the mapping R0 : H0 →H0 acting by the formula
R0xn = λnxn, n ≥ 0,
is an operator, R0 satisfies the Tadmor–Ritt condition and, consequently, is
power bounded.
2.2. Blaschke product. In this subsection we recall the well-known facts
about Blaschke products which will be used in the sequel. For references,
see [N1, Ch. VI.2, IX.3] or [N2, Ch. II.C.3.2, Lemma II.C.3.2.18].
For λ ∈ D, a Blaschke factor is bλ(z) = |λ|λ λ−z1−λz , z ∈ D. The following
equality will be used:
(2.9) 1− |bλ(z)|2 = (1− |z|
2)(1 − |λ|2)
|1− λz|2 .
If {λn}n ⊂ D satisfies the Blaschke condition
∑
n(1 − |λn|) < ∞, then the
Blaschke product B =
∏
n bλn converges and B is an inner function.
Let B =
∏
n bλn be a Blaschke product with simple zeros, that is, λn 6= λk,
if n 6= k. Set Bn =
∏
k 6=n bλk ,
(2.10) un = (1− |λn|2)1/2hλn , vn =
1
Bn(λn)
Bnun,
ON POWER BOUNDED OPERATORS 6
where hλ are defined in (1.1), then
‖un‖ = 1, ‖vn‖ = 1|Bn(λn)| , (vn, un) = 1, (vn, uk) = 0, if n 6= k,
KB = ∨nun = ∨nvn, and T ∗Bun = λnun.
Let {λn}n ⊂ D be such that λn 6= λk, if n 6= k. The family {λn}n satisfies
the Carleson interpolating condition (the Carleson condition for brevity), if
(2.11) there exists δ > 0 such that |Bn(λn)| ≥ δ for every n.
Then {un}n and {vn}n are Riesz bases of KB , and
(2.12) f =
∑
n
(f, vn)un for every f ∈ KB .
Set
(2.13) Dn = {z ∈ D : |bλn(z)| ≤ δ/3}.
Then
(2.14) |Bn(z)| ≥ δ/2, if z ∈ Dn,
and
(2.15) |B(z)| ≥ δ2/6, if z ∈ D \ ∪nDn.
Lemma 2.6. Suppose that {λn}n≥0 ⊂ D, λn 6= λk, if n 6= k, and {λn}n≥0
satisfies the Carleson condition (2.11). Furthermore, suppose that H0 is a
Hilbert space, {xn}n≥0 ⊂ H0 satisfies (2.7), Qn : H0 → H0 acting by the
formula (2.4) are operators and (2.8) is fulfilled. Finally, suppose that
W : KB →H0 is a transformation and xn =Wun for all n ≥ 0,
where un are defined in (2.10). Then
‖WhB,λ‖ ≥ δ
2
(
1− δ
2
9
)1/2 infn≥0 ‖xn‖
supn≥0 ‖Qn‖
1
(1− |λ|2)1/2 for every λ ∈ ∪n≥0Dn,
where hB,λ are defined in (2.1), δ is from (2.11) and Dn are defined in
(2.13).
Proof. By (2.12), hB,λ =
∑
k≥0(hB,λ, vk)uk. Therefore,
WhB,λ =
∑
k≥0
(hB,λ, vk)xk.
We have
‖WhB,λ‖ ≥ 1
supk ‖Qk‖
‖QnWhB,λ‖ = 1
supk ‖Qk‖
|(hB,λ, vn)|‖xn‖.
By (2.3), (2.10), and (2.14),
|(hB,λ, vn)| = |vn(λ)| = |Bn(λ)||Bn(λn)|
(1− |λn|2)1/2
|1− λnλ|
≥ δ
2
(1− |λ|2)1/2(1− |λn|2)1/2
|1− λnλ|
1
(1− |λ|2)1/2 , λ ∈ Dn.
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By (2.9) and (2.13),
(1− |λ|2)1/2(1− |λn|2)1/2
|1− λnλ|
= (1− |bλn(λ)|2)1/2 ≥
(
1− δ
2
9
)1/2
, λ ∈ Dn.

2.3. Construction of example. The following lemma is a corollary of Sec.
2.1 and 2.2.
Lemma 2.7. Suppose that {λn}n≥0, H0 and {xn}n≥0 satisfy assumption of
Lemma 2.5, {λn}n≥0 satisfies the Carleson condition (2.11), and {xn}n≥0
satisfies (2.7). Let R0 be the operator from Lemma 2.5. Let g ∈ H∞ be such
that
(2.16)
∑
n≥0
|g(λn)|2 <∞.
Set cn = g(λn), n ≥ 0. Define Z as in Lemma 2.2. Suppose that the mapping
W : KB →H0 acting by the formula Wun = xn, n ≥ 0, is a transformation.
Then WT ∗B = R0W , ZR0 = T
∗
BZ, and ZW = g(T
∗
B).
Proof. Set Qn = Pn − Pn−1, n ≥ 1, and Q0 = P0. Clearly, Qn act by the
formula (2.4), and (2.8) is fulfilled. The lemma follows from Lemma 2.2 and
the definitions of W , Z, and R0. 
Example 2.8. Suppose that {λn}n≥0 ⊂ (0, 1) satisfies the Blaschke condi-
tion, λn 6= λk, if n 6= k, and g(z) = (1 − z)1/2, z ∈ D. Then g is outer,
g satisfies (2.16) and
∑
n≥0 |ĝ(n)| < ∞ by [D, Corollary of Theorem 3.15],
because g′ ∈ H1.
The following theorem is the main result of Sec. 2.
Theorem 2.9. Suppose that {λn}n≥0 ⊂ (0, 1), λn < λn+1 for all n, and
{λn}n≥0 satisfies the Carleson condition (2.11). Suppose that H0 and {xn}n≥0
satisfy the assumptions of Lemmas 2.5 and 2.6, but {xn}n≥0 is not a Riezs
basis of H0. Suppose that g ∈ H∞ is outer, and g satisfies (2.16). Set
g∗(z) = g(z), z ∈ D. Finally, suppose that R0, W , Z are from Lemmas 2.5,
2.6, and 2.7, respectively. Set
T : BH2 ⊕H0 → BH2 ⊕H0, Y : BH2 ⊕H0 → H2, X : H2 → BH2 ⊕H0,
T =
(
S|BH2 PBH2S|KBW ∗
O R∗0
)
,
Y =
(
IBH2 O
O W ∗
)
, X =
(
g∗(S)|BH2 PBH2g∗(S)|KB
O Z∗
)
.
Then T is power bounded, T is not polynomially bounded, X and Y are
quasiaffinities, Y T = SY , XS = TX, Y X = g∗(S), and if
∑
n≥0 |ĝ(n)| <
∞, then XY = g∗(T ). Moreover,
(2.17) ‖Y ∗hλ‖ ≍ ‖hλ‖ = 1
(1− |λ|2)1/2 (λ ∈ D),
where hλ are defined in (1.1).
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Proof. By Lemma 2.1, W and Z are quasiaffinities. Therefore, X and Y
are quasiaffinities. Intertwining properties of X and Y and the equality
Y X = g∗(S) easy follow from the construction of T , X, Y and Lemma 2.7.
The power boundedness of T follows from the power boundedness of R0
and the equality
PBH2T
n|H0 = PBH2Sn|KBW ∗,
which is a consequence of the relation Y T = SY .
If
∑
n≥0 |ĝ(n)| <∞, then g∗(T ) =
∑
n≥0 ĝ(n)T
n. Since Y XY = g∗(S)Y =
Y g∗(T ) and ker Y={0}, we conclude that XY = g∗(T ).
It is well known that if R0 is polynomially bounded, then {xn}n≥0 is an
unconditional basis of H0 (because {λn}n≥0 satisfies the Carleson condition
(2.11), see, for example, [V1, Lemma 2.3]), a contradiction to assumption.
Since R0 is not polynomially bounded, we conclude that T is not polynomi-
ally bounded.
Clearly, ‖Y ∗hλ‖ ≤ ‖Y ‖‖hλ‖ for every λ ∈ D. Therefore, to prove (2.17),
it is sufficient to prove that there exists c > 0 such that
(2.18) ‖Y ∗hλ‖ ≥ c 1
(1 − |λ|2)1/2 for every λ ∈ D.
By (2.2),
‖Y ∗hλ‖2 = ‖PBH2hλ‖2 + ‖WPKBhλ‖2 = |B(λ)|2‖hλ‖2 + ‖WhB,λ‖2.
Let {Dn}n≥0 be defined as in Lemma 2.6. By Lemma 2.6, there exists c > 0
such that
‖WhB,λ‖ ≥ c
(1− |λ|2)1/2 for every λ ∈ ∪n≥0Dn.
Let λ ∈ D \ ∪nDn. By (2.15), |B(λ)| ≥ δ2/6 for such λ. Therefore,
‖Y ∗hλ‖ ≥ δ
2
6
‖hλ‖ for every λ ∈ D \ ∪nDn.
Estimate (2.18) is proved. 
Remark 2.10. If in Theorem 2.9 one assume that {xn}n≥0 is a Riezs basis
instead of is not, then R0 is similar to a contraction. Therefore, T is similar
to a contraction by [C, Corollary 4.2] and T ≈ S by [U, Theorem 3.8].
Remark 2.11. A key step in the construction of the example is the existence
of a family {xn}n≥0 satifying (2.7), such that the mapping W acting by
the formula Wen = xn (n ≥ 0) for an orthonormal basis {en}n≥0 is a
transformation, but {xn}n≥0 is not a Riesz basis (Lemma 2.3 and Example
2.4). It seems the basis constructed in [S, Example III.14.5, p. 429] does
not have this property.
2.4. Existence of another shift-type invariant subspace. Let T be a
polynomially bounded operator on a Hilbert space H such that T ≺ S, and
let N ∈ LatT be such that T |N ≈ S. Then there exists M ∈ LatT such
that T |M ≈ S and N ∨ M = H (see [G3, Theorem 2.10]). The power
bounded operator T on the space BH2 ⊕ H0 constructed in Theorem 2.9
has the invariant subspace BH2 ⊕ {0} such that T |BH2⊕{0} ∼= S. In this
subsection we show that there exists M ∈ LatT such that T |M ≈ S and
(BH2 ⊕ {0}) ∨M = BH2 ⊕H0 (although T is not polynomially bounded).
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Lemma 2.12. Suppose that H is a Hilbert space, A : H → H is an oper-
ator, and x ∈ H. Then there exist an a.c. contraction R : K → K and a
transformation X : K → H such that XR = AX and x ∈ XK if and only if
(2.19)
there exists a function w ∈ L1(T,m) such that w ≥ 0
and ‖p(A)x‖2 ≤
∫
T
|p|2wdm for every (analytic) polynomial p.
Proof. “If” part. Denote by P 2(wm) the closure of (analytic) polynomials
in L2(wm) and by Swm the operator of multiplication by the independent
variable on P 2(wm). Clearly, Swm is an a.c. contraction. Define the trans-
formation X : P 2(wm) → H by the formula Xp = p(A)x. Then X1 = x
and XSwm = AX.
“Only if” part. By assumption, there exists u ∈ K such that x = Xu. By
[BT, Lemma 3], (2.19) is fulfilled for R and u with some function w. Clearly,
(2.19) is fulfilled for A and x with the function ‖X‖2w. 
Lemma 2.13. Suppose that θ is an inner function, H0 is a Hilbert space,
A0 : H0 →H0 is an operator, Y0 : H0 → Kθ is a transformation, and Y0A0 =
TθY0. Furthermore, suppose that there exists x ∈ H0 such that x is a cyclic
vector for A0 and (2.19) is fulfilled for A0 and x. Set
A : θH2 ⊕H0 → θH2 ⊕H0, A =
(
S|θH2 PθH2S|KθY0
O A0
)
.
Then there exists M ∈ LatA such that A|M ≈ S and
(2.20) (θH2 ⊕ {0}) ∨M = θH2 ⊕H0.
Proof. Set f = Y0x. Take h ∈ θH2 such that
|h| ≥ |f |+ w1/2,
where w is a function from (2.19). Put
M = clos{p(A)(h ⊕ x) : p is an (analytic) polynomial}.
Clearly, M ∈ LatA, and (2.20) is fulfilled, because x is cyclic for A0. Fur-
thermore, set Y = IθH2 ⊕ Y0 and E = clos YM. Since Y A = SY , we have
E ∈ LatS, and Y |MA|M = S|EY |M. We will show that
(2.21) ‖Y y‖ ≥ ‖y‖√
2
for every y ∈ M.
Then we will obtain that Y |M realizes the relation A|M ≈ S|E . Since
S|E ∼= S for every E ∈ LatS, the lemma will be proved.
It follows from the relation Y A = SY that
p(A)(h⊕ x) = (p(S)|θH2h+ PθH2p(S)|KθY0x)⊕ p(A0)x
= PθH2p(h+ f)⊕ p(A0)x
and Y p(A)(h ⊕ x) = p(S)Y (h⊕ x) = p(h+ f) for every polynomial p.
ON POWER BOUNDED OPERATORS 10
Therefore,
‖p(A)(h⊕ x)‖2 = ‖PθH2p(h+ f)‖2 + ‖p(A0)x‖2
≤ ‖p(h+ f)‖2 +
∫
T
|p|2wdm ≤ ‖p(h + f)‖2 +
∫
T
|p|2|h+ f |2dm
= 2‖p(h + f)‖2 = 2‖Y p(A)(h ⊕ x)‖2.
Thus, (2.21) is proved. 
Corollary 2.14. Let T be an operator from Theorem 2.9. Then there exists
M∈ LatT such that T |M ≈ S and (2.20) is fulfilled (with θ = B).
Proof. By Lemma 2.7, Z∗TB = R
∗
0Z
∗. Take a vector u ∈ KB such u is
cyclic for TB and set x = Z
∗u. Since closZ∗KB = H0, x is cyclic for
R∗0. By Lemma 2.12, (2.19) is fulfilled for R
∗
0 and x. Thus, T satisfies to
the conditions of Lemma 2.13 with θ = B, A0 = R
∗
0 and Y0 = W
∗. The
conclusion of the theorem follows from Lemma 2.13. 
3. Construction of operators with the range of arbitrary
codimension
In this section, for every cardinal number 2 ≤ N ≤ ∞ a power bounded
operator T is constructed such that T ≺ S and dimkerT ∗ = N . This
is impossible for polynomially bounded operators, see Remark 3.3 below.
Moreover, for the constructed operator T the estimate ‖X∗hλ‖ ≍ ‖hλ‖ is
fulfilled, where X realizes the relation T ≺ S and hλ are defined in (1.1).
Lemma 3.1. Suppose that H0, E, K are Hilbert spaces, T0 : H0 → H0,
A : E → clos T0H0, X0 : H0 → K, R : K → K are operators and transforma-
tions, X0T0 = RX0, X0 is a quasiaffinity, R is left invertible, kerA = {0}
and AE ∩ T0H0 = {0}. Set
T : H0 ⊕ E → H0 ⊕ E , T (x⊕ e) = T0x+Ae (x ∈ H0, e ∈ E),
X : H0 ⊕ E → K, X(x⊕ e) = X0x+ v,
where v ∈ K satisfies the relation X0Ae = Rv (x ∈ H0, e ∈ E).
Then XT = RX, X is a quasiaffinity, ker T ∗ = kerT ∗0 ⊕ E, and if T0 is
power bounded, then T is power bounded.
Proof. First, it needs to check that the definition of X is correct, that is, for
every e ∈ E there exists v ∈ K such that X0Ae = Rv and such v is unique.
We have
closX0AE = closX0 closAE ⊂ closX0 clos T0H0 = closX0T0H0
= closRX0H0 = closRK = RK,
the latter equality holds true due to the left invertibility of R. We obtain
that X0AE ⊂ RK. Thus, for every e ∈ E the needed v exists, and the
uniqueness of v follows from the left invertibility of R again. Furthermore,
let c > 0 be such that ‖Ru‖ ≥ c‖u‖ for every u ∈ K. We have
‖Xe‖ = ‖v‖ ≤ ‖Rv‖
c
=
‖X0Ae‖
c
≤ ‖X0A‖
c
‖e‖ for every e ∈ E .
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Thus, X is a transformation. The equalities
XT = RX, clos T (H0 ⊕ E) = clos T0H0, and closX(H0 ⊕ E) = K
easy follow from the definitions of X and T . The equality for ker T ∗ is a
consequence of the equality for the range of T . Let x ∈ H0, let e ∈ E , and
let X(x⊕ e) = 0. Then
0 = RX(x⊕e) = R(X0x+v) = RX0x+Rv = X0T0x+X0Ae = X0(T0x+Ae).
Since kerX0 = {0}, we conclude that T0x = −Ae. By assumption, T0x =
−Ae = 0. Since kerA = {0}, we obtain that e = 0. From the equalities
X0T0 = RX0, kerR = {0}, and kerX0 = {0} we conclude that kerT0 = {0}.
Thus, x = 0. We obtain that X is a quasiaffinity.
Easy computation shows that
T n(x⊕ e) = T n0 x+ T n−10 Ae for every n ≥ 1, x ∈ H0, e ∈ E .
Therefore, if T0 is power bounded, then T is power bounded. 
Corollary 3.2. For every cardinal number 1 ≤ N ≤ ∞ there exists a power
bounded operator T and a quasiaffinity X such that XT = SX, dimker T ∗ =
N , and
(3.1) ‖X∗hλ‖ ≍ ‖hλ‖ = 1
(1− |λ|2)1/2 (λ ∈ D),
where hλ are defined in (1.1).
Proof. In [G2, Theorem 4.4] a cyclic power bounded operator T0 and a
quasiaffinity X0 are constructed such that X0T0 = SX0,
(3.2) ‖X∗0hλ‖ ≍ ‖hλ‖,
and T0 is not left invertible. Since T0 is cyclic, we have dimkerT
∗
0 ≤ 1. Since
T0 ≺ S, we have dimker T ∗0 ≥ 1. Thus, dimkerT ∗0 = 1, and the corollary is
proved for N = 1.
LetN ≥ 2. Denote byH0 the space on which T0 acts. SetH1 = clos T0H0.
There exists a unitary transformation U1 : H1 → H0. Set T1 = T0U1 and
consider T1 as an operator on H1. Clearly, T1H1 = T0H0. Since T0 is not
left invertible, T1H1 is not closed. By [FW, Theorem 3.6], there exists a
unitary operator U0 on H1 such that
T1H1 ∩ U0T1H1 = {0}.
Take a subspace E ⊂ H1 such that dim E = N −1, if N <∞, or set E = H1,
if N =∞. Put
A = U0T1|E .
Define T as in Lemma 3.1 with R = S. Let X be a quasiaffinity from
Lemma 3.1. By construction, PH0X
∗ = X∗0 . Therefore, (3.1) follows from
(3.2). Thus, T and X satisfy the conclusion of the corollary. 
Remark 3.3. Let T be a polynomially bounded operator, and let T ≺ S.
Then dimker T ∗ = 1. Indeed, there exists a contraction R such that R ≺ T
by [BP], and dimkerR∗ = 1 by [T]. The range of T is closed by [T] and
[G1].
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4. The essential spectrum of the operator T0 from [G2]
As usually, σ(A), σe(A) and σp(A) denote the spectrum, the essential
spectrum, and the point spectrum of an operator A, respectively. The fol-
lowing lemma is actually proved in [H, Theorem 1].
Lemma 4.1. Let A be a cyclic operator on a Hilbert space such that σ(A) ⊂
closD and A ≺ S. Then T ⊂ σe(A) and σe(A) is connected.
Proof. Since A ≺ S, we have D ⊂ σp(A∗). Therefore, σ(A) = closD and
T ⊂ σe(A) by [RR, Theorem 0.7]. Since A is cyclic, dimker(A∗ − λI) = 1
for every λ ∈ D. Since A ≺ S, ker(A − λI) = {0} for every λ ∈ D. We
conclude that
D \ σe(A) = {λ ∈ D : ind(A− λI) = −1}.
By [H, Theorem 1], components of D\σe(A) are simple connected. Therefore,
σe(A) is connected. 
We recall the detailed definition of the operator T0 used in the previous
section.
The operator T from [MT, Remark 2.2] is defined as follows. Let {ej}j≥0
and {flj}l≥1,j≥0 be orthonormal bases of Hilbert spaces E and F , respec-
tively. Put
(4.1)
Tflj = fl,j−1, j ≥ 1, T fl0 = 0, l ≥ 1,
T ej = ej+1, j 6= 3k, k ≥ 1, T e3k = e3k+1+fl,3k , k ≥ 1, 2l−1≤ k ≤ 2l− 1.
It is proved in [MT] that T is a power bounded operator on E ⊕ F . It is
easy to see that F ∈ LatT , T |F ∼= ⊕l≥1S∗, and
(4.2) PET |E ∼= S.
Put
(4.3) H0 =
∨
n≥0
T ne0, T0 = T |H0 , and X0 = PE |H0 .
It is easy to see that X0T0 = PET |EX0 and closX0H0 = E . By [G2, Lemma
4.2],
(4.4)
H0 =
{
u ∈ E ⊕ F : u =
∑
j≥0
ajej +
∑
l≥1
∑
j≥0
(∑
k∈κlj
a2·3k+1−j
)
flj,
∑
j≥0
|aj |2 +
∑
l≥1
∑
j≥0
∣∣∣∑
k∈κlj
a2·3k+1−j
∣∣∣2 <∞},
where κlj = {k ≥ 1 : j ≤ 3k, 2l−1 ≤ k ≤ 2l − 1}, l ≥ 1, j ≥ 0.
It follows from (4.4) that kerX0 = {0}. Taking into account the unitarily
equivalence (4.2), we can accept that X0 realizes the relation T0 ≺ S. It is
proved in [G2, Theorem 4.4] that (3.2) is fulfilled and T0 is not left invertible.
The following lemma can be easily checked directly, therefore, its proof
is omitted. We mention only that if n = 2 · 3k + 1 − j for some k ≥ 1 and
0 ≤ j ≤ 3k, then such k and j are unique.
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Lemma 4.2. Let the Hilbert spaces E and F be defined as above, let H0 and
T be defined by (4.4) and (4.1), and let ζ ∈ T. Define a unitary operator Vζ
on E ⊕ F by the formulas
Vζen = ζ
jen, if there exist k ≥ 1 and 0 ≤ j ≤ 3k
such that n = 2 · 3k + 1− j,
Vζen = en, if n 6= 2 · 3k + 1− j for every k and j
such that k ≥ 1 and 0 ≤ j ≤ 3k,
Vζflj = ζ
jflj, j ≥ 0, l ≥ 1.
Then F , H0 ∈ LatVζ and VζζT |F = T |FVζ .
Theorem 4.3. Let T0 be defined by (4.3), and let λ ∈ D. If λ ∈ σe(T0),
then {z : |z| = |λ|} ⊂ σe(T0).
Proof. Let λ ∈ σe(T0). Then there exists a sequence {uN}N ⊂ H0 such that
‖uN‖ = 1 for all N and limN ‖(T0 − λ)uN‖ = 0. We have uN = xN ⊕ yN ,
where xN ∈ E and yN ∈ F , and
‖(T0 − λ)uN‖2 = ‖(T − λ)yN + PF (T − λ)xN‖2 + ‖PE (T − λ)xN‖2.
If lim supN ‖xN‖ > 0, then lim supN ‖PE (T − λ)xN‖ > 0 due to (4.2), a
contradiction. Thus, limN ‖xN‖ = 0. Consequently, limN ‖(T − λ)yN‖ = 0.
Let |z| = |λ|. Then z = ζλ for some ζ ∈ T. Let Vζ be the operator from
Lemma 4.2. We have VζuN ∈ H0 and ‖VζuN‖ = 1 for all N . Furthermore,
‖(T0− z)VζuN‖ = ‖(T − z)Vζ(xN ⊕ yN)‖ ≤ ‖(T − z)VζxN‖+‖(T − z)VζyN‖.
We have limN ‖(T − z)VζxN‖ = 0. By Lemma 4.2,
(T − z)VζyN = Vζ(ζT − z)yN = Vζζ(T − λ)yN for every N.
We have ‖(T − z)VζyN‖ = ‖(T − λ)yN‖ → 0. Thus, the sequence {VζuN}N
shows that z ∈ σe(T0). 
Corollary 4.4. Let T0 be defined by (4.3). Then σe(T0) = closD.
Proof. By Lemma 4.1, σe(T0) is connected. If 0 6= λ ∈ D and λ 6∈ σe(T0),
then, by Theorem 4.3,
{z : |z| = |λ|} ⊂ D \ σe(T0).
Since the set {z : |z| = |λ|} is compact and the set D \σe(T0) is open, there
exists ε > 0 such that
{z : |λ| − ε < |z| < |λ|+ ε} ⊂ D \ σe(T0).
By Lemma 4.1, T ⊂ σe(T0). By [G2, Theorem 4.4], 0 ∈ σe(T0). Therefore,
σe(T0) can not be connected, a contradiction. 
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