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ABSTRACT
Contention-based MAC protocols such as IEEE 802.11 DCF
are known to perform well in a network with small num-
ber of nodes. As the number of nodes increases, the cost
of collisions increases and dominates. This increasing colli-
sions quickly drives every client in the network into wasted
and unfair idleness, resulting in performance degradation.
In this paper, we propose SMAC, a scalable MAC proto-
col, that preserves the advantages of 802.11 while avoiding
its drawbacks. The design of SMAC leverages the efficient
channel utilization of 802.11 DCF at low load and 802.11
PCF at high load. The SMAC-enabled AP controls the ac-
cess of its clients by combining the contention and schedule-
based access mechanisms and determining the optimal con-
tention level among the clients. The SMAC-client simply
indicates its intention of channel access. Through thorough
analysis and evaluation, we show that SMAC preserves the
channel utilization efficiency of 802.11 DCF, scales up to
any number of nodes, and preserves perfect short-term and
long-term fairness among the contending clients.
1. INTRODUCTION
As the IEEE 802.11 becomes the one dominating stan-
dard which is widely accepted for the wireless networking
technology for Local Access Network (LAN), many of the
laptops, PDAs, cell phones, and even desktop computers are
equipped with IEEE 802.11 NICs when they are manufac-
tured. Because of the sudden proliferation of IEEE 802.11
devices, the number of nodes which is covered by one Access
Point (AP) has also been increased. In a very populated area
such as universities, conference sited and downtowns of big
cities, it is observed that more that one hundred users are
connected to one AP [5]. Users in those sites usually expe-
rience very low throughput or even frequent disconnections.
This is because the original IEEE 802.11 DCF (and PCF, as
well) has not been designed with scalability in mind. This
problem will be more severe in the future because IEEE
802.11 is being spreaded fast and more devices such as dig-
ital cameras [7] or cars which have not been considered to
be connected to the networks began to be connected to the
networks through IEEE 802.11.
Contention-based MAC protocols such as IEEE 802.11
DCF are known to perform well in a network with small
number of nodes. As the number of nodes increases, the
cost of collisions increases and dominates. On the con-
trary, polling-based MAC protocols such as IEEE 802.11
PCF work more efficiently with larger number of nodes [11].
However, the performance of polling-based MAC protocols
can be degraded if there are many idle nodes in the network.
We examine the problems of IEEE 802.11 DCF and PCF in
section 2. Then we present how to combine the advantages
of these two approaches: a MAC protocol which maintains
the aggregate throughput as the number of nodes increases
regardless of the ratio of the idle nodes in section 3.
For further optimization, we propose to use the locality
of packet transmission. That is, the node which transmits
a packet is likely to have more packets in its output queue.
This property reduces the cost of polling significantly and
increase the overall performance of the proposed MAC pro-
tocol.
There are several techniques which may mitigate this prob-
lem such as spatial reuse by controlling the transmission
power [6, 8], usage of multiple orthogonal channels [1] and
admission control [5]. They can help solving the problem to
some extent by reducing the number of concurrent contend-
ing nodes, but they are not scalable by themselves, either.
We talk about these techniques in section 5.
2. THE SCALABILITY OF IEEE 802.11
In this section, we examine the IEEE 802.11 MAC proto-
cols and show that they do not scale well as the number of
nodes increases.
2.1 DCF
The Distributed Coordination Function (DCF) [10] is the
mandatory MAC protocol of IEEE 802.11. It is based on
carrier sense multiple access with collision avoidance (CSMA/CA),
which uses random backoff to avoid collisions. Figure 1 de-
picts how 802.11 DCF works. When a node has a packet
to send, it first senses the carrier. If the channel is idle,
it first waits for DIFS. Then it chooses a random backoff
time within the contention window (CW ) and waits for the
backoff time. If the channel is idle for the backoff time, it
sends the packet, waits for SIFS and listens to the chan-
nel to receive ACK (figure 1(a)). If the channel becomes
busy during the first DIFS time, the node waits until the
channel becomes idle and re-starts to wait for DIFS (fig-
ure 1(b). If the channel becomes busy during the backoff
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Figure 1: IEEE 802.11 DCF
time, it freezes the backoff timer immediately and it waits
until the channel become idle. Then it first waits for DIFS
and waits for the residual backoff timer (figure 1(c)). If the
node does not receive any ACK after sending a packet or
there is a collision during the reception of the ACK, it dou-
bles the contention window (figure 1(d)). This mechanism
is called binary backoff. A valid value of CW is in the range
of [CWmin, CWmax]. When a node successfully transmits
a packet and receives an ACK, it resets its CW to CWmin
not to waste time with excessive backoff. When a node fails
a packet transmission, it doubles CW (with upper limit of
CWmax) to reduce collisions. If a node fails packet trans-
missions for seven times serially, it resets its CW to CWmin
to prevent the long-term unfairness. Given the number of
contending nodes, the optimal CW can be calculated [3].
Note that the necessary information is not the number of
nodes but the number of contending nodes which have non-
empty output buffers. However, it is impossible to know
the number of contenders, so DCF resets/doubles the CW
when it succeeds/fails a packet transmission instead of using
a constant CW .
One question which arises here is whether the number two
(which is used for binary backoff) is optimal or not. The ex-
ponential coefficient (two in binary backoff) determines how
fast the CW reaches a good value which reflects the current
congestion level. In that sense, if the network has a lot of
contending nodes, it is better to use large exponential co-
efficient such as 3 or 4 than 2. Contrarily, if there are a
small number of contending nodes in the network, smaller
exponential coefficient such as 1.3 or 1.7 might be better for
the performance. If the exponential coefficient is too small,
it induces many collisions. If the exponential coefficient is
too large, channel is under-utilized. As the number of nodes
increases, the optimal CW also increases. Therefore DCF
which uses constant exponential coefficient suffers from se-
vere collisions as the number of nodes increases.
2.2 PCF
The other optional MAC protocol which IEEE 802.11 de-
fines is the Point Coordination Function (PCF) [10] which
can be used in conjunction with DCF. Contrary to DCF,
PCF is a centralized solution.
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Figure 2: IEEE 802.11 PCF
Figure 2 shows how PCF works. When it starts, AP first
waits for PIFS and sends a downstream data packet (D1)
to the first node (n1) in its network. If n1 has an upstream
packet, it sends the packet (U1) to the AP after SIFS. Then
the AP moves on to the next node n2 and sends another
downstream packet (U2). If the polled node (n2) does not
have an upstream packet, it just does not do anything. Then
AP detects it after PIFS, and continues polling other nodes
immediately. When AP finishes polling, it sends a CFend
packet as an end marker. Note that there is no backoff until
CFend because AP controls the transmission schedule of all
nodes.
If all nodes are backlogged, PCF is scalable unlike DCF
whose frequency of collisions increase as the number of nodes
increase. However in reality, a network has non-negligible
portion of idle nodes. If it is the case, AP wastes some time
which is proportional to the number of idle nodes for polling
them, and it makes the overall performance not scalable.
3. DESIGN OF THE SCALABLE MAC
3.1 Scalable MAC
In SMAC, the clients in a single BSS are categorized into
two groups–S and C. All clients in groups S must have
frames to transmit and their transmissions are scheduled
by the AP. The clients in group C are those who have
no frames impending and access the channel through con-
tention. Roughly speaking, the AP randomly chooses one
of the clients in S to be scheduled for transmission. The
clients in group C contend for the channel in between the
transmissions of the scheduled clients.
When the AP receives the DATA from a client x in group
S, it determines who is the next scheduled transmission
client and when it should transmit by including nextSTA
and nextCW in the ACK to x. All the other clients in the
BSS must be able to overhear this ACK and decode the
ACK frame. The client in S matching nextSTA backs off
at nextCW slots; while other clients in S silently wait for
their turns.
A client is initially in group C. When having DATA to
transmit, it waits for the ACK containing the nextSTA and
nextCW , backs off randomly between zero and nextCW −1
slots. Since the next scheduled client backs off at nextCW
slots, it transmits DATA after all the clients in C finishes
their contention. The contending clients indicate in the
DATA whether they have more frames to send. When re-
ceiving the DATA from a contending client x with more
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frames to send, AP adds x to the set of scheduled clients
if it is not there and replies with ACK. When receiving the
ACK from the AP, the contending client with more frames
to send changes its membership to S and starts waiting for
its scheduled turn of transmission. If the contention fails
due to collision, contending clients simply wait for the next
ACK frame announcing nextSTA and nextCW . Note that
AP has all the information of the associated clients, it may
depend on the number of clients in S and clients in C to
adjust the opening of the contention period. Finally, since
all the clients in S must have more frames to send, the AP
removes the transmitter x from S if the received DATA in-
dicates no more frames to send.
Regardless of the contending clients, SMAC is essentially a
scheduling-based MAC protocol to avoid congestion-induced
collision. This requires AP and the clients to have a con-
sistent view of the membership. However, since wireless
channel errors could occur in a fairly hight rate, the clients
and AP may not always have the same view of the scheduled
set. For example, a client x may transmit DATA indicat-
ing more frames to send, AP will add x into S. But the
replied ACK may be lost, resulting x thinking itself is still
in C. Similarly, a client x may transmit DATA asking for
removal from S, AP removes x from S. But the replied
ACK may again be lost, resulting that x thinks itself is still
in C. For the former case, x will contend for the channel
during the contention period and eventually be added to S
consistently. For the latter case, we adopt a timer similar
to 802.11 that is (re)triggered when a scheduled client x
transmits DATA. When the timer expires without receiving
the ACK, x changes itself into C and contend for the chan-
nel. This conservative approach guarantees that clients will
never think themselves in S while in reality they are in C.
But the reverse is not true...our solution is to...
Ideally, if all the clients belong to S, SMAC achieves the
best possible total throughput since no time is spent on
contention-induced collision and idleness. To account for
potential clients’ joining and leaving the scheduled set S,
we leave some space in between the transmissions of two
scheduled clients for other potential clients to join S. How-
ever, too much space would lead to wasted idle time slots
while too little space leads to heavy collision of the contend-
ing clients. In the next section, we present the mechanism to
obtain the optimal time slots to accommodate the content-
ing clients while preserving the fairness among the clients in
the BSS.
3.2 Optimal Contention Window
The clients in C and client in S are orthogonal to each
other in that they do not contend with each other. Nev-
ertheless, the transmission of a scheduled client servers as
a flag indicating the start and end of a contending epoch.
Since no time slot is wasted among the clients in S, opti-
mizing the overall throughput is equivalent to optimizing
the throughput among the contending clients. Several peo-
ple have proposed optimizing the contention-based through-
put by tuning the contention window size [2], but they fall
short of short-term fairness among the clients. Heusse et.al
[3] proposed a new access mechanism based on having each
node converging to the same contention window size. We
adopt a similar approach to [3] but have the AP calculate
the optimal contention window size nextCW based on the
number of collisions in the previous contention period and
announce the result to be used by the clients in C in the
next contention period.
Let Pe denote the channel attempt probability of the con-
tending nodes, Pi denote the idle probability of the contend-
ing nodes, Pc denote the collision probability of the contend-
ing nodes, and Pt denote the successful channel transmission
probability, N denote the number of contending nodes in C.
We know that:
Pe =
2
cw + 1
(1)
Pt = NPe(1− Pe)
N−1 (2)
Pi = (1− Pe)
N (3)
Pc = 1− Pt − Pi
= 1−NPe(1 − Pe)
N−1
− (1 − Pe)
N (4)
The throughput Thr of the contending nodes can be ex-
pressed as:
Thr =
PtE[P ]
PtTt + PcTc + Piσ
(5)
, where we assume the following variables are known: E[P ]
is the expected DATA size, σ is aSlotTime, Tt and Tc are the
average transmission duration and average collision duration
respectively.
Substituting Pt, Pc, Pi into Eq (5), we obtain Thr as a
function of the only unknown variable Pe. Thr is maximized
when Pe is derived from the following equation:
1−NP opte = η(1 − P
opt
e )
N (6)
,where η = 1− σ
Tc
= 67.17
68.17
for 802.11.
Therefore, by estimating N , we can calculate P opte , and
use Eq(1) to find the optimal contention window size nextCW
to be used for the next round. It turns out the N can be
easily estimated (Nˆ) from the collision probability P prevc
and channel attempt probability P preve of the previous con-
tention period. In short, let the number of collisions in the
previous contention period be nc. Let ns be the number of
successful transmissions in the previous contention period,
and cwprev be the previous optimal contention window size
used. We obtain Eq (7):
nc
cwprev
= 1− NˆP preve (1 − P
prev
e )
Nˆ−1
− (1− P preve )
Nˆ (7)
From Eq (7), we plot in Figure 3 the estimated number of
contending stations (Nˆ) based on the previous channel at-
tempt probability (P pe rev) and the measured collision proba-
bility ( nc
cwprev
). We also plot the optimal contention window
for different numbers of contending stations in Figure 4. Fi-
nally, obtaining Nˆ using Eq (7), we can use Eq (6) to obtain
the nextCW for AP to announce in the next contention pe-
riod. The optimal contention window based on P pe rev and
nc
cwprev
is plotted in Figure 5.
The pseudo-code for the scalable MAC protocol is shown
is Figure 6 and Figure 7.
3.3 Illustrative Examples
Suppose there are three clients A, B, and C in the BSS.
Client A has been in the scheduled set of the AP. Client
B and C have more frames to transmit, but they are not
yet added to the scheduled set by the AP. Figure 8 shows
one example of how B and C are added to the scheduled
set S of the AP. The perceived channel channel status at
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recvDATA(f, x)
f : the received DATA frame
x: the transmitter of the received frame
1: if x has more frames to send then
2: insert x into S if x /∈ S
3: else
4: remove x from S if x ∈ S
5: if x was in S already then
6: ACK.nextCW ← calcOptCW()
7: if S.size() > 0 then
8: ACK.nextSTA ← randomly pick y ∈ S
9: else
10: ACK.nextSTA ← CONTEND
11: else
12: if S.size() > 0 then
13: if x is just inserted to S & S.size() = 1 then
14: ACK.nextSTA ←x
15: ACK.nextCW ← calcOptCW()
16: else
17: ACK.nextSTA ← WAIT
18: else
19: ACK.nextSTA ← CONTEND
20: ACK.nextCW ← calcOptCW()
21: send(ACK)
Figure 6: SMAC for AP
the AP can be classified into (1) successful transmission, (2)
collision, and (3) channel idle. Since scheduled nodes do not
contend with contending nodes, only the contending nodes
may result in collision. Thus A’s transmission is always
successful.
Suppose the initial contention window is set to 2 in the
ACK from AP to A, after overhearing this ACK B and C
each randomly backs off in [0, 2) aSlotTime and A backs
off at 2 aSlotTime. With only 2 slots, the probability of
collision between B and C is 50%. To illustrate the optimal
contention window calculation, let’s suppose B and C both
choose to transmit the data after 1 aSlotTime, resulting in
data collision. Now, the AP measured that there is a col-
lision during the contention period of length 2 slots. Since
the previous announced contention window value is 2, the
collision probability is Pc = 1/2 = 0.5, previous channel at-
recvACK(f, a)
f : the received ACK frame
a: the transmitter of the received frame
1: if a = myAP & ContTimer is busy then
2: stop ContTimer
3: if previously sent DATA indicates more frames to send then
4: whichSet ← SCHEDULING
5: else
6: whichSet ← CONTENDING
7: if whichSet = SCHEDULING then
8: if I am f.nextSTA then
9: backoff at f.nextCW
10: else
11: if f.nextSTA 6= WAIT then
12: backoff randomly in [0, f.nextCW)
overhearACK(f, a)
f : overheard ACK frame
a: the transmitter of the overheard frame
13: if a = myAP & ContTimer is busy then
14: stop ContTimer
15: if a = myAP & f.nextSTA 6= WAIT then
16: if send timer is busy then
17: stop send timer
18: if whichSet = SCHEDULING then
19: whichSet = CONTENDING
20: if whichSet = CONTENDING then
21: if I have frames to send then
22: if backoff timer is busy then
23: stop backoff timer
24: backoff randomly in [0, f.nextCW)
25: else
26: if I am f.nextSTA then
27: backoff at f.nextCW
Figure 7: SMAC for Client
tempt probability P preve = 2/(2+1) = 2/3. Substituting Pc
and P preve into Eq (7), we obtain Nˆ to be 2, which maps to
20 as the optimal contention window. AP then announces
this value in the ACK to client A. Again A will back off at 20
aSlotTime, B and C back off in [0, 20). Although the prob-
ability for B and C’s transmission to collide again drops to
1/20 = 0.5, let’s suppose B and C collide again. Following
the same process, we obtain the optimal contention win-
dow size to be 43. In fact, if B and C keeps colliding with
4
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Figure 8: Perceived channel status at the AP for one
scheduled client A and two contending clients B and C
each, the optimal contention window converges at around
85, shown in Figure 10. Note that the optimal contention
window is obtained by measuring the collision probability
at the AP, contending nodes do not need to perform the
expensive binary exponential backoff which often leads to
wasted idle channel. Furthermore, it adjusts the contention
window faster than the traditional binary exponential back-
off when there is a sudden congestion and converges to a
much smaller value when continuous collisions happen.
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B and C in Figure 8 keeps colliding
4. PERFORMANCE EVALUATION
We implement SMAC in ns-2 simulator version 2.29. For
the current ns-2 802.11 implementation, nodes receive pack-
ets only when the RSS from the sender is greater than the
receiving threshold, and the impact of any signal with RSS
less than the carrier sense threshold is completely ignored
- no matter how many those signals are. This is obviously
an over-simplification of the reality. We replace this part
of 802.11 functions with the ones developed in [4], so that
all signals from the simulation are taken into account at re-
ceiver, and the combined signal to interference-noise (SINR)
ratio is used to determine if an incoming signal can inter-
fere or be received/captured. We use Two-Ray Ground ra-
dio propagation model, and the transmitting power is set
so that the communication range is 115m, and the carrier
sense threshold is set so that the default interference range
is 250m. We use 2Mbps basic rate and 11Mbps data rate
based on IEEE 802.11b. Each simulation runs uplink cbr
flows with frame size 1024 bytes for 45 seconds. For each
random experiment, we run the simulaiton for 20 times and
obtain the average values unless otherwise stated.
4.1 Various Numbers of Clients
We first evaluate the performance of SMAC in a single cell
by randomly placing varied numbers of clients in a 80m by
80m area with saturated offered load. The AP is placed in
the center of the area. Figure 11 shows the total throughput
for various numbers of clients in a cell. SMAC clearly scales
when the number of clients increases and keeps the total
throughput leveling at 6.2Mbps. On the other hand, the
total throughput of 802.11 decreases more than 25% from 1
client to 128 clients in the cell.
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Figure 11: System throughput for varied number of
clients in a cell
We further plot the throughput distribution of the 8, 32,
and 128 clients contending in a BSS for 802.11 in Figure 12
and for SMAC in Figure 13. Although 802.11 have been
thought to achieved long-term fairness among the clients, it
does not possess this property even in this fairly long period
of time (45 sec). The reasons are twofold. First, when the
number of nodes is small, there are few collisions among
the clients. As the number of nodes increases, however,
the collided clients in the previous contention simply dou-
bles its contention window and competes with other clients
again with smaller channel attempt probability, resulting in
short-term unfairness. Second, when capture effect comes
into play, the nodes that are closer to the AP benefit from
its stronger SINR ratio while the nodes that are farther from
the AP suffers from the weaker SINR. When a collision hap-
pens, AP could capture the frame from the closer client and
disregard the frame from the clients farther away, resulting
in the intra-BSS unfairness. In fact, the more clients, the
more severe the unfairness will be as shown in Figure 12.
SMAC (Figure 13), on the other hand, relies on the sched-
ule at the AP, and is able to keep all the flows sharing fair
amount of wireless resource (max difference is within 20%
of the highest throughput).
4.2 Various Offer Loads
It is well known that 802.11 provides good performance
when the channel is under-utilized. However, the perfor-
mance degrades when the available wireless resource be-
comes more and more scarce. We compare the total through-
put of 802.11 and SMAC under various levels of offer loads.
5
0 1 2 3 4 5 6 7 8
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Normalized throughput (Mbps)
802.11 −− 128 nodes
802.11 −− 32 nodes
802.11 −− 8 nodes
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We randomly place 8 clients in a 80 by 80 area with clients
being applied offer load from 0.2 Mbps to 1.2 Mbps. With
8 clients the saturating point for 802.11 is around 0.8 Mbps
as shown in Figure 14. SMAC is able to perform as efficient
as 802.11 when the offer load is low (offer load less than
0.8 Mbps). When the offer load is high, it avoids the draw-
back of contention and achieves 20% more efficient channel
utilization.
4.3 Channel Error Effect
In our previous simulations, a node fails to receive a frame
only due to collisions. In reality, failure reception could
also due to bad channel quality. We simulate the wireless
channel for different bit error rate (BER) and compare the
performance of SMAC and 802.11. Figure 15 shows the
total throughput of 802.11 and SMAC for 32 clients in a
BSS. Note that 802.11 does not distinguish failure transmis-
sion that is due to collision and bad channel quality. When
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Figure 14: Average total throughput of 8 nodes for var-
ied offer load
channel error happens, 802.11 clients simply doubles it con-
tention window size before contending for the channel again.
This is opposite to what it should have done - contend for
the channel more aggresively. SMAC-enabled AP, on the
other hand, quickly detects this error and reassign the opti-
mal contention window and next client to transmit without
incurring any unnecessary wasted time slots.
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Figure 15: Average total throughput of 32 nodes for
varied bit error rate (BER)
5. RELATED WORK
We review below the approaches to make MAC protocols
to handle a lot of nodes more efficiently: spatial reuse [6,
8], multiple channels [1], DCF enhancements [3, 9], nodes
grouping [11] and admission control [5].
Just like the cellular networks, a large area can be divided
into many sub-areas and an AP can be assigned to each sub-
area. The less power the APs (and the nodes, of course) use,
the smaller the cells are. Instead of placing a small number
of APs, using many APs can reduce the number of nodes
6
which is covered by an AP. To avoid inter-cell interference
and hidden terminal problem, it is desirable for two adjacent
cells to use different orthogonal channels, but it may not
always be possible due to the limitation of the number of
orthogonal channels.
Using multiple channels, the number of contending nodes
can also be reduced [1]. If an AP has k interfaces each of
which uses one of the k orthogonal channels and the nodes
are uniformly assigned to one of the k channels, the number
of contenders is reduced to 1
k
of the number of all nodes.
However, while this can mitigate the problem to some ex-
tent, it cannot be an ultimate solution because k is limited.
In 802.11b, only three channels (1, 6 and 11) are orthogonal.
Many enhancements to DCF have been proposed [3, 9].
[3] shows that, if the number of contending nodes is known,
the optimal CW can be calculated and it makes the sum
of the collision time and idle time almost constant regard-
less of the number of nodes. This means the ideal DCF is
scalable. Because it is impossible for the nodes to get the
number of contenders, they use some approximation to make
the protocol not scalable. [9] reduces CW into half after a
successful transmission instead of resetting to CWmin and
prevents rapid changes of CW value. It improves the perfor-
mance of DCF, but does not five a solution to the scalability
problem.
To reduce the number of nodes which contend at the same
time, TMAC [11] has been proposed. In TMAC, all nodes
are divided into g disjoint token-groups. The AP assigns
a token to one token group to make the nodes in a spe-
cific token group to use the channel for some time. This is
done in a coarse-time scale. If the token is assigned to one
token group, the nodes in the token group contend using
a DCF-like contention-based protocol. It also allows batch
transmission in which nodes can send multiple packets after
one success in contention and block ACK which acknowl-
edges the reception of multiple packets using only one ACK
packet.
If too many nodes are associated to an AP, the network
connectivity of almost all nodes becomes unstable and scarce.
This phenomenon is very common in large wireless networks.
IQU [5] uses admission control to solve this problem. Ev-
ery new node is queued at the AP before association. If
the current channel is highly crowded, the AP does not al-
low the association of a new node. Instead, the AP queues
the new node. Every associated node has a finite time slot
during which it can access the network. After the timeout,
it is put to the back of the queue and the connectivity is
suspended. If the channel has some room for new nodes,
the AP associates the top node in the queue to the network
and enables the connectivity. One problem of this approach
is that it changes the network service model. Because of
the queue and timeout, the network connectivity is periodic
and it makes the nodes to do all network-related jobs when
they are connected. Definitely this approach causes prob-
lems when used with the upper-layer protocols such as TCP
which are designed without consideration of this network
access mode.
6. CONCLUSION
In this paper, we propose SMAC, a scalable MAC proto-
col, that preserves the advantages of 802.11 while avoiding
its drawbacks. The design of SMAC leverages the efficient
channel utilization of 802.11 DCF at low load and 802.11
PCF at high load. The SMAC-enabled AP controls the ac-
cess of its clients by combining the contention and schedule-
based access mechanisms and determining the optimal con-
tention level among the clients. The SMAC-client simply
indicates its intention of channel access. Through thorough
analysis and evaluation, we have shown that SMAC pre-
serves the channel utilization efficiency of 802.11 DCF, scales
up to any number of nodes, and preserves perfect short-term
and long-term fairness among the contending clients.
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