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A COMBINATORIAL APPROACH TO RATIONAL
EXPONENTIAL GROUPS
M. SHAHRYARI
Abstract. We give a suitable definition of the concept of rational com-
plex and prove that every rational exponential group is the fundamental
group of such a complex. In this framework, we prove that the variety
of rational exponential groups is a Schreier variety.
1. Introduction
A group G is said to be a rational exponential group, if every element of
G has a unique n-th root for every integer n. In this case, we can define a
right action of the field Q on G by g
m
n = (g
1
n )m. More generally, for a given
ring A with identity, a group G is called an A-group, or an exponential group
over A, if there is a right action of A on G (denoted by (g, α) 7→ gα), such
that the following axioms are satisfied:
1- g1 = g, g0 = 1, and 1α = 1.
2- gα+β = gαgβ.
3- gαβ = (gα)β .
4- (hgh−1)α = hgαh−1.
5- if [g, h] = 1 then (gh)α = gαhα.
The theory of exponential groups begins with the works of A. Mal’cev
[11], P. Hall [2], G. Baumslag [1], R. Lyndon [8], A. Myasnikov and V.
Remeslennikov [13] and [14]. The axioms 1-4 are introduced by Lyndon and
in this case we call G an A-group in the sense of Lyndon. The axiom 5
is added to the definition by Myasnikov and Remeslennikov. The class of
A-groups in the sense of Lyndon is a variety in the algebraic language
LA = (·,
−1 , 1, fα : α ∈ A).
Here, fα is a unitary functional symbol corresponding to α ∈ A. The class of
A-groups (in the sense of Myasnikov and Remeslennikov) is a quasi-variety
in the language LA. For any set X, the free exponential group on X in
the variety of Lyndon exponential groups will be denoted by FA(X). It
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is also a member of the quasi-variety of A-groups in the restricted sense
of Myasnikov-Remeslennikov. Note that, any rational exponential group
satisfies axioms 1-5, and any Q-group in the sense of Lyndon is a rational
exponential group, so the class of rational exponential groups is a variety.
During this article, by a normal Q-subgroup of a rational exponential group
G, we mean a normal subgroup K which is also a Q-subgroup and
∀a, b ∈ G ∀m : amK = bmK ⇒ aK = bK.
In this case G/H is also a rational exponential group. Note that any rational
exponential group G can be expressed as G = FQ(X)/K, where X is a set
and K is a normal Q-subgroup of FQ(X).
The theory of exponential groups is motivated by the following circum-
stances. First of all, there are many groups which are exponential: groups
with unique roots of elements are Q-groups (rational exponential groups),
any group of exponent m is a Zm-group. Unipotent groups over a field K
of characteristic zero are K-groups. Pro-p-groups are exponential over the
ring of p-adic integers. Secondly, the notion of an A-group, generalizes the
definition of A-modules, and so there are many problems of module theory,
which can be investigated for exponential groups. Third, using this notion,
we can define and study the centroid of a group G, which is by definition,
the largest ring over which G is exponential, [9]. Finally, some problems
of model theory concerning the universal theory of ordinary free group, are
related to the theory of exponential group. For example, it was conjectured
(see [15]) that any group, universally equivalent to a free group, is a sub-
group of a free Z[x]-group and this conjecture is proved by Kharlampovich
and Myasnikov, [5], [6]. There are also many connections between exponen-
tial groups, HNN-extensions, amalgamated free products, CSA groups and
torsion free hyperbolic groups ([3], [4] and [14]).
From now on, we focus on rational exponential groups. For the basic
notions, the reader may use [13] and [14]. Here, we give the definition of the
tensor Q-completion of an arbitrary group E. Let E be a group and G an
exponential group. Suppose there is a homomorphism λ : E → G, with the
following properties:
1- G is Q-generated by the image of λ,
2- for any rational group H and any homomorphism f : E → H, there
exists a unique Q-homomorphism g : G→ H, such that g ◦ λ = f .
Then we call the group G, the tensor completion of E. It is proved that
the tensor completion exists and it is unique up to Q-isomorphism. So, we
can use the notation G = EQ. It can be shown that FQ(X) = F (X)
Q,
(where F (X) is the ordinary free group on X) and F (X) is a subgroup of
FQ(X).
Note that the structure of FQ(X) depends only on the cardinality of X.
Although this is true for arbitrary rings, we give here an elementary proof for
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the field Q. Clearly, this argument can be used for any field of characteristic
zero.
Proposition 1.1. We have FQ(X) ∼= FQ(Y ) if and only if |X| = |Y |.
Proof. The ”if” part is obvious. To prove the ”only if” part, note that the
additive group of rational numbers is a rational exponential group, so we
may define
VX = HomQ(FQ(X),Q).
Note that for f ∈ VX , u ∈ FQ(X) and q ∈ Q, we have f(u
q) = qf(u).
We define a Q-space structure of VX by (f + g)(u) = f(u) + g(u) and
(qf)(u) = qf(u). One can verify that f + g and qf are again elements of
VX and further VX is a vector space over Q with the dimension |X|. Now,
if ϕ : FQ(X) → FQ(Y ) is a Q-isomorphism, then ϕ
∗ : VY → VX defined by
ϕ∗(f) = f ◦ ϕ, is an isomorphism of Q-spaces VX and VY . So, we proved
the assertion. 
A variety X of algebras in an algebraic language L is called a Schreier
Variety, if any subalgebra of any free algebra in X is again free. Many vari-
eties are proved to be Schreier:
1- the variety of groups (Nielsen-Schreier, 1924, 1927),
2- the variety of non-associative algebras (Kurosh, 1947),
3- the variety of Lie algebras (Shirshov-Witt, 1953),
4- the variety of Lie p-algebras (Shirshov, 1953),
5- the varieties of commutative and anti-commutative algebras (Shirshov,
1954),
6- the variety of Lie superalgebras (Mikhalev-Shtern, 1985, 1986).
7- the variety of rational exponential groups (Polin, 1972).
For a complete discussion and citations, see [7]. In this paper we we
give a new proof for the fact that the variety of rational exponential groups
is a Schreier variety. We do this, using a combinatorial machinery which
completely different from the approach of Polin [12], who uses free products
in varieties of exponential groups: we give a suitable definition of the concept
of rational complex and prove that every rational exponential group is the
fundamental group of such a complex. We use our results to prove that the
variety of rational exponential groups is a Schreier variety. Our method is
strong enough to investigate other properties of rational exponential groups,
such as the subgroup theorem of Korush and ranks of Q-subgroups of the free
rational exponential group. We work over the field of rational numbers, but
it can be seen that our method can be also applied for the rings containing
a copy of Q.
This paper consists of the following sections: in the next section, we give
basic definitions and properties of rational complexes. We show that the
fundamental group of a rational complex is free rational exponential group.
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In section 3, we introduce the notion of a colored rational complex and in the
section 4, we prove that every rational exponential group is the fundamental
group of such a colored complex. In Section 5, the notion of the covering
complex is introduced. Using this notion, we will prove our main result: the
variety of rational exponential groups is a Schreier variety.
2. Rational complexes
Throughout this article, Q+ is the multiplicative group of positive ratio-
nal numbers. Any 1-dimensional complex in this article is supposed to be
connected. Suppose C is a 1-dimensional complex. For any vertex v, the set
of all cycles with the terminal point v, will be denoted by C(v). Suppose
Q+ acts on C(v). For any p ∈ C(v) and α ∈ Q+, we use the notation p(α)
for the result of action of α on p.
Definition 2.1. A cancelation operation on C(v) consists of
1- deleting every part of the form ee−1 or e−1e, where e is an edge.
2- replacing a part of the form p(α)p(β) by p(α+β).
By the cancelation of type 2, one can delete any part of the form
p(α)p(β)(p(α+β))−1
in the elements of C(v). We say that p1, p2 ∈ C(v) are homotopic, if p1 can
be transformed to p2 by means of finitely many cancelations. In this case
we use the notation p1 ≃ p2. The homotopy class of p is denoted by [p]. We
say that a cycle p ∈ C(v) is reduced if
l(p) = min
q∈[p]
l(q),
where l(p) denotes the length of p (the number of edges appearing in p). It
is easy to see that for any natural numberm, we have p(m) ≃ pm. Note that,
we don’t know how many reduced elements are there in a given homotopy
class, however, we will assume in the sequel that this element is unique for
a special kind of classes (classes of atomic cycles). A cycle p will be called
cyclically reduced, if it is reduced and it is not in the form uqu−1, where u
and q are cycles.
Definition 2.2. Let C be a 1-dimensional complex with an action of Q+
on every C(v). Suppose further that
1- for any vertex v, any p1, p2 ∈ C(v) and any natural number m
pm1 ≃ p
m
2 ⇒ p1 ≃ p2,
2- for any p ∈ C(v) and α ∈ Q+
(p−1)(α) ≃ (p(α))−1,
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3- for any two vertices v and v′, any path u from v to v′, any p ∈ C(v′)
and α ∈ Q+
(upu−1)(α) ≃ up(α)u−1.
Then we say that C has a compatible action of Q+.
Definition 2.3. Let C be a 1-dimensional complex with a compatible ac-
tion of Q+ and suppose for any vertex v ∈ C, there is a height function
hv : C(v)→ Z with the following properties:
1- Its image is an infinite set of non-negative integers, hv(p) = 0 if and
only if p ≃ 1, where 1 is the trivial cycle, and p ≃ q implies hv(p) = hv(q).
2- If m > 1, and if there is no q such that p ≃ qm and hv(q) = hv(p), then
hv(p
( 1
m
)) = hv(p) + 1.
3- We have the inequality
hv(p1p2 . . . pk) ≤ max
i
hv(pi),
and equality holds, if p1p2 . . . pk is reduced.
4- If hv(p) is not equal to the minimum of hv, then there are cycles
q1, . . . , qk and integers m1, . . . ,mk, such that
p ≃ q
( 1
m1
)
1 q
( 1
m2
)
2 . . . q
( 1
mk
)
k ,
and hv(qi) < hv(p), for any i. Further, if k is minimum, then the expression
is unique up to homotopy; this means that if we have also
p ≃ u
( 1
r1
)
1 u
( 1
r2
)
2 . . . u
( 1
r
k
)
k
with hv(ui) < hv(p), then for any i, qi ≃ ui and mi = ri.
Before going to the next items, we introduce the following notion: a cycle
p ∈ C(v) is atomic if its height is equal the minimum positive value of hv.
5- If p is atomic and cyclically reduced, then pm is also reduced for any
integer m.
6- If p and q are atomic and reduced, then p ≃ q implies p = q.
Then we call C a rational complex.
Let C be a rational complex and v be any vertex of C. Let
piQ(C, v) = {[p] : p ∈ C(v)}.
Define a binary operation on this set by [p][q] = [pq]. It is easy to see that
piQ(C, v) is a rational exponential group, which we call it the fundamental
group of C based at v. Note that since C is connected, so for any two
different vertices v and v′, we have
piQ(C, v) ∼= piQ(C, v
′),
and further this is an isomorphism of rational groups. The main aim of
this section is to prove that this fundamental group is free in the variety
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of rational exponential groups. In what follows, a rational complex with a
unique vertex is called a rational bouquet.
Definition 2.4. Let C be a rational complex and T ⊆ C be a maximal tree.
We define a rational bouquet CT with the following properties:
1- It has a unique vertex v (which is at the same time a fixed vertex of
C).
2- For any edge e ∈ C \ T , there is a unique edge eˆ ∈ CT .
3- If ê1 = ê2, then e1 = e2.
4- We have ê−1 = eˆ−1.
To define the action of Q+ on CT (v), we need a notation. First we put
eˆ = v for e ∈ T . Second, if p = e1e2 . . . en, then we define pT = ê1ê2 . . . ên.
Now we can continue the definition.
5- The action of Q+ is given by (pT )
(α) = (p(α))T .
6- The height function is h(pT ) = hv(p).
We call CT the retract of C with respect to T .
Clearly, we should check the requirements of a rational complex for CT .
This can be done, if we prove the following lemma. We also need the lemma,
if we want to show that the action of Q+ and the height function of CT are
well-defined.
Lemma 2.5. Let p and q be elements of C(v). We have
1- pT = qT if and only if p and q are the same except in some possible
parts of the form ei . . . eje
−1
j . . . e
−1
i , with ei, . . . ej ∈ T .
2- pT ≃ qT if and only if p ≃ q.
Proof. Suppose pT = qT and
p = e1e2 . . . en ei1 , . . . , eir ∈ C \ T
q = f1f2 . . . fm fj1 , . . . , fjs ∈ C \ T,
so, we have êi1 . . . êir = f̂j1 . . . f̂js . Hence r = s and for any t, eit = fjt.
There are three possibilities:
Case i: Let i1, j1 > 1. Then e1 . . . ei1−1 ⊆ T and f1 . . . fj1−1 ⊆ T . So,
e1 . . . ei1−1f
−1
j1−1
. . . f−11 is a cycle in T , and this is impossible, since T is a
tree. Hence we must have e1 = f1, . . . , ei1−1 = fj1−1.
Case ii: Let i1 > 1 and j1 = 1. Then e1 . . . ei1−1 ⊆ T and it is a cycle.
Case iii: Let i1 = j1 = 1. In this case we have again three possibilities for
i2 and j2, and so the same argument begins.
Therefore p and q are the same except in some possible parts of the form
ei . . . eje
−1
j . . . e
−1
i , with ei, . . . ej ∈ T . This proves the assertion 1. To prove
the second part, we show that p ≃ 1 iff pT ≃ 1. Clearly, if ee
−1 appears in
p and e ∈ T , then automatically eˆeˆ−1 = v. If e ∈ C \ T , then eˆeˆ−1 is a part
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of pT . So, any cancelation of the first type in p, causes a similar cancelation
in pT . Suppose
q(α)q(β) = (ei . . . ej)(ej+1 . . . ek)
is a part of p. Then clearly
(qT )
(α)(qT )
(β) = (q(α))T (q
(β))T
= (êi . . . êj)(êj+1 . . . êk)
is a part of pT and so any cancelation of the second type in p implies a
similar cancelation for pT . Therefore, we showed that p ≃ 1 implies pT ≃ 1.
We prove the converse. Let eˆeˆ−1 be a part of pT . So, e does not lie in T
and p has a part of the form ee−1 or a part of the form ee1 . . . eje
−1, where
e1, . . . , ej ∈ T . In the second case we have
end(e) = in(e−1) = end(ej) and end(e) = in(e1),
so e1 . . . ej is a cycle in T , which is a contradiction. Hence ee
−1 is a part of
p. If (qT )
(α)(qT )
(β) appears in pT , then q
(α)q(β) will be a part of p or a part
of the form q(α)e1 . . . ejq
(β) will appear in p. In the second case, e1 . . . ej is
again a cycle in T . This argument shows that if pT ≃ 1, then p ≃ 1.

Theorem 2.6. CT is a rational bouquet and we have
piQ(C, v) ∼= piQ(CT , v).
Proof. Let m be an integer and (pT )
m ≃ (qT )
m. Then we have (pm)T ≃
(qm)T and by the lemma p
m ≃ qm. Since C is a rational complex, we have
p ≃ q and again by the lemma above pT ≃ qT . Other parts of the definition
of a rational complex and requirements of height function can be checked
easily, for example we verify the conditions of height function.
1- The images of h and hv are the same, and if h(pT ) = 0 then hv(p) = 0,
so p ≃ 1. This shows that pT ≃ 1. Also, if pT ≃ qT , then p ≃ q and hence
hv(p) = hv(q), showing that h(pT ) = h(qT ).
2- Let m > 1 and suppose there is no qT such that pT ≃ q
m
T and h(qT ) =
h(pT ). Then, also there is no q, with the property p ≃ q
m and hv(q) = hv(p).
Hence
hv(p
( 1
m
)) = hv(p) + 1,
and therefore
h(p
( 1
m
)
T ) = h(pT ) + 1.
3- We have
h((p1)T (p2)T . . . (pk)T ) = hv(p1p2 . . . pk) ≤ max
i
hv(pi) = max
i
h((pi)T ),
and the equality holds if (p1)T (p2)T . . . (pk)T is reduced.
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4- Suppose h(pT ) is not minimum. Then clearly, hv(p) is also not mini-
mum, and so pT can be expressed in terms of cycles of lower height. Suppose
we have
pT ≃ (q1)
( 1
m1
)
T (q2)
( 1
m2
)
T . . . (qk)
( 1
mk
)
T = (u1)
( 1
r1
)
T (u2)
( 1
r2
)
T . . . (uk)
( 1
rk
)
T ,
where for all i, h((qi)T ), h((ui)T ) < h(pT ) and k is minimum. Then we
deduce by the above lemma that
p ≃ q
( 1
m1
)
1 q
( 1
m2
)
2 . . . q
( 1
mk
)
k ≃ u
( 1
r1
)
1 u
( 1
r2
)
2 . . . u
( 1
rk
)
k .
This shows that (qi)T ≃ (ui)T and mi = ri.
5- Let pT be cyclically reduced and atomic. Then clearly p is also atomic.
Suppose pT = ê1 . . . ên. Then we have
p = u1e1w1u2e2w2 . . . unenwn,
where all ui and wi are pathes (not cycles) in T . If p is not reduced, then
there must be a cancelation of the second type. So, let q(α) be a part of p.
Then q(α) = uieiwi . . . ujejwj , for some i and j. Hence
(q(α))T = êi . . . êj
is a part of pT , a contradiction. So, p is reduced. Finally, p is cyclically
reduced, since, if it has the form uqu1 , then at the same time, u will be a
cycle and a part of T (note that u is a cycle).
6- Let pT and qT be atomic and reduced. Then p and q are atomic and
reduced. So, if pT ≃ qT , then by the lemma, p ≃ q and hence p = q. So, we
have pT = qT .
Finally, it is also easy to check that the map [p] 7→ [pT ] is an isomorphism
between the fundamental groups of C and CT . 
The above result shows that in the investigation of the fundamental group
of rational complexes, it is enough to concentrate just on rational bouquets.
In what follows minC will denote the minimum height of non-trivial ele-
ments of C(v).
The proof of the next lemma is quite easy. Recall that an atomic edge
in a rational bouquet (C, v) is an edge e, such that h(e) = minC. By the
requirements of the height function, we see that for an atomic edge e, the
inverse edge e−1 is also atomic.
Lemma 2.7. If (C, v) is a rational bouquet, then it contains an atomic edge.
If e1, . . . , en are atomic edges, then the cycle e1e2 . . . en is also atomic.
Lemma 2.8. Suppose
F = 〈[e] : e ∈ C and e is atomic edge〉.
Then F is a free group.
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Proof. If this is not the case, then there is a relation of the form
em11 e
m2
2 . . . e
mn
n ≃ 1,
where each ei is atomic, any mi is a positive integer and the sum m1+m2+
· · ·+mn is minimum. We have
em11 ≃ e
−mn
n . . . e
−m2
2 .
The right hand side is reduced, since if it is not reduced, then
em22 . . . e
mn
n ≃ f
r1
1 . . . f
rk
k ,
where the right hand side is reduced and its edges are atomic. Also, we have
r1 + · · ·+ rk < m2 + · · ·+mn. Now, we have
em11 f
r1
1 . . . f
rk
k ≃ 1,
contradicting the minimality of m1 +m2 + · · · +mn. So, by items 5 and 6
in the definition of rational complex, we have
em11 = e
−mn
n . . . e
−m2
2 ,
and this implies for example e1 = e
−1
2 which is a contradiction. Hence, F is
an ordinary free group. 
Corollary 2.9. Let C be a rational bouquet with the vertex v. Then piQ(C, v)
is free in the variety of rational exponential groups.
Proof. Suppose
F = 〈[e] : e ∈ C and e is atomic edge〉.
As we saw, F is a free group. We prove that
piQ(C, v) ∼= F
Q.
Let λ : F → piQ(C, v) be the inclusion map. Clearly F Q-generates piQ(C, v)
as a Q-group. Let H be any rational group and suppose f : F → H is a
homomorphism. We show that f can be extended to whole group piQ(C, v).
Define g : piQ(C, v) → H by induction on hv(p). If hv(p) = minC then
put g([p]) = f([p]). Let hv(p) > minC. We know that there is a unique
expression
p ≃ q
( 1
m1
)
1 q
( 1
m2
)
2 . . . q
( 1
m
k
)
k ,
with hv(qi) < hv(p), such that k is minimum. So we can define
g([p]) = g([q1])
1
m1 g([q2])
1
m2 . . . g([qk])
1
m
k .
Now, we have a Q-homomorphism g such that g ◦ λ = f . Hence piQ(C, v) ∼=
FQ. On the other hand we know that FQ is free in the variety of rational
exponential groups. 
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3. Colored rational complexes
In this section, we extend our definitions, in order that any rational ex-
ponential group can be represented as the fundamental group of a (colored)
rational complex.
Definition 3.1. Let C be a rational complex and v be an arbitrary vertex.
Let Φ ⊆ C(v). Then the triple (C,Φ, v) is called a colored rational complex.
Suppose v′ is another vertex and u is a path from v′ to v. Let
Φ′ = {upu−1 : p ∈ Φ} ⊆ C(v′).
Then (C,Φ′, v′) is also a colored rational complex.
Definition 3.2. Let (C,Φ, v) be a colored rational complex. We introduce
a cancelation of the third type as follows:
any part of the form p ∈ Φ can be canceled.
Two cycles p1 and p2 are called color homotopic, if we can transform one of
them to another by a number of cancelation operations of the first, second
or third types. In this case, we write p1 ≃∗ p2. The colored homotopy class
of p is denoted by [p]∗.
From now on, in the case of colored rational complexes, we use the
stronger assumption
pm1 ≃∗ p
m
2 ⇒ p1 ≃∗ p2,
rather than
pm1 ≃ p
m
2 ⇒ p1 ≃ p2.
Definition 3.3. We define the fundamental group
piQ(C,Φ, v) = {[p]∗ : p ∈ C(v)}.
Clearly, this is a rational exponential group and in fact, we have
piQ(C,Φ, v) =
piQ(C, v)
K
,
where K is the normal Q-subgroup generated by the set
{[p]∗ : p ∈ Φ}.
Definition 3.4. Let (C,Φ, v) be a colored rational complex and T ⊆ C be
a maximal tree. Let CT be the retract of C with respect to T and the vertex
v. Suppose
ΦT = {pT : p ∈ Φ}.
Then (CT ,ΦT , v) is called the retract of (C,Φ, v) with respect to T .
Obviously, we must prove that this retract is really a colored rational
complex. In the next lemma, we do this.
Lemma 3.5. (CT ,ΦT , v) is a colored rational complex.
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Proof. We know that (CT , v) is a rational bouquet. So, we must prove the
following implication
(pT )
m ≃∗ (qT )
m ⇒ pT ≃∗ qT .
Equivalently, we prove that if (pT )
m ≃∗ 1, then pT ≃∗ 1. Remember that
the cancelation operations of types first and second are verified before, so
we show that if p1 ∈ Φ is a part of p, then (p1)T is a part of pT and the
converse is also true in some sense. The first part is trivial, so, let (p1)T is
a part of pT . Let p = e1e2 . . . en and pT = êj1 . . . êjt , where
1 ≤ j1 ≤ · · · ≤ jt ≤ n,
and eji ∈ C \ T . We prove that there is a cycle q, colore homotopic to p,
such that p1 appears in q. Let
(p1)T = êjr . . . êjs ,
and suppose p1 = f1f2 . . . fl. So, for any r ≤ t ≤ s, there exists an index it
such that ejt = fit. Now, for any t, the path
ejt+1 . . . ejt+1−1f
−1
it+1−1
. . . f−1it+1
is a cycle in T , and this is not possible, except in the case
ejt+1 = fit+1, . . . , ejt+1−1 = fit+1−1.
In other word
firfir+1 . . . fis = ejrejr+1 . . . ejs .
If e1 . . . ejr−1 6= f1 . . . fir−1, then we put
q1 = e1 . . . ejr−1f
−1
ir−1
. . . f−11 , and q2 = e
−1
n . . . e
−1
js+1
fis+1 . . . fl.
Then we have p ≃∗ q1p1q2 and so p1 is a part of some colore homotop of p.
Now, we can complete the proof as follows: Let
(pT )
m ≃∗ (qT )
m.
Then we have
(pm)T ≃∗ (q
m)T ,
and therefore pm ≃∗ q
m. Since C is a rational complex, we must have p ≃∗ q.
So, pT ≃∗ qT . 
We close this section with a generalization of Theorem 2.6.
Theorem 3.6. Let (C,Φ, v) be a colored rational complex and T be a max-
imal tree. Then we have
piQ(C,Φ, v) ∼= piQ(CT ,ΦT , v).
Note that in order to prove this theorem, one has to repeat the proof of
Theorem 2.6 with respect to ”≃∗”. In particular, one needs
(pT )
m ≃∗ (qT )
m ⇒ pT ≃∗ qT ,
proved in Lemma 3.5.
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4. Exponential groups as fundamental groups
In Section 2, we showed that for any rational complex (C, v), the funda-
mental group piQ(C, v) is free in the variety of rational exponential groups.
In this section, we prove that the converse is also true. More generally, we
show that any rational exponential group is the fundamental group of some
colored rational complex.
In this section, X is an arbitrary set and FQ(X) is the free rational ex-
ponential group, generated by X. Let A0 = X
−1 ∪X = X±. Let
An+1 = {w
1
m : 2 ≤ m,w ∈ 〈An〉},
where 〈An〉 is the ordinary subgroup of FQ(X), generated by An.
Lemma 4.1. We have A0 ⊆ A1 ⊆ A2 ⊆ · · · , and FQ(X) = ∪nAn.
Proof. Let w ∈ An and m ≥ 2. Then w
m ∈ 〈An〉 and hence
w = (wm)
1
m ∈ An+1.
So, An ⊆ An+1. Let w ∈ FQ(X). We have
w = (w1 . . . wk)
r
s ,
where r, s ≥ 1 and by induction, every wi belongs to some Ani . Therefore,
if n is large enough, then w1, . . . , wk ∈ An, and hence
(w1 . . . wk)
2r ∈ 〈An〉.
Now, we have
w = ((w1 . . . wk)
2r)
1
2s ∈ An+1.

For w ∈ An\An−1, we define the height of w to be h(w) = n+1. Elements
of A0 have height one. Let B0 = A0 and Bn = An \ 〈An−1〉, for n > 0. Put
B = ∪nBn. Note that B is a proper subset of FQ(X). Every element of Bn
is called a pure radical of height n + 1. Obviously, for positive n, such an
element has the form w = u
1
m , where m ≥ 2 and u ∈ 〈An−1〉 is not a m-th
power (in the subgroup 〈An−1〉). Note that, for positive n, the set Bn is
closed under the operations of root extracting. Using pure radicals, we may
define the reduced form of the elements of FQ(X).
Definition 4.2. Reduced forms of the elements of FQ(X) are defined in-
ductively as follows:
1- Elements of A0 are reduced.
2- A pure radical u
1
m is reduced, if u is reduced and h(u) < h(u
1
m ).
3- A product w1 . . . wk is reduced, if every wi is a reduced pure radical
and k is minimum.
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Note that in number 3, we have automatically h(wi) ≤ h(w1 . . . wk). If
this is not the case, then wi will be canceled and this contradicts the min-
imality of k. Every element of FQ(X) can be represented in the reduced
form. For example, the reduced form of (xy)(y−1x)
1
2 (xy)−1 is (x2y−1x−1)
1
2 .
We will prove that the reduced form of an element is unique.
Lemma 4.3. Suppose w1, . . . , wk ∈ B, such that wiwi+1 6= 1, for any i and
w1 . . . wk ∈ B. Then, there exists an element u ∈ B and there are rational
numbers α1, . . . , αk, such that wi = u
αi , for any i.
Proof. Let w = w1 . . . wk. We apply induction on the height of w. The
assertion is clear, if h(w) = 1. So, let h = h(w) > 1. We have w = u
1
m ,
where m ≥ 2, and h(u) = h− 1. Note that one can write u = u1 . . . ur, such
that any ui is pure radical of height at most h− 1. Now,
u1 = (w1 . . . wk)
mu−1r . . . u
−1
2 ,
and if wk = w
−1
1 , then
u1 = w1 . . . wk−1w2 . . . wk−1 . . . wku
−1
r . . . u
−1
2 .
So, after cancelation, still any wi appears in the right hand side. If wk−1 =
w−12 , then again after cancelation, any wi appears in the right hand side.
This argument shows that in the case wk 6= ur, the assertion follows from
the induction. Therefore, suppose wk = ur. Then
u1 . . . ur−1wk = (w1 . . . wk)
m−1w1 . . . wk,
so
u1 . . . ur−1 = (w1 . . . wk)
m−1w1 . . . wk−1.
Note that, it is impossible to delete every ui, since there is at least one wi
of height h, while the height of every ui is at most h− 1. Hence, there are i
and j such that
u1 . . . ui = (w1 . . . wk)
m−1w1 . . . wj.
Again, note that there is no s > 1, with the property us . . . ur = w1 . . . wk,
since otherwise, us . . . ur = w, a contradiction. Hence, we have
u1 = (w1 . . . wk)
m−1w1 . . . wju
−1
i . . . u
−1
2 ,
so, we may apply induction, to get the assertion. 
Corollary 4.4. The reduced form of an arbitrary element in FQ(X) is
unique.
Proof. Suppose w ∈ FQ(X) and
w = w1w2 . . . wk = w
′
1w
′
2 . . . w
′
k,
are two reduced forms of w. We use induction on k. The case k = 1 is
trivial. So, let k > 1. We have
wk = w
−1
k−1 . . . w
−1
1 w
′
1w
′
2 . . . w
′
k.
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If w1 = w
′
1, then we may apply the induction to complete the proof. So,
suppose w1 6= w
′
1. Therefore, we have
w−1i w
−1
i−1 6= 1, w
−1
1 w
′
1 6= 1, w
′
iw
′
i+1 6= 1,
so, we using the previous lemma, we conclude that there is a u ∈ B and
there are rational numbers
α1, . . . , αk−1, β1, . . . , βk
such that
w1 = u
α1 , . . . , wk−1 = u
αk−1 and w′1 = u
β1 , . . . , w′k = u
βk .
This contradicts the minimality of k. 
Now, we are ready to associate a colored rational complex to every ra-
tional exponential group. Let G be such a group. There is a set X and a
normal Q-subgroup K in FQ(X), such that G ∼= FQ(X)/K. We define a
colored rational complex C(X,K) = (C,Φ, v) as follows:
1- C has a unique vertex v.
2- For any pure radical w ∈ B, there is a corresponding edge e(w) in C.
3- If p = e(w1)e(w2) . . . e(wk) and α ∈ Q
+, and if w′1w
′
2 . . . w
′
r is the
reduced form of (w1w2 . . . wk)
α, then we define
p(α) = e(w′1)e(w
′
2) . . . e(w
′
r).
4- If p = e(w1)e(w2) . . . e(wk) and w
′ is the reduced form of w1 . . . wk,
then the height of p is equal to h(w′).
5- We have
Φ = {e(w1)e(w2) . . . e(wk) : w1w2 . . . wk ∈ K}.
In the sequel, we show that C(X,K) is really a colored rational complex
and further its fundamental group is isomorphic to G. From now on, we
use the notation ∂(w) for the cycle e(w1) . . . e(wk), where w1 . . . wk is the
reduced form of w. In this notation, we have
(e(w1) . . . e(wk))
(α) = ∂((w1 . . . wk)
α),
and
Φ = {∂(w) : w ∈ K}.
The cancelation operations on C(X,K) can be restated as follows:
1- Deleting any part of the form e(w)e(w−1), with w ∈ B.
2- Replacing parts of the form ∂(wα)∂(wβ), with ∂(wα+β).
3- Deleting any part of the form ∂(w), with w ∈ K.
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Lemma 4.5. Let w1, . . . , wk, w
′
1, . . . , w
′
l ∈ B and
w1 . . . wk = w
′
1 . . . w
′
l.
Then we have
e(w1) . . . e(wk) ≃ e(w
′
1) . . . e(w
′
l).
Proof. We may assume that wiwi+1 6= 1, w
′
iw
′
i+1 6= 1 and also w1 6= w
′
1. We
have
wk = w
−1
k−1 . . . w
−1
1 w
′
1 . . . w
′
l,
so by Lemma 4.3, there is u ∈ B and there are rational numbers
α1, . . . , αk−1, β1, . . . , βl,
such that
w1 = u
α1 , . . . , wk−1 = u
αk−1 , w′1 = u
β1 , . . . , w′l = u
βl .
Since, u is a pure radicals, we have
∂(uαi) = e(uαi), ∂(uβi) = e(uβi).
Let α =
∑
αi and β =
∑
βi. We have
e(w1) . . . e(wk) = e(u
α1) . . . e(uαk−1)e(wk)
≃ ∂(uα)∂(w−1k−1 . . . w
−1
1 w
′
1 . . . w
′
l)
= ∂(uα)∂(u−α+β)
≃ ∂(uα)∂(u−α)∂(uβ)
≃ ∂(uβ)
≃ ∂(uβ1) . . . ∂(uβl)
= e(w′1) . . . e(w
′
l).

Lemma 4.6. Suppose w1, . . . , wk ∈ B. Then
1- e(w1) . . . e(wk) ≃ 1 implies w1 . . . wk = 1.
2- e(w1) . . . e(wk) ≃∗ 1 implies w1 . . . wk ∈ K.
Proof. Every cancelation of the first type, corresponds to a cancelation of
the form wiw
−1
i . Similarly, a cancelation of the second type, corresponds to
a trivial replacement of the form wα+β ↔ wαwβ . This observation proves
1. To prove 2, we use induction on k. The case k = 0 is trivial, so let k > 0.
Let
e(w1) . . . e(wk) ≃∗ 1.
By the part 1, it is enough to consider cancelations of type
∂(w), w ∈ K.
Suppose
e(w1) . . . e(wk) = e(w1) . . . e(wi)∂(w)e(wj ) . . . e(wk),
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where w ∈ K and
∂(w) = e(wi+1) . . . e(wj−1).
So, we have the next two relations:
i- e(w1) . . . e(wi)e(wj) . . . e(wk) ≃∗ 1.
ii- e(wi+1) . . . e(wj−1) ≃∗ 1.
If i 6= 0 or j − 1 6= k, then the inductive hypothesis can be applied to get
w1 . . . wiwj . . . wk, wi+1 . . . wj−1 ∈ K.
Since K is normal, we have w1 . . . wk ∈ K. If i = 0 and j − 1 = k, then we
have
∂(w) = e(w1) . . . e(wk).
Let w = w′1 . . . w
′
l be the reduced form of w. So, we have
e(w′1) . . . e(w
′
l) = ∂(w) = e(w1) . . . e(wk),
which implies that k = l and wi = w
′
i, for any i. Hence
w1 . . . wk = w
′
1 . . . w
′
l = w ∈ K.

Corollary 4.7. We have ∂(w) ≃∗ 1 if and only if w ∈ K.
Proof. If w ∈ K, then obviously ∂(w) ≃∗ 1. To prove the converse, suppose
w = w1 . . . wk is the reduced form of w. If ∂(w) ≃∗ 1, then e(w1) . . . e(wk) ≃∗
1, and so by the above lemma
w = w1 . . . wk ∈ K.

Now, we are ready to prove the main theorem of this section.
Theorem 4.8. C(X,K) is a colored rational complex and its fundamental
group is isomorphic to G.
Proof. The requirements of the height function can be checked routinely.
We must prove the implication
pm1 ≃∗ p
m
2 ⇒ p1 ≃∗ p2,
or equivalently the implication
∂(wm1 ) ≃∗ ∂(w
m
2 )⇒ ∂(w1) ≃∗ ∂(w2).
We have ∂(w−m1 w
m
2 ) ≃∗ 1, so by the above corollary, w
−m
1 w
m
2 ∈ K. This
shows that
(w1K)
m = (w2K)
m,
and since, FQ(X)/K is a rational group, so w1K = w2K. Therefore w
−1
1 w2 ∈
K, and hence ∂(w1) ≃∗ ∂(w2). This proves that C(X,K) is a colored ratio-
nal complex. To prove the second assertion, define a map
ϕ : piQ(C,Φ, v)→ G,
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by ϕ([∂(w)]∗) = wK. Now, it can be easily verified that ϕ is a well-defined
isomorphism between the fundamental group of C(X,K) = (C,Φ, v) and
G = FQ(X)/K. 
5. Covering complex
In this section, we introduce covering complexes to study rational sub-
groups of FQ(X). Our main aim is to prove that the variety of rational
exponential groups is a Schreier variety. The idea behind our method is
the same as in the classical proof of Nielsen-Schreier’s theorem by means of
1-dimensional complexes [10].
Definition 5.1. Let (C, v) be a rational bouquet. Let C ′ be an arbitrary
rational complex. By Σ we denote the set of all vertices, edges and cycles
of C ′. Suppose a surjective map f : Σ→ C(v) is given in such a way that
1- for any vertex v′, we have f(v′) = v.
2- if e′ is an edge, then f(e′) is also an edge.
3- we have
f(e′1e
′
2 . . . e
′
k) = f(e
′
1)f(e
′
2) . . . f(e
′
k).
4- for any vertex v′ ∈ C ′ and p ∈ C ′(v′), the equality
f(p(α)) = (f(p))(α)
holds for any α ∈ Q+.
5- f is locally one-one, i.e. it is injective on the neighborhood of any
vertex.
Then we say that C ′ is a covering complex for (C, v) and f : C ′ → C is
called a covering map.
Theorem 5.2. Let f : C ′ → (C, v) be a covering map. Then for any v′,
there is an induced embedding
f∗ : piQ(C
′, v′)→ piQ(C, v).
Proof. Define f∗ by
f∗([e′1e
′
2 . . . e
′
n]) = [f(e
′
1)f(e
′
2) . . . f(e
′
n)].
We show that f∗ is well-defined. We verify that any cancelation in p′ =
e′1e
′
2 . . . e
′
n corresponds to a similar cancelation in p = f(e
′
1)f(e
′
2) . . . f(e
′
n).
If e′e′−1 appears in p′, then f(e′)f(e′)−1 appears in p. If u(α)u(β) is a part
of p′, then
f(u(α))f(u(β)) = (f(u))(α)(f(u))(β)
is a part of p and so f∗ is well-defined. Clearly, f∗ is a homomorphism. To
show that it is injective, suppose
f∗([e′1e
′
2 . . . e
′
n]) = 1.
In other words, we must show that f(e′1)f(e
′
2) . . . f(e
′
n) ≃ 1 implies e
′
1e
′
2 . . . e
′
n ≃
1.
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1- Let f(e′−1i ) = f(e
′
i+1). Since e
′
i and e
′
i+1 have a common terminal
point, and f is locally injective, e′−1i = e
′
i+1.
2- Suppose
u(α)u(β) = (f(e′i) . . . f(e
′
j))(f(e
′
j+1) . . . f(e
′
r))
is a part of f(e′1)f(e
′
2) . . . f(e
′
n). We know that f is surjective, so there is
q ∈ C ′(v′), such that f(q) = u. So,
f(q(α)) = u(α) = f(e′i . . . e
′
j),
and since f is locally injective, we have q(α) = e′i . . . e
′
j and a similar argument
shows that q(β) = e′j+1 . . . e
′
r. So, we have e
′
1e
′
2 . . . e
′
n ≃ 1. 
We are now going to prove our main theorem.
Theorem 5.3. The variety of rational exponential groups is a Schreier va-
riety.
Proof. Since any free element of the variety of rational exponential groups
has the form piQ(C, v) for some rational bouquet (C, v), we prove equiva-
lently the following statement:
Let (C, v) be a rational bouquet and H be a rational subgroup (i.e. a Q-
subgroup) of piQ(C, v). Then there exists a rational complex C
′, a covering
map f : C ′ → C and a vertex v′ ∈ C ′, such that
f∗(piQ(C
′, v′)) = H.
This will prove our theorem, since we know that piQ(C
′, v′) is free and f∗
is a monomorphism. We introduce C ′ as follows.
1- The vertices are right cosets H[p], with [p] ∈ piQ(C, v).
2- Edges are pairs (e,H[p]), where e is an edge of C and [p] ∈ piQ(C, v).
3- We define (e,H[p])−1 = (e−1,H[pe]).
4- We have in(e,H[p]) = H[p] and end(e,H[p]) = H[pe].
5- Suppose P = (e1,H[p1])(e2,H[p2]) . . . (en,H[pn]) is a cycle with the
terminal point H[p1] and α ∈ Q
+. Let
(e1e2 . . . en)
(α) = f1f2 . . . fm.
Then, we define
P (α) = (f1,H[p1])(f2,H[p1f1]) . . . (fm,H[p1f1 . . . fm−1]).
In the sequel we will show that this action is well-defined.
6- The height function is defined by
hH[p]((e1,H[p1])(e2,H[p2]) . . . (en,H[pn])) = hv(e1e2 . . . en).
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First, we show that the action P (α) is well-defined. Since P is a cycle, so
for any i, we have
end(ei,H[pi]) = in(ei+1,H[pi+1]),
hence H[piei] = H[pi+1]. This shows that
[p1][e1e2 . . . en][p1]
−1 ∈ H,
and since H is a rational subgroup, we obtain
[p1][f1f2 . . . fm][p1]
−1 = [p1][e1e2 . . . en]
α[p1]
−1 ∈ H.
So, the action is well-defined. To make working with cycles in C ′ easier, we
introduce a notation: if
P = (e1,H[p1])(e2,H[p2]) . . . (en,H[pn])
is a cycle, with the end point H[p1] = H[p], then we can re-write it in a new
form
P = (e1,H[p])(e2,H[pe1]) . . . (en,H[pe1 . . . en−1]).
Further, we have [p][e1e2 . . . en][p]
−1 ∈ H. So, we may use the notation
P = 〈e1e2 . . . en,H[p]〉.
With this new notation, we have
P (α) = 〈(e1e2 . . . en)
(α),H[p]〉.
This notation has some other advantages: if
P = 〈e1e2 . . . en,H[p]〉, and Q = 〈f1f2 . . . fm,H[p]〉,
then it is easy to see that
PQ = 〈e1 . . . enf1 . . . fm,H[p]〉.
Now, for example, we have
P (α)P (β) = 〈(e1 . . . en)
(α)(e1 . . . en)
(β),H[p]〉
≃ 〈(e1 . . . en)
(α+β),H[p]〉.
Let P1 = 〈p1,H[p]〉 and P2 = 〈p2,H[p]〉 and suppose P
m
1 ≃ P
m
2 . Then we
have also pm1 ≃ p
m
2 , and hence p1 ≃ p2. This shows that P1 ≃ P2. We can
also check the requirements of height function. For example, if
〈e1e2 . . . en,H[p]〉 ≃ 〈f1f2 . . . fm,H[p]〉,
then e1e2 . . . en ≃ f1f2 . . . fm and so h(e1e2 . . . en) = h(f1f2 . . . fm). This
shows that hH[p] is constant on homotopy classes of C
′. Other conditions for
height function can be verified similarly. Therefore, C ′ is a rational complex.
Now, define a map f : C ′ → C by f(H[p]) = v and f(〈e1e2 . . . en,H[p]〉) =
e1e2 . . . en. Clearly f is surjective and it is locally injective. Properties
of covering map can be checked for f . Suppose v′ = H. We prove that
f∗(piQ(C
′, v′)) = H. Note that
C ′(v′) = {〈p,H〉 : p ∈ C(v), [p] ∈ H}.
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Hence
piQ(C
′, v′) = {[〈p,H〉] : [p] ∈ H},
and therefore
f∗(piQ(C
′, v′)) = {[p] : [p] ∈ H} = H.
This completes the proof. 
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