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Abstract
Intrinsically disordered proteins (IDPs) are biomolecules that do not have a defi-
nite 3D structure; their role in the biochemical network of a cell relates to their ability
to switch rapidly among different secondary and tertiary structures. For this reason,
applying a simulation computer program to their structural study turns out to be prob-
lematic, as their dynamical simulation cannot start from a known list of atomistic po-
sitions, as is the case for globular proteins that do crystallize and that one can analyze
by X-ray spectroscopy to determine their structure.
We have established a method to perform a computer simulation of these proteins,
apt to gather statistically significant data on their transient structures. The only re-
quired input to start the procedure is the primary sequence of the disordered domains
of the protein, and the 3D structure of the ordered domains, if any. For a fully disor-
dered protein the method is as follows.
(a) The first step is the creation of a multi-rod-like configuration of the molecule,
derived from its primary sequence. This structure evolves dynamically in vacuo or in
an implicit model of solvent, until its gyration radius - or any other measure of the
overall configuration of the molecule - reaches the experimental average value; at this
point, one may follow two different paths.
(b1) If the study focuses on transient secondary structures of the molecule, one puts
the structure obtained at the end of the first step in a box containing solvent molecules
in explicit implementation, and a standard molecular dynamics simulation follows.
(b2) If the study focuses on the tertiary structure of the molecule, a larger sampling
of the phase space is required, with the molecule moving in very large and diverse re-
gions of the phase space. To this end, the structure of the IDP is let evolve dynamically
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in an implicit solvent using metadynamics, an algorithm that keeps track of the regions
of the phase space already sampled, and forces the system to wander in further regions
of the phase space.
(c) One can increase the accuracy of the statistical information gathered in both
cases by fitting, where available, experimental data of the protein. In this step one ex-
tracts an ensemble of ’best’ conformers from the pool of all configurations produced
in the simulated dynamics. One derives this ensemble by means of an ensemble opti-
mization method, implementing a genetic algorithm.
We have applied this procedure to the simulation of tau, one of the largest fully
disordered proteins, which is involved in the development of Alzheimer’s disease and
of other neurodegenerative diseases. We have combined the results of our simulation
with small-angle X-ray scattering experimental data to extract from the dynamics an
optimized ensemble of most probable conformers of tau.
The method can be easily adapted to IDPs entailing ordered domains.
PACS: 87.14.E-, 87.15.ap, 87.15.bd, 87.15.bg
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1. Introduction
Intrinsically disordered proteins (IDPs) do not have an average stable structure in their na-
tive state; they are similar to a random coil fluctuating in an ensemble of conformations, and
resemble highly denatured proteins [1, 2]. Due to their flexibility, and at a variance with the
well-known lock-and-key biomolecular paradigm, they perform tasks that globular proteins
cannot perform [1, 3, 4, 5, 6]. IDPs entail at least one extended disordered region, and
can entail globular domains alternating with flexible linkers or disordered domains. These
proteins are therefore characterized by different degrees of disorder, from those formed by
globular domains connected by disordered segments to those totally disordered [1, 2]. Even
the latter may entail segments endowed, albeit temporarily, with secondary structures such
as α-helices, β-sheets or PPII helices [7].
The main functions of IDPs are not structural, but regulatory: control, modulation and
signalling. A characteristic feature of their biological function is an interaction energy
among residues that is significantly lower than for globular proteins [1, 6]; this favors fast
shifts between extended conformations, which generally accompany the binding to other
molecules, and disordered molten globule-like conformations. The formation and dissolu-
tion of bound states is probably faster than in the case of globular proteins [1, 4].
The biochemical functions of IDPs relate to their secondary and tertiary structures,
which vary in time. Given the speed at which transitions between different conformations
are supposed to take place, a computer simulation of their dynamics seems to be a promising
tool to characterize their time-dependent structure and to understand their behavior. The
dynamical simulation of an IDP is a computational challenge, because by definition there
are no experimentally determined 3D structures of the whole molecule, such as a Protein
Data Bank file, from which to start. We have developed a method to perform computer
simulations of IDPs, apt to overcome this obstacle and to gather statistically significant data
on the transient structures of the proteins.
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The simulation of an IDP confronts a second problem, namely the choice of a suitable
force field. Molecular mechanics force fields have been parametrized on folded protein
structures, and therefore may not correctly reproduce the structure of disordered proteins.
On the other hand, there is no alternative to the use of one of the known force fields, because
an ab initio calculation of a large disordered molecule would be unfeasible. Our simulations
indicate the known force fields are apt to represent - with some caution - also the dynamics
of IDPs.
The only required input to start the procedure is the primary sequence of the protein.
We will illustrate the method by applying it to protein tau, a large, fully disordered protein1.
2. The Tau Protein
The tau protein, one of the largest fully disordered IDPs [3], is involved in the nucleation
and stabilization of the microtubules (MTs) in the cytoskeleton of the axons of the neu-
rons. Protein tau achieves stabilization through the bonding of its repeats domain to the
α- and β-tubulines forming the MTs [8]. But the same tau can aggregate in paired helical
filaments (PHFs) and form fibrils which, in their turn, form insoluble tangles [1, 8]; this
pathological deviation from its physiological function together with other factors triggers
the development of Alzheimer’s disease and of other neurodegenerative diseases [8].
Tau exists in several isoforms1; we have chosen to simulate its htau40 isoform, which
is located in the human central nervous system; it has 441 residues and a molecular weight
of 45.85 kDa. One can distinguish in its primary sequence four domains, corresponding
to morphologically different sections of the molecule: the N-terminal projection domain
(residues 1-150); a proline-rich segment (residues 151-243); a domain entailing four repeats
(residues 244-368); the C-terminal domain (residues 369-441).
The process of formation of the PHFs is not entirely known, but some of its factors and
stages have been investigated. A precursor stage of tau’s polymerization has been related
to specific transient global folds of the protein, in which the N-terminal is folded near the
repeats domain in a hairpin conformation [7, 9, 10], or the C terminal is in proximity of the
repeats domain and the N-terminal is folded near the C-terminal in a paperclip conformation
[5, 11, 12]. The pathological aggregation in the form of insoluble tangles has been attributed
to a local transition from the unfolded state to a β-structure [13, 14, 15, 16]. The aggregation
process is supposed to start from a nucleus entailing the VQIVYK motif, a segment with
high propensity for a β-structure [10], or the VQIINK motif. These two hexapeptides are,
respectively, at the beginning of the third and of the second repeat [7, 9, 10], and have been
identified as components of steric zippers formed by β-sheets parallel to the axis of the
fibril [16]. The propensity of a polyproline-II motif toward the formation of β-sheets has
also been listed among the possible causes of the aggregation of tau proteins, and hence of
the origin of tau-pathologies [4, 17].
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Figure 1. Initial shape of tau protein, as produced by the VMD program from the primary
sequence [19].
3. Initial Configuration and Dynamical Evolution
In order to perform a molecular dynamics (MD) simulation of tau, we start from its primary
sequence of amino acids. We use this sequence as an input to the visual MD (VMD) pro-
gram [18]; this program lines up the amino acids following their primary sequence, depart-
ing from a straight line only when obliged by stereochemical incompatibility of neighboring
amino acids. The output of VMD is thus a 3D sequence of straight segments of amino acids
that bears little resemblance to a real protein, as shown in Fig.1. (There are other programs
similar to VMD).
We use the MD simulation program GROMACS2 to evolve this multi-rod-like structure
in vacuo at T = 300 K [19]. The molecule’s configuration collapses in a short time. This
can be monitored by measuring the gyration radius Rg = (
∑
i r
2
i mi/
∑
i mi)
1/2
, where ri
are the positions of the atoms with respect to the center of mass of the molecule, and mi
are their masses; Rg measures the average size of the overall conformations of a molecule.
Curve #1 in Fig.2 shows that the collapse of Rg, from an initial value of 10.4 nm to a value of
2.5 nm, takes place in about 100 ps and yields a very compact and entangled configuration.
This fast evolution of the molecule is due to the absence of the solvent, which would prevent
the collapse and the formation of a high number of intramolecular H-bonds as can be seen
in Fig.3 (curve #1). We therefore stop the evolution when the configuration has reached
a value of the gyration radius equal to the experimental average Rg = 6.57 nm [5]. The
structure obtained in this way is then embedded in water, using an explicit or an implicit
model.
The gyration radius is known for many molecules, being measured either by light scat-
1 www.uniprot.org/uniprot/P10636; www.disprot.org/protein.php?id=DP00126
2GROMACS release 4.5.3, www.gromacs.org; box volume = 15253 nm3; ffamber99 force field; time step
2 fs; modified Berendsen thermostat, Parrinello-Rahman pressure coupling.
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Figure 2. Evolution of the gyration radius at T = 300K in the first 200 ps, starting from the
configuration of Fig.1. The continuous black line (1) shows the rapid collapse of the protein
in vacuo. The dashed green line (2) shows the evolution after addition of water molecules
to the initial configuration of tau. The dashed red line (3) shows the evolution after addition
of water molecules to the stucture extracted at t = 56 ps and Rg = 6.57 nm [19].
tering, or by SAXS (small-angle X-ray scattering), or by small angle neutron scattering.
One could instead use any other measure of the overall configuration of the molecule to
monitor its evolution in vacuo, like asphericity, which combines shape and compactness,
and is measured by fluorescence microscopy [20].
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Figure 3. Time evolution of the number of intramolecular H-bonds at T = 300 K, first 200
ps. The black line (1) shows their rapid increase during the evolution in vacuo. The green
line (2) shows their slow change after addition of water molecules to the initial configuration
of tau. The red line (3) shows a sharp drop when water molecules are added to the structure
extracted at t = 56 ps and the stable subsequent evolution [19].
An alternative way to reach in a short time a configuration of a large molecule from
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Figure 4. Time evolution of the number of intramolecular H-bonds at T = 300 K, beginning
at the time when solvent is introduced in the simulation. Black line (1): explicit water
molecules. Red line (2): implicit water solvent [19].
which to start the dynamical simulation is to embed the initial multi-rod-like molecule in
an implicit solvent. When one immerses the initial VMD structure in implicit water [21], it
rapidly evolves to a natural conformation, which can then be used to start a simulation. The
time of this initial evolution is similar to the time of the evolution in vacuo; for tau, it takes
about 50 ps.
A straightforward way of letting the initial multi-rod-like configuration evolve towards
a native-like state of the molecule would be to embed its initial structure in explicit solvent.
The configuration produced by VMD from the primary sequence is extended, and the simu-
lation box has to be accordingly large, as a fully disordered protein (like tau) fluctuates in an
ensemble of very different conformations. Therefore, in a MD simulation of such an IDP,
one has to pay attention to the flexibility of the molecular structure: when periodic bound-
ary conditions are used, the box must be large enough to avoid that during the dynamics the
protein interacts with one of its periodic images, extending its shape to the region bordering
the walls of the box. A large box entails a very large number of solvent molecules; this is
a relevant obstacle to make such a simulation workable. Using the box-to-molecule size
relation usually adopted in this kind of MD simulation, in the case of tau one would have
to use a box filled with about 1.5 · 106 water molecules.
Moreover, the evolution of the molecule from the initial configuration is very slow, as
shown by curves #2 in Fig.2 and Fig.3. Taking into account the experimental value for the
average gyration radius Rg = 6.57 nm, one can foresee for the overall configuration of the
molecule, and for Rg, an equilibration time in excess of several tens of nanoseconds. All
in all, this would be a computationally very expensive procedure for a molecule as large as
tau; but it could be feasible for a small molecule.
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4. Secondary Structures
The initial evolution, either in vacuo or in implicit solvent, lasts few tens of ps; at the
end one gets a structure of the molecule of a size comparable to the average experimental
one. For large molecules (like tau) the size is significantly reduced with respect to the one
produced by VMD; its structure can thus be put in a simulation box much smaller than the
initial one, and the number of solvent molecules in the box is significantly reduced with
respect to the number needed to embed the initial extended state produced via VMD.
At this stage the simulation run can begin, embedding the molecule’s structure in a
suitable solvent. Let us assume that the computer experiment aims at gathering information
on the existence and probability of segments of the molecule endowed, albeit temporarily,
with a secondary structure. As we show below, to achieve the best simulation of these
structures the solvent must be represented by explicit molecules, in order to have a realistic
competition between intramolecular and intermolecular (that is, between protein and water
molecules) H-bonds.
Tau is a good candidate for this kind of simulation. Its value of Rg is large due to the
molecule’s non-globular structure, and is about that of a random coil of the same length (6.9
nm). Nevertheless, when Rg is measured in partial domains of tau that entail the repeats,
its value turns out to be larger than the value estimated for a random coil; this hints at a
propensity of these domains to form secondary structures [5, 11]. Because these structures
would very likely be transient, there is a definite interest in a dynamical simulation of tau,
in order to acquire a detailed knowledge of these transient patterns.
Figure 5. Shape of the tau protein after a 100 ps evolution, 56 ps in vacuo and 44 ps in
explicit water, at T = 300 K. Two transient short β-sheets (yellow) and a transient short
α-helix (purple) are highlighted [19].
After a short minimization of the total energy, the system (tau + water molecules 3) is
3spce water model in our simulation.
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ready to start a dynamical evolution in a region of the phase space corresponding to realistic
conformations of the molecule. The stabilizing effect of the introduction of explicit water
on the dynamical evolution of the protein implies a sudden interruption of the collapse of the
molecule, and the beginning of a slow fluctuation of the structure; one can see this in Fig.2,
curve #3. As for the intramolecular H-bonds, curve #3 of Fig.3 shows that the introduction
of the water molecules causes a sudden decrease in the number of those bonds, about a
fourth of which is replaced by H-bonds between tau and the water molecules. Fig.4 shows
more in detail this instantaneous decrease (curve #1), and the first 20 ps of a NVT (constant
number of molecules, volume, and temperature) simulation. After the introduction of the
solvent, the molecule assumes in a short time a native-like configuration, as shown in Fig.5;
the structure displays short transient secondary structures like β-sheets and α-helices.
One could follow a similar procedure by embedding in implicit water [21] the
molecule’s structure extracted midway during the collapse in vacuo, when the molecule has
shrunk to a natural size, or leaving it in the implicit solvent, if one used this from the begin-
ning. The use of an implicit solvent would allow a much faster simulation run, if compared
to the implementation of an explicit water model. On the other hand, the two solvent types
are known to operate differently in the prediction of secondary structures [22, 23]. Indeed,
as shown in Fig.4, the effect of implicit water on the replacement of intramolecular H-bonds
is not the same as that of explicit water molecules: the latter seem to be more efficient in
competing with intramolecular H-bonds and replacing them with solvent-solute ones. After
an evolution in vacuo of the molecule, possible spurious H-bonds, which would not form
if a solvent had been included in the simulation from the beginning of the dynamics, are
better removed by putting the molecule in explicit solvent.
We used the initial conformation of tau produced by VMD to start a simulation at con-
stant temperature and pressure [24]. For this simulation we have chosen the ffG53a6 force
field, implemented in the GROMACS package 3 4. The simulation has been carried out
at neutral pH (pH = 7), close the physiological value (that is in the 7.2 - 7.4 range). Ac-
cordingly, amino acids were set to their default protonation states at pH = 7, with Lys, Arg
carrying a +1 and Glu, Asp a -1 net charge.
In this first dynamical simulation of the complete tau (htau40), we have studied the time
evolution of the molecule in water over a time of 30 ns. Fig.6 shows the gyration radius;
Rg is not stable around its experimental value, as it progressively decreases to about 4.3
nm. Even though the latter value is within the range of values computed from a set of static
conformers of tau produced by the EOM method [5, 14], the continuous decrease of Rg
hints at a possible shortcoming of the force field in reproducing the overall shape of the
molecule. In order to clarify this dynamical behavior we have computed the time evolu-
tion of the gyration radius of the four domains corresponding to morphologically different
sections of the molecule: the N-terminal projection domain, the proline-rich segment, the
repeats domain, and the C-terminal domain. We report the results in Fig.7; they show that
all four domains reach an equilibrium stage: first the C-terminal domain, after about 10
ns; second the repeats domain, shortly before 20 ns; then the proline-rich segment and the
4 GROMACS release 4.5.3, www.gromacs.org; box volume = 15253 nm3; ffG53a6 force field; spce water
model; time step 2 fs; modified Berendsen thermostat, Parrinello-Rahman pressure coupling.
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Figure 6. Time evolution of the gyration radius of protein tau during the standard MD
dynamics at T = 300 K [24]. The experimental average value of Rg is 6.6 nm and the
standard deviation is 0.3 nm [13].
N-terminal domain, after 22 ns. The final decrease of the total Rg visible in Fig.6 after an
apparent stabilization between 18 and 24 ns has thus tobe attributed to a reduction of the
distances among domains, rather than to a further shrinking of one or more of them.
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Figure 7. Time evolution of the gyration radius of four domains of tau at T = 300 K, in a
standard MD simulation. Curve #1 (black): residues 1-150, N-terminal domain; curve #2
(red): residues 151-243, proline-rich segment; curve #3 (blue): residues 244-368, repeats
domain; curve #4 (green): residues 369-441, C-terminal domain [24].
One can notice that the stabilized value of Rg found for the repeats domain in our
simulation (3.7 nm) almost coincides with the experimental value of 3.8 nm found for the
K18 construct of tau, the latter almost coinciding with the repeats domain [5].
In order to assess the propensities of various domains of tau to form temporary sec-
ondary structures, we have extracted information on the formation of temporary secondary
structures from the whole 30 ns dynamics. We have measured the time evolution of the
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Figure 8. Number of residues found in secondary structures during the 30 ns dynamics.
The curves have been smoothed by averaging the data over a sliding 1 ns interval [24].
number of residues found in coils, β-sheets, β-bridges, bends, turns, and α-helices; we
show these quantities are shown in Fig.8. While the majority of residues are in a coil-like
conformation and in bends, there is a significant presence of secondary structures like turns,
β-bridges, β-sheets, and α-helices.
The number of residues forming bends oscillates in a stable way during the dynamics;
the number of residues forming turns stabilizes after about 6 ns; the number of residues
forming a helix oscillates during the whole dynamics (mostly an α-helix, with some short
shifts to a 3-helix or a 5-helix). Fig.8 shows that the formation of temporary secondary
structures does not depend significantly on the overall shape of the molecule, due to their
localized nature. The pattern of extension and time dependence of temporary secondary
structures in tau shown in Fig.8 should thus be representative of the equilibrium state.
We have compared the average values of the extension and frequency of temporary
α- and β-structures measured in this simulation with propensities to form α-helices or β-
structures, assigned to various segments of tau using experimental NMR data [7]. Weighing
the number of residues entailed in each of these segments with its propensity (fraction of
time spent in the secondary structure), one finds an average number of 12 residues in β-
structures and of 4 residues in an α-helix. These results are compatible with the results
of our MD simulation, namely 26 ± 14 residues and 5 ± 2 residues for β-structures and
α-helices, respectively [24].
5. Tertiary Structures
As mentioned before, particular tertiary structures, albeit transient, are supposed to play a
key role in the pathological evolution of protein tau. These structures are likely to evolve
over regions of the phase space that are much larger than those characteristic of tempo-
rary secondary structures. It is therefore important, in order to gather information on the
existence and probability of configurations endowed with statistically significant tertiary
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Figure 9. Time evolution of the gyration radius of protein tau during the metadynamics at
T = 300 K [27].
structures, to achieve a dynamical simulation able to sample the overall structure of the
molecule over large regions of the phase space.
The previous procedure, that has been proved to be effective in sampling local tempo-
rary secondary structures, would not be as effective in sampling larger regions of the space,
as required to detect statistically relevant, albeit transient, tertiary structures. Metadynamics
is a simulation tool that greatly expands the explored region of the phase space of an IDP,
allowing a significant sampling of its fluctuating tertiary structure.
The metadynamics algorithm keeps track of the regions of the phase space already
sampled by the molecule in its dynamics, recording a collective dynamical variable, and
forces the system to leave those regions and to wander in other regions of the phase space
[25]. The system thus samples a portion of the phase space much larger than the one
sampled in an equal time of standard MD computation. Because of the heavier computation
implied by keeping the dynamical track, the simulation of a large system, like protein tau,
dictates the use of an implicit solvent model [26].
We have performed 10 ns of metadynamics simulation of protein tau [27]. The ffG53a6
force field we used in the previous molecular dynamics simulation of tau provides a statis-
tical measure of local transient secondary structures; but the force field is less effective in
maintaining over long times an extended conformation of the molecule. An advantage of
the use of metadynamics is that it overcomes this problem, as its algorithm avoids the risk
of a shrinking of the molecule by forcing its structure up and down the Rg range, as shown
in Fig.9. We used in this simulation the ffamber99 force field, because the implicit solvent
model could not be implemented with the ffG53a6 force field.
To implement this method we have chosen the collective dynamical variable Rg, the
gyration radius. We have fixed the parameters of the metadynamics algorithm in such a way
that Rg oscillates around its experimental value 5. We have monitored the time evolution
of tau by computing Rg; Fig.9 shows the gyration radius during a 10 ns evolution. The
5 CV = Rg; deposition stride τ = 10 ps; height W = 0.5 kJ/mol; Gaussian width σ = 0.35 nm; limits on
Rg: upper UWALL = 7.0 nm, lower LWALL = 5.5 nm.
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metadynamics algorithm induces large structural changes in the molecule, with the gyration
radius spanning the range between 2.5 nm and 11 nm, centered near the experimental value:
its average value over this evolution is Rg = 6.3 nm. The large oscillations of Rg hint at
the variety of configurations sampled by the system in different regions of the phase space.
One can better understand the way in which the metadynamics algorithm acts on the
system by separately computing the time evolution of the gyration radius of the N-terminal
domain, of the proline-rich segment, of the repeats domain, and of the C-terminal domain.
We report the results in Fig.10, which shows that all four domains undergo very strong
modifications. The algorithm shakes them alternatively, leaving from time to time one of
the domains in what appears to be a local equilibrium well. As an example, the proline-rich
domain is almost stable during the first 2 ns, while the other domains show strong changes
in their overall configuration; the first domain reaches again a relative stability between 3.5
and 6.3 ns, and between 9.0 and 9.6 ns. The other domains also stay for some time in a
quasi-equilibrium state: the C-terminal between 5.2 and 6.3 ns, the N-terminal between 5.8
and 6.8 ns, and the repeats domain between 5.2 and 6.4 ns. The large amplitude of the
oscillations of the N-terminal are due to its higher flexibility in comparison to the other
domains, in particular the domain entailing the repeats [7].
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Figure 10. Time evolution of the gyration radius of four domains of tau at T = 300 K, in a
metadynamics simulation. Curve labels and colors as in Fig.7 [27].
The metadynamics algorithm drives the system to distant points of the space phase,
improving the statistical sampling by producing likely and less likely configurations. Due
to this drive, transient tertiary structures last short times, probably shorter than their natural
lifetime in an unbiased dynamics. Therefore, a contact map of the molecule averaged over
all configurations produced by the metadynamics simulation could highlight only resilient
tertiary structures. A contact map of tau computed during the 10 ns metadynamics trajectory
clearly shows a statistically relevant tertiary pattern entailing a long segment encompassing
the N-terminal and the proline-rich domain (residues 120-190) in anti-parallel proximity
of a segment encompassing the proline-rich domain and the repeats domain (residues 200-
280) [27]. There must be a turn joining these two segments around residue 195, right in
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the middle of the proline-rich domain. Experiments have shown that the approach of the N-
terminal to the central region of the molecule is involved in the aggregation process leading
to the formation of PHFs [29]. It is also noteworthy that the end of this hairpin structure
(residues 275-280) is the hexamer VQIINK, also known to be involved in this aggregation
process [13, 14, 15].
6. Fit of Experimental SAXS Data
We have improved the information on the equilibrium behavior of tau, obtained through the
data produced by the computer simulation, by comparing them with experimental SAXS
results obtained from a specimen of tau in solution. The SAXS experiment has been per-
formed using full-length htau40. SAXS measurements were acquired on the BioSAXS
beamline (ID 14-3) at the Synchrotron Radiation Facility ESRF (Grenoble, France) [30], at
the constant temperature of 303 K. Solvent scattering was measured to allow an accurate
subtraction of the background scattering. Fig.11(a) shows the result of this experiment.
More details on the experiment are given in [28].
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Figure 11. Panel (a): experimental SAXS curve (black continuous line); fit by an ensemble
of conformers produced in a 30 ns standard MD simulation and selected by the genetic
algorithm GAJOE (red dashed line). Panel (b): distribution of Rg values. Conformers
produced by the simulation (black continuous line) and conformers selected by the genetic
algorithm (red line), after addition of the coordinated water layer [24].
NMR could provide an alternative set of experimental data to compare with the re-
sults of the computer simulation. The program PALES, an atomic resolution approach to
alignment tensor prediction, allows the computation of alignment tensors for a given con-
figuration of the molecule; the same program calculates residual dipolar couplings that can
be compared to the experimental ones [14].
We have used the SAXS curve to extract from our standard MD simulation [24] and
from the metadynamics simulation [27] an ensemble of conformers that give the best fit of
the experimental data.
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The fitting procedure is as follows: (i) we extract about 9000 regularly spaced conform-
ers of tau from our 30 ns standard MD simulation, or 10000 conformers of tau, regularly
spaced by a 1 ps interval, from our 10 ns metadynamics simulation; (ii) this pool of con-
formers is processed by the program CRYSOL [31] to obtain the theoretical SAXS pattern
of each conformer, taking properly into account the scattering from the hydration shell of
the water layer coordinated with the molecule; (iii) the ensemble optimization method EOM
with the genetic algorithm GAJOE [32] is then employed to select from the pool of theoret-
ical SAXS curves an ensemble of conformers (162 from the standard MD run, 194 from the
metadynamics run) that provide with their averaged theoretical scattering intensity the best
fit of the experimental SAXS data; each conformer is weighed with its genetic multiplicity
[32, 33].
The application of the genetic algorithm GAJOE over 1000 cycles to select the best
ensemble of conformers progressively yields an improved fit of the SAXS data 6. The
final values of χ2 attest the accuracy of the fit: 1.4 for the standard MD run, 1.0 for the
metadynamics run. The statistical sampling of tau’s phase space achieved by metadynamics
is more accurate than the one achieved by standard molecular dynamics. This is an expected
result, due to the larger portion of the phase space sampled by the metadynamics simulation.
As shown in Fig.11(a) and Fig.12(a), the selected ensembles fit quite well the exper-
imental SAXS results, when each conformer is weighed with the appropriate multiplicity
determined by the genetic algorithm. We show in Fig.11(b) and Fig.12(b) the distributions
of Rg values of both the original pool (black line) and of the selected ensemble (red line),
respectively. It may be noted that most selected conformers in the standard MD run belong
to the first 5 ns of the trajectory, where the value of Rg is near to its initial equilibrium value;
but there is also a significant presence of conformers with Rg values between 5.1 and 5.4
nm, belonging to the temporarily stabilized trajectory stretch between 18 and 24 ns (Fig.6).
In the metadynamics run the Rg values of the ensemble selected by the genetic algorithm
show a distribution peaked near the experimental value Rg = 6.6 nm, with a significant
presence of conformers with Rg values between 3.0 and 10.5 nm. The radius of gyration
averaged over this ensemble is Rg = 6.8 nm, with a standard deviation of 1.7 nm. It is in
very good agreement with the theoretical value expected for a 441 amino acids random coil
in solution, which is 6.9 nm [34].
The distribution of the Rg values before and after the selection performed by means of
EOM with the genetic algorithm reflects the higher efficiency of metadynamics in sampling
different regions of the phase space, in comparison to a standard MD simulation of similar
duration. This can be seen comparing panels in Fig. 11(b), standard MD, and in Fig. 12(b),
metadynamics. The original pool in panel 12(b) encompasses a much broader range of Rg
values than in panel 11(b). The selected ensemble distribution shown in Fig.12(b) appears
to be broader and therefore statistically more significant than the one shown in Fig.11(b),
and it is also approximately centered on the experimental value Rg = 6.6 nm.
6 GAJOE parameters were set as follows: number of generations 1000; number of ensembles 50; number
of curves per ensemble 20; number of mutations per ensemble 10; number of crossings per generation 20.
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Figure 12. As in Fig.11, but for an ensemble of conformers produced in a 10 ns metady-
namics simulation [27].
7. Transient Structures
The ensemble of 162 conformers selected from the standard MD run has been analyzed
with the DSSP program [35, 36], as implemented in GROMACS, to identify secondary
structures like coils, β-sheets, β-bridges, bends, turns, and α-helices. The propensity of
the molecule to form these secondary structures, measured by the number of residues in
each structure, turns out to coincide with the average number measured during the whole
30 ns MD run, within one standard deviation of the latter. This confirms the validity of the
dynamical simulation as far as local secondary structures are concerned, notwithstanding a
possible shortcoming of the force field with regard to the overall shape.
Comparing again our results with those obtained by Mukrasch and coworkers [7], we
find a better agreement than in the standard MD run: 15 residues in β-structures and 6
residues in α-helices, to compare with the experimental results: 12 residues and 4 residues,
respectively.
Fig.9 and Fig.10 clearly show the thorough shaking of the molecular structure produced
by the metadynamics algorithm. This dynamics drives the system to distant points of the
phase space and thus to very different global folds. Fig.13 displays the instant contact maps
(Cα − Cα distance between all pairs of residues) of four configurations, chosen among the
pool of 194 conformers selected by the genetic algorithm. Three are among those selected
with highest frequency (panels (a), (c), and (d)); the fourth (panel (b)) further illustrates the
variety of global folds. Only distances smaller than 1.5 nm are on display.
The hairpin pattern described before is embedded in various hairpin or paperclip tran-
sient tertiary structures, as shown in panels (b), (c), and (d) of Fig.13. While all those
configurations are transient, they share this common, persistent tertiary motif: a hairpin
folding encompassing part of the N terminal, the proline-rich domain, the first repeat, and
a functionally relevant part of the second repeat. As mentioned before, hairpin configu-
rations [7, 9, 10] and paperclip configurations [5, 11, 12] are believed to be a precursor
stage of the polymerization of tau leading to the formation of fibrils and to the onset of
neurodegenerative diseases.
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Figure 13. Instant contact maps (Cα − Cα distance between pairs of residues) at t = 41 ps
(a), t = 1027 ps (b), t = 4228 ps (c), t = 7567 ps (d).
8. Conclusion
Given the speed at which transitions between conformations of an IDP are supposed to
take place, the computer simulation of their dynamics seems to be a promising tool to
understand their behavior. We present a method that can be used for any IDP. In order to
start a MD simulation of a fully disordered protein of unknown 3D structure, one begins
from its primary sequence of amino acids. One then implements the following procedure to
produce a 3D structure to start the simulation. (i) One creates a first 3D structure by feeding
the VMD program (or a similar program) with the primary sequence of the whole protein.
(ii) The resulting structure - a multi-rod-like sequence of amino acids - is put in a large
box with periodic boundary conditions; after a short energy minimization this structure is
taken as the initial one for a dynamical evolution in vacuo or in implicit solvent at the
chosen temperature, performed with the package GROMACS or with any other simulation
program; this step produces a rapid contraction of the protein. (iii) The evolution is stopped
when the decreasing gyration radius Rg (or a similar shape-dependent variable) has reached
its average experimental value. This yields a starting point for the simulation in a more
realistic environment, i.e. with the addition of solvent. (iv) The simulation box is reduced
to fit the reduced size of the protein and filled with solvent, either explicit or implicit.
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This significant reduction of the volume of the box greatly reduces the number of solvent
molecules needed to fill it in the case of explicit solvent. (v) The energy of the system
(protein + solvent) is then minimized in the case of explicit solvent, to allow the solvent
molecules to adapt to the shape of the solute molecule. (vi) A short equilibration (about
100 ps) is performed at constant temperature. (vii) Another short equilibration (about 100
ps) is performed at constant temperature and pressure. (viii) One uses the last conformation
of the previous step to start an extended simulation at constant temperature and pressure.
If the simulation focuses on the analysis of secondary structures, the best simulation is
a standard MD one in explicit solvent. If the simulation focuses on the analysis of tertiary
structures, the best simulation is metadynamics in implicit solvent.
The statistical information gathered in both cases can be refined by fitting, where avail-
able, experimental data of the protein, like small-angle X-ray scattering results. In this
step one extracts an ensemble of ’best’ configurations from the pool of all configurations
produced in the simulated dynamics. This ensemble is produced by means of an ensemble
optimization method, implementing a genetic algorithm. This set of conformers, selected
from the simulated dynamics by fitting the experimental data, is the best approximation of
an equilibrium ensemble that can be extracted from the simulated dynamics; it provides a
significant observation of secondary structures and of the overall fold of the molecule. Fur-
thermore, the selected ensemble of conformers represents a 3D data basis that one can use
to start further simulations.
When applied to protein tau this method shows that the protein samples a limited num-
ber of almost stable secondary structure motifs (mainly short α and β structures), whereas
the overall preferred conformation is a random coil entailing a hairpin motif. The transient
nature of these structures in protein tau is relevant, and has biochemical implications in
vivo: the hairpin motif is supposed to be involved in the early stages of tau’s polymeriza-
tion, leading to the formation of pathogenic paired helical filaments.
If the protein under study is only partially disordered, entailing regions of stable and
known 3D structure, the method can be implemented by modifying only step (i): the pro-
gram VMD is used to create multi-rod-like 3D structures of the disordered regions, which
are then connected to the ordered regions. The following steps are unchanged,
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