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Abstract
Let F(z) ∈ R[z] be a polynomial with positive leading coefficient, and let α > 1 be an algebraic number.
For r = degF > 0, assuming that at least one coefficient of F lies outside the field Q(α) if α is a Pisot
number, we prove that the difference between the largest and the smallest limit points of the sequence of
fractional parts {F(n)αn}n=1,2,3,... is at least 1/(P r+1), where  stands for the so-called reduced length
of a polynomial.
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1. Introduction
Let r be a non-negative integer, and let
F(z) = ξrzr + · · · + ξ1z + ξ0 (1)
be a polynomial with real coefficients whose leading coefficient ξ = ξr is positive. In this paper,
we wish to investigate the sequence of fractional parts {F(n)αn}n=1,2,3,..., where α > 1 is an
algebraic number. The case of F(z) being constant, F(z) = ξ > 0, is classical. It is related with
many unsolved problems. Although the sequence {ξαn}n=1,2,... have been investigated on many
occasions (see, for instance, [6,13,16,17,28]), even the simplest cases, like ξ = 1, α = 3/2, are
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parts of integer powers of 3/2 and Waring’s problem (see, for instance, [27]). A hypothetical
existence (or, more precisely, conjectural non-existence) of Mahler’s Z-numbers is another re-
markable unsolved problem concerning the distribution of powers of 3/2 modulo 1. See [1,2,6,
13,17,23] for some progress towards this problem. Finally, nearly nothing is known about the
distribution of {αn}n=1,2,... in case if α is transcendental. See, however, [5,20] for some metri-
cal results about fractional and integer parts. A related problem claiming that there are infinitely
many composite numbers of the form [ξαn], n ∈ N (see [19, Problem E19]) is considered in
[3,7,10,11,15,18]. For some α > 1, it is known that the sequence [αn], n = 1,2, . . . , contains
infinitely many primes [3,24,29].
Recently, the author obtained a lower bound for the difference between the largest and the
smallest limit points of the sequence {ξαn}n=1,2,... in case α > 1 is an algebraic number [12].
This estimate is in terms of α only under the following additional condition: if α is a Pisot or
a Salem number, then ξ /∈ Q(α). The pairs ξ,α, where ξ ∈ Q(α) and α is a Pisot or a Salem
number, were considered in [14] and [30], respectively. For some Pisot numbers, there are cases
when the above sequence has only one limit point. All such cases are described in [14] (see [9,
22] for partial results). By a theorem of Pisot and Vijayaraghavan [8] α must be a Pisot number
if {ξαn}n=1,2,... has a unique limit point. On the other hand, there are Salem numbers α with the
following property: for each ε > 0, there exists ξ ∈ Q(α) such that all elements of the sequence
{ξαn}n=1,2,... belong to an interval of length ε [30]. Clearly, for such α, there is no bound in terms
of α only for the difference between the largest and the smallest limit points of {ξαn}n=1,2,....
The main idea leading to the results obtained in [12,14,30] is the following. We consider the
sequence
sn := ad
[
ξαn+d
]+ · · · + a1
[
ξαn+1
]+ a0
[
ξαn
]= −ad
{
ξαn+d
}− · · · − a1
{
ξαn+1
}− a0
{
ξαn
}
,
where
P(z) = adzd + · · · + a1z + a0 ∈ Z[x] (2)
is the minimal polynomial of α. We showed in [12] that the sequence s1, s2, s3, . . . is not ulti-
mately periodic, unless α is a Pisot number or a Salem number and ξ ∈ Q(α). Recall that the
sequence s1, s2, s3, . . . is called ultimately periodic if there is t ∈ N such that sn+t = sn for all
sufficiently large n. Also, recall that α > 1 is a Pisot (respectively Salem) number if all its con-
jugates different from α itself lie in the disc |z| < 1 (respectively |z| 1 with at least one lying
on the unit circle |z| = 1). With these necessary restrictions, we proved in [12] that
lim sup
n→∞
{
ξαn
}− lim inf
n→∞
{
ξαn
}
 1/(P ), (3)
where
(P ) = infL(PG).
Here, L is the length of a polynomial (i.e., the sum of absolute values of its coefficients), and the
infimum is taken over every real polynomial G having either constant coefficient 1 or the leading
coefficient 1.
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recurrence relation. By showing that a respective sequence of integers is not ultimately periodic,
we will be able to generalize our result as follows.
Theorem. Let α > 1 be a real algebraic number and let F(z) = ξrzr + · · · + ξ1z + ξ0 ∈ R[x] be
a polynomial, where r is a positive integer and ξr > 0. Suppose that at least one coefficient of F
lies outside the field Q(α) if α is a Pisot number. Then
lim sup
n→∞
{
F(n)αn
}− lim inf
n→∞
{
F(n)αn
}
 1/
(
P r+1
)
. (4)
Note that in (4), where r > 0, unlike to (3) corresponding to r = 0, we do not need the
condition F(z) /∈ Q(α)[z] for Salem numbers α. The quantity (P ) is called the reduced length
of P . Since it occurs in the denominator of the right-hand side of (4), for each fixed P , one
can always use an upper bound for (P r+1) in case if it is difficult to compute this quantity.
For instance, the trivial bound (P r+1) L(P r+1) is always available. The reduced length of a
polynomial was studied in detail and computed explicitly in many cases by Schinzel [26].
For P(z) = qz − p, where p > q  1 are relatively prime integers, we find that (P r+1) =
pr+1. Indeed, the results of [12] imply that (P r+1) M(P r+1) = pr+1, where M(P r+1) is
the Mahler measure of P r+1. On the other hand, the length of (qz − p)r+1((qz/p)m + · · · +
qz/p+1)r+1 = pr+1((qz/p)m+1 −1) tends to pr+1 as m → ∞. Hence, on applying the theorem
combined with (3) to α = p/q , we obtain the following corollary.
Corollary. Let α = p/q > 1 be a rational non-integer number, and let F(z) = ξrzr + · · · +
ξ1z + ξ0 ∈ R[x] be a polynomial, where r  0 and ξr > 0. Then the difference between the
largest and the smallest limit points of the sequence {F(n)(p/q)n}n=1,2,3,... is at least p−r−1.
This corollary for r = 0 was obtained earlier in [17]. Note that if α is a rational integer, then,
by the condition of the theorem concerning Pisot numbers, we need to assume that at least one
coefficient of F is irrational. For F(z) = ξzr , where ξ /∈ Q and where α is a rational integer
p  2, the theorem implies that lim supn→∞{ξnrpn}− lim infn→∞{ξnrpn} p−r−1. As in [13]
we note that for r = 0 this inequality is sharp: for instance, with ξ =∑∞k=0 p−k! (which is a tran-
scendental Liouville number) the set of limit points of {ξpn}n=1,2,... is {0,1/p,1/p2,1/p3, . . .}.
2. Auxiliary results
We begin with the following result of independent interest.
Lemma 1. Let α1, . . . , αd be conjugate algebraic numbers (of degree d), and let r be a non-
negative integer. Let also Gi(z) = ξi,0 + ξi,1z+· · ·+ ξi,rzr ∈ C[z] for each integer i in the range
1 i  d . Suppose that
G1(n)α
n
1 + · · · + Gd(n)αnd
is a rational integer for every n  n0. Then α1 is an algebraic integer and there exist
F0,F1, . . . ,Fr ∈ Q[z] of degree at most d − 1 each such that ξi,k = Fk(αi) for every pair i, k,
where 1 i  d , 0 k  r .
A. Dubickas / Journal of Number Theory 122 (2007) 142–150 145In other words, for each k, the numbers ξ1,k, . . . , ξd,k , belong to Q(α1), . . . ,Q(αd), respec-
tively, and are conjugate. The proof of Lemma 1 will be given in Section 3. The next result is
taken from our paper [12].
Lemma 2. Assume that an infinite sequence of letters which belong to a finite alphabet
{B1, . . . ,Bn} is not ultimately periodic. Then, for every N ∈ N, there is a pattern U of length
N and two different letters Bi and Bj such that the sequence contains infinitely many patterns of
the form BiU and BjU . Similarly, there is a pattern V of length N and two different letters Bu
and Bv such that the sequence contains infinitely many patterns of the form VBu and VBv .
An alternative proof of Lemma 2 can be given using [4, Theorem 10.2.6]. In [12] Lemma 2
is stated with ‘of length N ’ replaced by a weaker statement ‘of length at least N .’ Evidently,
the weaker statement implies the stronger statement immediately, because we can simply forget
about the end of U or about the beginning of V .
3. Proof of Lemma 1
For r = 0, the lemma was proved in [8]. Its short proof, based on Cramer’s rule and Van-
dermonde determinant, is also given by Lemma 1 combined with the beginning of the proof of
Theorem 3 in [12].
The proof below is by induction on r as was suggested by the referee. Our initial proof was
based on some transformations of the so-called confluent Vandermonde determinant (see, e.g.,
[21, Theorem 20]). Note that this proof is independent of the field and works over every field K .
More precisely, let K ⊆ L be two fields of characteristic zero, and let A be a ring whose quotient
field is K . (A typical example is K = Q, L = C, A = Z.) Suppose that α1, . . . , αd is a full set
of K-conjugates of α = α1 ∈ L whose minimal polynomial over K is P(z) = adzd + · · · + a0 ∈
A[z]. Suppose that ξi,k ∈ L for each pair i, k, where i ∈ {1,2, . . . , d}, k ∈ {0,1, . . . , r}, and
un =
d∑
i=1
Gi(n)α
n
i =
(
ξ1,0 + ξ1,1n + · · · + ξ1,rnr
)
αn1 + · · · +
(
ξd,0 + ξd,1n + · · · + ξd,rnr
)
αnd .
We claim that if un ∈ K for all n large enough then there exist F0,F1, . . . ,Fd ∈ K[z] of degree
at most d − 1 each such that ξi,k = Fk(αi) for every pair i, k. Moreover, if un ∈ A for all n large
enough then α = α1 is an algebraic integer over K , that is, ad = 1.
In the first part of the proof, we argue by induction on r . We already know that the statement
is true for r = 0. Fix a positive integer r , and suppose that the statement is true for each non-
negative integer  r − 1. Set D := rd . Let us define q0, . . . , qD ∈ A by
P(z)r = (adzd + · · · + a0
)r =
D∑
j=0
qj z
j (5)
and Q0,Q1, . . . ,Qr ∈ A[z] by
Qs(z) :=
D∑
qj j
szj . (6)j=0
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z = αi (i = 1,2, . . . , d) for s = 0,1, . . . , r − 1 and is non-zero at z = αi for s = r , we obtain that
Q0(αi) = · · · = Qr−1(αi) = 0 and Qr(αi) = 0 for i = 1, . . . , d. (7)
Let us define
wn :=
D∑
j=0
qjun+j . (8)
By (5) and (8), we see that wn ∈ K satisfy the linear recurrence relation with companion poly-
nomial P . Using (6) and (7), we calculate
wn =
d∑
i=1
αni
D∑
j=0
Gi(n + j)qjαji =
d∑
i=1
αni
D∑
j=0
ξi,r j
rqjα
j
i =
d∑
i=1
ξi,rQr(αi)α
n
i .
So, by the case r = 0, we obtain that the numbers ξi,rQr(αi) belong to K(αi) and are
K-conjugate. It follows that the numbers ξi,r ∈ K(αi), where i = 1, . . . , d , are K-conjugate too.
By subtracting the number
∑d
i=1 ξi,rnrαni ∈ K from un we decrease r by 1 and so can apply the
inductive hypothesis. This completes the proof of the first assertion.
In case un ∈ A for each n n0 we obtain, by (8), that wn ∈ A for each n n0 too. By solving
the linear system wn+j =∑di=1 ξi,rQr(αi)αji αni , where j = 0,1, . . . , d − 1, with respect to the
unknowns αn1 , . . . , α
n
d , we find that, for any n n0, the power αn1 = αn is equal to c1wn + · · · +
cdwn+d−1 with c1, . . . , cd ∈ K(α1, . . . , αd). So there is a non-zero q ∈ A such that qαn ∈ A for
each n n0. This, as in [8] or [12], implies that α is an algebraic integer over K . The proof of
Lemma 1 is completed.
4. Proof of the theorem
Set xn = [F(n)αn] and yn = {F(n)αn}, where F is defined in (1) and α > 1 is an algebraic
number with minimal polynomial P given in (2). Write
P(z)r+1 = (adzd + · · · + a1z + a0
)r+1 = pd(r+1)zd(r+1) + · · · + p1z + p0. (9)
Then F(n)αn = xn + yn satisfy the linear recurrence
pd(r+1)F
(
n + d(r + 1))αn+d(r+1) + · · · + p1F(n + 1)αn+1 + p0F(n)αn = 0.
Now, we set
sn := pd(r+1)xn+d(r+1) + · · · + p1xn+1 + p0xn. (10)
Consequently,
sn = −pd(r+1)yn+d(r+1) − · · · − p1yn+1 − p0yn. (11)
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that, with the conditions of the theorem, the sequence s1, s2, s3, . . . is not ultimately periodic.
The second part of the proof will be based on (11) and on Lemma 2.
Let us first prove that s1, s2, s3, . . . is not ultimately periodic. Assume it is. Then there is t ∈ N
such that sn+t = sn for all n n0. Equality (10) implies that the sequence xn+t − xn satisfies the
linear recurrence
pd(r+1)(xn+d(r+1)+t − xn+d(r+1)) + · · · + p1(xn+1+t − xn+1) + p0(xn+t − xn) = 0.
Since each αi is a zero of P r+1 of multiplicity r + 1, we deduce that, for every n n0,
xn+t − xn = G1(n)αn1 + · · · + Gd(n)αnd
with certain Gj ∈ C[z] of degree at most r each. On applying Lemma 1, we see that α = α1 is an
algebraic integer, G1(z) ∈ Q(α1)[z] and each automorphism σj ∈ Gal(Q(α1, . . . , αd)/Q) taking
α1 to αj maps G1(z) to Gj(z). Moreover, G1(z) is non-zero, as otherwise xn+kt = xn for every
k ∈ N which is not the case. From xn+t − xn = yn − yn+t + F(n + t)αn+t − F(n)αn we have
yn − yn+t =
(
G1(n) + F(n) − F(n + t)αt1
)
αn1 + G2(n)αn2 + · · · + Gd(n)αnd . (12)
The modulus of the left-hand side of (12) is less than 2. By considering all αj lying on the
largest circle |z| = R (where R > 1, since α1 > 1), one can see easily that the right-hand side
of (12) tends to infinity for certain sequence of n tending to infinity, unless all respective coeffi-
cients are equal to zero. But G2(n), . . . ,Gd(n) = 0 for n sufficiently large, so |α2|, . . . , |αd | 1.
Furthermore, since α1 > 1, the coefficient G1(n)+F(n)−F(n+ t)αt1 must be zero for infinitely
many n. Hence G1(z) + F(z) − F(z + t)αt1 is zero identically. By (1), it follows that
G1(z) + F(z) − F(z + t)αt1 = G1(z) − ξr
(
(z + t)rαt1 − zr
)− · · · − ξ0
(
αt1 − 1
)= 0,
so
G1(z) = ξr
(
(z + t)rαt1 − zr
)+ ξr−1
(
(z + t)r−1αt1 − zr−1
)+ · · · + ξ0
(
αt1 − 1
)
. (13)
Recall that α is an algebraic integer. Hence it must be either a Pisot or a Salem number. Equalities
(12) and G1(z) + F(z) − F(z + t)αt1 = 0 show that
yn − yn+t = G2(n)αn2 + G3(n)αn3 + · · · + Gd(n)αnd . (14)
Now, since α = α1 > 1, (13) implies that degG1 = degF = r > 0. We also know that
G2, . . . ,Gd are conjugate to G1.
Suppose that α = α1 is a Salem number. Without loss of generality we can assume that
αd = 1/α, and that the arguments of α2, . . . , αd/2, say, φ2, . . . , φd/2 belong to the interval
(0,π). The numbers φ2, . . . , φd/2 and π are linearly independent over Q (see, e.g., [25, p. 32]).
Hence, by Kronecker’s theorem, there is a sequence of positive integers n on which G2(n)αn2 +· · · + Gd−1(n)αnd−1 tends to infinity. (Here, we use the fact that r = degG2 = · · · = degGd
is positive. Indeed, writing G2(z) = Hr(α2)zr + · · · + H0(α2), where Hr, . . . ,H0 ∈ Q[z] are
of degree  d − 1 and Hr is non-zero, we can show as [25, p. 33] that Hr(α2)αn + · · · +2
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Hence nr(Hr(α2)αn2 + · · · + Hr(αd−1)αnd−1) is unbounded as n → ∞.) Also, Gd(n)αnd → 0 as
n → ∞, so the right-hand side of (14) can be arbitrarily large, whereas the left-hand side of (14)
is bounded by 2. It is impossible, so α cannot be a Salem number.
The only remaining case is when α = α1 is a Pisot number. Then, as G1 ∈ Q(α1)[z], we
obtain that ξr , . . . , ξ0 ∈ Q(α1). Indeed, since by (13) the leading coefficient of G1 is equal to
ξr (α
t
1 − 1), we have ξr ∈ Q(α1). The next coefficient of G1 is equal to ξr tαt1 + ξr−1(αt1 − 1),
so ξr−1 ∈ Q(α1), and so on until ξ0 ∈ Q(α1). It follows by (1) that F(z) ∈ Q(α)[z] which is not
allowed in the theorem. The proof of the claim concerning the non-periodicity of the sequence
s1, s2, s3, . . . under conditions of the theorem is now completed.
The proof of the theorem can be concluded as in [12]. Suppose first that for each 	 > 0 there
is a polynomial G ∈ R[z] with constant coefficient 1 such that
L
(
P r+1G
)
< 
(
P r+1
)+ 	.
Write G(z) = 1 + b1z + · · · + bmzm, and set H = P r+1G. Denoting by L+(P r+1) and
−L−(P r+1) the sums of non-negative and negative coefficients of P r+1, respectively, we see by
(9), (11) that −L+(P r+1) < sn < L−(P r+1). Hence, as sn is an integer, sn ∈ {−L+(P r+1)+ 1,
−L+(P r+1) + 2, . . . ,L−(P r+1) − 1}. Let us multiply the equalities
pd(r+1)yn+d(r+1)+j + · · · + p1yn+1+j + p0yn+j = −sn+j
by bj , where j = 0,1, . . . ,m and b0 = 1, and add all obtained equalities:
m∑
j=0
bj (pd(r+1)yn+d(r+1)+j + · · · + p1yn+1+j + p0yn+j ) = −sn − b1sn+1 − · · · − bmsn+m.
Setting
vn := sn + b1sn+1 + · · · + bmsn+m, (15)
we see that, for each n ∈ N,
cd(r+1)+myn+d(r+1)+m + cd(r+1)+m−1yn+d(r+1)+m−1 + · · · + c1yn+1 + c0yn = −vn, (16)
where P r+1G is equal to
P(z)r+1
(
1 + b1z + · · · + bmzm
)= c0 + c1z + · · · + cd(r+1)+mzd(r+1)+m = H(z). (17)
With conditions of the theorem, the sequence s1, s2, s3, . . . is not ultimately periodic. Since
each sj belongs to a finite set, there are two distinct values, say s < s′, and a pattern U =
S1S2 · · ·Sm of length m such that the patterns sU and s′U occur in the sequence infinitely of-
ten. Setting μ = lim supn→∞ yn and λ = lim infn→∞ yn, we have λ− ε  yn  μ + ε for each n
sufficiently large, say n  n0. Then, choosing any n  n0 such that the pattern sU starts at nth
place, we see by (15) and (16) that
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Here, L+ = L+(H), L− = L−(H) (see (17)). Similarly, taking any n n0 such that the pattern
s′U starts from nth place we obtain by (16)
(μ + ε)L− − (λ − ε)L+  s′ + b1S1 + · · · + bmSm.
Adding both inequalities, we deduce that (L+ +L−)(μ− λ+ 2ε) s′ − s. Since s′ − s  1 and
L+ + L− = L(P r+1G), it follows that
μ − λ−2ε + 1/L(P r+1G)−2ε + 1/((P r+1)+ 	).
As ε and 	 can be chosen arbitrarily small, this implies that μ − λ 1/(P r+1).
The alternative case to the one considered above is that for each 	 > 0 there is a polynomial
G ∈ R[z] whose leading coefficient is 1 such that L(P r+1G) < (P r+1) + 	. This case can be
treated in the same manner, using a corresponding G(z) = b0 +· · ·+bm−1zm−1 + zm ∈ R[z] and
the second part of Lemma 2. The proof of the theorem is completed.
5. Concluding remarks
The proof of the theorem contains algebraic and analytic parts. The analytical results of Sec-
tion 4 combined with Lemma 2 can be summarized as follows.
Proposition. Let m be a fixed positive integer, and let qm, . . . , q1, q0, where qmq0 = 0, be real
numbers. Suppose that yn ∈ R, n ∈ N, satisfy the linear recurrent relation
qmyn+m + · · · + q1yn+1 + q0yn = sn,
where each element of the sequence s1, s2, s3, . . . belongs to a finite set of real numbers S . Sup-
pose that the sequence s1, s2, s3, . . . is not ultimately periodic and let s∗ be the smallest distance
between two distinct elements of S . Then
lim sup
n→∞
yn − lim inf
n→∞yn  s
∗/(Q),
where Q(z) = qmzm + · · · + q1z + q0.
One can get a bound weaker than that of the proposition in all cases except when s1, s2, s3, . . .
is ultimately periodic with period of length 1. In fact, if some two different values s′ < s′′ of S
are taken infinitely often by sn, we have
lim sup
n→∞
yn − lim inf
n→∞yn  (s
′′ − s′)/L(Q). (18)
To see this, note that the fact that there are infinitely many equalities qmyn+m + · · · + q1yn+1 +
q0yn = s′′ yields L+(Q)(μ + ε) − L−(Q)(λ − ε)  s′′, where μ = lim supn→∞ yn and λ =
lim infn→∞ yn. Similarly, from infinitely many equalities of the form −qmyn+m −· · ·−q1yn+1 −
q0yn = −s′ we derive that L−(Q)(μ + ε) − L+(Q)(λ − ε)−s′. Adding both inequalities we
obtain L(Q)(μ − λ + 2ε) s′′ − s′ which implies (18).
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