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With the development of next-generation sequencing techniques, the number of 
biological sequences is in the explosive growth. A majority of these sequences are not 
characterized. Facing with such numerous biological sequences, traditional 
experimental methods are time-consuming and cost-consuming. Thus, it is an urgent 
demand to develop computational methods to mine the important information 
embedded in biological sequences, such as structural and functional information. In this 
dissertation, we mainly focus on the following five aspects： 
Firstly, considering the problems of existing features in characterizing only 
single-view information for depicting protein sequences, a novel feature representation 
method is proposed by integrating multiple types of information from the following 
three views: primary protein sequence, secondary structure, and sequence-structure. 
Experimental results show that the features based on multi-information fusion are more 
effective than the features using single-view information for protein structural class 
prediction. Based on the proposed features, we develop a novel prediction method using 
Random Forest classifier, namely RF_PSCP. 10-fold cross validation results on 
benchmark datasets show that the proposed predictor is more accurate than the 
state-of-the-art methods for protein structural class prediction. Moreover, the proposed 
predictor also provides promising prediction results for predicting those newly 
discovered proteins in updated datasets. This demonstrates the proposed predictor has 
the potential to be a useful tool for researchers working in this area. 
Secondly, within the field of protein fold prediction, numerous taxonomic methods 
have been developed, and much progress has been made in recent years. Unfortunately, 
the overall prediction accuracies of existing methods are not satisfactory. To improve 
the prediction performance, we propose a novel ensemble learning protein fold 
prediction method, namely PFPA. In PFPA, we make some improvements in the 
following two aspects: the feature representation method and classification algorithm. 















based on PSI-BLAST and PSI-PRED, respectively. The PSI-BLAST-based algorithm 
uses the evolutionary information embedded in PSI-BLAST profiles to transform 
proteins sequences into consensus sequences. Then it employs the traditional n-gram 
model to extract sequence-based features from the consensus sequences containing rich 
evolutionary information. The PSI-PRED-based algorithm uses the secondary structure 
information from secondary structure sequences and local and global structural 
evolutionary information from PSI-BLAST profiles to vectorize proteins. For 
classification algorithm, a novel ensemble classifier is presented by using an averaging 
probability strategy to combine five basic classifiers. Experimental results on multiple 
datasets demonstrate the superiority of the proposed predictor as compared with the 
state-of-the-art predictors.  
Thirdly, in the field of cytokine-receptor interaction prediction, a novel protein 
vectorization algorithm is presented based on the local evolutionary conservation of 
cytokine and receptor interactions. To capture the local information, the PSI-BLAST 
profile, also known as Position-Specific Scoring Matrix (PSSM), is fragmented into 
several sub-PSSMs by rows. Then, two protein vectorization models, Pse-PSSM and 
AAC-PSSM-AC, are employed to extract local features from each sub-PSSM. By 
combining the features from all the sub-PSSMs, a feature vector is yielded sufficiently 
containing local information, evolutionary information and sequence-order information. 
Furthermore, a novel cytokine-receptor interaction predictor, namely CRI-Pred, is 
presented by integrating the resulting feature vector and the random forest classifier. 
Experimental results show that the proposed predictor is 5.1% more accurate than 
existing predictors.  
Fourthly, considering the feature sparse problems of the n-gram features in 
cell-penetrating peptide prediction, an improved feature representation algorithm is 
proposed by using an adaptive k-skip-n-gram model. The adaptive k-skip-n-gram model 
considers not only contiguous amino acids as the traditional n-gram model did, but also 
incorporates the extra distance information of the amino acids. On the other hand, we 
construct a new high-quality dataset by reducing the data redundancy and enhancing the 
















k-skip-n-gram features, we train a novel computational predictor based on random 
forest classifier, namely SkipCPP-Pred. Jackknife results show that the proposed 
predictor SkipCPP-Pred is more accurate to predict whether sequences are cell 
penetrating or not, as compared with existing predictors.  
Finally, within the field of microRNA precursor prediction, the problem lying in 
existing prediction methods is that negative samples for model training are not 
sufficiently representative. To address this problem, we present a novel negative sample 
selection technique by using a multi-level mining strategy, and successfully collect 
high-quality negative samples. Two recent classifiers rebuilt with the collected negative 
set achieve improved performance, which demonstrate that the negative samples are 
important for prediction models. Based on the high-quality negative samples, we 
propose a Support Vector Machine (SVM)-based predictor, namely miRNAPre. In 
independent test, the proposed predictor achieves better performance in terms of 
sensitivity and specificity as compared with existing methods. This indicates that our 
method is capable to provide promising prediction in this field.  
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