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ABSTRACT 
We list and discuss published programs for best approximation of  functions by linear and non- 
linear families in all standard norms. 
In this note we list and discuss the published programs for obtaining best approximations. Let X 
be a set on which we wish to approximate. Most sets will be finite (an equivalent term is discrete). 
Let II II be a norm on the continuous functions on X. Let G be a familiy of  continuous functions 
on X. For a given basis ~¢1, "", en ), the linear family G is the set o f  all functions of  the form 
n 
r/A,x) 1 akekCX)" 
The problem of  best approximation is given a continuous function f, to f ind g* to minimize 
e(g) = IIf-gll over g~G. Such g* is called a best approximation to f. 
Discrete linear approximat ion problems are sometimes formulated as solution of  an overdetermined 
system of  linear equations Ax= b with respect o a norm where aij = ~j(xi) and b i = f(xi). 
1. REAL APPROXIMATION 
A. Chebyshev (uniform, L )  Norm 
Sometimes we just want a minimal degree approxima- 
tiofi with a specified accuracy. In the linear discrete 
case, the program of Roberts (1976) can be used. 
The Chebyshev norm is 
Ilhll = max {(h(x)l : x~ X): 
Linear approximation byChebyshev sets (Haar sub- 
spaces) on an interval [a,/3] is covered by Golub and 
Smith (1971). Approximation by power polynomials 
(also even and odd powers) on finite sets is covered 
by Schmitt (1971) and its FORTRAN translation by 
Simpson (1976). Futrell (1978) gives a few modific- 
ations to this. Discrete linear approximations under 
the Haar condition is covered by Bartels and Goluh 
(1968) with certification by Schryer (1969), who 
suggests modifications. Discrete linear approxima- 
tions without he Haar condition is covered by 
Barrodale and Phillips (1975) and by Abdelmalek 
(1976). The last two programs cover all discrete linear 
approximation, so there may be no need to use the 
programs of Schmitt-Simpson-Futrell or Bartels and 
Golub-Schryer. Approximation by ordinary rational 
functions on an interval [a, ~] is covered by Cody, 
Fraser, and Hart (1968). That paper and a later one of 
Cody (1970, 405-406) list earlier programs for the 
same problem. Approximation by generalized rational 
functions on a finite set is covered by Barrodale and 
Roberts (1977) and by Kanfman and Taylor (1975). 
Barrodale and Roberts claim their program to be better; 
whether this is true with improvements made later to 
the Kanfman Taylor program is open. 
B. Mean Square (least squares, L2) Norm 
For X a finite set {x i : i=l,...,M), the mean square 
norm is 
M 
Ilgll = [i~1 [g(xi) ]211/2, 
with the 1/2th power often dropped. The most sophist- 
icated programs for the linear case are those of Lawson 
and Hanson (1974). An earlier program for the same 
method (singular value decomposition) is Golub and 
Reinsch (1970), translated into FORTRAN by For- 
sythe, Malcolm, and Moler (1977). Earlier tests of 
linear least squares programs were conducted by 
Wampler (1969, 1970), who found Householder trans- 
formation programs (Businger and Golub, 1965) most 
accurate. Wamphr (of the National Bureau of Standards, 
USA) has compiled alist of nonlinear least Squares 
programs known to him in May 1977. The most widely 
favored approach isa Levenberg approach - the latest 
program of this type is that of Osborne (1976.). Least 
squares programs for special cases are given by Spath, 
Oliveira-Pinto (1971) and Tily (1969). The book of 
Spath (1974) is devoted to least squares programs, but 
is in German. 
A program for linear least squares on an interval 
(*) Ch. B. Dunham, Computer  Science Department,  University of  Western Ontario, London, 
Ontario, N6A 5B9, Canada. 
Journal of Computational and Applied Mathematics, volume 5, no 2, 1979. 141 
(defined by an integral) is that of Rice (1971). 
C. Mean (L1) Approximation 
The L 1 norm on finite X = {x i : i=l,...,M } is 
M 
Ilhll = Z (h(xi)l. 
i= 1 
Linear approximation is handled by the program of 
Barrodale and Roberts (1974), who claim:in their 
1973 paper that their program has been tested against 
competitors and found to be significantly faster. No 
programs have been published for nonlinear L 1 : see 
the survey o¢ Barrodale (1970) for some approaches 
that have been tried. One variable nonlinear can be 
handled by the approach of Barrodale, Roberts, and 
Hunt (1970). 
D. P th Power (Lp) Norm 
The Lp norm on finite X = {x i : i=l,...MI} is 
M p 1/p 
IlhU = [ i~l  lh(xi)l ] 1 g p < ** 
with the 1/p factor often dropped. The book of Spath 
(1974) has a program for linear Lp approximation. 
Apart from this, no published program treats Lp for 
p 4. 1,2,**. The author has used the minimization 
program of Sharmo and Phua (1976) with correction 
of Durdaam (1977) to compute anon-linear L3/2. 
approximation (Dunham 1977a)) : as remarked m 
that paper, extreme care must be taken in supplying 
partial derivatives. 
2. COMPLEX APPROXIMATION 
The same norms exist in complex approximation. The 
only published program is the singular value decom- 
position of Businger and G01ub (1969), whose intro- 
duction tells how it can be used for linear-least quares. 
A complex L2 program could be used to implement 
the Lawson algorithm for L**approximation (Ellacott 
and Williams, 1976). 
4. WEIGHT FUNCTIONS 
Sometimes a (multiplicative) weight function w is given 
and we are to minimize IIw(f-g)ll • If we have a program 
for approximation by a general linear or rational family 
G, we can simply approximate wf by wG. with a pro- 
gram for fixed G. weights can only be handled by  
letting the weight be an argument. The program of 
Cody, Fraser, and Hart (1968) accepts aweight 
function..The program series of Schmitt-Simpson- 
Futrell has no provision for a weight. 
Sometimes the weight is built into the noi-m, such as 
M p i/p 
IIhll = [i=~l W i Ih(xi)l ] 14 p < 
But this is equivalent to 
p 1/p 
M iwl/p h(xi)l ] , ,h, = [ i=Zl 
a norm with multiplicative weight. 
5. CHANGE OF VARIABLE 
For efficient curve fitting, it may be desired to 
approximate by power polynomials (or more generally, 
ordinary rational functions) in a function ~b, for 
example a+bq~q-c~ 2. This is discussed in Rice (1964, 17) 
with an example having a diagram. Programs working 
with general linear or rational families, can be used as 
before. The program of Cody, Fraser, and Hart (1968), 
has ~ as an argument. In the absence of such an argu- 
ment to a program, one can approximate f by G(~) on 
X by instead approximating f (~l)  by G on {~(X) }. 
For example, to approximate cosh by polynomials of 
degree 3 in x 2 on [0,1/2], we instead approximate 
cosh (x 1/2) by polynomials of degree 3 on [0,1/4]. 
This tectmique works for all norms we have studied, 
but due to distortion of distance, it doesn't hold for 
norms defined by integrals. Thus the provision of 
approximation by polynomials in x 2 is not really need- 
ed in the program series of Schmitt-SimpsonoFutrell. 
REMARK 
The above techniques work ff ~ is strictly monotone 
on X. If this is not the case, only programs for general 
linear or rational families hould be used. 
3. OTHER PROBLEMS 
An approximation problem that has no program 
written for it directly may perhaps be solved by indirect 
use of a program. The best known examples are 
discretization, interpolation by weighting (Lawson and 
Hanson, 1974, 148ff), and approximations with only 
one parameter non-linear (Barrodale, Roberts, and 
Hunt, 1970). 
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