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Semmelweis Orvostudományi Egyetem 
Lineáris modellek illesztése differenciahányados képzése nélkül? 
gradiens módszerrel 
Erődi János és Kanyar Béla 
Számos biológiai jelenség, mint p l . a nyomjelzőkinetika, 
gyógyszerkinetika és néhány elektrofiziológiai folyamat modellezé-
sére jól felhasználhatók a differenciálegyenletek. Igy a mérések 
értékelése, a modell paramétereinek becslése során rendszerint d i f -
ferenciálegyenleteket kell illeszteni a mért adatokhoz. Az i l lesz-
tésre felhasználható a legkisebb négyzetek módszere, a négyzetösz-
szeg minimalizálására pedig p l . a gradiens eljárások. 
Lineáris, állandó együtthatós differenciálegyenlet rendszer 
esetén a paraméterbecslés általában visszavezethető' exponenciális 
függvények illesztésére, de az újonnan bevezetett paraméterek már 
nem az eredeti , a biológiai értelemmel biró paraméterek. Ezért lé -
nyeges lehet a differenciálegyenlet rendszer direkt illesztése is. 
A négyzetösszeg minimalizálására alkalmazható gradiens e l -
járásokhoz a modellfüggvény paraméterek szerinti parciális derivált -
jai szükségesek, rendszerint csak ezek képzése jelenti a problémát. 
Berman és munkatársai (1) - korábban mi is (2) - differenciahánya-
dosokkal dolgoznak. Jennrich és Bright (3) viszont az utóbbi évben 
a modell-mátrix sajátértékfeladatának megoldásával számolja a par-
ciális deriváltakat. 
Eljárásunk szintén a differenciálegyenlet rendszer direkt i l -
lesztésével foglalkozik, (5) miközben a paraméterek szerinti parciális 
deriváltakat nem differenciahányadosokkal ijjcépezi. Ettó'l az t várjuk, 
hogy a számolás pontosabb és gyorsabb lesz. 
Nemlineáris regresszióhoz, paraméterbecsléshez a Gauss-New-
ton-Hartley ( G - N - H ) gradiens eljárást alkalmaztuk. A z eljáráshoz 
szükség van az egyenletrendszer megoldásaira és a megoldások paramé' 
terek szerinti parciális derivál t ja ira. A z y = Ay differenciálegyenlet 
rendszer megoldását és a deriváltakat Tayíor sorfejtésből a következő-
képpen számolhatjuk: 
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Gyakorlatban a Taylor sorfejtés kiszámitásánál csak véges szá-
mú taggal számolhatunk, az ezze l elkövethető hibát csökkenthetjük, 
ha kisebb T = t / K lépésközzel dolgozunk K lépésben. Ekkor a megol-
dás hibájára 
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felső becslés adható, ahol n a Taylor-sorfejtés fokszáma. 
Az eljárásra készített számítógépes programot R - 2 0 gépen pró-
báltuk k i . A Gauss-Newton-Hart ley- fé le eljárás megválásttásához f e l -
használtuk a BMDX85 (4) program módosított vál tozatát . A d i f fe renc i -
álegyenlet rendszer megoldására, a deriváltak számolására és a h iba-
becslésre pedig a fent leirt módszereket a lkalmaztuk. A program szer-
kezetét láthatjuk a z 1. ábrán. 
1. ábra 
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A felhasználó kívánságára kirajzoltathatók, ¡11. ki irathatók 
az eredmények. Bizonyos esetekben nem tudjuk egyenként mérni a 
differenciálegyenlet rendszer megoldásait, hanem csak ezek kombi-
nációit (összegét, szorzatát stb. ) . Ilyenkor ezen kombinációknak 
megfelelő függvényeket kell i l lesztenünk, erre szolgál a felhaszná-
ló által megadható rutin. (Mérési egyenletek . ) 
A programot néhány feladaton kipróbáltuk, jó eredménnyel. 
A 2 . ábrán látható esetben egy 2 egyenletből ál lá és 2 paraméter-
től függő differenciálegyenlet rendszer illesztésekor 0 . 0 5 hibakorlá-
tot használva az egyenletrendszer megoldásaira a becsült paraméte-
rek ebből eredő hibája kisebb volt egy ezreléknél . A program nagy 
előnye, hogy az illesztendő modell szerkezete a nem 0 értékű mát-
rixelemek indexével adható meg. Ez a szokásos exponenciális függ-
vény illesztéssel szemben nagy programozási és deriválási munkától 
mentesít, miközben a deriváltak szárpolása megfelelően pontosítható. 
Hátrányos viszont az exponenciális illesztéssel szemben, hogy ugyan-
azon feladat elvégzéséhez szükséges gépidő kb. háromszoros. 
A példaként emiitett rendszer illesztése 2 - 3 percet vesz igény-
be R-20 gépen. A következő ábrákon a program eredménylistájából és 
rajzaibál láthatunk néhányat. ( 2 . , 3 . ábra . ) 
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