INTRODUCTION AND SUMMARY
We start with a sketch of the general setting. Consider independent random variables X1, . . . . A',, on the probability space (0, 9, P). Define for each finite subset Zc { 1, . . . . n} the a-algebra 9, = c(Xi : i E Z} (with 9@ the trivial a-algebra) and let W, denote an 9,-measurable random variable. (Throughout this paper the random variables WI may depend on n, W,= W,,; the parameter n will be suppressed where possible.) We assume the random variables W, to be centered, square integrable, and uncorrelated :
EW,=O, EW;=a;<q EW,W,=Q if I# J.
We are interested in conditions that ensure asymptotic normality for d-homogeneous sums, W(n)= 1 W,, IfI =d where the summation extends over all (i) subsets Zc { 1, . . . . n} of size 111 = d. Without loss of generality we may assume the sum PI'(n) to be normalized so as to have unit variance: var W(n)= C aj=l.
=d
The following condition will play a crucial role in the theory EW(n)4 --) 3 for n+oo, with 3 being just the fourth moment of the standard normal distribution. This assumption does not suffice for a central limit theorem; IV(n) may converge (even in the simple case d = 1) to any centered random variable with unit variance and fourth moment equal to 3. What is needed, is a negligibility condition which forces the total contribution of the random variables W, which depend on Xi to the variance of W(n) to be small for each i= 1, . . . . n: max C flf -0 for n-+02. ' Isi In the important special case of homogeneous multilinear forms in independent centered random variables, WI=aI JJ Xi, iel the above assumptions imply asymptotic normality for W(n). This will be shown in Theorem 1 below. The multilinearity in itself is not the essential property which we need for asymptotic normality. What seems to be crucial is that, as in the case of martingales, certain conditional expectations should vanish. This will be made more precise. Any square integrable Ft i, ,,_, n1 -measurable random variable Z(n) can be written as The above decomposition was used in Hoeffding [7] to obtain central limit theorems for Z(n), Z(lt) being approximately a sum of independent random variables. We shall refer to (1.1) as the Hoeffding decomposition (see Van Zwet [14] ).
For d-homogeneous sums in the Hoeffding decomposition W(n) = C,,, =d WI-we shall reserve the notation W(n) for homogeneous sumswe have the following central limit theorem: The above example illustrates two important aspects. On the one hand, a central limit theorem with conditions expressed in terms of absolute ) IV,1 cannot be sharp: One can construct a sequence of matrices (Use = ( Z)n-') such that the maximal eigenvalue vanishes, whereas the matrix (1~~~1) has only one non-zero eigenvalue. On the other hand, only conditions on the tails of the random variables W, will not be suflicient to ensure asymptotic normality.
For asymptotic normality the interaction of the random variables W, has to be taken into account. Then the following two statements are equivalent:
Condition (b) of Theorem 1 is restrictive as far as the tail distribution of the summands W, is concerned. In this respect improvement can be gained by truncation techniques. (See De Jong [43.) However, this is not our main concern. We shall concentrate on the interplay of the summands W, as expressed in the fourth moment.
One remark on Theorem 1 remains: The condition of homogeneity cannot be removed from Theorem 1. Thus the theorem is not valid for a non-homogeneous sum of two homogeneous sums.
In the remainder of the introduction we refer to some literature related to our work. Quadratic forms in i.i.d. N(0, 1) random variables are treated exhaustively in Sevast'yanov [ 131. In Rotar' [ 111 this approach is generalized to independent centered square integrable random variables.
By the method of moments Jammalamadaka and Janson [8] obtain a central limit theorem in the non-homogeneous case for d= 2. Hall [S] also obtains a central limit theorem for this case, using a martingale central limit theorem. Weber [ 151 uses backward martingales to obtain a central limit theorem.
Central limit theorems for sums of random variables indexed by subsets of the integers with three or more elements are more scarce. See, e.g., Noether [lo] and Barbour and Eagleson [l] . Both papers give results for dissociated random variables. (The concept of dissociatedness was introduced in McGinley and Sibson [9] .) The random variables W, defined above are examples of dissociated random variables. Rotar' [ 121 considers multilinear forms.
HOMOGENEOUS SUMS IN THE HOEFFDING DECOMPOSITION
In this section we are concerned with properties of homogeneous sums in the Hoeffding decomposition that are valid irrespective of the assumptions The following lemma will be needed below. . .
where equality (1) rests on the orthogonality of the Hoeffding decomposition. Equality (2) The final terms in the equalities (1) and (2) where the final equality follows from the definitions of the sets Y and 9?: for a quadruple in 9 each pair has a non-empty intersection and for a quadruple in W we have IZn JI = (Kn LI, since IAJ= KAL.
We claim that both the bifold and non-bifold part in the above sum vanish. The bifold part will be shown to be equal to ( 
