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A dynamic extension of the Rasch model
(Verhelst & Glas, 1993, 1995) is developed from
a Bayesian point of view, and it is shown how this
permits application of the model in a wide variety
of test settings. In particular, the method allows
for an adequate modeling of learning throughout
a test, determining whether learning has occurred
and whether individual differences in learning rate
should be assumed. An example is provided in which
the model is applied to a computer-administered
intelligence test. A satisfactory ﬁt of the model
was found for these data. Results indicated that
learning did occur, and that there might be individual
differences in learning rate. Index terms: Bayesian
statistics, dynamic Rasch model, intelligence tests,
learning, Rasch model.
Intelligence tests commonly assume that one or more latent variables (abilities) can adequately
explain the responses on the test items. This logic is incorporated in the Rasch model for binary
(correct/incorrect, 1/0) data. According to this model,
P.X pi D 1/ D
exp.p − i/
1 C exp.p − i/
; (1)
where
P.X pi D 1/ is the probability of a correct answer for person p on item i,
p is the ability of person p, and
i is the difﬁculty of item i.
If this model does not ﬁt the data, one solution is to assume a higher-dimensional latent space.
This can be done by replacing p with 6kbikpk (e.g., McKinley & Reckase, 1983), where pk is
the ability of person p on the kth dimension, and bik is the factor loading of item i on dimension k.
Other multidimensional extensions have been proposed by Embretson (1980) and Maris (1995).
Another solution is to assume that some kind of dynamic process (changing person or item
parameters) occurs throughout the test. Three such processes can be distinguished (Verhelst &
Glas, 1995). First, it can be assumed that some kind of intervention is introduced between blocks
of items, such that p increases, or equivalently, that i decreases (see Embretson, 1991; Fischer,
1995). Second, some kind of item interaction can be assumed, such that solving one item makes it
easier to solve another item; this might be plausible, for example, if items are based on a common
stimulus (e.g., Hoskens & De Boeck, 1997; Kelderman, 1984).
A third dynamic phenomenon, and the one that is assumed here, is learning throughout the test.
Whennofeedbackisgiventotheexaminee,theinﬂuenceoftest-relatedlearningcanbequestioned.
However, recent literature in the ﬁeld of concept learning suggests that people can nevertheless
learn to solve (i.e., become better at solving) items, even if they are unsupervised (Billman &
Knutson, 1996; Kersten & Billman, 1997). This is the case for most intelligence tests. Billman
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& Knutson (1996) and Kersten & Billman (1997) described experiments in concept learning in
which participants learned to discriminate concepts without instruction or information on correctly
or incorrectly answered items.
Hence, it seems plausible that in an intelligence test in which a clear correct/incorrect criterion
does exist, learning might occur throughout the test. This is conditional, of course, on the test
items having something in common so that examinees can extrapolate from one item to another.
For example, items might require a certain set of rules that are used in the test. Carpenter, Just,
& Shell (1990) showed that this is the case for the Raven Progressive Matrices Test (RPMT): Only
ﬁve rules are necessary to solve all the items in the test of 36 items. It seems plausible that people
solving this test might improve in their ability to solve the items as the test continues.
Scheiblechner (1972) showed that learning throughout a test can occur even without direct
external feedback. Following this research, some attention has been devoted to developing models
expressing noncontingent learning—learning solely dependent on the number of items previously
attempted (Fischer & Formann, 1982; Spada, 1976). More speciﬁcally, these authors developed
versions of the linear logistic test model (LLTM) (Fischer, 1973, 1983) that can be interpreted as
noncontingent learning models. However, the present research concerns contingent learning—
learning dependent on the number of previous correct answers in the test. A contingent learning
model was developed by Kempf (1977), which can be seen as a generalization of the Rasch model
in Equation 1.
The present research is based on another dynamic generalization (Verhelst & Glas, 1993):
Learning is obscured if the items are more difﬁcult near the end of the test. For example, in the
RPMT, more rules are needed per item near the end of the test. Nevertheless, it seems theoretically
more satisfying to separate the one- or higher-dimensional ability that is intended to be measured
from the learning aspect. Although it is impossible to erase a person’s memory after every item
(Holland, 1990), it is possible to statistically control the learning process that takes place during a
test. The model presented here accomplishes this objective. Moreover, it can also detect whether
learning occurs in the test. In this way, the methodology can both detect and account for learning.
Of course, the speed or efﬁciency of learning might itself be a dimension of individual differ-
ences: People might differ in the speed at which they learn and for that reason achieve different
scores on intelligence tests. The model developed here cannot measure individual differences in
learning—it can only detect them. Incorporating and effectively measuring these individual dif-
ferences is a difﬁcult problem, as was noted by Verhelst & Glas (1993), and cannot be solved by
simply making the learning parameter person dependent.
The Dynamic Rasch Model
The extension of Equation 1 to the dynamic Rasch model (Verhelst & Glas, 1993) is
P.X pi D 1/ D
exp.p C tpiγ − i/
1 C exp.p C tpiγ − i/
(2)
for person p D 1;2;:::;N and item i D 1;2;:::;I, where tpi is the number of correct answers
forperson p uptoitem i−1. γ isthelearningparameter(LP),whichscalestheeffectofthenumber
of correctly answered items (tpi) on the probability correct.
Accordingtothismodel, examineeslearnonlyfromtheitemstheyanswercorrectly; otheritems
donotinﬂuenceperformance. Thisisprobablyrealisticinunsupervisedlearning,becauseitisoften
clear when an item has been answered correctly, whereas an incorrectly answered item usually
contains no information for later items. However, a more general form of the model (Verhelst &
Glas, 1993) allows tpi to be replaced by i −1, the number of items previously attempted (resultingT. VERGUTS and P. DE BOECK
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in a noncontingent learning model), or even .i −1/−tpi, the number of incorrect items. The focus
of the present research, however, is on the case in which the scoring variable is t.
An LLTM for Virtual Items
This model is a special case of the LLTM because it introduces virtual items Jit, which involves
presentingitem i toexamineeswhohavecorrectlyansweredexactly t items, uptoitem i−1. There
are I.IC 1/=2 such items. The difﬁculty of such an item (denoted as !)i s
!it D i C tγ ; (3)
so that a set of I.IC 1/=2 parameters is reduced to I C 1 in a linear fashion, as in the LLTM.
It is often possible to cluster the test items in such a way that each cluster corresponds to one
solution principle or rule. For example, Carpenter et al. (1990) found ﬁve such solution principles
used throughout the RPMT. Hence, the items in that test can be grouped into ﬁve clusters according
to the rule involved. It is plausible that item solving beneﬁts only from the items already solved in
that cluster (termed local learning by Fischer & Formann, 1982). To incorporate these ideas into
the model, suppose there are L clusters of items. Then, the probability of a correct answer on the
ith item of cluster l is
P.Xl
pi D 1/ D
exp.p C tl
piγ l − l
i/
1 C exp.p C tl
piγ l − l
i/
: (4)
Because the LLTM has been thoroughly studied, it seems useful to treat the model as a standard
LLTM. However, the number of virtual items increases rapidly (e.g., 20 items corresponds to 210
virtual items), so only small amounts of items are tractable with current computer LLTM software.
Hence, the model in Equation 4 is treated as a new dynamic Rasch model.
For the ﬁrst item of every item type, the model in Equation 4 reduces to Equation 1 because
tl
p1 D 0 for all p and l. Therefore, estimation of l
1 for every l will be more accurate than for i>1,
because γ cannot inﬂuence or contaminate its estimation.
Using the LLTM for   s
The s can be linearly restricted as
i D
K X
kD1
Aikk ; (5)
where Aik are the elements of a design matrix A. With this parameterization, the model contains
two distinct LLTM aspects: (1) the restrictions at the virtual item level (i.e., for !, see Equation 3),
and (2) the s are themselves rewritten as a function of more basic parameters . As a result, the
model becomes more stringent, but its interpretation is clearer than a model with unrestricted s.
Estimation
Bayesian Statistics
Parameters of the model are estimated using Bayesian methods (Albert, 1992; Box & Tiao,
1973). This approach has two primary advantages: (1) posterior probability (PP) intervals (the
Bayesian analogue of conﬁdence intervals) are generated automatically, and (2) testing the model
is possible without deriving the (asymptotic) distributions of the test statistics.Volume 24 Number 2 June 2000
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In Bayesian estimation, all quantities in a model are treated as random quantities (Schervisch,
1995). Thatis,notjustthedata,butalsotheparametersofthemodelareassumedtohaveaspeciﬁed
(prior) distribution. Combining these two yields a posterior distribution for the parameter vector  :
p.  jx/ / p.xj  /p.  /; (6)
which is maximized toward    (e.g., Swaminathan & Gifford, 1982; Tsutakawa, 1984).
Gibbs Sampling
An alternative to determining the mode of a posterior distribution is to obtain a sample of values
from Equation 6. In this framework, estimating the parameters of a model consists of obtaining,
for each , a sample of size M from the posterior distribution. The estimated value of  would then
be equal to
O  D
1
M
M X
nD1
O n ; (7)
where O n is the nth sampled value from the posterior distribution. Sampling from the posterior can
be done with a procedure called the Gibbs sampler (Casella & George, 1992; Gelfand & Smith,
1990; Geman & Geman, 1984; Tanner, 1996).
The Gibbs sampler requires that parameters be sampled sequentially from their full conditional
distributions (Gilks, 1996; Gilks, Richardson, & Spiegelhalter, 1996). pTkj  .−k/;xU denotes the
density of k, given the data (x) and all other parameters in the model [  .−k/]. Hence, in the Gibbs
sampler, ﬁrst 1 is sampled from pT1j  .−1/;xU, then 2 from pT2j  .−2/;xU, and so on. If the last
parameter is sampled, the process iterates at 1 and the full process is repeated until convergence is
reached. (For a discussion of when convergence can be assumed to be reached, see Gelman, 1996;
Gelman, Carlin, Stern, & Rubin, 1995; Tanner, 1996.)
Albert (1992; Albert & Chib, 1993) showed that it is possible to estimate the Rasch model with
a Gibbs sampler in which all full conditionals are normal distributions. Therefore, estimating the
Rasch model consists of sampling from normal distributions. Strictly speaking, the model Albert
considered is not the Rasch but the normal ogive model, which is numerically very similar to the
Raschmodel(Hambleton&Swaminathan,1985). ThislogiccanbeextendedtotheRaschmodelif
the normal distribution is replaced with the logistic distribution. Following Albert, parameters are
sampled from a normal distribution. To make the parameter estimates conform to a logistic model
(e.g., Equation 4), they are divided by a factor D D 1.7. Hence, estimated parameters presented
below are given by the (normal distribution) algorithm divided by D D 1.7.
The algorithm considered by Albert (1992) is nonstandard in that it involves the use of latent
data; that is, continuous data Zpi for person p and item i that are assumed to underlie the observed
dichotomous data Xpi. Thus, Albert’s algorithm becomes a combination of a data augmentation
(Tanner, 1996) algorithm and a Gibbs sampler. To make the full conditionals easy to sample from,
augmenting the observed data Xpi with the latent data Zpi is necessary.
Appliedtothepresentcontext, Albert’salgorithm(laterextendedbyJanssen, Tuerlinckx, Meul-
ders & De Boeck, in press) consists of two steps:
1. Sample the latent data Z1
pi from a normal distribution N. p Ctl
piγ l −l
i;1/ truncated at 0 at the
left of the normal distribution if Xl
pi D 1, and at the right of the normal distribution otherwise.
2. Sample the parameters    from the set of full conditional equations pT1jx;z;  .−1/U;:::;
pTKtotjx;z;  .−Ktot/U, where Ktot denotes the total number of parameters.T. VERGUTS and P. DE BOECK
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These steps are iterated until convergence is reached (see below). Considering the latent data z
makes it possible to sample from p.  jx;z/, which is much easier than sampling from p.  jx/. More
speciﬁcally, it can be shown that sampling from the full conditional equations of Step 2 reduces to
sampling from a set of univariate normal distributions.
Consideringthatthemodelisan LLTM,itcanbederivedthatthefullconditional(Gibbs)equation
for an arbitrary parameter k (, γ, ,o r) is equal to
p.k/ D N
2
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: (8)
In Equation 8,  and 2
 represent the mean and variance, respectively, of the prior distribution
for , which is a normal distribution. Next, Bpik is an element (p;i;k) of the (“extended”) design
matrix, which indicates the (linear) contribution of k to the (p;i) combination. Note that the
items involved here are not the real items, but rather the virtual items, so the item summation is
over I.I C 1/=2 terms. For example, suppose the parameters are ordered as (;;γ), and the ﬁrst
(virtual)itemusesonlytheﬁrst LLTMcomponent. Then,thevector(Bp11;:::;B p1Ktot)wouldequal
(0;:::;0;1;0;:::;0;−1;0;:::;0), with1and−1appearingatthepthandtheNC1thpositions,
respectively. The deﬁnition of the matrix B is further clariﬁed by the observation that
P.X pi D 1/ D
exp.6kBpikk/
1 C exp.6kBpikk/
: (9)
(For more details, see the Appendix.) Iterating the Gibbs equations inserted in the algorithm
discussed above converges to sampling from the posterior distribution p.  jx/ (Tanner, 1996).
A Goodness-of-Recovery Example
Baker (1998) studied the recovery of the Gibbs sampler in estimating item response theory
parameters. He compared the BILOG estimation program for the two-parameter logistic model
(Mislevy & Bock, 1989) to Gibbs sampling. Baker found that BILOG estimates were less biased
than the Gibbs sampler for small sample sizes. In particular, at N D 30 and N D 60, the Gibbs
sampler showed large bias. However, this problem was remedied for larger sample sizes (N D 120
or larger). Moreover, Baker’s result was observed only for the estimated discrimination indices
(which are not used in the present approach), not the item difﬁculties. Hence, Baker’s data suggest
that the Gibbs sampler applied to the present model will yield good results, provided N is at least
120.
To illustrate the recovery of Gibbs sampling in the present context, for N D 300 examinees, s
were sampled from a normal N(0;1) distribution. Three types of items were utilized, so L D 3. For
eachitemtype, I D15. Allitemparameters l
i weresetto0. Eachitemtype l wasassigneditsown
LP γ l, with γ 1 D γ 2 D .30 and γ 3 D .05. After the data were generated, parameters were sampled
using the algorithm described above, until convergence was reached according to the Gelman et al.
(1995)
p O R criterion. Then, a sample of 200 was taken from the posterior distribution, skipping
every 10 samples. Table 1 reports, for each parameter , the correlation r D r.;O /, where 
denotes the true parameter value and O  is deﬁned as in Equation 7. For , for example, r D .95
was calculated over N D 300 (p, O p) pairs. This correlation was undeﬁned for the s, because allVolume 24 Number 2 June 2000
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l
i D 0. The mean deviation (MD)i s
MD D
1
C
C X
cD1


O c − c


 ; (10)
where  contains C parameters (e.g., C D N D 300 for , C D 3 for γ). As is shown in Table 1,
recovery was best for γ, then , and then , based on 4,500 (300  15), 300, and 45 data values,
respectively.
Table 1
r and MD for
Parameter Recovery
Parameter r MD
: 95 :25
 − :07
γ 1:00 :01
Next, a 95% PP interval was constructed by taking the 2.5 and 97.5 percentiles, .2:5/ and .97:5/,
from the 200 samples. The corresponding mean range (MR),
MR D
1
C
C X
cD1
c;.97:5/ − c;.2:5/ ; (11)
was determined, indicating how accurately the parameters were estimated. For , MR D 1.53; for
, MR D .46; and for γ, MR D .08.
Testing the Model
The posterior predictive check (PPC) approach was used, as advocated by Gelman & Meng
(1996). Suppose the behavior of the statistic T(x) [or, more generally, of the discrepancy measure
D(x,  )] was to be investigated. As with estimation, this approach begins with sampling a vector  
from the posterior distribution, possibly the same as was used for estimation. From this vector, a
newreplicateddataset xrep isgenerated, fromwhichareplicatedmeasure T rep or Drep iscalculated.
If this process is repeated R times,
PPC-p D
1
R
R X
rD1
I.Drep;r  Dobs;r/; (12)
which is a proportion if the indicator function I./ takes on the value 1 when its argument is true
and 0 otherwise. If this proportion is low (e.g., below .05), the model is not in accord with the data.
Drep;r and Dobs;r denote the values of the discrepancy measure in the replicated and observed data,
respectively, with Drep;r a function of    and xrep [formally, f.   ;xrep/].
A global goodness-of-ﬁt measure to be investigated for the learning model is
D D
L X
lD1
Il X
iD1
Il−1 X
tD1

nl
tiC − E
 
Nl
tiC
2
E
 
Nl
tiC

C 1=2
C

nl
ti− − E
 
Nl
ti−
2
E
 
Nl
ti−

C 1=2
; (13)
where ntiC denotes the number of examinees in score group t who answered item i correctly and l
denotes the item cluster. The term 1/2 is added in the denominators in order to avoid division byT. VERGUTS and P. DE BOECK
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zero. The expectations E() are a function of   (as drawn from the posterior distribution). Note that
Equation 13 is quite similar to the Pearson 2 statistic.
The LPs γ l are not person-speciﬁc, which might be a questionable assumption. However, it is
not clear whether the global measure in Equation 13 is sensitive for this type of model violation.
Therefore, a measure that is speciﬁcally sensitive for individual differences in LPsi s
V D
L X
lD1
Var

T l
end − T l
begin

; (14)
where
Var() is the variance function (over examinees),
T l
begin is the score on the ﬁrst part of the items (say, items i D 1;:::;Il=2/, and
T l
end is the score on the remainder of the items.
If individual differences in learning do exist, this statistic will tend to be higher than if no such
differences existed. Indeed, in the former case, some values T l
end − T l
begin will tend to be large and
some small, resulting in a large variance. Therefore, it might be useful to apply the PPC approach
to Equation 14 in order to test for individual differences in learning.
Analysis of an Odd-One-Out Dataset
Data
A dataset of 40 odd-one-out items was presented to N D 137 psychology students. An odd-
one-out item is an item consisting of a number of elements (always 4, in this case), in which one
element does not match the other three according to a certain rule. Examinees are asked to ﬁnd the
nonmatching element. For example, in the item
AIBI5IF
the odd-one-out would be “5” according to the rule that every element is a letter.
The elements of the test consisted of a combination of four kinds of geometrical ﬁgures: circles,
squares, triangles, and lines. Some of these were white, some black. The test was composed of
three types of items, each characterized by a certain rule that should be used to solve the item.
These rules were the following for Types 1, 2, and 3, respectively: (1) the number of ﬁgures is
equal to three, (2) every element contains a white ﬁgure, and (3) every element contains a black
square, a white square and a third element. The number of items in each type was 13, 14, and 13,
respectively. An item from each type is shown in Figure 1. The correct answers are 2, 3, and 1,
respectively.
Items were computer administered in randomized order in blocks of ten items. A short break
was allowed between blocks. After a response was selected, the computer informed the examinee
whether that response was correct. The test items differed in the amount of ambiguity they pre-
sented. For example, the Type 1 item in Figure 1 is ambiguous because the third element might
be suspected to be the odd-one-out (rather than the second) because it is the only one with a black
ﬁgure. Due to the feedback provided, the participant would learn that this is an incorrect rule.
Nevertheless, it seems plausible that the amount of ambiguity of an item will, to a large degree,
determine the difﬁculty () of that item.
Model
The model analyzed had L D 3, implying that a separate LP was assigned to each item type.
Moreover, it was assumed that the s of the items could be rewritten as a function of more basicVolume 24 Number 2 June 2000
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Figure 1
Three Items of the Odd-One-Out Test
parameters (difﬁculties). These basic difﬁculties were assumed to be of two kinds. First, every
item type was assigned its own difﬁculty parameter (l
1 for type l items). Second, alternative (but
incorrect) rules were assumed to partially determine the difﬁculty of an item, so a parameter was
introduced for every alternative rule that could be used to solve the item.
The following LLTM restrictions were imposed on the s. For Type 1, there were three factors:
(1)ageneral“Type1”parameter(1
1),(2)aparameterforthealternativerule“coloredﬁguresappear
in the item,” and (3) a parameter for the alternative rule “two circles in each element.” The ﬁrst
factor was common to all Type 1 items, and indicated the difﬁculty of Type 1 items. The second
factor was important because color was a salient but irrelevant attribute. Concerning the third
factor, although some of the Type 1 items could be answered based on the rule “two circles in each
element,” it was an incorrect rule and always led to an incorrect answer. For Type 1 items, these
three LLTM factors were the only factors involved: No item-speciﬁc parameters were introduced.
For example, a Type 1 item with colored ﬁgures in which the “two circles in each element” rule
was not applicable would be assigned a difﬁculty  D 1
1 C 1
2 (hence, without a 1
3 parameter).
For Type 2 items, no plausible alternative rules could be found. Thus, a common Rasch model
wasassumed, resultingin14itemparameters. Ofcourse, itwaspossibletosimplyassignone LLTM
parameter to Type 2 items, (so i D 2 for all Type 2 items), but this restriction was too stringent
because the item difﬁculties differed too much.
For Type 3 items, one plausible alternative rule was “two black elements in each item.” Only
one item, however, contained this alternative rule. Together with the basic Type 3 parameter, this
resulted in two LLTM parameters for items of this type. Thus, the overall model had three LPs
(because L D 3) and 3C14C2 D 19 other parameters, for a total of 22 item parameters for the 40
items.
Analysis
AGibbssamplerwasrununtilconvergence[accordingtotheGelmanetal.(1995)
p O R criterion],
from which point a sample of 1,000 vectors (  ) was produced. Each   r.r D 1;2;:::;1,000)T. VERGUTS and P. DE BOECK
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generated a (replicated) dataset and two discrepancy measures, Dobs;r, a function of the observed
data; and Drep;r, a function of the replicated data. D (Equation 13) and V (Equation 14) were
computed, as well means for every parameter  (Equation 7).
Results and Discussion
PPC-p for the dynamic Rasch model without LLTM restrictions on the s was .164 for D. This
meant that the model was not rejected. Therefore, the model was restricted in the (linear) manner
discussed above. As a result, PPC-p D .000, indicating that this restricted version of the model
should be rejected. Evaluating PPC-p for every item type separately yielded PPC-p D .151, .029,
and .000 for item Types 1, 2, and 3, respectively. Hence, Type 3 items did not conform to the
restricted model. Clearly, there were more difﬁculty factors involved in Type 3 items than just the
alternative rule “two black elements in each item.”
Because Type 3 resulted in poor ﬁt, the LLTM restrictions for Type 3 were no longer used and
unrestricted item parameters (i) were estimated for these items. This meant that 3 C 14 C 13
C 3 D 33 (item) parameters were estimated for 40 items. This model, for which only Type 1 items
were linearly restricted, resulted in PPC-p D .072. Thus, this model satisfactorily ﬁt the data and
the analysis was continued using it.
Table 2 shows the mean value of γ l for each value of l, as well as a 95% PP interval. The PP
intervals indicate that learning occurred only for Type 3 items. For Types 1 and 2, γ contained 0 in
its PP interval, so it was not signiﬁcantly different from 0. One reason why there was no evidence
for learning in Type 1 and 2 items is that these items were quite easy. The proportion of correct
responses to the ﬁrst Type 1 and Type 2 items were .898 and .927, respectively; consequently, there
was not much improvement possible. On the other hand, the proportion correct for the ﬁrst Type
3 item was .234 (and .715 for the last item), so a learning effect was possible.
Table 2
Mean and Posterior Probability (PP)
Interval for γl, by Item Type
Item Type Mean 95% PP Interval
1 :047 (−.052, .141)
2 −:035 (−.174, .094)
3 :535 (.313, .700)
As noted above, an interpretation is available for the basic LLTM parameters for Type 1 items.
TheestimatedparametervaluesforthedynamicmodelareshowninTable3. The PPintervalsnever
contained 0 for these parameters. Thus, all effects incorporated in the model were relevant. The
ﬁrst parameter designated a general difﬁculty parameter. These items were quite easy, considering
that the mean  was .01 and the general effect (1
1)w a s−.935. The second parameter indicated the
extra difﬁculty of the presence of color in Type 1 items. Adding color made the item more difﬁcult:
The estimated parameter value was reliably larger than zero (1
2 D .459). The third parameter
was for items in which the rule “two circles appear” might make the item more confusing, which,
indeed, was the case (1
3 D .835). For Type 2 and Type 3 items, there were no  parameters—only
 parameters, meaning that the item difﬁculties could not be interpreted as stemming from basic
parameters. Furthermore, no learning appeared to occur for Type 2 items.
It is interesting to compare the results of the present model with those obtained from a static
LLTM (i.e., a model with γ D 0). Estimates from this model are also shown in Table 3. The general
effect mean  parameter (i.e., 1
1) was slightly smaller in this model than in the dynamic model.Volume 24 Number 2 June 2000
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Table 3
Mean and Posterior Probability (PP) Interval of 1
for Type 1 Items From the Dynamic and Static Models
Dynamic Model Static Model
1 Mean 95% PP Interval Mean 95% PP Interval
1 −:935 (−1.124, −.793) −:971 (−1.159, −.816)
2 :459 (.352, .557) :476 (.348, .591)
3 :835 (.645, .988) :810 (.669, .942)
Thisisbecauseaddingthedynamicparttγ increasedtheabilityparameter,whichwascompensated
by an increase in the s. However, because γ was close to zero, the effect was rather small. This
implies that in Type 3 items, where learning was strongest, the item parameters () from both
models should differ most. This was indeed the case: For Type 3 items, the mean estimated  was
−.007 in the dynamic model and −.329 for the static model. For Type 2 items, the estimated γ
(−.035) was less than 0, so it would be expected that the dynamic model would result in smaller 
estimates than the static model. This was the case: mean estimated s for Type 2 items were −.319
and −.262 for the dynamic and static models, respectively. Evaluating the global goodness-of-ﬁt
statistic for the static model (without regard to item types) resulted in PPC-p D .009. Hence, this
model ﬁt more poorly than its dynamic counterpart.
Thestrongassumptionwasmadethatγ didnotcontainanyindividualdifferences. Toinvestigate
the validity of that assumption, Equation 14 was computed for Type 3 items, because γ was
signiﬁcantly different from 0 for these items. The result was PPC-p D .414. Hence, the assumption
of no individual differences in learning was appropriate for these items. However, for items of all
three types combined, PPC-p D .029, indicating that there appeared to be individual differences in
learning rates in Type 1 and 2 items. For these item types, PPC-p D .674 and .000, respectively.
Therefore, it can be concluded that: (1) examinees did not learn at all for Type 1 items; (2) some
examineesdidlearnforType2items, butothersdidnot; (3)allexamineeslearnedatapproximately
the same rate for Type 3 items. For Type 2 items, it seems plausible that some people learned while
solving these items, whereas others performed less well when the test progressed (for example,
because of fatigue), so that, on average, γ was close to 0.
Development of a model in which individual LPs are reliably estimated is still an open problem
(Verhelst & Glas, 1993). However, even in the absence of a general model it seems worthwhile to
haveamodelandmethodologythatcanincorporateandtestgenerallearningphenomenathatmight
beassumedtooccurwhilerespondingtoanintelligencetest. Thismodelandmethodologycanalso
test whether individual differences in learning do occur, although they cannot yet be incorporated
as such.
Appendix: Gibbs Sampling Formulas
Z, , γ, and  are iteratively sampled. All parameters are assumed to have normal prior
distributions [e.g., p./ / N.;2
 /]. All prior parameters are assumed ﬁxed. The sampling
formulas are
p.Zl
pij  ;x/ / N. p C tl
piγ l −
X
k
Al
ikl
k;1/; (15)
truncated at the left at 0 if Xl
pi D 1, and truncated at the right at 0 if Xl
pi D 0.T. VERGUTS and P. DE BOECK
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Next , γ, and  are sampled from the distributions
p. pj  ;z/ / N
8
> > > > > > <
> > > > > > :
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3
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;
1
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> > > > > > =
> > > > > > ;
; (16)
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and
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> > > > > > :
X
p
X
i
−Al
ik
2
4Zl
pi −

p C tl
piγ l −
X
j6Dk
Al
ijl
j

3
5 C

2

X
p
X
i
.Al
ik/2 C
1
2

;
1
X
p
X
i
.Al
ik/2 C
1
2

9
> > > =
> > > ;
; (18)
respectively, where the vector   does not contain the parameter being sampled [i.e., when sampling
k, sample from pTkj  .−k/;z/U. Equation 8 is a general case of Equations 16–18.
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