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1. Introduction
Bieri and Strebel in [3] established a criterion describing when a finitely
generated metabelian group has a finite presentation. It is expressed in terms of
a subset of HomZ(A,R), where A is the maximal free abelian quotient of the
metabelian group. This ‘geometric invariant’ is related to other subsets ∆(M) of
HomZ(A,R) defined for any field k, free abelian group A of finite rank and any
finitely generated kA-moduleM . These were studied first by Bieri and Strebel and
then later by Bieri and the second author. It was shown in [1] that∆(M) is a closed
polyhedron, and in [2] that the rigidity of ∆(M), under the automorphisms of
HomZ(A,R) induced by those of A, is closely related to the algebraic structure
of M . The automorphisms of M can therefore be successfully studied using
∆(M). For example, one may deduce that, if no non-trivial element of A has
a non-zero fixed point in M and M has no non-zero submodules induced from
subgroups of A of infinite index, then only a periodic automorphism γ of A may
arise as a ‘twisting’ associated, via β(m.a)= β(m).γ (a) for a ∈ A and m ∈M ,
with a k-automorphism β of M . This is essentially a deep result of Roseblade
earlier proved in [12] by different techniques.
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The present authors took up this theme in [6]. There we considered modules
over more general rings, namely crossed products DA of a division ring D by
a free abelian group A of finite rank. These rings may be non-commutative but
an analogous definition of the geometric invariant is possible and for a special
class of modules it was shown that properties hold which are similar to the
polyhedrality and rigidity properties already known for the commutative case.
Although the class of modules considered was very special, it was sufficient to
give applications to the representation theory of nilpotent groups and thence to
the structure theory of finitely presented abelian-by-nilpotent groups.
In [7] we turned to the general case and proved a weak polyhedrality result.
Theorem A (Theorem 4.4 of [7]). Let DA be the crossed product of a division
ring D by a free abelian group A of finite rank, and let M be a finitely generated
DA-module of dimension m. Then ∆(M) contains a rational polyhedron ∆∗(M)
of dimension m such that ∆(M) \∆∗(M) is a subset of a rational polyhedron of
dimension m− 1.
By a polyhedron we mean a finite union of finite intersections of closed half-
spaces of Hom(A,R). Fix a basis forA, thus yielding a dual basis for Hom(A,R).
A subspace is rational if it has a basis in which each element is a rational linear
combination of elements of the chosen dual basis. A polyhedron is rational if
each of the boundaries of the half-spaces used to define it is rational. Dimension
is defined in Section 2; it coincides here with the Gelfand–Kirillov dimension.
This paper is devoted to proving a rigidity result, the statement of which
requires some further terminology.
An essential submodule is one which has non-zero intersection with every
non-zero submodule. There is an equivalence relation for DA-modules; two such
modules are similar if they have isomorphic essential submodules or, equivalently,
isomorphic injective hulls. The similarity class of M is denoted by [M]. If γ
is a ring automorphism of DA we can define a new DA-module Mγ via the
composition of γ with the map DA→ End(M) defining the action of DA on M .
The stabiliser StabAutDA[M] of [M] is then the set of those γ such that [M] =
[Mγ ]. An impervious DA-module is one which contains no non-zero submodule
of the form N ⊗DB DA where B is a subgroup of A of infinite index and N is
aDB-module. The subsetFM(A) is defined as the set of elements a ∈A such that
there is an essential DA-submodule of M which is D〈a〉-torsion; it is an isolated
subgroup of A (in other words A/FM(A) is torsion-free) and depends only on
the similarity class [M]. An automorphism of DA induces automorphisms of D
and A. Moreover, if it stabilises [M] then the induced action on A leaves FM(A)
invariant and so there is also an automorphism induced on A/FM(A).
Theorem B. Let M be a finitely generated impervious DA-module. Then
StabAut(DA)[M] has finite image in Aut(A/FM(A)).
C.J.B. Brookes, J.R.J. Groves / Journal of Algebra 253 (2002) 417–445 419
The strategy of the proof is a little different from that employed in [2] for
group rings. We likewise use the fact that ∆∗(M) determines a finite set of vector
spaces, those spanned by the neighbourhoods of its interior points. These carrier
spaces are permuted by StabAut(DA)M under the induced action of Aut(DA) on
HomZ(A,R). As we shall see in Section 2, the importance of the impervious
condition is that for certain modules M , the critical ones, it ensures that the
intersection of all the carrier spaces is trivial. On the other hand, for such
modules M , the sum of the carrier spaces of ∆∗(M) is equal to the kernel of
the restriction map from HomZ(A,R)→ HomZ(FM(A),R). For group rings the
analogue of Theorem B is deduced in [2] from the fact that those one-dimensional
subspaces expressible as an intersection of carrier spaces span this kernel; any
automorphism group of A fixing each carrier space, under the induced action
on HomZ(A,R), leaves these one-dimensional subspaces invariant and therefore
acts finitely upon each of them, and hence finitely on the whole of the kernel.
Unfortunately, we have been unable to establish this property of carrier spaces
in general. Our proof of Theorem B is an inductive one more in the spirit of
Roseblade’s original approach [12].
In a subsequent paper [8] we shall discuss several applications of Theorem B
to module structure and the automorphisms of some infinite soluble groups.
For example, we deduce a result related to Theorem B of [10] concerning
automorphisms of certain virtually metanilpotent groups.
Theorem C (Theorem C of [8]). Let G be a finitely generated nilpotent-by-
nilpotent-by-finite group with Fitting subgroup F . Suppose that no subgroup of
finite index of G has a quotient isomorphic to some wreath product Cp wrC∞.
Then the group of automorphisms induced on G/F by automorphisms of G has
a subgroup of finite index which acts nilpotently on G/F .
2. Notation and basic results
Throughout the paper, D will be a division ring, A a free abelian group of
finite rank n and DA a crossed product of D with A. Thus DA is an A-graded
D-module and, for each a ∈ A, we can choose a unit a¯ in the a-homogeneous
component of DA. Each element r of DA can be written as a finite sum
∑
a¯da
with a ∈A and da ∈D. The support of r , written Supp r , is the set of a ∈A such
that da = 0.
Let M be a finitely generated right DA-module. If χ ∈ Hom(A,R) then a χ -
filtration of M is a set {Mµ: µ ∈R} of D-submodules of M such that Mµ Mν
whenever µ  ν, M =⋃µ∈RMµ and Mµa¯ =Mµ+χ(a). We shall say that the
filtration is trivial if Mµ =M for some µ ∈ R. Then ∆(M) is defined to be the
subset of Hom(A,R) consisting of the zero character together with all non-zero
χ for which there exists a non-trivial χ -filtration. It is easy to see that ∆(M)
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is closed under homothety and Proposition 3.1(5) of [7] implies that it is also
(Euclidean) closed in Hom(A,R).
By a convex polyhedron in Rn, we mean a finite intersection of closed half-
spaces. By a closed half-space, we mean a closed vector half-space rather than
a general affine half-space. Thus the closed half-space always has the origin in
its boundary. A polyhedron is a finite union of convex polyhedra. We shall say
that a convex polyhedron is rational if it can be defined using half-spaces having
a rational subspace as boundary. A polyhedron is rational if it is a finite union
of rational convex polyhedra. It will be convenient to take a somewhat restricted
definition of the word neighbourhood. For a subset S ⊆ Rn and a point x ∈ S,
a neighbourhood of x in S is the intersection with S of a ball in Rn centred on x .
The intersection of a ball in Rn with an m-dimensional vector space will be called
anm-ball. We shall say that x ∈ S is a regular point of S if some neighbourhood of
x in S is an m-ball and there is no point of S with this property for a larger choice
of m. For a polyhedron S this maximal m is the dimension of S. For any S ⊆ Rn
the essential part S∗, consisting of the essential points of S, is the (Euclidean)
closure of the set of regular points of S. We shall apply this terminology primarily
for S = ∆(M). Since ∆(M) is closed, ∆∗(M) ⊆ ∆(M). Theorem A says that
∆∗(M) is a rational polyhedron. The neighbourhood in ∆∗(M) of each regular
point spans a vector subspace; there are finitely many such carrier spaces of
∆∗(M).
In [7], we introduced a notion of dimension for modules over crossed products.
We recall that briefly. We say that a DA-module M has dimension m and write
dimM = m, if m is the largest integer so that, for some subgroup B  A of
torsion-free rank m, M has a non-trivial free DB-submodule. In [7] it was
shown that this dimension coincides with Gelfand–Kirillov dimension for finitely
generated modules M , and Theorem A says that dimM is equal to the dimension
of ∆∗(M). One can then define a critical module as a non-zero module in
which every proper quotient has smaller dimension. Every non-zero submodule
of a critical module is essential. Proposition 2.5 of [7] states that every non-zero
DA-module has a critical DA-submodule. There is one technical lemma of [7]
which we use repeatedly and so we quote it here.
Lemma 2.1 (Lemma 2.4 of [7]). Let B be a subgroup of A with A/B infinite
cyclic. Let N be a finitely generated critical DB-submodule of a DA-module.
Then either
(1) dimAN.DA= dimB N + 1 if N.DA∼=N ⊗DB DA; or
(2) dimAN.DA= dimB N otherwise.
In particular, in the first case above, N.DA is again critical.
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We shall frequently have occasion to use rings and modules of quotients. We
refer to Chapter 9 of [9] for a general discussion. Observe first that DA has no
zero divisors. Also, if B is a subgroup of A then the set X of non-zero elements
of DB is a right Ore set (or a left Ore set) in DA. This is not difficult to prove;
we can, for example, imitate the proof of Lemma 13.3.5 of [11]. Thus we can
form the ring of quotients DA.X−1; we shall abuse notation slightly by referring
to this as DA(DB)−1. It is a crossed product of the division ring DB(DB)−1
by the abelian group A/B . If M is a DA-module then we can form the module
of quotients MX−1, which we also refer to as M(DB)−1; it is isomorphic to
M ⊗DA DA(DB)−1. There is a natural homomorphism from M to M(DB)−1
given by m →m/1; if M is DB-torsion-free then this map is injective. Note that
dimM is the maximal rank of a subgroup B of A for which M(DB)−1 is non-
zero.
We shall denote Hom(A,R) by A∗ and use similar notation for the duals of
other abelian groups. (There should be no confusion with the notation being used
for the essential part of a subset of a vector space.) If C  B are subgroups of A,
there is a linear map from B∗ to C∗ given by restriction. We shall denote this map
by πB,C . If, as is usually the case, A= B we shall use πC rather than πA,C . The
definition of a rational subspace was given in the introduction. It is easy to verify
that the rational subspaces of A∗ are precisely the kernels of the linear maps πB
for B  A and that each rational subspace will be kerπB for a unique isolated
subgroup B of A.
It is very useful to know that the projections πB are surjective on suitable
∆-sets. A key technical result in the proof of Theorem A in [7] was the fact that,
when M is a finitely generated DA-module which is also finitely generated as
DB-module for some subgroup B of A, πB maps ∆(MA) onto ∆(MB). Using
Theorem A, we can do a lot better.
Theorem 2.2 (Theorem 5.5 of [7]). Let M be a finitely generated critical DA-
module and let B be a subgroup of A. Then for any cyclic critical DB-submodule
N of minimal dimension in M we have
πB
(
∆∗(M)
)∗ =∆∗(N).
Suppose that γ is an automorphism of DA. Then D, being the unique largest
subdivision ring of DA, will be preserved by γ . The unit group of DA maps
onto A under the A-grading of the crossed product; the kernel is the unit group
of D and is invariant under γ . So γ also induces a linear automorphism of A. We
denote this automorphism also by γ . It induces an automorphism γ ∗ of A∗.
If M1 and M2 are DA-modules, we shall say that M1 is γ -isomorphic to M2
and write M1 ∼=γ M2 if there is an additive isomorphism φ :M1 →M2 satisfying
φ(m.α)= φ(m).γ (α)
for all m ∈M and α ∈DA. Equivalently M1γ ∼=M2.
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We shall say that a DA-module M is γ -related if M contains essential
submodules M1 and M2 with M1 ∼=γ M2. Equivalently γ ∈ StabAut(DA)[M].
Observe that, if φ :M1 → M2 is a γ -isomorphism then γ ∗ maps ∆(M2) to
∆(M1) and so
γ ∗
(
∆∗(M2)
)=∆∗(M1). (2.1)
We also introduce some convenient notation which is not entirely standard.
We shall say that a subgroup (or, more generally, section) B of A is almost
γ -invariant if γ k(B)= B for some positive power γ k of γ , and that γ acts finitely
on B if some positive power of γ fixes every element of B . We shall use similar
terminology with γ ∗ and subspaces ofA∗, and also say thatM is almost γ -related
if M is γ k-related for some positive power γ k of γ .
We close this section with some basic results on ∆∗(M).
Lemma 2.3 (Corollary 4.5 of [7]). Let M be a finitely generated critical DA-
module and let M1 be a non-zero submodule of M . Then
∆∗(M1)=∆∗(M).
If M is a γ -related critical module with γ -isomorphic submodulesM1 and M2
then, by Lemma 2.3,∆∗(M1)=∆∗(M2)=∆∗(M). Thus, using (2.1), γ ∗ induces
a linear automorphism of ∆∗(M).
Lemma 2.4. Let M be a critical DA-module and let F =FM(A). Then
∆∗(M)⊆ kerπB
for a subgroup B of A if and only if B  F . In particular, the smallest subspace
of A∗ containing ∆∗(M) is kerπF .
Proof. Let B be a subgroup of A and let N be a cyclic critical DB-submodule
of minimum dimension in M . Then Theorem 2.2 implies that πB(∆∗(M))∗ =
∆∗(N). Thus ∆∗(M)⊆ kerπB if and only if ∆∗(N) = {0}. But this happens, by
Theorem A, if and only if N has dimension 0; that is, by Lemma 2.2 of [7], if and
only if N has finite D-dimension. If N has finite D-dimension then any finitely
generated DB-submodule of the essential submodule N.DA of M also has finite
D-dimension and so B  F . Conversely if B  F then dimN1 = 0 for all finitely
generated DB-submodules N1 of some essential DA-submodule M1 of M; we
may take our critical N to lie in M1. ✷
Lemma 2.5. Suppose that M is a critical finitely generated DA-module. For an
isolated subgroup C of A, there is a critical DC-submodule N of M such that
N.DA ∼= N ⊗DC DA if and only if kerπC lies in the intersection of the carrier
spaces of ∆∗(M).
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Proof. There is nothing to prove if C =A, and so we assume C <A.
Suppose first that M has a non-zero submodule of the form N.DA∼=N ⊗DC
DA with N a critical DC-module. By Lemma 3.4 of [7] and Lemma 2.3,
∆∗(M)=∆∗(N.DA)= π−1C
(
∆∗(N)
)
.
Thus the carrier spaces of ∆∗(M) are the complete inverse image, under πC , of
the carrier spaces of ∆∗(N). Hence kerπC lies in each carrier space, as required.
We shall prove the converse by induction on the rank of A. Let m denote the
dimension of M . Choose a subgroup B of A with B C and A/B infinite cyclic.
The kernel of πB lies inside the kernel of πC and so in every carrier space of
∆∗(M). It follows that the image, under πB , of each of the convex polyhedra
that make up ∆∗(M) has dimension less than that of ∆∗(M). Thus πB(∆∗(M))
is a polyhedron of dimension at most m− 1. By Theorem 2.2, there is a finitely
generated critical DB-submodule N such that πB(∆∗(M))∗ = ∆∗(N). Hence
∆∗(N) has dimension at most m−1 and so dimN m−1. Thus, by Lemma 2.1,
N.DA∼=N ⊗DB DA and dimN =m− 1.
Observe that πB takes the carrier spaces of ∆∗(M) to carrier spaces of
πB(∆
∗(M))∗ = ∆∗(N). Thus the intersection of the carrier spaces of ∆∗(N) is
the image, under πB , of the intersection of the carrier spaces of ∆∗(M). Thus it
will contain the subspace kerπB,C of B∗. The inductive hypothesis now enables
us to deduce that N has a finitely generated critical DC-submodule L so that
L.DB ∼= L⊗DC DB . Thus
L.DA= (L.DB).DA∼= (L⊗DC D)⊗DB DA∼= L⊗DC DA
which completes the proof. ✷
3. Generic points
The aim of this section is to develop the notion of a generic point in ∆∗(M).
The intention of the definition is to mimic, for a point x ∈ ∆∗(M) and a carrier
space V of ∆∗(M), the geometric property that the local cone of x in ∆∗(M)
lies entirely in V . (The local cone of x in ∆∗(M) is the set of all y such
that x + ηy ∈ ∆∗(M) for all η in some closed interval [0, &] with & > 0.) In
Corollary 3.7, we show that, under suitable conditions, the non-generic points
form a non-empty subset which lies in a finite union of proper subspaces.
Definition 1. Let M be a finitely generated DA-module furnished with a finite
generating set X . If χ ∈ A∗, set A(0)= {a ∈ A: χ(a) 0} and A(+)= {a ∈ A:
χ(a) > 0}. Then A(0) and A(+) are subsemigroups of A and we can form the
subcrossed products DA(0) and DA(+). Define the trailing coefficient module
T Cχ(M) to be
TCχ(M)=X .DA(0)/X .DA(+);
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it is naturally a module for DK where K is the kernel of χ .
In fact T Cχ(M) depends on X , but in practice it should be clear which
generating set is being used and so we shall omit it from the notation. When
χ is zero, DA(0) = DA and DA(+) = {0}, and so T Cχ(M) = M . Observe
that TCχ(M) = {0} for non-zero χ precisely when χ /∈ ∆(M) and that this
is independent of the choice of X (by, for example, Proposition 2.1 of [6] or
Proposition 3.1 of [7]).
We have adopted the convention that the zero character always lies in ∆(M),
even if M = {0}, but instead we could have used the non-vanishing of the trailing
coefficient module to define ∆(M) and so we would have had that 0 ∈ ∆(M) if
and only if M is non-zero, with ∆(M) empty for M = {0}.
Definition 2. Let V be a rational subspace of A∗ and B the isolated subgroup of
A such that V = kerπB . We shall say that χ ∈ V is generic for V and M if t .DB
is of finite D-dimension for each t ∈ TCχ(M).
Observe that as χ ∈ V = kerπB then B  kerχ and so DB acts on
TCχ(M). Any non-zero χ ∈ V \∆(M) is generic for V with respect to M , since
TCχ(M) = {0}. The next lemma implies that the property of being generic is
independent of the set X used to define the trailing coefficient module.
Lemma 3.1. Suppose B is an isolated subgroup of A and let χ ∈ ker(πB) be
non-zero. Then the following are equivalent:
(1) χ is generic for ker(πB) and M;
(2) for each infinite cyclic subgroup C B , we have that
χC /∈∆
(
M ⊗DA (DA)(DC)−1
)
,
where χC ∈ (A/C)∗ is the character induced on A/C by χ;
(3) there exists a set of isolated infinite cyclic subgroups C  B which together
generate B and so that
χC /∈∆
(
M ⊗DA (DA)(DC)−1
)
for each such C.
Proof. This again is a simple application of Proposition 2.1 of [6] or Proposi-
tion 3.1 of [7]. The propositions imply that χC /∈ ∆(M ⊗DA (DA)(DC)−1) if
and only if T CχC (M ⊗DA DA(DC)−1)= {0}. But the latter is equivalent to say-
ing that T Cχ(M) is DC-torsion. Thus if χ is generic, then TCχ(M) is locally
finite as DB-module and so is DC-torsion for each cyclic C  B . Conversely, if
there exists a set of isolated infinite cyclic subgroups C  B which together gen-
erate B and so that T Cχ(M) is DC-torsion for each C, then it is easily verified
that TCχ(M) is locally finite as DB-module and so χ is generic. ✷
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Lemma 3.2. Suppose that M is of the form DA/r.DA for some non-zero r ∈DA.
Then χ ∈∆(M) is generic for some carrier space V of ∆(M) and M if and only
if χ ∈ V and χ lies in no other carrier space of ∆(M). In particular, the points
of ∆(M) ∩ V which are non-generic for V lie in the finite union of the (n− 2)-
dimensional intersections of V with the other carrier spaces of ∆(M).
Proof. We turn to Proposition 2.3 of [6] for a description of ∆(DA/r.DA) as
a finite union of convex polyhedra. Each of these polyhedra takes the form
Pa,b =
{
χ : χ(a)= χ(b) χ(c) for all c ∈ Supp(r)}
for some distinct a and b in the support of r . The carrier space of Pa,b is Va,b =
{χ : χ(a) = χ(b)}. Thus Va,b = kerπC for C the cyclic subgroup generated by
ab−1.
After multiplying r by a suitable element of A, we can write it in the form
r = rχ + r+ where each element of the support of rχ lies in the kernel of χ and
each element of the support of r+ has positive χ -value. We can also suppose
that the identity lies in the support of rχ . Recall from Proposition 3.1 of [7] that
χ ∈∆(M) if and only if rχ is not a unit in DA.
Suppose then that χ is generic for a carrier space V = Va,b. Using Lemma 3.1,
we can see that χ is generic for V precisely if the image in DA(DC)−1 of rχ is
a unit, which happens precisely if the support of rχ lies in C = 〈ab−1〉. But then
χ can lie in no other carrier space Vc,d .
Suppose now that χ ∈ V is not generic for V . Using Lemma 3.1 again, the
support of rχ does not lie in C and so contains an element d /∈C. Then the convex
polyhedron,
P1,d =
{
ψ: 0 =ψ(d)ψ(e) for all e in the support of r}
is a subset of ∆(M) and so χ also lies in the carrier space V1,d and so in at least
two distinct carrier spaces of ∆(M). ✷
In the previous lemma we dealt with generic points in a very special case. We
now extend our scope to all modules of dimension n− 1.
Lemma 3.3. Let M be a finitely generated DA-module of dimension n− 1 and
suppose that V ⊆ A∗ is a carrier space of ∆∗(M). Then there exists a finite set
of (n− 2)-dimensional subspaces of V such that every point of V which lies in
∆(M), and is non-generic for V and M , also lies in the union of these subspaces.
Proof. Observe that M has a finite series
{0} ⊆M1 ⊆ · · · ⊆Mk =M
of submodules, so that the quotients Mi+1/Mi are cyclic modules of dimension
at most n− 1. Also, using Lemma 3.1 and the exactness of localisation, if a point
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is generic for V and each Mi+1/Mi then it is generic for V and M . Thus the
set of points of V which are non-generic for V lies in the (finite) union of the
sets of points which are non-generic for Mi+1/Mi . Hence it suffices to prove the
result for each Mi+1/Mi . If Mi+1/Mi has dimension less than n − 1 then, by
Theorem A, ∆(Mi+1/Mi) lies in a finite union of (n−2)-dimensional subspaces.
So we may assume that M is cyclic of dimension n− 1.
It follows that M is a quotient of a one-relator module M ′ of the form
M ′ =DA/r.DA, whereM ′ also has dimension n−1. Since∆∗(M)⊆∆∗(M ′)=
∆(M ′), V is also a carrier space of ∆(M ′). By Lemma 3.2, the points of ∆(M ′)
which are non-generic for V and M ′ lie in a finite union, S say, of (n − 2)-
dimensional subspaces of V .
But it is straightforward from Lemma 3.1 that χ ∈ V which is non-generic
for V and M is also non-generic for V and M ′, and so lies in S. The lemma is
proved. ✷
We can now use the results for dimension n− 1 to obtain similar results in the
general case.
Lemma 3.4. Let M be a finitely generated DA-module and suppose that V ⊆A∗
is a carrier space of ∆(M). Suppose that V , and so ∆∗(M), has dimension m.
Then there exists a finite set of (m − 1)-dimensional subspaces of V such that
every point of V which lies in ∆(M) and is non-generic for V and M lies in the
union of these subspaces.
Proof. Let E be the isolated subgroup of A so that V = kerπE ; thus E has rank
n−m. Let C1, . . . ,Cn−m be a set of isolated cyclic subgroups of E which suffice
to generate E.
Choose C ∈ {C1, . . . ,Cn−m}. The carrier spaces of ∆∗(M) form a finite
set of m-dimensional spaces, including V , and so we can find a simultaneous
complement of the form ker(πB ′) with B ′ of rank m. Set B = B ′ + C so that
B ⊇ C, B has rank m+ 1 and ker(πB)∩∆∗(M)= {0}.
By Propositions 3.7 and 3.8 of [7], πB(∆(MA)) = ∆(MB) and so πB(V ) is
a carrier space for ∆(MB). By Lemma 3.3, the set of points of πB(V ) which are
non-generic for πB(V ) and MB lies in a finite union S′ of (m− 1)-dimensional
subspaces of πB(V ). Let SC = π−1B (S′) ∩ V . Because ker(πB) ∩ V = {0},
πB restricted to V is an injection and so SC will be a finite union of (m − 1)-
dimensional subspaces of V .
Repeat this process for each C ∈ {C1, . . . ,Cn−m} and let S =⋃SC where the
union is taken over all C ∈ {C1, . . . ,Cn−m}. Thus, if χ ∈ V ∩∆(M), and if χ is
non-generic for V and M then, by Lemma 3.1,
χC ∈∆
(
M ⊗DA (DA)(DC)−1
)
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for some C ∈ {C1, . . . ,Cn−m}. But if B is the corresponding subgroup of rank
m+ 1, as above, then
πB(χC) ∈∆
(
MB ⊗DB DB(DC)−1
)
and πB(χ) is not generic for πB(V ) and MB . But then πB(χ) ∈ S′ and so χ ∈ S.
Thus all non-generic points of V lie in S, which completes the proof. ✷
Our next result is a technical module-theoretic result which will be used in the
proof of Proposition 3.6.
Lemma 3.5. Let M be a finitely generated DA-module and let B be a subgroup
of A having rank at least 2. Suppose that M is torsion-free as DB-module and
that M has a finitely generatedDB-submoduleM1 such that, for any m ∈M/M1,
m.DB has finite D-dimension. Then M is finitely generated as DB-module.
Proof. Let B be a maximal set of DB-independent elements in M1. The
DB-module M2 generated by B is free and, since M1 is a finitely generated
DB-module, is of finite rank. Let DB denote the division ring of fractions
of DB . Observe that M1/M2, and so M/M2, is DB-torsion. Thus the natural
map M2 →M2 ⊗DB DB extends to a DB-monomorphism M →M2 ⊗DB DB;
we shall regard M as a DB-submodule of M2 =M2 ⊗DB DB .
Since M1 is finitely generated, we can write its generators as a linear
combination, with coefficients in DB , of B. Since we use only finitely many
elements of M2, we can express all of the coefficients involved in the form t−1u
where u ∈ DB varies with the coefficient but t is a fixed element of DB . Thus
M1 lies in the submodule of M2 freely generated as DB-module by all elements
of the form βt−1 with β ∈ B; we shall denote this submodule by t−1M2. Because
M + t−1M2/t−1M2 is isomorphic to a quotient of M/M1, it is also DC-torsion
for every cyclic subgroup C of B . We can alternatively express this by saying that
M  t−1M2(DC)−1 for every cyclic subgroup C of B .
It clearly suffices to show the following. If C1 and C2 are isolated cyclic
subgroups of B with C1 ∩C2 = {1} and if we regard DB(DCi )−1 as a subring of
DB , then
DB(DC1)
−1 ∩DB(DC2)−1 =DB. (3.1)
For
M 
⊕
β∈B
βt−1.DB(DCi )−1 for each i
and so, if (3.1) holds, then
M 
⊕
β∈B
βt−1.DB = t−1M2
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and M is finitely generated as DB-module because M2 is.
To prove (3.1) it will be sufficient to show that DB(DC1)−1/DB is torsion-
free as (right) DC2-module. For DB(DC2)−1/DB is clearly torsion as right
DC2-module and then (3.1) must hold.
Observe that DC1 \ {0} is both a left and right Ore set in DB . It follows
easily from the universal property of rings of quotients that (DC1)−1DB ∼=
DB(DC1)−1. Thus it will suffice to show that (DC1)−1DB/DB is torsion-free as
right DC2-module. In terms of elements of the ring, this can be stated as follows:
if p ∈DC1 and q ∈DC2 and u ∈DB then
uq = pv for some v ∈DB implies u= pw for some w ∈DB.
Alternatively, we can state this, with u, p, q as above, as
u ∈ pDB if uq ∈ pDB.
We can then restate this as
if p ∈DC1 then DB/pDB is torsion-free as right DC2-module. (3.2)
Observe that, as C1 and C2 are isolated subgroups of B , we can find a subgroup
B1 of B so that B = C1 × B1 and B1  C2. Then DB is isomorphic to the
crossed product DC1[B1] of DC1 with B1 and so DB ∼= DC1 ⊗D DB1 where
the isomorphism is an isomorphism of DB1-modules. Thus
DB/p.DB ∼= (DC1/pDC1)⊗D DB1.
But DC1/p.DC1 has finite D-dimension and so DB/p.DB , considered as
right DB1-module, is free of finite rank. In particular, it is torsion-free as DC2-
module, which proves (3.2) and so completes the proof of the lemma. ✷
We must now consider the possibility that every point of some subspace V is
generic for V .
Proposition 3.6. Let M be a finitely generated DA-module and let V be
a subspace of A∗ having codimension at least 2. Let B denote the isolated
subgroup of A with V = kerπB and suppose that M is torsion-free as DB-
module. If every point of V is generic for V then ∆(M)∩ V = {0}.
Proof. Observe that B will have rank at least 2. Choose some χ ∈ V ; by
assumption, χ is generic for V . Choose any cyclic subgroup C of B . Then
χ /∈ ∆(MA ⊗DA DA(DC)−1). Since this is true for all χ ∈ V , we have that
V ∩∆(MA ⊗DA DA(DC)−1)= {0}.
As C  B and V = ker(πB), V is a subset of {χ ∈ A∗: χ(C) = {0}} which
we can identify with (A/C)∗. More precisely, we can identify V with the kernel
of the restriction map (A/C)∗ → (B/C)∗. We can also identify DA(DC)−1 as
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a crossed product of the division ring D1 =DC(DC)−1 with A/C and so regard
MA ⊗DA DA(DC)−1 as a D1(A/C)-module.
Using these identifications, we have, by Proposition 3.8 of [7], that
∆(MA ⊗DA DA(DC)−1) is finitely generated as DB(DC)−1-module. Hence M
has a finitely generated DB-submodule so that the quotient is DC-torsion.
Now repeat this process for a generating set of cyclic subgroups C of B . We
thus obtain a finitely generated DB-submodule M1 such that if m ∈M/M1 then
m.DB has finite DB-dimension. By Lemma 3.5, M is finitely generated as DB-
module. Thus, by Proposition 3.8 of [7], ∆(M) ∩ V = {0} which completes the
proof. ✷
Corollary 3.7. Let M be a finitely generated DA-module of dimension m and
let V be a carrier space of ∆(M) having codimension at least 2. Suppose that
V = kerπB and that M is DB-torsion-free. Then the set of non-generic points
for V forms a non-zero subset which lies in a finite union of (m− 1)-dimensional
subspaces of V .
Proof. This follows from a simple combination of Lemma 3.4 and Proposi-
tion 3.6. ✷
4. Some module-theoretic results
In this section, we shall prove some technical module-theoretic results. We
begin with a couple of straightforward facts. Recall that a uniform module is one
in which any two non-zero submodules have non-zero intersection.
Lemma 4.1. (1) If M is a finitely generated, uniform, impervious, γ -related DA-
module then so also is every non-zero submodule.
(2) Let M be a DA-module with a submodule M1. If M1 and M/M1 are both
impervious, then so also is M .
Proof. (1) This is straightforward apart, possibly, from the claim that the
submodule is γ -related. So let M0 be a non-zero submodule of M and
suppose that M1 and M2 are non-zero submodules so that ψ :M1 → M2 is
a γ -isomorphism. Then it is easy to verify that ψ−1 (ψ(M0 ∩M1)∩M0) and
ψ(M0 ∩M1) ∩M0 are non-zero submodules of M0 which are γ -isomorphic via
the restriction of ψ .
(2) Suppose the contrary; that is, suppose that M1 and M/M1 are impervious
but that there is B < A with A/B infinite cyclic and a non-zero DB-submodule
N of M so that N.DA ∼= N ⊗DB DA. By passing to a submodule, if necessary,
we can assume that N is critical; observe that, by Lemma 2.1, N.DA is also
critical and dimN.DA = dimN + 1. If N.DA ∩M1 = {0}, then N ⊗DB DA is
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isomorphic to a submodule of M/M1, contrary to the supposition that M/M1 is
impervious.
Suppose that N.DA ∩M1 is non-zero. Let N1 be a finitely generated critical
DB-submodule of N.DA ∩M1. Then N1 lies in a finite sum of conjugates of N
and so dimN1  dimN . But N1.DA is a submodule of the critical moduleN.DA
and so has the same dimension. Thus
dimN1.DA= dimN.DA= dimN + 1 dimN1 + 1.
By Lemma 2.1, N1.DA ∼= N1 ⊗DB DA and M1 is not impervious, contrary to
assumption. ✷
Lemma 4.2. Let M be a non-zero DA-module, let B be a subgroup of A and
let N be a critical DB-submodule of M of minimal dimension. If K is a DB-
submodule of M such that N.DA ∩K is non-zero then K has a DB-submodule
which is DB-isomorphic to N1a¯ for some non-zero submoduleN1 of N and some
a ∈A.
Proof. Let T be a transversal for the cosets of B in A. Then N.DA=∑t∈T N.t¯ .
Let T0 be a minimal (finite) subset of T so that
∑
t∈T0 N.t¯ ∩ K is non-zero.
Choose t0 ∈ T0 and set
L=
∑
t∈T \{t0}
N.t¯ .
Then L ∩K = {0} but P = (L+Nt¯0)∩K is non-zero. Observe that P is a DB-
submodule of K .
We have
P = (L+Nt¯0)∩K
L ∩K =
(L+Nt¯0)∩K
(L+Nt¯0)∩K ∩L
∼= ((L+Nt¯0)∩K)+L
L
 L+Nt¯0
L
∼= Nt¯0
L∩Nt¯0 .
But Nt¯0 is also a critical DB-submodule of M of minimal dimension. If L∩Nt¯0
were not zero, then P would be isomorphic to a proper quotient of Nt¯0 and so
would be of smaller dimension than Nt¯0. But then it would contain a DB-critical
submodule of this smaller dimension, which is impossible. Thus L ∩Nt¯0 = {0}
and so P is isomorphic to a submodule of Nt¯0. This submodule must itself be of
the form N1 t¯0 for some DB-submodule N1 of N and the proof is complete. ✷
Lemma 4.3. Let M be a finitely generated critical γ -related DA-module. Let
B be a γ -invariant subgroup of A and let N be a DB-critical submodule of M
of least dimension. Then N contains a finitely generated DB-critical submodule
which is γ ′-related. Here γ ′ is the composition τuγ where u is some unit in DA
and τu is the inner automorphism of DA which is conjugation by u.
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Proof. Since M is γ -related, we can find two non-zero submodules M1 and M2
of M so that φ :M1 →M2 is a γ -isomorphism. The proof will involve repeated
applications of Lemma 4.2 with suitable choices for the pair (N,K). Observe that,
as M is critical and so uniform, any non-zero DA-submodule of M satisfies the
requirements for K . We first apply the lemma with the pair (N,K) replaced by
the pair (N,M1). We thus obtain a DB-submodule P ofM1 with P isomorphic to
N1a¯0 for some N1 a submodule of N and a0 ∈A. We can replace P by a critical
submodule of minimum dimension, if necessary.
Now apply Lemma 4.2 with the pair (N,K) replaced by the pair (P,φ(N)DA).
We obtain a DB-submodule Q of φ(N)DA with Q isomorphic to P1a¯1 for some
P1 a DB-submodule of P and a1 ∈ A. Next apply Lemma 4.2 with the pair
(N,K) replaced by the pair (φ(N),Q), observing that φ(N)DA∩Q=Q and so
is non-zero. We obtain a DB-submodule R of Q with R isomorphic to φ(N2)a¯2
for some N2 a submodule of N and a2 ∈A.
We thus have that
R Q∼= P1a¯1  P a¯1 ∼=N1a¯0a¯1 Na¯0a¯1
and
R ∼= φ(N2)a¯2  φ(N)a¯2.
Let R2a¯0a¯1 denote the image of R in Na¯0a¯1 and let φ(R1)a¯2 denote the image
of R in φ(N)a¯2; then R1 and R2 are DB-submodules of N . Thus there are DB-
isomorphisms
σ :φ(R1)a¯2 −→ R and τ :R −→ R2a¯0a¯1.
Let
σ1 :φ(R1)−→ Ra¯−12 and τ1 :R(a¯0a¯1)−1 −→ R2
be the induced maps. Consider the following maps, where d¯ = a¯2(a¯0a¯1)−1 and
µd denotes multiplication by d¯ ,
R1
φ−→ φ(R1) σ1−→Ra¯−12
µd−→ R(a¯0a¯1)−1 τ1−→R2.
This is an additive isomorphism between the two submodules R1 and R2 of N
and a routine check shows that it is also a γ ′-isomorphism where γ ′ = τd ◦ γ .
Thus N is γ ′-related. ✷
Lemma 4.4. Let M be a finitely generated γ -related critical DA-module. Let B
be a γ -invariant isolated subgroup of A. Then there exists an isolated γ -invariant
subgroup C of B and a finitely generated, impervious, critical, γ ′-related DC-
module N so that
N.DB ∼=N ⊗DC DB.
Here γ ′ is the composition τuγ where u is some unit in DA and τu is the inner
automorphism of DA which is conjugation by u.
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Proof. By Theorem 2.2, there exists a finitely generated critical DB-submodule
L of minimal dimension in M such that πB(∆∗(M))∗ = ∆∗(L). Let C be the
subgroup of B which is dual to the intersection of the carrier spaces of ∆∗(L).
Because γ ∗ must permute the carrier spaces of ∆(M), C is γ -invariant. By
Lemma 2.5, L contains a DC-submodule N1, which we can assume finitely
generated and critical, so that N1.DB ∼= N1 ⊗DC DB . By Lemma 3.4 of [7],
we have
∆(N1.DB)= π−1B,C
(
∆(N1)
)
and so ∆∗(N1.DB)= π−1B,C
(
∆∗(N1)
)
.
It follows easily that the intersection of the carrier spaces of ∆∗(N1) is the image,
under πB,C , of the intersection of the carrier spaces of ∆∗(N1.DB). But, by
Lemma 2.3, ∆∗(N1.DB)=∆∗(L) and so this intersection is the image of C and
hence is zero. Applying Lemma 2.5 again, we see that N1 is impervious.
We claim that N1 has dimension minimal amongst the set of non-zero DC-
submodules of M . Suppose, to the contrary, that N2 is a critical DC-submodule
of M which has dimension less than that of N1. Then N2.DB has dimension
less than the dimension of N1.DB ∼= N1 ⊗DC DB . Hence N2.DB must contain
a critical DB-submodule of dimension less than that of dimB N1.DB = dimB L.
But this contradicts the choice of L as having minimal dimension amongst non-
zero DB-submodules. Hence N1 is of minimal dimension amongst DC-critical
submodules of M .
By Lemma 4.3 there is a DC-critical submodule N of N1 which is γ ′-related
where γ ′ is the composition τuγ for τu the inner automorphism of DA which is
conjugation by u. Then N has the required properties. ✷
In the following, observe that if C is a subgroup of A then DA(DC)−1 is
a crossed product of the division ring DC =DC(DC)−1 with A/C.
Lemma 4.5. Let C be an isolated subgroup of A and suppose that M is a DA-
module which is DC-torsion-free. Set MC =M ⊗DA DA(DC)−1 .
(1) If M is an impervious DA-module then MC is an impervious DA(DC)−1-
module.
(2) If M is a critical DA-module then MC is a critical DA(DC)−1-module.
(3) Suppose that γ is an automorphism of DA and that C is γ -invariant; denote
the automorphism induced on A/C by γC . If M is a γ -related DA-module
then MC is a γC -related DA(DC)−1-module.
Proof. (1) Suppose thatMC has a non-zero submodule of the formNC⊗DB(DC)−1
DA(DC)−1 for some subgroup B of infinite index in A and some DB(DC)−1-
module NC of MC . We claim firstly that NC ∩M is non-zero. Otherwise, NC
embeds as a DC-submodule of MC/M , which is DC-torsion. Thus NC is both
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DC-torsion and a DC(DC)−1-module which implies that it is zero, a contradic-
tion. Hence N = NC ∩M is non-zero. Thus N.DA, which is a DA-submodule
of N ⊗DB(DC)−1 DA(DC)−1, is isomorphic to N ⊗DB DA. But N.DA is also
a DA-submodule of M which contradicts the assumption that M is impervious.
(2) We claim that MC is critical of dimension m− rkC where m= dimM . By
Lemma 2.8 of [7], there exists a subgroup B of A, containing C and of rank m, so
that M is DB-torsion-free. But then MC is clearly DC(B/C)-torsion-free. Hence
dimMC m− rkC. Conversely, if M has DB-torsion then MC has DC(B/C)-
torsion. Thus if MC has a non-zero free DC(B/C)-submodule then M has a non-
zero free DB-submodule. That is, dimMC m− rkC and so we have equality.
Let M ′C be a non-zero submodule of MC and let M ′ =M ∩M ′C . Then M ′
is non-zero as otherwise M ′C would embed in the DC-torsion-module MC/M .
Also M ′C/M ′ ∼= (M +M ′C)/M MC/M and so M ′C/M ′ is DC-torsion. Thus
M ′C =M ′ ⊗DA (DA)(DC)−1. By the exactness of localisation,
MC/M
′
C
∼= (M ⊗DA (DA)(DC)−1)/(M ′ ⊗DA (DA)(DC)−1)
∼= (M/M ′)⊗DA (DA)(DC)−1.
The previous arguments now show that
dim(MC/M ′C)= dim(M/M ′)− rkC < dimM − rkC = dimMC
and so MC is critical.
(3) If M1 and M2 are non-zero submodules of M with M1 ∼=γ M2 then
M1 ⊗DA (DA)(DC)−1 ∼=γC M2 ⊗DA (DA)(DC)−1. ✷
5. Algebraic elements
Recall that, if M is a DA-module, then we denote by FM(A) the set of
elements c in A so that M has an essential DA-submodule M1 such that, for
each m ∈M1, m.D〈c〉 has finite D-dimension. It is easily checked that FM(A)
is a subgroup of A and is isolated. In fact we can describe FM(A) as the unique
largest subgroup C of A such that, for some essential submoduleM1 and for each
m ∈M1, m.DC has finite D-dimension.
Lemma 5.1. If M is a γ -related DA-module then FM(A) is γ -invariant.
Proof. We claim that, if M1 is an essential submodule of M then FM1(A) =
FM(A). Clearly FM1(A) ⊆ FM(A). Conversely, if M ′ is an essential DA-
submodule of M so that m.DC has finite D-dimension for each m ∈ M ′ then
M ′ ∩M1 plays a similar role for M1.
If φ :M1 →M2 is a γ -isomorphism between essential submodules of M then
FM(A)=FM1(A)=FM2(A)= γ−1
(FM1(A))= γ−1(FM(A)). ✷
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Lemma 5.2. Let M be a finitely generated, critical, impervious, γ -related DA-
module. Let F denote FM(A). There exists an almost γ -invariant subgroup A0
of finite index in A and a DA0-submodule M0 of M so that M0 is a finitely
generated, critical, impervious and almost γ ′-related DA0-module and so that
M0 is a sum of isomorphic simple DF -submodules. Here γ ′ is the product of γ
with an inner automorphism of DA.
Proof. Using the definition of F , there is a non-zero DF -submodule of M of
finite D-dimension. Let N be a finitely generated critical DF -submodule of this
finite-dimensional DF -submodule. Then N has finite D-dimension and so is
a simple DF -module. We can now apply Lemma 3.2 of [5]. This lemma refers to
modules over group rings but it is straightforward to verify that it applies equally
to crossed products of the type we are considering. (Observe that N and F play
the roles of W and H , respectively in [5] and, because N is simple, ‘RF -similar’
can be replaced by ‘RF -isomorphic’.) We deduce that
N.DA∼=N.DA0 ⊗DA0 DA
where A0 = {a ∈ A: N is DF -isomorphic to Na¯}. Since M is impervious the
subgroup A0 must have finite index in A. Since A0 has finite index in A, it is
almost γ -invariant.
Let M ′ be a critical DA0-submodule of N.DA0. It is easily verified that every
DA0-submodule of M has dimension equal to the DA-dimension of M and
so that M ′ is necessarily of minimal dimension. By Lemma 4.3, M ′ contains
a finitely generated critical DA0-submodule M0 which is almost γ ′-related for
some γ ′ which is the product of γ with an inner automorphism of DA. We claim
that M0 is impervious. Recall that M0 N.DA0 and that N.DA∼=N.DA0⊗DA0
DA. Thus, if M0 has a submodule of the form L⊗DB DA0 then
L.DA∼= (L.DA0)⊗DA0 DA∼= (L⊗DB DA0)⊗DA0 DA∼= L⊗DB DA.
Since M is impervious, B must be of finite index in A and so also in A0. Thus
M0 is impervious.
It remains to show that M0 is a sum of isomorphic simple DF -submodules.
Since M0  N.DA0 and recalling the definition of A0, M0 clearly lies in a sum
of isomorphic copies of N . It is easy to verify that every simple DF -submodule
of N.DA0 is isomorphic to N . Thus M , being a submodule of a semi-simple
DF -module is itself semi-simple as DF -module and so is a direct sum of simple
DF -submodules, each isomorphic to N . ✷
Proposition 5.3. Let M be a DA-module and let F denote FM(A). Suppose that
M is a sum of isomorphic simple DF -submodules and let N denote one of these.
Then
(1) the endomorphism ring EndDA(N ⊗DF DA) is isomorphic to a crossed
product D1(A/F) of the division ring D1 = EndDF (N) with A/F ;
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(2) if M is a finitely generated, critical, impervious and γ -related DA-
module then M◦ =HomDA(N ⊗DF DA,M) is a finitely generated, critical,
impervious and γF -related D1(A/F)-module (where we use γF to denote the
automorphism of A/F induced by γ );
(3) FM◦(A)= {1}.
Proof. Observe that EndDF (N) is a division ring by Schur’s Lemma. Note also
that, if F  B A and if L is a DB-submodule of M then
HomDF (N,L) ∼= HomDF
(
N,HomDB(DB,L)
)
∼= HomDB(N ⊗DF DB,L). (5.1)
The first isomorphism follows from the elementary fact that L∼=HomDB(DB,L)
and the second is standard and easily verified. Observe also that the assumptions
imply that all simple DF -submodules of M are isomorphic to N .
(1) In fact we shall show that, if F  B  A then EndDB(N ⊗DF DB) is
a crossed product. Observe that, by (5.1),
EndDB(N ⊗DF DB)∼=HomDF (N,N ⊗DF DB).
We shall frequently use this latter form. In particular, it shows that the
embedding N → N ⊗DF DB given by n → n⊗ 1 yields an embedding D1 →
EndDB(N ⊗DF DB).
To show that R = EndDB(N ⊗DF DB) is isomorphic to a crossed product
of D1 with B/F we need to exhibit a (B/F)-grading of R such that every
homogeneous summand contains a unit. Let T be a transversal, which contains 1,
for the cosets of F in B . Then
N ⊗DF DB =
⊕
t∈T
N ⊗ t¯
and so we can define the (B/F)-grading of R = EndDB(N⊗DF DB) by, if t ∈ T ,
Rt =
{
ρ ∈ HomDF (N,N ⊗DF DB): ρ(N)⊆N ⊗ t¯
}
,
where we have again used (5.1). It is easy to verify that this yields a (B/F)-
grading of R. (We have, potentially, chosen a different transversal for each
subgroup B of A, but we can make this systematic, for example, by choosing TA
to be a complement for F in A and then choosing the transversal for the cosets of
B to be B ∩ TA.)
We must demonstrate that there is a unit in each Rt . Suppose a ∈ A and
observe that Na¯ is a simple DF -submodule and so, by assumption, there is a
DF -isomorphism φa :N →Na¯. Because Na¯ ∼=Nb if Fa = Fb, we can and will
choose the same φ for each element of a single coset of F . In particular, if a ∈ F ,
we will choose φ to be the identity. Define ψa :N → N by ψa(n) = φa(n)a¯−1
for n ∈N . Then ψa is bijective and, if α ∈DF , we have ψa(nα)=ψa(n)a¯αa¯−1.
Define a function a∗ ∈ R by a∗(n⊗ α)= ψa(n)⊗ a¯α for n ∈ N and α ∈DA. It
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is easily verified that this defines a unit a∗ of R which lies in Rt where t is the
coset representative in T for F a¯. Observe that a∗ depends only on the image of a
in A/F .
(2) We claim that if L is a DF -submodule of M and P is a D1-submodule of
M◦ then the correspondences Φ and Ψ given by
Φ :L → HomDF (N,L)HomDF (N,M)=M◦ and
Ψ :P →
∑
ρ∈P
ρ(N)
are mutually inverse, inclusion preserving correspondences between DF -sub-
modules ofM andD1-submodules ofM◦. The fact that these correspondences are
mutually inverse is straightforward if we use the fact that every DF -submodule
of M is a direct sum of isomorphic copies of N . The fact that the correspondences
preserve inclusion is trivial. Thus the correspondences take intersections and sums
of DF -submodules to intersections and sums of D1-submodules; in particular,
direct sums correspond to direct sums. It also follows immediately that M◦ is
finitely generated as D1(A/F)-module.
We claim that if L is a DF -submodule of M and if P is a D1-submodule of
M◦ then
Φ(La¯)=Φ(L)a∗ and Ψ (Pa∗)= Ψ (P)a¯.
The first claim follows easily from the second, using the fact that Ψ and Φ are
inverses. Thus we shall prove only the second:
Ψ (Pa∗) =
∑
ρ∈Pa∗
ρ(N)=
∑
ρ∈P
ρ · a∗(N)=
∑
ρ∈P
ρ(N ⊗ a¯)=
∑
ρ∈P
ρ(N)a¯
=
(∑
ρ∈P
ρ(N)
)
a¯ = Ψ (P)a¯.
Thus if F B A then the correspondences take DB-submodules to D1(B/F)-
submodules. If P is a D1(A/F)-submodule of M◦ which is induced from
a subgroup B/F then Ψ (P) will be a DA-submodule of M which is induced
from B . Hence, if M is impervious, so also is M◦.
It is straightforward to show that, if F  B  A and if P contains a copy
of D1(B/F) within M◦ then Ψ (P) contains a copy of DB1 where B1 is a
complement to F in B . The converse is a little less straightforward and we include
a proof. Suppose that L = l0.DB1 is a copy of DB1 where B1 is a subgroup
of A and l0 ∈M . Observe that F ∩ B1 = {1}, from the definition of F , and set
B = FB1. Then l0.DB = (l0.DF).DB1 =N0.DB1, say whereN0 is a copy ofN .
Recall that N0 is critical of dimension 0. Clearly N0.DB1 has dimension at least
the rank ofB1 since it contains a copy ofDB1. But, by repeated use of Lemma 2.1,
N0.DB1 has dimension at most dimN0 + rkB1 = rkB1 and equality occurs only
if N0.DB1 ∼=N0 ⊗DF DB . Thus we have N0.DB1 ∼=N0 ⊗DF DB and so
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Φ(N0.DB1) = HomDF (N,N0.DB1)∼=HomDF (N,N0 ⊗DF DB)
∼= HomDB(N ⊗DF DB,N0 ⊗DF DB)∼=D1(B/F),
where we have again used (5.1). Hence M◦ contains a copy of D1(B/F). It
follows immediately that M and M◦ have the same dimension.
We claim now that M◦ is critical if M is critical. Let P be a non-
zero D1(A/F)-submodule of M◦ and suppose, if possible, that dim(M◦/P ) =
dimM◦. Then M◦/P will contain a faithful copy Q/P of D1(B/F) for some B
satisfying F  B M and rk(B/F) = dimM◦. Since Q/P is a free D1(B/F)-
module there will be a D1(B/F)-submodule Q1 of Q so that Q = Q1 ⊕ P .
But then Ψ (Q) = Ψ (Q1)⊕ Ψ (P) and so M/Ψ (P) contains a copy of Ψ (Q1).
Since Q1 is a copy of D1(B/F), Ψ (Q1) will contain a copy of DB1 where B1
is a complement of F in B . But this implies that dim(M/Ψ (P))  dimM◦ =
dimM which contradicts the fact that M is critical. Hence dim(M◦/P ) < dimM◦
and so M◦ is also critical.
Suppose now that M is γ -related. More specifically, suppose that M1 and
M2 are non-zero DA-submodules of M and ψ :M1 →M2 is a γ -isomorphism.
Observe firstly that N has a γ -automorphism, τ ′ say. For M1 contains an
isomorphic copy of N and so ψ(N) is γ -isomorphic to N . But the assumption on
M implies that ψ(N) is isomorphic to N . Thus N is γ -isomorphic to itself.
Thus N ⊗DF DA has a γ -automorphism τ given by
τ :n⊗ α → τ ′(n)⊗ γ (α)
for n ∈N and α ∈DA. Now define γ ◦ to be the automorphism of EndDA(N⊗DF
DA) which is conjugation by τ ; that is, γ ◦(ρ)= τρτ−1 for ρ ∈ EndDA(N ⊗DF
DA). Observe that γ ◦(a∗)= γ (a)∗ for a ∈A and so γ ◦ induces the same action
on A/F as does γ .
Set Li = HomDA(N ⊗DF DA,Mi) for i = 1,2. We shall define a γ ◦-
isomorphism φ from L1 to L2. If ρ ∈L1, set
φ(ρ)=ψρτ−1 ∈ L2.
It is easily checked that φ is an additive isomorphism. If µ ∈ EndDA(N⊗DF DA)
then
φ(ρµ)=ψρµτ−1 =ψρτ−1.τµτ−1 = φ(ρ)γ ◦(µ)
and so φ is a γ ◦-isomorphism. Hence M◦ is γ ◦-related.
(3) Suppose that aF ∈ FM◦(A/F). Thus M◦ has an essential submodule P
which is D1〈a∗〉-torsion. Observe that Ψ (P) is essential in M . Also, if ρ ∈ P ,
then ρ.D1〈a∗〉 has finite D1-dimension. It follows easily that, for all l ∈ Ψ (P),
l.D〈a〉 has finite D-dimension. But then a ∈ F and so aF is trivial. ✷
Corollary 5.4. Let M be a finitely generated, critical, impervious and γ -related
DA-module. Let F denote FM(A). Then there is a subgroup A1 of finite index in
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A and a division ring D1 so that there is a finitely generated, critical, impervious
and almost γ ′-related D(A1/F )-module M◦ with FM◦(A1/F )= {1}. Here γ ′ is
the automorphism induced onA/F by a product of γ with an inner automorphism
of DA.
Proof. This is a combination of Lemma 5.2 with Proposition 5.3. ✷
6. The rigidity theorem
In this section we will prove the main result, Theorem B. We first prove two,
successively stronger, special cases.
Proposition 6.1. If M is a γ -related, impervious, critical, finitely generated DA-
module then there exists an infinite cyclic subgroup of A/FM(A) which is almost
γ -invariant.
Proof. (1) Preliminary reductions. Let VF denote the kernel of the projection
corresponding to the subgroup FM(A). The conclusion of the proposition can
be restated to say that A∗ has a one-dimensional rational almost γ ∗-invariant
subspace lying in VF . This, in turn, is equivalent to the statement that the minimal
polynomial of some power of γ ∗ restricted to VF has a linear factor. This will
happen exactly when VF has a one-dimensional almost invariant section which
corresponds to an almost γ -invariant, infinite cyclic section of A/FM(A). Thus
the existence of an almost γ -invariant cyclic subgroup of A/FM(A) is equivalent
to the existence of an almost γ -invariant infinite cyclic section of A/FM(A).
From Corollary 5.4 we can deduce that there is a subgroup A1 of finite index
in A and an almost γ -related, impervious, critical, finitely generated D1(A1/F )-
module M◦. In M◦ we have FM◦(A1/F )= {1}. If we can show that the existence
of M◦ implies that A1/F has an almost γ -invariant infinite cyclic section then
this is clearly sufficient. Rather than change notation, we shall simply assume that
FM(A)= {1}.
We have observed in Section 2 that γ ∗ preserves ∆∗(M). Hence γ ∗ will
permute the set of carrier spaces of ∆∗(M). Since this is a finite set, some
power of γ ∗ will fix each carrier space; that is, each carrier space will be almost
γ ∗-invariant. The proof will now be by induction on the rank of A. So we will
suppose the proposition true for all almost γ -invariant subgroups B of A having
rank less than n and all almost γ -related, impervious, critical, finitely generated
DB-modules.
(2) Applying the inductive hypothesis. Choose a non-zero almost γ -invariant
rational subspace W which lies inside one of the carrier spaces and is of minimal
dimension with these properties. Let B be the isolated subgroup of A so that
W = kerπB . Then we can apply Lemma 4.4 to deduce the existence of an almost
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γ -invariant subgroup C of B and a finitely generated, impervious, critical, almost
γ ′-related DC-module N so that
N.DB ∼=N ⊗DC DB. (6.1)
The fact that we have replaced γ by γ ′ in this statement does not substantially
affect our argument. For a subgroup of A is γ ′-invariant precisely if it is
γ -invariant since an inner automorphism of DA induces the trivial automorphism
of A. Rather than carry along the extra notation, we shall simply assume that
γ = γ ′.
We can now apply the inductive hypothesis with N replacing M and C
replacing A. It is easily verified that FN(C) = {1}. We can thus deduce that C
has an almost γ -invariant cyclic section, unless, possibly, it is trivial. Thus A will
have a cyclic almost γ -invariant section unless C is trivial.
(3) If C is trivial. We are thus left with the case in which C is trivial. But then
N ∼=D and (6.1) implies that N.DB is a faithful copy of DB .
We claim that it is sufficient to assume that M is DB-torsion-free. For
otherwise the set of DB-torsion elements of M will form a non-zero DB-torsion
submodule M1 and it is easy to verify that this is a DA-submodule of M . By
Lemma 4.1, the hypotheses of the theorem pass from M to M1 and so we can
repeat the above argument to find a subgroup C1 and a finitely generated critical
DC1-module N so that N.DB ∼= N ⊗DC1 DB . Since M1 is DB-torsion, we
cannot have that C1 is trivial and so the inductive hypothesis applies. Hence we
may assume that M is DB-torsion-free.
Choose a minimal almost γ -invariant subgroup E of B and consider ME =
M ⊗DA DA(DE)−1. By Lemma 4.5, ME is a finitely generated, critical,
impervious and almost γE-related DA(DE)−1-module. Thus the inductive
hypothesis passes to ME and we can deduce that A/E has a cyclic almost
γ -related section unless A/E =FME(A/E).
Thus suppose thatA/E =FME(A/E). SinceM is torsion-free asDB-module,
ME will be torsion-free as DB(DE)−1-module and this will conflict with A/E =
FME(A/E) unless B =E. Thus suppose that B =E.
But B was chosen so that kerπB was a minimal almost γ ∗-invariant subspace
of A∗ lying in a carrier space, V say. Then E was chosen so that kerπE was
maximal among the almost γ ∗-invariant proper subspaces containing kerπB .
Since B =E, we deduce that kerπB = V = kerπE and that the carrier space V is
both minimal and maximal amongst proper non-zero rational almost γ ∗-invariant
subspaces of A∗.
(4) Completing the proof. Observe that ∆V = V ∩ ∆∗(M) is an almost
γ ∗-invariant polyhedron of dimension equal to that of V .
We claim that ∆V must be equal to V . If not, then its boundary is again
a polyhedron, necessarily of smaller dimension. If this boundary is non-zero, then
it lies in a finite union of non-zero proper subspaces of V . By taking this union
minimal, we can assume that it is γ ∗-invariant and so that each subspace in the
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union is almost γ ∗-invariant. But V has been shown to be a minimal non-zero
γ ∗-invariant subspace, which yields a contradiction.
This contradiction shows that the boundary of ∆V consists just of the origin
of A∗. But now consider the projection of ∆V onto the unit sphere (and recall
that ∆V is a cone). The projection of ∆V is then a closed subset with closed
complement in the unit sphere which contradicts the connectedness of the sphere
unless either ∆V or its complement is empty. Thus the complement of the
projection is empty and so ∆V = V . That is, V ⊆∆∗(M)⊆∆(M).
Suppose that V has co-dimension at least 2. Recall that M is DB-torsion-free.
By Corollary 3.7, the non-generic points for V will form a non-zero set which
lies in a finite union of (m− 1)-dimensional subspaces of V , where m= dimM .
Thus there is a unique minimal finite set of subspaces of V which contains this
set of non-generic points. It is easily verified that some power of γ ∗ will take
non-generic points for V to non-generic points for V and so will preserve this
minimal set of subspaces. Thus each of these proper subspaces will be almost
γ ∗-invariant. This is a contradiction and we are left with the case in which V has
co-dimension 1. But in this case, the section A∗/V is a one-dimensional almost
γ ∗-invariant section and the proof is complete. ✷
Lemma 6.2. LetM be a critical, finitely generatedDA-module withFM(A)= {1}.
If a, b ∈A then define a relation a ∼ b by
a ∼ b if m.D〈a, b〉 is a D〈a, b〉-module of dimension 1 for some m ∈M,
m = 0.
Then ∼ is an equivalence relation. Further, if F is a subgroup of A in which all
non-trivial elements are ∼-equivalent, then there is a non-zero DA-submodule
M1 of M so that m.DF has dimension 1 for each m ∈M1 with m = 0.
Proof. Observe that, if m.D〈a, b〉 has dimension 1 for some m ∈M , m = 0 then
the same is true if we replace m by any other non-zero element of the DA-
submodule generated by m. In particular, if a and b are independent elements
of A, then this DA-submodule is D〈a, b〉-torsion.
It is immediate that ∼ is reflexive and symmetric. Suppose then that a ∼ b and
b ∼ c. We shall assume that a, b are independent and that b, c are independent.
Then there are non-zero DA-submodules of M which are, respectively, D〈a, b〉-
torsion and D〈b, c〉-torsion. The intersection M1 of these submodules, also
non-zero because M is critical, is both D〈a, b〉 and D〈b, c〉-torsion. Let N be
a critical D〈a, b〉-submodule of M1. Consider L=N.D〈a, b, c〉 =N.D〈c〉; then
L is also D〈b, c〉-torsion. If L does not have dimension 1, then by Lemma 2.1
L∼= N ⊗D〈a,b〉 D〈a, b, c〉. But this is not possible if L is D〈b, c〉-torsion. Hence
L has dimension 1 and so l.D〈a, c〉 has dimension 1 for all l ∈ L. Thus a ∼ c and
∼ is also transitive.
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We have already shown that if a, b, c are ∼-equivalent, then M has a non-
zero D〈a, b, c〉-submodule of dimension 1. The set of all m ∈ M for which
m.D〈a, b, c〉 has dimension at most 1 is then a non-zero DA-submodule. The
final sentence of the lemma follows easily using a straightforward inductive
argument. ✷
Theorem 6.3. If M is a γ -related, impervious, critical, finitely generated DA-
module then γ acts finitely on A/FM(A).
Proof. (1) Initial reductions. We can again, as at the beginning of the proof of
Proposition 6.1, use Corollary 5.4 to assume that FM(A)= {1}.
The proof will be by induction on the rank of A. We will therefore assume that
the theorem is true for all almost γ -invariant groups B of rank less than A which
have a γ -related, impervious, critical, finitely generated module.
(2) Using the inductive hypothesis. By Proposition 6.1, there is an almost
γ -invariant cyclic subgroup of A. As we observed in the proof of Proposition 6.1,
this implies that there is also a one-dimensional almost γ ∗-invariant subspace W
of A∗. Let B be the corresponding almost γ -invariant isolated subgroup of A. It
follows from Lemma 4.4 that there is an isolated almost γ -invariant subgroup C
of B and a finitely generated, impervious, critical, γ ′-related DC-module N so
that
N.DB ∼=N ⊗DC DB.
Thus the inductive hypothesis implies that γ acts finitely on C.
If C has rank 0, that is if C is trivial, then N.DB has dimension equal to the
rank of B which is n − 1 and so M has dimension at least n − 1. Because it
is impervious it has dimension exactly n − 1. We claim that in this case, M is
DA1-torsion-free for every subgroupA1 of A with A/A1 infinite cyclic. Suppose
not and let M1 be a finitely generated non-zeroDA1-torsion-submodule of M for
some subgroup A1 with A/A1 infinite cyclic. Then M1 has dimension at most
n − 2. By replacing M1 by a submodule, if necessary, we can assume that it is
critical. We can then apply Lemma 2.1 to show that either M1DA is induced from
M1 or M1DA has dimension n− 2. The former case contradicts the assumption
that M is impervious. The latter case contradicts the assumption that M is critical
and so has all non-zero submodules of the same dimension n− 1.
Thus M is DA1-torsion-free for every subgroup A1 of A with A/A1 infinite
cyclic. SinceM is critical, every proper quotient ofM has dimension at most n−2
and so is DB-torsion. The same applies for all submodules of M . Thus we can
apply Theorem 2.4 of [6] to a cyclic submodule of M together with Lemma 2.3
to show that the intersection of the supporting spaces for ∆∗(M) is trivial. Since
each supporting space is almost γ ∗-invariant, it follows that γ ∗ acts finitely onA∗.
This completes the proof of the theorem in case C has rank 0.
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If C has rank 1 then, because FM(A) = {1}, N will have a DC-torsion-free
submodule and so N will not be impervious. Thus it is not possible for C to have
rank 1. So we can assume that C has rank at least 2.
(3) Showing that N has dimension 1. Let E be any cyclic almost γ -invariant
subgroup of A. Then M is DE-torsion-free and so we can apply Lemma 4.5 to
show that ME =M⊗DA DA(DE)−1 is a critical, impervious, finitely generated,
almost γE-related (DA)(DE)−1-module. Set FE/E = FME(A/E). Then we
can apply the inductive hypothesis to show that γ acts finitely on A/FE . The
definition of FE shows that each non-trivial element is ∼-equivalent to the
generator of E. Thus all non-trivial elements of FE form a complete equivalence
class under ∼. If E′ is another cyclic almost γ -invariant subgroup of A, then we
can repeat this process to show that γ acts finitely on A/FE′ . If FE ∩ FE′ = {1}
then it follows that γ acts finitely on A and the proof is complete.
So suppose not. Then, as all non-trivial elements in either of FE or FE′ form
a complete equivalence class under ∼, FE = FE′ . Set F = FE . Because γ acts
finitely on C, each element of C generates an almost γ -invariant cyclic subgroup
and so lies in F . Thus C  F . It follows from Lemma 6.2 that there is a non-zero
DA-submoduleM1 of M so that m.DC has dimension 1 for every m ∈M1. Thus
we can assume that N has dimension 1, as does N.DF .
(4) Showing that C = F . If B = C, it follows that dimM = dimN.DB =
dimN = 1. In this case, ∆∗(M) consists of a finite union of half-lines. Since γ ∗
permutes these, it acts finitely on the subspace they generate. Since FM(A) is
trivial, it follows from Lemma 2.4 that this subspace is the whole space. Thus the
proof is complete in this case.
So we may assume that C < B . Let L be a critical DF -submodule of N.DA.
Then dimM  dimL+ rk(A/F) and, by Lemma 2.1, equality would imply that
M has a non-zero submodule induced from F . But M is impervious and so
dimM < dimL+ rk(A/F). By Lemma 6.2, L must have dimension 1 and so
dimM < 1+ rk(A/F).
But dimM = dimN.DB as M is impervious and so
dimM = dimN.DB = dimN + rk(B/C)= 1+ (rk(A/C)− 1)
= rk(A/C).
Thus rk(A/F) rk(A/C) and so, recalling that C  F , we have that C has finite
index in F . Because C is isolated in A, it follows that C = F . Hence γ acts
finitely on both C and A/C.
(5) Using the inductive hypothesis again. Observe that, if B is any subgroup of
A which contains C then B is almost γ -invariant and so, if A/B is infinite cyclic,
we can repeat the application of Lemma 4.4 in the second section of the proof to
obtain an isolated almost γ -invariant subgroup C1 of B and a finitely generated,
impervious, critical, γ ′-related DC-module N1 so that N1.DB ∼= N ⊗DC1 DB .
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But we have shown that, in these circumstances C1 = F and so C = C1. We can
also assume, without loss, that N =N1.
(6) Lifting a carrier space of∆∗(N). By Theorem 2.2, πC(∆∗(M))∗ =∆∗(N).
Recall that ∆∗(N) has dimension 1 and so is a finite union of one-dimensional
convex polyhedra; that is, of half-lines. Let Y ⊆ C∗ be the carrier space of one
of these half-lines. Since πC(∆∗(M))∗ =∆∗(N), there must be carrier spaces V
of ∆∗(M) which map onto Y . Let Ω be the set of such carrier spaces. Then for
V ∈Ω ,
dimV = dimM = dimN.DB = 1+ rk(B/C)= rk(A/C)
= dimπ−1C (Y )− 1.
We know that γ ∗ acts on the finite set of carrier spaces of ∆∗(M) and so each
carrier space V in Ω is almost γ ∗-invariant. Since γ ∗ acts on ∆∗(N), Y is almost
γ ∗-invariant. As C is almost γ -invariant, both π−1C (Y ) and kerπC are almost
γ ∗-invariant. Thus each of the π−1C (Y )/V , where V is a carrier space of ∆∗(M),
and π−1C (Y )/kerπC are almost γ ∗-invariant. Thus, as each is one-dimensional,
γ ∗ acts finitely on each. Hence γ ∗ acts finitely on π−1C (Y )/(W ∩ kerπC) where
W is the intersection of the spaces in Ω . We claim that W ∩ kerπC = {0} so that
γ ∗ acts finitely on π−1C (Y ).
Suppose the contrary; that is, that W ∩kerπC = {0}. Let V ∈Ω . Choose a one-
dimensional subspace U ⊆W ∩ kerπC and let B1 be the isolated subgroup of A
with U = kerπB1 . Then C  B1 and so πC is the composition of πB1 and πB1,C .
Since U ⊆W ∩ kerπC ,
dimπB1(V )= dimV − 1
for each V ∈Ω . But N.DB1 ∼=N ⊗DC DB1 and so, using Lemma 2.1,
dimY = dimπB1,C
(
πB1(V )
)= dimπB1(V )− rk(B1/C)
= dimV − rk(B1/C)− 1 = dimV − rk(A/C)
= dimM − rk(A/C)= 0.
But this contradicts the fact that dimY = 1. Hence W ∩ kerπC = {0} and γ ∗ acts
finitely on π−1C (Y ).
(7) Completing the proof. We have established that, for each carrier space Y of
∆∗(N), γ acts finitely on π−1C (Y ). So γ ∗ acts finitely on all of the carrier spaces
of ∆∗(M) which map onto Y via πC . Since πC maps ∆∗(M) onto ∆∗(N), it
follows that γ ∗ acts finitely on every carrier space of ∆∗(M) and so on the space
they generate; that is, on the smallest subspace of A∗ containing ∆∗(M). Since
FM(A)= {1}, Lemma 2.4 shows that this space is A∗ itself. Hence γ ∗ acts finitely
on A∗ and so γ acts finitely on A. This completes the proof of the theorem. ✷
Recall that Theorem B was stated in the introduction.
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Proof of Theorem B. Let γ be an automorphism of DA which stabilises M . We
claim that γ acts finitely on A/FM(A).
Suppose firstly that M is uniform; that is that any two non-zero submodules of
M have non-zero intersection. We claim that M is γ -related. Let φ :N1 → N2γ
be the isomorphism between non-zero submodules N1 of M and N2γ of Mγ . If
α ∈DA and n ∈N1, then φ(nα)= φ(n1)γ (α) and so φ is a γ -isomorphism.
Let M1 be a critical submodule of M . Clearly M1 is finitely generated and
impervious. Because M is uniform, FM1(A)=FM(A). It now follows that M1 is
also γ -related from (1) of Lemma 4.1. Thus we can apply Theorem 6.3 to show
that γ acts finitely on A/FM1(A) and so on A/FM(A) when M is uniform.
Consider now the case when M is not necessarily uniform and let E(M)
denote the injective hull of M . The arguments in this paragraph are similar to
the arguments on pp. 277 and 278 of [4] and we refer there for more detail. The
stabiliser ofM can be identified with the stabiliser ofE(M). BecauseM is finitely
generated,E(M)will be a finite direct sum E(M)=E(M1)⊕· · ·⊕E(Mk) where
we can assume, without loss, that each Mi is a uniform submodule of M . It is
easily checked thatFE(M)(A)=FM(A) and so that FM(A)=⋂i FMi (A). Using
the Krull–Schmidt theorem we can then establish that
⋂
i Stab(E(Mi)) has finite
index in Stab(E(M)). If γ stabilises M then some power of γ stabilises each Mi
and so, by the previous paragraph, acts finitely on each A/FMi (A) and so also
on A/FM(A). This completes the proof that any γ which stabilises M must act
finitely on A/FM(A).
Thus StabAut(A/FM(A))(M) is a torsion subgroup of Aut(A/FM(A)). But
Aut(A/FM(A)) is the automorphism group of a free abelian group of finite rank
and so can be identified with the group GLk(Z) of all invertible integral matrices.
But GLk(Z) contains a torsion-free subgroup of finite index and so all torsion
subgroups are finite. Thus StabAut∗(A/FM(A))(M) is finite. ✷
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