The significant challenge in human computer interaction is to create tangible interfaces that will make digital world accessible through augmented physical surfaces like walls and windows. In this paper, various acoustic source localization methods are proposed which have the potential to covert a physical object into a tracking sensitive interface. The Spatial Likelihood method has been used to locate acoustic source in real time by summing the spatial likelihood from all sensors. The source location is obtained from searching the maximum in the likelihood map. The data collected from the sensors is pre-processed and filtered for improvement of the accuracy of source localization. Finally a sensor fusion algorithm based on least squared error is presented to minimize the error while positioning the source. Promising results have been achieved experimentally for the application of acoustic tangible interfaces.
Introduction
With ordinary interface devices (e.g. keyboard, mouse and touch screen), the interaction of humans with computers is restricted to a particular device at a certain location within a small movement area. A challenge in human computer interaction research is to create tangible interfaces that will make the interaction possible via augmented physical surfaces, graspable objects and ambient media. In this paper acoustics-based remote sensing technology is presented since vibrations are the natural outcome of an interaction and propagate well in most solid materials. This means that the information pertaining to an interaction can be conveyed to a remote location [1] [2] [3] using the structure of the object itself as a transmission channel and therefore suppressing the need for an overlay or any other intrusive device over the area one wishes to make sensitive.
Time Difference of Arrival (TDOA) is commonly used for source localization without using a universal timing mechanism as shown in Figure 1 . The principle of the TDOA localisation is to measure the time delays between the arrivals of the signals to the various sensors. These delays result from the distance differences from the acoustic impact sources to the sensors at known locations. To determine time delay of real signals, cross correlation is commonly used. But in this application its result usually contains multiple peaks and therefore there is no guarantee that the peak will occur at the correct time difference. This problem of noisy cross correlation can be handled by accumulating the entire cross correlation vector of each sensor pair rather than selecting the single peak of each one. The summation of vectors from multiple sensor pairs yields a likelihood map. The highest likelihood in the map is the estimate of the source location.
The likelihood mapping method has been developed for room acoustics based on two different mathematical formulations. In [3] the processing is performed in the time domain and known by accumulated correlation, and in [4] the processing is performed in the frequency domain and known by spatial likelihood function.
In this paper the likelihood mapping method is enhanced for Tangible Acoustic Interface and referred to as the Enhanced Likelihood Mapping (ELM). The ELM is more robust in searching for the most likely source position and less prone to be affected by data fluctuation comparing to the TDOA method. Finally a sensor fusion algorithm based on least squared error is used to minimize the error of the estimated time differences while positioning the source. 
ELM Theory
If the source signal is s(t), then the received signal can be defined as
where n i is independent zero mean white Gaussian noise with variance i  , theoretically g i (t) can be regarded as an estimator for i  where
given u i the i th sensor location. Based on Bayes' Rule, the posterior probability that the source is located at q is
Since the denominator is a normalization constant, if assuming the prior   , P q s is uniform, then maximizing (2) becomes maximizing the likelihood
. With g i is considered as independent random variable, it can be shown that
Substituting s with its maximum likelihood estimate given by
, and assuming equal i  for all sensors, then taking the logarithm yields,
where
is the accumulated correlation and
is a constant representing the combined energy of the signals. Accordingly the estimated location can be found from the maximum of (5). The theory of the algorithm is based on treating the cross correlation as an observational estimate of
which is related to the posterior estimate as given in (1) under the same assumption for the prior probability ) , ( s q P [4] . Thus by substituting the time difference ( ) ij q  between sensors i and j given as a function of source location q in General Cross Correlation (GCC) formula [5] , the spatial likelihood function in the frequency domain for a pair of sensors is obtained as
The advantage of (7) is that it allows for the filtering processes ( ) f  to be performed inclusively in the frequency domain.
ELM Algorithm
Given N sensors, the usable number of time differences is given by M none-repeated combinations of sensor pairs given by
With three sensors, three time differences are available. By adding a fourth sensor, the time delay difference is doubled to six. The ELM algorithm allows for sensors fusion by utilizing M time difference information to improve accuracy and robustness of the estimated location.
From the above theory and by introducing Hilbert envelop detection operator  , the proposed ELM algorithm for TAI can be formulated in compact form for both of time domain and frequency domain as follows and the algorithm architectures are shown in Figure 2 .
given,
is the band pass filtered signal resulting from the convolution of the signal g and the impulse response of the band pass filter ( )
is the weighting filter. The estimated locations ˆ, x y can then be found by locating the maximum of (9) or (10) .
Considering the example of having four sensors located on the surface of a tangible object as in Figure 1 , the theoretical time difference for all sensor pairs can be computed numerically from the hyperbola defined by (11) . However, by summing the spatial likelihood from all pairs, the source location can be more reliably obtained from the maximum in the likelihood map as shown in Figure 3. TAI application using raw signals. However, the localization accuracy and robustness can be further improved by use of various filters. The purpose of the pre-filtering is to remove the noise from the signal as a result of low frequency components and the high frequency components from the non linear response of the sensors. The use of the popular IIR filter found to be adequately successful. The designed digital filter is a 10 th order bandpass Elliptic filter with lower cut off frequency of 500 HZ and upper cut off frequency of 8 KHz. It is clear that pre-filtering has significantly improved the reliability of the estimation as can be seen from the smoothness achieved in the likelihood map in Figure 4 where the local maximum becomes more distinctive compared to the multiple peaks in Figure 3 using just raw signals.
Filtering Process in ELM
The second filtering type employed here is the Phase Transform (PHAT) given by
This PHAT processor performs well in a moderately reverberant room. It has been used extensively to localize acoustic source in a room [6] and in robotics applications [7] . This is achieved by substituting the filtering process ( ) PHAT f  given in (12) into (10) . The resulting map of f ELM produced for the same signals used for generating Figure 3 is shown in Figure 5 . It is apparent that sharper peak is obtained compared to the pre-filtering method in the time domain. A significant advantage of using f ELM over t ELM is that PHAT process doesn't require any design parameters, while the pre-filtering in t ELM requires knowledge of the dominant signal components and noise which is normally obtained by analyzing the signals. That means if these parameters have been considerably changed as a result in changing the object material for example, the filter of t ELM (IIR, FIR or wavelet) has to be redesigned but it doesn't for PHAT.
Temporal Smoothing
Further enhancement in the ELM algorithm is achievable by treating the dispersion effect in solids. Theoretically, in non dispersive multiple input system the output of the cross correlation reaches the maximum at time lag equal to the time difference between the arrival of the input signals. On the other hand, in dispersive system, where the wave propagation velocity is a function of frequency, the output peak of the cross correlation envelop occurs at the time lag equals to the group delay of the wave [8] . This fact can be interpreted in practice using Hilbert transform.
The analytical signal of a given function z(t) is defined by ( ) ( ) ( ) Z t z t jz t    (13) where the imaginary part in (13) is the Hilbert transform of ( ) z t given by
the envelope function of z(t) is defined as
The Equation (15) can be used in (9) or (10) to reduce the error in cross correlation caused by dispersion.
To visualize the difference between algorithms and the effect of dispersion treatment, the ELM algorithm is applied to impact signals shown in Figure 6 and scratch signals shown in Figure 7 . With raw signals the algorithm produces multiple peaks in the likelihood map with several sharp local maxima comparable to the global maximum as shown in Figures 6(a)-7(a) . By conditioning the input signals, the local maxima are compressed as shown in Figures 6(b)-7(b) . When Hilbert envelop is applied, it is observable that the peak is enhanced by shifted local maxima towards the global peak and the overall ELM surface is smoothed as shown in Although scratch signals produce more local maxima than the impact signals, the proposed ELM algorithm has significantly improved the results as seen from the enhanced global maximum and reduced local maxima. The result shows that Hilbert envelope can be regarded as an effective temporal smoothing filter, and has considerably better improvement on revealing the global peak when used with pre-filtering.
Time Difference Based Localisation
The accuracy of the time difference based localization vastly depends on the level of error in the time difference values. Therefore it becomes crucial to develop a reliable algorithm to estimate time differences with less error as possible. An efficient algorithm is developed for estimating time differences based on spectral estimation.
Linear Cross Spectral Phase
The classical time difference estimation can be improved by pre filtering the signals or applying the most popular PHAT process using GCC which involve filtering in the frequency domain then returning to the time domain to extract the time difference (9) and (10). An alternative method for estimating the time difference is the Linear Cross Spectral Phase (LCSP). The LCSP algorithm estimates the time difference entirely in the frequency domain making the estimation process more efficient and robust than the time domain algorithms particularly for tracking a continuous source. Let the received signal g(t) assumed a broad sense stationary process. The cross spectral density of signals g i (t) and g j (t) can be found from
where G(f) if the Fourier transform of g (t). Since g j (t) is time delayed from g i (t) by  , then in terms of the auto spectral density A ii (f) of g j (t), Equation (16) can be expressed by
The time difference  appears only in the phase angle  of (17) as linear function of the frequency f. Since the group velocity is used to compute the length difference, the group delay must be extracted from the phase function in (17) as given by [9]   The cross spectrum and auto spectrum functions can be effectively estimated based using Short Time Fourier Transform (STFT). Then Equation (18) 
Maximum Likelihood Positioning
Given M pair of sensors, the Maximum Likelihood algorithm (ML) proposed here for TAI can handle the error by minimizing the error between the given time difference ˆm  , then by assuming the time differences from each pair of sensors are statistically independent, the likeli-hood function can be expressed by the conditional probability density function given by [12] 
