Abstract. We show that degree-d block-symmetric polynomials in n variables modulo any odd p correlate with parity exponentially better than degree-d symmetric polynomials, if n ≥ cd 2 log d and d ∈ [0.995 · p t − 1, p t ) for some t ≥ 1 and some c > 0 that depends only on p. For these infinitely many degrees, our result solves an open problem raised by a number of researchers including Alon & Beigel (IEEE conference on computational complexity (CCC), pp [184][185][186][187] 2001). The only previous case for which this was known was d = 2 and p = 3 (Green in J Comput Syst Sci 69(1): [28][29][30][31][32][33][34][35][36][37][38][39][40][41][42][43][44] 2004). The result is obtained through the development of a theory we call spectral analysis of symmetric correlation, which originated in works of Cai et al. (Math Syst Theory 29(3):245-258, 1996) and Green (Theory Comput Syst 32(4):453-466, 1999). In particular, our result follows from a detailed analysis of the correlation of symmetric polynomials, which is determined up to an exponentially small relative error when d = p t − 1.
Introduction
Among the dozens of simple-to-state, long-standing challenges in complexity lower bounds, one challenge arguably stands out. This cc 26 (2017) is the challenge of exhibiting explicit functions that have small correlation with a.k.a. are very hard on average for) low-degree polynomials in n variables modulo p. As discussed in Viola (2009 Viola ( , 2013 , it stands out for a number of reasons:
(i) progress on correlation bounds is a prerequisite for progress on a number of other long-standing problems. For example, a little-known fact is that it is a prerequisite for worst-case communication lower bounds in the number-on-forehead model with a polylogarithmic number of players. It is also a prerequisite for basic progress in circuit complexity such as, say, establishing that NP does not have depth-3 majority circuits of quasipolynomial size. For more on these connections we refer the reader to the exposition Viola (2013) .
(ii) so-called barriers (Aaronson & Wigderson 2008; Baker et al. 1975; Razborov & Rudich 1997) are not known to apply.
(iii) arguably more is known about this challenge than others. For example, consider the Mod q function which outputs 1 on input (x 1 , x 2 , . . . , x n ) ∈ {0, 1} n if q| i x i . Two different bounds are known on its correlation with degree-d polynomials in n variables modulo p, for different primes p and q. First, O(d/ √ n) (Razborov 1987; Smolensky 1987, and Smolensky 1993) ; second, exp(−Ω(n/c d )) (Babai et al. 1992; Bourgain 2005, and Green et al. 2005) . The reader may find both proofs in Viola (2009) , which also contains Nisan's simple derivation of the second bound from Babai et al. (1992) .
Motivated by the above points, and especially by (iii), in this work we consider the correlation with the Mod q functions. For concreteness let us define "correlation." Following previous work, we work with a complex sum; for completeness we review in "Appendix" the close relationship between this sum and other notions of correlation, such as the fraction of inputs in which the functions disagree. It is natural to conjecture that |γ| is exponentially small in n for every fixed, co-prime p and q, even for degree d = n Ω(1) . Alas, for all we know |γ| ≥ 1/ √ n even for d = log 2 n. Indeed, regarding point (iii) above, the techniques of Razborov (1987) and Smolensky (1987) are insufficient to prove |γ| ≤ 1/ √ n, while those of Babai et al. (1992) and Bourgain (2005) do not yield interesting bounds when d ≥ log 2 n.
It thus seems natural to investigate which polynomials have (close to) maximum correlation. In this direction a specific question was asked by a number of researchers, including Alon & Beigel (2001) over a decade ago:
Do symmetric polynomials have maximum correlation?
Recall that a polynomial is symmetric if it is invariant under permutation of the variables, and so its output depends only on the Hamming weight of the input. A positive solution to the above question would have dramatic consequences, as for symmetric polynomials very strong bounds are known (Cai et al. 1996) . But until the present work it was only known that the answer is negative for polynomials of degree d = 2 modulo p = 3 vs. the Mod q = 2 function, a.k.a. parity (Green 2004) . By contrast, in other cases empirical results (reproduced in Section 6) had suggested that, for higher degrees d > 2, symmetric may actually maximize correlation.
Our results.
We prove that, in fact, symmetric polynomials modulo p have correlation with parity that is exponentially worse than the maximum for infinitely many degrees d, and any odd p. We accomplish this by showing that block-symmetric polynomials, those polynomials whose variables are divided into blocks 326 Green, Kreymer & Viola cc 26 (2017) and are symmetric within each block but not overall, achieve exponentially better correlation than symmetric polynomials of the same degree. 
where c > 0 depends only on p.
As will be apparent from its proof, the theorem also shows that for degrees d in the range (1 − Ω(1))p t > d ≥ 0.995p t − 1, blocksymmetric polynomials of degree d achieve higher correlation than symmetric of larger degree (1 + o(1))d. On the other hand, it is consistent that symmetric of degree ≤ pd achieve higher correlation than any polynomial of degree d.
We note that the above theorem applies to "small" degrees such as d = 8 (for p = 3), and to a constant fraction of all the degrees up to p t . The latter degrees can be as large as n 0.49 , for large enough n. This regime of large degrees is the most interesting for applications.
The only case that was previously known is d = 2 and p = 3 (Green 2004) , corresponding to t = 1. In fact, Green (2004) shows that the optimal polynomials over {−1, 1} are of the blocksymmetric form ±x 1 x 2 ± x 3 x 4 ± · · · ± x n−1 x n (if n is even; the case n odd has an extra degree-1 term). However, the natural generalization of these polynomials to higher degrees (e.g., x 1 x 2 x 3 + · · ·+ x n−2 x n−1 x n ) does not beat symmetric, for any d ≥ 3. We find it somewhat surprising that a different type of block-symmetric polynomials beats symmetric, as given by our above theorem.
In fact, we complement the above result with more settings where symmetric polynomials do beat block-symmetric, as long as the blocks are large enough. We note that the blocks in the above In fact, in the setting p = 2 of Theorem 1.5 we provide later computational evidence that symmetric may be optimal.
All the results discussed so far concern the relationship between block-symmetric and symmetric polynomials. We also introduce a new family of polynomials which we call switch-symmetric. These are polynomials of the form x 1 f (x 2 , . . . , x n ) + f (x 2 , . . . , x n ) where f, f are symmetric polynomials in n − 1 variables. We obtain various settings of the degree d and the modulus p such that switchsymmetric beats symmetric for infinitely many n. Specifically: Theorem 1.6 (Switch-symmetric beats symmetric). Let (d, p) ∈ {(4, 3), (10, 3), (6, 5)}. For all sufficiently large, even n there exists a degree-d switch-symmetric polynomial mod p over n variables that correlates with parity better than degree-d symmetric polynomials.
1.2.
Techniques: Spectral analysis of symmetric correlation. Our main results are obtained by developing a theory we call spectral analysis of symmetric correlation, which originated in 328 Green, Kreymer & Viola cc 26 (2017) works of Cai et al. (1996) and Green (1999) . Before describing it, we mention a useful way to name symmetric polynomials independently of the number n of variables. As is well-known, the symmetric polynomials of degree d in n variables are the linear combinations of elementary symmetric polynomials of degree ≤ d in n variables. (An elementary symmetric polynomial of degree d in n variables is the sum of all multilinear monomials of degree exactly d.) Thus we often find it convenient to identify a symmetric polynomial with the d + 1 choices for the coefficients in this linear combination. In this case while we speak of a fixed symmetric polynomial as n grows, we really mean an infinite family of polynomials. That is, for any given value of n, the actual symmetric polynomial on n variables is obtained naturally by taking the fixed linear combination of the elementary symmetric polynomials in n variables.
The aforementioned theory allows us to rewrite the correlation γ in the format
where D ≤ pd is the smallest power of p larger than d, the α i are real numbers independent from the polynomial and decreasing (i.e., α 1 > α 2 > . . . > α D > 0); and the β i are complex numbers that depend on the symmetric polynomial, but only on n modulo O(D).
Hence, for any symmetric polynomial there exists a value β 1 such that the correlation is dominated asymptotically by the leading term α n 1 β 1 /D in the sum (1.7). All the results in this paper are obtained by analyzing this leading term β 1 only. Because of its importance, we refer to β 1 as β. In the rest of this informal discussion we ignore lower-order terms (corresponding to i > 1) and we think of the correlation of a symmetric polynomial as proceeds by bounding the maximum (non-trivial) eigenvalue, spectral analysis of symmetric correlation rewrites correlation in the form of Equation (1.7) and proceeds by bounding the leading β i .
To study the relationship between symmetric and block-symmetric, we start by making the following key observation. Consider dividing up the variables into n/b blocks X 1 , X 2 , . . . , X n/b of b variables each. Pick a symmetric polynomial t in b variables, and build the block-symmetric polynomial
Note that the correlation of t multiplies across blocks. Hence, if the correlation of the symmetric polynomial t has a specific β, then the correlation of the block-symmetric polynomial t becomes:
Comparing Expression (1.8) and Equation (1.9) we see that:
Block-symmetric beats symmetric if |β|/D > 1.
To obtain our main Theorem 1.3 that block-symmetric beats symmetric we exhibit (for the parameters in the theorem) a polynomial such that |β|/D > 1. In fact, we show how to approach 2 √ 3/π = 1.102 . . . and prove that this is the best possible. Along the way, these bounds determine the correlation up to a relative error 1 + where | | = 2 −Ω(n) , in the case d = p t − 1 for some t. Our proof that there exists a polynomial achieving |β|/D > 1 has multiple steps. First, we provide in Lemma 2.1 a refined spectral formulation which yields the following key expression for β in Equation (1.7):
where r(k) is the value of the polynomial on inputs of Hamming weight k.
The advantage of our above Expression (1.10) for β over the previous expressions in Cai et al. (1996) and Green (1999) is that 330 Green, Kreymer & Viola cc 26 (2017) ours depends only on the values of the symmetric polynomial at the first D Hamming weights. As we show in Lemma 3.6, this grants us complete freedom in the choice of the r(k), in the case A minute's thought now suggests that in order to maximize |β| we should pick r(k) to agree with the sign of (−1) k cos(π(n − 2k)/2D) as much as possible. Specifically:
And in fact we show this choice is the best possible for p = 3 (Theorem 7.7). At this point, a somewhat technical result in this paper (Theorem 3.1) shows that for the above choice of r the sum (1.10) may be rewritten as a simpler expression which does not involve cancelations and is thus easier to bound. Indeed, we then bound this simpler expression in Lemma 3.5 to show |β|/D > 1. This concludes the overview of the proof of our main Theorem 1.3.
Our complementary results, Theorems 1.4 and 1.5, are proved via a similar two-step approach. That is, we obtain suitable spectral formulations, and then we bound |β|, this time from above to establish that |β|/D < 1. (Here the disregard for lower-order terms corresponding to i > 1 in (1.7) yields the requirements that the blocks are large enough.)
For our results on switch-symmetric polynomials we prove that the maximum correlation, for a fixed even degree d, decreases "in steps" as a function of n. That is, it stays the same for n − 1 and n variables, when n is also odd. Then we show that this is incompatible with (1.10) for select values of d, using computer search.
The role of computer search. All the main results in this paper, including Theorems 1.3, 1.4, and 1.5 are obtained analytically without any use of computer (a.k.a. brute force) search. How-ever, this work builds on a computer search by the authors. In this paragraph, we wish the elaborate on this to provide some perspective. First, the authors verified using computer search that symmetric polynomials modulo p have maximum correlation with the Mod q function for various small values of n, d, p, q, except precisely the case q = 2 and d = 2, cf. Section 6. This motivated the authors to investigate further the symmetric case. The authors then used computer search to compute a few maximum values for |β| in Expression (1.7), cf. Section 6. To their surprise, the authors observed that in some cases |β|/D > 1, and realized that this in particular implies that block-symmetric beats symmetric; whence this paper.
Computer search is frequently used in cryptography and combinatorics, see e.g., Bos & Kaihara (2010) and Radziszowski (2014) . Despite a few exceptions (see, e.g., the survey of Amano (2010)), computer search seems underused in Theoretical Computer Science. We wish to reverse this trend. We believe that the apparent lack of progress on fundamental complexity lower bounds-and especially on correlation bounds-lends itself to computer search.
Organization. In Section 2 we obtain our spectral formulation which refines Cai et al. (1996) and Green (1999) , providing in particular an expression for β. Various bounds on β are obtained in Section 3, establishing our main Theorem 1.3. For readability, some proofs from this section are postponed to Section 7. Section 4 contains our complementary results about symmetric beating block symmetric, proving Theorems 1.4 and 1.5. The step-wise behavior of optimal correlation, and switch-symmetric polynomials are discussed in Section 5, in particular proving Theorem 1.6. For completeness, we report in Section 6 the results of a computer search which also sparked the development of this paper. A number of open problems is discussed in Section 8.
A spectral formulation
In this section we state and prove our spectral formulation. First we fix some notation. When t is a symmetric polynomial, it can be expressed as a function r :
332 Green, Kreymer & Viola cc 26 (2017) exactly when k = n i=1 x i . We say that t is symmetric through r. Denoting the degree of t by d, it turns out that the function r is periodic, with a period which depends on d, and which we denote by D; that is, for any k, r(k + D) = r(k). When p is prime, we have D = p t where t is the least integer such that d < p t .
Lemma 2.1 (Spectral expression for correlation). Let t be a degree-d polynomial modulo p that is symmetric through r. Let D be the smallest power of p greater than d. Then the correlation between t and parity on n variables is
where for every :
For simplicity we use the notation β for β 1 throughout this paper.
Since max α is clearly attained for = 1, and |β | ≤ 2D, it follows from Lemma 2.1 that the correlation of a symmetric polynomial is
The proof of Lemma 2.1 uses the following lemma from Green (1999) . For completeness, we remark that the latter is proved by first rewriting the correlation (cf. Definition 1.1) as
By re-expressing j≡k (mod qD) n j in terms of roots of unity via the binomial theorem, one obtains an alternate useful form for γ. 
=0
(
where
Proof (of Lemma 2.1). We use the expression for γ in Lemma 2.6, in the setting q = 2, corresponding to parity. Because D is odd, from Lemma 2.6 we know that in the sum for γ we can disregard the even values of . We may also disregard the value = D, since (1 + ζ −D 2D ) = 0. Pairing off each term with 0 < < D − 1 with 2D − , we therefore find,
Applying the relation, ζ
, we obtain,
where in the second-to-last equality we use the following. First,
Block-symmetric beats symmetric
Here we establish that block-symmetric polynomials beat symmetric. This is ultimately accomplished by studying the coefficient of the leading term (the quantity β defined in Eq. (1.10)) in the correlation between parity and a symmetric polynomial mod p, as represented by a function r(k) (where k is the Hamming weight), which in turn has period D. First we rewrite the expression for β when r is the specific function discussed in Section 1.2. We will make contact between this r and the r of period D that represents a symmetric polynomial t later. For now, it is not necessary cc 26 (2017) Block-symmetric polynomials 335 to exploit the periodicity of r, so we take it to be any function r : 
The proof of the above theorem is in Section 7.
The special values for β given in Theorem 3.1 play an important role. 
(ii) For p = D = 3, we have |β | = 3 for n odd, and |β | = 2 √ 3 if n is even. 
The next lemma summarizes the existence of symmetric polynomials whose β approaches β . Note the case = 0 is of special interest; in this case we in fact achieve β = β . It should be possible to optimize the constant 4 somewhat.
Proof. Let r : Z D → Z p be the function guaranteed by Theorem 3.1, and thus defining β .
Obtain from Lemma 3.6 a symmetric polynomial f of degree D − 1 − that on inputs x of Hamming weight |x| < D − gives value f (x) = r(|x|). Let r (|x|) denote the value of f (x) on inputs x of Hamming weight |x|, for all |x| < D. The value of |β| for f is now
We now prove our main theorem. 
Proof. The rest of this proof shows that when b is sufficiently large, the lower-order terms lower |β|/D to no more than 1.01.
338 Green, Kreymer & Viola cc 26 (2017) Specifically, recall from Equation (2.2) that the correlation of this polynomial with parity on b variables is
using that |β | ≤ 2D for any polynomial and , as is apparent from Equation (2.4), and that α , for = 3, 5, . . . , D − 2 has its maximum for = 3, as is again apparent from Equation (2.3). Now, using the triple-angle formula cos 3θ = 4 cos 3 θ − 3 cos θ and the small-angle approximation cos 2 θ ≤ 1 − θ 2 /3 we bound α 3 /α 1 as follows:
Hence 
concluding the proof.
When symmetric beats large-block-symmetric
In this section we present two settings where symmetric polynomials beat block-symmetric with large blocks. 
Via the change of variable k → k + D/p in the inner sum, and using the facts that (−1)
Let us now perform the outer sum (over ) in β:
340 Green, Kreymer & Viola cc 26 (2017) where we set θ = 2k−n 2D
π. We now compute s k .
To evaluate s k we are thus faced with the two sums,
Taking c = (p − 1)/2, we find that the first sum is p and the second is 0. If c = (p + 1)/2, the first sum is 0 and the second is p. Both choices for c yield the same bound for β. Any other choice for c implies both sums in (4.2) are 0, which yields β = 0. (This includes c = 0, which implies that |β| = 0 when the period of r is D/p − 1.) Thus take c = (p − 1)/2 (the argument for c = (p + 1)/2 is similar). Then, since
Each of the terms in the sum is of unit norm, so
We now show that this inequality is strict, i.e., |β| < D. If any two terms in the sum of Eq. To show the "moreover" part that there exists a polynomial for which |β| > 0, note that by Lemma 3.6 we are free to set the values of r (k) any way we please. Obviously, one can set them so that |β| > 0, because given any setting resulting in |β| = 0 we can change a single value to obtain |β| > 0. 
Other moduli.
The next theorem shows that the leading terms in the expression for γ (see Eq. (2.7)) only pair up (as they do in the derivation of Eq. (2.2)) when q = 2c for c ∈ {0, . . . , q − 1} such that c ≡ −D modulo q. In particular, q = 2 is the only prime for which they pair up. Then we note that in the case of q = 3 and p = 2, when the terms do not pair up, the coefficient β of the leading term is small, i.e., |β| < qD. This implies that blocksymmetric polynomials, with large enough blocks, correlate with the Mod 3 function exponentially worse than symmetric.
Theorem 4.4 (When things don't pair up). Let t be a polynomial of degree d ≥ 2 modulo p = 2 that is symmetric through r. Let D be the smallest power of p greater than d. Then the correlation between t and the Mod q function, for q = 3 is
where σ is defined as in Lemma 2.6. Note that the restriction d ≥ 2 is necessary, for there is no useful distinction between symmetric and block-symmetric polynomials for d = 1.
Proof. Beginning with Lemma 2.6, and using similar manipulations as before, we find, 
Hence, asymptotically, when q is odd, exactly one σ ( ) coefficient matters. In the case p = 2, q = 3, the one that matters is given either by = 1 (for D = 2, 8, 32, . . .) or by = qD − 1 (for D = 4, 16, 64, . . .). In this proof we only use that these values of are odd.
Fix any odd . We proceed to bound |σ ( ) | from below and above.
To bound from below for some polynomial t, it is convenient to rewrite, for any , cc 26 (2017) Block-symmetric polynomials 343
where we used that D + = qu for some u as noted previously, that r(k) has period D, and that ζ Note that since D is even, is odd, and q is odd, we have from the above equation D + = qu that u is odd as well.
Recall that d ≥ D/2. We consider symmetric polynomials t of degree D/2 which have the highest-degree terms. Such a t may be written as a polynomial t of degree < D/2 plus the polyno-
. We have that t and t are symmetric, respectively, through r and r which satisfy
Also note that r has period D/2. Hence, by Lucas' theorem
for any 0 ≤ k < D/2. This allows us to rewrite:
344 Green, Kreymer & Viola cc 26 (2017) At this point we can apply Lemma 3.6 to argue that for any choice of the D/2 values r (k) we can find a polynomial t symmetric through the same r. Hence, for some t, |σ ( ) | > 0. We now turn to bounding |σ ( ) | from above, similarly to the proof of Lemma 4.1. Note |σ ( ) | ≤ qD trivially. Recall σ ( ) is a sum of qD complex numbers of unit norm. Hence the only way in which |σ ( ) | = qD is that these vectors are all equal. However, for k = 0 we get the number ζ r(0) p , whereas for k = 1 we get ζ Using the same reasoning presented in the proof of Theorems 1.3, 4.4 implies that block-symmetric polynomials, for sufficiently large blocks, correlate worse than symmetric. 
Step-wise decay and switch-symmetric
In this section we define a different family of polynomials whose correlation with parity is greater than that of symmetric polynomials. Here it is convenient to think of variables over −1, 1 as opposed to 0, 1.
where t is a polynomial in Z p [x 1 , . . . , x n ].
Definition 5.1. A polynomial is even if it only contains monomials of even degree. A polynomial is odd if it only contains monomials of odd degree.
We first prove the following theorem in Section 5.1. 
Then we argue in Section 5.2 that Theorem 5.2 is incompatible with the assumption that symmetric polynomials are optimal, for certain degrees which include some not covered by the blocksymmetric result. And we derive an explicit family of polynomials that beat symmetric.
Proof of Theorem 5.2.
We rely on two Lemmas below which are similar to Lemmas 3.4 and 3.5 in Green (2004) . Throughout this section p denotes any fixed odd integer.
Proof. We have:
where in the second equality we made the substitution x i → −x i , and in the last we used the fact that ζ
. This fact is due to Eugene M. Luks (private communication, 2003) . Now by the triangle inequality,
Lemma 5.4 ((n − 1)-var same as n-var, even). Let n be even. Let 
where in the second equality we apply the transformation x i → −x i to the second summand, which note keeps e 2 the same, but flips the sign of k 2 and n i=2
This establishes both implications, since we can work forward or backward in the chain of equalities, and e 2 and k 2 are completely general polynomials of n − 1 variables (consisting of even and odd degree monomials, respectively). 
Switch-symmetric beats symmetric.
We call a polynomial t optimal if it maximizes |S(t, n)| among a pre-specified set of polynomials. Theorem 5.2 shows that, for even degrees, the correlation of optimal polynomials decays "in steps." Perhaps surprisingly, the correlation of symmetric polynomials mod 3 with parity also exhibits this behavior for degree 6 and 8 for every n we managed to compute. Hence, for example, the belief that symmetric polynomials are optimal for degree 6 is consistent with the theorem.
For other degrees and moduli however we can prove that for all sufficiently large n the correlation of symmetric polynomials does not decay in steps, and hence symmetric polynomials cannot be optimal.
348 Green, Kreymer & Viola cc 26 (2017) Moreover, using the second claim in Theorem 5.2 we can get our hands on a specific family of polynomials that beat symmetric. We define this family next. Proof. We have computed by brute force the maximum values of |β| for (d, p). Refer to Table 6 .1 (further discussed in Section 6) for the computed values in the case of p = 3. We have verified that this value is independent from n. Recalling now Expression (2.2), and the fact that (α /α 1 ) < 1 for > 1, and that the |β | only depend on a finite number of values of n and hence are bounded, we see that the correlation of optimal symmetric polynomials over n variables is strictly less than that over n − 1 variables. By the second part of Theorem 5.2 we can devise a switch-symmetric polynomial over n variables that has the same correlation as the optimal symmetric polynomial over n − 1 variables, thus proving the theorem.
Note that from the above argument switch-symmetric beats symmetric by only a constant factor, and only for even n, as opposed to the exponential factor of block symmetric, which also applies to every n. However, it is conceivable that this constantfactor saving could be boosted to an exponential saving that beats even block-symmetric polynomials, by forming block-switchsymmetric polynomials: polynomials divided up in blocks, where in each bock you have a switch-symmetric polynomial. But at the moment the different ranges of d in our results on switch-and block-symmetric polynomials obstruct their combination. The next tables consider arbitrary (not necessarily symmetric) polynomials. These results require non-trivial performance optimizations. They are obtained and can be reproduced with the code poly.c available on Emanuele Viola's webpage. Table 6 .2 lists all the polynomials in n variables of degree d modulo 2 that maximize the correlation with the Mod 3 function, for various values of d and n. We set the constant term to 0 since it does not affect correlation. We also report the correlation. Table 6 .2: Correlations for q = 3 versus polynomials mod 2. Table 6 .3: Correlations for parity versus polynomials mod 3.
Computer search
In all the values that we managed to compute, symmetric polynomials maximize the correlation. (We actually also verified this for n = 9, 10 and d = 2, but using a more complicated code that we omit.) This evidence for d = 2 is in stark contrast with the one for other moduli (cf. Green 2004, and Dueñez et al. 2006 , where symmetric is not optimal for any n ≤ 10).
Below we denote by s(d) the elementary symmetric polynomial of degree d.
Next in Table 6 .3 we report the results for polynomials mod p = 3 vs. the mod q = 2 function. In order to make it easier to compare our results with the previous ones in the literature (e.g., Green 2004 and Dueñez et al. 2006) , in this setting we actually think of the variables as ranging over {−1, 1} as opposed to {0, 1}. One can always switch between the two with a linear transformation, so this does not change the correlation, but it does change the polynomials. For concreteness, we mention this means that we are computing
352 Green, Kreymer & Viola cc 26 (2017) The results are listed up to multiplying a variable by −1, and up to adding a constant term -two operations that it is easy to see do not affect C.
For context, we mention that for any n, d = 2, and p = 3, the optimal polynomials are characterized in Green & Roy (2010) . Up to a constant term and permutation of the variables, the optimal polynomials are
if n is even, and
A similar characterization is given in Dueñez et al. (2006) for n ≤ 10 and any odd p.
Missing proofs and details from Section 3
In this section we prove Theorem 3.1, restated next. Then we show that it cannot be improved, for p = 3. Finally we restate and prove Lemma 3.5. 
If n is odd there exists an r :
Proof. If n is even, write n = 2m. Then, It is now convenient to extend r to a periodic function with period D defined over the integers. So for any k, we have
π . Thus the terms in the above sum for −m ≤ k < 0 are identical to the terms we get from D − m ≤ k < D. Therefore,
Define the function r : Z D → Z p as follows:
Note that, since D is odd, and cos(π − θ) = − cos(θ), 
We now show how to evaluate each of the sums in Eq. (7.2). If k > 0 is even and ≤ v = D/2 , then k = 2 where ≤ v/2 = u 1 . Thus the first sum is,
where, for z any complex number, (z) denotes the real part of z. The geometric series yields,
We proceed similarly for the second sum in Eq. (7.2). Note here that if k ≤ v = D/2 where k is odd, then we can write k = 2 − 1 where now ≤ v/2 = u 2 . Thus,
which yields,
Plugging Eqs. (7.3) and (7.4) into Eq. (7.2) yields,
We obtain Eq. (3.2) from Eq. (7.5) via the elementary trigonometric identities sin(x + y) = sin(x) cos(y) + cos(x) sin(y) and cos(x + y) = cos(x) cos(y) − sin(x) sin(y). Combining the first and last term in Eq. (7.5), we obtain, 4 sin
Similarly, the coefficient of ζ 356 Green, Kreymer & Viola cc 26 (2017) Combining these terms in Eq. (7.5) yields Eq. (3.2). We next treat the case of odd n. Write n = 2m + 1. Then, using the same reasoning as for Eq. We use the same technique to evaluate β in this case, reducing the sum of cosines to a geometric series. 
Finally, the identity sin(2θ) = 2 sin(θ) cos(θ) yields Eq. (3.3).
The choices for r given in the proof of Theorem 3.1 seem to be optimal, at least intuitively (in fact, this was the basis for those choices). In the case p = 3 we can prove this. We use the notation ω = ζ 3 . 358 Green, Kreymer & Viola cc 26 (2017) In order to maximize |β|, we must therefore minimize the expression A 0 A 1 + A 0 A 2 + A 1 A 2 . Now by the proof of Theorem 3.1, there is a setting for r such that A 2 = 0 and A 0 and A 1 have opposite signs. In fact, for this setting of r, A 0 + A 1 = 0. Because the quantity A 0 + A 1 + A 2 is invariant under changes in r, it follows that for all settings of r, A 0 + A 1 + A 2 = 0. Now since there is some setting of r such that A 0 A 1 < 0, there must be such a term in the optimal case. Thus, in general, assume wlog that the signs of A 0 and A 1 are different, that A 2 = 0, and that sign(A 1 ) = sign(A 2 ). Define
. Hence we may assume that the optimal value has A 2 = 0. By the preceding argument, we also have A 0 + A 1 = 0, so that it follows that A 0 = −A 1 . Hence, |β| is at most |A 0 |·|1−ω|.
We thus obtain the optimal value for β (i.e., A 0 ) by choosing r such that the quantity (−1) k cos(π(n − 2k)/2D) has the same sign for all k such that r(k) = 0 (and, for A 1 , for all k such that r(k) = 1). This is precisely the choice made in the proof of Theorem 3.1.
We now restate and prove Lemma 3.5. 
