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In七hispaper， we propose七heCondition Oriented 
Representa七ion (COR)， in p1ace of assignmen七 S七atemen七.
The condition form七rea七edhere is七hepo1ynomia1 of 
1-variab1e 3rd order， or 2-variab1e 2nd order. 
First， the COR-processor七ransforms七hegiven condition 
into 七he七reestructure. 工七 assigns 七hecurrent value of 
七hevariable七0 七he七ermina1node of known variab1e， and 
a vec七or-va1ue七othe node of unknown variab1e. 
Then， the processor performs七heopera七ionsspecified 
in every node七ha七 isab1e七obe opera七edon two va1ues， 
and reduces七hecondi七ionto one of七hestandard forms 
of equa七ion.
1 まえカtき
現在，ほとんどのプログラムは，計算機に独立した言語で書かれている O しかし，それらの言語
を用いても(文法上の誤りは別にしても)やはり簡単なプログラム上の誤りが多く，プログラムの
表現そのものも決して容易なものではないo それは，それらの高水準言語が(いくつかの特殊なも
のを除いて)多くは代入文の系列を用いて変数の新しい値を順に手続き的に表現するものであるこ
とによると考えられる O
そこで， ソフトウェアの信頼性と生産性を向上させる手段のひとつとして，プログラミング言語
にいろいろの工夫がなされ，改善が積み重ねられてきたO その中には，構造化プログラミングによ
ってプログラムの制御構造をすっきりさせるものや，詳細な制御構造を見せないようにするデータ
の抽象化がある O しかし，いずれも代入文が中心になって，変数の新しい値の計算手順を明記しな
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くてはならない点においては変っていない。一方，エンドユーザ向けの非手続き的な簡易言語が各
種提案され，実用されているO ただし，それらの適用分野はかなり限定されているO 本論文では.
汎用の高水準言語に非手続き的な要素を加えるひとつのステップ左して，代入文の代りに一部条件
式を用いて表現することを提案し，その条件式の処理方法について述べている O
結果として，条件式の形態にかなり制限はあるが，現在のととろ，多項式で表現される条件式な
らば，プロセッサにあまり大きな負担をかけないで実現できる可能性がある左判断できたO
条件式を用いると，変数が満たすべき式がそのままプログラムの中に表現できるので，プログラ
ミング上の不注意な誤りが少なくなるO また，式の中の変数の意味が保存されているので，プログ
ラムが"直観的"にわかり易くドキュメント性に富むものとなるO
条件式のプロセッサは，与えられた条件式を，未知変数の項でまとめ，標準形のひとつに変換す
るものである O その処理手順は，いわゆる，コンパイルを行って機械語に変換するのでも，数式処
理を行うのでもなく，既知の値を計算して未知変数の多項式を作り出してゆくものである。その過
程は，既知変数の値に依存して，一般には，演算実行時に行われるもので，その処理速度は重要な
問題である O それは木構造に結合されたマルチプロセツサによって，データ駆動形式で処理をする
のに適しているが，本論文ではノイマン型の計算機でシミュレートした結果を述べているO
2 代入文と集件式
多くの高水準言語において，中心的な役割をなしているのは代入文である。代入文はひとつの変
数の新しい値を他の既知の値から定める演算手順を示したものであるO そのため，プログラムの中
では，値を求めるべき変数と，既知の値とを分離して表現しなければならない。
例 1 年利率と元利の関係
元利=元金( 1十年利率)年数
????
において，元利を求めるときには(1)式のままでよいが，ある条件を満たす年利率を計算するときに
は，つぎのように変形して表現しなければならないO
/示刺¥存哀
年利率: = (さで)，--1 . 
¥7じ笠ノ
例 2 つぎのような関係式
( 2 ) 
b c 
-一一一一一一 =d
X-a X十 a
を満たす Xを求めるには，あらかじめ，
d . X2-( b -c ) X一 (ab+ac斗 a2b)= 0 
と変形して. Xを求める代入文に書き換えないといけない。
* D = sqrt ( ( b← c )~~ 2斗 4a d ( ad斗 b+C ) ) 
(b-c):tD 
X 
2d 
例 lでは，関係式の中に値を求めたい変数が lケ所にしか現われていないので. (1)式をは)式
に変形するのは容易であるし，元の関係式の意味もあまり損われていないο しかし，例 2のように
変数が 2'T所以上に現われていると，変形の過程で誤る可能性も大きく，また，元の関係式の意味
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が把握しにくくなってしまう O 条件式はそれをそのままプログラムの一部 kして表現しようとする
もので，つぎのように，未知変数の指定と関係式とで与えられるO
式 2関係子式 l未知変数名:
プログラミング言語を少し拡張して，変数がもっ値の意味を少しでも保存することに条件式は，
不注意による誤りを減少させることをねらったプログラムのドキュメント性を向上させ，
ものである O
よって，
ガウス・ザイテザル法によって，与えられた 3元連立方程式を解くプログラムはつぎのよう例 3
に書かれる O
x o. 5 • 
y 1. 0 • 
z:=2/3 
repeat 
begin 
xl ""x.yl y.zl z， 
x 7*x+y+2*z 1. 
y x+S*y+3*z=24. 
z : 2 * x 十 3* y -9牢 z 23. 
( x -x 1 ) **2十 (y-yl)*て2+(z-z1)仲 2< euntil 
end. 
プログラミング言語の中に新しい記述手段があると，それを用いてそれに適した考え方をすると
とができるが，条件式の場合にも，条件式向きの解法やアルゴリズムが生み出される可能性があるO
常徴分方程式
yl = f (x. y) 
を解くホインの方法は
例 4
k 1 : = f (x， y) 
k2:=f(x+h， y+h*kll 
ynew = y 十(k 1 + k 2 ) * h/ 2 
により逐次 ynewの値を求めるものであるO これはオイラ一法を改良して得られたひとつの方法で
あるが，幾可学的な意味は直観的にはわかりにくい。条件式の考え方によると，厳密性に問題はあ
ik2 
• ynew 
a 
x+h 
a 
x+h/2 
? ?
..•.••• 
，?
••.•. 
??
るが，つぎのような直観的な方法が考えられる O
k 1 = y' (x) = f (x， y l 
k 2 = Ynew' = f ( x十h，y new ) 
'y+h/2*k 1 = ynew-h/2*k 2 
つまり，
y new : y + h / 2 * f ( x. y) = 
ynew-h/2*f (x十h，ynew) 
yn8Wの設定条件図1.
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3 案件の表現と処理手順
未知変数が満たすべき条件は様々な形態を取り得るO 高水準言語の中で許される条件式の形態に
応じて，それを処理するプロセツサに要求される知能の程度も変ってくるO そのプロセツサの現実
的な実現の可能性の限界を追求することは，今後のひとつの課題であるが，本論文ではまずつぎの
前提のもとに条件式の実現の方法を考える O
O未知数は一種類である O
O条件式は四則で表わされる代数式であり，せいぜい未知変数の 3次までとする O
o関係子は等号または不等号である O
例 5 条件式
b 
X:X干 X-a十 一一一一一>d
X-C 
( 3 ) 
において，
a = 1.5， b = 2.5， C = 1.0， d = 5.5 
なるとき，プロセツサはつぎのような処理結果を与える O ただしはベキ乗を表わすO
X:X*X-a+b/(X-c ))d 
( X ) * ( X )ー 1.5+2.5/((X) 1ー.0 ) ) 5. 5 
(X〆3+一1.0立，2十一1.5*X+ 4.0 )/(X 十一1.0 ) -5. 5 ) O.0 
( X' 3十一1.0*X'2十一 7.0*X十9.5 ) / ( X + -1. 0 ) ) O. 0 
1.0(X(1.54 2.22(X 
"X(-2.76 
与えられた条件式に対して，処理プロセッサはつぎの手順によって未知変数の値を決定する O
1 (翻訳条件式の構文解析を行って，その結果を木構造に表わす。
2 (値取り木の端末ノードに対して，既知変数は値を取り出し，未知変数は多項式形にする O
3 (刈り込み演算可能な部分木の演算を行って，後に述べる標準形のひとつにまとめる O
4 (標準形を解く未知変数の有理多項式を解いて，未知変数の値または区間を求めるO
翻訳の過程は，通常のコンパイラの構文解析手順と同じであるO その結果は木構造で表わされる O
たとえば， (3)式は図 2のような 2進木構造に変形されるが，これは 4項目から成る表の形式で実
現される(表 1)。表の中でpAは親ノードの番号を表わし， Lまたは R欄の数字は子の部分木の
番号を示している。翻訳の過程で未知変数が識別され，関係子をもっノードがマークされるO
表1. 木構造の表による表現
??
?
?
? ?
?〉?
?
??
?
、 、
?
，?? 、 、
?
? ? ? ?
PA L OP R 
2 [X] 合 [X] 
2 5 ー a 
3 4 [X] ー C 
4 5 b 3 
5 6 2 + 4 
@ 。5 )10 d 
図 2. 例 5の条件式の木構造
以上はコンパイラの結果である O 条件式が対話形式の言語の一部として用いられた場合には
"-"4の手順が続いて実行されて結果が応答として返されるが，汎用言語の中に組み込まれた場合に
は， 2"-" 4は既知変数の値に依存して，一般には，実行時に行われる O
まず値取りの段階では，既知変数にはその現在の値がスカラー値として付値され，未知変数には
その多項式を表わす係数のベクトル値が与えられる O ベクトル
(ao， a¥， a2，……， aR) 
は，未知変数の多項式
ao+a¥X十a2 X2十・・ ・+aRXR 
を意味するO 今のところ R = 3で考えているので，未知変数のノードには (X)を意味するベクト
/レ
(0. 1， 0，0) 
が与えられる O
スカラー値またはベクトル値を得たノードは，親のノードにその値の形状を示す信号"T ~また
は"X "を送る。 2つの子からの信号が揃ったノードは，演算の実行が可能になったので，子のノ
ードの形状に応じた刈り込み規則(表 2)に基づいて演算または操作を行う O 表 2でRは関係子
くまたは〉であるo exchangeは，たとえば， T 1 ) X 2をX2(Tlにすること，transposi tion 
(移項)は，たとえば， X 1 = N 2をXI-N2=OにすることであるO
表 2. 刈り込み規則
C1ass Left Operation Right Resu1t 
a T1 土肯/ T2 T2' ca1cu1ate 
b X1 ± T2 X1' incorporate 
T1 + X2 X2' into X-type 
X1 + * X2 X1 ' 
b1 X1 安/ T2 T i f T2=0 
X1' i f T2~0 
T1 合 X2 T if T1 =0 
X2' if ThO 
C T1 / X2 N compose 
X1 / X2 N N-type 
d N1 土*/ T2，X2 N1' 
T1，X1 土*/ N2 N2・
N1 土台/ N2 N1' 
e T1 又 X2，N2 exchange Left and Right 
f X1，N1 干し X2.N2 transposition 
f1 X1，N1 食. T2 stop if T2=0 
transpos;tion if T2有O
9 T1 民 T2 10gical express;on 
ことで，形状Nは未知変数の多項式の割り算を表わすもので，図 3に示すように 2つの場合があ
るO とれは，多項式の割り算を正確に行い得ないのでそのままにしておいて，その形状だけを親の
9 
100 
lN 
Tlヘx x《x
Xl X2 
図 3. 多項式の割り算ノード
NI、T
XI ，¥X 
-・. 
図 4. N形の演算例
Xlヘx
ノードに伝えるものである O 演算ノードでは，信号NもTやXと同じように入力信号のひとつとし
て扱い，表 2の規則に従って演算を行う O たとえば， Nl=Xl/X2としたとき. Xl/X2-
T 2は
( X 1 -T 2・X2 ) /X 2 
と計算されて，これがNl'となってN形の信号をその親に伝える(図 4) 0
刈り込み規則の適用が終了すると，条件式は，
XIRO， Tl/X2RO. Xl/X2RO 
のいずれかひとつの形に落ち着く，これらを標準形と呼ぶととにする。
標準形にまとめられた条件式は，すでに知られた数値計算法によって1)まず代数方程式X1 = 0 
およびX2 = 0の根が求められるO それらの根をもとに.Rが等号のときは未知変数の値が決定さ
れ，Rが不等号のときは未知変数が満たすべき区間が決定される。たとえば. Xl/X2)Oの場
合には，
X 2 ) 0 かつ X 1 ) 0 
または X 2 < 0 かつ X 1 < 0 
という区聞が決定される(例 5) 0 
なお，メIJり込み規則の適用にあたっては，木構造の中で演算可能になったノードの演算を並列に
行うことによって，その処理速度をあげることができる。それは複数個の演算ユニットを木構造に
結合して，その各々に刈り込み規則を教えておくことによって実現できる2Lこのような構造の構成
は現在の LSI技術によれば決して現実ばなれしたものではない九この点についての詳細な議論は
本論文では省略オる O
4 未知変数が2つの集件式
つぎに，これまでの考えを未知変数が 2つの場合に適用するo 条件式の前提はつぎの通りであるc
O未知変数は 2つである(それをXとYとする)。
o 2つの条件式は四則で表わされる代数多項式で XとYのせいぜい 2次までとするC
O関係子は等号とするO
例 6 条件式
X.Y (X-a)*(b-Y)=c 
a * ( X -b ) +c *y = d 
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において， a = 2. 0， b = 3.0， c = 1. 0， d = 4.0とすると，つぎのような過程で解が求められ
るO
i((X)-20)*(30一 (Y))=1.0
2.0キ( ( X ) -3.0 )十1.0 *yニ 4.0I :一1.0 *X*y + 3.0な+2. 0午-6. 0 ) + -1. 0 = 0 
2. 0 *X + 1.0 *y + -6. 0 ) + -4.0 = 0 
iJ ( -1. 0 ~X~y + 3.0 ~X + 2.0 ~y 十一 7.0 ) = 0 2. O~X 十1. O~y 十一 10.0 ) = 0 
. ( X. y) = ( 3.7 8 0， 2. 4 3 8 ) 
・(X， y) = ( 1.7 1 9， 6. 5 6 1 ) 
4・1 処理の流れ
処理手順は未知変数がひとつの場合と全く同様につぎのように進められ
それぞれの条件式を木構造に翻訳する O
既知変数の値を取り出し，未知変数には多項式を表むすべクトル値を与える O
3 刈り込みを行って，それぞれの条件式を標準形に変形するO
4 2つの標準形を連立(2次)方程式として解き，解 (X，Y )を決定するO
ここで，多項式を表わすベクトル値は 6項より成り，
Caa， aj， a2' a3' a4' as 
はX，Yの2次多項式
a 0 + a j X+ a 2 Y+ a 3 X2 + a 4 X Y + a 5 Y 2 ( 4 ) 
を表わすO 木構造の端末ノード玄には CO，1， O. O. O. 0)が与えられ，ノードYには C0， 0， 
1， O. 0， 0)が与えられるO
木のノードの形状は， 3節の場合と同様に，スカラー値をもっ T形，ベクトル値をもっx形，多
項式の割り算を表わす N形に分けられる O メIJり込み規則も全く同じであるが，ベグトル値に対する
演算はその意味が異なるため少し複雑になっている O とくに，多項式の割り算Xl/X2に対して
約分をほどとして次数を下げる手順は， 1変数の場合と比べて著しく複雑になっている O
刈り込みの最終結果としての標準形も，
Xl=O， Tl/X2=0. Xl/X2=0 
の3種となる O ただし， X形はXとYの 2次多項式である O
以上のことを一般的に考えると，条件式が有理多項
式であれば，未知変数の個数やその次数に依存せずに
刈り込み規則を適用して，同じ型の標準形に変形する
。 2 
。 a o a 2 「??? ことができる O ただし，ベクトル値の意味が違うので，
具体的なベクトル演算の手順は，未知変数の個数およ
び、次数に対応して変ってくるO これを一般的に拡張し
てゆくためには，たとえば， (4)式の係数を図 5のよ
うに 2次元の配列で表現した方がよい。
a 1 a 4 
2 「?? ?
図 5. 未知数が 2つの場合の係数行列
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表 3. 2つの条件式の標準形の組み合わせ
ι152t nd ExEpxp -
Gl( X， Y) Gl(X，Y) 
G2(X，Y) 
F1 (X， Y)
S山 elF1
G1=O 
ω吋作O
G1=O 
except the point 
G2=O 
F1 (X， Y) 川吋F1=O 501吋作O
F2( X， y) G1=O G1=O except the except the po;nt 
point F2=O F2=O or G2=O 
む場合は，得られた根の組から分母の零点を取り除く O
例 X. Y (X+a)*(X-b) 
c 
(Y+a)*(Y+b) 
(X+a)*(X-d) 
=f 
(Y+e )*( Y+d) 
次いで. 2つの条件式が標準形
に整形されると，それらが連立方
程式として解かれる O 関係子が等
号の場合Tl/X2形はあまり意
味を持たないので議論から除くと，
表 3のように 4通りの組み合わせ
が考えられる。分数式になってい
ない(例 6のような)場合は. 2 
元2次連立方程式Fl=O. Gl 
= 0の実根を求めるO 分数式を含
でa= 5.O. b = 2.O. c = o. O. d = 1.O. e = 3. O. f = o.0としたとき，標準形は
(X〆2+ 3.0 * X +-1 O. 0 ) 
= 0 
( Y I 2 + 7.0キY十 10.0 ) 
F 1 (X. Y) 
F 2 (X. Y ) 
G 1 (X. Y ) 
G 2 (X. y) 
( X*y十ー 1.0 * X + 5.0 * Y + -5.0 ) 
( y' 2 
となるoFl=O.Gl=Oを解いて，
( X. Y) = ( -5. 0 • 一一 ) 
(X，Y)=( 2.0. 1.0) 
十 4.0* Y + 3. 0 ) 
o 
が得られるが. F 2 = 0または G2 = 0の零点を取り除いて，つぎの解を得る。ここに. <)はそ
の値を除くことを表わすO
・(X， Y ) = ( -5. 0， < ) -5. 0 ). (-5. O. <) -2. 0 ) 
( -5. 0， < ) -3. 0 ). (-5. O. <) -1. 0 ) 
(X， Y)=(2.0， 1.0). 
4・ 2元 2次連立方程式の解法
標準形を解く手順は，数値解析の研究成果に期待するところが大きい。本節の問題の場合，高次
連立方程式を解くニュートン・ラフソン法4)を採用したO しかし，ニュートン法では，一組の初期
値を与えるとひとつの解を得ることができるが，すべての実数解( 2元 2次の場合は最大 4個)を
得るには適切な初期値を与える必要がある。この問題は条件式のプロセツサの主題ではないが，最
終解を求める段階の手順のひとつとして工夫した点を述べるO
まず， F (X， Y )ニ O，G(X.Y)=Oはせいぜい 2元 2次の連立方程式であるため，ニュ
ートン法を用いなくても解ける場合を選り分けるo FおよびGのX，Yの次数を調べ，表 4の手順
に従って解を求めるO ここで， GがFより高次のときは GとFを入れ替えて，手順を統ーしている。
表 4. 連立方程式の分類
下¥く const 9 G(X，X'2) G(Y，Y'2) G(X，XY，Y) G(X'2，Y'2) 
const f undeter、mined
exc harl gG e 
F and 
exc hangG e 
F and undeter‘mined undetermined 
+-ax . ay 
ax: bx: 
F(X，X'2) solve common va1ue exc harlgG e exc harl gG e exchar1gG e 
F=O F=O，G=O F and F and F and 
(x，ー) (x，ー) +c . dx . dx 
ay: c: combine by: 
F(Y，Y'2) s01ve the solution cOAJllon va1ue exchar1G 9e exchangG e 
F=O F=O and G=O F=O，G=O F and F and 
(ー，y) (x，y) (ー，y) . dy . dy 
dx: dy: e: 
F( X， XY ， y) undetermined solve x from 501 ve y from solveiF=0 exc han9G e 
G=O and G=O and G=O F and 
solve y from solve x from (x ，y) fーF=O F=O 
F(X'2，Y'2) 
and combine and combine f: 
undetermined x and y x and y 
/ 
G=O 
by Newton's method 
(x，y) (x，y) (x ，y) 
表中eについては， FとGが項XYを含むか否かで，さらに次のように細分される O
O共に含まない F=O，G=Oの連立一次方程式を解く O
OFのみ含む :G=Oから Y=g(X)を求め，これを F= 0に代入して Xを解く O
OGのみ含む :F=Oから Y=f(X)を求め，これを G=Oに代入して Xを解く O
O共に含む F一αYにより XYの項を消去した式を作り，これからY=g(X)を求めて，
これを F= 0に代入して Xを解く O
以上により，表中 f以外はすべて代数的に実数解が求められるo fについては，ニュートン法を
適用するが，その反復の初期推定値をつぎのようにして定める O
1. X座標を区間 (-a，a)にとり，その中にサンフ。/レ点をN個定めるO サンフ。ル点は必ずしも
等間隔でなくてもよい。一例として， a=10000，N=100 として，原点、の近くは間隔を密にし
たO
G 
X 
図 6. サンプル点の状況の例
2. サンプル点の値XiをF=Q，G=Oに代入して，それぞ
れのYの値 Yi，Fl， Yi，F2および Yi，Gl， Yi， G2を求める O
3. Yi， F とYi，Gがたまたま一致すればそれは解となるが，
一致しなければサンプル点 Xi-lでの値 Yiー I，F，Yi-l，G と
比較して， 2曲線の交差の状況を調べるO 交差していれば点
( Xi， Yi )または(Xi-l.Yi-l )を初期値左して採用するO
ニュートン法により収束した点 (X，Y)が解のひとつであ
るO
4. サンプル点 XiでFまたはGの実数値Yが存在しない場合
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(た kえば図 6)，サンプル点 Xiー 1での値 Yi-1，F， Yiー 1，G だけで交差の可能性を判定する O
5. XとYの役割りを入れ替えて，同様の交差条件の検出を行い，すべての実数解を得る確度を高
める O
このような方法によって，すべての実数解を見つけられると保証することはできないが 2つの
関数の係数があまり大きくない場合には約 8割程度の解が見つけられたO なお，条件式を与えてか
ら結果の解が得られるまでの時聞は，連立方程式を解くのにニュートン法を用いたもの(表中 fの
場合)は平均 0.8秒(O. 3... 2. 5秒).ニュートン法を用いずに解けるものは平均 0.05秒であっ
たO この違いは交差条件を判定するために要する時間であり，初期推定値の個数によるぱらつきで
ある O
5 案件式の特徴
未知変数が満たすべき条件をそのままプログラムの中に書くと左は，プログラミングを容易にし，
誤りを少なくするものである O また，変数がもっ値の意味が条件式の中に保存されて陽に表現され
ているので，プログラムがわかり易く，そのドキュメント性が向上する。条件式は，代入文に対立
するものではなく，代入文を包含した概念である。また，それは論理式の一部とも関連しているO
つまり，条件式に対して未知変数を指定しなければ，表 2に示すように， T 1 R T 2という関係式
となる O プロセツサが判定結果を Oまたは lで返すことができれば，同じ処理手順で評価できるこ
とになる O
条件式は変数聞の関係を示すものであって，未知変数の指定を変えれば，同じ条件式によって別
の変数の値を求めるように表現することも可能であるO
例 8 条件式を表わす文字列を Sとしたとき，未知変数Rまたは Tを指定することによって，そ
れぞれの値が他の値から定められる。
s ・N*R*Q/((N-A)本 (N*(R+Q)一寸 *(N-A)))=F"
R: S 
1. 32* ( R) * 7.84 / ( ( 1. 3 2 -1. 0 ) * ( 1.32 * ( (R) + 7.84 )ー O.3 7 * ( 1. 32 -1. 0 ) ) ) =12. 1 6 
( 1 O. 4 2 * R ) / ( O.4 3* R +3.3 7 )一 12. 16ニ 0.0
( 5.12 * R十一 41. 0 4 ) / ( O.43 * R十 3.37) = 0.0 
. R = 8. 0 
T : S 
1. 32* 8. 0 * 7. 84/ ( ( 1. 32 -L 0 ) * ( L 3 2 * ( 8. 0斗 7.84) -( T ) * ( L 3 2 -1. 0 )) ニ 12.16 
8 3.3 6 / ( -O. 1 0 * T +6.8 9 )一 12.16 = O. 0 
( 1.3 0 * T +-O. 4 9 ) / ( -O. 1 0 * T十 6.89)ニ 0.0
. T = 0.37 . 
とのような表現の仕方は， FORTRANの文関数の定義と似た色合いをもつが，引数の値によつ
って関数値を計算するのではなく，ひとつの関係の中でまわりの状況に応じて未知変数の値を定め
る(図 7)という点が違っている O
一方，条件式を解くこ kによって，複数個の解が求まるこ左があるが，このような場合既存のプ
ログラミング言語の概念とどのように結びつけてゆくかはひとつの問題点であるO また，関係子に
relation S 
図 7. 同じ条件の中での未知数の指定の変化
不等号を用いると，変数の値の区間を関連させて扱うことができるようになるが，それを一般的に
してプログラミング言語の中に組み入れるには，いろいろ検討すべき点がある O
6 プロセッサの大きさ
条件式を理解するプロセツサの実現は，ソフトウェアとハードウェアの機能分担という点から，
今後のアーキテクチャに関するひとつの問題として検討すべき点であるが;l本論文ではソフトウェ
アで模擬した結果に基づいて述べてきたO プロセツサはすべて:pascalで書かれたO その大きさの
目安として，コメント行を含めたソースプログラムの行数を表 5に示すO
表 5. プロセッサの大きさ
Reduce to Solve the Determi ne Transform 
standard equation the to Tree- Total 
form solution form etc. 
1・variab1e 430 1ine 133 1 ine 106 1 i ne 312 1ine 981 1 ine 
3rd order 43. 8 ~~ 13.6 % 10.8 % 31. 8 ~~ 100 % 
2-variab1e 662 line 695 line 280 1ine 563 1ine 2200 1ine 
2nd order 30. 1 ~~ 31.6 % 12.7 % 25.6 % 100 % 
1変数のものでは，刈り込み規則によって標準形に直す手JI恒の占める比率が大き(，その処理効
率の向上が全体に及ぼす効果も大きいものと期待される o 2変数のものでは，刈り込み手順自体は
それ程増大していないのだが，連立方程式を解く手順が複雑なため，全体の中での比率は小さくな
っている。これは数値解析法の問題になってしまうが，むしろ，連立高次方程式の並列計算法を開
発することが先決の問題である O
今後，条件式の概念を拡大して，様々な形態のものを導入してゆくとき，それをある標準形に変
換する手順と，その標準形を解く手順との相対的な複雑さの関係をよく見通す必要がある O 後者は，
言語処理の問題左いうよりも.数値解析の問題と考えられるO われわれの研究の目標のひとつは，
高水準言語により多くの非手続き的な要素を含めてゆくことと，その言語プロセッサを開発するこ
とであるが，条件式を導入する場合には数値解析的な問題を切り離すことはできないであろう O
7 むすび
非手続き的な表現のひとつとして，代入文の代りに条件式を用いることは，プログラムを書き易
くし， ドキュメント性を向上させると考えられる O そのため，計算機には条件式を解く'知能"が
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要求されるが，条件式を標準形に変換することは， コンパイラの構文解析手順左，木構造の枝を刈
り込む手順とで実現できると左が判明したO この結果をもとに，現在，条件式による表現手段を
pascaユに組み込む作業を進めている O
条件式として，本論文では. 1元 3次または 2元 2次の多項式で与えられるものに限定したが，
標準形に変換するプロセツサに関しては，一般の多元高次にそのまま容易に拡張できる O 今後，条
件式を段階的に拡張してゆくことも興味ある問題であるが，実際的には既存の数学サブルーチン・
パッケージと結びつけて，それを利用できる範囲内での条件式を導入することが考えられるO
本論文で述べた条件式の導入を契機として，高水準言語により多くの非手続き的な要素を含めて，
誰でもがプログラミング言語になじみ易くなるようにしてゆく動きが活発になることを望むととも
に，条件式による表現に適したアルゴリズムが開発されることを願っている。
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