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Department of Chemistry and Chemical Biology, Harvard University, Cambridge, MAABSTRACT Deterministic thermodynamic models of the complex systems, which control gene expression in metazoa, are
helping researchers identify fundamental themes in the regulation of transcription. However, quantitative single cell studies
are increasingly identifying regulatory mechanisms that control variability in expression. Such behaviors cannot be captured
by deterministic models and are poorly suited to contemporary stochastic approaches that rely on continuum approximations,
such as Langevin methods. Fortunately, theoretical advances in the modeling of transcription have assembled some general
results that can be readily applied to systems being explored only through a deterministic approach. Here, I review some of
the recent experimental evidence for the importance of genetically regulating stochastic effects during embryonic development
and discuss key results from Markov theory that can be used to model this regulation. I then discuss several pairs of regulatory
mechanisms recently investigated through a Markov approach. In each case, a deterministic treatment predicts no difference
between the mechanisms, but the statistical treatment reveals the potential for substantially different distributions of transcrip-
tional activity. In this light, features of gene regulation that seemed needlessly complex evolutionary baggage may be appreci-
ated for their key contributions to reliability and precision of gene expression.INTRODUCTIONThanks to the concerted efforts of many labs and large con-
sortia like the Encyclopedia of DNA Elements (ENCODE,
National Human Genome Research Institute, https://www.
genome.gov/10005107) and the Model Organism Encyclo-
pedia of DNA Elements (modENCODE, National Human
Genome Research Institute, https://www.genome.gov/
26524507), we are beginning to understand the noncoding
‘‘dark matter’’ of the genome, and we are discovering that
much of it plays a critical role in the regulation of gene
expression (1). Indeed many of the differences in
complexity among yeast, flies, and humans likely reflect
the dramatic increase in noncoding regulatory DNA be-
tween these organisms, rather than the slight difference in
the number of genes. Like Lego bricks (The Lego Group,
Billund, Denmark), a common set of components (genes)
can be combined and reused to create a complex variety
of structures (cell types). The list of components is insuffi-
cient to determine the structure; assembly directions for
how they go together are also critical. For many organisms,
we now have a good grasp on the list of components, the
coding genes. The next major challenge is to learn to read
the assembly directions, and understand how noncoding
DNAs control precise expression levels and combination
of these genes.
In simpler organisms with much smaller genomes, math-
ematical models have played an important role in devel-
oping a predictive and mechanistic understanding of how
regulatory sequences effect gene transcription. Models ofSubmitted October 12, 2013, and accepted for publication October 16,
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0006-3495/13/12/2629/12 $2.00classical systems such as the Lac operon from Escherichia
coli (2, 3) and cI/cro regulation from phage-l (4) facilitate
an intuitive understanding of how transcription depends
quantitatively on transcription factor (TF) concentration,
binding site organization, and binding site affinities. Sto-
chastic models of this regulation have provided further
insight into biological behaviors of these systems, such as
the spontaneous switching of individual cells between
Lac-expressing and Lac-silent states at intermediate inducer
concentrations (5).
However, in higher multicellular organisms, the transcrip-
tional state of a gene is controlled not by a few individual
proteins, but by large macromolecular assemblies of tran-
scription factors. The assembly of these factors is mediated
by numerous distinct binding sites in the regulatory DNA
sequence, as well as substantial protein-protein interactions
between the factors (6, 7). Chromatin and DNA packaging
play major roles in shaping expression (8–10). A standard
mathematical framework with which to handle this substan-
tial array of chemical states and the associated range of
kinetic transitions has yet to be established.
A good start has been made with the application of ther-
modynamic models (also called site-occupancy models) to
understand binding site interactions in developmental regu-
latory sequences (called enhancers) (11–20). Thanks to
careful work, numerous regulatory sequences have been
experimentally and computationally analyzed to identify
the number, type, and organization of the binding sites
they contain for a variety of transcription factors (for review,
see Spitz and Furlong (6) and Levine (7)). The thermody-
namic models of regulatory properties of these sequences
combine estimates of the binding site strengths and the TF
concentrations to predict the expected fractional occupancyhttp://dx.doi.org/10.1016/j.bpj.2013.10.033
2630 Boettigerof regulatory TFs at their target sites (11–20). In most cases,
a heuristic expression is then used to relate fractional occu-
pancy to an expected transcription rate (12–19). Predicted
differences in transcription rate under different concentra-
tions of TFs and different organizations of binding sites
can be compared to experimental data on relative expression
levels (14,17,19,20). While providing an excellent first step
into understanding how a noncoding sequence affects prop-
erties of gene expression, these models have a few important
limitations. The use of ad hoc, heuristic relations between
transcription factor site occupancy and transcription rates
may hide some important biophysical properties of regula-
tion that could be detected with more biophysically
grounded models. Most notably, though, the deterministic
treatment excludes any exploration of how the regulatory
organization (determined by noncoding sequence) effects
variability in gene expression.
Evidence is accumulating that the regulation of stochastic
effects may be just as important for understanding the qual-
itative behavior of transcription control in metazoa as in
prokaryotes and viruses. In the first part of this review, I
substantiate the need for stochastic models of gene regula-
tion in metazoa with a few recent examples from develop-
mental biology where regulation of expression noise has
been shown to be essential for proper development. In the
second part, We I will review an emerging mathematical
framework general enough to explore stochastic properties
of complex regulatory pathways and illustrate its utility
through three examples of mechanisms that could control
the degree of variability in gene expression.STOCHASTIC EXPRESSION IN METAZOA
Single cell imaging experiments have clearly demonstrated
that the response of multiple genetically identical cells to the
same stimulus may be highly variable. Pioneering work by
Ko et al. (21) showed in 1990 that the response of the gluco-
corticoid-inducible transgene in cell culture exhibited a
stochastic all-or-none response on the level of individual
cells, giving rise to the previously described smooth dose-
response phenomenon only in aggregate. Ferrell and
Machleder (22) similarly demonstrated that the endogenous
MAPK response in Xenopus oocytes is also heterogeneous
on the level of individual cells. Throughout the early 90s,
Jiang et al. (23,24), Ip et al. (25), and Jiang and Levine
(26) reported increased cell variability in transcription of
reporter genes driven by partially disrupted enhancers for
snail, twist, or rho. These experiments, among others,
demonstrated that metazoan gene expression occurs in a
regime where stochastic effects cannot be readily ignored.
However, it was not until more-recent technological im-
provements developed such as fluorescence-activated cell
sorting (27), counting of nascent transcription foci (28–
34), and counting of individual mRNA molecules, (35–43)
that stochastic cellular variation could be readily studiedBiophysical Journal 105(12) 2629–2640quantitatively and the effects linked to particular sequences
of regulatory DNA. Using these approaches, recent studies
have identified endogenous regulatory sequences that
appear to improve survival fitness because of how they
interact with the intrinsically stochastic nature of gene
expression. Before such measurements, it was largely
believed that genetic differences between individuals’
DNA and stochastic differences in their environment ac-
counted for all phenotypic variation during embryonic
development. These quantitative experiments raise the
possibility that plain luck can also strongly shape develop-
mental outcomes. Moreover, they suggest that a substantial
part of the genome may be dedicated to altering probabili-
ties of rare events (weighting the dice) to reduce the chance
that rare molecular events during development lead to a
permanent decrease in fitness. If this is true, then a deter-
ministic view of gene regulation will never explain the func-
tion provided by much of the genome sequence information.
Here I briefly review some recent experiments linking
endogenous noncoding sequences to a role in controlling
the reliability of embryonic development.
In 2009, it was reported that developmentally important
genes, which were regulated during the early stages of tran-
scriptional elongation, were expressed in a more synchro-
nous fashion than those using a more familiar mechanism
of regulating polymerase binding (29). (See Fig. 1, A–D,
for an explanation of how cell-cell variability in the onset
of transcription can be measured.) This synchronous versus
stochastic response is largely determined by sequences near
the transcription start site, which determine whether poly-
merase binding or polymerase elongation is regulated by
nearby enhancers. Subsequent work by Lagha et al. (44)
in 2013 showed that interchanging these sequences could
change just how synchronous the activation of the gene is
without changing the expression pattern. They also showed
that promoter exchanges which increase variation in expres-
sion timing for the gene snail lead to defects in downstream
cellular movements essential for development—illustrating
the importance of controlling expression variability for
normal growth.
Similar evidence for the importance of controlling expres-
sion variability came from experiments by Raj et al. (38) in
gut patterning of the developing Caenorhabditis elegans
embryo (Fig. 1 E). In wild-type embryos, the gene end-1 is
an important activator of let-2, a gene critical for intestinal
precursor cell development (Fig. 1 F). Embryos that are
mutant for one of several genes activating end-1 can still
transcribe it, but with much more variation in expression
levels between embryos (Fig. 1 G). Those lucky enough to
be in the upper quintile of expression will activate let-2,
but the rest fail to do so and cannot pattern the gut properly.
By contrast, wild-type embryos, with their redundant mech-
anisms of activating end-1, maintain a more narrow distribu-
tion of end-1 expression that is essentially always sufficient
to properly specify gut tissues (Fig. 1 G) (38).
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FIGURE 1 Regulation of transcriptional noise in
multicellular animals. (A) Fly embryo. Transcrip-
tionally active cells expressing tup (green) and
pnr (red) in the dorsal ectoderm of the embryo.
(B) Pol II ChIP from dorsal ectoderm and meso-
derm tissue showing that the gene tup (top trace)
regulates Pol II elongation whereas the gene pnr
regulates Pol II binding or initiation. Note only
elongation regulated genes show initiated Pol II
at the promoter in tissues where the gene is not ex-
pressed. (C) Fraction of transcriptionally active
nuclei present over time for tup, exhibiting more
synchronous induction and pnr, exhibiting more
variable induction (data adapted from Boettiger
and Levine (29)). (D) Images of nuclei at meta-
phase when transcription of all genes is aborted.
All cell cycles are synchronized. As cells progress
into interphase, sites of nascent transcription
(green dots) for some genes appear in a synchro-
nous fashion and for others in a more stochastic
one. (E) Worm embryo, labeled for let-2 (red) (im-
age reprinted by permission from Macmillan Pub-
lishers Ltd: Nature, Raj et al. (38), copyright
(2010)). (F) Schematic of partially redundant acti-
vation of end-1 in wild-type and skn-1mutant cells.
(G) Schematic of frequency for different total
levels of end-1 mRNA per embryo for wild-type
and skn-1 mutants. Embryos with high levels of
end-1 (from either genotype) successfully activate
let-2. Data adapted from Raj et al. (38). (H) Fly
larvae indicating trichrome bristles (image reprin-
ted by permission from Macmillan Publishers
Ltd: Nature, Frankel et al. (46), copyright
(2010)). (I) Schematic of the svb regulatory region.
Three proximal enhancers together ensure svb
expression throughout the trichrome zone. A
largely redundant pattern is also produced by the
combined action of two further upstream shadow
enhancers. (J) Bristle number from embryos with
and without the shadow enhancers at different tem-
peratures (data adapted from Frankel et al. (46)).
To see this figure in color, go online.
Analytic Approaches to Stochastic Gene Expression 2631Regulatory sequences in fact routinely exploit redun-
dancy to reduce expression variability. The rapid pace
for discovering new cis-regulatory sequences (enhancers)
has identified many such sequences with apparently
redundant activities (6,7,45). For instance, the early meso-
dermal expression pattern of the gene snail in Drosophila
can be independently produced with a reporter gene
driven by either of two upstream noncoding sequences.
Recent experiments by Perry et al. (30) have shown that
either sequence is sufficient to activate endogenous snailexpression, but variability in the number of actively tran-
scribing cells increases under heat stress or genetic stress
if either enhancer is removed. In these conditions, the
fraction of embryos with abnormal mesodermal cell invag-
ination (normal mesodermal cell invagination being
required for proper muscle development) also increases.
In examining the control of bristle patterning in the early
fly larvae (Fig. 1 H) Frankel et al. (46) demonstrated a
similar increased variability of developmental phenotypes
under thermal or genetic stress upon removing theBiophysical Journal 105(12) 2629–2640
2632 Boettigerapparently redundant enhancers of the shavenbaby (Fig. 1,
I and J).
These results collectively suggest that there are genomic
features which may have evolved and been conserved spe-
cifically to mitigate variability (noise) in gene expression.
It is conceivable that such features even dominate the total
amount of sequence dedicated to gene regulation. While
each individual mechanism only buffers against the rare
chance of a particular defect, a genome lacking in all such
variability-controlling mechanisms may have unacceptably
low odds of producing a fully fit organism.
While to a large degree stochastic effects in gene regula-
tion may consequently have lead to the evolution of
mechanisms that minimize variation (allowing for the coor-
dinated and cooperative cell behavior characteristic of
multicellularity), some metazoan gene networks exploit
and amplify variability to simplify the regulatory problem
of patterning different cell types. For example, in the
Drosophila compound eye, 30% of ommatidia express
short-wave-length responsive (blue) Rh3 and Rh5 photore-
ceptors whereas the remaining 70% express receptors
responsive to longer wavelengths (yellow). This ratio, and
the spatial distribution of different color-sensitive cells, is
determined not by differential control of a complex gene
network measuring spatial position to determine the correct
fate, but rather by an essentially uniform population of cells
with a 30% stochastic probability of expressing stable levels
of the gene spineless (47). Similar mechanisms are believed
to determine the ratio of different color-responsive cell pop-
ulations in the mammalian eye (48) and the fate specifica-
tion required in patterning some 1000 different types of
olfactory cells in the mouse (49,50).MATHEMATICAL APPROACHES TO STOCHASTIC
GENE EXPRESSION
Given the important role stochastic effects of gene expres-
sion have in development, it is essential to have a framework
in which to understand their origin and how they change in
the context of different mechanisms of regulation.
As of this writing, detailed models exploring how cis-reg-
ulatory mechanisms particular to higher metazoa affect
stochasticity in gene expression, are largely lacking in the
literature. However, recent theoretical work on gene expres-
sion exploiting mathematical results from the theory of
finite Markov processes has started to construct a suffi-
ciently general framework with which the stochastic proper-
ties of these regulatory architectures can be explored.Mathematical approaches to biochemical
reactions
The fundamental chemistry (or statistical physics) of gene
regulation consists of molecular interactions that occur
because of random thermal collisions, mediated by the bind-Biophysical Journal 105(12) 2629–2640ing energies of the associated molecules. Mathematically,
the system is discrete (it has integer components that vary
in their number and chemical composition) and stochastic
(components combine, are born, and die as random pro-
cesses). The behavior of such a system is described by its
chemical master equation (CME), which simply enumerates
all the different molecular states that might exist (e.g., the
number and type of all chemical species), and the probabil-
ities that one state will convert to any another (e.g., two mol-
ecules bind to each other, or one of the molecules degrades).
The transition probabilities depend only on the identity of
the prevailing state and not the history of the process
(e.g., a dimer has a fixed probability of disassociating into
monomers, which is independent of how many times it
may have disassociated and rebound in the past). In mathe-
matics, such a system is called a Markov process. I
recommend Durrett (51) for a more thorough introduction
to Markov processes and the mathematical tools for
analyzing them.
For arbitrary chemical reactions, the CME has an infinite
number of complex states, and so additional assumptions are
introduced to make it more analytically tractable. If the
number of molecules of each chemical species is large,
each may be approximated by a continuous variable, and
the system approximated by a set of differential equations.
As the number of molecules of each chemical species de-
creases, the stochastic nature of the system can no longer
be ignored. In this case, alternative approximations to the
CME which still exploit the continuum limit but do allow
treatment of stochastic variation have been used, such as
Langevin methods (52–55), and/or linear noise approxima-
tions (van Kampen expansion) (56,57). Although such ap-
proaches have been fruitfully applied to the study of gene
regulation, they must be used with care. As the number of
molecules gets especially small, some continuum approxi-
mations start to exhibit qualitatively different behavior
than the corresponding CMEs (58,59). For further details
of these and other analytical master-equation approaches
to stochastic regulatory networks, I recommend Walczak
et al. (60).An emerging framework for gene-regulatory
models
Here, I focus on an alternative approach to the challenges
of working with an infinite state CME that does not require
molecules to be approximated with continuous variables (as
is done in Langevin methods or the van Kampen expansion).
This is particularly important for accurate models of gene
regulation, because most of the key chemical species
involved occur in very small copy numbers (often 1–4 in
metazoa), and thus are poor candidates for continuum ap-
proximations. For example, a diploid cell in G1 phase
may have at most two copies of the chemical species gene
A with a polymerase bound at the promoter.
Analytic Approaches to Stochastic Gene Expression 2633The insight of this alternative approach is to exploit the fact
that copy numbers are so small to apply some powerful tools
for handling finite Markov processes. For transcription regu-
latory reactions, the infinite part of the chemical master equa-
tion has a simple structure, based on the birth and death of
mRNA molecules (and proteins). The complex protein-pro-
tein and protein-DNA interactions in the system aremediated
on the DNA template. Because there are only a few templates
per cell, the number of unique chemical states for this com-
plex part of the system is manageably finite. With clever
tricks to separate the simple infinite aspects from the complex
finite aspects of the problem, analytic Markov methods for
finite systems can be directly applied to study the probability
distributions of the stochastic properties of interest.
In the next section, I present key results from recent
work that have generalized the finite Markov approach to
describe as wide a range of regulatory structures as are
currently studied with deterministic, site-occupancy
models. For proof and derivation of the results, I direct
the reader to the original works. The elegance of this formu-
lation is that it provides a prescription to go from a cartoon
description of the biochemical states to analytic expressions
that describe a rich set of stochastic properties of transcrip-
tion—all by evaluating a few finite matrix expressions
(easily done on a computer algebra system). To practice
applying this prescription, we will walk through three exam-
ples about how the appropriate choice of regulatory mecha-
nism can substantially alter variability in gene regulation
without changing average properties.MODEL FORMALISM
We begin with a biochemical cartoon detailing the molecular
events that lead to a transcriptionally competent promoter
and assign rates to each of these events (see Fig. 2 A,
Fig. 3, A and D–F). Transcription factor (i) binds at a rate
determined by the product of its site-specific binding affinity
ðkaiÞ and its concentration, and leaves at a rate ðkdiÞ deter-
mined by its stability in the complex. The resulting cartoon
can be summarized as a Markov chain. For example, theB
A
D
Cshaded box in Fig. 2 A indicates two chemical states in the
promoter, which are represented as separate states in theMar-
kov chain (Fig. 2B, shaded box). All state changes in the pro-
moter composition are described by the associated transition
matrixM. The (i, j) elements ofM specify the probability of
the system to hop from state i to j for is j. The elements (i, i)
are chosen so that all of the rows sum to zero. We write the
probability that the system is in state j at time t, given that
it started in state i at time 0, as the elementPi, j(t) of thematrix
P. From the theory ofMarkov processes, the evolution of P is
given by the forward Kolmogorov equation,
d
dt
PðtÞ ¼ PðtÞM: (1)
So far, all the information about the chemical state of the
promoter, all the complex protein-DNA, and protein-protein
binding events that may precede transcription, are now
described by the finite transition matrixM. The other dimen-
sion we will be interested in is the number of mRNA mole-
cules for this gene in the cell, N (Fig. 2 B, x axis). This
mRNA counting dimension is the feature that makes the
chemical master equation infinite and intractable. The clever
insight of Peccoud and Ycart (61) in treating two-state pro-
moters (generalized by Sa´nchez and Kondev (62) to arbi-
trary promoter matrices) is that for many descriptions of
regulatory systems, the promoter state and the counting state
never change at the same time. This is the case for all sys-
tems that can be approximated as having some transcription-
ally active state or states, in which repeated initiation events
occur at some characteristic firing rate (e.g., Fig. 2 A and
Fig. 3, A and D). In this case, the state of the promoter
does not change when an mRNA is produced, or when it de-
cays, and elegant solutions can be derived for the distribu-
tion of N (which I present next).Steady-state behavior
The distribution of mRNA levels N may reach steady state
rapidly when the timescale of macromolecular assemblyFIGURE 2 From cartoons to Markov models.
(A) A simple promoter that is transcriptionally
active when the activator A is bound. When active,
mRNA is produced at rate kf and degraded at rate d.
(B) Complete Markov model corresponding to the
cartoon in panel A, arranged to show the orthog-
onal nature of promoter states and mRNA counts.
(Shaded box) Core promoter state Markov chain.
(C) A simple promoter in which polymerase binds
and then initiates transcription. (D) The corre-
sponding Markov model. Each transition from state
2 to 3 produces a new mRNA molecule.
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FIGURE 3 Example of regulatory mechanisms
explored through Markov models. (A) Cartoon
model of the two-state promoter. (B) Correspond-
ing Markov chain. State 2 is the transcriptionally
active state. (C) Simulation results illustrating dif-
ferences in expression variability over time for
strong and weak binding cases (reproduced from
Sanchez et al. (63), Copyright 2011 CC-BY). (D)
A linear transcription cycle with a single active
transcription state, of the sort considered in
Pedraza and Paulsson (66). (E) Modified transcrip-
tion cycle where mRNA is produced during one of
the transitions in the firing cycle, rather than as an
exponential process while the chain is in an active
state. (F) Minimal models of separate enhancer and
promoter binding events. Two potential regulated
transitions are indicated by the gate symbols over
the transition arrows. (G) Markov chains for the
combined promoter-enhancer states shown in panel
F for the case where k12 is regulated (initiation-
regulation gated, left diagram) or where k34 is regu-
lated (elongation-regulation gated, right diagram).
(H) (Top panel) Histogram of the ratio of the
average response time between the initiation- and
elongation-regulation schemes for a uniform sam-
pling through all parameter space. (Lower panels)
As in top panel, for the variance in response
time, and COV in mRNA produced (reproduced
from Boettiger et al. (64), Copyright 2011
CC-BY).
2634 Boettigerrequired to activate transcription is fast relative to the dura-
tion of expression. In this case, the average rate of mRNA
production is determined by the fraction of the time the sys-
tem spends in the active state (pi), times the rate of mRNA
synthesis in that state. The average number of mRNA in the
cell, mN, is this production rate over the degradation rate. If
multiple states i can transcribe mRNA at different rates ri,
the synthesis rate can be written as a dot product (63):
mN ¼
1
d
~r$~p: (2)
Now we need only find the vector~p, which gives proba-
bility the system is in state i. This probability is given by
the normalized nullspace of the transpose of the transition
rate matrix,
0 ¼ MT~p: (3)
The variance for the number of mRNA molecules at
steady state for this class of models, which assume mRNA
is produced as an exponential process while the system is
in some active state, can also be computed from the state
transition matrix M. This isBiophysical Journal 105(12) 2629–2640s2N ¼
1
d
~r$~mþ mN  m2N; (4)
where ~m is the steady-state mean number of mRNA mole-
cules produced by each promoter state, which can be ob-
tained from the solution to the matrix expression
0 ¼ MT  dI~mþ R~p; (5)
and where R is a diagonal matrix with Rii ¼~ri. For details of
this derivation, see Sa´nchez et al. (63).Kinetic properties of transcription
In addition to computing the probability that the system is in
a given macromolecular state and the moments of the
steady-state distribution of mRNA in the population, we
may also be interested in the kinetics of the process. For
example, how long does it take to reach the assembled state
from the completely unassembled state on average? How
much variation is there in the time of complex assembly?
And how do these properties depend on the fundamental
architecture of the underlying macromolecular machinery?
Analytic Approaches to Stochastic Gene Expression 2635These questions can be answered with an alternative
formulation of the system that does not require the assump-
tion that the promoter state not change when a newmRNA is
initiated. This alternative formulation will prove useful to
study how the details of polymerase firing and reloading
affect stochastic properties of transcription output. Rather
than assume exponential synthesis rates while an active state
is occupied, we can specify explicitly which chemical tran-
sitions lead to mRNA production (compare the cartoon
description in Fig. 2, A and B). In its contemporary form
in the literature, this extra detail comes with a tradeoff,
which is to ignore degradation and model only total
mRNA produced by time t (Np(t)), not steady-state distribu-
tions of total mRNA, N. The distinction is shown in the com-
parison of Fig. 2, B and D. In some experiments Np(t) rather
than N(t) is the only measurable variable because only birth
events are detected or because mRNA decay has been sub-
stantially hindered by the detection approach.
The first step is to compute the time it takes a system that
starts in an initial state i to assemble into some final state f
(called the first-passage time from i to f). Because the inter-
mediate jumps are all stochastic events, this time is also a
random variable, t, and has a probability distribution p(t).
It can be shown that the Laplace transform of the probability
density function for t is given by (64)
fðlÞ ¼
ZN
0
pðtÞeltdt ¼ llI ~M1sf : (6)
Here I is the identity matrix, l is the Laplace variable, and ~M
is a modified form of the transition matrix M, with the row
corresponding to the final state set to zero. A useful property
of the Laplace transforms of probability distributions is that
they may be differentiated to find all the moments,ZN
0
tnpðtÞdt ¼ ð1Þn d
n
dln
fðlÞ
l¼ 0: (7)
The average transcription rate can be computed as the in-
verse of the first passage time from the state which is entered
after the polymerase has fired (s), to the state which is
entered during polymerase firing (f) (64). Therefore the
average number of mRNA molecules produced by time t ismNpðtÞ ¼
t
mt
¼ t

 d
dl
l


lI ~M1sf l¼ 0
	1
: (8)The variance in the number of visits through the mRNA-
producing transition per unit time gives the variance the to-
tal mRNA produced, s2NpðtÞ. This can be approximated from
renewal theory (64) from the moments for the first passage
time, computed with Eqs. 6 and 7, as
s2NpðtÞz
ts2t
m3t
; (9)from which it can be seen the coefficient of variation (COV)
for the number of transcripts produced by time t is
hNpðtÞ ¼
sN
mN
z
stﬃﬃﬃﬃﬃﬃ
mtt
p : (10)
We next explore the utility of these two similar frame-
works by applying their results to develop an intuitive un-
derstanding of stochastic behaviors of a few regulatory
mechanisms recently examined in the literature.EXAMPLES
Example 1: when weak is better than strong
Our first example comes from work by Sa´nchez et al. (63),
which asks how does the strength of transcription factor-
DNA interactions affect expression variability? Much intui-
tion for this question can be derived from a simple toy
model of a single transcriptional activator (see Fig. 3 A).
When activator A is bound (occurring at rate ka[A]), the pro-
moter is in the active state and polymerase molecules may
bind and start transcribing RNA (at rate kf). When the acti-
vator dissociates (occurring at rate kd), the promoter is
silent. We would like to understand quantitatively how the
noise differs as a function of binding site strength. For a
fair comparison between weak and strong sites, Sa´nchez
and colleagues required that the average expression level
achieved by each promoter is the same, and assume that
the cell regulates this expression level by tuning the concen-
tration of the transcriptional activator.
We begin by writing down the corresponding transition
rate matrix M for the schematic version of this system
shown in Fig. 3 B. This requires one new matrix row for
each state i in the model. Recall the element (i, j) records
the rate at which state i transitions to j, so in this case
element (1, 2) is ka[A] and (2, 1) is kd. The elements (i, i),
are chosen so the rows sum to zero, thus the matrix we
will need to work with is
M ¼
ka½A ka½A
kd kd

: (11)
If we assume reinitiation events are dominated by a single
rate-limiting step, then we can use Eqs. 2–5 to compute how
the COV depends on the binding strength.
The average amount of RNA at steady state is given by
solving Eq. 2:
mN ¼
kf
d

ka
kd
½A þ 1
	: (12)
Observe now that the average expression depends only on
the ratio of binding strength to activator concentration (kd/
[A]), not on their individual values. So we introduce the
following change of variables which allow us to keep theBiophysical Journal 105(12) 2629–2640
2636 Boettigermean expression level constant and still explore effects of
binding site strength: We let k2c ¼ kd/[A] and k2b ¼ kd/[A],
substitute these variables into the transition matrix, and
use Eqs. 4 and 5 to compute the COV, h,
h ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
dkakf

kc

dkak2c þ dþ kf
þ kbkak2c þ 12
q
kakckf
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
dkc þ kakbk2c þ kb
p : (13)
This may look a little messy given the simplicity of the
model, which may be why Sa´nchez and colleagues do not
present the results in variable form. However, with a little
more thought we can derive some very useful intuition
from this expression.
Our fair comparison requires that kc is fixed, so that mean
expression remains the same. The relative binding strength
in this case is then captured by kb ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
kd½A
p
. This quantity
is large when binding is weak (concentration is high but
dissociation is fast), and small when binding is strong. As
kb gets big (weak binding regime), h approaches
lim
kb/N
h ¼ 1
kc
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
dkak2c þ d
kakf
s
; (14)
and as kb gets small, binding strength is high, and h
approacheslim
kb/0
h ¼ 1
kc
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
dkak2c þ dþ kf
kakf
s
; (15)
from which it is apparent that the COV is largest when bind-
ing strength is strong, regardless of the other parameters
chosen. Moreover, we can see from the difference of Eqs.
14 and 15 that the effect of strong binding on enhancing
variability is greatest when the firing rate kf is much greater
than the degradation rate d. An analogous treatment of the
case of a repressor-controlled, two-state promoter shows
that system is also more variable (noisy) the stronger the
binding of the repressor (the solution I leave as an exercise
to the reader).
At first pass, one may have expected the promoters with
strong, stable binding of regulatory factors to be more pre-
cise, more controllable, and less noisy. Reality turns out to
be the opposite, for reasons that become intuitive upon
closer examination. Strong binding means the number of
on-off binding cycles in a given window is less than for
weaker binding, and, as such, strong sites have less opportu-
nity to properly sample the concentration of protein factor
around them. Rare events, such as the binding of an individ-
ual activator when the overall activator concentration is low
and in the average cell the site is unbound, have large ef-
fects, because the activator will remain there for substantial
time. This effect is clearly seen in the simulations of Sa´n-
chez et al. (63) for the single repressor case, reproduced inBiophysical Journal 105(12) 2629–2640Fig. 3 C, using rate constants estimated from measurements
of different operators from the Lac repressor.
Several additional principles can be derived from these
analytic results, such as the typical noise differences for
activator versus repressor-based regulation (63). But the
true strength of the framework we have just practiced is in
dealing with multistate systems, as we will begin to see
with the next examples.Example 2: effects of multistep reactions
Transcriptional initiation in eukaryotic cells requires the as-
sembly of a substantial macromolecular preinitiation com-
plex at the core promoter (65). In higher multicellular
organisms, many genes also require a substantial array of
transcription factors to be bound to associated regulatory
elements (also known as enhancers) before the onset of pro-
ductive transcription (see Spitz and Furlong (6) and Levine
(7) for recent reviews). The two-state promoter model just
considered provides a reasonable approximation for such
systems only when one of these many binding events is
much slower than all the others.
The alternative extreme, when there are many events all
with near equal-transitions rates, has also been recently
examined in the literature through a Markov approach. In
2008, Pedraza and Paulsson (66) argued that the stepwise
progression through a series of inactive promoter states
before reaching the final transcriptionally competent state
could be a mechanism employed by metazoa to reduce tran-
scription noise (see Fig. 3 D). Using a Markovian descrip-
tion of promoter assembly (and a different approach to
solving this system than discussed above), they first demon-
strate that the COV in mRNA copy number approximately
scales with the sum of the variation in transcription cycle
completion time and the variation in the number of
mRNA produced per cycle:
h2mRNAz
b
2m

h2t
þ b
2m

bh2b þ 1

: (16)
Here b is the average and h2b the squared COV for the num-
ber of mRNA molecules produced per cycle. The value m is
the mean number of mRNA molecules present in the cell at
steady state. The derivation of this relation assumes that the
bursts are essentially instantaneous and the size distribution
of bursts is independent of the waiting time between bursts.
They then explore how the COV for mRNA scales with the
number of transitions N, in a linear cascade of binding
events with identical forward rates (k) and zero backward
rates (also known as an Erlang process). The cycle comple-
tion time (t) for such a system follows the well-known g-
distribution (66–68)
f ðt;N; kÞ ¼ k
NtN1ekt
GðNÞ ; (17)
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integer N, becomes simply (N1)!. This system has a
mean waiting time N/k and variance N/k2. The contribution
of ht to the COV therefore decreases like 1=
ﬃﬃﬃﬃ
N
p
as the num-
ber of states is increased. Pedraza and Paulsson (66) termed
this the ‘‘gestation approach’’ for reducing variability in
gene expression, and postulated that the multistep assembly
might be one mechanism evolved by eukaryotic cells for
minimizing transcription noise.
However, most of the binding events that lead to the
assembly of the eukaryotic preinitiation complex are revers-
ible. Indeed, live imaging measurements with fluorescently
tagged polymerase by Darzacq et al. (69) suggested that the
backward reactions are faster than the forward assembly at
several steps. Bel et al. (67) in 2010 used some basic tools
from Markov theory to show in the case of reversible bind-
ing (and equivalent states), that the COV for the waiting
time between transcription events (h2t) depends on the ratio
of the forward and backward rates, K ¼ kb/kf, as
h2t ¼
N  4K ðN þ 1ÞK2þ 4ðN  NKþ 1ÞKNþ1þ K2Nþ2
ðN  NK þ KðKN  1ÞÞ2 ;
(18)
which goes like 1/N for kfR kb, and if kb[ kf approaches
1. In the intermediate regime where the rates are balanced,
kb ¼ kf,
h2t ¼
2ð1þ N þ N2Þ
3NðN þ 1Þ ; (19)
which is 1 for N ¼ 1 and approaches 2/3 as N/N.
The corresponding mean transition time-scales as N,
mt ¼
1
kf
N  ðN þ 1ÞK þ KNþ1
ð1 KÞ2 : (20)
Pedraza and Paulsson (66) and Bel et al. (67) arrive at these
results through a long de novo treatment of the case of linear
assembly (with added assumptions such as instantaneous
bursting in the former case). A direct application of the
equation for completion time for arbitrary assembly path-
ways from Eqs. 6 and 7 allows these results to be recovered
in only a few lines of algebra (and without the need for addi-
tional approximation).
The observed reduction in cycle-completion time varia-
tion can be understood intuitively as the effect of averaging
out the variation in the individual dwell times. The total pas-
sage time is the sum of all the independent (random) pas-
sage times, T ¼ t1 þ t2 þ . þ tn, which by the law
of large numbers converges to the nonrandom time T ¼
nE[t] as n gets large. Adding backward reactions intuitively
increases variation, by allowing some assembly paths to
make repeated loops through the same step before reaching
the final state. Similarly, having unequal forward transition
rates will result in the slower rates dominating, damping thereduction in COV. Indeed, Aldous and Shepp (70) presented
a proof in 1987 that any modification (adding loops, back-
reactions, etc.) of the basic Erlang process can only increase
the COV in first passage times. A corollary to this proof is
the observation that the squared COV for first passage
time from state A to state B through any Markov chain
must have at least N ¼ 1/h2t states between A and B (70).
Moffitt et al. (71–73) termed this quantity nmin ¼ 1/h2t in
the interpretation of waiting time distributions for enzy-
matic processes, to highlight its intuitive association with
this aspect of the underlying chemical state-space.
Although increasing the number of transitions decreases cy-
cle completion time variation, it does not (yet) decrease the
COV for mRNA counts. We can see this from Eq. 16, where
the second term scales like 1/mmRNA, which from Bel et al.
(67)weknowdecreases as 1/N even for theminimally variable
Erlang architecture. Consequently, the COV in mRNA grows
with N, even though the return time variation vanishes.
This result may seem to contradict the initial findings of
Pedraza and Paulsson (66). We can invoke that a fair com-
parison requires the total average expression levels (mmRNA)
to be equal and assume that this is achieved by accelerating
the transition rates for the multistep reaction so the mean re-
turn times are equal (the approach taken by Pedraza and
Paulsson in their simulations). The resulting gains in terms
of mRNA variation are actually quite modest, which can be
shown by evaluating Eq. 4 for the system shown in Fig. 3 D.
That fact should also be intuitive, because at the minimal
N ¼ 1, the return time from the off-state has h2t ¼ 1 and,
if mRNA is produced as an exponential process in the active
state, as works for simulations (or as required by the
approach of Sa´nchez et al. (63)), h2b ¼ 1. So the term that
can be reduced to zero was never a dominate source of noise
to start with. In a regime where mean mRNA levels are low
and the number of proteins made per mRNA is very high,
even these modest differences will be amplified to some-
thing appreciable in terms of the COV for protein levels
(as shown by the simulation in Pedraza and Paulsson (66)).
A much larger noise reduction is observed if one examines
promoter architectures that do not assume an active state
where mRNA is produced as a random process as proposed
in previous work (62,63,66). If the initiation complex disas-
sembles when the polymerase escapes the promoter to start
transcription, there will be exactly one mRNA produced per
cycle. Variability in firing cycle timewill follow Eq. 18. Vari-
ation in the number of mRNA produced while the system re-
mains in the firing cycle can be computed with Eqs. 9 and 10,
h2NðtÞz
s2t
mtt
¼ h2tmt: (21)
From the above we know that h2t goes to zero as N goes to
infinity as long as kf> kr, which means the transcription rate
variability will also go to zero as the chain gets longer, pro-
vided the transition rates are just a little faster so that mt re-
mains finite.Biophysical Journal 105(12) 2629–2640
2638 BoettigerA more realistic model of metazoan promoters contains
two transcription loops, one in which the core elements of
the preinitiation complex are assembled, and a second in
which new polymerases bind, interact with the polymerase
initiation complex, and are launched on their round of tran-
scription (65) (see Fig. 3 E). This second loop describes the
molecular details of bursting and it is one of the transitions
in this loop that produces mRNA. This architecture can
strongly benefit from gestation effects reducing expression
noise if forward rates dominate. Provocatively, it has been
shown experimentally that polymerase reinitiation involves
multiple sequential, near-irreversible phosphorylation
events of the polymerase-II (Pol II) C-terminal domain tail
before productive elongation (65). Consequently this aspect
of metazoan transcription may come close to realizing the
g-distributed noise, with a COV that scales as the inverse
of number of phosphorylation events.Example 3: when postponed choices are more
reliable
Our final example of the utility of the finite Markov frame-
works for modeling stochastic effects in gene expression
comes from recent research aimed at understanding kinetic
variability in transcription response times to new cell signals
(64). In particular, we are interested in seeing if there is any
fundamental difference between twodistinct schemes of tran-
scription regulation common in embryonic development
(29,74). In the first scheme, tissue-specific factors bind distal
regulatory DNAs (called enhancers) to allow subsequent
binding of polymerase to the promoter and thence transcrip-
tion initiation. Let us call this method ‘‘initiation regulation’’.
In the second scheme, all promoters may bind polymerase
and initiate short transcripts, but productive elongation (lead-
ing tomaturemRNAproduction) occurs only in cells that also
have bound tissue-specific factors at the enhancer. Let us call
this ‘‘elongation regulation’’. These two models are shown
schematically in Fig. 3 F, where the two gated-transition ar-
rows indicate the transitions regulated in the two respective
cases; these transitions occur at nonzero rate only when the
enhancer is in its active state (state B). The corresponding
Markov chains that track the binding occupancy at both the
enhancer and promoter are shown in Fig. 3 G. To focus on
the different promoter architectures, we follow Boettiger
et al. (64) and considered only simple two-state enhancers.
Solving Eq. 9 for the variance in time to go from an un-
bound state to a productively transcribing one for both the
initiation-regulated and elongation-regulated scheme results
in two cumbersome expressions (both ratios of polynomials).
However, both expressions are fully determined by the same
set of parameters (see Fig. 3G). Consequently we can rapidly
compute the difference between themoments for eachmodel
(analytically) for a uniform sampling through all parameter
space (normalized by the slowest reaction in the system).
Surprisingly, the difference is not strictly positive or strictlyBiophysical Journal 105(12) 2629–2640negative. It is, however, highly skewed such that almost
any parameter choicewill result inmore-synchronous activa-
tion by using the elongation-regulation scheme (see Fig. 3H),
consistent with experimental measurements from many
genes of each type (29). Only within a highly constrictive
range of parameters, when all the back reaction rates are
especially small and enhancer activation particularly
frequent, will initiation regulation be more synchronous.
Equation 10 further shows that synchronous induction will
result in less cell-cell variation in mRNA produced.
These results illustrate a few additional advantages in the
ability to compute analytic solutions for noise properties.
Even when the solutions and their limits do not come out
to something easily interpretable, the ability to deeply
explore parameter regimes and detect rare cases and quali-
tative shifts is not easily achieved with much slower stochas-
tic simulations. One can also rapidly test the consequences
of altering the reaction structure to identify which critical
features contribute to the observed differences. It turns out
the essential feature for the bias between these schemes is
the irreversibility of promoter escape (k32 ¼ 0). When
enhancer-promoter interactions are rare, elongation-regu-
lated promoters accumulate in the initiated state, ready to
launch at the first enhancer stimulation. In contrast, the initi-
ation-regulated promoters require the enhancer activation
before even beginning the preinitiation complex assembly.
Some of these promoters will successfully proceed to the
elongating state, but some will fall back into the inactive
state and have to wait for a second enhancer interaction
before restarting, increasing the spread of transition times
(64). Consequently, regulating downstream of an irrevers-
ible transition can substantially reduce variability in reac-
tion chains that are not highly processive.DISCUSSION
It is becoming apparent that for many multicellular animals,
a greater portion of the genome is dedicated to controlling
gene expression than to encoding genes themselves. A few
studies now suggest that control of the probability distribu-
tion of expression states—and not just the average expres-
sion state—may be a central logical theme driving the
organization and evolution of these numerous gene regula-
tory elements. Here we have reviewed a few experimental
examples where differences in regulatory sequence have
been linked to distribution properties of expression. We
have also seen through theoretical analysis how mechanisms
from a deterministic treatment appearing to be identical
(e.g., weak binding sites for an abundant TF versus strong
binding sites for a rare TF, or rapid multistep assembly
versus one-step assembly) may differ substantially in terms
of the distribution of expression among many cells, or regu-
lating up or downstream of irreversible transitions.
To date, there have been very few studies that tackle the
question of how the highly varied and complex regulatory
Analytic Approaches to Stochastic Gene Expression 2639mechanisms that have been found so far in multicellular sys-
tems effect the expected distribution of gene expression.
Increasingly sophisticated approaches using both thermody-
namic and heuristic models have identified important con-
cepts of how regulatory architecture affects average
expression properties (11–20), such as how cooperative
binding interactions affect the sensitivity of the average
transcription level to the concentration of an activating or re-
pressing factor (14,15,17,19,20), or how different mecha-
nisms of repression affect the integration of signals from
multiple enhancers (20). How these architectures compare
in terms of their ability to produce or minimize cell variation
is, however, largely unexplored.
Yet the progress we have seen in stochastic modeling of
transcription now presents a basic toolset with which these
regulatory mechanisms, studied in a deterministic way,
can be easily explored to determine their anticipated impact
on transcription variability as well. Such effort may lead to
new insights on why certain types of genes have evolved
particular, common regulatory structures. It may also iden-
tify key limitations in our existing descriptions of regulation
by finding where contemporary models, which successfully
match expression averages from experiment, fail to capture
experimentally observed properties of the higher moments.
Such observations can help guide and refine further experi-
mentation to lead to a more complete and predictive under-
standing of the mechanisms of gene regulation.
Although early applications of Markov modeling ap-
proaches have been restricted to specialists, thegeneral results
reviewed here make it straightforward to go from a complex
biochemical cartoon of states, and transitions to analytic ex-
pressions for the moments of some key properties of the pro-
cess, without an extended background in probability (just a
little help from a computer algebra system). Further theoret-
ical work may soon improve the reach of these methods. In
particular, describing the steady-state distribution of mRNA
without the need to make assumptions about reinitiation is
likely a tractable though currently unsolved challenge.
Improving analytic toolswill help develop newhypotheses
and insights from the wealth of rapidly growing and
improving experimental tools that measure variation in sin-
gle cells. Together, these improvements may help us develop
a deeper understanding of the regulatory roles played by non-
coding sequences and the mechanisms by which precision
and coherence are maintained in multicellular organisms.
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