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Abstract
We investigate the issue of existence of the self-similar solutions of the generalized Tricomi equation
in the half-space where the equation is hyperbolic. We look for the self-similar solutions via the Cauchy
problem. An integral transformation suggested in [K. Yagdjian, A note on the fundamental solution for the
Tricomi-type equation in the hyperbolic domain, J. Differential Equations 206 (2004) 227–252] is used to
represent solutions of the Cauchy problem for the linear Tricomi-type equation in terms of fundamental
solutions of the classical wave equation. This representation allows us to prove decay estimates for the
linear Tricomi-type equation with a source term. Obtained in [K. Yagdjian, The self-similar solutions of
the Tricomi-type equations, Z. Angew. Math. Phys., in press, doi:10.1007/s00033-006-5099-2] estimates
for the self-similar solutions of the linear Tricomi-type equation are the key tools to prove existence of the
self-similar solutions.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In the present paper we establish existence of the self-similar solutions of the semilinear hy-
perbolic equation with time dependent coefficient. More precisely, we consider the equation
utt − t lu = Γ (t)F (u), (1.1)
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function, while F(u) is
F(u) = κ|u|αu or F(u) = κ|u|α+1, α > 0, κ ∈ R, (1.2)
and u = u(x, t) is real-valued. Here  is the Laplace operator in Rn. We assume that the real-
valued function Γ admits the estimate∣∣Γ (t)∣∣ Ctm for all t ∈ (0,∞),
with some constants C and m, m > −1. Our goal is to determine those values of l, α, and m
for which Eq. (1.1) has a self-similar solution. The self-similar solutions are defined as those
invariant under the dilation scaling, u(x, t) → λα˜u(λβ˜x, λt), so that
u(x, t) = λα˜u(λβ˜x,λt) for all x ∈ Rn, t  0, λ > 0. (1.3)
In particular, we see that the initial data ϕ0(x) := u(x,0) and ϕ1(x) := ut (x,0) for self-similar
solutions are homogeneous
ϕ0
(
λβ˜x
)= λ−α˜ϕ0(x), ϕ1(λβ˜x)= λ−α˜−1ϕ1(x) for all x ∈ Rn, λ > 0. (1.4)
In that case we set Γ (t) = tm, where m> −1.
If l = 0, Γ (t) ≡ const, Eq. (1.1) is a semilinear wave equation and the existence of self-
similar solutions for the wave equation is established by Pecher [13,14], Ribaud and Youssfi [18],
Planchon [16,17], and Kato and Ozawa [6–9], Hidano [5].
The homogeneous Sobolev space H˙ sp (Rn) is expected to be the “critical” space for well-
posedness as its norm is invariant by scaling (1.3), (1.4). Lindblad and Sogge [10] proved that if
α + 1 = p  p∗ = n+3
n−1 , then for initial data (ψ0,ψ1) ∈ H˙ sp (Rn)× H˙ sp−1(Rn) with
sp = n2 −
2
p − 1
the problem is well-posed.
Pecher [14] established the existence of self-similar solutions of the nonlinear wave equation
in R3,
utt −u = F(u) (1.5)
with the nonlinearity F(u) of (1.2) for √2 < α < 2. The self-similar solutions have the form
u(x, t) = t−2/αw(x/t) and belong to the homogeneous Besov spaces. The case of α  2 was con-
sidered in [13]. Existence of global solutions with initial data (not necessarily radially symmetric)
decaying fast enough at infinity, including homogeneous data of degree −2/α and −2/α − 1,
respectively, is proved in [14]. It is also shown in [14] that the lower bound
√
2 is sharp in
the sense that even for small data, no self-similar solutions in general exist if α 
√
2 and
F(u) = |u|α+1, not even locally in t . In fact, local existence of self-similar solutions is equivalent
to global existence. The lower bound
√
2 is a particular value of p0(3)− 1, where p0(n) for the
general dimensions n is the positive root of the following equation: (n−1)p2 − (n+1)p−2 = 0.
Strauss [23] made the conjecture that p0(n) is the critical exponent concerning the existence
of global solutions for compactly supported, smooth, small data. For the success in verifying
Strauss’ conjecture one can consult Georgiev, Lindblad and Sogge [4]. Hidano [5] showed the
existence of self-similar solutions for p0(n) < α + 1 < (n+ 3)/(n− 1) when n = 2,3. Kato and
Ozawa [6] constructed radially symmetric global solutions (in the weak Lebesgue spaces) of the
Cauchy problem for p0(n) < α + 1 < (n + 3)/(n − 1) in odd space dimensions, where F(u) is
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solutions is proved in [6]. Their approach is based on the weighted Stricharz estimates for the
wave equation and depends heavily on the Huygens principle. In that connection we emphasize
that Tricomi-type equations do not obey the Huygens principle if l > 0 [26].
For the semilinear wave equation
utt −u = ±up (1.6)
with n  2, Planchon [16] studied the class of self-similar solutions that are invariant under
rescaling of the type (1.3), (1.4) with β˜ = 1, α˜ = 2
p−1 . He remarked that the existence of self-
similar solutions is relevant to the well-posedness of the corresponding problem for Eq. (1.6) in
the homogeneous Besov space B˙sp,∞2 . Further he proved the existence of the solution
u(x, t) ∈ L∞t
(
B˙
sp,∞
2
)
, ut (x, t) ∈ L∞t
(
B˙
sp−1,∞
2
)
provided that initial data (ψ0,ψ1) ∈ (B˙sp,∞2 , B˙
sp−1,∞
2 ) and corresponding Besov norms are suffi-
ciently small. If the initial data (ψ0,ψ1) belong to (Hsp ,Hsp−1), then the smallness assumption
on the Besov norm implies the existence and uniqueness of global solutions
u(x, t) ∈ Ct
(
Hsp
)
, ut (x, t) ∈ Ct
(
Hsp−1
)
.
Existence of self-similar solutions and the corresponding wave operators is established too.
Planchon [17] also proved an existence result for the initial value problem for Eq. (1.5) with
F(u) = ±|u|(n+3)/(n−1) (conformal wave equation), if the initial data are in a certain fractional-
order Besov space.
Ribaud and Youssfi [18] studied the global existence in the Cauchy problem for the semilinear
wave equation (1.5), where α > 0. Let p1(n) be the positive root of the following quadratic
equation in p = α + 1:
n(n− 1)p2 − (n2 + 3n− 2)p + 2 = 0.
They extended Pecher’s [13] result for general dimensions n with α  p1(n) − 1, and proved
existence, uniqueness and regularity results for the global solutions. In particular, they obtained
the existence of regular self-similar solutions.
Rusak and Wang [24] analyzed the self-similar solutions of the nonlinear small-disturbance
equation φ3xφxx = φy˜y˜ which describes a two-dimensional near-sonic potential flow of dense
gases. By using a transformation to the hodograph plane, they reduced the problem to the find-
ing of the self-similar solutions of the Tricomi-type equation with l = 3. The analysis in [24]
indicates that the slender blunt body y = ±x2/7 may be the optimal shape to use in a near-sonic
stream of dense gases, since it may have a minimal pressure drag. Later Rusak and Wang proved
that claim in [20]. Using solutions of the Tricomi system with l = 1 and n = 1, Rusak [19]
presented self-similar solutions of the transonic Karman–Guderley nonlinear system for perfect
gases flow. Thus, for specific values of the power l (= 1 or = 3) and n = 1 the self-similar solu-
tions have applications in the aerodynamics of airfoils operating in transonic flows of perfect or
dense gases, respectively. (For more problems for the Tricomi equation see [11].)
In order to extract the sources of difficulties created by variable coefficient in the Tricomi-
type equation (1.1), let us recall that some key tools have been used for the semilinear wave
equation (1.5) with the wave operator in linear part, which is strictly hyperbolic and has a speed
of propagation equals to one. Among other tools there are the explicit formulas for the resolving
operators (fundamental solutions), Huyghens’ principle, Lorentz invariance, and Duhamel’s prin-
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fundamental solution for the Cauchy problem. Then, two fundamental solutions of the Cauchy
problem are the Fourier integral operators of orders negative one and zero. These two operators
are amenable to microlocal analysis and satisfy the so-called Lp −Lq estimates (see, e.g., [12]).
One fundamental solution being the Fourier integral operator of order −1 is bounded in Lp(Rn)
spaces (with corresponding p) while the other one, of order zero, is unbounded in Lp(Rn), in
the Sobolev spaces Wl,p(Rn), and in the Besov spaces Bl,p(Rn) unless p = 2. Both opera-
tors are bounded in L2(Rn) and any order energy of the solution of the initial value problem is
conserved in time. Moreover, the Cauchy problem obeys the finite speed of propagation prop-
erty.
The exponent l of the coefficient t l appears in the rest of the present paper as l/2 therefore
we will replace it everywhere with 2k bearing in mind that 2k is nonnegative integer. Thus, for
k > 0 the variable coefficient of the linear Tricomi-type equation
utt − t2ku = 0, (1.7)
vanishes at t = 0 and produces a multiplicity of characteristics, and, at the same time, it is un-
bounded on R+. It ruins utterly almost all above listed tools. The survivors are transferred into
rather sophisticated ones and require more delicate and advanced formulas and analysis.
We look for the self-similar solutions by solving the Cauchy problem with the data prescribed
at t = 0,
u(x,0) = ψ0(x), ut (x,0) = ψ1(x). (1.8)
We start our analysis with considering the fundamental solution for the linear Tricomi-type op-
erator and two resolving operators for the Cauchy problem for the Tricomi-type equation given
in [26,27]. We study the problem (1.1), (1.8) through an integral equation. Taking aim at that
integral equation, we appeal to the operator G introduced in [26, (3.6), (3.7)]. For the smooth
function f if n is odd, n = 2m+ 1, m ∈ N, x ∈ Rn, then G[f ] is given as follows
G[f ](x, t)
:= 2ck
t∫
0
db
φ(t)−φ(b)∫
0
dr1
(
∂
∂r
(
1
r
∂
∂r
) n−3
2 rn−2
ωn−1c(n)0
∫
Sn−1
f (x + ry, b) dSy
)
r=r1
× (r1 + φ(t)+ φ(b))−γ (φ(b)− r1 + φ(t))−γ
× F
(
γ, γ ;1; (−r1 + φ(t)− φ(b))(−r1 − φ(t)+ φ(b))
(−r1 + φ(t)+ φ(b))(−r1 − φ(t)− φ(b))
)
,
where c(n)0 = 1 · 3 · · · · · (n − 2), ck = (k + 1)−
k
k+1 2−
1
k+1
. Constant ωn−1 is the area of the unit
sphere Sn−1 ⊂ Rn.
If n is even, n = 2m, m ∈ N, then the operator G is given by the next expression
G[f ](x, t)
:= 2ck
t∫
0
db
φ(t)−φ(b)∫
0
dr1
(
∂
∂r
(
1
r
∂
∂r
) n−2
2 2rn−1
ωn−1c(n)0
∫
Bn1 (0)
f (x + ry, b)√
1 − |y|2 dVy
)
r=r1
× (r1 + φ(t)+ φ(b))−γ (φ(b)− r1 + φ(t))−γ
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(
γ, γ ;1; (−r1 + φ(t)− φ(b))(−r1 − φ(t)+ φ(b))
(−r1 + φ(t)+ φ(b))(−r1 − φ(t)− φ(b))
)
.
Here Bn1 (0) := {|y| 1} is the unit ball in Rn, while c(n)0 = 1 · 3 · · · · · (n− 1).
The function F(a, b; c; ζ ) is the Gauss’ hypergeometric function (see, e.g., [1]), while
φ(t) := 2t
l/2+1
l + 2 =
tk+1
k + 1 , γ :=
l
2l + 4 =
k
2
φ(1) = k
2k + 2 .
In fact, the operator G is a resolving operator for the Cauchy problem with the vanishing initial
data for the linear Tricomi-type equation
utt − t2ku = f (x, t), t > 0,
associated with (1.1). Thus, in both cases, of even and odd n, one can write
G[f ](x, t) = 2ck
t∫
0
db
φ(t)−φ(b)∫
0
dr v(x, r;b)(r + φ(t)+ φ(b))−γ (φ(b)− r + φ(t))−γ
× F
(
γ, γ ;1; (−r + φ(t)− φ(b))(−r − φ(t)+ φ(b))
(−r + φ(t)+ φ(b))(−r − φ(t)− φ(b))
)
,
where the function v(x, t;b) is a solution to the Cauchy problem for the wave equation
vtt −v = 0, v(x,0;b)= f (x, b), vt (x,0;b)= 0.
Now consider the integral equation
u(x, t) = u0(x, t)+G
[
Γ F(u)
]
(x, t), x ∈ Rn, t  0, (1.9)
where the function u0 ∈ C([0,∞);M) is given. The space M will be specified later. In par-
ticular, u0 can be a solution of the linear Tricomi-type equation (1.7) satisfying initial condi-
tions (1.8).
Any solution of Eq. (1.1) solves also the integral equation (1.9) with some function u0, which
is a solution of the Cauchy problem (1.8) for the linear equation (1.7). Suppose now that u =
u(x, t) is a self-similar solution of Eq. (1.1) with Γ (t) = tm, that is,
u(x, t) = λ 2+mα u(λk+1x,λt),
then the Cauchy data u(x,0) = ψ0(x) and ut (x,0) = ψ1(x) are homogeneous functions of order
−a = − 2+m
α(k+1) and −b = − 2+mα(k+1) − 1(k+1) , respectively, and we have
ψ0(λx) = λ−
2+m
α(k+1) ψ0(x) and ψ1(λx) = λ−
2+m
α(k+1)− 1(k+1) ψ1(x) for all λ > 0.
On the other hand, if at every t > 0 the self-similar solution takes values in Lq(Rnx), then∥∥u(t)∥∥q
Lq(Rnx)
= λ 2+mα q−(k+1)n∥∥u(λt)∥∥q
Lq(Rnx)
for all λ > 0.
We set λ = t−1 and obtain the conservation law
t
2+m
α
− (k+1)n
q
∥∥u(t)∥∥
Lq(Rnx)
= ∥∥u(1)∥∥
Lq(Rnx)
= const for all t > 0.
In general, at t = 0 that quantity is undefined. Thus, if we look for a small amplitude self-similar
solution taking values in Lq(Rnx), then we have to suppose that ‖u(1)‖Lq(Rnx) is small enough.
That hints at the norm used for the solutions spaces.
The following theorem gives the typical result of the present paper on the existence of self-
similar solutions in Lq(Rn) spaces.
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ψ0(x) = ε0|x|−a, ψ1(x) = ε1|x|−b, x ∈ Rn \ {0},
where a = 2+m
α(k+1) , b = 2+mα(k+1) + 1k+1 , while ε0, ε1 ∈ R. Assume that q = α + 2, m > −2, and
also that
2 +m
α(k + 1) <
n+ 1
2
if ε1 = 0 otherwise 2 +m+ α
α(k + 1) <
n+ 1
2
, (1.10)
k >
(α + 2)(α + 4 + 2m)
α(2 + αn+ 2n) − 1, (1.11)
k(αn− 2) 4 + α − αn, k  α + 2 − αn
αn
, k
(2α + 2 − nα)
α(n− 1)  1, (1.12)
(α + 2)(2 +m)− αn
αn
> k >
(α + 2)(α + 2 +m)
αn(α + 1) − 1. (1.13)
Then Eq. (1.1) possesses a self-similar solution u = u(x, t), that is, generated by the solution of
the Cauchy problem (1.7), (1.8) for sufficiently small |ε0| and |ε1|. The solution satisfies
sup
t>0
tθ
∥∥u(·, t)∥∥
Lq(Rn)
< 2
(|ε0| + |ε1|), where θ = 2 +m
α
− (k + 1)n
α + 2 .
The paper is organized as follows. In Section 2 we quote from [29] results on the linear
Tricomi-type equation, which describe the order of singularity on the light cone and the decay
at infinity, |x| → ∞, of the self-similar solutions of the Cauchy problem with homogeneous
initial functions. In Section 3 we prove the decay (in t → ∞) estimates in the Sobolev and Besov
spaces for the solutions of linear Tricomi-type equation without source. In Section 4 we study the
mapping properties of the fundamental solution G of the Tricomi-type operator with the support
in forward cone in the domain t  0. In Section 5 we prove existence of the solution of the
associate integral equation, which guarantees global solvability in the Cauchy problem for the
Tricomi-type equation. In Section 6 we combine the results of the previous sections to establish
existence of the self-similar solutions for the semilinear Tricomi-type equations.
2. Self-similar solutions of the linear Tricomi-type equation in Rn+1+
Consider the linear equation (1.7) with k  0. The well-posedness of the Cauchy problem
for (1.7) in the domain t > 0 with the data prescribed at t = 0,
u(x,0) = ϕ0(x), ut (x,0) = ϕ1(x), x ∈ Rn, (2.1)
in various functional spaces is known. (See, e.g., [28].) Now we consider the Cauchy prob-
lem with data given by homogeneous functions ϕ0 ∈ C∞(Rn∗) and ϕ1 ∈ C∞(Rn∗). Here Rn∗ :=
R
n \ {0}. In particular, they can be radial functions such as ϕ0(x) = c0|x|−a , ϕ1(x) = c1|x|−b ,
c0, c1 ∈ C. The microlocal analysis (see, e.g., [28]) for this problem implies sing suppu =
{(x, t): |x| = φ(t), x ∈ Rn, t  0}, where φ(t) = tk+1/(k + 1). The order of singularity on
the light cone depends on a and b, and is given by the next theorem.
Theorem 2.1. (See [29].) Consider the Cauchy problem for the Tricomi-type equation (1.7), (2.1)
with the homogeneous data ϕ0 ∈ C∞(Rn∗) and ϕ1 ∈ C∞(Rn∗) of order −a and −b, respectively.
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b = n+12 − k2k+2 , then for all points (x, t), x ∈ Rn, t > 0, |x| = φ(t), for the solution one has
∣∣u(x, t)∣∣ Ck,a,n(ϕ0)(|x| + φ(t))−a
[
1 +
(
1 − min{|x|, φ(t)}
max{|x|, φ(t)}
) k
2k+2 + n−12 −a]
+Ck,b,n(ϕ1)t
(|x| + φ(t))−b[1 +(1 − min{|x|, φ(t)}
max{|x|, φ(t)}
) k+2
2k+2 + n−12 −b]
.
(ii) If a = n−12 + k2k+2 and b = n+12 − k2k+2 , then for all points (x, t), x ∈ Rn, t > 0, for the
solution one has
∣∣u(x, t)∣∣ Ck,n(ϕ0)(φ(t)+ |x|)−a
(
1 + log+ φ(t)||x| − φ(t)|
)
+Ck,n(ϕ1)t
(
φ(t)+ |x|)−b(1 + log+ φ(t)||x| − φ(t)|
)
, |x| = φ(t).
Here n 2, log+ s := max(log s,0), and Ck,a,n(0) = Ck,b,n(0) = Ck,n(0) = 0.
It can be easily checked that for k = 0 and φ(t) = t , that is, for the classical free wave equa-
tion, the estimate of (i) under assumption (n− 1)/2 < a < min{(n+ 1)/2, n− 1}, implies
∣∣u(x, t)∣∣ Ck,a,n(ϕ0)(|x| + t)− n−12 ∣∣|x| − t∣∣−a+ n−12
+Ck,b,n(ϕ1)t
(|x| + t)− n+12 ∣∣|x| − t∣∣−b+ n+12 , x ∈ Rn, t > 0, |x| = t.
If ϕ1 = 0 this is the first estimate of the statement (1) in [7, Theorem 2.2] obtained under as-
sumption (n − 1)/2 < a < (n + 1)/2. On the other hand, if 0 < a < (n − 1)/2 and ϕ1 = 0, for
the classical free wave equation the estimate of (i) implies
∣∣u(x, t)∣∣ Ck,a,n(ϕ0)(|x| + t)−a,
which is the first estimate of the statement (3) in [7, Theorem 2.2].
In particular, if k2k+2 + n−12 − a > 0 and b = a+ 1k+1 , then k+22k+2 + n−12 − b > 0, and for every
given t = ε, ε > 0, solution u(x, ε) is bounded uniformly for all x ∈ Rn. The estimate of (i) does
not mean that there is no propagation of singularities. In fact, the microlocal consideration (see,
e.g., [28]) shows that the singular support of the solution propagates along the light cone.
According to the next theorem for the radial data results of Theorem 2.1 can be slightly im-
proved.
Theorem 2.2. (See [29].) Consider the Cauchy problem for the Tricomi-type equation (1.7), (2.1)
with the homogeneous data
ϕ0(x) = c0|x|−a, ϕ1(x) = c1|x|−b, c0, c1 ∈ C, x ∈ Rn∗, n 1.
(i) If (n− 1)/2 < a < (n+ 1)/2, a = n−12 + k2k+2 , and (n− 1)/2 < b < (n+ 1)/2, b = n+12 −
k
, then for all points (x, t), x ∈ Rn, t > 0, |x| = φ(t), for the solution one has2k+2
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[
1 +
(
1 − min{|x|, φ(t)}
max{|x|, φ(t)}
) k
2k+2 + n−12 −a]
+Ck,b,n|c1|t
(|x| + φ(t))−b[1 +(1 − min{|x|, φ(t)}
max{|x|, φ(t)}
) k+2
2k+2 + n−12 −b]
.
(ii) If a = (n − 1)/2 + k/(2k + 2) and b = (n + 1)/2 − k/(2k + 2), then for all points (x, t),
x ∈ Rn, t > 0, for the solution one has
∣∣u(x, t)∣∣ Ck,n|c0|(|x| + φ(t))−a
(
1 + log+ φ(t)||x| − φ(t)|
)
+Ck,n|c1|t
(|x| + φ(t))−b(1 + log+ φ(t)||x| − φ(t)|
)
, |x| = φ(t).
To produce a self-similar solution of the problem (1.1), (1.8), the Cauchy data ψ0 and ψ1 must
be chosen homogeneous of orders a = − 2+m
α(k+1) and b = − 2+mα(k+1) − 1k+1 , respectively.
Whereas the initial data of the self-similar solution are not in Lp(Rn) space, u(x,0) =
ϕ0 /∈ Lp(Rn), ut (x,0) = ϕ1 /∈ Lp(Rn) for any p, if we want this solution to be in Lq(Rn) for
given positive t , we have to take into account the order of singularity at the light cone as well as
a decay at infinity. The first one leads to the condition
−
(
k
2k + 2 +
n− 1
2
− a
)
q < 1
that for a = 2+m
α(k+1) , reads
−
(
k
2k + 2 +
n− 1
2
− 2 +m
α(k + 1)
)
q < 1,
and is consistent with (1.10). On the other side, decay at infinity, |x| → ∞, implies aq > n. The
last inequality coincides with the left-hand side of (1.13) if a = 2+m
α(k+1) .
3. The decay estimates for the linear Tricomi-type equations without a source term
In this section we give the decay estimates in the Sobolev and Besov spaces for the solutions
of the linear Tricomi-type equation (1.7).
The Cauchy problem with the data ψ0,ψ1 ∈ C∞0 (Rn) for the linear Tricomi-type equation has
a unique solution (see, e.g., [28]) that can be written as follows:
u0(x, t) = V1(t,Dx)ψ0(x)+ V2(t,Dx)ψ1(x).
The resolving operators V1(t,Dx) and V2(t,Dx) will be completely described below in this
section. They are chosen in accordance with
V1(0,Dx)= I (identity operator), ∂tV1(0,Dx) = 0,
V2(0,Dx)= 0, ∂tV2(0,Dx)= I (identity operator).
The microlocal structure of operators V1(t,Dx) and V2(t,Dx) by means of the Fourier integral
operators is known (see, e.g., [28]) but we will briefly describe them here in order to make self-
contained a proof of the mapping properties of operator G given in Section 4. The next theorem
gives decay estimates for the solutions of the linear Tricomi-type equation (1.7). For definition of
K. Yagdjian / J. Math. Anal. Appl. 336 (2007) 1259–1286 1267the spaces Wl,q(Rn), Bl,q(Rn), and B˙l,q(Rn) see Section 4. The fractional power of Laplacian
(−)s/2 is defined by (−)s/2ϕ =F−1(|ξ |sFϕ).
Theorem 3.1. (See [27].) For all ψ ∈ C∞0 (Rn), n > 1, l ∈ R, we have the estimates∥∥(−)−sV1(t,Dx)ψ(x)∥∥Wl,q (Rn)  Ct(k+1)(2s−n( 1p− 1q ))‖ψ‖Wl,p(Rn), t > 0,∥∥(−)−sV1(t,Dx)ψ(x)∥∥Bl,q (Rn)  Ct(k+1)(2s−n( 1p− 1q ))‖ψ‖Bl,p(Rn), t > 0,∥∥(−)−sV1(t,Dx)ψ(x)∥∥B˙l,q (Rn)  Ct(k+1)(2s−n( 1p− 1q ))‖ψ‖B˙l,p(Rn), t > 0,
under the conditions s  0, 1 <p  2, 1
p
+ 1
q
= 1, k  0, and 12 (n+ 1)( 1p − 1q )− k2(k+1)  2s 
n( 1
p
− 1
q
). Then, for all g ∈ C∞0 (Rn), we have the estimates∥∥(−)−sV2(t,Dx)g(x)∥∥Wl,q (Rn)  Ct1+(k+1)(2s−n( 1p− 1q ))‖g‖Wl,p(Rn), t > 0,∥∥(−)−sV2(t,Dx)g(x)∥∥Bl,q (Rn)  Ct1+(k+1)(2s−n( 1p− 1q ))‖g‖Bl,p(Rn), t > 0,∥∥(−)−sV2(t,Dx)g(x)∥∥B˙l,q (Rn)  Ct1+(k+1)(2s−n( 1p− 1q ))‖g‖B˙l,p(Rn), t > 0,
under the conditions s  0, 1 <p  2, 1
p
+ 1
q
= 1, k  0, and 12 (n+ 1)( 1p − 1q )− k+22(k+1)  2s 
n( 1
p
− 1
q
).
This theorem indicates that unlike the wave operator with k = 0, both resolving opera-
tors V1(t,Dx) and V2(t,Dx) allow the decay estimates without loss of regularity. Indeed, if
(n+ 1)( 1
p
− 1
q
) k
k+1 , then one can set s = 0 in all the above written estimates.
3.1. The microlocal representation formulas
Consider the ordinary differential equation
y′′ + t2k|ξ |2y = 0 (3.1)
with a nonnegative k, while ξ is a parameter ranging over Rn. Set τ = ωtk+1|ξ | with ω :=
1/(k + 1). Then the function v(τ ; k) = y(t, ξ ; k) is a solution of the equation
d2v
dτ 2
+ kωτ−1 dv
dτ
+ v = 0, (3.2)
provided that y solves (3.1) (t = 0, ξ = 0). If we introduce the new unknown function (z = 2iτ )
w(z) = v
(
z
2i
)
exp
(
z
2
)
,
and use (only in this section) the notations γ := k/(k + 1) = kω, α := γ /2 = ωk/2, then for
w(z) Eq. (3.2) leads to
zw′′(z)+ (γ − z)w′(z)− αw(z) = 0, (3.3)
which is the confluent hypergeometric equation. (See, e.g., Section 6.3 of [1].)
There is a solution F(α;γ ; z) to Eq. (3.3) which can be represented in the form
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Γ (α)Γ (γ − α)
1
(1 − e2πi(γ−α))(1 − e2πiα)
×
(1+,0+,1−,0−)∫
C
ezζ ζ α−1(1 − ζ )γ−α−1 dζ
with F(α;γ ;0) = 1. (This is function Φ(α;γ ; z) in notations of [1].) The function F(α;γ ; z)
is an entire analytic function of z. In (3.3) the parameter γ is not an integer, so (see formula (3)
of [1, Section 6.3]) another linear independent solution is z1−γ F (α − γ + 1;2 − γ ; z). Thus, in
the next lemma, we get for (3.1) the linear independent solutions V1(t, |ξ |), V2(t, |ξ |) defined in
[0,∞)× [0,∞). The functions
V1
(
t, |ξ |)= e−z/2F(α;γ ; z), V2(t, |ξ |)= te−z/2F(1 + α − γ ;2 − γ ; z) (3.4)
on Rt × Rnξ , where z = 2iφ(t)|ξ |, form the fundamental system for Eq. (3.1) (see, e.g., [28])
such that
V1
(
0, |ξ |)= 1, V ′1(0, |ξ |)= 0, V2(0, |ξ |)= 0, V ′2(0, |ξ |)= 1.
In (3.4) the functions F(α;γ ;2i|φ(t)ξ |) and F(1 + α − γ ;2 − γ ;2i|φ(t)ξ |) do not form a
pair of the amplitude functions since two different phase functions of two different waves are
hidden there. In order to reveal these waves we write (see (7) of [1, Section 6.7])
e−z/2F(α;γ ; z) = Γ (γ )
Γ (α)
ez/2H+(α;γ ; z)+ Γ (γ )
Γ (γ − α)e
−z/2H−(α;γ ; z),
for 0 < arg z < π , where
H+(α;γ ; z) = e
−iπ(γ−α)
eiπ(γ−α) − e−iπ(γ−α)
1
Γ (γ − α)
× zα−γ
(0+)∫
∞
e−ζ ζ γ−α−1
(
1 − ζ
z
)α−1
dζ, (3.5)
H−(α;γ ; z) = 1
eiπα − e−iπα
1
Γ (α)
z−α
(0+)∫
∞
e−ζ ζ α−1
(
1 + ζ
z
)γ−α−1
dζ. (3.6)
(In the notations of [1] the last functions are H−(α;γ ; z) = eiαπΨ (α;γ ; z) and H+(α;γ ; z) =
eiαπΨ (γ − α;γ ;−z).) Consequently, for the independent solutions V1, V2 one has
V1
(
t, |ξ |)= Γ (γ )
Γ (α)
ez/2H+(α;γ ; z)+ Γ (γ )
Γ (γ − α)e
−z/2H−(α;γ ; z), (3.7)
V2
(
t, |ξ |)= t Γ (2 − γ )
Γ (1 + α − γ )e
z/2H+(1 + α − γ ;2 − γ ; z)
+ t Γ (2 − γ )
Γ (1 − α) e
−z/2H−(1 + α − γ ;2 − γ ; z) (3.8)
when z = 2iφ(t)|ξ | = 2iωtk+1|ξ | = 0. Furthermore, we have
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⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
H+(α;γ ; z) ∼ zα−γ
(
1 +
∞∑
k=1
(γ − α)k(1 − α)k
k! z
−k
)
,
H−(α;γ ; z) ∼
(
e−πiz
)−α(1 + ∞∑
k=1
(−1)k (α)k(1 + α − γ )k
k! z
−k
) (3.9)
for 0 < arg z < π as |z| → ∞, where (α)k = α(α + 1) · · · (α + k − 1).
To prove B˙k,p − B˙k,q decay estimates we need the asymptotic behaviour of F(a, c; z) as |z|
tends to infinity along the positive imaginary axis for real a, c. Due to [1] we have for φ(t)|ξ | 1,
t > 0 the estimate∣∣F (a, c;2iφ(t)|ξ |)∣∣Da,c,l(φ(t)|ξ |)max(a−c,−a).
We adopt the terminology suggested in [25,28] for the set Zhyp := {(t, ξ) ∈ Rt × Rnξ : t > 0,
φ(t)|ξ |  1} and call it a hyperbolic zone. The following inequalities hold in the hyperbolic
zone Zhyp:∣∣∂lt ∂βξ H±(α;γ ;2iωtk+1|ξ |)∣∣ Cα,β,γ,l,k(tk+1|ξ |)±α− 12 (1±1)γ 〈ξ 〉lω−|β|.
Here as usual 〈ξ 〉 = (1 + |ξ |2)1/2, while tk+1|ξ |  k + 1. These estimates can be derived from
(3.5) to (3.9). Thus, the functions H+, H−, in contrast to the function F , behave like the ampli-
tude functions. More precisely, H+ and H− are symbols of order a − c,−a, respectively, that is,
for large |ξ | one has∣∣∂βξ H±(a, c;2i|ξ |)∣∣Da,c,β〈ξ 〉±a− 12 c(1±1)−|β|.
3.2. Fourier integral operators in Lp(Rn)
Consider Fourier integral operators
H∓,α;γ (Dx)g(x) = (2π)−n
∫ ∫
ei(x−y)ξ∓i|ξ |H∓
(
α;γ ;2i|ξ |)g(y)dy dξ
and
H∓,1+α−γ ;2−γ (Dx)g(x)
= (2π)−n
∫ ∫
ei(x−y)ξ∓i|ξ |H∓
(
1 + α − γ ;2 − γ ;2i|ξ |)g(y)dy dξ
with the amplitudes generated by (3.5) and (3.6). By I (Dx) we denote the operator with the
symbol |ξ |.
Lemma 3.2. If a  0,
(n− 1)
∣∣∣∣ 1q − 12
∣∣∣∣ k2(k + 1) + a and 1 − n2 < − k2(k + 1) − a  0,
then the Fourier integral operators I−a(Dx)H−,α;γ (Dx), I−a(Dx)H+,α;γ (Dx) are bounded in
Lq(Rn):∥∥I−a(Dx)H∓,α;γ (Dx)g(x)∥∥Lq(Rn)  C∥∥g(x)∥∥Lq(Rn) for all g ∈ Lq(Rn).
If a  0,
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∣∣∣∣ 1q − 12
∣∣∣∣ k + 22(k + 1) − a and 1 − n2 < − k + 22(k + 1) + a  0, (3.10)
then the Fourier integral operators I a(Dx)H−,1+α−γ ;2−γ (Dx) and I a(Dx)H+,1+α−γ ;2−γ (Dx)
are bounded in Lq(Rn):∥∥I a(Dx)H∓,1+α−γ ;2−γ (Dx)g(x)∥∥Lq(Rn) C∥∥g(x)∥∥Lq(Rn) for all g ∈ Lq(Rn).
Proof. Let ψ(t) be a smooth function with the support in (−2,2) such that ψ(t) = 1
for all |t |  1, and let ψ0(t) := 1 − ψ(t). Define operators Hj−,α;γ (Dx), Hj+,α;γ (Dx), and
H
j
−,1+α−γ ;2−γ (Dx), H
j
+,1+α−γ ;2−γ (Dx), j = 0,1, by
H 0∓,α;γ (Dx)g(x) = (2π)−n
∫ ∫
ei(x−y)ξ∓i|ξ |ψ0
(|ξ |)H∓(α;γ ;2i|ξ |)g(y)dy dξ,
H 1∓,α;γ (Dx)g(x) = (2π)−n
∫ ∫
ei(x−y)ξ∓i|ξ |
(
1 −ψ0
(|ξ |))H∓(α;γ ;2i|ξ |)g(y)dy dξ
and
H 0∓,1+α−γ ;2−γ (Dx)g(x)
= (2π)−n
∫ ∫
ei(x−y)ξ∓i|ξ |ψ0
(|ξ |)H∓(1 + α − γ ;2 − γ ;2i|ξ |)g(y)dy dξ,
H 1∓,1+α−γ ;2−γ (Dx)g(x)
= (2π)−n
∫ ∫
ei(x−y)ξ∓i|ξ |
(
1 −ψ0
(|ξ |))H∓(1 + α − γ ;2 − γ ;2i|ξ |)g(y)dy dξ,
respectively. Consider the Fourier integral operator I a(Dx)H+φ(Dx) with the phase function
(x − y)ξ + |ξ | and the amplitude |ξ |aψ0(|ξ |)H+(1 + α − γ ;2 − γ ;2i|ξ |), that is,
I a(Dx)H+φ(Dx)g(x)
= (2π)−n
∫ ∫
ei(x−y)ξ+i|ξ ||ξ |aψ0
(|ξ |)H+(1 + α − γ ;2 − γ ;2i|ξ |)g(y)dy dξ.
The Schwartz kernel of that operator is
I (x, y) = (2π)−n
∫
Rn
ei(x−y)ξ+i|ξ ||ξ |aψ0
(|ξ |)H+(1 + α − γ ;2 − γ ;2i|ξ |)dξ.
Let ψ˜(t) be a smooth function such that ψ˜(t) = 1 for all |t |  3 with the support in (−5,5).
Then we split the kernel I (x, y) into two parts:
I (x, y) = I0(x, y)+ I1(x, y),
I0(x, y) := ψ˜
(|x − y|)I (x, y), I1(x, y) := (1 − ψ˜(|x − y|))I (x, y).
We are going to prove that the operators with the kernels I0(x, y) and I1(x, y) are bounded
in Lq(Rn). To this end we use identity
ei(x−y)ξ+i|ξ | = {i(n− 1)|ξ |−1 − |x − y|2 − 2|ξ |−1(x − y)ξ − 1}−1ξei(x−y)ξ+i|ξ |,
where
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for all (x, y) ∈ R2n, ξ ∈ Rn, |x − y| 3,
for the second operator I1(Dx) with the kernel I1(x, y). Denote R(x, y, ξ ;Dξ) := b(x, y, ξ)ξ ,
where
b(x, y, ξ) := {i(n− 1)|ξ |−1 − |x − y|2 − 2|ξ |−1(x − y)ξ − 1}−1.
Then ei(x−y)ξ+i|ξ | = R(x, y, ξ ;Dξ)ei(x−y)ξ+i|ξ | and ψ0(2|ξ |)b(x, y, ξ) ∈ S01,0. Hence the inte-
gral representing I1(x, y) is absolutely and uniformly convergent. Indeed, for every k ∈ N one
has
I1(x, y) = (2π)−n
∫
ei(x−y)ξ+i|ξ |
(
1 − ψ˜(|x − y|))(R∗(x, y, ξ ;Dξ))k|ξ |a
×ψ0
(|ξ |)H+(1 + α − γ ;2 − γ ;2i|ξ |)dξ.
Moreover,
I1(x, y) ∈ C∞
(
R
2n)∩L∞(R2n) and I1(x, y) = 0 if |x − y| 3.
Thus, for every given g ∈ Lq(Rn), we have
I1(Dx)g(x) = (2π)−n
∫ ∫
ei(x−y)ξ+i|ξ |
(
1 −ψ(|x − y|))(R∗(x, y, ξ ;Dξ))k
× |ξ |aψ0
(|ξ |)H+(1 + α − γ ;2 − γ ;2i|ξ |)g(y)dξ dy
and ∥∥I1(Dx)g(x)∥∥Lq(Rn)  C∥∥g(x)∥∥Lq(Rn) for all g ∈ Lq(Rn).
Now we turn to the Fourier integral operator I0(Dx) with the kernel I0(x, y). For every func-
tion g ∈ C∞0 (Rn) vanishing outside of the compact K , we have
f (x) = I0(Dx)g(x) ∈ C∞0
(
R
n
)
and f (x) = 0 if dist(x,K) 5.
Moreover, due to (3.10) and [21, Theorem 2.1] the Fourier integral operator I0(Dx) is bounded
in Lq(Rn),∥∥I0(Dx)g(x)∥∥Lq(Rn)  C∥∥g(x)∥∥Lq(Rn) for all g ∈ Lq(Rn). (3.11)
Indeed, by partition of unity, 1 =∑j φj , we can restrict ourselves to the estimate (3.11) and take
into account that there is a number l ∈ N, l = l(n), such that every x ∈ Rn belongs to at most l
sets supp(φjg).
Furthermore, the operators I a(Dx)H 1∓,1+α−γ ;2−γ (Dx) and I
a(Dx)H
1
+,1+α−γ ;2−γ (Dx) have
the kernels I∓(x, y) = I∓(x − y),
I∓(x) = (2π)−n
∫
Rn
eixξ+i|ξ ||ξ |aψ(|ξ |)H∓(1 + α − γ ;2 − γ ;2i|ξ |)dξ
∈ C∞(Rn)∩L∞(Rn).
[2, Theorem 6.1.2] implies operators are bounded in Lq(Rn). The lemma is proven. 
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follows:
Proposition 3.3. If a  0,
(n− 1)
∣∣∣∣ 1q − 12
∣∣∣∣ k2(k + 1) + a and 1 − n2 < − k2(k + 1) − a  0,
then ∥∥I−a(Dx)V1(t,Dx)ϕ(x)∥∥Lq(Rn) Cta(k+1)∥∥ϕ(x)∥∥Lq(Rn), ∀t ∈ (0,∞).
If a  0,
(n− 1)
∣∣∣∣ 1q − 12
∣∣∣∣ k + 22(k + 1) − a and 1 − n2 < − k + 22(k + 1) + a  0,
then ∥∥I a(Dx)V2(t,Dx)ϕ(x)∥∥Lq(Rn) Ct1−a(k+1)∥∥ϕ(x)∥∥Lq(Rn), ∀t ∈ (0,∞).
Proof. Denote t0 the positive root of equation φ(t) = 1. Then according to [21,22], for the op-
erator I a(Dx)V2(t0,Dx), which is a sum of two Fourier integral operators of order − k+22(k+1) + a,
one has:∥∥I a(Dx)V2(t0,Dx)g(x)∥∥Lq(Rn)
= ∥∥F−1(e−i|ξ ||ξ |aF (α +ω,γ + 2ω;2i|ξ |)F(g)(ξ))‖Lq(Rn)  C‖g‖Lq(Rn).
To estimate the Lq -norm of I a(Dx)V2(t,Dx)g(x) we write∥∥I a(Dx)V2(t,Dx)g(x)∥∥Lq(Rn)
= ∥∥F−1(te−iφ(t)|ξ ||ξ |aF (α +ω,γ + 2ω;2iφ(t)|ξ |)F(g)(ξ))∥∥
Lq(Rn)
and apply the transformations η = φ(t)ξ and x = φ(t)z that reduce the second norm as follows∥∥F−1(te−iφ(t)|ξ ||ξ |aF (α +ω,γ + 2ω;2iφ(t)|ξ |)F(g)(ξ))∥∥q
Lq(Rn)
 Ctq
∫
Rn
∣∣∣∣
∫
Rn
eix·ξ e−iφ(t)|ξ ||ξ |aF (α +ω,γ + 2ω;2iφ(t)|ξ |)F(g)(ξ) dξ ∣∣∣∣
q
dx
 Ctqφ(t)−aq
∫
Rn
∣∣∣∣
∫
Rn
eiz·ηe−i|η||η|aF (α +ω,γ + 2ω;2i|η|)
×F(g)(η/φ(t))φ(t)−n dη∣∣∣∣
q(
φ(t)
)n
dz
 Ctq
(
φ(t)
)−aq−(nq−n)
×
∫
Rn
∣∣∣∣
∫
Rn
eiz·ηe−i|η||η|aF (α +ω,γ + 2ω;2i|η|)F(g)(η/φ(t))dη∣∣∣∣
q
dz
 Ctq+(k+1)(−aq−(nq−n))
× ∥∥F−1(e−i|η||η|aF (α +ω,γ + 2ω;2i|η|)F(G)(η))∥∥q q n .L (R )
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Ctq−(k+1)aq‖g‖q
Lq(Rn)
.
The proof of the estimate for V1(t,Dx) is very similar and we omit it. The proposition is
proven. 
This proposition shows the distinction between the Tricomi-type equation and the wave equa-
tion. Indeed, for the Cauchy problem utt − u = 0, u(x,0) = ϕ(x), ut (x,0) = 0 the estimate
‖u(x, t)‖Lq(Rnx)  C‖ϕ(x)‖Lq(Rnx) fails to fulfill (see, e.g., [15]) even for small positive t unless
q = 2.
4. The mapping properties of the operator G
Let ϕ = ϕ(ξ) be a nonnegative smooth function having compact support in {ξ ∈ Rn: 1/2 
|ξ | 2} (see [2, Lemma 6.1.7]) such that 1 =∑∞k=−∞ ϕ(2−kξ), if ξ = 0. We set
ϕk(ξ) := ϕ
(
2−kξ
)
, k = 0,±1,±2, . . . , ψ(ξ) := 1 −
∞∑
k=1
ϕ
(
2−kξ
)
.
Evidently, ϕk,ψ ∈ S , where S is the Schwartz space of the rapidly decreasing smooth functions.
The Besov space Bspq on Rn is defined via dyadic decomposition of frequency space, as
follows: for all of f ∈ S ′ for which the norm
‖f ‖Bspq(Rn) :=
∥∥(F−1ψ) ∗ f ∥∥
Lp(Rn)
+
( ∞∑
k=1
(
2sk
∥∥(F−1ϕk) ∗ f ∥∥Lp(Rn))q
)1/q
is finite. We write Bs,p(Rn) for Bsp2(R
n), while Wk,q(Rn) denotes Sobolev space.
For s  0 and 1 <p < ∞, the homogeneous Sobolev space H˙ s,p consists of those f ∈ S ′ for
which
∑∞
k=−∞F−1(|ξ |sϕk(ξ)(Ff )(ξ)) converges in S ′ to an Lp-function. We denote
‖f ‖H˙ s,p :=
∥∥∥∥∥
∞∑
k=−∞
F−1(|ξ |sϕk(ξ)(Ff )(ξ))
∥∥∥∥∥
Lp(Rn)
.
Homogeneous Besov space B˙spq is a space of all f ∈ S ′ for which the norm
‖f ‖B˙spq (Rn) :=
( ∞∑
k=−∞
(
2sk
∥∥(F−1ϕk) ∗ f ∥∥Lp(Rn))q
)1/q
is finite. We denote B˙s,p for B˙sp2.
First we consider the mapping properties of the operator G associated with the Cauchy prob-
lem for the equation (2k ∈ N ∪ {0})
utt − t2ku = f (x, t), t  0, x ∈ Rn,
with the vanishing initial data
u(x,0) = ut (x,0) = 0.
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max
t∈[0,T ]
∥∥u(t)∥∥M(Rn), T = 1,2,3, . . . .
Theorem 4.1. Assume that (n − 1)| 1
p
− 12 |  k2(k+1) . Then the operator G is bounded in
C([0,∞);M(Rn)), where M(Rn) is any of the following spaces, Wl,p(Rn), Bl,p(Rn), and
B˙l,p(Rn). In fact, there exists C such that for every f ∈ C([0,∞);M(Rn)) one has
∥∥G[f ](·, t)∥∥M(Rn)  Ct
t∫
0
∥∥f (·, τ )∥∥M(Rn) dτ for all t ∈ [0,∞).
Proof. This theorem is a direct consequence of Theorem 3.1 and of the boundedness of the
Fourier integral operators in Lp spaces summarized in Lemma 3.2 and Proposition 3.3. Indeed,
the operator G allows twofold writing; the second one is
G[f ](x, t) =
t∫
0
(
V2(t,Dx)V1(s,Dx)− V1(t,Dx)V2(s,Dx)
)
f (x, s) ds,
where operators V1(t,Dx) and V2(t,Dx) are defined in the Section 3. According to that section,
each of these operators is a sum of two Fourier integral operators with the symbols of order either
−(k + 2)/(2k + 2) or −k/(2k + 2). Therefore they are bounded in Lp(Rn), if (n− 1)| 1
p
− 12 |
k
2k+2 . The dependence on the parameter t ∈ (0,∞) is as follows:∥∥(−)−a/2V1(t,Dx)ϕ(x)∥∥Lp(Rn) Cta(k+1)∥∥ϕ(x)∥∥Lp(Rn),
if
1 − n
2
< − k
2(k + 1) − a  0, (n− 1)
∣∣∣∣ 1p − 12
∣∣∣∣ k2(k + 1) + a,
and ∥∥(−)a/2V2(t,Dx)ϕ(x)∥∥Lp(Rn)  Ct1−a(k+1)∥∥ϕ(x)∥∥Lp(Rn),
if
1 − n
2
< − k + 2
2(k + 1) + a  0, (n− 1)
∣∣∣∣ 1p − 12
∣∣∣∣ k + 22(k + 1) − a.
Condition (4.1) indicates that a = 1/(k + 1) is permitted. The application of Theorem 2.1 and
the last estimates implies
∥∥G[f ](·, t)∥∥
Lp(Rn)

t∫
0
∥∥((−)a/2V2(t,Dx)(−)−a/2V1(s,Dx)
− (−)−a/2V1(t,Dx)(−)a/2V2(s,Dx)
)
f (x, s)
∥∥
Lp(Rn)
ds
 C
t∫
0
(
t1−a(k+1)sa(k+1) + ta(k+1)s1−a(k+1))∥∥f (·, s)∥∥
Lp(Rn)
ds
 Ct
t∫ ∥∥f (·, s)∥∥
Lp(Rn)
ds0
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the inequality in spaces Wl,p(Rn) is proven. The proof for the remaining spaces is similar. 
Theorem 4.2. Let s  0, p, q , be such that 1 <p  2, 1/p + 1/q = 1, and⎧⎪⎪⎨
⎪⎪⎩
1
2
(n+ 1)
(
1
p
− 1
q
)
− k
2(k + 1)  2s +
1
k + 1  n
(
1
p
− 1
q
)
,
(n− 1)
(
1
p
− 1
q
)
 k
k + 1 .
(4.1)
Then for the operator G the following estimates hold:∥∥(−)−sG[f ](·, t)∥∥
Wl,q (Rn)
Ct1+(k+1)(2s−n(
1
p
− 1
q
))
t∫
0
∥∥f (·, τ )∥∥
Wl,p(Rn)
dτ, ∀f ∈ C([0,∞);Wl,p(Rn)),
∥∥(−)−sG[f ](·, t)∥∥
Bl,q (Rn)
Ct1+(k+1)(2s−n(
1
p
− 1
q
))
1∫
0
∥∥f (·, τ )∥∥
Bl,p(Rn)
dτ, ∀f ∈ C([0,∞);Bl,p(Rn)),
∥∥(−)−sG[f ](·, t)∥∥
B˙l,q (Rn)
Ct1+(k+1)(2s−n(
1
p
− 1
q
))
t∫
0
∥∥f (·, τ )∥∥
B˙l,p(Rn)
dτ, ∀f ∈ C([0,∞); B˙l,p(Rn)),
for all t ∈ (0,∞).
Proof. We have
∥∥(−)−sG[f ](·, t)∥∥
B˙l,q (Rn)
 C
t∫
0
(∥∥(−)−sV2(t,Dx)V1(τ,Dx)f (x, τ )∥∥B˙l,q (Rn)
+ ∥∥(−)−sV1(t,Dx)V2(τ,Dx)f (x, τ )∥∥B˙l,q (Rn))dτ.
Consider the first term of the integrand of the right-hand side of this estimate. Applying (4.1) we
obtain∥∥(−)−sV2(t,Dx)V1(τ,Dx)f (x, τ )w‖2B˙l,q (Rn)
=
∞∑
k=−∞
22lk
∥∥(F−1ϕk) ∗ ((−)−sV2(t,Dx)V1(τ,Dx)f (x, τ ))∥∥2Lq(Rn)
=
∞∑
k=−∞
22lk
∥∥(−)−sV2(t,Dx)V1(τ,Dx)((F−1ϕk) ∗ f (x, τ ))∥∥2Lq(Rn)
Ct2[1+(k+1)(2s−n(
1
p
− 1
q
))]
∞∑
22lkq
∥∥V1(τ,Dx)((F−1ϕk) ∗ f (x, τ ))∥∥2Lp(Rn).
k=−∞
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tion 3.3 and the second inequality of (4.1) that∥∥(−)−sV2(t,Dx)V1(τ,Dx)f (x, τ )∥∥2B˙l,q (Rn)
 Ct2[1+(k+1)(2s−n(
1
p
− 1
q
))]
∞∑
k=−∞
22lk
∥∥(F−1ϕk) ∗ f (x, τ )∥∥2Lp(Rn)
 Ct2[1+(k+1)(2s−n(
1
p
− 1
q
))]∥∥f (x, τ )∥∥2
B˙l,p(Rn)
.
Hence,
t∫
0
∥∥(−)−sV2(t,Dx)V1(τ,Dx)f (x, τ )∥∥B˙l,q (Rn) dτ
 Ct1+(k+1)(2s−n(
1
p
− 1
q
))
t∫
0
∥∥f (x, τ )∥∥
B˙l,p(Rn)
dτ.
For n = 2 the operator V2(τ,Dx) does not satisfy conditions of the boundedness in Lp(Rn)
and we have to replace it with I a(Dx)V2(τ,Dx). More precisely, the second term of the integrand
can be estimated as follows:∥∥(−)−sV1(t,Dx)V2(τ,Dx)f (x, τ )∥∥2B˙l,q (Rn)
=
∞∑
k=−∞
22lk
∥∥(F−1ϕk) ∗ ((−)−sV1(t,Dx)V2(τ,Dx)f (x, τ ))∥∥2Lq(Rn)
=
∞∑
k=−∞
22lk
× ∥∥(F−1ϕk) ∗ ((−)−sI−a(Dx)V1(t,Dx)Ia(Dx)V2(τ,Dx)f (x, τ ))∥∥2Lq(Rn)
=
∞∑
k=−∞
22lk
× ∥∥(−)−sI−a(Dx)V1(t,Dx)Ia(Dx)(F−1ϕk) ∗ V2(τ,Dx)f (x, τ )∥∥2Lq(Rn)
 Ct2(k+1)(2s+a−n(
1
p
− 1
q
))
×
∞∑
k=−∞
22lk
∥∥I a(Dx)(F−1ϕk) ∗ V2(τ,Dx)f (x, τ )∥∥2Lp(Rn),
provided that
1
2
(n+ 1)
(
1
p
− 1
q
)
− k
2(k + 1)  2s + a  n
(
1
p
− 1
q
)
.
Then the Fourier integral operator I aV2(τ,Dx) is bounded in Lp(Rn),∥∥I a(Dx)(F−1ϕk) ∗ V2(τ,Dx)f (x, τ )∥∥2Lp(Rn)
 Cτ 2[1−a(k+1)]
∥∥(F−1ϕk) ∗ f (x, τ )∥∥2 p n ,L (R )
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1 − n
2
< − k + 2
2(k + 1) + a  0,
n− 1
2
(
1
p
− 1
q
)
 k + 2
2(k + 1) − a.
Condition (4.1) shows that with a = 1/(k + 1) the last inequalities are satisfied. Hence∥∥(−)−sV1(t,Dx)V2(τ,Dx)f (x, τ )∥∥2B˙l,q (Rn)
Ct2(k+1)(2s+a−n(
1
p
− 1
q
))
∞∑
k=−∞
22lkτ 2[1−a(k+1)]
∥∥(F−1ϕk) ∗ f (x, τ )∥∥2Lp(Rn)
Ct2(k+1)(2s+a−n(
1
p
− 1
q
))
τ 2[1−a(k+1)]
∥∥f (x, τ )∥∥2
B˙l,p(Rn)
and we have obtained∥∥(−)−sV1(t,Dx)V2(τ,Dx)f (x, τ )∥∥B˙l,q (Rn) Ct1+(k+1)(2s−n( 1p− 1q ))∥∥f (x, τ )∥∥B˙l,p(Rn).
This completes the proof of the theorem. 
Remark 4.3. We do not know whether the condition (n + 1)( 1
p
− 1
q
)  k+2
k+1 is exact if s = 0
in (4.1).
5. Integral equation associated with Tricomi-type equation
Consider integral equation
u(x, t) = u0(x, t)+G
[
Γ F(u)
]
(x, t). (5.1)
Every solution to the Tricomi-type equation solves also that integral equation with some func-
tion u0(x, t). To estimate nonlinear term we use the following Lipschitz condition.
Condition (L). The function F is said to be Lipschitz continuous in the scale of spaces Ms,q
with the norm ‖ · ‖Ms,q if∥∥F(u)− F(v)∥∥Ms,p C‖u− v‖Ms,q (‖u‖αMs,q + ‖v‖αMs,q ), ∀u,v ∈Ms,q , (5.2)
where 1/p + 1/q = 1.
Space M can be each of the following spaces Lq(Rn), Ws,q(Rn), W˙ s,q(Rn), Bs,q(Rn), or
B˙s,q . Evidently, Condition (L) imposes some restrictions on n, α, s, and p. In particular, if
F(u) = |u|αu or F(u) = |u|α+1, and Ms,q = B˙s,q , then (see, e.g., [13]) there is the following
nonlinear estimate∥∥|u|αu− |v|αv∥∥
B˙s,p
 C‖u− v‖B˙s,q
(‖u‖α
B˙s,q
+ ‖v‖α
B˙s,q
)
under condition
1
q
− 1
p
= α
(
s
n
− 1
q
)
.
Define the complete metric space
Z(s, q, θ) :=
{
u : (0,∞) →Ms,q measurable: sup tβ∥∥u(t)∥∥Ms,q < ∞}t>0
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d(u, v) := sup
t>0
tβ
∥∥u(t)− v(t)∥∥Ms,q . (5.3)
Theorem 5.1. Let θ be chosen according to
θ = 1
α
[
2 +m− n(k + 1)
(
1
p
− 1
q
)]
. (5.4)
Assume that Ms,q is one of the spaces Lq(Rn), Ws,q(Rn), W˙ s,q , Bs,q(Rn), or B˙s,q , and that
F(u) is Lipschitz continuous in the scale of spacesMs,q , and also that⎧⎪⎪⎨
⎪⎪⎩
1
2
(n+ 1)
(
1
p
− 1
q
)
− k
2(k + 1) 
1
k + 1  n
(
1
p
− 1
q
)
,
(n− 1)
(
1
p
− 1
q
)
 k
k + 1 ,
(5.5)
m+ (α + 1)
[
2 − n(k + 1)
(
1
p
− 1
q
)]
< α. (5.6)
Then for every given function u0(x, t) ∈ Z(s, q, θ) such that
sup
t>0
tθ
∥∥u0(·, t)∥∥Ms,q < ε
and for sufficiently small ε the integral equation (5.1) has a unique solution u(x, t) ∈ Z(s, q, θ)
such that
sup
t>0
tθ
∥∥u(·, t)∥∥Ms,q < 2ε.
Proof. Define the complete metric space
ZM(s, q, θ) :=
{
u : (0,∞) →Ms,q measurable: sup
t>0
tβ
∥∥u(t)∥∥Ms,q M}
with the metric d(u, v) defined by (5.3). Consider the mapping
(Su)(x, t) := u0(x, t)+G
[
Γ F(u)
]
(x, t).
We are going to prove that S maps ZM(q, s, θ) into itself if ε and M are sufficiently small.
Theorem 4.2 implies
∥∥(Su)(·, t)∥∥Ms,q  ∥∥u0(·, t)∥∥Ms,q +Ct1−n(k+1)( 1p− 1q )
t∫
0
∥∥Γ (τ)F (u)(x, τ )∥∥Ms,p dτ
for all t > 0. Taking into account Condition (L) we arrive at∥∥(Su)(·, t)∥∥Ms,q  ∥∥u0(·, t)∥∥Ms,q +Ct1−n(k+1)( 1p− 1q )
×
(
sup
0<τ<t
τ θ
∥∥u(·, τ )∥∥Ms,q)α+1
t∫
0
τm−θ(α+1) dτ.
If we choose θ such that (5.6) is fulfilled, then the integral is convergent and we obtain
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∥∥(Su)(·, t)∥∥Ms,q
 tθ
∥∥u0(·, t)∥∥Ms,q +Ct2−n(k+1)( 1p− 1q )+m−θα( sup0<τ τ θ
∥∥u(·, τ )∥∥Ms,q)α+1.
Next we set (5.4) to get rid of possible trouble caused by the factor t2−n(k+1)( 1p− 1q )+m−θα when
t is ranging from 0 to ∞. Thus, we have proved that operator S maps ZM(s, q, θ) into itself if ε
and M are sufficiently small, namely, if ε +CMα+1 <M .
It remains to prove that S is a contraction mapping. As matter of fact, we just need to apply
estimate (5.2) and get the contraction property from
tθ
∥∥(Su)(t)− (Sv)(t)∥∥Ms,q  CM(t)αd(u, v),
where M(t) := sup0<τ<t τ θ‖u(·, τ )‖Ms,q . Indeed, we have∥∥(Su)(·, t)− (Sv)(·, t)∥∥Ms,q
= ∥∥G[Γ (t)(F(u)− F(v))(·, t)]∥∥Ms,q
Ct2−n(k+1)(
1
p
− 1
q
)
1∫
0
∥∥Γ (tb)(F(u)− F(v))(·, tb)∥∥Ms,p db
Ct2−n(k+1)(
1
p
− 1
q
)
×
1∫
0
(tb)m
∥∥u(·, tb)− v(·, tb)∥∥Ms,q (∥∥u(·, tb)∥∥αMs,q + ∥∥v(·, tb)∥∥αMs,q )db.
Thus, taking into account the last estimate, (5.6) and (5.4) we obtain
tθ
∥∥(Su)(·, t)− (Sv)(·, t)∥∥Ms,q
Ctθ+2−n(k+1)(
1
p
− 1
q
)
1∫
0
(tb)m−θ
(
max
0tτ
τ θ
∥∥u(·, τ )− v(·, τ )∥∥Ms,q)
× (tb)−θα
((
max
0tτ
τ θ
∥∥u(·, τ )∥∥Ms,q)α + ( max0tτ τ θ
∥∥v(·, τ )∥∥Ms,q)α)db
Cαd(u, v)M(t)αtβ+2−n(k+1)(
1
p
− 1
q
)+m−β(α+1)
1∫
0
bm−β(α+1) db
Cd(u, v)M(t)α.
Banach’s fixed point theorem completes the proof. 
Theorem 5.1 slightly improves [27, Theorem 1.1] by relaxing the last condition of [27, (1.8)].
Solutions to the Cauchy problem. If we look for a local or global solution of the Cauchy prob-
lem (1.8) for the semilinear Tricomi-type equation, then we choose u0(x, t) as a solution to the
linear Tricomi-type equation with initial data ψ0, ψ0 ∈ C∞0 (Rn), and apply decay estimate from
Theorem 3.1. This allows us to improve slightly results of [27, Theorem 4.2] on local existence
and of [27, Theorem 1.2] on global solvability in Lq(Rn), respectively. (In fact the right-hand
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case Condition (L) is satisfied with q = (α+1)p. Thus, we have obtained the following theorem.
Theorem 5.2. Assume that θ of (5.4) is nonnegative, and that q = (α + 1)p, 1/p + 1/q = 1,
(5.5), (5.6), and
2 +m (α + 1)n(k + 1)
(
1
p
− 1
q
)
. (5.7)
Let ψ0, ψ1 be smooth functions with the compact supports, ψ0, ψ1 ∈ C∞0 (Rn), and with the small
norms:
‖ψ0‖Lp(Rn) + ‖ψ1‖Lp(Rn)  ε.
If ε is sufficiently small, then there exists a unique solution u of the Cauchy problem (1.1),
(1.8) such that
sup
t>0
tθ
∥∥u(t)∥∥
Lq(Rn)
 2ε.
The solution u(x, t) and its derivative ut (x, t) are continuous functions of the time t ∈ [0,∞)
with the values in the spaces Lq(Rn) and D′(Rn), respectively.
The next theorem allows us to widen a range of the nonlinearity F , namely, of the exponent α.
It is a direct consequence of Theorems 3.1 and 5.1, therefore we skip its proof.
Theorem 5.3. Assume that function F is Lipschitz continuous in the scale of spaces Ms,q , that
θ of (5.4) is nonnegative, and that (5.5)–(5.7) are satisfied. Let ψ0, ψ1 be smooth functions with
the compact supports, ψ0, ψ1 ∈ C∞0 (Rn), and with the small norms:
‖ψ0‖Ms,p + ‖ψ1‖Ms,p  ε.
If ε is sufficiently small, then there exists a unique solution u of the Cauchy problem (1.1),
(1.8) such that
sup
t>0
tθ
∥∥u(t)∥∥Ms,q  2ε.
The solution u(x, t) and its derivative ut (x, t) are continuous functions of the time t ∈ [0,∞)
with the values in the spacesMs,q and D′(Rn), respectively.
Example 1. Let n = 3 and m = 0. Then q = α + 2, p = (α + 2)/(α + 1) and conditions (L) with
s = 0, (5.5), and (5.6) read⎧⎪⎪⎨
⎪⎪⎩
k(3α − 2) 4 − 2α, k  2 − 2α
3α
, k(2 − α) 2α,
k >
(2 + α)2
3α(α + 1) − 1.
(5.8)
Under these conditions according to Theorem 5.1 the integral equation (5.1) is solvable in
Lq(Rn). If, additionally,
k  4 − 2α which is equivalent to θ  0, (5.9)
3α
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then all conditions of Theorem 5.2 are satisfied and the Cauchy problem (1.1), (1.8) has a global
solution for small ε. On Fig. 1 the feasible domain for k and α can be extended up without limit.
If n = 2, m = 0, then conditions (5.5) and (5.6) read⎧⎪⎪⎨
⎪⎪⎩
k(α − 1) 2 − α
2
, k  2 − α
2α
, k  α
2
, k >
(2 + α)2
2α(α + 1) − 1,
while k  2
α
is equivalent to θ  0.
(5.10)
The same conclusions are valid as in the previous case, and the feasible domain for k and α given
by Fig. 2 can be extended up without limit as well.
6. Self-similar solutions
In this section we prove existence of self-similar solutions of Eq. (1.1). We look for these
solutions via the Cauchy problem (1.1), (1.8), which we reduce to the integral equation (5.1). In
the last equation we choose u0 as a solution to the initial value problem for the linear Tricomi-
type equation. To solve integral equation we need some properties of the function u0, which we
extract from Theorems 2.1 and 2.2.
Consider the Cauchy problem for the linear Tricomi-type equation (1.7), (2.1) with the homo-
geneous data ϕ0 ∈ C∞(Rn∗) and ϕ1 ∈ C∞(Rn∗) of order −a and −b, respectively. Theorems 2.1
and 2.2 provide us with the estimates for the solution u0 = u0(x, t).
If we look for the solution belonging to the space Lq(Rn) for every given t > 0, then we have
to set up conditions which guarantee a convergence of the norm ‖u0(t)‖Lq(Rn). One condition is
related to the behavior at infinity while the second one removes too strong singularities on the
light cone |x| = φ(t). Consideration for the large |x| leads to the conditions
aq > n, bq > n. (6.1)
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k
2k + 2 +
n− 1
2
− a
)
q > −1,
(
k + 2
2k + 2 +
n− 1
2
− b
)
q > −1. (6.2)
Proposition 6.1. Assume that conditions (6.1) and (6.2) are satisfied. Consider the Cauchy prob-
lem for the linear Tricomi-type equation (1.7), (1.8) with the data ψ0,ψ1 ∈ C∞(Rn∗) as follows:
ψ0(x) = ε0ϕ0(x), ψ1(x) = ε1ϕ1(x), x ∈ Rn∗,
where ϕ0 ∈ C∞(Rn∗) and ϕ1 ∈ C∞(Rn∗) are homogeneous of order −a and −b, respectively.
Suppose that a and b satisfy the conditions in either Theorem 2.1 or Theorem 2.2. Then for the
solution u0(x, t) at t = 1 one has∥∥u0(1)∥∥Lq(Rn)  c(ε0 + ε1).
Proof. It is a direct consequence of either Theorem 2.1 or Theorem 2.2. 
According to the next proposition, the norm ‖u0(t)‖Lq(Rn) is a power function of time.
Proposition 6.2. Consider the Cauchy problem for the linear Tricomi-type equation (1.7), (2.1)
with the homogeneous data ϕ0 ∈ C∞(Rn∗) and ϕ1 ∈ C∞(Rn∗) of order −a and −b, respectively.
Then ∥∥u0(t)∥∥Lq(Rn) = t ( nq −a)(k+1)∥∥u0(1)∥∥Lq(Rn), if ϕ1 = 0,∥∥u0(t)∥∥Lq(Rn) = t ( nq −b)(k+1)+1∥∥u0(1)∥∥Lq(Rn), if ϕ0 = 0.
Proof. Consider the problem with initial data ϕ0 while ϕ1 = 0. Since ϕ0(x) is homogeneous,
ϕ0(λx) = λ−aϕ0(x). If u(x, t) solves the initial value problem, then function u(λk+1x,λt) solves
the equation and takes initial values u(λk+1x,0) = λ−a(k+1)ϕ0(x) and ut (λk+1x,0) = 0. Hence,
u
(
λk+1x,λt
)= λ−a(k+1)u(x, t).
For the norm of the solution u we obtain∥∥u(λt)∥∥q
Lq(Rn)
=
∫ ∣∣u(y,λt)∣∣q dy = λn(k+1)−a(k+1)q∥∥u(t)∥∥q
Lq(Rn)
.
To get the first statement of the proposition we set λ = t−1 in the last relation.
If now ϕ0(x) = 0 and ϕ1(λx) = λ−bϕ0(x), then u(λk+1x,λt)= λ1−b(k+1)u(x, t). Hence,∥∥u(λt)∥∥q
Lq(Rn)
= λn(k+1)+(1−b(k+1))q∥∥u(t)∥∥q
Lq(Rn)
implies ‖u(λt)‖Lq(Rn) = λ
n
q
(k+1)+1−b(k+1)‖u(t)‖Lq(Rn). In particular, we set λ = t−1 and obtain∥∥u(1)∥∥
Lq(Rn)
= t−[ nq (k+1)+1−b(k+1)]∥∥u(t)∥∥
Lq(Rn)
,
which completes the proof of the proposition. 
The next proposition is a direct result of Propositions 6.1 and 6.2 and gives decay of solution
for large t .
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lem for the linear Tricomi-type equation (1.7), (1.8) with the data ψ0,ψ1 ∈ C∞(Rn∗) as follows:
ψ0(x) = ε0ϕ0(x), ψ1(x) = ε1ϕ1(x), x ∈ Rn∗,
where ϕ0 and ϕ1 are homogeneous of order −a and −b, respectively. Suppose that a and b
satisfy the conditions in either Theorem 2.1 or Theorem 2.2. Then for the solution u0(x, t) one
has
∥∥u0(t)∥∥Lq(Rn)  C(ε0t−(a− nq )(k+1) + ε1t1−(b− nq )(k+1)).
If ϕ(x) is homogeneous of order −a, then (−)s/2ϕ is homogeneous of order −a − s. Thus,
we arrive at
Proposition 6.4. Consider the Cauchy problem for the linear Tricomi-type equation (1.7), (2.1)
with the homogeneous data ϕ0 ∈ C∞(Rn∗) and ϕ1 ∈ C∞(Rn∗) of order −a and −b, respectively.
Then for solution u0(x, t) we have
∥∥u0(t)∥∥H˙ s,q = t ( nq −a−s)(k+1)∥∥u0(1)∥∥H˙ s,q , if ϕ1 = 0,∥∥u0(t)∥∥H˙ s,q = t ( nq −b−s)(k+1)+1∥∥u0(1)∥∥H˙ s,q , if ϕ0 = 0.
If s > 0, then
∥∥u0(t)∥∥B˙s,q  ct( nq −a−s)(k+1)∥∥u0(1)∥∥B˙s,q , if ϕ1 = 0,∥∥u0(t)∥∥B˙s,q  ct( nq −b−s)(k+1)+1∥∥u0(1)∥∥B˙s,q , if ϕ0 = 0.
Proof. The last statements in the Besov spaces follows from the previous ones since B˙s,q is a
interpolation space between H˙ s,q . 
Theorem 6.5. Let initial functions ψ0 and ψ1 be as follows:
ψ0(x) = ε0ϕ0(x), ψ1(x) = ε1ϕ1(x), x ∈ Rn∗, (6.3)
where ϕ0(x) ∈ C∞(Rn∗) and ϕ1(x) ∈ C∞(Rn∗) are homogeneous of order − 2+mα(k+1) and
− 2+m
α(k+1) − 1k+1 , respectively. Suppose that ψ0 and ψ1 satisfy the conditions in either Theo-
rem 2.1 or Theorem 2.2. Assume also that conditions of Theorem 5.2 are fulfilled and Γ (t) = tm,
m> −1. Then for sufficiently small ε0 +ε1, Eq. (1.1) possesses a self-similar solution u = u(x, t)
which is generated by the Cauchy problem (1.7), (1.8). The solution satisfies the estimate
tθ‖u(x, t)‖Lq(Rn)  2(ε0 + ε1) for all t > 0.
The last theorem immediately follows from Theorem 5.1 and Proposition 6.3, therefore we
only note that the uniqueness of solution guaranties its self-similarity. At the same time, Theo-
rem 1.1 is a special case of Theorem 6.5. In conclusion one may remark that the condition (6.2)
on the light cone is equivalent to (1.11).
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Example 2. Let n = 3 and m = 0. Then q = α + 2, p = (α + 2)/(α + 1) and additionally to
(5.8), (5.9) we set⎧⎪⎪⎨
⎪⎪⎩
(i) 4 − α
3α
> k >
−2α2 − 2α + 8
α(3α + 8) and
(ii) k > 1 − α
α
if ε1 = 0 otherwise k > 2 − α2α .
The feasible domain for k and α given by Fig. 3 can be prolonged up without limit. Suppose that
a and b = a + 1
k+1 satisfy the conditions in either Theorem 2.1 or Theorem 2.2. According to
Theorem 6.5 the Cauchy problem (1.1), (1.8) with (6.3) and sufficiently small ε0 + ε1 has a self-
similar solution which takes values in Lq(Rn). It is interesting that D’Ancona [3] introduced the
condition 4−α3α > k for the existence of a smooth global solution of the initial value problem with
smooth data for the equation utt − a(t)u = −f (u), where the nonlinear term is nonpositive,
−f (u)u  0, and can be −f (u) = −|u|αu, while the (possible) zeros of analytic function a(t)
have order not greater than 2k.
Set now n = 2 and m = 0. Then we choose q = α + 2, p = (α + 2)/(α + 1) and in addition
to (5.10) require
k >
4 − α
3α
, k >
8 − α2
2α(α + 3) , k <
2
α
.
The same conclusions are valid as in the previous case. The feasible domain is given by Fig. 4.
The next theorem allows us to widen a range of the nonlinearity F , namely, of the exponent α.
It is a direct consequence of Theorem 5.1 and Proposition 6.4, therefore we skip its proof.
Theorem 6.6. Let initial functions ψ0 and ψ1 be as follows: ψ0(x) = ε0ϕ0(x), ψ1(x) =
ε1ϕ1(x), where ϕ0(x) ∈ C∞(Rn∗) and ϕ1(x) ∈ C∞(Rn∗) are homogeneous of order − 2+mα(k+1)
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α(k+1) − 1k+1 , respectively. Assume also that the conditions of Theorem 5.1 are fulfilled,
θ of (5.4) is nonnegative, Γ (t) = tm, m > −1, and (5.7) is satisfied. Then for sufficiently small
ε0 + ε1, Eq. (1.1) possesses a self-similar solution u = u(x, t) which is generated by the Cauchy
problem (1.7), (1.8). The solution satisfies the estimate tθ‖u(x, t)‖Ms,q  2(ε0 +ε1) for all t > 0.
Here the spaceMs,q(Rn) is H˙ s,q(Rn) or B˙s,q(Rn).
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