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ROKHLIN DIMENSION FOR C∗-CORRESPONDENCES
NATHANIAL P. BROWN, AARON TIKUISIS, AND ALEKSEY M. ZELENBERG
Abstract. We extend the notion of Rokhlin dimension from topological dynamical sys-
tems to C∗-correspondences. We show that in the presence of finite Rokhlin dimension
and a mild quasidiagonal-like condition (which, for example, is automatic for finitely
generated projective correspondences), finite nuclear dimension passes from the scalar
algebra to the associated Toeplitz–Pimsner and (hence) Cuntz–Pimsner algebras. As a
consequence we provide new examples of classifiable C∗-algebras: if A is simple, unital,
has finite nuclear dimension and satisfies the UCT, then for every finitely generated pro-
jective H with finite Rokhlin dimension, the associated Cuntz–Pimsner algebra O(H)
is classifiable in the sense of Elliott’s Program.
1. Introduction
The topological notion of covering dimension was extended to the noncommutative
context by Winter and Zacharias in [27]. Their nuclear dimension has contributed to the
most important and broadly applicable advances in the theory of nuclear C∗-algebras in
the last 40 years. For example, the Toms–Winter conjecture asserts that finite nuclear
dimension is often equivalent to structural properties analogous to those exploited by
Connes in his proof of uniqueness of the injective II1-factor ([5]). In a remarkable break-
through, this audacious conjecture was confirmed in the unique-trace case in [19], and
has now been confirmed for much broader classes (see [4]). As another stunning example,
in 2015 finite nuclear dimension led to the completion of Elliott’s Classification Program
for the cases of most interest (cf. [7], [23]). In short, nuclear dimension has revolutionized
the field.
It is thus important to know which examples have finite nuclear dimension. In the
influential paper [15] it was shown that all Kirchberg algebras have nuclear dimension at
most three. (In fact, they have dimension one; see [4] and [18].) In [22] Szabo proved
that if Zn acts freely on a compact metric space X of finite covering dimension, then the
associated crossed product C(X)⋊Zn has finite nuclear dimension. His work was inspired
by and depended upon [10], where the classical measure-theoretic Rokhlin property was
exported to the realm of topology. This so-called Rokhlin dimension makes sense in the
noncommutative context too, so we can study it for C∗-dynamical systems. There is
mounting evidence that Rokhlin dimension is for C∗-dynamical systems what nuclear
dimension is for C∗-algebras: ubiquitous and fundamental.
For example, it is intimately connected with nuclear dimension via the crossed product
construction. One of the main results of [10] was that A⋊αZ has finite nuclear dimension
whenever A does and the automorphism α has finite Rokhlin dimension. Since A ⋊α
Z can be realized as a Cuntz–Pimsner algebra, it is natural to seek an extension of
Rokhlin dimension to the context of C∗-correspondences, then ask whether the associated
Toeplitz–Pimnser and/or Cuntz–Pimsner algebras have finite nuclear dimension?
That is the subject of this paper. Indeed, we generalize Rokhlin dimension to C∗-
correspondences in Definition 3.1, then prove the following.
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Theorem 1.1. Suppose that H is a countably generated C∗-correspondence over a sep-
arable unital C∗-algebra A, satisfying a technical quasidiagonal-like condition (see The-
orem 4.17). Then(dimnuc(T (H)) + 1) ≤ 2(dimnuc(A) + 1)(dimRok(H) + 1).
The quasidiagonal-like condition is probably unnecessary, and would be if a certain
algebra could be shown directly to have finite nuclear dimension (cf. Lemma 4.1). In
any case, it is satisfied in many examples, including all finitely generated projective
correspondences (see Example 4.2).
As an application, we provide new examples of classifiable C∗-algebras in the sense
of Elliott’s Program. Thanks to [7] and [23], this amounts to verifying simplicity, finite
nuclear dimension and the Universal Coefficient Theorem (UCT) of [17].
Corollary 1.2. (Corollary 6.5) Assume A is simple, unital, satisfies the UCT and has
finite nuclear dimension. For every finitely generated projective H with finite Rokhlin
dimension, the associated Cuntz–Pimsner algebra O(H) is also simple, unital, satisfies
the UCT and has finite nuclear dimension.
Note that we’ve substantially generalized the C∗-dynamical system case from [10, The-
orem 4.1] because A⋊αZ is the Cuntz–Pimsner algebra over a singly generated projective
correspondence. Also, this corollary holds whenever Theorem 1.1 does, so it’s likely true
for arbitrary correspondences of finite Rokhlin dimension (and definitely true when the
quasidiagonal-like hypothesis is satisfied).
The proof of Theorem 1.1 follows [10] very closely, at least in spirit. The main technical
innovation is finding suitable replacements for the outgoing and incoming maps used in
the proof of Theorem 4.1 in [10]. But we also have to worry about the nuclear dimension
of the range of the outgoing maps, an easy task in the crossed-product case. The majority
of the paper is devoted to laying out these issues, and resolving them. Once that is done,
the proof of finite nuclear dimension is very similar to [10].
Here is an outline of what follows. In Section 2, we establish notation and give rel-
evant background information on nuclearity, nuclear dimension, Hilbert C∗-modules,
C∗-correspondences, and Cuntz–Pimsner algebras. Section 3 is about the definition of
Rokhlin dimension for C∗-correspondences. The heavy lifting is contained in Section 4,
culminating with the proof of our main result (Theorem 4.17). In Section 5, we observe
a cute application: in certain circumstances, reduced amalgamated free products have
finite nuclear dimension. Finally, in Section 6, we show how to use work of Schweizer
([20]) to deduce Corollary 1.2 from Theorem 1.1.
2. Preliminaries
2.1. Notation and terminology. Throughout all that follows, we will use the following
conventions, assumptions, and notation. When we refer to an ideal of a C∗-algebra, we
mean a closed, two-sided ideal. If A is a C∗-algebra, let A+, Ball1(A), M(A), and Z(A)
denote the positive cone, unit ball, multiplier algebra, and center, respectively, of A. If
x, y ∈ A are self-adjoint, let x ≈ y, x ⊥ y, and x ⊥ y mean ∥x− y∥ < , xy = 0, and xy ≈ 0,
respectively. If C,D ⊆ A, let C ′ denote the commutant of C in A and let C ⊂ D mean
that for every contraction c ∈ C, there is a d ∈D satisfying c ≈ d. If ϕ ∶ A→ B is a linear
map to a C∗-algebra B, we will say that ϕ is -contractive if ∥ϕ∥ < 1 + . We will use the
abbreviation c.p.(c.) to mean completely positive (and contractive). We write K for the
compact operators on `2(N). For a C∗-algebra A, we define
A∞ = `2(N,A)/c0(N,A),
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and view A as a subalgebra of A∞ in the canonical way (consisting of elements represented
by constant sequences).
2.2. Order zero maps and nuclear dimension. Throughout this section let A and
K be C∗-algebras.
Definition 2.1. A c.p. map ψ ∶ K → A is order zero if it preserves orthogonality: for
every pair of positive elements x1, x2 ∈K,
x1 ⊥ x2 ⇒ ψ(x1) ⊥ ψ(x1).
Definition 2.2. A has nuclear dimension at most n, written dimnuc(A) ≤ n, if for every
finite subset F ⊂ A and  > 0, there is a finite-dimensional C∗-algebra K =K(0)⊕⋯⊕K(n),
a c.p.c. map ϕ ∶ A→K, and a c.p. map ψ ∶K → A satisfying
(1) ∥ψ ○ ϕ(a) − a∥ <  for every a ∈ F , and
(2) for each i = 0, . . . , n, the restriction of ψ to K(i) is contractive and order zero.
The following is well-known and underpins many nuclear dimension computations in
the literature.
Lemma 2.3. Fix m,n ∈ N. Let A be a C∗-algebra. Then dimnuc(A) ≤ m(n + 1) − 1 if,
for every finite set F ⊂ A and  > 0, there exists a C∗-algebra B of nuclear dimension at
most n and c.p. maps
A
ψÐ→ B φÐ→ A∞
such that ψ is c.p.c., φ is a sum of m c.p.c. order zero maps, and ∥ψφ(a)−a∥ <  for a ∈ F .
Proof. By [24, Proposition 2.5], we only need to show that the inclusion of A into A∞
has nuclear dimension at most (m+ 1)n− 1 To this end, let F ⊂ A be finite and let  > 0.
Find B,ψ, and φ as in the hypotheses, for the finite set F and with /2 in place of .
Since B has nuclear dimension at most m, we can factor the identity map on B, up to

2n on ψ(F ), as
B
βÐ→K αÐ→ B
such that β is c.p.c. and α is a sum of (m+1) c.p.c. order zero maps. Then the inclusion
A→ A∞ factors, up to  on F , as
A
βψÐ→K φαÐ→ A∞,
where βψ is c.p.c., and φα decomposes as a sum of n(m + 1) c.p.c. order zero maps. 
If J unlhdA is an ideal, then by [28, Proposition 2.9] we have
dimnuc(A) ≤ dimnuc(J) + dimnuc(A/J) + 1.
However a slight modification of the proof of [11, Proposition 5.1] implies the following
statement.
Proposition 2.4. If JunlhdA has a quasicentral approximate unit consisting of projections,
then dimnuc(A) = max{dimnuc(J),dimnuc(A/J)}.
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2.3. Correspondences. Throughout this section let A be a unital C∗-algebra. We give a
brief overview of C∗-modules (all of which are assumed to be over A), C∗-correspondences,
and Cuntz–Pimsner algebras. For comprehensive treatments, see [3, ?, 16].
Let H be a Hilbert C∗-module. We say H is full if the set ⟨H,H⟩ ∶= {⟨x, y⟩ ∶ x, y ∈ H}
is dense in A.We say H is free if it has an orthonormal set of generators; it is finitely
generated projective if it is an orthogonal direct summand in a finitely generated free
module.
If K is another C∗-module, we denote by B(H,K) and K(H,K) the adjointable and
compact operators from H to K, respectively. K(H,K) is the closed span of operators
ex,y (over x ∈ K, y ∈ H), where
(1) ex,y(z) = x. ⟨y, z⟩H, z ∈ H.
In the case H = K, we write B(H) and K(H). Besides the operator norm topology,
there is another natural topology on B(H,K): a sequence Tn converges strictly to T if
Tn(x) → T (x) and T ∗n (y) → T ∗(y) for every x ∈ H and y ∈ K. If {Hi}i∈I is a collection of
C∗-modules, their direct sum ⊕Hi, defined as{(xi)i∈I ∈∏
i
Hi ∣∑⟨xi, xi⟩ converges in norm},
is also a C∗-module. If H is a free C∗-module whose orthonormal generators are indexed
by a set I, then H ≅⊕I A.
We will need the following important theorem of Kasparov.
Theorem 2.5 (Kasparov’s stabilization theorem). If H is a countably generated, then
there is a countably generated free C∗-module H′ satisfyingH ⊕H′ ≅ H′.
Kasparov’s stabilization theorem impliesK(H) is isomorphic to a hereditary subalgebra
of A⊗K. By [28, Proposition 2.5], this implies
(2) dimnuc(K(H)) ≤ dimnuc(A).
We say H is a C∗-correspondence (or simply a correspondence) if there is a unital
injective *-homomorphism ω ∶ A → B(H). The map ω is called the left action of A onH and we will write ωa(x) as a. x. The simplest example is the identity correspondence,
which is the C∗-module A (over A) with the left action given by left multiplication. If{Hi}i∈I is a collection of correspondences, their direct sum ⊕Hi is also a correspondence
with the left action given by ω⊕Hi =⊕ωHi .
We say two correspondences H and K are unitarily equivalent (and write H ≈ K) if
there exists an adjointable map U ∶ H → K such that
(1) U(a. x) = a.U(x) for every x ∈ H and a ∈ A, and
(2) U∗U = idH, and UU∗ = idK.
The algebraic tensor product H ⊙ K of two correspondences H and K is naturally a
right A-module with an A-valued semi-inner product given by
(3) ⟨x1 ⊗ y1, x2 ⊗ y2⟩ = ⟨y1, ⟨x1, x2⟩. y2⟩.
Denote by H⊗K the C∗-module obtained from H⊙K by separation and completion. InH ⊗K, the following identity holds
(4) x⊗ (a. y) = (x. a)⊗ y, x ∈ H, y ∈ K, a ∈ A.
There is an injective *-homomorphism B(H) → B(H ⊗ K) given by T ↦ T ⊗ 1, where(T⊗1)(x⊗y) = Tx⊗y (and a *-homomorphism A′∩B(K)→ B(H⊗K) given by T ↦ 1⊗T ).
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In particular H ⊗K is a correspondence, called the interior tensor product of H and K.
Elements of the form h⊗ k ∈ H ⊗K are called elementary tensors.
If H is a correspondence over a C∗-algebra A, defineH∞ = `∞(N,H)/c0(N,H),
and one can easily check that this is a correspondence over the sequence algebra A∞ in the
obvious way. It contains H as the subset consisting of elements with constant sequence
representatives. In particular, the product (in either order) of an element of A∞ and an
element of H makes sense as an element of this H∞.
For a correspondence H over a C∗-algebra A, a representation of H on a C∗-algebra B
is a pair (pi, τ) consisting of a *-homomorphism pi ∶ A → B and a linear map τ ∶ H → B
satisfying τ(a. x. b) = pi(a)τ(x)pi(b) and τ(x)∗τ(y) = pi(⟨x, y⟩) for every x, y ∈ H and
a, b ∈ A. Denote by C∗(pi, τ) the C∗-subalgebra of B generated by pi(A) and τ(H). We say
a representation (pi, τ) admits a gauge action if there is an action β of T = {z ∈ C ∶ ∣z∣ = 1}
on C∗(pi, τ) such that βz(pi(a)) = pi(a) and βz(τ(ξ)) = zτ(ξ) for all a ∈ A and ξ ∈ H.
2.4. Cuntz–Pimsner algebras. We now briefly review the construction of Cuntz–
Pimsner algebras. These were first defined by Pimsner in [16]. Note that [16] contains
the proofs of Theorems 2.7 and 2.10, and Proposition 2.9. See also [3, Section 4.6]
For a single correspondence H, set H⊗0 = A and H⊗k = H⊗⋯⊗H. The full Fock space
and pth-cutoff Fock space over H are the correspondences defined by
F(H) = ∞⊕
k=0H⊗k and Fp(H) = p−1⊕k=0H⊗k.
We say an elementary tensor x = x1⊗⋯⊗xk ∈ H⊗k ⊂ F(H) has length k and write ∣x∣ = k.
When H is a free module with orthonormal basis {ξi}i∈I , we set W equal to the set of all
elementary tensors in the ξi, and
(5) Wk = {µ ∈W ∣ ∣µ∣ = k}, W<p = {µ ∈W ∣ ∣µ∣ < p}.
The left action ofA on F(H) is given by a. (x1⊗⋯⊗xk) = (a. x1)⊗⋯⊗xk. Moreover for each
x ∈ H we define the creation operator Tx ∈ B(F(H)) by Tx(a) = x. a and Tx(x1⊗⋯⊗xn) =
x⊗x1⊗⋯⊗xn. If a ∈ H⊗0 set Ta = a, and if x = x1⊗⋯⊗xk ∈ H⊗k set Tx = Tx1⋯Txk . Note
that for an elementary tensor y,
T ∗x (y) = {⟨x, y′⟩.y′′, y = y′ ⊗ y′′, ∣y∣ = ∣x∣;0, ∣y∣ < ∣x∣.
Using rank-one operators ex,y ∈ K(H⊗∣x∣,H⊗∣y∣) associated to elementary tensors in F(H),
we have the identity
(6) TxT
∗
y = ∞∑
k=0 ex,y ⊗ 1H⊗k ,
where convergence is understood to be strict.
Definition 2.6. Let H be a correspondence over A. The Toeplitz–Pimsner algebra T (H)
is the C∗-subalgebra of B(F(H)) generated by A and {Tx ∣ x ∈ H}.
Theorem 2.7. Let T (H) be the Toeplitz–Pimsner algebra of a correspondence H over
A.
(1) For every α ∈ C, x, y ∈ H, and a, b ∈ A, the creation operators satisfy
(7) Tαx+y = αTx + Ty, Ta.x.b = aTxb, T ∗x Ty = ⟨x, y⟩.
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In particular,
(8) T (H) = span{TxT ∗y ∣ x, y ∈ F(H) elementary tensors}.
(2) ([8]) The Toeplitz–Pimsner algebra T (H) is the unique C∗-algebra (up to isomor-
phism) generated by a representation (pi, τ) of H, such that
pi(A) ∩ span{τ(x)τ(y)∗ ∣ x, y ∈ H} = 0,
and which admits a gauge action.
The Toeplitz–Pimsner algebra is too large for many purposes, so we define the Cuntz–
Pimsner algebra O(H) to be a natural quotient of T (H). Denote by J(H) the C∗-
subalgebra of B(F(H)) generated by∞⋃
n=0B( n⊕k=0H⊗k).
The multiplier algebra M(J(H)) can be identified with all T ∈ B(F(H)) satisfying both
TJ(H) ⊂ J(H) and J(H)T ⊂ J(H). In particular, there is there is an inclusion T (H) ⊂M(J(H)). (However, note that T (H) may not contain J(H).)
Definition 2.8. The Cuntz–Pimsner algebra O(H) is the C∗-algebra Q(T (H)), where
Q ∶M(J(H))→M(J(H))/J(H) is the quotient map. We denote by Sx the image of the
creation operator Tx under Q.
Here is another description of O(H). Let IH = A ∩K(H) ⊂ B(H). Since IH is an ideal
in A and F(H)IH is a B(F(H))-invariant subcorrespondence of F(H), we can conclude
K(F(H)IH) = span{ex,y ∣ x, y ∈ F(H)IH} is an ideal in B(F(H)).
Proposition 2.9. K(F(H)IH) ⊂ T (H), and in particular K(F(H)IH) = kerQ∣T (H). In
other words, O(H) ≅ T (H)/K(F(H)IH).
Theorem 2.10. Let O(H) be the Cuntz–Pimsner algebra of a correspondence H over
A. For every α ∈ C, x, y ∈ H, and a, b ∈ A, the following identity holds:
Sαx+y = αSx + Sy, Sa.x.b = aSxb, S∗xSy = ⟨x, y⟩.
Remark 2.11. If H is a finitely generated projective correspondence, then K(H) = B(H)
(see [26]) and hence A∩K(H) = A. Since A is unital, K(F(H)IH) = K(F(H)). This showsT (H) contains all of K(F(H)) and O(H) ≅ T (H)/K(F(H)). At the other extreme, if
A ∩K(H) = {0}, the kernel of Q is trivial and hence there is a *-isomorphism O(H) →T (H) sending a to a and Sx to Tx.
3. Rokhlin dimension for C∗-correspondences
Here is our definition of Rokhlin dimension for C∗-correspondences.
Definition 3.1. Let A be a separable C∗-algebra and let H be a countably generated
correspondence over A. We say that H has Rokhlin dimension at most d, dimRok(H) ≤ d,
if any p ∈ N, there exist positive contractions{f lk}l=0,...,d;k∈Z/p ⊂ A∞ ∩A′
satisfying
(1) f lkf
l
k′ = 0 for all l and all k ≠ k′,
(2) ∑k,l f lk = 1, and
(3) z. f lk = f lk+1. z in H∞, for all k, l, and z ∈ H.
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Remark 3.2. (i) One can of course reformulate this definition without using the sequence
algebra A∞ and the sequence correspondence H∞. Namely, we have dimRok(H) ≤ d if and
only if, for any  > 0, any p ∈ N, any finite set F ⊂ A, and any finite set V ⊂ H, there exist
positive contractions {f lk}l=0,...,d;k∈Z/p ⊂ A
satisfying
(1) ∥f lkf lk′∥ <  when k ≠ k′ and all l.
(2) ∥∑k,l f lk − 1∥ < .
(3) ∥z. f lk − f lk+1. z∥ <  for all k, l, and z ∈ V .
(4) ∥[f lk, a]∥ <  for all k, l and a ∈ F .
(ii) If A is a C∗-algebra and α ∈ Aut(A), one may define a correspondence Aα over A
as the singly generated C∗-module A with with the left action given by a. b = α(a)b.
There is a canonical isomorphism O(Aα) ≅ A ⋊α Z (this isomorphism fixes A and sends
S1 to the canonical unitary of the crossed product). Our definition of Rokhlin dimension
of C∗-correspondences is designed to (almost) coincide with the Rokhlin dimension of
α (with single towers) as defined by Hirshberg, Winter, and Zacharias in [10, Definition
2.3(c)]. Specifically, we ask for single towers all of height p + 1 (whereas their definition
of dimsRok(A,α) ≤ d asks that each colour has a single tower of height either p or p + 1).
In [10, Proposition 2.8 and Remark 2.9], they show that, up to a possible factor of
2, their Rokhlin dimension coincides with the version with single towers all of height
p + 1. The same argument applies to variants on the definition of Rokhlin dimension
for correspondences, and as such, we have chosen to work with the simplest version of
Rokhlin dimension.
(iii) We can simultaneously express condition (3) and the requirement that the Rokhlin
contractions commute with A by asking that, for any elementary tensor z ∈ F(H),
z. f lk = f lk+∣z∣. z.
4. Nuclear dimension of Toeplitz–Pimsner and Cuntz–Pimsner algebras
In [10, Theorem 4.1], it is shown that for a C∗-algebra A with finite nuclear dimension
and an automorphism α ∶ A→ A of finite Rokhlin dimension, the crossed product A⋊α Z
has finite nuclear dimension. In this section we generalize this result to correspondences
of finite Rokhlin dimension (this is truly a generalization, see Remark 3.2 (i)), subject
to a technical condition which is satisfied, for example, by correspondences which are
finitely generated and projective as Hilbert C∗-modules.
One can recast the argument used to prove [10, Theorem 4.1] in terms of the Fock-space
representation of T (Aα), where Aα is as in Remark 3.2 (i). Specifically, the argument
makes use of outgoing maps from T (Aα) to a compression of the Fock space representa-
tion; the range of these maps land in a subalgebra of B(F(Aα)) which, in this case, is
isomorphic to some Mn(A). It is possible to then define incoming maps Mn(A)→ T (Aα),
using compressions by row vectors corresponding to Rokhlin towers. Our argument for
general correspondences is based on this outline; however, there are two significant tech-
nical differences. First, the codomain of the outgoing map will generally not be a matrix
algebra over A, and so further input is needed to get a (uniform) bound on its nuclear di-
mension. Second, there need to be suitable replacements for the row vector compressions
used to construct the incoming maps. In this section, we deal with these technicalities.
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4.1. A compressed Fock space representation and nuclear dimension. Let H be
a countably generated correspondence over A. For each p ∈ N, form
Fp(H) = p−1⊕
k=0H⊗k.
Set
Dp(H) = span{ex,y ⊗ 1⊗kH ∣x, y ∈ Fp(H) elementary tensors,
max{∣x∣, ∣y∣} + k < p}.
This is a C∗-subalgebra of B(Fp(H)). Evidently, K(Fp(H)) is an ideal of Dp(H).
Lemma 4.1. Suppose that for every p ∈ N, there is an approximate unit consisting of
projections in K(Fp(H)) that are quasicentral in Dp(H). Then for every p ∈ N we have
dimnuc(Dp(H)) ≤ dimnuc(A).
Proof. By induction in p. It is not hard to see that D1(H) ≅ A. Suppose the result holds
for Di for i = 1, . . . , p. Set
D˜p = span{(ex,y ⊗ 1H⊗k)⊗ 1H ∶ 0 ≤ max{∣x∣, ∣y∣} + k < p} ⊂Dp+1(H).
It’s clear that D˜p ≅Dp(H) and that
Dp+1(H) = C*(K(Fp+1(H)) ∪ D˜p) and K(Fp+1(H)) ∩ D˜p = {0}.
This shows that Dp+1(H) is an extension of (an algebra isomorphic to) Dp(H) by the
compacts K(Fp+1(H)). The result follows by induction, Proposition 2.4, and By the
inductive hypothesis and (2), both of these algebras have nuclear dimension at most
dimnuc(A). By the hypotheses of this lemma, we may apply Proposition 2.4 to conclude
that the nuclear dimension of Dp+1(H) is also at most dimnuc(A). 
Example 4.2. (i) If H is a finitely generated projective correspondence, then so is H⊗k
for any k ≥ 0 (see [?, Proposition 4.7]). Hence, K(Fp(H)) is unital for any p ∈ N and we
get
K(Fp(H)) =Dp(H) = B(Fp(H)).
Thus, such H does satisfy the condition of Lemma 4.1 (i.e., for every p, there is an
approximate unit of projections in K(Fp(H)) which is quasicentral in Dp(H)).
(ii) Let K be countably generated free Hilbert A-module with orthonormal basis (ξi)∞i=1.
Let {αi}∞i=1 ⊂ Aut(A) be a sequence of automorphisms of A, and define a correspondence
by the left action a. ξi = ξi. αi(a) for i ∈ N. This correspondence also satisfies the hypoth-
esis of Lemma 4.1.
Proof. For µ = ξ1⋯ξk ∈Wk, set
αµ = αk ○ ⋯ ○ α1 ∈ Aut(A),
and note that a.µ = µ.αµ(a).
Let W n<p denote the finite subset of W<p consisting of elementary tensors of length< p in ξ1, . . . , ξn. Define the finite rank projection qn = ∑ζ∈Wn<p eζ,ζ . This projection is
quasicentral in Dp(K), since for µ, ν ∈W and k ∈ N, for sufficiently large n (namely, when
n is greater than all indices of basis elements appearing in µ and ν), we have
qn(eµ.a,ν ⊗ 1K⊗k) = ∑
ζ∈Wn<p eζ,ζ ∑η∈Wk eµ.a⊗η,ν⊗η= ∑
ζ∈Wn<p eζ,ζ ∑η∈Wk eµ⊗η.αη(a),ν⊗η
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ζ∈Wn<p ∑η∈Wk eζ.⟨ζ,µ⊗η⟩αη(a),ν⊗η= ∑
η∈Wn
k
eµ⊗η.αη(a),ν⊗η
= ∑
η∈Wk ∑ζ∈Wn<p eµ⊗η.αη(a),ζ.⟨ζ,ν⊗η⟩= ∑
η∈Wk eµ⊗η.αη(a),ν⊗η ∑ζ∈Wn<p eζ,ζ= eµ.a,ν ⊗ 1K⊗kqn.

4.2. Incoming maps. This section works extensively with countably generated free cor-
respondences: first we use the structure of such a correspondence K to define incoming
maps Dp(K) → T (K), and then we use Kasparov’s stabilization theorem to apply such
incoming maps to general countably generated correspondences. Throughout, K will
generally be a countably generated free correspondence, while H will be an arbitrary
(countably generated) Hilbert module or correspondence.
For a countably generated free correspondence K over A with orthonormal basis (ξi)∞i=1,
recall that W ⊂ F(K) denotes the set of elementary tensors in this generating set, while
(from (5)) Wk and W<p denote the subsets of elementary tensors of length k and < p
respectively. As Hilbert A-modules, we haveK⊗k ≅⊕
Wk
A, Fp(K) ≅ ⊕
W<pA, F(K) ≅⊕W A.
4.2.1. Free correspondences.
Lemma 4.3. Let A be a C∗-algebra, let H be a Hilbert A-module, and let I be an
index set. There is an inclusion B(⊕I A) ↪ B(⊕IH ). More specifically, an operator
S ∈ B(⊕I A) acts adjointably on ⊕IH via
(9) (xi)i∈I ↦ (∑
i∈I(⟨ξj, Sξi⟩. xi)j∈J ,
where (ξi)i∈I is the canonical orthonormal basis for ⊕I A.
Proof. The map a ⊗ x ↦ a. x implements an isomorphism between A ⊗H and H . Let
us show that the map m ∶ (ai)i∈I ⊗ x ↦ (ai. x)j∈I extends to an isomorphism between(⊕I A)⊗H and ⊕IH . We have⟨(ai)i ⊗ x, (bi)i ⊗ y⟩ (3)= ⟨x, ⟨(ai)i, (bi)i⟩. y⟩= ⟨x,∑
i
a∗i bi. y⟩= ∑
i
⟨ai. x, bi. y⟩= ⟨(ai. x)i, (bi. y)i⟩= ⟨m((ai)i ⊗ x),m((bi)i ⊗ y)⟩
so that m can be extended, as a ⟨⋅, ⋅⟩-preserving linear functional, to the tensor product(⊕I A) ⊗H . Moreover, the image of m contains the dense set consisting of finitely
supported elements in ⊕IH , so that m is a unitary operator.
The result follows since T ↦mTm−1 is a *-isomorphism between B((⊕I A)⊗H ) and
B(⊕IH ), and composing this with the natural embedding B(⊕I A) ↪ B((⊕I A)⊗H )
yields a map satisfying (9). 
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Corollary 4.4. Let A be a C∗-algebra, let K be a countably generated free correspon-
dence with orthonormal basis {ξi}i∈I , and define W<p by (5). For each p ∈ N, there is an
inclusion B(Fp(K))↪ B(⊕W<p F(K)) that sends eµ.a,ν ⊗1K⊗k (where µ, ν ∈W , a ∈ A, and
max{∣µ∣, ∣ν∣} + k < p)
(10) (xζ)ζ∈W<p ↦ ∑
η,η′∈Wk(δζ′,µ⊗η′⟨η′, a. η⟩. xν⊗η)ζ′′∈W<p ,
and a (as an operator in B(Fp(K))) to the operator
(11) (xζ)ζ∈W<p ↦ ∑
ζ∈W<p(⟨ζ ′, a. ζ⟩. xζ)ζ′∈W<p .
Proof. Applying Lemma 4.3 with H = F(K) and I = W<p yields an embedding ι ∶
B(⊕W<p A)→ B(⊕W<p F(K)) such that for S ∈ B(⊕W<p A) and (xζ)ζ∈W<p ,
ι(S)((xζ)ζ∈W<p) = ∑
ζ∈W<p(⟨ξζ′ , Sξζ⟩. xζ)ζ′∈W<p .
We use the canonical identification of Fp(K) with ⊕W<p A to view ι as an inclusion of(Fp(K)) to B(⊕W<p F(K)). This identification takes an elementary tensor ζ ∈W<p to the
orthonormal basis element ξζ . Since a ∈ A acts on Fp(K) by sending ζ ∈W<p to a.ζ, (11)
follows immediately. For (10), using (1) and (4), first note that for ζ ∈W<p,
(eµ.a,ν ⊗ 1H⊗k)(ζ) = {µ⊗ a. η, ζ = ν ⊗ η, ∣η∣ = k;
0, otherwise.
For ζ = µ⊗ η ∈W<p where η ∈Wk and for ζ ′ ∈W<p,⟨ζ ′, (eµ.a,ν ⊗ 1H⊗k)ζ⟩ = ⟨ζ ′, µ⊗ a. η⟩
= {⟨η′, a. η⟩, ζ ′ = µ⊗ η′, ∣η′∣ = k;
0, otherwise.
Putting this together, we have
ι(eµ.a,ν ⊗ 1H⊗k)((xζ)ζ∈W<p) = ∑
ζ∈W<p(⟨ζ ′, (eµ.a,ν ⊗ 1H⊗k)ζ⟩. xζ)ζ′∈W<p= ∑
η,η′∈Wk(δζ′,µ⊗η′⟨η′, a. η⟩. xµ⊗η)ζ′∈W<p ,
as required. 
Lemma 4.5. Let A be a C∗-algebra, let H be a Hilbert A-module, and let I be a
countable index set. Let {Ti}i∈I be a collection of isometries in B(H ) with orthogonal
ranges such that ∑i TiT ∗i converges strictly in B(H ). Then the map [Ti]I ∶⊕IH →H
given by (xi)i∈I ↦ ∑i∈I Tixi is an adjointable operator with adjoint given by
(12) [Ti]∗I(x) = (T ∗i x)i∈I .
Moreover, [Ti]I is an isometry.
Proof. The hypothesis that∑i TiT ∗i converges strictly implies that the formula for [Ti]∗I(x)
does define an element of ⊕IH, and therefore this formula produces a well-defined mapH →⊕IH. For an indexed family (xi)i∈I of pairwise orthogonal elements of H, note that∑i xi converges to an element x ∈ H if and only if (xi)i∈I represents an element y of ⊕IH,
and in this case, ⟨x,x⟩H = ⟨y, y⟩⊕I H. Since the Ti have orthogonal ranges, it follows from
these facts that [Ti]I is a well-defined isometry. It is an easy calculation to see that the
formula for [Ti]∗I does indeed provide an adjoint to [Ti]I . 
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Remark 4.6. The assumption that ∑i TiT ∗i converges strictly is not automatic; here is
an example. Let A = l∞(C) and let H = ⊕NA; write an element of H as (xji) where
for each j, ∑i ∣xji ∣2 converges (and is uniformly bounded in j). For each j ∈ N, pick an
injective map θj ∶ N ×N → N such that θj(1, j) = 1. For each k ∈ N, define Tk ∶ H → H by
Tk((xji)) = (yji ) where
yji = {xji′ , i = θj(i′, k);0, otherwise.
Using the fact that the θj are injective, one easily computes⟨(xji), (xji)⟩ = (∑
i
∣xji ∣2)j = ⟨Tk((xji)), Tk(xji))⟩,
so that each Tk is isometric. Injectivity of the θj also implies that the Tk have pairwise
orthogonal ranges.
To see that ∑k TkT ∗k does not converge strictly, let us check that ∑k TkT ∗k ξ1 does not
converge (in H). Note that ξ1 = (δi,1)i,j, and that for (xji) ∈ H,
TkT
∗
k (xji) = (χAj,k(i)yji ),
where
Aj,k = {θj(n, k) ∣ n ∈ N}.
By our choice of θj, we have 1 ∈ Aj,k if and only if j = k. Therefore,
n∑
k=1TkT ∗k ξ1 = ξ1. χ{1,...,n}
(viewing χ{1,...,n} as an element of l∞(N) = A). The sequence (χ{1,...,n})n does not converge
(in norm) in A, so that ∑k TkT ∗k ξ1 does not converge in H.
Corollary 4.7. Let A be a C∗-algebra, let K be a countably generated free correspon-
dence with orthonormal basis {ξi}i∈I , and define Wk by (5). For any k ≥ 0, there is an
isometry [Tη]Wk ∈ B(⊕Wk F(K),F(K)) given by(xη)η∈Wk ↦ ∑
η∈Wk Tη(xη).
Proof. Note that (Tη)η∈Wk is a family of isometries with pairwise orthogonal images, and
that ∑η∈Wk TηT ∗η converges strictly to 1F(K)−1Fk(K) in B(F(K)). Thus setting I =Wk and
H = F(K), the hypotheses of Lemma 4.5 are satisfied; this lemma shows that [Tη]Wk is
a well-defined isometry. 
Remark 4.8. For each p ∈ N and 0 ≤ k < p, we can regard [Tη]Wk as being an element in
B(⊕W<p F(K),F(K)) by identifying ⊕W<p F(K) with ⊕W0 F(K)⊕⋯⊕⊕Wp−1 F(K), and
defining [Tη]Wk to be zero on ⊕Wk′ F(K) for k′ ≠ k.
Recall from Definition 2.8 that, for x ∈ K, Sx denotes the image of Tx in the Cuntz–
Pimsner algebra O(K).
Lemma 4.9. Let A be a C∗-algebra, let K be a countably generated free correspondence
with orthonormal basis {ξi}i∈I , and define W<p by (5). Let p ∈ N and let G = (g0, . . . , gp−1)
be an tuple of positive contractions in A. Set
(13) RG = p−1∑
k=0 gk[Tη]k ∈ B(⊕W<pF(K),F(K)).
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Define σG ∶Dp(K)→ B(F(K)) to be the following composition:
Dp(K) ⊂ B(Fp(K))→ B(⊕
W<pF(K)) RG ⋅R
∗GÐ→ B(F(K)),
where the first map is the inclusion given by Corollary 4.4. Let Q ∶ M(J(K)) →M(J(K))/J(K) denote the quotient map. Then σG(Dp(K)) ⊂ Q−1(O(K)), and so there
exists a c.p. map
ρG = Q ○ σG ∶Dp(K)→ O(K).
This map satisfies
ρG(ex,y ⊗ 1K⊗k) = gk+∣x∣SxS∗y gk+∣y∣
for elementary tensors x, y in Fp(K) and k ∈ N such that max{∣x∣, ∣y∣} + k < p.
Proof. For a ∈ A, µ, ν ∈W<p, and k ≥ 0 such that eµ.a,ν ⊗ 1K⊗k ∈ Dp(K), and z ∈ F(K), we
have (RGeµ.a,ν ⊗ 1K⊗kR∗G)(z) (12)= RG(eµ.a,ν ⊗ 1K⊗k)(T ∗ζ g∣ζ∣. z)ζ∈W<p
(10)= RG( ∑
η,η′∈Wk δζ′,µ⊗η′⟨η′, a. η⟩. T ∗ν⊗ηg∣ν⊗η∣. z)ζ′∈W<p= ∑
η,η′∈Wk g∣µ⊗η′∣Tµ⊗η′⟨η′, a. η⟩. T ∗ν⊗ηg∣ν⊗η∣. z= g∣µ∣+kTµ ( ∑
η,η′∈Wk Tη′⟨η′, a. η⟩T ∗η )T ∗ν g∣ν∣+k. z.
Note that for a basis element ξ ∈W ,
∑
η,η′∈Wk Tη′⟨η′, a. η⟩T ∗η ξ = {∑η′∈Wk Tη′⟨η
′, a. η⟩ξ′, ξ = η ⊗ ξ′, η ∈Wk;
0, ∣ξ∣ < k
= {a. η ⊗ ξ′, ξ = η ⊗ ξ′, η ∈Wk;
0, ∣ξ∣ < k= (1F(K) − 1Fk(K))ξ,
and by linearity, this formula continues to hold for all ξ ∈ F(K). Putting these together,
we find (RGeµ.a,ν ⊗ 1K⊗kR∗G)(z) = (g∣µ∣+kTµa(1F(K) − 1Fk(K))T ∗ν g∣ν∣ + k)(z).
Define ρG = Q ○ σG ∶ Dp(K) →M(J(K)), and we see that (4.9) holds for x = µ.a, y = ν
where µ, ν ∈ W<p. By density, (4.9) holds for all elementary tensors x, y, and the image
of ρG is contained in O(K) (i.e., the image of σG is contained in Q−1(O(K))). 
Lemma 4.10. Let A be a C∗-algebra, let K be a countably generated free correspondence
with orthonormal basis {ξi}i∈I , and define W<p by (5). Let G = (g0, . . . , gp−1), let δ be the
maximum value of ∥gigj∥, i ≠ j, and define RG by (13).
(1) Regarding g2k∣K⊗k as an element of B(⊕W<p F(K)), we have
R∗GRG ≈p2δ g20 ∣K⊗0 +⋯ + g2p−1∣K⊗p−1 .
(2) Let w and z be elementary tensors in Fp(K) satisfying w. gl ≈δ gl+∣w∣.w and z. gl ≈δ
gl+∣z∣. z. If k ∈ N is such that max{∣w∣, ∣z∣} + k < p, then∥[R∗GRG, ew,z ⊗ 1K⊗k]∥ < 2(p2 + 2)δ.
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Proof. (1): For (xζ)ζ∈W<p ∈⊕W<p F(K),[Tη]∗Wkg2k[Tη]Wk(xζ)ζ∈W<p = [Tη]∗Wk ∑
ζ∈Wk gk ⋅ ζ ⊗ xζ= (χWk(ζ)g2k ⋅ xζ)ζ∈W<p ,
and therefore,
g20 ∣K⊗0 +⋯ + g2p−1∣K⊗p−1 =∑
k
[Tη]∗Wkg2k[Tη]Wk≈p2δ ∑
k,k′[Tη]∗Wkgkgk′[Tη]Wk′= R∗GRG.
where ζ ∈Wk and x ∈ F(K).
(2): Using (1) we have(ew,z ⊗ 1K⊗k)(R∗GRG) ≈p2δ (ew,z ⊗ 1K⊗k)(g20 ∣K⊗0 +⋯ + g2p−1∣K⊗p−1)= (ew,z ⊗ 1K⊗k)(g2k+∣z∣∣K⊗k+∣z∣)= ew,g2
k+∣z∣.z ⊗ 1K⊗k≈2δ ew,z.g2
k
⊗ 1K⊗k= ew.g2
k
,z ⊗ 1K⊗k≈2δ eg2
k+∣w∣.w,z ⊗ 1K⊗k= (g2k+∣w∣∣K⊗k+∣w∣)(ew,z ⊗ 1K⊗k)= (g20 ∣K⊗0 +⋯ + g2p−1∣K⊗p−1)ew,z ⊗ 1K⊗k≈p2δ (R∗GRG)(ew,z ⊗ 1K⊗k).

4.2.2. Countably generated correspondences. Let H be a countably generated correspon-
dence over A. By Kasparov’s Stabilization Theorem (Theorem 2.5), there is a countably
generated free Hilbert A-module H′ such that their direct sum K = H⊕H′ is free. Choose
a left action of A on H′ such that A∩K(H′) = {0} (one may take, for example, the canon-
ical left action of A on ⊕NA). The diagonal action of A turns K into a correspondence.
The orthogonal projection PH ∈ B(K) onto H ⊕ 0 commutes with the image of the left
action of A on K, so for k > 0 the map
P⊗kH ∶ x1 ⊗⋯⊗ xk ↦ PHx1 ⊗⋯⊗ PHxk
is an orthogonal projection in B(K⊗k).
Lemma 4.11. Let A be a C∗-algebra, let H be a countably generated correspondence
over A, and let K and PH be as above. Allowing P⊗0H to mean the identity map on A, we
have
(1) H⊗k = P⊗kH (K⊗k),
(2) Fp(H) = (∑p−1k=0 P⊗kH )(Fp(K)), and
(3) F(H) = (∑k≥0P⊗kH )(F(K)).
Proof. For the first part, the map Vk ∶ x1 ⊗ ⋯ ⊗ xk ↦ (x1,0) ⊗ ⋯ ⊗ (xk,0) implements
an isomorphism between the k-fold tensor product H⊗k and the image of P⊗kH in K⊗k.
The second part follows easily from the first since the sums are finite. Lastly, it is clear
that the series ∑k≥0P⊗kH converges strictly to a projection in B(F(K)) with the desired
property. 
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Denote the projections ∑p−1k=0 P⊗kH and ∑k≥0P⊗kH given above by PFp(H) and PF(H), re-
spectively. If z = (x1, y1)⊗⋯⊗ (xk, yk) ∈ K⊗k is an elementary tensor, we say that z is anH-elementary tensor if y1 = ⋯ = yk = 0. Equivalently, z is H-elementary if P⊗kH (z) = z.
Proposition 4.12. Let (pi, τ) be the representation of H in O(K) given by pi ∶ a↦ a and
τ ∶ x ↦ S(x,0). Then there is a *-isomorphism θ ∶ C∗(pi, τ) → T (H) sending a to a and
S(x,0) to Tx.
Proof. Consider first the representation (p˜i, τ˜) of H in T (K) given by p˜i ∶ a ↦ a and
τ˜ ∶ x↦ T(x,0). It is clear that
p˜i(A) ∩ span{τ˜(x)τ˜(y)∗ ∶ x, y ∈ H} = {0}.
If we restrict the gauge action on T (K) to C∗(pi, τ), Theorem 2.7 (2) gives a *-isomorphism
θ˜ ∶ C∗(p˜i, τ˜) → T (H) sending a to a and T(x,0) to Tx. Now, since the left action of A onH′ was defined so that A ∩K(H′) = {0}, each a ∈ A ⊂ B(K) differs from any finite sum
of rank-one operators by at least ∥a∥. Therefore, A∩K(K) = {0} and so by Remark 2.11
there is a *-isomorphism θ¯ ∶ O(K)→ T (K) sending a to a and S(x,y) to T(x,y). Moreover,
it’s clear that θ¯(C∗(pi, τ)) = C∗(p˜i, τ˜) so taking θ = θ˜ ○ θ¯∣C∗(pi,τ) completes the proof. Here
is a diagram illustrating the maps involved.
(A,H) C∗(pi, τ) ⊂ O(K)
T (H) C∗(p˜i, τ˜) ⊂ T (K)
(pi, τ)
(a↦ a, x↦ Tx) θ¯∣C∗(pi,τ)
θ˜
(p˜i, τ˜)

Lemma 4.13. Let A be a C∗-algebra, let H be a countably generated correspondence
over A, and let K be as above. Let D0p(K) be the C∗-subalgebra of Dp(K) generated by
elements of the form ex,y ⊗ 1K⊗k where x and y are H-elementary tensors. Then the map
γ ∶ ex1⊗⋯⊗xk,y1⊗⋯⊗yl ↦ e(x1,0)⊗⋯⊗(xk,0),(y1,0)⊗⋯⊗(yl,0)
extends to an isomorphism γ ∶ Dp(H) → D0p(K). In particular if for each p, there is
an approximate unit of projections in K(Fp(H)) which is quasicentral in Dp(H), then
dimnuc(D0p(K)) ≤ dimnuc(A).
Proof. The map V¯ = ∑p−1k=0 Vk sending a to a and x1⊗⋯⊗xk to (x1,0)⊗⋯⊗(xk,0) extends
to a unitary from Fp(H) to PFp(H)(Fp(K)). Let l,m, k ≥ 0 satisfy 0 ≤ max{l,m} + k < p
and let x, y,w, z ∈ Fp(H) be elementary tensors of lengths l,m,m, and k, respectively.
We have
V¯ ∗eV¯ x,V¯ y ⊗ 1K⊗k V¯ (w ⊗ z) = V¯ ∗(V¯ x. ⟨V¯ y, V¯ w⟩⊗ V¯ z)= V¯ ∗(V¯ x. ⟨y,w⟩⊗ V¯ z)= ex,y ⊗ 1H⊗k(w ⊗ z),
so γ is implemented by unitary conjugation and the result follows. 
Corollary 4.14. Let A be a C∗-algebra, let H be a countably generated correspondence
over A, and let K be as above. Let G = (g0, . . . , gp−1) be a tuple of positive contractions
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in A. There is a c.p. map ρ¯G ∶ Dp(H) → T (H) such that, for elementary tensors x, y inFp(H) and k such that max{∣x∣, ∣y∣} + k < p,
(14) ρ¯G(ex,y ⊗ 1H⊗k) = gk+∣x∣TxT ∗y gk+∣y∣,
and the following commutes
Dp(H) D0p(K) ⊂Dp(K)
T (H) C∗(pi, τ) ⊂ O(K)
γ (Lemma 4.13)
ρ¯G ρG (Lemma 4.9)
θ (Prop. 4.12)
Proof. Define ρG ∶ Dp(K) → O(K) by Lemma 4.9 and γ ∶ Dp(H) → D0p(K) from Lemma
4.13. Let x = x1 ⊗⋯⊗ xl and y = y1 ⊗⋯⊗ ym. We compute
ρG(γ(ex,y ⊗ 1H⊗k)) = ρG(γ(ex1⊗⋯⊗xl,y1⊗⋯⊗ym ⊗ 1H⊗k))= ρG(e(x1,0)⊗⋯⊗(xl,0),(y1,0)⊗⋯⊗(ym,0) ⊗ 1K⊗k)= gk+lS(x1,0)⊗⋯⊗(xl,0)S∗(y1,0)⊗⋯⊗(ym,0)gk+m,
and we see that the result is in C∗(pi, τ) where (pi, τ) is as in Proposition 4.12. Hence,
the image of ρG ○ γ is contained in C∗(pi, τ) and using θ ∶ C∗(pi, τ) → T (H) defined by
Proposition 4.12, we may define
ρ¯G = θ ○ ρG ○ γ ∶DpH → T (H).
We further compute
ρ¯G(γ(ex,y ⊗ 1H⊗k)) = θ(gk+lS(x1,0)⊗⋯⊗(xl,0)S∗(y1,0)⊗⋯⊗(ym,0)gk+m)= gk+lTx1⊗⋯⊗xlT ∗y1⊗⋯⊗ymgk+m,
as required. 
Let A be a C∗-algebra, letH be a countably generated correspondence over A. Consider
a tuple G = (g0, . . . , gp−1) of positive contractions from A∞. We may lift this to a sequence(Gi) of tuples of positive contractions from A. Using this lift and Corollary 4.14, we define
(15) ρ¯G = (ρGi) ∶Dp(H)→ O(H)∞.
Note that this is independent of the choice of the lift (Gi).
Corollary 4.15. Let A be a separable C∗-algebra, let H be a countably generated cor-
respondence over A, and let p ∈ N. If G = (g0, . . . , gp−1) is a tuple of orthogonal positive
contractions in A∞ satisfying z. gk = gk+∣z∣. z for all k and all elementary tensors z ∈ Fp(H)
then the c.p. map ρ¯G from (15) is contractive and order zero.
Proof. Analogously to (15), define ρG = (ρGi) ∶Dp(K)→ O(K)∞ and σG = (σGi) ∶Dp(K)→
B(F(K))∞. We have
ρ¯G = θ∞ ○ ρG ○ γ and
ρG = Q∞ ○ σG.
By Lemma 4.10 (1) and the hypothesis,∥[R∗GiRGi , ew,z ⊗ 1K⊗k]∥→ 0
for all H-elementary tensors w, z ∈ F(K). By the definition of γ (from Lemma 4.13), this
implies that ∥[R∗GiRGi , γ(x)]∥→ 0
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for all x ∈ Dp(H). By the formula for σGi (from Lemma 4.9), it follows that σG is order
zero. Consequently, ρG ○ γ, and therefore also ρ¯G, is order zero.
To see that ρ¯G is contractive, we have by Lemma 4.10 (2) that∥R∗GiRGi −∑
k
g2k,i∣K⊗k∥→ 0,
where Gi = (g0,i, . . . , gp−1,i). Since the gi are orthogonal and contractive, ∑i g2i is contrac-
tive. It follows from the formula for σGi that σG is contractive. Hence, so is ρ¯G. 
4.3. Proof of the main theorem. We have one technical lemma before the main result.
For p ∈ N and k = 0, . . . , p − 1, set
(16) dp(k) = 1 − ∣p − 1 − 2k∣
p − 1 ∈ [0,1]
.
Lemma 4.16. Let p be an odd integer. If f0, . . . fp−1 are positive contractions in a
C∗-algebra A, then for any 0 ≤ N ≤ p − 1,
(17)
p−1∑
k=N dp(k). (fk + f p−12 +k (mod p)) ≈ 4N2p−1
p−1∑
k=0 fk.
Proof. It’s easy to verify that
dp(k) + dp(p−12 + k (mod p)) = 1 for k = 0, . . . , p − 1
so that
p−1∑
k=0dp(k) (fk + f p−12 +k(mod p)) =
p−1∑
k=0 fk.
Moreover,
∥N−1∑
k=0 dp(k) (fk + f p−12 +k)∥ ≤ 2N−1∑k=0 dp(k) ≤ 2N (1 − p − 1 − 2Np − 1 ) = 4N2p − 1 ,
so the result follows. 
We now have the ingredients to prove the main result.
Theorem 4.17. Suppose that H is a countably generated C∗-correspondence over a sep-
arable unital C∗-algebra A. Assume further that for every p ∈ N, there is an approximate
unit consisting of projections in K(Fp(H)) that are quasicentral in Dp(H). Then(dimnuc(T (H)) + 1) ≤ 2(dimnuc(A) + 1)(dimRok(H) + 1).
Remark 4.18. Example 4.2 gives two important examples of classes of correspondences
which satisfy the technical hypothesis of this theorem, namely, that for every p, there is
an approximate unit of projections in K(Fp(H)) which is quasicentral in Dp(H).
Proof. If either dimnuc(A) or dimRok(H,A) =∞ there is nothing to show. Otherwise, let
dimnuc(A) = n and dimRok(H) = d. We will use Lemma 2.3 with m = d + 1. Therefore let
F be a finite subset of T (H) and fix  > 0.
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Noting (8), we may assume without loss of generality that F consists of elements of
the form TxT ∗y where x, y are elementary tensors. Pick N such that every element of F
is TxT ∗y for some elementary tensors x, y ∈ FN+1(H). Let p ∈ N be large enough so that
(18) (d + 1)⎛⎝2
√
2N
p − 1 + 4N2p − 1⎞⎠ < 
and let P ∈ B(F(H)) be the projection onto the pth-cutoff Fock space Fp(H).
For k = 0, . . . , p − 1, use dp(k) as defined in (16); for convenience, we set dp(k) = 0 for
k ≥ p. Using these, set ∆ = diag(dp(0), . . . , dp(p − 1)) and let φ ∶ T (H) → B(Fp(H)) be
compression by
√
∆P ; that is, for elementary tensors ζ, x, y,
φ(TxT ∗y )(ζ) = {dp(∣ζ ∣)dp(∣ζ ∣ + ∣x∣ − ∣y∣)x⊗ ⟨y, ζ1⟩. ζ2, ζ = ζ1 ⊗ ζ2, ∣ζ1∣ = ∣y∣;0, ∣ζ ∣ < ∣y∣
(here it is convenient that dp(k) = 0 for k ≥ p). It is not hard to see that φ(T (H)) is
contained in Dp(H).
Find Rokhlin contractions {f lk}l=0,...,d; k∈Z/p in A∞ satisfying
(1) f lkf
l
k′ = 0 for all l and k ≠ k′,
(2) ∑k,l f lk = 1,
(3) z. f lk = f lk+∣z∣. z for all k, l, and all elementary tensors z ∈ F(H).
Note that (3) implies that z. (f lk)m = (f lk+∣z∣)m. z for all m ∈ N, which in turn implies that
z. g(f lk) = g(f lk+∣z∣). z for any continuous function g ∈ C([0,1]). In particular,
(19) z. (f lk)1/2 = (f lk+∣z∣)1/2. z
For l = 0, . . . , d, setGl = ((f l0)1/2, . . . , (f lp−1)1/2) and Gˆl = ((f lp−1
2
+0)1/2, . . . , (f lp−1
2
+p−1)1/2),
two tuples of orthogonal positive elements in A∞. Define ρ¯Gl and ρ¯Gˆl as in Corollary 4.14;
using (19), Corollary 4.15 tells us that these maps are c.p.c. and order zero.
To simplify notation, write ρl and ρˆl for ρ¯Gl and ρ¯Gˆl , respectively. Thus we have the
following diagram.
T (H) T (H)∞
Dp(H)φ ∑l(ρl + ρˆl)
By Lemma 4.1, Dp(H) has nuclear dimension at most n. We shall show that this
diagram commutes, up to  on F . As φ is c.p.c. and each ∑l(ρl + ρˆl) is overtly a sum of
2(d + 1) c.p.c. order zero maps, this will finish verifying the hypotheses of Lemma 2.3,
and thus finish the proof.
Consider an element of F , necessarily of the form TxT ∗y , x, y ∈ FN+1(H). For the
moment, assume that ∣x∣ ≥ ∣y∣. Applying φ to TxT ∗y , using (6), and noting that √dp(k + ∣x∣)
is within
√
2N
p−1 of √dp(k + ∣y∣) for k ∈ Z/p, we have
φ(TxT ∗y ) = p−1−∣x∣∑
k=0
√
dp(k + ∣x∣)dp(k + ∣y∣)ex,y ⊗ 1H⊗k
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≈√ 2N
p−1
p−1−∣x∣∑
k=0 dp(k + ∣x∣)ex,y ⊗ 1H⊗k ,(20)
where the error estimate in the last line is a maximum (rather than a sum) because of
orthogonality.
Next, applying ρl to φ(TxT ∗y ), we get
ρl ○ φ(TxT ∗y ) (20)≈ √ 2N
p−1
p−1−∣x∣∑
k=0 dp(k + ∣x∣)ρl(ex,y ⊗ 1H⊗k)
(14)= p−1−∣x∣∑
k=0 dp(k + ∣x∣)(f lk+∣x∣)1/2TxT ∗y (f lk+∣y∣)1/2
= p−1∑
k=∣x∣dp(k)(f lk)1/2TxT ∗y (f lk−∣x∣+∣y∣)1/2
= p−1∑
k=∣x∣dp(k)(f lk)1/2Tx(f lk−∣x∣)1/2T ∗y
= ( p−1∑
k=∣x∣dp(k)f lk)TxT ∗y ,(21)
and likewise,
(22) ρˆl ○ φ(TxT ∗y ) ≈√ 2N
p−1 ( p−1∑k=∣x∣dp(k)f lp−12 +k)TxT ∗y .
Summing these terms, we obtain
d∑
l=0(ρl + ρˆl) ○ φ(TxT ∗y ) (21),(22)≈2(d+1)√ 2Np−1 d∑l=0
p−1∑
k=∣x∣dp(k)(f lk + f lp−12 +k)TxT ∗y
Lemma 4.16≈(d+1) 4N2
p−1
d∑
l=0
p−1∑
k=0 f lkTxT ∗y= TxT ∗y .
By (18), this yields
d∑
l=0(ρl + ρˆl) ○ φ(TxT ∗y ) ≈ TxT ∗y ,
as required. A nearly identical argument shows the same estimate in the case ∣x∣ < ∣y∣. 
Corollary 4.19. Under the same hypotheses as the previous theorem,(dimnuc(O(H)) + 1) ≤ 2(dimnuc(A) + 1)(dimRok(H) + 1).
Proof. This follows from the fact thatO(H) is a quotient of T (H) by the idealK(F(H)IH),
and by [28, Proposition 2.3]. 
5. Nuclear dimension of certain free products
We now use the results given in the previous sections to deduce finite nuclear dimension
of a certain class of reduced amalgamated free products. For a more comprehensive
treatment of free products, see the monograph [25]. We start with a well-known example.
Example 5.1. There is a *-isomorphism
C(T)∗C(T) ≅ C∗r (F2).
Here the free product is being taken with respect to the state f ↦ ∫T f(z)dz on C(T).
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The free group F2 on two generators is not amenable, so the reduced group C∗-algebra
is not nuclear and in particular has infinite nuclear dimension. What this shows is that
unlike other canonical C∗-constructions, finite nuclear dimension is not in general pre-
served under the reduced amalgamated free product construction, even in the abelian
case. However, the next result by Speicher from [21] shows that there are exceptions.
Proposition 5.2. Let Hi be correspondences over A. Then(T (⊕
I
Hi),E⊕Hi) ≅ ∗A(T (Hi),EHi).
Proposition 5.3. LetH be a correspondence over A and let I be an arbitrary (countable)
set. If dimRok(H) <∞, then dimRok(⊕IH) <∞.
Proof. The left action of A on ⊕IH is given by a. (xi)i∈I = (a. xi)i∈I . Let  > 0, p ∈ N, F a
finite subset of A and V a finite subset of ⊕IH. Since the finitely supported elements of⊕IH are dense, we may assume that V consists only of finitely supported elements; let
N ∈ N be such that each is supported on at most N elements. Set V ′ equal to the set of
all elements in H which appear in some component of some element of V ; this is a finite
set. Find Rokhlin contractions (f lk)l=0,...,dk∈Z/p ∈ A for the correspondence H, with respect to(/N,p,F,V ′). For x = (xi)i∈I ∈ V ,
f lk. (xi) = (f lk. xi) ≈N/N (xi. f lk+1) = (xi). f lk+1.
Thus, the f lk are Rokhlin contractions for ⊕IH, with respect to (, p,F,V). 
Question 5.4. For countably generated Hilbert modules H1 and H2, is it the case that
dimRok(H1 ⊕H2) = max{dimRok(H1),dimRok(H2)}?
In light of Theorem 1.1 and Proposition 5.3, we obtain the following statement.
Theorem 5.5. Let H be a finitely generated projective correspondence over A. If
dimnuc(A) and dimRok(H) are both finite, then the amalgamated free product of any
finite number of copies of T (H) (with respect to the canonical expectation EH) has finite
nuclear dimension.
In comparison with Example 5.1, the following example demonstrates an interesting
consequence of Theorem 5.5.
Example 5.6. If ϕ is a minimal homeomorphism of T, then dimRok(ϕ∗) is finite. By
Theorem 5.5, the nuclear dimension ofT (C(T)ϕ∗)∗T (C(T)ϕ∗) ≅ T (C(T)⊕C(T))
is also finite. Here the free product is being taken with respect to the usual conditional
expectation EC(T)⊕C(T).
6. Classifiability of certain Cuntz–Pimsner algebras
In this section we show that in the presence of finite Rokhlin dimension, the algebrasO(H) are often classifiable, by which we mean unital and simple with finite nuclear
dimension and satisfying the UCT (cf. [23]). “Satisfying the UCT” is a KK-theoretic
property for separable C∗-algebras, equivalent to being KK-equivalent to an abelian
C∗-algebra, introduced by Rosenberg and Schochet in [17]. The class of algebras which
satisfy the UCT (sometimes called the bootstrap class) is closed under a number of natural
operations (see [1, §22.3 and §23]), although it is unknown whether every separable nuclear
C∗-algebra is in this class.
Lemma 6.1. For simple C∗-algebras, if A satisfies the UCT, so does O(H).
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Proof. By [16, Theorem 4.4], the Toeplitz Pimsner algebra T (H) is KK-equivalent to A.
Consequently, T (H) satisfies the UCT whenever A does. Since O(H) is a quotient ofT (H) by the idealK(F(H)IH), it suffices to prove (by the two-out-of-three principle) that
K(F(H)IH) satisfies the UCT. To this end observe that F(H)IH is countably generated,
so Kasparov’s stabilization result implies
K(F(H)IH ⊕ `2(A)) ≅ K(`2(A)) ≅ A⊗K ∼Morita A,
where ∼Morita denotes Morita equivalence of C∗-algebras. Since A is simple, so is A⊗K ≅
K(F(H)IH⊕`2(A)). This means every hereditary C∗ subalgebra B ⊆ K(F(H)IH⊕`2(A))
is full, and hence satisfies
B ∼Morita K(F(H)IH ⊕ `2(A)) ∼Morita A.
The result follows because K(F(H)IH) is hereditary in K(F(H)IH⊕`2(A)), and because
the UCT is preserved under Morita equivalence. 
Next, following Schweizer, we deal with simplicity of O(H).
Definition 6.2. H is called minimal if there are no nontrivial ideals J ⊂ A such that{⟨x, j. y⟩ ∶ x, y ∈ H, j ∈ J} ⊆ J . H is nonperiodic if H⊗k ≈ A⇒ k = 0, where we regard A
as the identity correspondence over itself.
Generalizing the well-known fact that C(X) ⋊σ Z is simple if and only if the homeo-
morphism σ is minimal, Schweizer proved the following beautiful result.
Theorem 6.3 ([20]). O(H) is simple if and only if H is minimal and nonperiodic.
Note that minimality is automatic whenever the scalar algebra A is simple, so in this
case, we are left to worry about periodicity.
Lemma 6.4. If H has finite Rokhlin dimension, it is nonperiodic.
Proof. Assume dimRok(H) ≤ d and that there is some k > 0 such that H⊗k ≈ A. This
means there is an adjointable unitary bimodule map U ∶ H⊗k → A. Let v = U−1(1A) and
fix  > 0. It is straightforward to check that dimRok(H) ≤ d implies dimRok(H⊗k) ≤ d, so
we can find a set of positive contractions {f l1, f l2}l=0,...,d ⊂ A satisfying the following three
estimates:
(1) ∥f l1f l2∥ <  for every l,
(2) ∥∑dl=0(f l1 + f l2) − 1A∥ < , and
(3) ∥v. f l1 − f l2. v∥ <  for every l.
Applying U to the third estimate gives ∥f l1 − f l2∥ <  for every l. Combining this with the
first estimate gives ∥f li∥ < √2 for i = 1,2. But this implies ∥∑dl=0 f l1 + f l2∥ < 2(d + 1)√2,
which contradicts the second estimate when  is sufficiently small. Thus, H must be
nonperiodic. 
Combining Theorem 6.3 and the previous lemma we see that for C∗-correspondences
with finite Rokhlin dimension, O(H) is simple and unital whenever A is. For simple A,
by Lemma 6.1, O(H) satisfies the UCT whenever A does. Thus applying Theorem 4.17,
we obtain the following corollary.
Corollary 6.5. If A is classifiable, dimRok(H) < ∞ and for every p ∈ N there is an
approximate unit consisting of projections in K(Fp(H)) that are quasicentral in Dp(H)
(e.g., if H is finitely generated projective), then O(H) is classifiable.
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Example 6.6. Suppose A is a unital Kirchberg algebra and α ∶ A → A is an automor-
phism with finite Rokhlin dimension (such automorphisms are generic by [10, Theorem
3.4]). If H is a countably generated free A-module with basis (ξi)∞i=1, we can define a
correspondence with the left action a. ξi = ξi. α(a). Note that A ∩ K(H) = {0}, so Re-
mark 2.11 and the KK-equivalence of A and T (H) imply A is KK-equivalent to O(H).
Moreover, dimRok(H) < ∞, so O(H) is a simple, separable C∗-algebra with finite nu-
clear dimension. Since the creation operator associated to ξ1 is a proper isometry, O(H)
must be a Kirchberg algebra. Invoking Kirchberg–Phillips classification, we conclude thatO(H) ≅ A.
We end this paper by pointing out that our work does not recapture the interesting
examples of classifiable Cuntz–Pimsner algebras constructed by Kumjian in [13]. Indeed,
it can be shown that they don’t have finite Rokhlin dimension.
References
1. B. Blackadar. K-theory for operator algebras, second edition, Mathematical Sciences Research In-
stitute Publications, 5, Cambridge University Press, Cambridge (1998).
2. L.G. Brown, Stable isomorphism of hereditary subalgebras of C∗-algebras, Pacific Journal of Mathe-
matics, Vol. 71, No. 2, 1977.
3. N.P. Brown and N. Ozawa. C∗-algebras and finite-dimensional approximations, Graduate Studies in
Mathematics, 88, American Mathematical Society, Providence, RI, 2008.
4. N.P. Brown, J. Bosa, Y. Sato, A. Tikuisis, S. White and W. Winter, Covering dimension of C∗-
algebras and 2-coloured classification, to appear in Mem. Amer. Math. Soc. arXiv:1506.03974.
5. A. Connes, Classification of injective factors: cases II1, II∞, IIIλ, λ ≠ 1, Ann. of Math. (2) 104
(1976), 73-115.
6. K.J. Dykema and D. Shlyakhtenko, Exactness of Cuntz–Pimsner C∗-algebras, Proc. Edinb. Math.
Soc. (2) 44 (2001), no. 2, 425-444.
7. G.A. Elliott, G. Gong, H. Lin and Z. Niu, On the classification of simple amenable C∗-algebras with
finite decomposition rank, II. arXiv:1507.03437.
8. N.J. Fowler, P.S. Muhly and I. Raeburn, Representations of Cuntz–Pimsner algebras, Indiana Univ.
Math J. 52(2003), no. 3, 569-605.
9. P. Green, The local structure of twisted covariance algebras, Acta Math. 140 (1978), no. 3-4, 191-250.
10. I. Hirshberg, W. Winter and J. Zacharias. Rokhlin dimension and C∗-dynamics, Comm. Math. Phys.
335 (2015), no. 2, 637-570.
11. E. Kirchberg and W. Winter. Covering dimension and quasidiagonality, Internat. J. Math. 15 (2004),
no. 1, 63-85.
12. A. Kishimoto The Rohlin property for shifts on UHF algebras and automorphisms of Cuntz algebras,
J. Funct. Anal. 140 (1996), no. 1, 100-123.
13. A. Kumjian, On certain Cuntz–Pimsner algebras, Pacific Journal of Mathematics, Vol. 217, No. 2,
2004.
14. H. Lin, Stable approximately unitary equivalence of homomorphisms, J. Operator Theory, 47 (2002),
343-378.
15. H. Matui and Y. Sato, Decomposition rank of UHF-absorbing C∗-algebras, Duke Math. J. 163 (2014),
no. 14, 2687-2708.
16. M.V. Pimsner, A class of C∗-algebras generalizing both Cuntz–Krieger algebras and crossed prod-
ucts by Z, Free Probability Theory (Waterloo, ON, 1995), Fields Inst, Commun., 12, American
Mathematical Society, Providence, RI, (1997), 189-212.
17. J. Rosenberg and C. Schochet, The Ku¨nneth theorem and the universal coefficient theorem for Kas-
parov’s generalized K-functor, Duke Math. J. 55 (1987), 431-474.
18. E. Ruiz, A. Sims, and A. Sørensen, UCT-Kirchberg algebras have nuclear dimension one, Adv. Math.
279 (2015), 1-28.
19. Y. Sato, S. White and W. Winter, Nuclear dimension and Z-stability, Invent. Math 580 (2015),
DOI: 10.1007/s00222-015-0580-1
20. J. Schweizer, Dilations of C∗-correspondences and the simplicity of Cuntz–Pimsner algebras, Journal
of Functional Analysis 180, 404-425 (2001).
22 NATHANIAL P. BROWN, AARON TIKUISIS, AND ALEKSEY M. ZELENBERG
21. R. Speicher, Combinatorial theory of the free product with amalgamation and operator-valued free
probability, Mem. Amer. Math. Soc. 132 (1998), no. 627.
22. G. Szabo´: The Rokhlin dimension of topological Zm-actions, Proc. Lond. Math. Soc. (3) 110 (2015),
no. 3, 673-694.
23. A. Tikuisis, S. White, and W.Winter, Quasidiagonality of nuclear C∗-algebras, to appear in Ann. of
Math. (2). arXiv:1509.08318.
24. A. Tikuisis and W. Winter, Decomposition rank of Z-stable C∗-algebras. Anal. PDE 7 (2014), no. 3,
pp. 673-700.
25. D.V. Voiculescu, K.J. Dykema and A. Nica, Free random variables, A noncommutative probability
approach to free products with applications to random matrices, operator algebras and harmonic
analysis on free groups. CRM Monograph Series, 1, American Mathematical Society, Providence,
RI, (1992).
26. N.E. Wegge-Olsen, K-theory and C∗-algebras. A friendly approach, Oxford Science Publications,
The Clarendon Press, Oxford University Press, New York, (1993).
27. W. Winter and J. Zacharias. Completely positive maps of order zero, Mu¨nster J. Math 2 (2009),
311-324.
28. W. Winter and J. Zacharias. The nuclear dimension of C∗-algebras, Adv. Math. 224 (2010), no. 2,
461-498.
N.B. and A.Z. can be reached at Department of Mathematics, Penn State University,
State College, PA 16802.
A.T. can be reached at Department of Mathematical Sciences, Fraser Noble Building,
Aberdeen, AB24 3UE.
