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Abstract
In this paper we develop a new method to study Iwasawa theory and Eisenstein families for
unitary groups U(r, s) of general signature over a totally real field F . As a consequence we prove
that for a motive corresponding to a regular algebraic cuspidal automorphic representation π on
U(r, s)/F which is ordinary at p, twisted by a Hecke character, if its Selmer group has rank 0, then
the corresponding central L-value is nonzero. This generalizes a result of Skinner-Urban in their
ICM 2006 report in the special case when F = Q and the motive is conjugate self-dual. Along
the way we also obtain p-adic functional equations for the corresponding p-adic L-functions and
p-adic families of Klingen Eisenstein series. Our method does not involve computing Fourier-
Jacobi coefficients (as opposed to previous work which only work in low rank cases, e.g. U(1, 1),
U(2, 0) and U(1, 0)) whose automorphic interpretation is unclear in general.
1 Introduction
One of the central problems in number theory is to study the relation between special values of
L-functions and arithmetic objects. A classical example is the class number formula for number
fields, relating the residue of the Dedekind zeta function of a number field K at s = 1 to the
class number hK of it. Another famous example is the Birch-Swinnerton-Dyer conjecture about the
relation between L-functions of elliptic curves and its arithmetic invariants (Shafarevich-Tate group
and Mordell-Weil group).
This philosophy had been generalized by Bloch-Kato [3] to general “motives” in an explicit for-
mulation, which we briefly recall. Let M be a motive with a (hypothetical) L-function denoted as
L(M,s). In particular it has a p-adic realization which is a Galois representation of GQ, potentially
semi-stable in the sense of Fontaine. In favorable cases, this converges to a holomorphic function
when Re(s) >> 0, has analytic continuation to the complex plane and satisfies a functional equa-
tion. In practice this is often ensured by relating M to automorphic representations. Suppose the
functional equation is
L(M,s) = L(M∨, 1− s),
(the center is s = 12 , which we suppose is a critical value in the sense of Deligne.) In this paper
we only consider central L-values, although Bloch-Kato theory is valid for all critical values, since
normally only central values can vanish. On the arithmetic side, Bloch-Kato defined a p-adic Selmer
group Selp∞(M) of M using the degree one Galois cohomology of M satisfying certain local Selmer
conditions (using Fontaine’s p-adic Hodge theory). Then the Bloch-Kato conjecture is the following.
Conjecture 1.1. The vanishing order of L(M∨(1), s) at s = 12 equals the rank of the Selmer group
Selp∞(M).
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In this paper, we consider the motive considered by M. Harris in the book project, which is
associated to a cusp form on unitary groups, twisted by a Hecke character. Thus the Langlands
correspondence and its properties are well understood. Let K be a CM field which is quadratic over
its maximal totally real subfield F . Suppose p is an odd prime splitting completely in K. (This is just
for simplicity: we expect no difficulty only assuming p to be unramified in F and split in K/F .) In
this paper we consider a cuspidal automorphic representation π of U(r, s)/F which is unramified and
ordinary at all primes above p (we make it precise in the text). We focus on motives M associated
to π, twisted by a Hecke character of the corresponding CM field K. We write n = r + s and let L
(finite extension of Qp) be the coefficient field of its p-adic Galois representation. Throughout this
paper we assume
(Irred) The residual Galois representation M¯ of GK is absolutely irreducible.
In Skinner-Urban’s 2006 ICM report [30], they proved
Theorem 1.2. (Skinner-Urban) Suppose F = Q, (Irred) and M satisfies M c ≃ M∨(1). Suppose
moreover that 0 and 1 are not Hodge-Tate weights of M . If L(M∨(1), 12) = 0 ,then the Selmer group
Selp∞(M) has positive rank.
Skinner-Urban also proved that if moreover the global sign of M is +1, then the rank of the
corresponding Selmer group is at least two.
In the above theorem, if one assumes in addition that the global sign of M is −1, then this
result is also proved by Bellaiche-Chenevier in [2] by a different approach.
One main result of our paper is to remove the assumption F = Q, and M satisfies M c ≃M∨(1)
of the above theorem. We need the following
(QS) We assume that for each prime v of F , if Lv(π˜, τ¯
c,−12 ) has a pole, then U(r, s)(Fv) is quasi-
split.
Theorem 1.3. Assume (QS), (Irred) and that 0 and 1 are not Hodge-Tate weights of M . Suppose
moreover π is unramified and ordinary at all primes above p. If L(M∨(1), 0) = 0, then the rank of
the Selmer group Selp∞(M) is positive.
The assumption (QS) is put to apply theory of Casselman-Shahidi on intertwining operators to
prove non-vanishing of certain p-adic limit of some Eisenstein family. They only proved results in
quasi-split cases, although they are expected to be true in general. It also seems plausible to allow
general finite slope cases instead of just the ordinary cases. But this requires a lot more work (e.g.
construct finite slope Eisenstein families using the techniques in the recent work of Andretta-Iovita
[1], and triangulations of Galois representations along local eigenvarieties), which we leave to the
future.
Remark 1.4. The assumption on the Hodge-Tate weight is to ensure certain Eisenstein series has
classical weight as needed. It seems difficult to get p-integral results of the Bloch-Kato conjecture in
this generality. Even the formulation (e.g. defining the appropriate period) seems quite non-trivial.
Remark 1.5. Our construction uses results in [17] about Arthur conjectures. We need to know
that if the base change of π to GL(n)/K is cuspidal, then π appears in the space of cusp forms of
U(r, s) with multiplicity one. We also use the local-global compatibility of this base change map. As
explained in the introduction of loc.cit., at the moment these depend on ongoing work of Moglin-
Waldspurger on the stabilization of trace formulas. But these are certainly provable and will come
out in near future.
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Comparison to Literature
Skinner-Urban’s idea for proof is more conceptual and does not use Iwasawa theory: they construct
critical slope Eisenstein series, and deform it in a cuspidal family. The resulting congruences between
this Eisenstein series and cusp forms enable them to deduce the lower bound for Selmer groups.
However in their construction (the Galois theoretic “lattice construction”) there is a Selmer group
for Dirichlet character H1f (Q, χ(1)) interacting with the elements of the Selmer group for M . This
interaction makes trouble in proving lower bound for the Selmer group of M . This Selmer group has
rank 0 if F = Q and χ is the trivial character. However in general it is not the case. For example
in the case when χ is trivial, by Kummer theory H1(F,L(1)) is just the p-adic completion of the
unit group O×F , which has positive rank if F 6= Q.
In this paper, instead of working with critical slope Eisenstein series, we study Iwasawa theory
using the ordinary Hida family of Klingen Eisenstein series, constructed in [32]. Previous works on
Eisenstein congruences for unitary group Iwasawa theory include the work of Skinner-Urban [29]
on U(2, 2)/Q, Hsieh on U(2, 1) [14], the author on U(2, 2)/F [33] and U(3, 1) [34] over Q. These
results had important consequences on BSD conjecture for elliptic curves and its generalizations to
modular forms. The key ingredient and main difficulty of all such work, is to study p-adic properties
of the families of Klingen Eisenstein series. More precisely, to prove the Klingen Eisenstein families
are co-prime to the p-adic L-function to study. In those low rank cases there are various tools from
the theory of automorphic forms that we can employ to study the Fourier-Jacobi coefficients, and
special value formulas for L-functions (e.g Waldspurger formula) for showing the primitivity. Unfor-
tunately it seems one can hardly expect to generalize them to unitary groups of general signature.
In fact our strategy of study is completely different from previous literature.
Our Idea
Our main goal is to prove that if we specialize the Klingen Eisenstein family to the arithmetic point
φ0 where the p-adic L-function takes the central value we study, then it is non-vanishing. This
specialization is not of classical weight, and is purely a p-adic limit form, which makes it difficult
to study p-adic properties. (In contrast, the Eisenstein series construct by Skinner-Urban in [30]
does have classical weight at the point of study). Our idea is to relate the image under certain
Maass-Shimura differential operator of this p-adic limit form to a classical Eisenstein series using a
p-adic functional equation, and prove the latter is nonzero by explicit computations.
An example
To illustrate how it works, we first discuss a toy example for Katz p-adic L-functions in [16]. We
consider the family of Eisenstein series on GL2 whose q-expansion is given by
Ek =
∞∑
n=1
an,kq
n
for an,k =
∑
d|n d
k−1 if (n,Np) = 1 and an = 0 otherwise. Clearly these coefficients are interpolated
in a p-adic family. Incorporating the Maass-Shimura differential operators δ, we get a 2-variable
family interpolating
δjEk =
∑
n
∑
d
njdk−1
for j and k varying, which we denote as E.
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For any integers a and b, we have the simple identity of formal q-expansions
∑
n,(n,Np)=1
∑
d|n
da(
n
d
)bqn =
∑
n,(n,Np)=1
∑
d|n
db(
n
d
)aqn. (1)
We can express the left hand side as
∑
da−bnbqn = δb(
∑
da−bqn) = δbEa−b+1
where δ is the Maass-Shimura differential operator whose action on q expansion is q ddq . Similarly
the right hand side is ∑
db−anaqn = δa(
∑
db−aqn) = δaEb−a+1.
So (1) becomes
δbEa−b+1 = δaEb−a+1 (2)
As the CM L-values are expressed as certain linear combinations of values of Eisenstein series at
CM points, Katz constructed the CM p-adic L-function from evaluating the family E at CM points.
The interpolation formula is proved to the right side of the central line. Then one uses (2) to extend
the interpolation formula to all critical values.
The same idea is also used in the construction of Rankin-Selberg p-adic L-functions by Hida in
[13].
Unitary Group Case
In the recent work of Eischen-Harris-Li-Skinner [5], they constructed p-adic L-functions from the
doubling method of Piatetski-Shapiro and Rallis. The idea is to construct a family of Siegel Eisen-
stein series on U(n, n) (n = r + s) and then pullback under the embedding
U(r, s) ×U(s, r) →֒ U(n, n).
Projecting to the π⊠ π∨-component on U(r, s)×U(s, r), one gets the desired special L-value. The
interpolation formula is proved to the right half of the central critical line.
In [7, Section 2.3] Eischen proposed the question that if it is possible to do the same thing as
Katz in the setting of U(r, s). We give an affirmative answer in this paper. In order to extend
the interpolation formula to all critical values, we use again a p-adic functional equation on formal
q-expansions for Siegel Eisenstein series as above. The key ingredient is
• a functional equation for Whittaker coefficients of degenerate principal series. (Equivalently
this is the functional equation for local Siegel series). For example in the above toy example,
this boils down to the simple identity
ℓak
a∑
i=0
ℓ−ki =
a∑
i=0
ℓki.
The general case is a deeper result of Kudla-Sweet [19].
• We look at the difference of the Siegel Eisenstein series on the left and right hands sides of the
functional equation, and do a computation of p-adic Maass-Shimura differential operators (see
Section 5) which is extensively used in [5]. Using the pullback formula of doubling method, we
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find this difference is in the image of some differential operators on the smaller group 1×U(s, r),
which is killed by Hida’s ordinary projector on it. Thus we get the functional equation for the
p-adic L-function. Replace the doubling method by Shimura’s pullback formula, similarly we
get also the p-adic functional equation for p-adic Klingen Eisenstein series.
In subsection 6.2 we define the notion of non-arithmetic point φ and the corresponding “dual”
arithmetic Eisenstein datum D˜
(1)
φ , D˜
(2)
φ and an associated integer jφ. These φ’s are not “arithmetic”
in the following sense. For constructing p-adic L-functions, these points are on the left side of the
center of the critical strip, while in [5], the arithmetic points do not include these points. In the con-
struction of Klingen Eisenstein family, these points do not correspond to classical weight. However
the D˜
(1)
φ and D˜
(2)
φ are indeed arithmetic Eisenstein datum as in [5] or equivalently, correspond to
classical Klingen Eisenstein series. We define Siegel Eisenstein sections fsieg on GU(n+1, n+1) and
f ′sieg on GU(n, n) respectively. We also define the Siegel Eisenstein sections f
fteq
sieg on GU(n+1, n+1)
and f fteq,′sieg on GU(n, n) for the right side of the functional equations. Throughout we fix a finite set
Σ of places of F containing all places where π or τ or K is ramified.
The Theorems on functional equations we prove are the following (proved in Section 6.4).
Theorem 1.6. For each non-arithmetic point φ and the corresponding arithmetic Eisenstein datum
D˜
(1)
φ We have
LΣDφ = L
Σ
D˜
(1)
φ
,f fteq,′sieg
.
Theorem 1.7. For each non-arithmetic point and the corresponding arithmetic Eisenstein datum
D˜
(2)
φ . We have
δ
1+jφ
r+1,s+1EKling,Dφ,fsieg = EKling,D˜(2)
φ
,f fteqsieg
.
The δr+1,s+1 is the p-adic differential operator defined in Definition 5.4
Remark 1.8. The formula for the right hand side of Theorem 1.6 can be easily deduced from
Proposition 6.12 and the proof of Proposition 6.17. We omit the precise formulas. This extends the
interpolation formula of Eischen-Harris-Li-Skinner [5] to the left side as well. Note that due to the
existence of the differential operator in Theorem 1.7, the right hand side is not moving in a p-adic
analytic family.
Now we explain how this helps us with proving cases of the Bloch-Kato conjecture. Look at the
ordinary family EKling of Klingen Eisenstein series constructed in [32], whose constant terms are
divisible by the p-adic L-functions of the unitary groups. Consider the arithmetic point φ0 where
this p-adic L-function takes the central critical value (which we assume to be 0). All we need to
show is the φ0(EKling) is nonzero. However this specialization is not in a classical weight, and is
purely a p-adic limit, which makes it difficult to study the non-vanishing. However we can apply
the p-adic functional equation above on it: the left side is the image of φ0(EKling) under certain
Maass-Shimura differential operator on U(r+1, s+1), which makes its weight in the classical range.
The right side turns out to be a classical Klingen Eisenstein series, which we have lot of tools from
automorphic form theory to compute. So our goal now is to compute this Klingen Eisenstein series
on the right side and prove its non-vanishing. Here for convenience of the reader we summarize the
difficulties to achieve this and our ideas to solve them.
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• Some local pullback sections for f fteq at bad primes are difficult to compute. We use a trick
of comparing global functional equations for Siegel and Klingen Eisenstein series. Such trick
is used by Skinner-Urban in [29] to compute ordinary sections at p-adic places. We use it here
to reduce the calculation at bad primes to that of good primes (see Section 6.5).
• In order to apply the functional equation of Kudla-Sweet we need to ensure that at one prime
the local Fourier coefficient of the Siegel Eisenstein series is identically 0 (as a function of
z). This is because the Siegel Eisenstein measure we use to construct the ordinary Klingen
Eisenstein series has only non-degenerate Fourier expansion, while it is not clearly the case
for the other side of the functional equation outside the absolutely convergent range. For this
purpose we pick an auxiliary prime v split in K, such that the Eisenstein datum is unramified.
We choose v so that πv has pairwise distinct Satake parameters (we prove the existence) using
compatible system of Galois representations). For this v we need to construct a Siegel section
whose degenerate Fourier coefficients are all zero, and the pullback Klingen Eisenstein section
is computable.
Such pullback section is difficult to compute directly – having nice description for the
Fourier coefficients would result in complicated description of the Siegel section itself, and
thus complicated pullback sections (uncertainty principle). Our method to solve the problem
is partially borrowed from the beautiful idea of Eischen-Harris-Li-Skinner [5, Section 4.3] when
they do the p-adic computations (which is the technical core of [5]). It uses the Godement-
Jacquet functional equation to relate pullback sections of Siegel-Weil sections whose Schwartz
functions are related under Fourier transform. Our situation is more complicated however,
since we are working with Klingen Eisenstein series compared to the p-adic L-function case of
loc.cit. (see Section 4.8).
• In the case when the local L-factors for bad primes at z = −12 do not have poles, the required
non-vanishing result is directly seen from computations. However if they do have poles, then
the corresponding intertwining operator at z = −12 are expected to have poles, and the
situation is more complicated. We apply deep theory developed by Casselman and Shahidi [4]
on analytic properties of intertwining operators and reducibility of standard modules, to prove
that these expected poles do exist, which imply the non-vanishing of the pullback section (see
Section 6.5).
This paper is organized as follows: in section 2 we fix the set up and give the detailed formulation.
In section 3 we develop the Hida theory for general U(r, s) needed for our argument. In section
4 we summarize our construction of Siegel and Klingen Eisenstein families. In section 5 we carry
out the representation theory computations for differential operators. In section 6 we interpolate
everything in families, deduce our results for p-adic functional equations, and prove the required
non-vanishing results for the Klingen Eisenstein family. In section 7 we prove the lower bound of
the Selmer group rank.
Acknowledgement We would like to Z. Liu, C-P. Mok, F. Shahidi, S.G. Shin, and E. Urban for
helpful communications.
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2 Set Up and Formulation
Let d := [F : Q]. We take a CM type of K denoted as Σ∞ (thus Σ∞⊔Σc∞ are all embeddings K → C
where Σc∞ = {τ ◦ c, τ ∈ Σ∞}). Fixing throughout an isomorphism ι : C ≃ Cp, we can associate
from Σ a set of p-adic places, which we still denote as Σ and call it a p-adic CM type. Consider
OK,p ≃ ⊕v∈Σ∪ΣcOK,v. We define idempotents e+ = eΣ and e− = eΣc to be the projections to v ∈ Σ
and v ∈ Σc parts, respectively.
For any Hecke character χ of K×\A×K, we write χ
′ for the restriction of χ to A×F . We write
χc(x) := χ(xc) where c is the complex conjugation and χ¯(x) = χ(x). We write χK for the quadratic
Hecke character corresponding to the extension K/F .
We define:
θr,s =

 1sζ
−1s

 (3)
where ζ is a fixed diagonal matrix such that i−1ζ is totally positive. Let GU(r, s) and U(r, s) be
the corresponding unitary similitude group and unitary group of signature (r, s) respectively (see
[32, Section 2.2]).
As in [32] in this paper we write a and b such that r = a+ b and s = b.
Definition 2.1. A weight k is defined to be an (r + s)-tuple
k = (a1,v, · · · , ar,v; b1,v, · · · , bs,v)v∈Σ∞ ∈ Σ
r+s
with a1,v ≥ · · · ≥ ar,v ≥ −b1,v ≥ · · · − bs,v. We often omit the subscript v when writing the weights
for a given Archimedean place v.
In this paper we also allow the case that the ai,v and bj,v are all half integers for all i, j and
v. It means that if we twist the π by a Hecke character of K×\A×K of infinity type (−
1
2 ,
1
2) at all
Archimedean places, the resulting representation is of integer weight defined above. The reason for
introducing this is we sometimes study special L-values at z which is a half integer, such that the
corresponding Galois representation has integral Hodge-Tate weights. We will introduce a scalar κ
later in Section 5 when discussing Siegel Eisenstein series. We require that if κ is odd, then all the
ai,v and bj,v are half integers; If κ is even, then these ai,v and bj,v are integers. This is to ensure
that the a′i and b
′
i in Section 5 are integers, and that the Hodge-Tate weights of the motive M are
integers.
We refer to [14, Section 3.1] for the definition of the algebraic representation Vk (denoted Lk
there) of H with the action denoted by ρk (note the different index for weight) and define a model
V k of the representation H with the highest weight k as follows. The underlying space of V k is Vk
and the group action is defined by
ρk(h) = ρk(
th−1), h ∈ H.
Let n = r + s. Suppose π is an irreducible cuspidal automorphic representation with algebraic
weight k. Then by work of Harris-Taylor, Shin, Morel, etc, there is Galois representation
ρπ : GK → GLn(L) = GL(V )
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associated to the base change of π to K. More precisely, by the identification
L(BC(π),
1
2
) = L(ρπ, 0)
normalized by the geometric Frobenius.
Now suppose π is unramified and ordinary at all primes above p. The notion of being ordinary
is defined using the Satake parameters at p-adic places and the weight k, which basically says that
the eigenvalues of Up operators are p-adic units. We discuss this in next section in details. Let
v = v0v¯0 be a place above p with v0 in our p-adic CM type. Then ρπ satisfies
ρπ|Gv0 ≃


ξ1,v0ǫ
−κ′n,v0 ∗ ∗
0 · · · ∗
0 0 ξn,v0ǫ
−κ′1,v0

 ,
and
ρπ|Gv¯0 ≃


ξ1,v¯0ǫ
−κ′n,v¯0 ∗ ∗
0 · · · ∗
0 0 ξ1,v¯0ǫ
−κ′1,v¯0

 .
Here ξ’s are unramified characters. The Hodge-Tate weights κi,v0 ’s are defined as follows. Let
κ′i,v0 =
n
2 +s−i+b1+s−i for 1 ≤ i ≤ s and κ
′
s+i,v0
= −ar+1−i+s+r−i+ n2 for 1 ≤ i ≤ r. We also let
κj = −κ
′
r+s+1−j for every 1 ≤ j ≤ r+ s. They depends on k and satisfy κ1,v0 > κ2,v0 > · · · > κn,v0 .
One similarly has the sequence of decreasing Hodge-Tate weights κ1,v¯0 > κ2,v¯0 > · · · > κn,v¯0 . It is
well known that there is an OL-lattice T of V stable under GK .
Recall we made the following assumption:
(Irred) There is a Galois stable lattice T such that the resulting residual Galois representation ρ¯π is
absolutely irreducible.
Under this assumption, the Galois stable lattice T is unique up to scalar.
Let χ be a Hecke character of K×\A×K such that the corresponding Galois character has Hodge-
Tate weight (kv0 , kv¯0)v0 . We assume 2kv0 and all the 2κv0,i have the same parity, and 2kv¯0 and all
the 2κv¯0,i have the same parity.
Suppose L(ρ˜π ⊗χ, 1) corresponds to critical value of L-function (following Deligne). Then there
is some i such that
κi+1,v0 ≤ kv0 < κi,v0 , κn−i+1,v¯0 ≤ kv¯0 < κn−i,v¯0 .
In this paper we assume i = r. The reason is that these critical values are realized via doubling
method of
U(r, s) ×U(s, r) →֒ U(r + s, r + s).
This is used by [5] to construct the corresponding p-adic L-functions.
Now we turn to the arithmetic side. The following definition of Selmer group is due to Greenberg
[11]. Fix a finite set of primes Σ including all bad primes and primes above p. Let K∞ be the
extension over K which is the composition of the cyclotomic Zp-extension and the anti-cyclotomic
extension whose Galois group is isomorphic Zdp. So ΓK := Gal(K∞/K) ≃ Zd+1p . Write Γ
+
K for the
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subgroup of ΓK such that the complex conjugation acts by +1. Then Γ+K ≃ Zp. Let ΛK := OL[[ΓK]].
We define the Selmer group of ρπ ⊗ χ
−1 over Kn between K and K∞:
Sel(Kn, V/T ⊗ χ
−1) := Ker{H1(KΣn , V/T ⊗ χ
−1)→
∏
v∈Σ
H1(Kn,v, V/T ⊗ χ
−1)
H1f (Kn,v, V/T ⊗ χ
−1)
},
where the H1f are defined as follows.
• For primes v ∤ p, we define
H1f (Kn,v, V ⊗ χ
−1) := ker{H1(Kn,v, V ⊗ χ−1)→ H1(In,v, V ⊗ χ−1)},
and H1f (Kn,v, V/T ⊗ χ
−1) is defined to be the image of H1f (Kn,v, V ⊗ χ
−1).
• For primes above p, recall the local Galois representation T is upper-triangular. There is a co-
torsion free rank r submodule T+v0 ⊆ T corresponding to the upper r rows at v0 which is stable
under Gv0 . Similarly there is a rank s co-torsion free submodule T
+
v¯0 ⊆ T corresponding to the
upper s rows at v¯0. We define H
1
f (Kn,v0 , V/T ⊗χ
−1) as the image of H1(Kn,v0 , V +/T+⊗χ−1),
and similarly for v¯0.
We define
Sel(K∞, V/T ⊗ χ−1) = lim−→Kn
Sel(Kn, V/T ⊗ χ
−1),
and Xπ,χ,K being its Pontryagin dual. This is a finitely generated module over OL[[ΓK]].
For a Hida family f containing an ordinary vector in π as specialization with coefficient ring I a
Noetherian normal domain, we can still construct the corresponding family of Galois representation
ρf , thanks to the assumption that the residual representation ρ¯π is absolutely irreducible. We can
similarly define its dual Selmer module Xf ,χ,K. This is a finitely generated module over I[[ΓK]]. We
also define Σ-imprimitive versions XΣπ,χ,K and X
Σ
f ,χ,K of them.
Conjecture 2.2. (Bloch-Kato)
The vanishing order of L(ρ˜π⊗χ, s) at s = 1 is equal to the rank of the Selmer group Sel(K, ρπ⊗χ
−1).
3 Hida Theory for U(r, s)
3.1 Notations and Conventions
We are going to fix some basis of the various Hermitian spaces. We let
y1, ..., ys, w1, ..., wr−s, x1, ..., xs
be the standard basis of the Hermitian space V such that the Hermitian form is given by 3. Let W
be the span over K of w1, ..., wr−s. Let X∨ = OKx1⊕ ...⊕OKxs and Y = OKy1⊕ ...⊕OKys. Let L
be an OK-maximal lattice such that Lp := L⊗Z Zp =
∑r−s
i=1 (OK ⊗Z Zp)w
i. We define a OK-lattice
M of V by
M := Y ⊕ L⊕X∨.
Let Mp =M ⊗Z Zp. A pair of sublattice Polp = {N
−1, N0} of Mp is called an ordered polarization
of Mp if N
−1 and N0 are maximal isotropic direct summands in Mp and they are dual to each
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other with respect to the Hermitian pairing. Moreover we require that for each v = wwc, w ∈ Σ,
rankN−1w = rankN0wc = r and rankN
−1
wc = rankN
0
w = s. The standard polarization of Mp is given
by: M−1v = Yw ⊕ Lw ⊕ Ywc and M0v = Xwc ⊕ Lwc ⊕Xw.
Shimura Varieties
Fix a neat open compact subgroup K of GU(r, s)(Af ) whose p-component is GU(r, s)(Zp), we refer
to [14, Section 2] for the definitions and arithmetic models of Shimura varieties over the reflex field E
which we denote as SG(K). It parameterizes isomorphism classes of the quadruples (A,λ, ι, η¯
())/S
where  is a finite set of primes, (A,λ) is a polarized abelian variety over some base ring S, λ
is an orbit (see [14, Definition 2.1]) of prime to  polarizations of A, ι is an embedding of OK
into the endomorphism ring of A and η¯() is some prime to  level structure of A. To each point
(τ, g) ∈ X+ ×G(AF,f ) we attach the quadruple as follows:
• The abelian variety Ag(τ) := V ⊗Q R/M[g](M[g] := H1(Ag(τ), Zˆ
p)).
• The polarization of A is given by the pullback of −〈, 〉r,s on C
r,s to V ⊗Q R via p(τ).
• The complex multiplication ι is the OK-action induced by the action on V .
• The prime to p level structure: η
(p)
g :M ⊗ Zˆp ≃M[g] is defined by η
(p)
g (x) = g ∗ x for x ∈M .
Now we recall briefly the notion of Igusa schemes over Ov0 (the localization of the integer ring of
the reflex field at the p-adic place v0 determined by ιp : C ≃ Cp) in [14, Section 2]. Recall M is the
standard lattice of V and Mp = M ⊗Z Zp. Let Polp = {N
−1, N0} be a polarization of Mp. The
Igusa variety IG(K
n) of level pn is the scheme representing the usual quadruple for Shimura variety
together with a
j : µpn ⊗Z N
0 →֒ A[pn]
where A is the abelian variety in the quadruple. Note that the existence of j implies that if p is
nilpotent in the base ring then A must be ordinary. For any integer m > 0 let Om := OL/p
m.
Igusa Schemes over S¯G(K):
To define p-adic automorphic forms one needs Igusa Schemes over S¯G(K). We fix such a toroidal
compactification and refer to [14, 2.7.6] for the construction. We still denote it as IG(K
n). Then
over Om the IG(K
n) is a Galois covering of the ordinary locus of the Shimura variety with Galois
group
∏
v|pGLr(OF,v/p
n) × GLs(OF,v/p
n). If we write gp =
(
A B
C D
)
for the p-component of g,
then we define
Kn = {g ∈ K|gp ≡
(
1r ∗
0 1s
)
modpn},
Kn1 = {g ∈ K|A ∈ Nr(Zp) modp
n,D ∈ N−s (Zp)modp
n, C = 0},
Kn0 = {g ∈ K|A ∈ Br(Zp) modp
n,D ∈ B−s (Zp)modp
n, C = 0}.
Here the Nr is the unipotent radical of the upper triangular Borel group Br of GLr and N
−
r is the
opposite unipotent group of it, and similarly for Ns and Bs. We write IG(K
n
0 ) = IG(K
n)K
n
0 and
IG(K
n
1 ) = IG(K
n)K
n
1 over Om.
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Igusa Schemes for Unitary Groups
We refer to [14, 2.5] for the notion of Igusa Schemes for the unitary groups U(r, s) (not the similitude
group). It parameterizes quintuples (A,λ, ι, η¯(p), j)/S similar to the Igusa Schemes for unitary
similitude groups but requiring λ to be a prime to p-polarization of A (instead of an orbit). In order
to use the pullback formula algebraically we need a map of Igusa schemes given by:
i([(A1, λ1, ι1, η
p
1K1, j1)], [(A2, λ2, ι2, η
p
2K2, j2)]) = [(A1 ×A2, λ1 × λ2, ι1, ι2, (η
p
1 × η
p
2)K3, j1 × j2)].
We discuss the complex uniformization. Recall the following Hermitian symmetric domains for
U(r, s)
X+ = Xr,s = {τ =
(
x
y
)
|x ∈Ms(C), y ∈M(r−s)×s(C), i(x
∗ − x) > iy∗ζ−1y}.
For z =
(
x
y
)
on it, let B(z) =

x
∗ y∗ x
0 −ζ y
Is 0 Is

. We write the complex vector space Cr,s =
C(Σc)s ⊕ C(Σc)r−s ⊕ C(Σ)s, regarded as row vectors. We define a morphism
cr,s : (u1, u2, u3)cr,s = (u¯1, u¯2, u3).
Define the R-linear map p(z) by p(z)v = vB(z)cr,s. Define the lattice M[g](z) = p(z)M[g]. The
Abelian variety at the point (z, g) is defined by Cr,s/p(z)M[g], and the complex multiplication is
induced by the action of Vr,s via p(z). We similarly define
cs,r : (u1, u2, u3)cr,s = (u1, u2, u¯3).
For the moduli problem for U(s, r), we use the p′(z)v = vB(z)cs,r, and define the Abelian variety
and complex multiplication similarly, with cr,s replaced by cs,r.
We discuss the pullback of Hermitian spaces. Let z =
(
x
y
)
and w =
(
u
v
)
be points in the
symmetric domains of U(r + 1, s + 1) and U(r, s) respectively. As in [26, 6.10, 6.11], we define
R =


1s+1
1
21r−s −
1
21r−s
−1s
1s+1
−ζ−1 −ζ−1
1s


and
L =


1r+1
1s+1
1r
1s

 .
Then by [26, (6.11.3)], if Z = ι(z, w), then
R.diag[B(z), B(w)] = B(Z)diag[M(w), N(z)]L−1.
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From this one seems that diag[M(w), N(z)]L−1 induces isomorphism
Mg,h(Z) ≃Mg(z) ⊕Mh(w).
With the above formulas, similar to [14, Section 2.6], we know that taking the change of polar-
ization into consideration
i([z, g], [w, h]) = [ι(z, w), (g, h)Υ] (4)
where Υ ∈ U(n + 1, n + 1)(Fp) is defined such that for each v|p such that v = ww
c where w is in
our p-adic CM type Σp, Υw = S
−1
w (the Sw is the image of S defined in (15) in Qp).
p-adic Cusp Labels
For those v|p, we define Γ0,v(p
n) ⊂ G(OF,v) consisting of block matrices (with respect to r + s)(
a b
c d
)
with c ≡ 0 modulo pn under the standard basis. As in [22], we define CM to be the set of
cotorsion-free isotropic submodules of M with an action of G(OF ). Let Γ = K ∩GU(r, s)(OF ). For
simplicity we assume Γ is of the form of the principal congruence subgroup Γ(N) of level N . The
quotient of it by Γ is called the set of cusp labels.
In this paper we are mainly interested in cusp labels of corank 1. Write CM,1 for the set of cusp
labels of codimension 1. As in loc.cit. we define the set of “ordinary cusp labels” CM,pn,1 to be the
orbit of the 1-dimensional space spanned by x1, under the action of Γ ∩
∏
v Γv(p
n). This can be
viewed as the set of cusp labels on the Igusa variety. Then there are natural surjective maps
pC ,n : CM,pn,1/Γ ∩
∏
v
Γ0,v(p
n)→ CM,1/Γ.
We consider cusp labels of level Kn0 at p-adic places. Then for a given V ∈ CM,1, we have
p−1
C ,n(V ) ≃ Pr−1,1(Zp/p
nZp)×Ps−1,1(Zp/pnZp)\GLr(Zp/pnZp)×GLs(Zp/pn)/Br(Zp/pnZp)×Bs(Zp/pnZp).
We define the I0m,n (I
1
m,n) to be the ideal sheaf of the Shimura varieties or Igusa varieties of functions
vanishing at the boundary components (boundary components of co-rank at least two), respectively.
Let ΓV be the intersection of Γ with the stabilizer of V . We let P
◦
n,V (Z/p
n) be the image of
ΓV ∩ Γ0(p
n)→ GLr(OF,p)×GLs(OF,p),
which at each v|p, is given by
g =
∏
v
(
Av Bv
Dv
)
∈ Γ0,v(p
n) 7→ Av ×Dv mod p
n.
Note that since g ∈ ΓV , we have P
◦
n,V (Z/p
n) consists of matrices
(
im(GL1(O
×
K)) ∗
0 GLr−1(OF,p)
)
×
(
im(GL1(O
×
K)) 0
∗ GLs−1(OF,p)
)
such that upper left entries of the two matrices are conjugate inverse to each other.
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3.2 Hida Theory
In this section we develop Hida theory for U(r, s) using the framework of [22]. The advantage is two
fold. First it makes the definition of Hida’s ordinary projector eord on non-cuspidal families more
clear. Second, it uses only scalar valued forms, which avoids some geometric complications. The
main difference here is we do not have Fourier-expansions for unitary groups of general signature
(as opposed to Gsp(2n) of loc.cit.), thus we need different arguments to prove certain compatibility
of Up-operators with respect to restricting to boundary maps. We will be brief for standard results
of Hida theory and refer to loc.cit. for details.
Let H = GLr × GLs and T be the diagonal torus. Write H = H(OF,p). Let R be a p-adic
Zp-algebra and let Rm := R/p
m. Let Tn,m := IG(K
n)/Rm . Define:
Vn,m = H
0(Tn,m,OTn,m),
Vk(K
n
• , Rm) = H
0(Tn,m/Rm , ωk)
Kn• .
Let V∞,m = lim−→n Vn,m and V∞,∞ = lim←−m V∞,m. Define Vp(G,K) := V
N∞,∞ (N = Nr(OF,p) ×
N−s (OF,p) ⊂ H) the space of p-adic modular forms. We define V 0n,m, etc, to be the cuspidal part of
the corresponding spaces.
As in [14, 3.4, 3.5] for n ≥ m we have
H0(Tm,n, ωk) ≃ Vm,n ⊗ Vk. (5)
Definition 3.1. Let f be a p-adic automorphic form of weight Vk, and let v
∗ be a vector in V k.
Then using (5) we can define the v∗-entry of f to be the p-adic automorphic form 〈f, v∗〉 of trivial
weight.
Weight Space
We let Λr,s = Λ be the completed group algebra Zp[[T (1+ pZp)]]. This is a formal power series ring
with r+ s variables. There is an action of T (Zp) given by the action on the j : µpn ⊗ZN
0 →֒ A[pn].
(see [14, 3.4]) This gives the space of p-adic modular forms a structure of Λ-algebra. A Q¯p-point φ
of SpecΛ is called arithmetic if it is determined by a character [k] · [ζ] of T (1 + pZp) where k is a
weight and ζ = (ζ1, · · · , ζr; ζ1, · · · , ζs) for ζi ∈ µp∞ .
Proposition 3.2.
0→ πI,∗I0m,n → πI,∗I
1
m,n → ⊕V˜ ,corankV˜=1ι
∗
V˜ ,∗I
0
U(r−1,s−1),m,n → 0
where the ι’s are closed embeddings of the boundary components into the compactified Igusa variety.
This follows from that the minimally compactified Igusa varieties are affine. See [22, Proposition
1.6.1] for details.
Let ZV be the co-rank one boundary component corresponding to the space V ⊂ M and Z
ord
V
be the ordinary locus. We define a subscheme I♭
Zord
V
,m,n
⊆ IZord
V
,m,n to be the subset of p
−1
C ,n(V )
corresponding to the double coset including the element
(
0 1
1r−1 0
)
×
(
0 1
1s−1 0
)
.
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We also define the space V 1,♭m,n to be the subspace of V 1m,n whose restriction to IZord
V
,m,n vanishes
outside I♭
Zord
V
,m,n
. We write this double set as p−1,♭
C ,n (V˜ ). We need some further description of this
coset:
p
−1,♭
C ,n (V˜ ) =
(
1
1r−1
)(
1r−1
GL1(OF,p)/im(GL1(OF ))
)
mod pn.
So this is isomorphic to GL1(OF,p)/im(GL1(OF )). It is expected from the Leopoldt conjecture that
the GL1(OF,p)/im(GL1(OF )) should be rank one. This means in order to get Hida control theorem
for non-cuspidal families, we should work with a smaller weight space where some weight (in fact
ar + b1) is parallel.
Definition 3.3. We define the parallel weight space Wpar to parameterize characters
χ = (χ1, · · · , χr;χr+1, · · · , χr+s)
of T (OF,p), such that the (χr+1/χr)v’s for all v|p are the same characters of Z
×
p . Clearly it is trivial
on im(GL1(OF )).
From now on we write superscript par for the subspace of forms whose nebentypus correspond
to points in Wpar.
Proposition 3.4. We have the following fundamental exact sequence
0→ V 0,parm,n → V
1,♭,par
m,n → ⊕V ∈CM/Γ,rkV=1Zp[[TU(r−1,s−1) ⊗ Z
×
p ]]⊗Zp[[TU(r−1,s−1)]] V
0
V,m,n → 0.
The proof is the same as [22, Proposition 1.7.1].
Let v be a p-adic place of F splitting as ww¯ in K. We first give a description of some power of
Up,i-operators associated to
(
p1i
1n−i
)
. We refer to [22, Section 1.9] for details, and [14, Section
3.7] for the case of unitary groups. We fix an integer b throughout this paper, such that the following
is possible. We require that there is an element kp ∈ OK whose divisor is ̟bw and is congruent to
1 modulo N . We also require that there is an element k′p ∈ OK, whose divisor is ̟bw̟−bw , and
is congruent to 1 modulo N . We define γi as diag(kp, · · · , kp, 1, · · · , 1, k
−c
p , · · · , k
−c
p ) if i ≤ s, as
diag(kp, · · · , kp, k
′
p, · · · , k
′
p, 1, . . . , 1, k
−c
p , · · · , k
−c
p ) for s ≤ i ≤ r. We make similar definition for other
cases. We use these to express some power of the Up,i operators in (6) below.
For i ≤ r + 1, we define set Y′i as the set of matrices
(
1i Nx
1n−i
)
with x running over
Mi×(n−i)(Zp/pbZp).
Define Yi,v as a set of unipotent elements in U(r, s)(OK) which are congruent to identity modulo N ,
congruent to identity modulo pn at all p-adic places outside v, and at the place v are representatives
of Y′i. It clearly exists. For i ≤ s+ 1, then U
b
p,i is given by the following
U bp,if = µr,s(αi)
−1 ∑
y∈Yi,v
f |(yγi)
−1. (6)
For other i we have similar definitions. (Note that we only consider f ’s of trivial weight).
14
For given m and n, for any g ∈ GLr(Zp) × GLs(Zp), we define igl,v(g) to be an element in
Ur,s(OF ) which is congruent to identity modulo N , is congruent to p
n at all p-adic places outside
v, and such that e+igl,v(g) is congruent to g modulo p
n at the place v.
The I♭
Zord
V
,m,n
can also be defined as the relative positions between the filtration of the p-divisible
group A[p∞]◦ determined by the universal family and the one defined via the semi-Abelian variety
from the Mumford construction as in [22, Section 1.7]. More precisely, we consider the standard
basis (x∗1,+, · · · , x
∗
r,+;x
∗
1,−, x
∗
s,−) for the maximal anisotropic subspace N0v ≃ Zr+sp of Mv. Then the
filtration from the universal family over the Igusa variety is given by
0 ⊂ Zpx
∗
1,+ ⊗ µp∞ ⊂ · · · ⊂ Zpx
∗
1,+ ⊗ µp∞ + · · ·+ Zpx
∗
r,+ ⊗ µp∞ ,
0 ⊂ Zpx
∗
1,− ⊗ µp∞ ⊂ · · · ⊂ Zpx
∗
1,− ⊗ µp∞ + · · ·+ Zpx
∗
s,− ⊗ µp∞ .
We have the following Lemma.
Lemma 3.5. A V˜ belongs to I♭
Zord
V
,m,n
if and only if e+V˜ does not contain a primitive vector in
Zpx
∗
1,++ · · ·+Zpx
∗
r−1,++pZpx
∗
r,+ (by primitive vector we mean a vector in Zpx
∗
1,++ · · ·+Zpx
∗
r−1,++
Zpx
∗
r,+ which is not divisible by p in this space), and e
−V˜ does not contain a primitive vector in
Zpx
∗
1,− + · · · + Zpx
∗
s−1,− + pZpx
∗
s,−.
The proof is the same as [22, Proposition 1.8.2].
Proposition 3.6. Let V ♭,+m,n be the subspace of V 1m,n vanishing at boundary components V˜ such that
e+V˜ contains a primitive vector in Zpx
∗
1,++ · · ·+Zpx
∗
r−1,++ pZpx
∗
r,+. We similarly define V
♭,−
m,n. If
a ≥ n ≥ m, then
U2abp,r−1V
1
m,n ⊆ V
♭,+
m,n,
U2abp,r+s−1V
1
m,n ⊆ V
♭,−
m,n.
Proof. The proof is an analogue of [22, Proposition 1.9.4]. Without loss of generality we prove the
first inclusion. Suppose V˜ is a one dimensional space over OK generated by a vector v such that
e+v is a primitive vector in Zpx
∗
1,+ + · · ·+ Zpx
∗
r−1,+ + pZpx
∗
r,+. Write
X∗r = Zpx
∗
1,+ + · · ·+ Zpx
∗
r,+.
Then it is easy to check that
Q
(
pabIr−1 Nx
1
)−1
e+V˜ ∩X∗r ⊂ Zpx
∗
1,+ + · · ·+ Zpx
∗
r−1,+ + p
abZpx
∗
r,+.
So it is enough to show that
ΦV˜ ((Up,r)
abf) = 0
for each f ∈ V 1m,n and V˜ generated by a vector v with e
+v a primitive vector in Zpx
∗
1,+ + · · · +
Zpx
∗
r−1,+ + p
abZpx
∗
r,+. Suppose e
+v is t(b1, · · · , br−1, br) with pa|br and p ∤ bj for some j. Write
x1 =

 b1· · ·
br−1

.
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We note the following fact: suppose P ′ is a parabolic subgroup of U(r, s) conjugate to P stabi-
lizing V˜ . Then for any g ∈ NP ′(F ), we have
ΦV˜ (f |g) = ΦV˜ (f) (7)
as a form on U(r− 1, s− 1). It is easy to see that any igl(

1r−1 Nx10
1


−1
, 1) stabilizes V˜ . Then
we have the follow expression for the Uabp,r−1 action:
µr,s(αr−1)−1
∑
x,Z
ΦV˜ (f |γ
−1
r−1|igl,v(

1r Z0
1s

)−1|igl,v(
(
1 Nx
1
)−1
, 1))
where Z runs over matrices in M(r−1)×s(Z/pabZ), and x runs over matrices in M(r−1)×1(Z/pabZ).
Now we can write
M(r−1)×1(Z/pabZ) = (Z/pabZ)t(b1, · · · , br−1)⊕ C
for some subgroup C of M(r−1)×1(Z/pabZ). The above expression is
pabUabp,r−1
∑
x∈C
ΦV˜ (f |igl,v(
(
1 Nx
1
)−1
, 1).
Therefore ΦV˜ ((Up,r−1)
abf) is a multiple of pab, thus is 0 since a ≥ m.
Proposition 3.7. The space V 1,♭m,n is stable under the Up operators.
Proof. This is similar to [22, Proposition 1.9.2]. Recall
X∗r = Zpx
∗
1,+ + · · ·+ Zpx
∗
r,+.
If v is a primitive vector in Zpx
∗
1,+ + · · ·+ Zpx
∗
r−1,+ + pZpx
∗
r,+, then
Q
(
pIi Nx
Ir−i
)−1
v ∩X∗r ⊂ Zpx
∗
1,+ + · · · + Zpx
∗
r−1,+ + pZpx
∗
r,+.
Thus if f ∈ V 1,♭m,n, then Up,if also has 0 restriction to V˜ ’s such that e
+V˜ is generated by a primitive
vector in Zpx
∗
1,+ + · · · + Zpx
∗
r−1,+ + pZpx
∗
r,+. We have a similar conclusion for the s-part as the
r-part. This implies the proposition.
Proposition 3.8. If f ∈ V 1,♭m,n, then for V˜ ∈ I♭Zordv ,m,n
, we have
ΦV˜ (Up,if) = U
′
p,iΦV˜ (f)
where the ′ in U ′p,i means the corresponding Hecke operator on U(r − 1, s− 1).
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Proof. This is similar to [22, Proposition 1.9.3]. Let the Zp-entry matrices
(
A+ B+
C+ D+
)
∈ GLr(Zp)
and
(
A− B−
C− D−
)
∈ GLs(Zp) be such that
V˜ + =
(
A+ B+
C+ D+
)−1(
0r−1
1
)
and
V˜ − =
(
A− B−
C− D−
)−1(
1
0s−1
)
.
We prove the case for i < r and other cases are similar. In this case µr,s(αi) = p
ibs. It is easy
to see that we can take C+ is 0 modulo p
n, and that in terms of block matrices with respect to
i+ (r − 1− i),
A+ ≡
(
A1 0
0 A2
)
(mod pn).
For x ∈Mi×(r−1−i)(Zp/pbZp), define xA := A
−1
1 xA2, and
y(x) = N−1A−11
(
−Ir−1 Nx
)
B.
We check that
(

p
bIi Nx 0
0 Ir−1−i 0
0 0 1


−1(
A+ B+
C+ D+
)p
bIi NxA Ny(x)
0 Ir−1−i 0
0 0 1

)−1
(
A+ B+
C+ D+
)
∈ Γ(N) ∩ Γ1(p
s).
We first check that (noting the special form of the matrix
(
A+ B+
C+ D+
)
)
∑
Z
f |igl,v(
(
A+ B+
C+ D+
)
,
(
A− B−
C− D−
)
)−1|γ−1i igl,v(

1i Nx1r−i−1
1

 , 1)−1|igl,v(

1r Z0
1s

)−1
=
∑
Z
f |γ−1i igl,v(

1i NxA Ny(x)1r−i−1
1

 , 1)−1|igl,v(

1r Z0
1s

)−1|igl,v(
(
A+ B+
C+ D+
)
,
(
A− B−
C− D−
)
)−1,
where Z runs over i× s matrices with entries in Z/pbZ. Moreover since

p
b1i NxA Ny
1r−i−1
1


−1(
A B
1
)−1(
0r−1
1
)
=

−
(
p−bNy
0
)
−
(
p−bIi −p−bNxA
0 1r−i−1
)
A−1B
1

 ,
we see it contains no primitive vector in Zpx
∗
1 + · · ·Z
∗
pxr−1 + pZpx∗r only when
Ny ≡
(
Ir−1 −NxA
)
A−1+ B+ (mod p
b),
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which means y ≡ y(x) (mod p). So
ΦV˜std(f |γ
−1
i igl,v(

1 NxA Ny1r−i−1
1

 , 1)−1|igl,v(
(
A+ B+
C+ D+
)
,
(
A− B−
C− D−
)
)−1)|igl,v(

1r Z0
1s

)−1
can be nonzero only when y ≡ y(x)(mod pb). So we have
ΦV˜ (Up,if) = ΦV˜std((Up,if)|igl,v(
(
A+ B
+
C+ D+
)
,
(
A− B−
C− D−
)
)−1)
=
1
pibs
ΦV˜std(
∑
Z
∑
x,y
f |γ−1i igl,v(

1 NxA Ny1r−i−1 0
1

 , 1)−1
|igl,v(

1r Z0
1s

)−1)|igl,v(
(
A+ B
+
C+ D+
)
,
(
A− B−
C− D−
)
)−1
=
1
pibs
ΦV˜std(
∑
Z
∑
x
f |γ−1i igl,v(

1 NxA Ny(x)1r−i−1 0
1

 , 1)−1
|igl,v(
(
A+ B+
C+ D+
)
,
(
A− B−
C− D−
)
)−1|igl,v(

1r Z0
1s

)−1)
=
1
pibs
ΦV˜std(
∑
Z
∑
x
f |igl,v(
(
A+ B+
C+ D+
)
,
(
A− B−
C− D−
)
)−1|γ−1i
|igl,v(

1 Nx1r−i
1

 , 1)−1)|igl,v(

1r Z0
1s

)−1)
=
1
pib(s−1)
∑
Z′
(ΦV˜std(f |igl,v(
(
A+ B+
C+ D+
)
,
(
A− B−
C− D−
)
)−1))|γ−1i |igl,v(

1r−1 Z
′
0
1s−1

)−1)
= U ′p,i(ΦV˜std(f |igl,v(
(
A+ B+
C+ D+
)
,
(
A− B−
C− D−
)
)−1)).
Here we used (7). The Z (Z ′) runs over i× s (i× (s− 1)) matrices with entries in Z/pbZ, the x and
y run over matrices with entries in Z/pbZ with corresponding sizes. The proposition follows.
With the above preparations, we can get the following standard results of Hida theory.
Proposition 3.9. We define for q = 0 or ♭, Hida’s ordinary idempotent eord can be well defined on
the space V q,ord,par
V q,ord,par := HomZp(V
q,ord,par,Qp/Zp).
The space V♭,ord,par is free of finite rank over Wpar. We define
Mq,ord,par(K,Λpar) := HomΛpar(V
q,ord,par,Λpar).
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Moreover for any arithmetic weight k in Wpar, we have
Mq,ord,par ⊗Λpar Λ
par/Pk ≃ V
q,ord,par[Pk].
This follows from the exact sequence in Proposition 3.4 and the corresponding result for q =
0 proved by Hida [12]. The definition of ordinary idempotent is easily deduced from the exact
sequences and the corresponding definition for cuspidal spaces as in [22, Proposition 1.10.1]. Other
parts follow from unraveling the definitions and as in [22, Proposition 1.10.2]. We also have the
classicality result for cusp forms below. In application we only need this cuspidal case results, which
is proved by Hida [12].
Proposition 3.10. For any weight with nebentypus k, there is a number bk > 0 depending on k,
such that for any b ≥ bk, all forms in
M0,ordk+b(1,··· ,1,0,··· ,0)(K,Op)
are classical.
Combining results in Propositions 3.4, 3.6, 3.7 and 3.8, we immediately get the following propo-
sition:
Proposition 3.11. (fundamental exact sequence) We have
0→ eordV 0,parm,n → e
ordV 1,parm,n → ⊕V ∈CM/Γ,rkV=1Zp[[TU(r−1,s−1)⊗Z
×
p ]]⊗Zp[[TU(r−1,s−1)]]e
ordV 0V,m,n → 0.
(8)
3.3 Algebraic Theory for Fourier-Jacobi Expansions
We suppose s > 0 in this subsection. Let X∨t = spanOK{x
1, · · · , xt} and Yt = spanOK{y
1, · · · , yt}.
Let Wt be the skew-Hermitian space spanOK{y
t+1, · · · , ys, w1, · · · , x
t+1, · · · , xs}. Let G0t be the
unitary similitude group of Wt. Let [g] ∈ Ct(K) and KGPt = GPt(Af ) ∩ gKg
−1 (we suppress the
subscript [g] so as not to make the notation too cumbersome). Let At be the universal abelian
scheme over the Shimura variety SGPt (KGPt ). Write g
∨ = kg∨i γ for γ ∈ G(F )
+ and k ∈ K. Define
X∨g = X∨t g∨i γ, Yg = Ytg
∨
i γ. Let Xg = {y ∈ (Yt ⊗Q Z) · γ|〈y,X
∨
g 〉 ∈ Z}. Then we have
i : Yg →֒ Xg.
Let Z[g] be
HomOK(Xg,A
∨
t )×HomOK (Yg,A
∨
t )
HomOK(Yg,At) := {(c, c
t)|, c(i(y)) = λ(ct(y)), y ∈ Yg}.
Here Hom’s are the obvious sheaves over the big étale site of SGPt , represented by Abelian schemes.
Let c and c∨ be the universal morphisms over HomOK(Xg,A
∨
t ) and HomOK(Yg,At). Let NPt be
the unipotent radical of Pt and Z(NPt) be its center. Let H[g] := Z(NPt(F )) ∩ giKg
−1
i . Note
that if we replace the components of K at v|p by Kn1 then the set H[g] remain unchanged. Let
Γ[g] := GLK(Yt) ∩ giKg
−1
i . Let PAt be the Poincaré sheaf over A
∨
t × At/Z[g] and P
×
At its asso-
ciated Gm-torsor. Let S[g] := Hom(H[g],Z). For any h ∈ S[g] let c(h) be the tautological map
Z[g] → A
∨
t ×At and L(h) := c(h)
∗P×At its associated Gm torsor over Z[g].
19
It is well-known (see e.g. [20, Chapter 7]) that the minimal compactification S∗G(K) is the disjoint
union of boundary components corresponding to t’s for all 1 ≤ t ≤ s. Let OCp be the valuation ring
for Cp. The following proposition is proved in [20, Proposition 7.2.3.16]. Let [g] ∈ Ct(K) and x¯ is
a OCp-point of the t-stratum of S
∗
G(K)(1/E) corresponding to [g].
Proposition 3.12. Let [g] and x¯ be as above. We write the subscript x¯ to mean formal completion
along x¯. Let π be the map S¯G(K)→ S
∗
G(K). Then π∗(OS¯G(K))x¯ is isomorphic to
{
∑
h∈S+
[g]
H0(Z[g],L(h))x¯q
h}Γ[g] .
Here S+[g] means the totally non-negative elements in S[g]. The q
h is just regarded as a formal symbol
and Γ[g] acts on the set by a certain formula which we omit.
For each [g] ∈ Ct(K) we fix a x¯ corresponding to it as above. Now we consider the diagram
Tn,m
πn,m
−−−−→ T ∗n,my y
S¯G(K)[1/E]Om
π
−−−−→ S∗G(K)[1/E]Om
where Tn,m → T
∗
n,m → S
∗
G(K)[1/E]Om is the Stein factorization. By [?, Corollary 6.2.2.8] T
∗
n,m is
finite étale over S∗G(K)[1/E]Om . Taking a preimage of x¯ in T
∗
n,m which we still denote as x¯. (For
doing this we have to extend the field of definition to include the maximal unramified extension of L).
Then the formal completion of the structure sheaf of T ∗n,m and S∗G(K)[1/E]Om at x¯ are isomorphic.
So for any p-adic automorphic form f ∈ lim←−m lim−→nH
0(Tn,m,On,m) (with trivial coefficients) we have
a Fourier-Jacobi coefficient
FJ(f) ∈ {
∏
h∈S+
[g]
lim←−
m
lim−→
n
H0(Z[g],L(h))x¯ · q
h}[g] (9)
by considering f as a global section of π∗n,m(OTn,m) = OT ∗n,m and pullback at x¯’s. Note that if
t = s = 1 then there is no need to choose the x¯’s and pullback since the Shimura varieties for Gt
is 0-dimensional (see [14, (2.18)]). In application when we construct families of Klingen Eisenstein
series in terms off Fourier-Jacobi coefficients, we will take t = 1 and define
R[g],∞ :=
∏
h∈S+
[g]
lim
←−
m
lim
−→
n
H0(Z[g],L(h))x¯ · q
h. (10)
We remark that the map FJ is injective on the space of forms with prescribed nebentypus at p.
This can be seen using the discussion of [29] right before Section 6.2 of loc.cit (which in turn uses
result of Hida about the irreducibility of Igusa towers for the group SU(r, s) ⊂ U(r, s) (kernel of the
determinant)). Note also that since the geometric fibers of the minimal compactification are normal,
their irreducible componenents are also connected components. In particular to see this injectivity
we need the fact that there is a bijection between the irreducible components of the generic and
special fiber of S∗G(K) (see [20, Subsection 6.4.1]). Since the signature is (r, s) for r ≥ s > 0, so
by our definition there exists cusp labels in Ct(K) for each 1 ≤ t ≤ s. Moreover, such cusp label
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intersects with each connected component by [32, Theorem A.2.2]. Since p splits completely in K
the cusps of minimal genus must be in the ordinary locus.
Now we consider the Fourier-Jacobi coefficient at cusp labels Ct for t = s, and define the Fourier-
Jacobi expansions for Λ-adic families. The reason for taking t = s is, when taking the p-part of the
level group smaller and smaller, one checks that the p-part of the level group of the θ-part of the
Fourier-Jacobi coefficient, namely for the H0(Z[g],L(h))x¯ is unchanged. So taking any functional
θ on finite dimensional vector space H0(Z[g],L(h))x¯, it makes sense to define the Fourier-Jacobi
coeffcient FJh,θ,g of a Λ-adic family F , taking values in the space of p-adic automorphic forms on
the definite unitary group U[g](r, 0), which we denote as Aˆ
∞
[g].
Definition 3.13. Let A be a finite torsion free Λ-algebra. Let Nord(K,A) be the set of formal
Fourier-Jacobi expansions:
F = {
∑
β∈S[g]
a(β, F )qβ , a(β, F ) ∈ (A⊗ˆAˆ∞[g])
Λ ⊗H0(Z◦[g],L(β))}g∈X(K)
such that for a Zariski dense set XF ⊆ Xρ of points φ ∈ SpecA where the induced point in SpecΛ
is some arithmetic weight kζ , the specialization Fφ of F is the highest weight vector of the Fourier-
Jacobi expansion of an ordinary modular form with tame level K(p), weight k and nebentype at p
given by [k][ζ]ω−[k] as a character of K0(p). Here the superscript Λ in (A⊗ˆAˆ∞[g])
Λ means that the
Λ-action as a nebentypus character is compatible with the Λ-algebra structure of R
Then we have the following
Proposition 3.14.
Mord(K,A) = Nord(K,A).
4 Eisenstein Series and Fourier-Jacobi Coefficients
The materials of this section are straightforward generalizations of parts of [29, Section 9 and 11]
and we use the same notations as loc.cit ; so everything in this section should eventually be the same
as [29] when specializing to the group GU(2, 2)/Q.
4.1 Klingen Eisenstein Series
Let gu(R) be the Lie algebra of GU(r, s)(R). Let δ be a character of the Klingen parabolic subgroup
P such that δa+2b+1 = δP (the modulus character of P ).
4.1.1 Archimedean Picture
Let v be an infinite place of F so that Fv ≃ R. Let i
′ and i be the points on the Hermitian
symmetric domain for GU(r, s) and GU(r + 1, s + 1) which are
(
i1s
0
)
and
(
i1s+1
0
)
respectively
(here 0 means the (r − s) × s or (r − s) × (s + 1) matrix 0). Let GU(r, s)(R)+ be the subgroup
of GU(r, s)(R) whose similitude factor is positive. Let K+∞ and K
+,′∞ be the compact subgroups of
U(r + 1, s + 1)(R) and U(r, s)(R) stabilizing i or i′ and let K∞ (K ′∞) be the groups generated by
K+∞ (K
+,′∞ ) and diag(1r+s+1,−1s+1) (resp. diag(1r+s,−1s)).
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Now let (π,H) be a unitary tempered Hilbert representation of GU(r, s)(R) withH∞ the space of
smooth vectors. We define a representation of P (R) on H∞ as follows: for p = mn,n ∈ NP (R),m =
m(g, a) ∈MP (R) with a ∈ C
×, g ∈ GU(r + 1, s+ 1)(R), put
ρ(p)v := τ(a)π(g)v, v ∈ H∞.
We define a representation by smooth induction I(H∞) := Ind
GU(r+1,s+1)(R)
P (R)
ρ and denote I(ρ) as
the space of K∞-finite vectors in I(H∞). For f ∈ I(ρ) we also define for each z ∈ C a function
fz(g) := δ(m)
(a+2b+1)/2+zρ(m)f(k), g = mk ∈ P (R)K∞,
and an action of GU(r + 1, s + 1)(R) on it by
(σ(ρ, z)(g)f)(k) := fz(kg).
Let (π∨, V ) be the irreducible (gu(R),K ′∞)-module given by π∨(x) = π(η−1xη) for η =

 1b1a
−1b


and x in gu(R) orK ′∞ (this does not mean the contragradient representation!). Denote ρ∨, I(ρ∨), I∨(H∞)
and σ(ρ∨, z), I(ρ∨)) the representations and spaces defined as above but with π, τ replaced by
π∨ ⊗ (τ ◦ det), τ¯ c. We are going to define an intertwining operator. Let w =

 1b+11a
−1b+1

.
For any z ∈ C, f ∈ I(H∞) and k ∈ K∞ consider the integral:
A(ρ, z, f)(k) :=
∫
NP (R)
fz(wnk)dn. (11)
This is absolutely convergent when Re(z) > a+2b+12 and A(ρ, z,−) ∈ HomC(I(H∞), I
∨(H∞)) inter-
twines the actions of σ(ρ, z) and σ(ρ∨,−z).
Suppose π is the holomorphic discrete series representation associated to the (scalar) weight
(0, ..., 0;κ, ..., κ), then it is well known that there is a unique (up to scalar) vector v ∈ π such that
k · v = detµ(k, i)−κ (here µ means the second component of the automorphic factor J instead of
the similitude character) for any k ∈ K+,′∞ . Then by Frobenius reciprocity law there is a unique (up
to scalar) vector v˜ ∈ I(ρ) such that k · v˜ = detµ(k, i)−κv˜ for any k ∈ K+∞. We fix v and multiply
v˜ by a constant so that v˜(1) = v. In π∨, π(w)v has the action of K+∞ given by multiplying by
detµ(k, i)−κ. We define w′ ∈ U(r + 1, s + 1) by w′ =


1b
1
1a
1b
−1

. There is a unique
vector v˜∨ ∈ I(ρ∨) such that the action of K+∞ is given by detµ(k, i)−κ and v˜∨(w′) = π(w)v. Then
by uniqueness there is a constant c(ρ, z) such that A(ρ, z, v˜) = c(ρ, z)v˜∨.
Definition 4.1. We define Fκ ∈ I(ρ) to be the v˜ as above.
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4.1.2 Prime to p Picture
Our discussion here follows [29, 9.1.2]. Let (π, V ) be an irreducible, admissible representation
of GU(r, s)(Fv) which is unitary and tempered. Let ψ and τ be unitary characters of K
×
v such
that ψ is the central character for π. We define a representation ρ of P (Fv) as follows. For
p = mn,n ∈ NP (Fv), m = m(g, a) ∈MP (Fv), a ∈ K
×
v , g ∈ GU(Fv) let
ρ(p)v := τ(a)π(g)v, v ∈ V.
Let I(ρ) be the representation defined by admissible induction: I(ρ) = Ind
GU(r+1,s+1)(Fv)
P (Fv)
ρ. As in the
Archimedean case, for each f ∈ I(ρ) and each z ∈ C we define a function fz on GU(r+1, s+1)(Fv)
by
fz(g) := δ(m)
(a+2b+1)/2+zρ(m)f(k), g = mk ∈ P (Fv)Kv
and a representation σ(ρ, z) of GU(r + 1, s + 1)(Fv) on I(ρ) by
(σ(ρ, z)(g)f)(k) := fz(kg).
Let (π∨, V ) be given by π∨(g) = π(η−1gη). This representation is also tempered and unitary. We
denote by ρ∨, I(ρ∨), and (σ(ρ∨, z), I(ρ∨)) the representations and spaces defined as above but with
π and τ replaced by π∨ ⊗ (τ ◦ det), and τ¯ c, respectively.
For f ∈ I(ρ), k ∈ Kv, and z ∈ C consider the integral
A(ρ, z, v)(k) :=
∫
NP (Fv)
fz(wnk)dn. (12)
As a consequence of our hypotheses on π this integral converges absolutely and uniformly for z and
k in compact subsets of {z : Re(z) > (a+2b+1)/2} ×Kv. Moreover, for such z, A(ρ, z, f) ∈ I(ρ
∨)
and the operator A(ρ, z,−) ∈ HomC(I(ρ), I(ρ
∨)) intertwines the actions of σ(ρ, z) and σ(ρ∨,−z).
For any open subgroup U ⊆ Kv let I(ρ)
U ⊆ I(ρ) be the finite-dimensional subspace consisting
of functions satisfying f(ku) = f(k) for all u ∈ U . Then the function
{z ∈ C : Re(z) > (a+ 2b+ 1)/2} → HomC(I(ρ)
U , I(ρ∨)U ), z 7→ A(ρ, z,−)
is holomorphic. This map has a meromorphic continuation to all of C.
We finally remark that when π and τ are unramified, there is a unique up to scalar unramified
vector Fρv ∈ I(ρ).
4.1.3 Global Picture
We follow [29, 9.1.4]. Let (π, V ) be an irreducible cuspidal tempered automorphic representation of
GU(r, s)(AF ). It is an admissible (gu(R),K
′∞)v|∞×GU(r, s)(Af )-module which is a restricted tensor
product of local irreducible admissible representations. Let ψ, τ : A×K → C
× be Hecke characters
such that ψ is the central character of π. Let τ = ⊗τw and ψ = ⊗ψw be their local decompositions,
w running over places of F . Define a representation of (P (F∞) ∩K∞)× P (AF,f ) by putting:
ρ(p)v := ⊗(ρw(pw)vw),
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Let I(ρ) be the restricted product ⊗I(ρw)’s with respect to the Fρw ’s at those w at which τw, ψw, πw
are unramified. As before, for each z ∈ C and f ∈ I(ρ) we define a function fz onGU(r+1, s+1)(AF )
as
fz(g) := ⊗fw,z(gw)
where fw,z are defined as before and an action σ(ρ, z) of (gu,K∞)⊗GU(r+1, s+1)(Af ) on I(ρ) by
σ(ρ, z) := ⊗σ(ρw, z). Similarly we define ρ
∨, I(ρ∨), and σ(ρ∨, z) but with the corresponding things
replaced by their ∨’s and we have global versions of the intertwining operators A(ρ, f, z).
Definition 4.2. Then we call a quadruple D = (π, τ, κ,Σ) an Eisenstein datum where π is a regular
algebraic cuspidal automorphic representation of U(r, s)/F which is unramfied and ordinary at all
places above p; the τ is a finite order Hecke character; κ ≥ r + s is an integer; Σ is a finite set of
primes of F containing all the infinite places, primes dividing p and places where π or τ is ramified.
We define zκ =
κ−r−s−1
2 and z
′
κ =
κ−r−s
2 .
4.1.4 Klingen-Type Eisenstein Series on G
We follow [29, 9.1.5] in this subsubsection. Let π, ψ, and τ be as above. For f ∈ I(ρ), z ∈ C, there
are maps from I(ρ) and I(ρ∨) to spaces of automorphic forms on P (AF ) given by
f 7→ (g 7→ fz(g)(1)).
In the following we often write fz for the automorphic form on P (AF ) given by this recipe.
If g ∈ GU(r + 1, s+ 1)(AF ) it is well known that
E(f, z, g) :=
∑
γ∈P (F )\G(F )
fz(γg) (13)
converges absolutely and uniformly for (z, g) in compact subsets of {z ∈ C : Re(z) > a+2b+12 } ×
GU(r+1, s+1)(AF ). Therefore we get some automorphic forms which are called Klingen Eisenstein
series.
Definition 4.3. For any parabolic subgroup R of GU(r + 1, s+ 1) and an automorphic form ϕ we
define ϕR to be the constant term of ϕ along R defined by
ϕR(g) =
∫
n∈NR(F )\NR(AF )
ϕ(ng)dn.
The following lemma is well-known (see [29, Lemma 9.2]).
Lemma 4.4. Let R be a standard F -parabolic subgroup of GU(r+1, s+1) (i.e, R ⊇ B where B is
the standard Borel subgroup). Suppose Re(z) > a+2b+12 .
(i) If R 6= P then E(f, z, g)R = 0;
(ii) E(f, z,−)P = fz +A(ρ, f, z)−z.
As in [29, Section 9.5] the Galois representation associated to the Klingen Eisenstein series is
the following.
ρπ ⊕ τ · | · |
−κ−r−s−2
2 ⊕ τ¯ c| · |
κ−r−s
2 . (14)
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4.2 Siegel Eisenstein Series on Gn
4.2.1 Local Picture
Our discussion in this subsection follows [29, 11.1-11.3] closely. Let Q = Qn be the Siegel parabolic
subgroup of GUn consisting of matrices
(
Aq Bq
0 Dq
)
. It consists of matrices whose lower-left (n×n)
block is zero.
For a finite place v of F and a character τ of K×v we let In(τ) be the space of smooth Kn,v-
finite functions (here Kn,v means the open compact group Gn(OF,v)) f : Kn,v → C such that
f(qk) = τ(detDq)f(k) for all q ∈ Qn(Fv) ∩Kn,v (we write q as block matrix q =
(
Aq Bq
0 Dq
)
). For
z ∈ C and f ∈ I(τ) we also define a function f(z,−) : Gn(Fv)→ C by
f(z, qk) := τ(detDq))|detAqD
−1
q |
z+n/2
v f(k),
q ∈ Qn(Fv) and k ∈ Kn,v.
For f ∈ In(χ), z ∈ C, and k ∈ Kn,v, the intertwining integral is defined by:
M(z, f)(k) := τ¯n(µn(k))
∫
NQn (Fv)
f(z, wnrk)dr.
For z in compact subsets of {Re(z) > n/2} this integral converges absolutely and uniformly, with
the convergence being uniform in k. In this case it is easy to see that M(z, f) ∈ In(χ¯
c). A standard
fact from the theory of Eisenstein series says that this has a continuation to a meromorphic section
on all of C.
Let U ⊆ C be an open set. By a meromorphic section of In(τ) on U we mean a function ϕ : U 7→ In(τ)
taking values in a finite dimensional subspace V ⊂ In(τ) and such that ϕ : U → V is meromorphic.
For Archimedean places there is a similar picture (see loc.cit).
4.2.2 Global Picture
For an idele class character τ = ⊗τv of A
×
K we define a space In(τ) to be the restricted tensor
product defined using the spherical vectors f sphv ∈ In(τv), f
sph
v (Kn,v) = 1, at the finite places v
where τv is unramified.
For f ∈ In(τ) we consider the Eisenstein series
E(f ; z, g) :=
∑
γ∈Qn(F )\Gn(F )
f(z, γg).
This series converges absolutely and uniformly for (z, g) in compact subsets of {Re(z) > n/2} ×
Gn(AF ). The automorphic form defined is called Siegel Eisenstein series.
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Let ϕ : U → In(τ) be a meromorphic section, then we put E(ϕ; z, g) = E(ϕ(z); z, g). This is defined
at least on the region of absolute convergence and it is well known that it can be meromorphically
continued to all z ∈ C.
Now for f ∈ In(τ), z ∈ C, and k ∈
∏
v∤∞Kn,v
∏
v|∞K∞ there is a similar intertwining integral
M(z, f)(k) as above but with the integration being over NQn(AF ). This again converges absolutely
and uniformly for z in compact subsets of {Re(z) > n/2} × Kn. Thus z 7→ M(z, f) defines a
holomorphic section {Re(z) > n/2} → In(τ¯
c). This has a continuation to a meromorphic section
on C. For Re(z) > n/2, we have
M(z, f) = ⊗vM(z, fv), f = ⊗fv.
The functional equation for Siegel Eisenstein series is:
E(f, z, g) = χn(µ(g))E(M(z, f);−z, g)
in the sense that both sides can be meromorphically continued to all z ∈ C and the equality is
understood as of meromorphic functions of z ∈ C.
4.2.3 The Pullback Formulas
We define
S =


1b −
1
2 · 1b
1
1a −
ζ
2
−1b
1
2 · 1b
1b
1
2 · 1b
1
−1a −
ζ
2
−1b −
1
2 · 1b


(15)
and
S′ =


1b −
1
2 · 1b
1a −
ζ
2
−1b
1
2 · 1b
1b
1
2 · 1b
−1a −
ζ
2
−1b −
1
2 · 1b


. (16)
We also define
Sζ =


1b
1
1a −
ζ
2
1b
1b
1
−1a −
ζ
2
1b


, S˜ =


1b −
1
2 · 1b
1
1a
−1b
1
2 · 1b
1b
1
2 · 1b
1
1a
−1b −
1
2 · 1b


.
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Let τ be a unitary idele class character of A×K. Given a unitary tempered cuspidal eigenform ϕ on
GU(r, s) which is a pure tensor we formally define the integral
Fϕ(f ; z, g) :=
∫
U(r,s)(AF )
f(z, S−1α(g, g1h)S)τ¯ (det g1g)ϕ(g1h)dg1,
f ∈ Ir+s+1(τ), g ∈ GU(r + 1, s + 1)(AF ), h ∈ GU(r, s)(AF ), µ(g) = µ(h).
This is independent of h. (We suppress the τ in the notation for Fϕ since its choice is implicitly
given by f). We also formally define
F ′ϕ(f ; z, g) :=
∫
U(r,s)(AF )
f(z, S′−1α(g, g1h)S′)τ¯(det g1g)ϕ(g1h)dg1,
f ∈ Ir+s(τ), g ∈ GU(r, s)(AF ), h ∈ GU(r, s)(AF ), µ(g) = µ(h)
The pullback formulas are the identities in the following proposition.
Proposition 4.5. Let χ be a unitary idele class character of A×K.
(i) If f ∈ Ir+s(τ), then Fϕ(f ; z, g) converges absolutely and uniformly for (z, g) in compact sets of
{Re(z) > r + s} ×GU(r, s)(AF ), and for any h ∈ GU(r, s)(AF ) such that µ(h) = µ(g)∫
U(r,s)(F )\U(r,s)(AF )
E(f ; z, S′−1α(g, g1h)S′)τ¯ (det g1h)ϕ(g1h)dg1 = F ′ϕ(f ; z, g). (17)
(ii) If f ∈ Ir+s+1(τ), then Fϕ(f ; z, g) converges absolutely and uniformly for (z, g) in compact sets
of {Re(z) > r + s+ 1/2} ×GU(r + 1, s + 1)(AF ) such that µ(h) = µ(g)∫
U(r,s)(F )\U(r,s)(AF )
E(f ; z, S−1α(g, g1h)S)τ¯ (det g1h)ϕ(g1h)dg1
=
∑
γ∈P (F )\G(r+1,s+1)(F )
Fϕ(f ; z, γg),
(18)
with the series converging absolutely and uniformly for (z, g) in compact subsets of {Re(z) > r +
s+ 1/2} ×GU(r + 1, s + 1)(AF ).
See [32, Proposition 3.5], which summarizes results proved in [26].
4.3 Differential Operators
Let S/T be either the Igusa or Shimura variety, and let A/S be the universal Abelian variety.
Let π : X → S be a smooth proper morphism of schemes, and let S be a smooth scheme over a
scheme T . Then the Gauss-Manin connection is a map
∆ : HqDR(X/S)→ H
q
DR(X/S).
By using the chain rule, we can also define
∆ : Sym•(H1±DR(A/S))→ Sym
•(H1±DR(A/S)).
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Here Sym• denotes the symmetric tensored powers. As in [6], H1±DR denotes the submodules on
which α ∈ K acts via multiplication by α or α¯ respectively.
As in [6, Section 7], there is an algebraic differential operator
DρA/S : H
1
DR(A/S)
ρ⊗Sym•(H1+(A/S)⊗H1−(A/S))→ H1DR(A/S)
ρ⊗Sym•+!(H1+(A/S)⊗H1−(A/S)),
which is constructed from the Gauss-Manin connection and the Kodairo-Spencer morphism.
C∞ Differential Operators
Over C, there is a canonical splitting
H1DR(C
∞) = ω(C∞)⊕ Split(C∞)
of the Hodge decomposition corresponding to the holomorphic and anti-holomorphic one-forms. Let
ρ = ρ− ⊗ ρ+ be a representation of GLn ×GLn which is quotient of Symd1(ρst)⊗ Symd2(ρst).
There is a C∞-differential operator
∂(ρ,C∞, d) : (ω−)ρ− ⊗ (ω+)ρ+ → ∂(ρ,C∞, d) : (ω−)ρ− ⊗ (ω+)ρ+ ⊗ (Symd1(ω+)⊗ Symd2(ω−),
defined as in [6, Section 8].
(ω−)ρ− ⊗ (ω+))ρ+ →֒ H1DR(A/S)
IndGQρ → H1DR(A/S)
IndGQρ ⊗ (Symd1(H1+DR(A/S)⊗ Sym
d2(H1−DR(A/S))
(ω−)ρ− ⊗ (ω+))ρ+ ⊗ (Symd1(ω−)⊗ Symd2(ω+)).
p-adic Differential Operators
Now let S be an Igusa scheme over a p-adic ring. As it is over the ordinary locus there is a “unit
root splitting”
H1DR(A/S) = ω ⊕ U,
where U is the unit root subspace for Frobenius action (see [6, Section 9] for details). We can define
a p-adic differential operator ∂(ρ, p − adic, d)
(ω−)ρ− ⊗ (ω+))ρ+ → (ω−)ρ− ⊗ (ω+))ρ+ ⊗ (Symd1(ω−)⊗ Symd2(ω+))
as for the C∞ cases, but with the C∞ splitting replaced by the unit root splitting.
4.4 Archimedean Computations
We summarize results in [32, Section 4.1]. Let v be an Archimedean place of F . Let κ > 0 be an
integer. Suppose τ is a unitary character of C× of infinity type (0, 0).
Definition 4.6.
fκ,n(z, g) = Jn(g, i1n)
−κ det(g)
κ
2 |Jn(g, i1n)|
κ−2z−n.
Now we recall [29, Lemma 11.4]. Let Jn(g, i1n) := det(Cgi1n +Dg) for g =
(
Ag Bg
Cg Dg
)
.
28
Lemma 4.7. Suppose β ∈ Sn(R). Then the function z → fκ,β(z, g) has a meromorphic continuation
to all of C. Furthermore, if κ ≥ n then fκ,n,β(z, g) is holomorphic at zκ := (κ − n)/2 and for
y ∈ GLn(C), fκ,n,β(zκ,diag(y,
t¯y−1)) = 0 if det β ≤ 0 and if detβ > 0 then
fκ,n,β(zκ,diag(y,
ty¯−1)) =
(−2)−n(2πi)nκ(2/π)n(n−1)/2∏n−1
j=0 (κ− j − 1)!
ev(iTr(βy
ty¯)) det(β)κ−n det y¯κ.
Now we look at some conjugation maps between unitary groups over R. Write τ for a real
symmetric positive definite matrix so that ττ∗ = ζ2i . We define
S1 =


1b+1
1a −
ζ
2
1b
1b+1
−1a −
ζ
2
1b


, S2 =


1√
2
1b+1 −
i√
2
1b+1
τ−1
1√
2
1b −
1√
2
1b
− 1√
2
1b+1 −
i√
2
τ−1
− 1√
2
1b −
i√
2
1b


.
Then for any u ∈ U(n+1, n+1) (unitary group corresponding to
(
1n+1
−1n+1
)
), the S1uS
−1
1 is
in the unitary group U2 of Hermitian matrix


1b+1
ζ
1b
−1b+1
−ζ
−1b


.
The S2S1uS
−1
1 S
−1
2 is in the unitary group U3 of Hermitian matrix
i


1b+1
1a
1b
−1b+1
−1a
−1b


.
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We discuss the pullback formula. We record that


1b
1
1
21a −
1
21a
1b
1b
1
−ζ−1 −ζ−1
1b




a1 a2 a3 b1 b2
a4 a5 a6 b3 b4
a7 a8 a9 b5 b6
A B C
c1 c2 c3 d1 d2
c4 c5 c6 d3 d4
D E F
G H J




1b
1
1a −
ζ
2
1b
1b
1
−1a −
ζ
2
1b


=


a1 a2 a3 b1 b2 −
a3ζ
2
a4 a5 a6 b3 b4 −
a6ζ
2
a7
2
a8
2
a9+E
2 −
D
2
b5
2
b6
2 −
a9ζ
4 +
Eζ
4 −
F
2
−B −A −Bζ2 C
c1 c2 c3 d1 d2 −
c3ζ
2
c4 c5 c6 d3 d4 −
c6ζ
2
−ζ−1a7 −ζ−1a8 −ζ−1a9 + ζ−1E −ζ−1D −ζ−1b5 −ζ−1b6
ζ−1(a9+E)ζ
2 −ζ
−1F
−H G −Hζ2 J


.
Let g =
(
Ag Bg
Cg Dg
)
be the last matrix above and i = diag(i1b, i,
ζ
2 , i1b), then
Cgi+Dg =


c1i+ d1 c2i+ d2 0 0
c4i+ d3 c5i+ d4 0 0
−ζ−1ia7 − ζ−1b5 −ζ−1ia8 − ζ−1b6 ζ−1Eζ −ζ−1iD − ζ−1F
0 0 −Hζ Gi+ J

 .
Taking determinant, we get the decomposition for the automorphic factor
J(g, i) = det(
(
c1 c2
c4 c5
)(
i
0
)
+
(
d1 d2
d3 d4
)
) · det(
(
ζ−1Eζ ζ−1iD + ζ−1F
Hζ Gi+ J
)
).
We also record the formula for embedding of Hermitian spaces For z =
(
x
y
)
and w =
(
u
v
)
, we
define
ι(z, w) =

 x 0 0y ζ2
−v∗ζ−1y −v∗ −u∗

 .
This is compatible with the embedding (g1, g2) 7→ S
−1
1 α(g1, g2)S1. The differential operators can
be described in terms of actions of Lie algebras of U(n + 1, n + 1)(R) as below. Write Im,n for
the diagonal matrix diag(1m,−1n). We identify the complexification of the Lie algebra of UIn+1,n+1
with gl2n+2(C). Then under the Harish-Chandra decomposition
su(n+ 1, n + 1) ≃ k⊕ p+ ⊕ p−,
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the p+ corresponds to matrices of the form
(
0 ∗
0
)
(block matrices with respect to ((n+1)+(n+1))),
and p− corresponds to matrices of the form
(
0
∗ 0
)
(block matrices with respect to ((n+1)+(n+1))).
To relate this with the GLn+1 × GLn+1 representation in the definition of algebraic differential
operators of U(n + 1, n + 1), we regard the space of upper right (n + 1) × (n + 1) matrices X =(
X1 X2
X3 X4
)
(the action of GLn+1 ×GLn+1 given by left and right multiplications).
Proposition 4.8. For f a ρ-valued nearly holomorphic automorphic form, and v a vector in ρ∨,
we have
〈Df, v ⊗ x〉 =
1
2
S−11 S
−1
2
(
0 ix
0 0
)
S2S1 · 〈f, v〉.
This is proved as in [21, Proposition 2.4.1].
We define a differential operator. Let X2 :=
(
A B
C D
)
be a block matrix with respect to the
partition a+ b and let X3 := E be a matrix of size b× b. Let vk,κ be the polynomial
(
r−1∏
i=1
det(X2)
ai−ai+1
i ) det(X2)
ar−κ
r ·
s−1∏
j=1
det(X3)
bs−j+1−bs−j
j det(X3)
b1
s .
We use the simple notation D to denote the C∞ differential operators ∂ in Section 4.3.
Definition 4.9. With above proposition, we can define an element δk,κ in the Lie algebra of
U(n + 1,n + 1) corresponding to the map from the space of holomorphic weight κ forms as
Fκ 7→ 〈D
dFκ, vk,κ〉
for d = a1 + · · ·+ ar − rκ+ b1 + · · ·+ br. We also define the Siegel section
fsieg,k,κ := δk,κfκ.
We similarly define δ′k,κ and the Siegel section f
′
sieg,k,κ on U(n, n).
We have the following lemma.
Lemma 4.10. Write β as block matrices

Aβ Bβ CβDβ Eβ Fβ
Gβ Hβ Jβ

 with respect to (r+1+ s)× (s+1+ r).
The β-th Fourier coefficient of the highest weight vector of the Vk-valued form (D
dFκ)k, which we
denote as DkFκ, is given by
det(Cβ,1)
a1−a2 det(Cβ,2)a2−a3 · · · det(Cβ,r)ar−ar+1 det(Gβ,1)bs+1−bs · · · det(Gβ,s)b2−b1Fκ,β.
Here Cβ,i and Gβ,i are the upper left i× i minors of Cβ and Gβ respectively.
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The proof is as [8, Proposition 5.3], which uses [6, Theorem 9.2 (4)].
We define a Weyl element
w′r+1,s+1 =


1b+1
1a
1b
1

 . (19)
We consider the unitary group UIr+1,s+1 corresponding to the Hermitian matrix diag(1r+1, 1s+1).
Then the w′r+1,s+1 above is in the compact group U(r + 1)(R) × U(s + 1)(R) →֒ UIr+1,s+1(R). We
can write
S−12 (α(w
′
r+1.s+1, 1)S2 = w
′′
r+1,s+1 ⊗ 1 ∈ U(r + 1, s + 1)(R)× 1.
We have
α(w′r+1,s+1, 1r+s)×


1n+1
A B
C D
E
1n+1

 × diag(w
′
r+1,s+1, 1r+s)
−1 =


1n+1
C D
A B
E
1n+1

 .
So we have the following proposition.
Proposition 4.11. We have
Fϕ(fsieg,k,κ, w
′′
r+1,s+1, z) = F
′
ϕ(f
′
sieg,k,κ, 1, z +
1
2
).
We also have the following lemma.
Lemma 4.12. Let ϕ be the lowest weight module of the holomorphic discrete series with weight k.
Then there is a nonzero constant c′k,κ such that
F ′ϕ(fsieg,k,κ, 1,
κ− a− 2b
2
) = c′k,κϕ.
Proof. The only non-trivial statement is about the non-vanishing of c′k,κ, which is a well known fact
as noted in [5, Section 4.5]. We also remark that this constant is explicitly computable, thanks to
a recent technique developed by Z. Liu [23].
4.5 Finite Primes, Unramified Case
We summarize results in [32, Section 4.2].
4.5.1 Pullback Integrals
Lemma 4.13. Suppose π, ψ and τ are unramified and ϕ ∈ π is a new vector. If Re(z) > (a+ b)/2
then the pullback integral converges and
Fϕ(f
sph
v ; z, g) =
L(π˜, τ¯ c, z + 1)∏a+2b−1
i=0 L(2z + a+ 2b+ 1− i, τ¯
′χiK)
Fρ,z(g)
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where Fρ,z is the spherical section taking value ϕ at the identity and
Fϕ(f
sph
v ; z, g) =
L(π˜, τ¯ c, z + 12 )∏a+2b−1
i=0 L(2z + a+ 2b− i, τ¯
′χiK)
π(g)ϕ.
The local Fourier-coefficient is given below.
Lemma 4.14. Let β ∈ Sn(Fv) and let r := rank(β). Then for y ∈ GLn(Kv),
f sphv,β (z, diag(y,
ty¯−1)) = τ(dety)|detyy¯|−z+n/2v D
−n(n−1)/4
v (20)
×
∏n−1
i=r L(2z+i−n+1,τ¯ ′χiK)∏n−1
i=0 L(2z+n−i,τ¯ ′χiK)
hv,ty¯βy(τ¯
′(̟)q−2z−nv ). (21)
where hv,ty¯βy ∈ Z[X] is a monic polynomial depending on v and
t¯yβy but not on τ . If β ∈ Sn(OF,v)
and det β ∈ O×F,v, then we say that β is v-primitive and in this case hv,β = 1.
To study functional equations we need another definition
Definition 4.15.
f fteqv,z =
r+s+1∏
i=1
L(z − r − s− 1 + i, χv , χK/F,v)
L(1− z + r + s+ 1− i, (χvχiK/F,v)
−1)
M(f sphv ,−z)z,
f fteq,′v,z =
r+s∏
i=1
L(z − r − s+ i, χv , χK/F,v)
L(1− z + r + s− i, (χvχiK/F,v)
−1)
M(f sphv ,−z)z.
4.6 Prime to p Ramified Case
We summarize the results in [32, Section 4.3].
4.6.1 Pullback integrals
Again let v be a prime of F not dividing p. We fix some x and y in K which are divisible by some high
power of̟v (can be made precise from the proof of the following two lemmas). (When we are moving
things p-adically the x and y are not going to change). We define f † ∈ In+1(τ) to be the Siegel
section supported on the cell Q(Fv)wa+2b+1NQ(OF,v) where wa+2b+1 =
(
1a+2b+1
−1a+2b+1
)
and
the value at NQ(OF,v) equals 1. Similarly we define f
†,′ ∈ In(τ) to be the section supported in
Q(Fv)wa+2bNQ(OF,v) and takes value 1 on NQ(OF,v).
Definition 4.16.
fsieg,v(g) = fx,y,v(g) := f
†(gS˜−1v γ˜v) ∈ In+1(τ)
where γ˜v is defined to be: 

1b
1
x1b
1
1a
1
yy¯1a
1b
1
x¯1b
1b
1
1a
1b


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and
S˜v =


1b −
1
21b
1
1
−1b
1
21b
1b
1
21b
1
1a
−1b −
1
21b


.
Similarly we define f ′sieg,v(g) = f
′
x,y,v(g) := f
†,′(gS˜−1v γ˜′v) for
S˜′v :=


1b −
1
21b
1a
−1b
1
21b
1b
1
21b
1a
−1b −
1
21b


and
γ˜v =


1b
1
x1b
1a
1
yy¯1a
1b
1
x¯1b
1b
1a
1b


.
Lemma 4.17. Let K
(2)
v be the subgroup of G(Fv) of the form


1b d
a 1 f b c
1a g
1b e
1

 where e = −
t¯a,
b = td¯, g = −ζtf¯ , b ∈ M(Ov), c − fζ
tf¯ ∈ OF,v, a ∈ (x), e ∈ (x¯), f ∈ (yy¯), g ∈ (2ζyy¯). Then
Fϕ(fv,sieg; z, g) is supported in PwK
(2)
v and is invariant under the action of K
(2)
v .
Definition 4.18. Write g =

a5 a6 a4a8 a9 a7
a2 a3 a1

. Let Y be the set of g’s so that the entries of a2 are
integers, the entries of a3 are divisible by yy¯, the entries of a1 − 1 are divisible by x¯, the entries of
1 − a5 are divisible by x, the entries of a6 are divisible by x¯yy¯ (note the typo in [32, Section 4.3]),
the entries of a4 are divisible by xx¯, 1− a9 = yy¯ζ(1 + yy¯N) for some N with integral entries, the
entries of a8 are divisible by
y¯yζ
2 , and the entries of a7 are divisible by y¯yxζ.
Lemma 4.19. Let ϕx = π(diag(x¯, 1, x
−1)η−1)ϕ where ϕ is invariant under the action of Y defined
above, then
(i) Fϕx(fsieg,v; z, w) = τ(yy¯x)|(yy¯)
2xx¯|
−z− a+2b+1
2
v Vol(Y) · ϕ.
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(ii) F ′ϕx(f
′
sieg,v; z, w) = τ(yy¯x)|(yy¯)
2xx¯|
−z− a+2b
2
v Vol(Y) · ϕ.
The local Fourier-coefficient is given as below.
Lemma 4.20. (i) Let β = (βij) ∈ Sn+1(Fv) then for all z ∈ C we have:
f˜sieg,v,β(z, 1) = Vol(Sn+1(OF,v))ev(TrKv/Fv(
βa+b+2,1 + ...+ βa+2b+1,b
x
)+
βb+2,b+2 + ...+ βb+1+a,b+1+a
yy¯
).
(ii) Let β = (βij) ∈ Sv(Fv). Then
f˜ ′sieg,v,β(z, 1) = Vol(Sn(OF,v))ev(TrKv/Fv (
βa+b+1,1 + ...+ βa+2b,b
x
) +
βb+1,b+1 + ...+ βb+a,b+a
yy¯
).
As before we make the following definition.
Definition 4.21.
f fteqv,z =
r+s+1∏
i=1
ǫ(z − r − s− 1 + i, χvχ
i
K/F,v, ψv)
−1 L(z, χv, χK/F,v)
L(1− z, (χvχiK/F,v)
−1)
M(fsieg,v,−z)z,
f fteq,′v,z =
r+s∏
i=1
ǫ(z − r − s+ i, χvχ
i
K/F,v, ψv)
−1 L(z, χv, χK/F,v)
L(1− z, (χvχiK/F,v)
−1)
M(f ′sieg,v,−z)z.
4.7 p-adic Computations
Let v|p be a prime of F and Kv ≃ Qp ×Qp. Let τ be character of Q
×
p ×Q
×
p . Suppose τ = (τ1, τ
−1
2 )
and let psi be the conductor of τi, i = 1, 2. Let χ1, ...χa, χa+1, ...χa+2b be characters of Q
×
p such that
πv is isomorphic to π(χ1, χ2, · · · , χn) whose conductors are p
t1 , ..., pta+2b . Suppose the ordering of
the χi’s corresponds to the ordinary stabilization as discussed before [32, Definition 4.42]. Suppose
we are in the:
Definition 4.22. (Generic case of [32, Definition 4.21]):
t1 > t2 > ... > ta+b > s1 > ta+b+1 > ... > ta+2b > s2.
Also, let ξi = χiτ
−1
1 for 1 ≤ i ≤ a+ b, ξj = χ
−1
j τ2 for a+ b+ 2 ≤ j ≤ a+ 2b+ 1. Let ξa+b+1 = 1.
Let wBorel be the matrix


1b+1
1a
1b
1a+2b+1

 and w′Borel be


1b
1a
1b
1a+2b

. Let
cn(τ
′, z) :=
{
τ ′(pnt)p2ntz−tn(n+1)/2 t > 0
p2nz−n(n+1)/2 t = 0.
(22)
Suppose (pt) = cond(τ ′) for t ≥ 1 then define f˜t to be the section supported in Q(Qp)KQ(pt)
and f˜t(k) = τ(det dk) on KQ(p
t). (The KQ(p
t) stands for the subgroup of GL2n(Zp) consisting of
elements which are block-wise (n+ n) upper triangular modulo pt).
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We define the Siegel Eisenstein sections fsieg,v as the f
0(z, g) below.
f0(z, g) =
1
cn+1(τ ′p,−z −
1
2 )g(τ
′
p)
n+1
p−
∑a+b
i=1 iti−
∑b
i=1 ita+b+i
a+b∏
i=1
g(ξi)ξi(−1)
b∏
i=1
g(ξa+b+1+i)ξa+b+1+i(−1)
×
∑
A,B,C,D,E
a∏
i=1
ξ¯i(
detAi
detAi−1
pti)
b∏
i=1
ξ¯a+i,a+i(
detDi
detDi−1
pta+i)×
b∏
i=1
ξ¯a+b+1+i(
detEi
detEi−1
pta+b+i)
× f˜t(z, gw
−1
Borel


1b
1
1a
1b
C D
A B
E
1b
1
1a
1b


wBorel).
Here Ai is the i-th upper-left minor of A, Di is the (a + i)-th upper left minor of
(
A B
C D
)
, Ei is
the i-th upper-left minor of E. We have
w−1Borel


1b
1
1a
1b
C D
A B
E
1b
1
1a
1b


wBorel =


1b
1
1a
1b
A B
C D
E
1b
1
1a
1b


.
Note that in the last matrix, the upper-right block is with respect to (a+ b+1+ b)× (b+1+a+ b).
We also define f ′sieg,v by
f0′(z, g) =
1
cn(τ ′p,−z)g(τ ′p)n
p−
∑a+b
i=1 iti−
∑b
i=1 ita+b+i
a+b∏
i=1
g(ξi)ξi(−1)
b∏
i=1
g(ξa+b+1+i)ξa+b+1+i(−1)
×
∑
A,B,C,D,E
a∏
i=1
ξ¯i(
detAi
detAi−1
)
b∏
i=1
ξ¯a+i,a+i(
detDi
detDi−1
)×
b∏
i=1
ξ¯a+b+1+i(
detEi
detEi−1
)
× f˜t(z, gw
′−1
Borel


1b
1a
1b
C D
A B
E
1b
1a
1b


w′Borel).
The corresponding pullback section is the nearly ordinary section such that Fϕ′(f
0, z, wBorel) is
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given by
τ¯ c((pt1+...+ta+b, pta+b+1+...+ta+2b))|pt1+...+ta+2b |−z−
a+2b+1
2 Vol(K˜ ′)
×p−
∑
iti−
∑
ita+b+i
∏r+s
i=r+1 g(χ
−1
i τ2)χiτ
−1
2 (p
ti)
∏r
j=1 g(χjτ
−1
1 )χ
−1
j τ1(p
tj )ǫ(π, τ c, z)ϕ.
Also we have F ′ϕ′(z, ρ(Υ
′)f0
′
, w′Borel) is given by
τ¯ c((pt1+...+ta+b, pta+b+1+...+ta+2b))|pt1+...+ta+2b|−z−
a+2b
2 Vol(K˜ ′)
×p−
∑
iti−
∑
ita+b+i
∏r+s
i=r+1 g(χ
−1
i τ2)χiτ
−1
2 (p
ti)
∏r
j=1 g(χjτ
−1
1 )χ
−1
j τ1(p
tj )ǫ(π, τ c, z + 12)ϕ.
We define the Siegel section used for the functional equation.
Definition 4.23. For n = r+s or r+s+1, let f˜ †v be the Siegel section supported in Qn(QpwnNQn)(Zp)
taking the constant function 1 on wnNQn(Zp). We define f
fteq
v as the definition of fsieg,v but replac-
ing 1
cn+1(τ ′p,−z− 12 )g(τ ′p)n+1
f˜t by f˜
†
v . We define f
fteq,′
v similarly.
We need also to study the pullback section of f fteqv at a special element. The following simply
lemma enables us to reduce it to the computation of Harris-Eischen-Li-Skinner.
Lemma 4.24. We have
F (f fteqv , wwBorel, z) = F
′(f fteq,′v , w, z).
Proof. It follows easily from looking at the action of wBorel on the Siegel section f
fteq
v .
Now we record the local Fourier coefficient. Let X be the following subset of Mr+s+1(Qp): if the
block matrix x =

Ax ∗ Bx∗ ∗ ∗
Cx ∗ Dx

 (with respect to (s + 1 + r)× (r + 1 + s)), then:
- x has entries in Zp;
- Cx has the i-th-upper-left minors Ci such that (detCi) ∈ Z
×
p for i = 1, 2, ..., r;
- and Bx has i-upper-left minors Bi so that (detBi) ∈ Z
×
p for i = 1, 2, ..., s. We define a function
Φξ(x) =


0 x 6∈ X,
ξ1/ξ2(detC1)...ξr−1/ξr(detCr−1)ξr(Cr)
×ξa+b+2/ξa+b+3(detB1)...ξr+s/ξr+s+1(detBs−1)ξr+s+1(detBs). x ∈ X.
(23)
The following is [32, Lemma 4.46].
Lemma 4.25. Suppose |detβ| 6= 0 then:
(i) If β 6∈ Sa+2b+1(Zp) then f
0
β(z, 1) = 0;
(ii) Let t := ordp(cond(τ
′). If β ∈ Sa+2b+1(Zp), then:
f0β(z, 1) = τ¯
′(det β)|det β|2zp Φξ(
tβ).
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4.8 Auxiliary Prime
We take an auxiliary prime v which splits as ww¯ in K/F such that our Eisenstein datum is unramified
at v. We need to choose different sections so that the β-th local Fourier coefficient at v is identically
zero if detβ = 0. This is important for our application of the Kudla-Sweet result to get the p-adic
functional equation. We also need to have an explicit description of the resulting pullback sections.
The key idea is to work with Siegel-Weil sections and try to reduce the computation to simpler cases
using Godement-Jacquet functional equation, as in [5, Section 4.3]. As promised in the introduction,
we now choose v so that the n Satake parameters of πv are pairwise distinct. We first prove the
following lemma.
Lemma 4.26. There exists a prime v = ww¯ of F split in K, such that the π, χ, and K are
unramified at v, and the local Satake parameters for πv are pairwise distinct.
Proof. By our ordinarity assumption of π, the Satake parameters at p are pairwise distinct. We
take a prime ℓ outside p and consider the ℓ-adic Galois representation ρπ,ℓ attached to π. There
is a prime v such that the images of Frobp and Frobv under ρπ,ℓ are sufficiently close in the ℓ-adic
topology so that ρπ,ℓ(Frobv) has distinct eigenvalues. This v satisfies our needs.
Let ̟v be an uniformizer at v. We first define several Schwartz functions.
Definition 4.27. For convenience of the presentation in this definition, we use the block matrices
for GL2n+2 and GLn+1 with respect to the partition (1+ b+ a+ b+1+ b+ a+ b) and (1+ b+ a+ b)
respectively. This means we switch the corresponding rows and columns in the unitary groups.
We use the superscript (n) or (n + 1) to denote Schwartz functions on the set of n × n or
(n+1)× (n+1) matrices. Let Φ
(n+1)
1 and Φ
(n)
1 be the characteristic function of the set of matrices
which are congruent to identity modulo ̟v (which we denote as Γn+1 and Γn).
We define Φˆ
(n+1)
2 to be the characteristic function of the set of matrices of the form

E D FB A C
H G J


(block matrices with respect to (1 + s + r) × (1 + r + s)) described below. The A, B and D have
entries divisible by ̟v; the E, F , H and J has entries in OF,v; The C is in GLb(OF,v) and is lower
triangular modulo ̟v; the G is in GLb(OF,v) and is upper triangular modulo ̟v.
Let w0 be the identity Weyl element in general linear groups. Define Φˆ
(n)
2,w0,w0
to be the charac-
teristic function of the set of matrices
(
A B
C D
)
(block matrices with respect to (r+s)×(s+r)) such
that A has entries divisible by ̟v, D has entries in OF,v. The matrices in B are in GLn(OF,v) which
are lower triangular modulo ̟v. The matrices in C are in GLn(OF,v) which are upper triangular
modulo ̟v.
For 1 ≤ j1 ≤ r, we define wj1 to be the Weyl element in GLr+1 corresponding to the simple switch
between the 1st and 1 + j1-th element. We define the Weyl element wj2 ∈ GLs+1 for 1 ≤ j2 ≤ s
similarly. We define Φˆ
(n)
2,wj1 ,wj2
to be the characteristic function of the set of matrices
(
A B
C D
)
which we describe below. The (j1, j2)-th entry of A is in OF,v while other entries are divisible by
̟v. The D has entries in OF,v. The B is such that the j1-th row has entries in OF,v; for j 6= j1,
Bjj ∈ O
×
F,v; Bj,k are divisible by ̟v if k > j; Bj,k are in OF,v if k < j. The C is such that the
j2-th column has entries in OF,v; For j 6= j2, Cjj has entries in O
×
F,v; the Ckj are in OF,v if k < j;
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the Ckj are divisible by ̟v if k > j. We also define Φˆ
(n),′
2,wj1 ,wj2
by requiring the entries in A are in
OF,v, and the same requirement as the definition of Φˆ
(n)
2,wj1 ,wj2
on the B, C and D.
For computational convenience we define another Schwartz function Φˆ
(n+1),′
2 by the same defini-
tion as Φˆ
(n+1)
2 above except that we only require entries in A, B and D to be in OF,v, and same as
for Φˆ
(n+1)
2 for other blocks.
We define Φ
(n+1)
2 , Φ
(n+1),′, Φ(n)2 , and Φ
(n)
2,wj1 ,wj2
to be the inverse Fourier transform of the
Schwartz functions Φˆ
(n+1)
2 , Φˆ
(n+1),′, Φˆ(n)2 , and Φˆ
(n)
2,wj1 ,wj2
.
For Φ a Schwartz function on Ma+2b+1,2(a+2b+1)(Fv) defined by
Φ(X,Y ) := Φ1(X)Φ2(Y )
where Φ1 = Φ
(n+1)
1 and Φ2 = Φ
(n+1)
2 , and define a Godement section (terminology of Jacquet) by:
fΦ(g) = τ2(det g)|det g|
−s+ a+2b+1
2
v ×
∫
GLa+2b+1(Qv)
Φ((0,X)g)τ−11 τ2(detX)|detX|
−2s+a+2b+1
v d
×X.
(24)
We can also compute its β-th Fourier coefficient as
fΦβ = Vol(Γ)Φˆ2(
tβ).
This is [6, Lemma 1.10].
Definition 4.28. We define Siegel Eisenstein series f
(n+1)
v , f
(n+1),′
v , etc by (24) taking the Φ1 as
above and the Φ
(n+1)
2 , Φ
(n+1),′
2 , etc as the Φ2. We define the Siegel section at v
fsieg,v(g) :=
∑
E
Φ3(E)f
(n+1)
v (g

1n+1
E 0 0
0 0 0
0 0 0
1n+1

) (25)
where Φ3 is the inverse Fourier transform of the characteristic function of O
×
F,v. Recall the upper
right block matrix is with respect to (1 + s + r) × (1 + r + s). This is the Siegel section we use to
construct families of Klingen Eisenstein series.
We define an Υ ∈ U(n+ 1, n + 1)(Fv) such that Υw = S
−1
w (as in (3.1)).
Caution: Later on when we are computing pullback sections of f (n+1), f (n+1),′ and fsieg,v, we mean
the pullback sections of right translations by Υv of them.
It is clear that the local Fourier coefficient of fsieg,v,β can be nonzero only when β is non-
degenerate. We reduce the computation of the pullback section of fsieg,v to that of f
(n),′
v which is
relatively easier, by the lemma below.
Lemma 4.29. We have
f (n+1)v (g) =
∑
A,B,D
f (n+1),′v (g

1n+1
0 D 0
B A 0
0 0 0
1n+1

)
where A, B and D run over matrices with entries in 1̟vOF,v modulo OF,v.
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We consider
S−1α(g, 1) =


a1 a2 a3 b1 b2
a4 a5 a6 b3 b4
a7 a8 a9 b5 b6
1b
c1 c2 c3 1b d1 d2
c4 c5 c6 d3 d4
a7 a8 a9 b5 b6 1a
a1 a2 a3 b1 b2 1b


where the block matrix is with respect to b+1+ a+ b+ b+1+ a+ b. An argument as in [29, Page
196] implies in order for this matrix to be in the support of f
(n+1),′
v , we must have
g


1
1
1
1
1


is in
Bb+1,a+b+1(Fv)
(
1
Ma+b+1,b+1(OF,v) 1
)


1
1
1
1
1

 .
Thus
g


1b
1
1a
1b
1


is in Bb+1,a+b+1(Fv)
(
1
Ma+b+1,b+1(OF,v) 1
)
. Moreover the pullback section is right invariant under


1b
1
1a
1b
1


(
1
Ma+b+1,b+1(OF,v) 1
)


1b
1
1a
1b
1


−1
.
We have also
Lemma 4.30. We define ΓKling0 (̟v) ⊂ GLn(OF,v) to be the set of matrices
(
A B
C D
)
(with respect
to (r+1)+(s+1) such that A is upper triangular modulo ̟v, D is lower triangular modulo ̟v, and
C has entries divisible by ̟v. The pullback section of f
(n+1),′
v is right invariant under the action of
ΓKling0 (̟v).
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The proof is a straightforward checking.
Corollary 4.31. Let N ′ be the set of matrices
(
1r+1
S 1s+1
)
where S has entries in 1̟vOF,v such
that S1,1 is in OF,v. If Fϕv(f
(n+1), g, z) 6= 0, then g ∈ P (Fv)Q(Fv)N
′wn, and for any n′ ∈ N ′,
Fϕv (f
(n+1), g, z) = Fϕv (f
(n+1), gn′, z).
Thus we only need to compute the values of the pullback section at matrices of the form
(
g1
g2
)


1b
1
1b
1
1a

 .
Combining Lemma 4.30 we only need to consider the case when g1 and g2 are Weyl elements, say
w′1 and w
′
2. We have


1b
1
1b
1
1a


−1
(
w′1
w′2
)


1b
1
1b
1
1a

 =
(
w′2
w′1
)
,
where w′2 and w
′
1 are Weyl elements in GLb+1+a and GLb+1 respectively. We can write


1b
1
1b
1
1a


(
w′2
w′1
)
=


1b
1
1a
1b
1


(
w′′1
w′′2
)
for Weyl elements w′′1 and w
′′
2 in GLb+1+a and GLb+1 respectively. It is also clear that we only need
to consider the case when w′′1 and w
′′
2 are of the forms wj1 and wj2 in Definition 4.27.
We let B ⊂ GLn be the Borel subgroup consisting of matrices
(
A B
0 D
)
(block matrices with
respect to r+s) where A is lower triangular and D is upper triangular. We also write Br and Bs for
the upper triangular Borel subgroup of GLr and GLs respectively. Let Br,s ⊂ GLn be the parabolic
subgroup consisting of matrices
(
A B
0 D
)
. We realize the πv as induced representation
Ind
GLn(Fv)
B(Fv)
χα1 ⊗ · · · ⊗ χαn .
We can also realize πv as the induced representation
Ind
GLn(Fv)
Br,s(Fv)
πup ⊗ πlow
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where
πup = Ind
GLr(Fv)
tBr(Fv)
χα1 ⊗ · · · ⊗ χαr ,
and
πlow = Ind
GLs(Fv)
Bs(Fv)
χαr+1 ⊗ · · · ⊗ χαr+s .
Test Vectors
We consider the model for the induced representation π = Ind
GLn(Fv)
B(Fv)
χα1 ⊗ · · · ⊗ χαn , where χαi is
the unramified character of F×v with Satake parameter αi. Consider the v-stabilization u whose Uv,i
eigenvalue is αn · · ·αn+1−i. Consider a vector u˜ in π˜ = Ind
GLn(Fv)
B(Fv)
χα−11
⊗ · · · ⊗ χα−1n which is the
characteristic function of a set K ′ ⊂ K0(p). Then it is easy to see that the pairing 〈u, u˜〉 = Vol(K ′),
and u˜ pairs all other stabilizations of π with 0.
Definition 4.32. Let Γ0,n(̟v ,̟
2
v) be the subgroup of GLn(OF,v) consisting of matrices which are
congruent to a matrix in B(OF,v) modulo ̟v, and congruent to a matrix in Br,s(OF,v) modulo ̟
2
v.
In practice we define ϕ˜v to correspond to the characteristic function of Γ0,n(̟v ,̟
2
v) in the above
model of induced representation. We define ϕv to correspond to the constant function 1 in the above
model of induced representation. This is a spherical vector.
We define the vector ϕ˜upv ∈ πup to be the characteristic function of tΓ0(̟v) in the above model of
induced representation, and ϕ˜lowv ∈ π
low to be the characteristic function of Γ0(̟v). We also define
ϕupv ∈ πup and ϕlowv ∈ π
low be the spherical vectors taking the constant function 1 on GLr(OF,v) and
GLs(OF,v) respectively.
Let X = (X1,X2,X3) with respect to the partition (n = b+a+b). For g ∈ GLn(Fv), let Z1 = Xg
and Z2 = (X3,X2,X1). Write Z
′
1 = (X1g,X2g), Z
′′
1 = (X3g), Z
′′
1 = X3 and Z
′
2 = (X2,X1). Let
R˜′ =


1b
1a
1b
1a
1b
1b


. We have
(0, 0, 0;X1 ,X2,X3)S
′,−1R˜′,−1 = (X3,X2,X1;X1,X2,X3)R˜′,−1 = (X3,X2,X1;X3,X2,X1).
Write w′′ =


1b
1
1a
1b
1

. Then we have the zeta integral
〈F (f (n+1),′, w′′
(
wj1
wj2
)
, z), π˜(w′′)ϕ˜v〉
= Vol(Γ)−1
∫
GLn(Fv)
∫
GLn(Fv)
χ2,v(detZ1)χ
−1
1,v(detZ2)
× |det(Z1Z2)|
z+n
2Φ
(n)
1 (Z
′
1, Z
′′
2 )Φ
(n)
2,wj1 ,wj2
(Z ′′1 , Z
′
2)〈π(Z1)ϕ˜, π(Z2)ϕ〉d
×Z1d×Z2.
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We take integrals of Z1 over the set of matrices
(
1 C1
1
)(
A1
D1
)(
1 B1
1
)
with measures given by
|detAs1 detD
−r
1 |dC1d
×A1d×D1dB1.
We take integrals of Z2 over matrices of the form
(
1 B2
1
)(
A2
D2
)(
1
C2 1
)
with measures given by
|detA−s2 detD
r
2|dC2d
×A2d×D2dB2.
Then we have
Φ
(n)
1 (Z
′
1, Z
′′
2 ) = Φ
(n)
1 (
(
A1 B2D2
C1A1 D2
)
);
Φ
(n)
2,wj1 ,wj2
(Z ′′1 , Z
′
2) = Φ
(n)
2,wj1 ,wj2
(
(
A1B1 A2 +B2D2C2
C1A1B1 +D1 D2C2
)
).
Lemma 4.33. The product Φ
(n)
1 (Z
′
1, Z
′′
2 ) ·Φ
(n)
2,wj1 ,wj2
(Z ′′1 , Z
′
2) can be nonzero only when the following
conditions are met. The A1 and D2 are congruent to identity modulo ̟v. The entries of C1 and
B2 are divisible by ̟v. The C2 has entries in OF,v. The B1, A2 and D1 have entries in
OF,v
̟v
.
The proof is straightforward.
We write Φ
(n),up
2,wj1 ,wj2
for the restriction of Φ
(n)
wj1 ,wj2
to the upper right r × r block, and Φ
(n),low
2,wj1 ,wj2
for its restriction to the lower left s× s block.
Proposition 4.34. We have the factorization of the zeta integral
Φ
(n)
1,v (Z
′
1, Z
′′
2 )Φ
(2)
2,wj1 ,wj2
(Z ′′1 , Z
′
2)〈π˜(Z1)ϕ˜v , π(Z2w
′)ϕv〉 = Vol(Γr,s)J1J2
where
J1 = Φ
(n),low
2,wj1 ,wj2
(D1)|detD
r
1|
1
2 〈π˜low(D1)ϕ˜
low
v , ϕ
low
v 〉d
×D1,
and
J2 = Φ
(n),up
2,wj1 ,wj2
(A2)|detA
s
2|
1
2 〈π˜up(A−12 )ϕ˜
up
v , ϕ
up
v 〉d
×A2.
Proof. We observe that from the definition ϕ˜v is invariant under
(
1 B1
1
)
for B1 with entries in
OF,v
̟v
, and ϕv is invariant under
(
1
C2 1
)
where C2 has entries in OF,v. So
〈π˜(Z1)ϕ˜v , π(Z2)ϕv〉 = 〈π˜(
(
1
C1 D1
)
)ϕ˜v , π
(
A2 B2
1
)
ϕv〉.
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But
(
1 −B2
1
)(
1
C1 D1
)
can be written as
(
1
C 1
)(
A
D
)(
1 B
1
)
with A congruent to identity modulo ̟2v ; C = C1A
−1, D ∈ (1 +̟2vM(OF,v))D1, B ∈Mb×b(OF,v).
So the above expression is
〈π˜(
(
1
C1 1
)(
1
D1
)
)ϕ˜v , π(
(
A2
1
)
)ϕv〉 = 〈π˜(
(
1
D1
)
)ϕ˜v, π(
(
A2
1
)(
1
−CA2 1
)
)ϕv〉
= 〈π˜(
(
1
D1
)
)ϕ˜v , π(
(
A2
1
)
)ϕv〉 = 〈π˜(
(
A−12
D1
)
)ϕ˜v, ϕv〉.
Then from the definition, the π˜(
(
A−12
D1
)
)ϕ˜v is supported in
Br,s(Fv)(
(
A−12
D1
)(
1r
̟2vM(OF,v) 1s
)(
A−12
D1
)−1
)
and is invariant under the action of
(
A−12
D1
)(
1r
̟2vM(OF,v) 1s
)(
A−12
D1
)−1
. The latter ma-
trix is contained in
(
1r
M(OF,v) 1s
)
, under whose action the ϕv is invariant. So 〈π˜(
(
A−12
D1
)
)ϕ˜v , ϕv〉
can be factorized as
Vol(Γr,s)|detA
s
2 detD
r
1|
1
2 〈π˜up(A−12 )ϕ˜
up
v , ϕ
up
v 〉 · 〈π˜
up(D1)ϕ˜
low
v , ϕ
low
v 〉.
Now we see the zeta integral can be factorized as in the proposition.
To get a description of the pullback Klingen Eisenstein section, we just need to evaluate at the
(wj1 , wj2)’s and pair with the ϕ˜v which run over all Iwahori invariant test vectors corresponding to
the n! stabilizations, which we denote as ϕsti ’s.
It is easy to see that we are reduced to computing the integrals
I2 =
∫
GLa+b(Fv)
χ−11,v(detA2)Φ
(n),up
2,wj1 ,wj2
(A2)|detA2|
z+ r
2 〈π˜up(A−12 )ϕ˜
up
v , ϕ
up
v 〉d
×A2
and
I1 =
∫
GLb(Fv)
χ2,v(detD1)Φ
(n),low
2,wj1 ,wj2
(D1)|detD1|
z+ s
2 〈π˜low(D1)ϕ˜
low
v , ϕ
low
v 〉d
×D1.
In the following we consider a Hida family f with coefficient a normal domain I whose specialization
at an arithmetic point φ0 is an ordinary form f ∈ π.
We record the following easy lemma.
Lemma 4.35. Suppose I contains all Satake parameters αf ,1, · · · , αf ,n of f (this can be ensured by
taking a finite extension of I). Take an ordering σ of αf ,1, · · · , αf ,n. Consider the induced repre-
sentation πφ = Ind
GLn(Fv)
B(Fv)
χαf,1,φ ⊗ · · ·χαf,n,φ Then there is an Frac(I)-valued (whose denominators
are nonzero at φ0) function uσ on the Weyl group Wn ⊂ GLn(Fv), such that for any φ outside a
closed subspace of Spec I of lower dimension, the specialization of uσ to φ is the stabilization in πφ
corresponding to σ (i.e. the eigenvalues under Uv,i are given by αf ,φ,σ(n) · · ·αf ,φ,σ(n+1−i)).
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The lemma follows by applying appropriate polynomials of the Uv,i operators to the spherical
vector.
Quantitative Results
We first study the zeta integral for f
(n+1)
v (instead of f
(n+1),′
v ) at (w0, w0). This is relatively easier.
By the Godement-Jacquet functional equation as in [5, Theorem 4.3.9], the second integral is
I2 = Vol(Γb,0(p))
L(z + 12 , π˜
up ⊗ χ−11,v)q
z
v
L(−z + 12 , π
up ⊗ χ1,v)
∫
GLr(Fv)
Φˆ(n),upw0,w0 (A2)|A2|
−z+ r
2χ1,v(detA2)〈π˜
up(A−12 )ϕ˜
up
v , ϕ
up
v 〉,
which equals
I2 = Vol(Γb,0(p))
L(z + 12 , π˜
up ⊗ χ−11,v)q
z
v
L(−z + 12 , π
up ⊗ χ1,v)
〈ϕ˜upv , ϕ
up
v 〉. (26)
We similarly get the formula for I1.
Proposition 4.36. Let z be an integer. Then F
ϕsphv
(fsieg,v,−, z) 6= 0.
Proof. Note that by (25) and Corollary 4.31, it is enough to see F
ϕsphv
(f
(n+1)
v ,−, z) 6= 0, which is
clear from the above computation on I1 and I2.
Now we turn to values at other (wj1 , wj2)’s. These are more complicated, and we content our-
selves with showing the description of the pullback section in the following proposition, which is
enough for proving part (iii) of Theorem 6.8.
Qualitative Results
We prove the following proposition. For 1 ≤ i1 ≤ n! we write ϕv,i1 for the stabilization as in
Definition 4.32 corresponds to the i1-th ordering the the Satake parameters of πv.
Proposition 4.37. For any i1, wj1 and wj2, there exists elements Gj1,j2,i1 ∈ Frac (I[[ΓK]]) which
is non-vanishing at the arithmetic point φ0 which corresponds to the ordinary form f ∈ π, such that
for a Zariski dense set of arithmetic points φ, we have
Fϕsph(f
(n+1),′
Dφ ,
(
wj1
wj2
)
, z) =
∑
i1
φ(Gj1,j2,i1)ϕv,i1 .
Remark 4.38. We can also get such descriptions for the pullback section of fsieg,v using (25) and
Lemma 4.29.
Proof. To save notations we compute the I2 in the case when r = 4 and j1 = 2. The general case is
similar. It is equivalent to computing the pullback integrals for the Siegel-Weil section associated to
Φ
(n)
1 and Φ
(n)
2,wj1 ,wj2
. As in the quantitative results we use the Godement-Jacquet functional equation
to evaluate it. We consider the Weyl element w′′ =


1
1
1
1

. For notational convenience we
define Φˆ
(n),up,′
2,wj1 ,wj2
to be the Φˆ
(n),up
2,wj1 ,wj2
composed with this conjugation g 7→ gw
′′
= (w′′)−1g(w′′).
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Thus it is the characteristic function of the set of matrices in


O×F,v ̟vOF,v ̟vOF,v ̟vOF,v
OF,v O
×
F,v ̟vOF,v OF,v
OF,v OF,v O
×
F,v OF,v
OF,v OF,v OF,v OF,v

.
Write an element of it (block matrices with respect to (r − 1) + 1)
(
A B
C D
)
=
(
A 0
C D − CA−1B
)(
1 A−1B
1
)
=
(
1
CA−1 1
)(
A
D −CA−1B
)(
1 A−1B
1
)
.
Let B′ = A−1B, C ′ = CA−1, D′ = D − CA−1B, then
(
A B
C D
)
=
(
1
C ′ 1
)(
A
D′
)(
1 B′
1
)
.
Here A runs over tΓ0(̟v), B
′ runs over matrices of the form t(̟v,OF,v,OF,v), C ′ runs over matrices
whose entries are in OF,v, D
′ runs over OF,v. We decompose the integrals according to valuation t
of D′ at v. More precisely for a fixed D′ with ordvD′ = t, we decompose the above set as
∪C′∈OF,v/̟tvOF,v
(
1
C ′ 1
)(
1
D′
)(
A
C ′′ 1
)(
1 B′
1
)
where B′ is as above and C ′′ runs over OF,v.
We can easily see from Lemma 4.35 that we can write
∫
A
∫
C′′∈M(OF,v)
∫
B′∈t(̟v,OF,v,OF,v)
π˜up(
(
A
C ′′ 1
)w′′ (
1 B′
1
)w′′
)−1ϕ˜upv,i1
as
r!∑
i2=1
F upj1,sti1 ,sti2
ϕ˜upsti2
where ϕ˜sti2 runs over Iwahori invariant stabilizations of π˜
up with respect to the Borel subgroup
tBw
′′
r , and F
up
j1,sti1 ,sti2
’s are elements in Frac I whose denominators are non-vanishing at φ0.
Now we compute the
∑
C′∈OF,v/̟tvOF,v
π(
(
1
C ′ 1
)
)w
′′
∫
̟tv||D′
∫
C′′
∫
B′
π˜up(
(
1
D′
)w′′ (
A
C ′′ 1
)w′′ (
1 B′
1
)w′′
ϕ˜upv,i1 ,
and consider the summation over t in the expression for I2, we get
1
1− χ1,v(̟v)α
−1
sti2
q
z− 1
2
v
·
∑
F upj1,sti1 ,sti2
ϕ˜upsti2
. (27)
where αsti2 is the Uv,1-eigenvalue of ϕ˜sti2 . Pairing with the test vector ϕ
up
v , we get the desired
property.
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5 Differential Operators
In this section we fix one Archimedean place v and study differential operators at this place.
Throughout this section we omit the subscript v for simplicity.
Lemma 5.1. Let m ≥ n be two positive integers. Let Sr,m,n be the natural algebraic representation
of GLm×GLn on the space of homogeneous degree r polynomials with variables being the entries of
Mm×n (m by n matrices). Then this representation decomposes as direct sums of
V(a1,··· ,an,0,··· ,0) ⊠ V(a1,··· ,an)
running over all sequences a1 ≥ · · · ≥ an ≥ 0 satisfying
∑
i ai = r. Moreover each terms appears
with multiplicity one.
Proof. This is [27, Theorem 12.7].
Lemma 5.2. Let a1 ≥ · · · ≥ an be a sequence of integers and V(a1,··· ,an) be the algebraic representa-
tion of GLn with highest weight (a1, · · · , an). Then the representation V(a1,··· ,an) ⊗ V(k,0,··· ,0) can be
decomposed as the direct sum of representations with highest weight Va1+c1,··· ,aj+cj ,··· ,an+cn) where
cj runs over n-tuples of non-negative integers whose sum is k, and such that for each 1 ≤ j ≤ n
such that aj + cj ≥ aj+1 + cj+1.
Proof. This is a restatement of [10, Proposition 15.25 (i)].
The following corollary is immediate from the above lemma.
Corollary 5.3. Suppose an−1 ≥ k. Then the representation V(a1,··· ,an−1,k) appears in V(a1,··· ,an−1,0)⊗
V(k,··· ,0) and V(a1,··· ,an−1,0)⊗V
⊗k
(1,··· ,0) both with multiplicity one. Moreover for any tuple (b1, · · · , bn−1, 0)
with b1 ≥ · · · ≥ bn−1 ≥ 0, the V(a1,··· ,an−1,k) does not appear in V(b1,··· ,bn−1,0) ⊗ V(k,··· ,0) and
V(b1,··· ,bn−1,0) ⊗ V
⊗k
(1,··· ,0) if (a1, · · · , an−1) is not (b1, · · · , bn−1).
Klingen Eisenstein series
For a non-negative integer j such that r+s+2+j2 ≤ ar and
r+s+2+j
2 ≤ b1. We define
κ = r + s− j, κ = (
r + s− j
2
, · · · ,
r + s− j
2
;
r + s− j
2
, · · · ,
r + s− j
2
).
Write a′i = ai −
r+s+2+j
2 and b
′
j = bj −
r+s+2+j
2 . These are integers as explained in the Intro-
duction. We define
k(r+1,s+1) = (a′1, · · · , a
′
r, 0; 0, b
′
1, · · · , b
′
s)
k(r+1,s+1),′ = (a′1 + 1 + j, · · · , a
′
r + 1 + j, 0; 0, 1 + j + b
′
1, · · · , 1 + j + b
′
s)
and
k(r+1,s+1),
′′
= (a′1 + 1 + j, · · · , a
′
r + 1 + j, 1 + j; 1 + j, 1 + j + b
′
1, · · · , 1 + j + b
′
s).
We also define
k(s,r) = (b′s + 1 + j, · · · , b
′
1 + 1 + j; a
′
r + 1 + j, · · · , a
′
1 + 1 + j).
47
We divide the matrix into regions as follows.

Ib
1
Ia
Ib
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
0
Ib
1
Ia
Ib


,
and we write the upper right matrix as (X) :=
(
X1 X2
X3 X4
)
with respect to the partition ((r+ 1) +
s)× ((s + 1) + r).
We define Sym•((X1)1+j ,X2,X3) to be the set of polynomials involving only terms in X2, X3
and degree (1 + j) terms in X1. We similarly define Sym
•(X2,X3). We write
f123(X) := Proj((X1)1+j ,X2X3) det(X)
1+j
for taking the terms expressing in det(X)1+j involving only terms in X2, X3 and degree 1 + j
terms in X1 (thus not involving terms in X4). Then from Corollary 5.3 applied with k = 1 + j,
we see the V
k(r+1,s+1),
′′
⊠k(s,r)
component of Sym•((X1)1+j ,X2X3) consists of elements spanned by
f123(X) · fj(X) where fj(X) runs over a basis of Vk(r+1,s+1)⊠k(s,r) in Sym
•(X2,X3). Moreover if
fhw
k(r+1,s+1)⊠k(s,r)
(X) is the highest weight vector there, then f123(X) · f
hw
k(r+1,s+1)
(X) is the highest
vector for V
k(r+1,s+1),
′′ .
We write eκ for the standard basis of the one-dimensional representation Vκ. We choose the
fhw
k(r+1,s+1)⊠k(s,r)
(X) to be the polynomial
det(X12)
a′1−a′2 det(X22)
a′2−a′3 · · · det(Xr2)
a′r · det(X13)
−b′1+b′2 det(X23)
−b′2+b′3 · · · det(Xr3)
b′s ,
where X ij are the i-th upper-left minors of Xj. Denote the
fhw
k(r+1,s+1),
′′
⊠k(s,r)
= f123(X) · f
hw
k(r+1,s+1)⊠k(s,r)
(X).
Definition 5.4. We define the differential operator δr+1,s+1 on the space of weight V
∨
k(r+1,s+1),′+κ
forms by
δr+1,s+1f = 〈D
1+jf, fhw
k(r+1,s+1),
′′
⊠k(s,r)
⊗ eκ〉
where we use the simple notation D to denote the C∞ or p-adic differential operators ∂ in Section
4.3.
Proposition 5.5. For any p-adic automorphic form fκ of scalar weight κ, we define
δ1fκ := 〈Projk(r+1,s+1),′′+κ ◦D
1+j ◦ ProjV ∨
k(r+1,s+1),′
(X2,X3) ◦D
dfκ, f
hw
k(r+1,s+1),
′′ · eκ〉,
where d = a′1 + · · · + a
′
r + b
′
1 + · · · + b
′
s + (1 + j)(r + s) and
δ2fκ := 〈ProjV ∨
k(r+1,s+1),
′′
+κ
◦Dd+1+jfκ, det(X)
1+j · fhw
k(r+1,s+1)
eκ〉.
Then we have the restriction of δ1fκ−δ2fκ to U(r+1, s+1)×U(s, r) is killed by the e
ord on U(s, r).
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Proof. We first observe that for each term in the expression for detX , if there is no factor of this
term in region X4, then there is at most degree one factor in region X1.
The restriction of the difference
det(X)1+j ·Proj
V
(r+1,s+1)
k
Sym•(X2,X3)eκ−(Proj((X1)1,X2,X3) det(X)
1+j)·Proj
V
(r+1,s+1)
k
Sym•(X2,X3)eκ
is an entry of a p-adic automorphic form in the image of Maass-Shimura differential operator on
XU(s,r) (because they involve factors in X4) which is killed by the e
ord on U(s, r). (Note that if we
have the Gauss-Manin connections
∇1 : E1 → E1 ⊗ Ω
1
XU(r,s)
,
∇2 : E1 → E1 ⊗ Ω
1
XU(s,r)
.
Then the Gauss-Manin connection on the product on XU(r,s) × XU(s,r) is given by ∇(v1 ⊗ v2) =
∇1v1 ⊗ v2 + v1 ⊗∇2(v2).
The above proof also gives the following corollary.
Corollary 5.6. For any automorphic representation π of U(s, r) whose Archimedean components
are holomorphic discrete series of weight k(s,r), the π component of the restriction of (δC
∞
1 −δ
C∞
2 )fκ
on U(s, r) is zero. (Here the superscript C∞ means taking entries of C∞ differential operators.)
This follows from that the difference is in the image of Maass-Shimura differential operator as
in the above proof. Note that the holomorphic vector is the lowest weight in the corresponding
holomorphic discrete series representation.
p-adic L-functions
The case for p-adic L-functions is completely similar and easier than the Klingen Eisenstein series
case. We define
κ = r + s− j, κ = (
r + s− j
2
, · · · ,
r + s− j
2
;
r + s− j
2
, · · · ,
r + s− j
2
).
Write a′i = ai −
r+s+j
2 and b
′
j = bj −
r+s+j
2 . We define
k(r,s) = (a′1, · · · , a
′
r, ; b
′
1, · · · , b
′
s)
k(r,s),′ = k(r,s),
′′
= (a′1 + j, · · · , a
′
r + j; j + b
′
1, · · · , j + b
′
s)
We also define
k(s,r) = (b′s + j, · · · , b
′
1 + j; a
′
r + j, · · · , a
′
1 + j).
We write f ′123(X) := Proj(X2X3) det(X)
1+j for taking the terms expressing in det(X)1+j involving
only terms in X2, X3 (thus not involving terms in X4 or X1. Note the difference here from the case
of Klingen Eisenstein series). As before we define fhw
k(r,s),
′′
⊠k(s,r)
and also the differential operator
δr,sf = 〈Df, f
hw
k(r,s),
′′
⊠k(s,r)
⊗ eκ〉.
The following proposition is proved in the same way as Proposition 5.5.
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Proposition 5.7. For any p-adic automorphic form fκ of scalar weight κ, we define
δ′1fκ := 〈ProjV ∨
k(r,s),′
(X2,X3) ◦D
dfκ, f
hw
k(r,s),
′ · eκ〉,
where d = a′1 + · · · + a
′
r + b
′
1 + · · · + b
′
s + j(r + s) and
δ′2fκ := 〈ProjV ∨
k(r,s),
′′
+κ
◦Ddfκ, det(X)
j · fhw
k(r,s)
· eκ〉.
Then we have the restriction of δ′1fκ − δ
′
2fκ to U(r, s)×U(s, r) is killed by the e
ord on U(s, r).
6 Global Computations and p-adic Interpolation
6.1 Hecke Projector
Lemma 6.1. We write Hv(K) over C (for K an open compact subgroups of U(r, s)(OF,v)) for
the abstract Hecke algebra of U(r, s) at v defined by actions of double cosets K\U(r, s)(Fv)/K. Let
M1, · · · ,Mn be the irreducible Hv(K)-modules which are pairwise non-isomorphic. Then the image
of Hℓ(K) in ⊕iEndCMi is surjective.
Proof. This is a standard fact of representation theory of finite dimensional algebras. For example,
this can be deduced easily from [9, Theorem 7.6], noting that the dimension of the image is less
than or equal to
∑
i(dimCMi)
2.
Lemma 6.2. Suppose π is a cuspidal automorphic representation of U(r, s) whose base change to
GL(r+s)/E is cuspidal. Suppose moreover that the Archimedean components of π are cohomological
with respect to an algebraic representations V of U(r, s). Then the Archimedean components of π
are in the discrete series.
Proof. Since the base change of π is cuspidal, it is well known that this base change is essentially
tempered. Therefore the π itself is in essentially tempered Arthur packet. But a cohomological and
essentially tempered representations must be discrete series. We thus obtain the result.
Definition 6.3. We write mr,s for the cardinality of the Weyl group quotientWU(r,s)(R)/WU(r)(R)×U(s)(R).
Let M be the space of ordinary cuspidal families on U(r, s) with some tame level group K,
localized at the maximal ideal m corresponding to the mod-p Galois representation of π (which is
residually irreducible by our running assumption). As we have seen from Hida theory, this is free of
finite rank over the weight algebra. For any regular algebraic cuspidal automorphic representation π
of U(r, s) whose residual Galois representation is irreducible, we know its base change to GL(r+s)K
must be cuspidal. Thus it corresponds to a tempered and cohomological Arthur packet. The
Archimedean Arthur packet of it consists of the set of mr,s discrete series with the same infinitesimal
character. By [17, Theorem 1.7.1], for any cusp automorphic representation π = π∞⊗πf appearing
in this space of global sections of automorphic sheaves, localized at m, and for each π′∞ in the same
tempered Arthur packet as π∞, the multiplicity for π′∞ ⊗ πf is exactly one. (These representations
are stable in the sense that the Sψ in loc.cit. is trivial, since the base change is cuspidal.) They
only contribute to the middle degree cohomology, each with dimension one.
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Proposition 6.4. Let g be a cuspidal ordinary p-adic automorphic eigenform whose residual Galois
representation is absolutely irreducible. Suppose g has cohomological weight and trivial nebentypus
at p. Then g is classical (i.e. holomorphic).
Proof. It is well known that an ordinary p-adic automorphic form has to be overconvergent. If the
weight is slightly regular in the sense of the main theorem of [25], then the result is a consequence
of that theorem.
If we only assume the weight is cohomological, we use an argument of comparing dimension of
the ordinary p-adic automorphic forms from global sections of coherent automorphic sheaves and
from the cohomology of arithmetic groups. Let dimordcoh be the rank of the space of Λ-adic ordinary
cuspidal p-adic automorphic forms that we defined using global sections of coherent automorphic
sheaves, localized at the maximal ideal m. We also consider the action of the identity element in
the Hecke algebra (regarded as an element of the Hecke algebra at prime to p bad places), and then
write dimordarith as a function of φ for the character of it acting on the ordinary part of the alternating
overconvergent arithmetic cohomology as in [31] (see Introduction there). It is by definition a rigid
analytic function and only takes integer values, and is thus a locally constant function. We first
look at a point φ satisfying the Pilloni’s regular assumption (so that we have the classicality result),
then
dimordarith(φ) = mr,s · dim
ord
coh = mr,s · dim
ord
coh,cl,φ
where the subscript cl standards for the subspace of classical forms. Now we look at φ0 which is
also of cohomological weight, thus we do have classicality result for arithmetic group cohomology
side [31, Corollary 4.3.12]. From the paragraph right before this proposition, we also have
dimordarith(φ0) = mr,s · dim
ord
coh,cl,φ0 .
Taking φ in a neighbourhood of φ0, we have
dimordarith(φ) = dim
ord
arith(φ0).
These altogether implies the classicality at the weight φ0.
We consider the Cp-coefficient tensor product Hecke algebra of
∏
v Hv(K)’s for all v in Σ\{p}.
Then from Lemma 6.1 and Proposition 6.4, we can find an element t ∈
∏
v Hv(K) so that its action
on φ0(M) has distinct eigenvalues α1, α2,... αn. Let I be the coefficient ring of the ordinary Hida
families on U(r, s) which we suppose to be a Noetherian normal domain. Now we consider the
action of t on M ⊗ Frac I has distinct eigenvalues α1,M , α2,M , ... αn,M whose denominators are
non-vanishing at φ0, and their specializations at φ0 are just the α1, α2,... αn. Then we define the
projector
Projf :=
(t− α2,M )(t− α3,M ) · · · (t− αn,M )
(α1,M − α2,M )(α1,M − α3,M ) · · · (α1,M − αn,M )
. (28)
Note that for a Zariski dense set of arithmetic points φ, the eigenvalues for t acting on φ(M) are
pairwise distinct. At these points, the vectors in φ(M) contained in each automorphic representation
must be spanned by eigenvectors for t.
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6.2 Interpolation
Definition 6.5. We define a family of Eisenstein datum as a quadruple D = (f , I, τ0,Σ) where f
is a Hida family with normal coefficient ring I with fφ0 an ordinary vector in π; the τ0 is a Hecke
character of K×\A×K of finite order, and Σ is a set of primes of F containing all bad primes.
We define the parameter space as I[[Γ+K]]. Note that we only include the cyclotomic direction for
the Hecke character since the anti-cyclotomic twist direction is essentially absorbed into the weight
space for I. Let τ = τ0ΨK. We write τ φ for the composition of τ with φ. Let φ ∈ Spec I[[ΓK]]
be such that its restriction to I is arithmetic with weight (a1,φ, · · · , ar,φ; b1,φ, · · · , bs,φ). Suppose τ φ
corresponds to the Hecke character with Archimedean type (
κφ
2 ,
κφ
2 ). We say φ is arithmetic for
constructing p-adic L-function if κφ ≥ r + s, ar,φ ≥
κφ
2 and b1,φ ≥
κφ
2 ; say it is arithmetic for
constructing p-adic Eisenstein family if κφ ≥ r + s + 2, ar,φ ≥
κφ
2 and b1,φ ≥
κφ
2 . We define the
Eisenstein datum Dφ at φ in the sense of Definition 4.2 to be (fφ, τ φ| · |
−κφ
2 , κφ,Σ)
To study functional equations, we also define the “dual Eisenstein datum” as follows. Let φ ∈
Spec I[[Γ+K]] be a non-arithmetic point such that τφ is of infinity type (r + s− jφ, r + s− jφ). (It is
not an interpolation point for the Klingen Eisenstein family since they do not correspond to classical
weights.) Then we define D˜
(1)
φ by (πfφ , τ˜
c
φ| · |
r+s−jφ, r + s+ jφ,Σ), and D˜
(2)
φ = (πfφ , τ˜
c
φ| · |
r+s−jφ, r+
s + 2 + jφ,Σ). These are arithmetic points and are used for p-adic functional equations for p-adic
L-functions and p-adic Klingen Eisenstein series respectively. Note that L(π, τ c, z) = L(π˜, τ, z).
We define a distinguished non-arithmetic point φ0 in which fφ specialize to an ordinary vector
in π and τ φ is τ0| · |
r+s
2 .
Definition 6.6. We write ξi’s for the I[[Γ
+
K]]-valued characters interpolating the ξi’s in Definition
4.22 at points φ ∈ SpecI[[Γ+K]] where the τ φ|OK,p and χi|Z×p ’s there are in the generic case, and the
a1,φ = · · · = ar,φ = b1,φ = · · · = bs,φ = κφ = 0. We omit the precise formula since it requires
introducing unnecessary notations. Their specializations to general weight (a1, · · · , ar; b1, · · · , bs)
are related to local Fourier coefficient as in Lemma 4.10 through the function defined below. We
define a function
Φξ(x) =


0 x 6∈ X,
ξ1/ξ2(detC1) · · · ξr−1/ξr(detCr−1)ξr(Cr)
×ξa+b+2/ξr+3(detB1) · · · ξr+s/ξr+s+1(detBs−1)ξr+s+1(detBs). x ∈ X.
(29)
where B is a (r+ 1)× r or r× r matrix, C is a s× (s+ 1) or s× s matrix. The Bi and Ci are the
upper left i× i minors of B and C, respectively.
We first give the formula for the β-th Fourier coefficient of the Siegel Eisenstein series below.
These are the Siegel Eisenstein series constructed in previous sections, normalized by the factors
BD and B′D in [32, Section 5.3.1] respectively. We write
β =
(
Aβ Bβ
Cβ Dβ
)
with respect to the partition ((r+1) + s)× ((s+1) + r) or (r+ s)× (s+ r) depending on the size.
We write Adet(β) for the element in I[[Γ
+
K]] interpolating the (det β)
κφ |det β|
κφ
p at φ with τ φ having
infinity type (κφ, κφ).
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Let
f sieg,β = Adet(β)
∏
v 6∈Σ∪{vaux}
hv,β(τ¯
′(̟v)q
−κφ
v )
×
∏
v∈Σ,v∤p
Vol(Sn+1(OF,v))ev(TrKv/Fv(
βa+b+2,1 + ...+ βa+2b+1,b
xv
)) +
βb+2,b+2 + ...+ βb+1+a,b+1+a
yvy¯v
)
×
∏
v|p
Φξ,v(β)× fsieg,vaux,β (30)
and
f ′sieg,β = Adet(β)
∏
v 6∈Σ∪{vaux}
hv,β(τ¯
′(̟v)q
−κφ
v )
×
∏
v∈Σ,v∤p
Vol(Sn+1(OF,v))ev(TrKv/Fv(
βa+b+1,1 + ...+ βa+2b,b
xv
)) +
βb+1,b+1 + ...+ βb+a,b+a
yvy¯v
)
×
∏
v|p
Φξ,v(β)× Φˆ
(n)
2,w0,w0
(β) (31)
where Φˆ
(n)
2,w0,w0
(β) is defined in Definition 4.27.
Proposition 6.7. There are Λr,s[[ΓK]]-adic formal Fourier expansions ED,sieg and E′D,sieg such
that
ED,sieg,φ = Esieg,Dφ(
∏
v
fsieg,v, zκ,−),
E
′
D,sieg,φ = E
′
sieg,Dφ
(
∏
v
f ′sieg,v, z
′
κ,−)
in terms of formal Fourier expansions. The formal q-expansion is given by (30) and (31) above.
Proof. This is a formal application of Kummer congruences using our interpolation of the Fourier-
expansion (30), as detailed in [15, Lemma 3.15].
We also define the Siegel section used for functional equations
f fteq =
∏
v|∞
fsieg,v
∏
v<∞
f fteqv ,
f fteq,′ =
∏
v|∞
f ′sieg,v
∏
v<∞
f fteq,′v .
Theorem 6.8. Let f be an I-coefficient nearly ordinary cuspidal eigenform on U(r, s) such that the
specialization fφ at a Zariski dense set of “generic” arithmetic points φ is classical and generates
an irreducible automorphic representation of U(r, s). Let Σ be a finite set of primes containing all
primes dividing the any entry of ζ or the conductor of f or K. Then
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(i) There is an element LΣ
f ,τ0
∈ I[[ΓK]]⊗I FI (the FI is the fraction field of I) whose denominators
nonzero at φ0, such that for any generic arithmetic points φ ∈ SpecI[[ΓK]], we have
φ(LΣf ,τ0) = c
′
κ(z
′
κφ
)(
(−2)−d(a+2b)(2πi)d(a+2b)κφ (2/π)d(a+2b)(a+2b−1)/2∏a+2b−1
j=0 (κφ − j − 1)
d
)−1 · Cp
fφ
×
∏
v|p
(Volφ,v·
−ss2( 1+a+2b2 ) p−
∑r
j=1 tj(
a+2b+1
2
) × |pt1+...+tr+s·s2|−
κφ
2
×
r+s∏
i=r+1
g(χ−1i τ2)χiτ
−1
2 (p
s2)
r∏
j=1
g(χjτ
−1
1 )χ
−1
j τ1(p
tj )) ·
LΣ(π˜fφ , τ¯
c
φ,
κφ−r−s+1
2 )
〈ϕ˜ordφ , ϕφ〉
where
Volφ,v = (
p(r+s)(r+s−1)/2 · (p− 1)r+s
(
∏r
i=1 p
ti·(r+s−i)) · (
∏s
i=1 p
tr+i(s−i)) ·
∏r+s
j=1(p
j − 1)
is nothing but the volume of the level group for ϕφ at v, the χi’s are defined in Definition [32,
Definition 4.42], τφ,v = (τ1, τ
−1
2 ) such that τi has conductor p
si with s2 > s1. The
Cp
fφ
=
∏
v∤p,v∈Σ
τ(yvy¯vxv)|(yv y¯v)
2xvx¯v|
−z
κ′
φ
−
a+2b
2
v Vol(Yv)
(the xv and yv are the x and y in Subsubsection 4.6.1 and Yv is defined in Definition 4.18.)
The c′k,κ is the nonzero constant defined in Lemma 4.12 and κφ is the weight associated to the
arithmetic point φ. The ϕφ and ϕ˜
ord
φ are the specialization of f and the f
∨ provided by the
assumption “DUAL” and Projf∨ in [32, Section 5.2.3] (we explain its validity in the proof).
Note that when we identify U(r, s) with U(s, r) in the obvious way, the Borel subgroups with
respect to which the f and f∨ are ordinary are opposite to each other. The τφ are specializations
of the family of CM characters τ . The pti ’s are conductors of some characters defined in
Definition 4.22. Note that we have re-written the formulas in loc.cit using that a+ b = r and
b = s there. We also correct some errors in the expression in loc.cit.
(ii) There is a set of formal q-expansions Ef ,τ0 := {
∑
β a
h
[g](β)q
β}([g],h) for
∑
β
ah[g](β)q
β ∈ (Iur[[ΓK]]⊗ˆZpR[g],∞)⊗Iur FIur ,
whose denominators are nonzero at φ0, where R[g],∞ is some ring to be defined later in equa-
tion (10), ([g], h) are p-adic cusp labels, such that for a Zariski dense set of arithmetic points
φ ∈ SpecI[[ΓK]], φ(Ef ,τ0) is the Fourier-Jacobi expansion of the holomorphic nearly ordinary
Klingen Eisenstein series E(fKling,φ, zκφ ,−) we construct before. Here fKling is the tensor
product “Klingen section” of the local pullback sections Fϕ(fsieg,v, ; z,−) in our local computa-
tions in Section 4.
(iii) The terms at[g](0) are divisible by L
Σ
f ,τ0
· LΣτ¯ ′0χaK
where LΣτ¯ ′0χaK
is the p-adic L-function of the
character τ¯ ′0 (note that we missed the character χ
a
K in loc.cit.).
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Proof. This is essentially the main theorem of [32] and the proof is given in [32, Section 5.3]. Note
that in [32, Section 5.2.3] we made an assumption “DUAL”, which says that for the given Hida
family f , we can find a dual Hida family f˜ in the sense of loc.cit. However here, this assumption
can be deduced from the operator Projf defined in Section 6.1: we pullback the E
′
D,sieg under
U(r, s) ×U(s, r) →֒ U(r + s, r + s),
and apply the Hecke projector Projf ◦ e
ord to the U(s, r)-part. By our assumption on π and τ
(namely the Hodge-Tate weight of M does not contain 0 and 1), the L(π˜, τ¯ c · (ω ◦ Nm), 32) is a
critical value and is thus nonzero. The resulting family on U(r, s) (restricting to an appropriate
subfamily parameterized by Spec I) is the desired f˜ .
Then one constructs the Klingen Eisenstein family by first pullback the ED,sieg under
U(r + 1, s+ 1)×U(s, r) →֒ U(r + s+ 1, r + s+ 1),
and apply the Hecke projector Proj
f˜
◦ eord to the U(s, r)-part.
6.3 Functional Equation and Non-vanishing
6.4 Functional Equation
Before continuing we need the following lemma.
Lemma 6.9. Let q ∈ Qn(AF ) or Qn+1(AF ) and detβ = 0. Then the β-th Fourier coefficient for
Esieg,β(f
fteq, z, q) is identically zero as a function of z.
Proof. Applying global functional equation for Siegel Eisenstein series, then the lemma follows from
our computations of local Fourier coefficient at vaux.
The following proposition is due to Kudla-Sweet [19].
Proposition 6.10. Let fv ∈ In(χv). We have following equation
M(fv, z)−z,β = fv,z,β · χv(det β)−1|det β|−zv γ(Ev/Fv , ψv)
n(n−1)
2 χE/F,v(det β)
−1
×
n∏
r=1
ǫ(z − n+ r, χvχ
r
E/F,v, ψv)
−1L(1− z, (χvχ
r
E/F,v)
−1)
L(z, χvχE/F,v)
.
This is just [18, Proposition 3.1]. The γ is the Weil index as in loc.cit.
Corollary 6.11. Let φ be a non-arithmetic point we defined before with the associated integer
jφ ≥ 0. For any finite prime v and any β with detβ 6= 0, we have∏
v|∞
(detβ)
1+jφ
v φ(f sieg,β) = f
fteq
D˜
(2)
φ
,β
.
Proof. We prove it by combining the previous proposition with our computations of local Fourier
coefficients for Siegel sections. Note that (
∏
v|∞ |detβ|v
∏
v|p |det β|v) is a p-adic unit, and the
specialization of the factor (
∏
v|∞ |det β|v
∏
v|p |det β|v)
κ−n−1 appearing in the Archimedean and
p-adic Fourier coefficient to φ is given by (
∏
v|∞ |det β|v
∏
v|p |det β|v)
−1−jφ . The good primes and
Σ\{p} contributions are computed similarly. Note also that the product of the local Weil indices is
equal to 1.
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Proof of Theorem 1.6 and 1.7
Proof. By the effects of differential operators on q-expansions (as in the proof of [8, Proposition 5.3],
which uses [6, Theorem 9.2 (4)]) we see that the multiplying by (det β)
1+jφ
v in the above Corollary
is equivalent to applying differential operator D(n+1)(1+jφ) and pairing with the det(X)1+jφ as in
Section 5. Applying Definitions 5.4 and Propositions 5.5 and 5.7 to the specialization of the family
of scalar valued Siegel Eisenstein series (no differential operators applied) to the weight κ there (note
that this is p-adic limit instead of a classical form) , the proof of Theorem 6.8 also gives Theorem
1.7. Theorem 1.6 follows similarly (we omit the details). Note that the δ1 and δ2 correspond to the
left and right side of the equality of Theorem 1.7 respectively.
6.5 Non-vanishing
We first record a proposition which is a key ingredient to study the non-vanishing of the Klingen
Eisenstein family at φ0.
Proposition 6.12. Suppose our data (πv, τv) comes from the local component at v of a global data.
Then there are meromorphic functions γ(1)(ρv, z) and γ
(2)(ρv, z) such that
F ′ϕ∨(−z,M(z, fv), g) = γ
(1)(ρv , z)F
′
ϕ(fv; z,−))−z(g)
and
Fϕ∨(−z,M(z, fv), g) = γ
(2)(ρv, z)A(ρv , z, Fϕ(fv; z,−)−z(g).
Moreover if v is a good prime then
γ(1)(ρv, z) =
∏n−1
i=0 L(2z + i− n+ 1, τ¯
′
vχ
i
K,v)∏n−1
i=0 L(−2z + n− i, τ
′
vχ
i
K,v)
L(πv, τ
c
v ,
1
2 − z)
L(π˜v, τ¯ cv , z +
1
2)
,
and
γ(1)(ρv, z) = γ
(2)(ρv, z +
1
2
). (32)
Proof. The first part is just [32, Proposition 4.40], which is a formal generalization of [29, Proposition
11.13]. The proof of the formula at good primes is just applying [29, Lemma 11.7] and the pullback
formula at these primes. Note that we apply loc.cit. for β = 0 to obtain the formula for M(−, f sph)
(the Siegel series hv,β there for β = 0 is the constant function 1 by [26, Proposition 19.2].
In a moment we use this proposition to compute the pullback formula for f fteqv ’s. We expect
(32) to be true for bad primes as well, but are unable to prove this (this is not needed).
To prove the next proposition we need some preparations on Casselman-Shahidi’s theory of
intertwining operators.
Lemma 6.13. Suppose U(r, s)(Fv) is quasi-split and πv is tempered and generic. Then I(ρ˜v,
1
2) is
reducible if and only if L(τ¯ ′vχ
a+2b
K,v , z) has a pole at z = 0. Recall the notation I(ρ˜v,
1
2 ) is the induced
representation in Section 4.1 with the action at z = 12 .
Proof. This follows from [4, Proposition 5.3].
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Lemma 6.14. We can replace π by a cuspidal automorphic representation (which we still denote
as π) with the same Galois representation as that of π, which is the holomorphic discrete series at
all Archimedean places, and is generic when U(r, s)(Fv) is quasi-split.
Proof. This follows from [17, Theorem 1.7.1] and the tempered packet conjecture proved in [24,
Corollary 9.2.4] (which says that any tempered Arthur packet for the quasi-split unitary group
contains a generic element). Note that by our assumption that the base change of π is cuspidal
(from (Irred)), the π has stable parameter in the sense that the Sψ in loc.cit is trivial.
Lemma 6.15. Suppose π˜v is generic. Suppose L(π˜v, τ¯
c
v , z) has poles at z = −
1
2 . Then A(ρv , z) has
a pole at z = −12 with at least the same multiplicity.
Proof. Suppose first that L(τ¯ ′vχ
a+2b
K,v , z) does not have a pole at z = 0. Note that the normalization
factor (33) at z = −12 has a zero, and is holomorphic at z =
1
2 . Moreover we have A(ρ˜v, z) is holo-
morphic at z = 12 . Since the normalized intertwining operator N (see [36]) with the normalization
factor
L(π˜v, τ¯
c
v , z + 1)L(τ¯
′
vχ
a
K,v, 2z + 1)
L(π˜v, τ¯ cv , z)L(τ¯
′
vχ
a
K,v, 2z)
(33)
satisfies ([24, Proposition 3.3.1])
N (ρ˜v,
1
2
) ◦ N (ρv ,−
1
2
) = id.
We see that A(ρv , z) must have a pole at z = −
1
2 with at least the same multiplicity with that of
L(π˜v, τ¯
c
v , z).
Then suppose that L(τ¯ ′vχ
a+2b
K,v , z) has a pole. Then by Lemma 6.13, I(ρ˜v,
1
2) is reducible, and
thus A(ρ˜v ,
1
2) kills a non-trivial subrepresentation of it. Noting that the normalization factor is
nonzero and holomorphic at z = 12 . We see again A(ρv ,−
1
2) must have a pole with at least the same
multiplicity of L(π˜v, τ¯
c
v , z).
Lemma 6.16. The F (fx,y,v,−
1
2)’s in Definition 4.16 for different choices of x, y’s with ordv(x)≫ 0
and ordv(y)≫ 0 generate the I(ρv,−
1
2) as U(r, s)(Fv)-representation.
Proof. The proof is straightforward by noting that any Klingen section supported in the big open
cell is generated by these sections F (fx,y,v,−
1
2)’s. Then we apply translations of these sections by
Weyl elements and they do generated I(ρv,−
1
2).
To prove the non-vanishing result, we need to compute the pullback of the Siegel section f fteqsieg.
Proposition 6.17. We have the F (f fteq
D˜
(2)
φ0
,−, z)|z= 1
2
is not the zero section.
Proof. For simplicity we omit the subscripts φ0 through this proof. We first treat the pullback
formula at the prime vaux. By our computations the local β-th Fourier coefficient for fsieg,vaux is
nonzero only when β is an element in GLr+s+1(OF,vaux). From Proposition 6.10 (note that the
characters there are all unramified at vaux), we see that if we replace f
fteq
vaux by fsieg,vaux , then the
resulting Siegel Eisenstein series has the same Fourier coefficient for all β as F (f fteq,−, z) (as forms
parameterized by z). So we can use the replaced section to compute F (f fteq,−, z). Note also we
have proved in Proposition 4.36 that the pullback section of f fteqvaux is nonzero.
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Next note that by comparing the global functional equation for Siegel and Klingen Eisenstein
series, we see ∏
v
γ(1)(ρv, z −
1
2
) =
∏
v
γ(2)(ρv, z) = 1.
We first claim that ∏
v|∞
γ(1)(ρv , z −
1
2
) = C∞
∏
v|∞
γ(2)(ρv, z)
where C∞ is a nonzero constant independent of z. (It seems likely one can prove this C∞ = 1
by more refined computations, but we do not need this.) We prove it by a simple trick. We first
take another character τ ′′ with the same Archimedean type as τ and is ramified at all primes in Σ.
Then we replace the τ in our Eisenstein datum by τ ′′ and compute the pullback sections. As in [29,
Proposition 11.17], we see that
γ(1)(ρv, z −
1
2
) = γ(2)(ρv , z)
up to a multiplying by a nonzero constant independent of z, for all non-Archimedean primes v,
which implies the claim, by noting that τ and τ ′′ have the same Archimedean types. (The proof
of [29, Proposition 11.17] uses [29, Lemma 11.10], which needs our assumption that τ ′′ is ramified
at all primes in Σ. In our situation, although we allow the v to be ramified in K, the proof there
still works. The double coset in the proof of loc.cit. is valid with the ℓ in KQn(ℓ) there replaced
by the uniformizer of OK,v. Note also the small error in loc.cit. that the (ℓu) there should be the
conductor of χχc instead of that of χ¯c.)
We have from the formulas for unramified pullback sections,
∏
v 6∈Σ
γ(1)(ρv, z −
1
2
) =
∏
v 6∈Σ
γ(2)(ρv, z),
and also ∏
v|∞
γ(1)(ρv, z −
1
2
) =
∏
v|∞
γ(2)(ρv, z).
Then it follows that ∏
v∈Σ
γ(1)(ρv, z −
1
2
) =
∏
v∈Σ
γ(2)(ρv, z).
We find from Proposition 6.12 that the value of F (f fteq, g, z) at g =
∏
v∤p 1v
∏
v|p(wwBorel)v is given
by
∏
v∈Σ
ǫ(π˜v, τ¯
c
v ,−z)
L(π˜, τ¯ c, z + 1)∏
v∈Σ Lv(π, τ c,−z)
∏
v∈Σ
L(τ¯ ′vχaK,v, 2z + 1)
L(τ ′vχaK,v,−2z)
LΣ(ξ, z+
3
2
)⊗v∈Σ\{v|p}Cvϕv⊗v|∞Cv(z)ϕv |z= 1
2
.
The Cv’s and Cv(
1
2 )’s are nonzero from our previous local computations of the local pullback sections
and their image under the intertwining operators A(ρ, z,−) when applying Proposition 6.12. The
above expression is clearly nonzero if
∏
v∈Σ Lv(π, τ
c,−z) does not have poles. If they do have poles,
then we apply Lemma 6.15 and 6.16, we can still conclude that F (f fteq, g, 12 ) is not zero (these poles
are cancelled by poles provided by Lemma 6.15).
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We need only the following lemma to conclude that the specialization of our Klingen Eisenstein
family to φ0 is nonzero.
Lemma 6.18. The Ep−adic
Kling,D˜φ is the p-adic avatar of E
C∞
Kling,D˜φ.
Proof. Look at the construction of EC
∞
Kling,D˜φ and E
p−adic
Kling,D˜φ
. We restrict the Siegel Eisenstein series
to U(r + 1, s + 1) × U(s, r), and decompose with respect to the restriction on U(s, r). Recall
the classicality result that any ordinary p-adic automorphic form of weight k must be classical
(holomorphic). So if we write out the restriction on U(s, r) with respect to irreducible automorphic
representations, then for any term whose restriction to U(s, r) is not in the holomorphic discrete
series of weight k, its p-adic avatar must be killed by the ordinary projector on U(s, r). Now the
lemma follows easily by applying appropriate Hecke operators.
From the computation of Fourier-coefficient for the Siegel Eisenstein series and the pullback
formula, we see EC
∞
Kling,D˜
(2)
φ0
does not have a pole. Moreover its constant term has two terms: the
pullback Klingen section and its image under the intertwining operator (see [29, Lemma 9.2]). We
have computed that Klingen section term is nonzero. By looking at the Archimedean component,
we see that the constant term of EC
∞
Kling,D˜
(2)
φ0
, and thus EC
∞
Kling,D˜
(2)
φ0
it self must be nonzero. We thus
have the following Proposition from the above lemma.
Proposition 6.19. The Ep−adicKling,Dφ0
is nonzero.
7 Proof of Bloch-Kato Conjecture
Now we prove the main theorem on Selmer groups. This is similar to previous work (e.g. [29]) on
the “lattice construction”. One difference is in the following Proposition 7.4. [29] used a modularity
lifting result to deduce that there is no CAP (i.e. cusp forms with the same Galois representation as
Klingen Eisenstein series) at sufficiently regular weight, while modularity results for general unitary
group seems require lots of assumptions. Here instead we use result of Shin [28] on the description
of base change lift of cusp forms on unitary groups.
Let KD be an open compact subgroup of GU(r + 1, s + 1)(AF ) maximal at p and all primes
outside Σ such that the Klingen-Eisenstein series we construct is invariant under K
(p)
D
. We consider
the ring TD of reduced Hecke algebras acting on the space of Λ
′′
D
-adic nearly ordinary cuspidal
forms with level group KD. It is generated by the Hecke operators at primes outside Σ, together
with the Up-operator and then taking the maximal reduced quotient.
Suppose the Fourier-Jacobi coefficient FJβ,θ,g of φ0(EKling) is nonzero. This is possible by
Proposition 6.19 and the injectivity of the Fourier-Jacobi expansion map. We consider the I[[Γ+K]]-
valued functional on the space of I[[Γ+K]]-valued forms on U(r + 1, s + 1) given by FJβ,θ,g.
Definition 7.1. We define the ideal ID of TD to be generated by {t− λ(t)}t for t’s in the abstract
Hecke algebra and λ(t) is the Hecke eigenvalue of t on ED,Kling. Then it is easy to see that the
structure map ΛD → TD/ID is surjective. Suppose the inverse image of ID in ΛD is ED. We call it
the Eisenstein ideal. It measures the congruences between the Hecke eigenvalues of cusp forms and
Klingen-Eisenstein series.
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Now we specify the χ. Note that by (14), the Selmer group constructed at the point φ0 is for
the Galois representation ρπfφ0
⊗ χ−1 where χ is the τ¯ cφ0 · ǫ
κφ0
−r−s
2
+
κφ0
2 .
Lemma 7.2. Let P be a height 1 prime contained in the prime of I[[Γ+K]] corresponding to φ0. Then
ordP (L
Σ
χ′χa
K
,FL
Σ
f ,ξ,K) ≤ ordP (ED).
Proof. Suppose t := ordP (L
Σ
χ′χa
K
,FL
Σ
f ,K,ξ) > 0. By the fundamental exact sequence Theorem 3.11
there is an H = ED,Kling − L
Σ
χ′χa
K
,FL
Σ
f ,ξ,KF for some ΛD-adic form F such that H is a cuspidal
family. Recall we have constructed a I[[Γ+K]]-valued functional ℓ := FJβ,θ,g on the space of ΛD-adic
forms, which maps H to an element outside P , thanks to our assumption that P is contained in
the prime corresponding to φ0. By our assumption on P we have proved that ℓ(H) 6≡ 0(modP ).
Consider the ΛD-linear map:
µ : TD → Λ
′′
D,P/P
rΛD,P
given by: µ(t) = ℓ(t.H)/ℓ(H) for t in the Hecke algebra. Then:
ℓ(t.H) ≡ ℓ(tED) ≡ λ(t)ℓ(ED) ≡ λ(t)ℓ(H)(modP
t),
so ID is contained in the kernel of µ. Thus it induces: ΛD,P/EDΛD,P ։ ΛD,P /P
tΛD,P which proves
the lemma.
We then state a result on lattice construction proved in [29, Proposition 4.17].
Proposition 7.3. Let XΣχ′χa
K
,F be the dual Iwasawa Selmer group of the Hecke character χ
′χaK of
F×\A×F . This is a finitely generated module over OL[[Γ
+
K]], which we naturally regard as a module
over ΛD. Suppose P is a height one prime of I[[Γ
+
K]] such that
ordP char(X
Σ
χ′χa
K
,F ) < ordPED.
Then we have
ordP char(X
Σ
f ,χ,K) ≥ 1.
In this case we do not exclude the possibility that there are common divisors between char(XΣ
f ,χ,K)
and char(XΣχ′χa
K
,F ), which causes complication in constructing elements of the Selmer groups. Nev-
ertheless one can still prove weaker result that the order is positive, in the case when P is a divisor
of LΣ
f ,χ,K. This is enough for our purpose.
We also need the following proposition, which is the analogue of [29, Theorem 7.5].
Proposition 7.4. Let mKling be the maximal ideal of the Hecke algebra corresponding to the Klingen
Eisenstein family we construct. Let J be an irreducible component of TD,mKling . Let RJ be the
corresponding semi-simple Galois representation defined over the total ring of fractions of J. Then
either (1) RJ is irreducible, or (2) RJ = R1 +R2 for R1 has the same residual character as f , and
R is a two dimensional irreducible representation.
Proof. The proof of [29, Theorem 7.5] made use of the result of Harris on the non-existence of CAP
forms on in the absolute convergent range of Klingen Eisenstein series, and modularity lifting results
for GL2. However we argue differently since we do not have a satisfying modularity lifting results
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for general unitary groups. We first prove RJ is not a sum of three irreducible representations.
Otherwise suppose it is R1 ⊕ R2 ⊕ R3 where R2 and R3 are one dimensional. We specialize to an
arithmetic point φ which corresponds to regular discrete series at ∞, and apply [28, Theorem A.1
(v)]. Suppose R2,φ corresponds to one of the isobaric summands Πi in loc.cit.. Let kR2,1 and kR2,2
be the Archimedean type of R2,φ. Then by the conjugate self-duality we have kR2,1+kR2,2 = 0. This
gives a contradiction by considering the residual representation. So it has to be the case that the
base change at φ is an isobaric sum Π1⊕Π2, in which one of them (say Π2) is two dimensional, or is
just the Π1 (only one summand). By by our assumption of regularity of weight, the Π2 is cuspidal
and tempered. Then the Galois representation of Π2 cannot be a sum of two crystalline characters,
as our previous consideration of residual representation and Archimedean weights, a contradiction.
If the base change is just Π1, then it is cuspidal and tempered by the regularity of weight. But as
before the Galois representation cannot have some crystalline character as a summand.
The case when RJ is R1⊕R2 where Ri are irreducible and R2 is one dimensional can be excluded
similarly.
Theorem 7.5. Suppose LK(π˜f , χ, 12 ) = 0, then the corank of the Selmer group for ρ˜π ⊗ χ
−1 is
positive.
Proof. It is easy to see that it is enough to prove it for Σ-primitive Selmer groups. By the Iwa-
sawa main conjecture for Hecke characters proved by Wiles [35], we see the characteristic ideal for
char(XΣχ′χa
K
,F ) is bounded by the p-adic L-function L
Σ
χ′χa
K
,F . By our assumption, there is a height
one prime P of I[[Γ+K]] contained in the primes corresponding to φ0, such that the order of L
Σ
f ,χ,K
at P is positive. By our discussion above, we see that
ordP char(X
Σ
f ,χ,K) ≥ 1.
Specializing to φ0 and applying the control theorem of Selmer groups [29, Proposition 3.7, 3.10],
this implies the corank of the Selmer group at φ0 is positive, which proves the theorem.
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