Introduction
A time integral is simply the Riemann integral of a function of the continuous random variable ( , ) = ( ) with respect to the parameter for ∈ 0 [0, ] which is the Wiener space, the space of continuous real-valued functions on [0, ] with (0) = 0 [1] . This means that the time integral of ( , ) is a random variable on 0 [0, ] satisfying
where ( , ( , )) is Riemann integrable on [0, ] and is the Lebesgue measure on R. A study of the Feynman integral provides ready examples of the utility of the time integral. The Feynman-Kac formula represents an important step in the process of providing a rigorous definition of the Feynman integral. A detailed explanation of this formula can be found in [2] . The Feynman-Kac functional is given by exp {− ∫ 
where ℎ is of bounded variation with ℎ ̸ = 0 a.e. on [0, ] and the integral denotes the Paley-Wiener-Zygmund stochastic integral of ℎ according to [6] , and then they generalized various theories related to the conditional Wiener integrals on 0 [0, ].
On the other hand let [0, ] denote the space of continuous real-valued functions on the interval [0, ]. Im et al. [6] [7] [8] introduced a probability measure on [0, ], where is a probability measure on the Borel class of R. 
where 0 = 0 < 1 < ⋅ ⋅ ⋅ < < +1 = is a partition of [0, ]. The author [9] [10] [11] derived various properties of and then extended his works on to . In fact he [9] established that is a generalized Brownian process and derived a simple formula for a conditional expectation which evaluates conditional expectations in terms of ordinary expectations. Moreover he [10] extended the results on to those on with drift using only a translation theorem [6, Theorem 3.1]. In [11] he investigated the distribution of and proved that is a generalized Brownian motion process if the initial distribution is degenerated. He also established a generalized Wiener integration theorem which extends Lemma 2.1 of [6] . Furthermore he derived a generalized Paley-Wiener theorem which generalizes Theorem 3.5 of [6] . As applications of the theorems he evaluated generalized Wiener integrals of various functions including
for ∈ [0, ], where 0 < 1 < 2 < ⋅ ⋅ ⋅ < ≤ and is a positive integer.
In this paper, using the results in [11] , we derive two simple formulas for generalized conditional Wiener integrals of functions on [0, ] with the conditioning functions and +1 which contain drift and initial distribution. As applications of these simple formulas we evaluate several generalized conditional Wiener integrals of the functions given by (6) . We note that if ℎ ≡ 1 and ≡ 0 on [0, ], then as above is exactly the stochastic process given by ( , ) = ( ) so that these works generalize the results of [5, 9, 10, [12] [13] [14] [15] in which the works are the first results among them.
Simple Formulas for Generalized Conditional Wiener Integrals
In this section we derive two simple formulas for generalized conditional Wiener integrals on the space ( [0, ], ) which is introduced in the previous section. [6] and let ⟨⋅, ⋅⟩ 2 denote the inner product over 2 
which completes the proof.
Remark 3.
(1) We can prove Theorem 2 using the Fourier transform of , +1 (⋅, ), Lemma 2.4 of [11] , and Corollaries 2.11, 2.12 of [11] , but the proof is tedious.
(2) We can also prove Theorem 2 using Theorem 2.9 of [9] and Theorem 2.13 of [11] . Proof. Note that 
where
+1
is the probability distribution of +1 on (R +2 ,
where the expectation is taken over the variable .
Using similar method as used in the proof of Theorem 18 of [10] , we can prove the following theorem. 
where [17] by Theorem 6. If ℎ = 1 a.e. and ≡ 0, then we can obtain Theorem 2.9 of [13] and Theorem 2.5 of [14] by Theorems 6 and 7, respectively. Finally if ℎ = 1 a.e., = 0 , and ≡ 0, then we can obtain Theorem 2 of [15] by Theorem 6 which is among the first result expressing the conditional Wiener integrals of functions on 0 [0, ] as ordinary Wiener integrals.
(2) Theorems 6 and 7 are not generalizations of Theorem 2.12 of [9] and Theorems 17 and 18 of [10] . In Theorems 6 and 7 the conditioning functions depend on the initial distribution while the conditioning functions in [9, 10] do not.
A Multivariate Normal Distribution
In this section we investigate the joint distribution of { , +1 (⋅, ) : = 1, . . . , }, where −1 < 1 < ⋅ ⋅ ⋅ < < for = 1, . . . , + 1. In fact we prove that the random vector as above has a multivariate normal distribution which plays a key role in the next sections. Now we begin this section with the introduction of the following lemma.
Lemma 9. Let −1 = 0 < 1 < ⋅ ⋅ ⋅ < < and ℎ , be given by (13) for = 1, . . . , . Then {ℎ , : = 1, . . . , } is a linearly independent set in 2 
for a.e. ∈ [0, ]. For = 1, . . . , take ∈ ( −1 , ) which satisfies the above equation and ℎ( ) ̸ = 0. Replacing by we have the following linear equation system with unknowns 1 , . . . , :
The determinant of coefficient matrix of the system is given by
Now we have 1 = 2 = ⋅ ⋅ ⋅ = = 0 which completes the proof.
A random variable on [0, ] is said to be degenerated if there exists a constant satisfying ( = ) = 1 [18] .
Lemma 10. Let the assumptions and notations be as given in Lemma
Proof. By (14) we can take a real constant satisfying
for a.e. ∈ [0, ]. Then we have by Theorem 3.4 of [6] that 
and the determinant |Σ ( ⃗ )| is positive so that Σ ( ⃗ ) is nonsingular and the inverse matrix
so that the covariance ( , ) of , +1 (⋅, ) and , +1 (⋅, ) is given by ( , ) = ⟨ℎ , , ℎ , ⟩ 2 . Now we have for ≤
which proves (26). We have for ⃗ = ( 1 , . . . , ) ∈ R 
and
Remark 12. Using the same process as used in the proof of Theorem 3.4 in [9] we can prove (26).
For simplicity let
for ⃗ ∈ R and ⃗ = ( 1 , . . . , ) ∈ R , where −1 < 1 < ⋅ ⋅ ⋅ < < and ( ⃗ ) = ( 1 , . . . , ). By Lemmas 9, 10, 11, and Theorem 4 of [1] we have the following theorem which is our main result in this section.
Theorem 13. Let the assumptions and notations be as given in Lemma 11. Then for every Borel measurable function
:
where √Σ ( ⃗ ) is the positive definite matrix satisfying √Σ ( ⃗ ) 2 = Σ ( ⃗ ) and * = means that if either side exists, then both sides exist and they are equal.
Conditional Expectations of Functions on Time Integrals
In this section we evaluate generalized conditional Wiener integrals of the function exp{∫ 0 ( , ) ( )} including a time integral. To do this we have the following theorem by Theorems 6 and 13 and Theorem 3.3 of [11] .
Theorem 14. Let the assumptions and notations be as given in Theorem 13 and let
where ⃗ = ( 1 , . . . , ).
Example 15. Let the assumptions and notations be as given in Theorem 14. If = 1, then by Theorem 2 we have for
If = 2, then
Moreover for
which is a generalization of (2) in Theorem 23 of [10] .
By Theorem 7 we have the following theorem.
Theorem 16. Let the assumptions and notations be as given in
Theorem 14 and let ∈ {1, . . . , − 1}. Then for a.e.
Example 17. Let the assumptions and notations be as given in Theorem 16. If = 1, then by Theorem 16 we have for a.e.
If = 2, then we have for a.e.
which is a generalization of (2) in Theorem 24 of [10] .
Theorem 18. Let the assumptions and notations be as given in Theorem 14 and let
for ∈ R, where ⃗ = ( 1 , . . . , ). Then for a.e.
where [ /2] denotes the greatest integer less than or equal to /2.
Proof. For ⃗ = ( 0 , 1 , . . . , ) ∈ R +1 let ⃗ +1 = ( 0 , 1 , . . . , , +1 ), where +1 ∈ R. By Theorems 7 and 14 we have for a.e.
Let

= /√ ( ) − ( ). Then by the change of variable theorem
Example 19.
Let the assumptions and notations be as given in Theorem 18. If = 1, then by Theorem 18 we have for a.e.
which is a generalization of (5) in Theorem 24 of [10] .
Theorem 20. Let the notations be as given in Theorem 14
and let ( ) = exp{∫ 0 ( ) ( )} for a.e.
Proof. By Theorem 2.1 and Lemma 2.1 of [6] we have for = 1, . . . , + 1
which implies the existence of [ | +1 ]. By the monotone convergence theorem we have
so that we have ∫ R | | ( ) < ∞ for each positive integer . Furthermore for +1 a.e. ⃗ +1 ∈ R +2 we have by Theorem 6
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Now by Theorems 5, 6, 14, the Fubini's theorem, and the dominated convergence theorem we have for
which proves the first equality of the theorem. Furthermore
Since (52) holds for ⃗ +1 = ⃗ 0, we have by Theorem 13 and the dominated convergence theorem
which proves the second equality of the theorem. is given by the second equality in Theorem 20 replacing
where ( / ) ( ) = +1 ( ) = ( ( ) − ( ))/( ( ) − ( )) and ⃗ = ( 0 , 1 , . . . , ).
Proof. The first part of the theorem immediately follows from Theorems 7, 16, 18, and 20 . Suppose that the second part of the assumptions in Theorem 20 holds.
, where +1 ∈ R. Then we have
Now the second part of the theorem follows from Theorems 7 and 20.
Example 22.
(1) Let ℎ ≡ 1. Then ( , ) = ( ) − (0) so that for = 1, . . . , + 1
which is finite by Theorem 1.4 of [19] . 
so that by Hölder's inequality 
Evaluation Formulas for Other Functions
In this section, using the simple formulas in Section 2, we derive evaluation formulas for generalized conditional Wiener integrals of various functions which are of interest in Feynman integration theories themselves and quantum mechanics. Since , +1 ( , ) = ( , ) − , +1 ( ( , ⋅))( ) for ∈ [0, ] and ∈ [0, ] we have the following theorems from Theorem 3.2 of [11] and Theorems 21, 22, 23, 24, 25, and 26 of [10] .
Theorem 24. Let the assumptions be as given in Theorem 23 and for
Then for a.e. 
for a.e. ∈ [0, ]. Note that S is a Banach algebra [6] . 
and can be replaced by and , respectively, in each result of this paper.
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