Steady increases in natural gas transportation volumes have prompted operators to reevaluate the performance of the existing gas-pipeline infrastructure. Conventional wisdom dictates that adding an additional link or a pipe leg in a gas-transportation network should enhance its ability to transport gas. Several decades ago, however, Dietrich Braess challenged this traditional understanding for traffic networks. Braess demonstrated that adding extra capacity could actually lead to reduced network efficiency, congestion, and increased travel times for all drivers in the network (the so-called "Braess paradox"). The study of such counterintuitive effects, and the quantification of their impact, becomes a significant priority when a comprehensive optimization of the transportation capacity of operating gas-network infrastructures is undertaken. Corroborating the existence of paradoxical effects in gas networks could lead to a significant shift in how network capacity enhancements are approached, challenging the conventional view that improving network performance is a matter of increasing network capacity. In this study, we examine the occurrence of Braess' Paradox in natural-gas-transportation networks, its impact, and potential consequences. We show that paradoxical effects do exist in natural-gas-transportation networks and derive conditions where it can be expected. We discuss scenarios that can mask the effect and provide analytical developments that may guide the identification of paradoxical effects in larger-scale networks.
Introduction
In the United States, interstate and intrastate gas pipelines are the main source for transporting natural gas from the reservoir to its point of demand. The total pipe mileage of the natural-gasdistribution network in the U.S. is 305,000 miles (US EIA 2008). The steady increase in the production of natural gas during recent years has prompted operators to reevaluate the performance of the existing pipeline infrastructure to accommodate additional new volumes brought into the system. Proper planning of improvements on the existing network on the basis of the forecasted demand for gas is a necessity for pipeline-operating companies. The cost associated with operating and managing such large pipeline systems is directly related to the energy loss; these losses have to be addressed by the process of optimization to keep costs at a minimum. The ultimate goal is for natural-gas-transportation networks to be efficiently designed or modified such that a maximum amount of gas is transported with minimum energy losses.
Generally, adding an additional link or a pipe leg in a gastransportation network is assumed to ease the gas flow and increase network capacity. In 1968, Dietrich Braess analyzed road-transportation networks and showed that under certain circumstances, the inclusion of a new route in the existing parallel routes may actually create network congestion and increase the total travel time for all users (Braess 1968) . This counterintuitive network phenomenon has since been known as the "Braess paradox." Figs. 1a and 1b show the network arrangement used by Braess. In Fig.  1 , point 1 is the origin of traffic flow and point 4 is the destination for the traffic flow. In Fig. 1a , there are two possible routes (124 and 134) for traffic to flow from origin to destination. Fig. 1b shows the same network, but with a new additional link between points (2,3). This additional link is traditionally referred to as the "Wheatstone bridge" in direct analogy with the classical Wheatstone electrical-circuit configuration presented in Fig. 2 . In his development, Braess concluded that the addition of the new link (2,3) in Fig. 1b can cause a detrimental reallocation of the existing traffic flow in routes 124 and 134, leading to a bottleneck and an eventual increase in the total travel time for the network users. With this work, Braess challenged the conventional wisdom of traffic planning-that construction of more roads should lead to less congestion and reduced travel times for all users of the network. His analysis showed that links designed to alleviate congestion problems on peripheral routes may cause the opposite effect. This led to a counterintuitive approach to network-performance enhancement: efficiency can actually be improved by removing network links for conditions where the Braess paradox holds.
The Braess paradox did not garner much attention when first identified in the 1960s. Resurgence in interest of the paradox has been sparked by the advent of large-scale "super-networks" (telecommunications, internet, electrical distribution, and energy transportation), exacerbated congestion problems, and increased system complexity. This renewed interest prompted Braess and collaborators to publish the English translation of his original paper for the first time nearly four decades later (Braess et al. 2005) , even though the concept of the Braess paradox had been introduced to the English-speaking community by Murchland (1970) . Over the past two decades, many investigators have studied the paradox in depth with respect to electrical distribution networks, road transportation networks, mechanical transmission networks, financial networks, and computational sciences (Cohen and Horowitz 1991; Arnott and Small 1994; Korilis et al. 1997; Korilis et al. 1999; Milchtaich 2006; Blumsack 2006; Blumsack et al. 2007; Nagurney et al. 2007; Lin and Lo 2009) . Media reports have also indicated that Braess' original insight has been used in several real-world circumstances to improve urban traffic flow by restricting vehicular access to certain areas (Kolata 1990; Wolmar 1994; Fisher 2002; Baker 2009 ). Increased recognition has indeed given the paradox its own Wikipedia entry since 2004. Blumsack (2006) and Blumsack et al. (2007) investigated the application of the Braess paradox phenomenon to large-scale electric power networks and found that the paradox indeed occurs in electrical circuits beyond the simple resistor networks described in Cohen and Horowitz (1991) . Unlike traffic networks, there is no queuing per se in electrical networks, but electrical topology and constraints on transmission links can have a major influence on how power generation assets are used. They showed that the total system cost (defined as the generation cost of serving a fixed amount of system demand) increased when the additional travel route or the Wheatstone bridge ( Fig. 2) was added in some locations. The study of the Braess paradox in large-scale electrical networks has suggested not only that network operations may be improved by removing links, but that network upgrade decisions are more complex than simply identifying and expanding the most constrained link. Keady (1993, 1996) presented the first and only studies to date attempting to evaluate the potential manifestation of the Braess paradox in fluid-transportation pipe networks. The authors investigated the paradox in the context of water-supply pipe networks where flow-rate vs. pressure-drop dependence could be described through a Hazen-Williams-type relationship ("power-law nonlinearity"). Their work examined the effects of the paradox in terms of its impact on the value of a power loss (or power consumed) function defined as ( ) ( , ) . The authors argue that the overall cost of fluid-transportation or network pumping requirements can be quantified in terms of changes in this power loss or usage function P. An increased network flow resistance would be associated with increased values of the P-power loss function; therefore, a Braess paradoxical effect would be evident if an increase in the conductivity of a network link could lead to an increase in power usage P. Using a succession of mathematical proofs, their work demonstrated that P is always a decreasing function of pipe conductivities as long as the same type of Hazen-William flow-pressure non-linearity (n in Table 1 ) is used to model flow in all network pipes and the network handles a fixed consumption and supply. Because this is the intuitive, expected behavior for a pipe-network system, Calvert and Keady concluded that the Braess paradox cannot occur in pipe-network systems modeled under such conditions. The authors also show that the Braess paradox may occur in these network systems if different powerlaw non-linearities (n) were to be used to model flow within different pipes in the same network. While an interesting finding in a mathematical sense, this conclusion had a limited practical implication because fluid network analysis is routinely carried out using the same constitutive equation applied to all network piping components, and therefore uniformly applies the same power-law nonlinearity (n) to all pipes. In our study, we show that even when n is identical for all pipes, Braess paradoxical effects can be observed in natural-gas-transportation networks under some conditions not considered in Calvert and Keady's original studies; derive conditions where the paradox can be observed in natural gas-pipeline networks; and discuss its potential impact on network performance. In our studies, the same flow/pressure drop non-linearity n is used to model flow in all pipes, as is customarily done in network analysis. We implement network equations that are more appropriate for the natural-gas context and honor the additional nonlinearities inherent to gas pipe flow (s=2 in Table 1 ) which are not present in liquid networks (for which s=1).
Analysis of Fluid-Transportation Networks
Pipe-network analysis entails the definition of the mathematical model governing the flow of fluids through a transportation and distribution system (Ayala 2013; Larock et al. 2000; Kumar 1987; Osiadacz 1987) . Pipeline systems that form an interconnected net or network are composed of two basic elements: nodes and nodeconnecting elements. Node-connecting elements can include pipe legs, compressor or pumping stations, valves, and pressure and flow regulators, among other components. Nodes are the points where two pipe legs or any other connecting elements intercept or where there is an injection or offtake of fluid. In pipe-network problems, the analysis consists of determining resulting flow though each pipe and associated nodal pressures. This can be accomplished on the basis of known network topology + − V and connectivity information, fluid properties, and pipe characteristics combined with mass conservation statements. The analysis assumes knowledge of the constitutive equation for each node connecting elemen (i.e., prior knowledge of the mathematical relationship between flow across the element and its nodal pressures). For the case of single-phase flow of fluids in pipes, these constitutive equations are well-known and are presented in Table 1 . Appendix A presents an abridged derivation of these constitutive equation for liquid and gas pipe flow from fundamental principles. In a nodal formulation, fluid-network equations are written on the basis on the principle of mass conservation (continuity) applied to each of the "N" nodes in the system. This yields "N-1" linearly independent equations that can be used to solve for "N-1" unknowns (i.e., nodal pressures) because one nodal pressure is assumed to be specified within the system. In this formulation, nodal mass conservation statements are written in terms of nodal pressures using the pipe flow constitutive equations in Table 1 , which yields for horizontal flow: 
Panhandle-B (modified panhandle) 0.03922 where q ij =gas flow through pipe linking nodes i and j (MSCFD), C ij =conductivity of pipe linking nodes i and j (MSCFD/psi), and p i =pressure at node i. In Table 1 , m represents the diameter exponent or power, s is the pressure power that describes the potential nonlinear dependency of fluid density with pressure, and n is the flow exponent ("power-law nonlinearity") of the constitutive pipe equation of choice used for the modeling. The value of n quantifies the type of "power-law non-linearity" used to model pipe flow in the network.
"Finding Braess" in Gas Networks
By drawing analogies with the electric network studies of Blumsack (2006) and Blumsack et al. (2007) , this work examines Braess's network arrangement in Fig. 1b in the context of gas networks. This configuration was also explored by Calvert and Keady (1993) for water networks. The Wheatstone network structure of interest, depicted in Fig. 3 in the context of gas transportation, is the simplest nontrivial network topology where Braess paradoxical effects have been reported in other network systems such as electrical distribution networks, transportation networks, and mechanical transmission networks. [Blumsack (2006) discusses some degenerate cases in two-node networks where Braess paradoxical effects can be observed, although these cases correspond to unrealistic real-life situations.] The structure consists of five pipes and four nodes with a total transportation capacity of Q t under the total pressure drop (p 1 -p 4 ). All pipes are modeled according to the generalized gas equation in Table 1 ( n=0.50, s=2) , from where all other gas-pipe equations are derived (Weymouth, Panhandle-A, Panhandle-B, and AGA as discussed in Appendix A). We also choose to work in terms of overall values of pipe conductivities (C ij ) that conform to Eq. 3. It is understood that varying a C ij -pipe conductivity value involves changing some characteristics of the fluid or flow properties and/ or the pipe geometry (diameter or length) according to the conductivity definitions presented in Table 1 . In this study, we define the existence of Braess's paradoxical behavior as a condition at which a conductivity increase in one of the network pipe links results in either of the following:
• An increased network transportation expense-i.e., an increase in total pressure losses within the structure: In such paradoxical situation, the removal of such an underperforming pipe link would be beneficial in terms of enhancing the system's ability to transport more fluid or reducing overall transportation costs. For the case of a Wheatstone structure, performance changes are typically monitored with respect to conductivity changes taking place in the redundant line (2,3)-the "Wheatstone bridge"-and the discussion is framed in terms of whether the potential addition or removal of such a bridge would improve or hinder performance.
Unconstrained Wheatstone Structures
Figs. 4 and 5 report pressure and flow rate changes in the Wheatstone configuration in Fig. 3 with respect to changes in the C 23 conductivity of the Wheatstone pipe bridge when edge-pipe conductivities are C 12 =C 34 =120 MSCFD/psi and C 24 =C 13 =60 MSCFD/ psi. Total pressure drop across the system (p 1 -p 4 ) is specified to remain constant and equal to 150 psia (Fig. 4) . Demand node is maintained at a constant pressure specification of 100 psia (Fig. 4 ). For this fixed total pressure-drop situation, we study the ability of this network to increase or decrease the total amount of natural gas being transported (Q t ) as the overall network conductivity changes through C 23 . Simulation is unconstrained [i.e., pipes are assumed to be able to handle increases in pressure and flow without placing any restrictions as the conductivity of the (2,3) bridge changes]. C 23 -value increases can be accomplished using larger pipe diameters or with additional pipeline looping within the section. In these figures, the limit C 23 à0 (left side region) represents the situation where the pipe bridge is removed from the network, while C 23 à∞ (right side region) represents the limiting situation where nodal pressures p 2 and p 3 converge toward each other because of the infinitely conductive path. Barring any paradoxical effects, one would expect the total transportation capacity of the system (Q t ) to increase when the system is made more conductive. for all values of C 23 (bridge conductivity) (i.e., an increase in bridge conductivity leads to an increase in transportation capacity for the entire network). Figs. 6 and 7 alternatively examine the case where total desired transportation capacity is held constant (Q t =25 MMSCFD), and one examines the variable cost (p 1 -p 4 ) that might be associated with the operation when C 23 changes.
Pipe conductivities remain at C 12 =C 34 =120 MSCFD/psi and C 24 =C 13 =60 MSCFD/psi and demand node is maintained at 100 psia. Simulation remains unconstrained, with no restrictions placed on the ability of any of the pipes to handle the associated volumes and pressures as system conductivity increases. Fig. 7 shows, again, that for the proposed scenario, (7) where it is clear that it becomes progressively easier, and thus less expensive, to transport the specified Q t =25 MMSCFD fluid volume through this system if network conductivity is increased by C 23 .
In order to generalize these observations for any gas Wheatstone system, as to rule out the possibility of the existence of any other permutation of C 12 , C 34 , C 24 , C 13 , Q t, p 4 that might change the direction of the inequalities stated in Eqs. 6 and 7, we seek an analytical expression for these derivatives. The difficulty in doing so lies within the significant nonlinear nature of the resulting equations and the presence of the nonlinear flow (n) and pressure (s) powers involved in gas analysis. In order to overcome this, we invoke the linear-pressure analog transformation proposed by Ayala (2013) . The method consists in defining an alternate, analog system of pipes that obey a much simpler pipe constitutive equation (i.e., a linear-pressure analog flow equation), which is written for horizontal flow as follows: (8) where L ij is the value of the linear pressure analog conductivity. Note that Eq. 8 uses the flow-pressure drop dependency prescribed by the Hagen-Poiseuille's law (n=1) for liquid flow (s=1) listed in Table 1 . Consequently, the proposed analog seeks to map the highly nonlinear gas-flow network problem into a much more tractable liquid analog model for laminar flow conditions. When gas-pipe flows are recast in terms of such linear pressure analog, nodal mass balances used in nodal formulations (Eq. 2) collapse to a much simpler (and more importantly, linear) set of algebraic equations shown here: which can be never true regardless of C ij and T ij values. Please note that this is an inequality that is independent of values of bridge conductivity, Q t , and p 4 specifications. Therefore, it is concluded that the Braess' paradox will never occur in unconstrained two-terminal (one supply node, one demand node) Wheatstone gas-transportation structures [Blumsack (2006) discusses ways to generate Braess' paradox in two-terminal networks with quantity transfer constraints along specific network branches]. This is actually consistent with the trends depicted in Figs. 4 through 7, which we now recognize are general trends, and corroborates the findings of Calvert and Keady (1993) for water networks. Calvert and Keady's work had stated that unconstrained fluid networks for which pipes are modeled with the same type of power-law nonlinearity (n), much as we have considered throughout our study, should not exhibit Braess's paradoxical behavior.
Constrained Wheatstone Structures
A key assumption in our previous examples was to accept that all pipes were physically able to handle any amount of flow and pressure regardless of the operational changes imposed on the system ("unconstrained" modeling). In reality, there are physical limits to pipeline mechanical strength and to pipe capacity. If we were to acknowledge pipe's physical capacity limits in terms of maximum allowable pressure (MAOP) ratings and associated maximum pipe capacity (q max ), a different picture can emerge. In doing so, we now model the system under "congested" (constrained) conditions as illustrated in Fig. 8 .
Unconstrained modeling the Wheatstone structure in Fig. 3 demonstrated that adding the Wheatstone bridge at (2,3) rerouted parts of the flow from node 2 towards node 3, with the net effect of increasing the pressure at node 3 (p 3 ) and consequently increasing the flow handled by pipe (3,4) (see Figs. 4 through 7) . This model assumed that pipe (3,4) had the strength necessary to handle the increased mechanical stress. Let us now assume that the maximum allowable pressure for safe operation of pipe (3,4) is reached by node 3 at some point during the pressure ramp-up depicted in Figs. 4 and 7.
Figs. 9 and 10 show the associated network performance when the maximum allowable pressure at node 3 is placed at, say, 160 psia. Again, C 12 =C 34 =120 MSCFD/psi, C 24 =C 13 =60 MSCFD/psi, p 4 =100 psia (specified). Please note that by constraining node 3 not to reach pressures beyond 160 psia, the maximum capacity of pipe (3,4) is constrained to q max =15 MMSCFD. Fig. 9 shows that the network ability to transport (Q t ) can be significantly hindered when pipe (3,4) is congested, despite the fact that the network conductivity is increasing. In Fig. 9 , once pipe (3,4) gets congested, further increases in bridge conductivity only make matters worse. Interestingly, the elimination of the bridge would eliminate the congestion at (3,4) and restore the ability of the network to transport 25 MMSCFD of gas.
It is also possible to reverse the observed response of total network transportation capacity (Q t ) to changes in C 23 by manipulating conductivity values for the noncongested pipe edges. Figs. 11 and 12 show, for example, updated network performance snapshots when uncongested pipe edges have conductivities of C 12 =60 MSCFD/psi and C 24 =C 13 =120 MSCFD/psi and the conductivity and pressure rating constraints of the congested pipe are maintained (C 34 =120 MSCFD/psi, p max =160 psia). While it is apparent in Fig. 11 that the original Q t -paradoxical effect of Eq. 12a has been successfully reversed [∂Q t /∂C 23 >0], it is interesting to note that the situation remains paradoxical because (12b) i.e., in both situations, congestion has led to the appearance of the paradox within the network system.
It should be noted that the sign reversal in ∂Q t /∂C 23 is directly linked to the flow-direction reversal in the bridge pipe (2,3). This is evident from q 23 <0 in Fig. 11 and p 3 >p 2 in Fig. 12 . In other words, network properties were manipulated in a way such that the direction of flow in the bridge pipe was reversed and the situation forced a fluid rerouting within the network that affected ∂Q t /∂C 23 . It is 
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Embedded Wheatstone Structures
Even when one overlooks the effects that pipe congestion can have on transmission networks, we have found that Braess paradoxical behavior is possible when uncongested Wheatstone structures are found embedded within a larger network. This situation is depicted in Fig. 13 . Q t is the total transportation capacity of the substructure, k⋅Q t is the amount of fluid leaving the substructure at node 2, and (1-k)⋅Q t is the amount leaving at node 4. In this depiction, k is the fluid takeoff ratio (0<k<1) prescribed by downstream conditions found in the larger network. Please note that the condition k=0 collapses this formulation to the same unconstrained Wheatstone models presented earlier for which no paradox exists. It can be demonstrated that varying demand requirements imposed on the Wheatstone structure by the larger network (i.e., a varying value of k) can play a pivotal role in the manifestation of the Braess paradox within the substructure.
Figs. 14 and 15 revisit the unconstrained Wheatstone scenario (assuming fixed Q t ) of Figs. 6 and 7, where all network properties are identical (C 12 =C 34 =120 MSCFD/psi, C 24 =C 13 =60 MSCFD/ psi, Q t =25 MMSCFD, p 4 =100 psia) except that fluids can now leave through nodes 2 and 4 (k≠0). In this scenario, 9 MMSCFD are leaving through node 2 (k=0.36) and 16 MMSCFD through node 4 (1-k=0.64). Simulation is unconstrained (i.e., pipes are assumed to be able to handle increases in pressure without restrictions as bridge conductivity changes). It is noted that Figs. 14 and 15 (k=0.36) essentially mimic the network performance trends of Figs. 6 and 7 (k=0) where no evidence of paradoxical behavior was found. This, however, is largely dependent on the value of the fluid take-off split k demanded of the Wheatstone substructure by the larger network. We have established that there may exist a fluid take-off split condition (k) able to trigger the appearance of the paradox. Figs. 16 and 17 reexamine the same scenario when more (1−k)*Q t gas (15 MMSCFD) is being demanded at node 2 (k=0.60). Fig. 17 shows that such a demand increase has triggered the paradoxical condition, in which inlet-pressure requirements can only increase if network conductivity is increased. In such situation, the counterintuitive action of removing the pipe link (2,3) would actually improve the performance of the substructure. Close examination of Figs. 14 through 17 reveals that appearance of paradoxical effects is directly linked to the occurrence of flow reversals at the (2,3) Wheatstone bridge. Such events can be analytically predicted. By invoking the linear analog method, it can be demonstrated that there exists a critical value of k (k c ) that controls the flow reversal at the bridge and thus the sign of Fig. 18 , where it is shown that all values of k>k c =0.50 force flow reversals in the bridge (q 23 <0) for the stated conductivities. Fig. 19 demon- Eq. 15 establishes that unconstrained Wheatstone networks with C 12 C 34 >C 24 C 13 will always have associated a positive value of k c >0 at which paradoxical behavior may become possible. This rules out paradoxical behavior for such networks when k=0 (<k c ), which further corroborates our earlier findings in unconstrained two-terminal networks (one source and one sink). Fig. 20 displays the sensitivity of critical fluid takeoff ratio with respect to changes in edge-pipe conductivities for the case C 12 =C 34 =120, C 24 =C 13 =60 MSCFD/psi, which has k c =0.50 as its base case. Fig. 20 , the rest of the conductivities remain at its original values while only one of them changes. It becomes clear from this figure that careful manipulation of edge conductivity values can recreate conditions at which the paradox can be avoided or induced for different conditions of fluid takeoff at node 2.
T T C C T T C C T C T C T C
Along any line in
We finalize our discussion with an important observation about the selection of the mathematical criteria used to identify or rule out the presence of Braess paradoxical behavior in fluid networks. As discussed throughout our manuscript, we have used the detection criteria stated in Eqs. 4 and 5. Calvert and Keady (1993) , however, used the concept of power loss or usage function given in Eq. 1, and defined the paradox as a situation that caused network power consumption P to increase when conductivity increases (i.e., ∂P /∂C 23 >0). The authors also constrained their definition to cases where transportation capacity Q t was held constant. Fig. 21 shows the results of applying the power-loss function definition in Eq. 1 to all cases shown in Fig. 19 . In all these cases, transportation capacity Q t is being held constant. Notably, it is evident that Figs. 19 and 21 convey very different and contradictory messages of paradox detection. According to Fig. 21 and Calvert and Keady's criteria, no paradoxical behavior is present in any of the embedded Wheatstone scenarios presented in Fig. 19 given that ∂P /∂C 23 <0 for all ks. This is actually consistent with Calvert and Keady's development, which had ruled out the possibility of paradoxical behavior in unconstrained three-terminal Wheatstone structures (and any other fluid network structure for that matter) that used the same power-law non-linearity (n) to model fluid flow in all pipes, as has been done in this study. Fig. 19 clearly shows, however, that paradoxical behavior is present at all ks>0.50. Transportation costs in gas networks are directly linked to the fuel consumption of compressors driving the process. An operator handling a compressor at node 1, in charge of delivering the required system's inlet pressure p 1 , would observe that the system's power (fuel) consumption would only increase when conductivity increases, given that the required compressor discharge (p 1 ) keeps moving up along with conductivity for ks>0.50 (Fig. 19) . For this case, the power loss function in Eq. 1 fails to capture such a power (fuel) consumption increase. This seems to suggest that Eq. 1 is able to diagnose false negatives when used as a screen to predict Braess paradoxical behavior. The imprecision of the power-loss function is further illustrated in Fig. 22 , which examines the behavior of the power-loss function for all other cases considered in our study. The curve in Fig. 22 labeled "Figs. 6 and 7" assumes a constant level of gas demand Q t ; in this case, the power-loss equation correctly predicts that the Braess paradox will not occur. For all other cases in Fig. 22 , use of the power-loss screen yields a false result-either the powerloss equation predicts paradoxical behavior when in fact none is exhibited. or the power-loss equation fails to correctly predict the presence of paradoxical behavior. These findings leave the door open for potential detection of paradoxical behavior in fluid networks that had originally been ruled out by Calvert and Keady's study as unable to exhibit the Braess paradox.
Conclusions
Managing natural gas infrastructure networks in the face of increasing supplies and potentially shifting sectoral demands is a complex challenge. The traditional response to scarcity in network infrastructure has been to increase network capacity, either overall or in certain targeted areas. While we do not question the need for new infrastructure in many situations, we question the conventional wisdom that building more is always better. In particular, our analytical experiments with simple natural-gas networks suggest that industry should pursue a dual strategy of upgrading severe bottlenecks while simultaneously examining existing assets with a fresh perspective toward improved use. In particular, we suggest that a process of identifying and removing underperforming pipe links would, in some cases, be a lower-cost alternative to achieve a given measure of improved network performance. We also find that in some cases, changes in network topology or/and demand conditions can lead to reversal of fluid flow. Flow reversals can cause paradoxical behavior to appear in networks and cause them to disappear when they already exist [negation of the paradox caused by flow reversals triggered by increased network demands is a conclusion that is similar to that of Nagurney (2010) for traffic networks]. This finding suggests that decisions on the operational time frame may, in some cases, be sufficient to negate or reverse the paradox. Flow reversals that can negate or support Braess's paradoxical behavior are only possible in networks with built-in backup or redundant routes. This is the case for many large, complex networks where reliable and continuous delivery of a commodity is a priority and the likelihood of any delivery disruption is minimized by creating multiple (redundant) delivery paths. Because Braess's paradoxical behavior is inextricably linked to the possibility of flow reversals within the structure, single pipes, pipes in parallel [with some special exceptions as Blumsack (2006) has discussed], pipes in series, and any branching, loopless networks may not exhibit Braess paradoxical behavior. In these simpler, loopless structures, changes in network conductivity or supply/demand conditions essentially rescale pipe-flow magnitudes, but do not alter any of the pipe-flow directions, thus negating the possibility of paradoxical behavior. It was shown, however, that not all flow reversals are necessarily detrimental to network performance, as was clearly the case for unconstrained two-terminal Wheatstone structures.
The analytical experiments presented in this paper demonstrate that the Braess paradox can manifest itself in natural gas networks, where the "user cost" is defined in terms of commodity deliverability or pressure requirements. Our analysis essentially confirms some conclusions of Calvert and Keady (1993) , but reevaluates and extends their findings by using network equations that are more appropriate for the natural-gas context. We also highlight potential inconsistencies in Calvert and Keady's method for evaluating the paradox in fluid networks, finding that the use of their screening function (the power-loss equation) can lead to false-negative or false-positive diagnoses of paradoxical behavior. While much of the attention of this paper has been on the Wheatstone network structure [drawing analogies with Blumsack (2006) and Blumsack et al. (2007) ], we emphasize that identifying paradoxical topologies in natural-gas networks is more complex than simply identifying all possible Wheatstone subnetworks. In particular, when natural-gas networks are constrained in some way, it is possible to see the paradox in a series-parallel topology with built-in redundancies [Blumsack (2006) also found this for electrical networks]. The process of "finding Braess" in large networks entails the identification of all backup routes or network redundancies prone to flow reversals and evaluation of their overall effect on network performance. Phillips (2012) has explored this avenue for natural-gas networks with as many as 100 pipes and has presented a methodology for testing such networks that decomposes them into smaller equivalent substructures. She has also applied an economic model that evaluates the best options available to a network operator for cases where the paradox has been detected in the network.
Nomenclature A = pipe cross-sectional area, L 2 B = number of pipe branches in a pipe network C HW = Hazen-Williams dimensionless roughness coefficient C ij = pipe conductivity of pipe (i,j) used in generalized gas flow equation, L 4 m -1 t d = pipe internal diameter, L D = fluid demand at a node in a pipe network, L 3 t -1 e = pipe roughness, L e f = pipe flow efficiency factor f F = Fanning friction factor FD = AGA drag factors g = acceleration of gravity, L t -2 g c = mass/force unit conversion constant, m L F -1 t -2 (32.174 lbm ft lbf -1 s -2 in Imperial units; 1 Kg m N -1 s -2 in SI ) h = elevation with respect to datum, L k = fluid takeoff ratio for the embedded Wheatstone structure L = pipe length, L L ij = linear-analog pipe conductivity, L 4 m -1 t m = diameter power or exponent MW = molecular weight, m/n n = flow power (exponent) or power-law non-linearity N = number of nodes in a pipe network p = pressure, m L -1 t -2 P = power-loss function in Eq. 1 q ij = gas flow rate at standard conditions for pipe (i,j), L 3 t -1 Q t = total transportation capacity of pipe network, L 3 t -1 r ij = pressure ratio for the linear-pressure analog method R = universal gas constant, m L 2 T -1 t -2 n -1 (10.7315 psia-ft 3 lbmol -1 R -1 in English units or 8.314 m 3 Pa K -1 gmol -1 ) s = pressure power in pipe-flow equation S = network supply at a given node SG G = gas specific gravity T = absolute temperature T ij = analog conductivity transform v = fluid velocity, L t -1 W = mass flow rate, m t -1 x = pipe axial axis, L z = pipe elevation axis; or axial component, L Z = fluid compressibility factor a = rate-dependent integration term in the energy balance, m 2 L -5 t -2 b = elevation-dependent integration term in the energy balance, L t -2 g L = liquid specific weight, m L -2 t -2 h = gas density dependency on pressure k W ,k PA ,k PB = unit-dependent constants for the gas friction factor equations m = fluid dynamic viscosity, m L -1 t -1 p = ratio of the circumference of a circle to its diameter=3.14159265… r = fluid density, m L -3 s G = unit-dependent constant for the gas-flow equation, T t 2 L -2 s L = unit-dependent constant for the liquid flow equation, L t -2 f = gas density dependency on pressure, t 2 L -2 W G = conductivity coefficients in the linear-analog network formulation (Appendices B and C) T f dp dp dp dp dx dx dx dx In pipeline flow, the contribution of the kinetic energy term to the overall energy balance is considered insignificant compared to the typical magnitudes of friction losses and potential energy changes. Thus, by integrating this expression from pipe inlet (x=0, p=p i ) to outlet (x=L, p=p j ) and considering W=rvA with A=pd 2 /4, one obtains (32
For the flow of liquids and nearly incompressible fluids, density integrals can be readily resolved and volumetric flow through a horizontal pipe is shown to be dependent on the difference of linear end pressures (s=1), corresponding to the Darcy-Weisbach 
and which captures the dependency of friction factor, pipe geometry, and fluid properties on the flow capacity of the pipe. Depending on the type of friction factor correlation used to evaluate pipe conductivity, Eq. A-3 can be recast into the different traditional forms of gas-pipe-flow equations available in the literature such as the equations of Weymouth, Panhandle-A, Panhandle-B, and AGA shown in Table 1 and other popular forms (Ayala 2012; Mohitpour et al. 2007; Menon 2005; Kumar 1987; Osiadacz 1987) .
Appendix B-Unconstrained Wheatstone Structures
In terms of its linear analog, the pressure response of the unconstrained Wheatstone network structure delivering a total and fixed rate Q t of natural gas at a fixed delivery pressure specification at node 4 (p 4 ) is given by 
Appendix C-Embedded Wheatstone Structures
The pressure response of an unconstrained Wheatstone network transporting a known total rate Q t to nodes 2 and 4, where a k*Q t fraction (0<k<1) is demanded at node 2 and the rest is delivered at node 4, can be written in terms of its linear analog as follows: where the pressure at node 4 is assumed to be known or specified. The solution of this system of equations yields: 12 34 24 13 
