ABSTRACT Human facial age estimation has been widely used in many computer vision applications, including security surveillance, forensics, biometrics, human-computer interaction (HCI), and so on. We propose a facial age estimation method oriented to non-ideal facial imagery. The method consists of image preprocessing, feature extraction, and age predication. First, we preprocess non-ideal input images in RGB stream, luminance modified (LM) stream, and YIQ stream. Then, we leverage the deep convolutional neural networks (DCNNs) to extract the feature of images preprocessed in each stream. To reduce the training data volume and training complexity, we adopt the transfer learning to build the DCNN structure. With the extracted feature, the weak classifier equipped at every stream is designed to obtain a weak classification prediction of the age range. Moreover, in order to generate estimation, we use the ensemble learning to fuse the three weak classifiers. We design an integrated strategy algorithm based on the combination of voting method and weighted average method. The simulation results show that our proposed algorithm can improve the an exact match (AEM) and an error of one age category (AEO) by 4.75% and 6.75% compared with the best AEM and AEO of the three weak classifiers. Furthermore, in comparison with the unweighted average method, our proposed algorithm can improve the AEM and AEO by 8.68% and 12.79%, respectively.
I. INTRODUCTION
With the rapid development of computer vision and pattern recognition, the human face detection and recognition technologies have been increasingly improved. As a representative technique, the facial age estimation can be widely used in the computer vision field including surveillance monitoring and security control [1] , [2] , Human-Computer Interaction (HCI), Electronic Customer Relationship Management (ECRM), user preference analysis system and so on. For example, with an efficient facial age estimation embedded in the front-end monitoring camera, we can prevent juveniles from purchasing cigarettes and banned drugs from shops or vending machines. We can forbid children from browsing
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harmful websites (violence, pornography, and murder, etc.) via an age information detection system. In the social security, the transfer funds through automatic teller machines can be carried out by age-specific people, and thus can be alerted in advance by the age estimation system. In addition, enterprises can excavate more helpful information of commercial value to satisfy customized needs based on users' age information. Driven by the important applications aforementioned, the facial age estimation has been drawing more and more research interests in recent years [3] - [7] .
However, the age estimation from facial images suffers from several challenges as follows.
• Distinct facial features. On the one hand, the facial features of individuals are diverse due to the individual differences in living environment, social attribute and genetic properties. On the other hand, the time-varying FIGURE 1. Framework of the proposed age estimation method. It consists of image preprocessing, facial image feature extraction, and age prediction. The input image is preprocessed in RGB Stream, Luminance Modified Stream, and YIQ Stream separately. Three different pre-trained DCNNs equipped with softmax are used to implement feature extraction and age estimation as the weak classifiers. Finally, the ensemble learning module fuses the three weak classifiers to generate a more accurate estimation.
disturbance of facial features depends on the stages of human growth [8] . Specifically, at the adolescent stage, the facial shape is a key time-varying feature due to the craniofacial growth. From the middle-age to old stage, the facial texture becomes a key time-varying feature due to the skin transformation. Therefore, it is difficult to propose a generic model to extract features of individuals' facial images at different age stages.
• Insufficient facial data. We can only obtain some incomplete facial image datasets that either are lack of age labels or unevenly cover some age stages without labels. Therefore, it is difficult to obtain a complete facial image dataset in which everyone has facial images covering all age stages with labels.
• Non-ideal facial images. The presentation of facial images can be affected by the unbalanced ambient illuminance, shooting angle and distance, and background complexity [9] . Different from males' facial images, the females' facial images might be embellished via cosmetics. It implies that in general, we can obtain nonideal facial images, instead of the legible ones. To overcome these above challenges, we aim at predicting the age range for non-ideal facial images through image preprocessing, feature extraction, and age prediction, as illustrated in Fig. 1 .
In the image recognition, the image preprocessing technique is indispensable. In the literature, many image preprocessing methods have been studied for the image recognition [10] - [12] . These existing methods mainly focused on preprocessing ideal images by noise filtering, gradient function, threshold method, geometric transformation, etc. Therefore, they cannot be applied to preprocess non-ideal facial images. To this end, we construct a three-stream model to jointly preprocess the original image data in RGB stream, LM stream, and YIQ 1 stream. The RGB stream is used for capturing the characteristic of original input RGB images. The LM stream is used for preprocessing the input RGB images based on the method of Gray World's color equalization [13] . By doing so, we can improve the illuminance balance of non-ideal facial images influenced by unbalanced ambient illumination. The YIQ stream is used for preprocessing the input RGB images into YIQ color space. Thanks to the sensitivity of YIQ images towards the skin-color regions, we consider that YIQ images are more suitable for feature extraction when original images have many unrelated and complicated background information.
Then, we apply the DCNNs to extract the feature of the proprocessed facial images. The existing literature [14] , [15] demonstrated that DCNNs had superior performance on image recognition compared with the artificial feature extraction methods [16] , [17] . However, the use of the DCNN approach requires a large amount of data and training time to facilitate a complex end-to-end feature extraction and classification process [18] . To overcome this bottleneck, we employ the transfer learning [19] to build the DCNN structure. We modify the structures of the pre-trained DCNNs on ImageNet [20] by designing the new Fully-Connected (FC) layers to replace the original FC layers. The reasons for this modification are twofold. First, modern pre-trained DCNN architectures in [21] , [22] are proposed for a generic 1000+ object classification tasks (e.g., Fig. 3A in this paper), while our task classification is not designed for such a large number of categories. Second, the parameters of FC layers in the unmodified DCNNs are redundant, which thus enable 1 YIQ is the color space used by the National Television Standards Committee (NTSC) color TV system, in which Y, I, Q stand for luminance, in-phase, quadrature-phase, respectively. VOLUME 7, 2019 us to reduce the number of parameters appropriately for accelerating the training rate.
With the extracted feature, a classifier is required to be equipped at every stream to obtain a weak classification prediction of age range. In the literature, there are many classifiers for image classification [23] , [24] , e.g., k-NearestNeighbor (kNN), Support Vector Machine (SVM). Particularly, the softmax has been widely used in the DCNN structure for image classification, and it can project the prediction result on a probabilistic space (i.e., determining the label of each image by probability) [21] , [22] . Thus, we use the softmax equipped at every stream as a weak classifier. Similar to [25] , when designing the softmax, we divide the main age range of human into 6 labels with each label covering the interval of ten years. In order to generate a better prediction result, we use the ensemble learning to fuse the three weak classifiers. Inspired by the strategies in [26] , [27] , we propose an integrated strategy algorithm based on the combination of voting method and weighted average method. By properly adjusting the thresholds for combination, our integrated strategy can outperform the conventional methods.
The main contributions of this paper are summarized as follows.
• We construct a three-stream model based on DCNNs to implement the facial age estimation oriented to nonideal facial imagery. In our model, since each stream carries out distinct image preprocessing, the three-stream model can improve the accuracy of image classification through eliminating adverse factors of original images.
• We modify the structure of DCNNs and use the approach of transfer learning to simplify training procedure, which help us reduce the training time and overcome the data insufficiency of training models.
• We propose an integrated learning strategy for fusing weak classifiers. Specifically, by adjusting the artificial threshold coefficients, we can explore the best performance of the integrated model. The experiment result shows that our proposed algorithm can improve the AEM and AEO by 4.75% and 6.75% compared with the best AEM and AEO of the three weak classifiers. Furthermore, in comparison with the unweighted average method, our proposed algorithm can improve the AEM and AEO by 8.68% and 12.79%, respectively. The rest of this paper is organized as follows. In Section II, we briefly introduce the related work. In Section III, we present the structure of the three-stream model and the design principle of the advanced integrated strategy algorithm in detail. In Section IV, we provide simulations to show the effectiveness of our proposed model. Finally, we summarize this work and discuss further directions in Section V.
II. RELATED WORK
Most existing facial image recognition methods are based on chrominance planes [28] . However, the chrominance based methods only work well under ideal luminance and low noise conditions. To overcome the non-ideal conditions, the main image preprocessing technique is the color space modeling. In [13] , Lei et al. proposed a new color space model based on the combination of YIQ and YUV color spaces and used multi-threshold decision criteria for facial region recognition. Their method can enhance the facial skin extraction and eliminate the downside of the complexity background. In [29] , Zhang et al. proposed a computational color constancy model which can directly remove the effect of ambient illuminance instead of estimating the ambient illuminance. The authors of [30] employed the HSV and YCbCr color spaces to transform the pixel of images. With the Histogram and Gaussian Mixture Model (GMM), they achieved the classification of skin region and non-skin pixels of images. In [31] , Ganesan and Rajini pointed out that the intensity information was separated from color data of images in YIQ color space. Thus, the similar images were easily distinguished by using the characteristic of YIQ color space. The luminance modification and noise removal based on the above methods are important preconditions for facilitating the feature extraction.
In general, the feature extraction technology can be divided into artificial feature extraction and non-artificial feature extraction. The latter is generally based on deep learning networks. Kwon and Lobo [16] firstly explored the anthropometric model for facial age estimation. They used a special combination rule to permit categorization of a face into one of three classes. The authors of [17] proposed an automatic age estimation method named AGing pattErn Subspace (AGES). This method sorts the face images of different ages of a person by time to construct an aging model. It is worth noting that the performance of AGES is comparable to the human observers. However, AGES requires a large dataset with many facial images for the same individual in different ages. In [32] , Fu et al. proposed a novel age estimation framework. The authors found that the aging face images showed a sequential pattern of low-dimensional distribution due to the temporal features of age progress, and thus they adopted the manifold learning methods to build an aging trend model with a multiple linear regression function. The model was based on the images of different individuals in different ages, and it was more flexible in data collection and application compared to AGES. The authors of [25] presented the application of the Local Binary Patterns (LBP) for automatic age classification. The extracted LBP feature of the facial image was connected for a face descriptor. By comparing the face descriptors of images, the authors classified the images of FERET database into 6 age classes.
The development of deep learning offers the access to extract facial image features in non-artificial approaches. In [14] , Levi et al. used Convolutional Neural Networks (CNN) for age classification and improved the accuracy of classification greatly in comparison with artificial feature extraction scheme. Hosseini et al. [15] proposed a convolutional neural network based architecture for joint age-gender classification, where they used the Gabor filter responses as the input. The authors of [15] also concluded that increasing the width of CNN can increase the accuracy of the overall system. In [33] , Duan et al. proposed an ensemble structure referred to as CNN2ELM, which included CNN and Extreme Learning Machine (ELM). The system uses three networks pre-trained by age class, gender class, and race class, respectively. The ELM classified the fusion results of three networks into one of the age groups to achieve a narrow age range.
After building the feature extraction models, it is vital to implement the age estimation algorithm to get the predicted results for input images. In [34] , Lanitis et al. described a quantitative evaluation of the performance of different classifiers in the automatic age estimation. They had tested many classifiers including a shortest distance classifier, artificial neural network based classifiers, and a classifier based on the use of quadratic functions for modeling the relationship between parameters and age. In [23] , the Support Vector Machine (SVM) and Support Vector Regression (SVR) were used for age prediction. The experimental evaluations in [23] showed that the performance of classification and regression is dependent on specific facial image data. Shi et al. [35] developed a precise image classifier using a DCNN equipped with the cascaded softmax. Particularly, their proposed image classification framework is independent and can be applied to any DCNN structures.
III. PROPOSED METHOD
In this paper, we focus on the design of facial age estimation method for the non-ideal facial images. Our proposed method includes three key ingredients: image preprocessing, facial image feature extraction, and age prediction, as shown in Fig. 1 . First, we preprocess the nonideal input images in RGB stream, LM stream, and YIQ stream, respectively. Then, we apply the DCNNs for the facial image feature extraction. After that, we perform the age prediction with the DCNN-based three-stream model. Specifically, each stream builds a weak classifier according to its own categorical prediction obtained by the softmax. Finally, the age prediction results of the three weak classifiers are integrated into the ensemble learning module which works as a strong classifier to improve the accuracy of the classification prediction.
In the following, we illustrate the three ingredients one by one in details.
A. IMAGE PREPROCESSING
We define the three streams as RGB stream, LM stream, and YIQ stream according to their corresponding image preprocessing, respectively. Specifically, the preprocessing procedure of the RGB stream is to maintain the original input image invariant. The preprocessing procedure of the LM stream is to reduce the impact of ambient illumination through the Gray World's color equalization method. The preprocessing procedure of the YIQ stream is to transform the RGB space of the input image into YIQ space to facilitate the sensitivity of DCNN to skin region.
1) RGB STREAM
RGB is characterized as a basic color space based on the three primary colors: red, green, and blue. Most existing images are in the form of RGB. RGB color space is superimposed in different proportions of the three primary colors to produce rich and extensive colors. The progress is illustrated as
where r, g, b are the proportions of corresponding colors, C refers to an image, and c is the pixel of C. In the image recognition, the feature information extracted by DCNN is the proportion of primary colors of each pixel of the images.
2) LM STREAM
The ambient illumination of the images plays an important role in the facial age estimation. The feature extraction shall be greatly simplified if the luminance of all images are similar for DCNNs. To this end, we follow the Gray World's color equalization method [13] to implement the process. The process is illustrated as follows: i) Calculate the mean value of the RGB components of the image, marked as R avg , G avg , and B avg , respectively. And then, calculate the average gray value ζ of the image.
ii) Calculate the gain coefficients and reconstruct RGB components c * (R), c * (G), c * (B) for each pixel c of the input image.
iii) Adjust the value of the new components to the rang [0, 255].
The processing effects of some images are exhibited in Fig. 2 . Through comparison, we find that the processed images present more similarity in luminance. For instance, Fig. 2(F) and (G) relate to dim and light ambient illumination VOLUME 7, 2019 FIGURE 2. The results of color equalization applied for images on Wikipedia dataset. Original images are in the first row, and processed images are in the second row. We provide the results of seven sets of images.
of original images, respectively. But they are processed to have a better luminance balance on their luminance modified images. The results validate that Gray World's color equalization method can effectively improve the luminance balance of images.
3) YIQ STREAM
In general, human eyes are more sensitive to changes in the orange-blue (i.e., I) color range than the purple-green (i.e., Q) color range. Compared to the RGB representation, the YIQ representation can take advantage of the characteristics of human eyes through representing the luminance information (in Y) and the chrominance information (in I and Q) of images.
The complicated and various background of images is the adverse factor for facial age estimation. Although DCNN can extract more facial information, the background information is also detrimentally extracted. Therefore, we utilize YIQ space of images to facilitate the sensitivity of DCNN to skin region. The conversion from RGB space to YIQ space is determined by the following equation (8) . 
The component I of YIQ space is closely related to human skin color. Previous study [13] gives the criterion rang setting of I ∈ [20, 90] for skin color recognition. We believe that it is an important feature for DCNN extracting more facial features than the background features. In other words, for the non-ideal facial images, the component I of skin region has the same fixed range, while the background may differ a lot. Hence, the DCNN of YIQ stream can be more sensitive to the skin region feature of the input image compared with the RGB stream and LM stream.
B. FACIAL IMAGE FEATURE EXTRACTION
We employ DCNNs for image feature extraction. For the sake of illustration, our mentioned convolutional layers (as shown in Fig.1 ) refer to the part of common DCNNs without FC layers.
Modern DCNNs architectures are trained based on huge datasets, e.g., ImageNet. Due to the unacceptable time consumption of training these models from end to end and the limited applicability of models oriented to our target classification task, we adopt the transfer learning. The previous study [18] indicates that each convolution layer in the DCNN extracts a distinct feature among of which the lower layers provide fundamental features of images such as texture and basic shape, while the higher layers carry more information that is increasingly more specific to the original image. According to this principle of transfer learning, we rebuild the architectures of the pre-trained DCNNs. Specifically, the convolutional layers of the modern DCNN are kept as the transfer learned parameters for general feature extraction while the original FC layers of the modern DCNN are replaced by the self-defined FC layers (as shown in Fig.3 ). The existing DCNNs are designed for the multi-classification such as 1000+ object classification based on ImageNet (i.e., Task A in Fig. 3) . Consequently, parameters of these existing DCNNs' FC layers are redundant to implement our target task. The self-defining new FC layers aims to reduce the number of the parameters of FC layers. The structure of the self-defined FC layers consists of two FC layers and one softmax (as shown in Fig. 1 ). The FC 1 has 1024 interfaces, and FC 2 has 512 interfaces. The activation function of both FC 1 and FC 2 is ReLu [36] .
The depth and difference in the structure of modern DCNNs increase the uncertainty of feature extraction performance. To explore this uncertainty, we employ two structures of modern DCNN (VGG19 and InceptionV3) for image feature extraction. Empirically, VGG19 is distinguished by the network deepening, while InceptionV3 has a more powerful convolution module function. At the training stage, each stream shall choose the better structure according to their performance working on the training and validation datasets.
C. AGE PREDICTION
We implement age prediction with the ensemble learning method. Ensemble learning generally obtains a strong classifier that achieves a significantly superior performance compared to individual classifier (as shown in Fig. 4 ). Generally speaking, the classification results of ensemble learning can be improved when individual classifiers are required to have the well but different characters. In other words, the classification results of each individual classifiers must be different while also being sufficiently accurate. As explained above, our three-stream model meets the requirements of ensemble learning design due to the variety of data preprocessing and DCNNs. The role of the ensemble learning module in the age prediction (as shown in Fig. 1 ) is to combine the three individual streams efficiently. In this module, each individual stream not only keeps the specific prediction capacity, but also shares the predictive information with others. In fact, there is often more than one kind of adverse factors within a non-ideal facial image. Thus, multi-stream integration plays a critical role in the age prediction. The commonly used integration strategies in ensemble learning are the unweighted average method, weighted average method, and voting method of majority rule. The unweighted average method calculates the equally weight mean of individual classifiers, and it performs well when different classifiers are similar. The weighted average method needs to find a specific set of weights, which is appropriate for the classifiers differing in performance. Voting method of majority rule refers to the final integrated results which are derived from the highest coincidence of the results of different classifiers.
Motivated by these three methods, we propose an advanced integrated learning strategy applied in the ensemble learning module. We put the majority rule at the first step, and consider opinions of each individual classifier according to their confidence coefficients. The proposed strategy is described as follows:
Step i): Get the prediction result of softmax equipped at each individual weak classifier. The result is an array of normalized probability distributions denoted as equation (10) and equation (11) .
where i is the index number of each classifier, K is the number of classes for classifications, θ can be acquired by optimizing the loss function of cross-entropy with Adam during training, y i (k) is the output of weak classifiers, y i k is the element in y i (k), k and i are the integer variables, and X is the input image.
Step ii): Implement the majority rule. If there are more than half of the same classification results and the maximum component of each output also meets the relevant threshold conditions, then set the same classification result as the final result of strong classifier. This process is shown in equation (12) and equation (13) below:
where L i is the output class label of the i-th individual classifier, and T i is the given threshold of the i-th individual classifier. Particularly, L i will not generate when the equation (12) is not satisfied.
where Y is the final label classification result of the strong classifier. Particularly, Y will not generate when equation (13) is not satisfied. We will turn to Step iii) below if the above Y is not generated.
Step iii): Calculate the confidence coefficient for each individual classifier. Confidence coefficient reflects the degree of classification ability. Considering that the final classification result just depends on the largest component of y(k), the classifier neglects the possibility of the secondary component which is very closed to the largest one, since this classifier is unreliable. Confidence coefficient can calculate the degree of variance of dominating components in y(k). We choose the two largest components in y(k) as the dominating components to assess the validity of individual classifiers. The confidence coefficient is defined as
where A i 1 is the first maximum of y i (k), A i 2 is the secondary maximum of y i (k), and ψ[i] is the confident coefficient of the i-th individual classifier.
In particular, the confidence coefficient is minimized when A i 1 − A i 2 ≈ 0, which means that opinions of this classifier are not decisive. In our design of the ensemble learning, these indecisive classifiers are given low validity to influence the final estimation.
Step iv): We employ the weighted average method where the confidence coefficient is used as the weight of each individual classifier.
where Y is the final label classification result of strong classifier.
Step v): Ending. The whole process above is shown in Fig. 5 .
IV. EXPERIMENT
The experiment of our three-stream model for facial age estimation is divided into three main parts: training model, estimation of individual classifiers, and estimation of ensemble learning module.
A. TRAINING MODEL
We use the transfer learning to fine-tune the parameters of the self-defined FC layers in our model. At the training stage, each stream works separately but adopts the same training set and validation set.
Datasets: To perform our task, we use the public dataset from IMBD-WIKI. We use the images (3050 non-ideal facial images) from Wikipedia and relabeled them into six classes: ages of under 18, ages from 19 to 28, ages from 29 to 38, ages from 39 to 48, ages from 49 to 58, and ages of over 59. There are two reasons for this division. First, it is a range that covers the majority of a person's age. Second, we consider the labeled age distribution characteristic of the dataset concentrated in youth and middle age ranges, and thus we have made a more detailed distinction in these two ranges. It is worth noting that most of these images are strongly affected by ambient illumination and complex background situations, which increases the difficulty of estimation, as shown in Fig. 6 .
Referring to [18] , we split the images into training (60%), validation (20%), and test (20%) sets. Each set has the same six classes distribution and we make sure that images in the test set have never been trained before. Further, we add an image generator for the training set and validation set to augment the data diversity and prevent overfitting [37] . The function of image generator is rotating the angle, horizontal and vertical shifting, shearing and scaling transformation of input images randomly.
Training: To carry out transfer learning, we freeze the parameters of convolutional layers and fine-tune parameters of self-defined FC layers. We use the cross-entropy as the loss function, and utilize Adam [38] optimizer with a learning rate of 0.001. We find that compared with Batch Gradient Descent (SGD) and Root Mean Square Prop (RMSProp), Adam improves the accuracy by about 3-7%, and achieves the faster convergence rate. In addition, the studies in [18] and [39] have also shown that Adam is indeed better than SGD and RMSProp at the training stage as well. The training terminates at the epoch when the loss and accuracy of the validation set begin to keep stable. Simultaneously, we record the training parameters at this epoch. Fig. 7-9 show the training results of each stream provided with VGG19 and InceptionV3, respectively.
From Fig. 7-9 , we can determine which DCNN (VGG19 or InceptionV3) is more suitable for each stream by analyzing the loss and accuracy of validation. In Fig. 7 , we can see that InceptionV3 has the better performance in the loss without reducing the accuracy compared with VGG19. Thus, we adopt the structure and training parameters provided with InceptionV3 for RGB stream. Based on the observations from Fig. 8 , we adopt the structure and training parameters provided with InceptionV3 for LM stream out of the same reason as RGB stream. In Fig. 9 , we find that VGG19 has the better performance related to the loss and accuracy. Thus, we adopt the structure and training parameters provided with VGG19 for YIQ Stream. In this doing, we obtain three DCNNs with their parameters of self-defined FC layers finetuned by the transfer learning as weak classifiers. The summary of parameters and structures of the three-stream model is shown in Tab. 1. The hyper-parameter setting is following the default setting of the literature [40] , as shown in Tab. 2. The pre-trained models of VGG19 [22] and InceptionV3 [41] on ImageNet are open in GitHub.
B. ESTIMATION OF INDIVIDUAL CLASSIFIERS
In order to evaluate the performance of classifiers, we utilize the common evaluation index AEM (An Exact Match) and AEO (An Error of One age category) in age classification tasks. Specifically, AEM and AEO are respectively defined as follows. where N 1 is the number of accurate predictions in the test set, N 2 is the number of predicted results allowed to differ by one category (for example, if the input image actually belongs to ages from 29 to 38, it's allowed to be predicted to belong to ages from 19 to 28 or ages from 39 to 48), and N is the total number of the test set. At the test stage for individual classifiers, we take the label corresponding to the maximum component of softmax as the age prediction result. We calculate AEM and AEO for each individual classifier respectively with the same test set. As shown in Tab. 3, three weak individual classifiers perform distinctly in AEM and AEO. YIQ stream and LM stream take the lead in AEM, because they are purposefully designed to deal with non-ideal facial images in our task, which meets the expected effect. However, we find that RGB stream is more advantageous in AEO compared with the other two streams. The reason might be that RGB stream owns more exact adaption when pre-trained convolutional layers of the DCNN deals with RGB images.
C. ESTIMATION OF ENSEMBLE LEARNING MODULE
Our proposed integrated learning strategy has been described in details above and the flow chart of algorithm can be seen in Fig. 5 .
An important issue is the choice of the threshold for each weak individual classifier. When the threshold is too small, the majority rule will play a dominant role and weaken the impact of confidence coefficient. When the threshold is too large, the majority rule will not work. While relying only on the confidence coefficient, it may raise the possibility of error estimation. In the case that one of the weak individual classifiers misestimates in fact, the confidence coefficient of this classifier may be very large according to our definition, which makes the overall estimation performance worse. Hence, it is crucial to properly set the thresholds for the weak classifiers in the ensemble learning module.
Through the observation and statistics of some estimation results, we find that the majority samples are predicted uniformly by three weak classifiers over the threshold T = 0.45. Although it is an empirical conclusion, the actual optimum setting threshold shall be close to it. Hence, we have set three equally spaced thresholds (i.e., 0.35, 0.45, and 0.55) for each weak classifier independently. There are 27 combinations, each of which is marked by a certain rule, as shown in Tab. 4. In particular, the 28-th combination ''*'' corresponds to the unweighted average method for purpose of comparison. We calculate the AEM and AEO of each combination with the same test set to assess the performance of ensemble learning module. The detailed results are shown in Fig. 10 and Fig. 11 . We can see from Fig. 10 and Fig. 11 that the ensemble learning module improves the evaluation performance dramatically. As shown in Fig. 10 , its AEM reaches the maximum 45.57% at the 21-th combination. Thresholds (T 1 , T 2 , and T 3 ) of this combination are selected as 0.55, 0.35, and 0.55 orderly. It is clear from Fig. 11 that the AEO maximizes at the 7-th combination with thresholds (T 1 , T 2 , and T 3 ) selected as 0.35, 0.55, and 0.35 orderly for three weak individual classifiers. Compared to any weak classifier, AEM of 45.57% and AEO of 88.20% are significant improvements. However, the results show that the ensemble learning is not necessarily to improve in a way. For example, AEM of 36.72% at the 25-th combination in Fig. 10 and AEO of 80.00% at the 14-th combination in Fig. 11 are even worse than the individual weak classifiers. Compared with the unweighted average method in the 28-th combination, we find that the unweighted average method fails in the integration of the three weak classifiers while our proposed method works effectively. 
V. CONCLUSION
We constructed a three-stream model based on DCNNs for non-ideal facial images age estimation. The model consisted of the image preprocessing, DCNNs, and age prediction. First, the model preprocessed the input non-ideal images in RGB stream, LM stream, and YIQ stream. Then, we employed the transfer learning to rebuild the structures of DCNNs. The modified DCNNs were used to extract the features of preprocessed images and achieved the prediction with the weak classifiers equipped at the three streams. To generate a more accurate classification, we used the ensemble learning to fuse the three weak classifiers. Specifically, we proposed an integrated strategy for the ensemble learning to optimize the performance of the integrated model by properly adjusting the threshold setting.
Experimentation results demonstrated that our proposed method effectively improved the performance of the evaluation. With the ensemble learning, the integrated model ultimately obtained the most optimal AEM of 45.57% and AEO of 88.20%, which achieved dramatic improvements compared to the best AEM and AEO of the weak individual classifiers.
In future work, we will further optimize both AEM and AEO in the global way, e.g., by proposing an efficient global search method. In addition, we will also test the performance of our proposed model and algorithm based on the datasets which cover more data and are more challenging.
