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The majority of the notation used in this thesis will be standard notation.
Rather than define this within the text, the reader is directed towards the
nomenclature provided at the end of this thesis. A bibliography and index are
also provided at the end of this thesis.
In this chapter, we introduce the copositive and completely positive cones,
as well as their relation to conic optimisation.
1.1 Copositive & Completely Positive Cones
A symmetric matrix A is defined to be copositive if xTAx ≥ 0 for all nonneg-
ative vectors x, and we denote the copositive cone by
Cn := {A ∈ Sn | xTAx ≥ 0 for all x ∈ Rn+}.
A symmetric matrix A is defined to be completely positive if there exists
a nonnegative matrix B such that A = BBT, and we denote the completely
positive cone by
C∗n := {BBT ∈ Sn | B is a nonnegative matrix}
= {∑iaiaTi | ai ∈ Rn+ for all i}.
We define the dual of a set K ⊆ Sn by
K∗ := {X ∈ Sn | trace(AB) ≥ 0 for all Y ∈ K}.
Using this definition, we get that the copositive and completely positive cones
are mutually dual to each other, and it is this property that motivates their
combined study.
In spite of this connection, the concepts of copositivity and complete pos-
itivity were in fact introduced in different areas of mathematics. The concept
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of copositivity was first introduced in the field of linear algebra by Prof. Dr.
Theodore S. Motzkin in the 1950s [Mot52], whilst the concept of complete pos-
itivity was first introduced in the field of numerical/combinatorial analysis by
Prof. Dr. Marshall Hall Jr. in the 1960s [HJ62]. However, Hall did note the
connection between the copositive and completely positive cones.
In this thesis, we shall be looking at these cones from the viewpoint of
mathematical optimisation. This is due to the important applications of these
cones in optimisation which were discovered during the last 15 years [QKRT98,
BDK+00, KP02, Bur09].
In the following section, we shall look at basic properties of geometry and
optimisation, which will give us the tools to look at one of the major mo-
tivations of the study of optimisation in connection with the copositive and
completely positive cones, which we shall do in the final section of this chap-
ter.
In Chapter 2, we shall look at a generalisation of these cones, focusing on
applications of this generalisation. Then, in Chapter 3, we will review results
on the complexity of checking whether a matrix is copositive, and look at
similar results on the complexity of checking whether a matrix is completely
positive. This is in fact an NP-hard problem, however, in Chapter 4, we shall
show that we are able to check whether certain types of sparse matrices are
completely positive in linear time.
In Part II, we shall look at geometric properties of these cones in order
to improving our understanding of them, whilst, in Part III, we shall look
at approximations to these cones (and their generalisations). A bibliography,
nomenclature and index are then provided at the end of this thesis.
However, before we continue with the rest of this thesis, we shall first look
at some basic properties of copositive and completely positive matrices which
will be required throughout.
We define the set of nonnegative symmetric matrices and the positive semi-
definite cone respectively as follows:
N n := {A ∈ Sn | (A)ij ≥ 0 for all i, j},
Sn+ := {A ∈ Sn | xTAx ≥ 0 for all x ∈ Rn}
= {∑iaiaTi | ai ∈ Rn for all i}.
From the definitions, it is immediately apparent that C∗n ⊆ Sn+ ∩ N n and
that Sn+ +N n ⊆ Cn. It has in fact been shown in [MM62] that these inclusions
hold with equality for n ≤ 4 and are strictly for n ≥ 5. We refer to S+ ∩N as
the doubly nonnegative cone.
In the following two theorems we look at further basic properties of the
copositive and completely positive cones.
4 Copositive Cone, Completely Positive Cone & Generalisations
1.1. COPOSITIVE & COMPLETELY POSITIVE CONES
Theorem 1.1. Let A be a copositive matrix. Then we have that:
i. If P is a permutation matrix and D is a nonnegative diagonal matrix,
then PDADPT ∈ C .
ii. Every principal submatrix of A is also copositive (where a principal sub-
matrix of A is a matrix formed by deleting any rows along with the cor-
responding columns from A).
iii. (A)ii ≥ 0 for all i.
iv. If (A)ii = 0, then (A)ij ≥ 0 for all j.
v. (A)ij ≥ −
√
(A)ii(A)jj for all i, j.
vi. If there exists a strictly positive vector v such that vTAv = 0, then
A ∈ S+.
Proof. (i) is a well-known result and proofs of (ii)–(vi) are provided in [Bun09,
Dia62]. However, for the sake of completeness, we shall give brief proofs of these
results here. For this we consider an arbitrary matrix A ∈ Cn.
i. We have that DPTRn+ ⊆ Rn+, and thus for all x ∈ Rn+ we have
0 ≤ (DPTx)TA(DPTx) = xT(PDADPT)x.
ii. Let A1 ∈ Sm be a principal submatrix of A. From (i), without loss of







, where A2 ∈ R(n−m)×m















iii. For all i = 1, . . . , n we have ei ∈ Rn+ and thus 0 ≤ eTi Aei = (A)ii.
iv. Suppose for the sake of contradiction that there exists i, j ∈ {1, . . . , n}
such that (A)ii = 0 and (A)ij < 0. From (iii) we have (A)jj ≥ 0 and
thus
(
((A)jj + 1)ei − (A)ijej
) ∈ Rn+. This then gives the contradiction
0 ≤ (((A)jj + 1)ei − (A)ijej)TA(((A)jj + 1)ei − (A)ijej)
= −((A)jj + 2)(A)2ij < 0.
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v. From (iii) we get that
(
(A)ii(A)jj
) ∈ R+ for all i, j = 1, . . . , n, and thus
the inequality is well defined. Now suppose for the sake of contradiction
that there exists i, j ∈ {1, . . . , n} such that (A)ij < −
√
(A)ii(A)jj . This
is equivalent to having (A)ij < 0 and (A)
2
ij > (A)ii(A)jj . From (iii),(iv)
we get (A)ii, (A)jj > 0. Therefore
(
(A)jjei − (A)ijej
) ∈ Rn+. We now
note the following contradiction:






vi. Suppose there exists v ∈ Rn++ such that vTAv = 0, and consider an
arbitrary u ∈ Rn. There exists ε̂ > 0 such that (v ± εu) ∈ Rn+ for all
ε ∈ (0, ε̂]. Therefore, for all ε ∈ (0, ε̂] we have
0 ≤ 1ε (v + εu)TA(v + εu) = 2uTAv + εuTAu,
0 ≤ 1ε (v − εu)TA(v − εu) = −2uTAv + εuTAu.
Considering ε → 0, we get uTAv = 0, and thus 0 ≤ εuTAu, or equiv-
alently 0 ≤ uTAu. As u ∈ Rn was arbitrary, this implies A ∈ S+,
completing the proof.
Theorem 1.2. Let A be a completely positive matrix. Then we have that:
i. If P is a permutation matrix and D is a nonnegative diagonal matrix,
then PDADPT ∈ C∗.
ii. Every principal submatrix of A is also completely positive.
iii. If (A)ii = 0, then (A)ij = 0 for all j.
Proof. Although these results are somewhat trivial, for the sake of complete-
ness, we shall again give brief proofs. For this we consider arbitrary matrices
A ∈ C∗n and B ∈ Rn×p+ such that A = BBT.
i. We have (PDB) ∈ Rn×p+ and thus PDADPT = (PDB)(PDB)T ∈ C∗.
ii. Let A1 ∈ Sm be a principal submatrix of A. From (i), without loss of







, where A2 ∈ R(n−m)×m






. We then have A1 = B1B
T
1 ∈ C∗.




ik, and thus (B)ik = 0 for all k. Therefore,
for all j we have (A)ij =
∑p
k=1(B)ik(B)jk = 0.
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1.2. GEOMETRY AND OPTIMISATION
1.2 Geometry and Optimisation
This section will act as a brief introduction to some basic results on geom-
etry and (conic) optimisation, which will be needed throughout this thesis.
For a broader understanding, the books [Roc70, BV04] are recommended.
We shall be considering Euclidean spaces, Rn, with inner product defined as
〈x,y〉 := xTy = ∑i(x)i(y)j and 2-norm defined as ‖x‖2 := √〈x,x〉 for all
x,y ∈ Rn. However, the definitions and results also trivially extend to the
space of symmetric matrices, Sn, with 〈X,Y 〉 := trace(XY ) = ∑i,j(X)ij(Y )ij
and ‖X‖2 :=
√〈X,X〉 for all X,Y ∈ Sn.
Before doing this, we first consider the following well-known results on inner
products and 2-norms.
Theorem 1.3. For all x,y ∈ Rn and A,B ∈ Sn we have
‖x + y‖2 ≤ ‖x‖2 + ‖y‖2, (1.1)
‖A+B‖2 ≤ ‖A‖2 + ‖B‖2, (1.2)
|〈x,y〉| ≤ ‖x‖2‖y‖2, (1.3)
|〈A,B〉| ≤ ‖A‖2‖B‖2, (1.4)
‖Ax‖2 ≤ ‖A‖2‖x‖2, (1.5)
|xTAy| ≤ ‖A‖2‖x‖2‖y‖2. (1.6)
Proof. (1.1) and (1.2) are simply the Minkowski inequality, whilst (1.3) and (1.4)
are simply the Cauchy-Schwarz inequality, see for example [Ber09, Lemma 9.1.3
and Corollary 9.1.7].







Finally, we have the following, which proves (1.6):
|xTAy| = |〈x, Ay〉| ≤ ‖x‖2‖Ay‖2 ≤ ‖A‖2‖x‖2‖y‖2.
1.2.1 Geometry
We start by looking at some basic definitions and results connected to geometry.
Definition 1.4. For a set M⊆ Rn we define:
• Span of M, spanM :=
{∑p
i=1 θixi
∣∣∣∣∣ p ∈ Z++, θ ∈ Rp,x1, . . . ,xp ∈M
}
.
If M = spanM, then we say that M is an linear space.
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θ ∈ Rp, eTθ = 1,
x1, . . . ,xp ∈M
 .
If M = affM, then we say that M is an affine set.




θ ∈ Rp+, eTθ = 1,
x1, . . . ,xp ∈M
 .
If M = convM, then we say that M is a convex set.
• coneM := {λx | λ ∈ R+, x ∈M} .
If M = coneM, then we say that M is a cone (or equivalently a conic
set).
• Conic hull of M, conicM := cone convM.
• Closure of M, clM :=
{
x ∈ Rn
∣∣∣∣∣ for all ε > 0 ∃yε ∈Msuch that ‖x− yε‖2 ≤ ε
}
.
If M = clM, then we say that M is a closed set.
• Interior of M, intM :=
{
x ∈ Rn
∣∣∣∣∣ ∃ε > 0 s.t. for all y ∈ Rn with‖x− y‖2 ≤ ε, we have y ∈M
}
.
• Boundary of M, bdM := clM\ intM.




∣∣∣∣∣ ∃ε > 0 such that for all y ∈ affMwith ‖x− y‖2 ≤ ε, we have y ∈M
}
.
• Relative boundary of M, rbdM := clM\ reintM.
• Recession cone of M, reccM := {x ∈ Rn | (M+ cone{x}) ⊆M}.
• If M is a nonempty linear space, then the dimension of M, denoted
dimM, is the cardinality of a basis of M.
• IfM is a nonempty affine space with x ∈M, then the dimension ofM,
denoted dimM, is the dimension of the linear space (M−{x}).
• If M is a nonempty set, then the dimension of M, denoted dimM, is
the dimension of affM.
• If dimM = dimRn, then we say that M is a full-dimensional set.
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• If M∩ (−M) ⊆ {0}, then we say that M is a pointed set.
• IfM is a closed, convex, pointed, full-dimensional cone, then we say that
it is a proper cone.
• If there exists R ∈ R such that ‖x‖2 ≤ R for all x ∈M, then we say that
M is a bounded set.
The following theorems follow immediately from the definitions:
Theorem 1.5. For all operations ν given in Definition 1.4, excluding “dim”,
and for all M⊆ Rn, we have ν(ν(M)) = ν(M).
Theorem 1.6. The interior of the intersection of finitely many sets is equal





Theorem 1.7. Let X be one of the following properties for a set: linear, affine,
convex, conic, bounded, closed or pointed. Then the intersection of (possibly
infinitely many) sets with property X , also has property X .
Theorem 1.8. Let X be one of the following properties for a set: linear, affine,
convex, conic, bounded or full-dimensional. Then the Minkowski sum of finitely
many sets with property X , also has property X .
We have the following example which demonstrates why certain properties
are excluded from Theorems 1.7 and 1.8:
Example 1.9. We consider the following sets in R3:
M1 = {x ∈ R3 | x1 ≥ 0, x3 ≥ 0, x2 + x3 ≥ 0, x1(x2 + x3) ≥ x23}
= cl cone{x ∈ R3 | x1 = +1, x3 ≥ 0, x2 + x3 ≥ x23},
M2 = {x ∈ R3 | x1 ≤ 0, x3 ≥ 0, x2 + x3 ≥ 0, x1(x2 + x3) ≤ −x23}
= cl cone{x ∈ R3 | x1 = −1, x3 ≥ 0, x2 + x3 ≥ x23}.
These can be seen to be proper cones and it can also be shown that
M1 +M2 = {x ∈ R3 | x3 > 0, x2 + x3 > 0} ∪ {x ∈ R3 | x3 = 0, x2 ≥ 0},
M1 ∩M2 = {x ∈ R3 | x1 = x3 = 0, x2 ≥ 0}.
We now note that M1 ∩M2 is not full-dimensional, and M1 +M2 is neither
pointed nor closed.
In the following theorem we shall look at a case when the Minkowski sum
of two closed sets is in fact closed.
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Theorem 1.10 ([Roc70, Corollary 9.1.2]). Let M1,M2 ⊆ Rn be nonempty
closed convex sets such that reccM1 ∩ recc(−M2) = {0}. Then M1 +M2 is
closed.
Corollary 1.11. Let M1,M2 ⊆ Rn be closed convex sets, with at least one of
the sets being bounded. Then M1 +M2 is closed.
Corollary 1.12. Consider p ∈ Z++ and closed convex cones K1, . . . ,Kp ⊆ Rn
such that (
∑p
i=1Ki) is pointed. Then (
∑p
i=1Ki) is a closed convex cone.
We finish this subsection by considering the following four well-known lem-
mas.
Lemma 1.13. In the definitions of the affine hull and the convex hull, we
may limit p to be less than or equal to dim(M) + 1 without altering the sets.
Similarly, in the definition of the linear span, we may limit p to be less than
or equal to dim(M) without altering the set.
Proof. This follows directly from Carathe´odory’s theorem, see for example
[Roc70, Section 17].
Lemma 1.14. Consider a closed bounded set M⊆ Rn and a continuous func-
tion f from M to R. Then there exists x1,x2 ∈ M such that for all x ∈ M
we have f(x1) ≤ f(x) ≤ f(x2).
Proof. This is a well-known result, see for example [Roy63, page 36].
Lemma 1.15. Consider a closed bounded set M ⊆ Rm and a continuous
function f from M to Rn. Then the set L = {f(x) | x ∈ M} is a closed
bounded set.
Proof. This follows trivially from Lemma 1.14 and the definition of a continu-
ous function.
Lemma 1.16. Consider a closed set M ⊆ Rm and a continuous function f
from Rn to Rm. Then the set L = {x ∈ Rn | f(x) ∈M} is closed.
Proof. This follows trivially from the definitions of a closed set and a continuous
function.
1.2.2 Mathematical Optimisation
In Mathematical Optimisation, we are typically given functions f0, . . . , fm from
Rn to R, and wish to find the infimum value of f0(x) for x ∈ Rn such that




s.t. fi(x) ≥ 0. for all i = 1, . . . ,m
(1.7)
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The infimum value for this problem is referred to as the optimal value and
denoted by Val (1.7). We further define the feasible set,
Feas (1.7) = {x ∈ Rn | fi(x) ≥ 0 for all i = 1, . . . ,m},
and the set of optimal solutions,
Opt (1.7) = {x ∈ Feas (1.7) | f0(x) = Val (1.7)}.
Remark 1.17. It is standard in the field of mathematical optimisation to write
“min” rather than “inf” and refer to the minimum rather than the infimum,
in spite of the fact that we do not assume that Opt (1.7) 6= ∅. Similarly for
“max” and “sup”. We shall stick to this standard from now on.
If Opt (1.7) 6= ∅ then we say that the minimum is attained, and in the
following lemma we look at a well-known sufficient condition for the minimum
being attained.
Lemma 1.18. Let f0 be a continuous function and Feas (1.7) be a closed
bounded non-empty set. Then Val (1.7) is finite and Opt (1.7) 6= ∅.
Proof. This comes directly from Lemma 1.14.
A special type of mathematical optimisation problem that we shall look at
in this thesis is a conic optimisation problem. In this we are considering a
problem in one of the following forms, where K ⊆ Rn is a closed convex cone,















Remark 1.19. The two forms are considered together as it is a trivial task to
take a problem written in one of these forms and rewrite it in the alternative
form (although the values of the parameters would change). For example,
suppose that we were given a problem in the latter form. Without loss of
generality, assume that the vectors a1, . . . ,am are orthonormal. There exists
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vectors am+1, . . . ,an ∈ Rn such that a1, . . . ,an is an orthonormal basis of Rn.




biai, γ = 〈c, ĉ〉,
bi = 〈c,ai〉 for all i = m+ 1, . . . , n.
Now, for an arbitrary x ∈ Rn, we have that 〈ai,x〉 = bi for all i = m+ 1, . . . , n
if and only if there exists y ∈ Rm such that x = c−∑mi=1 yiai. For such a y we
have yi = 〈c,ai〉 − 〈ai,x〉 for all i = 1, . . . ,m, and thus
∑m
i=1 yibi = γ − 〈ĉ,x〉.




s.t. 〈ai,x〉 = bi for all i = m+ 1, . . . , n
x ∈ K.
Remark 1.20. Historically the word “programming” has been used in the place
of the word “optimisation”. However, the recent trend is very much moving
away from this. In fact, in 2010, one of the main optimisation societies changed
its name from the “Mathematical Programming Society” to the “Mathemat-
ical Optimization Society”. In keeping with this trend, we shall also refer to
“optimisation” rather than “programming” in this thesis.
1.2.3 Duality
A highly important concept in the field of conic optimisation is that of duality,
which we shall consider in this subsection.
We begin by defining the dual of a set.
Definition 1.21. For a set M⊆ Rn, we define its dual as
M∗ = {y ∈ Rn | 〈y,x〉 ≥ 0 for all x ∈M}.
Connected to this set we have the following lemma.
Lemma 1.22 ([Ber73, Section 2]). For M⊆ Rn we have that
• M∗ is a closed convex cone,
• M∗∗ =M if and only if M is a closed convex cone.
The importance of this set comes from considering the following pair of
conic optimisation problems, where K ⊆ Rn is a closed convex cone and
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We now consider the following well-known lemma connected to these prob-
lems.





and thus Val (P1.8) ≥ Val (D1.8).















This property is referred to as weak duality, and due to this property, such
a pair of problems are referred to as primal and dual problems. Of especial
interest is when the optimal values of these problems are in fact equal, and
when this happens we say that there is strong duality. The most commonly
considered condition for this is Slater’s condition, which is summed up in the
following definition and two theorems. For more details, it is recommended to
read [SS00, section 4.1.2].
Definition 1.24. For problems (P1.8) and (D1.8):
• If there exists an x ∈ Feas (P1.8) ∩ intK, then we say that Slater’s con-
dition holds for problem (P1.8) and x is referred to as a strictly feasible
point of (P1.8),
• If there exists a y ∈ Feas (D1.8) such that (c−∑mi=1 yiai) ∈ intK∗, then
we say that Slater’s condition holds for problem (D1.8) and y is referred
to as a strictly feasible point of (D1.8).
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Theorem 1.25. If Slater’s condition holds for problem (P1.8), then we have
Val (P1.8) = Val (D1.8). Further more, if Val (P1.8) is finite, then the set
Opt (D1.8) is nonempty.
Theorem 1.26. If Slater’s condition holds for problem (D1.8), then we have
Val (P1.8) = Val (D1.8). Further more, if Val (P1.8) is finite, then the set
Opt (P1.8) is nonempty.
From now on in this subsection we shall consider further useful properties
connected to duality.
Lemma 1.27 ([Ber73, Section 2]). Consider sets M1,M2 ⊆ Rn. Then we
have that:
• M1 ⊆M2 implies M∗1 ⊇M∗2,
• M∗∗1 = cl conicM1,
• M∗1 = (clM1)∗ = (coneM1)∗ = (convM1)∗.
Lemma 1.28 ([Ber73, Section 2] and [BV04, Section 2.6]). Consider closed
convex cones K1,K2 ⊆ Rn and K3 ⊆ Rm. Then we have that:
• (K1 +K2)∗ = K∗1 ∩ K∗2,
• (K1 ∩ K2)∗ = cl(K∗1 +K∗2),
• (K1 ×K3)∗ = K∗1 ×K∗3,
• K1 is full dimensional if and only if K∗1 is pointed.
• K1 is pointed if and only if K∗1 is full dimensional.
• K1 is a proper cone if and only if K∗1 is a proper cone.
We now look at the interior of the dual, along with some connected lemmas.
Lemma 1.29 ([Ber73, page 8]). For a set M⊆ Rn we have that
int(M∗) = {y ∈ Rn | 〈x,y〉 > 0 for all x ∈M \ {0}}.
Lemma 1.30. Let M ⊆ Rn be a closed set with int(M∗) 6= ∅. Then for any
y ∈ int(M∗) and α ∈ R, we have that the set L = {x ∈ M | 〈x,y〉 ≤ α} is a
closed bounded set.
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Proof. L is the intersection of closed sets, and thus from Theorem 1.7, we see
that it is also closed.
If α < 0, then from the definition of the dual, we have that L = ∅ and we
are done. From now on we shall consider when α ≥ 0.
Let K = cl conicM and β = min{〈x,y〉 | x ∈ K, ‖x‖2 = 1}. From
Lemmas 1.18 and 1.29, we have that β is finite and positive. It can now be
observed that










Corollary 1.31. Consider α ∈ R++ and a closed convex cone K ⊆ Rn such
that int(K∗) 6= ∅. Then letting y ∈ int(K∗) and B = {x ∈ K | 〈x,y〉 = α}, we
have that
• B is a closed convex bounded set,
• K = coneB,
• For all x ∈ K \ {0}, there exists a unique x̂ ∈ B and λ ∈ R++ such that
x = λx̂.
In fact, the set B from the previous corollary is referred to as a base of K.
We now finish this section by considering the duals of some commonly
considered sets.
Theorem 1.32. For n ∈ Z++, we have that
(Rn)∗ = {0}, (Rn+)∗ = Rn+, (N n)∗ = N n,
(Sn+)∗ = Sn+, (Sn+ ∩N n)∗ = Sn+ +N n, (C∗n)∗ = Cn.
Proof. These results follow trivially from the definitions, with the exception of
“(Sn+ ∩ N n)∗ = Sn+ +N n”, for which Corollary 1.12 and Lemma 1.28 are also
required.
Theorem 1.33. For m,n ∈ Z++, consider a closed convex cone K ⊆ Rn, and
A ∈ Rm×n. Letting L = {Ax | x ∈ K} and M = {u ∈ Rm | ATu ∈ K∗}, we
have that:
i. L and M are convex cones, with M also being closed,
ii. L∗ =M and M∗ = clL,
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iii. If there exists a y ∈ Rn such that ATy ∈ reintK∗, then L is closed.
Proof. We shall prove each point in turn:
i. This follows trivially from the definitions and Lemma 1.16.
ii. This follows from noting that
L∗ = {u ∈ Rm | 〈u, Ax〉 ≥ 0 for all x ∈ K}
= {u ∈ Rm | 〈ATu,x〉 ≥ 0 for all x ∈ K}
= {u ∈ Rm | ATu ∈ K∗}
=M,
and M∗ = L∗∗ = clL.
iii. If K is a linear space then L is also a linear space, and so it is closed.
From now on we consider when this is not the case.
By transforming the coordinates, without loss of generality, we have
K = K̂ × Rp, where K̂ is a closed convex pointed cone. We then cor-




where A1 ∈ Rm×(n−p) and A2 ∈ Rm×p.
Letting y be as required in the lemma, we have
K∗ = K̂∗ × {0}, reintK∗ = int K̂∗ × {0},
AT1 y ∈ intK, AT2 y = 0,
L = {A1u +A2v | u ∈ K̂, v ∈ Rp}.
For all α ∈ R we have that
{z ∈ L | 〈z,y〉 ≤ α} =
{
A1u +A2v
∣∣∣∣∣ u ∈ K̂, v ∈ Rp,〈A1u +A2v,y〉 ≤ α
}




∣∣∣∣∣ u ∈ K̂,〈u, AT1 y〉 ≤ α
}
+ {A2v | v ∈ Rm}.
This is the sum of two closed convex sets and from Lemma 1.30, we see
that the set {A1u | u ∈ K̂, 〈u, AT1 y〉 ≤ α} is bounded. Therefore, from
Corollary 1.11 we get that {z ∈ L | 〈z,y〉 ≤ α} is a closed set. As this is
true for all α ∈ R, we get that L is closed, completing the proof.
Corollary 1.34. For m,n, p ∈ Z++, consider a closed convex cone K ⊆ Rp,
and matrices A ∈ Rm×n and B ∈ Rp×n, such that there exists a x̂ ∈ Rn with
Bx̂ ∈ reintK. Then letting L = {Ax | Bx ∈ K}, we have that
L∗ = {u | ∃v ∈ K∗ s.t. ATu = BTv}.
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1.2.4 Special types of conic optimisation
In this subsection, we shall briefly review three special types of conic opti-
misation problems, namely linear optimisation, semidefinite optimisation and
copositive optimisation. Another well-known type of conic optimisation prob-
lem is that of second order cone optimisation. However, this has not been
included in the list below as we are not required to consider it in this thesis,
and its inclusion would require the introduction of more definitions and results.
Instead the paper [LVBL98] is recommend for a good introduction to this field.
Linear Optimisation
If in problems (P1.8) and (D1.8) we consider K = Rn+, then these problems
are referred to as a pair of primal-dual linear optimisation problems, where we
note that it can be trivially seen that Rn+ is a proper cone and (Rn+)∗ = Rn+.
A special fact about linear optimisation is that, provided at least one of
the primal-dual problems is feasible, we get strong duality.
The most common algorithm used for solving this type of problem is the so
called simplex algorithm. This works quite efficiently in practice, however all
versions of the simplex algorithm so far suggested have exponential worst-case
running time. There are also interior point algorithms which solve this type of
problem in polynomial time [RTV97].
A good introduction to this subject is provided in [Dan98].
Semidefinite Optimisation
If in the equivalent forms of problems (P1.8) and (D1.8) for the space of sym-
metric matrices, we consider K = Sn+, then these problems are referred to as a
pair of primal-dual semidefinite optimisation problems, where we note that it
can be trivially seen that Sn+ is a proper cone and (Sn+)∗ = Sn+.
This type of problem can also be solved in polynomial time using interior
point methods [NN93].
A good introduction to this subject is provided in [WSV00].
Copositive Optimisation
If in the equivalent forms of problems (P1.8) and (D1.8) for the space of sym-
metric matrices, we consider K = Cn, then these problems are referred to as a
pair of primal-dual copositive optimisation problems, where we note that it can
be trivially seen that the copositive cone is the dual of the completely positive
cone and we shall see in Chapter 5 that both the copositive and completely
positive cones are proper cones.
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As we shall see in the following chapter, these types of problems are in
general NP-hard, and thus we would not expect to be able to solve them
efficiently (unless P = NP). Instead we consider replacing the copositive and
completely positive cones with approximations which we are able to efficiently
optimise over. This shall be discussed further in Part III.
It is hoped that this thesis will provide a good introduction to this subject,
however alternative introductions are provided by [Du¨r10, HUS10, Bom12,
Bur12].
1.3 Maximum Weight Clique Problem
In this section, we will consider a copositive reformulation for the maximum
weight clique problem. A clique in a simple graph is a subset of its vertices
such that the graph induced by this subset is complete (i.e. all vertices in the
subset are connected by an edge). In the maximum weight clique problem,
weights are assigned to the vertices of the graph and we wish to find the clique
of maximum total weight. This is a well-known NP-hard problem, and is in
fact an extension of the maximum clique problem, which was one of Karp’s
original 21 NP-complete problems [Kar72].
Copositive positive reformulations of this problem have previously been
studied in the literature. For example, in [MS65, Bom98] this problem was
reformulated as a standard quadratic optimisation problem, then in [BDK+00]
standard quadratic optimisation problems were in turn reformulated as a copos-
itive optimisation problems. In this chapter a new and more direct proof for
this reformulation shall be presented.
Specifying the maximum weight clique problem more precisely, we consider
an arbitrary graph G = (V, E), where V = {1, . . . , n}. We let the vertices have
strictly positive weights such that wi gives the weighting on the vertex i. For
J ⊆ V we then define W (J ) := ∑i∈J wi. The value of the maximum weight
clique then equals max{W (J ) | J is a clique in G}.
In order to find a copositive reformulation of this, we need a few technical
results.
Lemma 1.35. Let d ∈ Rn++, D = Diag(d) and λ ∈ R. Then the following
statements are equivalent:
i. λ ≥∑ni=1 d−1i ,
ii. (λD − E) ∈ S+,
iii. (λD − E) ∈ C .
Proof. As S+ ⊆ C , it is trivial to see that (ii) ⇒ (iii).
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We shall now show that (iii) ⇒ (i).
To do this, we let v ∈ Rn++ such that vi = d−1i for all i. We then have that
(λD − E) ∈ Cn implies 0 ≤ vT(λD − E)v = (∑ni=1d−1i )(λ−(∑ni=1d−1i )) .
We now complete the proof by showing that (i)⇒ (ii). We begin by noting






































i , we have
λD − E =
((
λ−∑ni=1d−1i )D + ((∑ni=1d−1i )D − E)) ∈ Sn+.
Theorem 1.36. Consider A ∈ Sn and let
J =
{
J ⊆ {1, . . . , n}
∣∣∣∣ (A)ij <√|(A)ii(A)jj | for all i, j ∈ J : i 6= j} \ {∅}.
For a nonempty index set J ⊆ {1, . . . , n}, we let AJ ∈ S |J | denote the principal
submatrix of A corresponding to the index set J . We then have
A ∈ C ⇔ AJ ∈ C for all J ∈ J.
Proof. This can be proven by considering the copositive completion prob-
lem [HJR05], however we will briefly give an alternative direct proof.
The forward implication follows trivially from Theorem 1.1.
For the reverse implication we consider an arbitrary A /∈ C , and denote the
support of a vector z ∈ Rn by support(z) = {i ∈ {1, . . . , n} | (z)i 6= 0}.
Let x ∈ Rn+ such that 0 > xTAx with minimal support, i.e. there does
not exist y ∈ Rn+ with 0 > yTAy and support(y) ⊂ support(x). Letting
J = support(x), we have AJ /∈ C , and we shall show that J ∈ J, which will
complete the proof.
Suppose for the sake of contradiction that J /∈ J. Then there exists
i, j ∈ J such that (A)ij ≥
√|(A)ii(A)jj | and i 6= j. Without loss of gen-
erality |(A)ii| ≤ |(A)jj | and we consider three cases:
i. (A)ii = 0, and there exists k ∈ J such that (A)ik < 0:
We have k 6= i, j, and letting y = ((|(A)kk|+ 1)ei − 2(A)ikek) ∈ Rn+, we
get the contradiction
support(y) ⊂ J , yTAy = −4(A)2ik
(
1 + |(A)kk| − (A)kk
)
< 0.
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ii. (A)ii = 0, and (A)ik ≥ 0 for all k ∈ J .
This implies that xTAei ≥ 0. Letting y =
(
x− (x)iei
) ∈ Rn+, we get the
contradiction
support(y) ⊂ J , yTAy = xTAx− 2(x)ixTAei < 0.
iii. (A)ii 6= 0:
The proof of this case is an adaptation of that for [HP73, Lemma 3.1].
Without loss of generality
√|(A)ii|(x)i +√|(A)jj |(x)j = √|(A)ii(A)jj |.
For θ ∈ [0, 1] we now define yθ ∈ Rn+ such that for k = 1, . . . , n we have
(yθ)k =

√|(A)jj | θ if k = i√|(A)ii| (1− θ) if k = j
(x)k otherwise.
We then have x ∈ {yθ | θ ∈ [0, 1]}.
Now considering yTθ Ayθ, this is a quadratic polynomial in θ, and the
coefficient on the θ2 term equals 2
√|(A)ii(A)jj |(√|(A)ii(A)jj | − (A)ij),
which is less than or equal to zero. Therefore yTθ Ayθ is a concave function,
and when minimising it over a convex set, the minimum is attained at
the boundary of the set. This now gives the contradiction
y0,y1 ∈ Rn+, support(y0) ⊂ J , support(y1) ⊂ J ,
min{yT0Ay0,yT1Ay1} = min{yTθ Ayθ | θ ∈ [0, 1]} ≤ xTAx < 0.
Now, returning to our original problem, we define the following set and




(B)ii = 1/wi for all i
(B)ij = 0 for all (i, j) ∈ E
(B)ij ≥
√
(B)ii(B)jj for all i 6= j, (i, j) /∈ E
 .
Lemma 1.37. For all B ∈ B and λ ∈ R such that (λB − E)kk ≥ 0 for all k,
we have
(λB − E)ij <
√
(λB − E)ii(λB − E)jj ⇔ (i, j) ∈ E .
Proof. If (i, j) ∈ E , then (λB − E)ij = −1, and so the result holds.
If (i, j) /∈ E , then by noting that λ ≥ (B)−1kk = wk > 0 for all k, we get that√






≤ λ√(B)ii(B)jj − 1 ≤ λ(B)ij − 1 = (λB − E)ij .
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Combining this with Theorem 1.36, we get the following corollary.
Corollary 1.38. For all B ∈ B and λ ∈ R, we have that the following state-
ments are equivalent:
i. λB − E is copositive,
ii. For all cliques J ⊆ V, we have that the principal submatrix of λB − E
corresponding corresponding to this clique, denoted (λB−E)J , is copos-
itive.
Remark 1.39. If B ∈ B and J ⊆ V is a clique, then the principal submatrix
matrix (B)J is a diagonal matrix with strictly positive on-diagonal entries.
A copositive reformulation of the maximum weight clique problem now
immediately follows.
Theorem 1.40. For any B ∈ B, we have that
max
J
{W (J ) | J is a clique in G} = min
λ∈R
{λ | λB − E ∈ Cn}
= max
X∈Sn
{〈E,X〉 | 〈B,X〉 = 1, X ∈ C∗n}.
Proof. We have that
min
λ∈R









{λ | λ ≥W (J ) for all cliques J in G}
(Lemma 1.35 and Remark 1.39)
= max
J
{W (J ) | J is a clique in G}.
We now note that B ∈ (int(Sn+) + N n) ⊆ int Cn. From this we see that the
copositive reformulation has a strictly feasible point, and thus, from Slater’s
condition, we get equality with its dual, which is the completely positive refor-
mulation.
As the maximum weighted clique problem is an NP-hard problem, we get
that copositive optimisation is in general an NP-hard problem.
A special case of the maximum weight clique problem is when all of the
weights are equal to one. This is then referred to as the maximum clique
problem. This problem is equivalent to finding the stability number of a graph,
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which shall be discussed below. This provides an important application of
copositive optimisation which has previously been studied in [KP02].
A stable set in a simple graph (also referred to as an independent set or a
co-clique) is a subset of its vertices such that there are no edges between any of
the vertices in this subset. Note that this is simply a clique in the complement
of the graph. The cardinality of the maximum stable set is then referred to as
the stability number of the graph, which is denoted by α(G), and finding the
value of this is an NP-hard problem.
In order to consider this further, we let AG ∈ Sn denote the adjacency
matrix of a graph G = (V, E), where V = {1, . . . , n}. This is defined such that
(AG)ij =
{
1 if (i, j) ∈ E
0 otherwise.
From the results in this section, we get the following result, which was
originally shown in [KP02]:
α(G) = min
λ∈R
{λ | λ(I +AG)− E ∈ Cn}
= max
X∈Sn
{〈E,X〉 | 〈I +AG, X〉 = 1, X ∈ C∗n}.




In this section we shall be looking at a generalisation of the copositive cone
called the set-semidefinite cone. This was first introduced in the article [EJ08],
and was then further studied in [EJ10, EP12, GS11].
For a set M⊆ Rn, we define the cone
CM := {X ∈ Sn | vTXv ≥ 0 for all v ∈M}
This set is called the M-semidefinite cone, and, for a general M, we refer to
these sets as set-semidefinite cones. We thus have that the copositive cone can
also be referred to as the Rn+-semidefinite cone and the positive semidefinite
cone can be referred to as the Rn-semidefinite cone.
As the M-semidefinite cone is an intersection of closed convex cones and
Sn+ ⊆ CM, we get that CM is a closed convex full-dimensional cone. In [EP12],
it was shown that the dual to this cone is given as follows, and we note that
this is a closed convex pointed cone:
C∗M = cl conic{vvT | v ∈M}
= conv{vvT | v ∈ cl coneM}.
The set-semidefinite cones, and their duals, are useful as they extend on
the applications of the copositive and completely positive cones, as we shall
see in this chapter. Their similarity to the copositive and completely positive
cones also has the advantage that theory from considering one of these pairs
of cones can often be adapted for the other pair.
∗Submitted as:
[DEP12] P.J.C. Dickinson, G. Eichfelder and J. Povh. Erratum to “On the set-
semidefinite representation of nonconvex quadratic programs over arbitrary fea-
sible sets” [Optim. Letters, 2012]. Optimization Letters, accepted.
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2.2 Single Quadratic Constraint Problem
In this section we consider the following problem, where Q,A ∈ Sn and K ⊆ Rn




s.t. xTAx = 1
x ∈ K.
(P2.1)





s.t. 〈A,X〉 = 1
X ∈ C∗K.
(Q2.1)
The assumptions that we shall consider are the following:
Assumption 2.1. We have that xTAx ≥ 0 for all x ∈ K (i.e. A ∈ CK).
Assumption 2.2. For all x ∈ K such that xTAx = 0, we have xTQx ≥ 0.
Assumption 2.3. For all Λ ∈ R+ and x,y ∈ K such that xTAx = 1 and
yTAy = 0, there exists λ ∈ R such that |λ| ≥ Λ and (x + λy) ∈ Feas (P2.1).
Remark 2.4. If A ∈ Sn+, then Assumption 2.1 holds.
Remark 2.5. If A ∈ int(Sn+), then yTAy = 0 if and only if y = 0, and thus
Assumptions 2.2 and 2.3 hold.
Remark 2.6. If A ∈ Sn+, then yTAy = 0 if and only if Ay = 0. If we then also
have that K is a convex cone, then Assumption 2.3 holds.
We now present the following results connected to these assumptions:
Theorem 2.7. Consider problems (P2.1) and (Q2.1) such that either Assump-
tion 2.1 holds or Feas (P2.1) = ∅ (or both). Then we have
Feas (Q2.1) = conv
{
xxT
∣∣∣ x ∈ Feas (P2.1)}+ conv{xxT ∣∣∣∣∣ x ∈ K,xTAx = 0
}
.
Proof. It is trivial to see that
Feas (Q2.1) ⊇ conv
{
xxT
∣∣∣ x ∈ Feas (P2.1)}+ conv{xxT ∣∣∣∣∣ x ∈ K,xTAx = 0
}
.
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We shall now suppose that Feas (Q2.1) 6= ∅ and consider an arbitrary
X ∈ Feas (Q2.1).





then have 1 = 〈A,X〉 = ∑pi=1 xTi Axi.
If Feas (P2.1) = ∅, then as K is a cone, we have that xTi Axi ≤ 0 for all i.
This then gives a contradiction, and thus Feas (Q2.1) = ∅ and we are done.
From now on we consider when Feas (P2.1) 6= ∅ and Assumption 2.1 holds.
We then have that xTi Axi ≥ 0 for all i, and, without loss of generality, we may
assume that there exists a q ∈ {1, . . . , p} such that xTi Axi > 0 if and only if




i Axi for all i = 1, . . . , q,




xi for all i = 1, . . . , p.
We then have
















1 for all i = 1, . . . , q,
















 ∈ conv{xxT ∣∣∣∣∣ x ∈ K,xTAx = 0
}
,








i , which completes the
proof.
Corollary 2.8. Consider problems (P2.1) and (Q2.1) with Feas (P2.1) = ∅.
Then Val (Q2.1) = Val (P2.1) = ∞ and the optimal sets of both problems are
empty.
Peter J.C. Dickinson 25
CHAPTER 2. SET-SEMIDEFINITE OPTIMISATION
Theorem 2.9. Consider problems (P2.1) and (Q2.1) such that Feas (P2.1) 6= ∅,
Assumption 2.1 holds and at least one of Assumptions 2.2 or 2.3 holds. Then
Val (Q2.1) = Val (P2.1) and
Opt (Q2.1) = conv
{
xxT







Proof. If Assumption 2.2 holds then from Theorem 2.7, we immediately get
the required result.
We now consider when Assumption 2.2 does not hold, but Assumption 2.3
does. There exists y ∈ K such that yTAy = 0 and yTQy < 0. If we now
consider an arbitrary x ∈ Feas (P2.1), then from Assumption 2.3 we see that
for all Λ ∈ R+ there exists λ ∈ R such that |λ| ≥ Λ and (x+λy) ∈ Feas (P2.1).
Considering the limit as Λ tends to infinity implies that Val (P2.1) = −∞ and
Opt (P2.1) = ∅. From Theorem 2.7 we get that Val (Q2.1) ≤ Val (P2.1), which
then implies that Val (Q2.1) = −∞ and Opt (Q2.1) = ∅ as required.
2.3 Standard Quadratic Optimisation Problem
The results from the previous section can be immediately applied to the com-
pletely positive cone. A case of special interest is the standard quadratic op-
timisation problem, which is defined to be a problem of the following form,
where Q ∈ Sn.
min xTQx
s.t. eTx = 1
x ∈ Rn+
A good survey on this problem is provided by [Bom98], and it was shown in
the ground breaking paper [BDK+00] that the following optimisation problem
is a reformulation of this:
min 〈Q,X〉
s.t. 〈E,X〉 = 1
X ∈ C∗n.
We now note that this also comes directly from the results in the previous
section by letting A = E and K = Rn+.
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2.4 Quadratic Binary Optimisation
In this section we consider the following two problems, where M ⊆ Rn and
B ⊆ {1, . . . , n} are closed sets, Q ∈ Sn is a symmetric matrix, and b ∈ Rm and




s.t. aTi x = bi for all i = 1, . . . ,m






s.t. aTi x = bi for all i = 1, . . . ,m
aTi Xai = b
2
i for all i = 1, . . . ,m






Remark 2.10. Recall that C∗{1}×M = conv{vvT ∈ cl cone({1} ×M)}.
An important assumption connected to this problem is as follows:
Assumption 2.11. For all x ∈ M such that aTi x = bi for all i = 1, . . . ,m,
we have that (x)j ∈ [0, 1] for all j ∈ B.
(This assumption can be made to hold by either adding the constraints
directly to M or by adding slack variables with nonnegative constraints.)
We begin our analysis of this problem by considering the asymptotic cone,




∣∣∣∣∣ ∃{(λi,xi) | i ∈ Z+} ⊆ R+ ×Msuch that lim
i→∞





We note that this is always a closed cone and reccM ⊆ M∞ ⊆ cl coneM.
We also have the following lemma from [AT02], where they used an equivalent
definition of the asymptotic cone.
Lemma 2.12. [AT02, Lemma 2.1.1] Let M ⊆ Rn be a nonempty closed set.
Then
cl cone({1} ×M) = ({0} ×M∞) ∪ cone({1} ×M).
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Therefore, if M is a closed cone, then cl cone({1} ×M) = R+ ×M.
Burer in [Bur09] considered problem (P2.2) for M = Rn+. He showed that
in this case, provided Assumption 2.11 holds, we have that problem (Q2.2) is
a reformulation of problem (P2.2). (Note that in this case C∗{1}×M = C∗(n+1).)
In [DEP12], this result was extended for more generalM (where this paper
in fact corrected results from the paper [EP12]). We will now consider the
results in this paper using our new results from Section 2.2.
We begin by considering the following two technical lemmas.
Lemma 2.13. Consider A1, . . . , Al ∈ Sn+1 and a closed cone L ⊆ Rn+1.
Suppose that for all q ∈ {1, . . . , l} and z ∈ L, we have that
zTAiz = 0 for all i = 1, . . . , q − 1 ⇒ zTAqz ≥ 0.
Then for K = {z ∈ L | zTAiz = 0 for all i}, we have
C∗K = {Z ∈ C∗L | 〈Ai, Z〉 = 0 for all i} .
Proof. It is trivial to see that C∗K ⊆ {Z ∈ C∗L | 〈Ai, Z〉 = 0 for all i}. We now
consider an arbitrary Z ∈ C∗L such that 〈Ai, Z〉 = 0 for all i. There exists a




j . We shall now show by
induction on p that for all p = 0, . . . , l we have
zTj Aizj = 0 for all i = 1, . . . , p, j = 1, . . . ,M,
which would imply that Z ∈ C∗K, and thus complete the proof.
The statement is trivially true for p = 0. Now, for the sake of induction,
we assume that it is true for p = q − 1, where q ∈ {1, . . . , l}. From the
conditions in the lemma, this implies that zTj Aqzj ≥ 0 for all j. We now note




j Aqzj , which implies that z
T
j Aqzj = 0 for all j.
Therefore the statement is also true for p = q, completing the proof.
Lemma 2.14. Consider A1, . . . , Al ∈ Sn+1, a closed cone L ⊆ Rn+1 and
â1, . . . , âm ∈ Rn+1. Suppose that for all q ∈ {1, . . . , l} and z ∈ L with âTj z = 0
for all j we have that
zTAiz = 0 for all i = 1, . . . , q − 1 ⇒ zTAqz ≥ 0.
We now let
• a1, . . . ,am ∈ Rn and b1, . . . , bm ∈ R be such that âTi = (−bi aTi ) for all
i.
• k = dim{z ∈ Rn+1 | âTi z = 0 for all i} and B ∈ R(n+1)×k such that
{By | y ∈ Rk} = {z ∈ Rn+1 | âTi z = 0 for all i},
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i Zâi = 0,











BY BT ∈ C∗L









aTi x = bix for all i,
aTi Xai = b
2
ix for all i,
〈Aj , X̂〉 = 0 for all j
 (2.6)
Proof. The characterisations (2.3),(2.4) and (2.5) come directly from combin-
ing Lemma 2.13 with the fact that C∗L ⊆ Sn+1+ and basic properties of positive
semidefinite matrices. Characterisation (2.6) can then seen to contain char-
acterisation (2.4) and be contained in characterisation (2.3), which completes
the proof.
















for all i, j,
K :=
{
z ∈ cl cone({1} ×M)
∣∣∣∣∣ â
T
i z = 0 for all i = 1, . . . ,m,









aTi d = 0 ∀i,








aTi x = bi ∀i,
xj ∈ {0, 1} ∀j ∈ B
 ,
(noting that K is a closed cone), then problems (P2.2) and (Q2.2) can be




s.t. zTE11z = 1
z ∈ K,
(P2.7)
Peter J.C. Dickinson 29




s.t. 〈E11, Z〉 = 1
Z ∈ C∗K.
(Q2.7)
Remark 2.15. We consider the formulation (2.6) of C∗K in (Q2.7) to give prob-
lem (Q2.2) as this is the standard form used. However, it may be more ad-
vantageous to use formulation (2.5), which would both reduce the number of
variables and the number of constraints.
We can now use the results from Section 2.2 to consider when these prob-
lems are equal. To do this, we first introduce the following assumptions, where,
using similar notation to that in [BJ10, Bur09, EP12, DEP12], we let
L∞ := {d ∈M∞ | aTi d = 0 for all i = 1, . . . ,m}.
Assumption 2.16. If there exists x ∈ M such that aTi x = bi for all i, then
(d)j = 0 for all d ∈ L∞, j ∈ B.
Assumption 2.17. The optimal value of (Q2.2) is not equal to −∞.
Assumption 2.18. For all d ∈ L∞, x ∈ Feas (P2.2), Λ ∈ R+, there exists a
λ ∈ R such that |λ| ≥ Λ and x + λd ∈ Feas (P2.2).
We now present the following theorem, which was the main result from the
paper [DEP12].
Theorem 2.19. Consider problems (P2.2) and (Q2.2) and suppose that As-
sumption 2.11 holds and at least one of the following is true:
i. Feas (P2.2) = ∅
ii. Assumptions 2.16 and 2.17 hold,
iii. Assumptions 2.16 and 2.18 hold,
iv. Assumption 2.17 holds and B = ∅,
v. Assumption 2.18 holds and B = ∅,
vi. M is bounded,
vii. For all d ∈ M∞, x ∈ M, Λ ∈ R+, there exists λ ∈ R such that |λ| ≥ Λ
and x + λd ∈M,
viii. M∞ = recc(M),
ix. M is convex.
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Then Val (Q2.2) = Val (P2.2) and we have that{(
1 xT
x X








































)T ∣∣∣∣∣ d ∈ L∞,dTQd = 0
}
.
Proof. From reformulations (P2.7) and (Q2.7), and Theorems 2.7 and 2.9, we
see that we get the required results provided Assumption 2.11 holds and either
Feas (P2.2) = ∅, or Assumption 2.1 holds and at least one of Assumptions 2.2
or 2.3 hold.
We have thus covered the case when Feas (P2.2) = ∅, and from now on we
consider when Feas (P2.2) 6= ∅.
As E11 ∈ Sn+1+ , we have that Assumption 2.1 always holds.
As Feas (P2.2) 6= ∅, there exists an x ∈ M such that aTi x = bi for all













aTi d = 0 for all i








∣∣∣∣ d ∈ L∞}
We will now go through each remaining point in turn:
ii. If Assumptions 2.16 and 2.17 hold then it can be seen that Assumption 2.2
holds.
iii. If Assumptions 2.16 and 2.18 hold then it can be seen that Assumption 2.3
holds.
iv,v. If B = ∅ then Assumption 2.16 trivially holds.
vi. If M is bounded then L∞ ⊆ M∞ = {0}, and thus Assumptions 2.16
and 2.18 also hold.
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vii. If Assumption 2.11 holds and point (vii) is true, then it can be seen that
Assumptions 2.16 and 2.18 also hold.
viii. If M∞ = recc(M) then, from the definitions, point (vii) is true.
ix. If M is convex then it is a well-known result that M∞ = recc(M).
2.5 Considering a special case
In this section we will briefly consider theM-semidefinite cone, for the special
case of M = L × Rq, where ∅ 6= L ⊆ Rp and p + q = n. This is motivated
in part by [NTZ11, Subsection 4.1], where they consider an application of this
set for L = Rp+.














∣∣∣∣ X ∈ C∗L} .
Proof. From Lemma 1.28 we see that we need only prove the characterisation
of CM.
We have that CM = Ccone(M) and cone(M) = cone(L) × Rq. Thus from




























∣∣∣∣ V ∈ CL, W ∈ Sn+} ⊆ CM.
As was stated at the start of this chapter, CM is a closed convex full-
dimensional cone. Therefore, if we can show that int CM ⊆ K, then this would
complete the proof.





∈ int CM, where X ∈ Sp,
Y ∈ Sq and Z ∈ Rq×p. There exists a λ > 0 such that
(
X ZT
Z Y − λI
)
∈ CM.












= yTY y − λ‖y‖22 < yTY y.
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Therefore Y is positive definite, which implies that it has an inverse. We now
let
Q = ZTY −1 ∈ Rp×q,
V = (X −QY QT) = (X − ZTY −1Z) ∈ Sp.
In fact, V is the Schur complement of the original matrix that we were consid-












= uT(X −QY QT)u = uTV u.




















Remark 2.21. From Corollary 1.12 we get that if in the previous theorem CM
was pointed, then the closure operation would have been unnecessary. Now,
considering the paper [GS11], we get that a sufficient condition for this is that
intM 6= ∅, or equivalently intL 6= ∅.
We can now reconsider Lemma 2.14 for this special case:
Corollary 2.22. Consider a set L = L̂ × Rq, where p + q = n + 1 and L̂ is
a nonempty closed cone in Rp. We also consider vectors â1, . . . , âm ∈ Rn+1
and matrices A1, . . . , Al ∈ Sn+1 such that for all q ∈ {1, . . . , l} and z ∈ L with
aTi z = 0 for all i we have that
zTAiz = 0 for all i = 1, . . . , q − 1 ⇒ zTAqz ≥ 0.
We now let











∣∣∣∣ y ∈ Rk} = {z ∈ Rn+1 | âTi z = 0 for all i},










〈BTAjB, Y 〉 = 0 for all j
}
.
Note that in the previous corollary, that instead of a positive semidefinite
constraint of order (n+ 1), we fact only need a positive semidefinite constraint
of order k.
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In this chapter we shall look at the computational complexity of checking
whether a matrix is copositive, or alternatively checking whether it is com-
pletely positive. In order to consider this, we start by looking at some defini-
tions for general sets. We shall only give a brief overview here, and will not
go in to detail about what we mean by encoding lengths and certificates. For
more precise details, the book [GLS88] is recommended.
In this chapter we shall let X equal either Rn or Sn, and correspondingly
let Q equal either Qn or Qn×n∩Sn respectively. Equivalent definitions to those
given in this chapter can be found in [GLS88, Chapters 0 to 2].
Definition 3.1 (Strong Membership Problem (MEM)). Let M ⊆ X
and Y ∈ Q. Then either
i. assert that Y ∈M, or
ii. assert that Y /∈M.
Definition 3.2 (Strong Separation Problem (SEP)). Let M ⊆ X and
Y ∈ Q. Then either
i. assert that Y ∈M, or
ii. give a H ∈ Q such that 〈H,X〉 > 〈H,Y 〉 for all X ∈M.
∗Submitted as:
[DG11] P.J.C. Dickinson and L. Gijben. On the computational complexity of mem-
bership problems for the completely positive cone and its dual. Computational
Optimization and Applications, conditionally accepted.
[ABD12] K.M. Anstreicher, S. Burer and P.J.C. Dickinson. An algorithm for computing
the CP-factorization of a completely positive matrix. Under construction.
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Definition 3.3 (Class NP for MEM). A strong membership problem is
defined to be in the class NP if, whenever Y ∈ M, there is a certificate of
this which can be read and checked in polynomial time with respect to the
encoding length of Y .
Definition 3.4 (Class co-NP for MEM). A strong membership problem
is defined to be in the class co-NP if, whenever Y /∈ M, there is a certificate
of this which can be read and checked in polynomial time with respect to the
encoding length of Y .
We also consider the so called weak membership problem. To do this we
first define the following sets:
Definition 3.5. LetM⊆ X and ε > 0. Then we define the ε outer and inner
approximations of M respectively as follows:
S (M, ε) := {X ∈ X | ∃Y ∈M s.t. ‖X − Y ‖2 ≤ ε},
S (M,−ε) := {X ∈ X | S ({X}, ε) ⊆M}.
Furthermore, for A ∈ Sn, we define S (A, ε) := S ({A}, ε).
Note that for any monotonically decreasing sequence of positive scalars
{εi | i ∈ Z+}, such that limi→∞ εi = 0, we have
S (M,−ε0) ⊆ S (M,−ε1) ⊆ · · · ⊆
⋃
i∈Z+ S (M,−εi) = intM ⊆M,
S (M, ε0) ⊇ S (M, ε1) ⊇ · · · ⊇
⋂
i∈Z+ S (M, εi) = clM ⊇M,
and thus S (M,−ε) and S (M, ε) can be seen as inner and outer approximations
of M respectively.
We are now ready to define the weak membership problem.
Definition 3.6 (Weak Membership Problem (WMEM)). Let M ⊆ X ,
Y ∈ Q and ε ∈ Q++. Then assert either
i. Y ∈ S (M, ε), or
ii. Y /∈ S (M,−ε).
Note that S (M, ε)\S (M,−ε) ⊇ clM\intM = bdM, which is nonnempty
unless M ∈ {∅,X}. Therefore, in general, for some values of Y and ε, either
assertion would be valid.
The definitions of the classes NP and co-NP have also been extended to
include this type of problem.
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Definition 3.7 (The class NP for WMEM). A weak membership problem
is defined to be in the class NP if, whenever Y ∈ S (M,−ε), there is a certifi-
cate showing that Y ∈ S (M, ε), which can be read and checked in polynomial
time with respect to the encoding length of Y and ε. (That is to say, whenever
Y is in the inner approximation, there is a certificate showing it to be in the
outer approximation.)
Definition 3.8 (The class co-NP for WMEM). A weak membership prob-
lem is defined to be in the class co-NP if, whenever Y /∈ S (M, ε), there is a
certificate showing that Y /∈ S (M,−ε), which can be read and checked in poly-
nomial time with respect to the encoding length of Y and ε. (That is to say,
whenever Y is not in the outer approximation, there is a certificate showing it
not to be in the inner approximation.)
The following lemma now follows immediately from the definitions:
Lemma 3.9. If a strong membership problem is in NP (co-NP) then the
corresponding weak membership problem is also in NP (co-NP).
Related to this we also have the following lemma. In this, we recall that a
problem is defined to be NP-hard if being able to solve it in polynomial time
with respect to the encoding lengths of its inputs would allow us to solve all
problems in the classical class NP (i.e. excluding the extension of NP for weak
membership) in polynomial time with respect to the encoding lengths of their
inputs. For a more thorough discussion of NP-hard problems, the book [GJ79]
is recommended.
Lemma 3.10. If a weak membership problem is NP-hard then the correspond-
ing strong membership problem is also NP-hard.
One final related definition that we shall give in this section is that of
quintuples:
Definition 3.11. Consider a closed convex set M⊆ X such that there exists
an A0 ∈ Q and r,R ∈ Q++ such that
S (A0, r) ⊆M ⊆ S (0, R) .
Then for N = dimX , we have that (M;N,R, r,A0) is defined to be a valid
quintuple for M.
3.2 Ellipsoid Method
In this section we will give a quick sketch of the ellipsoid method. For more
details [GLS88, Chapter 3] is recommended.
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We consider the following optimisation problem, whereM⊆ Rn is a closed
convex set, with a valid quintuple (M;N,R, r,a0), and q ∈ Qn:
ν = min
x∈Rn
{〈q,x〉 | x ∈M}.
For δ ∈ Q++, we wish to find a x̂ ∈ M such that 〈q, x̂〉 ≤ ν + δ. We shall
assume that δ ≤ 2R‖q‖2, otherwise for all x ∈M, including a0, we would have
that 〈q,x〉 ≤ ν + δ, and thus the problem would be trivial. We now note an
important result connected to this problem.
Lemma 3.12. Consider q ∈ Rn, a closed convex set M ⊆ Rn, with an as-
sociated valid quintuple (M;N,R, r,a0), and δ ∈ (0, 2R‖q‖2]. Then we have
that
Vol ({x ∈M | 〈q,x〉 ≤ ν + δ}) ≥ (rδ/(2R‖q‖2))N Vol (S (0, 1)) .
Proof. We shall prove the required result by showing that there is a ball of
radius t = rδ/(2R‖q‖2) contained in the set {x ∈M | 〈q,x〉 ≤ ν + δ}.
As M is a closed bounded set, from Lemma 1.18, we see that there exists
b ∈M such that ν = 〈q,b〉. We then have that
S (b, δ/‖q‖2) ⊆ {x ∈ Rn | |〈q,x〉 − ν| ≤ δ}.
As M is convex, for all θ ∈ [0, 1] we have S (θa0 + (1− θ)b, θr) ⊆M.
We also have that
max{‖b− x‖2 | x ∈ S (θa0 + (1− θ)b, θr)}
= max{‖b− (1− θ)b− θy‖2 | y ∈ S (a0, r)}
= θmax{‖b− y‖2 | y ∈ S (a0, r)}
≤ θmax{‖z− y‖2 | y, z ∈M}
≤ 2θR.
Now considering θ = δ/(2R‖q‖2) and c = θa0 + (1 − θ)b, we get that θr = t
and 2θR = δ/‖q‖2. Therefore
S (c, t) ⊆M∩ S (b, δ/‖q‖2)
⊆M∩ {x ∈ Rn | |〈q,x〉 − ν| ≤ δ}
= {x ∈M | 〈q,x〉 ≤ ν + δ}.
We now present a sketch of the ellipsoid method in Algorithm 3.1.
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Algorithm 3.1 Sketch of the ellipsoid method
Input: A vector q ∈ Qn, a closed convex set M⊆ Rn, with a valid quintuple
(M;N,R, r,a0), and a scalar δ ∈ Q ∩ (0, 2R‖q‖2].
Output: x̂ ∈M such that 〈q, x̂〉 ≤ minx∈Rn{〈q,x〉 | x ∈M}+ δ.
1: let x0 := 0, E0 := S (0, R) and x̂0 := a0.







3: for k = 0, . . . ,K − 1 do
4: call a strong separation oracle for M and xk.
5: if the oracle asserts that xk ∈M then
6: let hk := −q
7: if 〈q,xk〉 ≤ 〈q, x̂k〉 then
8: let x̂k+1 := xk.
9: else
10: let x̂k+1 := x̂k.
11: end if
12: else
13: let hk equal the h given by the oracle.
14: let x̂k+1 := x̂k.
15: end if
16: let Ek+1 be smallest ellipsoid containing {x ∈ Ek | 〈hk,x〉 ≥ 〈hk,xk〉}.
17: let xk+1 equal the center of Ek+1.
18: end for
19: output x̂ := x̂K .
We note that in Algorithm 3.1, for all k = 0, . . . ,K we have x̂k ∈M is the
best feasible point found so far and
{x ∈M | 〈q,x〉 ≤ 〈q, x̂k〉} ⊆ Ek.
From [GLS88], we have that for any h ∈ Rn and ellipsoid E ⊆ Rn with
center y, the smallest ellipsoid containing the set {x ∈ E | 〈h,x〉 ≥ 〈h,y〉} has
a volume less than or equal to e−1/(2N)Vol (E). Therefore, for all k we have
Vol ({x ∈M | 〈q,x〉 ≤ 〈q, x̂k〉}) ≤ Vol (Ek) ≤ e−k/(2N)RNVol (S (0, 1)) .







have that x̂K ∈M and
Vol ({x ∈M | 〈q,x〉 ≤ 〈q, x̂k〉}) ≤ Vol ({x ∈M | 〈q,x〉 ≤ ν + δ}) ,
and thus 〈q, x̂K〉 ≤ ν + δ as required.
From this we then immediately get the following theorem.
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Theorem 3.13. Consider a q ∈ Qn, a closed convex set M ⊆ Rn, with the
quintuple (M;N,R, r,a0) being valid, and a δ ∈ Q∩(0, 2R‖q‖2]. Furthermore,
suppose that we have a strong separation oracle for M. Then we can use the
ellipsoid method, with at most K calls to the oracle, to find a x̂ ∈M such that
〈q, x̂〉 ≤ minx∈Rn{〈q,x〉 | x ∈ M} + δ, where K is polynomially bounded by
the encoding lengths of q, the quintuple and δ.
In order to consider the polynomiality further, we need to worry about the
encoding lengths of the variables throughout the algorithm, which necessitates
rounding of the variables. This was done in [GLS88, Section 3.2] for a related
problem, and by considering their proof we get the following theorem.
Theorem 3.14. Consider a q ∈ Qn, a closed convex set M ⊆ Rn, with the
quintuple (M;N,R, r,a0) being valid, and a δ ∈ Q∩(0, 2R‖q‖2]. Furthermore,
suppose that we have a strong separation oracle for M. Then we can use the
ellipsoid method, with at most K calls to the oracle, to find a x̂ ∈M such that
〈q, x̂〉 ≤ minx∈Rn{〈q,x〉 | x ∈M}+ δ, where:
i. K is polynomially bounded by the encoding lengths of q, the quintuple
and δ,
ii. the inputs to the oracle have encoding lengths which are polynomially
bounded by the encoding lengths of q, the quintuple and δ,
iii. the running time of the algorithm (excluding the running time of the
oracle) is polynomially bounded by the encoding lengths of q, the quintuple
and δ.
In fact, this idea can be taken even further to show that we do not need a
strong separation oracle, and in fact even a weak membership oracle will do.
This was done in [GLS88, Chapter 4].
Theorem 3.15. Consider a q ∈ Qn, a closed convex set M ⊆ Rn, with
the quintuple (M;N,R, r,a0) being valid, and a δ ∈ Q++ such that we have
δ ≤ min{r, 2R‖q‖2}. Furthermore, suppose that we have a weak membership
oracle for M. Then we can use an extension of the ellipsoid method, with
at most K calls to the oracle, in order to find an x̂ ∈ S (M, δ) such that
〈q, x̂〉 ≤ minx∈Rn{〈q,x〉 | x ∈ S (M,−δ)}+ δ, where:
i. K is polynomially bounded by the encoding lengths of q, the quintuple
and δ,
ii. the inputs to the oracle have encoding lengths which are polynomially
bounded by the encoding lengths of q, the quintuple and δ,
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iii. the running time of the algorithm (excluding the running time of the
oracle) is polynomially bounded by the encoding lengths of q, the quintuple
and δ.
The results from this section also extend trivially to the space of symmetric
matrices.
3.3 Copositivity and Completely Positivity
In the paper [MK87] the following result was shown:
Theorem 3.16. The strong membership problem for the copositive cone is a
co-NP-complete problem, i.e. both NP-hard and in the class co-NP.
Due to this result, and the duality relationship between the copositive and
completely positive cones, it has long been assumed that the strong membership
problem for the completely positive cone is an NP-complete problem, i.e. is
both NP-hard and in the class NP. However, the technical details for this
had not been considered until the papers [DG11, ABD12]. From these papers
we get the following two theorems.
Theorem 3.17 ([DG11]). We have that:
i. both the strong and weak membership problems for the copositive cone are
NP-hard,
ii. both the strong and weak membership problems for the completely positive
cone are NP-hard.
Theorem 3.18 ([ABD12]). The weak membership problem for the completely
positive cone is in the class NP.
The proofs of both of these results are based on the ellipsoid method from
the previous section. Theorem 3.17 was proven by using the ellipsoid method
to consider the copositive and completely positive reformulations of the stable
set problem from Section 1.3. Theorem 3.18 was proven using the ellipsoid
method to consider a copositive optimisation problem which checks complete
positivity of a matrix. In proving these results, many vital technical details
must be considered. However, rather than going through all of the technical
results from both papers in this thesis, we shall only consider those required
for proving Theorem 3.18. This should then give the reader a flavour of the
techniques that are required.
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where M = {X ∈ Cn ∣∣ 12 ≤ 〈I + 14nE,X〉 ≤ 32} . (3.2)
We then have the following theorem connecting this to the (weak) mem-
bership problem.
Theorem 3.19. For C ∈ Qn×n ∩ Sn and ε > 0 we have that
i. Val (3.1) ≥ 0 if and only if C ∈ C∗n,
ii. C ∈ S (C∗n,−ε) implies that Val (3.1) ≥ ε/(3n).
Proof. We shall prove each of these points separately.
i. In example 7.3 it shall be shown that
(
I + 14nE
) ∈ int C∗n. Combining
this with Corollary 1.31 then gives the required result.
ii. First we note that ‖I + 14nE‖2 ≤ ‖(1 + 14n)E‖2 = (1 + 14n)n < 3n/2.
We now note that if C ∈ S (C∗n,−ε), then (C − 23nε(I + 14nE)) ∈ C∗n.
Therefore, from the first part of this theorem, we get that
0 ≤ min
X




〈C,X〉 − 23nε〈I + 14nE,X〉




{〈C,X〉 − 13nε ∣∣ 12 ≤ 〈I + 14nE,X〉 ≤ 32 , X ∈ Cn}
= Val (3.1)− 13nε.
We next consider the following result on a valid quintuple for M.
Theorem 3.20. We have that the set M given in (3.2) is a closed convex set
with a valid quintuple given by (M;N,R, r,A0), where
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Proof. M is trivially a closed convex set and the value of N comes directly
from the definition. We shall split the remainder of this proof into two parts:
i. Proof that M⊆ S (0, R):
We have M ⊆ S (0, R) if and only if maxX{‖X‖2 | X ∈ M} ≤ R.
We now let M̂ = {X ∈ Cn | 〈I + 14nE,X〉 = 32}. We have M̂ ⊆ M
and thus maxX{‖X‖2 | X ∈ M} ≥ maxX{‖X‖2 | X ∈ M̂}. Con-
sidering an arbitrary X ∈ M, letting λ = 23〈I + 14nE,X〉 ∈ [13 , 1] and
letting Y = λ−1X, we have Y ∈ M̂ and ‖Y ‖2 ≥ ‖X‖2. Therefore
maxX{‖X‖2 | X ∈M} ≤ maxX{‖X‖2 | X ∈ M̂}, and thus
M⊆ S (0, R) ⇔ max
X∈Sn
{‖X‖2 | X ∈ M̂} ≤ R.
We now consider the polyhedral cone
K = {X ∈ Sn | (ei + ej)TX(ei + ej) ≥ 0 for all i, j}.
It is trivial to see that K is a proper cone containing C . From the fact
that the number of linear inequalities describing this proper cone is equal
to the dimension of the space containing it, each extreme ray of K is given
by all but one of the inequalities being tight. From this, an alternative
characterisation of K is conic(Y1 ∪ Y2), where
Y1 := {Eij | 1 ≤ i < j ≤ n},
Y2 := {2Eii −
∑
j 6=iEij | i = 1, . . . , n},
which together generate the extreme rays of K. In fact an element Eij of
Y1 corresponds to all inequalities being set equal to zero except for the
inequality (ei+ej)
TX(ei+ej) ≥ 0, whilst an element 2Eii−
∑
j 6=iEij of
Y2 corresponds to all inequalities being set equal to zero except for the
inequality (2ei)
TX(2ei) ≥ 0.
It is straightforward to compute that
〈I + 14nE,Eij〉 = 12n for all i 6= j,
〈I + 14nE, 2Eii −
∑
j 6=iEij〉 = 3n+22n for all i.
We then get
M̂ ⊆ K̂ :={X ∈ K ∣∣ 〈I + 14nE,X〉 = 32} = conv (3nY1 ∪ 3n3n+2Y2) ,
and therefore
max{‖X‖2 | X ∈ M̂} ≤max{‖X‖2 | X ∈ K̂}
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ii. Proof that S (A0, r) ⊆M:
For A0 as given above and λ ∈ R+, it can be seen from [HUS10] that











































∣∣∣∣∣ v ∈ Rn+, ‖v‖2 = 1,Z ∈ S (0, 1)
}
= −1.
This implies that S (A0, r) ⊆ C .
We now note that 〈I + 14nE,A0〉 = 1, and thus
max
{|〈I + 14nE,X〉 − 1| | X ∈ S (A0, r)}
= rmax
{〈I + 14nE, Y 〉 | Y ∈ S (0, 1)}
= r
∥∥I + 14nE∥∥2
≤ r 3n2 = 12 .
The final technical result that we need before considering the ellipsoid
method is the following.
Theorem 3.21. We can construct a strong separation oracle for M given
in (3.2), such that for any X ∈ Qn×n ∩ Sn, the oracle will either:
i. assert that X ∈M, or
ii. assert that 〈I + 14nE,X〉 < 12 , or
iii. assert that 〈I + 14nE,X〉 > 32 , or
iv. find a v ∈ Qn+ such that vTXv < 0 and the encoding length of v is
polynomially bounded in the encoding length of X.
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Proof. Checking assertions (ii) and (iii) is a trivial task and from now on
we shall assume that both of these assertions are false. We then have that
assertion (i) is false if and only if X /∈ Cn. In [MK87] it was shown that for a
matrix X ∈ Qn×n ∩ Sn \ Cn, there exists a v ∈ Qn+ such that vTXv < 0 and
the encoding length of v is polynomially bounded in the encoding length of X.
Therefore we have that assertion (i) is false if and only if there exists such a
v as required in (iv). The problem of either asserting that such a v does not
exist or finding such a v, is equivalent to checking copositivity, and thus is an
NP-hard problem. However, as the encoding length of v is bounded, this can
be done in finite time.
We now consider when C ∈ S (C∗n,−ε) for ε ∈ Q++, and without loss of
generality we may assume that ε ≤ 30n2‖C‖2. From Theorem 3.19, we get
that Val (3.1) ≥ ε/(3n). We now use the analysis from the previous section on
using the ellipsoid method for this optimisation problem, where
i. we let δ = ε/(3n),
ii. we use the quintuple given in Theorem 3.20,
iii. we use the strong separation oracle for M from Theorem 3.21.
From Theorem 3.14, we see that the ellipsoid method would then certify that
Val (3.1) ≥ 0. We now consider v1, . . . ,vL ∈ Qn+ being the vectors given when
the separation oracle asserts statement (iv). We then get that the number of
vectors, L, and the encoding lengths of the vectors, are polynomially bounded
in the encoding lengths of C, the quintuple and δ, whose encoding lengths are






2 ≤ 〈I + 14nE,X〉 ≤ 32
vTi Xvi ≥ 0 for all i = 1, . . . , L
(ei + ej)
TX(ei + ej) ≥ 0 for all i, j = 1, . . . , n
 .
From the proof Theorem 3.20, we see that for the same values of N,R, r,A0
we have that (M˜;N,R, r,A0) is a valid quintuple.
It is trivial to see that for any X ∈ Sn we have
X ∈M ⇒ X ∈ M˜.
Furthermore, for any X given in the algorithm to the strong separation oracle
we have that either:
i. X ∈M, or
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ii. 〈I + 14nE,X〉 < 12 , or
iii. 〈I + 14nE,X〉 > 32 , or
iv. there exists i ∈ {1, . . . , L} such that vTi Xvi < 0.
Therefore, for any X given in the algorithm to the strong separation oracle we
have
X ∈M ⇐ X ∈ M˜.





s.t. X ∈ M˜
Therefore the optimal value of this problem is greater than or equal to zero.
We also have that A0 is a strictly feasible point to this problem, which from
considering the dual problem, along with Slater’s condition, implies that the
optimal value of the following problem is also greater than or equal to zero, as





s.t. C = (λ1 − λ2)(I + 14nE) +
∑
i≤j







λ1, λ2 ≥ 0
(Z)ij , zi ≥ 0 for all i, j.
This optimisation problem could be used to generate at certificate that C ∈ C∗,
however a simpler certificate comes from noting that this optimisation problem
having a nonnegative optimal value which is attained, implies that the following



















(Z)ij , zi ≥ 0 for all i, j.
This final optimisation problem is a linear optimisation problem. We can
then use the simplex method to find an optimal solution for this problem
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whose encoding length is polynomially bounded in the encoding length of the
problem, which is in turn polynomially bounded in the encoding lengths of C
and ε. This optimal solution is then a decomposition of C, which thus acts as
a certificate for C ∈ C∗n ⊆ S (C∗n, ε).
In summary, we considered an arbitrary C ∈ Qn×n ∩Sn and ε ∈ Q++, and
supposed that C ∈ S (C∗n,−ε). We then showed that there exists a certificate
(in the form of a decomposition) which certifies that C ∈ C∗n ⊆ S (C∗n, ε)
and whose encoding length is polynomially bounded in the encoding lengths
of C and ε. Therefore, from the definition, we get that the weak membership
problem for the completely positive cone is in the class NP.
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As stated in the previous chapter, checking complete positivity and copositivity
of a matrix are NP-hard problems. However, in spite of the complexity of
checking copositivity, for special cases there are efficient algorithms, even ones
that run in linear-time. For example, in [Bom00] a method was discussed
for checking whether a tridiagonal matrix is copositive in linear-time, while
in [Ikr02] this was extended to acyclic matrices.
In this chapter, we will similarly consider special cases when we are able to
check whether a matrix is completely positive in linear-time and, if so, find a
minimal rank-one decomposition set for it.
Recall that a matrix X is completely positive if there exists a finite set





In this case we say that B is a rank-one decomposition set of X.
One property that can be considered with regard to complete positivity is
the cp-rank. The cp-rank of a completely positive matrix X is defined as
cp-rank(X) := min{|B| | B is a rank-one decomposition set of X}.
∗Submitted as:
[DD12] P.J.C. Dickinson and M. Du¨r. Linear-time complete positivity detection and
decomposition of sparse matrices. SIAM Journal On Matrix Analysis and Ap-
plications, 33(3):701–720, 2012
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If X is a completely positive matrix, then from Carathe´odory’s theorem
we have that cp-rank(X) ≤ 12n(n + 1), where n is the order of the ma-
trix. This bound can be improved to cp-rank(X) ≤ 12k(k + 1) − 1, where
2 ≤ k = rankX ≤ n, as was shown in [BB03, LKF04]. It has also been









and this has recently been proven to be correct for n ≤ 5 [SMBJS12]. If a ma-
trix is not completely positive, then its cp-rank is defined to be infinite [BR06].
We define a minimal rank-one decomposition set of a completely positive
matrix X to be a rank-one decomposition set B such that |B| = cp-rank(X).
In general this minimal rank-one decomposition set is not unique, as we shall
see in Section 4.7. Properties of a rank-one decomposition of a completely
positive matrix have been studied previously in [Dic10, GW80, Mar71], and
in this chapter we will be investigating minimal rank-one decompositions for
sparse matrices.
Related work
While the problem of finding a factorisation of a general completely positive
matrix is still unsolved, the problem of factorising matrices with special struc-
ture has been studied before. Kaykobad [Kay87] proved that if a matrix is
positive semidefinite and nonnegative and diagonally dominant, then it is com-
pletely positive. He also gives an easy procedure for constructing a factorisa-
tion. Berman and coauthors [BH87, BG88] considered matrices whose under-
lying graph has a special structure. In [BH87] they characterise completely
positive matrices whose underlying graph is acyclic. They do not, however,
use this characterisation for an algorithmic factorisation procedure. In [BG88]
they study matrices with bipartite graphs and state a simple algorithmic pro-
cedure to factorise them.
The complete positivity of circular matrices has previously been studied
in the papers [XL00, ZL00]. In [XL00] the authors characterise completely
positive circular matrices of order greater than 3, but it seems unclear how
this characterisation can actually be used to check algorithmically whether
a circular graph is completely positive. In [ZL00] they give conditions for
complete positivity of a circular matrix in terms of its comparison matrix.
The proof of their result includes a method for finding a minimal rank-one
decomposition set; however, this is a relatively complicated method and was
not subjected to much analysis.
Li, Kummert, and Frommer [LKF04] show how — starting from an arbi-
trary factorisation of a matrix X ∈ Sn, with n > 1 — one can obtain a smaller





T with |B| = 12n(n+ 1)− 1.
Shaked-Monderer [SM09] considers matrices which are positive semidefi-
nite and nonnegative with rank r and have an r × r principal submatrix that
is diagonal. This corresponds to the graph of the matrix having a maximal
stable set of size r. Such a matrix is shown to be completely positive, and a
factorisation is immediate from the proof. Kalofolias and Gallopoulos [KG12]
extend this result and construct a factorisation of completely positive rank-two
matrices.
Finally, Dong, Lin, and Chu [DLC12] provide a heuristic method for the
so-called (nonsymmetric) nonnegative rank factorisation, i.e. finding a decom-
position X = UV of X with U, V nonnegative but not necessarily U = V T
(which would correspond to our setting). Their procedure can be applied to
completely positive matrices and would be able to heuristically check whether
cp-rank(X) = rank(X) and, if affirmative, compute a factorisation of X.
This chapter will provide a unified approach to these ideas and extend
the domain of cases where a factorisation can be found. We will present an
algorithmic method for this and pay special attention to the run-time of this
algorithm. One of our results will be that — as in the copositive case studied
in [Bom00, Ikr02] — for tridiagonal and acyclic matrices, complete positivity
can be checked in linear-time. Our method could also be used for preprocessing
a matrix which we wish to test for complete positivity in order to reduce the
problem.
Graphs of a Matrix
For a matrix A ∈ Sn, we define G(A) to be the underlying graph of A such
that G(A) = (V, E) with V = {1, . . . , n} and E = {(ij) | i < j, (A)ij 6= 0}.
When we talk of an index i of A having a certain degree, we are referring to the
degree of the vertex i in the graph G(A) having this degree. Similarly, when we
refer to graph properties of a matrix A, for example being acyclic, circular or
connected, we are referring to the properties of the graph G(A). In this thesis,
when we refer to a circular graph, we mean a graph only consisting of a single
cycle. We will use the phrase component submatrix for a principal submatrix
whose graph is a connected component in the graph of the full matrix. Finally
a weighted-graph of A refers to G(A) with weights on the vertices and edges
equal to the corresponding values in A. We use this in order to be able to
consider certain structures in a matrix with more ease.
4.1 Rank-One Decomposition
We will now look at some basic properties of (minimal) rank-one decomposition
sets of sparse completely positive matrices.
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As previously noted in Section 1.1, we have that a completely positive
matrix is nonnegative and, if an on-diagonal element of a completely positive
matrix is equal to zero, then all the off-diagonal elements on this row and
column are also equal to zero. We can in fact check whether these necessary
conditions hold in linear-time.
We now look at how the graph of a completely positive matrix corresponds
to the support of the vectors in a rank-one decomposition of the matrix. We
consider a completely positive matrix X 6= 0 with a rank-one decomposition set
B. For a vector b ∈ B we have that the set {i | (b)i > 0} is a clique of G(X).
Correspondingly, if a set of vertices J ⊆ {1, . . . , n} is not a clique of G(X),
then there cannot be a vector b ∈ B such that {i | (b)i > 0} = J . Therefore
we need only consider each component submatrix of a matrix separately, and
it should be noted that using for example a breadth-first search, we can split
a matrix into its component submatrices in linear-time.
From now on, without loss of generality, we shall assume that the matrices
that we wish to analyse are nonnegative and connected and have all on-diagonal
elements strictly positive.
We finish this section by looking at a special property which always holds for
at least one minimal rank-one decomposition of a completely positive matrix.
Theorem 4.1. For any completely positive matrix A there exists a minimal
rank-one decomposition of it such that no two vectors in the decomposition have
the same support.
Proof. Consider two vectors a,b ∈ Rn++. We define the following:









Then we have that
c ∈ Rn+ \ Rn++,
d ∈ Rn++,
aaT + bbT = ccT + ddT.
This can easily be extended to any two vectors with the same support. We can
now take any minimal rank-one decomposition of a completely positive matrix
and use this method to get the desired property.
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4.2 Indices of Degree Zero or One
In this section, we will look at how we can reduce the problem of checking
whether a matrix is completely positive by considering indices of the matrix
with degree zero or one. Recall that we have defined the degree of an index to
be the degree of the corresponding vertex in the graph of the matrix.
Degree-zero indices are themselves component submatrices and so can be
considered separately. As they are size 1 × 1 matrices, checking them for
complete positivity and, if this is found, providing a minimal rank-one decom-
position set are trivial tasks.
In order to see how to deal with indices of a higher degree, we first consider
the following theorem.
Theorem 4.2. We define the matrices X,Yθ, Zθ ∈ Sn as
X =
A1 a1 0aT1 α aT2
0 a2 A2
 , Yθ =
A1 a1 0aT1 θ 0
0 0 0
 , Zθ =
0 0 00 α− θ aT2
0 a2 A2
 ,
where α, θ ∈ R, A1 ∈ Sp, A2 ∈ Sq, a1 ∈ Rp, a2 ∈ Rq, p, q, n ∈ Z++ and
n = p+ q + 1. Then the following three statements are equivalent:
i. X is completely positive.
ii. There exists θ such that Yθ and Zθ are completely positive.
iii. ϕ := min{θ | Yθ ∈ C∗} is finite and Zϕ is completely positive.
Proof. We first note that the value of the minimisation in (iii) is either infinity
or it is attained (in which case Yϕ is completely positive). It can now be
immediately seen that (iii) ⇒ (ii) ⇒ (i). From considering the cliques ofG(X)
we see that (i) ⇒ (ii). It is also a simple task to show that (ii) ⇒ (iii), by
noting that if Zθ ∈ C∗ for some θ, then Zφ ∈ C∗ for all φ ≤ θ, which completes
the proof.
From this theorem we see that in some special cases, when it is relatively
easy to find ϕ = min{θ | Yθ ∈ C∗}, we can reduce the problem of checking
whether X is completely positive to checking whether the smaller nonzero
principal submatrix of Zϕ is completely positive. An example of when it is
relatively easy to find ϕ is when the underlying graph given by Yθ is a completely
positive graph. A completely positive graph is defined to be a graph such
that for all Y with this underlying graph we have that Y ∈ C∗ if and only
if Y ∈ S+ ∩ N . A characterisation of these graphs is that they have no odd
cycles of length greater than or equal to five [KB92]. This means that in such
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a case we have ϕ = min{θ | Yθ ∈ S+ ∩N }, and this optimisation problem can
be solved in polynomial time up to any required accuracy [NN93].
In the following theorem, we now look at a very simple but very useful
special case, which was first considered by Berman and Hershkowitz [BH87].
They took a different approach to this problem and proved part (i) and a similar
result to part (iv), except that they gave an inequality relation, whereas we
will give an equality.
Theorem 4.3. Let X ∈ N n, Y ∈ Sn be given as,
X =
α β 0β γ aT
0 a A
 , Y =
0 0 00 γ − 1αβ2 aT
0 a A
 ,
where α, β, γ ∈ R+, α 6= 0, a ∈ Rn−2+ , and A ∈ N n−2. Then we have the
following
i. X ∈ C∗ ⇔ Y ∈ C∗.
ii. For X ∈ C∗, if we let BY ⊂ Rn+ be a rank-one decomposition set of Y ,
then the following set is a rank-one decomposition set of X:





iii. If in (ii) BY is a minimal rank-one decomposition set of Y , then BX is
a minimal rank-one decomposition set of X.
iv. We have that cp-rank(X) = cp-rank(Y ) + 1 (where ∞+ 1 :=∞).




∈ C∗ ⇔ θ ≥ β2/α,
and using this, Theorem 4.2 gives us a proof for (i). Part (ii) is trivial to prove
and part (iv) comes directly from part (iii). We will now prove part (iii).
Another way of expressing part (iii) is that there exists a minimal rank-one
decomposition of X given by BX such that
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Due to Theorem 4.1, there exists a minimal rank-one decomposition of X
given by B̂X such that no two vectors in the decomposition have the same
support. If property (4.1) holds, then we are done. If not, then by considering
the cliques of G(X), we see that there exists ϕ ∈ R such that 0 < ϕ < √α and
{
v ∈ B̂X






































where η = β
√
(α− ϕ2)/(αϕ2).
We can use this fact to obtain an alternative minimal rank-one decompo-
sition of X such that property (4.1) does hold.
From this theorem and the result on degree zero indices, we can now con-
struct Algorithm 4.1 for reducing the problem of checking whether a matrix
is completely positive and, if so, finding a (minimal) rank-one decomposition
set. Although Berman and Hershkowitz [BH87] considered a similar method
of going through a matrix, this was only to prove that an acyclic matrix is
completely positive if and only if it is both nonnegative and positive semidef-
inite. They did not consider how it could also be used to produce a rank-one
decomposition set or its computation time. We now give the following results
for this algorithm.
Theorem 4.4. Algorithm 4.1 gives the required output, and, if it does not
produce the message “X /∈ C∗”, then the X ′ and B produced will have the
following properties:




ii. cp-rank(X) = cp-rank(X ′) + |B|.
iii. If an index i of X ′ has degree zero then (X ′)ii = 0.
iv. X ′ has no indices of degree one.
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Algorithm 4.1 Reducing the problem of checking for complete positivity.
Input: A matrix X ∈ N n such that (X)ii > 0 for all i = 1, . . . , n.
Output: Either “X /∈ C∗” or a matrix X ′ ∈ Sn and finite set B ⊂ Rn+ (see
Theorem 4.4).
1: initiate a set B = ∅.
2: initiate a set R = {1, . . . , n} to keep track of indices remaining.
3: analyse X producing
i. a set J ⊆ R of indices with degree zero or one,
ii. a vector d ∈ Zn such that (d)i is defined to be degree of index i,
iii. a set {N1, . . . ,Nn} s.t. Ni := {j | j is neighbour of i in G(X)}.
4: while J 6= ∅ do
5: pick an i ∈ J to analyse.
6: update R ← R \ {i}, J ← J \ {i}
7: if (d)i = 0 then
8: update B ← B ∪ {√(X)ii ei}
9: update (X)ii ← 0
10: else
11: find j ∈ Ni ∩R
12: update (X)jj ← (X)jj − (X)2ij/(X)ii
13: if (X)jj < 0 or ((X)jj = 0 and (d)j ≥ 2) then
14: output “X /∈ C∗”
15: exit
16: end if










18: update (X)ij ← 0, (X)ii ← 0, (d)j ← (d)j − 1
19: if (d)j = 1 then
20: update J ← J ∪ {j}
21: else if (d)j = 0 and (X)jj = 0 then





27: output X ′ ← X
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Also, provided that our inputs and outputs of the matrices and vectors in Algo-
rithm 4.1 were “efficient” (see proof), then this algorithm runs in linear-time.
Proof. From going through the algorithm and using Theorem 4.3, this is trivial
to prove. It should be noted that we required the matrices and vectors to be
inputted/outputted efficiently. Firstly, this means dealing with the square
roots. Secondly, this is because the inputting/outputting of a full vector or
matrix would involve respectively n and n2 entries, which would limit the
algorithm to working in quadratic time. However, a more efficient way of
specifying a sparse vector or matrix is to give only its nonzero entries, and we
are required to do this in order for the algorithm to work in linear-time.
For Algorithm 4.1 we can see that if X ′′ is the maximal principal submatrix
of X ′ such that no row/column is equal to zero, then G(X ′′) is the maximal
induced subgraph of G(X) such that G(X ′′) has no vertices of degree zero or
one. This means that if X was acyclic, for example, tridiagonal, then in linear-
time either the algorithm would output X /∈ C∗ or we would have X ′ = 0
and therefore a certificate of complete positivity in the form of a minimal
rank-one decomposition set B. We can also see that such a minimal rank-one
decomposition set would be of cardinality n− 1 or n. It was found in [BSM03,
Theorem 3.7] that this number is actually equal to the rank of the matrix.
It should also be noted that the choice of the next vertex to consider in
step 5 of Algorithm 4.1 affects the way in which the algorithm goes through
the vertices and can lead to a different set B at the end of the algorithm. If we
simply go through the vertices in J in numerical order, then given a permuta-
tion matrix P the algorithm will not necessarily return the same solution (up
to permutation) when X and PXPT are inputted.
4.3 Chains
We define a chain of a graph to be a simple path in it such that all vertices
within the path (excluding the two end vertices) have degree equal to two.
This is equivalent to this part of the matrix being tridiagonal. The form of
chain that we shall consider is shown in Fig. 4.1, where we let the internal
vertices and the edges of the chain have fixed weightings (given by the α’s
and β’s respectively), we let y be a variable, and we let z(y) be the minimum
allowable value such that the chain is completely positive. We then consider
how Algorithm 4.1 would run through the chain starting at y, moving through
the vertices in turn and being used to give us the value of z(y) for each y. We
show that rather than having to recompute the algorithm for different values
of y, we can instead find a simple formula linking y and z(y). We consider this,
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not only to help improve our understanding of Algorithm 4.1, but also due to
the useful applications that this method will provide in Sections 4.4 and 4.5.
Figure 4.1: A chain we consider the algorithm working through with y > 0 and
αi, βi > 0 for all i.
For i ≥ 2 the algorithm would take each vertex from αi to fi(y) and then
to zero, where f1(y) := y and fi(y) := αi − (β2i−1/fi−1(y)) for i = 2, . . . ,m.
We require that fi(y) > 0 for all i, and we also have z(y) = β
2
m/fm(y).
We now present the following lemmas, which will be used to remove the
recursion from y, thus meaning that we do not need to consider the recursion
separately for each different value of y.
Lemma 4.5. We have that
fi(y) =
λiy − µi
λi−1y − µi−1 for i = 1, . . . ,m,
where λ0 = 0, µ0 = −1, λ1 = 1, µ1 = 0,
λi = αiλi−1 − β2i−1λi−2 for i = 2, . . . ,m,
µi = αiµi−1 − β2i−1µi−2 for i = 2, . . . ,m.
Also we have that the requirement “fi(y) > 0 for all i” is equivalent to
λiy > µi for all i. (4.2)
Proof. This is trivial to prove by induction.
Lemma 4.6. We always get that µiλi+1 < µi+1λi for all i = 0, . . . ,m− 1.
Proof. We have that µ0λ1 = −1 < 0 = µ1λ0, and for i ≥ 1,
µi+1λi − µiλi+1 = (αi+1µi − β2i µi−1)λi − µi(αi+1λi − β2i λi−1)
= β2i (µiλi−1 − µi−1λi).
We can now use proof by induction.
Lemma 4.7. Requirement (4.2) implies that λi, µi > 0 for all i ≥ 2.
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Proof. We shall again use proof by induction. For the case when i = 2 we have
that λ2 = α2 > 0 and µ2 = β
2
1 > 0. Therefore the statement is true for i = 2.
Now, for the sake of induction, suppose that it is true for i = k − 1. From






< µk < λky.
From this we see that we have λk, µk > 0.




∣∣∣ i = 1, . . . ,m} = µmλm .
Proof. This is simple to prove using Lemma 4.6.




and λi > 0 for all i ≥ 2.
Proof. The proof comes trivially from Lemmas 4.7 and 4.8.
Method 4.10. Therefore the problem of going through the chain can be split
into the following three parts:
i. Compute the following:
λ0 = 0, µ0 = −1, λ1 = 1, µ1 = 0,
λi = αiλi−1 − β2i−1λi−2 for i = 2, . . . ,m,
µi = αiµi−1 − β2i−1µi−2 for i = 2, . . . ,m.
ii. Check that λi > 0 for all i ≥ 2; otherwise it cannot be part of a completely
positive matrix.
iii. Require that y > µm/λm and
z(y) =
β2m(λm−1y − µm−1)
λmy − µm .
In the following two sections we look at two alternative ways in which this
result can be used.
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4.4 Matrices with circular graphs
If Algorithm 4.1 did not determine whether the original matrix was completely
positive or not, then the degree of the indices in the remaining matrix is strictly
greater than one, and so the simplest form that it can take is being a circular
matrix, where we recall that a circular matrix is one with an underlying circular
graph and a circular graph is a graph only consisting of a single cycle. This is
also sometimes referred to as a cycle graph.
The complete positivity of circular matrices has previously been studied in
the papers [XL00, ZL00]. In [XL00], the authors found a necessary and suffi-
cient condition for a circular matrix (of order greater than 3) to be completely
positive; however it is unclear how this result can actually be used to check
whether a circular graph is completely positive. In [ZL00] they showed that
a circular matrix (of order greater than 3) is completely positive if and only
if the determinant of its comparison matrix is nonnegative. The paper also
included a method for finding a minimal rank-one decomposition set of a cir-
cular matrix (of order greater than 3); however, this was included only for the
purpose of providing a proof to a theorem related to the number of minimal
rank-one decompositions that a circular matrix has. As a result, this method
was not subjected to much analysis and is relatively complicated.
In this section, we will use the results from Section 4.3 to develop an al-
ternative algorithm for checking whether a circular matrix is complete positive
and, if so, providing a minimal rank-one decomposition set of the matrix. It
will also be seen that this method runs in linear-time.
We will begin by considering the following two theorems.
Theorem 4.11 ([BSM03, Remark 3.3]). If A is a triangle-free, connected
completely positive matrix which is not acyclic, then the cp-rank of A is equal
to the number of edges in the graph G(A).
Theorem 4.12 ([BSM03, Theorem 3.2]). Let A ∈ C∗n, with n ≤ 3. Then
cp-rank(A) = rankA.
As we see from these theorems, we should consider the cases of n = 3 and
n > 3 separately. We will first extend our method from Section 4.3 for the




α1 β1 0 · · · 0 βn
β1 α2 β2 · · · 0 0







0 0 0 · · · αn−1 βn−1
βn 0 0 · · · βn−1 αn

. (4.3)
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If A is completely positive, then due to its cp-rank being equal to n (Theo-
rem 4.11) and by considering its cliques, we see that its minimal decompositions








































From this it can be seen that A is completely positive if and only if there
exists a y = υ21 such that the chain in Fig. 4.1 is completely positive with
z(y) = α1− y, and it can easily be seen how minimal rank-one decompositions
of the original matrix A and the chain are related. From Section 4.3 we now
get the following linear-time method for analysing the matrix.
Method 4.13. The problem of determining whether A given in (4.3) is com-
pletely positive is equivalent to computing
λ0 = 0, µ0 = −1, λ1 = 1, µ1 = 0,
λi = αiλi−1 − β2i−1λi−2 for i = 2, . . . , n,
µi = αiµi−1 − β2i−1µi−2 for i = 2, . . . , n,
checking that λi > 0 for all i ≥ 2 and solving
find y
s.t. y > µn/λn
0 = λny
2 + (β2nλn−1 − α1λn − µn)y + (α1µn − β2nµn−1).












































λi−1y − µi−1 ,
ωi = βi/υi.
for all i
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We note that this method even checks the complete positivity in linear-
time of circular matrices such that their order is odd and greater than or equal
to 5, even though for these types of matrices, their underlying graph is not a
completely positive graph.
For completeness we will now also consider how to test whether a strictly
positive matrix X ∈ S3 is completely positive and, if so, find a minimal rank-
one decomposition set for it. In order to do this we need the following lemmas,
in which we will consider the matrix
X =
α1 β1 β3β1 α2 β2
β3 β2 α3
 , where α, β ∈ R3++ and α3β21 ≤ α1β22 . (4.4)
It should be noted that we can always permute a 3 × 3 strictly positive sym-
metric matrix so that the required inequalities hold.
Lemma 4.14. For X given in (4.4) we have X ∈ C∗ if and only if β21 ≤ α1α2,
β22 ≤ α2α3, β23 ≤ α3α1, and det(X) ≥ 0.
Proof. From [MM62] we have that C∗3 = S3+∩N 3. From the conditions in (4.4)
we have that X ∈ N 3. It is known that a matrix is positive semidefinite if
and only if all its principal minors are nonnegative [Mur03, page 40]. This
combined with the fact that the diagonal entries of X are nonnegative gives us
the required result.
Lemma 4.15. For X ∈ C∗ as in (4.4), we have
cp-rank(X) = 1 ⇔ β21 = α1α2.
Proof. We have that cp-rank(X) = 1 if and only if there exists a b ∈ R3+ such







From this we get that the cp-rank(X) = 1 if and only if
X =





The forward implication is seen by comparing the required form of X to
the original form of X.
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For the reverse implication we note that if β21 = α1α2, then from the re-
quirements for complete positivity and the restrictions on X we have that
α2α3 ≥ β22 ≥ α3β21/α1 = α2α3,
implying that β22 = α2α3. We also have that
0 ≤ det(X) = α1α2α3 + 2β1β2β3 − β21α3 − β22α1 − β23α2
= α1α2α3 + 2(α2
√
α1α3)β3 − α1α2α3 − α1α2α3 − β23α2
= −α2(β3 −√α1α3)2.
This implies that X is in the required form.
Lemma 4.16. For X ∈ C∗ as in (4.4), we have α1β2 − β1β3 ≥ 0.
Proof. From Lemma 4.14 and the restrictions on X we have that β23 ≤ α3α1
and 0 ≤ α3β21 ≤ α1β22 . This implies that α3β21β23 ≤ α3α21β22 , which gives the
required result, due to X being strictly positive.
Lemma 4.17. For X ∈ C∗ as in (4.4) such that cp-rank(X) 6= 1, we have
cp-rank(X) = 2 ⇔ det(X) = 0.
Proof. From [BSM03, Theorem 3.2] we have that cp-rank(X) = rankX. From
the restrictions on X we have that X 6= 0, which, combined with the require-
ment that cp-rank(X) 6= 1, implies that rankX ≥ 2. From this we have
cp-rank(X) = 2 ⇔ rankX = 2
⇔ rankX 6= 3
⇔ det(X) = 0,
which completes the proof.
From these lemmas we now present Algorithm 4.2 for testing whether a
matrix X of the form given in (4.4) is completely positive and, if so, finding
a minimal rank-one decomposition set for it. It can be seen that this method
works in linear time with respect to the encoding length of the matrix X.
Peter J.C. Dickinson 63
CHAPTER 4. SPARSE C∗ DETECTION AND DECOMPOSITION
Algorithm 4.2 For testing whether a matrix X ∈ S3 of the form given in (4.4)
is completely positive and, if so, finding a minimal rank-one decomposition for
it.
Input: A matrix X of the form given in (4.4).





1: if β21 > α1α2 or β
2
2 > α2α3 or β
2
3 > α3α1 or det(X) < 0 then








5: if β21 6= α1α2 then
6: update





 0α1α2 − β21
α1β2 − β1β3

7: if det(X) 6= 0 then
8: update












4.5 Reducing Chain Lengths
Suppose that the matrix we wish to check for being completely positive gives
the weighted-graph in Fig. 4.2. In this section we will see how we can reduce
the length of the chain to give a smaller matrix while maintaining the property
of whether the matrix is completely positive or not. For simplicity we shall
view the matrices using their weighted-graph forms.
From considering the form of the rank-one decompositions when this graph
is completely positive, we see that the graph gives a completely positive matrix
if and only if there exists a y such that the chain in Fig. 4.1 and the weighted-
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graph in Fig. 4.3 give completely positive matrices.
Figure 4.2: We wish to analyse the matrix giving this weighted-graph to check
for complete positivity, where the end points of the chain are distinct, the grey
area represents an arbitrary structure in the graph, and m > 3.
Figure 4.3: The weighted-graph in Fig. 4.2 gives a completely positive matrix
if and only if there exists a y such that the chain in Fig. 4.1 and the weighted-
graph below give completely positive matrices, where the grey area represents
an arbitrary structure in the graph.
We now consider the chain in Fig. 4.1 in which the values of y and z(y) are
not fixed. We consider Method 4.10 on this chain. If the second step (checking
λi > 0) finds that the chain cannot be part of a graph giving a completely
positive matrix, then we are done. Otherwise we compare this chain to the
chain in Fig. 4.4, where we set the values α̂2, α̂3, β̂1, β̂2, β̂3, from the results
of running the method for the original chain and where we pick arbitrary
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γ1, γ2 > 0:





γ1γ2(λm−1µm − λmµm−1), β̂3 = βm√γ2µm−1.
(4.5)
Figure 4.4: A chain we consider Method 4.10 working through with n > 3,
y > 0, and the values for α̂2, α̂3, β̂1, β̂2 and β̂3 given in (4.5).
We are free to pick whatever strictly positive values of γ1 and γ2 we wish
without changing the theory. This freedom may, however, be able to be put
to some advantages in reducing numerical difficulties in an algorithm, and it is
recommended to pick values such that the order of magnitude on these vertices
and edges is approximately that in the original weighted-graph.
From the results in Section 4.3 we can immediately see that all the ver-
tices and edges in the chain have strictly positive values. We now consider
Method 4.10 running through this chain.






ii. We can easily see that the values of λ̂i for i ≥ 2 are strictly positive.














λmy − µm .
Therefore, viewed from the end points, the chains in Figs. 4.1 and 4.4 are
equivalent. Therefore, the graph in Fig. 4.2 is completely positive if and only
if the following two conditions hold:
i. When computing the first two steps of Method 4.10 on the chain, we do
not find that the chain cannot be part of a completely positive graph.
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ii. The graph in Fig. 4.5 is completely positive, using the values given
in (4.5).
Figure 4.5: Smaller graph for checking for complete positivity, which is equiv-
alent to that in Fig. 4.2 using the results in Section 4.5.
We let X be the original matrix and Y be the matrix produced from our
method. If we had a (minimal) rank-one decomposition set of Y then it would
be a trivial task to convert this into a (minimal) rank-one decomposition set
of X. We note that
cp-rank(X) = cp-rank(Y ) +m− 3.
We finish this section by discussing the computation time of such a process.
One simple method for applying this process is as follows, where we assume
that no component submatrix is circular:
i. Find W = {v ∈ {1, . . . , n} | The degree of v in G(X) is equal to 2}.
ii. Find connected components of the subgraph of G(X) induced by the ver-
tices W. Let these be denoted by the following with consecutive vertices
being connected: {{v11, . . . , v1k1}, . . . , {vl1, . . . , vlkl}}.
iii. For all i ∈ {1, . . . , l} such that ki ≥ 3, do the following:
(a) Find u,w ∈ {1, . . . , n} \ W such that u, vi1, . . . , viki , w is a chain in
G(X).
(b) If u 6= w, then apply the method for reducing chain lengths to this
chain.
(c) If u = w and ki ≥ 4, then apply the method for reducing chain
lengths to the chain {u, vi1, . . . , viki}.
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It can be seen that this method would involve a linear number of calcula-
tions. In general we can not compute the square roots exactly, but if we are
computing to a preset level of accuracy, then this method could be carried out
in linear time.
4.6 Preprocessing
For a matrix X ∈ Sn we can now reduce the problem of checking whether it is
completely positive and finding a (minimal) rank-one decomposition using the
following linear-time method:
i. Check the matrix is nonnegative
ii. Check that whenever one of the matrix’s on-diagonal entries is equal to
zero, all of the off-diagonal entries in this row and column are also equal
to zero.
iii. Reduce the problem to considering the maximal principal submatrix with
strictly positive on-diagonal elements.
iv. Use Algorithm 4.1 to reduce the problem.
v. Split a matrix into its component submatrices (for example, with a
breadth-first search).
vi. Use Section 4.1 to connect results from these submatrices to those for
the original matrix.
vii. For each of these submatrices do the following:
(a) If the resultant matrix is in S3, then use Algorithm 4.2 to process
it.
(b) Otherwise, if the resultant matrix is circular, use Method 4.13 to
process it.
(c) Otherwise use the method from Section 4.5 to reduce the chain
lengths.
This method fully processes all component submatrices which have a max-
imum of one cycle. If all the component submatrices have a maximum of one
cycle then this method determines whether the matrix is completely positive
in linear-time and, if so, also outputs a minimal rank-one decomposition of it.
Otherwise the method reduces the problem. As the method runs in linear-time
and all known algorithms for computing the cp-rank in the general case run in
exponential time [BR06], this is a very efficient preprocessor.
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4.7. NUMBER OF MINIMAL DECOMPOSITIONS
4.7 Number of minimal decompositions
Our method finds a single minimal rank-one decomposition set for a completely
positive matrix such that every component submatrix has a maximum of one
cycle. In this section we briefly look at how many minimal rank-one decom-
position sets these matrices actually have. For simplicity we assume that the
matrices are completely positive and connected and all the on-diagonal ele-
ments are strictly positive. We could then use Section 4.2 to extend these
results to matrices where these assumptions do not hold.
If the cp-rank of a matrix X ∈ Sn is equal to one, then it is trivial to see
that it has exactly one minimal rank-one decomposition set. Next we consider
when the cp-rank of X is equal to two.
Theorem 4.18. Let X ∈ C∗n be a connected matrix such that all the on-
diagonal elements are strictly positive and cp-rank(X) = 2. Then the following
hold:
i. If there exists i, j ∈ {1, . . . , n} such that (X)ij = 0, then there is exactly
one minimal rank-one decomposition set.
ii. If there does not exist i, j ∈ {1, . . . , n} such that (X)ij = 0, then there
are infinitely many minimal rank-one decomposition sets.
Proof. This proof comes from considering the proof in [BSM03, Theorem 2.1].














We now consider the ordered set of vectors






X is then the gram matrix of these vectors; i.e. (X)ij = 〈ui,uj〉 for all i, j. The
minimal rank-one decomposition set is unique if and only if the ordered set U
is unique up to a swapping of the coordinates of the ui’s. For i, j = 1, . . . , n
such that i < j, let θij be the angle between the vectors ui,uj ∈ U , such that





‖ui‖2‖uj‖2 = cos θij .
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We have that
Xij > 0⇔ θij < pi/2 and Xij = 0⇔ θij = pi/2.
Now let uk,ul be the pair of vectors from U with maximal angle θkl. As
U ⊂ R2+, we see that once the vectors uk,ul are set, all the other vectors are
uniquely defined and lie between them.
We now look at the two cases given in the theorem.
i. We have that θkl = pi/2, and so uk and ul lie on perpendicular axes. This
implies that U is unique up to a swapping of coordinates and therefore
there is exactly one minimal rank-one decomposition set.
ii. We have that θkl < pi/2. This gives us the freedom to rotate U while
keeping it within R2+, therefore there are infinitely many minimal rank-
one decomposition sets.
In Fig. 4.6 we now use this result to consider different types of matrices
with the conditions given at the start of this section, i.e. completely positive
and connected and all the diagonal elements strictly positive. The matrices we
look at can, in fact, be easily extended to all the types of matrices that our
method can check and decompose. For finding the cp-rank we simply consider
how our method would work through this type of matrix.
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In this part, we shall consider geometric properties of the copositive and com-
pletely positive cones. The first commonly known geometric property of these
cones is that they are proper cones, where we recall that a proper cone is a
cone which is closed, convex, pointed and full-dimensional. For the sake of
completeness we shall give a proof of this here (without using properties of
duality).
Lemma 5.1. Both the copositive and the completely positive cones are full-
dimensional.
Proof. We note that C∗n ⊆ Cn, and thus we need only prove that the completely
positive cone is full-dimensional.
If we consider the set of matrices
{(ei + ej)(ei + ej)T | i ≤ j, i, j = 1, . . . , n} ⊆ C∗n
then it can be observed that this is a set of 12n(n + 1) linearly independent
matrices, and thus the completely positive cone is full dimensional.
Lemma 5.2. Both the copositive and completely positive cones are pointed.
Proof. We note that C∗n ⊆ Cn, and thus we need only prove that the copositive
cone is pointed.
We consider an arbitrary matrix A ∈ Cn ∩ (−Cn). For all v ∈ Rn+ we have
that 0 ≤ vTAv and 0 ≤ vT(−A)v, implying that vTAv = 0. From this we
immediately get that A = 0, completing the proof.
Lemma 5.3. The copositive cone is a closed convex cone.
Proof. The copositive cone is the intersection of infinitely many closed convex
cones, and thus from Theorem 1.7 we see that it too is a closed convex cone.
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Lemma 5.4. The completely positive cone is a closed convex cone.
Proof. From the definition it is trivial to observe that the completely positive
cone is a convex cone.
We shall now prove that the completely positive cone is closed. We consider
an arbitrary A ∈ cl(C∗n) and let R = 〈A, I〉+ 1. It can then be observed that
A ∈ cl{X ∈ C∗n | 〈X, I〉 ≤ R} and
{X ∈ C∗n | 〈X, I〉 ≤ R} = {∑iaiaTi | ai ∈ Rn+ for all i, ∑iaTi ai ≤ R}
= conv{vvT | v ∈ Rn+, ‖v‖22 ≤ R}
= conv L̂
where
L̂ = {vvT | v ∈ L}, L = {v ∈ Rn+ | ‖v‖22 ≤ R}.
We have that L is a closed bounded set, which, from Lemma 1.15, implies that
L̂ is also a closed bounded set. This in turn implies that the convex hull of L̂
is a closed bounded set. Therefore
A ∈ cl conv L̂ = conv L̂ ⊆ C∗n,
which completes the proof.
These lemmas can now be combined to give the following theorem.
Theorem 5.5. The copositive and completely positive cones are both proper
cones.
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Chapter 6
The Set of Zeros
In this chapter we consider a set referred to as the Set of Zeros in the Nonneg-
ative Orthant for a quadratic form, or simply the Set of Zeros for short. This
term, and the subsequent notation, was first introduced in the paper [Dic10],
and builds on previous work from the paper [Dia62]. The definition of this set
is as follows.
Definition 6.1. For A ∈ Sn, we define the Set of Zeros for xTAx in the Non-
negative Orthant by
VA := {v ∈ Rn+ | vTAv = 0}.
Using this notation, we recall the following result from Theorem 1.1.
Theorem 6.2. If A ∈ C and VA ∩ Rn++ 6= ∅, then A ∈ S+.
This theorem can be generalised to give the following theorem:
Theorem 6.3. Suppose the matrix Â ∈ Cn and the vector x̂ ∈ Rn+ \{0} can be
partitioned as below, where p ∈ {1, . . . , n}, A ∈ Sp, B ∈ Rp×(n−p), C ∈ Sn−p












Then we have that x̂ ∈ VÂ if and only if A is a positive semidefinite matrix
and x ∈ Ker(A), where Ker(A) denotes the kernel of A.
Proof. We have x̂TÂx̂ = xTAx, from which the reverse implication trivially
follows. To prove the forward implication we first suppose that x̂TÂx̂ = 0, and
thus xTAx = 0. From Theorem 1.1 we have that A ∈ C , and, as x is strictly
positive, Theorem 6.2 implies that A ∈ S+. Now, considering basic properties
of positive semidefinite matrices, we get that Ax = 0.
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We shall also consider the following related theorem, where this time we
assume that A is positive semidefinite.
Theorem 6.4. Suppose the matrix Â ∈ Cn and the vector x̂ ∈ Rn \ {0} can be
partitioned as below, where p ∈ {1, . . . , n}, A ∈ Sp+, B ∈ Rp×(n−p), C ∈ Sn−p












Then we have that x̂ ∈ VÂ if and only if x ∈ Rp+ ∩Ker(A).
Proof. We have that x̂TÂx̂ = 0 if and only if xTAx = 0, which, as A ∈ Sp+, in
turn holds if and only if Ax = 0.
From these properties we immediately get the following two techniques
connected to the set of zeros.
Method 6.5. Theorems 6.3 and 6.4 can be easily extended by considering per-
mutations of the coordinate basis. From this we see that, for a given copositive
matrix A, we can find VA by first finding the maximal positive semidefinite
principal submatrices of A and then considering their kernels. Applying this
method for a given copositive matrix A, we find that its set of zeros in the





where Xi ⊂ Rn+ is a finite set for all i. Each Xi relates to a set of generators for
the exposed rays of the intersection of the nonnegative orthant with the kernel
of a maximal positive semidefinite principal submatrix.
Method 6.6. We can also partially reverse the process in the previous method.
Given a finite set V ⊂ Rn+, we can find necessary conditions on a matrix A ∈ C
in order to have V ⊂ VA. These necessary conditions are in terms of certain
principal submatrices being positive semidefinite and containing certain vectors
in their kernels.
We finish this chapter by considering the following useful lemma in connec-
tion to the set of zeros.




i such that ui ∈ Rn+ for all i = 1, . . . ,m, and
A ∈ C , we have that 〈U,A〉 = 0 if and only if {u1, . . . ,um} ⊆ VA.
Proof. We have that 〈U,A〉 = 〈∑mi=1uiuTi , A〉 = ∑mi=1uTi Aui.
From the definition of a copositive matrix, 0 ≤ uTi Aui for all i.
Therefore
0 = 〈U,A〉 ⇔ 0 = uTi Aui for all i ⇔ {u1, . . . ,um} ⊆ VA.
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Chapter 7
Interior of Copositive and
Completely Positive Cones∗
7.1 Introduction
In this chapter we will consider the interiors of the copositive and completely
positive cones. These results primarily come from the paper [Dic10], which
was an extension of the paper [DS08], and has itself been extended to set-
semidefinite cones in the paper [GS11].
When analysing the interiors of proper cones, the following theorem is
highly useful.
Theorem 7.1 ([Ber73]). Let K ⊆ Sn be a proper cone. Then we have that
int(K∗) = {X ∈ Sn | 〈X,Y 〉 > 0 for all Y ∈ K \ {0}}.
From this we immediately get the following well-known characterisation for
the interior of the copositive cone:
Theorem 7.2. We have that
int(Cn) = {X ∈ Sn | vTXv > 0 for all v ∈ Rn+ \ {0}}.
The interior of the completely positive cone is however a lot more compli-




∣∣∣ A = [A1|A2] with A1 > 0 nonsingular, A2 ≥ 0} .
∗Submitted as:
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m ≥ n, ai ∈ Rn+ for all i,
{a1, . . . ,an} ⊆ Rn++,
span{a1, . . . ,an} = Rn
 .
This characterisation of the interior is useful in that we can construct any
matrix in the interior from it, and any matrix in the interior can be decomposed
into this form. However, from Theorem 4.1, we see that any completely positive
matrix in the interior can be decomposed in a way that is not of this form
(provided n > 1). An alternative explicit example is below.
Example 7.3. We consider the matrix Xα = (I + αE) ∈ Sn with n > 1 and
α > 0.
Letting β = 1n
(√
1 + αn− 1) > 0, we have that (I + βE) is a nonsingular
matrix, with all entries strictly positive, such that Xα = (I + βE)(I + βE)
T,
and thus Xα ∈ int C∗.





i , and from this decom-
position we would not be able to see that Xα is in the interior of the completely
positive cone using the characterisation above.
How to tell if an arbitrary completely positive matrix is in the interior
or not from a general rank-one decomposition of it is still an open question.
However, in this chapter we shall prove the following theorem, which provides
alternative characterisations of the interior.








∣∣∣∣∣ ai ∈ Rn++ for all i,span{a1, . . .am} = Rn
}
,









m ≥ n, ai ∈ Rn+ for all i,
{a1, . . . ,an} ⊆ Rn++,


















AAT | rankA = n, A = [a|B], a ∈ Rn++, B ≥ 0
}
.
We then have that int C∗n =M1 =M2 =M3.
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7.2. ORIGINAL PROOF
This was originally proven in the paper [Dic10]. Since then the author has
found a new proof of this. In this chapter both proofs are included as they
provide different insights into the problem.
7.2 Original Proof
Considering the sets M1,M2,M3 from Theorem 7.4, it is trivial to see that
M1 ⊆ M2 ⊆ M3. In this section we shall show that M3 ⊆ int C∗ ⊆ M1,
which will prove Theorem 7.4.
We begin by noting that, as the copositive and completely positive cones
are duals of each other, Theorem 7.1 gives us the following result.
Lemma 7.5. For an arbitrary U ∈ C∗, we have that U ∈ bd(C∗) if and only if
there exists X ∈ C \ {0} such that 〈U,X〉 = 0.
We can now combine this with one of the properties of the Set of Zeros in
the Nonegative Orthant (Lemma 6.7) to get the following.




i such that ai ∈ Rn+ for all i. Then
we have that U ∈ bd(C∗) if and only if there exists X ∈ C \ {0} such that
{a1, . . . ,am} ⊆ VX .
We will now use this to prove one of the inclusion relations.
Theorem 7.7. We have M3 ⊆ int C∗.
Proof. We consider a matrix U ∈M3. There exists a1, . . . ,am ∈ Rn+ such that




i . We have that
U ∈ C∗, and suppose for the sake of contradiction that U ∈ bd(C∗). From
Lemma 7.6, this implies that there exists X ∈ C \ {0} such that we have
{a1, . . . ,am} ⊆ VX . Therefore a1 ∈ VX ∩ Rn++, and so, from Theorem 6.2, we
get X ∈ S+. We now have that
X ∈ S+, aTi Xai = 0⇒ Xai = 0
Therefore Xai = 0 for all i. This then implies that we have Xv = 0 for all
v ∈ span{a1, . . . ,am} = Rn, and thus X = 0, which is a contradiction.
In order to prove the other inclusion relation, we shall first show that the
spanning constraint is in fact a necessary condition for the rank-one decompo-
sition of a matrix in the interior of the completely positive cone.




i such that ai ∈ Rn+ for all i and
span{a1, . . . ,am} 6= Rn. Then U ∈ bd(C∗).
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Proof. Recall that C∗ ⊆ S+, and note that span{a1, . . . ,am} 6= Rn implies that
rankU < n. From this we get that U ∈ bd(S+), which in turn implies that
U ∈ bd(C∗).
We now consider the Krein-Milman Theorem, as stated in [BSM03, page
45].
Theorem 7.9 (Krein-Milman Theorem). If T is a set of extreme vectors of a
closed convex cone K which generate all the extreme rays of K, then
K = cl conicT
From this we get the following lemma.
Lemma 7.10. If D is a convex cone contained in a proper cone K such that
all the extreme rays of K are contained in cl(D), then int(K) ⊆ D.
Proof. It can be seen from the Krein-Milman Theorem that K = cl(D).
Now suppose for the sake of contradiction that there exists x ∈ int(K) \D.
It is a standard result that as D is convex there exists a hyperplane through
x giving a closed halfspace H such that D ⊆ H. This implies that cl(D) ⊆ H.
However we also have that x ∈ K = cl(D) ⊆ H. The fact that the hyperplane
goes through x implies that x ∈ bd(H), and thus x ∈ bd(K), which is a
contradiction.
This then gives us the other inclusion relation.
Theorem 7.11. We have int C∗ ⊆M1.
Proof. Let D = {AAT | A > 0} ∪ {0}. It is not difficult to see that this is a
convex cone which is contained in the completely positive cone.
From [BSM03, page 71] we have that the completely positive cone is a proper
cone, with the extreme rays being the matrices bbT where b ∈ Rn+\{0}. These
are obviously members of cl(D). Therefore, from Lemma 7.10, we have that
int(C∗) ⊆ D.
Finally, for an arbitrary A > 0, using Theorem 7.7 and Lemma 7.8, we have
that
AAT ∈ int(C∗)⇔ rankA = n.
7.3 New Proof
As previously stated, considering the sets M1,M2,M3 from Theorem 7.4, it
is trivial to see that M1 ⊆ M2 ⊆ M3. In this section we shall give a direct
proof that M3 ⊆ M1. Then using the result that int C∗ = M2 from [DS08],
this will prove Theorem 7.4.
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7.4. CONCLUDING REMARKS
Using the following two technical lemmas, it is trivial to see that we can
take a rank-one decomposition set in the form required for M3 and transform
it into the form required forM1. This then implies that the required inclusion
relation holds.




i such that ai ∈ Rn+ \ {0} for all i. Then we
have that
span{a1, . . . ,am} = Rn ⇔ rankU = n.
Proof. We let A ∈ Rn×m such that the columns of A are given by the vectors
a1, . . . ,am. We have U = AA
T, and that span{a1, . . . ,am} = Rn if and only
if rankA = n. We now recall the well-known result that rankAAT = rankA
(see for example [Ber09, Corollary 2.5.1]), which completes the proof.
Lemma 7.13. Consider two vectors a,b ∈ Rn+ such that a ∈ Rn++. Then there
exist vectors c,d ∈ Rn++ such that aaT + bbT = ccT + ddT.
Proof. For θ ∈ R, we define
aθ := a cos θ − b sin θ,
bθ := b cos θ + a sin θ.
It can be observed that





Now note that as a ∈ Rn++ and b ∈ Rn+, by picking θ to be positive and
sufficiently small, we can ensure that aθ,bθ ∈ Rn++. We now let c and d equal
these vectors to complete the proof.
Remark 7.14. When transforming a rank-one decomposition set from one in
the form required for M3 to one in the form required for M1, the cardinality
of the set is not altered.
7.4 Concluding Remarks
In this chapter we have shown some alternative characterisations for the in-
terior of the completely positive cone. This includes both a fairly relaxed
characterisation (M3) and a very restrictive one (M1).
It is trivial to see that for n ≤ 2, we have thatM3 characterises all rank-one
decompositions of matrices in int C∗n. In the following lemma we shall return
to example 7.3 and show that for n > 2, some matrices in int C∗n have all their
rank-one decompositions given inM3, but some have rank-one decompositions
which are not given in M3.
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Lemma 7.15. We consider the matrix Xα = (I + αE) ∈ Sn with n > 2
and α > 0, and recall that in example 7.3 it was shown that Xα ∈ int C∗.





i if and only if α ≤ n− 2.















We shall now prove the forward implication. We consider α > 0 such that





From Lemma 1.35 it can be seen that the matrix
(
(n− 1)I −E) ∈ Sn−1 is
copositive. Therefore, if we now consider the matrix Z =
(
(n− 1)I −E) ∈ Sn,
then all principal submatrices of this with order less than or equal to n − 1
are copositive. This implies that 0 ≤ aTi Zai for all i, which then gives the




aTi Zai = 〈I + αE,Z〉 = n
(
(n− 2)− α).
Although the relaxed characterisation does not solve the problem of using
a general rank-one decomposition to tell if a matrix is in the interior of the
completely positive cone, it is nonetheless a fairly relaxed characterisation of
the interior.
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Chapter 8
Facial Structure∗
8.1 Geometry of General Proper Cones
In this chapter we will consider the facial structure of the copositive and com-
pletely positive cones. In order to do this we will start by considering properties
for general proper cones, where we recall that a proper cone is a cone which is
closed, convex, pointed and full-dimensional. Although we shall consider the
properties for proper cones contained in the space of real vectors, these defini-
tions and results can trivially be extended to proper cones in spaces which are
isomorphic to the real space, for example the set of symmetric matrices, which
is the space that the copositive and completely cones sit in.
We begin with some definitions, with the definitions for a face, an ex-
posed face, an exposed ray and an extreme ray being equivalent to those used
in [Roc70, Section 18].
Definition 8.1. A face of a closed convex set L ⊆ Rn is a convex subset F ⊆ L
such that every closed line segment in L with a relative interior point in F has
both end points in F . A facet of a closed convex set L is a face of the set with
dimension equal to dimL − 1. An extreme point of a closed convex set L is a
face of the set with dimension equal to zero.
Definition 8.2. Let L be a closed convex set in Rn and ∅ 6= F ⊂ L. F is
an exposed face of L if it is the intersection of L and a non-trivial support-
ing hyperplane, i.e. if there exists a ∈ Rn \ {0}, β ∈ R such that we have
L ⊆ {x ∈ Rn | 〈x,a〉 ≥ β} and F = {x ∈ L | 〈x,a〉 = β}. An exposed point of
a closed convex set L is an exposed face of the set with dimension equal to zero.
(Rockafellar also refers to L and ∅ as exposed faces, however we shall exclude
∗Submitted as:
[Dic11] P.J.C. Dickinson. Geometry of the copositive and completely positive cones.
Journal of Mathematical Analysis and Applications, 380(1):377–395, 2011.
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these. In much of the literature, for example [Brø83], these faces are called
improper exposed faces whilst the exposed faces that we will be considering
are called (proper) exposed faces.)
Remark 8.3. Every exposed face is also a face.
Theorem 8.4. Every face of a full dimensional closed convex set L which is
not equal to L is contained within an exposed face.
Proof. If F1 6= L is an arbitrary face of L, then we have F1 ⊆ bd(L). Let x
be in the relative interior of F1. By the supporting hyperplane theorem there
exists an exposed face F2 such that x ∈ F2. Therefore F2 ∩ reint(F1) 6= ∅, and
so from [Roc70, Theorem 18.1] we have F1 ⊆ F2.
Definition 8.5. A face F1 is a maximal face of a full dimensional closed convex
set L if F1 6= L and there does not exist a face F2 6= L such that F1 ⊂ F2.
Remark 8.6. From Theorem 8.4 it can be immediately seen that every maximal
face is also an exposed face.
Remark 8.7. The maximal faces of a polyhedron are its facets and the maximal
faces of an n-sphere are the points on its boundary.
The following theorem contributes towards our motivation for looking at
the set of maximal faces as it means that the hyperplanes giving maximal faces
are desirable in a cutting plane algorithm.
Theorem 8.8. Let M be the set of maximal faces of a full-dimensional closed
convex set L, and let S be an arbitrary set of its faces, none of which are equal
to the complete set. Then,⋃
F∈S
F = bd(L) ⇔ M ⊆ S.
Proof. (⇐) By the supporting hyperplane theorem, every point on bd(L) is a
member of an exposed face and therefore is also a member of a maximal face.
This implies that bd(L) = ⋃F∈MF .
(⇒) Suppose for the sake of contradiction that ⋃F∈SF = bd(L) and there
exists a maximal face F1 /∈ S. We consider an arbitrary point x ∈ reint(F1).
We have that x ∈ bd(L), therefore there exists a face F2 ∈ S such that x ∈ F2.
This implies that F2 ∩ reint(F1) 6= ∅ and so from [Roc70, Theorem 18.1] we
get that F1 ⊂ F2, implying that F1 can not be a maximal face.
We now switch our focus to rays, in particular the exposed and extreme
rays. If we consider an arbitrary x ∈ Rn \ {0}, then the ray generated by x is
defined to be the set {αx | α ≥ 0}. We say that x is a generator of this ray.
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8.1. GEOMETRY OF GENERAL PROPER CONES
Definition 8.9. x ∈ K \ {0} generates an exposed ray of a proper cone K if
there exists an exposed face F of K such that
F = {αx | α ≥ 0}.
We write Exp(K) for the set of elements generating exposed rays of K.
Definition 8.10. x ∈ K \ {0} generates an extreme ray of a proper cone K if
y, z ∈ K, y + z = x ⇒ y, z ∈ {αx | α ≥ 0}.
We write Ext(K) for the set of elements generating extreme rays of K.
Theorem 8.11 (Straszewicz’s theorem, see [Roc70, Theorem 18.6]). For a
closed convex set, the set of exposed points is a dense subset of the set of
extreme points.
This can be extended to rays of a proper cone, giving the following.
Theorem 8.12. For a proper cone K,
Exp(K) ⊆ Ext(K) ⊆ cl(Exp(K)).
Proof. As K is a closed pointed cone there exists a bounded base of it, given
by B = H ∩ K, for some hyperplane H. It can be seen that x ∈ Ext(K)
(x ∈ Exp(K)) if and only if there exists α > 0 such that αx is an extreme
(exposed) point of B. We now consider Straszewicz’s theorem to get the desired
result.
For the rest of this section we will consider how the faces of a proper cone
are related to points in its dual.
Theorem 8.13. F is an exposed face of a proper cone K if and only if there
exists an a ∈ K∗ \ {0} such that
F = F (K,a) := {x ∈ K | 〈x,a〉 = 0}.
Proof. From [BV04, page 51] we have that
y ∈ K∗ if and only if −y is the normal of a hyperplane that supports
K at the origin.
If we now consider any nonzero point in a face of K, then from the definition of
a face we get that the ray generated by this point is also contained within the
face. This implies that all nonempty faces of a proper cone contain the origin.
Combining these two facts gives us the required result.
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Using the following observation we now get a similar result relating the
maximal faces of a proper cone to the extreme rays in its dual. This lemma
can be immediately seen from the definition of F (K,a) in Theorem 8.13 and
the definition of the dual, so it is presented without proof.
Lemma 8.14. For {a1, . . . ,am} ⊂ K∗, we have that
F (K,∑mi=1ai) = m⋂
i=1
F (K,ai) ,
where we extend the definition of F (K,a) such that F (K,0) := K.
Theorem 8.15. If F is a maximal face of a proper cone K then there exists
an a ∈ Ext(K∗) such that F = F (K,a) .
Proof. Let F be a maximal face of K. Then F is an exposed face, and so by
Theorem 8.13, F = F (K,a) for some a ∈ K∗ \ {0}. It is a well-known result
that a can be decomposed as a =
∑
j∈J aj , where {aj}j∈J ⊆ Ext(K∗). This







F (K,aj) (Lemma 8.14)
⊆ F (K,aj) for all j ∈ J .
For an arbitrary j ∈ J we have that F (K,aj) is an exposed face of K and
because F is a maximal face we get that F = F (K,aj), completing the proof.
The converse is not true as if a ∈ Ext(K∗) then F (K,a) is not necessarily
a maximal face. We do however always get maximal faces from the exposed
rays. Before we prove this we first need the following two trivial lemmas.
Lemma 8.16. For a ∈ K∗ and x ∈ K,
a ∈ F (K∗,x)⇔ 〈a,x〉 = 0⇔ x ∈ F (K,a) .
Lemma 8.17. For a ∈ K∗, λ > 0, we have that F (K, λa) = F (K,a) .
Theorem 8.18. If K is a proper cone and a ∈ Exp(K∗), then F (K,a) is a
maximal face of K.
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Proof. Consider an arbitrary a ∈ Exp(K∗).
By the definition of an exposed ray and Theorem 8.13, there exists x ∈ K such
that F (K∗,x) = {αa | α ≥ 0}.
From Lemma 8.16 this means that x ∈ F (K,a) and x /∈ F (K,b) for all
b ∈ K∗ \ {αa | α ≥ 0}.
From Lemma 8.17 we have if b = αa, where α > 0, then F (K,a) = F (K,b).
Therefore there does not exist b ∈ K∗ \ {0} such that F (K,a) ⊂ F (K,b).
This combined with Definition 8.5 and Theorems 8.4 and 8.13 gives the required
result.
8.2 Copositive & Completely Positive Cones of Or-
der 2
We will now illustrate some of the theorems from the previous section with
a quick example in Fig. 8.1. For this we use the copositive and completely
positive cones in S2, which are proper cones and duals of each other. In order
to show these in two dimensions we first use the svec operator to give an













which has the property
〈A,B〉 = trace(AB) = svec(A)T svec(B).
We then consider the bases of these cones given by their intersections with the
hyperplane eTx = 1.
For these cones we have the following relationships between their extreme
rays and their exposed faces:
i. A and B generate exposed rays of the completely positive cone, whilst the
corresponding hyperplanes a and b give maximal faces of the copositive
cone.
ii. A and B generate extreme but not exposed rays of the copositive cone,
whilst the corresponding hyperplanes a and b give nonmaximal faces of
the completely positive cone.
iii. C generates an exposed ray of the copositive cone, whilst the correspond-
ing hyperplane c gives a maximal face of the completely positive cone.
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Figure 8.1: The figure below is of bases of cones equivalent to the copositive
and completely positive cones in S2, contained within “− · − · −” and “· · · · · ·”
respectively. The equivalence between this figure and the cones is explained in
Section 8.2. Letters in upper case label generators of rays and the equivalent
letters in lower case label the corresponding hyperplanes.
8.3 Extreme Rays of the Copositive and Completely
Positive Cones
In this section we will look at extreme rays of the copositive and completely
positive cones. We will show that for n ≥ 2, every extreme ray of the completely
positive cone is also an exposed ray of it, and this is in contrast to the copositive
cone for which we will give an example of extreme rays which are not exposed.
Theorem 8.19. For n ≥ 2, every extreme ray of the completely positive cone
is also an exposed ray of it, i.e.
Exp(C∗n) = Ext(C∗n) =
{
bbT
∣∣∣ b ∈ Rn+ \ {0}} .
Proof. We begin with the following well-known result characterising the set of




∣∣∣ b ∈ Rn+ \ {0}} (see [BSM03, page 71]).
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8.3. EXTREME RAYS OF C AND C∗
For an arbitrary b ∈ Rn+ \ {0}, let {a1, . . . ,an−1} ⊆ Rn be a set of linearly
independent vectors which are perpendicular to b. Now consider the exposed





F (C∗, A) = {∑icicTi | ci ∈ Rn+, for all i, 0 = 〈∑icicTi ,∑jajaTj 〉}
= {∑icicTi | ci ∈ Rn+, for all i, 0 = ∑i,j(cTi aj)2}
= {∑icicTi | ci ∈ Rn+, cTi aj = 0 for all i, j}
= {∑icicTi | ci = αib, αi ≥ 0 for all i}
= {αbbT | α ≥ 0}.
Therefore the ray generated by bbT is an exposed ray.
For n > 5, finding the complete set of extreme rays of the copositive cone is
still an open question. We do however have the following results for matrices
which generate extreme rays.
Theorem 8.20. For n ≥ 2, we have the following results for the extreme rays
of the copositive cone:
i. αEij ∈ Ext(Cn), where i, j = 1, . . . , n, α > 0, and this is all the nonneg-
ative matrices which generate extreme rays of copositive cone.
ii. aaT ∈ Ext(C), where a ∈ Rn \(Rn+∪(−Rn+)), and this, along with the rel-
evant nonnegative matrices αEii from (i), is all the positive semidefinite
matrices which generate extreme rays of copositive cone.
iii. The set {X ∈ Ext(C) | (X)ij ∈ {−1, 0,+1}, (X)ii = +1 for all i, j}, was
found in [HP73].
iv. M ∈ Ext(C) ⇔ PDMDPT ∈ Ext(C), where P is a permutation matrix
and D is a diagonal matrix such that (D)ii > 0 for all i.












∈ Ext(Cn) \ N n, then
M m mmT µ µ
mT µ µ
 ∈ Ext(Cn+1).




1 − cos θ1 cos(θ1 + θ2) cos(θ4 + θ5) − cos θ5
− cos θ1 1 − cos θ2 cos(θ2 + θ3) cos(θ5 + θ1)
cos(θ1 + θ2) − cos θ2 1 − cos θ3 cos(θ3 + θ4)
cos(θ4 + θ5) cos(θ2 + θ3) − cos θ3 1 − cos θ4
− cos θ5 cos(θ5 + θ1) cos(θ3 + θ4) − cos θ4 1
,
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i.e. S(θ) ∈ S5 and for all i (considering modulus 5 on the indices) we
have (S(θ))ii = 1, (S(θ))i(i+1) = − cos θi, (S(θ))i(i+2) = cos(θi + θi+1).
We have that S(θ) ∈ Ext(C5) for all θ ∈ R5++ such that eTθ < pi. Fur-
thermore, considering these matrices and S(0), along with their trans-
forms under the actions in (iv), we get all of the generators of extreme
rays of C5 which are not in S5+ +N 5. The matrix S(0) ∈ Ext(C5), is in
fact referred to as the Horn matrix and has all entries equal to ±1, so
this case is already covered in (iii).
Proof. Parts (i) and (ii) come directly from [HN63], whilst part (iii) comes
from [HP73]. Part (iv) is trivial to show by transforming the coordinate ba-
sis. Part (v) follows trivially from [Dia62, Bau66]. Part (vi) comes directly
from [Bau66]. Part (vii) is the subject of [Hil12].
Remark 8.21. A natural question that the reader may have about the Hilde-
brand matrices from the previous theorem is what happens when eTθ = pi, or
when θ ∈ Rn+ \ Rn++ with eTθ < pi.
Considering the first case, when eTθ = pi, we have







− cos(θ2 + θ3)
cos(θ2 + θ3 + θ4)






− sin(θ2 + θ3 + θ4)
 .
Considering the second case, when θ ∈ Rn+ \ Rn++ with eTθ < pi, where
without loss of generality we let θ1 = 0, it was noted in [DDGH13] that




− sin(12( θ2 + θ3 + θ4 + θ5))
sin(12( θ2 + θ3 + θ4 + θ5))
− sin(12(−θ2 + θ3 + θ4 + θ5))
sin(12(−θ2 − θ3 + θ4 + θ5))
− sin(12(−θ2 − θ3 − θ4 + θ5))
 ,
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d =

cos(12( θ2 + θ3 + θ4 + θ5))
cos(12( θ2 + θ3 + θ4 + θ5))
cos(12(−θ2 + θ3 + θ4 + θ5))
cos(12(−θ2 − θ3 + θ4 + θ5))




We will now give an example of an extreme ray of the copositive cone which
is not an exposed ray.
Theorem 8.22. Let n ≥ 2 and i ∈ {1, . . . , n}. Then Eii generates a ray of
the copositive cone Cn which is extreme but not exposed.
Proof. From the previous theorem we have that Eii ∈ Ext(C).
Suppose for the sake of contradiction that Eii also generates an exposed ray
of the copositive cone. This is only true if there exists an exposed face of the
copositive cone which is equal to this ray. Therefore, by Theorem 8.13, there
exists B ∈ C∗ such that
{αEii | α ≥ 0} = F (C , B) := {A ∈ C | 〈A,B〉 = 0}.
As B ∈ C∗, we decompose it as B = ∑k bkbTk , where bk ∈ Rn+ for all k.
As Eii = eie
T
i ∈ F (C , B), we get 〈eieTi , B〉 = 0 and so bTk ei = 0 for all k.




i ), where j 6= i.






k ei) = 0.
Therefore Eij ∈ F (C , B) \ {αEii | α ≥ 0} = ∅, a contradiction.
From the extension of Straszewicz’s Theorem, we naturally have that the
copositive cone does have exposed rays, and some of these are presented in the
following theorem.
Theorem 8.23. For n ≥ 2, we have the following results for the exposed rays
of the copositive cone:
i. αEij ∈ Exp(Cn), where i 6= j, α > 0,
ii. aaT ∈ Exp(Cn), where a ∈ Rn \ (Rn+ ∪ (−Rn+)),
iii. M ∈ Exp(Cn) for all M ∈ Ext(Cn) such that (M)ij = ±1 for all i, j,
iv. M ∈ Exp(C)⇔ PDMDPT ∈ Exp(C), where P is a permutation matrix






∈ Exp(Cn+m) if and only if M ∈ Exp(Cn).
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∈ Exp(Cn) \ N n, then
M m mmT µ µ
mT µ µ
 ∈ Exp(Cn+1).
vii. Considering S(θ) from Theorem 8.20vii, we have that S(θ) ∈ Exp(C5)
for all θ ∈ R5++ such that eTθ < pi.
Proof. The proof of this involves going through each case separately. In each
case we use Theorem 8.20 to show that the matrices generate extreme rays.
We then construct a completely positive matrix A and show that the face
F (Cn, A) is equal to the extreme ray that we are interested in, and thus this
is an exposed ray.
Going through each case separately in this thesis would involve several
pages of repetitive workings, so instead we shall only prove part (vii). This
then demonstrates the method described in the previous paragraph. For the
proofs of parts (i) to (vi), the reader is pointed towards [Dic11, Theorem 4.6].
We consider an arbitrary θ ∈ R5++ such that eTθ < pi. We note from






































It was shown in [Hil12, Subsubsection 3.2.2] that
X ∈ C5, aTi Xai = 0 for all i ⇔ ∃α ∈ R+ s.t. X = αS(θ).




i ∈ C∗n, we have that
F (C5, A) = {X ∈ C5 | 0 = 〈X,A〉}
= {X ∈ C5 | 0 = ∑iaTi Xai}
= {X ∈ C5 | 0 = aTi Xai for all i}
= {αS(θ) | α ∈ R+}.
Therefore this ray is an exposed ray.
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8.4 Maximal Faces of the Copositive Cone
We can now use results developed in this chapter to give us the maximal faces
of the copositive cone.
Lemma 8.24. F is a maximal face of the copositive cone if and only if there
exists v ∈ Rn+ \ {0} such that
F =Mn(v) := {X ∈ Cn | vTXv = 0}.
Proof. By Theorems 8.15, 8.18 and 8.19.
We will now investigate the dimension of these faces. Without loss of
generality we consider a vector defining a maximal face with the first p entries
positive and the next (n − p) entries equal to zero, for some p ∈ {1, . . . , n}.
We can do this as for any nonzero vector the coordinate basis can easily be
permuted so that this is so.





∈ Rn+, where v̂ ∈ Rp++ and p ∈ {1, . . . , n}. Then
dimMn(v) = dimMp(v̂) + 12(n− p)(n+ p+ 1).







such that Y ∈ Sp,
W ∈ R(n−p)×p,
Z ∈ S(n−p).
If A is copositive then from Theorem 1.1 we get that Y and Z are copositive.


















∣∣∣∣ Y ∈Mp(v̂)} .










∣∣∣∣ Y ∈Mp(v̂),Z ∈ C(n−p), W ∈ R(n−p)×p
}
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Therefore, dimMn(v) ≤ dimMp(v̂) + dim C(n−p) + dimR(n−p)×p









∣∣∣∣ Y ∈Mp(v̂),Z ∈ C(n−p), W ∈ R(n−p)×p+
}
Therefore, dimMn(v) ≥ dimMp(v̂) + dim C(n−p) + dimR(n−p)×p+
= dimMp(v̂) + 12(n− p)(n− p+ 1) + (n− p)p.
We now need the dimension ofMp(v̂), which we can find using the following
lemma.
Lemma 8.26. Let {u1, . . . ,um} ⊂ Rp+ \ {0} be a set of linearly independent
vectors, where u1 ∈ Rp++ and m < p. Then we have that
⋂m
i=1Mp(ui) is an ex-
posed face of the copositive cone which is isomorphic to the positive semidefinite
cone S(p−m)+ .
Proof. It is easy to see that the intersection of exposed faces is another exposed
face. From the conditions given we have that
m⋂
i=1
Mp(ui) = {A ∈ Cp | uTi Aui = 0 for all i = 1, . . . ,m}
= {A ∈ Sp+ | uTi Aui = 0 for all i = 1, . . . ,m}
(from Theorem 1.1)
= {∑jajaTj | aj ∈ Rp, aTj ui = 0 for all i, j}.
This set can now be seen to be isomorphic to S(p−m)+ .
We now use this to get the dimensions of the maximal faces.





∈ Rn+, where v̂ ∈ Rp++ and p ∈ {1, . . . , n}. Then
dimMn(v) = 12n(n+ 1)− p.
Proof. From Lemma 8.25 we have that
dimMn(v) = dimMp(v̂) + 12(n− p)(n+ p+ 1).
The previous lemma and v̂ ∈ Rp++ implies that Mp(v̂) is isomorphic to Sp−1+ ,
so dimMp(v̂) = dimSp−1+ = 12p(p− 1), completing the proof.
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By considering permutations of the coordinate basis, we can now generalise
the result from the previous lemma for all v ∈ Rn+ \ {0} and combine this with
Lemma 8.24 in order to give us the following theorem on the maximal faces of
the copositive cone.
Theorem 8.28. F is a maximal face of the copositive cone if and only if there
exists v ∈ Rn+ \ {0} such that
F =Mn(v) := {X ∈ Cn | vTXv = 0}.
Furthermore, for a vector v ∈ Rn+ \ {0} with p nonzero entries we have that
dimMn(v) = 12n(n+ 1)− p.
An interesting corollary from this is that we get the following inequalities
for the dimension of a maximal face M of Cn,
dim C(n−1) ≤ dimM ≤ dim Cn − 1.
Also note that for all t ∈ Z such that dim C(n−1) ≤ t ≤ dim Cn− 1, there exists
maximal face M of Cn such that dimM = t.
We can now show that the copositive cone has facets, as defined in Defini-
tion 8.1.
Theorem 8.29. For n ≥ 2, the copositive cone Cn has n facets and they are
of the following form,





) ∣∣∣∣ b ≥ 0, B ∈ C(n−1)} .
(When being more specific about the form we took i = 1 for simplicity. The
result can then be extended by permuting the coordinate basis.)
Proof. From Theorem 8.28, it can be clearly seen that the facets of the copos-
itive cone are produced by vectors with only one nonzero entry. It can also be
clearly seen that multiplying a vector by a strictly positive constant does not
change the face that it describes, therefore all the facets can be produced by
the unit vectors ei for i = 1, . . . , n. Using this we now get the following as the
facets.
Mn(ei) = {A ∈ Cn | eTi Aei = 0}
= {A ∈ Cn | (A)ii = 0},
dimMn(ei) = 12n(n+ 1)− 1
= dim Cn − 1.
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In order to be more specific about the form that the facets take we first note
that the conditions we give in the form are trivially sufficient for the matrix
being on the face. Using Theorem 1.1 we see that these conditions are also
necessary.
8.5 Maximal Faces of the Completely Positive Cone
We were able to find all the maximal faces of the copositive cone due to the
fact that we know all of the extreme rays of the completely positive cone and
all of these rays are also exposed rays. Unfortunately, from Theorem 8.22 we
have that the copositive cone has extreme rays which are not exposed, and
when n > 5, finding all of the extreme rays of Cn is still an open question.
We can however consider some of the extreme rays which we do know. In
particular, by Theorem 8.18, the exposed rays in Theorem 8.23 give maximal
faces of the completely positive cone. In [DA13] the authors consider the
exposed face of the completely positive cone given by the Horn matrix and
show that the dimension of this face is equal to 10. As this matrix is in the set
{X ∈ Ext(C5) | (X)ij = ±1 for all i}, we now see that the face is a maximal
face. In this section we will look at some more maximal faces of the completely
positive cone, although we start by presenting the following two lemmas for
general faces of the completely positive cone.
Lemma 8.30. Let M be a copositive matrix, P be a permutation matrix and





) = dim(F (C∗,M)).
Proof. This is trivial to prove by transforming the coordinate basis.
Lemma 8.31. Let ∅ 6= I ⊆ {1, . . . , n} and let X ∈ Cn be such that (X)ii > 0
for all i ∈ I. Then
dim(F (C∗n, X)) ≤ 12n(n+ 1)− |I| = dim C∗n − |I|.
Proof. In this proof, for simplicity of notation, we let dim(F (C∗n, X)) = m.
If we consider the diagonal matrix D±δ,i := I ± δEii for 0 < δ < 1 then
from Theorem 1.1 we have that the following matrix is copositive,
D±δ,iXD±δ,i = X ± δX˜i + δ2X̂i,
where X˜i := EiiX +XEii and X̂i := (X)iiEii.
As (X)ii > 0 for all i ∈ I, we have that {X˜i | i ∈ I} is a set of |I| linearly
independent symmetric matrices.
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As 0 ∈ F (C∗, X) and dimF (C∗, X) = m, there exists a set of linearly
independent symmetric matrices {A1, . . . , Am} ⊆ F (C∗, X). We have that
〈Aj , X〉 = 0 for all j.
For all i ∈ I, for all j = 1, . . . ,m and for all δ ∈ (0, 1), we have Aj ∈ C∗




= ±〈Aj , X˜i〉+ δ〈Aj , X̂i〉
Letting δ → 0 we get that 〈Aj , X˜i〉 = 0 for all i ∈ I, j = 1, . . . ,m.
Therefore {X˜i | i ∈ I}∪{A1, . . . , Am} is a set of linearly independent symmetric
matrices, and this implies that |I|+m ≤ dimSn = 12n(n+ 1).
We next consider the following theorems on some maximal and nonmaximal
faces of the completely positive cone.
Theorem 8.32. For n ≥ 2 and i, j ∈ {1, . . . , n} such that i 6= j, we have
F (C∗n, Eij) = {B ∈ C∗n | (B)ij = 0},
= {∑kckcTk | ck ∈ Rn+, (ck)i(ck)j = 0 for all k},
F (C∗n, Eii) = {B ∈ C∗n | (B)il = 0 for all l = 1, . . . , n}
⊂ F (C∗n, Eij) .
Proof. These results follow trivially from considering decompositions of a com-
pletely positive matrix.
Theorem 8.33. For n ≥ 2, we have the following results on maximal faces of
the completely positive cone:
i. For a ∈ Rn \ (Rn+ ∪ (−Rn+)), we have that F
(C∗n,aaT) is a maximal face
of the completely positive cone with dimension equal to 12n(n− 1).
ii. For M ∈ Ext(Cn) such that (M)ij = ±1 for all i, j, we have that
F (C∗n,M) is a maximal face of the completely positive cone with di-
mension equal to 12n(n− 1).
iii. For i 6= j we have that F (C∗n, Eij) is a maximal face of the completely
positive cone with dimension equal to 12n(n+ 1)− 1, i.e. they are facets.
These are in fact the only facets of the completely positive cone, and thus
the completely positive cone has 12n(n−1) facets. The form of these facets
is given in Theorem 8.32.
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Proof. We shall simply give a sketch of the proof of this, referring the reader
to [Dic11, Section 6] for a full proof.
From Theorems 8.18 and 8.23, we get that the faces considered are indeed
maximal faces. We next find lower and upper bounds on the dimension of
these faces, with the lower and upper bounds for each face being equal. Lower
bounds are found through the construction of linearly independent completely
positive matrices contained in the faces, whilst upper bounds are found in the
following ways:
i. It can be seen that F (C∗n,aaT) ⊆ F (Sn+,aaT) and thus we have that
dimF (C∗n,aaT) ≤ dimF (Sn+,aaT) = 12n(n− 1).
ii. From Lemma 8.31 we have that dimF (C∗n,M) ≤ 12n(n+ 1)− n.
iii. All exposed faces of a cone in Sn have dimension strictly less than
dim(Sn) = 12n(n+ 1).
We are then left to prove that F (C∗n, Eij) are the only facets, which comes
from Lemmas 8.14 and 8.31, and Theorems 1.1 and 8.32.
8.6 Lower Bound on Dimension of Maximal Faces
of the Completely Positive Cone
In all of our examples of maximal faces of the completely positive cone so far
looked at, we have had that their dimensions were greater than or equal to
1
2n(n − 1). From this, a natural question is whether this is in fact a lower
bound on the dimension of the maximal faces for the completely positive cone,
as it was for the copositive cone. For n ≤ 4 we know all the extreme rays of
the copositive cone and from the analysis in the previous section we see that
all maximal faces have dimension equal to either 12n(n − 1) or 12n(n + 1)− 1,
and thus the answer to the question is yes for n ≤ 4. However, in this section
we shall show that even for n = 5 the answer to this question is no. In order
to do this we first need the following theorem.
Theorem 8.34. Consider a matrix A ∈ C \ {0}. Let {X1, . . . ,Xm} be such





Using Method 6.5 we can always find such a set. We now define the following
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for i = 1, . . . ,m:
Yi = {b1 + b2 | b1,b2 ∈ Xi},
Zi = {bbT | b ∈ Yi}
= {(b1 + b2)(b1 + b2)T | b1,b2 ∈ Xi}.
Then we have that cone (
⋃m
i=1Zi) ⊆ F (C∗, A) ⊆ span (
⋃m
i=1Zi) and thus
dimF (C∗, A) = dim (span (⋃mi=1Zi)). We also note that as Zi is a finite set,
this value is relatively easy to compute.
Proof. This comes directly from noting that
F (C∗, A) = {∑ibibTi | bi ∈ Rn+ for all i, ∑ibTi Abi = 0}



























































We now consider the completely positive cone of order five.
Theorem 8.35. The following are all of the maximal faces of the completely
positive cone of order five, where we consider S(θ) from Theorem 8.20vii:
i. F (C∗5, Eij), where i 6= j. These faces have dimension equal to 14.
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ii. F (C∗5,aaT), where a ∈ R5 \ (Rn+ ∪ (−Rn+). These faces have dimension
equal to 10,
iii. F (C∗5, PDS(0)DPT), where P is a permutation matrix and D is a di-
agonal matrix such that (D)ii > 0 for all i. These faces have dimension
equal to 10,
iv. F (C∗5, PDS(θ)DPT), where θ ∈ R5++ such that eTθ < pi and P is a
permutation matrix and D is a diagonal matrix such that (D)ii > 0 for
all i. These faces have dimension equal to 5.
Proof. All of the results in this theorem, except for the dimension of the faces
F (C∗5, PDS(θ)DPT), come directly from Theorems 8.15, 8.18 and 8.23 and
the results in Section 8.5.
We consider an arbitrary θ ∈ R5++ such that eTθ < pi and consider the
vectors a1, . . . ,a5 ∈ R5+ from the proof of Theorem 8.23. It was shown in [Hil12]
that VS(θ) = ⋃5i=1 cone{ai}, and thus from Lemma 8.30 and Theorem 8.34 we
get the required result.
This can now be seen to be a valid counter example to the statement in
our question by noting that for n = 5 we have 12n(n− 1) = 10.





In Section 1.3 and Chapter 3, we looked at the NP-hardness of coposi-
tive optimisation. From this, we would not expect there to be efficient exact
algorithms for solving general copositive optimisation problems. Instead, we
consider replacing the copositive cone with approximation hierarchies.
For sequences of convex cones, {Ir | r ∈ Z+} and {Or | r ∈ Z+}, such that
Ir,Or ⊆ Sn for all r, we say that Ir and Or are respectively inner and outer
approximation hierarchies for a closed convex set K ⊆ Sn if
I0 ⊆ I1 ⊆ . . . ⊆
⋃
r∈Z+
Ir ⊆ K, (8.1)
O0 ⊇ O1 ⊇ . . . ⊇
⋂
r∈Z+
Or ⊇ K. (8.2)





 = K. (8.3)
In other words, for all X ∈ intK, there exists an r ∈ Z+ such that X ∈ Ir.
Similarly, we say that an outer approximation hierarchy converges if⋂
r∈Z+
Or = K. (8.4)
In other words, for all X /∈ K, there exists an r ∈ Z+ such that X /∈ Or.
Note that by standard results on duality (see Section 1.2.3), we have that
(8.1), (8.2), (8.3) and (8.4) are respectively equivalent to
















We shall now consider convergent approximation hierarchies being used
for optimisation. We consider the following arbitrary optimisation problems,
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where {Ir | r ∈ Z+} and {Or | r ∈ Z+} are respectively convergent inner
and outer approximation hierarchies for a closed convex cone K ⊆ Sn, and
















s.t. 〈Ai, X〉 = bi for all i = 1, . . . ,m
X ∈ Or.
(8.7r)
For all r ∈ Z+, we have that
Feas (8.6r) ⊆ Feas(8.6r+1) ⊆ Feas (8.5) ⊆ Feas(8.7r+1) ⊆ Feas (8.7r),
and thus
Val (8.6r) ≥ Val(8.6r+1) ≥ Val (8.5) ≥ Val(8.7r+1) ≥ Val (8.7r).
Furthermore, if (8.5) is strictly feasible, then it can be seen that
lim
r→∞Val (8.6r) = Val (8.5).
Similarly, if the dual problem to (8.5) is strictly feasible, then it can be seen
that
lim
r→∞Val (8.7r) = Val (8.5).
In the following chapters, we shall look at the most commonly used ap-
proximation hierarchies for the copositive cone. In fact, we shall often consider
approximations to generalisations of the copositive cone, which will allow for
improved understanding of the hierarchies.




In this chapter we will consider simplicial partitioning, which has shown itself to
not just be useful in copositive optimisation, but also more generally in the field
of Nonlinear Optimisation [BE12, BD08, Hor76, Hor97, Kea78, Tuy91a, TH88].
By simplices, we mean nonempty sets of the form ∆ = conv{v1, . . . ,vp},
where v1, . . . ,vp ∈ Rn are affinely independent (equivalently dim ∆ = p − 1).
Note that if p = 3, then ∆ is a triangle. We let V (∆) := {v1, . . . ,vp} be the
set of vertices of ∆ and let E (∆) := {{vi,vj} | i, j = 1, . . . , p : i < j} be the
set of edges of ∆.
We define the diameter of a simplex as follows,
d (∆) := max{‖x− y‖2 | x,y ∈ ∆} = max{‖u− v‖2 | u,v ∈ V (∆)}.
We say that a sequence of simplices {∆i | i ∈ Z+} is a sequence of nested
simplices if ∆i+1 ⊆ ∆i for all i. We then naturally have that d (∆i+1) ≤ d (∆i)
for all i. We say that the sequence is exhaustive if limi→∞ d (∆i) = 0.






∆i ∩∆j = rbd ∆i ∩ rbd ∆j for all i, j ∈ I : i 6= j,
then we say that P is a simplicial partition of ∆. In this thesis, the only
partitions that we consider are simplicial partitions and we shall thus simply
∗Submitted as:
[Dic13] P.J.C. Dickinson. On the exhaustivity of simplicial partitioning. Journal of
Global Optimization, in print. DOI: 10.1007/s10898-013-0040-7
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refer to them as partitions. We now note the following well-known result on
partitions.
Lemma 9.1. Consider a partition P = {∆i | i ∈ I} of a simplex ∆, as defined
above. Then we have that dim ∆i = dim ∆ for all i ∈ I.
Proof. We suppose, for the sake of contradiction, that there exists an i ∈ I
such that 0 ≤ dim ∆i < dim ∆, and we let x ∈ ∆i \ rbd ∆i 6= ∅. Due
to the fact that dim ∆i < dim ∆, and ∆ being closed and convex, we have
∆ = cl(∆ \ ∆i) ⊆
⋃
j∈I\{i}∆j . Therefore there exists a j ∈ I \ {i} such
that x ∈ ∆j , and we have that x ∈ (∆i ∩∆j) \ (rbd ∆i ∩ rbd ∆j), which is a
contradiction.
For a partition, P, we define its set of vertices, its set of edges and its








d (P) := max{d (∆i) | ∆i ∈ I} = max{‖u− v‖2 | {u,v} ∈ E (P)}.
For two partitions P1 = {∆i | i ∈ I} and P2 = {∆j | j ∈ J }, we say
that P1 is nested in P2 if for all i ∈ I there exists j ∈ J such that ∆i ⊆ ∆j .
Naturally, we then have that d (P1) ≤ d (P2). We say that a sequence of
partitions {Pk | k ∈ Z+} is a sequence of nested partitions if Pk+1 is nested in
Pk for all k ∈ Z+.
In this chapter, we consider sequences of nested partitions {Pk | k ∈ Z+}
such that P0 = {∆} and ∆ =
⋃
∆i∈Pk ∆i for all k ∈ Z+. It is then desirable
that limk→∞ d (Pk) = 0, and when this holds we say that the sequence is
exhaustive. In the following subsection we look at how this can be used to
provide approximation hierarchies for the copositive cone. In Section 9.1.2, we
consider three possible methods for going from one partition to the next one
in the sequence. Finally, in the remaining sections of this chapter, we look at
when we can guarantee that the sequence of partitions is exhaustive, or give a
counter-example to this happening.
9.1.1 Approximation hierarchy
In this subsection we shall review results from [BD08, BD09] on how simplicial
partitions can provide approximation hierarchies for the copositive cone.
We define the standard simplex as follows,
∆S := {x ∈ Rn+ | eTx = 1}.
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It can then be seen that
Cn = {X ∈ Sn | vTXv ≥ 0 for all v ∈ ∆S},
int(Cn) = {X ∈ Sn | vTXv > 0 for all v ∈ ∆S}.
Now, as in [BD09], for an arbitrary partition P of ∆S , we define OP , IP ⊂ Sn
as follows:
OP := {X ∈ Sn | uTXu ≥ 0 for all u ∈ V (P)},
IP := {X ∈ OP | uTXv ≥ 0 for all {u,v} ∈ E (P)}.
From the following two lemmas we see that if we have an exhaustive se-
quence of nested partitions, then the sets above provide convergent inner and
outer approximation hierarchies to the copositive cone.
Lemma 9.2. Consider two partitions P,Q of ∆S such that P is nested in Q.
Then we have that OP ⊆ OQ and IP ⊇ IQ.
Proof. As P,Q are both partitions of the same set and P is nested in Q, it can
be seen that V (Q) ⊆ V (P). Therefore OP ⊆ OQ.
We now consider an arbitrary X ∈ IQ and arbitrary vertices u,v of P
such that either u = v or {u,v} is an edge of P. There exists a subsim-
plex ∆ = conv{x1, . . . ,xn} of Q such that u,v ∈ ∆. Therefore, there ex-





i Xxj ≥ 0, completing the proof.
Lemma 9.3. Consider a partition P of the standard simplex with diameter
equal to δ. Then we have that
Cn ⊆ OP ⊆ {X ∈ Sn | vTXv ≥ −2‖X‖2δ for all v ∈ ∆S},
Cn ⊇ IP ⊇ {X ∈ Sn | vTXv ≥ 12‖X‖2δ2 for all v ∈ ∆S}.
Proof. We shall prove each inclusion relation separately:
i. It is trivial to see that Cn ⊆ OP .
ii. We consider an arbitrary X ∈ OP and an arbitrary v ∈ ∆S . There exists
a vertex u of P such that ‖u− v‖2 ≤ δ. We then have that
vTXv = uTXu + (u + v)TX(v − u)
≥ 0− ‖u + v‖2‖X‖2‖v − u‖2
≥ −2‖X‖2δ.
Therefore
OP ⊆ {X ∈ Sn | vTXv ≥ −2‖X‖2δ for all v ∈ ∆S}.
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iii. Consider an arbitrary X ∈ IP and v ∈ ∆S . There exists a subsimplex
∆ of P such that v ∈ ∆. In other words, denoting the vertices of ∆ by
u1, . . . ,un, there exists a θ ∈ ∆S such that v =
∑n
i=1 θiui. We then




i Xui ≥ 0. As v ∈ ∆S was arbitrary,
this implies that X ∈ Cn. Therefore, as X was also arbitrary, we get that
Cn ⊇ IP .
iv. We now consider an arbitrary X /∈ IP and show that it is also not in the
set {X ∈ Sn | vTXv ≥ 12‖X‖2δ2 for all v ∈ ∆S}. If X /∈ OP then we
immediately get the required result. From now on we shall assume that
X ∈ OP . There exists an edge {u,v} of P such that uTXv < 0. We
then have the following, noting that ‖u− v‖2 ≤ δ.
min{uTXu,vTXv} ≤ 12(uTXu + vTXv)
= 12(u− v)TX(u− v) + uTXv
< 12‖X‖2‖u− v‖22 + 0
≤ 12‖X‖2δ2.
9.1.2 Partitioning methods
In order to go from one partition to the next partition in the sequence, we
consider three alternative methods, which are given in Algorithms 9.1 to 9.3.
Good introductions to Algorithms 9.1 and 9.3 are provided in [HPT00]. In
this chapter, we wish to have as much freedom as possible in our choices. In
Algorithms 9.1 and 9.2, the choice of what value of α to pick shall always be left
open, except for the restriction that α ∈ [λ, 1− λ]. Similarly for the choice of
w in Algorithm 9.3. When in Algorithms 9.1 and 9.2 an edge {u,v} is picked,
we say that we are bisecting this edge, and when in Algorithms 9.1 and 9.3 a
Algorithm 9.1 Classical partitioning of a single subsimplex.
Input: A parameter λ ∈ (0, 12 ], and a partition P = {∆i | i ∈ I}.






1: pick a subsimplex ∆i ∈ P and an edge {u,v} ∈ E (∆i).
2: pick a scalar α ∈ [λ, 1− λ].
3: let the point w = αu + (1− α)v.
4: let the set {v1, . . . ,vp−2} = V (∆i) \ {u,v}.
5: replace ∆i in the partition by two new simplices ∆i,1,∆i,2 such that
∆i,1 = conv{u,w,v1, . . . ,vp−2}, ∆i,2 = conv{w,v,v1, . . . ,vp−2}.
6: output the resultant partition.
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Algorithm 9.2 Simultaneous partitioning of all subsimplices with a common
edge.
Input: A parameter λ ∈ (0, 12 ], and a partition P = {∆i | i ∈ I}.






1: pick an edge {u,v} ∈ E (P).
2: pick a scalar α ∈ [λ, 1− λ].
3: let the point w = αu + (1− α)v.
4: for i ∈ I such that {u,v} ∈ E (∆i) do
5: let the set {v1, . . . ,vp−2} = V (∆i) \ {u,v}.
6: replace ∆i in the partition by two new simplices ∆i,1,∆i,2 such that
∆i,1 = conv{u,w,v1, . . . ,vp−2}, ∆i,2 = conv{w,v,v1, . . . ,vp−2}.
7: end for
8: output the resultant partition.
subsimplex ∆i is picked then we say that we are partitioning this subsimplex.
As previously mentioned, it is often desirable that the sequence of partitions is
exhaustive, and we shall look at which algorithms and restrictions on choices
ensure this, as well as which ones do not.
Algorithm 9.1 is a commonly used method for partitioning [BD08, Hor97,
Kea78]. However, from the counter-examples in the following section, we shall
see that we do not get much freedom in the choice of {u,v} if we wish to
guarantee that the sequence of partitions is exhaustive. This is because, with
this method, the same edge in two different subsimplices should really be con-
sidered as two separate edges due to the fact that they are bisected separately.
For this reason we introduce Algorithm 9.2, which does not have this problem,
and so, as we will see later, gives more freedom. In fact, in such cases as that in
the previous subsection, this is a natural method to use, as the approximations
are dependent on the edges and vertices, rather than the simplices directly.
In Algorithm 9.3 we consider radial subdivisions, also referred to in the
literature as ω-subdivisions, which provides another commonly used method
for partitioning [BE12, Hor76, Tuy91a, TH88]. The conditions on w are in
fact a slight adaptation of the ρ-eccentricity condition from [Tuy91a]. In this
we were restricted to ρ ∈ (0, 1) and ‖w − vj‖2 < ρd (∆i) for all j. We have
relaxed the restriction on ρ (although we shall later show that ρ = 1 should not
be chosen), and added the restriction that w is not one of the vertices of ∆i.
In general, if ρ is too small, then it is possible that no w will exist satisfying
this condition. However, for ρ ≥ √3/2, there will exist a point obeying this
condition. This is because, if we let w equal the midpoint of the longest edge
of ∆i, then it was shown in [Tuy91b, TH88] that ‖w − v‖2 ≤ 12
√
3d (∆i) for
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Algorithm 9.3 Radial subdivision of a single subsimplex.
Input: A parameter ρ ∈ (0, 1] and a partition P = {∆i | i ∈ I}.






1: pick a subsimplex ∆i = conv{v1, . . . ,vp} ∈ P.
2: pick a point w ∈ ∆i \ V (∆i) such that ‖w − vj‖2 < ρd (P) for all j.
3: remove the simplex ∆i from the partition.
4: for j ∈ {1, . . . , p} do
5: let the simplex ∆i,j = conv{v1, . . . ,vj−1,w,vj+1, . . . ,vp}.
6: if dim(∆i,j) = p− 1 then add the simplex ∆i,j to the partition.
7: end for
8: output the resultant partition.
all v ∈ ∆i. This can also be seen using Lemma 9.5 from the following section.
Often in the literature, when analysing partitions, instead of considering
the partition as a whole we consider sequences of subsimplices ∆i ∈ Pi for all
i ∈ Z+ such that {∆i | i ∈ Z+} is a sequence of nested simplices. Conditions are
then included to ensure that such a sequence is exhaustive. If all such sequences
are then guaranteed to be exhaustive, then this would imply that the sequence
of partitions is exhaustive. Although doing this can make the calculations for
proving exhaustivity easier, in this chapter we will mainly be considering the
partitions as a whole rather than sequences of subsimplices for two reasons. The
first is that, in practice, keeping track of all the sequences and ensuring that
the conditions hold for them can be computationally cumbersome. Secondly,
Algorithm 9.2 acts in general on multiple subsimplices at once, and thus this
type of analysis is insufficient.
9.2 Counter-examples
One simple choice for {u,v} in Algorithms 9.1 and 9.2 is such that it is one
of the longest edges in the partition. If we consider using Algorithm 9.1, then
it was shown in [Kea78] that by doing this for λ = 12 , we do indeed get that
the sequence of partitions is exhaustive. This was extended in [Hor97] to show
that this is also true for any fixed parameter λ ∈ (0, 12 ], independent of the
choice of α. Now, due to the similarity of Algorithms 9.1 and 9.2, we see
that this result also holds for using Algorithm 9.2. This result is however of
limited practical use as it does not give much freedom in the choice of {u,v}.
Instead, in many practical applications, {u,v} is picked in a way that works
heuristically well for the application, which we shall refer to as a free bisection,
then every so often a controlling bisection is performed which is meant to
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ensure the required limiting result [BD08]. Similarly, Algorithm 9.3 alone can
not guarantee exhaustivity, as in general we are not bisecting edges, and so
we perform Algorithm 9.3 in free partitions using a heuristic and every so
often a controlling bisection is performed using Algorithm 9.1 or 9.2. This is
formalised in Algorithm 9.4. (An alternative method to this for Algorithm 9.3,
connected to a ρ-dominance condition, was given in [Tuy91a]. However this
involved keeping track of sequences of subsimplices, which we wish to avoid
doing.)
Algorithm 9.4 Partitioning algorithm.
Input: A simplex ∆ and q ∈ Z++ and λ ∈ (0, 12 ]. Also ρ ∈ (0, 1] if using
Algorithm 9.3 in step 4.
Output: A nested sequence of partitions of ∆, denoted {Pk | k ∈ Z+}.
1: Let P0 = {∆}.
2: for k ∈ Z+ do
3: if k 6≡ q − 1 (mod q) then
4: Let Pk+1 be a nested partition of Pk produced by a free bisec-
tion/partition, using Algorithm 9.1, 9.2 or 9.3.
5: else
6: Let Pk+1 be a nested partition of Pk produced by a controlling bisec-
tion, using Algorithm 9.1 or 9.2.
7: end if
8: end for
The controlling bisection is ordinarily in the form of a longest edge being
bisected. It is often stated that by having this as the controlling bisection,
whilst leaving the choice on the free bisection/partition unrestricted, we will
have that the sequence of partitions is exhaustive (see example 9.19), where,
by the free partition being unrestricted, we mean that ρ is set equal to one.
However, although it seems obvious that this must be true, in the following
example we shall see that this is actually not in general the case.
Example 9.4. This counter-example will be for p = q = 3, works for Algo-
rithms 9.1 to 9.3, and works for every possible controlling bisection scheme,
not just that of bisecting the longest edge.
We start with the triangle in Fig. 9.1a, with all edge lengths equal to one.
We shall describe free bisection/partition steps such that after every controlling
bisection there is at least one triangle in the partition which has t as one of its
vertices and its opposite edge being contained in the edge {u,v}. The diameter
of the partitions is then greater than or equal to the diameter of this triangle,
which is in turn greater than or equal to 12
√
3.
Suppose that after the ith controlling bisection there is such a triangle,
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(a)
(b)
(c) Figure 9.1: Illustration of example 9.4.for example the triangle {t,w,x} in Fig. 9.1b. The original triangle can bedescribed as the partition after the 0th controlling bisection, so this is truefor i = 0. Now, for our two free bisection/partition steps we bisect the edge{w,x} to give the vertex y and then the edge {w,y} to give the vertex z(Fig. 9.1c). All three of the triangles {t,w, z}, {t, z,y} and {t,y,x} have tas one of their vertices and their opposite edges being contained in the edge{u,v}. Now, whatever edge is bisected in the next controlling bisection, atleast one of these triangles will be left untouched, and so after the (i + 1)thcontrolling bisection there will be a triangle with t as one of its vertices andits opposite edge being contained in the edge {u,v}. Thus, by induction, wehave constructed a counter-example.From this example, we see that if we wish to guarantee that the sequenceof partitions is exhaustive, then we need to do something to restrict the choiceof free bisections/partitions, and we shall first consider when Algorithm 9.1or 9.2 are used in the free bisections.The reader most likely noticed that, in example 9.4, the free bisectionsinvolved bisecting ever smaller edges. Thus one idea would be that perhapswe could pick a δ > 0 and only bisect edges of length greater than or equal toδ. We would then wish for d (PK) ≤ δ for some K ∈ Z+, at which point wewould need to either terminate the algorithm or reduce δ. It would seem thatnaturally such a thing would occur even without the controlling bisections,however we shall see in example 9.6 that actually it is possible that withoutthe controlling bisections we may not even get a reduction in d (Pk). Beforepresenting this example however, we shall first introduce the following lemma,which shall be useful in this example, along with being of use later in thechapter.Lemma 9.5. Consider the triangle in Fig. 9.2a, with edge lengths given bya, b, c, as labelled. (This triangle may be contained within a simplex with p > 3.)We partition this triangle as in Algorithm 9.2 for some α ∈ [0, 1], to produce114 Copositive Cone, Completely Positive Cone & Generalisations
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the partitioned triangle in Fig. 9.2b. Then we have
d2 = αa2 + (1− α)b2 − α(1− α)c2.
(a) Unpartitioned triangle
(b) Partitioned Triangle
Figure 9.2: Triangle before and after partitioning, along with labelling.
Proof. From a standard trigonometric result, called the law of cosines, we get
the following, which immediately implies the required result,
a2 = b2 + c2 − 2bc cos θ and d2 = b2 + (αc)2 − 2b(αc) cos θ.
We are now ready to present the example.
Example 9.6. This counter-example uses Algorithm 9.2, however it also works
for using Algorithm 9.1, in which case the subsimplex conv{u,vi,w} should
be bisected each time.
Let p = 3 and consider the triangle ∆ = conv{u,v0,w} in Fig. 9.3a, with
all edge lengths equal to one. We shall describe how we can always bisect an
edge of length greater than 0.65 such that the diameter of the partitions shall
remain equal to one.
For all i ∈ Z+, we bisect with α = 12 to produce the new vertex vi+1, such
that if i is even then the edge {u,vi} is bisected, and if i is odd then the edge
{w,vi} is bisected. The first few steps of this are depicted in Fig. 9.3.
If we let li be the length of the edge bisected to produce vertex vi+1, then
using Lemma 9.5, it can be shown that








2 − 14 l2i−1 + 18 l2i−2 for all i ≥ 2.




((−12)i − 17)2 + 37 > 37 > (0.65)2.
However, the diameter of the partition remains equal to one as neither of
the edges {u,w} or {v0,w} are ever bisected.
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(d) (e)Figure 9.3: First few steps in example 9.6.So what about combining these two approaches of only bisecting edgeslonger than a certain length and, every q steps, bisecting the longest edge?For this we get partial success. We shall see in the next section that if we useAlgorithm 9.2 in the controlling bisections then even with a slight relaxationto this, the diameter does indeed tend towards zero. However, if instead weuse Algorithm 9.1 in the controlling bisections then the following example actsas a counter-example to this approach.Example 9.7. This counter-example is an adaptation of example 9.6.Let p = 4 and consider the simplex ∆ = conv{t,u,v0,w}, with all edgelengths equal to one. We consider q = 2, i.e. every other bisection is a control-ling bisection. In the controlling bisections, the longest edge will be bisectedusing Algorithm 9.1. In the free bisections, an edge of length greater than0.65 will be bisected using Algorithm 9.1 or 9.2. However, the diameter of thepartitions shall remain equal to one throughout.We present the following partitioning rules for i ∈ Z+, where all bisectionsare performed with α = 12 :• i ≡ 0 (mod 4): Pick edge {u,vi}, from subsimplex conv{t,u,vi,w}, to bi-sect using Algorithm 9.1 or 9.2, producing the new vertex vi+2 and thenew subsimplices conv{t,u,vi+2,w} and conv{t,vi+2,vi,w}.• i ≡ 1 (mod 4): Pick edge {t,w}, from subsimplex conv{t,vi+1,vi−1,w}, tobisect using Algorithm 9.1.116 Copositive Cone, Completely Positive Cone & Generalisations
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• i ≡ 2 (mod 4): Pick edge {w,vi}, from subsimplex conv{t,u,vi,w}, to bi-
sect using Algorithm 9.1 or 9.2, producing the new vertex vi+2 and the
new subsimplices conv{t,u,vi+2,w} and conv{t,u,vi,vi+2}.
• i ≡ 3 (mod 4): Pick edge {t,u}, from subsimplex conv{t,u,vi−1,vi+1}, to
bisect using Algorithm 9.1.
(Note that only some of the new subsimplices are described, however any ex-
cluded are unnecessary for understanding the example.)
For i odd, we are bisecting an edge of length equal to one, i.e. a longest
edge, and for i even, if we let li be the length of the edge bisected, then similarly
to example 9.6, we have that l2i =
7
9
((−12)i/2 − 17)2 + 37 > (0.65)2.
We now return to considering Algorithm 9.3 in the free partitions. From
example 9.4 we have seen that we must pick ρ ∈ (0, 1). We next consider if
simply doing this and using either Algorithm 9.1 or 9.2 in the controlling bisec-
tions to bisect the longest edge will guarantee that the sequence of partitions
is exhaustive. Again we get partial success. In the next section we shall see
that if we use Algorithm 9.2 in the controlling bisections then the sequence of
partitions will be exhaustive. However, if instead we use Algorithm 9.1 in the
controlling bisections then we can not in general guarantee exhaustivity.
Example 9.8. Similarly to the previous counter-example, we let p = 4, q = 2
and consider the simplex ∆ = conv{t,u,v0,w}, with all edge lengths equal
to one. In the controlling bisections, the longest edge will be bisected using
Algorithm 9.1. In the free bisections, a subsimplex is partitioned using Algo-
rithm 9.3 with ρ = 34 . However, the diameter of the partitions remains equal
to one throughout.
We present the following partitioning rules for i ∈ Z+:
• i ≡ 0 (mod 2): Pick the subsimplex conv{t,u,vi,w} to partition using Algo-
rithm 9.3, producing the new vertex vi+2 =
1
4(t+u+vi+w) and the new
subsimplices conv{t,vi+2,vi,w} and conv{t,u,vi+2,w}, among others.
• i ≡ 1 (mod 2): Pick the subsimplex conv{t,vi+1,vi−1,w} and its edge {t,w}
to bisect using Algorithm 9.1.
For i odd, an edge of length equal to one is bisected, i.e. a longest edge.
For i even, we are partitioning a subsimplex using Algorithm 9.3 and for
x = t,u,vi,w we have
‖x− vi+2‖2 = ‖14(x− t) + 14(x− u) + 14(x− vi) + 14(x−w)‖2
< 14‖x− t‖2 + 14‖x− u‖2 + 14‖x− vi‖2 + 14‖x−w‖2
≤ 34d (conv{t,u,vi,w}) .
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9.3 An Exhaustive Partitioning Scheme
In this section we will consider the following two methods of simplex partition-
ing.
Method 9.9. Let ∆ be a simplex, q ∈ Z++, λ ∈ (0, 12 ] and η ∈ (0, 1]. We
consider Algorithm 9.4 for this, where
• In the free bisections, we always bisect an edge of length greater than or
equal to ηd (Pk) using Algorithm 9.1 or 9.2,
• In the controlling bisections, we bisect one of the longest edges using
Algorithm 9.2.
Method 9.10. Let ∆ be a simplex, q ∈ Z++, λ ∈ (0, 12 ] and ρ ∈ (0, 1). We
consider Algorithm 9.4 for this, where
• In the free partitions, we partition using Algorithm 9.3,
• In the controlling bisections, we bisect one of the longest edges using
Algorithm 9.2.
We shall prove the following result for these methods.
Theorem 9.11. For Methods 9.9 and 9.10 we have that the sequence of par-
titions is exhaustive.
For q = 1 this is already known to be true as in this case we are always
bisecting the longest edge. From now on we shall consider q ≥ 2 and shall
define the following, which shall be used throughout this section and the next.
Definition 9.12. Let δ ∈ (0, d (∆)] and q ∈ Z such that q ≥ 2. When con-
sidering Method 9.9, also define the parameter ρ :=
√
1− λ(1− λ)η2, noting
that in such case we have ρ ∈ [12
√
3, 1). Now further define
p := |V (∆) |, L := d (∆) , γ := ⌈logρ(δ/L)⌉ , Γ := 2γ , K := 2q (12pq)Γ.
In this section we shall prove the following lemma, which in turn proves
Theorem 9.11. The bound in this lemma is purely there for the purpose of
proving that the sequence of partitions is exhaustive, and is not tight.
Lemma 9.13. For Methods 9.9 and 9.10, with values for the parameters given
in Definition 9.12, we have d (Pk) ≤ δ for all k ≥ K.
In order to prove this lemma, we begin by considering the following lemma
on partitioning a triangle.
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Lemma 9.14. Consider the triangle [u,v,vi], with all edge lengths being less
than or equal to l ∈ R. (This triangle may be contained within a simplex with
p > 3.) Also let ‖u − v‖2 be greater than or equal to ηl for some η ∈ (0, 1].
We partition this triangle as in Algorithm 9.1 for some α ∈ [λ, 1 − λ], where
λ ∈ (0, 12 ], giving the new vertex w = αu + (1− α)v (see Fig. 9.2b). Then all
new edges produced (i.e. edges {u,w}, {v,w} and {vi,w}) will have lengths
less than or equal to ρl, where ρ =
√
1− λ(1− λ)η2.
Proof. From Lemma 9.5 we have
‖vi −w‖22 = α‖u− vi‖22 + (1− α)‖v − vi‖22 − α(1− α)‖u− v‖22
≤ l2 − λ(1− λ)(ηl)2 = ρ2l2.
We will now complete the proof by showing that ‖u−w‖2, ‖v −w‖2 ≤ ρl:
‖u−w‖2 = (1− α)‖u− v‖2 ≤ (1− α)l ≤ (1− λ)l,
‖v −w‖2 = α‖u− v‖2 ≤ αl ≤ (1− λ)l,
1− λ <
√
(1− λ)2 + λ =
√
1− λ(1− λ) ≤
√
1− λ(1− λ)η2 = ρ.
From this we then get the following corollary.
Corollary 9.15. Let P be a partition and consider performing Algorithm 9.1
or 9.2 on this for λ ∈ (0, 12 ], with ‖u − v‖2 ≥ ηd (P), where η ∈ (0, 1],
to produced a nested partition P̂. Then any new edges produced, i.e. those




If we now return to Methods 9.9 and 9.10, discussed at the beginning of
this section, then we get the following, where from now on in this section we
consider the values for the parameters given in Definition 9.12.
Corollary 9.16. At any step in Methods 9.9 and 9.10, all new edges produced
have length less than or equal to ρd (Pk).
In order to keep track of how a particular method is doing, we shall label
phases in it. We say that at step k the method is in phase i if we have
ρi+1L < d (Pk) ≤ ρiL. We then have the following lemma.





2i is an upper bound on the number of vertices at
the beginning of phase i (which is also a strict upper bound on the total number
of steps from the beginning of the algorithm to the beginning of phase i).
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Proof. We have that p̂0 = p, therefore the statement is true for i = 0. We shall
now prove that if it is true for a given i, then it is also true for i + 1, and so,
by induction, we will have proven the required result.
Suppose for the sake of induction, that p̂i is an upper bound on the num-
ber of vertices at the beginning of phase i. Consider an arbitrary partition P
in phase i. From Corollary 9.16 we get that every new edge produced when
bisecting/partitioning this has length less than or equal to ρd (P) ≤ ρi+1L.
Therefore the only edges of length strictly greater than ρi+1L present during
this phase were there from the start of the phase, and will be the ones bisected
during the controlling bisections. The total number of edges at the start of the
phase is less than or equal to 12 p̂i(p̂i − 1), therefore, after at most 12 p̂i(p̂i − 1)q
steps from the start of the phase, we have bisected all edges of length strictly
greater than ρi+1L, and thus have left phase i. Every bisection/partition pro-
duces exactly one new vertex, therefore the total number of vertices at the
beginning of phase i+ 1 is less than or equal to
p̂i +
1
2 p̂i(p̂i − 1)q = 12 p̂2i q + 12 p̂i(2− q) ≤ 12 p̂2i q = p̂i+1.
Finally we note that if P is the partition at the beginning of phase γ, then
d (P) ≤ ργL ≤ δ. This then completes the proof of Lemma 9.13, which in turn
proves Theorem 9.11.
If we wish to consider the dependence on δ/L more explicitly, we can note
that γ ≤ logρ(δρ/L) and Γ = 2γ ≤ 2logρ(δρ/L) = (δρ/L)logρ(2).
9.4 Reconsidering unrestricted free bisection
In this section we shall reconsider the use of unrestricted free bisections. We
start with the following corollary of Theorem 9.11.
Corollary 9.18. Let ∆ be a simplex, q ∈ Z++ and λ ∈ (0, 12 ]. Consider
Algorithm 9.4 for this, where
• In the free bisections we use Algorithm 9.1 or 9.2, and we are unrestricted
in our choice of edge to bisect,
• In the controlling bisection, we bisect one of the longest edges using Al-
gorithm 9.2.
Then for any ε ∈ (0, d (∆)], within a finite number of steps we will have bisected
an edge of length less than or equal to ε.
We shall demonstrate an application of this theorem in the following ex-
ample.
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Example 9.19. We return to the application of simplicial partitions to coposi-
tivity from [BD08, BD09], as described in Section 9.1.1. If we consider a matrix
A ∈ Sn then
A ∈ IP ⇒ A ∈ Cn,
A /∈ OP ⇒ A /∈ Cn.
In [BD08, BD09], the authors wished to use this to check if a matrix A is
copositive, with the desire to be able to guarantee completing this check in
finite time when A is in the interior of the copositive cone. For simplicity we
let µ = min{vTAv | v ∈ ∆S}. We then have that A is in the interior of the
copositive cone if and only if µ > 0.
The authors looked at sequences of nested partitions of the standard sim-
plex. They defined an edge {u,v} of a partition to be active if uTAv < 0, and
they considered unrestricted free bisections along active edges. The paper then
contains the common mistake of stating that if we apply Algorithm 9.4, using
Algorithm 9.1 for all bisections, with the controlling bisections being bisect-
ing a longest edge, then d (P) will tend towards zero [BD08, Subsection 3.1].
However, from example 9.7, we see that this is not in general true.
Luckily this can be easily remedied. If instead we apply Algorithm 9.4,
using Algorithm 9.2 for the controlling bisections, then, for µ > 0, the algorithm
would complete in finite time. This is because, for any active edge {u,v} in a
partition P, we have
1
2‖A‖2‖u− v‖22 ≥ 12(u− v)TA(u− v) = 12(uTAu + vTAv)− uTAv > µ
which implies that ‖u− v‖2 >
√
2µ/‖A‖2.
If we let ε =
√
2µ/‖A‖2 > 0, then, in the free bisections, we are always bi-
secting active edges of length strictly greater than ε. Now, from Corollary 9.18,
we see that if we have a controlling bisection of bisecting one of the longest
edges using Algorithm 9.2, then it is impossible to keep bisecting edges of
length greater than ε indefinitely. Therefore, within a finite number of steps
we will run out of active edges to bisect, and thus have A ∈ IP , and so the
checking would be complete.
9.5 The importance of picking a fixed λ or ρ
We finish this chapter with a final example, this time to act as a reminder to
the reader of the importance of picking a fixed value for λ in Algorithms 9.1
and 9.2, rather than simply limiting α ∈ (0, 1), as if this is not done then
we can not guarantee exhaustivity. This example can equivalently be seen as
emphasising the importance of picking ρ < 1 in Algorithm 9.3.
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Rather than considering the partitions as a whole, we shall consider a se-
quence of nested simplices produced by bisections. Every other step will be
a bisection at the midpoint of the longest edge, however the diameter of the
simplices will not tend towards zero. Returning to the partitions as a whole,
this means that even if every other step we bisected all subsimplices along one
of their longest edges, then we could still not guarantee exhaustivity. This
error has previously occurred in published papers, see for example [BE12, Sub-
section 5.2], where they used simplicial partitions to provide an alternative
approximation of the copositive cone.
Example 9.20. Let ∆0 = conv{u0,v0,w} be a triangle with all edge lengths
equal to one. We shall consider triangles ∆i = conv{ui,vi,w} such that
{∆i | i ∈ Z+} is a sequence of nested triangles, defined recursively as follows:









• i ≡ 1 (mod 2): Let vi+1 = ui and ui+1 = 12(vi + w).
A diagram for two steps of this with i even is shown in Fig. 9.4.
Figure 9.4: Diagram illustrating example 9.20, with i even
We show that the following hold for all i ∈ Z+:
i. {vi,w} is a longest edge of ∆i, being the unique longest edge for i > 0,
ii. for i even, all edges of ∆i have length greater than
1
4d (∆i),








≥ (14 ; 12)∞ > 0.57, where, in the
literature, (a; q)k :=
∏k−1
j=0(1 − aqj) is referred to as the q-Pochhammer
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symbol [Koe98].
The significance of these statements is that:
i. for i odd, we are bisecting the unique longest edge at the midpoint,
ii. for i even, we are bisecting an edge of length greater than 14d (∆i),
iii. The diameters of the simplices are always greater than 0.57.
For i = 0, all edges are of length one, so the statements trivially hold. Now,
for the sake of induction, assume it is true for all i ≤ 2k, where k ∈ Z+.
By construction, {v2k+1,w} is the unique longest edge of ∆2k+1 and so the
statements hold for all i ≤ 2k + 1. We will now consider the lengths of the
edges in ∆2k+2 in order to prove each of the statements in turn by induction:
i. We shall first prove that {v2k+2,w} is the unique longest edge of ∆2k+2.
‖u2k+2 − v2k+2‖2 =
∥∥(12 − α2k)(w − v2k) + α2k(w − u2k)∥∥2
< (12 − α2k)‖w − v2k‖2 + α2k‖w − u2k‖2
≤ 12‖w − v2k‖2 = ‖w − u2k+2‖2,
‖w − u2k+2‖2 = 12‖w − v2k‖2
< (1− 2α2k)‖w − v2k‖2
≤ (1− α2k)‖w − v2k‖2 − α2k‖w − u2k‖2
< ‖(1− α2k)(w − v2k) + α2k(w − u2k)‖2
= ‖w − v2k+2‖2.
ii. We now prove that the length of edge {u2k+2,v2k+2} (i.e. the shortest
edge), is greater than 14 times the length of edge {v2k+2,w} (i.e. the
longest edge).
‖u2k+2 − v2k+2‖2 =
∥∥(12 − α2k)(w − v2k) + α2k(w − u2k)∥∥2
> (12 − α2k)‖w − v2k‖2 − α2k‖w − u2k‖2
≥ (12 − 2α2k)‖w − v2k‖2
≥ 14‖w − v2k‖2
≥ 14 ((1− α2k)‖w − v2k‖2 + α2k‖w − u2k‖2)
> 14 ‖(1− α2k)(w − v2k) + α2k(w − u2k)‖2
= 14‖w − v2k+2‖2.
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‖w − v2k+2‖2 = ‖(1− α2k)(w − v2k) + α2k(w − u2k)‖2
> (1− α2k)‖w − v2k‖2 − α2k‖w − u2k‖2























In this chapter we have seen that, for simplicial partitioning, whether a se-
quence of partitions is exhaustive or not can often defy our intuition. We have
provided counter-examples to methods which at first glance we may believe to
fulfil this requirement. Motivated by these counter-examples, a new method
of partitioning was introduced which allows us to guarantee this requirement,
whilst still giving us a lot of freedom.




In this chapter, we provide outer approximation hierarchies to the set of poly-
nomials which are nonnegative over a closed subset of the nonnegative orthant,
where we may also add restrictions to the polynomials. We call such polyno-
mials set-semidefinite polynomials. For example, if we restrict ourselves to
homogeneous polynomials of degree 2 and consider nonnegativity over the en-
tire nonnegative orthant, then we would, in effect, be considering the copositive
cone.
We shall look at a hierarchy of outer approximations considered by Lasserre
in [Las10, Las11]. Here, he considered the polynomials being nonnegative over
a general closed set. We shall provide a new proof that his hierarchy provides
outer approximations. This not only aids in improving our intuition on the
problem, but also shows that, in the special case of nonnegativity over a closed
subset of the nonnegative orthant, we can improve on his approximation.
10.1.1 Notation
We denote the ring of polynomials in the variables x = (x1, . . . , xn) by R[x].
Elements of R[x] are multivariate polynomials with real coefficients. Every el-
ement f of R[x] can be written as f(x) =
∑
α∈Zn+ fαx





(with 00 := 1) and the vector f = (fα)α∈Zn+ is the unique representation of f .
The degree of the polynomial, denoted deg(f), is defined as the highest expo-
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nent appearing in f , i.e.
deg(f) := max
α∈Zn+
{eTα | fα 6= 0}.
10.1.2 Contribution
In this chapter, we consider approximating the set of polynomials which are
nonnegative over a closed set K ⊆ Rn+ (we call them set-semidefinite polyno-
mials), where we may also add restrictions to the polynomials. This set is
denoted as
{f ∈ F | f(x) ≥ 0 for all x ∈ K}, (10.1)
where F represents some restrictions on f , for example restricting the degree
of the polynomials or restricting them to be homogeneous. The main contribu-
tions of this chapter (and thus the paper [DP13a], whose results it is discussing)
are:
• we propose an outer approximation hierarchy for the set (10.1), based on
restricting moment matrices to be completely positive;
• we show that standard outer approximations of the completely positive
cone give tractable outer approximation hierarchies for (10.1).
We also provide interesting new insights into the use of moments for construct-
ing these approximations, and demonstrate the convergence of the proposed
hierarchies for a couple of small scale examples.
10.2 Introduction to Moments
In this section, we recall basic definitions and concepts from moment theory.
For a more detailed look at moments, and their applications to polynomial
optimisation, we point the reader towards [Las10, Lau09].
Recall that a Borel measure on Rn is a nonnegative set function on Borel
sets of Rn, such that µ(∅) = 0 and µ (⋃pi=1Ei) = ∑pi=1 µ(Ei) for any countable
collection of disjoint Borel sets E1, . . . , Ep ⊆ Rn. A common type of Borel
measure is a probability measure, where we recall that a Borel measure µ is a
probability measure if and only if µ(Rn) = 1.
We define the support of a Borel measure µ as the minimal closed set
U ⊆ Rn such that µ(Rn \ U) = 0. We denote this by support(µ).
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and we consider these moments giving the infinite dimensional vector
yµ = (yµα)α∈Zn+ .
Note that the definition of moments for Borel measures is an extension of
the definition of moments for probability measures. More specifically, if µ was
a probability measure, then yµα would be equal to the expected value of x
α.
For an arbitrary Borel measure, it is not necessarily the case that all of its
moments exist, and to account for this we shall letMB denote the set of Borel
measures such that all their moments do in fact exist. For example, any finite
Borel measure with compact support is in MB, where a Borel measure µ is a
finite Borel measure if µ(Rn) is finite.
Let us now consider a polynomial f(x) =
∑
γ∈Zn+ fγx
γ and an infinite di-
mensional vector y ∈ RZn+ , indexed by elements in Zn+. We define the localising








which is an infinite order symmetric matrix, indexed by elements in Zn+. Sim-








Note that this is a symmetric matrix of finite order, indexed by elements in
Nn≤d. We also note that M(fy) and Md(fy) are linearly dependent on the
coefficients of f , and that Md(fy) is a principal submatrix of M(fy).
10.3 Lasserre’s hierarchies
In this section we consider results by Lasserre [Las11] on hierarchies of outer
approximations to the set (10.1), where we are considering a general K ⊆ Rn.
A well-known theorem when considering moments in connection to poly-
nomials is the following.
Theorem 10.1. Consider a Borel Measure µ ∈MB and a polynomial f , such
that the support of µ is equal to K ⊆ Rn and f(x) ≥ 0 for all x ∈ K. Letting yµ
give the moments of µ, as described in Section 10.2, we have Md(fy
µ) ∈ S+
for all d ∈ Z+.
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Proof. Considering an arbitrary polynomial g(x) =
∑
γ∈Nn≤d gγx











































Noting that all principal submatrices of a positive semidefinite matrix are
also positive semidefinite, this gives us the following corollary.
Corollary 10.2. Consider a Borel Measure µ ∈ MB such that the support
of µ is equal to K ⊆ Rn. Letting yµ give the moments of µ, as described in
Section 10.2, for all d ∈ Z+ we have
{f ∈ F | f(x) ≥ 0 for all x ∈ K} ⊆ {f ∈ F ∣∣Md+1(fyµ) ∈ S+}
⊆ {f ∈ F ∣∣Md(fyµ) ∈ S+} .
This gives us hierarchies of outer approximations for the set that we are in-
terested in, and we recall that Md(fy
µ) is linearly dependent on the coefficients
of f .
Naturally, we now want to know about the convergence of these hierarchies.
In [Las11, Theorem 3.4], Lasserre proved that if K is compact and equal to the
support of a Borel measure µ, then we in fact obtain




f ∈ F ∣∣Mi(fyµ) ∈ S+} ,
and thus, in this case, the hierarchy tends towards the required set. In the
case when K is not compact, he showed that we still get equality when there










i=1 |xi|) dµ(x) is finite, and also implies that µ ∈ MB (see
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Remark 10.3). Lasserre used this to show that examples of when we get equality











Remark 10.3. We take this opportunity to note that the proof given by Lasserre
can be extended to show that we get equality whenever there exists a strictly
positive vector λ ∈ Rn and a finite Borel measure ϕ on Rn, whose support is





i=1 λi|xi|) dµ(x) is finite for some strictly positive vector
λ. This can be seen in [Las11, Subsection 3.2] by using this form for µ and using
the fact that x2ki ≤ λ−2ki (2k)! exp(λi|xi|) for all k ∈ Z+, λi > 0, xi ∈ R, whilst
carrying out the rest of the steps of the proof as before. Using this extension
gives us a more direct proof of convergence for the multivariate exponential
probability measure.
Furthermore, using the fact that for all λi > 0, xi ∈ R, αi ∈ Z++ we
have that |xi|αi exp(−λi|xi|) ≤ λ−αii αi!, it can be observed that for such a µ as










Therefore, we also have that µ ∈MB, as required.
10.4 New hierarcies
In this section we consider new outer approximation hierarchies for the set that
we are interested in which are based on the hierarchies in the previous section.
In order to do this we first introduce some new notation.
For n ∈ Z++ and d ∈ Z+, we define RN
n







indexed by elements in Nn≤d. We then define
the function vd : Rn → RN
n
≤d such that vd(x) := (x
α)α∈Nn≤d for all x ∈ Rn.
We are now ready to present the following result, the proof of which was
developed from one suggested by Prof. Dr. Monique Laurent in personal cor-
respondence. For this we recall the notation for set-semidefinite cones from
Chapter 2.
Theorem 10.4. Consider a Borel Measure µ ∈MB and a polynomial f , such
that the support of µ is equal to K ⊆ Rn and f(x) ≥ 0 for all x ∈ K. We
let d ∈ Z+ and consider a set L ⊆ RN
n
≤d such that vd(x) ∈ L for all x ∈ K.
Then letting yµ give the moments of µ, as described in Section 10.2, we have
Md(fy
µ) ∈ C∗L.
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Noting that we have C∗L ⊆ S+, this immediately gives us Theorem 10.1.
These results hold for f nonnegative over a general support of µ. In the
following theorem we consider the special case of when the support of µ is
contained in the nonnegative orthant.
Theorem 10.5. Let µ ∈ MB, with support equal to K ⊆ Rn+, and let yµ give
its moments, as described in Section 10.2. Then for all d ∈ Z+ we have that
{f ∈ F | f(x) ≥ 0 for all x ∈ K} ⊆ {f ∈ F |Md+1(fyµ) ∈ C∗}
⊆ {f ∈ F |Md(fyµ) ∈ C∗}
⊆ {f ∈ F ∣∣Md(fyµ) ∈ S+} .
Proof. We have that C∗m ⊆ Sm+ for all m, and that all principal submatrices
of a completely positive matrix are also completely positive. Using these two
properties it is trivial to see that
{f ∈ F |Md+1(fyµ) ∈ C∗} ⊆ {f ∈ F |Md(fyµ) ∈ C∗}
⊆ {f ∈ F ∣∣Md(fyµ) ∈ S+} .
Now, using Theorem 10.4 and noting that for all x ∈ K ⊆ Rn+ we have
vd(x) ≥ 0, we get the following, which completes the proof.
{f ∈ F | f(x) ≥ 0 for all x ∈ K} ⊆ {f ∈ F |Md(fyµ) ∈ C∗} .
This gives us hierarchies of approximations which are at least as good as
using the positive semidefinite cone (and thus tend towards the required set
whenever the positive semidefinite approximation does). However, as we have
already seen, the completely positive cone is a notoriously difficult cone to
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deal with. Optimising over it is in general an NP-hard problem, and in fact
even checking membership of it is an NP-hard problem [DG11], see Chapter 3.
For this reason, we would prefer to consider approximations of the completely
positive cone. We recall the well-known property C∗ ⊆ S+ ∩ N ⊆ S+, and we
shall use this relation in the following corollary in order to give a hierarchy
of approximations which is a relaxation of that using the completely positive
cone, but is still at least as good as that using the positive semidefinite cone.
Corollary 10.6. Let µ ∈MB, with support equal to K ⊆ Rn+, and let yµ give
its moments, as described in Section 10.2. Then for all d ∈ Z+ we have that
{f ∈ F | f(x) ≥ 0 for all x ∈ K} ⊆ {f ∈ F |Md(fyµ) ∈ C∗}
⊆ {f ∈ F ∣∣Md(fyµ) ∈ S+ ∩N }
⊆ {f ∈ F ∣∣Md(fyµ) ∈ S+} ,{
f ∈ F ∣∣Md+1(fyµ) ∈ S+ ∩N } ⊆ {f ∈ F ∣∣Md(fyµ) ∈ S+ ∩N } .
Naturally, if the positive semidefinite hierarchy converges then all of the
hierarchies will converge, where we refer the reader to our discussion on the
convergence of the positive semidefinite hierarchy from Section 10.3.
10.5 Examples
We shall now use the copositive cone to consider a couple of examples of
the positive semidefinite and doubly nonnegative hierarchies. For an order





, we define the corresponding polynomial
fA(x) = ax
2
1 + 2bx1x2 + cx
2
2. We have that A is copositive if and only if
fA(x) ≥ 0 for all x ∈ R2+. Corollary 10.6 therefore provides outer approxima-
tion hierarchies for the set of copositive matrices. We shall demonstrate the
effectiveness of the positive semidefinite and doubly nonnegative hierarchies
by looking at a base of them, allowing us to observe the hierarchies in two
dimensions. We shall also start the hierarchies with d = 1.
The first example that we shall look at was that demonstrated by Lasserre
in [Las10]. We let µ be the multivariate exponential probability measure with




and we let y be the corresponding vector of moments, i.e. yα =
∏n
i=1 αi!. In
Fig. 10.1, we compare the hierarchies using the doubly nonnegative cone and
the positive semidefinite cone for d = 1, 2, 3. Here, the bases are provided by




) ∣∣∣∣ 8a+ 7b+ 8c = 16}, and project-
ing onto the (a, c) coordinates. As we observe, although, for d = 1, using the
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doubly nonnegative cone instead of the positive semidefinite cone makes a very
large difference, as d gets larger this difference is less, and in fact, for d = 4,
we could observe no difference.
(a) d=1 (b) d=2 (c) d=3
Figure 10.1: Comparing the exponential approximations, based on the positive
semidefinite cone and the doubly nonnegative cone, for the copositive cone of
order two. The outer approximation (light grey) is that using the positive
semidefinite cone, the next approximation (dark grey) is that using the doubly
nonnegative cone, and inner most (black) is the copositive cone that they are
approximating.
In Fig. 10.2 we look at how these hierarchies converge by considering
d = 1, 2, 3, 4 and intersecting with the same hyperplane as before to get a
base.
(a) Positive semidefinite (b) Doubly nonnegative
Figure 10.2: The convergence of the exponential approximations, based on the
positive semidefinite cone and the doubly nonnegative cone, for the copositive
cone of order two. The outer approximation (lightest grey) is for d = 1, with
d increasing for approximations further in (darker grey). Inner most (black) is
the copositive cone that they are approximating.
For our next example, we consider a compact case. We let µ be the uniform
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distribution over the unit box, i.e. µ(B) =
∫
{x∈B|0≤x≤e} dx, and we let y be





. In this case, we
found that for d = 1, 2, 3, 4, using the doubly nonnegative cone instead of the
positive semidefinite cone made no difference. In Fig. 10.3, we look at how
the hierarchy converges by considering d = 1, 2, 3, 4. Here, the base is pro-




) ∣∣∣∣ 29a+ 45b+ 29c = 45}
and projecting onto the (a, c) coordinates.
Figure 10.3: The convergence of the unit box approximation based on the
positive semidefinite cone for the copositive cone of order two. The outer
approximation (lightest grey) is for d = 1, with d increasing for approximations
further in (darker grey). Inner most (black) is the copositive cone that they
are approximating.
10.6 Conclusion
In this chapter, we have given new insights in to how moments can be used for
approximating the set of set-semidefinite polynomials. Using this, we showed
that by taking Lasserre’s approximation hierarchy and replacing the positive
semidefinite constraint by a completely positive constraint, we get another hier-
archy which is at least as good. Due to checking membership of the completely
positive cone being an NP-hard problem, we relaxed the completely positive
constraint in the approximations to the constraint of being doubly nonnega-
tive. This again provides a hierarchy which is at least as good as that provided
by the positive semidefinite cone.
In the first example, we found that using the doubly nonnegative cone
instead of the positive semidefinite cone made a large difference for d = 1, but
made less of a difference for higher d. This would suggest that for higher d,
using the doubly nonnegative cone instead of the positive semidefinite cone is
of little use, although it is still an open question whether this is always the case.
Another open question is what the difference would be for approximations of
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higher order copositive cones, and whether for higher order the d makes a
difference for longer.
From the second example, we observed that taking the doubly nonnegative
cone instead of the positive semidefinite cone appeared to make no difference.
An obvious question from this is if using the completely positive cone (or at
least a better approximation of the completely positive cone) would have made
any difference.
One final open question which we will finish this chapter on is whether there
are any cases where we do not get convergence with the positive semidefinite
cone, but we do with the completely positive cone.




A polynomial f ∈ R[x] is defined to be sum-of-squares (SOS) if there exist
polynomials f1, . . . , fp ∈ R[x] such that f(x) =
∑n
i=1 fi(x)
2. We then have
that f(x) ≥ 0 for all x ∈ Rn.
The advantage of SOS is that we can check if a function is SOS using
semidefinite optimisation. We have that a polynomial of degree less than or
equal to 2d is SOS if and only if there exists a positive semidefinite matrix A




SOS is closely tied to the idea of moments, as we shall see in the following
well-known theorem. Before presenting this theorem we will first expand on
the notation from localising matrices from Chapter 10.








Note that this is a principal submatrix of the localising matrix of order d from
Chapter 10.
For d ∈ Z+ and y ∈ RZn+ , we define
Md(y) := (yα+β)α,β∈Nn≤d , M=d(y) := (yα+β)α,β∈Nn=d .
∗Submitted as:
[DDGH12] P.J.C. Dickinson, M. Du¨r, L. Gijben and R. Hildebrand. Scaling relation-
ship between the copositive cone and Parrilo’s First level approximation.
Optimization Letters, in print. DOI: 10.1007/s11590-012-0523-3
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Theorem 11.1. Using the notation from Chapter 10 and that introduced on
















∣∣∣ f is SOS} .
Then we have Σ≤d =M∗≤d and Σ=d =M∗=d.
Proof. This is a well-known result, see for example [Lau09, Proposition 4.9]
and [GL07, Lemma 1].
Furthermore, if we consider the approximation hierarchies from Chap-
ter 10, we have the following theorem and corollary, which extends results
from [Las13].
Theorem 11.2. For d, s ∈ Z+, a proper cone K ⊆ S |N
n
≤d| and a measure
µ ∈MB, we have{
f ∈ RNn≤s








∣∣∣∣ Y ∈ K∗} .
































∣∣∣∣ Y ∈ K∗} .
Corollary 11.3. For s ∈ Z+ we have{
f ∈ RNn≤s




∣∣∣∣∣ g is SOS,deg(g) ≤ 2d
}
.
We thus see how, in effect, we have already used SOS to give an approx-
imation hierarchy for the copositive cone. However, in the remainder of this
chapter, we shall consider an alternative hierarchy using SOS.
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11.2. PARRILO’S APPROXIMATION HIERARCHY
11.2 Parrilo’s approximation hierarchy
The Parrilo-cones were first introduced in [Par00]. For n ∈ Z++ and r ∈ Z+,

















It is trivial to see that this provides an inner approximation hierarchy for
the copositive cone, and in Section 12.1 we shall see that this is in fact a
convergent inner approximation hierarchy.
Parrilo showed in [Par00] that K0n = Sn+ +N n, and thus from [MM62] we
get that Cn = K0n if and only if n ≤ 4. Parrilo then posed the natural question
“what is the minimum n for which the r = 1 test is not exact?”
In this chapter, we answer this question and show that in fact Cn 6= Krn for
all r ≥ 0, n ≥ 5.
For the order 5 case, we will also show the more surprising result that for
any matrix X ∈ C5, scaling it in such a way that (DXD)ii ∈ {0, 1} for all i
will yield DXD ∈ K15.
These results were in fact both conjectured by Dickinson in a reading group.
11.3 Scaling a matrix out of Krn
A central ingredient in this section is the observation that given a D = Diag(d),
where d ∈ Rn++, then for any matrix class X ∈ {C ,S+,N ,S+ + N} we have
that X ∈ X ⇔ DXD ∈ X . We shall however show that property does not
hold for X = Krn, with r ∈ Z++. We will show in fact that for any matrix
in X ∈ C \ (S+ + N ) and for any r ∈ Z+, there exists a diagonal matrix D
with strictly positive diagonal such that DXD /∈ Krn. We shall refer to such
a transformation of a matrix as a ‘scaling ’, as effectively we are scaling the
underlying coordinate basis. We then denote the set as scalings by
D := {Diag(d) | d ∈ Rn++}.
First we shall show an auxiliary result on the relationship between the cones
K0n and Krn for r ∈ Z++. This result was in fact proven for r = 1 by Dickinson
and then extended for general r by Hildebrand.
Lemma 11.4. Let n ∈ Z++ and r ∈ Z+. Then
{X ∈ Sn |DXD ∈ Krn for all D ∈ D} = K0n.
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Proof. Since the cone K0n = Sn+ +N n is invariant under arbitrary scalings, we
have that X ∈ K0n implies DXD ∈ K0n ⊂ Krn for all D ∈ D. This proves one
inclusion, and the whole statement for r = 0.
We now prove the other inclusion for r ∈ Z++. Let X ∈ Sn be such that
























is SOS in the variables zi =
√
diyi, i = 1, . . . , n. Let us now fix d1 = 1 and let
di → +∞ for i > 1. Since the cone of SOS is closed (this result is attributed
to Robinson [Rob73]; a more accessible reference where a proof can be found























k(z). But then for all k











1 is also SOS. After repeatedly carrying out








is SOS, i.e. X ∈ K0n. This concludes the proof.
Theorem 11.5. For any n ∈ Z++, r ∈ Z+ and X ∈ Cn \ (Sn+ + N n), there
exists a D ∈ D such that DXD ∈ Cn \ Krn.
Proof. For any X ∈ Cn and D ∈ D, we have that DXD ∈ Cn. Therefore we
need only show that for any X ∈ Cn \ (Sn+ +N n) there exists D ∈ D such that
DXD /∈ Krn.
Assume for the sake of contradiction that such a D does not exist. Then
for all D ∈ D we have DXD ∈ Krn, and by Lemma 11.4 it follows that
X ∈ K0n = Sn+ +N n, a contradiction.
Corollary 11.6. Let r ∈ Z+ and n ∈ Z++. Then Cn = Krn if and only if
n ≤ 4.
11.4 Scaling a matrix into K15
In this section, we will show that in the order 5 case it is possible to scale any
copositive matrix into K15. More precisely, we show that for any X ∈ C5 there
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exists a scaling D ∈ D such that DXD ∈ K15. To this end we consider matrices
of the following form, which are referred to as the Hildebrand Matrices:
S(θ) :=

1 − cos θ1 cos(θ1 + θ2) cos(θ4 + θ5) − cos θ5
− cos θ1 1 − cos θ2 cos(θ2 + θ3) cos(θ5 + θ1)
cos(θ1 + θ2) − cos θ2 1 − cos θ3 cos(θ3 + θ4)
cos(θ4 + θ5) cos(θ2 + θ3) − cos θ3 1 − cos θ4
− cos θ5 cos(θ5 + θ1) cos(θ3 + θ4) − cos θ4 1
, (11.3)
where θ ∈ Θ := {θ ∈ R5+ ∣∣ eTθ < pi}. These matrices were introduced by
Hildebrand in the paper [Hil12] and then further investigated by Dickinson et
al. in [DDGH13]. One of the main results in this latter paper was the following:
Theorem 11.7 ([DDGH13]). Let X ∈ C5 \ (S5+ +N 5). Then X can be decom-
posed as X = R +N , where N ∈ N 5 with diagN = 0 and R = DPTS(θ)PD
for some D ∈ D, a permutation matrix P and some S(θ) as defined in (11.3)
with θ ∈ Θ.
In the paper [DDGH12], explicit certificates were found to prove the fol-
lowing result.
Theorem 11.8. For all θ ∈ Θ and permutation matrices P , we have that
PTS(θ)P ∈ K15.
Using this we now get the following lemma.
Lemma 11.9. Let X ∈ S5 such that diag(X) ∈ {0, 1}5. Then X ∈ C5 if and
only if X ∈ K15.
Proof. The reverse implication trivially follows from the fact that K15 ⊆ C5.
We now consider an arbitrary X ∈ C5 such that diag(X) ∈ {0, 1}5.
If X ∈ S5+ +N 5, then from the fact that S5+ +N 5 = K05 ⊆ K15, we are done.
Alternatively, if X ∈ C5 \ (S5+ +N 5), then from Theorem 11.7, and noting
that diag(S(θ)) = e for all θ, we see that there exists an N ∈ N 5, a per-
mutation matrix P and a θ ∈ Θ such that X = N + PTS(θ)P . Now using
Theorem 11.8, the fact that the Parrilo cones are convex cones and noting that
N 5 ⊂ S5+ +N 5 ⊆ K15, then implies that X ∈ K15 as required.
From this, and the fact that C5 is invariant under scalings, we then imme-
diately get the following two theorems.
Theorem 11.10. Let X ∈ S5 and D ∈ D such that diag(DXD) ∈ {0, 1}5.
Then X ∈ C5 if and only if DXD ∈ K15.
Theorem 11.11. We have
C5 = {DXD | X ∈ K15, D ∈ D}.
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11.5 The importance of scaling to binary diagonals
From Theorem 11.10, we see that if we wish to use the Parrilo-1 cone to check
if an order 5 symmetric matrix is copositive, then we should scale the matrix
such that all the on-diagonal entries are binary. In this section we shall look
at further results suggesting the importance of scaling a matrix in this way.
Theorem 11.12 ([DDGH13]). Let X ∈ Cn be such that (X)ij ∈ {−1,+1} for
all i, j = 1, . . . , n. Then we have that X ∈ K1n.
Proof. We consider an arbitrary X ∈ Cn such that (X)ij ∈ {−1,+1} for all
i, j. First note that (X)ii = 1 for all i.
For K1n, the combined proofs of Parrilo [Par00] (sufficient) and Bomze and
de Klerk [BK02] (necessary) show that X ∈ K1n if and only if the following
system of equations has a feasible solution M1, . . . ,Mn ∈ Sn:
X −M i ∈ S+ for all i = 1, . . . , n (11.4a)
(M i)ii = 0 for all i = 1, . . . , n (11.4b)
(M i)jj + 2(M
j)ij = 0 for all i, j = 1, . . . , n s.t. i 6= j (11.4c)
(M i)jk + (M
j)ik + (M
k)ij ≥ 0 for all i, j, k = 1, . . . , n s.t. i < j < k.
(11.4d)
We now consider M1, . . . ,Mn ∈ Sn given as follows,
M i = X − (Xei)(Xei)T for all i = 1, . . . , n.
We claim that these provide a feasible solution to the system of equa-
tions (11.4a) to (11.4d), and thus a certificate for X ∈ K1n.
From construction it is immediately apparent that for all i we have that
X −M i is a positive semidefinite matrix, and so (11.4a) holds.
For all i, j = 1, . . . , n we have that
(M i)jj = (X)jj − (X)2ij = 1− (±1)2 = 0,
(M i)ij = (X)ij − (X)ii(X)ij = (X)ij − (X)ij = 0.
From this we immediately get that (11.4b) and (11.4c) hold.
We are now left to show that (11.4d) holds. Suppose for the sake of con-
tradiction that there exists an i < j < k such that
0 > (M i)jk + (M
j)ik + (M
k)ij
= (X)jk + (X)ik + (X)ij − (X)ij(X)ik − (X)ij(X)jk − (X)ik(X)jk.
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As all the elements of X are equal to plus or minus one, it can be seen that
−1 = (X)jk = (X)ik = (X)ij . However, as X is copositive, we then get the
following contradiction, which completes the proof:
0 ≤ (ei + ej + ek)TX(ei + ej + ek) = −3 < 0.
Equivalent to scaling to binary would be to scale such that all the diagonal
entries are either equal to zero or equal to the same positive scalar. We shall
now see that further support for this type of scaling comes from the use of
the Parrilo cones in approximating the stability number of a graph. As we
discussed in Section 1.3, it was shown in [KP02] that the stability number
α(G) of a graph with n nodes and adjacency matrix AG can be computed as
α(G) = min{λ ∈ R | λ(I +AG)− E ∈ Cn}.
An approximation of this can then be provided by replacing the copositive cone
with one of the Parrilo cones. We now note that since AG has a zero diagonal,
we have that for any λ the diagonal entries of
(
λ(I + AG) − E
)
are all equal,
and so the matrix is already scaled in the way that we suggest.
The support for our suggestion then comes from noting that this approxi-
mation works exceptionally well in practice. For perfect graphs we get an exact
solution for all r ≥ 0 [PVZ07, Corollary 15]. It was also conjectured in [KP02]
that this approximation gives the exact solution when r ≥ α(G). This con-
jecture has been proven to be true for α(G) ≤ 8 in [GL07], having previously
been shown to be true for lower values of α(G) in [KP02, PVZ07].
11.6 Dual of the Parrilo approximations
In Theorem 11.2, we saw how the dual of the positive semidefinite moment
approximation from Chapter 10 is connected to SOS. For the sake of complete-
ness, we now briefly consider the dual of the Parrilo hierarchy.
The paper [BK02] gave the first explicit characterisation of the Parrilo
cones, and we shall begin by considering some of their results.
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 ∈ int Σ=r+2.









































We now look at an alternative characterisation of the Parrilo cones which
was presented in [PVZ07, Subsection 4.1]. We begin by letting
M=s(x











We have that Yrn is a closed set. Furthermore, if we let µ be the multivariate
exponential probability measure, and yµ give its moments, then for all nonzero
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and thus M=s(x
myµ) ∈ int(S+).





for all s ∈ N≤b(r+2)/2c and all m ∈ Nn=r+2−2s













∣∣∣ ∃f ∈ (Yrn)∗ such that (xTAx)(eTx)r = f(x)} . (11.5)
























In order to aid in the understanding of this dual we note that
xm ≥ 0 for all x ∈ Rn+, m ∈ Zn+,
M=s(x
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Chapter 12
Cones of Polynomials∗
The results in this chapter shall be presented without proofs. This is primarily
due to the fact that the results come from the papers [DP13b, DP13c], which
were still under construction at the time of writing this thesis.
12.1 Positivstellensa¨tze
For n ∈ Z++ and r ∈ Z+, we recall the formulation of the Parrilo-cones from
(11.5) and consider two closely related approximation hierarchies which were





for all s ∈ N≤b(r+2)/2c and all m ∈ Nn=r+2−2s,

















for all s ∈ {0, 1} and all m ∈ Nn=r+2−2s,














[DP13b] P.J.C. Dickinson and J. Povh. A new convex reformulation and approximation
hierarchy for polynomial optimization. Under construction.
[DP13c] P.J.C. Dickinson and J. Povh. On a generalization of Po´lya’s and Putinar-
Vasilescu’s Positivstellensa¨tze. Preprint, submitted.
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It can be seen that these are all inner approximation hierarchies for the
copositive cone. Furthermore, for all r, n we have Crn ⊆ Qrn ⊆ Krn. Therefore
the results on scaling out of a cone from Section 11.3 also hold for these cones.
Considering small r, we have C0n = N n and Q0n = K0n = Sn+ +N n and Q1n = K1n.
Therefore the results on scaling into a cone from Section 11.4 also hold for Q1n.
In order to prove that these hierarchies converge to Cn, we use Positivstel-
lensa¨tze. These are basically theorems which say that if a function is strictly
positive over a certain set, then there is a simple certificate which shows that
it is nonnegative over this set. The following theorem is an example of a well-
known positivstellensatz called Po´lya’s positivstellensatz:
Theorem 12.1 ([HLP88, Section 2.24]). Let f ∈ R[x] be a polynomial such
that f(x) > 0 for all x ∈ Rn+ \ {0}. Then for some r ∈ Z+, we have that all
the coefficients of (eTx)rf(x) are nonnegative.
From this we immediately get that Crn is a convergent inner approximation
hierarchy for the copositive cone, and thus so are Qrn and Krn. A more direct
proof on the convergence of Krn is provided by the following positivstellensatz
in the case when m = 1 and considering the definition of Krn given in (11.2):
Theorem 12.2 ([PV99, Theorem 1]). Let m ∈ Z++ and f0, . . . , fm ∈ R[x]
be homogeneous polynomials of even degree on Rn such that f0(x) > 0 for all
x ∈ ⋂mi=1 f−1i (R+) \ {0} and f1(x) = x0. Then for some r ∈ Z+, there exist
SOS polynomials g1, . . . , gm ∈ R[x] such that (xTx)rf0(x) =
∑m
i=1 fi(x)gi(x).
In [DP13c], these two theorems were combined to give the following new
positivstellensatz, and in this chapter we will consider results from [DP13b] on
an inner approximation hierarchy based on this for generalised copositivity.
Theorem 12.3. Let {f0} ∪ {fi | i ∈ I} ⊆ R[x] be a set of homogeneous




i (R+) \ {0} and we
have x0 ∈ {fi(x) | i ∈ I}. Then for some r ∈ Z+ there exists a subset J ⊆ I
of finite cardinality and a set of homogeneous polynomials {gj | j ∈ J } ⊆ R[x],
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12.2 Reconsidering polynomial constraints
In this section we consider how polynomial constraints can be reformulated
using closed convex cones.
For n ∈ Z++ and d ∈ Z+, we define RNn=d to be the set of real vectors of
order |Nn=d| =
(
(n + d − 1)!)/((n − 1)! d!) indexed by elements in Nn=d. We
then define the function ud : Rn → RNn=d such that ud(x) := (xα)α∈Nn=d for all
x ∈ Rn.
For an arbitrary homogeneous polynomial f ∈ R[x] of degree c, there exists
a unique f ∈ RNn=c such that f(x) = 〈f ,uc(x)〉. This is in fact an alternative
way of considering the vector forms of polynomials from Chapter 10, and sim-
ilarly to before, we freely interchange between f being the polynomial and f
being the corresponding vector in RNn=c .
For x ∈ Rn, i ∈ Z+ and F ⊆ R[x] being a possibly infinite set of homoge-
neous polynomials of degree i, we have that f(x) ≥ 0 for all f ∈ F if and only
if ui(x) ∈ {f | f ∈ F}∗.
Using this notation, Theorem 12.3 can be written in the following form.
Theorem 12.4. Let {Yi | i ∈ Z+} be a set of closed convex cones such
that Yi ⊆ RNn=i for all i and Y0 = R+. Corresponding to this we shall let
Y = {x ∈ Rn+ | ui(x) ∈ Yi for all i}. We now consider a homogeneous polyno-
mial f ∈ R[x] of degree d ∈ Z++ such that f(x) > 0 for all x ∈ Y \ {0}. Then





12.3 Application to Optimisation
As in Theorem 12.4, we let {Yi | i ∈ Z+} be a set of closed convex cones such
that Yi ⊆ RNn=i for all i and Y0 = R+. Corresponding to this we again let
Y = {x ∈ Rn+ | ui(x) ∈ Yi for all i}. For d ∈ Z++ we now define the following
closed convex full-dimensional cone:
K = {f ∈ RNn=d | f(x) ≥ 0 for all x ∈ Y}. (12.4)
Remark 12.5. When d = 2 and {ui(x) | x ∈ Rn+} ⊆ Yi ⊆ RN
n
=i for all i ∈ Z+,
with Y0 = R+, we have that K is equivalent to Cn.
It can be shown that
intK = {f ∈ RNn=d | f(x) > 0 for all x ∈ Y \ {0}}, (12.5)
K∗ = conv{ud(x) | x ∈ Y}.
We now consider homogeneous polynomials g1, g2 ∈ R[x] such that
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i. deg(g2) = d,
ii. either g1 = 0 or deg(g1) = d,
iii. g2(x) ≥ 0 for all x ∈ Y,
iv. g1(x) > 0 for all x ∈ Y ∩ g−12 (0) \ {0}.




s.t. g2(x) = 1






s.t. 〈g2,y〉 = 1











s.t. g1 − λg2 ∈ K.
λ ∈ R
(12.9)
A wide class of polynomial optimisation problems can be reformulated into
the form given in (12.6). This includes all those with a bounded feasible set
(even if there are infinitely many polynomials and no bound on the degrees of
the polynomials).
Problem (12.6), is equivalent to problem (12.7). This can then be relaxed
to give problem (12.8), and the dual problem to this is problem (12.9). The
following theorem gives some further relations between these problems, which
come from the conditions on g1 and g2.
Theorem 12.6 ([DP13b]). For problems (12.6), (12.8) and (12.9), we have:
i. Val (12.6) = Val (12.8) = Val (12.9).
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ii. Feas (12.8) = conv{ud(x) | x ∈ Feas (12.6)} + conv
{
ud(x)
∣∣∣∣∣ x ∈ Y,g2(x) = 0
}
.
iii. Opt (12.8) = conv{ud(x) | x ∈ Opt (12.6)}.
iv. If Feas (12.6) 6= ∅ then Opt (12.6) 6= ∅. This in turn implies that Val (12.6)
is never equal to −∞.
v. For λ ∈ R, we have that λ is a strictly feasible point of (12.9) (i.e.
g1 − λg2 ∈ intK) if and only if λ < Val (12.6).
12.4 Inner Approximation Hierarchy
In this section we shall consider a convergent inner approximation hierarchy
for K given in (12.4), where we extend our discussion on (convergent) inner
approximation hierarchies from the start of Part III for the space RNn=d .










This clearly provides an inner approximation hierarchy for K. Furthermore,
from Theorem 12.4 and the characterisation of intK from (12.5), we see that
this is in fact a convergent inner approximation hierarchy for K.
Remark 12.7. Reconsidering the copositive cone, as discussed in Remark 12.5,
for d = 2, with Y0 = R+ and Yi = RNn=i for all i ∈ Z++, we get that K is
equivalent to Cn and Kr is equivalent to Crn from (12.3).
As problem (12.9) always has strictly feasible points, it can be seen that
replacing K with Kr in this problem will give a series of lower bounds on
Val (12.9) which converge to Val (12.9) (see discussion on page 106).
Using a well-known result of Hilbert [Hil88], and the notation from Theo-
rem 11.1, we have M=1 = conv{u2(x) | x ∈ Rn}. Therefore, if we replace Y2
with Y2 ∩M=1, then this will leave K unchanged, whilst making the approxi-
mation Kr at least as good and possibly tighter.
Remark 12.8. Reconsidering the case in Remark 12.7, with Y2 replaced by
Y2∩M=1 =M=1, we get that K is again equivalent to Cn and Kr is equivalent
to Qrn from (12.2).
The inner approximation hierarchy Kr has numerous theoretical advantages
which are discussed in [DP13b], and the next step is to see how it works in
practice.
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Summary
In this thesis we studied the copositive and completely positive cones (along
with some of their generalisations). These were defined respectively as follows:
Cn := {A ∈ Sn | xTAx ≥ 0 for all x ∈ Rn+},
C∗n := {BBT ∈ Sn | B is a nonnegative matrix}
= conv{bbT | b ∈ Rn+}.
These cones are closely related to each other by a property called duality
and they are in fact mutually dual to each other.
Our motivation for studying these cones is provided by copositive optimi-
sation. In Section 1.3 we looked at the maximum weight clique problem, which
is an NP-hard problem, and we provided a new proof for a reformulation of
this into a copositive optimisation problem.
In Chapter 2 we looked at an application for a generalisation of the coposi-
tive cone in terms of a reformulation of optimisation problems with a quadratic
objective function and constraints involving: linear constraints; binary con-
straints; set constraints. This encapsulates the well-known copositive reformu-
lations of the standard quadratic optimisation problem and of the nonconvex
quadratic binary optimisation problems as special cases.
Having considered some applications, we next wished to consider the com-
plexity of copositivity. From the reformulation of the maximum weight clique
problem into a copositive optimisation problem, we get that copositive optimi-
sation is NP-hard. Furthermore, in Chapter 3, we looked at how:
i. both the strong and weak membership problems for the copositive cone
are NP-hard and in the class co-NP,
ii. both the strong and weak membership problems for the completely pos-
itive cone are NP-hard,




In spite of the complexity of checking complete positivity, in special cases
this can be achieved efficiently, and in Chapter 4 we considered this for certain
classes of sparse matrices. We showed that for these classes we are able to
check complete positivity in linear time.
In order to improve our understanding of the copositive and completely
positive cones, in Part II we considered some of their geometric properties. In
Chapter 7 of this part we looked at characterisations of their interiors, whilst
in Chapter 8 we looked at their faces.
Due to copositive optimisation being an NP-hard problem, we would not
expect there to be exact algorithms for solving such problems efficiently. In-
stead we replace the copositive cone with approximations, and this provides
the subject of Part III.
The main approximations for the copositive cone can be split in to the
following four categories:
i. Simplicial partitions
Several methods for using simplicial partitions to provide approxima-
tions to the copositive cone have previously been suggested in the litera-
ture [BD08, BE12]. In Chapter 9, we considered when we can guarantee
that these methods are convergent.
ii. Moments
Moment theory can be applied to provide inner approximation hierarchies
for the copositive cone [Las13]. In Chapter 10, we provided a new inner
approximation hierarchy, based on moments, which is at least as good as
those previously suggested in the literature.
iii. Sum-of-squares
Sum-of-squares has been used to provide an inner approximation hier-
archy for the copositive cone, known as the Parrilo cones [Par00]. In
Chapter 11, we looked at how scaling affects membership of the Parrilo
cones. In particular we showed that for n ≥ 5, these approximations
are never exact. We also provided evidence for the importance of scaling
matrices such that their on-diagonal entries are binary.
iv. Cones of polynomials
A final method which provides inner approximation hierarchies for the
copositive cone is from using the positivstellensatz in Theorem 12.3,
which was discussed in Chapter 12. This includes previous approxima-
tions of the copositive cone from [BK02, PVZ07] as special cases.
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Samenvatting
In deze thesis bestudeerde we de copositieve kegel en de compleet positieve kegel
(copositive cone and completely copositive cone respectively), alsmede enkele
generalisaties van deze kegels. Deze kegels werden respectievelijk gedefinieerd
als:
Cn := {A ∈ Sn | xTAx ≥ 0 voor iedere x ∈ Rn+},
C∗n := {BBT ∈ Sn | B een niet-negatieve matrix}
= conv{bbT | b ∈ Rn+}.
Deze kegels zijn aan elkaar verwant door middel van de eigenschap dualiteit,
zij zijn dan ook elkaars duale kegel.
De motivatie voor het bestuderen van deze kegels komt van een toepassing
van deze kegels, namelijk de copositieve optimalisatie. We bekeken in Sec-
tie 1.3 het gewogen maximale kliek probleem, wat een NP-moeilijk probleem
is. We gaven een nieuw bewijs voor een herformulering van dit probleem als
een copositief optimalisatie probleem.
In Hoofdstuk 2 bekeken we een toepassing van een generalisatie van de
copositieve kegel, namelijk een herformulering van een klasse optimalisatie
problemen met kwadratische doelfunctie en lineaire en binaire voorwaarde,
alsmede voorwaarden met betrekking tot het lidmaatschap van verzamelingen.
De copositieve herformulering hiervan omvat onder andere het welbekende
standaard kwadratische optimalisatie probleem en het niet convexe, binaire
kwadratische optimalisatie probleem als speciale gevallen.
Na het bestuderen van een aantal toepassingen wilden we de complexiteit
met betrekking tot het lidmaatschap van de copositieve kegel in beschouwing
nemen. Vanuit de herformulering van het gewogen maximale kliek probleem
als copositief optimalisatie probleem, bleek dat copostieve optimalisatie NP-
moeilijk is. In Hoofdstuk 3 zijn we vervolgens nagegaan dat:
i. zowel het sterke als zwakke lidmaatschap probleem voor de copositieve
kegel NP-moeilijk is en tot de klasse co-NP behoort,
ii. zowel het sterke als zwakke lidmaatschap probleem voor de compleet
positieve kegel NP-moeilijk is,
iii. het zwakke lidmaatschap probleem voor de compleet positieve kegel tot
de klasse NP behoort.
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Ondanks de complexiteit van het vaststellen van compleet positiviteit, is
het in enkele speciale gevallen toch mogelijk om dit op een efficie¨nte manier
te bepalen. In Hoofdstuk 4 hebben we deze kwestie onderzocht voor bepaalde
klassen van ijle matrices. We lieten zien dat we voor deze klassen compleet
positiviteit konden vaststellen in lineaire tijd.
Om vervolgens een beter begrip van de copositieve en compleet positieve
kegel te krijgen, zijn in Deel II enkele geometrische eigenschappen bekeken. In
Hoofdstuk 7 van dit deel beschouwde we karakteristieken van het inwendige
van beide kegels, terwijl in Hoofdstuk 8 de zijden werden besproken.
Doordat copositieve optimalisatie eenNP-moeilijk probleem is, verwachten
wij niet dat er een exact algoritme bestaat dat deze problemen op een efficie¨nte
manier oplost. In plaats daarvan laten we benaderingen de plaats innemen van
de copositieve kegel, dit is het onderwerp van Deel III.
De meest belangrijke benaderingen van de copositieve kegel kunnen worden
onderverdeeld in de volgende vier categoriee¨n:
i. Partities van het simplex
In de literatuur zijn verschillende methode om partities van het sim-
plex te gebruiken om benaderingen van de copositieve kegel te verkrijgen
bekend [BD08, BE12]. In Hoofdstuk 9 hebben we bekeken wanneer we
kunnen garanderen dat deze methoden convergeren.
ii. Momenten
De theorie van momenten kan worden toegepast om een hie¨rarchie van
binnen benaderingen te vinden voor de copositieve kegel. In Hoofd-
stuk 10 presenteerde we een nieuwe hie¨rarchie van binnen benaderingen,
gebaseerd op momenten, die tenminste even goed is als de hie¨rarchiee¨n
reeds bekend uit de literatuur.
iii. Som van kwadraten
De som van kwadraten is gebruikt om een hie¨rarchie van binnen be-
naderingen van de copositieve kegel te verkrijgen, deze benaderingen
staan bekend als de Parrilo kegels [Par00]. In Hoofdstuk 11 bekeken
we hoe schaling het lidmaatschap van de Parrilo kegels be¨ınvloedt. In
het bijzonder lieten we zien dat voor n ≥ 5, deze benaderingen nooit
exact zijn. We verschaffen daarnaast ook nog aanwijzingen waarom het
belangrijk zou kunnen zijn om matrices zo te schalen dat de elementen
op de hoofddiagonaal binair zijn.
iv. Kegels van polynomen
Een laatste methode om hie¨rarchiee¨n van binnen benaderingen voor de
copositieve kegel te construeren komt van de positivstellensatz in Stelling
12.3, welke besproken werd in Hoofdstuk 12. Deze hie¨rarchiee¨n omvatten
zowel eerdere benaderingen van de copositieve kegel uit [BK02, PVZ07]
als speciale gevallen.
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Nomenclature
1. Optimisation
Val(P) Optimal value for an optimisation problem (P), page 10.
Feas(P) Set of feasible points for an optimisation problem (P), page 10.
Opt(P) Set of optimal solutions for an optimisation problem (P), page 10.
s.t. such that / subject to.
2. Vectors
Rn Set of real n-vectors.
Rn+ Set of nonnegative real n-vectors, also referred to as the Nonnegative
orthant.
Rn++ Set of strictly positive real n-vectors.
Qn Set of rational n-vectors. (Similarly to Rn for Qn+ and Qn++.)
Zn Set of integer n-vectors. (Similarly to Rn for Zn+ and Zn++.)
Nn≤d This is defined as Nn≤d := {α ∈ Zn+ | eTα ≤ d}.
Nn=d This is defined as Nn=d := {α ∈ Zn+ | eTα = d}.
For vector sets above, the “n” is excluded if the dimension is equal to 1.
RA For a set A, this is the set of real vectors of order |A|, indexed by
elements in A.
e Vector of all-ones.
ei Vector with ith entry equal to 1 and all other entries equal to 0.
〈a,b〉 For two vectors a,b ∈ Rn, we define their inner product as
〈a,b〉 := aTb = ∑i(a)i(b)i.
‖a‖2 For a ∈ Rn, define its 2-norm as ‖a‖2 :=




Sn Set of symmetric matrices of order n.
Cn Set of copositive matrices of order n, page 3.
C∗n Set of completely positive matrices of order n, page 3.
Sn+ Set symmetric positive semidefinite matrices of order n, page 4.
Nn Set symmetric nonnegative matrices of order n.
Sn+ ∩Nn Set of doubly nonnegative matrices of order n, page 4.
For matrix sets above, the “n” is excluded if order is apparent from the context.
E Matrix of all-ones.
I Identity matrix.
Eij This is equal to eie
T




i ) for i 6= j.
Diag(d) For d ∈ Rn, this gives D ∈ Sn such that (D)ii = (d)i for all i and
(D)ij = 0 for all i 6= j.
diag(A) For A ∈ Rn×n, this gives a ∈ Rn such that (a)i = (A)ii ∀i.
rank(A) Rank of a matrix A.
trace(A) Trace of a matrix A.
det(A) Determinant of a matrix A.
Ker(A) Kernel of a matrix A.
cp-rank(A) The cp-rank of a matrix A, page 49.
VA Set of Zeros for xTAx in the Nonnegative Orthant, page 77.
S(θ) Hildebrand Matrices, page 91.
〈A,B〉 For two matrices A,B ∈ Rn×m, we define their inner product as
〈A,B〉 := trace(ATB) = ∑i,j(A)ij(B)ij .
‖A‖2 For A ∈ Rn×m, define its 2-norm as
‖A‖2 :=
√〈A,A〉 = √∑i,j(A)2ij .
4. Sets
⊆ For sets A,B, we have A ⊆ B if and only if there does not exist x ∈ A
such that x /∈ B.
⊂ For sets A,B, we have A ⊂ B if and only if A ⊆ B and A 6= B.
span(M) Span of a set M, page 7.
aff(M) Affine hull of a set M, page 7.
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conv(M) Convex hull of a set M, page 7.
cone(M) For a set M, define cone(M) := {αx | α ∈ R+, x ∈M}.
conic(M) Conic hull of a set M, page 7.
cl(M) Closure of a set M, page 7.
int(M) Interior of a set M, page 7.
bd(M) Boundary of a set M, page 7.
reint(M) Relative interior of a set M, page 7.
rbd(M) Relative boundary of a set M, page 7.
recc(M) Recession cone of a set M, page 7.
dim(M) Dimension of a set M, page 7.
M∗ Dual of a set M, page 12.
S (M, ε) For ε ∈ R++, this is the ε outer approximation of M, page 36.
S (M,−ε) For ε ∈ R++, this is the ε inner approximation of M, page 36.
Ext(K) Generators of extreme rays of a proper cone K, page 87.
Exp(K) Generators of exposed rays of a proper cone K, page 87.
F (K,v) Exposed face of a proper cone K given by the intersection with hy-
perplane through the origin whose normal is v ∈ K∗, page 87.
5. Graphs
α(G) Stability number of a simple graph G, page 21.
AG Adjacency matrix of a simple graph G, page 22.
G(A) Underlying graph of the symmetric matrix A, page 51.
6. Functions and Moments






vd(x) vd is function from Rn to RN
n
≤d such that vd(x) := (x
α)α∈Nn≤d for all
x ∈ Rn.
ud(x) ud is function from Rn to RN
n
=d such that ud(x) := (x
α)α∈Nn=d for all
x ∈ Rn.
R[x] The ring of polynomials in the variables x = (x1, . . . , xn) with real
coefficients, page 125.
deg(f) Degree of a polynomial f , page 125.
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f−1(A) For a function f from Rn to R and a set A ⊆ R, we define
f−1(A) := {x ∈ Rn | f(x) ∈ A).
f−1(α) For a function f from Rn to R and a scalar α ∈ R, we define
f−1(α) := f−1
({α}) = {x ∈ Rn | f(x) = α}.
support(µ) Support of a Borel measure µ, page 126.
yµα α moment of a Borel measure µ, page 126.
yµ Infinite dimensional vector (yµα)α∈Zn+ .
MB Set of Borel measures such that their moments exist, page 126.
M(fy) Localising matrix associated with a function f and an infinite dimen-
sional vector y, page 127.
Md(fy) Localising matrix of order d, pages 127 and 135.
M=d(fy) Certain submatrix of localising matrix, page 135.





M=d This is defined as the set
{
y ∈ R|Nn=2d| ∣∣M=d(y) ∈ S+},
page 135.
SOS Sum-of-squares, page 135.
Σ≤d This is defined as the set
{
f ∈ R|Nn≤2d|
∣∣∣ f is SOS}, page 135.
Σ=d This is defined as the set
{
f ∈ R|Nn=2d| ∣∣ f is SOS}, page 135.
Krn The Parrilo-r cone, page 137.
Qrn An approximation hierarchy for the copositive cone, page 145.
Crn An approximation hierarchy for the copositive cone, page 146.
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Index
2-norm, 7
Acyclic matrix, see Graphs of a matrix



















Chains, see Graphs of a matrix




























Strong membership (MEM), 35
Strong separation, 35
Weak membership (WMEM), 36
Component submatrix, see
Graphs of a matrix
Cone, 8
Conic hull, 8
Conic optimisation, see Optimisation
Connected matrix, see


















Degree of an index, see
Graphs of a matrix





Ellipsoid method, see Complexity




















Maximum weight clique, 18
Stable set, 21
Stability number, 21
Graphs of a matrix, 51
Acyclic matrix, 51, 57, 71
Chains, 57–59, 64–68
Circular matrix, 51, 60–63, 71
Component submatrix, 51
Connected matrix, 51
Degree of an index, 51
Underlying graph of A, 51
Weighted-graph of A, 51
Hildebrand matrices, 91, 139















Finite Borel measure, 127
Probability measure, 126
Support, 126













Quadratic binary optimisation, 27
Slater’s condition, 13
Standard quadratic optimisation, 26
























Exposed ray, 87, 88
Completely positive, 90
Copositive, 93






Set of zeros, 77–78, 100
Set-semidefinite, 23–33, 125–126



















Slater’s condition, see Optimisation
Span, 7
Stability number, see Graph
Stable set, see Graph
Straszewicz’s theorem, 87
Strong membership (MEM), see
Complexity








Underlying graph of A, see
Graphs of a matrix
Weak membership (WMEM), see
Complexity
Zeros, see Set of Zeros
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