The categorization performance of monkeys on a unidimensional perceptual categorization task was examined with reference to decision bound and exemplar theories of categorization. Three rhesus monkeys were presented with stimuli varying along a single dimension, the displacement of a target light from a fixation point. Left or right saccade responses were probabilistically reinforced according to one of three functions, two of which were nonmonotonic at one end of the stimulus space. The monkeys all showed a monotonic increase in response probability as a function of target light displacement in this region, consistent with decision bound theory. Fits of a single-boundary model (GRT; Ashby & Gott, 1988) and two exemplar models-one using a probabilistic response function (GCM; Nosofsky, 1986) , the other using a deterministic response function (DEM; Ashby & Maddox, 1993)-revealed overall support for the decision bound model. The results suggest that monkeys used a perceptual decision boundary to perform the task.
Categorization is thought to be fundamental to information processing (Ashby, Boynton, & Lee, 1994) , as well as behaviorally adaptive (Anderson, 1991) . It has therefore been given extensive empirical treatment in the human cognition literature (see, e.g., Erickson & Kruschke, 1998; , 1996 Maddox & Bohil, 2001; Medin & Schaffer, 1978; Nosofsky, 1986 Nosofsky, , 1991 , and several well-formulated models have been proposed to explain processes underlying categorization (Anderson, 1991; Ashby, 2000; Ashby & Townsend, 1986; Busemeyer & Myung, 1992; Erickson & Kruschke, 1998; Kruschke, 1992; Nosofsky, 1986; Nosofsky & Palmeri, 1997 ; see also Ashby, 1992a) .
A body of recent research has complemented these developments by focusing on categorization behavior in animals. Although animal categorization has not enjoyed the extensive theoretical development witnessed in human categorization (Shimp, Long, & Fremouw, 1996) , some recent research has taken advantage of the advanced state of theory in the human literature by focusing on examining animals' categorization under conditions previously examined in humans (Fagot, Kruschke, Dépy, & Vauclair, 1998; Herbranson, Fremouw, & Shimp, 1999; Medin & Dewey, 1984; Sigala, Gabbiani, & Logothetis, 2002; Smith, Minda, & Washburn, 2004) . In several cases, this work has been complemented by application of well-developed quantitative theories of human categorization to the behavior of animals (Fagot et al., 1998; Herbranson et al., 1999; .
Our article contributes to this theoretical development by applying three popular models of human categorizationa decision bound model (Ashby & Townsend, 1986) and two versions of exemplar theory Nosofsky, 1986) -to the performance of rhesus monkeys on a probabilistic perceptual categorization task. We relate contemporary models of human categorization to research in animal categorization and examine the categorization behavior of monkeys using an experimental paradigm recently found to be useful for distinguishing between different accounts of human categorization (Rouder & Ratcliff, 2004) . We then present simulations comparing the quantitative accounts of exemplar and decision bound models, and the results suggest that monkeys' performance can be explained with reference to a single boundary in decision bound theory. The experiment and simulations give further insight into the representations and decision processes underlying simple probabilistic perceptual categorization.
Comparing Models of Categorization
Three general principles have been posited to underlie categorization abilities in humans. These form the basis of prototype, exemplar, and decision bound models (see also Anderson, 1991; Gluck & Bower, 1988) . Prototype theories (e.g., Reed, 1972) hold that when presented with members from categories, people form a representation of the central tendency for each category (i.e., a prototype). People are then thought to respond to a new stimulus based on its similarity to each category's prototype Reed, 1972 Reed, , 1978 . In exemplar models, exposure to a category member results in the storage of a representation of that stimulus and its category (Kruschke, 1992; Medin & Schaffer, 1978; Nosofsky, 1986 Nosofsky, , 1992 . Categorization of a new item occurs by matching the item to all of the stored exemplars in each category (Nosofsky, 1986) . The probability of making the response for a particular category is generally determined by use of a normalized choice probability rule (Nosofsky, 1986) , although several authors have noted that a deterministic rule may also be used in these models (Nosofsky, 1991; . Finally, decision bound models, which are grounded in signal detection theory (Green & Swets, 1966) , assume that the stimulus space is partitioned into separate regions by decision boundaries (Ashby, 2000; Ashby & Gott, 1988; Ashby & Townsend, 1986) . New stimuli are categorized according to the region of stimulus space in which they fall. Variability in the encoding of stimuli and the placement of boundaries results in miscategorization of stimuli (and hence probabilistic responding) as a function of their distance from the boundaries.
Although a number of studies have provided varying support for all three theories, and particularly for exemplar and decision bound theories (see, e.g., Ashby et al., 1994; Erickson & Kruschke, 1998; Maddox & Ashby, 1996; Maddox, Ashby, & Gottlob, 1998; Maddox & Bohil, 2001; Medin & Schaffer, 1978; Nosofsky, 1991; Nosofsky & Alfonso-Reese, 1999) , it has been argued that exemplar and decision bound models can closely mimic each other's behavior, thus compromising attempts to quantitatively distinguish the models (Estes, 1992; Kalish & Kruschke, 1997; Rouder & Ratcliff, 2004) . Recognizing the methodological difficulties involved in distinguishing decision bound and exemplar models, Rouder and Ratcliff (2004;  see also Kalish & Kruschke, 1997) addressed this mimicking problem in a probabilistic, unidimensional categorization task by using irregular mappings of stimulus values along a single perceptual dimension to categorical responses (see also Espinoza-Varas & Watson, 1994; Ratcliff & Rouder, 1998; Ratcliff, Thapar, & McKoon, 2001 ). Rouder and Ratcliff used probabilistic feedback, in which the probability of a response being designated as correct was nonmonotonically related to the single stimulus dimension, thus providing a qualitative test of exemplar models, which predict that response probabilities should follow the reinforcement probabilities in functional form (Nosofsky & Palmeri, 1997) . Consider, for example, the middle panel of Figure 1 (labeled Dip). The probability that a particular response is reinforced (in this case, a rightward saccade) is plotted in crosses as a function of the value of a stimulus along a single perceptual dimension (in this case, the separation between two lights). Notice that on the left of the graph, as the distance between the two lights decreases, the probability of reinforcement drops from .95 to .65. Exemplar theory (the predictions of which are illustrated by a dashed line) predicts that the probability of responding will also drop; although the response probabilities do not exactly match the reinforcement probabilities, over the stimulus values they do have a functional change similar to that of the reinforcement probabilities. Conversely, decision bound models predict that the response probability function will be monotonic as long as there is only one boundary; if boundaries are placed optimally, this should be the case if (in a two-choice task) the reinforcement probabilities for a particular response cross .5 only at one Figure 1 . Qualitative predictions from exemplar theory and decision bound theory for three reinforcement probability functions (quasi-linear, dip, and crossover conditions). The crosses give the probability that a right saccade was reinforced at each light separation value. Qualitative predictions (the probability of a right saccade) from the exemplar and decision bound models are represented as dashed and solid lines, respectively. 
Dip
Light Separation (degrees of arc)
Crossover
Light Separation (degrees of arc) point along the stimulus dimension (see, e.g., the left and middle panels of Figure 1 ). For the example in the middle panel of Figure 1 , this prediction is illustrated by the solid line. Although the reinforcement probabilities drop as the stimulus values decrease, decision bound theory predicts a monotonic increase in the probability of responding as stimuli move away from the boundary (here assumed to be placed optimally between light separations 6 and 7). By examining the behavior of human participants categorizing unidimensional stimuli under such reinforcement functions, Rouder and Ratcliff (2004) found overall support for decision bound theory; however, they also discovered that support for decision bound or exemplar models depended upon the discriminability of the stimuli. For example, in their Experiment 2, square size constituted the single stimulus dimension. When the increment in size between successive squares was small, results supported a decision bound model. However, when the step size was large, and stimuli were thus highly discriminable, the patterns of performance were more in line with exemplar models. Rouder and Ratcliff concluded that the data were consistent with a "hybrid" model in which both exemplar-and rule-based mechanisms could be used, and they suggested that rules are used for less discriminable stimuli because of the difficulty of accurately identifying and matching exemplars in such cases.
The paradigm employed by Rouder and Ratcliff (2004) closely parallels research in animal learning, in which the reinforcement of responses has often been probabilistic rather than deterministic, resulting in various qualitative patterns of behavior (e.g., Estes, Burke, Atkinson, & Frankmann, 1957; Graf, Bullock, & Bitterman, 1964; Meyer, 1960; Shimp, 1973; Wilson, Oscar, & Bitterman, 1964a , 1964b . In some cases, "maximizing" behavior has been observed, with an animal responding in a deterministic manner; thus, if the probability of reinforcement of a response given a stimulus is above chance (e.g., above .5 in a two-choice situation), that response will nearly always be given to the stimulus (see, e.g., Estes et al., 1957; Meyer, 1960; Treichler, Conner, & Ricciardi, 1970; Wilson et al., 1964b) . This behavior has been named maximizing because it achieves the maximal reinforcement probability, and it is consistent with the processes of decision bound theory discussed above. In other cases, probability matching has been witnessed, with an animal's response probabilities approximating the reinforcement probabilities, so that the same stimulus does not always evoke the same response (e.g., Robbins & Warner, 1973; Wilson & Oscar, 1966; Wilson et al., 1964a) . It has been noted that findings of probability matching or maximizing have implications for stochastic learning theory (see, e.g., Estes, 1950) and questions of optimality in animal discrimination.
Building on this animal learning research, investigations have focused on more complex categorization in animals (see Astley, Peissig, & Wasserman, 2001; Astley & Wasserman, 1992 Spinozzi, 1996) . Notably, several of these animal categorization studies have explicitly focused on models of human categorization. Shimp et al. (1996) exposed pigeons to binomial samples representing the repeated tossing of one of two biased "coins." In their experiment, a green light flash represented "heads" and a red light flash indicated "tails," and pigeons were reinforced for correctly indicating from which binomial generator a sequence of lights had come. Shimp et al. found that the pigeons' response probabilities exceeded the binomial probabilities for small sample sizes (number of observations of the "coin") and undermatched them for large sample sizes. Furthermore, Shimp et al. found a nonlinear relationship between the likelihood that a sample was generated by a particular coin and the probability of responding in favor of that coin, indicating that the pigeons did not simply match probabilities. In a similar vein, Herbranson et al. (1999) tested pigeons on a multidimensional categorization task in which the members of each category, rectangles, were normally distributed along two stimulus dimensions, width and height. This experiment was a replication of tasks previously employed to examine decision bound accounts of human perceptual categorization (Ashby & Gott, 1988; Ashby & Maddox, 1992) . Herbranson et al. found that the boundaries estimated from the pigeons' performance approximated the boundaries necessary to perform the task optimally, a result previously found with humans (Ashby & Gott, 1988; Ashby & Maddox, 1992; . Surprisingly, this was the case even when the optimal boundary was nonlinear (see, e.g., Figure 10 of Herbranson et al., 1999) . Although the experiment was not intended to test any particular model, the patterns of boundary use suggest that complex representations may underlie the categorization behavior of animals, representations that perhaps approach the complexity of those underlying humans' performance on such perceptual tasks (Herbranson et al., 1999) . conducted a study that explicitly compared models of categorization. They compared seven computational models of categorization using data gathered from rhesus monkeys and humans on a "subordinate" categorization task, in which categories were distinguished by small changes in stimulus elements. Two classes of stimuli were used: line drawings of faces and of fish. Each class consisted of four dimensions along which stimuli could vary; for example, in the case of faces, the varying dimensions were eye height, eye separation, mouth height, and nose length (see also Nosofsky, 1991; Reed, 1972) . Sigala et al. found that for both monkeys and humans, exemplar and decision bound models gave better accounts of the observed response probabilities than did a prototype model and probability-based models. The exemplar and decision bound models, however, could not be distinguished on the basis of their fit, reflecting the mimicking observed by Rouder and Ratcliff (2004) in human categorization.
Both the theoretical and empirical inquiries motivating these efforts point to the likelihood that common representations and processes underlie perceptual categorization in humans and animals and that general theories may be applied to different species. In light of this research, we were interested in examining the performance of animals in a task that could dissociate exemplar and decision bound models. Accordingly, an experiment was run on monkeys using the two-alternative probabilistic unidimensional categorization paradigm of Rouder and Ratcliff (2004) . The data obtained using this procedure allowed exemplar and decision bound models to be quantitatively evaluated in order to determine the processes underlying the monkeys' behavior.
The Present Experiment
The experiment was run as part of a larger project aimed at determining the neural correlates of choice probabilities and decision times in monkeys (see Ratcliff, Cherian, & Segraves, 2003) . The subjects performed a simple visual categorization task in which the monkeys were to respond by making a saccade to the left or right depending on the displacement of a target light from a fixation point (see the Method section). There were nine values of displacement, ranging between 2º and 10º of visual arc in steps of 1º.
Three different reinforcement functions were employed, as shown in Figure 1 . The three reinforcement functions (the "ϩ" symbols in Figure 1) give the probability that a right saccade was reinforced for increasing light displacement (in degrees). Along with these functions, Figure 1 contains schematic depictions of the predictions of decision bound and exemplar theories.
The first reinforcement function, the quasi-linear condition shown in the first panel of Figure 1 , was a linear function with negative slope that flattened out at the ends to allow probabilistic reinforcement at the extreme values. As shown in Figure 1 , exemplar and decision bound models are expected to make indistinguishable predictions for this reinforcement structure.
The second reinforcement function, in the second panel of Figure 1 , was named the dip condition. The dip referred to occurs at the left of the panel, where (heading toward the left) the probability of reinforcement drops from .95 at a light displacement of 4º to .65 at a light displacement of 3º. For our purposes, this region will be referred to as the critical region, since the predicted differences between the models are expected to be focused here. Figure 1 shows that decision bound models predict consistent responding in the critical region, whereas exemplar models predict that the response function will follow the reinforcement function in form.
The third reinforcement structure, shown in the right panel of Figure 1 and called the crossover condition, is similar to that of the dip condition in the middle panel, with the important difference that the reinforcement probabilities for a right saccade response drop to .35 (i.e., below .5) at displacements of 2º and 3º. The predictions of exemplar theory should be qualitatively similar to the predictions for the dip condition. Specifically, the probability of responding as light separation decreases in the critical region is expected to be nonmonotonic, because many exemplars in this region will be associated with reinforcement for a left saccade response. Decision bound models may predict one of two patterns, in this case. If monkeys use a single boundary to perform the task, predictions should be very similar to those in the dip condition. That is, the response probability should continue to monotonically increase as stimulus separation decreases. However, if a second boundary is introduced to allow more accurate responding, then nonmonotonicity should occur, leading to predictions similar to those of exemplar theory.
METHOD Subjects
The experiment was conducted on 3 female rhesus monkeys (Macaca mulatta) weighing 6-9 kg and identified here as MK03, MK05, and MK07. The procedures used in training, surgery, and experiments with the monkeys were all approved by Northwestern University's Animal Care and Use Committee. Each monkey received preoperative training followed by an aseptic surgery to implant a subconjunctival wire search coil and a stainless steel receptacle to allow the head to be held still during behavioral paradigms. As preparation for neural recordings conducted in parallel for another project, one or two stainless steel recording cylinders were fixed to the skull surface during this surgery. Surgical anesthesia was induced with the short-acting barbiturate Brevital (11 mg/kg), injected through an IV line, and maintained using halothane (1%) inhaled through an endotracheal tube. All of these methods have been described in detail elsewhere (Dias & Segraves, 1999; Segraves, 1992 ).
Apparatus and Procedure
We used a two-choice task in which the monkey decided to saccade left or right according to the displacement of a test stimulus light from a fixation light (Figure 2 ). To indicate their responses, the monkeys were trained to make a saccade to one of two response target lights, one in the left visual hemifield and the other in the right hemifield. The response target lights were kept on throughout the running of the task. The fixation light was always presented at the center of the display screen. The moveable test stimulus light 
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Time Light Displacement was positioned vertically above the fixation light by a mirror galvanometer (General Scanning, Inc.; www.gsig.com), and its distance from the fixation light varied randomly from trial to trial over a range of 2º-10º, in 1º increments. The fixation point appeared at the beginning of each trial, and after the monkey achieved fixation, the fixation point remained illuminated for a randomly varied interval of 500-1,500 msec. At the end of this interval, the test stimulus light was turned on. The test stimulus light and fixation point then remained on for up to 5,000 msec while the monkey was given the opportunity to make a saccade to one of the response target lights. Feedback varied as a function of displacement according to the reinforcement functions in Figure 1 . Since reinforcement was probabilistic, before each trial the experimental program quasi-randomly determined which response would be reinforced, according to the functions in Figure 1 . If the monkeys made the selected response, they were given a sip of juice as a reward. In line with similar experiments (Fagot et al., 1998; Smith et al., 2004) , and following procedures employed with human participants, a noncorrection procedure was used, meaning that if the selected response was not made, no opportunity was then given to make the selected response.
The monkeys first received training on the quasi-linear condition shown in the first panel of Figure 1 . They then completed blocks of each of the conditions in Figure 1 , with the order of blocks and the number of sessions per block different for each monkey. Generally, the condition for a monkey was changed when its behavior in a condition had stabilized, at which point the monkey would be switched to a new reinforcement condition.
The number of trials within each session varied according to the behavior of a monkey (i.e., whether it was making a large proportion of responses that were not unambiguously left or right saccades). On average, each daily session contained approximately 1,200-1,800 trials and lasted for 60-120 min.
RESULTS
Trials with saccades made to either response target light were scored as valid and included in the data used for this report, regardless of whether the saccade was rewarded or not. Trials on which the monkey failed to make a saccade, or made a saccade that did not terminate at either response target, were rejected. Responses were also excluded from analysis if a complete saccade was not made within 600 msec or if the saccade began within 160 msec after the onset of a test stimulus (these being defined as anticipatory responses). With the exclusion of these trials, the figures presented throughout give the probability of a definite right saccade (the alternative being a definite left saccade).
Session-to-session performance of the monkeys was quite variable, especially after a switch in reinforcement function (see also Treichler et al., 1970; Wilson et al., 1964a ). Since we were not interested in learning curves, in order to obtain stable data for model fitting, a subset of the sessions was selected for analysis and model fitting. Three sessions were selected for each monkey in each condition according to two criteria. One criterion was that performance for the session should be near asymptote for the condition associated with that session; that is, the session should come close to the end of a block of sessions, after performance had stabilized. The second, related, criterion was that the performance in that session should be similar to performance in the other sessions selected for that monkey. Both of these conditions were satisfied by calculating response probabilities for each session and finding the three sessions whose mutual residuals were the lowest. 1 Figures 3-5 give the average right saccade probabilities for each condition; each figure gives the results under the three conditions for a particular monkey. The empirical results, as a function of light displacement, are depicted as unconnected open circles. Also shown are standard error bars, which were estimated from the observed response proportions, assuming a binomial distribution. Finally, the lines in each panel are the predictions of the models, which will be discussed after presentation of each of the models.
The results for the quasi-linear condition (first panel in Figures 3-5) are consistent with findings in the discrimination literature, where the relationship between reinforcement probability and response probability is typi- cally an ogival function (see, e.g., Shimp, 1973 ; recall that reinforcement probability was related to light separation by an approximately linear function, flattening at the ends, in the quasi-linear condition). Although this condition could not discriminate between exemplar and decision bound models, the results do confirm that the monkeys could perform the task, and they replicated findings from previous discrimination learning experiments of nondeterministic responding (Ratcliff et al., 2003; Shimp, 1973; Shimp et al., 1996; Wilson et al., 1964a) . The results in the dip condition (second panel in Figures 3-5 ) are much the same as those from the quasi-linear condition. In particular, whereas the reinforcement probabilities bend down from near 1.0 to .65 with decreasing light displacement in the critical region, the response probabilities show no such pattern and remain at ceiling for the low values of light separation. Although no dip in response probabilities in the critical region is predicted by decision bound models, this result is inconsistent with the qualitative predictions of exemplar theory discussed earlier. The only noticeable departure from the results of the quasi-linear condition is that the response function appears to have shifted to the right by around 1º of light displacement. In fact, right saccade probabilities for light displacement of 7º were above .5, even though the objective reinforcement probability for this stimulus value was .2. Note, however, that the monkeys were sensitive to the change in reinforcement probabilities; this is reflected in an overall shift of the response function to the right. Surprisingly, this monotonicity in the response function in the critical region was also apparent in the results for the crossover condition (see last panels in Figures 3-5) . Even when the probability of being rewarded for a right saccade dropped below .5 in the critical region, the monkeys' right saccade probabilities remained at ceiling. This finding was unexpected for both the exemplar and deci- 
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Light Separation (degrees of arc) sion bound theories. Exemplar theory predicts that performance in this condition should be nonmonotonic and drop to some extent with decreasing light displacement. Decision bound theory, based on optimal boundary placement (Herbranson et al., 1999) , predicts that a second boundary will be placed somewhere between light separations 3 and 4, so in that model response probabilities would also be expected to decrease with decreasing light separation. However, these results are consistent with the use of a single boundary placed as in the quasi-linear and dip conditions. One possible explanation for the monotonicity in the critical region in the crossover condition is that the monkeys had overlearned the quasi-linear and dip conditions, and that this prevented the monkey from learning a qualitatively different task. To check this possibility, the monkeys were also trained under a fourth, probability reversal condition (see, e.g., Treichler et al., 1970) , in which the quasi-linear reinforcement function shown in Figure 1 was flipped along the abscissa around a light displacement of 6º. Notably, the monkeys learned this reverse rule quite quickly: Performance in this condition generally stabilized in three or four sessions. The observation that the monkeys were able to switch to the new reversed rule in two or three sessions mitigates against perseverative responding as an explanation for the monotonic responding in the critical region in the crossover condition.
Finally, there is little evidence of any substantial individual differences in behavior among the 3 monkeys. Although there were slight deviations in quantitative results (for example, the response functions of MK05 and MK07 appear slightly flatter than those for MK03), the general pattern of results was very consistent across the 3 monkeys.
In general, these results appear to run contrary to the qualitative predictions of exemplar theories and provide support for single-boundary versions of decision bound theory. The results in the crossover condition imply that if monkeys were using boundaries to perform the task, only a single boundary was used even in cases in which the use of two boundaries was required for optimal performance.
Model Fits
Three models-namely general recognition theory (GRT; see, e.g., Ashby & Townsend, 1986) ; the exemplar-based generalized context model (GCM) of Nosofsky (1986 Nosofsky ( , 1991 ; and a deterministic version of GCM, the deterministic exemplar model (DEM; -were fit to the experimental data in order to substantiate our conclusions about the superiority of decision bound models. A strength of using quantitative models is that models can be fit (using an objective minimization algorithm) to ensure that verbally derived predictions are consistent with the actual bestfitting performance of the models. We introduce the models in turn, and then evaluate their fits.
GRT. GRT (Ashby & Gott, 1988; Ashby & Maddox, 1993; Ashby & Townsend, 1986) , a decision bound model, assumes that a stimulus is represented as a point in a multidimensional stimulus space. The space can be partitioned by boundaries so that regions of space correspond to particular categories or responses. A stimulus is categorized by determining in which region it lies. Although GRT uses nonlinear boundaries if these are optimal for a category structure (Ashby & Maddox, 1992) , in the case of the unidimensional categorization task a boundary is a single point on the stimulus dimension. GRT assumes that stimulus processing is contaminated by perceptual noise; although the same physical stimulus might be presented several times during an experiment, it will result in a different perceptual state each time because of noise in the perceptual system.
GRT was applied as it was by Rouder and Ratcliff (2004) . A stimulus on a particular trial was assumed to be sampled from a normal distribution with mean equal to the true value of light displacement and standard deviation σ representing the amount of perceptual noise. If the sampled value was higher than the boundary value, a left saccade was recorded; otherwise, a right saccade was identified. The probability of categorizing a light separation l i as Category B (a right saccade) was given by
where δ is the position of the boundary, f is the normal probability density function, x is the stimulus space (i.e., the dimension of light separation), and σ 2 is the variance of perceptual noise, which was assumed to be constant across stimuli and conditions (see Rouder & Ratcliff, 2004) . One important factor that may have affected performance in these choice tasks is systematic bias not attributable to the stimuli. For example, in choice situations, animals may often develop response or position habits, preferring one spatial response over the other (see, e.g., Nash, 1970) . Animals might also show bias due to the overall reinforcement probability for each response independent of the presented stimulus, or due to sensitivity to feedback in previous trials (see below). To enable GRT to naturally capture these possible sources of systematic responding, the boundary δ was allowed to be a free parameter.
GCM. GCM (Nosofsky, 1986 (Nosofsky, , 1991 , an exemplar model, also represents the stimulus as a point in multidimensional space (which is usually derived from the physical stimulus space using multidimensional scaling [MDS]; Nosofsky, 1986 Nosofsky, , 1991 . The model makes three key assumptions. First, learning involves the storage of exemplars in memory, where each exemplar is associated with a category or response. Second, categorization of a new stimulus is based on its similarity to all exemplars in memory. Similarity is computed using an exponential gradient (Shepard, 1987) : s ij , the similarity between the stimulus l i and exemplar y j , is given by
where d ij is the geometric distance between exemplar y j and the stimulus. In the unidimensional paradigm used here, d ij ϭ | l i Ϫ y j |, the absolute difference between the stimulus l i and the exemplar (see also Rouder & Ratcliff, 2004) . The third assumption is that response probabilities are given by a choice rule based on the sums of the similarities of exemplars in each category. The sum of similarities for a left saccade is given by
and for a right saccade
where the sum is over exemplars s j that belong to either category. The summed similarities a and b are transformed to response probabilities using the Luce-Shepard choice rule (Luce, 1963; Shepard, 1957) . By this rule, the probability of Response B is given by
As mentioned in the discussion of GRT, the monkeys might be expected to show some bias in responses from condition to condition. To enable GCM to capture these effects, a bias parameter, β, was incorporated into GCM, in keeping with Nosofsky (1986) . The probability of a right saccade, p(B), was given by
Examination of Equations 2-6 suggests how GCM might accommodate the data. The parameter λ in Equation 2 scales the gradient of similarity. If this parameter is large, similarity will fall off quickly with increasing distance d ij , and if it is small, the similarity gradient will be roughly flat. This component will be especially important for determining performance in the critical region in the present experiments. If the parameter is set to a high value, stimuli will only bear strong similarity to their own exemplars (keeping in mind that the dimension is discrete, so each stimulus will correspond to one of the nine exemplars), and responding will tend to track the reinforcement function ( Figure 1 ). If this parameter has a low value, then the exemplars in the critical region will also be similar to the adjacent exemplars from the other category (light separation values 4 and 5), increasing the probability of a right saccade for light separations of 2 and 3.
DEM. The final model examined was a deterministic exemplar model (DEM; . Nosofsky (1991) used a deterministic decision process with GCM in relating classification and recognition, whereby a response was made depending on whether the difference in summed similarities exceeded a criterion. Ashby and Maddox (1993) pointed out that this model did not formally relate to the standard GCM (e.g., Nosofsky, 1986) , which uses the similarity choice rule (Equation 5), and so they introduced a generalization of the decision rule in GCM that is identical to a deterministic model. Specifically, they showed that using the decision rule
(where a and b are from Equations 3 and 4 and δ is a cutoff value) is equivalent to using a probabilistic rule:
The parameter γ in Equation 7 scales the consistency of responding in the model. If γ Ͼ 1, the model will tend to respond consistently (i.e., always give the same response to a stimulus), but as γ approaches 1 the model will approach probability matching-that is, it will display variability in responding. As γ moves from 1 to 0, the model's predictions will approach chance (.5 for the two-choice task). Nosofsky and Palmeri (1997) recently showed that an exemplar-based random-walk model could respond deterministically; in fact, the decision rule resulting from Nosofsky and Palmeri's model is formally identical to Equation 7. We used DEM to model consistency of responding in exemplar theory because of its simplicity of application and because the model has performed well with this paradigm in previous applications (Rouder & Ratcliff, 2004) .
Details of Fitting
The models were fit to the data using maximum likelihood estimation; details of the model fitting appear in Appendix A. One assumption made in fitting the models to the data was that the psychological stimulus scale was identical to the physical stimulus scale. That is, light displacement, in degrees, was directly used as x in Equation 1 and d in Equation 2. As noted above, GCM typically takes MDS-transformed stimuli as input. MDS is a procedure that maps physical stimuli onto dimensions more closely reflecting the hidden structure underlying the data (Young & Hamer, 1987) . However, an MDS solution was not possible in this case, because similarity ratings could not easily be obtained from the monkeys. Nevertheless, it is worth noting that , who used multidimensionally varying stimuli, found that an exemplar model based on physical dimensions was as successful in accounting for their results as was the MDS-based GCM.
Another assumption made in the model fitting related to sequential dependencies in the data. Previous work has shown that examination of sequential effects in choice tasks may reveal data patterns that can discriminate between quantitative models better than examination of average unconditionalized performance can (see, e.g., Ratcliff, Van Zandt, & McKoon, 1999; Stewart, Brown, & Chater, 2002) . Findings of sequential dependencies in discrimination (Overall & Brown, 1963; Robbins & Warner, 1973; Steiner, 1970; Wilson et al., 1964b) suggest that such dependencies might exist in the performance of the monkeys here, and that the models, particularly GCM and DEM, might be distinguished on the basis of these dependencies. Analysis of sequential dependencies did indeed reveal that the monkeys' responses on a trial depended in part on events in the preceding trial (see Appendix B, which presents the results of these analyses). Here, we considered crossing the response on trial nϪ1 with reinforcement on trial nϪ1. The response on the previous trial could have been a left or right saccade, and reinforcement might or might not have been presented, leading to a 2 ϫ 2 factorial upon which performance on trial n could be conditionalized. Sequential dependencies were modeled by allowing the bias term in each model (δ in GRT and β in GCM and DEM) to vary. Thus, each model incorporated 12 bias parameters (2 possible previous responses ϫ 2 previous reinforcement outcomes ϫ 3 experimental conditions).
Simulation Results
For GRT, the maximum likelihood parameter estimates for the global parameter σ were 1.277, 1.466, and 1.804 for Subjects MK03, MK05, and MK07, respectively. With GCM, values of 1.657, 1.409, and 1.147 were estimated for λ. For DEM, λ took on values of 0.162, 0.094, and 0.054, and γ was estimated at 10.72, 14.68, and 22.94 for the respective monkeys. Bias parameters are presented in Tables B1-B3 and discussed in Appendix B. Here, it is sufficient to make two observations. First, it was found that the bias parameters tended to be above their neutral values (i.e., β Ͼ .5 for GCM and DEM, and δ Ͼ 6 for GRT). This indicates that there was an overall response bias toward right responding, regardless of events on the previous trial or the stimulus presented on the current trial. This is not surprising, since the global reinforcement probability for right saccades (i.e., regardless of the stimulus) was above .5 for the dip and crossover conditions. Second, the bias parameters, though variable, reflected the sequential dependencies observed in the monkeys' behavior. For example, in the crossover condition, a tendency was observed for MK07 to respond using the same response that was made in the previous trial; this is reflected in the bias parameter values for all of the models for MK07 in this condition.
The predictions of the models from these parameter values, averaging across sequential dependencies, are shown in Figures 3-5 . The quantitative predictions of the models conform with the qualitative predictions illustrated in Figure 1 . GCM gave a relatively poor fit of the data. Notably, GCM was unable to produce the monotonicity observed in the lower light separations. It predicted an extensive dip in response probabilities for the dip and crossover conditions and also tended to predict overly shallow response functions for the quasi-linear condition. DEM produced the same qualitative trends as GCM, but gave noticeably better fits of the data. This model did show roughly monotonic responding at lower light separations in the dip condition, but at the expense of an overestimation of response probabilities for higher light separations. Also, DEM predicted nonmonotonicity in responding at the lower light separations for the crossover condition. In contrast, GRT produced sigmoid-shaped response functions for all monkeys and conditions, and thus captured the monotonicity apparent in the monkeys' saccade probabilities at lower light separations.
Visual inspection of the model fitting results provides convincing support for GRT. This support is confirmed by examination of the goodness-of-fit values for the 3 monkeys under the four sequential dependencies. Table 1 presents log likelihood estimates for all of the models, which were converted to Akaike information criterion (AIC; Akaike, 1973 Akaike, , 1974 scores; such scores trade off quantitative fit against the number of parameters to select the best and simplest model. To measure the relative goodness of fit of each model, the rightmost column of Table 1 gives the difference in AIC (ΔAIC) between each model and the best-fitting model for a particular condition (a value of 0 indicates that a model was the best-fitting model for that condition). Although AIC scores can be open to misinterpretation (see Wagenmakers & Farrell, 2004 , for a discussion), these AIC differences are large enough to be considered nonarbitrary (see, e.g., Burnham & Anderson, 2002, p. 70) . In all cases, the GRT model gave a superior account of the data over both GCM and DEM. Thus, the modeling results provide unequivocal support for the GRT model.
DISCUSSION
Model fitting revealed that overall, the GRT model of perceptual categorization outperformed both exemplar models examined. However, before accepting these results as convincing evidence for GRT, several potential objections regarding the quantitative fits need to be addressed. One is that when fitting the exemplar models, each experimental condition was treated as separate and independent. That is, it was assumed that exposure to each new condition resulted in the accumulation of a new set of exemplars in GCM and DEM, so that exemplars were not retained between conditions. This is not a major consideration, however, since we were concerned with steadystate behavior in each condition and generally focused on behavior at the end of a block of sessions for a particular condition.
Nonetheless, it might still be argued that if carryover of exemplars were taken into account, the exemplar models, particularly GCM, would give a better fit in the crossover condition, because the exemplars in the critical region from the earlier conditions would add to the similarity value for the right saccade response (b in Equations 6 and 7) and increase right saccade responding in the critical region in these conditions. However, examination of performance in the later sessions of the experiment argues against this possibility. As mentioned earlier, later sessions also involved a fourth training rule in which the monkeys were trained on a reversed quasi-linear condition. The monkeys' ability to learn this new function argues against overlearning of the quasi-linear and dip functions as an explanation for the monotonic performance in the crossover condition. More telling for the possibility of exemplar carryover is the performance of the monkeys on sessions involving the crossover reinforcement function that immediately followed sessions with the reversed rule. In these cases, the exemplars from the reverse condition would be expected to be strong because of their recent presentation, so exemplars from the reverse condition should give a boost to the summed similarity for a left saccade in Equations 6 and 7. However, even under this sequence of trials, the monkeys still showed no lowering of response probabilities in the critical region. Together, these results suggest that carryover effects due to trial ordering cannot be the sole mechanism for the behavior we witnessed in the monkeys. A final possibility is that exemplar models with learned attentional shifting, such as ALCOVE (Kruschke, 1992) , might give a better account of the data here, given previous investigations of attentional shifting in animal discrimination and categorization (Fagot et al., 1998) . The attentional learning in ALCOVE, however, is irrelevant here; since stimuli varied along only a single dimension, shifting of attention between dimensions could have no role. However, Kalish and Kruschke (2000) recently explored an extension of ALCOVE, called CORNER, in which attention was shifted between stimulus values along a particular dimension, as well as between dimensions. CORNER offers the possibility of handling the present results, since it includes learning to shift attention to or from exemplars surrounding the critical region in order to increase maximizing in all conditions. However, exploratory simulations revealed that this model also made predictions that were not consistent with the data from the monkeys; in fact, CORNER predicted sharpening of the response function at points along the stimulus dimension where the probabilities rose or dropped. For example, in the dip condition, where the reinforcement probabilities dropped from near 1.0 to .65, the CORNER model predicted that probabilities would drop from .9 to .4, which is clearly not consistent with the performance of the monkeys.
We now turn to the implications of the modeling results for the theoretical issues we have been addressing. One obvious conclusion is that given the superior fits from GRT, the monkeys appear to have partitioned the stimulus space into equivalence classes and responded to the stimuli on the basis of their position with respect to the boundary. This is not a trivial implication, since it indicates that verbal formulation of rules is not necessary for acquisition of perceptual categories to take place (cf. Ashby, AlfonsoReese, Turken, & Waldron, 1998) . As Herbranson et al. (1999) pointed out, the finding that even pigeons can use nonlinear boundaries in a multidimensional categorization task supports the idea that the nature of the rules in theories such as GRT is basic and perceptual. However, there do appear to be limits to such learning. Smith et al. (2004) , in a recent replication of Shepard, Hovland, and Jenkins's (1961) well-known category learning experiment, observed that rhesus monkeys could not learn an exclusive-or (xor) category membership rule. Under such conditions, monkeys' performance appeared to be consistent with cue-conditioning and stimulus-generalization theories, but humans appeared to make use of explicit verbal rules.
Another outcome relates to the impressive fits of DEM. It is not immediately apparent how the addition of the single parameter γ should lead to extensively better fits for DEM over GCM. Inspection of the maximum likelihood parameter estimates for DEM reveals that the estimated value of γ was quite large for all 3 monkeys, with a maximum of 22.94 for MK07. This indicates that the processing in the model approximated deterministic rule-based use (see , which led to consistent responding in the model. That is, whenever the summed similarity for a right saccade was higher than that for a left saccade, the model showed a strong tendency to respond with a right saccade. However, this does not explain why DEM did not respond in the wrong direction in the critical region for the crossover condition: The reinforcement probabilities here were below .5, so left saccade summed similarities should have been greater than those of the right saccade, and consistency in responding should have led to right saccade probabilities being near 0. An explanation lies in the fitted values of λ for DEM; these were small relative to those for GCM, meaning that the similarity gradients for DEM were very flat in comparison with the gradients for GCM. Because of this, in DEM there was some similarity between a stimulus and even distant exemplars. Thus, for the crossover condition, the model could actually get a greater summed similarity for a right saccade in the critical region because of the contribution of exemplars of light separations 4, 5, and 6, which provided support for a right saccade. Note, however, that this improved fit in the critical region came at a cost for the model. In particular, it led the model to overpredict right saccade probabilities at the highest light separation values, since those stimuli overlapped highly with the right saccade exemplars at light separations 4-6.
In summary, GRT gave superior fits for all 3 monkeys. The large disparity in fit between GCM and DEM also suggests that a large contributor to performance of the models was the extent to which they incorporated consistency in responding.
GENERAL DISCUSSION
The performance of 3 monkeys was examined on a onedimensional categorization task in which popular theories of categorization predicted either deterministic or more variable responding. The results of the experiment were consistent with the qualitative predictions from decision bound theories of categorization and did not display the variability in responding that was qualitatively predicted by exemplar theory. Quantitative application of a decision bound theory, GRT (Ashby, 2000; Ashby & Gott, 1988) , and of two exemplar theories, GCM (Nosofsky, 1986) and DEM ; see also Nosofsky, 1991; Nosofsky & Palmeri, 1997) , gave overall support to GRT.
One interesting result is that the boundary-based solution found by the monkeys cannot achieve maximal accuracy. There are two likely reasons for this outcome. A methodological reason relates to the fact that the monkeys received some training on sessions for which a single boundary was sufficient before being trained on the crossover condition. Although we argued that there was little retention of exemplars between conditions, the monkeys may have developed some qualitative rigidity in their approach to the task by continuing to use only a single boundary. It is possible that the costs of learning an additional boundary did not warrant the small increase in probability of reinforcements that would have resulted. From the perspective of optimality, an additional factor not considered here was the payoff matrix for the task. In this task, a sip of juice was the reward for a "correct" response (i.e., a response probabilistically determined to be correct on that trial). It might be that making the reward greater, or making the consequences of an incorrect response aversive, could induce use of a second rule in the monkeys.
Another possibility is that this result reflects basic limits in the capacity of the monkeys to learn the task. However, there is reason to doubt this explanation. Herbranson et al. (1999) showed that pigeons were able to learn nonlinear boundaries in a multidimensional categorization task, closely approximating the rule use found in humans (Ashby & Lee, 1992; Ashby & Maddox, 1992) . On this basis, we would expect higher order animals such as monkeys to be able to learn more than one of the simple rules in order to perform optimally. Given the exploratory nature of the present experiment, this question is left as an open one.
Relation to Previous Animal Studies
As mentioned previously, several studies have considered application of theories of human categorization to animals. One conclusion from these previous studies was that monkeys and baboons appear not to rely on prototypes when performing typical categorization tasks (Dépy et al., 1997; . Although we did not examine prototype models here, such models would be expected to perform more poorly than GCM. Both exemplar and decision bound theories have found support in previous animal studies (Dépy et al., 1997; Medin & Dewey, 1984; Shimp et al., 1996; ; in particular, , who directly compared the fits of exemplar and decision bound models to monkeys' categorization of two-dimensional stimuli, found that categorization was performed both on the basis of similarity of stimuli to exemplars and with respect to distance of the stimuli from a putative objective boundary. Sigala et al. examined in detail the performance of only 1 monkey, and their data indicated the use of both exemplars and boundaries within the monkey. Although it might be that monkeys can use both exemplars and decision boundaries, the mimicking observed between exemplar and decision bound theories prevents firm conclusions from being drawn. Rouder and Ratcliff (2004) applied an experimental paradigm very similar to the one employed here to examining the performance of humans on a light/dark discrimination task with probabilistic feedback, and they found evidence supporting both exemplar and decision bound models. Although in general GRT gave a better fit across their experiments, Rouder and Ratcliff found that DEM appeared to be superior in cases in which the stimuli were not confusable. On this basis, Rouder and Ratcliff suggested that humans might alternate in their use of exemplars or decision bounds to perform a categorization task, depending on the discriminability of stimuli (and thus the usefulness of individual exemplars); such a possibility has been considered in other models of human categorization (Erickson & Kruschke, 1998; Nosofsky, Palmeri, & McKinley, 1994) . Although application of a hybrid exemplar-decision bound model might be possible with the present results, such models have not received a great deal of theoretical development and suffer from problems of parameter identifiability (Bamber & van Santen, 2000) ; given the mimicking problem that motivated the use of our paradigm, fitting a hybrid model would not have allowed us to accurately identify the contribution of individual components in such a model. We therefore chose to restrict our attention to simple, interpretable models. The validity of our modeling results is highlighted by the consistency of their superior fit of decision bound theory with the modeling results of Rouder and Ratcliff.
Relation to Human Studies

Theoretical Implications
The main conclusion from the experiment and the modeling results is that monkeys partition perceptual space in order to perform perceptual categorization tasks of the type discussed here. However, the large disparity in fit between GCM and DEM is also highly suggestive. In particular, it implies consistency in responding, regardless of the underlying representations employed; the deterministic responding in GRT was likely a major contributor to the relative success of that model. Other researchers have drawn similar conclusions when quantitatively comparing this set of models with respect to human categorization performance .
Conclusions
The experiment and model fitting presented in this article demonstrate that quantitative modeling of perceptual categorization by animals can complement research in human categorization. This research also offers extensions to a domain wider than categorization probabilities. Along with research on response times in categorization (Ashby, 2000; Lamberts, 1998; Nosofsky & Palmeri, 1997; Ratcliff et al., 2003) and investigations relating categorization performance and neural activity (Ashby & Ell, 2001; Ratcliff et al., 2003; , the present study suggests the potential for theoretically meaningful integration and extension of research on the processes underlying categorization. 
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