Point source localization is a problem of persistent interest in optical imaging. In particular, a number of widely used biological microscopy techniques rely on precise three-dimensional localization of single fluorophores. As emitter depth localization is more challenging than lateral localization, considerable effort has been spent on engineering the response of the microscope in a way that reveals increased depth information. Here we consider the theoretical limits of such approaches by deriving the quantum Cramér-Rao bound (QCRB). We show that existing methods for depth localization with single-objective detection exceed the QCRB by a factor > √ 2, and propose an interferometer arrangement that approaches the bound. We also show that for detection with two opposed objectives, established interferometric measurement techniques globally reach the QCRB.
Precise spatial localization of single fluorescent emitters is at the heart of a number of important advanced microscopy techniques, including defect-based sensing [1] [2] [3] [4] and single-molecule-based tracking and super-resolution imaging [5] [6] [7] . For three-dimensional (3D) imaging and tracking, extracting the emitter's z position (i.e., depth) is an enduring challenge. Microscopists have addressed this by engineering the response of the microscope in ways that improve the attainable depth precision [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] , effectively reducing the associated Cramér-Rao bound (CRB) [21] . In this work we address a fundamental question: what is the optimal depth precision that can be attained by any such microscope engineering approach? We derive this measurement-independent limit, the quantum Cramér-Rao bound (QCRB) [22] , leading to important new insights for 3D optical localization microscopy, as detailed below.
Throughout this Letter we consider semiclassical photodetection in the limit of Poisson counting statistics [23] [24] [25] [26] [27] . While this simplified approach ignores bunching and antibunching, it is nonetheless ubiquitous in the fluorescence microscopy literature [19, [28] [29] [30] [31] [32] [33] , as it is relevant to many practical microscopy implementations. For such classically behaving light, the term "quantum Cramér-Rao bound" is a bit of a misnomer-a result of the concept's origin in the field of quantum statistical parameter estimation [22] . In fact, it can be derived in the present context with minimal reference to quantum mechanics [26] . Thus our work is relevant to a broad class of microscopy techniques in which photon correlations are negligible and justifiably ignored.
In step with the growing attention to precise inference of molecular position, single-molecule microscopists have increasingly adapted the formalisms of statistical parameter estimation [28] [29] [30] [31] [32] [33] . In this view, the probability of recording a particular realization of a noisy image array I conditioned on the underlying source posi-
the CRB is the Fisher information (FI) matrix [21] , with elements given by:
where E[·|x] denotes the expectation value conditioned on the value of x. The counts I(x I , y I ) recorded at each position (x I , y I ) are assumed to be independent and distributed according to I(x I , y I )|x ∼ Poisson Ī (x I , y I ; x) for some expected imageĪ(x I , y I ; x) that depends on the microscope's response function. The same statistics can be obtained from a quantum optical treatment by considering thermal light in the weak-source limit [23] [24] [25] . Equation (1) then becomes:
We take the convention thatĪ(x I , y I ; x) is normalized; in accordance with our assumptions of statistical independence then the FI for N detected photons is simply J (N ) = N J . The photon-normalized CRB for the parameter x i is then given by:
which sets the lower bound for the precision with which any unbiased estimator of x i can perform [21] . We consider a stochastic field with the following normalized equal-time mutual coherence function [23] [24] [25] [26] [27] on the (Fourier) back focal plane of the microscope objective:
Here the classical wavefunction in the scalar approximation (in appropriately scaled coordinates) is given by [34] :
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as illustrated in Fig. 1(a) . In Eq. (5) r F = x 2 F + y 2 F , n is the index of refraction of the objective immersion medium (assumed matched to that of the sample), NA is the numerical aperture, and
A is a normalization factor such that dA F |ψ(x F , y f )| 2 = 1, given analytically by:
We assume a quasi-monochromatic signal with free-space wavelength λ • and k = 2πn/λ • . After the objective we assume paraxial propagation through air and linear optical elements. We neglect polarization effects, as is appropriate, e.g., for emission from a freely tumbling fluorophore [35] . Note that in Eq. (5), the source position x affects only the phase at the Fourier plane, based on the assumption that displacements in x are sufficiently small [36] . Thus recent work on multi-phase estimation is relevant [37, 38] , though again we stress the classical nature of the problem at hand. In pursuit of the ultimate precision bounds, we here consider the limiting case of zero background light. If energy is conserved between the Fourier plane and the detector, the mean intensity on the camera is related to ψ(x F , y F ) via a generic unitary operator U :Ī
where "•" indicates function composition. Thus once U is specified one can compute Eqs. (2) and (3). The form of U depends on the sequence of optical elements (lenses, mirrors, beam splitters, phase elements, etc.) placed between the Fourier plane and the camera. In the simplest case only a tube lens is added [ Fig. 1(a) ], and the appropriate unitary operation is a scaled Fourier transform U = F [39] . It is known that this approach produces worse FI for z estimation than for x and y, especially near z = 0 [30] . New microscope designs have been developed in recent years with the goal of modifying the PSF in a way that decreases σ (CRB) z . A common framework is to modulate the phase at the Fourier plane with some carefully chosen phase mask ϕ(x F , y F ), e.g., programmed onto a spatial light modulator (SLM) [ Fig. 1(b) ] or using a special lens,
. This formalism encompasses astigmatic imaging [9] , the doublehelix microscope [10, 11] , and the self-bending PSF [12] , among others [13, 14] . Related multifocus techniques [8, 15, 16] can be represented by a series of beam splitters and phase elements. FI has previously been used as a figure of merit for comparison of these techniques [7, 30, 31] . More recently, Shechtman and coworkers demonstrated a rational approach to PSF design by optimizing the mean . An SLM can be used to compensate for a small amount of defocus imparted downstream. The circular beam (i) is split by an annular mirror (AM) with inner radius r•. The "outer" portion (ii) is relayed to the beam splitter (BS) with two unit-magnification telescopes. The "inner" arm (iii) is demagnified with a telescope of chosen magnification M (iv), expanded into a ring of constant thickness with an axicon (A+) of phase ϕ(rF ) = 680 × rF , passed through two relay lenses, collimated with an axicon (A-) of phase ϕ(rF ) = −680 × rF (v), then relayed to the BS. Average intensities illustrated in insets (i)-(v) have the same color scale, except (iv) which has a 5× scale to avoid saturation. Interferometeric signals are detected on two cameras C1 and C2 placed at conjugate Fourier planes. Example images recorded on C1 and C2 for various z are shown in (vi). The exact distances between optical elements and the diffraction integrals that describe propagation through the apparatus are detailed in [40] .
FI over a specified depth range with respect to a chosen basis for ϕ(x F , y F ), yielding the saddle-point [31] and tetrapod PSFs [32] . This protocol amounts to specifying a form for U , then maximizing FI w.r.t. a set of parameters on which U depends. Here we seek a more fundamental approach with the form of U unconstrained. For this we turn to previous work in quantum statistical inference, in which the problem of maximizing FI over all possible positive operator-valued measures (POVMs) has been treated beginning some fifty years ago [22, 41, 42] .
To establish the appropriate notation, suppose the photons collected by the microscope are in the state denoted by the density operator ρ(x). We can then define the quantum Fisher information (QFI) K associated with this state [22, [41] [42] [43] [44] :
where L xi is the symmetric logarithmic derivative defined implicitly by:
Analogous to the relation between the CRB and FI, the QCRB is related to the QFI by:
The QCRB defined in Eq. (11) bounds the estimation precision for any measurement on the state ρ(x) [22] . For our purposes, we have σ
, regardless of the microscope configuration after the objective lens. Thus we can compare σ (CRB) z associated with state-ofthe-art techniques to the ultimate bound set by σ
To proceed in computing the QFI and QCRB, we specify the single-photon state represented by:
where |x F , y F = a † (x F , y F ) |0 , and a † (x F , y F ) is the creation operator for the specified mode, obeying the canonical commutation relation [a(
It should be emphasized that the classical statistical optical state we consider in this work is certainly not equivalent to the highly quantum mechanical one-photon state of Eq. (12) . Rather it can be shown that under the appropriate approximations (thermal light in the weak-source limit), the maximum value of J ij described in Eq. (2) is mathematically equivalent to K ij obtained by substitution of Eq. (12) in Eq. (9) [25, 26] . We adopt a similar strategy to that recently used to examine the related problem of resolving two weak thermal point sources [25] (which has since inspired a number of theoretical and experimental follow-up studies [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] ). The problem of establishing quantum bounds of localizing a single point source has also been considered in a number of contexts over the years [22, 42, 57] . We distinguish our work by deriving expressions that lend themselves to direct comparisons to existing 3D localization microscopes.
In the Supplemental Material [40] we derive the QCRBs for 3D localization microscopy using a single objective. The results are:
with
and
In Fig. 2 we compare the QCRBs (gray shaded regions) to the CRBs pertaining to several choices of microscope configuration, with NA = 1.4, n = 1.518 (oil immersion), and λ • = 670 nm. The blue lines correspond to a standard microscope configuration [ Fig. 1(a) ]. The red lines show results for astigmatic imaging with
Here astigmatic imaging of this strength stands in as a representative for similarly engineered PSFs [ Fig. 1(b) ], as justified by the facts that this choice obtains the minimum σ (CRB) z near z = 0 for any astigmatic strength and that its local minimum compares favorably to those of other engineered PSFs (Figs. S1 and S2 [40] ). Unsurprisingly, the standard microscope obtains the QCRB for lateral localization precision at focus. However, both the standard and astigmatic configurations exceed the ultimate depth precision limit by a factor > √ 2. Computing the QCRB is both straightforward and useful, as it gives crucial context for PSF optimization techniques [31] . Establishing conditions for a measurement that attains the bound is a related topic of interest [37, 38, 44, [58] [59] [60] [61] [62] [63] [64] [65] . While 3D localization is inherently a multiparameter estimation problem, we here focus on finding a measurement that optimizes the CRB for z estimation, as this is the parameter of primary interest in this work. A sufficient condition for approaching the QCRB for a single parameter is to project onto the eigenstates of the associated SLD [44] . To approximate projection onto the eigenstates of L z (see Fig. S3 and related text in [40]) we propose the microscope configuration depicted in Fig. 1(c) , a variant of a radial shearing interferometer [66] . The collected light is split into two parts using an annular mirror [67] : an inner disk with support r F ≤ r • = 0.6326, and an outer ring with support r F ∈ (r • = 0.6326, NA/n). In the "outer" arm we (de)magnify the beam by a factor M = 0.22, then stretch with a pair of axicon prisms [66, 68, 69] . The two portions are recombined with a 50/50 beam splitter and the signal is detected with two cameras placed at conjugate Fourier planes. Some calculated average images are shown in the inset of Fig. 1(c) for various z. We treat the field classically throughout this work, e.g., neglecting contributions from field operators of modes in the vacuum state at the input of the beam splitter-a fully quantum mechanical treatment must take these into account [23, 70] . The series of diffraction integrals used to compute the CRB for the proposed interferometer are described in detail in [40] , with more specifics of the setup depicted in Fig.  S4 . The parameters r • and M were chosen by computing σ (CRB) z for a range of values (Fig. S5 of [40] ). Applying a small phase correction at the Fourier plane before the annular mirror compensates for defocus accrued downstream.
As seen in Fig. 2(b) , this interferometer gives σ
near z = 0. The prefactor can be made closer to unity by incorporating additional beam splitter stages to make use of the essentially unused inner ring of the outer arm. We note that a relative deterioration in lateral precision accompanies the improvement in depth precision for this particular arrangement [ Fig. 2(a) ].
Since the signal is recorded in a conjugate Fourier plane and is not shift-invariant, the radial shear interferometer is not a viable configuration for wide-field imaging and is instead more compatible with confocal scanning or feedback-based particle tracking. For instance, it may be well-suited as an add-on to the MINFLUX microscope [71], for which lateral position is determined solely by illumination modulation and so the detection optics can be reserved for depth estimation. A perhaps more experimentally attractive variation of the radial shear interferometer in which the signal is integrated onto three point detectors rather than two cameras is analyzed in [40] and gives σ
near z = 0. Practical considerations aside, it is worthwhile to devise here a measurement scheme that approaches the ultimate bound.
Advanced fluorescence microscopy implementations sometimes make use of two opposed objectives (Fig. 3 ) [17] [18] [19] [20] . We also consider the quantum bounds for localization using this geometry, for which the state to be plugged into Eqs. (9) and (10) is given by ρ(x) = |ψ(x) ψ(x)| now with:
where superscript (a) and (b) refer to the coordinates at the back apertures of objectives a and b (Fig. 3) . The results are [40] :
where C xy and C z are defined as before. Dual-objective QCRBs are depicted in Fig. 4 . In a real microscopy experiment the use of two objectives would double the rate of photon detections, but our normalized expressions scale this effect away. Thus, simply detecting with two cameras without further processing [ Fig. 3(a) ] leads to the same CRBs as for the standard single-objective microscope (blue curves in Fig. 4) . A more sophisticated approach is to combine the signal due to objectives a and b interferometrically [ Fig. 3(b) ], as in interferometric photo-activation localization microscopy (iPALM) [20] . Interferometric localization microscopy is known to produce superior depth localization precision relative to other common techniques [19] . Interestingly we find that in the considered limit of negligible background light, this configuration globally achieves the quantum bound in all three dimensions. This means that no additional optical elements incorporated into the setup in Fig. 3(b) can lead to improved localization precision bounds. This is at odds with the naive notion that perhaps one can improve the depth localization precision bound by combining interferometric and PSF-engineering techniques.
In conclusion, by deriving the QCRB for depth localization in a form relevant to advanced single-molecule microscopy techniques, we gained insight into the limits of commonly-used PSF-engineering approaches, subject to semiclassical photodetection in the limit of Poisson counting statistics. We showed that existing techniques fall short of the quantum bound for z localization, and proposed a novel interferometer that can locally attain the bound. For dual-objective collection, we showed that an established interferometric detection method globally saturates the bounds for all three dimensions simultaneously. Finite background can be introduced by considering the appropriate mixed photon states, which we reserve for a future study. Our results are relevant for ongoing work on the 3D localization of sources of more complicated photon states, including both intense thermal states and distinctly nonclassical states.
Here, we have built upon previous work demonstrating the utility of quantum statistical approaches even for semiclassical microscopy of weak sources [25, 26] . Future work in which the microscope's response function is engineered to increase information about source position (or any other estimandum, e.g., molecular orientation [72] 
