We propose a histogram-based rule extraction technique using straightforward histogram-based clustering that produces trapezoidal clusters that are well suited for the rule extraction purpose. Two experiments have been carried out to validate the feasibility and effectiveness of the proposed technique and show that the rule base generated by the proposed technique is reasonably accurate.
I. INTRODUCTION
Among the rule extraction techniques proposed in the literature, Sugeno and Yasukawa's technique [I] is one of the earliest works that emphasize the generation of a sparse rulebase. The SY approach clusters only the output data and induces the rules by computing the projections to the input domains of the cylindrical extensions of the fuzzy clusters.
Thus, it produces only the necessary number of rules for the input-output data. In this paper, we propose an extension to the SY approach by introducing a histogram-based clustering tool that can improve the approach in several aspects.
HISTOGRAMS FOR CLUSTERING
One of the inexpensive ways to describe the frequency distribution of a set of data is by using a histogram. The Xaxis of the graph shows a set of non-overlapping intervals, called bins. The bin counts (i.e. the number of data whose value falls in a particular bin) are shown in the Y-axis.
The use of histograms for clustering can be traced as early as the 60's [2] . It has been a useful clustering tool in the image processing literature [3, 41. Theoretically, for each cluster in the data set, the histogram will reveal a peak. A peak suggests the existence of a cluster center where the density of the area is high. It is reasonable to assume that the data in a cluster has a normal distribution. If so, the density of data decreases as we move away from a peak. A set of consecutive bars with similar heights in the histogram suggests a certain level of cylindricity in the area (i.e., a cluster whose distribution is less affected by the input). Bars that are low in bin counts and significantly removed from the others are termed outliers. They can be caused by noise in the data samples and are potential candidates to be ignored or removed from the data set. 
BIN WIDTH SELECTION
A large bin width causes the histogram to obscure important details of the data. In this case, multiple clusters are likely to be merged and shown as a single peak. As the bin width grows smaller, the histogram becomes more sensitive to the noise in the data, and will begin to form false peaks and eventually the histogram will reveal more peaks than the number of actual clusters in the data. Often, the best choice of bin width is obtained through experimentation on a trial and error basis. Research has been devoted to designing techniques for histogram bin widths selection [5-71. Unfortunately, a review of the methods suggests that most of them are either suitable for only certain types of data distribution, or too complex to implement efficiently.
The method used in this study to produce a rough estimation of a suitable bin width is as follows. An initial histogram is constructed with a relatively small, n (e.g. n=5) number of bins. The number of peaks formed in the histogram is then determined. The process is repeated with a slightly increased n (e.g. n=n+I) until n reaches a reasonable large value. Fig. 3.1 Graph that illustrates the effect of the number-of-bins on the number-of-peaks in a dataset.
Number ofbins
The stability region can be determined where the continuous increase of the number-of-bins in the x-axis causes minimum changes to the number-of-peaks in the y-axis. From figure  3 .1, the stability region ranges from 7 -16 bins.
Iv. HISTOGRAM SMOOTHING The goal of the histogram smoothing process is to remove or reduce the occurrence of small false peaks in the histogram, while maintaining the original shape of the histogram. A simple smoothing technique with the window size of 3 replaces the value, yi of each bin, with the average (yi.l+ yi + yi+1)/3. We propose the use of fuzzy smoothing which replaces each yi with the weighted average: where n is the window size and wi is the weight. We observe that the use of fuzzy smoothing (as opposed to crisp) enables the histogram to reveal more details that is useful for the cluster approximation process (see section 4.0).
The parameters involved in the smoothing technique are the window size and weights. Increase in the window size results in the increase of the smoothness of the histogram. The smoothing process is further 'fine-tuned' by the use of different combinations of weights.
Over-smoothed histograms tends to merge multiple peaks into one whereas under-smoothed histograms fail to eliminate false peaks due to noise in the data. In this study, a smoothing window size of 7 with the weights [ 1 2 4 6 4 2 11 is used.
V. TRAPEZOIDAL CLUSTER APPROXIMATION

Our algorithm for histogram based trapezoidal cluster approximation is:
Peakfinding: We define peaks as bins in the histogram that are higher than their immediate neighboring bins. That is, bine) is a peak if bin(i-I) < bine) > bin(i+l). Identzb the plateau for each peak Neighboring bins of a peak are part of the plateau if the difference between their heights and the peak height is lower than the vertical threshold, vt. Given the peak at bin@), bin(i) is part of the plateau if bin@)-bine) < vt. This is illustrated in figure 5 .1(A) where the 2 neighboring bins on the right of the peaks are considered to be part of the plateau whereas the bins on the left are not. Trapezoidal bases approximation: To identify the left base, we start with the l e h o s t bin, i in the plateau and move towards the left to examine the neighboring bins i-I , i-2, ... etc. We stop when we find a bin higher than its right neighboring bin, i.e. bin ( i - 
Thus, bin (i -n) will be the left trapezoidal base. Figure  5 .1(A) illustrates this. A similar algorithm is applied to find the right base. Finally, the trapezoidal clusters are normalized to form convex normal fuzzy clusters.
We convert the rough estimations of our trapezoidal clusters by slope adjustment.
Inputs: Convert to Ruspini partitions [SI. We adjust the slopes for each pair of neighboring clusters according to the following Ruspini condition:
Where x is an arbitrary value in the input range, n is the number of clusters in the dimension, and Ai is the membership function of the i& fuzzy cluster. The physical slope adjustment is shown in figure 5 .1(B If xl is Ail and x2 is Ai2 and . . . x, is Ai, then y is Bi However, it is remarked in the paper [l] that there can be more than one fuzzy cluster in the input space which corresponds to the same fuzzy cluster Bi. In this case more than one rule is formed with the same consequent. Suppose that two input clusters (Ai and Aj) are induced from the output cluster Bi, we obtain the following two rules:
If xl is Ail and x2 is Ai, and . . . x, is Ai, then y is Bi If xl is Ajl and x2 is Aj2 and . . . x, is A,, then y is Bi Unfortunately, no concrete procedures for determining the number of input clusters to be induced from an output cluster is discussed in the paper [ 1 1.
One of the most important advantages of the rule extraction technique used in the SY approach is that it results in a sparse rule base. Hence we use it as the foundation of our rule extraction technique. As extensions, we propose the use of histogram-based clustering on both the input and output spaces. The use of histogram-based clustering complements the SY amroach in the following ways:
If x1 is CI1 and x2 is C23 and x3 is C34 then y is Bi where Ch is the nth cluster of input dimension d. The cluster in the multi-dimensional space is the region where the number of projected points in the region exceeds threshold t. For regions that have the number of points < t, all points in the region are considered as noise. We propose t to be the average of the population. To merge the clusters in high dimensions, keeping track of the multi-dimensional points requires a large amount of memory. It is more memory efficient to merge two .I --Fuzzy C-means clustering was originally proposed for circumstances where the number of clusters in the set of data is known in advance. In the SY approach, the optimal number of clusters are determined by means of a criterion [9] . This step can be eliminated using the histogram-based clustering technique. By applying the histogram-based clustering on the input space, the number of input clusters to be induced from an output cluster can be determined automatically. The trapezoidal clusters approximated using the histogram approach gives an idea of the cylindricity of clusters. An input dimension that has cylindric clusters suggests that the corresponding input variable is less likely to be a significant input variable and could be ignored. Information about cluster cylindricity is also useful in the construction of a hierarchical fuzzy rule bases [lO] , which we will investigate in future work.
Our novel histogram-based rule extraction technique is: 1. Perform the histogram-based fuzzy clustering on the output space. We assume the output space only has one dimension. This is reasonable, since multi-dimensional output can be simply split multiple single output datasets. For each trapezoidal output cluster Bi approximated, all the points belonging to the cluster are projected back to each of the input dimensions. For each dimension, the histogram-based clustering is applied to identify trapezoidal clusters. It is well known that the generation of histograms is not computationally intensive (O(n)). Therefore, the application of the clustering technique to the various input dimensions will not add significantly to the overall computational complexity. The previous step results in multiple ID trapezoidal clusters in each input dimension. Each of the n clusters (CdI -Cd,J in the input dimension d, is a projection of the multi-dimensional input cluster to that input dimension. Next the clusters from individual dimensions are combined to form the multi-dimensional input cluster. This is done by projecting the individual points from the output cluster for the second time. The locations of the projected points in the multi-dimensional space show us the right combination of the 1D clusters to form the multidimensional input cluster. For an example of a fuzzy rule base with 3 input variables, suppose that most of the points projected from output cluster Bi fall into the clusters CI1, C23, C34, we obtain the following rule:
2.
3.
dimensions at a time. For example, to merge the clusters from the three input dimensions shown in 6.1(A), we first prepare 4 counters arranged in a grid layout like the one in figure 6.1(B) . Points in the output cluster Bi are projected back to the input space and the relevant counter values are incremented according to the region where the projected points fall. This is followed by the comparisons of the counter values with the threshold t, calculated here to be 50.5 (see figure 6 .1B), to determine the potential 2D clusters. 
VII. RESULTS AND DISCUSSION
To demonstrate the feasibility and effectiveness of the proposed approach, two experiments have been carried out.
In each experiment, a fuzzy rule base is generated from a set of input-output sample data using the proposed rule extraction technique. The same set of data is then used with the fuzzy rule base generated to produce a set of outputs. This is followed by the evaluation of the accuracy of the fuzzy rule base output. In this study, the mean square error of output is used as a performance index (equation 6.1).
where m is the number of data, y' is the i" actual output and j ' is the ih model output. The lower the performance index, the more accurate the fuzzy rule base.
As outlined in section 6.0, some of the points in the data set are treated as noise. These points fall outside the range of the multi-dimensional clusters identified. Hence, they are not covered by any of the fuzzy rules generated. We remark that this may not be a failure or weakness of the algorithm. After all, one of the ultimate goals of our technique is to generate a sparse rule base. For data points that can not find rules to fire, fuzzy rule interpolation techniques [ l l ] and extrapolation 113 can be used to infer the output. These techniques have not been used here. In the experiments, when there are no rules to fire for a data point, the average of the range of each output variable is used as the default output.
. rn (eqn 6.1)
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For each experiment, two sets of results are presented. The first set shows the performance index of the whole data set whereas the second set shows the performance index on only those data that can find rules to fire. The latter gives a better idea of the potential of this fuzzy rule base to be used with fuzzy rule interpolation and extrapolation techniques.
Experiment 1: Modeling of a quadratic function
The method was used to model a quadratic function (equ 7.1).
~= ( I + x ;~ 1zsx,,x2 ~5 (eqn7.1)
Fifty input-output data were generated from the quadratic h c t i o n . The output range is 1.3-5.1. The technique discussed in section 3.0 is used to select the bin width for the histogram construction. The stability region was identified at '8-16 bins. Nine bins was chosen for the histogram generation. At the output space, 2 clusters were identified and altogether 6 fuzzy rules were generated. During the evaluation, 14% of the data points cannot find rules to fire. The performance index of the data that can findxrules to fire is 0.643. The overall performance index of the system is 0.966.
Experiment 2: Modeling of employee salary data
The data is a case study on employee salary based on age, experience and contacts. A simulated case is used to generate a total of 200 sample data (3 dimensional input). The output range is 25-75. The stability region was identified at 7 -16 bins. Nine bins was chosen for the histogram generation and 2 clusters are identified in the output space. Altogether 7 fuzzy rules were generated. There are 17.5% of the data points that cannot find rules to fire. The performance index of the data that can find rules to fire is 93.40 and the overall performance index of the system is 164.02.
VIII. CONCLUSION A novel histogram-based rule extraction technique has been proposed. Sugeno and Yasukawa's approach for fuzzy modeling [I] has been used as a foundation. As extensions to the SY approach, the use of a histogram-based clustering tool is proposed to simplify and improve several steps of the methodology. Experiments have been carried out to validate the feasibility and effectiveness of the proposed technique. Two sets of data have been used in the experiments. The sparse rule bases generated from the technique were evaluated by computing a performance index and the results were presented. It was shown that the rule base generated by the proposed technique is reasonably accurate.
