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This study explored decisions made in the making of visualizations in the Digital 
Humanities based on archival documents. I conducted semi-structured interviews with 
four of the scholars responsible for those decisions across three different projects to try to 
understand what factors influenced their decision-making process. I found 
epistemological factors, ethical factors and technological factors that formed a consistent 
set of motivators for such decisions as project design, choice of primary source material, 
and which tools to use. Values such as transparency and Digital Humanities’ “learning by 
doing” were widely supported, while familiarity and availability of support drove most 
technological choices. Finally this paper suggests that further evolution of collections as 
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Archivists and digital humanists approach the study of the past in different ways. 
Their work is generally complimentary, but sometimes their assumptions conflict when it 
comes to the handling of the documentary record, and how their processes affect the 
products of their work. This study explored how archival documents and the information 
they contain are used, transformed, and represented in data visualizations created within 
the context of Digital Humanities projects. Archival records may or may not be easily 
represented as data and the choices that must be made to use them can be inherently 
arbitrary. Related are many of the choices about what to represent and the choice to 
represent as data something that might not have originally been in a concise data format. 
So questions arise about the selection and manipulation of archival documents, which 
remove information from its original context and place it in another. 
I examined how the choices of Digital Humanities scholars, the compromises 
made in the name of a workable structure for computation, and the affordances of tools 
and platforms affect the use of archival sources. How much is given up for User 
Experience considerations, for example? And when data visualizations are designed, 
what is their purpose within the larger scope of the project? And if Digital Humanities 
and their visualizations form a new narrative that relies on archival material, what factors 
are being taken into account when deciding how to represent the information in them as
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data? Are there selection biases based on the ability to transform items into easily 
manipulated data? 
This study worked toward filling knowledge gaps about data visualization 
practices within the field of Digital Humanities, specifically as they relate to archival 
documents. Each of these fields brings its own epistemologies to bear and sometimes 
they are in more conflict than accord. I examined the decisions made in the practice of 







To understand the interplay of values and concerns surrounding the use of 
archival documents and the information they contain, it is necessary to situate them 
within the worlds that interact with them. These include the archival world which has 
preserved, described and made them accessible, and the worlds of Digital Humanities and 
data visualization which can be one and the same or not. Each field has its own methods 
and theoretical underpinnings that influence how they work together. 
The problems presented to archivists, digital humanists and the creators of data 
visualizations have one thing in common: they are often real world problems that are 
unstructured, having, “a potentially unlimited number of possibly relevant facts and 
features, and the ways the elements interrelate and determine other events is unclear” 
(Anthony, 2006, p. 46). As Denise Anthony (2006) explored in her dissertation on the 
expertise of reference archivists, archivists are often asked to answer unstructured 
questions that do not have simple answers. Digital humanists are often in the same 
situation when trying to answer complex questions with the inherently structured tools of 
data visualization. As Anthony (2006) stated, “Although a reduction to rules of logic 
exists for specific problems, it does not mean that such a reduction is possible for 
unstructured and poorly defined problems found in the real world” (p. 45). The use of 
archival documents in Digital Humanities visualization brings into question some of 





What are archives? And what values, approaches, and assumptions do archivists 
have and bring to bear on their decision-making and services they may provide in the 
context of Digital Humanities? 
Archives are made up of records, sometimes called primary sources. So when I 
refer to archival documents or records, I am not referring strictly to papers in an 
institutional archive, but the concept of primary source documents. These may be in any 
number of formats from paper to photographs, film, audio recordings, and increasingly 
digital files. Archives do not circulate, unlike library materials. They are usually the only 
copy of a given document; that is, they are not published. Copies may be made or they 
may be digitized. Archives provide evidence, representing their contents as a true account 
from the perspective of the creator. Archives have context, which is the circumstances in 
which the document was created (Millar, 2010). 
Archives are that small portion of all documents, personal, professional, business, 
or government, that have been kept and have survived in some tangible form from their 
creation until now. Whether digital or analog, text, photograph, audio, or video, they 
form a record – information captured on a fixed medium. Records that have been selected 
as having enduring value are considered archives (Millar, 2010, p. 3). When considering 
value, archivists take a broad interpretation and consider various kinds of value including 
but not limited to “informational, evidential, historical, aesthetic, iconic, evocative, 
financial, or research value” (Barnard & Redwine, 2016, p. 76). 
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Concepts important to archivists and how they see the documents they work with 
are content, structure, and context. Content is the substance of the record, be it words on a 
page or how an image looks in a photograph or digital file. Content is the ‘what’ that 
archivists seek to preserve. Structure is the ‘how’ of the document’s creation. If the photo 
is on film or a glass negative or in a .jpg, that is its structure. Context is the circumstances 
of the document’s creation. The ‘who’, ‘when’, and ‘where’ form the life story of a 
document and sometimes even explain the ‘why’ of its existence (Millar, 2010, p. 8). 
These concepts are closely related to provenance and original order, which are 
fundamental archival concepts that simply mean respect for the original creator of the 
records and keeping the records in the order in which they were received (Millar, 2010, p. 
98). These concepts are challenged by the realities of archival circumstances as much as 
they are by the intellectual needs of those who use archives, but their spirit and intent are 
simply to maintain the connection between archival documents and their context.  
Today, archivists understand that records didn’t come into existence by accident; 
they aren’t an organic growth process of society, but a purposeful codification of 
meaning often serving the needs of the most powerful in society. Records provide 
evidence of property and wealth and require education to create and maintain within 
bureaucratic systems (Jimerson, 2009, p. 54). Modern archivists see an obligation to use 
their power as selectors of the records to create a more diverse and complete record of 
their society and ameliorate past biases to whatever extent they can (Jimerson, 2007). Nor 
do archivists see themselves as passive or neutral; they recognize their co-creation of the 
record by their work in selecting, describing, and contextualizing the records (Nesmith, 
2002, p. 31). 
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Following along with that trend, archives have begun to give more attention to the 
collecting of records of ordinary people instead of just the wealthy and famous, in an 
effort to have a more complete historical record (Jimerson, 2007). An even newer 
understanding of archival ethics calls for radical empathy and a feminist ethics of care in 
which the archivist is bound to the records creators, subjects, users, and communities 
through a web of mutual affective responsibility. Central to this ethical approach is the 
value placed on lived experience, which is a shift from the documentary tradition and 
rights-based frameworks of the past (Caswell & Cifor, 2016). This approach is central to 
movements toward community based and community driven archives, which remove the 
centrality of the collecting institution and refocus archival efforts toward partnership with 
a variety of stakeholders (Caswell, Migoni, Geraci, & Cifor, 2017). 
All of that said about the archivist’s duty to protect the records, archivists have 
always understood that use is a major part of the value of their holdings. Access demands 
disseminating their collections in some form rather than strictly maintaining their 
uniqueness. The earliest historical societies from which archives evolved published their 
collections regularly; in part as a safety measure should anything happen to the originals. 
So it has already been acknowledged that the notion of permanence is at least as much 
about the permanence of the information records contain as the permanence of an 
individual document (O’Toole, 1989, p. 16). Today digitization follows the same 
principle, allowing for much broader access to archival holdings, but also creating new 
objects that require care and maintenance as well as creating new questions about context 
and the possibilities for preservation.  
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As digital records and archives continue to grow in both volume and prominence, 
and the ability of modern archives to make their collections accessible digitally proceeds 
apace, the view of how archival documents should be used is changing. Hoskins (2017) 
points out how the shifting archival paradigm affects our perception of what the archive 
is and what its contents can do. 
The ‘connective turn’ (Hoskins 2011a, b)—the sudden abundance, pervasiveness, 
and immediacy of digital media, communication networks and archives—forces a 
view unprecedented in history. This turn drives an ontological shift in what 
memory is and what memory does, paradoxically both arresting and unmooring 
the past. It has re-engineered memory, liberating it from the traditional bounds of 
the spatial archive, the organization, the institution, and distributed it on a 
continuous basis via a connectivity between brains, bodies, and personal and 
public lives. This opening up of new ways of finding, sorting, sifting, using, 
seeing, losing and abusing the past, both imprisons and liberates active human 
remembering and forgetting. (Hoskins, 2017, p. 1) 
 
In response, the expectations of the users of archives have shifted to include the 
use of archival documents as data. Computational approaches attempting to draw 
conclusions about history through analysis of vast amounts of material necessitate a 
different approach than the treatment of individual documents, creators, or collections 
based on previous archival assumptions. Moss, Thomas, and Gollins (2018) evaluated the 
situation and pointed out the difference between the inherently unstructured data that 
makes up most archives and the needs of computational processes. 
If the evolving needs of historians and other scholars working in this environment 
are to be met, archives will have to adjust their approach: they will have to regard 
their own content as data to be mined and work collaboratively with other 
organizations. Approaches to appraisal will need to be modified, and tools will 
need to be developed to process and make sense of the mass of heterogeneous 
data that will comprise the modern archive. Additionally, archivists will need to 
recognize and acknowledge the threat to the textual tradition as records are 
increasingly created in other formats. (Moss et al., 2018, p. 120)   
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Here the reference to heterogeneous data, meaning essentially the same thing as 
unstructured data emphasizes the difference between archival information and data that 
can be easily read by a computer. 
Further, archivists are being asked to look at their collections as having value that 
can be evaluated more effectively, or maybe at all, outside the existing archival paradigm. 
Moss, et al. (2018) go further, urging archivists to re-conceptualize the archive, stating 
that “evidence in all its various formats is being treated as data to be mined. In the 
process, long-cherished shibboleths of archivists, such as hierarchies and original order, 
are rendered meaningless. Think of the way that, with a click of a key, the order of a 
catalogue can be changed” (p. 131). And indeed, archivists have come up with ways in 
which their collections can be interrogated digitally, but most of these are based on the 
underlying structures built by archivists, such as finding aids and subject headings. 
Thomas Padilla (2017) agrees and returns us to the differences between archival 
information and structured data while pointing out the value of extending how the archive 
can be interrogated by computational processes.  
To see collections as data begins with reframing digital objects as data. Data are 
defined as ordered information, stored digitally, that are amenable to computation. 
Wax cylinders, reel to reel tape, vellum manuscripts, websites, masterworks, 
musical scores, social media, code, and software in digital collections are brought 
onto the same field of consideration. The value of such a shift can be explored in 
part by asking how thinking about an object as data multiplies and/or extends the 
questions that can be asked. For example, if the notion of a single digitized text is 
shifted from a surrogate of a bound paper object to consider the possibility latent 
in a form that is computationally processable at the level of thousands or even 
millions of texts, a move is made toward meaning making that engages 
affordances unique to data. (Padilla, 2017, p. 1) 
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Padilla (2017) doesn’t use the word context, but when he makes the argument that 
all digital objects are more than what we see on the screen (i.e., the results of interlocking 
systems and circumstances), he’s talking about context. And while his discussion focuses 
on digital objects, he inadvertently includes historical and archival content by way of 
discussing digitized texts. These have a layer of context surrounding them as digital 
objects that lies atop their context as documentary objects. It might be reasonable to 
suggest that digital objects possess this layer as well, and that it isn’t as easily tabulated 




Digital Humanities is the use of digital tools to answer questions about humans. 
Whether these are questions about history, art, literature, or any other human endeavor, 
the application of digital tools to interrogate objects of interest in these fields and produce 
new insights is at the core of Digital Humanities (DH). Definitions are hard to pin down 
and the contours of the field are still contested. Matthew Gold (2012) describes it by 
saying, “Ultimately, what sets DH apart from many other humanities fields is its 
methodological commitment to building things as a way of knowing” (p. 69). While 
tension exists between the DH and their home disciplines, even in the form of referring to 
the home disciplines and DH as if it were visiting, others like Mark Marino see DH as “a 
temporary epithet for what will eventually be called merely Humanities” (M. K. Gold, 
2012).  
But the tools can have different effects upon the interpretation of the material of 
origin from conventional means of inquiry. For example the application of digital 
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methods such as 3D modeling to archeological data, to reconstruct ancient cities or a 
piece of pottery has been readily accepted as the application of the right tool for the job 
(Watrall, 2016), while computational literary analysis is often challenged in terms of its 
meaning and conclusions. This is in part a problem of textual analysis itself and is not 
limited to literature (Berry, Fazi, Roberts, & Webb, 2019). 
Moss et al. (2018) discuss the evolution of history from a documentary approach 
in which close reading for depth has been replaced by a data driven approach in which 
distant reading uses vast amounts of texts with the hope of seeing a bigger picture based 
on themes and different units of analysis than whole texts, archival or otherwise. The 
disappearance of the text itself is incidental. And the consequences of this in contextual 
terms are not weighed in the balance. 
The tendency of DH to move from the textual tradition to a distant reading 
approach that analyzes entire genres of work gives scholars pause. Referring to Franco 
Morretti’s idea of distant reading, Maurizio Ascari (2014) asserted, “Moretti’s research in 
the field of digital humanities is a welcome addition to other forms of literary inquiry. 
What worries me is Moretti’s tendency to regard distant reading as objective, within the 
framework of a purportedly scientific approach to the humanities” (p. 2).  
These challenges reveal the difficulties of computational methods dealing with 
uncertainty and with ideas that are socially constructed. Measuring how far apart a set of 
pillars are is data, readily computed. There may be an interpretive layer, but it can be 
applied after the computational handling of structured data. With other fields, the 
interpretation necessarily has to come before the material can become machine readable. 
And doing so calls into question what that data really means and whether it represents the 
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source faithfully. Also, as Blanke and Prescott (2016) put it, “the use of statistical 
techniques to predict human behaviour and cultural trends seems antagonistic to many of 
the values traditionally associated with research in the humanities” (p. 189). 
In computing, unstructured data, be it text, images, audio, or video is hard to 
process. Organizing data and representing it in such a way that it can be meaningfully 
interrogated involves transforming it to become machine readable. That means adding 
tags, metadata, labels, or representing as numbers a datum that was not originally so. It 
means imposing the structure of a spreadsheet on information that was not arranged that 
way. The computer requires unambiguous identifiers instead of the sort of rich and 
variable analog context that a human can readily interpret (Blanke & Prescott, 2016, pp. 
190–191). 
Unlike the archival approach which treats a document as part of a whole, or the 
humanities approach which treats it as a unit of analysis, computing treats it as a field 
from which data can be extracted. Information extraction seeks to isolate relevant facts, 
defined by a user or designer. Relationships may also be extracted by comparing the 
connections between data points and their origin (maybe the last point of context). Thus 
the information present in documents is rendered as structured data (Blanke & Prescott, 
2016, p. 191). 
A great many projects that are considered humanities projects and may or may not 
be called Digital Humanities take this approach and use archival documents to do so.  
And even in the process of extracting information for such projects, efforts are made to 
maintain contextual connections. The European Holocaust Research Infrastructure 
(EHRI) investigates, collects and integrates Holocaust material from archives across 
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Europe to construct virtual collections “so that, for example, prisoners of Auschwitz can 
be traced with regard to their countries of origin, other camps where they were prisoners, 
etc. This once more illustrates how the linking, identification and cross-referencing of 
records which characterises big data is also at the heart of much traditional historical 
research” (Blanke & Prescott, 2016, p. 195).  
Computation may seem to be at odds with humanist values and especially with 
archival values given “the assumption that, if the data set is large enough, inaccuracies 
and individual peculiarities will not affect the result; the idea that answers will emerge 
from just looking at the data; an impatience with contextual discussion; and, above all, 
the claim that behaviour can be mathematically predicted if you have enough data” 
(Blanke & Prescott, 2016, p. 198). But historians and archivists both want to make better 
use of the connections between individuals and collections in different archives.  
Data Visualization 
 
One of the presentation strategies used frequently in DH is that of data 
visualization. For maps, topic models, 3D models of objects large and small, network 
analysis, timelines, and increasingly augmented and virtual reality, bringing the data to 
life visually has been a useful approach. Victoria Lemieux (2012) explains why people 
perceive data in visual displays so readily. 
Information visualization harnesses the power of human visual perception and 
cognition, lending truth to the old adage that ‘a picture is worth a thousand 
words.’ Visualization has advantages over other modes of communication and 
thought because humans have evolved visual and spatial skills that include the 
ability to detect edges and discontinuities, things that stand out, variations in 
colour and shape, and motion; to recognize patterns; and to retrieve information 
using visual cues. (Lemieux, 2012, p. 56) 
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The tendency of humans to grasp visual cues to understand complex data enjoys a 
rich history that precedes the digital era. Charts and graphs were common in the 19th 
century and embedded in the business systems of that time. In an early and innovative use 
of data visualization in the humanities, W.E.B. Du Bois created a series of infographics 
reflecting the impact of slavery and the color line on the African American population for 
the 1900 Paris Exposition. In an approach any DH scholar would recognize today, he 
used census data, government reports, and statistics from the U.S. Bureau of Labor, and 
assembled a team of students and alumni to create the charts, maps, and tables that made 
up the exhibition (Battle-Baptiste & Rusert, 2018, p. 9) 
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Plate 27: Occupations of Negroes and Whites in Georgia demonstrates a visually economical 
circle chart (Battle-Baptiste & Rusert, 2018). 
 
Regardless of the form they take, the digital humanist must design a visualization 
that fulfills these requirements while keeping fidelity to the source of the data. With 
unstructured data that becomes more difficult. Whether the person who does this work is 
a humanities scholar whose focus is upon the subject matter or a technologist who knows 
the tool and is part of the project without having any other epistemological attachment to 
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the material is another strongly related matter. But either way, design decisions are just 
that – decisions.  
The choice of tools in the first place will invariably rely on a suite of technologies 
that were developed outside the humanities, whether for business, statistical analysis, or 
the sciences. And fundamentally these tools will rely upon “Realist approaches [that] 
depend above all upon an idea that phenomena are observer-independent and can be 
characterized as data” (Drucker, 2011, p. 1). This assumes that the data is simply there to 
be observed, that it exists as a given thing as opposed to being constructed, whether 
socially, environmentally, or by the observer. 
So the act of observation and deciding to represent is an act of interpretation. And 
every act of interpretation is a choice. As Lemieux (2012) states, “Information 
visualization usually involves the translation of information in one representational form 
(e.g. textual data) into visual representations of that data. It would be a mistake to see this 
as a value neutral process. Each translational step entails a set of decisions about how the 
data should be transformed” (p. 57).  
 
Given the intersection of these fields and the overlap of some ideas and methods 
and the divergence of others, it becomes a question of how this might play out in practice. 
And if scholars operate on differing assumptions, are those assumptions at cross purposes 
or more complimentary? Examining these possibilities leads to my fundamental research 
question: What factors influence how Digital Humanities project personnel decide how to 






To answer this question, I chose a qualitative approach to gather rich data rather 
than broad data. Since “Quantitative and qualitative techniques provide a tradeoff 
between breadth and depth, and between generalizability and targeting to specific 
(sometimes very limited) populations” (National Science Foundation, 2002, p. 43), I 
erred on the side of the specific to try to understand the motives of and decisions made by 
this specific group of people. The qualitative assumption that data in this study is directly 
related to its context, time, and place is also in keeping with the information I wanted to 
find out. The notion of co-constructed reality present in constructivist assumptions about 
how knowledge is created is also present in both the process of the interviews and in the 
making of the visualization products my population produced (Flick, 2009, pp. 69–70). 
The exploratory nature of qualitative inquiry revealed quite a bit about the ways subjects 
made their decisions and the factors that drove those decisions. As Uwe Flick (2009) 
stated, “Qualitative researchers study participants’ knowledge and practices” (p. 16), and 
that is precisely what I looked into. 
I used semi-structured interviews with the Digital Humanities scholars 
responsible for decision-making in terms of tool selection, sources, associated teaching, 
staff, and data interpretation. I chose this method in the interest of guiding the collection 
of necessary data “with room for the respondent's more spontaneous descriptions and
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narratives” (Brinkmann, 2008, p. 2). Allowing the interviews to evolve and lead to topics 
of deeper discussion surrounding areas of interest provided greater depth of information 
about the topic than a strictly predetermined list of questions and allowed me to capture 
the language of the subject population. It also led to new avenues of questioning and 
valuable unanticipated results. Even though there has been some debate as to whether 
interviews give the best picture of a respondent’s thought process or become a process of 
active meaning making (Brinkmann, 2008, p. 4), I believe  that the answers I received 
form a well-constructed narrative of ideas supporting the decisions behind the 
visualizations. The interviews were intended to explore an area not often questioned in 
the making of DH projects and as such, I believe allowed the respondents to voice 
approaches they might not have been asked to explain before. 
Data Collection 
 
My population was those Digital Humanities scholars who are 1) responsible for 
producing data visualizations and/or making decisions about how they will be produced, 
and 2) have used archival material within a Digital Humanities project. They were the 
ones who had to decide how to use that material and make substantive design decisions 
about how the data visualization would represent the information in the archival sources. 
Sampling was a combination of purposive and convenience sampling informed by 
projects I worked on and people I learned about over the course of studying my research 
topic. The sample was purposive in that only those who have constructed Digital 
Humanities projects that include data visualizations based upon archival documents or 
information were included. Recruitment was based on a personal process and predicated 
on asking for an interview, through email or phone contact. Most subjects were someone 
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I knew through my own work with the Community Histories Workshop on the Dorothea 
Dix Hospital records project, from which two interviews were derived. Another was from 
the same lab. I also did an interview with Edward González-Tennant, the principal 
investigator for the Rosewood Heritage Project & VR Project, who I saw present on the 
project earlier this year at a University of North Carolina (UNC) symposium.1 
My goal was initially to include more interviews, but redundancy was achieved 
quickly and once I had found it outside of the same project, lab, and university, I felt that 
the sample size was sufficient. Interviews were conducted in person and online via Zoom 
meeting software, and recorded with either my laptop’s built in microphone and audio 
recording software, or the native Zoom recording software. Consent forms were signed at 
the time or in advance via Adobe Sign. All data was secured on my password protected 
laptop and on my Onyen protected OneDrive account at UNC.  
Data Analysis 
 
I transcribed the interviews and took note of important themes as I did so. Then 
after importing the transcripts into NVivo qualitative analysis software, I used those notes 
to code the emerging themes. I used an open coding strategy in an iterative process 
looking for emergent themes, which revealed items of interest fairly quickly. 
I was involved in the kind of work that I studied and as such have my own 
opinions, and possibly biases about it. In interpreting results and formulating questions, I 
have tried to be careful to avoid the implication of my own concerns about the 
representation of archival information in data visualizations, apart from the original 
                                                     
1 Dr. González-Tennant asked specifically to be identified and quoted in the interest of 
transparency, upon which his work in Rosewood has always relied. 
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inspiration for the study, because I want to know how others feel about it and what their 
concerns are when making decisions. My training has been in archives, even though it 
has been in the information technology area. So during the course of my own work with 
archival documents in visualizations, I’ve been very concerned with how to maintain 
their full context as a whole without any alteration. If one seeks to make them useable as 
data this is basically impossible. So I knew that my assumption might be that everyone 
else thinks of the problem in the same way I do. This turned out not to be the case, and I 
didn’t have any difficulty seeing my subjects’ point of view at all. But I did have to 
become more attentive to pedagogical concerns than I previously had been, a perspective 




Dorothea Dix Hospital History Project 
 
Undertaken by the Community Histories Workshop (CHW) at UNC Chapel Hill, 
this project started with a commission from the City of Raleigh to do historical due 
diligence work with respect to the transformation of the site of the Dorothea Dix Hospital 
into a multiuse park. After the mental hospital closed in 2012, the city purchased the site 
in part to stave off private development that many in the community believed would 
degrade the site, its history, and the people who lived and died there. The city committed 
to building a park that would be respectful of its past, using historical accounts as part of 
the planning process. The CHW found a trove of documents at the State Archives, many 
of which were not processed and not recorded in finding aids. Reporting and due 
diligence on these findings was straightforward, but the CHW’s commitment to further 
public access, inquiry, and scholarship required more than just recording the existence of 
these records. 
Having discovered the existence of the hospital’s intake ledger, general case 
books, and medical staff minutes which reflected directly on the lives of the hospital’s 
patients, the CHW undertook the digitization of these documents and the transcription of 
them, with the view to establishing a searchable database. They also had to contend with 
the ethical concerns surrounding privacy and medical information, despite the fact that 
they could only access records over 100 years old. Even that had originally been in doubt 
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until a law passed in 2016 exposed all state records to public examination after a 100 year 
sequester period. Privacy concerns still posed ethical dilemmas that continue to be part of 
the discussion around the evolving use of the project’s data, as well as the seemingly 
oppositional concern of public access, especially where family members are concerned. 
The tension between these concerns is not unique to this project and turned out to be a 
recurring theme during my research. 
In constructing the web site and database a tool called Prospect, developed by the 
Digital Innovation Lab at UNC was used. Availability, access to the source code, and 
technical support made it a good choice, as well as its ability to handle multiple users 
working collaboratively at a distance. In continuing work, Tableau has come to be used 
for a new series of inquiries, especially those tied to work in new classes and those 
involved with partners in the School of Medicine. But across both sets of tools, 
visualizations have been dictated in large part by research questions and have remained 
closely tied to ongoing classes and examinations of related material. Whether from the 
School of Medicine, which has shown an interest in the database as a way to look into the 
social aspect of the practice of medicine, or the approach of historical analysis and case 
studies, the view offered by the data and accompanying visualizations has remained in 
conversation with other forms of information. 
So far, the visualizations created are based on the intake ledger, a document of 
over 7000 records from 1856 to 1918. The ledger is essentially an analog spreadsheet, 
which remained consistent for 80 years, allowing it to be represented without altering its 
structure significantly for the digital environment. The database at the heart of the digital 
project is a direct transcription of each record, and separation of each into a single unit of 
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analysis. Information included in a patient’s record includes their patient number, name2, 
date of entry and discharge, age, gender, marital status, county of residence, nativity, 
condition on admission, supposed cause, occupation, and final condition. These can be 
sorted and examined by way of several visualizations including a card browser that 
allows records to be viewed differently by selecting different criteria, a condition 
comparison visualization that cross references conditions with gender, occupation, 
supposed cause, duration of stay, and final condition, and two different timelines based 
on intake date and duration of stay. The website also features case studies and supporting 
materials for the study of the records in context. 
 
 
Using the facet browser this screenshot shows that among the female patients, only 14 had occupations 
considered professional. A quick review of the selected records showed 12 were nurses (“Intake Ledger,” 
n.d.). 
  
                                                     
2 The names of patients are redacted in the publicly accessible database on the web. 
Instead records are identified by their number. The CHW has been contacted by family 
members looking for their relatives and has facilitated record searches using its database 
and other records. 
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NC Jim Crow Laws 1899-1919 Project 
 
I selected the NC Jim Crow Laws 1899-1919 project after discovering it was the 
pilot for another project of interest, namely On the Books: Jim Crow and Algorithms of 
Resistance. That project was named as part of the Collections as Data project and fit with 
the interest I had in the transformation of archival documents into data. But while that 
project is ongoing, the earlier Jim Crow Laws 1899-1919 project, undertaken within the 
scope of a class project, was complete, and it was used to render several visualizations. 
As it turned out the project had its genesis in a previous class centered upon the Silent 
Sam monument and the controversy surrounding it on the UNC Chapel Hill campus. 
After exploring the monument’s history in context, to include the legal codes in place at 
the time of its installation, the idea of dedicating a class and developing a project 
exclusively to Jim Crow Laws was born. The 20 year period of time was chosen both as 
an arbitrary cutoff to accommodate a semester of class time and to focus around the early 
part of the twentieth century when the statue was erected. 
The laws were transcribed from the State Archives website and metadata was 
assigned in the form of a title, year, scope (city, county, state), name of locality, lat-long 
coordinates, funding source, entity governed, initiating groups, impacted groups, and 
topics addressed. This database and its resulting visualizations were also constructed 
using Prospect and have some of the same visualizations as the Dix Hospital project, with 
the exception of a map that visualized the distribution of the locations affected by the 
laws and a bucket visualization that allows the laws to be sorted by a variety of criteria. 
These are also color coded so that they may be easily visualized without eliminating 
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choices at first. In all the visualizations, hovering over the point of interest reveals the 
name of the law.  
 
Map View (“Jim Crow Laws 1899-1919,” n.d.). 
 
Rosewood Heritage & VR Project 
 
 The Rosewood Heritage & VR project had its beginnings in 2005 when Dr. 
Edward González-Tennant, was just getting started in graduate school. He and a 
colleague became interested in Rosewood and its destruction in 1923 while at the 
University of Florida and felt it was deserving of further investigation as an archeology 
project. But while he intended it as a side project to his thesis work, he became familiar 
with the story and learned more about the community from survivors, descendants and 
their allies. “I got to the point where the archeology of 20th century life in Florida didn’t 
feel as compelling as the answers I could arrive at by doing a massive documentary 
archeology project,” González-Tennant told me. And so by 2008 he had switched the 
focus of his graduate work to Rosewood. 
 The project currently hosts several images and models of objects and locations 
used in the Rosewood Interactive History, as well as screenshots of past iterations of the 
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virtual world. There is also a map, discussion of methods, a digital storytelling video, oral 
history transcripts, census records, and a link to download the virtual history tour. 
Rosewood: An Interactive History (RAIH) is an immersive experience without giving 
into any of the more lurid gaming conventions upon which the Unity Game Engine used 
to build it might draw. It remains sparse and contemplative, without a soundtrack, and 
most notably, without people.  
 
A screenshot from the final version of RAIH showing the Carter homestead and blacksmith shop 
(González-Tennant, n.d.).  
  
Reconstructing the town nearly a century after its destruction by a white mob 
posed logistical, technical, and ethical challenges that have continued to be a part of the 
project. The first major obstacle encountered in Rosewood was the fact that the land is 
now almost entirely privately owned. Landowners were not particularly interested in 
having their property dug up, and thus the inspiration for documentary archeology to 
guide further exploration was born. González-Tennant pored over thousands of property 
records, historic deeds, and a few plat maps to reconstruct the metes and bounds of the 
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historical properties from the time of Rosewood’s founding until its destruction in 1923. 
What’s important about González-Tennant’s method is not just how it reconstructs the 
physical presence of the town, but how it contextualizes the town’s existence in a larger 
pattern of violence against African Americans happening across the United States at that 
time. “In Rosewood the use of geospatial mapping to analyze and interpret hundreds of 
property deeds demonstrates the development of a particular pattern of African American 
homeownership, and the role it played in contributing to the town’s destruction” 
(González-Tennant, 2018, p. 13). 
 Rosewood was rural and unincorporated so the documentary sources are 
themselves fragmented. There are no city directories, Sanborn maps, or neat plat maps 
dating from the town’s origins. Bringing the sources together digitally affords an 
opportunity that the documentary evidence has trouble supporting on its own. In addition 
to the original documents, oral histories taken in relation to the work of a state 
commission in 1990s to investigate the destruction of Rosewood, and subsequent oral 
histories have added to the picture of what Rosewood was like. Photographic evidence is 
just as sparse and so to reconstruct many of the buildings, representative architecture is 
used from local sources like the University of Florida’s collection of historic 
photographs, historical societies, and even some contemporaneous houses that are still 
standing. Agricultural and industrial building such as the turpentine still shown as a 3D 
model on the website was modeled using Department of Agriculture photographs of stills 
used in the area. So while it may not look exactly like the still that existed in Rosewood, 
we know there was one and it probably looked very similar. These kinds of 
interpretations and extrapolations are necessary in a place where a hole has been left in 
 28 
the history of a place and in lives of its survivors and inhabitants by violence and 
systemic racism. The attempted erasure of the town is reinforced by the erasure from the 
records, to include the disappearance of the grand jury records from the trials after the 
riots of January 1923. Efforts to place Rosewood firmly back onto the map have taken a 






All of the people involved in the projects surveyed were motivated by the 
discovery of their source material in some way. Whether that material was incidental and 
created research questions, or was discovered as a product of asking directed questions, 
the factors that drove decisions from that point forward were largely of two kinds: 
epistemological factors and ethical factors. There was a third set of fundamentally 
technical factors that influenced the decisions about what tools to use to create the 
projects and related visualizations, but these were invariably in support of those primary 
motivators. In examining these factors I also noticed that they could apply both positive 
and negative pressure, often remaining in tension and shaping the projects as well as 
decisions made along the way and as a project progressed. 
Epistemological Factors 
 
Learning by Doing 
 
A fundamental component of Digital Humanities is making things as a way of 
knowing. And to an archivist this looks the process and products are inextricably 




The great value of teaching DH to undergrads, I have come to believe, is not showing 
them how to use new technology, but to show them how provisional, relative, and 
profoundly ideological is the world being constructed all around us with data. It is an 
opportunity to show them that our most apparently universal categories – man/woman, 
black/white – are not inevitable, but the result of very specific power arrangements. 
(Posner, 2016, p. 35) 
 
My entire sample was made up of scholars who created DH projects in service to the 
study of core areas of interest and wanted to learn something by doing so. Each of them 
was motivated to teach something as well, whether it was directly to students in a 
classroom environment, through outreach to communities and the general public through 
a website, or by using the project for further inquiry and directed study. Even those in 
charge of the projects found more than they were expecting and ended up pursuing areas 
of inquiry that pushed their disciplinary boundaries to ask questions about how the data 
formed or was formulated by the questions they asked. Those involved in these projects 
seemed well aware of the power they were wielding and took time to do so carefully; 
engaging with communities, experts beyond their field, and each other in the process.  
Not only did students learn from their interaction with the projects once complete, 
but the work on the projects created a familiarity with the source material that invariably 
ended up shaping interpretations of it. In the case of the Dix Hospital project, the passage 
of time rendered much of the language difficult to parse, but students transcribing the 
records observed patterns of occurrence, even prior to the application of any digital 
statistical sorting, that allowed them to understand when something important was being 
said, and to question the outcome of statistical sorting if it didn’t seem to make sense 
given what they had seen and read. In the case of the Jim Crow Laws project, an early 
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attempt at text analysis proved ineffective due to the nature of the older scanned 
documents and the inability of optical character recognition (OCR) software to 
comprehend documentary artifacts and unusual formats. But when the students read the 
laws, they were able to discern patterns of prejudice in laws whose language was 
euphemistic and bureaucratic. In the Rosewood Heritage project, the concerns of the 
living descendents superseded the direct research interests that began the project, and 
informed further inquiry. 
Uniquely Digital Inquiry 
In many cases the isolation of the data from the original document was considered 
helpful in identifying items of interest. For example in the case of the Jim Crow Laws 
project, most of the laws are recorded as part of session laws, in which they appear as 
part of tremendously long documents containing all kinds of laws passed during that 
legislative session, without any way to sort through them. So finding the laws relating to 
segregation in the analog text becomes a laborious task of reading an entire session. 
While it’s true that those sessions may offer context with regard to what else might have 
been discussed and passed by the legislature in a session, and by whom, that avenue is 
left open for exploration by the inclusion of links to the original source documents on the 
project site. 
Similarly in the Dix Hospital project, the analysis of the intake ledger by any kind 
of search process would be humanly impossible within any reasonable time frame if one 
wanted to find, for example, all of the women, admitted within 10 years after the Civil 
War, with melancholia. An analysis like that depends on digital indexing and 
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computational methods to render the content of the archive legible for any kind large 
scale analysis. 
In the case of the Rosewood Heritage &VR Project, the documentary evidence is 
so fragmentary that bringing it all together in one body of digital work creates perhaps 
the most comprehensive picture available of a lost community. The sources brought 
together to support the documentary evidence are novel, including LiDAR data from 
ground scans and local architectural sources as well archeological finds. None of the 
sources could stand on its own to support a full picture of Rosewood and its life before 
1923; in fact the picture is still far from complete. But each of these sources makes 
possible a record that wouldn’t be available otherwise to offer a window to study 
Rosewood’s past and its connection to the present. 
Ethical Factors 
 
Ethical factors turned out to be a vitally important in decision-making and 
motivated almost every step of the projects I studied. Ethical considerations exerted a 
push and pull on scholars in different directions, to answer the needs of different 
constituencies and consider competing agendas that were often equally valid, but directly 
contradictory, such as the need for privacy surrounding sensitive records versus the desire 
to be transparent and provide public access. Two broad categories of factors included 




 The motivation toward community service turned out to be at the heart of all the 
projects I studied to one degree or another. A project like Rosewood Heritage was more 
directly connected to and influenced by its community that the NC Jim Crow Laws 
project, but each had related factors to consider. One of the principle factors in the 
decision to create the Dix Hospital project was to serve the community of citizens, 
families, and scholars who were entitled to access to these state records, but would 
remain unaware of them and unable to meaningfully query them in the archives. When 
they were discovered, researchers with the CHW asked when the records would be 
digitized and were told it would likely be sometime the next year.  
 In the case of Rosewood, the project is entirely informed by its ethical grounding 
in telling the story of a community’s life before destruction by racial violence and the 
connection of that violence, and the patterns that spawned it, to the present. The 
interactive history allows users to interact with the place to learn of its past, and attempts 
to represent that past as faithfully as possible, but as much as people’s lives were 
effected, Dr. González-Tennant considers them off limits in the interactive history. The 
decision to exclude people from the Rosewood project is an important ethical stance that 
reminds us that just because there is an expectation in a digital environment doesn’t mean 
it has to be met if the information is insufficient and it would be harmful. It is also a 
reminder that even though archival records tend to be centered on people and their lives, 
and both DH scholars and archivists seek to tell their stories, the records don’t always 
support that directly. Thus the decision to make the project about place, space, buildings, 
and the environment to tell the story is the most appropriate. 
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Transparency 
 Transparency had a twofold meaning in the projects I studied in that its scholarly 
meaning tended to be methodological, but its second intent was clearly to the community 
service factor and was meant to assure communities that the records were being handled 
with respect and the process was made clear to them. But there were some conflicts in 
this area. Of the transparency factors encountered, some were broad and some were more 
specific to disciplines. For example, in archeology protecting the site from looters 
requires keeping details of maps private, a requirement that directly opposes 
transparency, but also protects the original site and the community of which it is a part.  
 Interpretation was invariably a part of each project and transparency was a factor 
in deciding how to present visualizations and how to document the interpretations 
involved. In the case of the Dix Hospital project, the data schema includes field 
descriptions that indicate whether an attribute is transcribed or derived. For example, the 
duration of stay is a valuable piece of information, but it is derived from the recorded 
date of admission and discharge from the hospital. There are records from which that 
information is missing and the omission renders the duration useless, and also, records in 
which the patient has been admitted multiple times. So the duration becomes one piece of 
derived information that tells one aspect of the story, and knowing where it comes from is 







 The tools chosen for each of the projects tended toward high availability, 
including support from the university and library, and familiarity to staff. While this 
might be seen as a lack of insistence on the optimal tool, it can also be seen as the broad 
availability of acceptable tools. Prospect was available to two of the projects based at 
UNC and was both readily supported and easy to modify because the source code was 
available. Since it was developed at the DIL, people who could instruct users, modify it, 
and trouble shoot it were on hand to bring projects to fruition. In the case of the Dix 
Hospital project, the shift toward Tableau has only come as the library support for it has 
expanded and members of the team have become more familiar with it. 
 In the case of Rosewood, the initial choice was to use ArcGIS for mapping as it 
was the most readily available and well understood system for GIS based visualization. 
Since then, Dr. González –Tennant has moved to QGIS, an open source tool, in what he 
acknowledges is a statement about values in the selection and support of tools as much as 
their affordances. His choice of the Blender open source 3D modeling software and Unity 
game engine were based in part on his own familiarity with them and in part on that of 
partners in the development of the Interactive History Project.  
Affordances 
 All of the tools selected were chosen because of the affordances they offered to 
the developers of the projects. However, the search for the best tool in existence versus 
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the tool that was readily available does not seem to have been a motivating factor. In part 
this seems to indicate that a lot of good tools that do what is needed to create these 
visualizations are readily available. But it also seems that within the Digital Humanities, 
there is a feeling that the tool is secondary to the scholarship involved, at least in terms of 
selecting the tool. “They’re all just tools,” one participant told me, “What we do with 
them makes the story we’re trying to tell meaningful.” It would seem that how the tools 
are used is of greater concern than the initial selection, so long as the tool can 
accommodate the necessary inquiry. 
 Two examples of the tools not supporting that inquiry, at least fully, came up 
within the two UNC based projects. In the NC Jim Crow Laws project, there was an 
initial attempt to use OCR and machine learning to do text analysis on the session laws, 
but the available technology was found to be inadequate to the task. This resulted in two 
outcomes, only one of which is a part of the project I studied. That outcome was the 
development of the small scale, class based project in which students read the laws and 
transcribed them, having determined which laws were related to segregation themselves. 
The second outcome is the one that pushes for better technology in the form of advancing 
the OCR and machine learning capabilities within the ongoing On the Books: Jim Crow 
and Algorithms of Resistance project. So there is ongoing development related to a lack 
of affordances in the technology as the pilot project experienced it, but it doesn’t 
invalidate the initial project’s work. 
 The second example is that of the Dorothea Dix Hospital project, which has 
shifted in part to Tableau to visualize a new set of inquiries, especially those posed in 
relation to its work with the School of Medicine. Prospect was the ideal tool to create the 
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database and curate the original data set, including the creation of metadata, transcription 
records, and derived fields. But even those involved with its creation admitted that it 
couldn’t answer a variety of questions that might be posed, especially those that required 





 This study sought to examine the factors that influence the decisions of those who 
construct data visualizations for Digital Humanities projects using archival and primary 
sources. In the process of doing so I uncovered the primary motivations of scholars 
toward teaching and learning and the considerable role of ethical factors in decision-
making, as well as the fact that those considerations are not so different from the factors 
that influence how archivists do their work. In addition, technical factors tend to be 
centered on the affordances of digital tools as well as their availability and support 
structures, all concerns that archivists would recognize when considering how technology 
will be integrated into their workflows. I found that archivists were supportive partners in 
all of these projects, having more enthusiasm for supporting Digital Humanities projects 
than previously assessed. And it’s not just because their material is being used but 
because DH scholars can do things with it that an archivist can’t, illuminating 
connections with digital inquiry that would be impossible to do with a simple 
examination of documentary sources. In this respect the partnership between DH scholars 
and archivists will likely continue to flourish even as conversations continue about the 
value that each can bring to each other’s work and the direction of collection 
development on the future. 
 While this study was limited by a small sample size, which can always be 
expanded upon for a greater understanding, I think the most interesting possibility for
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 future research lies in the continuing trend of making collections available as data. This 
work is happening across libraries and archives now and it will be interesting to see how 
future scholars will make use of those machine readable collections in Digital Humanities 
visualizations, what products they will develop, all of which will be as inextricably tied to 
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Appendix A: Recruitment Email 
 
Dear Scholar, 
Hello, my name is Leah Epting, and I am a graduate student at UNC, Chapel Hill 
conducting research on the visualization of archival documents in the Digital Humanities. 
My project seeks to understand the decisions of Digital Humanities scholars and others 
involved in the making of those visualizations. To enable this research, I would like to 
interview scholars with insight into this process, and would like to invite you to 
participate. The interview would take no more than an hour and possibly less, and I can 
meet at a time and location convenient to you. 
You will not be personally identified and all information you supply will be kept 
confidential. 
Thank you for your consideration, and I look forward to hearing from you. 
 
Leah Epting 
UNC, Chapel Hill 
School of Information and Library Science 
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Appendix B: Interview Guide 
 
• Please describe the Digital Humanities Project are you involved with. 
• What was the motivation for the project? 
• How did you discover and/or select the archival material on which the project is 
based? 
• Please describe the archival documents or data that were used in making the Data 
Visualization. 
o Are they represented in full anywhere in the project? 
o Are there connections between the visualization and full document? 
 Are these connections necessary in your view? 
 Why or why not? 
• Please describe the kind of Data Visualizations you have made for the project. 
o Using what tools? 
o Why did you select that tool? 
 What were your assumptions about the users of the project? 
 Were there special considerations regarding what tools were 
chosen? 
• Institutional preferences? 




• Technological dependencies? 
o How is the information represented using that tool? 
 How did you select categories, unit of analysis, or define 
granularity? 
o Are there things you wish it could do that it can’t? 
• How did you decide how archival documents and information would be used 
when designing this visualization? 
o Do you think anything was lost or obscured in the process? 
• Did you have to alter the context or presentation of the original document or 
information? 
o How? 
o Did you have concerns about doing so? 
o Do you feel that the changes you made altered any aspect of the 
“meaning” of the original? 
• Did you explore alternative ways of presenting the document or information? 
• What are your plans for the future of the project? 
o Adding related archival sources? 
o New visualizations? 
 
