Abstract-A measure of correlation is said to have the tensorization property if it does not change when computed for i.i.d. copies. More precisely, a measure of correlation between two random variables X, Y denoted by ρ(X, Y ), has the tensorization property if ρ(X n , Y n ) = ρ(X, Y ) where (X n , Y n ) denotes n i.i.d. copies of (X, Y ). Two well-known examples of such measures are the maximal correlation and the hypercontractivity ribbon (HC ribbon). We show that the maximal correlation and the HC ribbon are special cases of the new notion of -ribbons, defined in this paper for a class of convex functions . -ribbon reduces to the HC ribbon and the maximal correlation for special choices of , and is a measure of correlation with the tensorization property. We show that the -ribbon also characterizes the recently introduced -strong data processing inequality constant. We further study the -ribbon for the choice of (t) = t 2 and introduce an equivalent characterization of this ribbon.
processing inequality of mutual information, local transformation of (X n , Y n ) to (A, B) is infeasible. However, note that mutual information is additive, i.e., we have I (X n ; Y n ) = n I (X; Y ). Then, unless X and Y are independent, by choosing n to be large enough, I (X n ; Y n ) becomes as large as we want and greater than I (A; B) . Therefore, the data processing inequality of mutual information does not give us any useful bound on this problem, simply because mutual information is additive and increases when computed on i.i.d. copies. So we need to use a measure of correlation with the tensorization property as defined below.
Suppose that there is some function ρ(·, ·) of bipartite distributions that similar to mutual information satisfies the data processing inequality (i.e., it is a measure of correlation), but instead of additivity satisfies
The above equation is called the tensorization property. Given such a measure we find that local transformation of (X n , Y n )
to (A, B) is impossible (even for arbitrarily large n) if ρ(X, Y ) < ρ(A, B).

A. Maximal Correlation
A notable example of such a measure of correlation is maximal correlation [15] , [16] , [25] , [26] , which was used by Witsenhausen [27] in his extension of the result of Gács and Körner on common information [14] . Maximal correlation ρ(X, Y ) of a bipartite probability distribution p XY is the maximum of Pearson's correlation coefficient over all nonconstant functions f and g of X and Y respectively. That is,
where E[·] and Var[·] denote the expectation value and variance respectively; moreover, the maximum is taken over all non-constant functions f = f (X) and g = g(Y ). Maximal correlation satisfies the following two important properties: 1) Tensorization: We have
when (X 
when A − X − Y − B forms a Markov chain. Thus, maximal correlation can be thought of as a measure of correlation.
B. Maximal Correlation Ribbon
Another measure of correlation that satisfies the tensorization property is the maximal correlation ribbon (MC ribbon) defined in [5] . MC ribbon S(X, Y ) is the set of all pairs (λ 1 , λ 2 ) ∈ [0, 1] 2 such that
for all functions f (X, Y ), where E[·|X] denotes the conditional expectation. It is shown in [5] that the MC ribbon satisfies the following properties: forms a Markov chain. Thus the MC ribbon satisfies properties similar to those of maximal correlation. Indeed it is shown in [5] that the maximal correlation can be characterized in terms of the MC ribbon:
over all (λ 1 , λ 2 ) ∈ S(X, Y ) with λ 2 = 0. Thus the MC ribbon is a parent invariant of bipartite correlations which also characterizes ρ(X, Y ). Moreover, as will be done later in this paper, the definition (5) can easily be generalized to the multivariate case (more than two random variables).
C. -Entropy
For a function , the -entropy of f (X) is defined by
Then for (t) = t 2 
we have H ( f (X)) = Var[ f (X)].
Moreover, the MC ribbon is equal to the set of pairs (λ 1 , λ 1 ) ∈ [0, 1] 2 such that for all functions f (X, Y ) we have
This expression for the MC ribbon suggests generalizing its definition for arbitrary choices of , or at least for convex ones. This idea would seem more reasonable once we note that another important measure of correlation that satisfies the tensorization properties, namely the hypercontractivity ribbon (HC ribbon) defined by Ahlswede and Gács [1] and also studied 1 by Kamath and Anantharam [17] , can also be expressed in the above form; the -ribbon for the choice of (t) = 1 − h((1 + t)/2) where h(·) is the binary entropy function (h( p) = −p log p − (1 − p) log(1 − p)) reduces to the HC ribbon [23] . As a result, the two most well-known measures of correlation that satisfy the tensorization property can be expressed in terms of -entropy. 1 The term "hypercontractivity ribbon" was first used by Kamath and Anantharam.
D. Our Contributions
For any convex function we define a -ribbon associated to any k (correlated) random variables (X 1 , . . . , X k ). We prove that -ribbon satisfies the tensorization property as well as the monotonicity property similar to the MC ribbon assuming that satisfies an important technical condition. Then the MC ribbon and the HC ribbon belong to a family of measures of correlations all of which satisfy the tensorization property. Therefore, -ribbon can be utilized in any of the known applications of the HC ribbon and the maximal correlation that is based on the tensorization property (such as non-interactive distribution simulation [17] , [21] , [22] or transmission of correlated sources over a noisy network [19] ). The technical condition that we require to satisfy is concavity of 1/ , which is exactly the same condition under which -entropy becomes subadditive. Subadditivity of entropy for independent random variable is a tool that is used to prove certain concentration of measure inequalities (see, e.g., [7] and references therein). Our -ribbon, defined for arbitrary correlated random variables, can be understood as a generalization of the subadditivity inequality of -entropy.
Studying -ribbon further, we show that a quantity introduced in [24] , called the strong data processing inequality constant, can be characterized in terms of -ribbon in the same way that the MC ribbon characterizes ρ defined in (2) . Moreover, we show that the MC ribbon, as a set, includes all other -ribbons and in this sense is a special one. Moreover, we prove equivalent characterizations for the MC ribbon which help us to compute it efficiently. In particular, we compute the MC ribbon of a multivariate Gaussian distribution in terms of its covariance matrix. We also fully characterize the MC ribbon in the bipartite case in terms of maximal correlation.
E. Organization
This paper is organized as follows: in Section II, we define the notation used in this paper and provide some preliminaries about the hypercontractivity ribbon and the -entropy. We define and study the -ribbon in SectionIII. In Section IV, we study the -strong data processing inequality constant. Finally, in Section V, we consider the special case of (x) = x 2 and provide some results for the corresponding -ribbon (the maximal correlation ribbon).
II. PRELIMINARIES
A. Notation
Sets are denoted by calligraphic letters as X . Random variables are denoted by capital letters as X and their values by lowercase letters as x ∈ X . Such a random variable is determined by its distribution p X , i.e., with values p(X = x) = p(x) for x ∈ X . Except otherwise stated, we restrict to random variables taking values in finite sets, i.e., all the random variables throughout the paper are assumed to be discrete unless stated otherwise.
We use boldface letters to denote matrices. We let
. Similarly, when we have k random variables
When k = 0, we use X [k] to denote the empty sequence. We also use i to denote {1, . .
Let X be a random variable taking values in a finite set X . Then a function f : X → R can itself be thought of as a random variable f (X). In the following for simplicity of notation, we sometimes omit the argument in f (X) and denote this random variable by f . The expectation and variance of f are denoted by E[ f ] and Var[ f ] respectively. We sometimes denoted them by E X [ f ] and Var X [ f ] to emphasis that they are computed with respect to the random choice of X. Similarly, a function f : X × Y → R can itself be thought of as a random variable f (X, Y ), which as before sometimes is denoted simply by f . When (X, Y ) have the joint distribution p XY , the conditional expectation
is a function of X; it is equal to the conditional expectation of f , over the random choice of Y , given a fixed value for X:
We can then talk about
. A function is said to be smooth if it has derivatives of all orders everywhere in its domain.
We denote the binary entropy function by
B. Hypercontractivity Ribbon
We have already defined an important measure of correlation with the tensorization property in (2) . Another important such measure is the hypercontractivity ribbon.
Definition 1 [1] , [17] 
where the norms · r are defined by f r = E | f | r 1/r . We should mention here that the HC ribbon defined in [17] is indeed the set of (r, s) = (1/λ 1 , 1/(1 − λ 2 )) for which (λ 1 , λ 2 ) ∈ R(X, Y ) as we defined above. Nevertheless, we prefer this definition for later use.
HC ribbon satisfies several interesting properties for which we refer to [1] and [17] . Here we only mention the surprising result of Nair [23] that HC ribbon can be characterized in terms of mutual information (a related characterization was also found in [10] 
Here the mutual information terms are computed with respect to p(x, y, u) = p(x, y) p(u|x, y). Furthermore, without loss of generality one may restrict to auxiliary random variables U that are binary.
An important quantity related to the HC ribbon is the strong data processing inequality constant [1] , [3] . Given finite random variables X and Y distributed according to p(x, y), the strong data processing inequality constant is defined as follows:
Note that for a Markov chain U − X − Y , by the data processing inequality we have I (U ; X) ≥ I (U ; Y ) (and then s * (X, Y ) ≤ 1). This is the reason that s * (X, Y ) is called the strong data processing inequality constant. s * (X, Y ) can be characterized in terms of HC ribbon as follows:
where the infimum is taken over all (λ 1 , λ 2 ) ∈ R(X, Y ) with
It is straightforward to generalize the definition of HC ribbon as well as Theorem 2 to the multivariate case. The HC ribbon, R(X 1 , . . . , X k ), associated to k random variables
Then it is easily verified that Theorem 2, with the same proof, holds in the multivariate case. That is, R(X 1 , . . . , X k ) is equal to the set of tuples (λ 1 , . . . , λ k ) ∈ [0, 1] k such that for any auxiliary (binary) random variable U we have
C.
-Entropy
To present our main results we need to define and review the properties of -entropy. The reader may refer to [7, Ch. 14] for a more detailed treatment of the subject, and to [4] , [8] , and [9] for some applications of -entropy.
Let f = f (X) be a function of a random variable X. Also let be a function that is defined on a convex set that contains the range of f . Then the -entropy of f is defined by
In this paper we always assume that is convex, in which case
by Jensen's inequality. For the choice of (t) = t 2 , theentropy simply reduces to variance: 
for 
Furthermore, we set
With these notations, we can now express -entropy's version of the law of total variance:
We call the above equation the chain rule for -entropy as it parallels the chain rule for Shannon entropy. Along the same lines, one can prove the following conditional form of the chain rule for -entropy. Suppose that f (X, Y, Z ) is a function of three random variables (X, Y, Z ).
Then we have
which is a generalization of (21) . This equation and the nonnegativity of -entropy imply that
In other words, just like Shannon's entropy, conditioning reduces -entropy. Observe that, using the chain rule, (23) can be also written as
Lemma 4: Let be a convex function and fix the distribution p X and function f (X). Then the function
is convex. Proof:
So it suffices to prove the convexity of
which is immediate once we note that for any convex , the function
is jointly convex for s > 0.
The following simple lemma will be used frequently. 
Proof: Taking the Taylor expansion of around c we have
Now taking the expectation of both sides and noting that Eg = c, we obtain the desired result. So far the only condition we put on is convexity. We must however consider a more restricted class of functions. [7, Exercise 14.2] ):
Let us clarify a few points in this definition. First, we exclude affine functions (t) = at + b simply because H ( f ) always vanishes if is affine. Second, from the above list of equivalent conditions, we mostly use (i) which has nothing to do with the smoothness of . We indeed assumed smoothness only because in this case we have the equivalent conditions (v) and (vi) which can easily be verified. Third, using (v), (x) is strictly positive for any ∈ F . That is, functions in F are strictly convex.
Examples of functions in F include (t) = t log t and (t) = t α for α ∈ (1, 2] as well as their affine transformations such as
The following lemma is a key tool in our proofs in the next section.
Lemma 7: (a) Assume that X and Y are independent random variables, and f (x, y) is arbitrary. Then, for any ∈ F , we have 
(c) Under the same condition as in part (b) we have
Proof: (a) Based on property (i) of Definition 6, an induction argument on |X | shows that for every distribution p X , the function
is jointly convex. This means that for every distribution q Y and f (x, y) we have
This is equivalent to
This part is just the "conditional" version of (a). To prove this, write down the inequality of part (a) for the function g (z) (x, y) = f (x, y, z), for every fixed Z = z, and then take average over z.
Finally, (c) follows form (b) once we use the chain rule 
where
Using the conditional form of the chain rule (22) as well as part (b) of Lemma 7, for every 0 ≤ j ≤ k − 1 we have
Summing up all these inequalities gives the desired result.
Observe that subadditivity of -entropy for the choice of (t) = t 2 is nothing but the Efron-Stein inequality. Using the chain rule for -entropy (21) ,
we can equivalently express the sub-additivity of -entropy as
From here, it is a short trip to motivate our notion of -ribbon, formally defined in the next section and studied in the rest of this paper. Let us ask for the set of possible non-negative numbers λ 1 , . . . , λ k for which
holds for all functions f , i.e., we are asking for the best possible constants that one can substitute instead of 1/(k − 1) in (38). This question about the set of coefficients λ i can be asked even when X 1 , X 2 , . . . , X k are correlated sources.
, and ask for the set of coefficients λ i such that
. This is what we call the -ribbon associated to
III. -RIBBON
In this section we present our main definition, namely theribbon, and prove some of its properties. In particular, we show that it generalizes both the MC and the HC ribbons, and satisfies the tensorization and monotonicity properties.
(41)
Note that we require the above equation for any function f (X [k] ) whose range is in the domain of ∈ F .
From the definition it is clear that -ribbon for the choice of (t) = t 2 reduces to the MC ribbon defined in Introduction. Furthermore, according to Example 3 and
Letting f to be only a function of
On the other hand, using the chain rule and the fact that -entropy is non-negative, we have
This means that the nontrivial part of the -ribbon is the set of k-tuples of non-negative numbers whose sum is greater than one.
Example 10:
In the following we show that the -ribbon is the largest possible ribbon when X i 's are mutually independent.
Proposition 11:
Proof: We need to show that
For this, we again use the conditional form of the chain rule (22) as well as part (b) of Lemma 7. For any 0 ≤ j ≤ k−1 we have
where in the second line we use Lemma 7 for the function
. Summing up all these inequalities, we obtain the desired result.
We can now prove the main result of this section, namely the tensorization and monotonicity properties for the -ribbon.
Theorem 12: For any ∈ F , the -ribbon satisfies monotonicity and tensorization as follows:
). For this we need to show that for every function
Using the definition of
On the other hand, since Y [k] are mutually independent conditioned on X [k] , using Proposition 11 (in fact the "conditional" version of (43)) we find that
Summing up (48) and (49), and using the chain rule we arrive at
Therefore, it suffices to verify that
Then this inequality can be written as
Now note that we have the Markov chain X i − X i − Y i , so by part (c) of Lemma 7 we have
Then (51) follows from (24) .
(ii) In the definition of
To prove the inclusion in the other direction, let
and let f (
) be arbitrary. We need to show that
Using our assumption on
Next we consider f , for a fixed
Summing up these two inequalities and using chain rule, (55) is implied if we have the following inequality for all i
This inequality follows once we note that we have the Markov chain X i − X i − Y i , and we can use part (c) of Lemma 7 for
A. Examples
Natural choices for the function (t) ∈ F are
defined on [0, ∞). Without changing the correspondingribbon, we can even restrict the domain of 
Then α ∈ F , and we have
Note that 2 = ϕ 2 for which the associated -ribbon is equal to the MC ribbon.
Theorem 13:
A consequence of the above theorem is that by varying the parameter α from 1 to 2, the -ribbon varies from the HC ribbon to the MC ribbon. The proof of this theorem is given in Appendix A.
IV. -STRONG DATA PROCESSING INEQUALITY CONSTANT
Let us focus on the bipartite case, namely, k = 2. Suppose that we have two random variables (X, Y ). Then for any function f (X) of X, we have
This inequality can be thought of as a data processing inequality. Indeed, when 
We call η (X, Y ) the -strong data processing inequality constant (-SDPI constant).
We borrowed the term -SDPI constant from Raginsky [24] who defines almost the same invariant. The only difference is that in the definition of [24] it is assumed that E[ f ] = 1. This extra assumption, however, does not make a difference in the interesting example of ϕ α (t) = t α as f (X) can be scaled (as mentioned in Section III-A). [25] and [26] . Moreover, for the choice of 
holds for all ∈ F . Let us start investigating properties of η (X, Y ) with two results already proved in [24] . The proof of the following proposition is an immediate consequence of Lemma 4.
Proposition 16 [24] : For any convex , and fix p X the function
is convex.
The following theorem is a generalization of this fact.
Theorem 17 [24] : For any ∈ F we have
Take some c in the interior of the domain of , and consider the function g(X) = c + f (X) for small || > 0. Then by definition we have
Now (68) follows by applying Lemma 5 on both sides of this inequality.
We can now state our main result about the -SDPI constant.
Theorem 18: Let ∈ F be a convex function defined on some compact interval. Then we have
where the infimum is taken over all
is derived from the results of [1] and [3] . For (t) = t 2 it is proved in [5] .
This theorem has a technical assumption, that the domain of is compact. We do not know whether the theorem holds without this restriction. Nevertheless, this assumption is already satisfied (or can be assumed without loss of generality) for all examples given in Section III-A.
Proof:
Since f is taken to be a function of X only, we have
Thus we have
, and then
To prove the inequality in the other direction we show that for any δ > 0, we have
To show this, it suffices to argue that there exists n such that the pair (λ
2 ) given by
Suppose that this is not the case. Then, for any n there is a function
Since X and Y are assumed to be finite, and the images of functions f (n) are in a compact interval (i.e., the domain of ), there is an increasing sequence
for some functionf . is continuous and defined on a compact interval. Thus, there is a constant M > 0, such that |(t)| ≤ M for all t. As a result, the -entropy of any function is at most 2M. Then from (80) we have
Therefore, by a continuity argument we conclude that
. From this equality and the fact that ∈ F is strictly convex, we infer thatf =f (X) is a function of X only.
Next, using (79) we find that
Moreover, sincef is a function of X, by the definition of η (X, Y ) we have
Putting these two inequalities together we conclude that H (f ) = 0, which again by the strict convexity of imply thatf is a constant, i.e.,
for some constant c.
such that
Observe that lim k→∞ k = 0 since f (n k ) , and then E[ f (n k ) |X] converge to constant functions. We also have lim k→∞ c k = c. Moreover, g (k) 's are uniformly bounded since they have zero expectation and Var X E g (k) X = 1. Now using Lemma 5 we find that
Here, in particular, we use the fact that g (k) 's are uniformly bounded. We similarly have
and
Using these in (79) and (82), and noting that k > 0 and that 0 < (c k ) < (c) + 1 for sufficiently large k, we find that
for some constant M . As mentioned above the functions g (k) are uniformly bounded. Then there is an increasing sequence {k j : j ≥ 1} such that
for some function g(X, Y 
andĝ is a function of X we have
Comparing the above two inequalities and using
, which is in contradiction with Theorem 17. We are done. We now state the tensorization and monotonicity properties of the -SDPI constant.
Theorem 19: For any ∈ F , the -SDPI constant η (X, Y ) satisfies the followings:
The tensorization of η (X, Y ) is already proved in [24] . Moreover, this theorem, in the case that the domain of is compact, is a simple corollary of Theorem 18 and the monotonicity and tensorization properties of the -ribbon.
In Appendix B we give a generalization of the SDPI constant associated to two functions , . This constant which we denote by η , (X, Y ), coincides with η (X, Y ) when = . We prove in Appendix B that η , (X, Y ) satisfies the tensorization and monotonicity properties, from which Theorem 19 follows as a special case.
A. Example: Sums of i.i.d. Random Variables
Let X 1 , . . . , X n be n i.i.d. random variables. For any 1 ≤ ≤ n define
It is known that [13] for any 1 ≤ m ≤ n we have 
We note that this theorem in the limit of m, n → ∞ with fixed ratio m/n gives the result of [28] which computes η for pairs of Gaussian random variables. To prove this theorem we borrow ideas from [18] .
Proof: By Theorem 17 we already know that η (S n , S m ) ≥ ρ 2 (S n , S m ) = m/n. Then it suffices to prove that η (S n , S m ) ≤ m/n. For this we need to verify that for
Observe that for any 1 ≤ ≤ n, the conditional distribution of S n given
Then by the chain rule we have
Let us denote the above quantity by c . We claim that
To prove our claim, note that since X i 's are i.i.d. we have
. Therefore, using the chain rule we obtain
Let
Now since X [−1] , X and X +1 are mutually independent, using part (b) of Lemma 7 we arrive at c +1 − 2c + c −1 ≥ 0 and then (103) holds. We prove by induction that
The base case = 2 is immediate from (103) and that c 0 = 0. The induction step follows from
We conclude that c n /n ≥ c m /m since m ≤ n, which is equivalent to (100).
V. MAXIMAL CORRELATION RIBBON
In this section we focus on the function (x) = x 2 . We note that ∈ F , so the ribbon R (X [k] ) satisfies the monotonicity and tensorization properties. The ribbon R (X [k] ) for this particular function is introduced in [5] as the maximal correlation ribbon (MC ribbon) and is denoted by S (X [k] ). So we will adopt this notation here too. Thus
Observe that hereafter with no loss of generality we may assume that E f = 0.
The following theorem states that the MC ribbon is the largest possible -ribbon.
Theorem 21: For any ∈ F we have
The proof of this theorem is based on Lemma 5 and is similar to that of Theorem 17. So we skip a detailed proof.
A. Alternative Characterizations of the MC Ribbon
We now discuss an alternative characterization of the MC ribbon. We first show that to compute the MC ribbon, it suffices to restrict to a special class of functions f (X [k] ). 2 Proposition 22: In the definition of the MC ribbon
Proof: Let F X [k] be the linear space of all functions over X 1 × · · · × X k equipped with the inner product:
be the linear space of all functions that depend only on X i . Observe that for any i = j ,
} is the set of constant functions. Moreover, F 0
consists of all zero-mean functions that depend only on X i . Putting these together we have
is the set of functions that are orthogonal to all functions that depend only on one of X i 's. Observe that, for any function
vanishes since it is the inner product between u and E[u|X i ], which is a function of X i . Let f ∈ F X [k] be an arbitrary function with E f = 0. By the above decomposition there exist g i ∈ F 0
Now fixingf , since Var[u] ≥ 0, the inequality (108) holds for all f =f + u if and only if it holds forf . This completes the proof.
We can further simplify calculation of the MC ribbon.
Theorem 23: The MC ribbon S(X 1 , . . . , X k ) is equal to the set of k-tuples
Before giving a proof of this theorem, let us discuss some of its implications.
Firstly, computation of the MC ribbon using its characterization given in this theorem is much easier because the dimension of the space of all functions on k i=1 X i quickly becomes very large as we increase k, the number of variables. However, in the characterization (115) of the MC ribbon we should search on a space of functions whose dimension scales linearly with k. Moreover, the variance of a conditional expectation in the original definition is replaced by a simple variance that is easier to compute.
Secondly, (115) can be understood as a strong CauchySchwarz inequality. Letting f i (X i )'s to be arbitrary functions with zero mean, by the Cauchy-Schwarz inequality we have
Then by Theorem 23, the k-tuple (
. Then the MC ribbon characterizes the extent to which this inequality can be strengthened.
Thirdly, from the definition of the MC ribbon it is clear that S(X [k] ) is convex. Theorem 23 says that the set of k-tuples (λ 
Any arbitrary zero-mean function g i (X i ) can be expressed as
for some real coefficients c i j . Then we have Var[g i ] = j c 2 i j , and 
Hence,
Putting all these together and using Proposition 22 we find that the MC ribbon is the set of k-tuples λ [k] such that for all c i j 's we have
Similarly, the ribbon defined by (115) is the set of k-tuples λ [k] such that for all c i j 's we have
Therefore, it remains to show that the ribbons defined by equations (121) and (122) Let us go back to the characterization of MC ribbon given in Proposition 22.
is the squared length of the projection of f onto the space of all zero-mean functions of X i , namely F 0
can be bounded from below by the squared of the inner product of f with some unit vector in F 0 X i . In particular, for the choice of
as a unit vector in F 0
X i
we have
The following theorem shows that using this lower bound in Proposition 22 gives another equivalent representation of the MC ribbon.
is given by (123). Then we have S (X
The proof of this theorem is based on similar ideas as in the proof of Theorem 23, so we leave it for Appendix C.
B. Extreme MC Ribbons
It is well-known that ρ(X, Y ) = 0 if and only if X and Y are independent. The following proposition is a generalization of this fact. 
Based on this proposition and the tensorization property of the MC ribbon
if M i 's are independent of X i 's, and M i 's are pairwise independent. This fact shows that we can prove infeasibility for the non-interactive distribution simulation problem [17] as discussed in the Introduction, in the presence of "private" randomnesses M 1 , . . . , M k that are pairwise (and not necessarily mutually) independent.
Proof: We may use Theorem 23. If X i 's are pairwise independent we clearly have Var[
By letting f 's to be equal to the zero function except the i -th and j -th ones, we find that Var[
This means that X i and X j are independent.
Recall that
The following proposition characterizes the other extreme for the MC ribbon.
Proposition 26:
Therefore, by the definition of the MC ribbon we have
Then, the maximum value of λ such that (λ, λ, . . . , λ) is in S (X [k] ), is equal to 1/k. This maximum value of λ can be written as
Observe that by scaling f , we can restrict the infimum to functions satisfying Var[ f ] = 1. Then by a compactness argument, the infimum is achieved at some (non-constant) function f . For this function we have , and provides a common part.
C. Examples
We now compute the MC ribbon for some examples of (X 1 , . . . , X k ) . We first focus on the bipartite case.
Proposition 27: For k = 2 we have
It was proved in [5] that the right hand side in (128) always contains S(X 1 , X 2 ). Here we prove that indeed equality holds.
Proof: Using Theorem 23, S(X 1 , X 2 ) is equal to the set of pairs (λ 1 , λ 2 ) such that
for all zero-mean functions f 1 (X 1 ) and f 2 (X 2 ). This inequality is equivalent to
Then the desired result follows once we note that
where the maximum is over all zero-mean functions g 1 (X 1 ) and g 2 (X 2 ). Let us now consider computing the MC ribbon for multivariate distributions, i.e., for k ≥ 3. Observe that if X i is binary (taking values in a binary set), then there is a unique (up to a constant) function f i (X i ) that has zero mean. Then computing the MC ribbon using Theorem 23 is not hard if X i 's are all binary. See Theorem 29 for details.
D. Binary-Binary-Ternary
Assume that k = 3, and that X 1 , X 2 are binary, and X 3 is ternary. Let ρ i j = ρ(X i , X j ) be the maximal correlation coefficient between X i and X j for distinct i, j ∈ {1, 2, 3}. Since X 1 and X 2 are binary, there are unique (up to a sign) zero-mean optimizer functions g 1 (X 1 ) and g 2 (X 2 ) with unit variance associated to ρ 12 . We choose the sign of such functions g 1 (X 1 ) and g 2 (X 2 ) such that
Again by the uniqueness of g i , i = 1, 2, and that
Finally define
Assume that the distribution of (X , X 2 , X 3 ) is the set of triples (λ 1 , λ 2 , λ 3 ) ∈ [0, 1] 3 such that the followings hold: 1
Observe that by the above theorem, the MC ribbon of (X 1 , X 2 , X 3 ) cannot be computed solely based on the marginal distributions of pairwise random variables (compare this with Proposition 25).
The proof of this proposition is given in Appendix D.
E. Normal Distributions
Throughout the paper, we considered only discrete random variables, i.e., X i 's are finite sets. Nevertheless, the definition of -ribbon can easily be generalized to the continuous case. Moreover, most of the proofs in this paper (except those that are based on compactness of certain function spaces, e.g., proof of Theorem 18), are generalized for continuous random variables as well. In particular, the proofs of Proposition 22 and Theorem 23 can be adapted for continuous random variables. Here, we compute the MC ribbon for multivariate normal distributions based on Theorem 23.
Let (X 1 , . . . , X k ) be real random variables that are either binary (i.e., the alphabet set of X i is of size two), or normal (i.e., X i 's form a multivariate normal distribution). Let R be the covariance matrix of X i 's. That is, R is a matrix whose (i, j )-th entry, denoted by r i j is the Pearson correlation coefficient between X i and X j :
. Next, given a k-tuple (λ 1 , λ 2 , · · · , λ k ) ∈ S, we associate to it a diagonal matrix whose i -th entry on the diagonal is equal to λ i .
Theorem 29: Suppose that (X 1 , . . . , X k ) either form a multivariate normal distribution, or are all binary taking values in an alphabet set of size two. Let R be the covariance matrix of (X 1 , . . . , X k ) as defined above. Then, (λ 1 , . . . , λ k ) belongs to S(X 1 , . . . , X k ) if and only if R ≤ −1 .
The proof of this theorem is based on ideas from [20] and is given in Appendix E.
F. Another Multipartite Correlation Region
Motivated by the form of characterization of S(X 1 , . . . , X k ) given by Theorem 23, we define another region for a multivariate distribution.
Definition 30: For any (X 1 , . . . , X k ) and the MC ribbon share the properties of monotonicity and tensorization, yet as we will argue later, they are not identical.
Theorem 31: S(X 1 , . . . , X k ) satisfies the monotonicity and tensorization properties similar to S (X 1 , . . . , X k ) .
This theorem is proved in Appendix F. Proposition 32:
The proof of the above proposition is similar to that of Proposition 25, so we do not repeat it here.
The above proposition characterizes the extreme case of S(X 1 , . . . , X k ) being equal to the entire The proof of this theorem is given in Appendix G. Based on Theorem 33, for k = 2, S(X 1 , X 2 ) = {(0, 0)} if and only if X 1 and X 2 have common data. However, for k ≥ 3 one can find examples of (X 1 , . . . , X k ) that do not have common part, yet we have
Then, we have
In the following theorem we use the same notation as we used in Theorem 29. The proof of this theorem is also similar to that of Theorem 29, so we do not repeat it here. (X 1 , . . . , X k ) either form a multivariate normal distribution, or are all binary |X i | = 2. Let R be the covariance matrix of (X 1 , . . . , X k ) as defined above. Then, (λ 1 , . . . , λ k ) belongs to S(X 1 , . . . , X k ) if and only if R ≤ .
Theorem 35: Suppose that
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The equality R α (X [k] ) = R ϕ α (X [k] ) for α = 2 is clear since 2 = ϕ 2 . So we assume that α ∈ (1, 2) . Moreover, the inclusion R α (X [k] ) ⊆ R ϕ α (X [k] ) is immediate once we note that
for some constants c 1 , c 2 with c 1 > 0. Then for any function f (X [k] ), we have
Writing the above equation for f and
). So we need to prove the inclusion in the other direction.
). Let f ≥ 0 be some non-negative function with m = E f . Define
Then for sufficiently small ≥ 0 the range of g is inside the domain of α . For any such we have
We compute
Taking expectation from both sides we obtain
where the O( 2 ) term is derived once we take the Taylor expansion of (2 − t) α . We similarly have
Putting these in (148) and using the fact that 1 < α < 2 we find that
APPENDIX B SDPI CONSTANT
In this appendix we prove Theorem 19 as well as the claim we made in Example 15. Let us start with the latter.
Proposition 36: If (X, Y ) are distributed according to DSBS(λ), then for any ∈ F we have
Proof: By Theorem 17 we know that
To prove the inequality in the other direction we need to show that for any function f (X) we have
Let m = E f , and define z by f (0) = m + z. Then f (1) = m − z, and the above inequality reduces to
. (155) Let us for t ≥ 0 define
Then the above inequality is equivalent to
Since ψ(0) = 0, this inequality is proven once we show that ψ is convex. We compute
Then the convexity of ψ(x) is equivalent to
Therefore, we need to show that for any s ≥ 0 we have
Define ξ(s) = (m + s) − (m − s). Then the above inequality can be rewritten as
which holds if ξ (s) is increasing since s ≥ 0. Equivalently we need to prove ξ (s) ≥ 0 for all s ≥ 0. That is, we want 
Observe that η , (X, Y ) may be greater than one for arbitrary and . Moreover, η , (X, Y ) coincides with η (X, Y ) when = .
The first property that η , share with the -SDPI constant is Proposition 16, that for a fixed p X the function
is convex. The proof of this fact is again based on Lemma 4. Theorem 38: Let and be convex functions, and assume that at least one of them belongs to F . Then the followings hold.
The proof of this theorem is very similar to that of Theorem 12.
is a function of A, and by the definition of η , (A, B) we have
where the equality follows since we have the Markov chain
since X − B − Y forms a Markov chain. Putting these together we arrive at η , (A,
(ii) By restricting to functions that depend only on A or on X, it is easy to see that
. Then we need to show that λ ≥ η , (AX, BY ). To prove this we need to show that for any function f (A, X) we have
First assume that ∈ F . Since λ ≥ η , (X, Y ) and the distribution of (X, Y ) does not change when we condition on A, we have
On the other hand since λ ≥ η , (A, B) , for E[ f |A], as a function of A, we have
where the equality follows from the independence of X and (A, B) . Summing up the above two inequalities we obtain
Then it suffices to show that
. Therefore, this inequality is equivalent to
Using ∈ F , this inequality follows from part (c) of
Lemma 7 and H (g|A) ≥ H (g|AB).
Now we assume that ∈ F and prove (171). Since λ ≥ η , (X, Y ), and the distribution of (X, Y ) does not change when we condition on B, we have
Similarly, since λ ≥ η , (A, B) ,
Summing up the above two inequalities and using the chain rule we find that
Observe that since ∈ F and A − B − X forms a Markov chain, by part (b) of Lemma 7 we have
The above inequality then follows from the chain rule. Note that in the proof of the monotonicity property we use only the convexity of and .
APPENDIX C PROOF OF THEOREM 24 Using Proposition 22 and the inequality Var
. . , k, be arbitrary functions with zero mean. According to the characterization of Theorem 23 of the MC ribbon we need to show that
Indeed, this inequality must hold for all choices of c i 's. Let M be a matrix whose (i, j )-th entry is m i j . Also let be a diagonal matrix with diagonal entries equal to λ 1 , . . . , λ k . Then, the above inequality, for all choices of c i 's, is equivalent to M ≥ MM, which itself is equivalent to M −1 ≥ . Next, since t → −t −1 is operator monotone, it is also equivalent to −1 ≥ M. Now a simple calculation verifies that −1 ≥ M means that for all c 1 , . . . , c k we have
This is what we wanted to show.
APPENDIX D PROOF OF PROPOSITION 28
We use Theorem 23 to prove this proposition. Any zeromean function of X i , i = 1, 2, is of the form f i = a i g i for some constants a 1 , a 2 . Moreover, the space of zero-mean functions of X 3 is two-dimensional. Since we assume that E[g 1 |X 3 ] and E[g 2 |X 3 ] are linearly independent, this space is spanned by these two functions. That is, any zero-mean function f 3 (X 3 ) can be expressed as
for some constants a 3 and a 4 . Then using equations (132)-(135) we have 
On the other hand, S(X 1 , X 2 , X 3 ) is the set of triples 
In other words, S(X 1 , X 2 , X 3 ) is the set of (λ 1 , λ 2 , λ 3 ) for which is positive semi-definite. Observe that can be written in the block form:
where A and B are 2 × 2 matrices. Then based on [6, p.14], is positive semi-definite if and only if
is positive semi-definite. This is equivalent with the conditions given in the statement of the theorem.
APPENDIX E PROOF OF THEOREM 29
When X i 's are binary, then any function of X i with zero mean is of the form
constant a i . Using this fact it is easy to see that
holds for all choices of a i 's if and only if R ≤ −1 . Let us turn to the proof for Gaussian variables. Our proof is an extension of the proof of Lancaster [20] to the multivariate case.
Observe that scaling of and adding a constant to the variables X i would not change the MC ribbon. Hence, without loss of generality we assume that E[
The Hermite-Tchebycheff polynomials are defined as follows:
The following facts are known about these polynomials [20] : 1) ψ 0 (x) = 1 is a constant function, and ψ i (x) and ψ j (x) are orthonormal with respect to standard normal distribution, i.e., 1 2π
2) If X is a normal random variable, any function of X denoted by f (X) that has finite variance can be approximated as follows: for any > 0, there is a sequence {a | ≥ 0} such that a 2 is convergent, and forf
Furthermore, if E[ f (X)] = 0, we may take a 0 = 0. 3) If X and Y are unit-variance jointly Gaussian random variables with correlation coefficient ρ, then
To verify the validity of (198) take some arbitrary zero-mean functions f i (X i ), i = 1, . . . , k, with finite variance. Fix some > 0, and using property (ii) explained above letf
be such that
Then, by the Cauchy-Schwarz inequality we have
Then, it is not hard to verify that (205) implies
and similarly (206) implies Var 
Thus, we are interested in the set of k-tuples (λ 1 , . . . , λ k ) such that for all a i 's we have
This holds if and only if for any ∈ N and for any a i 's we have
This can be expressed in matrix form as
where R • is the Hadamard product (entry-wise product) of R with itself times. For = 1, we have the condition
Now, we claim that (214) implies (213) for any ≥ 2.
To prove this, note that R ≤ −1 means that −1 − R ≥ 0 is positive semi-definite. Moreover, R is a correlation matrix, so it is positive semi-definite. Since the Hadamard product of two positive semi-definite matrix is positive semi-definite, R 
APPENDIX F PROOF OF THEOREM 31
A. Tensorization
Assuming that X [k] and Y [k] are independent, we would like to show that
We clearly have 
Here, equations (217) and (221) follow from the law of total variance. Equations (218) and (220) follow from the independence of X [k] and Y [k] . Finally, (219) holds since (λ 1 , . . . , λ k ) belongs to both S(X [k] ) and S(Y [k] ).
B. Monotonicity
Let (λ 1 , . . . , λ k ) ∈ S(X 1 , . . . , X k ) and let f i (Y i ), i = 1, . . . , k, be arbitrary functions. We need to show that
For functions E[ f i |X i ], i = 1, . . . , k, we have
Moreover, since Y i 's are independent conditioned on X [k] we have
Summing up the above two inequalities and using the law of total variance, we obtain (222). 
APPENDIX G PROOF
Var f
Then by a compactness argument, there are limiting functionŝ 
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