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Abstract
The coefficients of the characteristic polynomial of an n × n matrix are derived in terms of the eigenvalues and
in terms of the elements of the matrix. The connection between the two expressions allows the sum of the products
of all sets of k eigenvalues to be calculated using cofactors of the matrix.
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1. Motivations
In order to derive general stability conditions for a first order three-dimensional discrete dynamic
the coefficients of the characteristic polynomial of the Jacobian evaluated at equilibrium need to be
expressed in terms of the three eigenvalues [1]. In order to extend this stability analysis technique to a
first order n-dimensional discrete dynamic the coefficients of the characteristic polynomial of an n × n
Jacobian evaluated at the equilibrium must first be expressed in terms of the eigenvalues and in terms of
the elements of the Jacobian. Thus, given an n × n matrix A = [ai j ], ai j ∈ R, we wish to determine
the relationship between the eigenvalues of A and the coefficients of the characteristic polynomial C(x)
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and the relationship between the coefficients of the characteristic polynomial and the real elements of
the matrix.
2. The coefficients of the characteristic polynomial in terms of the eigenvalues of A
We can express the characteristic polynomial as
C(x) = (x − λ1)(x − λ2) · · · (x − λk) · · · (x − λn)
where λi are the eigenvalues of the matrix A. Expanding the above form clearly shows that the coefficient
for xn−1 is the negative of the trace of A and the magnitude of the constant term is the determinant of A:
C(x) = xn − tr(A)xn−1 + · · · + (−1)n det(A).
Note that the signs of the coefficients alternate. We have, by convention, made the sign of the 1 coefficient
of xn positive:
C(x) = xn − tr(A)xn−1 + · · · + (−1)kckxn−k + · · · + (−1)n det(A).
Next we need to show by induction that ck is the sum of all products of k eigenvalues. Thus ck =∑
all sets of kλ′s λiλ j ..λl and c1 = trace, cn = det(A). Consider the n = 3 case:
C(x) = (x − λ1)(x − λ2)(x − λ3)
= x3 − (λ1 + λ2 + λ3)x2 + (λ1λ2 + λ1λ3 + λ2λ3)x − λ1λ2λ3
= x3 − c1x2 + c2x − c3
= x3 − tr(A)x2 + c2x − det(A).
Now assume that
C(x) = (x − λ1)(x − λ2) · · · (x − λk) · · · (x − λn)
C(x) = xn − c1xn−1 + c2xn−2 − · · · + (−1)kckxn−k + · · · (−1)ncn.
Next we will consider a new expanded C(x) = (x − λ)C(x):
C(x) = (x − λ)[xn − c1xn−1 + c2xn−2 − · · · + (−1)kck xn−k + · · · (−1)ncn]
= xn+1 − c1xn + c2xn−1 − · · · + (−1)kckxn−k+1 + · · · (−1)ncnx − λxn + λc1xn−1
−λc2xn−2 − · · · − (−1)kλck xn−k − · · · (−1)n+1λcn.
Now we collect on powers of x :
C(x) = xn+1 − [λ + c1]xn + [λc1 + c2]xn−1 − · · · + (−1)k[λck−1 + ck]xn−k+1 · · · (−1)n+1λck
and therefore, by induction, the coefficient of xn−k can be seen to be the sum of all products of k
eigenvalues. The sign of that coefficient is (−1)n−k .
Thus the characteristic polynomial can be expressed as
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An alternative proof can be found in [2]. Next the characteristic polynomial will be expressed using
the elements of the matrix A, C(x) = (−1)n det [A − x I ], with the sign factor, (−1)n , used so that the
coefficient of xn is +1. The coefficients will now be generated by differentiating C(x) as a determinant.
The formula for the kth derivative of a general determinant will now be shown.
3. The kth derivative of a determinant




m11(t) m12(t) · · · m1n(t)
m21(t) m22(t) · · · · · ·
· · · · · · · · · · · ·




ki = 0∀i, i = 1, 2, . . . , p
k1 + k2 + · · · + kp = k
k!













· · · · · ·









where mi j (t) are real functions of t ∈ R.
Proof. Express the determinant as a sum of products:
det(M) =
∣∣∣∣∣∣∣∣
m11(t) m12(t) · · · m1n(t)
m21(t) m22(t) · · · · · ·
· · · · · · · · · · · ·
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4. The coefficients of the characteristic polynomial in terms of the elements of A
Next let us express the characteristic polynomial as
C(x) = (−1)n det[A − x I ].
It is known that the coefficient of the xn−1 term in C(x) is the negative of the trace of the matrix A
and the constant term is the determinant of A. To calculate the coefficient of the xk term, 1k!
dkC
dxk |x=0
will be constructed from elements of the matrix, A, using the above-derived derivative of a determinant
formula. The elements of A are all real constants and all the determinants in the sum below when ki = 0











a11 − x a12 · · · a1n
a21 a22 − x · · · · · ·
· · · · · · · · · · · ·








i = 1 . . . k
pii = −1, pi j = p j i = 0
else pmj = amj
∣∣∣∣∣∣∣∣
p11 p12 · · · p1n
p21 · · · · · · · · ·
· · · · · · · · · · · ·
pn1 · · · · · · pnn
∣∣∣∣∣∣∣∣
.






matrices created by replacing k of the diagonal elements of matrix A with −1 and the remaining elements
in those corresponding rows and columns with 0.




1 2 3 4 1
1 0 5 1 4
1 2 3 4 5
4 5 4 1 2
1 3 4 5 2

 .
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−1 0 0 0 0
0 −1 0 0 0
0 0 3 4 5
0 0 4 1 2




−1 0 0 0 0
0 0 0 1 4
0 0 −1 0 0
0 5 0 1 2




−1 0 0 0 0
0 0 5 0 4
0 2 3 0 5
0 0 0 −1 0




−1 0 0 0 0
0 0 5 1 0
0 2 3 4 0
0 5 4 1 0




1 0 0 4 1
0 −1 0 0 0
0 0 −1 0 0
4 0 0 1 2




1 0 3 0 1
0 −1 0 0 0
1 0 3 0 5
0 0 0 −1 0




1 0 3 4 0
0 −1 0 0 0
1 0 3 4 0
4 0 4 1 0




1 2 0 0 1
1 0 0 0 4
0 0 −1 0 0
0 0 0 −1 0




1 2 0 4 0
1 0 0 1 0
0 0 −1 0 0
4 5 0 1 0




1 2 3 0 0
1 0 5 0 0
1 2 3 0 0
0 0 0 −1 0
0 0 0 0 −1
∣∣∣∣∣∣∣∣∣∣
= 273
and multiplying by (−1)5. Thus the coefficient of x2 is −273. We also know that the sum of all ten
products of three eigenvalues is 273. This is of course valid regardless of the eigenvalues being real or
complex or distinct.
5. Conclusions
Of course in the above example the characteristic polynomial can be calculated directly. The real
strength of this concept occurs when each real element in the matrix in question is a complicated
expression involving parameters, such as occurs in many mathematical models. This method can be
used in the derivation of the stability conditions for a first order two-dimensional discrete dynamic [3]
and for the derivation of the stability conditions for a first order three-dimensional discrete dynamic [1].
In an upcoming work the stability conditions for a first order four-dimensional discrete dynamic and
stability conditions for a first order n-dimensional discrete dynamic will be derived using the results of
this work.
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