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Inverted Distributions 
E. L LEHMANN and JULIET POPPER SHAFFER* 
By the inverted distribution of a random variable X we mean 
the distribution of its reciprocal 1/X. Every distribution G 
that assigns probability 0 to the value 0 is the inverted 
distribution of some random variable, namely of X = 1/Y, 
where Y is distributed according to G. Thus it is impossible 
to assert any special properties of inverted distributions in 
general. As we show in Section 2, however, very weak 
assumptions concerning the distribution of X permit quite 
strong conclusions concerning G, such as Cauchy tails and 
multiple modes. Sections 3 and 4 discuss certain approxi-
mations and limit results concerning the inverted distribu-
tions considered in Section 2. 
KEY WORDS: Bimodality; Cauchy tails; Limit distribu-
tions; Multimodality; Reciprocals. 
I. INTRODUCTION 
Piegorsch and Casella (1985) reminded us of the fact (or, 
possibly, surprised us with it) that the random variable I !X 
does not possess an expectation if X has a continuous density 
(with 
f(O) > 0, (1.1) 
for example if it is normally distributed with any mean and 
variance. The result and its generalizations are of statistical 
interest although [as is pointed out by Piegorsch and Casella 
and by Hannan ( 1985)] from an analytic point of view they 
simply reflect the relation between the integral f (l lx)f(x)dx 
and the behavior off at 0. Other aspects of reciprocal mo-
ments were discussed , for example, by Wooff (1985). For 
a general discussion of inverted distributions , see Folks 
(1983); the normal case was studied by Zellner (1978, ap-
pendix). 
In the present article, we show that the assumptions of 
Piegorsch and Casella permit the even stronger conclusion 
that the distribution of !IX has a Cauchy tail if 0 < f(O) 
< oo [and an even heav ier tail if f(O) = oo]. This can be 
interpreted as a statistical explanation of the nonexistence 
of E(I/X) 
The aforementioned result suggests that , conversely, the 
behavior off at oo can tell us something about the behavior 
of the densi ty g of Y = 1/X at 0. In fact, we shall show 
that if the density f satisfies 
x 2f(x)-> 0 as x-> + oo or - oo, (1.2) 
then 
g(y)->0 as y ->0 (13) 
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from the right or left , respectively. 
This second result has a surprising consequence . Suppose 
that f satisfies ( 1.2) and, in addition, f(x) is positive for 
both positive and negative values of x. Then the density g 
of its inverted distribution must be at least (and typically is 
exactly) bimodal. 
2. THE SHAPE OF INVERTED DISTRIBUTIONS 
In this section, we shall be concerned with the effect of 
the behavior of the density f of a random variable X at ± 0 
and ± oo on that of the density g of Y = 1/X at ±oo and 
±0, respectively. For the sake of simplicity, we shall as-
sume throughout this and later sections that the support of 
X is an interval with endpoints a < b (finite or infinite) and 
f is continuous in the open interval (a, b), which we shall 
call the open support of X. 
Theorem 2 .1. Assume that f(x) tends to a limit /(0 + ) 
(finite or infinite) as x--. 0 +, that is , as x tends to 0 from 
the right. Then the density g of Y = IIX satisfies 
g(y) ->f(O + ) as y-> oo. (2.1) 
1/(1 + y 2 ) 
Proof. By making the transformation y 
that the density of Y = 1/X is given by 
g(y) = (l ly2 )f(l !y ), 
and the result follows. 
1/x, one sees 
(2.2) 
When the left side of (2.1) tends to a finite positive 
constant, we shall say for short that g has a right Cauchy 
tail; when it tends to 0 or oo, we shall say that the right tail 
of g is lighter or heavier, respectively, than Cauchy . 
Under the assumptions of Theorem 2.1 it follows that if 
f(O + ) = 0, the right tail of g is lighter than Cauchy; if 
0 < f(O + ) < oo , the right tail of g is Cauchy; and if f(O +) 
= oo, the right tail of g is heavier than Cauchy. 
Note that the analogous results are obtained for the left 
tail of g by letting y -> - oo, x -> 0 - , and replacingf(O + ) 
by f(O - ). 
This simple theorem establishes Cauchy tails for the re-
ciprocals of most of the random variables commonly en-
countered. Some examples are: (a) positive and negative 
Cauchy tails for the inverted distributions of variables with 
normal, t , logistic, and double-exponential distributions , or 
uniform distributions on (a, b) with a < 0 < b; and 
(b) positive Cauchy tails for many positive random vari-
ables, including those with uniform distributions on (0, a) 
and with exponential distributions, including the x2 distri-
bution with n = 2 degrees of freedom . (For x2 with n = I 
and n > 2 the tail of G is heavier and lighter, respectively, 
than Cauchy.) 
Theorem 2.2. If X has a positive tail lighter than Cau-
chy, that is , a density satisfying 
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j(x) --> 0 
11(1 + x 2 ) as x~ oo (2.3) 
or, equivalently, 
x 2f(x) --> 0 as x--> 00 , (2.4) 
then 
g(y)--> 0 as y--> 0+. (2.5) 
Proof. The proof follows directly from (2.2). 
The analogous result holds asy--> 0-. If/is continuous 
and has both positive and negative tails lighter than Cauchy 
such as in the normal, lv with v 2: 2, logistic, or double-
exponential distributions, this theorem shows that g(y)--> 0 
as y --> 0 and hence that g is continuous for all y provided 
g(O) is defined to be 0. 
Theorem 2.3. Suppose that 
f(x) is positive for some positive 
and some negative values of x, (2.6) 
and (1.2) holds. Then g(y) has at least one positive and one 
negative mode. 
Proof. Assume without loss of generality that (2.4) holds . 
It follows from Theorem 2.2 that g(y)--> 0 as y tends to 
0 ~, and it follows from (2.6) that there exist y1 < 0 < Y2 
such that both g(y1) and g(Y2) are positive. On the other 
hand, g is a density and, therefore, there exist values 
Yi < y1 and Y2 > Y2 such that g(yi) < g(y1) and g(y2) < 
g(y2). It follows that g must have at least one positive and 
one negative mode. 
Note from the proof that, in the statement of Theorem 
2.3, Assumption (1.2) can be replaced by the weaker as-
sumption: 
there exists a sequence x"--> + oo or - oo 
for which x"/;!(x") tends to 0. (2. 7) 
This result turns out to be useful for an application to be 
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Figure 1. Density of Y = 7/X, Where X Is Distributed as t With " 
Degrees of Freedom, for " = 1 (Cauchy), 2, and oo (Normal). 
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It is difficult to imagine that these results are new, but 
we have not been able to find them in the literature . Bi-
modality of g, when f is normal, was discussed by Zellner 
(1978). 
As an illustration, Figure 1 shows the density g of 1/X 
when X has a t distribution with 1 df (Cauchy), 2 df, and 
infinite df (normal). It is seen that g is unimodal in the 
Cauchy case but bimodal in the other two cases in which 
the tail off is lighter than Cauchy. The figure also gives a 
hint of the heavy tails , which we know by Theorem 2.1 
that all three distributions have. 
As a second example, Figure 2 shows g when/is a normal 
distribution with unit variance and means 0 , .5 , and 1.0, 
respectively. The bimodality is clearly seen in all three 
cases. The figure also illustrates , however, the decreasing 
importance of the negative mode as the mean increases. A 
limit result of Section 3 will show that as the mean tends 
to infinity, the shape of a suitably normalized version of g 
tends to that of the standard normal density . 
3. A LIMITING RESULT 
In the preceding section, we showed that for typical f , 
the shape of the density g of 1/X tends to be rather bizarre. 
We shall now consider a limiting case for which this bizarre 
behavior disappears so that one can expect it to be muted 
as the limiting situation is approached. 
Consider as the density of X a location-scale family , say 
I (X - 0) !e u(x) = - !* - . 
. U' U' 
(3.1) 
As 0--> oo (0' remaining fixed), X tends to infinity in prob-
ability and hence Y = 1/X tends to 0 in probability . A more 
useful limit result is obtained by considering (for 0 # 0) 
the distribution of the linear transform of IIX, 
z = ~ (~- i)· (3.2) 
The distribution of Z becomes particularly simple when it 
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Figure 2. Density of Y = 1/X, Where X Is Normally Distributed 
With Mean 0 and Variance 1, for 0 = 0, .5, and 1. 
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X* x- 8 -z (3.3) 
u I+ 8Z' 
where 8 = ul 8. 
Theorem 3 .1. The density of Z is given by 
g*<zJ = o +1 8zJ 2 f*C :z8z). (3.4) 
Proof. The proof follows directly from (3.1) and (3.2). 
It follows that for any fixed z 
g*(z)--> J*(- z) as 8--> 0. (3.5) 
Hence , iff* is unimodal, so is the limit of g*(z) = 
gt(z) as 8--> 0, although for any fixed 8, gt(z) may be 
bimodal. 
Formula (3.5) provides approximations for two different 
situations: 
I . For fixed li and small u. This can be viewed as a 
generalization of the normal approximation for (1/X - I/ 
8), where X is the mean of n iid variables and fo .u is the 
density of X. 
2. For fixed u and large 8. This is of course obvious , 
since g* depends only on 8. 
4. TWO KINDS OF LIMITS 
Let XI , .. .• Xn be iid with mean 8"" o. variance cr < oo, 
and density f. If X = (X1 + · · · + Xn)ln , it follows from 
standard asymptotic theory that the distribution of 
z" = cvn821u)(I IX - llli) 
tends to the standard normal distribution. On the other hand, 
it was seen in the preceding sections that for each n the 
distribution of Zn has a right Cauchy tail provided fn(O +) 
is defined and 0 < fn(O +) < oo , where fn is the density of 
X1 + · · · + Xn. The apparent inconsistency results from 
the fact that two different limit processes are applied. In 
this section, the probability Pr(Z" ~ z) is considered for 
fixed z as n--> oo; in the preceding sections, the probability 
Pr(Z" ~ z) was considered for fixed n as z --> oo. 
Related is the fact that the limit distribution of Z" as 
n --> oo has finite moments of all orders, whereas for any 
fixed n not even the first moment of Zn exists. The possibility 
of such a discrepancy between the moments of the limit 
distribution and the limit of the actual moments is usually 
illustrated by artificial examples constructed for the purpose. 
In the present case, the discrepancy arises in a natural set-
ting. 
A Cauchy (or heavier) right tail for the distribution of Zn 
is derived under the assumption that fn(O +) exists and is 
positive, and the proof of bimodality is based on Assump-
tions (2.6) and (1.2) or (2.7). This raises the question of 
when these conditions are satisfied. For this purpose, it is 
necessary to distinguish two cases. 
Case 1: The Random Variables Take on Both Positive 
and Negative Values . Suppose that f is bounded and sat-
isfies the continuity conditions assumed at the beginning of 
Section 2. 
(a) Cauchy tails: Assume that a < 0 < b and hence f 
is positive in some interval around 0. Then fn(O) > 0 for 
all n. To see this , suppose that X and X' are indepen-
dent with densities f and f', both of which are positive in 
(- e/2, e/2). Then it is easily seen that the density of 
W = X + X' given by 
h(w) = ff(w- x)f'(x)dx (4.1) 
again satisfies the required continuity conditions and h(w) 
> 0 for all lwl < e and hence, in particular, for w = 0 . 
The result now follows by induction over n. 
(b) Bimodality: Suppose that, instead of (2.7), f sat-
isfies the stronger assumption 
E(Xl) < oo. (4.2) 
Thenfn satisfies (2 .7), and the density of 1/X is, therefore, 
at least bimodal. To see this, note that (4.2) implies 
(4.3) 
since (LXY < nLXl. In tum, (4.3) implies that the density 
of X1 + · · · + Xn must satisfy (2.7). 
Case 2: The Random Variables X, Are Positive so That 
f(x) = 0 for x < 0. For this case we shall show that, 
typically, even iff(O+) > O.fn(O+) = 0 for all n ~ 2 (so 
the distribution of 1/X is not necessarily heavy-tailed). At 
the other extreme, we shall give an example with f(O+) 
= oo for which fn(O +) = oo for all n. 
Lemma 4 .1. If X 1, •.• , Xn are iid positive random 
variables with cdf F and density f, and if fn(O +) exists, 
then a necessary and sufficient condition for fn(O +) = 0 
is that 
[F(A))"/~--> 0 as ~--> 0+. (4.4) 
Proof. Note that 
[F(~In)]" s; Pr[X1 + 
F "(~) ,;; (F(~)]", (4.5) 
where Fn denotes the cdf of X1 + · · · + X". On dividing 
all sides by~. it is seen that the middle term tends to fn(O +). 
That (4.4) is necessary and sufficient for fn(O +) = 0 then 
follows from the left and right inequalities, respectively. 
Theorem 4.1. Iff(O+) <oo, n 2:2, andfn(O+) exists, 
thenfn(O+) = 0. 
Proof. By !'Hospital's rule 
. F"(~) . -
hm -.- = hm [nF" 1 (~) • f(~)] 
a-o + .u A-o + 
and the right side is 0, since F(~)-> 0 as ~-> 0+. The 
result now follows. 
If f(O +) = oo, the conclusion of this theorem no longer 
holds . 
Example 4. I. Let F (x) = x" (0 s; x s; I), and suppose 
that 0 < a < I, so f(O +) = oo. It is easily verified by 
induction over n that 
Fn(~) = ~""Fn(l) for 0 s; ~ s; I (4.6) 
and hence fn (0 + ) exists and satisfies 
The American Statistician, August 1988, Vol. 42, No. 3 
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j,,(O+) oo for n < lla 
0 for n > 1/a 
and is positive and finite for n = 1/a. 
In Example 4.1, f,,(O +) 'i' 0 for small n but.f,(O +) = 0 
for n sufficiently large. In the following example , j,,(O +) 
= oo for all n. 
Example 4.2. Let 
F(x) = - 1-
log(l /x) .f(x) x log'x 
for 0 < x < lie, (4.7) 
and f(x) = 0 elsewhere. This is the one-sided version of a 
distribution considered in another context by Gnedenko and 
Kolmogorov (1954, p. 223). Then 
I' (Ll) > c, 
·" 1a log" + ' a1· c, > 0, Ll < lie 2, (4.8) 
and hence.f,(O+) = co. The result (4 .8) was given for the 
two-sided version by Gnedenko and Kolmogorov, and their 
proof also applies to the present one-sided case. The proof 
uses the facts that 
for 0 :5 x :5 Ll, Ll < lie (4.9) 
The American Statistician, Augustl988, Vol. 42, No.3 
and.fattains its minimum over (0, Ll) at Ll when Ll < l!e 2 
[The requirement Ll < l!e 2 (rather than Ll < lie as stated 
by Gnedenko and Kolmogorov) was pointed out by a ref-
eree. In any case, the result is only needed in the neigh-
borhood of Ll = 0.] This shows that 
(410) 
and (4.8) now follows by induction over n. 
[Received July 1986. Revised February 1988.] 
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