The aim of this text is to extend the theory of generalized ordinary differential equations to the setting of metric spaces. We present existence and uniqueness theorems that significantly improve previous results even when restricted back to Euclidean spaces.
Introduction
The theory of generalized ordinary differential equations was established in 1957 by J. Kurzweil [24] . It is one of the most comprehensive overarching theories in terms of admissible data and structure of the equation, which makes it particularly useful for dealing with phenomena that lead to low regularity or even discontinuity of solutions such as impulses or high oscillation. However, this theory was so far only considered on linear spaces and expanding it to metric spaces will considerably increase the breadth of problems available for study in this setting.
The reason behind the versatility of Kurzweil's theory can be traced back to its two main benefits.
(i) First, the problem is formulated in a very general manner. A generalized ordinary differential equation (GODE for short) is given by a function F : R n × [a, b] × [a, b] → R n and solving it can be roughly understood as looking for a function u : [a, b] → R n satisfying u(t) ∼ u(τ ) + F (u(τ ), τ, t) − F (u(τ ), τ, τ ) for t → τ.
In geometrical terms, every point of R n ×[a, b] is associated with different and possibly nonlinear infinitesimal behaviour, given by a "tangent curve" i.e. the right hand side of (1) as a function of t. In this context, the standard ordinary differential equatioṅ
corresponds to the special case F (x, τ, t) = f (x, τ ) t.
(ii) Secondly, we are dealing with a more general concept of solution, as the relation between the solution and the right hand side is understood in terms of the Henstock-Kurzweil integral. This puts very little qualitative restraint on the data of the equation. Furthermore, it allows this concept to encompass both classical solutions and solutions in terms of measure due to the ability of nonabsolutely convergent integrals to both include the Lebesgue integral and integrate all derivatives.
While early contributions by J. Kurzweil, J. Jarník and I. Vrkoč mainly focused on applications to continuous dependence of ODEs on a parameter [23, 21, 22, 44] , the methods of GODEs were soon after extended to Banach spaces, where they could be applied to certain types of PDEs as well [26, 25, 27] . For a comprehensive summary of subsequent development, we point to key monographs [36] and [37] by Š. Schwabik, M. Tvrdý and O. Vejvoda. The theory of GODEs remains relevant to this day, as evidenced by more recent books [43, 28] and numerous articles by M. Tvrdý, A. Slavík, G. A. Monteiro, M. Federson and many others. Currently, it is known that GODEs include an extremely wide range of problems, such as differential equations with impulses [13] , dynamic equations on time scales [38] , Fredholm-Stieltjes and Volterra-Stieltjes equations [43, 10, 11] and many types of functional differential equations [20, 31, 14, 12] . There are even cases where a single result concerning GODEs managed to encompass several theorems for seemingly unrelated types of equations [39] .
Recently, a growing amount of attention is called to analysis on metric spaces and many theories clasically associated with linear structure are being transferred to this more general setting [6, 17, 1, 16, 7, 9] . This has the effect that various special structures (like manifolds or spaces with sub-Riemannian geometry) are handled all at once. Theories motivated by ODEs in particular were developed e.g. by A. I. Panasyuk [32, 33, 34] , J. P. Aubin [2, 3, 4] , T. Lorenz [29, 30] and J. Tabor [41] . While terminology differs widely and ranges from differential inclusions to constructions resembling tangent spaces of manifolds, they all share the same common idea. In the absence of lines, they also resort to arbitrary tangent curves. However, this involves an additional layer of technical difficulty. Any curve that approximates the behaviour of the solution around a specific point needs to pass through that point. This is always true in (1) , as the tangent curve is generated by addition. However, in metric spaces, this needs to be explicitly required. As such, they are concerned with the tangent behaviour u(τ + s) ∼ Q(u(τ ), τ, s) for s → 0,
where (X, q) is a metric space, u : R → X and the mapping Q : X × R × [−1, 1] → X satisfies the condition Q(x, τ, 0) = x.
With the help of (4), the relation in (3) can be defined by the pointwise limit lim s→0 q u(τ + s), Q(u(τ ), τ, s)
By requiring (5) to hold everywhere or almost everywhere it is possible to obtain solutions in the classical or Carathéodory sense respectively. We can see that the concept of tangent curves appears in both respective theories with quite different motivation, which Panasyuk already noticed [32] . However, in terms of quality of solution, none of the previous studies on metric spaces reached the generality of Kurzweil's theory.
Our goal is to merge these two generalizations of differential equations into a single theory. First, we notice that every GODE on a linear space can be easily transformed so that it satisfies F (x, τ, τ ) = x. The problem (1) then transforms into u(t) ∼ F (u(τ ), τ, t) for t → τ, which can be posed in a metric space. We then demonstrate that despite the inability to integrate over the target space, we can express this problem as an integral equation in one dimension involving the distance of correctly chosen elements. We even obtain a pointwise representation similar to (5) with the help of the MC integral by J. Malý and H. Bendová [5] . Contrary to expectation, this results in a surprisingly elegant formulation that avoids unnecessary technicalities.
As our main achievement, we present uniqueness and existence theorems which not only replicate known results of the GODE theory in a new setting, but also offer considerable improvements, even when restricted to Euclidean spaces. The most notable improvement concerns the quality of solutions. Standard conditions for uniqueness and existence require the tangent curves to be functions of bounded variation, which directly causes the solutions to be BV functions as well. In contrast, we work with relaxed conditions that only require the tangent curves to be regulated, which presents another added layer of difficulty. The qualitative jump from BV functions to regulated functions remains a long standing goal in many areas of GODEs and Henstock-Kurzweil integration. As such, our results are of significant interest even without the context of metric spaces.
For a more practically oriented motivation of dealing with regulated functions, we can mention the theory of measure differential equations [35] . It was developed as a method for dealing with impulsive perturbations of (2) and considers the problem
where Dx and Dg are understood as distributional derivatives of the functions x and g respectively. In order to express (6) with the help of the Lebesgue-Stieltjes integral, g is required to be a function of bounded variation [8] . However, the Stieltjes version of the Henstock-Kurzweil integral does not share this limitation. Thus, the GODE given by
allows us to examine a much wider range of perturbations. The first section deals with preliminaries. The second section recalls the basics of the MC integral and slightly modifies it to make it more compatible with the GODE theory. The third section recalls the basics of generalized ordinary differential equations and presents the standard theorems that we will aim to improve. The fourth section deals with the technicalities of expanding the definition of GODEs to metric spaces. The fifth and sixth chapter deal with uniqueness and existence of solutions respectively and contain our two main results: Theorem 5.3 and Theorem 6.5. The last chapter shows how our theorems look when restricted to linear spaces and how they compare to previous results.
Preliminaries
For x ∈ R we say that x is positive if x > 0 and nonnegative if x ≥ 0. The symbol R + then stands for the set of positive real numbers and R + 0 for the set of nonnegative real numbers. By U(x, r) and B(x, r) we denote the open and closed ball with centre x and radius r. A function f : R → R is increasing if f (s) < f (t) for s < t and nondecreasing if f (s) ≤ f (t) for s < t. For a real function h : R → R we will use h(x+) to denote the limit of h at the point x ∈ R from the right, if it exists. By D + f (τ ) we denote the upper right derivative of the function f at the point τ ∈ R i.e.
We say that the function f :
We recall that under these assumptions for every x 0 ∈ R n and every
The term partition of [a, b] ⊂ R will stand for any collection of closed intervals and tags For proof see [24] (Lemma 1.1.1) or [19] (Theorem 3.1).
In the entire sequel, E will denote a normed linear space and I ⊂ R will denote an arbitrary interval (we do not limit ourselves to closed intervals as domains for the indefinite integral).
The definite SHK integral of U over [α, β] ⊂ I is defined as
The function δ is usually referred to as gauge and the resulting construction can also be found in literature under the name gauge integral. The same concept was independently, and for unrelated reasons, discovered by R. Henstock [18] . This version of the gauge integral is not the most general possible, as we could instead consider integrands that depend on point-interval pairs, but it is the one most suited to the theory of differential equations. 
However, the SHK (Strong Henstock-Kurzweil) integration is better suited for problems that deal with abstract valued functions. For E = R n these methods of integration are equivalent as a trivial consequence of the Saks-Henstock Lemma.
MC Integral
The monotonically controlled (MC for short) integral was introduced in [5] by J. Malý and H. Bendová. Their aim was to build the foundations of integral theory at the generality of Perron integral while using unexpectedly simple definitions and proofs. They prove that the MC integral is equivalent to the SHK integral in the Stieltjes case. In this section we generalize the definition of the MC integral and the equivalence result to the case of coupled variables to make them compatible with the GODE theory. Definition 2.1. A function u : I → E is called an indefinite MC integral of U : I × I → E if there exists an increasing function ξ : I → R, called control function of (U, u) on I, such that
We define the definite MC integral of U over [α, β] ⊂ I as
Note that if ξ is a control function of (U, u) on I, α > 0 and ζ : I → R is a nondecreasing function, then αξ + ζ is also a control function of (U, u) on I. Proof. First, we assume that u is an indefinite MC integral of U on I with a control function ξ satisfying 0 ≤ ξ ≤ 1.
Therefore, we obtain
Denote a = inf I and b = sup I. Let {a n } ∞ q=1 ⊂ I be such that a n = a for every n ∈ N if a ∈ I and a n → a for n → ∞, a n+1 < a n if a / ∈ I. Similarly, let
−n . For τ ∈ (a n , b n ] we define A n (τ ) as the set of all δ n -fine partitions of [a n , τ ] and
Finally, set
Choose ε > 0 and τ ∈ I {a}. Find n 0 ∈ N and ∆ > 0 such that
Similarly, for τ ∈ I {b} we find n 0 ∈ N and δ > 0 such that
whenever t ∈ (τ, τ + δ).
Remark 2.3. From the proof of the previous theorem we can deduce that we could equivalently define the indefinite SHK integral on an arbitrary interval by demanding a single gauge that works on every closed subinterval. Proving this without the help of the MC integral is a standard but lengthy exercise associated with the Hake theorem.
Generalized Ordinary Differential Equations
In this section we recall the main concepts of the theory of GODEs as developed in [24] and formulate the known existence and uniqueness theorems which we want to generalize. Once again, we slightly modify the definitions to allow for intervals of arbitrary type. Roughly speaking, the GODĖ
is the task of finding a function u satisfying (1). However, a great deal of the research is concerned with the restricted GODEsẋ
The reason for this is that a large class of GODEs (see [28] chapter 23) can be simplified by putting
We are going to give the precise definitions now.
Definition 3.1. Let E be a normed linear space and Ω ⊂ E. Let F : Ω × I × I → E be given. We say that a function u : I → E is a solution of the equation (9) on I if u(t) ∈ Ω for all t ∈ I and
Specifically, for I = [a, b] it means that for every ε > 0 there exists δ :
Let G : Ω × I → E be given. We say that a function u : I → E is a solution of the equation (10) on I if u(t) ∈ Ω for all t ∈ I and
We say that the equation (9) is normalized if F (x, τ, τ ) = x for each (x, τ ) ∈ Ω × I. We can normalize any equation of this type by setting
Due to cancellation in (11), the equationṡ
have the same solutions. However, normalization of the restricted equation (10) leads to the unrestricted equationẋ
Now, we are ready to formulate the existence and uniqueness results that we want to extend.
Definition 3.2. We say that ω :
is a modulus function if it is continuous, nondecreasing, ω(0) = 0 and ω(ν) > 0 for ν > 0.
We say that ω :
is an Osgood type modulus function if it is a modulus function and for every ν > 0 it satisfies
→ R is nondecreasing and ω is a modulus function. The symbol U r stands for U(0, r) ⊂ R n . 
is locally unique in the future at (x(τ ), τ ). (In terms of Definition 5.1)
Then there exists ∆ > 0 and a function x :
We focus on the standard theorems displayed above rather than more recent results concerned with existence and uniqueness of GODEs in Banach spaces by A. Slavík [40] . The reason for this is that while Theorem 3.4 works identically in Banach spaces, the problem of existence in this setting has different specifics that are less suited as the starting point when building our theory.
. Then the equatioṅ x = f (x, t) in the sense of Carathéodory is equivalent to equation (10) with
Under these conditions, we have both (F 1 ) and (F 2 ). If the function f also satisfies
for x, y ∈ R n and almost all t ∈ [a, b], where l is Lebesgue integrable on [a, b] and ω is a modulus function, then G ∈ F (O, h, ω) with
Particularly, if f is generalized Lipschitz i.e. satisfies (14) with ω(t) = t, then we also have (12) . For additional details and proof, see Chapter 5 in [36] .
We can easily observe that the behaviour of the function t → F (x, τ, t) directly translates into quality of the solution. From this perspective, condition (F 1 ) forces solutions to have bounded variation. This is not ideal, as we can see from the following example.
Example 3.7. Consider the function
It has a derivative everywhere on [0, 1]. Hence, it solves the equation (10) with
However, since it does not have bounded variation, G does not satisfy (F 1 ).
We would prefer to deal with solutions in the space of regulated functions i.e. both one-sided limits exist at every point in time. Regulated functions play a very important role in the theory of Kurzweil integration and generalized ordinary differential equations ( see e.g. [43] ). In fact, many key results suggest that solutions in the space of regulated functions are the expected ideal outcome.
Solutions in metric spaces
In the remainder of the text X always denotes a metric space. We adopt the convention that |x − y| stands for the distance between x and y. Definition 4.1. Let I ⊂ R be an interval, Ω ⊂ X and assume that F :
i.e. constant zero is an indefinite SHK integral of
Then the following statements are equivalent:
(ii) For every ε > 0 there exists δ :
Proof
For j = 2i − 1 we have
Similarly, for j = 2i we have
By substituting (19) and (20) back into (18) we get (17) . The reverse implication is trivial. 
We add the above inequalities over i = 1, . . . , k and recall that Definition 4.1 and Definition 3.1 correspond to the first and second sum respectively. We then see that one implication is a consequence of the first inequality while the reverse implication follows from the second inequality and Lemma 4.2.
Remark 4.4. Using Theorem 2.2 and normalization of F we can immediately deduce that u : I → X is a solution ofẋ = D t F (x, τ, t) on I if and only if there exists an increasing function ξ : I → R such that for all τ ∈ I we have u(τ ) ∈ Ω and
In this case we will refer to ξ as control function of (F, u) rather than (U, 0) (where U is once again the numerator of (21)) and tacitly employ properties which the control function inherits from the MC integral.
Uniqueness
Definition 5.1. Let X be a metric space, I ⊂ R an interval and u : I → X a solution ofẋ = D t F (x, τ, t) on [τ, τ + δ] ⊂ I with u(τ ) = x τ . We say that u is locally unique in the future at the point (x τ , τ ) if for any solution v :
Lemma 5.2. Let f : (a, b) → R be a real function which at every point x ∈ (a, b) satisfies
Then f is nondecreasing on (a, b) .
Proof. See [42] , Theorem 55.10, page 135.
and let us assume the following: Proof. Let u, v be two solutions on [a, b) and let α, β ∈ [a, b) be such that α < β, u(α) = v(α) and u(β) = v(β). We also assume that ξ already controls both (F, u) and (F, v) and that for t > s we have
Condition (U1) implies that the function ∆(t) = |u(t) − v(t)| is lower semicontinuous from the left: Fix τ ∈ (a, b). Since both u and v solveẋ = D t F (x, τ, t), we have
Together with (U1) we obtain
Therefore, we can achieve u = v everywhere on (α, β) by replacing α with the supremum of the set {t ∈ [α, β) ; u(t) = v(t)}. This is possible because ∆ is lower semicontinuous from the left and ∆(β) > 0.
We also notice that lim
This is easily observed from (23) and the fact that u(α) = v(α), since
Now, fix ν > 0 and set
ds.
Consider the function Ψ(t) = Φ(∆(t)) + 2 ξ(t) on (α, β). It is well defined everywhere on (α, β), because ∆(t) > 0 for t ∈ (α, β). Since ξ is bounded on [α, β], we use (12), (24) and the composite limit law to deduce lim
We now employ Lemma 5.2 to show that Ψ is nondecreasing on (α, β), which obviously contradicts (25) . We begin by verifying (T2): Fix τ ∈ (α, β) and ε > 0. Find δ > 0 such that for |s − ∆(τ )| < δ we have
We have already established that ∆ is lower semicontinuous from the left. Therefore, we can find γ > 0 such that all t ∈ (τ − γ, τ ) satisfy
Since Φ is decreasing, we use (26) and (27) to obtain
Combined with ξ being increasing we have
The rest of the proof will focus on showing that all τ ∈ (α, β) satisfy
We fix τ ∈ (α, β) and distinguish two cases:
which obviously results in (28).
2) There exists δ 0 > 0 such that for every t ∈ (τ, τ + δ 0 ) we have ∆(t) > ∆(τ ).
Since ξ controls both (F, u) and (F, v), we can find δ 1 ∈ (0, δ 0 ) such that all t ∈ (τ, τ + δ 1 ) satisfy
Now, fix ε > 0 such that
We use (U2) to find δ 2 ∈ (0, δ 1 ) such that for all δ ∈ (0, δ 2 ) there existsτ ∈ (τ, τ + δ) satisfying
Denote
Applying (32) to (31) results in
We combine (33) with (29) and obtain
Now, let σ > η > 0 and observe
By choosing σ = ∆(τ ) and η = ∆(τ ) we obtain
We combine (35) with (34) and get
Adding 2 ξ(τ ) − 2 ξ(τ ) to the above inequality results in
.
Due to (30) and (22) we have
We have demonstrated that for every δ ∈ (0, δ 2 ) there existsτ ∈ (τ, τ + δ) satisfying (36) . Hence, we finally obtain (28) and the proof is finished.
Remark 5.4. It is interesting to note that Theorem 5.3 makes no demand on the quality of the space or the function t → F (x, τ, t) i.e. the quality of a single solution. Condition (U1) merely implies that the distance between two solutions is lower semicontinuous from the left. Investigating uniqueness without this property might be difficult, as we could then have two solutions that are equal on a subset of the real line but not in its supremum and we do not believe there is much room for improvement left in this regard.
Existence
Due to the mentioned difficulties with a stand-alone existence theorem in more abstract spaces, we will for now focus on Theorem 3.5 i.e. existence in metric spaces that are locally compact. We begin by listing additional preliminaries. 
Regulated functions
The following theorem concerns compact sets in the space of regulated functions. For R n -valued functions it is a special case of results presented by D. Fraňková in [15] . Our case is significantly simplified by the assumption of compact target space. While the proof follows almost identical procedure, it will be displayed here for the convenience of the reader. Lemma 6.2. Assume that the set K ⊂ R X ([a, b]) is equiregulated. Then for every ε > 0 there is a division a = s 0 < s 1 < ... < s k = b such that
Proof. For every t ∈ [a, b] we can find δ(t) > 0 corresponding to K and ε by Definition 6.1. By Lemma 1.2 there exists a δ-fine partition
= {t 0 , τ 1 , t 1 , τ 2 , . . . , t m }.
If two or three consecutive points are identical, we remove all but the first. The resulting division obviously satisfies the desired condition.
Theorem 6.3. Let X be a compact metric space and K ⊂ R X ([a, b] ). If K is equiregulated, then it is relatively compact in the topology of uniform convergence.
is complete is a standard exercise. Our goal is to show that K is totally bounded. Fix ε > 0. By Lemma 6.2 there exists a division a = s 0 < s 1 < ... < s k = b such that (37) holds with ε/2 rather than ε. Let {α 1 , . . . , α m } ⊂ X be a finite (ε/2)-net of X i.e.
Define F as the set of all functions x : [a, b] → X such that x is constant on (s j−1 , s j ) for every j = 1, . . . , k and x(t) ∈ {α 1 , . . . , α m } for every t ∈ [a, b]. This set is evidently finite and consists of regulated functions. We can easily verify that F is an ε-net of K.
Remark 6.4.
A common sufficient (in some cases also necessary) condition for a set of functions K to be equiregulated is the existence of an increasing function h : [a, b] → R and a modulus function ζ such that for every x ∈ K and t, s ∈ [a, b] we have
|x(t) − x(s)| ≤ ζ(|h(t) − h(s)|).
Indeed, for every ε > 0 and τ ∈ [a, b) we can choose δ > 0 such that
for t ∈ (τ, τ + δ), which obviously results in |x(τ +) − x(t)| < ε.
Main existence theorem
Theorem 6.5. Let X be a locally compact metric space, let
∈ Ω and let us assume the following:
There exists an increasing function h : [a, b] → R and a modulus function ζ such that for every x ∈ Ω and every τ, t, s ∈ [a, b] we have
(E3) There exists a neighbourhood U ⊂ Ω of F (x, a, a+) such that for every τ ∈ (a, b] there exists µ τ > 0 such that for every x ∈ U and t ∈ (τ − µ τ , τ ) there exists y ∈ Ω with F (y, τ, t) = x. First, we set
Find λ > 0 such that B(x 1 , λ) is compact and contained in U. Set
Find ∆ ∈ (0, λ) such that
Furthermore, let
To simplify notation we will assume that b = a + ∆.
such that a is a tag. We will construct an approximate solution v : [a, b] → X corresponding to A. For t ∈ [a, t 1 ] set v(t) = F (x, a, t). Due to (39) we have
This implies that for t 1 in particular, we get |x 1 − v(t 1 )| ≤ λ. Therefore, condition (E3) implies that there exists y ∈ Ω such that F (y,
We can now use
in combination with (39) to obtain
Note that parts of the previous estimate also imply v(τ 2 ) ∈ U(x 1 , λ) ⊂ Ω. Since ω is increasing, we have
Condition (E4) applied to a, τ 2 , t, t 1 andx, v(τ 2 ) together with (42) implies that for t ∈ [t 1 , t 2 ] we have
Fix j ≤ n and assume that for t ∈ [a, t j−1 ] we have constructed v(t) with (43). We will find such v(t)
By combining (40), (41) and (43) we get
Particularly |x 1 −v(t j−1 )| < λ. Thus, condition (E3) allows us to find y ∈ Ω such that F (y,
Due to (44) and (39) we have
Since τ j ∈ [t j−1 , t j ], we obtain
For t ∈ [t j−1 , t j ] we can apply condition (E4) to a, τ j , t, t 1 andx, v(τ j ). Combined with (46), (43) and (38) we get
This finishes the construction. From (45) we learn that the resulting approximate solution v :
Step 2: Approximate solutions.
Set ε k = 2 −k and find η k > 0 such that for |x − y| < η k and |τ − σ| < η k we have
We also arrange that for every τ ∈ [a, b] we have
(with a as a tag) and use it to construct an approximate solution u k : [a, b] → X according to Step 1. From (51) we learn that for k, k 0 ∈ N with k ≥ k 0 the partition A k is δ k0 -fine. This implies that if J(τ ) ≥ ψ k0 , then τ is a tag of A k for all k ≥ k 0 , since assuming otherwise would contradict (49). We can even say that if τ ∈ (a, b) and J(τ ) ≥ ψ k0 then there exists µ > 0 such that
i.e. there either exists an index i such that τ = τ i and t i−1 < τ i < t i or there exists an index j such that τ = τ j = t j = τ j+1 .
Finally, note that while we could outright demand δ k → 0 pointwise, it is already contained as a consequence of (50) and (48).
Step 3: Find a solution candidate.
We will prove that {u k } k∈N is equiregulated. Fix ε > 0 and κ ∈ [a, b]. Find k 0 ∈ N such that ε k0 < ε. Set K = ω(3 λ + |x − x 1 |) and find δ κ > 0 such that
Since u k are regulated for k ∈ N due to being segments of t → F (x, τ, t) and Remark 6.4, we can find the corresponding ν k > 0 such that
We distinguish two cases:
. Particularly, if κ = a then there exists j ≤ m such that κ = τ j and t j−1 < τ j .
We recall that 0 < δ < δ k0 (κ) and that for t ∈ (κ − δ k0 (κ), κ) we have from (49) the inequality
We further divide the first case into two possibilities:
Since A k is δ k0 -fine, we know that |t j−1 −κ| < δ k0 . Now, we are done due to (53), because
ii) Let |t j−1 − κ| < δ. We recall that b − a ≤ λ and that by (47) we have
Consequently, we get
Particularly, for i ∈ N with i < j and t ∈ [t i−1 , t i ] we have
We use u k (t j−1 ) = F (u k (κ), κ, t j−1 ) and simple induction to obtain
For t ∈ (κ − δ, κ) we combine this with (53) and (52) to get
Combined with J(κ) < ψ k0 and (53) we have
We can again inductively apply (54) to obtain
We now apply (56), (55) with t = ϑ k , (52) and (53) to obtain
An analogous procedure can be applied on the right side of every κ ∈ [a, b) to show that {u k } k∈N is indeed equiregulated. Therefore, the set {u k } k∈N satisfies the assumptions of Theorem 6.3 on the compact space {x} ∪ B(x 1 , λ). Consequently, it is relatively compact. To simplify notation, we rename the convergent subsequence to u k . The limit function will be denoted as u.
Step 4: Prove that u solvesẋ = D t F (x, τ, t).
Our goal is to show that for every ε > 0 there exists δ :
Denote the left side of (57) by
First, recall that for t ∈ [a, b] we have
For a fixed partition A of [a, b] we can combine (58) and (E1) to get
By (58), (59) and the continuity of the metric we have
Using the additivity of limits we obtain
Assume that we have the following property:
Then for any δ-fine partition A we could use (60) to find k 6 ∈ N, k 6 ≥ k 5 such that
Together with (61) we would obtain the desired result
We now finish the proof by verifying (⋆). Let ε > 0 be given. Find k 0 ∈ N such that
,
be an arbitrary δ-fine partition of [a, b]. By δ < δ k0 it is also δ k0 -fine. Therefore, we can once again use (49) to say that for all τ ∈ [a, b] with J(τ ) ≥ ψ k0 we have τ ∈ A i.e. there exists i ≤ m for which τ = τ i . For all such τ ∈ (a, b) we eliminate the possibility t i = τ i = τ = τ i+1 , since assuming t i−1 < τ i = τ < t i does not change the final sum. We further recall that δ k → 0 pointwise. Therefore, we can find k 1 ≥ k 0 such that all τ i ∈ A with J(τ i ) ≥ ψ k0 satisfy
The special cases (if necessary) obviously reduce to
. Once again J(τ ) ≥ ψ k0 implies τ ∈ A k i.e. every bad jump is a tag of both A and A k . We want to show that
Similarly to the previous step, we consider small and large jumps separately:
A) Let J(τ v ) ≥ ψ k0 and let w ≤ n be such that τ v = σ w . For τ v = a we can write
Set j v = min{j ≤ n ; (t v−1 , τ v ) ∩ (s j−1 , s j ) = ∅}. From (63) we get j v < w. Thus, we can write
Once again, we inductively apply (54) to obtain
Using the identical estimate on the right side, we conclude that the total damage of bad jumps to the final sum is less than ε/2.
We observe that J(σ z ) < ψ k0 . If this was not the case, there would exist τ q ∈ A such that τ q = σ z and by (63) we would have [s z−1 , s z ] ⊂ (t q−1 , t q ), causing a contradiction. Additionally, we assume that σ z > τ v to avoid technical complications, since the opposite case is a direct analogy.
If both equalities hold we obtain a contradiction. Due to (50) we have
By (49) and (62) we get
Here, note that the difference between (49) and (62) is that u k consists of only one segment of F on [s z−1 , s z ] but possibly of multiple segments on
We can once again write
and use the additivity of the right side of (64) to extend it to any t, s ∈ [t v−1 , t v ]. Particularly for t = t v−1 , s = τ v and t = t v , s = τ v we utilize the normalization of F to get
Consequently, the sum over all good tags is less than ε k0 (ξ(b) − ξ(a)) < ε/2 and the proof is finished.
Remark 6.6. The only purpose of condition (E3) is to construct solutions from Kurzweil type partitions and we believe it could eventually be eliminated by using a more sophisticated construction.
Linear case
In this section we compare theorems presented in Sections 5 and 6 with standard results shown in Section 3.
Uniqueness
Here, we show that Theorem 3.4 is contained in Theorem 5.3, i.e. if the assumptions of Theorem 3.4 are satisfied, then the assumptions of Theorem 5.3 are satisfied as well. We first take a look at how the assumptions of Theorem 5.3 can be simplified in normed linear spaces. Let E be a normed linear space, Ω ⊂ E and
Thus, our theorem takes the following form. ( U1) For every x, y ∈ Ω and τ ∈ (a, b) let
( U2) There exists an increasing function ξ : [a, b) → R and an Osgood type modulus function ω such that for every x, y ∈ Ω and τ ∈ (a, b) we have
Then every solution ofẋ = D t F (x, τ, t) on [a, b) is locally unique in the future. Now, let F (x, τ, t) = G(x, t) satisfy the assumptions of Theorem 3.4 i.e. let it belong to F (O, h, ω) where h is continuous from the left and ω is an Osgood type modulus function. Condition (F 2 ) directly implies ( U2) with the same ω and ξ = h. In order to verify ( U1), we notice that continuity of h from the left implies lim
Therefore, condition (F 2 ) gives us
Now, let us address condition (13) . Theorem 3.4 does not assume that x is a solution on the right side of τ . Since Theorem 3.5 has weaker assumptions than Theorem 3.4, condition (13) is present to ensure continuation of the solution. However, if the solution does exist on a right neighbourhood and we have other means to keep it contained within the domain, we need not assume the existence of the limit in (13) . In such case, we can completely abstain from using condition (F 1 ). It is also worth addressing the difference between conditions (F 2 ) and (U2). The transition to a local version is merely a specific of nonrestricted equations. However, the transition from supremum to infimum is a substantial difference.
Existence
Here, we show that Theorem 3.5 is contained in Theorem 6.5. Let Ω ⊂ R n be open and let
for all x, y ∈ Ω and τ, σ, t, s ∈ [a, b] where h and ξ are increasing real functions on [a, b] and ω as well as ζ are modulus functions. SetF (x, τ, t) = x + F (x, τ, t) − F (x, τ, τ ). e1) We begin by showing that x →F (x, τ, t) is continuous for every τ, t ∈ [a, b]. For t = τ it is the identity mapping. For t = τ we have
We finish by observing that
e3) Fixx ∈ U R andτ ∈ [a, b). There exists α > 0 such that B(x, α) ⊂ U R . We know that there exists β > 0 such that deg(f, U(x, α), x) = 1 whenever x ∈ U(x, β) and f : B(x, α) → R n is continuous with f (y) − y < β. Due to (e2) we know that F (x, τ, t) −F (x, τ, τ +) ≤ ζ(|h(t) − h(τ +)|).
Find γ > 0 such that ζ(|h(t) − h(τ +)|) < β for t ∈ (τ ,τ + γ). Fix τ, t ∈ (τ ,τ + γ). We recall that F (x, τ, τ ) = x and that h is increasing and obtain F (x, τ, t) − x ≤ ζ(|h(t) − h(τ )|) < β.
In (e1) we have shown that x →F (x, τ, t) is continuous. We also arrange γ < β and obtain the following property: For everyx ∈ U R andτ ∈ [a, b) there exists γ > 0 such that for any x ∈ U(x, γ) and τ, t ∈ (τ ,τ + γ) there exists y ∈ U R such thatF (y, τ, t) = x.
By using this property forτ = a and arranging b < a+γ we obtain (E3) with U = U(F (x, a, a+), γ) and µ τ = τ − a.
e4) Finally, we have F (x, τ, t) −F (y, σ, t) − F (x, τ, s) −F (y, σ, s) = x + F (x, τ, t) − F (x, τ, τ ) − y − F (y, σ, t) + F (y, σ, σ) − x + F (x, τ, s) − F (x, τ, τ ) − y − F (y, σ, s) + F (y, σ, σ) ≤ F (x, τ, t) − F (y, σ, t) − F (x, τ, s) + F (y, σ, s) ≤ ω( x − y + |τ − σ|) |ξ(t) − ξ(s)|. Now, we can see that our existence theorem takes the following form in R n . Since in the restricted case (F 1 ) and (F 2 ) directly imply (F * 1 ) and (F * 2 ), we come to the conclusion that Theorem 3.5 is contained in Theorem 6.5. To demonstrate the difference, we will consider the following existence theorem from [19] by R. Henstock. We will show that while it is not included in Theorem 3.5, it does follow from Theorem 6.5. Since condition (H3) ensures that the solution stays in a compact set around the initial condition (v, τ ), we can limit ourselves to studying the function f on B R := {x ∈ R n ; x ≤ R} for R > 0 sufficiently large. We make use of the following decomposition theorem ( [36] , page 78). We already mentioned that (C1)-(C3) for h imply (F 1 ) and (F 2 ) for
h(x, s) ds.
We notice that F (x, τ, t) = x + G(x, t) − G(x, τ ) + (SHK) By adding these equalities we infer that (F * 2 ) is indifferent to g. Since G satisfies (F 1 ) and the SHK integral of g is continuous, we have that F satisfies (F * 1 ). Consequently, Theorem 7.3 is contained in Theorem 6.5. To see that it is not contained in Theorem 3.5, we can consider Example 3.7.
While Theorem 7.3 is able to handle functions of unbounded variation, it remains within the confines of the standard ordinary differential equation theory. It allows for the solution to be an indefinite SHK integral of the right hand side, but not in the sense of coupled variables. However, the above method for dealing with an error function which does not depend on the space variable gives clear indication on how to modify any GODE example from F (O, h, ω) so that it no longer satisfies (F 1 ), while (F * 1 ) still holds. Thus, we can see that, even in the context of Euclidean spaces, Theorem 6.5 contains both Theorem 3.5 and Theorem 7.3, but it is not covered by them. Moreover, it invites the question of whether we could deal with regulated solutions in spaces that are not locally compact, which will be pursued in future research.
