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Abstract 
We present new insights into the problem of the isoelectronic nitrogen (N) impurity 
in gallium arsenide (GaAs). High purity, low N concentration samples were loaded into 
diamond anvil cells for high pressure studies. We performed photoluminescence (PL), 
photoluminescence excitation (PLE), transmission, and time decay measurements through a 
broad range of pressures. These techniques allowed us to positively identify and track 
previously unseen states arising from the N impurity. 
The first observation we make is of a dramatic increase in luminescence as N forms 
an isolated state within the gap around 22kbar. We find telltale signatures of the isolated N\-
B state, still resonant with the conduction band states, as we approach the pressure where Nx-
B becomes visible. We attribute this effect to N acting as a nonradiative trapping center while 
still resonant with the conduction band states. We also note the appearance of a broad band-
to-acceptor like emission below the band edge after Nx-B enters the band gap. 
The next major observation we report is of the excited state of the Nx exciton. We 
find this state to be clearly identifiable for the pressure range ~25kbar to ~30kbar. This state 
is weak in PL but shows enormous absorption signals in PLE and transmission. This state at 
first appears to be shallow in nature due to its proximity to the band edge, but as we vary the 
pressure it becomes clear that it is actually associated with the deep Nx level. We find the 
spacing of this level from Nx-B to be in good agreement with the established theory of 
shallow acceptor levels. 
We then move on to the identification of a second bound state associated with N. 
This state, designated Np, was previously reported for the GaP system and the GaAsi.xPx 
alloy, but has not, until now, been positively identified in GaAs. We find the state to be 
degenerate with the shallow donor level for pressures up to ~30kbar. The emission from this 
state is found to possess unique N characteristics and is seen to move in pressure with both 
shallow and deep like properties. Some unique features, such as a decrease in PLE associated 
with Np, introduce difficulty in adequately describing this state. We present two possible 
interpretations for this state, consistent with our observations. 
We conclude with a discussion of the process of lasing in N doped GaAs. We present 
data consistent with previous studies of the lasing process in GaAs. However, we find an 
intriguing trend with pressure as we approach the F-X crossover. The lasing gain begins to 
shift in a manner similar to Nr, in fact, it appears that Nr is in some way an upper bound on 
the laser emission. We believe this to be preliminary evidence of the influence of N on the 
lasing mechanism. 
1 
1 Introduction 
From light emitting diodes and laser pointers to infrared sensors and high speed 
telecommunications, optical semiconducting devices touch nearly every aspect of our 
technological lives. Entire industries built on the optical characteristics of semiconductors 
account for nearly five percent of the 200 billion dollar semiconductor industry.' The utility 
of these devices and the enormous potential they still hold for new technologies has 
generated an incredible wealth of research into the origins of their optical characteristics. 
Though entire libraries could be filled with what has been learned about the physics involved 
in these processes, there is still much that is unknown. So complex are semiconducting 
materials that, like a great symphony or work of art, each time we look we find new and 
intriguing mysteries awaiting us. It is this very complexity that leads to the seemingly 
endless functionality of semiconducting materials. 
Any student would be humbled by the span of knowledge covering the physics of 
semiconductors. With a plethora of theories and reams of data it is easy to lose sight of the 
forest. Yet contrary to what may sometimes seem the case, semiconductors do obey the laws 
of physics. After enough investigation seemingly disparate theories begin to relate and 
common threads emerge. Though narrow areas of study may seem isolated from the whole 
this is only an illusion. While the specific focus of this study is the optical characteristics of 
nitrogen (N) doped Gallium Arsenide (GaAs) under pressure, general theories of band 
structure, impurity states, lattice vibrations, and many other aspects of semiconductor physics 
will play large parts in the understanding of nitrogen as an isoelectronic impurity. Therefore 
2 
we begin by examining the historical development of the models and theories of the 
isoelectronic nitrogen impurity in GaAs. 
The highly efficient radiative recombination of N-doped Gallium Phosphide (GaP), in 
addition to the ability to produce visible wavelengths varying from green to yellow, make 
these systems ideal for light emitting diodes. However, the recombination mechanism was 
not well understood until the investigations of Thomas and Hopfield.2,3 
The original investigation into nitrogen as an isoelectronic impurity capable of 
creating a bound state within the band gap of GaP done by Thomas and Hopfield, attacks the 
problem of an optical transition, known as A-B, which had previously not been understood. 
They found that the transition involved a non-degenerate ground state and an electron-hole 
pair in the excited state. However, the binding energy of the exciton to the center was an 
order of magnitude too low to be a charged impurity. Through various growth techniques 
they were able to deduce that the binding impurity center was that of an isolated nitrogen 
atom. Specifically, the characteristic A-B lines, along with the subsequent forest of lower 
energy lines (Figure 2.1-1 bottom plot) were seen only when nitrogen was introduced during 
the growth process of the GaP crystals. As the concentration of nitrogen was increased, the 
number and intensity of the lower energy lines also increased. This clearly indicated that the 
emissions were associated with nitrogen. However, the binding mechanism responsible for 
these emissions was unclear. 
The first indication that the sets of lower energy lines were due to something other 
than a single center was the fact that although the multiplets thermalize to lower energies, 
(similar to the A-B lines) there is no thermalization between multiplets. Though the 
3 
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Figure 2.1-1 Fluorescence and absorption spectra of GaP with a nitrogen concentration of about 
10 9 atoms/cubic cm. The isolated A line emission along with the subsequent NN pairs are 
shown. The primed symbols indicate phonon replicas, (after Thomas and Hopfield3) 
multiplets appear to derive from a pair of lines similar to A-B, there is more fine structure 
evident than in the A-B lines. This indicates that the local symmetry at these centers is lower 
than that of the cubic crystal, leading to mixing of the J=1 and J=2 states. Pairing of nitrogen 
atoms could account for this lowering of the symmetry. This along with the fact that the NN 
centers appear only with increasing concentration indicates that pairing of nitrogen at varying 
lattice distances may account for these NN centers. To verify this Thomas and Hopfield 
noted that for a random distribution of nitrogen in the crystal, pair concentration should vary 
as the square of the A-center (or isolated nitrogen) concentration. This was verified from 
measurements of the absorption lines of various NN pairs vs. A-B line absorption (Figure 
2.1-1 top plot). To further this model of NN pairing, the ordering of the NN lines was then 
analyzed. If an isolated nitrogen atom binds an exciton it might be expected that a pairing of 
4 
nearest neighbor nitrogen atoms would bind the exciton more tightly. As the separation of 
the nitrogen atoms increases it should then approach the limit of a single nitrogen again 
binding the exciton. If this truly is the case, then there are a number of properties of these 
pairs arising from geometry and the symmetry of the crystal which can be verified 
experimentally. One such property is the Zeeman pattern of the NN pairs. Due to the 
anisotropy of the pair arrangements, the magnetic splittings of the multiplets will be 
complex. One simple example would be that of a magnetic field aligned in the <100> 
direction which would then make the same angle with each of the NN6 pairs lying in the four 
possible <111 > directions. Each of these should then experience the same Zeeman splitting 
and a single octet of lines would be expected which is observed experimentally (Figure 
2.1-2). Further evidence is seen in the qualitative correspondence between integrated 
absorption, the strength of which should vary as the ratio of the number of possible pairs in a 
given shell multiplied by the corresponding transition probabilities. Assuming a constant 
transition probability very good qualitative agreement was found (Figure 2.1-2). 
This description of the isoelectronic nitrogen impurity is extremely convincing and 
well described. Thus, it might seem a natural extension to attribute similar lines found in 
other systems with nitrogen doping to the NN pair concept. In the case of the ternary alloy 
GaAsi.xPx, however, this assumption turned out to be incorrect. Looking at the nitrogen 
system in GaP as described by Thomas and Hopfield, there are subtle indications that this 
binding state will not behave as a shallow impurity state. It wasn't until the experiments 
done by Wolford that the true deep impurity nature of the nitrogen trap was understood.4,5'6,7 
In these experiments both alloying and nitrogen concentrations were precisely monitored, 
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Figure 2.1-2 a) Spectra of NN pairs 1 and 6 in a magnetic field of 31 kG. Note the distinct splitting of the degeneracy as 
expected, (after Thomas and Hopfield3) b) The plot of absorption at NN,o versus the absorption at the A-center indicates that 
the NN concentration varies as the square of the isolated A-center concentration, (after Thomas and Hopfield3) 
6 
which allowed for a very detailed examination of the nitrogen state. The most striking result 
of these experiments was that the recombination luminescence originally attributed to NN 
pairing in alloy compositions GaAsi.xPx with x > .87 was actually due to an isolated nitrogen 
impurity (known as Nx). This is shown most clearly by the independence of the Nx 
luminescence to nitrogen concentration (Figure 2.1-3), and is further strengthened by the 
identification of the phonon sidebands and the observance of the strong LOr coupling which 
would indicate a highly localized bound state. 
It is now understood that the nitrogen impurity behaves as a deep level in GaAs. 
Despite the apparent similarities between the GaP:N system and the GaAsrN systems, 
attempts to apply conclusions derived from the GaP system to those involving GaAs must 
proceed with caution. One of the most striking differences is the fact that in GaP nitrogen 
acts to create a highly luminescent system in what would otherwise be a very non-radiative 
indirect gap material. However, for GaAs, a direct gap material that should provide efficient 
radiative recombination, we find that the presence of nitrogen seems to actually hinder the 
luminescence. Another mystery which we have investigated is the origin of the excitation 
designated Nr. Investigations indicate that it is correlated to the N impurity,6'7'8 yet it only 
shows up fleetingly and has very unique characteristics which will be discussed in section 
5.6. Overall what this research hopes to accomplish is to provide some further insight into 
the problems, processes, and possibilities arising from the isoelectronic nitrogen impurity in 
gallium arsenide. 
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Figure 2.1-3 For varying concentrations of nitrogen we find a notable lack of NN 
pair structure. In fact, aside from expected broadening there is little change in 
the spectral features, (after Wolford6) 
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2 Mechanical Properties 
Optical characterization techniques arguably provide the most comprehensive set of 
probes into the properties and dynamics of semiconducting materials. Everything from 
mechanical aspects such as lattice properties, defect densities, phonon interactions, and alloy 
composition to electrical properties such as carrier and impurity densities, band gap 
characteristics, mobility, and resistivity. As was stated, the study of semiconductors and 
solid state physics in general is an enormous undertaking involving libraries of information. 
Therefore, the discussion that follows will be an abridged look at the relevant theories while 
relating them to the GaAs and GaAsi.xNx systems in question. The primary goal will not be 
detailed derivations, but rather to provide a common vocabulary and reference point for the 
analysis to follow. A secondary goal will be to hopefully provide a somewhat physically 
intuitive understanding of the processes involved. Any of the standard texts such as Boer, 
Kittel, Cardona, etc. can be referenced for further detail into the derivation of these theories. 
The first section of this discussion will deal with the mechanical aspects such as crystal 
structure, phonon properties, and lattice symmetry. We will then look at the general 
macroscopic electrical characteristics followed by a more detailed explanation of the 
microscopic quantum mechanical theory describing band structure and impurity levels. 
Finally, application of the theories to optical phenomena will be covered in anticipation of 
the formal data analysis. 
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2.1 Crystal Bonding 
Bonding forces and crystalline structure are at the very heart of all solid state systems. 
A thorough understanding of these reveals a great deal about the intrinsic properties of the 
material. Perhaps the most important of these to consider is the bonding forces. To a great 
extent these forces determine the material's crystal structure and inherent properties by 
placing constraints on the possible configurations and dynamics. For example, the strong 
covalent bonding present in GaAs is angular dependent, inducing its zinc-blende lattice 
structure. This in turn gives rise to the symmetry constraints on the physical processes in the 
crystal. 
The possible bonding mechanisms which need to be considered in a solid state system 
include covalent, ionic, Van der Waal's, Hydrogen, and metallic. Each of these would be 
covered in detail in any standard solid state physics text, however, for our purposes we will 
consider only the covalent bonding mechanism, which is the predominant bonding in GaAs. 
The classic interpretation of a covalent bond is the sharing of two electrons between 
atoms. As with all of the bonding mechanisms, this is fundamentally coulombic in nature. 
However, there is a uniquely quantum mechanical aspect in the form of the exchange 
interaction. The Pauli exclusion principle, which states that electrons with parallel spins 
cannot occupy the same energy state, provides for an additional interaction. When atoms 
with unfilled shells are brought together, electron overlap can be accommodated without 
promotion to higher energy levels. As such an overlap occurs, the Pauli principle will 
determine the resulting electron distribution. If the two unpaired electrons have spins that are 
antiparallel, their wavefunctions will add in the overlap region as the atoms are brought 
together. This results in an increase of negative charge between the positive ion cores and 
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therefore an attractive coulomb potential. This state is known as the bonding state (State A 
in Figure 2.1-1). However if the spins are parallel, the electron wavefunctions will repel in 
the overlap region resulting in a decrease of negative charge between the positive ion cores. 
This will cause a repulsive interaction between the two atoms and is therefore known as the 
antibonding state (State S in Figure 2.1-1). The concept of bonding and antibonding orbitals 
is perhaps the most intuitive way to understand the origin of energy bands in a crystal. 
Considering an atom with only a single Is valence electron, the simple qualitative 
argument goes as follows. As two atoms are brought together their outermost valence 
electrons will overlap, as described above, leading to the two new bonding and antibonding 
orbitals of the new two atom molecule. The outermost valence electrons are no longer 
associated with the individual atoms but now occupy the molecular orbitals of the system as 
a whole and can therefore completely fill the new lower energy, molecular bonding orbital. 
As we bring a third atom into the picture, its outermost electron orbital will begin to overlap 
with those of the two atom molecular orbitals leading to another splitting of the states into, in 
this case, four new orbitals. As more atoms are brought in, this splitting continues and the 
discrete number of newly created 'molecular' orbitals begins to resemble a continuum. An 
important thing to remember though is that as each new orbital is created it is truly an orbital 
of the whole system, a crystal orbital if you will, as described previously. 
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Figure 2.1-1 Diagram depicting the bonding (State S) and antibonding (State A) states for molecular hydrogen (H2). The effect 
of the electron overlap along with the increased bonding energy arc clearly seen in the plot of energy as a function of separation, 
(after Kittel®) A linear plot of the probability amplitude for the states is also shown, where A and B represent the atom positions, 
(after Bôer10) 
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In the ground state, Ga has an outer shell configuration of 4s24p' and As is 4s24p3. 
Therefore, there is an average of four electrons per atom to participate in bonding. We would 
then expect the covalent bonding mechanism to resemble that of the column IV elements. 
An example of this bonding would be silicon. In its ground state, the outer shell 
configuration of Si is 3s23p2 again giving four electrons per atom. For the four electrons to 
participate in a covalent bond however, a tetrahedral configuration is favored. This 
configuration is attained by the promotion of the s2p2 system to an sp3 hybrid (Figure 2.1-2). 
+ 
*• 
Figure 
the sp3 hybrid, (after Bôer10) 
2.1-2 Schematic representation of the hybridization of the s and p orbitals to arrive at  
This promotion requires a certain amount of energy, 3.5eV in the case of Si, which is more 
than compensated for by the energy gained from the resulting bond. In the case of a III-V 
system such as GaAs, we find that an additional sharing of an electron from the As site is 
required to attain an sp3 hybrid 
Ga(4s24p') + As(4sz4p3) -> Ga(4s'4p3)" + As(4s'4p3)+. (2.1-1) 
It is evident from the above equation that the sharing of the electron by As results in a 
slightly ionic characteristic due to a purely covalent bond. 
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The mixing can be described by the sum of the covalent and ionic bonding wavefunctions 
(2.1-2) 
= a^tov + b%on, 
where the ratio b/a is defined as the ionicity of the bonding.10 However, if the bonding were 
to be purely ionic we would find Ga+3As"3 in apparent contradiction to ionicity of the 
covalent bonding. The actual electronic charge distribution is still a point of contention. 
Some theoretical plots of the charge density in GaAs are shown in Figure 2.1-3. 
A static effective charge e* can then be defined to describe the ionicity of the bond.11 
In Eqn. (2.1-3), N is the valency. For GaAs e*/e = 0.46, but as we move up column V, we 
find for GaN e*/e = 0.55, a nearly 20% increase in ionicity 
e * N(a / b)2 - (8 - N) 
T ' —ÏT^TÏP—' 
A very qualitative way to think of the ionicity of the GaAs bonding would possibly 
go as follows. The compensation by the As atom for the lack of a fourth electron on Ga is 
localized within the p orbitals between the two atoms. Therefore the electron from As does 
not truly leave the As atom and localize around Ga. The fifth As atom, although taking up 
the slack as it were, for the Ga atom within the covalent bond, is still on average more 
localized around the As atom, leading to the higher charge density around the As atom. 
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Figure 2.1-3 Band by band contour plots of the electron density. Note the 
large density of charge around the As site. These however are theoretical 
plots as there are no current experimentally determined plots, (after Cohen 
and Chelikowsky") 
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2.2 Crystal Structure 
The diamond structure of silicon or, in the case of the diatomic GaAs crystal, the 
zinc-blende structure, can be seen to arise almost as a necessity of the tetrahedral covalent 
bonding (Figure 2.1-2) discussed in the previous section. The zinc-blende structure of GaAs 
can be viewed as two face-centered cubic lattices offset from one another by a/4, a/4, a/4, 
where a is the edge length of the cubes. The importance of the crystal structure and 
symmetries becomes clear when one begins to derive the elastic and thermal properties. 
Before looking into these dynamic properties of the crystal however, we will first review 
some of the static properties of GaAs. 
In addition to the real lattice of the crystal it is useful to introduce the concept of a 
reciprocal lattice. The reciprocal lattice represents the symmetry of the real lattice in 
reciprocal or momentum space. The utility of this comes from the fact that the equations 
describing many of the interactions we are interested in are functions of momentum. The 
simplest example of this is the energy of a free particle given by 
where k is the momentum and m is the mass of the particle. By taking into account the 
symmetries of these lattices we will be able to greatly simplify the solution of more 
complicated functions which describe lattice processes and properties. Before discussing the 
actual use of these concepts we will first simply state the facts as they pertain to GaAs crystal 
structure. 
a) b) c) 
Figure 2.2-1 a) The zinc-blende crystal 
structure of GaAs (After Kittel9) b) The 
primitive cell (After Yu and Cardona13) c) 
The reciprocal lattice showing points of high 
symmetry, (after Blakemore1 ) Table to the 
right lists relevant lattice parameters, (after 
Blakemore14) 
Unit cell size, atomic density, and crystal density at 7 = 300 K, 
for stoichiometric GaAs * 
Length of side of unit cube ^JOO 5.65325 À 
Nearest-neighbor distance ro — V14/4 2.44793 A 
Unit cube volume A3 1.80674X10 " cm3 
Primitive cell volume 4.51684X10 " cm3 
Molecular density N / 1 V  =  A/A > 2.2139X10" cm-3 
Atomic density N / V —  8 / A 3  4.4279X10" cm-3 
Molecular weight M = < [69.720 + 74.922) 144.642 amu 
Calculated crystal density PiM 5.3174 g/cm1 
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As was already stated, the conventional cell of GaAs is a cube with a lattice that is 
face-centered cubic in real space. The primitive cell would be trigonal and the reciprocal 
lattice would be body-centered cubic. All of these structures along with relevant lattice 
parameters from recent work are shown in Figure 2.2-1. 
The static physical characteristics described above are useful for practical and 
predictive purposes, providing important parameters for experimental and theoretical 
investigations. However, perhaps the most important static property of the crystal is its 
symmetry. The symmetry provides the fundamental framework for every physical process 
within the crystal. A clear understanding of the symmetries of the crystal structure provides 
a clearer intuition of physical processes within the crystal in addition to the ability to vastly 
simplify complex calculations of crystal properties and interactions. 
A periodic lattice by definition is any unique structure, known as a basis, repeated 
indefinitely in space. Therefore, by choosing a set of lattice vectors (a,, 82, @3) which 
describe the basis it can easily be seen that any displacement by a crystal translation vector 
T = u\Z\ + «282 + «383,where u\, ui, «3 are arbitrary integers, will bring you to a new position 
within the lattice identical to the previous position. The beauty of this is that in a perfect 
crystal, this translation symmetry applies to all local properties of the crystal. Therefore, any 
property we wish to physically describe, for example magnetic moment density, must 
necessarily have the same periodicity as the lattice. In addition to translation, most crystals 
also display a high degree of additional symmetries such as rotation, inversion, or mirror 
symmetry. Together, these additional operations are known as a point group since they all 
leave at least one point fixed after being applied. The rigorous field of mathematics which 
deals with the properties and methods involved in manipulating these symmetries is group 
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theory. The main utility as pertains to crystal systems is as follows. Any crystal structure 
can be uniquely described by a set or group of operations which when applied, leave the 
crystal unchanged. Therefore the equations which represent the properties and dynamics of 
these crystals must also conform to these symmetry operations. By reducing these equations 
to a representation compatible with the group describing the crystal, unique solutions and 
constraints can be discerned. This process, known as symmetrization, is a powerful tool in 
the analysis of crystal interactions. The consequences of these symmetries are everywhere in 
the analysis of solid state systems, in fact it sometimes seems that they are the analysis. So 
with this motivation we will now describe the symmetry properties of the GaAs crystal 
followed by some examples of the consequences of these symmetries. 
As stated previously, GaAs crystallizes in the zinc-blende structure (Figure 2.2-1). 
The space group describing this structure is denoted by Tj , or in international notation, 
F 43 m . The point group consists of 24 elements given below. 
Table 2.2-1 Table of symmetry elements for the zinc-blende (GaAs) crystal structure. 
Symbol Description 
E The identity operation. 
c2 Three rotations of 180° about the [lOO], [OlO], [OOl] axis. 
c3 
Eight 120° rotations consisting of both clockwise and counterclockwise 
rotations about the four axis [l 11], [l 11], [ill], [l 11J. 
S4 
Six 90° rotations consisting of both clockwise and counterclockwise rotations 
about the three axis [lOO], [OlO], [OOl], each followed by an inversion 
perpendicular to the rotation axis. 
CT Six reflections with respect to Miller planes. 
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Mathematically these symmetry operations can be described by a set of 
transformation matrices. A set of such matrices describing the point group operations is said 
to form a representation of the group. These representations are the working mathematical 
form of the symmetries of the crystal. Therefore, if we could cast them in such a way that we 
could easily relate other mathematical statements (such as wavefunctions or lattice 
vibrations) to these representations, it would provide insight into the solutions of these 
statements relative to the crystal symmetries. The choice of these representations however is 
not unique, in fact there is an infinite number of possibilities. Group theory provides a 
solution to this dilemma. What we are looking for is known as an irreducible representation, 
in some sense the basic building blocks of the point group symmetries. But even the choices 
of irreducible representations are not unique, it turns out though that the traces of these 
matrices are unique. These are known as the characters of the representations. By dividing 
the point group into a set of elements known as a class, we can deduce the number of 
irreducible representations of the group. All of this is then put together in character table 
from which suitable basis functions can be derived. The character table for the Td group of 
zinc-blende GaAs is given below. We will be utilizing the Koster notation throughout this 
work. 
20 
Table 2.2-2 Character table for the zinc-blende (GaAs) crystal structure. 
Notation Classes Basis Functions 
— 3 O 
o ! £ C/3 {E} {3C2} {6S4} {6a } {8 C3} 
s 00 
Ai r, r, 1 1 1 1 1 xyz 
a2 r2 r2 1 1 -1 -1 1 x4(y2-z2)+y4(z2-x2)+z4(x2-y2) 
E r3 r,2 2 2 0 0 -1 {(x2-y2), z2 - l/z(x2+y2)} 
T, r5 r ,5 3 -1 1 -1 0 {x(y2-z2),y(z2-x2),z(x2-y2) \ 
t2 r4 r25 3 -1 -1 1 0 {x,y,z} 
It is this character table and set of basis functions that can then be used to classify or 
symmetrize an arbitrary expression. However, we have neglected the spin degeneracy which 
results in a doubling of the group size. The full character table describing this is known as 
the double group. 
Any given expression can be completely described by finding suitable combinations 
of the irreducible representations of the group. This is accomplished by taking a combination 
of direct sums and direct products of the irreducible representations. The procedure for 
taking direct sums and products will not be covered here, the results of an example will be 
shown however to introduce the notation used. 
If we are given a second rank tensor {Tjj}, it can be shown that the nine components 
that form this tensor can be used to generate a nine-dimension representation of the Td point 
group above, denoted fy for this example. Since none of the irreducible representations of 
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the Td group have as many as nine dimensions (the highest is three dimensions for the f4 
representation) it is clear that FT is reducible. As it turns out, FT can be obtained by taking a 
direct product of f4 with itself, FT = ® r4. This direct product can in turn be shown to be 
equivalent to the direct sum Fs (B F4 ® r3 ® F,. 
So to summarize the processes up to this point we can put forward the following 
qualitative procedure for the use of group theory. First, recognize and list the complete set of 
symmetries possessed by the crystal in question. Second, codify these symmetries into the 
vocabulary of group theory by determining the classes, characters, and irreducible 
representations of the symmetries. Third, when investigating a physical process or property 
of the crystal system, generate a representation of the crystal point group using the 
mathematical form of this process or property. Lastly, attempt to determine a direct sum of 
the irreducible representations of the crystal point group that results in the representation 
generated in the previous step. This last step will result in important restrictions on the 
possible solutions for the process or property under investigation, such as selection rules or a 
reduction matrix complexity. 
An important example of the procedure described above is the deduction of selection 
rules for the coupling of an electric-dipole with the crystal. The Hamiltonian describing the 
interaction of an electron with electromagnetic radiation is given by 
H
"  
=  ^ A ' P '  (2.2-2)  
Therefore, the process is proportional to the electron momentum operator p. Since the 
momentum is a vector it clearly belongs to the irreducible representation f4 from 
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Table 2.2-2. To determine the probability that the radiation field will interact with the 
electron we must determine the matrix element, where 4*/ and Y, are, respectively, the final 
and initial wave functions of the electron. Assuming that the form of the wave function also 
belongs to the F4 representation we see that M = ^lP/| p the term can be represented 
as a direct product of r4 with itself, ie f4 <8> f4 , which as we saw previously is equivalent to 
the direct sum Fs © F4 © F3 © F|. So now the matrix element M can be seen to be a direct 
product between the as yet unspecified representation of Y/ and the direct sum elements Fs 
© f4 © f3 © F, representing the operation, p | ¥,). Since the basis functions of the 
irreducible representations of the group are orthogonal, any direct product Fj <8> Fj, where i # 
j will be zero. This result is known as the matrix-element theorem. For our example, this 
means that if the electron originates from a state with f4 symmetry, only transitions to states 
where Y/ has symmetry H, F3, f4, or f5 are allowed. A different way to state this result is 
that since the Hamiltonian has odd parity, only matrix elements between states with opposite 
parity will be nonzero. 
Another example of the use of symmetry arguments is, if we start with the ground state 
of the crystal with symmetry F,, it can be shown that the product F4 ® F, = F4. Therefore, if 
the lattice were to couple to the electromagnetic field it could only result in a promotion to a 
state with F4 symmetry. Such excitations of the crystal (known as phonons) are said to be 
infrared-active. These types of arguments appear consistently throughout the analysis of our 
optical data. 
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2.3 Crystal Dynamics 
The motivation for determining the dynamic properties of the GaAs crystal includes 
understanding: the response of the crystal to applied hydrostatic pressures used in the 
experiments, the coupling of the lattice vibrations to observed excitations, and the effects of 
lattice deformations due to impurity sites in the crystal. Since the excitation processes under 
investigation occur within the symmetry of the lattice, it is clearly impossible to ignore the 
effects of the dynamics of the crystal lattice. Analysis of the crystal dynamics typically 
begins with a basic application of Newton's laws to the constituent atoms. Since the 
interatomic bonding forces are clearly non-trivial an approximation to that of a simple 
harmonic oscillator is typically employed. Additionally, motion is considered only along 
highly symmetric directions of the crystal. The problem can therefore be reduced to a 1-
dimensional system of coupled harmonic oscillators. To apply this to GaAs we must 
consider the case of a chain with alternating masses representing the two-atom basis. 
With ft as the spring constant, the equations of motion are given by 
M, = J3{ys + v,_, - 2m,), (2J-1) 
M - 2 v , ) .  ( 2 - 3 - 2 )  
With the solutions 
M, = A exp[/0<7a' -  = A exp[f(aya' - ax)] ,  (2J-3) 
where a '  is the distance between identical atoms not the next nearest neighbor distance. 
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We arrive at the well known dispersion relation 
4M,M, sin:(ga' ) 
(M,  +  M 2 ) 2  
(2J-4) 
In three dimensions the physical arguments do not vary qualitatively, we do however 
need to account for the additional degrees of freedom introduced. This manifests itself as 
three possible polarization modes for the motion, two transverse and one longitudinal. Again 
since we have a two atom basis for GaAs this means that there are 3 degrees of freedom 
times 2 atoms giving a total of 6 possible normal modes for each atom (or reciprocally, for 
each k value). The three lower energy branches are known as the acoustic branches due to 
the lower frequency, while the upper three are the optical branches since their frequencies of 
oscillation fall within the range of typical optical excitations. 
The lattice vibrations described above are discrete due to the discrete nature of the 
lattice. Therefore, the vibrational modes can be thought of as quantized excitations, or quasi-
particles known as phonons. Following standard quantum mechanics each vibrational mode 
to will have energyh œ. One of the most important pieces of information for the dynamics of 
the crystal is the phonon density of states. 
The phonon density of states, given in general by 
is crucial for the understanding of not only macroscopic properties such as heat capacity, and 
thermal conductivity, but also for many optical properties to be discussed in the next section. 
Conceptually, what the density of states tells us is, how many modes of oscillations are 
possible for a given range of energy. Using this quantity along with the statistical probability 
g{a>)d<o = Vi-r-^ 
<:IM 
(2.3-5) 
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of these states being occupied we can calculate the probability of various interactions taking 
place. As an example, for an interaction / to take a particle from a state Y, to a state Yi there 
clearly must be a particle in state Y, (and no particle in state T2 for fermions). This concept 
of the density of states will come up again in the discussion of the electrical properties. 
A few examples of phonon dispersion curves and density of states, along with the 
phonon energy values are given in Figure 2.3-1 below, which will be used extensively in the 
interpretation of our data. The coupling of an electronic state to the lattice will show up as 
characteristic phonon side bands within our spectra. Many properties of the electronic state 
can be discerned from the nature of the phonon side bands. For example, with N we find a 
strong and very extended (in energy) phonon signature. This implies a very spatially 
localized state, which is therefore extended in k space. It is this extended k space character 
which allows the N state to couple to phonons from throughout the Brillouin zone. 
Identification of this distinct phonon structure associated with nitrogen was key to the 
understanding of N in the GaAsi.xPx alloy system.6,8 We will find that this signature phonon 
structure will be of crucial importance in the identification and tracking of the nitrogen 
impurity with varying pressure. 
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space location character (10" Hz) (meV) 
LO 8.S5 ± 0.2 35.4 ±0.8 
T (f = 000) 
TO 8.02 ± 0.08 33.2 ±0.3 
TO 7.56 ± 0.08 31.3 ±0.3 
X [ q =  100) 
LO 7.22 ±0.15 29.9 ± 0.6 
and 
LA 6.80 ± 0.06 28.1 ±0.25 
R (« = Oil) TA 2.36 ±0.015 9.75 ± 0.06 
TO 7.84 ±0.12 32.4 ± 0.5 
LO 7.15 ±0.07 29.6 ± 0.3 
, L - ± 1 ± \  
L v ~  2  2  t; 
LA 6.26 ±0.10 25.9 ± 0.4 
TA 1.86 ±0.02 7.70 ± 0.08 
TO, 7.90 ±0.15 32.7 ± 0.6 
TO, 7.51 ±0.12 31.1 ± 0.5 
LO 6.44 ±0.12 26.6 ± 0.5 
Ar(» = oll) 
V 4 4/ 
LA 5.65 ±0.12 23.4 ± 0.5 
TA, 3.48 ± 0.06 14.4 ± 0.25 
TA, 2.38 ± 0.04 9.58 ±0.15 
Figure 23-1 a) Phonon dispersion curves as obtained by Waugh and Dolling.15 (after Blakemore14) The dashed lines show the slopes of 
various speeds of sound. The density of states obtained from these curves is plotted alongside, (after Dolling and Cowley16) b) Phonon 
dispersion curves from neutron diffraction along with the density of states as calculated from the rigid ion model, (after Patel et al.17) c) 
Phonon energies at T=300K and atmospheric pressure. 
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For completeness, we will look briefly at some of the macroscopic properties 
mentioned above, including the heat capacity, thermal expansion, and thermal conductivity. 
The expression for the heat capacity is given by 
where U is the thermal energy. The thermal energy is the energy present in a collection of 
oscillators at a given temperature and is given by the integration of the density of states 
multiplied by the statistical probability of the occupation of those states. This must be 
summed over each possible polarization. Three approximations are typically used when 
solving for the specific heat. First, at very high temperatures we can approximate the solid as 
having an average energy of kT/2 per degree of freedom. This approximation makes sense 
since we would expect all the phonon modes to be populated at high temperatures. From this 
approximation it is found that the thermal energy of the solid is simply given by the Dulong-
Petit law for specific heat 
Cv = 3 kNA. (2-3"7) 
At the other extreme, as the temperature approaches OK, it is obvious that the previous 
approximation will not be valid. Instead, by referring to the dispersion curves shown earlier 
(Figure 2.3-1), we can see that at sufficiently low temperatures, the population of phonon 
modes will be approximately linear. 
The dispersion relation can then be written simply as 
(2.3-6) 
a  =  v k ,  (2J-8) 
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and therefore the density of states becomes 
z x Vû}l (2.3-9) 
where V is the volume. This results in the well known Debye expression for specific heat 
(2.3-10) 
where 0 is the Debye temperature. However, as the temperature increases from OK, the 
assumed density of states used to arrive at (2.3-10) begins to deviate from the true density of 
states. To account for this deviation, a temperature dependent Debye temperature is 
introduced, which is plotted in Figure 2.3-2 for GaAs. 
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Figure 23-2 Temperature dependence of the effective 
Debye variable 0. (after Blakemore, 1985) 
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Lastly, in the range of temperatures greater than the Debye temperature, we will find 
a significant deviation from the linear dispersion relation critical to the previous 
approximation. If we then assume that only one frequency of oscillator is created or 
destroyed as the temperature is increased or decreased we arrive at the following expression 
( h e r f  r 
Cy = Nkg ~Y~ r _ J^2 • (2-3-11) 
This is known as the Einstein model for the density of states. The fact that we are allowing 
only one frequency to participate is supported by the observation that at higher temperatures 
we would expect most of the energy to be present in the optical branch of the phonon 
dispersion curves which clearly show very little variation in co over k. 
To explain thermal expansion, higher order anharmonic terms must be introduced. 
These come in as third order terms in the lattice potential. This derivation done by 
Griineisen18 yeilds 
"
=  i f f7 '  '""l2) 
where f is the Griineisen parameter and B is the bulk inverse compressibility. This is 
plotted for GaAs in Figure 2.3-3 along with the low temperature linear expansion data Figure 
2.3-4. 
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Figure 2.3-3 Griineisen parameter for GaAs. (after Some et al.19) 
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Figure 23-4 Linear expansion coefficient as determined by Sperks 
and Swenson,10 and Smith and White.21 
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The thermal conductivity K of a crystal can be thought of as describing the phonon 
flux. The expression obtained by Debye gives 
K = T X Cav>Ai ' (2.3-13) J ij 
where the summation takes place over all phonon branches (z) and modes (/'). The important 
parameter to be determined in this expression is X, the phonon mean free path. This clearly 
depends on the phonon scattering mechanisms present. This dependence of the thermal 
conductivity is demonstrated in Figure 2.3-5 for silicon and GaAs, with variably doped 
samples of GaAs. So far we have focused on the mechanical properties and dynamics of the 
crystal. We will now turn our attention to the electronic characteristics crucial to the 
understanding of the experiments performed. 
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3 Electronic Properties 
3.1 Macroscopic Properties 
Perhaps the easiest entry point into the understanding of the optical properties of a 
semiconductor is to begin with a classical application of Maxwell's equations to a 
macroscopic material. Important results of this derivation are determinations of the real and 
imaginary parts of the dielectric function 
e* = cr - (E,, £r = n 2  -  k 2 ,  £ ,  =  2n k ,  
where n is the real index of refraction and k in the extinction coefficient. The (3 1-1) 
absorption coefficient is 
a = ——— = 4 flfk (3.1-2) 
c 
and the reflectance is 
Of course a more thorough microscopic treatment must include quantum mechanical 
effects. We will continue our explanation of these effects in the next section covering band 
structure. 
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components of the dielectric function, (after Yu and Cardona13) 
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3.2 Band Structure Theory 
The cornerstone for the analysis of the electronic properties of a semiconducting 
material, or nearly any crystal structure for that matter, is the concept of the band structure. 
Every electronic aspect we cover will, in some way, be influenced by the band structure, 
making it difficult to overstate the importance of this theory to the understanding of the 
electronic properties of a material. The band structure is necessary to explain why certain 
materials are excellent conductors while others are excellent insulators, and why silver, 
copper, and other metals appear shiny and lustrous, while diamond and other insulating 
solids are transparent. Even with regard to isolated impurities within a crystal (the focus of 
our experiments), the band structure provides the raw material from which the electronic 
states of these impurities are built. What we aim to accomplish in this section is to first 
introduce a somewhat qualitative and intuitive picture for the origin of the energy bands in a 
solid. We will then briefly summarize the major methods for calculating the energy bands of 
a material giving sample results of these calculations for GaAs. The section will conclude 
with a discussion of the optical properties that are explained by band structure theory for an 
ideal crystal with no impurities. In the previous section we covered the use of Maxwell's 
equations to the situation of electromagnetic radiation incident on a material. By deriving 
and utilizing the frequency dependent complex dielectric constant along with the 
conductivity we were able to adequately describe the observable effects of reflection and 
transmission. Although this treatment is experimentally useful, it is still a classical 
macroscopic treatment of the system and as such, inadequately describes the true quantum 
microscopic origins of these effects. We will see that these effects involve a wide variety of 
excitations such as band edge absorption, both free and bound excitons, phonons, polaritons, 
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etc. The culmination of all these effects should, as we would expect, give rise to the 
macroscopic properties derived previously. As we will begin to see, semiconductors afford a 
truly unique opportunity to study the effects of quantum mechanics in a system. There are 
very few experimentally accessible systems that possess the range of parameters available in 
a semiconductor. From the obvious and crucial ability to vary the resistivity, in some cases 
over a range of 10", to the fabrication of quantum wells, wires, and dots, the potential for 
novel research is abundant. We can study dynamic effects ranging from single particle 
interactions to the many particle systems of plasmas and liquids. The ability to 
experimentally control nearly every variable of the system allows for extremely detailed and 
precise tests of many general physical theories, from thermodynamics to quantum field 
theory. It is probably not an overstatement to say that semiconductors represent one of the 
most widely studied systems in the physical sciences. Even with the enormous history of 
established theory and experimental verification, the possibility for new discoveries and 
devices seem only limited by our imagination. One example of these possibilities is the 
recent reports of Bose-Einstein condensation observed in excitonic systems.24 Another is the 
use of optical properties for future microprocessors and integrated circuitry. The possibilities 
truly are endless, but to exploit this vast potential we of course need a fundamental 
understanding of the physics involved. Though this understanding is, and may always be, 
incomplete, it does provide powerful insight. So to begin, we will look at the theory of the 
band structure. 
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3.2.1 Origin of the Energy Bands 
As was alluded to in the section on the bonding aspects of the crystal, an intuitive 
model for the emergence of the band gap can be seen in the splitting into bonding and 
antibonding orbitals due to the overlapping electron wavefunctions. A representation of this 
effect is shown below. 
Conduction bands from 
the p antibonding orbitals 
Conduction bands from 
the s antibonding orbitals P 
Valence bands from the 
p bonding orbitals S 
Valence bands from the 
s bonding orbitals 
Figure 3.2-1 Schematic representation of splitting of the atomic orbitals into bands, 
(after Yu and Cardona13) 
By definition, the highest energy band, with all of its electronic orbitals completely 
filled in the ground state, is designated as the valence band, while all bands higher in energy 
than the valence band are known as conduction bands. Two important concepts to take away 
from this qualitative explanation are first, that the electron wavefunctions resulting from the 
overlap of the constituent atoms are truly orbitals of the crystal system as a whole, and 
second, that the resulting energy bands inherit their symmetry properties from the atomic 
orbitals. Therefore, as we can see from Figure 3.2-1, the lowest conduction band has the 
symmetry of an s orbital, while the highest valence band is derived from a p orbital. This has 
far reaching consequences for electron processes such as optical absorption and emission. 
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Now that we have at least a basic qualitative picture of the origin of the energy bands, 
we need to quantify this picture to be able to make use of these ideas. We are mostly 
interested in how the electrons behave in any given situation, and are therefore looking for 
solutions to the Schrôdinger equations describing these situations. Since these equations and 
their solutions of energy depend on the momentum (typically given as wave vector k) of the 
electrons, what we will ultimately arrive at are plots of the energy as a function of 
momentum. These plots are the well-known band structure diagrams, which are analogous to 
the dispersion curves derived for phonons. They provide a roadmap for the possible response 
of the electrons in the material. 
As was stated, the band diagrams are plots of the solutions to the Schrôdinger 
equation 
flV.(r) = f.V.(r), (3.2-1) 
for electrons in the periodic potential of the crystal. For a perfect crystal the Hamiltonian is 
given by13 
Pf # = y— + y ^ - + - y 
Y 2m,, t 2A/y 2 jfj 
1 „ . Z j Z y e 2 Z.e2 1 
Rj  -  R y  
- y i—i— + — y 
T t n - R j  ^ 2  r . j  r: - ry. (3.2-2) 
Kinetic energy term 
for the electron* and 
nuclei respectively. 
Nucleus-nucleus 
Coulomb potential. 
Electron-nucleus Electron-electron 
Coulomb potential. Coulomb potential. 
&' indicates a summation over all Indices where I * j. 
which obviously cannot be solved without a substantial amount of simplification. This is 
where the various methods for calculating the band structure come in. Each method makes 
various assumptions and approximations that will be explained in each section. Obviously, 
simplification will come at the price of accuracy. These weaknesses will also be explained in 
each case. There are some initial approximations, common to all the approaches. The first 
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assumption is that electrons not in the valence orbitals of the atom can be regarded as isolated 
to their nucleus. We can then regard these 'core' electrons, along with their positive nucleus, 
as a single unit known as the ion core. This allows us to reduce the summations involving all 
the electrons to summations only over valence electrons with the sums over the nuclei now 
being the sums over the ion cores. Next, we employ what is known as the Bom-
Oppenheimer, or adiabatic, approximation. Since the ion cores are much heavier than the 
electrons, the electrons can respond almost instantaneously to any motion of the ions. 
Therefore, the ion cores appear stationary relative to the motion of the electrons. This allows 
us to separate the Hamiltonian into an electronic term, an ionic term, and an electron-ion (or 
electron-phonon) interaction term. Solutions to the ionic term give rise to the phonon 
dispersion curves already discussed and the electron-phonon term will be covered later when 
we discuss the optical processes of the semiconductor. This leaves us with 
as the Hamiltonian we need to contend with. Now the summation in the electron-electron 
interaction term is over only the valence electrons where i # i ', and the Coulomb interaction 
between the electron and the ion is taken with the ion at its equilibrium position (by the 
adiabatic approximation). The final and most drastic assumption is to separate the 
wavefunctions as follows 
and to assume that each individual electron feels the same average potential due to all the 
interactions. This is known as the mean-field approximation and results in a final form for 
the Hamiltonian of a single electron within the crystal given by 
(3.2-3) 
^(r„r2,...,rn) = Y.(r,)Y.(r,)...%(rJ, (3.2-4) 
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(3.2-5) 
where V ( r )  is the average potential for both electron-electron interactions and electron-ion 
interactions. The final piece of the puzzle needed before we can move on to solving (3.2-5) 
is the form of the wavefunctions Y„(r). Due to the translation symmetry of the crystal it 
should seem apparent that what we need are wavefunctions with the same periodic 
characteristic. This periodic form is known as the Bloch function, and is given by 
where »„(k,r) has the periodicity of the lattice (i.e. M„(k,r) = w„(k,r+R) where R is a crystal 
translation vector). Since exp(zk r) are running wave solutions, these wavefunctions 
accurately describe non-localized electrons within bands of ideal crystals. If, however, we 
find that the electron becomes partially localized by isolated potentials within the crystal (due 
to an impurity located at r«, for example), it would appear that a localized wave function 
would provide a better solution. Solutions of this form are known as Wannier functions 
where V is the crystal volume. These are wave packets of the Bloch functions centered 
around the lattice site iv With these approximations in mind, we will now look at some of 
the specific methods employed in calculating the band structure. 
Y
„(k. r) = "„(k, r) exp(*k • r), (3.2-6) 
<Mr - r0) = ^ w,(k, r) exp(zk • r)exp(- zk • r0), (3.2-7) 
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3.2.2 Linear Combination of Atomic Orbitals (LCAO) 
The LCAO method, also known as tight binding, is basically a continuation of the 
concept of atomic orbital overlap that we used to arrive at a qualitative explanation for the 
origin of the energy bands. We now quantify this concept by introducing matrix elements to 
describe the interaction of the atomic orbitals as they overlap. These are therefore known as 
overlap parameters, and it can be shown that for the overlap between s and p electrons there 
are only four which are linearly independent.13 By utilizing these overlap parameters to 
describe the interaction Hamiltonian between atoms, along with linear combinations of the 
atomic orbitals of the constituent atoms as the wavefunctions, one can arrive at a solution for 
the band structure.13 One of the advantages of this method is the intuitively logical 
progression from overlap to energy bands. This method is also fairly accurate in its 
derivation of the valence bands due to the fact that they arise from the bonding orbitals, 
which one would expect to be accurately described by the linear combination wavefunctions. 
This, however, is also one of its fundamental flaws. Since the conduction bands arise from 
states that are not tightly bound, this model tends to describe these bands rather poorly. This 
can be overcome by introducing additional overlap parameters. Another problem, however, 
is that since we are using only four s and p orbitals, we get solutions for only four conduction 
bands. To derive additional bands, additional orbitals are required, and the LCAO method 
quickly loses its simplicity. 
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3.2.3 k p Method 
To introduce the k p method we first substitute the Bloch function (3.2-6) solutions 
into the Schrôdinger equation to arrive at the following solution13 
' P~ 
2m 
+ K + «k_p + ^ 
m 2m ",k = 
En*UnW ' (3.2-8) 
This reduces to 
Z i 
P- + V 
2m 
"to = (3.2-9) 
at ko = (0,0,0). By using the solutions of (3.2-9), we can then treat the k dependent terms in 
(3.2-8) as a perturbation and solve by either degenerate or nondegenerate perturbation theory 
as necessary. By looking at solutions of a nondegenerate band near an extremum, we find 
A VWM«4 u_. (3.2-10) 
and 
£„k = En0 + 
r f k 2  tr ^ |(«„0|k • Pk-0) 
+ IT A 2m m En0 ~ En-0 
(3.2-11) 
where M„U and Enk are, respectively, the solutions for the perturbed wavefunction and energy. 
Since we are looking at an extremum, the linear terms in k vanish. For small values of k 
about the extremum, we can write the solution as 
h 2 k 2  
E
"
k E
"° 
+ 2 m 
(3.2-12) 
where m* is defined as the effective mass. By using (3.2-12) and (3.2-11), we can write the 
following expression for the effective mass 
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I l  2  v  K » J "  '  p k )  
_ _2, 2 A (3.2-13) 
m m m-k- „f„ £„o -
An alternative method for arriving at the concept of an effective mass is to begin with 
Newton's laws and solve them for the motion of a free electron. Keeping in mind that the 
electron is described by a wave with momentum p = fik and group velocity v = Vtco, one 
quickly finds the following expression for the effective mass 
h m = 
d2E 
(3.2-14) 
dk2 
In a true crystal we would need to take into account anisotropy. This would result in an 
effective mass tensor 
• w-
dk i dk j  
Fortunately, the F conduction band edge in GaAs can be regarded as spherical, and therefore 
isotropic with regard to the effective mass. For other satellite minima, the bands are 
ellipsoidal, and we therefore will need to define two effective masses, my and mi. Table 
(table 9.3 from Boer) lists relevant effective masses for various semiconductors including 
GaAs. 
The effective mass is an important concept for understanding the dynamics of carriers 
in bands. One can get a qualitative feel for the magnitude of effective masses near band 
extremum by noting that the effective mass is proportional to the inverse of the curvature of 
the band. The larger the curvature, the smaller the effective mass. Particles with small 
effective masses are easily scattered to or from states of different energy. 
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3.2.4 Pseudopotential Methods 
Pseudopotential methods are perhaps the most accurate for calculating band 
structures. The basic premise is to divide the wavefunction solutions into an oscillatory part, 
which interacts strongly with the core potential, and a smooth part, which is much less 
sensitive to the core potentials. The oscillatory part represents the solutions for strongly 
localized core electrons, while the smooth wavefunctions are good approximations to the 
valence and conduction band electrons which we are most interested in. The oscillating core 
electron wavefunctions effectively work to reduce the strength of the strong potential felt by 
the smoothly varying functions in the core region. Additionally, since these functions are 
smoothly varying, they are rather insensitive to the detailed structure of the potential in the 
core region. We can therefore replace these potentials with weaker pseudopotentials. The 
form of these pseudopotentials for a crystal with two atoms, such as GaAs, is given by 
P(r) = X + VsJexp(,'g • r), (3.2-16) 
g 
where g is a reciprocal lattice vector (ref). The terms Vga and Vgp are known as the 
pseudopotential form factors, and are Fourier components of the pseudopotential. The terms 
Sg, and Sgp are known as the structure factors for atoms a and p. There are various methods 
for determining the pseudopotential form factors. One method is to use experimental results 
to iteratively refine the calculation. This is known as the Empirical Pseudopotential Method 
(EPM). Another method is to use first principle calculations of the form factors to arrive at a 
solution. These are known as ab initio, or self-consistent, pseudopotential methods. One of 
the difficulties within this method is accurately describing the many-body effects arising 
from the exchange and correlation term. A popular approach to overcoming this is to use the 
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Local Density Approximation (LDA), which assumes the exchange and correlation term to 
be a function of the local charge density only. These methods are now available in 
commercial chemical modeling software. We have included band structure calculations we 
have performed using the Molecular Simulations Cerius2 modeling package. 
To conclude this section on band structure, we will briefly discuss the concept of the 
density of states. The electronic density of states (DOS) is very similar to the idea of the 
phonon density of states. The DOS represents the number of orbitals per unit energy range 
and, after some simplifications, can be expressed as 
As we recall, using the DOS along with the statistical probability of these states being 
occupied, we can calculate the probability of various interactions taking place. The two 
statistical distributions of concern are the Fermi-Dirac distribution for particles of half integer 
spin known as fermions 
(3.2-17) 
for electrons, and 
I (3.2-18) 
for holes.10 
(3.2-19) 
and the Bose-Einstein distribution for particles of integer spin known as bosons 
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/BE — 
expUr 
(3.2-20) 
- 1 
E f , introduced in the equation describing the FD distribution (3.2-19), is the Fermi energy. 
The Fermi energy is defined as the energy of the topmost filled level in a system of N 
electrons. In semiconductors, the Fermi level lies near mid-gap. 
3.3 Impurities 
Impurities are responsible for the seemingly endless technological and scientific 
properties of semiconductors. They are also responsible for many technological hurdles and 
scientific uncertainties. Although all crystalline materials possess impurities, the fortuitous 
character of the relatively small band gap of semiconducting materials produces fascinating 
and important consequences. Even concentrations as low as one defect per million host 
atoms can produce significant effects in the electronic behavior. There are volumes of 
research devoted solely to the effects and properties of defects in semiconductors, with many 
more yet to be explained. Our focus, however, is the Nitrogen atom in GaAs. We will 
therefore be focusing on the class of defect known as extrinsic. An extrinsic defect is one in 
which an atom, foreign to the host lattice, is placed within the host lattice, either at the site of 
one of the host atoms or at an interstitial position. In contrast, an intrinsic defect is one in 
which an imperfection in the host lattice itself acts as the impurity. These include antisite 
defects where one of the host atoms is replaced by its counterpart in a lattice within a two 
atom basis, interstitials where an extra host atom is located within a unit cell, and vacancies 
where a host atom is missing within a unit cell. Detail into the properties of these types of 
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defects will be given only if necessary. For further information, there are many books and 
papers devoted to the effects of intrinsic defects in semiconductors.252b21 
As was stated, we are concerned with the effects of extrinsic impurities within the 
host lattice. The effects of these impurities are divided into two classes depending on the 
electronic behavior of the levels created. The first class is known as shallow or hydrogenic 
impurities and, as we will see, typically produce energy levels within the band gap which lie 
relatively close in energy to band extremum. These are influenced primarily by the 
extremum from which they arise, and therefore follow it closely in energy under external 
perturbations. The second class of impurity is called a deep level. These typically produce 
energy levels deep within the band gap, (hence, the name) and are often influenced by more 
detailed properties of the band structure. Deep levels are often broadly defined as anything 
that cannot be defined as shallow. This is obviously a very inclusive definition and can cause 
some confusion. However, as we will see, there are some unique characteristics of deep 
levels that will aid in their determination and explanation. We will begin with the discussion 
of shallow impurities. 
3.3.1 Shallow Impurities and Effective Mass Theory 
Shallow impurities typically arise from the substitution of a host atom with an atom 
from a neighboring column of the periodic table. Clearly, an impurity from a column to the 
right of the host atom will substitute in the lattice with one more electron than is needed to 
bond to its neighbors. This electron can easily be ionized and 'donated' to the lattice. These 
impurities are therefore known as donors. The same argument follows for an atom from a 
column to the left of the host atom. However, now we are left with a missing electron which 
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may then 'accept' a free electron from the lattice. These impurities are therefore known as 
acceptors. In terms of the mathematics and physics, it is often easier to associate particle like 
qualities with the absence of an electron from one of its bonding orbitals (valence bands). 
This state is known as a hole and behaves very similar to an electron with opposite charge. 
There are some crucial differences that arise from the fact that the hole is associated with the 
absence of an electron from the valence band. In GaAs, since the bonding orbitals producing 
the valence bands are p-like, with a total angular momentum of 3/2 for the topmost bands, the 
holes will likewise have a total angular momentum of 3/2. The other major difference is the 
larger effective mass associated with the hole which can be derived from our previous 
discussion of effective mass in bands (section 3.2.3). 
The most common method used to analyze shallow donor impurities is to view them 
as an electron bound to an effectively screened positive potential. This can be seen by 
considering that in the absence of the extra donor electron, the remaining ionized impurity 
atom will appear to be a positive potential screen by the host lattice valence electrons. 
Therefore, in its neutral state, the electron appears to be bound to or orbiting an effective 
positive potential in analogy to a hydrogen atom, hence the term hydrogenic impurities. 
Mathematically, we can arrive at a solution for this situation by considering the Schrôdinger 
equation of the crystal with Hamiltonian Ho and an additional potential due to the impurity 
(H0 + U)Vn( r) = £„V„(r). (3J-1) 
Since the impurity breaks the translational symmetry of the crystal, it will be more 
convenient to describe the wavefunctions in the form of localized Wannier functions as 
introduced earlier 
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@(k, r) = X c«(k)"™(k' r) exP(ik • r)- (33-2) 
n,k 
The Wannier function, which is essentially a Fourier transform of the Bloch states, will be 
composed primarily of eigenfiinctions of the local conduction band minimum. The reason 
for this is that the weakly bound electron, though localized, will still have a rather large 
distribution (orbit) in space. Therefore by the Fourier theorem, a broad wavefunction in real 
space will be composed of a narrow spectrum of reciprocal space wavefunctions. Also, since 
we are interested in GaAs, which has only one nondegenerate conduction band minimum, we 
do not need to worry about contributions from other valleys (unlike Si or Ge where we would 
need to sum the contributions from each of the equivalent minima). Noting that u„(k,r) 
varies only slowly with k near a band edge, along with the fact mentioned above, that due to 
the spatial extent of the shallow state we need only to sum over a small region in k space, the 
form of the wavefunctions (3.3-2) can now be written 
d>(k, r) = uc (k0, rg[ Cf(k) exp(/k • r). (3-3-3) 
k 
As a consequence of the above approximations, we have replaced the band index n with c, 
since we are interested in the local conduction band contribution only, and wc(ko,r) has been 
pulled out of the summation as a constant. What we are left with is a Bloch function, 
uc(ko,r), of the conduction band minimum modulated by an envelope function 
/(r) = X cf(k)exp(zk • r). (3.3-4) 
it 
We can solve the Schrôdinger equation, with this function, as a modified hydrogen model. 
We replace the mass with the effective mass mc of the band, and the potential with one that is 
modified by the static dielectric e a function of the crystal. This last modification is justified 
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due to the fact that the potential extends over many lattice sites and will therefore feel the 
averaged effect of the lattice. We are then left with the well known solution for the hydrogen 
atom modified for a shallow impurity with energy 
En = -13.6 ^£-4--4 (cV) (3J-5) 
m E;, n-
and radius 
an = 0.529e,, — n2 (A). (3.3-6) 
mc 
A significant shortcoming in this derivation is that there is no reference to the 
chemical identity of the donor atom. In fact, the ground state of shallow impurities is found 
to depend significantly on the identity of the donor atom. However, the excited states follow 
the hydrogenic model quite well. There are various methods for dealing with these 
discrepancies, such as using modified dielectric screening, including strain fields, or using 
modified short range potentials, to name a few. The important characteristic, that shallow 
impurities follow the band from which they are derived as the band shifts due to 
perturbations, will provide us with very well characterized signposts for tracking the 
conduction band as we vary the pressure. This can act as a double check on our pressure 
calculations based on the R lines of ruby, which will be discussed in the experimental 
methods section. Additionally, previous detailed characterizations of shallow impurities 
within GaAs will allow for verification and assurance of our data. 
Shallow acceptors should be describable by the same hydrogenic model, except that 
now we have to deal with the degenerate valence bands. If the split-off spin-orbit band is 
separated by a large enough energy splitting we may neglect it. The other two bands, the 
51 
light hole and heavy hole bands, must be included in the model. Additionally, the band 
warping present will cause anisotropy of the effective mass as discussed previously. Another 
significant difficulty which must be considered is the fact that the orbiting particle is now a 
hole with spin 3/2. Baldereschi and Lipari have developed a successful theory of shallow 
acceptor states that takes these difficulties into consideration.28 Some examples of acceptor 
levels derived from this theory are given in Table 3.3-1. 
Table 3.3-1 Computed acceptor levels from point charge screened potentials, (after 
Baldereschi and Lipari21) 
Material IS3/1 2^3/2 A/2 P3/2  %/2 %/2 
(r8) (r8) (r 6 )  (r 8 )  (r 8 )  (FT) 
Si 31.56 8.65 4.18 12.13 8.51 5.86 
Ge 9.73 2.89 0.61 4.30 2.71 2.04 
AlSb 42.45 12.40 3.35 18.46 12.00 8.22 
GaP 47.40 13.69 4.21 19.17 13.04 9.42 
GaAs 25.67 7.63 1.60 11.38 7.20 5.33 
GaSb 12.55 3.77 0.650 5.74 3.59 2.61 
InP 35.20 10.53 1.97 15.89 9.98 7.32 
InAs 16.31 5.00 0.420 7.91 4.76 3.63 
ZnS 175.6 51.98 11.65 77.62 49.55 35.37 
ZnSe 110.2 32.98 6.07 50.04 31.47 22.68 
ZnTe 77.84 23.07 5.09 34.72 22.32 15.36 
CdTe 87.26 26.42 3.70 41.43 25.85 17.68 
To summarize, shallow impurities within a semiconductor can be easily understood as 
a hydrogen-like particle embedded in the lattice of the semiconductor with a modified 
electron or hole mass orbiting a screened (by the host valence electrons) effective potential. 
Their dependence on near band edge properties is useful for tracking and understanding 
changes in the bands under various perturbations. These impurities are also useful probes for 
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lattice quality through their sensitivity to local stress and fields, the effects of which will 
appear as substantial line broadening of the spectra. Lastly, the fact that these impurities are 
relatively easily ionized is extremely important to the electrical, and consequently optical, 
properties of the semiconductor. 
3.3.2 Deep Levels 
The nitrogen impurity in GaAs is a classic example of deep level behavior. First 
observed by Thomas and Hopfield2 in GaP, it wasn't until the work by Wolford 6,7,8 in the 
GaAsi.xPx alloy system that the true deep level nature of nitrogen was understood. By a 
systematic and detailed variation of the alloy, Wolford was able to clearly show what had 
previously thought to be nitrogen pairs with the isolated nitrogen impurity behaving shallow 
like, was actually isolated nitrogen with strong phonon replicas moving into the band gap in a 
very distinct deep level manner. Thus began the technologically important study of nitrogen 
impurities in III-V systems. To this day, a detailed explanation of this deep level behavior, 
though very well developed, is still incomplete, a testament to the theoretical difficulty in 
explaining deep levels accurately. Within this work we will be presenting some new 
observations related to the nitrogen center in GaAs. In this section we will therefore focus on 
the theory of deep levels as it applies to nitrogen in GaAs. 
Nitrogen (N) is incorporated as a substitutional impurity for its column V counterpart, 
As. It is therefore known as an isoelectronic impurity due to its identical valence electron 
configuration. Because of this, we would not expect N to act as an impurity in the manner 
derived in the previous section for shallow impurities. In fact it might seem curious that it 
acts as a defect at all much less a deep level, until we note that the N atom will induce two 
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very significant perturbations to the lattice. First, the much smaller N atom will clearly cause 
a strain field to be induced in its local environment. Secondly, there are fewer core electrons 
available to screen the positive core, therefore the N atom will appear electronegative to the 
host lattice. These effects must be taken into consideration when discussing the effect of N 
in GaAs. 
The most common method for arriving at solutions for a deep level is to employ the 
Green's function method. This has been applied to the nitrogen problem using various 
techniques including, the extended Koster-Slater model6 in which the defect potential is 
assumed to extend of multiple sites in contrast with the traditional one band one site Koster-
Slater potential. Hjalmarson, et al.,29 have employed a tight-binding method. As 
computational power becomes more abundant, first-principle techniques involving large 
pseudopotential supercell calculations have been performed.30,31 Though the mathematics of 
these approaches is beyond the scope of this thesis, we would like to put forward a 
qualitative explanation of the properties of the N level. 
As we had stated, there are fewer core electrons available in N, than there are in As, 
to screen the positive core. The immediate effect of this is that the Ga valence electrons will 
compensate for this deficiency by moving toward the N atom. This compensation leaves 
behind a net positive potential located on the four nearest-neighbor Ga atoms. This potential 
is extremely short range and can therefore be modeled as four delta function potentials 
located on the Ga atoms. It is this short range potential which is capable of trapping an 
electron. The difficulties in modeling this trapping potential lie in the fact that it is extremely 
short ranged. If we recall our treatment of shallow impurities, we where able to significantly 
simplify the problem by noting that due to the long range Coulomb potential, the 
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wavefunction could adequately be described by a Bloch wave with a broad envelope function 
modulation. However, for the N potential the electron will be highly localized, and therefore 
necessarily need to include k-space contributions from throughout the band structure to 
properly describe the wavefunction. Once the electron has been trapped, its Coulomb 
potential can then bind a hole leading to the bound Nx exciton we observe in our spectra. To 
conclude this discussion of the N level we wish to highlight a significant consequence of the 
short range nature of the N potential. Namely, that the solutions for the bound electron will 
depend on the full extent of the band structure, unlike shallow impurities which are derived 
from Bloch states of the local band edge. This means that deep levels will move, under 
perturbation, in a manner that is a convolution of the full band structure response. 
4 Optical Properties 
At this point we should possess the essential tools and vocabulary to discuss the 
optical properties of semiconductors. Nearly every topic we have covered will have some 
bearing on the experimental observation of when and how a photon is absorbed, emitted, or 
scattered. As such, these experiments can provide invaluable insight into, and verification of, 
the theories involved. This vast diagnostic capability of course comes at a cost of 
complexity. However, with a solid grasp of the basic physics involved, characteristic 
signatures begin to become apparent. It is clear that the various optical properties observable 
in a semiconductor are far too numerous to cover completely within this work. The outline 
of this section will in some sense follow the life of a photon. We will first investigate the 
possible interactions a photon incident on the semiconductor can have. These include 
reflection and transmission, leaving the photon unaltered, along with scattering and 
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absorption, which alter or annihilate the photon and create an excitation within the crystal. 
These last two are directly relevant to the understanding of the data in this work. Once an 
excitation has been created within the crystal, it will return to its equilibrium state either by 
releasing energy to the crystal non-radiatively by the emission of phonons, by re-radiating 
another photon, or by a combination of these. These three processes of absorbing, emitting, 
and scattering are the focus of this work. We will first start off by looking at the possible 
mechanisms for absorption of a photon. 
4.1 Absorption 
A photon may be absorbed by a number of processes within the crystal, including free 
electron absorption, creation of a phonon, or excitation of a bound electron. We begin by 
looking at the last possibility first. If we wish to describe the absorption of a photon by the 
excitation of a bound electron, from the valence band to the conduction band for example, we 
should start with Fermi's Golden Rule. This tells us the probability of a transition per unit 
time, or a transition probability rate R, and is given by 
R = 
'¥]£ l l(/  \H"\')M£/<k> - £-<k> - <4-M) 
^ ' /•' Bz 
here/and i are the two bands between which the transition takes place, and the integration is 
over the entire Brillouin zone. The interaction Hamiltonian HeR is given by 
HeR = — A • p, (4.1-2) 
mc 
where A is the electromagnetic vector potential. The integration in (4.1-1) is often referred 
to as the joint density of states and can be rewritten as10 
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(4.1-3) 
where the integral is over the constant energy surface, £/(k) - E, (k) = const. Two important 
consequences of these equations are, first, since HsR has odd parity, only transitions between 
states with different parity will take place (section 2.2), and second, that according to the 
denominator of (4.1-3), there will be singularities for transitions that occur between bands 
with identical slopes. These are known as van Hove singularities. From the above equations 
we can also arrive at expressions for the frequency dependent dielectric function 
( 2  x  e  
e,(<y) = 
ma 
£ I/"™!2*» - f.W - M (4.1-4) 
and 
£r(co) = 1 + 
4sr e1 
m mtuo„ û)~ - (ù~ (4.1-5) 
where the term |PVC|2, known as the electric dipole transition matrix element, is given by, 13 
\(c\ë • p |v)|~ = /«J.k(ê • P>'v.k^r' 
unit 
\cell 
(4.1-6) 
and the term tocv is defined such that 
ha)cv = £c(k) - £v(k). (4.1-7) 
The effects of the van Hove singularities can be seen in the plots of er and E(. These 
transitions are something we need to be conscious of when interpreting our data involving 
absorption phenomena. 
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It can also be shown that photon-phonon interaction can also lead to absorption. The 
energies of these transitions are typically in the far infrared and therefore well below the 
range of our instrumentation. Photon-phonon interactions will be relevant to our data in the 
context of emission. However, since the absorption we will be concerned with is well above 
photon-phonon interactions as mentioned, we will neglect their effects at this point. 
Other prominent absorption processes are those that involve electrons bound to 
impurities. We have seen that a simple hydrogenic model can describe these shallow 
impurities and we therefore expect them to exhibit a similar absorption phenomenon. This is 
indeed the case as can be seen in Figure 4.1-1. 
(cm-1) 
34 36 38 40 42 
photon energy (meV) 
Figure 4.1-1 Hydrogen like absorption spectra for P-donors in Si. (after Jagannath and 
Ramdas32) 
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If the semiconductor were not in its ground state, we would expect there to be free 
electrons and/or holes available and able to interact with each other. When an electron and 
hole interact to form a bound state they are known as an exciton. Excitons can also be a 
source of absorption within a semiconductor. For an exciton to absorb a photon, energy and 
momentum must of course be conserved. This implies that absorption can only occur where 
the dispersion curves of the two intersect Figure 4.1-2. 
- 3  - 2 - 1 0  I  2  3  
Wave vcctor | I0fl cm*11 
At this point the two particles are degenerate and can no longer be distinguished, we 
therefore speak of an exciton-polariton, or simply a polariton. An exciton will have energy 
lower than the free electron and hole by the amount of their Coulomb binding interaction. 
Therefore we would expect a set of absorption lines below the band edge even within an 
intrinsic semiconductor. This effect can be seen in Figure 4.1-3 and will have consequences 
for the interpretation of our PLE data. Now that we have examined how to induce an 
excitation in a semiconductor we will turn our attention to the process of relaxation, 
specifically through emission of a photon. 
Pholon 
E 20600 
//^Exdtnn 
20580 
20621) 
Figure 4.1-2 Exciton-polariton dispersion curve (solid 
curve). The dashed curves represent the non-interacting 
photon and exciton dispersion, (after Yu and Cardona13) 
Energy 
Photon energy |eV| 
Figure 4.1-3 a) Plot of free exciton binding levels below the fundamental gap (Eg). The dashed curve shows the band absorption without 
the effects of free excitons, b) Absorption spectra of GaAs displaying the effects of free exciton absorption.33 
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4.2 Emission 
The process of emission requires the semiconductor to be in an excited state. This 
can be achieved many ways, but for our experiments it will always proceed via 
photoexcitation. Basically following directly from the previous section, we will assume that 
we have excited electrons via an interaction with incident photons. We will also assume for 
now that the excitation is into the continuum states of the conduction band. Of course for 
each electron excited there will be a hole left behind, we therefore typically think of creating 
electron-hole (e-h) pairs. Once the electrons and holes are in an excited state, they will 
quickly thermalize to quasi-equilibrium within the bands, primarily via the emission of 
phonons. These thermalized e-h pairs may then recombine via many different channels, 
including direct band-to-band, band-to-acceptor, donor-to-acceptor, and various excitonic 
processes to name a few. We will discuss the predominant recombination processes within 
this section. 
4.2.1 Band-to-Band 
Conceptually the most straightforward recombination method, band-to-band 
transitions, involves an electron at the conduction band minimum and a hole at the valence 
band maximum. Clearly the energy of such a photon will be equal to the gap, H EO= EG. For 
direct gap semiconductors, such as GaAs, this provides a very efficient recombination path 
(Figure 4.2-1) which makes them ideal for light emitting applications. It can be shown that 
the intensity can be described by13 
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With indirect semiconductors the conduction band minimum and the valence band 
maximum do not line up in momentum space, therefore a phonon is needed to conserve 
momentum for the transition. Because of this, indirect semiconductors, such as GaP, are not 
inherently good emitters. 
/ tlû) 
•7V 
Figure 4.2-1 Schematic representation of band-to-band emission. 
4.2.2 Band-to-Acceptor 
When acceptors are present within the semiconductor, an electron from the 
conduction band may recombine via this vacancy. This is also sometimes known as a free-
to-bound recombination. The energy of the photon emitted is simply the gap energy minus 
the binding energy of the acceptor, therefore providing a straightforward method for 
62 
measuring binding energies. Due to the physical localization of the acceptor, it will have 
some extent in k-space thereby relaxing the wavevector restriction for recombination. This 
transition is schematically shown in Figure 4.2-2. Since acceptors will ionize with increasing 
temperature, this emission will dominate only a low temperature. 
Figure 4.2-2 Schematic representation of band-to-acceptor emission. 
4.2.3 Donor-Acceptor Pair (DAP) 
When donors are present along with acceptors, as with compensated semiconductors, 
a recombination can occur between an electron on a neutral donor (D°) and the hole on a 
neutral acceptor (A0) resulting in an ionized donor (D+) and acceptor (A") 
D° + A° —> tiû) + D + A . (4.2-2) 
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However, since we have two charged particles separated by a distance R, the energy of the 
final state will be lowered by their Coulomb attraction. This will result in a photon with 
energy slightly larger than just the difference between the donor and acceptor levels 
e2 HCO — EG — E A — ED 4 . (4.2-3) 
£st^ 
Since the energies of the DAP depend on their relative locations, they are often separated into 
two categories, type I for when the donors and acceptors are on the same sublattice, and type 
II when they are not. 
4.2.4 Free Excitons 
As we discussed in the section on absorption, the binding of a free electron and hole 
will result in an exciton. We also saw that the interaction of an exciton with a photon will 
result in a coupled degenerate state known as a polariton. Therefore, when we speak of free 
exciton recombination, we must think of it in terms of the polariton dispersion curve (Figure 
4.1-2). The polariton dispersion curve will give rise to an upper and lower polariton branch. 
Since there is no minimum in the lower branch we would not expect the polaritons to achieve 
equilibrium and radiatively recombine. The fact that they do however radiatively recombine 
has been explained by the idea of a bottleneck occurring, where their lifetimes are the 
longest. Some examples of polariton emission are shown in Figure 4.2-3. 
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Figure 4.2-3 Examples of polariton emission, (after Yu and Cardona13) 
Within GaAs something puzzling occurs, where the polariton peak should be we instead find 
a dip. The dip has been hypothesized to be due to polariton scattering with impurities since 
the group velocity is a minimum at the bottleneck, and has been reported to be absent in 
purer samples. 
4.2.5 Bound Excitons 
Excitons may also bind to impurities, thereby lowering their energy and altering their 
spectra. If an exciton is found to bind to a neutral donor (D°X) or acceptor (A°X), then the 
resulting configuration resembles that of an Hz molecule. An exciton bound to an ionized 
donor (D+X) or acceptor (A'X) will resemble an ion or H ion respectively. Lastly, we 
consider an exciton bound to an isoelectronic impurity such as nitrogen. Though the N 
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center will not appear as charged as an ionized impurity, it will however appear attractive to 
an electron due to its electronegativity. In addition to this potential there will also be a strain 
induced potential due to the size difference between the As and N atoms. Theoretically, an 
exciton may bind to the N center either as a single unit or by the capture of an electron first 
followed by the subsequent binding of a hole to form a trapped exciton. The Hopfield, 
Thomas, and Lynch (HTL) model34 and the Allen model35,36 describe these two processes 
respectively. Experimental evidence seems to support the HTL model as the predominant 
mechanism.37,38'39 
4.3 Experimental Theory 
The last thing we wish to cover in preparation of the data analysis is a basic 
theoretical description of the actual experiments employed. For the most part, all of the 
relevant ideas that explain the experiments have already been covered, leaving only the job 
of tying it all together. We will begin with the photoluminescence (PL) experiment, as it 
requires the least amount of embellishment. Within a basic PL experiment e-h pairs created 
by an intense light source, usually a laser, quickly thermalize to a quasi-equilibrium and may 
then recombine as discussed in the previous section. A consequence of this thermalization is 
that we assume the e-h pairs lose all memory of how they where created. One drawback of 
PL is that, by its nature, we can only observe states that recombine radiatively. Since the 
major recombination processes have already been covered we will move on to the more 
involved photoluminescence excitation (PLE) experiment. 
The basic PLE experiment involves monitoring a single energy with the spectrometer 
while varying the excitation source. For our experiments tunable dye lasers able to span an 
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energy range (energy range) provided the variable excitation. With PLE we are performing a 
variation of absorption, however, since we are measuring the absorption relative to a single 
recombination channel, the interpretation is somewhat more involved. We would expect the 
emission intensity (/em) observed to be related to the incident intensity (/,,) as follows13 
^em ~ ^abs^rel^tx ' (43-1) 
where PabS is the probability of the incident photon being absorbed, Prei is the probability that 
the e-h pair will relax to the energy being monitored, and lastly Pem is the probability of 
emission at the energy monitored. Once the exciton has relaxed to the state being monitored, 
its emission probability should not depend on how it got there, and therefore can be 
considered constant as the excitation energy changes. The absorption and relaxation 
probabilities however will very much depend on the excitation energy, therefore knowledge 
of one of these probabilities is necessary for a precise explanation of the PLE response. One 
example of this dependence, is when the excitation source is below the band gap energy. For 
photons of this energy the crystal should theoretically appear transparent. What we need to 
remember is that for a photon traversing the sample we must think of it as a coupled exciton-
polariton. This can in some sense be thought of as the process of a photon creating an 
exciton, which creates a photon, which creates an exciton etc. Unless there is some 
interaction by which the polariton can scatter it will proceed unaltered to the other surface 
and exit the sample as a transmitted photon. This can clearly be seen by the phonon structure 
above the N\ zero phonon lines that mirrors the PL spectrum. This is a result of the polariton 
emitting a phonon to relax to the N% state, where it then radiatively recombines. 
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To accurately identify and explain the observed processes, we of course need to be 
able to predictably vary parameters affecting the sample and precisely measure its response 
to these variations. This may include changing the temperature, introducing an external 
magnetic or electric field, or actually varying the sample composition. The goal of all of 
these perturbations is to introduce a controlled variable that alters the samples electronic 
properties. In our experiments we employ the technique of hydrostatic pressure. 
Qualitatively, pressure can be expected to primarily alter the lattice spacing within the 
crystal. This leads directly to changes in the electronic spacing of the bands and levels due to 
increasing wavefunction overlaps, changes in the phonon spacing from increasing stiffness 
and anharmonicity, and variation in any matrix elements with dependence on the lattice 
spacing. It has been shown that under hydrostatic pressure P, the high symmetry points, f, 
X, and L, of the conduction band minimum of GaAs move linearly and can be accurately 
described by the following relations40 (at 5K) 
E R ( P )  = 1.5194eK + (0.01073 eV/kbar) x P  
E X ( P )  =  2 . 0 l 0 e V  -  ( 0 . 0 0 1 3 4  e V / k b a r )  x  P  
E L ( P )  =  1 . 8 1 7 e F  +  ( 0 . 0 0 5 4 5  e V / k b a r )  x  P .  
We have plotted the above relations in Figure 4.3-1 that will provide the roadmap for the 
interpretation of our data. 
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Figure 4.3-1 Pressure diagram showing the known trends for the 
luminescence in GaAsrN. 
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5 Data Analysis 
5.1 N Doped GaAs Photoluminescence Spectra 
The first order of business is to familiarize ourselves with the characteristic lines of 
the nitrogen doped gallium arsenide (GaAs:N) photoluminescence (PL) spectra. The N 
spectra in GaP, first reported by Thomas and Hopfield,3 is pictured in Figure 5.1-1 (top 
spectra). The isolated N state was subsequently found to exist in the GaAsi_xPx alloy 
system.6,7,8 It was seen that as the alloy became GaAs rich (x < 0.22), the N level became 
resonant with the conduction and was no longer observable in luminescence. Therefore, only 
with the application of hydrostatic pressure did N become observable in GaAs 
(coincidentally, at pressures greater than ~22kbar). The fact that variation of the pressure 
allows us to bring N into the band gap is a direct consequence of its deep level behavior. 
The GaP system has been extensively studied and provides a good reference point for 
the understanding of GaAs:N. We can clearly observe the momentum conserving TA% 
phonon side band along with the distinctive optical phonon replicas. By placing a typical PL 
spectrum of GaAs:N below one of GaP:N (Figure 5.1-1) from Thomas and Hopfield, the 
similarities become apparent, and will provide a recognizable fingerprint to track the N 
luminescence with varying pressure. To give us a firm grasp of the current understanding of 
the isoelectronic nitrogen level, we will analyze the known lines of the GaAs:N PL spectra. 
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Figure 5.1-1 Comparison between PL spectra of GaP:N (top plot) and GaAs:N (bottom plot). 
We note the clear similarity between the signature phonon sidebands, (after Wolford5) 
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In Figure 5.1-2, we provide a detailed analysis of a typical nitrogen PL spectra, 
including one order of phonon replicas. The predominant feature is the Nx-B line emission, 
with the much weaker Nx-A line located ~2.3meV higher in energy. These two line arise 
from excitons bound to the isoelectronic N center.2,3 The fact that we observe two lines 
comes from the spins of the j=1/2 electron and the j=3/2 hole,3 giving rise to two states with 
J=1 (Nx-A) and J=2 (Nx-B). A consequence of this spin nature is that for luminescent 
recombination, the Nx-A line is allowed, while Nx-B is forbidden. However, in the actual 
spectra, Nx-B clearly dominates the luminescence in the GaAs system. This apparent 
contradiction may be explained by the mixing of the J=1 and J=2 states due to the lowered 
symmetry around the center, thus relaxing the selection rule for the Nx-B level.3 
Additionally, since the splitting (which ranges from ~2.2meV to ~6.2meV within our data) is 
greater than kT for temperatures up to ~20K, the excitons will tend to thermalize to the lower 
energy Nx-B level. A distinctly deep level aspect of nitrogen is its strong coupling to 
phonons from throughout the Brillouin zone. This is due to an extended momentum space 
wavefunction, and will result in luminescence that closely resembles the phonon density of 
states (Figure 5.1-5 and Figure 5.1-6). Conceptually we can think of the lattice as relaxing to 
a new configuration after the capture or release of a charged particle at the defect by the 
emission phonons. A way to quantify this concept is to introduce the Huang-Rhys factor41 
S  - E r ~ E <  
heob 
where Er is the energy of the relaxed center configuration, Ec is the energy of the conduction 
band minimum, andA <2* is the energy of the emitted phonons. The strong coupling of the N 
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Figure 5.1-2 Low temperature PL of GaAs:N with known features labeled. 
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Figure 5.1-3 Low temperature PL spectra of GaAs:N showing unidentified lines below N\-B. 
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center to the lattice can be seen in the number of phonon replicas observable (Figure 5.1-4), 
which again can only be explained by a center with large extent in k-space. This diffuse k-
space characteristic implies a localized exciton in real space. This phonon structure will 
provide the fingerprint needed to track the N state throughout our experiments. Clearly 
identifiable -lOmeV below the N\ zero phonon lines is the TA% phonon replica. This is in 
comparison to the value of 9.75meV given in Figure 2.3-1 at atmospheric pressure. We can 
also readily identify the optical phonon replicas of the Nx-B line, TOr at 33.7meV, and LOr 
at 37.6meV, compared with their values at atmospheric pressure of 33.2meV and 35.4meV, 
respectively (Figure 2.3-1). With increasing pressure, the optical phonon frequencies shift to 
higher energies with pressure coefficients of 0.053meV/kbar and 0.054meV/kbar for TOr 
and LOr, respectively.42,43 The strong TAx and LOr phonon replicas will provide us with 
markers to clearly identify and track the N emission as it moves throughout the gap. We 
have also included, in Figure 5.1-3, a plot of currently unidentified lines below Nx-B that we 
believe to be associated with N. These first appear as N enters the conduction band and will 
be seen again in section 5.4. 
To provide a purely qualitative feel for the origin of the phonon sidebands we have 
included a couple of plots (Figure 5.1-5 and Figure 5.1-6) where we have overlaid the 
phonon dispersion curves and density of states from earlier with one of our typical PL 
spectra. From these plots one can see where singularities in the DOS along with high 
symmetry phonon points correspond directly with features in our spectra. The high 
symmetry points have been labeled and the energy scale of the dispersion curve has been 
scaled to correspond to the given pressure. Again, this is meant only as a qualitative picture 
of the phonon features. 
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Figure 5.1-4 Low temperature PL spectrum of the Nx-B zero-phonon line with five orders of 
phonon replicas identified. 
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Figure S.l-S Low temperature PL of GaAs:N with phonon DOS (after Patel et 
al.,17) superimposed. Features related to phonon interactions have been pointed 
out. 
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Figure 5.1-6 Low temperature PL of GaAs:N with phonon DOS (after Dolling 
and Cowley16) superimposed. Features related to phonon interactions have been 
pointed out. 
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In addition to the N emission spectra, we will also be interested in identifying the 
band edge luminescence. Some quintessential GaAs band edge luminescence is shown in 
Figure 5.1-7 where we can see free and donor bound excitons clearly identified along with a 
broad band-to-acceptor emission.40 Comparing our data in Figure 5.1-7, the donor bound 
(Dr) and free exciton (Fr) emissions are clearly identifiable at energies of 6.0meV and 
2.1meV respectively, below the F edge. These are followed at lower energies by the broad 
band-to-acceptor (BA) emission due to residual Si acceptors at an energy of ~35meV below 
the f edge. There is also a pair of unidentified lines located 18meV and 35meV (on top of 
the BA emission) below the F edge. Within the majority of our samples, band edge 
luminescence is weak relative to the strong N recombination, making identification difficult 
in some cases. However, we do find that the band edge luminescence provides a good check 
on our ruby pressure calculations due to the detailed determination of the GaAs band edge 
pressure dependence. We will also be able to make better identifications of the band edge 
features when we combine our PL data with the photoluminescence excitation experiments to 
be discussed. 
To summarize our introduction to the PL characteristics of GaAs:N, we note that the 
PL experiment will be the workhorse of our investigations. As we have seen, the many 
features of the N level along with the basic GaAs band edge emission will provide us with 
valuable information about the state of the material and how the electronic levels are 
behaving. PL along with our other tools will give a very clear picture of many interesting 
effects. 
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Figure 5.1-7 Band Edge luminescence of GaAs. a) Spectra from 
Wolford clearly identifying the primary excitations, b) 
Spectra from GaAs:N (sample gal 4) taken at ISU showing 
identifiable VPE GaAs characteristics. 
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5.2 N Doped GaAs Photoluminescence Excitation Spectra 
We now turn our attention to the photoluminescence excitation (PLE) spectra. As an 
example of our earlier analysis of PLE, we have monitored the Nx-B line while scanning the 
excitation wavelength, whereby we can determine the absorption leading to luminescence 
from the Nx-B line. One way PLE will be useful is in identifying weak states between the 
band edge and Nx. We can see from Figure 5.2-1 that the PLE spectra, when monitoring the 
Nx-B line, provides more or less a mirror image of the PL spectra. 
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Figure 5.2-1 Overlay plot of PL (left) and PLE (right) spectra. Symmetric 
phonon replicas are marked. 
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In Figure 5.2-2 we again see the familiar phonon replicas first identified in the PL spectra of 
Figure 5.1-2. We can generally assume that any feature on the low energy side Nx-B that is 
mirrored on its high energy side can be attributed to phonon scattering, as seen in Figure 
5.2-1. This allows us to clearly identify emissions due to actual electronic states as opposed 
to phonon scattering emission. 
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Figure 5.2-2 Low Temperature PLE spectra of GaAs:N clearly displaying 
similar phonon structure to that of the PL spectra. 
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5.3 Pressure Dependence of the Spectra 
As previously mentioned, the application of hydrostatic pressure is our primary tool 
for inducing variations in the electronic structure of the sample. We will describe here the 
experimental effects observed for the known lines within our spectra due to pressure 
variation. In section 4.3 it was shown that the conduction band varies predictably with 
pressure. This can most easily be seen by plotting our PL band edge data Figure 5.3-1. The 
free and donor bound excitons are found to track rigidly with the conduction band minimum. 
We also note that at the crossover region (~40kbar), where the GaAs band gap goes from 
being direct to indirect, we see the emergence of the indirect donor bound exciton (d^) 
~40meV below the X edge.40 Next, we introduce the primary Nx-B zero phonon line to our 
pressure diagram (Figure 5.3-2). The difference in the pressure dependence of this emission 
compared to that of the shallow levels is striking. Clearly Nx-B does not follow any single 
band extremum but, as noted earlier, is influenced by a convolution of the entire band 
structure. This behavior is the signature of a deep level. Logically, this implies that since the 
level is dependent on perhaps the entire extent of the band structure in k-space, the 
wavefunctions describing this state must necessarily be extended in k-space. Therefore, the 
potential associated with this level is localized in real space. We will be attempting to 
experimentally quantify some of the more elusive properties associated with N in GaAs. 
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Figure SJ-1 Band edge luminescence, composite pressure series plots of GaAs:N 
(samples gal4, ga24, ga23). 
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Figure 53-2 Band edge luminescence, composite pressure series plots of GaAs:N 
(samples gal4, ga24, ga23), with nitrogen luminescence included. 
We now introduce the pressure diagram for the GaAsrN system as it is currently 
observed (Figure 5.3-3). We have removed the data points to make the continuous trends 
more visible. Throughout the analysis of our data, we will be utilizing this pressure diagram 
to provide a map of the expected luminescent trends. By referencing this plot, we should be 
able to quickly identify structure associated with N, shallow like states, or some other 
unidentified electronic level. 
Up to this point we have only covered well established features and trends which 
have been previously reported for GaAsrN. These include the rigid tracking with band edge 
of the shallow donors (Dp and Dx),40 the deep level trend of the Nx line, and the strong lattice 
coupling of the Nx level which appears as extended phonon replicas.6,41 Since these features 
have been well documented and studied, we will utilize this information to help in the 
identification of novel data we have taken. Most of our new observations will be in the 
energy range between the band edge and the Nx-B line. Due to the efficient recombination 
afforded by the Nx-B line, structure higher in energy is often difficult to observe. Through 
our pressure experiments, however, we have been able to track some unique features which 
we believe are related to the N center. These features will be introduced, for the most part, in 
the order in which they are encountered as we increase the pressure. We will begin with a 
detailed study of the spectra as we approach the emergence of N from the conduction band. 
We will then discuss our observation of the excited state of the hole bound to the N center. 
As the excited state intensity fades, we then observe a semi-shallow state that begins to split 
off from the Dr line. This state is found to deviate significantly near the F-X crossover and 
begin to follow the X edge. We will conclude with the observation of lasing. 
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Figure 5J-3 Template for the pressure effects of GaAs:N. 
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5.4 Nitrogen Entering the Band Gap 
This section will be devoted to a detailed study of the emergence of the nitrogen level 
from the F conduction band edge. It has been assumed that N continues to form a bound 
state even as the level becomes resonant with the levels of the conduction band.8 Since the 
conduction band will reabsorb the emission from this state, observation of this level has 
proven elusive. Nevertheless, there have been some preliminary reports of this resonant 
level.44,45 What we will be looking at in this section are the effects of the N level on our 
spectra as it begins to emerge from the conduction band levels. From this analysis we will be 
able to make some inferences about the properties of the N level within the conduction band. 
The sample used in this section was high purity undoped n-type GaAs, labeled 
gal41e for further discussion. It was grown via VPE at IBM with approximate N levels of 
~2xlOI7cm"3 determined by calibrated SIMS measurements. The sample was lapped and 
etched to a thickness of -10 to 15gm and then patterned into 80^ squares. A square was 
loaded along with a small ruby crystal and a pressure transmitting medium (in this case 3He) 
into a diamond anvil cell of the design described in section 7.10. A typical PL from this 
sample for pressures below 22kbar was shown in Figure 5.1-7, which demonstrates the 
characteristics of high purity undoped n-type GaAs. From the previous analysis of this plot 
we found Dr and Fr to lie ~6.0meV and ~2.1meV, respectively, below the F edge, followed 
by the BA emission ~35meV below the f edge. 
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Figure 5.4-1 PL spectra of N entering the conduction hand. The plots are shifted in energy 
to line up along the LOr phonon replica. The clear emergence of nitrogen at ~22.1kbar is 
observed. 
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By examining a set of PL spectra centered around the emergence of N into the band 
gap we are able to observe some relevant trends. In Figure 5.4-1 we have stacked a set of PL 
spectra and shifted the x-axis to keep the observed LOr phonon emission aligned. 
The first conclusion we draw from this data is that N enters the band gap at a pressure 
of 22.1±0.5kbar, and an energy of 1.757±0.005meV. This is in good agreement with 
previous studies,5'6 and demonstrates the fact that even with the zero-phonon line resonant 
with the conduction band, we can still observe signature LOr phonon emission from Nx-B. 
We also observe some anomalous peaks just below the Nx-B line which seem to 
correspond qualitatively with the peaks seen in Figure 5.1-3. These appear to be directly 
related to the Nx-B line. However, with the identifications made in Figure 5.4-2, we find that 
the lines move ~6.7meV/kbar, which does not correspond to either the Nx-B line 
(~1.5meV/kbar),40 or the band edge (~ 10.73meV/kbar).40 We do note that positive 
identification of these lines between pressures is difficult and therefore open to error. 
Something interesting we notice as we cross from N being resonant with the 
conduction band to entering the gap is the emergence of a band-to-acceptor like emission 
~15meV below the band edge (Figure 5.4-3). This emission is not present before N enters 
the gap and we therefore believe it to be associated with the N state entering the band gap. 
One explanation is that the exciton trapped to N is acting as an effective acceptor state once 
N has entered the gap. This concept was introduced in section 3.3.2, an we will present 
evidence which reinforces this idea in section 5.7. 
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Figure 5.4-2 Stacked PL spectra of GaAs:N before Nx-B enters the gap showing 
unidentified lines below the band edge. 
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Figure 5.4-3 A shallow band-to-acceptor like emission below Dr is seen 
after N enters the band gap. 
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Figure 5.4-4 Spatially resolved low temperature PL spectra of GaAs:N (sample 
ga!4) near the emergence of N from the conduction band. 
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By tuning the pressure to coincide exactly with the onset of the zero-phonon Nx-B 
emission, we were able to observe an interesting effect. The PL experiment is set up to allow 
for diffraction limited beam spot sizes on the sample. In these experiments we were able to 
achieve beam spot sizes of ~5p.m, which allowed us to take detailed spatially resolved PL 
spectra. By examining the photographs of the luminescence from different regions of the 
sample we noticed drastic variations in intensity. This is most likely due to intrinsic disorder 
and strain leading to regions where N is just in the gap and regions where it is still resonant 
with the band. We correlated the photographs with the PL spectra from three regions and 
have plotted them in Figure 5.4-4. From this, we can again clearly see the dramatic onset of 
radiative recombination at the Nx center. A plot of the integrated intensity around this region 
(Figure 5.4-5) shows an increase of nearly two orders of magnitude. By extending the slope 
of this increase to the x-axis, we see that, as expected, the onset occurs at exactly 22.1kbar. 
This dramatic change in luminescence can be viewed one of two ways: either the N center is 
providing an efficient non-radiative recombination center when it is resonant within the 
conduction band, or the N center is dramatically enhancing the already efficient GaAs 
luminescence once it enters the band gap. Two facts weigh in favor of the former 
explanation. First is the observation of optical replicas of the N state after it has become 
resonant with the conduction band. This indicates that the center is still acting as a trap for 
carriers while in the conduction band. Second, and more definitive, is the comparison of the 
recombination efficiency with that of high purity, N free GaAs. It has been seen that ultra 
high purity GaAs is an extremely efficient emitter.46,47 Therefore, we must conclude that the 
presence of N within the conduction band is acting as a major non-radiative recombination 
center. 
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Figure 5.4-5 Integrated PL intensity near the emergence of N from the 
conduction band. 
To summarize, we found that the isolated N center enters the conduction band at 
22.1±0.5kbar with great certainty. This emergence from the F band edge is preceded by 
weak LOr phonon replicas of the still resonant N center. We have also found that definitive 
identification of the spectral features in this range is hindered by the observance of some 
anomalous lines below the Dr donor bound exciton. Perhaps the most striking result is the 
dramatic increase in luminescence that accompanies the N center into the gap. This 
demonstrates the very important role, of N even for pressures where it does not appear to 
have any impact. 
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5.5 Excited State of the Nx Center 
This section of our analysis will focus on an emission observed above the isolated Nx 
zero-phonon lines. The sample used in these experiments (gal4-k) was again from Gal4. 
However, this time the geometry of the sample was different. The sample had been cleaved 
along two sides to create the parallel interfaces of a Fabry-Perot cavity. This was done to 
facilitate lasing within the sample as we will see in the next section. The geometry should 
have no bearing on the results of this section and can therefore be disregarded for now. 
Inspection of the PL data for the range of pressure from ~25kbar to ~27kbar reveals a 
relatively narrow emission about 12meV above the Nx-A line (Figure 5.5-1). At 25.3kbar it 
lies ~7meV below the band edge and therefore might be mistaken for a shallow impurity 
level due to its proximity to the band edge (Figure 5.5-1 bottom plot). The line width is 
~2meV, which is similar to the Nx-B zero phonon line. It is also found to have intensities 
that are comparable to the band edge emissions. However, as the pressure is increased, it 
becomes evident that the line does not move in energy with the band edge emission, but 
rather remains relatively fixed with respect to the Nx emission. This is the first clue that the 
line may be related to the N center. 
Next we analyze PLE data taken over the same pressure range (Figure 5.5-2). The 
spectrometer was set to monitor the Nx-B line for each of the PLE spectra. The excitation 
source was a tunable dye laser (using DCM), the wavelength of which was monitored using a 
wavemeter with -0.5cm"' resolution. Additional details of the PLE experiments can be 
found in section 7.5. The first thing we notice is that the same emission, ~12meV above Nx-
A, is present in PLE (Figure 5.5-2 and Figure 5.5-3). Since this line is not symmetrically 
observed in PL and PLE, and overlaps in energy, we conclude that we are dealing with a true 
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electronic state within the crystal. We also find that, like the companion PL data, the line 
does not move appreciably in energy relative to Nx, and therefore is most likely related to the 
nitrogen impurity. The most striking difference between the PL and PLE is the signal 
strength observed in the PLE experiment. Since we are monitoring the Nx-B line, this 
implies a state that efficiently relaxes to Nx-B. Put another way, excitons bound to this new 
level ultimately recombine via the isolated N ground state, zero-phonon lines. Considering 
the alternative possibility, that this is a defect level independent of nitrogen, the PL data 
would still be plausible. However, the coordinated movement with the isolated N center 
would seem suspicious at best, since no other deep levels have been observed in this energy 
range, and any shallow impurity would rigidly track with the band edge. The PLE data, 
however, would be even more difficult to rationalize. As discussed, with PLE, we measure 
absorption processes that lead to radiative recombination at a given energy (here Nx-B). 
Clearly the absorption signal present in the PLE spectrum is below the energy of the band 
gap and the possible free exciton lines, and therefore must be into an impurity state. From 
Eqn. (4.3-1), the intensity of this recombination can be seen to be proportional to the product 
of the absorption probability and the probability of relaxation into the emitting state. 
Regardless of the origin of this state, we expect there to be a band edge enhancement of its 
absorption for the pressures when it is located a few meV from the band edge. However, 
unless the sites leading to this state are located relatively close to the N sites within the 
crystal, we would expect the relaxation probability to be negligible. Statistically, this 
proximity is unlikely, and since in Figure 5.5-2 (bottom two plots) we see that the PLE signal 
at this level is actually stronger than the fundamental absorption edge, we must conclude that 
the state seen above Nx in these spectra is derived from the N impurity. 
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Figure 5.5-1 Stacked PL spectra of Nx excited state (dashed line). The arrows 
indicate the Dr bound exciton moving with the band edge. 
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Figure 5.5-2 Stacked PLE spectra ofNx excited state (indicated with 
the dashed line). 
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Figure 5.5-3 Stacked PL and PLE (hatched) spectra of Nx excited state (indicated 
with the dashed line) and Dr (indicated with the arrows). 
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Now that we have established the association of this new line with the N level, the 
question becomes: "What is the explanation?" If we recall from section 3.3.2, the picture of 
the N bound exciton is that of a tightly bound electron located around the N site which 
subsequently binds a hole. This final configuration, of a hole loosely bound to a negative 
core, is very similar to an acceptor site. By using Table 3.3-1, and the arguments presented 
in section 3.3.1, we find that the calculated energy separation between the 1S3/ ground state, 
7l 
and the 2SV first excited acceptor state in GaAs is 18.04meV. From our data, the energy A 
difference from the observed line and Nx-B zero phonon line is ~15meV, in close agreement 
with the excited hole state calculated above. Possible sources for the discrepancy would be 
first, the fact that unlike an acceptor, where we can generally think of the negative core as 
having an infinite mass, we cannot make that assumption here. Secondly, due to the unique 
binding configuration of the electron, the symmetry will also be different. We therefore 
conclude that we are observing the first excited state of the hole bound to the electron at 
nitrogen, which we will designate (Nxhs- A plot of the PLE absorption intensity versus 
pressure (Figure 5.5-4) shows a dramatic nonlinear decrease which can be attributed to the 
drop in the oscillator strength due to the increasing energy separation of (Nxhs and Egap. 
To summarize, we have observed the previously unreported excited state ((Nxhs) of 
the hole bound to the N trapped electron. It is seen above 25kbar, once the band edge has 
increased beyond ~18meV from Nx-B, and is found to decrease rapidly in intensity. It is also 
found to provide an extremely efficient absorption process for Nx-B luminescence. Since 
this state occurs most prominently when it is near the band edge, it may easily be mistaken 
for a shallow impurity level. 
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Figure 5.5-4 Intensity of the PLE signal at (Nx)zs while monitoring Nx-B. 
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5.6 Nr 
In the original work on the GaAst.xPx alloy system, the luminescence deep within the 
gap was mistakenly attributed to NN pairs, as typically seen in GaP:N48,49 Additionally, a 
weak emission which was seen to track with the conduction band edge, like a shallow 
impurity, as the alloy concentration varied, was thought to be the N zero phonon A-line. It 
was subsequently shown that the correct interpretation is that the N zero phonon line, 
behaving as a deep level, is actually responsible for the luminescence within the gap.4,5,6 The 
shallow state tracking with the band edge therefore needed an alternate explanation. One 
possibility was that it was due to an unidentified impurity state not associated with N, such as 
carbon acceptors. To eliminate this possibility, detailed implantation studies were done 
which conclusively proved the shallow state to be associated with N.6,8 The theoretical model 
put forth to explain this emission was similar to the binding of a second electron state to 
shallow donors. The idea was that in addition to the deeply bound Nx excitonic state, a 
second, more spatially extant, state might also bind to the N center. The fact that this second 
state is spatially extant implies that its wavefunction will necessarily be more localized in k-
space, and therefore more shallow like. A consequence of this shallow nature is that we 
would expect the state to be primarily comprised of wavefunctions from the local band 
minimum and therefore should, as a shallow state, track with the band edge. This behavior 
was indeed seen in the alloy system and is a convincing argument for the shallow nature of 
this second bound state. Some issues which complicate the detailed study of this state are, 
first, that the emission is observable only in a narrow range of alloy concentrations 
(0.3<x<0.5). Second, precise line shape analysis and identification is obscured by alloy 
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broadening and the fact that the emission is relatively weak. Lastly, and of immediate 
concern for our studies, the Nr line is seen to merge with the Dr emission as the alloy system 
approaches pure GaAs. By using pressure to alter the band structure, as opposed to alloying, 
we were able to eliminate the issue of alloy broadening. We were also able to achieve 
significant pump powers, thereby saturating the Nx-B emission and allowing for good 
observation of the higher energy states. With this introduction in mind, we will now discuss 
the observation of the shallow nitrogen state, Nr, in GaAs:N. 
Around ~30kbar, after the (Nxhs luminescence has become barely observable, we 
begin to notice the D, starts to split. At first the separation is barely noticeable, (<lmeV), 
but begins to become more dramatic as we approach the F-X crossover. We have included 
spectra from two different samples exhibiting this shallow like state. The first sample is our 
familiar gal4 in cell k (gal4-k), the second sample is labeled ga24 and is loaded in cell If 
(ga24-lf). We find an additional line in ga24-lf (Figure 5.6-1), not present in gal4-k (Figure 
5.6-2), which is currently unidentified. For both samples, however, the clear separation of 
the state labeled Nr from Dr is seen. As we increase the pressure, the separation peaks at 
~13meV as Nr begins to bend toward the X edge. For pressures above 38kbar we continue 
our analysis with ga24-lf. We begin to see the indirect donor bound exciton above 38.1kbar 
(Figure 5.6-3). In Figure 5.6-4 we see Nr and D% approach each other, and at 41.7kbar, they 
become indistinguishable. Above 42kbar we find that follows the previously reported 
trend with pressure very well, ~40meV below the X edge. The sharp line above we then 
assume to be due to Nr now following the X edge (Figure 5.6-5). 
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Figure 5.6-1 First series of pressure measurements displaying Nr 
splitting off from Dp 
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Figure 5.6-2 Another example of Nr splitting off from Dp 
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Figure 5.6-4 Dr continues to approach , eventually becoming 
degenerate with it at around 41kbar. 
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indirect X edge for pressures above 41kbar. 
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Figure 5.6-6 By plotting the positions of the observed peaks, the dominant 
trends become evident. Note the distinct deep level behavior of Nr near the 
F-X crossover. 
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By plotting these trends on our pressure diagram near the f-X crossover region 
(Figure 5.6-6), we can more clearly see the unique characteristics of this second state of N. 
As the F and X edges become degenerate in energy, we see the Nr state begin to take on the 
characteristics of both minima in a fashion similar to N%. In fact, by shifting our fit to Nx-B 
on our pressure plot by a constant energy, we find a convincing correspondence. This 
indicates that the Nr level has deep level properties in addition to its dominant shallow like 
behavior. 
Additional proof of the relation of Nr to the N center can be seen in the pressure 
range of ~35kbar to ~37kbar. Here we can actually see weak phonon replicas of the Nr state 
in Figure 5.6-7, which are found to mirror those of the Nx-B line very well. We can clearly 
see the signature LOr phonons along with the broad LA phonon emission. We make a 
cautious identification of the TAx side band due to its overlap with another broad emission 
~15meV below the Dr line. The fact that the phonon structure does not exactly line up in 
energy can be explained by the difference in size between Nx and Nr. Since Nx is spatially 
compact, it will feel the effects of the local strain induced by the N impurity more readily 
than the diffuse Nr state. This would imply a larger shift in energy for the Nx phonon 
replicas which we find to be the case in Figure 5.6-7. Though fleeting, this signature phonon 
emission, in addition to the Nx-like pressure dependence near the f-X crossover, provide 
convincing evidence of the N origins of the Nr state. 
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Figure 5.6-7 Observation of the characteristic phonon side band structure. The top plot is 
the characteristic Nx-B emission. Plotted below is a similar structure arising from the Nr 
state. 
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To further characterize the Nr state we look at PLE data for pressures where the level 
is clearly observable in PL. Unfortunately, due to the proximity of Np to the band edge, we 
are unable to find any relevant features before the fundamental absorption edge is reached. 
We therefore performed the majority of our PLE while monitoring the Nx-B line. What we 
observe is rather interesting. Unlike the dramatic increase in absorption found for (Nxhs, we 
instead see an actual decrease in absorption corresponding to the Nr state (Figure 5.6-8). 
Since Nr is a true electronic level within the band gap, we would not expect the probability 
for absorption to decrease at this energy. Therefore, from Eqn. (4.3-1), either a decrease in 
the probability for relaxation to the Nx level or a decrease in the probability for emission 
from Nx must necessarily be the cause. To better understand what our data might be 
indicating, we should take a moment to propose some mechanisms for binding a second 
excitonic state to N. 
If we recall, the binding mechanism for the Nx deep exciton can be explained as the 
trapping of an electron to the short range potential around the N impurity, which then binds a 
hole within its Coulomb potential. This is, as previously noted, very similar to an acceptor 
state within GaAs. One crucial difference, however, is that unlike an acceptor where the 
negative core is immovable (it essentially has an infinite effective mass), the electron bound 
to N can be ionized or annihilated via recombination with a hole. The first model for the 
binding of a second exciton would therefore be analogous to the binding of an exciton to a 
neutral acceptor. The holes of the Nx and Nr excitons would pair with opposite spins by 
exchange and correlation. The electron of the second exciton would then be located further 
out, bound to the two hole system. This model requires the existence of the Nx exciton for 
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Nr to bind to. An assumption on which this model is predicated is that the N center can bind 
only one electron within its short range potential. If we allow the possibility of a second 
binding state of an electron at N we can develop another mechanism for binding an excitonic 
state to N. This mechanism would be similar to the binding of Nx, only now the electron is 
more loosely bound at N, and the exciton, therefore, more shallow like. Within this model, it 
is possible to have independent Nx-B or Nr excitons in addition to both simultaneously. 
With these two possibilities in mind, we will see if we can make any sense of our PLE data. 
As we previously mentioned, the dips observed in PLE must be due to either a 
decrease in the probability for relaxation to the Nx-B level or a decrease in the probability for 
emission at Nx-B. In other words, either fewer excitons are making it to the final Nx-B state 
or those that do are either being annihilated non-radiatively or radiating at a different energy. 
In the absence of the Nr state, we would expect the excitons to relax to Nx-B from the energy 
of the incident photons via the emission of phonons to conserve energy. This is the typical 
process by which we observe the mirror image of the PL phonon replicas in PLE. Therefore, 
one possible way to explain the dip in PLE would be if the Nr excitonic state were to 
recombine before it was able to relax to Nx-B via phonon emission. To test this possibility, 
we performed time decay measurements on both the Nx-B and Nr lines (Figure 5.6-9). Due 
to the limitations of our equipment, we were unable to resolve the Nr lifetime. However, we 
can say that it must be less than lnsec. Therefore, it is statistically possible for a percentage 
of the absorbed Nr excitons to never relax to Nx-B before recombining. This explanation, 
that fewer excitons are making it to the Nx-B state, requires the possibility of creating a 
second excitonic state at N in the absence of Nx-B, in accordance with the second model. 
114 
Energy  (eV)  
1.88 1.89 1.90 1.91 1.92 
N
r(A)j 
PLE 
2TA 
2LOr 
PL 
GaAs:N 
ga14k 
5.7K 
36.5kbar 
6620 6600 6580 6560 6540 6520 6500 6480 6460 
Wavelength  (A)  
Figure 5.6-8 PLE spectrum from ga!4-k displaying decrease in signal 
associated with Nr. 
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Figure 5.6-9 Time decay measurements of the Nx-B and Nr lines. Nr is 
faster than the resolution of our equipment. 
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Figure 5.6-10 Resonant PL spectra on and around Nr. We notice no discernable 
change in Nx-B emission between scans. 
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Figure 5.6-11 Close up view of the Nx-B line from Figure 5.6-10. 
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However, if we assume the original model to be correct, then Nx-B must already be present 
for Nr to bind to N. If Nx-B is already present, then we would not expect there to be a 
deviation in the PLE intensity when we encounter the Nr energy unless the presence of Nr 
somehow causes Nx-B to recombine non-radiatively or at an energy different than the 
isolated Nx-B line. To test this possibility, we took PL spectra while pumping resonantly 
into Nr, and then at energies off Nr, to see if any change in either energy or line shape of 
Nx-B was observed. Our data in Figure 5.6-10 and Figure 5.6-11 indicates that the Nx-B 
does not significantly broaden as might be expected, nor do we detect any other significant 
change in its character. We do note, however, that since the observed decrease in PLE is 
relatively small, we may need a more sensitive measure to observe the effects mentioned 
above. 
Within this section, we have provided conclusive evidence of a shallow like state 
associated with the N impurity. This state, labeled Nr, was originally observed in the 
GaAsi.xPx alloy system,6'8 but has proven elusive in GaAs. However, we have seen that with 
proper impurity levels and pump powers, Nr can be observed rather clearly. It was found 
that Nr splits off from the shallow donor level Dr at around 3Okbar and begins to move in a 
deep level like manner until about 43kbar when it becomes dominantly X like. We then gave 
evidence to attempt to differentiate between the two models proposed for the possible 
binding mechanism of the Nr exciton. We currently find the model of an independent 
exciton bound to Nina similar fashion to Nx, only more loosely, to be favorable. However, 
further detailed investigation is necessary to determine the true nature of Nr. 
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5.7 Lasing in GaAs:N 
Perhaps the most dramatic effect we've observed in the GaAs:N system is the onset 
of stimulated emission. It is our hypothesis that under the correct conditions, we might 
induce the N level to participate in stimulated emission. However, analysis of this effect has 
proven elusive. Thomas and Hop field first proposed the possibility of lasing from an 
impurity-bound exciton within a crystal of CdS.50 However, there are some difficulties that 
are encountered when applying the classic theory of lasing to excitonic systems. One of 
these is accurately defining a population inversion for an excitonic system. The definition 
often depends on the system being studied. For example, in the CdS system, the population 
inversion would occur between two excited states of the bound exciton. Another theory 
involves the conversion of Bose-Einstein condensed biexcitons into free excitons via one 
photon decay.51 Yet another theory addresses the possibility of lasing from free excitons 
within a perfect crystal, where it is assumed that the population inversion is between the 
existence and absence of an exciton.52 This last scenario introduces another issue with 
excitonic lasing that must be considered, namely that excitons, as a system, have integer spin 
and therefore have boson characteristics. The consequence of this bose-like quality is that 
free exciton and photon fields will combine to form stable polaritons, as we have discussed 
earlier. Currently, there is no clear theoretical or experimental proof for excitonic lasing in 
bulk crystals. 
The samples used in this section were taken from the same high purity undoped n-
type GaAs of the previous section. To support lasing within the samples, they where cleaved 
into rectangular platelets to create parallel interfaces forming a Fabry-Perot resonator. The 
first sample (gal4-k) was cleaved and loaded with 3He as the pressure transmitting fluid at 
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IBM and is shown in Figure 5.7-2. The second sample, shown in Figure 5.7-2, is labeled 
gal4-v and was cleaved from the same bulk sample and loaded at Iowa State University 
using a Methanol : Ethanol : water (14:3:1) mix as the transmitting fluid. A comparison of the 
standard PL spectra (Figure 5.7-1) from these two samples assures us of their related origin, 
and verifies the hydrostatic nature of both loads. We do note a slight asymmetric low energy 
tail on the PL spectra for gal4-k. This effect preceded a structural failure of the sample and 
will be discussed at the end of this section. 
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Figure 5.7-1 Comparison of the PL spectra from samples gal4-k and gal4-v. The 
slightly broadened Nx-B line for gal4-k was found to precede the failure of the sample. 
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Figure 5.7-2 Photographs of laser structures gal4-k and ga!4-v. The thickness of 
both samples is estimated to be ~5^m. 
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Numerous studies of lasing within bulk GaAs have been done which provide a good 
starting point for our investigation.53*54,55 By comparing our results with those found in N 
free GaAs we should be able to determine if N has any significant effect on the lasing 
mechanism. The lasing within bulk GaAs has been explained as predominantly a band-to-
band recombination process. However, it was found that the energy of the laser emission 
was ~16meV below the direct band gap energy. This discrepancy has been explained as 
resulting from electron-hole-lattice (EHL) interactions at high electron hole concentrations. 
These studies have also shown that the recombination process leading to lasing is relatively 
insensitive to impurity concentrations. Arriving at the conclusion that the lasing was due to 
band-to-band recombination, various other possibilities were discussed and discounted. 
These included band gap reduction due to increased temperature, donor or acceptor 
transitions, and bound excitons. 
We will first establish the lasing mechanism as we observe it in our samples. We will 
characterize various parameters such as threshold pump power, the non-linear increase in 
luminescence, mode spacing, temperature dependence, and pressure dependence. After 
examining all of this data, we will discuss whether our observations fit within the established 
explanations. 
Examining two typical lasing sequences for gal4-k (Figure 5.7-3 and Figure 5.7-4), 
we note that both series of PL data show a dramatic onset of stimulated emission just below 
Nr. To facilitate lasing, both samples were pumped using a pulsed dye laser using R6G dye. 
The pump wavelength was 586nm with pulse widths -lOpsec at 500kHz. The average 
incident powers were on the order of a milliwatt, giving us typical peak energies per pulse of 
~2nJ. 
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Figure 5.7-3 Progression toward lasing at 34.5kbar. The bottom plot is of a 
cw PL using Ar+ laser at 457.9nm. The remaining powers are average 
powers for the pulsed R6G dye laser operating at ~.5Mhz. 
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Figure 5.7-4 Progression toward lasing at 37.2kbar. The bottom plot is of a cw 
PL using Ar+ laser at 457.9nm. The remaining powers are average powers for 
the pulsed R6G dye laser operating at ~.5Mhz. 
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To give us an estimate of the number of electron-hole pairs generated per pulse, we 
will assume a quantum efficiency of 1. Therefore, for powers on the order of a milliwatt and 
photons of wavelength ~580nm, we calculate a photon flux on the order of 6xl09 per pulse. 
This could also be stated as an average e-h generation rate of 3x1015 per second, which 
would be analogous to a current of -0.5mA. Within our experiments, lasing was achieved 
most readily for pump beam spot sizes of ~5pm, which, with the information above, gives a 
flux rate of photons on the order of 4xl021 photons/cm2 sec. We were able to observe the 
onset of lasing for pump powers all the way down to 0.4mW (at 35.2kbar). Comparing this 
threshold, with that of previous GaAs platelet laser studies, we find this power to be two 
orders of magnitude lower than previously reported. We have included a plot of the 
extremely non-linear increase in luminescence at threshold. In Figure 5.7-5, we have shown 
a typical response from the sample as we increase the pump power. What we have plotted is 
a summation of counts per second over the regions encompassing the laser modes and the 
Nx-B luminescence, along with its phonon replicas. For this sample and this specific run, we 
find that the laser intensity begins to increase dramatically with pump power at around 
1.5mW, while Nx-B luminescence remains relatively linear. We found, however, that the 
threshold at which lasing occurred varied substantially between runs, which is not all that 
surprising considering the sensitive nature of the lasing process. To be able to compare the 
many intensity vs power runs we took at different pressures we needed to plot the data in 
such a way as to remove this variability. What we have plotted in Figure 5.7-6 is the 
summation of counts per second divided by the ratio of the Nx-B intensity to its first LOr 
replica, as a function of summation of counts per second. 
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Figure 5.7-5 Example of the non-linear increase in emitted 
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Figure 5.7-6 Another demonstration of the non-linear intensity 
increase. Here we have normalized the emission between scans. 
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An effect we observed, which has been reported for lasing in GaAs platelets, is the 
shift of the laser emission to lower energies with increasing pump power. This has been 
attributed to increasing EHL interactions at higher carrier densities. We have found that, 
within our samples, the center of the laser emission shifts ~15meV/mW with a lower bound 
-10 to 15meV below the threshold emission center. This effect can clearly be seen in Figure 
5.7-3 and Figure 5.7-4. 
We were also able to make some quantitative observations about the mode structure 
of the spectra. By comparing the measured mode spacing (Figure 5.7-7) to the calculated 
mode spacing given by 
AA = =, 
2*LM%J 
where L is the cavity length and n is the effective index of refraction, we confirm that the 
short length of the rectangular samples is indeed the lasing cavity. The results of this 
comparison are given in Table 5.7-1. 
Table 5.7-1 Calculation of the Fabry-Perot mode spacing for ga!4-k and gal4-v. (Optical constants from 
refs56*57). 
Sample 
AX Variables56,37 
Experiment Theory L X n % 
gal4-k 3.4Â 3.11Â 57.6 un 656.7 A 3.826 -1.350x10" A"1 
gal4-v I0.1Â 10.4À 57.6 gn 690.4 Â 3.785 -1.009xl0's A"1 
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Figure 5.7-7 Fabry-Perot modes observed in samples with various dimensions. 
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We now turn our attention to how the stimulated emission varies under pressure. As 
we previously mentioned, the emission will shift with increasing pump power. Therefore, to 
be able to compare the laser emission between pressures, we used spectra in which we have 
just passed threshold, and the laser peak intensity is comparable to the Nx-B intensity. 
Spectra from 174kbar through 38.5kbar is shown in Figure 5.7-8. A surprising result from 
these experiments is that as we approach the F-X crossover, the lasing emission seems to be 
bounded on the high energy side by Nr- In previous studies, the laser emission was found to 
reside ~16meV below the band edge which is confirmed in our data up to 36.2kbar. After 
this, the threshold emission is found to be as far as 31meV from the band edge, in stark 
contrast with the previous observations. At this point we are unable to explain this trend, 
though we do believe it to be real. We do, however, believe that due to the influence of Nr 
acting as an upper bound on the emission, the nitrogen center is indeed, in some way, 
influencing the lasing process. One possibility for this effect would be N acting as an 
abundant acceptor state, providing a substantial gain medium for band-to-acceptor emission. 
Another possibility is that as we approach the F-X crossover, the electron wavefunctions 
begin to mix more characteristics of the X edge before the crystal goes indirect and lasing 
ceases. 
In this section we presented clear evidence of lasing within GaAs:N. We found the 
stimulated emission to be extremely strong, and the onset to be characteristically non-linear. 
We also found the threshold for lasing to be extremely low, especially around 35kbar. The 
last aspect we considered was the variation with pressure, which we found to deviate from 
previous observations. More information is needed, however, to conclusively determine the 
origin of this effect. 
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Figure 5.7-8 Pressure dependence of the lasing emission in GaAs:N. We note 
the unique trend as we approach the F-X crossover. 
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6 Conclusion 
We have observed many interesting and, as yet, unreported effects within nitrogen 
doped gallium arsenide. The first of these, was the dramatic onset of efficient luminescence 
from Nx-B as it emerges from the conduction band at 22.1kbar. This emergence was 
preceded by telltale phonon replicas of the N state still resonant with the conduction band 
states, along with some anomalous emissions. Another unique characteristic which we 
observed is that the broad band-to-acceptor emission ~35meV below the band edge 
disappears as N enters the band gap and is seemingly replaced by a shallower broad 
emission. This new emission lies ~15meV below the band edge and is similar to the band-to-
acceptor emission seen below 22.1kbar. We attribute this new emission to a band-to-N 
acceptor transition. 
The second new observation we presented was the identification of the excited state 
of the hole bound to the N trapped electron. This state, designated as (Nx)zs, was found to 
be ~18meV above the Nx-B emission and tracked rigidly with the N state as we increased the 
pressure. The emission of this state was found to decrease rapidly as the band edge moved 
away, as would be expected. Uniquely strong absorption into this state was seen in both PLE 
and absorption experiments. Further investigation into this state should produce invaluable 
insight into the detailed characteristics of the N state. 
Perhaps the most intriguing new observation is that of Nr. This shallow like state of 
the nitrogen impurity was first observed fleetingly within the GaAst.xPx alloy system, but 
has, until now, eluded conclusive detection in GaAsrN. We have seen Nr display clear 
characteristics associated with the N center, such as distinctive phonon replicas. Nr was also 
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seen to move in an identical fashion to Nx near the f-X crossover, exactly where we would 
expect it to begin to display this characteristic mixing. Though a definitive theoretical model 
of this state is still in question, we have proposed two possible scenarios for the binding of 
this state. Currently our evidence weighs in favor of the concept of a second electron more 
loosely bound to the neutral N center, which then traps a hole. However, our experiments do 
not conclusively exclude either interpretation. 
The final effect we studied within the GaAs:N system was the process of lasing. We 
were able to clearly demonstrate lasing in this system. We also noted that it followed very 
well the previously observed effect of lasing within GaAs. However, as we approached the 
F X crossover, the stimulated emission appeared to be bounded on the high energy side by 
the Nr emission. This novel effect is currently not understood and, we believe, warrants 
further investigation. 
In all, GaAs:N is a singular system in which to study the effects of deep levels in 
semiconductors. We have seen here a few of the unique effects that arise from this impurity. 
Nitrogen impurities have garnered much attention recently for their technological 
possibilities, and though much progress has been made toward the understanding of this 
level, many important scientific problems are yet to be understood. Recent investigations 
include the identification of nitrogen pairs in GaAs,58*59 and the observation of giant optical 
bowing coefficients in GaAsN alloys.60'61,62,63 The latter presents the significant 
technological possibility of utilizing GaAsN alloys for infrared applications. However, much 
remains to be understood within these systems. The complexity of this problem is a 
testament to its intrigue and importance. 
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7 Experimental Setup 
All of the experiments described in this work were performed in the visible 
spectroscopy lab, part of the larger Quantum Optics Group laboratory (Figure 7.1-1). Within 
this laboratory, we have the capability to perform nearly every optical measurement 
conceivable. The larger lab is designed around a 32' x 5' optics table. The individual 
experiments are setup on the adjoined side tables. This configuration allows for great 
flexibility in utilizing our laser sources efficiently. By having the main lasers located on the 
center table, all of the areas can use any of these lasers as an excitation source. The visible 
area (Figure 7.1-2) has been designed to be able to efficiently switch between different 
experiments. The major experiments performed in this area include Photoluminescence 
(PL), Photoluminescence Excitation (PLE), Transmission, Time Resolved 
Photo luminescence, and Raman. First, the equipment utilized in each of these experiments 
will be discussed. Then, specific equipment for each of these setups will be discussed 
individually. This section is meant to be more of a hands-on discussion of actually 
implementing the experiments that were discussed theoretically earlier. 
7.1 Detection Equipment 
The detection device for each of these experiments is a cooled GaAs photomultiplier 
tube (PMT) (Burle model C31034) with a published spectral range of 185nm - 930nm. 
When cooled to its -30°C operating temperature, this tube provides a dynamic range of 6 
orders of magnitude with very low background noise (on the order of ~12cps). All the 
experiments employed single photon counting. The output of the PMT was passed through a 
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Figure 7.1-2 Experimental setup for the visible 
spectroscopy area. The relative layout of the equipment 
has been kept true to the actual layout in the laboratory. 
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pre-amplifier and then input into a SR-400 gated photon counter. The collected light is 
passed through a SPEX double monochromator with gratings of 1800 grooves/mm blazed at 
500nm - 800nm. This system provides a maximum resolution of ~.25cm"' with an accuracy 
of -.10 cm"1. Calibration of the efficiency of the detection equipment is done by scanning a 
standard blackbody source and normalizing the response to this source using Planck's 
v3 blackbody radiation formula Sv oc —p . The normalization coefficients are the ratio 
e V k T  - \  
of the raw counts to the theoretical counts. The normalized counts reported in our 
experiments are then simply the raw counts divided by the normalization coefficients. 
Calibration 
/ Coefficients 
Theoretical 
Blackbody 
Curve Raw Data 
12000 14000 16000 18000 22000 20000 
Spex Position (cm1) 
Figure 7.1-3 Blackbody calibration curves displaying the raw count 
data, theoretical counts, and the resulting calibration coefficients. 
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The wavelength correction is done by scanning know gas lines and fitting the spectrometer 
response to these using a third order polynomial. As an additional check prior to 
experimental scans, gas line markers are included in the Ruby pressure scan. 
7.2 Pressure Measurement 
The determination of the pressure within the diamond cells is done using the well 
characterized ruby R lines. It has been precisely determined that the R lines of ruby move at 
a very linear -.76cm"'/kbar. We have included a typical ruby scan done before every set of 
experimental runs. 
Sample Calculation: 
(14402.1cm'1 -14421.8cm'1 )/(-. 76cm'1/kbar) = 25.9kbar 
Ruby Line 
Ruby Crystal 
Cell V 
25.9kbar 
5.5K 
Ne Gas Lamp Marker £ 
c 3 
€ 
* 
3 
c 
14400 14410 14420 14380 14390 14430 
Wavenumbers (cm1) 
Figure 7.2-1 Sample ruby pressure measurement, including calculation. 
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7.3 Sample Positioning and Temperature Control 
Samples are placed in a Janis Helium gas exchange cryostat. This allows us to hold the 
sample temperature to within a few tenths of a Kelvin from superfluid temperatures of about 
1.5K up to room temperature. Optically all of the excitation beams follow the same path 
going into the cryostat through the two irises next to the cryostat. The beams go through a 
beam expander designed to increase the diameter to match the f-number of the focusing 
optic. They then pass through a beam splitter in front of the sample, sending half the beam to 
the sample and the other half to the Newport power meter. This configuration allows for 
continuous monitoring of the power. By expanding the beam to fill the focusing lens we can 
get a diffraction limited beam spot size at the sample of a few microns. The rest of the 
visible area setup is designed to facilitate quick and simple switching between the multiple 
experiments as described below. 
7.4 Photoluminescence 
The excitation source in PL is an Innova 90 Argon Ion tunable cw laser. The 
457.9nm line was the primary excitation used in the PL experiments. The laser is run in light 
stabilization mode to provide a low noise excitation up to 80KW/cm2 with the beam focused 
down to -Smicrons. The collection lens in front of the spectrometer has a focal length of 
100mm (Figure 7.7-1). 
7.5 Photoluminescence Excitation 
In the PLE experiment, the spectrometer is held at a specific wavelength and the 
excitation wavelength is scanned using the two 599 dye lasers one with DCM the other with 
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R6G. The dye lasers are tuned via GPIB controlled stepper motors attached to the 
biréfringent filters. The dye beam is passed through a LiCONiX model 50SA power 
stabilizer to remove high frequency noise and partially compensate for slow drift. To steer 
the beam toward the irises, a beam splitter is used. The portion which is transmitted is sent to 
the Burleigh model WA-10 wavemeter. This configuration allows us to track the excitation 
wavelength to within .50cm"1, giving extremely high resolution PLE data (Figure 7.7-2). 
7.6 Transmission 
A broadband microscope lamp is used as the light source for our transmission 
experiment. The lamp is placed behind the cryostat and focused down onto the backside of 
the sample. The beam splitter cube is removed and a longer focal length collection optic is 
used in front of the spectrometer. This gives a larger magnification which then fills the entire 
slit opening with the sample image, therefore minimizing the collection of light which is not 
transmitted through the sample (Figure 7.7-3). 
7.7 Time Resolved Photoluminescence 
A pulsed dye laser using R6G dye is used as the excitation source. This follows 
roughly the same path and procedures as a PL experiment. However, the beam may be sent 
through the 50SA power stabilizer if desired. The counting electronics for this experiment 
involve measuring the delay between excitation pulses and luminescence response. By using 
the PMT to trigger the start pulses, and the photodiode to trigger the stop pulses, the rate of 
valid counts is maximized (Figure 7.7-5). With the PMT and electronics used, the shortest 
lifetimes that are resolvable are on the order of tens of nanoseconds (Figure 7.7-4). 
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Figure 7.7-1 PL experimental setup, in the visible spectroscopy area. 
The relative layout of the equipment has been kept true to the actual 
layout in the laboratory. 
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Figure 7.7-3 Transmission experimental setup, in the visible spectroscopy 
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Figure 7.7-5 Schematic of the Time Decay counting electronics. 
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7.8 Sample Preparation 
For pressure measurements in a diamond cell, samples must be on the order of 100pm 
by 100pm by 80pm in size. One method of attaining these dimensions is to mechanically lap 
the sample down to the desired thickness and then cleave the sample under a microscope. 
This method is rather simple and quick. However, there are two major difficulties to 
consider. First is the propagation of lattice damage arising from the lapping process. This 
can be minimized by the use of finer lapping grit, the trade off being the increase in lapping 
time. The second consideration is the difficulty of cleaving the samples once they've been 
lapped. Due to this difficulty, the yield of usable samples produced via this method can be 
quite low. It is however sometimes necessary to use this method, for example to produce 
optically parallel facets. 
The other method utilized was chemical etching of the sample. This has the 
advantages of higher yield and better control of the resulting sample shapes. The procedure 
for sample etching is described below. When it is necessary to etch a small sample (~lmm2), 
edge beading of the photoresist can be a significant problem. To resolve this, a method was 
developed to essentially increase the surface area over which the photoresist is applied. This 
situation is addressed in the procedure. 
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7.9 Sample Etching 
1) Properly clean the sample. Typically a Trichlorethylene - Acetone - Methanol sequence 
followed by a dionized water rinse. 
For small samples (~lmm2) use steps 2 & 3 otherwise skip to step 4. 
2) On a square piece of a microscope slide melt a small amount (~3mm diam.) of glue in 
the center. Be sure to boil all the air bubbles out of the drop (Figure 7.9-1). 
3) Place the sample (substrate side down) in the center of the glue and balance a clean 
microscope slide on the top of the sample. While gently pressing on the top slide, heat 
the area with a heat gun until you see the glue begin to melt. Continue to press the 
sample until it stops at the bottom slide making sure the top slide maintains good contact 
with the sample to keep glue from getting on the front surface. It is best to do this step 
under a microscope (Figure 7.9-2). 
A) Allow the glue to cool (while keeping pressure on the top slide) for about 10-15 
seconds just until the glue is no longer liquid. 
B) Place the slide in a freezer with the top (larger) slide down for about 4-5 minutes 
(Figure 7.9-4). 
C) When you remove the slides the top slide should be nicely separated (Figure 7.9-3). 
D) Under a microscope, check that the surface of the sample is level with that of the glue 
(Figure 7.9-5). 
E) Skip to step 5. 
4) On a square piece of a microscope slide place a small amount (-3mm diam.) of Glycol 
Thyalate in the center. Place the sample (substrate side down) in the center of the glue. 
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Heat the slide on a hotplate. As the glue begins to melt, gently press with a soft object 
(teflon tweezer, sharp wood stick, etc.) on the top of the sample to get the sample parallel 
with slide. Carefully remove the slide and allow it to cool. 
At this point the sample should be handled under a yellow light only. 
5) Place a few drops of AZ-5214E photoresist onto the sample until the surface is covered 
(~ldrop/cm2). Spin at 3krpm for 4Oseconds (Figure 7.9-6). The photoresist should look 
very smooth on the sample with little to no beading. If not, you should strip the 
photoresist using undiluted AZ 400K developer and try again. 
6) Pre-bake at ~90°C for 20 minutes 
7) Expose the photoresist under the chosen mask using the Quintel mask aligner for 40 
seconds. 
8) Develop in AZ 400K:DI (1:4) for -30 seconds. There should be well defined patterns on 
the sample with the sample clearly visible in the exposed regions. If not return to step 4). 
9) Post-bake >90°C for 30 minutes. 
At this point the sample mav be handled under regular room lights again. 
10) Check the photoresist pattern under a microscope to ensure everything looks ok. 
Everything up to this point is reversible. If it looks ok then proceed. 
11) Glue the square slide piece with the sample on it to another slide with the sample facing 
out to facilitate etching (Figure 7.9-7). 
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12) Etch the sample as desired. Periodically checking the progress with the confocal 
microscope is helpful. This step is perhaps the most important and sensitive. Proper etch 
selection and careful preparation of the etch is crucial. Other factors which may affect 
the etching quality are etch temperature, etch stirring, orientation of the photoresist 
pattern on the sample, and photoresist adhesion. It is therefore recommended to do a 
careful characterization of the etches to be used. It is also recommended to try some 
practice etchings on some disposable material if possible (Figure 7.9-8). 
13) Strip the photoresist using undiluted AZ 400K developer (Figure 7.9-9). 
14) If you wish to lap the back side of the sample, remove the sample and clean it. Using 
acetone to dissolve the glue works well. Place the sample, etched side down, on a very 
small amount of glue on the lapping jig. 
15) To etch through the back side, remove the sample from the jig (again using acetone) and 
glue it again to a slide to be etched. 
16) Once you have etched through such that the pattern begins to appear you can remove the 
samples from the slide by washing them into a petri dish with acetone. 
17) The samples may now be washed and stored for future use. 
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Figure 7.9-1 Microscope slide (1" x 1") with melted Glycol Thylate in the center. 
Figure 7.9-2 Imbedding the sample in glue. 
150 
Figure 7.9-4 Cooling the sample embedded in glue to allow separation. 
Figure 7.9-3 Separation of the top slide after cooling. 
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Figure 7.9-5 Sample embedded in glue. The sample surface should be level with the 
glue and form a continuous surface. 
Figure 7.9-6 Embedded sample on the photoresist spinner. 
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Figure 7.9-7 Sample with photoresist spun on, attached to a second slide for etching. 
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Figure 7.9-8 Etched sample with photoresist still on under a microscope. 
Figure 7.9-9 Image of an etched square with the photoresist removed taken under 
the confocal microscope. 
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7.10 Diamond Anvil Cell 
The diamond anvil cell used in our experiments were designed at IBM (Figure 7.10-1). 
These cells, as shown in Figure 7.10-2 and Figure 7.10-3, are made of BeCu to facilitate 
magnetic measurements. The cells are theoretically capable of pressures up to IMbar. 
Although, since GaAs goes through a phase change above ~90kbar, we have never taken the 
cells to their limit. The design is such that opposing left handed and right handed screws 
allow for relatively easy loading without the aid of a press system. Detailed instructions 
concerning the procedure for building the cells are beyond the scope of this work. However, 
the loading procedure can be described by the following steps. 
1) Prepare a new gasket by pressing an clean, smooth gasket between the diamonds in 
the cell. 
2) Using the EDM drilling tool, drill the appropriate size hole at the center of the 
impression made by step 1. 
3) Place the gasket firmly in the retaining ring of the bottom half of the diamond cell 
(the half without the posts). 
4) Carefully place the sample and ruby chip in the drilled hole. It is important to try 
to be sure the gasket is flush with the diamond surface since the samples will easily 
wash through the bottom if this is not so. 
5) Rinse the area with acetone. 
6) Place the top half of the diamond cell on the bottom hale. Wrap some electrical 
tape around the washers on the L-R screws to keep the washers from falling off. 
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7) Under a microscope, bring the surface of the top diamond down close to the gasket 
but with enough space to allow for the pressure transmitting fluid to get into the 
hole. 
8) Using a microsyringe, flood the area with the pressure transmitting fluid. 
9) When you are sure the fluid has flooded the sample area, begin to tighten down the 
screws in an opposing, sequential manner. 
10) As you close down the cell, check the pressure periodically to be sure not to over 
pressure the sample. 
L-R Screws Diamonds Sample & 
Ruby 0  ^
Gasket 
2 
L-R Screws 
Figure 7.10-1 Schematic of BeCu diamond cells used in this study. 
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Figure 7.10-2 Diamond cell assembled (without the L-R screws). 
Figure 7.10-3 Separated diamond cell halves. 
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