Researchers recommend reporting of bias-corrected variance-accounted-for effect size estimates such as omega squared instead of uncorrected estimates because the latter are known for their tendency of overestimation while the former mostly correct this bias. However, this argument may miss an important fact: a bias-corrected estimate can take a negative value. Of course, a negative variance ratio does not make sense. Therefore, it has been a common practice to report an obtained negative estimate as zero. We argue against this practice and conduct a simulation study to investigate how often negative estimates are obtained and what is the consequence of treating them as zero. Results indicate that negative estimates are obtained more often than researchers would have thought. In fact, they occur more than half the number of times under some reasonable conditions. Moreover, it is found that treating the obtained negative estimate as zero causes substantial overestimation of even bias-corrected estimators when the sample size and population effect are not large, which is often the case in psychology. Therefore, we recommend that researchers report the obtained negative estimate as is, instead of reporting it as zero, in order to avoid the inflation of effect size in research synthesis. While zero can be considered the most plausible value to interpret the result, we do not recommend reporting the obtained negative estimate as zero. R codes to reproduce all the described results are shown as Supplemental Material. The reporting of effect size estimates has been advocated by many psychology journal editors and authors, as well as by the APA Publication Manual (Fritz, Morris, & Richler, 2012; Huberty, 2002; Kline, 2013; Lakens, 2013) . Thus, psychologists have recently adopted a common practice of reporting variance-accounted-for effect size estimates together with analysis of variance (ANOVA) results. The population variance-accounted-for effect size is defined as the proportion of the total population variance (of the dependent variable) that is explained by the factor of interest. Since the population variance is generally unknown, we need to estimate the population effect based on sample data. Eta squared ( ; Fisher, 1925) , omega squared ( ; Hays, 1963) and epsilon squared ( ; Kelley, 1935) are three major sample effect size estimators 1 used in psychology as well as other sciences. They are summarized in Table 1 .
Negative Estimate of Variance-Accounted-For Effect Size: How Often It Is Obtained and What Happens If It Is Treated As Zero
The reporting of effect size estimates has been advocated by many psychology journal editors and authors, as well as by the APA Publication Manual (Fritz, Morris, & Richler, 2012; Huberty, 2002; Kline, 2013; Lakens, 2013) . Thus, psychologists have recently adopted a common practice of reporting variance-accounted-for effect size estimates together with analysis of variance (ANOVA) results. The population variance-accounted-for effect size is defined as the proportion of the total population variance (of the dependent variable) that is explained by the factor of interest. Since the population variance is generally unknown, we need to estimate the population effect based on sample data. Eta squared ( ; Fisher, 1925) , omega squared ( ; Hays, 1963) and epsilon squared ( ; Kelley, 1935) are three major sample effect size estimators 1 used in psychology as well as other sciences. They are summarized in Table 1 .
One important distinction among them, as shown in Table 1 , is whether they are bias-corrected or not. The bias of an estimator is defined in statistics as the difference between the mean of the sampling distribution of the estimator, which is also called the expected value, and the true population value.
is an uncorrected effect size estimator, which is simply defined as the proportion of the total sum of squares accounted for by the factor. Although its simplicity is an advantage, is known to have an upward bias, meaning that on average it overestimates the population effect, especially when the sample size is small (Levine & Hullett, 2002 ).
On the other hand, and are given by correcting the bias in estimating the population effect. Statistically, no unbiased estimator (meaning an estimator with exactly zero bias) of the population variance-accounted-for effect size is known. However, and are each derived to make the bias as small as possible (Winkler & Hays, 1975) . Therefore, they are called bias-corrected effect size estimators. These two bias-corrected estimators share the same basic ideas in common: replacement of unknown quantities in the population with their unbiased sample estimators although their final forms differ in their denominators (see Table 1 ). As described in detail by Glass and Hakstian (1969) , this difference stems from the fact that and relate to different decompositions of the population effect size. Put simply, Kelley (1935) derived by simply rewriting the population formula using the total and error variance in population, and then replacing them with their unbiased sample estimators. On the other hand, Hays (1963) first rewrote the formula of the population effect size by explicitly considering the assumptions of the ANOVA model, and then replaced both the denominator and numerator with their respective unbiased estimators. Thus, it is not that one is right and the other wrong; rather, both of the bias-corrected estimators have different grounds. Readers who are interested in complete derivations and comparative assessment of the formulas may refer to Glass and Hakstian (1969) .
Because of the non-negligible positive bias of , the use of bias-corrected estimators, and , has been recommended by statistical textbooks and statistically minded researchers (Ferguson, 2009; Fritz et al., 2012; Grissom & Kim, 2012; Keppel & Wickens, 2004; Maxwell & Delaney, 2004) . Previous simulation study results (Carroll & Nordholm, 1975; Keselman, 1975; Okada, 2013; Skidmore & Thompson, 2013) appear to support these recommendations. For example, Skidmore and Thompson (2013) conducted a simulation study to evaluate the bias of the effect size estimators when assumptions of ANOVA are violated, and summarized their results as follows: "Overall, our results corroborate the limited previous research (Carroll & Nordholm, 1975; Keselman, 1975) and suggest that should not be used as an ANOVA effect size estimator, because across the range of conditions we examined, had considerable sampling error bias" (p. 544). On the other hand, the bias of and is generally known to be small.
However, these former studies miss an important fact. That is, bias-corrected effect size estimators, both and , can take negative values. In other words, the sampling distributions of and include ranges below zero. This issue is a side effect of bias correction; the uncorrected estimator, , never takes a value below zero. Of course, a negative variance ratio does not make sense in the real world because the ratio of explained to total variance must lie between 0 and 1. Therefore, when a negative estimate is obtained in practice, it is typically reported as zero (Kenny, Kashy, & Cook, 2006; Olejnik & Algina, 2000) . Some textbooks also recommend this practice; for example, Keppel and Wickens (2004) state that when gives a negative value, "it is best to set 0" (p. 164).
Thus, theory and practice have been separated until this point. In theory, the bias of the corrected effect size estimator is small, given that both positive and negative estimates are reported exactly as defined in estimates are reported as zero. We conduct a simulation study to find the answers.
Method
Following previous simulation studies (Keselman, 1975; Okada, 2013) , we consider a one-factor, between-subject ANOVA design with four levels and manipulate three experimental factors: (a) three levels of population effect size, (b) two levels of population mean variability, and (c) three levels of sample size. Each manipulated factor is described below.
Population effect size. In interpreting effect size, Cohen (1988) provided a guideline about small, medium, and large effect size values based on a number of study results in behavioral sciences. Of course, the meaning of the same effect size value would differ depending on the field and context, and many authors, including Cohen himself, have argued that the guideline needs to be treated with caution (Schagen & Elliot, 2004 (Keselman, 1975; Okada, 2013) , we include these two conditions as experimental factors. Although Cohen (1988) also considered minimum variability, it is not used in the current study. It is relevant only with a larger number of levels than in this study. The previous studies shown above also used only the maximum and intermediate variability conditions.
Sample size. Marszalek, Barber, Kohlhart, and Holmes (2011) exhaustively investigated the sample size used in published experimental psychological research. According to their most recent survey, the 25%, 50%, and 75% quantiles of the total sample size in published research are, respectively, 10, 18, and 32, and the sample size per group 10, 12, and 19. Considering this, we set our three sample sizes as 20, 40, and 80, corresponding to the per-group sample size of 5, 10, and 20, respectively.
Thus, we have 3 2 3 18 conditions in total. The actual population means that correspond to a 3 2 population effect size and population mean variability conditions are summarized in Table 2 , and we have another three sample size conditions for each cell. For each condition, we repeatedly generate a random sample of the specified size from the normal population with mean as shown in Table 2 and variance one. Then, three sample effect size estimates are computed and stored. This process is replicated 1,000,000 times per condition.
All R codes used in this study to conduct the simulation and to display the results are provided as Supplemental Material.
Results

Ratio of Negative Estimates
The resultant ratio of negative bias-corrected effect size estimates, both and , is summarized in Table 3 for all conditions. By definition, the signs of and are always the same.
2 Therefore, the ratio of negative estimates is exactly the same for both of them.
Rather surprisingly, more than half of the estimates produce negative values when the population effect size is small and the total sample size is 20 or 40, in both population mean variability conditions. Likewise, more than 40% of the estimates result in negative values when the population effect is small and 80, as well as when the population effect is medium and 20. The percentage of negative estimates decreases as the population effect size and sample size increases. However, the results in have substantial mass in the negative region, especially when the population effect and the sample size is small, whereas has, by definition, no mass in the negative region. Note that this does not necessarily mean is a better estimator, as we will see shortly.
Bias when negative estimates are treated as zero Comparing the mean of the sampling distribution (x mark) and the population value (vertical thick dashed line), we note two findings consistent with previous studies (Keselman, 1975; Okada, 2013 times as large when 80. Thus, the practice of reporting negative effect size estimates as zero clearly results in substantial inflation of the estimators, especially when the population effect and sample size are small. On the other hand, when both population effect and sample size are large, the corrected estimators' bias is small irrespective of the reporting practice, because in this case the estimate rarely takes a negative value.
Discussion
In this paper, we conducted a simulation study to investigate how often negative effect size estimates are encountered, and what the consequence is when they are treated as zero, as in current reporting practice. The findings are summarized as follows.
First, negative variance-accounted-for effect size estimates are naturally obtained more often than most researchers would have thought. In fact, we found that more than half of the estimates are negative under some reasonable conditions. They are more likely to be obtained when the population effect and sample size are small. Second, treating the obtained negative effect size estimate as zero causes overestimation of even bias-corrected estimators. The degree of overestimation is substantial when the population effect and sample size are not very large, consistent with the first finding.
Therefore, in reporting the sample bias-corrected estimate, researchers should not hesitate to report the obtained negative effect size estimates. Negative estimates are not due to an error in analysis or data coding, but are naturally obtained just because of sampling fluctuations.
If researchers do not report that the obtained estimate is negative, but report it as zero, readers would have difficulty in determining whether the obtained estimate is actually zero or a negative value reported as zero. Readers might be able to reconstruct the actual estimated value from other reported statistics, but this possibility can hardly be taken for granted.Treating a negative estimate as zero may also lead to overestimation of the effect in research synthesis studies such as meta-analysis because of estimator bias in each individual study. Considering that research synthesis studies are generally believed to be more accurate and reliable, this could lead to an undesirable consequence.
Hence, even though a negative variance ratio does not make sense, we recommend that researchers report the obtained negative estimate as it is. We do not recommend reporting the obtained negative estimate as zero because this practice leads to a biased estimator and the actually obtained estimate would then be lost. This recommendation applies not only to point estimates but also, for the same reason, to interval estimates such as confidence intervals. There exist several methods to construct confidence intervals for the bias-corrected estimator (Finch & French, 2012) , but their confidence limits could be negative, regardless of the specific method chosen, because a sampling distribution of effect sizes often includes regions below zero as we have shown in this paper.
Note that this paper recommends reporting negative estimates as obtained to reduce the overall bias in estimating the effect size, especially from a research synthesis perspective and a meta-analytic approach. On the other hand, the interpretation of the obtained negative estimate is conceptually challenging, because in reality the ratio of explained to total variance should lie between 0 and 1. Here are some suggestive interpretations. From the results in this paper, negative estimates are likely to result under the following two scenarios. When a negative estimate is obtained for a small sample size, it is likely to be due to random sampling fluctuations, and different estimates may be obtained in the replication study. Thus, in this case, it may be better to increase the sample size in order to obtain a more reliable estimate. On the other hand, when a negative estimate is obtained for a large sample, it could mean that the true effect is close to zero.
In addition, negative bias-corrected estimators do not necessarily imply that using uncorrected is better. Even though by definition does not take negative values, it substantially overestimates the population effect, especially when the sample size and population effect are small. Fritz et al. (2012) argue that researchers tend to report uncorrected rather than corrected effect size estimates because the former are usually much larger than the latter, so that the results "look good." However, this is because of its upward bias, so the reporting of an uncorrected estimate is not recommended either.
The take-home message of this study is simply stated as follows: do not hesitate to report a negative bias-correct effect size estimate obtained as it is. In fact, this point has already been made by Lakens (2015) . He states that "although effect sizes in the population that represent the proportion of variance are bounded between 0 and 1, unbiased effect size estimates such as can be negative. Some people are tempted to set to 0 when it is smaller than 0, but for future meta-analyses it is probably better to just report the negative value, even though it is impossible." The contribution of the current paper may still be significant because we quantitatively show that negative estimates are easily obtained in practice and can result in substantially biased estimator when treated as zero. Because the effect size is sometimes considered the most important outcome of empirical studies (Lakens, 2013) , we believe that the above findings and recommendations are relevant to the reporting of various psychological study results.
The sample size considered in this study may not look very large. Actually, the issue of negative estimates would not be a problem with large samples because bias-corrected estimators converge to the population quantity as the sample size increases. However, considering the empirical sample sizes used in psychology studies (Marszalek et al., 2011) , we believe that the findings of the current study have some important implications for reporting practices in psychological research. Moreover, interested readers can obtain results based on other sample size conditions by simply modifying the sample size variable (nn) of the R code in Supplementary Materials. For example, increasing the total sample size to 200, we find that the ratio of the obtained negative estimate under intermediate mean variability is .357, .013, and .000 for small, medium, and large conditions, respectively.
Of course, no study is perfect, and this one is no exception. Although this study has focused on the point estimator of effect size, in practice, accompanying it with an interval estimate would help acknowledge the uncertainty. In particular, when a negative effect size estimate is obtained, it can mean that its sampling distribution is not narrow enough to provide a precise point estimate; thus, interval estimation may be more relevant for interpretation. For the interval estimation of effect size, see Smithson (2001) , Thompson (2007) , and Finch and French (2012) .
We employ a simulation approach in this study. In contrast, the probability of obtaining negative estimates in long replications can also be derived analytically. In fact, one can easily prove that this is equal to the probability that the F statistic in ANOVA takes a value less than one (Keppel & Wickens, 2004) . Even so, a simulation approach is intuitive, and its results are easy to understand with graphs such as histograms and boxplots. Sample statistics such as a quantile are also easy to compute. Thanks to a million random replications per condition, the simulation-based results in this study are highly reliable.
In this study, we considered only a simple one-factor, between-subject design. However, the definition of population variance-accounted-for effect sizes does not depend on design, and therefore our results are expected to apply to more elaborate designs. However, partial effect size estimators such as partial eta squared are often reported in such designs. Partial estimates tend to take larger values (Morris & Fritz, 2013) because they partial out other factors from the denominator. Thus, the chance of obtaining negative partial effect size estimates may be smaller than in this study. Thorough investigation of partial estimates is an important direction for future study.
As the reviewers of this paper point out, the issue of negative effect size estimates discussed in this paper may stem from the fact that existing bias-corrected effect size statistics are, in fact, not well defined. The definitions of both and , as shown in Table 1 , do not include the natural constraint of positivity. Originally, and are designed as estimators that correct the positive bias of . However, because the positivity constraint is not taken into account, and can take negative values, causing the problem discussed in this paper.
Therefore, exploring a variance-accounted-for effect size estimator that both receives the natural support of 0,1 and corrects the bias of would be an interesting research direction for the future. A related research interest would be an exploration of the Bayesian approach. In fact, Morey et al. (2016) recently criticized the practice of arbitrarily setting the lower confidence limit of at zero, and proposed a shift to the Bayesian approach. Variance-accounted-for effect size is a priori known to be above zero, and this fact can be represented as a prior distribution. Nevertheless, the performance of Bayesian variance-accounted-for effect size estimators has not been well studied in the literature; this could be another fruitful future research direction.
Footnotes
1
Note that the terms "estimate" and "estimator" are different. An estimate is a number that is the best guess for the population value, and an estimator is a function for calculating an estimate from given data.
2
From the definition of and in Table 1 , the numerators are, clearly, common to both estimates, and the difference lies in the denominators. Considering that the sum of squares in the denominators is always above zero, the sign of the estimates is determined by the numerator, which is common to both. Therefore, the sign of the two estimates always match. Thompson, B. (2007) . Effect sizes, confidence intervals, and confidence intervals for effect sizes. , 44, 423-432. doi: 10.1002/pits.20234 Winkler, R. L., & Hays, W. L. (1975) . Statistics: Probability, inference, and decision (2nd ed.).
Psychology in the Schools
New York: Holt. Note. SS = sum of squares, df = degrees of freedom, and MS = mean squares. For the subscript, T = total, M = treatment (or means), and E = error. 
