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A CLASSIFICATION THEOREM FOR HELFRICH SURFACES
JAMES MCCOY1 AND GLEN WHEELER2
Abstract. In this paper we study the functional Wλ1,λ2 , which is the the sum of
the Willmore energy, λ1-weighted surface area, and λ2-weighted volume, for surfaces
immersed in R3. This coincides with the Helfrich functional with zero ‘spontaneous
curvature’. Our main result is a complete classification of all smooth immersed crit-
ical points of the functional with λ1 ≥ 0 and small L
2 norm of tracefree curvature.
In particular we prove the non-existence of critical points of the functional for which
the surface area and enclosed volume are positively weighted.
1. Introduction
Consider a surface Σ immersed via a smooth immersion f : Σ → R3. There are
several functionals of f relevant to our study:
µ(Σ) =
∫
Σ
dµ, the surface area
Vol Σ =
∫
Σ
f ∗(dH3), the signed enclosed volume
W(f) =
1
4
∫
Σ
|H|2dµ, the Willmore energy
Hc0λ1,λ2(f) =
1
4
∫
Σ
(H − c0)
2dµ+ λ1µ(Σ) + λ2Vol Σ, the Helfrich energy.
In the above we have used dµ to denote the area element induced by f on Σ, dH3 to
denote Hausdorff measure in R3, H to denote the mean curvature, and c0, λ1, λ2 are
real numbers. When f : Σ→ R3 is not an embedding, we still require the definition
of the enclosed volume to make sense. For this reason we have used the pull-back of
the Euclidean volume element f ∗(dH3) by the map f , as is standard (see [1, Lemma
2.1] for example). Our notation is further clarified in Section 2.
The Helfrich functional Hc0λ1,λ2 is of great interest in applications. Although it
appears to have first been studied by Schadow [14], its modern form and subsequent
popularity is due to Helfrich [8] (just as the Willmore functional was considered
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by Germain [2, 6], Poisson [13], Thomsen [15], and others, long before the time of
Willmore [17]), who famously proposed that the minimisers of the functional model
the shape of an elastic lipid bilayer, such as a biomembrane. Since this time the model
has enjoyed considerable popularity. Despite this, relatively few analytical results can
be found in the literature.
Critical points of the functional Hc0λ1,λ2 are called Helfrich surfaces and solve the
Euler-Lagrange equation
Hc0λ1,λ2(f) := −
(
∆H +H|Ao|2 + c0
(
2K −
1
2
Hc0
)
− 2λ1H − 2λ2
)
= 0,
where Ao and K denote the tracefree second fundamental form and Gauss curvature
of f respectively. For the reader’s convenience we briefly derive this equation in
Lemma 2.
Consider the functional Wλ1,λ2 = H
0
λ1,λ2
. The functional Wλ1,λ2 differs from the
Willmore functional W = W0,0 by the surface area and volume terms only, which
serve to punish or reward additional surface area and volume depending on the sign
of λ1 and λ2 respectively. Critical points of Wλ1,λ2 satisfy
(1) Wλ1,λ2(f) := ∆H +H|A
o|2 − 2λ1H − 2λ2 = 0.
Clearly the effects of λ1 and λ2 on the solution f are local in nature. For this reason
we nameWλ1,λ2 the locally constrained Willmore functional. From a physical perspec-
tive, our simplification corresponds with an assumption that the fluid surrounding the
membrane f(Σ) and the fluid contained inside the membrane f(Σ) induce zero spon-
taneous curvature in f(Σ). Thus solutions of (1) faithfully represent lipid bilayers in
certain settings.
Heuristically, one expects the sign of λ1, λ2 to have a dramatic impact on the nature
of the minimisers ofWλ1,λ2. If λ1 is negative, the functional is unbounded from below.
Furthermore, as we assume f is only immersed, one can not control the sign of the
volume term. This makes a direct minimisation procedure quite difficult to carry out.
Despite this, the presence of the Willmore term punishes self-intersections and other
complicated branching behaviour. One may thus hope to understand the structure of
the family of immersed critical points with Willmore energy slightly larger than that
of an embedded round sphere.
Our main result is a direct classification of all smooth properly immersed solutions
to the Euler-Lagrange equation (1) with Willmore energy close to that of the sphere.
This is more general than classifying the set of all immersed critical points of Wλ1,λ2
under the energy condition, as we do not assume f is closed. In this case the func-
tional Wλ1,λ2 is not well-defined. Indeed any reasonable definition of the functional
for proper non-closed immersed surfaces f would set Wλ1,λ2(f) =∞. We may never-
theless work directly with the differential equationWλ1,λ2(f) = 0. In this manner one
may speak of Helfrich surfaces with unbounded area, not well-defined volume, and
so on. The main motivation for considering this class of surfaces is that one expects
proper non-closed immersed surfaces to arise in the analysis of singularities, through
a blowup procedure for example.
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Theorem 1. Suppose f : Σ→ R3 is a smooth properly immersed surface. If
(2)
∫
Σ
|Ao|2dµ <
1
2c1c2
:= ε1
where c1, c2 are the absolute constants defined in Corollary 5 and Proposition 6 re-
spectively, the following statements hold: (λ1 > 0)
(λ2 < 0) Wλ1,λ2(f) = 0 if and only if f(Σ) = S− 2λ1
λ2
(x) for some x ∈ R3,
(λ2 = 0) Wλ1,λ2(f) = 0 if and only if f(Σ) is a plane,
(λ2 > 0) Wλ1,λ2(f) 6= 0.
If λ1 = 0 then
(λ2 = 0) Wλ1,λ2(f) = 0 if and only if f(Σ) is a plane or a sphere,
(λ2 6= 0) Wλ1,λ2(f) 6= 0.
Here Sρ(x) = ∂Bρ(x) denotes the sphere of radius ρ centred at x ∈ R
3.
We note that the fourth statement above is an improvement of [9, Theorem 2.7]
for the case where n = 3.
Remark. The catenoid fc : Σ→ R
3 is a properly immersed minimal surface with∫
Σ
|Ao|2dµ = 8pi.
FurthermoreWλ1,0(fc) = 0 for all λ1 ∈ R and so Theorem 1 holds at best for ε1 ≤ 8pi.
The methods we use in this paper are inspired by some recent progress on the
analysis of the Willmore functional [9, 10, 11] due to Kuwert and Scha¨tzle. There are
notable differences between the functional Wλ1,λ2 and the Willmore functional W .
The set of all critical points contain the set of all minimisers of the functional, and
the functional Wλ1,λ2 is not bounded from below. Despite λ1 ≥ 0, one is not able
to control the sign of the volume term. It is conceivable that an exotic critical point
with enormous negative volume exists as the limit of a properly immersed minimising
sequence.
We prove here that the condition (2) prevents any critical points from appearing
which are not flat planes or round spheres. The operator Wλ1,λ2 does not admit
a maximum principle, and thus we do not have access to the large assortment of
tools it brings. We instead rely throughout the paper on estimates for curvature
quantities on smooth immersed surfaces combined with the divergence theorem and
the Michael-Simon Sobolev inequality [12]. Using these we derive a series of local
integral estimates, which when globalised, yield Theorem 1. This is similar to the
idea used to prove [9, Theorem 2.7].
It is notable that the theorem does not require any smallness of the parameters λ1
and λ2, and does not require any smallness (or even boundedness) of ‖H‖p for any
p. Indeed, the surface f may a priori possess quite wild behaviour at infinity. This
implies in particular that these critical points of the functional may have arbitrarily
large or not even well-defined Helfrich energy. Existence results without any smallness
condition at all are extremely difficult and only known in the class of rotationally
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symmetric critical points for the Willmore functional [3, 4]. There one finds such a
plethora of solutions that the classification question is for the moment too difficult.
This paper is organised as follows. In Section 2 we set up our notation and briefly
derive the first variation of the functional Hc0λ1,λ2. In Section 3 we establish local
integral estimates for the Euler-Lagrange operator Wλ1,λ2 in L
2. In Section 4 we
prove Theorem 1. Finally, we have included several proofs and derivations of known
results in Appendix A for the convenience of the reader.
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2. Preliminaries
We consider a surface Σ immersed in R3 via f : Σ → R3 and endow a Riemanain
metric on Σ defined componentwise by
(3) gij = 〈∂if, ∂jf〉 ,
where ∂ denotes the regular partial derivative and 〈·, ·〉 is the standard Euclidean inner
product. That is, we consider the Riemannian structure on Σ induced by f , where
in particular the metric g is given by the pull-back of the standard Euclidean metric
along f . Integration on Σ is performed with respect to the induced area element
(4) dµ =
√
det g dH3,
where dH3 is the standard Hausdorff measure on R3.
The metric induces an inner product structure on all tensor fields defined over Σ,
where corresponding pairs of indices are contracted. For example, if T and S are
(1, 2) tensor fields,
〈T, S〉g = gipg
jqgkrT ijkS
p
qr, |T |
2 = 〈T, T 〉g .
In the above, and in what follows, we shall use the summation convention on repeated
indices unless otherwise explicitly stated.
The second fundamental form A is a symmetric (0, 2) tensor field over Σ with
components
(5) Aij =
〈
∂2ijf, ν
〉
,
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where ν is an inward pointing unit vector field normal along f . With this choice one
finds that the second fundamental form of the standard round sphere embedded in
R
3 is positive. There are two invariants of A relevant to our work here: the first is
the trace with respect to the metric
H = traceg A = g
ijAij
called the mean curvature, and the second the determinant with respect to the metric,
called the Gauss curvature,
K = detg A = det
(
gikAkj
)
,
where
(
P ikQkj
)
is used above to denote the matrix with i, j-th component equal to
P ikQkj.
The mean and Gauss curvatures are easily expressed in terms of the principal
curvatures: at a single point we may make a local choice of frame for the tangent
bundle TΣ under which the eigenvalues of A appear along its diagonal. These are
denoted by k1, k2 and are called the principal curvatures. We then have
H = k1 + k2, K = k1k2.
We shall often decompose the second fundamental form into its trace and its tracefree
parts,
A = Ao +
1
2
gH,
where (0, 2) tensor field Ao is called the tracefree second fundamental form. In a basis
which diagonalises A, a so-called principal curvature basis, its norm is given by
|Ao|2 =
1
2
(k1 − k2)
2.
The Christoffel symbols of the induced connection are determined by the metric,
Γkij =
1
2
gkl (∂igjl + ∂jgil − ∂lgij) ,
so that then the covariant derivative on Σ of a vector X and of a covector Y is
∇jX
i = ∂jX
i + ΓijkX
k, and
∇jYi = ∂jYi − Γ
k
ijYk
respectively.
From (5) and the smoothness of f we see that the second fundamental form is
symmetric; less obvious but equally important is the symmetry of the first covariant
derivatives of A,
∇iAjk = ∇jAik = ∇kAij ,
commonly referred to as the Codazzi equations.
One basic consequence of the Codazzi equations which we shall make use of is that
the gradient of the mean curvature is completely controlled by a contraction of the
(0, 3) tensor ∇Ao. To see this, first note that
∇iA
i
j = ∇iH = ∇i
(
(Ao)ij +
1
2
gijH
)
,
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then factorise to find
(6) ∇jH = 2∇i(A
o)ij =: 2(∇
∗Ao)j .
This in fact shows that all derivatives of A are controlled by derivatives of Ao. For
a (p, q) tensor field T , let us denote by ∇(n)T the tensor field with components
∇i1...inT
k1...kp
j1...jq
= ∇i1 · · ·∇inT
k1...kp
j1...jq
. In our notation, the in-th covariant derivative
is applied first. Since
∇(k)A =
(
∇(k)A
o +
1
2
g∇(k)H
)
=
(
∇(k)A
o + g∇(k−1)∇
∗Ao
)
,
we have
(7) |∇(k)A|
2 ≤ 3|∇(k)A
o|2.
The fundamental relations between components of the Riemann curvature tensor
Rijkl, the Ricci tensor Rij and scalar curvature R are given by Gauss’ equation
Rijkl = AikAjl − AilAjk,
with contractions
gjlRijkl = Rik = HAik − A
j
iA
k
j , and
gikRik = R = |H|
2 − |A|2.
We will need to interchange covariant derivatives; for vectors X and covectors Y we
obtain
∇ijX
h −∇jiX
h = RhijkX
k = (AljAik − AlkAij)g
hlXk,
∇ijYk −∇jiYk = Rijklg
lmYm = (AljAik −AilAjk)g
lmYm.(8)
We also use for tensor fields T and S the notation T ∗S (as in Hamilton [7]) to denote
a linear combination of new tensors, each formed by contracting pairs of indices from
T and S by the metric g with multiplication by a universal constant. The resultant
tensor will have the same type as the other quantities in the expression it appears. As
is common for the ∗-notation, we slightly abuse this constant when certain subterms
do not appear in our P -style terms. For example
|∇A|2 = 〈∇A,∇A〉g = 1 ·
(
∇(1)A ∗ ∇(1)A
)
+ 0 ·
(
A ∗ ∇(2)A
)
= P 22 (A).
The Laplacian we will use is the Laplace-Beltrami operator on Σ, with the compo-
nents of ∆T given by
∆T
k1...kp
j1...jq
= gpq∇pqT
k1...kp
j1...jq
= ∇p∇pT
k1...kp
j1...jq
.
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Using the Codazzi equation with the interchange of covariant derivative formula given
above, we obtain Simons’ identity:
gkl∇kiAlj = g
kl∇ikAlj + g
klgpqRkilpAqj + g
klgpqRkijpAlq
∆Aij = ∇ikA
k
j + g
klgpq(ApiAkl −AkpAil)Aqj
+ gklgpq(ApiAkj − AkpAij)Alq
= ∇ikA
k
j +Hg
pqApiAqj − g
klgpqAkpAilAqj
+ gklgpqApiAkjAlq − Aij 〈A,A〉g
= ∇ijH +HA
k
iAkj − |A|
2Aij ,(9)
or in ∗-notation
∆A = ∇(2)H + A ∗ A ∗ A.
The interchange of covariant derivatives formula for mixed tensor fields T is simple
to state in ∗-notation:
(10) ∇ijT = ∇jiT + T ∗ A ∗ A.
We now briefly compute the first variation of the Helfrich functional.
Lemma 2. Suppose f : Σ → R3 is a closed immersed surface and φ : Σ → R3 is a
vector field normal along f . Then
d
dt
Hc0λ1,λ2(f + t φ)
∣∣∣∣
t=0
=
1
2
∫
Σ
〈φ, ν〉 (∆H +H|Ao|2 + 2c0K − (2λ1 + c
2
0/2)H − 2λ2)dµ.
In particular, if
Hc0λ1,λ2(f) := −
(
∆H +H|Ao|2 + 2c0K − (2λ1 + c
2
0/2)H − 2λ2
)
= 0
then
d
dt
Hc0λ1,λ2(f + tφ)
∣∣∣∣
t=0
= 0
and f is a critical point of Hc0λ1,λ2.
Proof. For the sake of brevity we shall suppress the dependence of various quantities
on (f + t φ). All derivatives with respect to t will be implicitly evaluated at t = 0.
Let us assume φ = ϕ ν for some function ϕ : Σ→ R. From the formulae (3), (5) we
compute the variation of the mean curvature as
∂
∂t
H = gij
∂
∂t
Aij + Aij
∂
∂t
gij = ∆H − φ|A|2 + 2φ|A|2 = ∆ϕ+ ϕ|A|2,
while for the induced area element differentiating the determinant in (4) gives
d
dt
dµ = −ϕH dµ.
Each of these formulae are proven in [5, Appendix A]. Using these and the divergence
theorem we compute
d
dt
∫
Σ
dµ = −
∫
Σ
ϕH dµ,
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d
dt
∫
Σ
H dµ = −2
∫
Σ
ϕK dµ,
and
1
2
d
dt
∫
Σ
|H|2dµ =
∫
Σ
ϕ(∆H +H|Ao|2) dµ.
The variation of the enclosed volume may be computed as in [1]. For the convenience
of the reader we outline the argument here. Let p ∈ Σ. Suppose {e1, e2, n} is a
positively oriented adapted orthonormal frame around f(p). Then
f ∗(dH3) = a(t, p) dt ∧ dµ
where
a(t, p) = f ∗(dH3)
( ∂
∂t
, e1, e2
)
= dH3
(∂f
∂t
,
∂f
∂e1
,
∂f
∂e2
)
= VolR
3
(∂f
∂t
,
∂f
∂e1
,
∂f
∂e2
)
= 〈φ, n〉 .
We thus have
d
dt
Vol Σ
∣∣∣∣
t=0
=
d
dt
∫
Σ
a(t, p) dt ∧ dµ
∣∣∣∣
t=0
=
∫
Σ
a(0, p) dµ = −
∫
Σ
〈φ, ν〉 dµ = −
∫
Σ
ϕdµ.
Putting these together we have
d
dt
(
1
4
∫
Σ
(H − c0)
2dµ+ λ1µ(Σ) + λ2Vol Σ
)∣∣∣∣
t=0
=
1
2
∫
Σ
ϕ(∆H +H|Ao|2) dµ+
c0
2
∫
Σ
2ϕK dµ
−
(
λ1 + c
2
0/4
) ∫
Σ
ϕH dµ− λ2
∫
Σ
ϕdµ
=
1
2
∫
Σ
ϕ
(
∆H +H|Ao|2 + 2c0K − (2λ1 + c
2
0/2)H − 2λ2
)
dµ,
which is the first statement of the lemma. The remaining statement clearly follows
from the first. 
3. Control of geometry by the Euler-Lagrange operator
In this section we prove estimates which give us control of the geometry of a sur-
face in terms of the Euler-Lagrange operator Wλ1,λ2(f) and some error terms. The
geometric quantity which we aim to control is
|∇(2)A|
2 + |∇A|2|A|2 + |A|4|Ao|2.
Our control is gained through the use of the divergence theorem and multiplica-
tive Sobolev inequalities, as in [9, 16]. The key difference here is that the Euler-
Lagrange operator is much more complicated and we must deal with several extra
terms. Through the usage of a novel test function we have managed to exploit this
extra complexity (in the form of a lack of scale invariance of the functional).
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Definition. Set γ = γ˜ ◦ f : Σ→ [0, 1], γ˜ ∈ C2c (R
3) satisfying
(γ) ‖∇γ‖∞ ≤ cγ, ‖∇(2)γ‖∞ ≤ cγ(cγ + |A|),
for some absolute constant cγ <∞.
Remark. There is a smooth cutoff function γ˜ on B2ρ(y) ⊂ R
3, y ∈ R3, i.e.
γ˜(x) =
{
1 if |x− y| ≤ ρ
0 if |x− y| ≥ 2ρ,
and 0 ≤ γ˜(x) ≤ 1,
such that cγ ≤
c
ρ
for an absolute constant c (see the appendix of [18]).
Lemma 3. Suppose f : Σ → R3 is a smooth immersed surface and γ is as in (γ).
Then for δ > 0,
(1− 2δ)
∫
Σ
|∆H|2γ4dµ+ 2λ1
∫
Σ
|∇H|2γ4dµ
≤
∫
Σ
Wλ1,λ2(f)
(
4 〈∇H,∇γ〉+ γ∆H
)
γ3dµ+ δ
∫
Σ
|H|4|Ao|2γ4dµ
+ 8
(cγ)
2
δ
∫
Σ
|∇H|2γ2dµ+
(4δ2 + 1)2
(4δ)3
∫
Σ
|Ao|6γ4dµ.
Proof. Since
− 2λ1H 〈∇H,∇γ〉 γ
3 − 2λ2 〈∇H,∇γ〉 γ
3
=Wλ1,λ2(f) 〈∇H,∇γ〉 γ
3 −∆H 〈∇H,∇γ〉 γ3 −H|Ao|2 〈∇H,∇γ〉 γ3
we have for δ > 0
−2λ1
∫
Σ
H 〈∇H,∇γ〉 γ3dµ− 2λ2
∫
Σ
〈∇H,∇γ〉 γ3dµ
≤
∫
Σ
Wλ1,λ2(f) 〈∇H,∇γ〉 γ
3dµ+ δ
∫
Σ
|∆H|2γ4dµ(11)
+ δ
∫
Σ
|H|2|Ao|4γ4dµ+
(cγ)
2
2δ
∫
Σ
|∇H|2γ2dµ.
Multiplying (1) by ∆H γ4 gives
|∆H|2γ4 =Wλ1,λ2(f)∆Hγ
4 −H|Ao|2∆Hγ4 + 2λ1H∆Hγ
4 + 2λ2∆Hγ
4,
which combined with the divergence theorem yields∫
Σ
|∆H|2γ4dµ =
∫
Σ
Wλ1,λ2(f)∆Hγ
4dµ−
∫
Σ
H|Ao|2∆Hγ4dµ
+ 2λ1
∫
Σ
H∆Hγ4dµ+ 2λ2
∫
Σ
∆Hγ4dµ
=
∫
Σ
Wλ1,λ2(f)∆Hγ
4dµ−
∫
Σ
H|Ao|2∆Hγ4dµ
− 2λ1
∫
Σ
|∇H|2γ4dµ− 8λ1
∫
Σ
H 〈∇H,∇γ〉 γ3dµ
− 8λ2
∫
Σ
〈∇H,∇γ〉 γ3dµ.
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Using (11) to estimate the inner product terms,
(1− 2δ)
∫
Σ
|∆H|2γ4dµ+ 2λ1
∫
Σ
|∇H|2γ4dµ
≤
∫
Σ
Wλ1,λ2(f)
(
4 〈∇H,∇γ〉+ γ∆H
)
γ3dµ+ δ
∫
Σ
|H|2|Ao|4γ4dµ
+ 8
(cγ)
2
δ
∫
Σ
|∇H|2γ2dµ+
1
4δ
∫
Σ
|H|2|Ao|4γ4dµ
≤
∫
Σ
Wλ1,λ2(f)
(
4 〈∇H,∇γ〉+ γ∆H
)
γ3dµ+ δ
∫
Σ
|H|4|Ao|2γ4dµ
+ 8
(cγ)
2
δ
∫
Σ
|∇H|2γ2dµ+
(4δ2 + 1)2
(4δ)3
∫
Σ
|Ao|6γ4dµ.
This proves the lemma. 
Lemma 4. Suppose f : Σ → R3 is a smooth immersed surface and γ is as in (γ).
Then ∫
Σ
(
|∇(2)H|
2 + |H|2|∇H|2 + |H|4|Ao|2
)
γ4dµ+ 2λ1
∫
Σ
|∇H|2γ4dµ
≤ c
∫
Σ
Wλ1,λ2(f)
(
4 〈∇H,∇γ〉+ γ∆H
)
γ3dµ+ c(cγ)
2
∫
Σ
|∇H|2γ2dµ
+ c
∫
Σ
(
|Ao|6 + |Ao|2|∇Ao|2
)
γ4dµ+ c(cγ)
4
∫
[γ>0]
|Ao|2dµ,
where c is an absolute constant.
Proof. Applying the divergence theorem to the interchange of covariant derivatives
formula gives the following identity
(12)
∫
Σ
|∇(2)H|
2γ4dµ+
1
4
∫
Σ
|H|2|∇H|2γ4dµ =
∫
Σ
|∆H|2γ4dµ
+
∫
Σ
A ∗ Ao ∗ ∇Ao ∗ ∇Hγ4dµ+
∫
Σ
∇H ∗ ∇(2)H ∗ ∇γ γ
3dµ;
which upon decomposing A = Ao + 1
2
gH , using (6) and estimating yields
1
2
∫
Σ
|∇(2)H|
2γ4dµ+
1
4
∫
Σ
|H|2|∇H|2γ4dµ ≤
∫
Σ
|∆H|2γ4dµ
+ δ1
∫
Σ
|H|2|∇Ao|2γ4dµ+ c
∫
Σ
|Ao|2|∇Ao|2γ4dµ+ c(cγ)
2
∫
Σ
|∇H|2γ2dµ,
where δ1 > 0 and c is a constant depending only on δ1. For the convenience of the
reader we provide a proof of (12) in Appendix A. Combining this with Lemma 3 we
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have (1
2
− 4δ2
)∫
Σ
|∇(2)H|
2γ4dµ+
1
4
∫
Σ
|H|2|∇H|2γ4dµ+ 2λ1
∫
Σ
|∇H|2γ4dµ
≤
∫
Σ
Wλ1,λ2(f)
(
4 〈∇H,∇γ〉+ γ∆H
)
γ3dµ+ δ2
∫
Σ
|H|4|Ao|2γ4dµ(13)
+ δ1
∫
Σ
|H|2|∇Ao|2γ4dµ+ c
∫
Σ
(
|Ao|6 + |Ao|2|∇Ao|2
)
γ4dµ
+ c(cγ)
2
∫
Σ
|∇H|2γ2dµ,
where here and for the rest of the proof c is a constant depending only on δ1 and δ2.
Interchanging again covariant derivatives, using the divergence theorem and estimat-
ing the result we have∫
Σ
|H|2|∇Ao|2γ4dµ+
2
7
∫
Σ
|H|4|Ao|2γ4dµ ≤
∫
Σ
|H|2|∇H|2γ4dµ
+ c
∫
Σ
(
|Ao|6 + |Ao|2|∇Ao|2
)
γ4dµ+ c(cγ)
4
∫
[γ>0]
|Ao|2dµ.(14)
We have also provided a proof of (14) in Appendix A. Combining this with (13) we
conclude (1
2
− 4δ2
)∫
Σ
|∇(2)H|
2γ4dµ+
(1
4
− δ1
)∫
Σ
|H|2|∇H|2γ4dµ
+ 2λ1
∫
Σ
|∇H|2γ4dµ+
2
7
δ1
∫
Σ
|H|4|Ao|2γ4dµ
≤
∫
Σ
Wλ1,λ2(f)
(
4 〈∇H,∇γ〉+ γ∆H
)
γ3dµ+ δ2
∫
Σ
|H|4|Ao|2γ4dµ
+ c
∫
Σ
(
|Ao|6 + |Ao|2|∇Ao|2
)
γ4dµ+ c(cγ)
4
∫
[γ>0]
|Ao|2dµ.
+ c(cγ)
2
∫
Σ
|∇H|2γ2dµ.
Choosing δ2 =
1
7
δ1 with δ1 <
1
16
we absorb the second term on the right into the left
hand side and conclude the result. 
Corollary 5. Suppose f : Σ→ R3 is a smooth immersed surface and γ is as in (γ).
Then ∫
Σ
(
|∇(2)A|
2 + |A|2|∇A|2 + |A|4|Ao|2
)
γ4dµ+ 2λ1
∫
Σ
|∇H|2γ4dµ
≤ c
∫
Σ
Wλ1,λ2(f)
(
4 〈∇H,∇γ〉+ γ∆H
)
γ3dµ+ c(cγ)
2
∫
Σ
|∇H|2γ2dµ
+ c1
∫
Σ
(
|Ao|6 + |Ao|2|∇Ao|2
)
γ4dµ+ c(cγ)
4
∫
[γ>0]
|Ao|2dµ,
where c, c1 are absolute constants.
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Proof. The lowest order term is easy to handle since
2|A|4|Ao|2 = 2
(
|Ao|2 +
1
2
|H|2
)2
|Ao|2 ≤ |H|4|Ao|2 + 4|Ao|6.
The improvement follows by integrating this estimate against γ4 and using Lemma
4. The term of first order is estimated again by decomposition (noting (7)) as
|A|2|∇A|2 ≤ 3|Ao|2|∇Ao|2 +
3
2
|H|2|∇Ao|2.
The first term clearly presents no difficulty upon integration against γ4, and for the
second we may use again estimate (14) and absorb. Let us briefly present the details
of these improvements. Combining the above equations with Lemma 4 we have∫
Σ
(
|∇(2)H|
2 + |H|2|∇H|2
)
γ4dµ+ 2
∫
Σ
|A|4|Ao|2γ4dµ
+
1
4
∫
Σ
|A|2|∇A|2γ4dµ+ 2λ1
∫
Σ
|∇H|2γ4dµ
≤ c
∫
Σ
Wλ1,λ2(f)
(
4 〈∇H,∇γ〉+ γ∆H
)
γ3dµ+
3
4
∫
Σ
|Ao|2|∇Ao|2γ4dµ
+
3
8
∫
Σ
|A|2|∇Ao|2γ4dµ+ 4
∫
Σ
|Ao|6γ4dµ+ c(cγ)
2
∫
Σ
|∇H|2γ2dµ
+ c
∫
Σ
(
|Ao|6 + |Ao|2|∇Ao|2
)
γ4dµ+ c(cγ)
4
∫
[γ>0]
|Ao|2dµ.
Applying (14) we find∫
Σ
(
|∇(2)H|
2 + |H|2|∇H|2
)
γ4dµ+ 2
∫
Σ
|A|4|Ao|2γ4dµ
+
1
4
∫
Σ
|A|2|∇A|2γ4dµ+ 2λ1
∫
Σ
|∇H|2γ4dµ
≤ c
∫
Σ
Wλ1,λ2(f)
(
4 〈∇H,∇γ〉+ γ∆H
)
γ3dµ
+
3
8
∫
Σ
|H|2|∇H|2γ4dµ+ c(cγ)
2
∫
Σ
|∇H|2γ2dµ
+ c
∫
Σ
(
|Ao|6 + |Ao|2|∇Ao|2
)
γ4dµ+ c(cγ)
4
∫
[γ>0]
|Ao|2dµ,
which upon absorbing, multiplying through by 8, and estimating the left hand side
from below gives∫
Σ
(
|∇(2)H|
2 + |A|2|∇A|2 + |A|4|Ao|2
)
γ4dµ+ 2λ1
∫
Σ
|∇H|2γ4dµ
≤ c
∫
Σ
Wλ1,λ2(f)
(
4 〈∇H,∇γ〉+ γ∆H
)
γ3dµ+ c(cγ)
2
∫
Σ
|∇H|2γ2dµ
+ c
∫
Σ
(
|Ao|6 + |Ao|2|∇Ao|2
)
γ4dµ+ c(cγ)
4
∫
[γ>0]
|Ao|2dµ,
as desired.
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Interchanging covariant derivatives, using the divergence theorem and then esti-
mating gives∫
Σ
|∇(2)A
o|2γ4dµ ≤
∫
Σ
|∆Ao|2γ4dµ+ c
∫
Σ
|A|2|∇A|2γ4dµ
+
∫
Σ
∇(2)A
o ∗ ∇Ao ∗ ∇γ γ3dµ
≤
1
2
∫
Σ
|∇(2)A
o|2γ4dµ+ c
∫
Σ
|∇(2)H|
2γ4dµ
+ c
∫
Σ
(
|A|2|∇A|2 + |A|4|Ao|2
)
γ4dµ
+ c(cγ)
2
∫
Σ
|∇Ao|2γ2dµ.(15)
The interested reader can find a proof of (15) in Appendix A. To deal with the last
term we interchange again covariant derivatives, apply (6) and estimate to obtain
(cγ)
2
∫
Σ
|∇Ao|2γ2dµ
≤ (cγ)
2
∫
Σ
|∇H|2γ2dµ+ 2
∫
Σ
|Ao|6γ4dµ+ c(cγ)
4
∫
[γ>0]
|Ao|2dµ.(16)
We have provided a proof of (16) in Appendix A. Combining these estimates with
Lemma 4 and applying (7) finishes the proof. 
Proposition 6. Suppose f : Σ → R3 is a smooth immersed surface satisfying (2)
and γ is as in (γ). Then
∫
Σ
(
|∇(2)A|
2 + |A|2|∇A|2 + |A|4|Ao|2
)
γ4dµ+ 2λ1
∫
Σ
|∇H|2γ4dµ
≤ c
∫
Σ
W2λ1,λ2(f)γ
4dµ+ (cγ)
2
∫
Σ
|∇H|2γ2dµ+ c(cγ)
4‖Ao‖22,[γ>0],(17)
where c is an absolute constant.
Proof. We shall estimate each of the terms on the right hand side of Corollary 5 in
turn. First,
(18)
∫
Σ
Wλ1,λ2(f)
(
〈∇H,∇γ〉+ γ∆H
)
γ3dµ
≤
1
2δ
∫
Σ
W2λ1,λ2(f)γ
4dµ+ δ(cγ)
2
∫
Σ
|∇H|2γ2dµ+ δ
∫
Σ
|∆H|2γ4dµ,
where δ > 0. Next we need a consequence of the Michael-Simon Sobolev inequality
first proven in [9]: For any smooth closed immersed surface Σ in R3 there are absolute
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constants c, c2 such that∫
Σ
(
|∇Ao|2|Ao|2 + |Ao|6)γ4dµ
≤ c2‖A
o‖22,[γ>0]
∫
Σ
(
|∇(2)A|
2 + |∇A|2|A|2 + |A|4|Ao|2
)
γ4dµ
+ c(cγ)
4‖Ao‖42,[γ>0].(19)
This, combined with (2), (18) and Corollary 5 implies
(1− c1c2ε1 − cδ)
∫
Σ
(
|∇(2)A|
2 + |A|2|∇A|2 + |A|4|Ao|2
)
γ4dµ
+ 2λ1
∫
Σ
|∇H|2γ4dµ− cδ(cγ)
2
∫
Σ
|∇H|2γ2dµ
≤ c
∫
Σ
W2λ1,λ2(f)γ
4dµ+ c(cγ)
4‖Ao‖22,[γ>0],
which for δ < 1
c
(1− c1c2ε1) gives the result. 
4. Proof of the main result
Suppose Wλ1,λ2(f) ≡ 0. Estimate (17) implies (recall that λ1 ≥ 0)∫
Σ
(
|∇(2)A|
2 + |A|2|∇A|2 + |A|4|Ao|2
)
γ4dµ
≤ c(cγ)
2
∫
Σ
|∇H|2γ2dµ+ c(cγ)
4‖Ao‖22,[γ>0].(20)
Using the divergence theorem we estimate∫
Σ
|∇Ao|2γ2dµ ≤
∫
Σ
|∆Ao| |Ao| γ2dµ+ c(cγ)
∫
Σ
|∇Ao| |Ao| γdµ
≤
1
2
∫
Σ
|∇Ao|2γ2dµ+
1
2(cγ)2
δ
∫
Σ
|∆Ao|2γ4dµ
+ c(cγ)
2‖Ao‖22,[γ>0]
where δ > 0 and c is a constant depending only on δ. Combining this with (6), we
have
(cγ)
2
∫
Σ
|∇H|2γ2dµ ≤ 4(cγ)
2
∫
Σ
|∇Ao|2γ2dµ
≤ 2δ
∫
Σ
|∆Ao|2γ4dµ+ c(cγ)
4‖Ao‖22,[γ>0].
We now set the cutoff function γ to be such that γ(p) = ϕ
(
1
ρ
|f(p)|
)
, where ϕ ∈ C1(R)
and χB1/2(0) ≤ ϕ ≤ χB1(0). With this choice cγ =
c
ρ
. In view of (20), absorbing∫
Σ
|∆Ao|2γ4dµ on the left gives∫
f−1(Bρ/2(0))
(
|∇(2)A|
2 + |A|2|∇A|2 + |A|4|Ao|2
)
dµ ≤ c
1
ρ4
‖Ao‖22,f−1(Bρ(0));
A CLASSIFICATION THEOREM FOR HELFRICH SURFACES 15
which upon taking ρ→∞ yields
|∇(2)A|
2 + |A|2|∇A|2 + |A|4|Ao|2 ≡ 0.
This gives us a lot of information about the kind of critical surface we have. In
particular,
(21) |A| ≡ 0, |Ao| ≡ 0, or both.
This implies that f(Σ) is an embedded flat plane or round sphere. The particular
cases for various values of the weights λ1, λ2 follow from observing the structure of
the Euler-Lagrange equation
(22) Wλ1,λ2(f) = ∆H +H|A
o|2 − 2λ1H − 2λ2 = 0.
For λ2 < 0, (22) is not satisfied by flat planes, and among the round spheres it is
only satisfied by S 2λ1
λ2
(0) and translations thereof. For λ2 = 0, (22) is not satisfied
for any round sphere. In this case we only have flat planes. If λ2 > 0, (22) is not
satisfied for either flat planes or round spheres, in contradiction with the assumption
Wλ1,λ2(f) ≡ 0. In this case, there does not exist a critical point of Wλ1,λ2 satisfying
(2). For λ1 = 0, (22) is only satisfied by flat planes and round spheres (of any radius)
when λ2 is also equal to zero.
It remains to show that the image of f consists of only one fixed round sphere or
plane. Denote the image of f by S ⊂ R3. The conclusion follows since f is complete,
and so the map f : (Σ, g)→ S is a global isometry. This finishes the proof.
Appendix A. Selected proofs
We collect here the proofs of several well-known formulae and results for the conve-
nience of the reader and readability of the paper. Many of the statements contained
in this appendix have appeared in a similar form in [9, 10].
of (12), cf. [9, Lem. 2.3]. Let us first prove that
(23) ∇∆H = ∆∇H −
1
4
H2∇H + A ∗ Ao ∗ ∇H.
Equation (8) implies
∇ijkH −∇jikH = (AljAik − AilAjk)g
lm∇mH,
so
(24) ∇j∆H = ∆∇jH − (A
m
j H − A
m
p A
p
j )∇mH.
Note that
Amj ∇mH =
(
(Ao)mj +
1
2
gmj H
)
∇mH =
1
2
H∇jH + A
o ∗ ∇H
Amp A
p
j∇mH =
(
(Ao)pj +
1
2
gpjH
)(
(Ao)mp +
1
2
gmp H
)
∇mH
=
1
4
H∇jH + A
o ∗ Ao ∗ ∇H +HAo ∗ ∇H,
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which when combined with (24) above gives (23). Testing (23) agains ∇H γ4 and
integrating yields∫
Σ
〈∇∆H,∇H〉g γ
4dµ =
∫
Σ
〈∆∇H,∇H〉g γ
4dµ
−
1
4
∫
Σ
|H|2|∇H|2γ4dµ+
∫
Σ
A ∗ Ao ∗ ∇H ∗ ∇H γ4dµ.(25)
Using the divergence theorem we have∫
Σ
〈∇∆H,∇H〉g γ
4dµ = −
∫
Σ
|∆H|2γ4dµ− 4
∫
Σ
∆H 〈∇H,∇γ〉g γ
3dµ
and ∫
Σ
〈∆∇H,∇H〉g γ
4dµ = −
∫
Σ
|∇(2)H|
2γ4dµ− 4
∫
Σ
〈
∇(2)H,∇γ∇H
〉
g
γ3dµ.
Combining these identities with (25) we obtain∫
Σ
|∇(2)H|
2γ4dµ+
1
4
∫
Σ
|H|2|∇H|2γ4dµ =
∫
Σ
|∆H|2γ4dµ
+
∫
Σ
∇(2)H ∗ ∇H ∗ ∇γ γ
3dµ+
∫
Σ
A ∗ Ao ∗ ∇H ∗ ∇H γ4dµ,
which upon noting (6), proves (12). 
of (14), cf. [9, eqn. (17)]. We shall prove(
1− δ
)∫
Σ
|H|2|∇Ao|2γ4dµ+
(1
2
− 2δ
)∫
Σ
|H|4|Ao|2γ4dµ
≤
(1
2
+ 3δ
)∫
Σ
|H|2|∇H|2γ4dµ
+ c
∫
Σ
(
|Ao|6 + |Ao|2|∇Ao|2
)
γ4dµ+ c(cγ)
4
∫
[γ>0]
|Ao|2dµ,(26)
for δ > 0, where c is a constant depending only on δ. Equation (14) follows from
(26) with the choice δ = 1
8
. We first begin with the following consequence of Simons’
identity:
(27) ∆Ao = So(∇(2)H) +
1
2
H2Ao − |Ao|2Ao.
This follows readily from (9),
∆Aoij = ∆Aij −
1
2
gijH
= ∇ijH −
1
2
gij∆H +HA
j
iAlj − |A|
2Aij
= So(∇(2)H) +HA
j
iAlj − |A|
2Aij
= So(∇(2)H) + 2KA
o
ij,
provided we show
(28) HAjiAlj − |A|
2Aij = 2KA
o
ij .
A CLASSIFICATION THEOREM FOR HELFRICH SURFACES 17
Choosing normal coordinates so that A is diagonalised (at a point) with A = δji kj,
H = k1 + k2, K = k1k2, |A|
2 = k22 + k
2
1 (at this point) and
Aoij =


1
2
(k1 − k2), if i = j = 1
1
2
(k2 − k1), if i = j = 2
0, otherwise,
we have
(i = j = 1) HAj1Al1 − |A|
2Ai1 = (k1 + k2)k
2
1 − (k
2
1 + k
2
2)k1
=
1
2
k1k2(k1 − k2) = 2KA
o
11
(i = j = 2) HAj2Al2 − |A|
2Ai2 = (k1 + k2)k
2
2 − (k
2
1 + k
2
2)k2
=
1
2
k1k2(k2 − k1) = 2KA
o
22,
and otherwise (28) holds trivially. Therefore (28) is proved. This also proves (27),
since
K = k1k2 =
1
4
(k1 + k2)
2 −
1
4
(k1 − k2)
2 =
1
4
H2 −
1
2
|Ao|2.
Now employing the divergence theorem and inserting (27) we compute∫
Σ
|H|2|∇Ao|2γ4dµ
= −
∫
Σ
|H|2 〈Ao,∆Ao〉g γ
4dµ
− 2
∫
Σ
H 〈∇Ao,∇H Ao〉g γ
4dµ− 4
∫
Σ
|H|2 〈∇Ao,∇γ Ao〉g γ
3dµ
= −
∫
Σ
|H|2
〈
Ao, So(∇(2)H) +
1
2
|H|2Ao − |Ao|2Ao
〉
g
γ4dµ
− 2
∫
Σ
H 〈∇Ao,∇H Ao〉g γ
4dµ− 4
∫
Σ
|H|2 〈∇Ao,∇γ Ao〉g γ
3dµ
= −
∫
Σ
|H|2
〈
Ao,∇(2)H
〉
g
γ4dµ−
1
2
∫
Σ
|H|4|Ao|2γ4dµ+
∫
Σ
|H|2|Ao|4γ4dµ
− 2
∫
Σ
H 〈∇Ao,∇H Ao〉g γ
4dµ− 4
∫
Σ
|H|2 〈∇Ao,∇γ Ao〉g γ
3dµ
=
∫
Σ
|H|2 〈∇∗Ao,∇H〉g γ
4dµ+ 2
∫
Σ
H 〈Ao,∇H∇H〉g γ
4dµ
−
1
2
∫
Σ
|H|4|Ao|2γ4dµ+
∫
Σ
|H|2|Ao|4γ4dµ− 2
∫
Σ
H 〈∇Ao,∇H Ao〉g γ
4dµ
+ 4
∫
Σ
|H|2 〈Ao,∇γ∇H〉g γ
3dµ− 4
∫
Σ
|H|2 〈∇Ao,∇γ Ao〉g γ
3dµ.
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Noting (6), we estimate the right hand side to obtain for δ > 0∫
Σ
|H|2|∇Ao|2γ4dµ+
1
2
∫
Σ
|H|4|Ao|2γ4dµ
=
1
2
∫
Σ
|H|2|∇H|2γ4dµ+ 2
∫
Σ
H 〈Ao,∇H∇H〉g γ
4dµ
+
∫
Σ
|H|2|Ao|4γ4dµ− 2
∫
Σ
H 〈∇Ao,∇H Ao〉g γ
4dµ
+ 4
∫
Σ
|H|2 〈Ao,∇γ∇H〉g γ
3dµ− 4
∫
Σ
|H|2 〈∇Ao,∇γ Ao〉g γ
3dµ
≤
(1
2
+ 3δ
)∫
Σ
|H|2|∇H|2γ4dµ+
1
δ
∫
Σ
|Ao|2|∇H|2γ4dµ
+ δ
∫
Σ
|H|4|Ao|2γ4dµ+
1
4δ
∫
Σ
(
|Ao|6 + 4|Ao|2|∇Ao|2
)
γ4dµ
+ δ
∫
Σ
|H|2|∇Ao|2γ4dµ+ (cγ)
28
δ
∫
Σ
|H|2|Ao|2γ2dµ
≤
(1
2
+ 3δ
)∫
Σ
|H|2|∇H|2γ4dµ+ δ
∫
Σ
|H|2|∇Ao|2γ4dµ
+ 2δ
∫
Σ
|H|4|Ao|2γ4dµ+
1
4δ
∫
Σ
(
|Ao|6 + 20|Ao|2|∇Ao|2
)
γ4dµ
+ (cγ)
416
δ3
∫
[γ>0]
|Ao|2dµ.
Absorbing the second and third terms from the right hand side into the left finishes
the proof of (26). 
of (15), cf. [9, Prop. 2.4]. Let us first note that (6) implies 2∇∗(∇∗Ao) = ∆H ≤
2|∇(2)H|
2, so we may estimate∫
Σ
|∆Ao|2γ4dµ+ c
∫
Σ
|A|2|∇A|2γ4dµ+
∫
Σ
∇(2)A
o ∗ ∇Ao ∗ ∇γ γ3dµ
≤ c
∫
Σ
|∇(2)H|
2γ4dµ+
1
2
∫
Σ
|∇(2)A
o|2γ4dµ
+ c
∫
Σ
(
|A|2|∇A|2 + |A|4|Ao|2
)
γ4dµ+ c(cγ)
2
∫
Σ
|∇Ao|2γ2dµ.
Thus (15) will be proved provided we show∫
Σ
|∇(2)A
o|2γ4dµ ≤
∫
Σ
|∆Ao|2γ4dµ+ c
∫
Σ
|A|2|∇A|2γ4dµ
+
∫
Σ
∇(2)A
o ∗ ∇Ao ∗ ∇γ γ3dµ.(29)
This again relies upon interchange of covariant derivatives; we shall prove the following
identity
(30) ∆∇Ao = ∇∆Ao +∇Ao ∗ A ∗ A.
A CLASSIFICATION THEOREM FOR HELFRICH SURFACES 19
Using (10), we compute
∇ijkA
o
lm = ∇ikjA
o
lm +∇(A
o ∗ A ∗ A)
= ∇kijA
o
lm +∇A
o ∗ A ∗ A+ Ao ∗ ∇A ∗ A ∗ A
= ∇kijA
o
lm +∇A
o ∗ A ∗ A,(31)
where in the last equality we used
∇iAjk = ∇iA
o
jk +
1
2
gjk∇iH = ∇iA
o
jk + gjk∇p(A
o)pi .
Tracing (31) with gij gives (30), which testing against∇Ao γ4 and using the divergence
theorem implies∫
Σ
|∇(2)A
o|2γ4dµ = −
∫
Σ
〈∇Ao,∆∇Ao〉g γ
4dµ− 4
∫
Σ
〈
∇γ∇Ao,∇(2)A
o
〉
g
γ3dµ
= −
∫
Σ
〈∇Ao,∇∆Ao〉g γ
4dµ− 4
∫
Σ
〈
∇γ∇Ao,∇(2)A
o
〉
g
γ3dµ
+
∫
Σ
∇Ao ∗ ∇Ao ∗ A ∗ A γ4dµ
=
∫
Σ
|∆Ao|2γ4dµ+ 4
∫
Σ
〈∇Ao,∇γ∆Ao〉g γ
3dµ
− 4
∫
Σ
〈
∇γ∇Ao,∇(2)A
o
〉
g
γ3dµ+
∫
Σ
∇Ao ∗ ∇Ao ∗ A ∗ A γ4dµ
≤
∫
Σ
|∆Ao|2γ4dµ+ c
∫
Σ
|A|2|∇Ao|2γ4dµ
+
∫
Σ
∇(2)A
o ∗ ∇Ao ∗ ∇γ γ3dµ+
1
2
∫
Σ
|∇(2)A
o|2γ4dµ,
which clearly implies (29). 
of (16). Integrating (27) against Aoγ2 and using the divergence theorem we have
∫
Σ
|∇Ao|2γ2dµ = −
∫
Σ
〈Ao,∆Ao〉g γ
2dµ− 2
∫
Σ
∇Ao ∗ Ao ∗ ∇γ γdµ
= −
∫
Σ
〈
Ao,∇(2)H +
1
2
H2Ao − |Ao|2Ao
〉
g
γ2dµ
− 2
∫
Σ
∇Ao ∗ Ao ∗ ∇γ γdµ
=
∫
Σ
〈∇∗Ao,∇H〉g γ
2dµ−
1
2
∫
Σ
H2|Ao|2γ2dµ+
∫
Σ
|Ao|4γ2dµ
+ 2
∫
Σ
∇H ∗Ao ∗ ∇γ γdµ− 2
∫
Σ
∇Ao ∗ Ao ∗ ∇γ γdµ.
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Applying (6) and estimating we obtain∫
Σ
|∇Ao|2γ2dµ+
1
2
∫
Σ
H2|Ao|2γ2dµ(32)
=
1
2
∫
Σ
|∇H|2γ2dµ+
∫
Σ
|Ao|4γ2dµ+ 4
∫
Σ
∇∗Ao ∗ Ao ∗ ∇γ γdµ
− 2
∫
Σ
∇Ao ∗Ao ∗ ∇γ γdµ
≤
1
2
∫
Σ
|∇H|2γ2dµ+
1
2
∫
Σ
|∇Ao|2γ2dµ+
∫
Σ
|Ao|4γ2dµ
+ c(cγ)
2
∫
[γ>0]
|Ao|2dµ
≤
1
2
∫
Σ
|∇H|2γ2dµ+
1
2
∫
Σ
|∇Ao|2γ2dµ+
1
(cγ)2
∫
Σ
|Ao|6γ4dµ
+ c(cγ)
2
∫
[γ>0]
|Ao|2dµ,
which, upon absorption and multiplication by (cγ)
2, implies (16). 
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