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Abstract
The main research objective in this thesis is to investigate the stability and perfor-
mance of the interval type-2 (IT2) polynomial-fuzzy-model-based (PFMB) control
system. PFMB control scheme has been developed recently around 2009 and demon-
strates more potential than the traditional Takagi-Sugeno fuzzy-model-based (T-S
FMB) control approach to represent the nonlinearities in the plant. Meanwhile, the
IT2 fuzzy logic has also been proposed to incorporate uncertainties of the nonlinear
systems into the membership functions directly. Through the IT2 PFMB control
design approach, both the nonlinearity and the uncertainty in the system can be
handled well. The control performance and the relaxation of stability conditions of
IT2 PFMB control systems are studied and investigated in the thesis. The main
contribution of the thesis is summarized in three tasks and presented as following:
In the first task in Chapter 3, the stability conditions of the PFMB systems
equipped with mismatched IT2 membership functions are investigated. Unlike the
membership-function-independent (MFI) methods, the information and properties
of IT2 membership functions are considered in the stability analysis and contained
in the stability conditions in terms of sum-of-squares (SOS) based on the Lyapunov
stability theory. Three methods, demonstrating their own merits, are proposed to
conduct the stability analysis for the IT2 PFMB control systems and all of the
methods can achieve feasible control results. All the three approaches are well-
explained, which offers the reader systematic ways to include the information of
the membership functions into the analysis. In addition, all the approaches are
compared and the pros and cons are presented to help the reader choose the most
appropriate approach in the applications.
In the second task presented in Chapter 4, the membership-functions-dependent
(MFD) methods have been proceeded to the tracking control problems and the
output feedback tracking issues of IT2 PFMB fuzzy control systems are investigated.
The output-feedback IT2 polynomial fuzzy controller connected with the nonlinear
plant in a closed loop drives the system states of the nonlinear plant to track those
of the stable reference model. The system stability is investigated based on the
Lyapunov stability theory under the SOS-based analysis approach and the SOS-
based stability conditions are derived subject to a prescribed H∞ performance. Like
in the first work, the information of membership functions is also included in the
3
analysis to facilitate the analysis and help improve the tracking performance in terms
of H∞ performance.
Considering the implementation of the mentioned control schemes on digital
computers, the sampled-data control systems are investigated as the last work in the
thesis, which is presented in Chapter 5. In this task, the IT2 PFMB tracking control
system is extended to the sampled-data based one. Through using the sampled
output of both the control system and the reference system, an IT2 polynomial
sampled-data based output feedback fuzzy controller can be designed to fulfill the
tracking control task, the stability conditions can be obtained in terms of SOS and
the tracking error is attenuated by the H∞ performance index. As did in the previous
two works, the information of the IT2 membership functions is used to relax the
stability conditions and improve the tracking performance.
The approaches proposed in the thesis to relax the stability conditions as well as
to improve the tracking performance of the IT2 PFMB control systems are proved
through the Lyapunov based stability theory. Meanwhile, simulation examples are
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1.1 Overview of Fuzzy Control
Control of nonlinear systems is essential to guarantee the stability and to improve
the performance of domestic and industrial applications. With the high-speed de-
velopment of control technology and theory, control techniques have been applied
to a wide range of applications from domestic products to industrial machines. As
most real-world systems are nonlinear in nature, linear control techniques may not
be capable of providing satisfactory performance or even stabilizing the systems
working in a large operating domain. Therefore, nonlinear control techniques play
an important role to achieve specific control objectives. However, nonlinear systems
is often difficult and problematic to deal with due to their complexities. Fuzzy con-
trol is one of the nonlinear control techniques offering an effective and systematic
approach for both stability analysis and control synthesis for complex and ill-defined
nonlinear systems.
In 1965, Lotfi A. Zadeh of the University of California at Berkeley mixed the
classic set theory with the concept of multiple-value and proposed a brand-new
fuzzy set theory. Then, he proposed the concept of fuzzy algorithms, fuzzy decision,
fuzzy sequencing in 1968, 1970 and 1971, respectively [2]. He elaborated on his
ideas in his paper published in 1973 [3] that introduced the concept of ”linguistic
variables”, which laid the theoretic basis of fuzzy control. Although the history of
fuzzy-model-based (FMB) control cannot be deemed very long, but given that FMB
control approach has been shown to be an effective control approach for nonlinear
plants due to its superior inference and stabilization abilities on handling highly
nonlinear and complex systems, the applications of fuzzy-model-based control have
experienced a sharp development in the past decades [4–6].
The first fuzzy logic control system was developed by Mamdani and Assilian [5],
where control of a small steam engine was considered. The fuzzy control algorithm
consists of a set of heuristic control rules, and fuzzy sets and fuzzy logic are used,
respectively, to represent linguistic terms and to evaluate the rules. Since then,
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fuzzy logic control has attracted great attention from both academic and industrial
communities. Many people have devoted a great deal of time and efforts to both
theoretical research and application techniques of fuzzy logic controllers. There are
many applications of conventional fuzzy control, including robotics, stirred tank re-
actor, traffic junction, and so on. In addition, fuzzy control has also been widely used
in various consumer electronic devices, such as video cameras, washing machines,
TV, and sound systems [5].
It is commonly known that system stability and performance are essential is-
sues to be considered in control systems. The nonlinearities and uncertainties of
the plants make the system analysis and design difficult. Therefore, traditional lin-
ear control analysis and design tools may fail to work with the systems operating
in nonlinear regions. As a useful method which has the potential to address the
nonlinear problems, fuzzy control approaches have shown that they are capable of
dealing with the nonlinear plants systematically and effectively.
In this thesis, the stability and performance issues of the FMB cotnrol systems,
especially the interval type-2 fuzzy systems, are the main research target and related
works have been done to further relax the stability conditions and improve the
performance.
1.2 Fuzzy Models
In this section, the related works in the literature will be reviewed. The Takagi-
Sugeno (T-S) fuzzy model and the parallel distributed compensation (PDC) ap-
proach will be discussed firstly, and then the linear matrix inequality (LMI) based
stability analysis. After that, the polynomial fuzzy model and sum of squares (SOS)
based stability conditions will be reviewed, which is one of the main topics in the
thesis. At last, the interval type-2 (IT2) fuzzy logic and IT2 T-S/Polynomial FMB
control system will be introduced.
1.2.1 T-S Fuzzy model and PDC approach
As one of the most effective fuzzy control approaches, it is well-known that T-S fuzzy
model [7] plays an important role in the FMB control systems for its capability of
providing general modeling frameworks for nonlinear systems. Besides, thanks to
its rigorous mathematical structure, there are systematic ways to carry out stability
analysis and control synthesis [5,7–10], which are considered as the most important
issues to be addressed in the FMB control systems.
Stability analysis is one of the most important parts of control design and the
Lyapunov stability theory is one of the most popular methods to investigate the
stability of T-S FMB control systems. According to the Lyapunov approach, if
there exists a common solution to all of the Lyapunov inequalities in terms of LMIs,
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the T-S FMB control system is guaranteed to be asymptotically stable [11]. When
considering the feedback control, the most popular design method is the PDC [11],
which was developed based on the idea that both the plant and controller share the
same premise fuzzy rules set. There are a lot of works managed to further relax the
stability conditions of the PDC approaches [7–10,12,13] and generalized by applying
Po´lya’s Theorem [14].
1.2.2 LMI Based Stability Conditions
For the T-S FMB control systems, one of the most important techniques to investi-
gate the stability is the LMI based approach. Through Lyapunov stability theory,
the stability conditions of the T-S FMB control systems can be obtained in terms
of LMIs and the LMI approach has shown its power in the analysis and synthesis of
T-S FMB control systems. In the stability analysis of the T-S FMB control system,
the stability conditions can be summarized as a set of LMIs, which can be further
solved by some numerical software, for example, the LMI toolbox in MATLABr.
According to the Lyapunov approach, if there exists a common solution to all Lya-
punov inequalities in terms of LMIs, the T-S FMB control system is guaranteed to
be asymptotically stable [11]. Thanks to the merits of the LMI approach, there is
a lot of research results on T-S FMB control systems based on LMI approach. Just
name a few, there are works on relaxation of the stability conditions of the T-S FMB
control systems through LMI approach in [7–10, 12–14], the works on H∞ control
design adopting LMI approach can be found in [15–18], the works on time-delay
control problems using LMI techniques in [19–35].
1.2.3 Polynomial Fuzzy Model and SOS based Stability Con-
ditions
As an extension of the T-S fuzzy model, the polynomial fuzzy model has been
proposed recently to represent the nonlinear dynamics of the plant [36]. Instead of
only considering linear terms in the consequent part in the T-S fuzzy model, the
polynomial fuzzy model adopts also polynomial terms. When all the polynomial
terms are zero-th order polynomials, the polynomial fuzzy model is reduced to the
T-S fuzzy model. Therefore, the polynomial fuzzy model has more potential to
precisely represent nonlinear systems over the T-S fuzzy model. However, due to
the introduction of polynomial terms, the LMI approach used for the T-S FMB
fuzzy control can no longer be used to conduct the stability analysis. Instead, the
SOS approach is widely used in the stability analysis of polynomial-fuzzy-model-
based (PFMB) control systems. Based on polynomial Lyapunov functions that
contain quadratic Lyapunov functions as a special case, the stability conditions
are derived in form of SOS, which can be solved efficiently through a third party
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MATLABr toolbox SOSTOOLS and more details about the toolbox can be found
in the manual in [37]. Comparing with the T-S FMB control systems, results for
SOS-based stability analysis are relatively fewer but can also be found such as in
[1, 36, 38–43]. In [36], SOS techniques were first adopted in PFMB control system
to achieve stability conditions. The SOS techniques are also applied in the stability
analysis in [39] through a Taylor series based approach.
1.2.4 T-S/Polynomial Fuzzy Model with IT2 Fuzzy Logic
Type-1 fuzzy set is able to deal with the nonlinearities in control systems but lacks
the capability to directly handle the uncertainties since the membership functions
do not contain any uncertain information [44, 45]. Quite often, there are lots of
inevitable uncertainties, which can be found during the construction of the rules
in FMB control systems. In general, the uncertainties can be classified into two
types, namely, the linguistic uncertainties and random uncertainties [44]. In order
to include the uncertainties into the type-1 membership functions, the concept of
footprint of uncertainty (FOU) has been introduced into the type-1 membership
functions, which render type-1 fuzzy systems into type-2 fuzzy systems [44].
In terms of type-2 membership functions, there are huge complexities embed-
ded in the FOU, which results in difficult stability analysis and high computational
burden on the numerical simulations. Therefore the widely used type-2 fuzzy sys-
tems are based on interval type-2 (IT2) membership functions instead of the general
type-2 membership functions. It is worth mentioning that the type-2 fuzzy sets
can be also considered as the generalization of interval valued fuzzy sets [46], and
interval-valued fuzzy sets are a particular case of the interval type-2 fuzzy sets [47].
Regarding the IT2 membership functions, all membership grades of the secondary
membership functions are constants instead of functions of premise variables. Al-
though the compromise on complexity and performance has been made, by adopting
IT2 membership functions, we can not only handle the uncertainties directly but
also reduce the computational burden [44,48–50].
By considering the IT2 fuzzy logic in the membership functions of the fuzzy
model, the IT2 T-S/Polynomial FMB system can be achieved. In the IT2 T-
S/polynomial FMB system, the IT2 fuzzy logic handles the uncertainty in the T-
S/Polynomial fuzzy model directly while the T-S/Polynomial fuzzy model is used to
represent the nonlinear dynamics. Given that the IT2 T-S/Polynomial FMB system
is able to handle both the uncertainty and the nonlinearity in the plant well, it is
worth putting the research effects on the IT2 T-S/Polynomial FMB system. Re-
cently, there are lots of research that has been conducted on the T-S FMB control
system based on the framework of IT2 fuzzy systems [45,51–56]. However, the IT2
PFMB system receives less attention. In this thesis, the stability and performance
of the IT2 PFMB system are the main research topics.
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1.3 Relaxation of the Stability Conditions
Encouraged by the merits of the FMB control systems, many researchers dedicate
a great deal of energy and time to the relaxation of the stability conditions.
An FMB control system, which is formed by connecting fuzzy model and fuzzy
controller in a feedback loop, is in the form of a weighted sum of local linear sub-
control systems. In general, stability analysis is mainly based on the Lyapunov
stability theory and the analysis can be classified into two categories, namely the
membership-function-independent (MFI) and the membership-function-dependent
(MFD) approaches.
MFI Approaches : In MFI approaches, the stability conditions are developed
without anything involved with membership functions and the followings are the
introduction of the MFI approach.
1) Dimensions of Fuzzy Summation: One of the reason why the stability analysis is
conservative is the fuzzy summation of the grades of the membership functions.
Adopting different properties in the analysis helps reduce the conservativeness,
for example, the works in [7–10, 12] utilized the symmetry property to relax the
stability conditions, the works in [13,14] extended the fuzzy summation to higher
dimension of the fuzzy summation to relax the stability conditions. It is worth
mentioning that through applying Po´lya’s Theorem in [14], the asymptotically
necessary and sufficient conditions for stability and performance in fuzzy control
can be achieved. The work in [14] generalized the previous works [9, 13], which
means the theorems obtained in the previous works can be treated as special
cases by applying Po´lya’s Theorem. After the work reported in [14], the approach
regarding the fuzzy summation has been well-studied.
2) Form of Lyapunov Functions: Apart from the first source above, the choice made
on choosing different Laypunov functions also have its effect on the conservative-
ness. The quadratic Lyapunov function and its first order derivative are com-
monly investigated in the stability analysis [11]. To relax the stability conditions,
more general types of Lyapunov function candidates have been employed such
as piecewise linear Lyapunov function [57,58], switching Lyapunov function [59],
fuzzy Lyapunov function [60–62] and polynomial Lyapunov function [59].
MFD Approaches : For MFD approaches, the information of the membership
functions will be incorporated in the stability conditions and it helps to relax the
stability conditions. Since the information of the specific membership functions is
introduced to the stability conditions, the stability conditions are no longer valid
unnecessarily for any kind of membership function, then the stability conditions are
more relaxed under the specific membership functions.
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Given that the controller is required to share the same rules set with the plant
in the PDC approach, in general, the design flexibility is reduced and the imple-
mentation cost is also increased. In order to render the system flexibly and lower
the implementation cost, it makes sense to consider the case that the fuzzy model
and fuzzy controller do not share the same premise fuzzy rule set, which results in
imperfectly matched membership functions [63, 64]. It should be noted that when
the requirement of the same rule set is removed, the results of stability analysis can
be very conservative as the permutations of membership functions used in the PDC
design approach cannot be applied due to the imperfectly matched membership
functions. Also, in most of the related works, the shapes of membership functions
have not been considered during the analysis, which means the stability conditions
are valid unnecessarily for any arbitrary membership functions and hence results in
conservativeness. As the stability conditions only need to be valid under the spe-
cific membership functions used in the investigated fuzzy plant and fuzzy controller,
bringing the information of membership functions into the analysis contributes to
the relaxation of stability conditions. In [1, 63, 64], the local/global boundary in-
formation of membership functions were employed to relax the stability conditions.
In [65], staircase-shape functions were adopted to approximate the original member-
ship functions in the stability analysis of FMB control systems, which allows adding
the approximated membership functions into the stability conditions to make them
membership function dependent, which leads to more relaxed stability analysis re-
sults. Along this line, piecewise-linear membership functions (PLMFs) [41] and
Taylor-series membership functions (TSMFs) [43] were proposed to carry more in-
formation to facilitate the stability analysis.
1.4 Extension of FMB Control Strategy
Besides obtaining the stability condition of the regular FMB control systems, various
application of the FMB control strategy can be considered to solve the nonlinear
control problems. For example, the sampled-data based control systems, the output
feedback control systems, the tracking control systems, the time-delay networked
control systems and so on. In the thesis, the sampled-data based control systems,
the output-feedback control systems and the tracking control systems will be studied
and investigated. The time-delay related control systems will be considered as one
of the future research objective.
1.4.1 Tracking Control
In the fuzzy tracking control design, a fuzzy controller is employed to drive the
system states of the nonlinear plant to follow a reference or the system states of a
stable reference model. Fuzzy tracking control problems are generally considered
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as more challenging than stabilization problems [66]. T-S fuzzy model, which plays
an important role in the FMB control system thanks to its capability to provide
general modeling frameworks for nonlinear systems. Inspired by the success of the
FMB control approach on stabilization problems [7–14, 67], the work in [66] intro-
duced a fuzzy tracking control technique where H∞ performance is considered to
attenuate the tracking error to a prescribed level. Further work regarding fuzzy
tracking control can be found in [68, 69]. The fuzzy tracking control concept was
then combined with output-feedback control method, resulting in output-feedback
fuzzy tracking control strategy [15, 70–78], which requires only the system output
for feedback compensation. Also, with the consideration of sampled-data concept,
sampled-data output feedback (SDOF) fuzzy tracking control strategy was intro-
duced in [79]. Followed by the introduction of the polynomial fuzzy model [36], the
above control strategy has been extended to polynomial fuzzy-model-based (PFMB)
control systems [42,80].
1.4.2 Sampled-Data Based Control System
Owing to the rapid development of digital technology, it is possible to implement
the controller with a microcontroller or a digital computer at low costs. However,
the closed-loop control system becomes a sampled-data control system. As a re-
sult of zero-order hold (ZOH), the sampled states or outputs are of staircase signal
that it causes discontinuity in the control signal which makes the system dynamic
complicated for system analysis and control design. To deal with the hybrid system
dynamics in the context of FMB/PFMB control systems, the input-delay approach
[28, 42, 81–87], equivalent jump system [88], discretization approach [89], digital re-
design [90–94] and the exact discrete-time design approach [95] can be used for stabil-
ity analysis and control design. Among these approaches, input-delay approach re-
gards the sampled-data input measurements into time-varying delay input, and then
the problem will be converted into the continuous-time one, therefore, continuous-
time stability analysis can be adopted in the sampled-data control systems. Within
the FMB control frame, fruitful results were obtained [28,42,82,84,96–101] for full-
state feedback, fuzzy observer, dynamic output feedback cases.
1.5 Research Motivations and Objectives
The research topics of the IT2 PFMB controls systems in the thesis are mainly
formed by two parts: the relaxation of the stability conditions part and improving
the control performance part. The motivations and objectives are as follows:
1) For an application of a control system, the first thing needed to be considered is
the stability of the system. When the system is not a stable one, the states and/or
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the outputs of the system may go to infinity and this causes lots of problems
and even put the control systems into dangerous situations. Considering the
importance of the stability, in this thesis, the stability conditions of the IT2
PFMB control systems will be developed and relaxed through the Laypunov
approach.
2) Apart from the stability of the control systems, another important issue to con-
sider in a control system is the performance. The control performance spec-
ifications include stability conditions, relaxed stability conditions, decay rate
conditions, constrains on control input and output, and disturbance rejection for
both continuous and discrete fuzzy control systems [7,10,102,103]. In this thesis,
the performance of the tracking control systems will be indicated and improved
through adopting an H∞ based performance index.
3) In addition, to facilitate digital implementation of the control scheme, the sampled-
data based control systems will also be discussed in this thesis, the output feed-
back sampled-data tracking control system will be investigated, the stability
conditions of the PFMB control systems will be developed in terms of SOS and
the performance of the tracking control system will be evaluated and improved
according to the H∞ performance index.
1.6 Organization of the Thesis
• In Chapter 2, preliminaries on the construction of a fuzzy model, the Lyapunov
based stability theory, the H∞ performance and some useful lemmas will be
given.
• In Chapter 3, the stability conditions of the IT2 PFMB control systems is in-
vestigated and the stability conditions summarized in terms of SOS are further
relaxed by utilizing the information of the IT2 membership functions.
• In Chapter 4, the tracking control issues based on the IT2 FPBM control
systems are investigated, the stability conditions are also summarized as SOS
and the stability conditions are relaxed through the information of membership
functions. In addition, the tracking performance is evaluated and improved
according to the H∞ performance index.
• In Chapter 5, the tracking control issues in Chapter 4 is expanded to the
sampled-data case for the purpose of digital application. As did in Chapters
3 and 4, the stability conditions are obtained as SOS and then further relaxed
through using the information of membership functions. The tracking per-
formance is also evaluated and improved according to the H∞ performance
index.
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• In Chapter 6, the conclusion of the thesis will be drawn and the future work
plan will be discussed as well.
1.7 Contributions of the Thesis
The contributions of the thesis are summarized as follows:
1. The stability conditions of the IT2 PFMB control system are obtained for the
first time based on the MFI approach and further relaxed through the MFD
approach. The results have been published in “Stabilization of interval type-2
polynomial-fuzzy-model-based control systems,” IEEE Transactions on Fuzzy
Systems, vol. 25, no. 1, pp. 205-217, Feb. 2017.
2. The tracking control of the IT2 PFMB is designed successfully while the track-
ing performance is improved according to the H∞ performance index. Also,
the stability conditions for the tracking control are relaxed through MFD ap-
proach. The results have been published in “Output-feedback tracking control
for interval type-2 polynomial fuzzy-model-based control systems,” Neurocom-
puting, vol. 242, pp. 83-95, 2017.
3. The sampled-data output feedback tracking control extension of the IT2 PFMB
control system is investigated for the first time. The stability conditions are
derived in terms of SOS. The tracking control performance is also evaluated by
the H∞ performance index and improved. The results have been submitted
to IEEE Transactions on Fuzzy Systems as a regular paper “Sampled-data





In this chapter, the preliminaries for the main research objectives will be introduced.
Firstly, the construction of models will be introduced. In the construction part, the
concept of sector nonlinearity, Taylor series approach, polynomial fuzzy modeling
and the IT2 membership function construction will be discussed. Secondly, the IT2
PFMB control system formed by IT2 polynomial fuzzy model and IT2 polynomial
fuzzy controller will be introduced. Thirdly, the Lyapunov approach to investigate
the stability conditions will be introduced and different kinds of Lyapunov function
candidates will be discussed in detail. Fourthly, the details of H∞ norm and the H∞
performance techniques will be given. Lastly, the useful lemmas going to be used in
this thesis are presented.
2.1 Construction of Fuzzy Models
The fuzzy model is described by fuzzy IF-THEN rules which represent local input-
output relations of a nonlinear system. The basic procedure to model the T-
S/Polynomial fuzzy model can be viewed in Fig. 2.1. It is known that the fuzzy
model to represent the nonlinear systems is the essential part in the FMB control
system. There are generally two approaches [10] for constructing the fuzzy model.
1) Identification (fuzzy modeling) using input-output data,
2) Derivation from given nonlinear system dynamic equations.
In this thesis, the second approach will be adopted to obtain the fuzzy model
and the concept of sector nonlinearity will be utilized to represent the nonlinearity
terms in the system, which is an important step to construct the fuzzy models. Let
us discuss the concept of sector nonlinearity in the next subsection.
2.1.1 Sector Nonlinearity
Consider a nonlinear system x˙(t) = f(x(t)), where x(t) is the system state, x˙(t)








Figure 2.1: Construction of T-S/Polynomial fuzzy models.
the sector nonlinearity approach is to find the global sector such that the nonlinear
terms can be represented as the combination of two linear functions of x(t), that is
x˙(t) = f(x(t)) ∈ [a1x(t) a2x(t)]. After obtaining the proper constants a1 and a2,
the nonlinear term f(x) can be represented by weighted sum of a1x(t) and a2x(t).
As we will further see in the polynomial modeling section, the weights are the
membership functions. Fig. 2.2 illustrates the global sector nonlinearity approach
for x(t) in one dimensional case, it demonstrates that prober a1x(t) and a2x(t) can





Figure 2.2: Demonstration of global sector nonlinearity.
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For more complex cases, it can be difficult to find the global sectors to represent
the nonlinear term. In this case, the local sector nonlinearity approach can be
considered. As the one dimensional demonstration shown in Fig. 2.3, for 0 ≤ x(t) ≤
d, the two lines a1x(t) and a2x(t) become local sectors under 0 ≤ x(t) ≤ d. The
fuzzy model exactly represents the nonlinear system in the local region associated






Figure 2.3: Demonstration of local sector nonlinearity.
By considering different local regions, the nonlinear terms in the model can be
represented by the weighted sum of two linear functions. To generalize the linear
functions of x(t) in this section, the Taylor series approach based on polynomial
functions of x(t) will be introduced in the following section.
2.1.2 Taylor Series Approach
With the introduction of the PFMB control system, the polynomial terms can be
processed by SOS based software. Afterwards, the Taylor series approach to build
the polynomial fuzzy model is reported first in [39]. In the Taylor series approach,
the sector-nonlinearity approach is extended to polynomial case and generalized
polynomial fuzzy models can be obtained. In this way, the sector-nonlinearity ap-
proach in Section 2.1.1 can be treated particular case of the Taylor series approach.
Like the sector-nonlinearity approach, the nonlinear system x˙(t) = f(x(t)),
where f(0) = 0 is considered. The aim is to find the global sector such that
x˙(t) = f(x(t)) ∈ [f(x(t)) f(x(t))]. f(x(t)) and f(x(t)) are of the polynomial
forms of x(t). After obtaining the f(x(t)) and f(x(t)) through the Taylor series






Figure 2.4: Demonstration of the Taylor series approach.
2.4 illustrates the Taylor series approach, in the figure, f(x(t)) and f(x(t)) are in
the 6-th order polynomial form.
It should be noted that by the Taylor series approach, the nonlinear terms in
the model can be represented by the polynomial functions of x(t). Therefore, this
approach is to build a polynomial fuzzy model for the nonlinear system which will
be discussed in the following section.
It is also worth mentioning that when the order of the polynomial function in
the Taylor series approach is reduced to zero, the Taylor series approach will be the
same with the sector nonlinearity approach and a T-S fuzzy model will be built.
2.1.3 Polynomial Fuzzy Modeling
In this section, the way to build polynomial fuzzy model from the nonlinear state
equation is presented. Since the T-S fuzzy model can be considered as polynomial
fuzzy model with the order of all the polynomial terms is zero, the polynomial fuzzy
modeling approach can be applied to build a T-S fuzzy model as well.
The general nonlinear system investigated in this thesis is the autonomous input-
affine system in the following state-space form:
x˙(t) = A(x(t))xˆ(t) + B(x(t))u(t), (2.1)
where t is the continuous time in seconds; x(t) is the system state vector; A(x(t))
is the nonlinear system matrix; B(x(t)) is the nonlinear input matrix; xˆ(t) is the
monomials of x(t) and u(t) is control input.
The Taylor series approach presented previous will be adopted in the polyno-
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mial fuzzy modeling process [39]. Through the Taylor series based approach, the
polynomial terms can be employed to represent each nonlinear term in A(x(t)) and
B(x(t)).
For example (time t is omitted in this example), if the nonlinear term is chosen
to be f1(x), we obtained the upper and lower bounds f 1(x) and f 1(x) by the Taylor
series approach discussed previous, both of them are in the form of polynomials of
x. Conceptually, we use following fuzzy rules to interpret the modeling process:
Rule 1 : IF f1(x) is around f 1(x),
THEN f1(x) = f 1(x),
Rule 2 : IF f1(x) is around f 1(x),
THEN f1(x) = f 1(x).
The membership functions are exploited to combine the fuzzy rules. To calculate
the grades of membership, we employ the following relations:
f1(x) = µM11 (x)f 1(x) + µM21 (x)f 1(x),
µM11 (x) + µM21 (x) = 1,
where µM11 (x) and µM21 (x) are the grades of membership corresponding to the fuzzy
terms M11 and M
2













, µM21 (x) = 1− µM11 (x).
By representing each nonlinear term in the nonlinear system by polynomial
terms, a polynomial fuzzy model is eventually established. It is worth mention-
ing that when the order of the polynomial terms reduced to 1, the polynomial fuzzy
model will turn out to be a T-S fuzzy model, which demonstrates that the polyno-
mial fuzzy model has more potential to represent the nonlinearity in the system than
the T-S fuzzy model does. The overall form of the fuzzy model will be introduced
in the following sections.
2.1.4 IT2 Membership Functions
Considering the uncertainty in the nonlinear system to be modeled, the grade of
the membership function will turn out to be an interval value. In the previous






, µM21 (x) = 1− µM11 (x).
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When there is uncertainty in f1(x) to make f1(x) ∈ [fL1 (x) fU1 (x)], by the equation
above, µM11 (x) and µM21 (x) used above will be rendered to interval sets as µ˜M11 (x)
and µ˜M21 (x):
µ˜M11 (x) ∈ [µM11 (x) µM11 (x)],
µ˜M21 (x) ∈ [µM21 (x) µM21 (x)].
Combing the IT2 membership functions with the polynomial fuzzy model, the
uncertainty and the nonlinearity can be captured well in the IT2 PFMB control
system. For this reason, the IT2 PFMB control system is the main research objective
in this thesis.
2.2 IT2 PFMB Control System
In this section, the PFMB control system is presented as the extension the T-S
FMB control system. The PFMB control system is basically formed by the IT2
polynomial fuzzy model and the IT2 polynomial fuzzy controller.
2.2.1 IT2 polynomial Fuzzy Model
An IT2 polynomial fuzzy model with p rules, extended from [45,55], is employed to
describe the dynamics of the nonlinear plant. The rules are of the following format
where the antecedents are IT2 fuzzy sets and the consequent is a linear dynamic
system:
Rule i : IF f1(x(t)) is M˜
i
1 AND · · · AND fΨ (x(t)) is M˜ iΨ
THEN x˙(t) = Ai(x(t))xˆ(x(t)) + Bi(x(t))u(t),
y(t) = Cxˆ(x(t)), (2.2)
where M˜ iα is a fuzzy term of rule i corresponding to the known function fα(x(t)),
α = 1, 2, . . ., Ψ and i = 1, 2, . . ., p; Ψ is a positive integer; Ai(x(t)) ∈ <n×N and
Bi(x(t)) ∈ <n×m are known polynomial system and input matrices; x(t) ∈ <n is the
system-state vector, xˆ(x(t)) ∈ <N is a vector of monomials in x(t), u(t) ∈ <m is
the control input vector and C ∈ <q×N is the constant output matrix, y(t) ∈ <q is
the system output vector. The firing strength of the i-th rule is within the following
interval sets:















0 ≤ µM˜ iα(fα(x(t))) ≤ 1, (2.6)
0 ≤ µ
M˜ iα
(fα(x(t))) ≤ 1 (2.7)
denote the lower and upper grades of membership governed by their lower and upper
membership functions, respectively. By the definition of IT2 membership functions,
the property 0 ≤ µ
M˜ iα
(fα(x(t))) ≤ µM˜ iα(fα(x(t))) ≤ 1 holds, which further leads to
0 ≤ wLi (x(t)) ≤ wUi (x(t)) ≤ 1 for all i.
We define w˜i(x(t)) as
w˜i(x(t)) = λi(x(t))w
L




0 ≤ λi(x(t)) ≤ 1, (2.9)
0 ≤ λi(x(t)) ≤ 1, (2.10)
λi(x(t)) + λi(x(t)) = 1,∀ i, (2.11)
in which λi(x(t)) and λi(x(t)) are nonlinear functions to be determined.








w˜i(x(t)) = 1, w˜i(x(t)) ≥ 0, ∀ i. (2.13)
2.2.2 IT2 Polynomial Fuzzy Controller
An IT2 polynomial fuzzy controller with c rules is employed to stabilize the plant
represented by the IT2 polynomial fuzzy model (2.12). The format of the IT2
polynomial fuzzy controller is as follows:
Rule j : IF g1(x(t)) is N˜
j
1 AND · · · AND gΩ(x(t)) is N˜ jΩ
THEN u(t) = Gj(x(t))xˆ(x(t)), (2.14)
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where N˜ jβ is an IT2 fuzzy term of rule j corresponding to function gβ(x(t)), where
β = 1, 2, . . ., Ω and j = 1, 2, . . ., c, Ω is a positive integer and Gj(x(t)) ∈ <m×N , j
= 1, 2,. . ., c, is the polynomial feedback gain to be determined. The firing strength
of the j-th rule is within the following interval sets:














0 ≤ µN˜jβ(gβ(x(t))) ≤ 1, (2.18)
0 ≤ µ
N˜ iβ
(gβ(x(t))) ≤ 1 (2.19)
denote the lower and upper grades of membership governed by the lower and upper
membership functions, respectively. By the definition of IT2 membership functions,
the property 0 ≤ µ
N˜jβ
(gβ(x(t))) ≤ µN˜jβ(gβ(x(t))) ≤ 1 holds and further leads to the
0 ≤ mLj (x(t)) ≤ mUj (x(t)) ≤ 1 valid for all j.
Inspired by [55], m˜j(x(t)) is defined as follows:
0 ≤ m˜j(x(t)) =
κj(x(t))m
L
























0 ≤ µN˜jβ(gβ(x(t))) ≤ 1, (2.23)
0 ≤ µ
N˜ iβ
(gβ(x(t))) ≤ 1 (2.24)
denote the upper and lower grades of membership governed by the lower and upper
membership functions, respectively. By the definition of IT2 membership functions,
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the property 0 ≤ µ
N˜jβ
(gβ(x(t))) ≤ µN˜jβ(gβ(x(t))) ≤ 1 holds and further leads to the
0 ≤ mLj (x(t)) ≤ mUj (x(t)) ≤ 1 valid for all j.
0 ≤ κj(x(t)) ≤ 1, (2.25)
0 ≤ κj(x(t)) ≤ 1, (2.26)
κj(x(t)) + κj(x(t)) = 1,∀j. (2.27)
κj(x(t)) and κj(x(t)) are nonlinear functions to be determined.








m˜j(x(t)) = 1, m˜j(x(t)) ≥ 0, ∀ j. (2.29)
2.3 Lyapunov Method
Lyapunov method is the most popular vehicle to investigate the stability of FMB/PFMB
control systems. Based on the Lyapunov stability theory, stability/stabilization and
control synthesis problems can be described by a set of LMI/SOS [36,37,104] of which
a feasible solution can be found numerically using convex programming techniques.
A Lyapunov function candidate plays an essential role in the stability analysis af-
fecting the conservativeness of analysis results and the complexity of analysis.
In general, there are three types of Lyapunov function candidates can be found
in the literature. The first type is of common quadratic Lyapunov function candi-
date. The FMB/PFMB control system is guaranteed to be asymptomatically stable
if there exists a common solution to a set of LMI/SOS [11,36,105]. Under the par-
allel distributed compensation (PDC) design concept [11, 105], relaxed LMI-based
stability conditions were achieved in [8,12–14,67,106,107] with the consideration of
the permutations of membership functions and the introduction of slack matrices.
Under the PDC design concept, the fuzzy controller is required to share the same
number of rules and premise membership functions as those of the T-S fuzzy model,
otherwise, it is referred to as non-PDC design concept in this paper. Stability anal-
ysis results under the non-PDC descign concept can be found in [63–65,108–114].
The second type is of piecewise/switched Lyapunov function candidate [57,115–
121], which consists of some local Lyapunov function candidates. The piecewise/switched
Lyapunov function candidate considers the operating domain as a union of its op-
erating sub-domains. Corresponding to each operating sub-domain, an individual
local Lyapunov function candidate is proposed for stability analysis. Comparing
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with the quadratic Lyapunov function candidate, the piecewise/switched Lyapunov
function candidate is able to produce less conservative stability analysis results.
However, it will generally complicate the stability analysis as it requires to develop
a condition to guarantee a smooth and continuous transition between the local Lya-
punov function candidates for all connected operating sub-domains. A particular
structure of the Lyapunov function matrices has been proposed to make sure that
the piecewise/switched Lyapunov function candidate is valid for stability analysis
and invertible for control synthesis [115,119].
The third type is of fuzzy Lyapunov function candidate [122,123] where the first
and the second types are the subset of this one. The fuzzy Lyapunov function can-
didate consists of some local Lyapunov function candidates where the contribution
of each is governed by the membership functions. Similar to the switched Lyapunov
function candidate, as different local Lyapunov function candidates are considered
in different operating sub-domains, less conservative stability results can be achieved
compared with the first type. The membership functions ensure a smooth and con-
tinuous transition between the local Lyapunov function candidates of all connected
operating sub-domains. Consequently, unlike the switched Lyapunov function can-
didate, in general, there is no particular structure of Lyapunov function matrices is
required, the stability analysis is made easier. However, the derivative of member-
ship functions will appear in the stability analysis, which makes the stability analysis
complicated. Various enhancement techniques were proposed in [60,61,77,124–138]
for further relaxation of stability conditions and/or alleviation of difficulty in sta-
bility analysis resulting from the derivative terms of membership functions.
The one adopted in this thesis is the polynomial Lyapunov function candidate,
in which the Lyapunov function is of polynomial form of the states [36]. When
the order of the polynomial terms in the candidate reduces to zero, the polynomial
Lyapunov function candidate turns out to the common quadratic Lyapunov func-
tion candidate. Therefore, the polynomial Lyapunov function candidate is a more
general representation than the common quadratic Lyapunov function candidate.
In [36], the authors compared quadratic Lyapunov function, piecewise Lyapunov
function, and polynomial Lyapunov functions in the simulation example. The best
performance was obtained by the polynomial Lyapunov function with proper order.
It is also worth mentioning that in the works in [139], the two-step stability analysis
of the PFMB control system was proposed. More general form of the polynomial
Lyapunov function can be obtained by solving the convex problem in the two-step
approach.
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2.4 Improving the H∞ Tracking Control Perfor-
mance
The performance of FMB/PFMB control systems is another important issue to be
consider during the controller design, and it can be the speed of response, constrains
on input, output, control and so on [10] as mentioned before. Also there is a guar-
anteed cost approach introduced by Chang and Peng [140], which is able to provide
an upper bound on a given performance index and the performance of the system
is guaranteed to be less than the boundary. Guan and Chen applied this approach
on T-S fuzzy systems with time delays [22] and Tanaka, etc. adopted this method
in the stability analysis of polynomial fuzzy systems [38].
One of the most frequently used control performance index is based on the H∞
norm. Form the definition of the H∞ norm for the system transfer function, it
shows largest possible gain from the input. The space-space solution to the H∞ is
reported in the famous DGKF paper [141], in this study, the H∞ solution is related
the solution of two algebraic Riccati equations to guarantee that the spectral radius
is less than γ2. After that, the LMI based approach for H∞ control is reported
in [142]. Afterwards, lots of the control research based on H∞ are reported with
success, for example, the works in [15–18] applied the H∞ techniques into the fuzzy
control systems.
In addition, the tracking performance can be judged and improved in terms of
the H∞ performance [76, 78, 80, 143, 144]. By using H∞ performance index based
approach [66, 80], the tracking error between the fuzzy model and the reference
model can be attenuated, then the tracking performance can be further improved
by compressing the H∞ norm.
2.5 Useful Lemmas
In this thesis, the following lemmas are introduced, which play vital role in the
analysis.
Lemma 1 (Schur complement). With matrices A, B and C of appropriate dimen-




> 0⇐⇒ C > 0,A−BC−1BT > 0






















X(x˜) = 0. (2.33)
Lemma 3 (Jensen’s Inequality). with b(ϕ), R > 0 and tγ > 0, the following




b(ϕ)TRb(ϕ)dϕ ≤ − 1
tγ
(vˆ(t)− vˆ(t− tγ))TR(vˆ(t)− vˆ(t− tγ)), (2.34)















By using Schur complement lemma again, (2.34) can be achieved.
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Chapter 3
Relaxation of the Stability
Conditions of IT2 PFMB Control
Systems
In this chapter, the stability analysis of IT2 PFMB control system will be conducted.
The control objective in this chapter is to design proper polynomial feedback gains,
which drive the value of state x(t) in of the nonlinear plant represented by an IT2
polynomial fuzzy model to 0. The block digram of the IT PFMB control system
in this chapter is shown in Fig. 3.1. In this figure, it demonstrates that the states
of the IT2 polynomial fuzzy model will be feedbacked to the IT2 polynomial fuzzy
controller. The IT2 polynomial fuzzy controller generates control input u(t) to
stabilize the nonlinear plant. To conduct the stability analysis by both MFI and
MFD approaches, at first, the MFI stability conditions will be developed without
considering the information of the IT2 membership functions. Then, considering
the sub-domains of the membership functions, the polynomial approximation of
the membership functions and the polynomial approximation in sub-domains of the
membership functions, three approaches are presented to further relax the stability
conditions. Both theoretical analysis and simulation results suggest the feasibility








Figure 3.1: A block diagram of IT2 PFMB control systems.
40
3.1 Stability Analysis of IT2 PFMB Systems
The stability analysis of the IT2 PFMB systems is investigated in this section. In
the following analysis in this chapter, for brevity, the time t associated with the
variables is dropped for the situation without ambiguity. e.g., x(t) and xˆ(x(t)) are
denoted as x and xˆ, respectively. Also w˜i(x(t)) and m˜j(x(t)) are denoted as w˜i and







w˜im˜j(Ai(x) + Bi(x)Gj(x))xˆ. (3.1)
From (3.1), denoting x = [x1, x2, . . . , xn]
T and xˆ = [xˆ1, xˆ2, . . . , xˆN ]












w˜im˜j(A˜i(x) + B˜i(x)Gj(x))xˆ, (3.2)
where A˜i(x) = T(x)Ai(x), B˜i(x) = T(x)Bi(x), and T(x) ∈ <N×N is a polynomial
matrix with (i, j)th element is defined as Ti,j = ∂xˆi(x)/∂xj. Since xˆ is a vector of
monomials of x, xˆ = 0 implies x = 0, therefore, the stability of the augmented IT2
PFMB control system (3.2) implies that of the IT2 PFMB control system (3.1).
3.1.1 Sum-of-Squares-Based Stability Analysis
The following polynomial Lyapunov function candidate is employed to investigate
the stability of the augmented IT2 PFMB control system (3.2).
V (t) = xˆTX(x˜)−1xˆ, (3.3)
where 0 < X(x˜) = X(x˜)T ∈ <N×N .
Remark 3.1. To facilitate the stability analysis, it is defined that K = {k1, k2, . . . , kq}
is the set of row numbers that the entire row of Bi(x) are all zeros for all i.














i (x)xˆ [36], where A
k
i (x) ∈ <N and Bki (x) ∈ <m,
i = 1, 2,. . ., p, k = 1, 2, . . ., n denote the k-th row of Ai(x) and Bi(x), respectively.
From (3.2) and (3.3), we have
























Let us denote w˜im˜j as h˜ij(x) and define z = X(x˜)
−1xˆ and Gj(x) = Nj(x)X(x˜)−1,
where Nj(x) ∈ <m×N , j = 1, 2, . . ., c, is an arbitrary polynomial matrix to be de-








where Qij(x) = A˜iX(x˜) + X(x˜)A˜i(x)
T + B˜i(x)Nj(x) + Nj(x)
T B˜i(x)
T
−∑k∈K ∂X(x˜)∂xk Aki (x)xˆ, i = 1, 2, . . ., p; j= 1, 2, . . ., c.
Remark 3.2. For IT2 PFMB control systems, the membership grades w˜i for all i
are uncertain, which hinder the stability analysis using the techniques requiring the
membership functions to be known, e.g., the PDC design. The most straightforward
approach to guarantee the stability of the control systems is to require X(x˜) > 0 and
Qij(x) < 0 for all i and j. According to Lyapunov stability theory, by satisfying
these conditions V (t) > 0 and V˙ (t) < 0 (excluding x = 0) can be achieved, which
implies the asymptotic stability of (3.1). However, the stability conditions will be
very conservative as the membership functions h˜ij(x) are not considered in the sta-
bility analysis, which means that the stability conditions are unnecessarily valid for
arbitrary membership functions. In order to include the specific membership func-
tions into the analysis, some basic techniques were proposed in [45, 55] to utilize
limited information of membership functions.
3.1.2 Using Sub-domains to Include the Information of Mem-
bership Functions
To bring the information of the membership functions into the stability analysis,
in this section, sub-domains based approach will be introduced to relax the basic
stability conditions. It is worth noting that h˜ij(x) is a function of x, which has infi-
nite number of membership grades due to the continuous variable x. Consequently,
by incorporating the membership functions into the stability conditions, it is not
practical to find a feasible solution to the stability conditions of infinite number. In
this section, various techniques are proposed to bring the information of membership
functions into the stability analysis, which avoids turning the number of stability
conditions into infinite but still can achieve more relaxed stability conditions.
To facilitate the stability analysis, we first divide the whole operating domain Φ
into L connected sub-domains, Φl, l = 1, 2, . . . , L such that Φ =
⋃L
l=1 Φl. In each
sub-domain, we denote the portion of h˜ij(x) where x ∈ Φl (the portion of h˜ij(x) in
the l-th sub-domain) as h˜ijl(x) such that h˜ij(x) =
⋃L
l=1 h˜ijl(x).
To proceed further, we define constant scalars hijl ≥ 0 and hijl ≥ 0 as the
lower and upper bound of the IT2 membership function h˜ijl(x) in the l-th sub-
domains, respectively, satisfying 0 ≤ hijl ≤ h˜ijl(x) ≤ hijl ≤ 1 for x ∈ Φl.We obtain
42
hijl − hijl ≥ h˜ijl(x) − hijl ≥ 0. Therefore, through adopting hijl and hijl in the
stability analysis, it is able to get rid of h˜ijl(x) to allow the stability conditions to
be handled by convex programming techniques.
In the following, we conduct the stability analysis sub-domain by sub-domain














(hijl + h˜ijl(x)− hijl)zTQij(x)z,x ∈ Φl,
l = 1, 2, . . . , L. (3.6)
Meanwhile, we define some non-negative matrices Yijl(x) = Yijl(x)
T ≥ 0, which































zT (hijlQij(x) + (h˜ijl(x)− hijl)Yijl(x))z,
x ∈ Φl, l = 1, 2, . . . , L. (3.7)






zT (hijlQij(x) + δijlYijl(x))z, (3.8)
where δijl = hijl − hijl.
To further relax the stability analysis results, we bring the state information from
each sub-domain into the stability analysis. Defining the slack matrices Ml(x) =













where xl ∈ <N and xl ∈ <N are the lower and upper bound of x in the l-th sub-
domain, l = 1, 2, . . . , L, D = diag{d1, d2, . . . , dN} ∈ <N×N is a diagonal matrix
whose element is either 0 or 1. When dr = 0, r = 1, 2,. . ., N , the state information
of xr is not contained. Through the analysis, the results can be summarized as in
the following theorem:
Theorem 3.1. The IT2 PFMB system (3.1), which is formed by a nonlinear plant
represented by the IT2 polynomial fuzzy model (2.12) and the IT2 polynomial fuzzy
controller (2.28) connected in a closed loop is guaranteed to be asymptotically stable if
there exist polynomial matrices Ml(x) = Ml(x)
T ∈ <N×N , Nj(x) ∈ <m×N , X(x˜) =
X(x˜)T ∈ <N×N , Yijl(x) = Yijl(x)T ∈ <N×N , i = 1, 2, . . ., p, j = 1, 2, . . ., c, l =
1, 2, . . ., L, such that the following SOS-based conditions are satisfied:
νT (Ml(x)− ε1(x)I)ν is SOS, ∀l;
νT (X(x˜)− ε2(x˜)I)ν is SOS;
νT (Yijl(x)− ε3(x)I)ν is SOS, ∀i, j, l;








+ (x− xl)TD(xl − x)Ml(x) + ε5(x)I
)
ν is SOS, ∀l,
where ν ∈ <N is an arbitrary vector independent of x, hˆijl and δijl are predefined con-
stants; D = diag{d1, d2, . . . , dN} ∈ <N×N is a predefined diagonal matrix; ε1(x) > 0,
ε2(x˜) > 0, ε3(x) > 0, ε4(x) > 0, ε5(x) > 0 are predefined scalar polynomials; xl and




T−∑k∈K ∂X(x˜)∂xk Aki (x)xˆ,
and the feedback gains are defined as Gj(x) = Nj(x)X(x˜)
−1, j = 1, 2, . . ., c.
Remark 3.3. Referring to Theorem 3.1, the number of SOS variables is pcL+L+
c+1 and the number of SOS based stability conditions is 2pcL+2L+1. The more sub-
domains are divided, the richer information can be contained in the stability analysis
and then the more relaxed stability analysis results can be achieved. However, when
the number of sub-domains increases, the number of stability conditions will also
increase, therefore, the computational burden on solving the stability conditions will
increase as well.
3.1.3 Using Polynomial Functions to Approximate the Mem-
bership Functions
The FOU contains a lot of information of IT2 membership functions carried by an
infinite number of embedded type-1 membership functions. In order to take the in-
formation of FOU into the stability analysis, in the second method, we first construct
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a set of embedded type-1 membership functions in polynomial form. Then, the sta-
bility analysis is developed based on the embedded type-1 polynomial membership
functions which can be effectively dealt within the SOS-based stability analysis and
the stability conditions can be solved numerically using SOSTOOLS [37]. From













(hˆij(x) + h˜ij(x)− hˆij(x))zTQij(x)z. (3.10)





















(hˆij(x) + δij(x)) + (h˜ij(x)− hˆij(x)− δij(x))
)
zTQij(x)z. (3.11)
In the following analysis, hˆij(x) + δij(x) will be denoted as hij(x) to lighten
the burden of symbols. Since δij(x) and δij(x) are both bounded, there must exist
constant scalars δij and δij satisfying δij ≤ δij(x) and δij ≥ δij(x) for all x (or in a
domain of interest).
Similar to the stability analysis in the first method, we introduce a polynomial
matrix Yij(x) = Y
T
ij(x) ≥ 0 requiring Yij(x) ≥ Qij(x) for all i and j. Denoting



















zT (hij(x)Qij(x) + δijYij(x))z. (3.12)
Along the same line of derivation, the stability analysis results can be summarized
in the following theorem.
Theorem 3.2. The IT2 PFMB system (3.1), which is formed by a nonlinear plant
represented by the IT2 polynomial fuzzy model (2.12) and the IT2 polynomial fuzzy
controller (2.28) connected in a closed loop is guaranteed to be asymptotically stable
if there exist polynomial matrices Nj(x) ∈ <m×N , X(x˜) = X(x˜)T ∈ <N×N , Yij(x) =
45
Yij(x)
T ∈ <N×N , i = 1, 2, . . ., p, j = 1, 2, . . ., c, such that the following SOS-based
conditions are satisfied:
νT (X(x˜)− ε1(x˜)I)ν is SOS;
νT (Yij(x)− ε2(x)I)ν is SOS, ∀i, j;







hij(x)Qij(x) + δijYij(x) + ε4(x)I
)
ν is SOS,
where ν ∈ <N is an arbitrary vector independent of x; hij(x) is a chosen embedded
type-1 membership functions in polynomial form; δij is a pre-defined constant scalar
satisfying δij ≥ |δˆij(x)| for all x (or in a domain of interest); ε1(x˜) > 0, ε2(x) > 0,




T−∑k∈K ∂X(x˜)∂xk Aki (x)xˆ, and the feedback gains are defined
as Gj(x) = Nj(x)X(x˜)
−1, j = 1, 2, . . ., c.
Remark 3.4. Referring to Theorem 3.2, the number of SOS variables is (p+1)c+1
and the number of SOS based stability conditions is pc + 2. It can be seen that
the number of variables and stability conditions are smaller than those in Theorem
3.1, Therefore, the computational burden on solving a feasible solution is reduced.
However, when the embedded type-1 membership functions hij(x) is in a higher-
order polynomial form, the requirement on the numerical accuracy will increase and
sometimes makes the computation runs into numerical problems, which hinders the
solving of stability conditions.
3.1.4 Using Polynomial Functions in Sub-domains to Ap-
proximate the Membership Functions
As discussed above, the advantage of using sub-domains of membership functions in
the first method is that more information of membership functions can be utilized
for the relaxation of stability conditions as the number of sub-domains increases,
but the drawback is the increase of computational burden. In the second method,
embedded type-1 membership functions in polynomial form are utilized which are
in favor of the SOS-based stability analysis and the polynomial functions contain
information of the FOU and IT2 membership functions. However, when only a
single embedded type-1 membership function is used for the approximation in the
whole operating domain, the order of polynomial functions is in general required to
be high resulting in difficulties when using numerical method to obtain a feasible
solution to the stability conditions. In order to address these drawbacks, we combine
the advantages of both the first and the second methods to come up with the third
method in this section.
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In the third method, we first divide the whole operating domain into some sub-
domains as in the first method. Corresponding to each sub-domain, embedded type-
1 membership functions in polynomial form are employed to extract the information
of FOU and IT2 membership functions as in the second method. Instead of using the
embedded type-1 membership functions through the whole domain, the embedded
type-1 membership functions are the local ones which can be different from those in
other sub-domains. Consequently, the local embedded type-1 membership functions













zT (hˆijl(x) + h˜ijl(x)− hˆijl(x))Qij(x)z, (3.13)
where δijl(x) ≤ h˜ijl(x) − hˆijl(x) ≤ δijl(x); hˆijl(x) is the local embedded type-1
membership function in polynomial form in the l-th sub-domain. As δijl(x) and
δijl(x) are bounded, there exists constant scalars δijl satisfying δijl ≤ δijl(x) and δijl
satisfying δijl ≥ δijl(x) for x ∈ Φl. Furthermore, with the consideration of the state








(hˆijl(x) + δijl)Qij(x) + (δijl − δijl)Yijl(x)











+ (x− xl)TD(xl − x)Ml(x)
)
z,
x ∈ Φl, l = 1, 2, . . . ,L, (3.14)
where hijl(x) = hˆijl(x) + δijl and δijl = δijl − δijl.
Along the same line of derivation, the stability analysis results can be summarized
in the following theorem.
Theorem 3.3. The IT2 PFMB system (3.1), which is formed by a nonlinear plant
represented by the IT2 polynomial fuzzy model (2.12) and the IT2 polynomial fuzzy
controller (2.28) connected in a closed loop is guaranteed to be asymptotically stable if
there exist polynomial matrices Ml(x) = Ml(x)
T ∈ <N×N , Nj(x) ∈ <m×N , X(x˜) =
X(x˜)T ∈ <N×N , Yijl(x) = Yijl(x)T ∈ <N×N , i = 1, 2, . . ., p, j = 1, 2, . . ., c, l =
1, 2, . . ., L, such that the following SOS-based conditions are satisfied:
νT (Ml(x)− ε1(x)I)ν is SOS,∀l;
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νT (X(x˜)− ε2(x˜)I)ν is SOS;
νT (Yijl(x)− ε3(x)I)ν is SOS, ∀i, j, l;








+ (x− xl)TD(xl − x)Ml(x) + ε5(x)I
)
ν is SOS, ∀l,
where ν ∈ <N is an arbitrary vector independent of x; hijl(x) is a chosen embedded
type-1 membership functions in polynomial form in the l-th sub-domain; δijl is a
pre-defined constant scalar; ε1(x) > 0, ε2(x˜) > 0, ε3(x) > 0, ε4(x) > 0, ε5(x) >
0 are predefined scalar polynomials; xl and xl are the predefined lower and upper




T−∑k∈K ∂X(x˜)∂xk Aki (x)xˆ, and the feedback gains are defined
as Gj(x) = Nj(x)X(x˜)
−1, j = 1, 2, . . ., c.
Remark 3.5. Referring to Theorem 3.3, the number of SOS variables is pcL+L+
c + 1 and the number of SOS based stability conditions is 2pcL + 2L + 1. It can
be seen that the number of variables and stability conditions is the same as that
in Theorem 3.1. However, thanks to the introduction of polynomial functions in
every sub-domain, richer information of membership functions can be included in
every sub-domain, thus the number of intervals can be reduced, which means better
performance can be achieved with a smaller value of L. Therefore, the computa-
tional burden in Theorem 3.3 is less than its counterpart in Theorem 3.1. Also, the
membership functions in sub-domains are less complicated than being considered as
a whole, it is possible to use low-order polynomial functions to fulfill the approxi-
mation task, which avoids the numerical problems could occur in Theorem 3.2 when
high-order polynomial functions are adopted.
3.2 Simulation Examples
Example 1: Let us consider a three-rule polynomial fuzzy model in the form of (3.1)










0.02− 7.26x1 − 0.05x21 −4.64x1






























where a and b are constant system parameters. The membership functions are
chosen as w1(x1) = 1− 1/(1 + e(−x1+3.5)), w3(x1) = 1− 1/(1 + e(−x1−3.5)), w2(x1) =
1−w1(x1)−w3(x1), w1(x1) = 1− 1/(1 + e(−x1+2.5)), w3(x1) = 1− 1/(1 + e(−x1−2.5)),
w2(x1) = 1 − w1(x1) − w3(x1), m1(x1) = max(min(1, (4.8 − x1)/10), 0), m1(x1) =
max(min(1, (5.2− x1)/10), 0), m2(x1) = 1−m1(x1) and m2(x1) = 1−m1(x1). The
operation max means to pick the largest element and min means to pick the smallest
element. The IT2 membership functions for the fuzzy model and fuzzy controller
can be viewed in Fig. 3.2. Different style and color curves are plotted in the figure:
the bold and normal black curves are for w1(x1) and w1(x1); the bold and normal
green curves are for w2(x1) and w2(x1); the bold and normal red curves are for
w3(x1) and w3(x1); the bold and normal cyan curves are for m1(x1) and m1(x1); the
bold and normal magenta curves are for m2(x1) and m2(x1).
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Figure 3.2: IT2 membership functions of the fuzzy model and fuzzy controller used
in the simulation.
It should be noted that, in this example, the number of fuzzy rules and the
membership functions employed for the polynomial fuzzy models and the polynomial
fuzzy controllers are different, which can reduce the controller implementation cost
when less number of membership functions is employed in the controller.
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3.2.1 Simulations on Theorem 3.1
The stability conditions in Theorem 3.1 are employed to determine the stabilization
region of the PFMB control system mentioned above with 60 ≤ a ≤ 100 at the
interval of 5 and 20 ≤ b ≤ 148 at the interval of 4.
Referring to Theorem 3.1, we choose ε1(x) = ε2(x˜) = ε3(x) = ε4(x) = ε5(x) =
0.001; X(x˜) as a polynomial of degree 0; Nj(x1), j = 1, 2, . . ., c as a polynomial
with monomials in x1 of degree 0 (for case 1) and degree 2 (for case 2); xl and xl
are the boundaries of l-th sub-domain.
The stabilization regions are determined under 6, 8, 10 sub-domains for both
cases of polynomial degrees for Nj(x1) which are plotted in Figs. 3.3 to 3.5. It is ob-
served that a larger stabilization region can be obtained by higher order polynomial
matrices Nj(x1) under the same number of sub-domains. When more sub-domains
are employed, larger stabilization regions can be obtained. To verify the results,
the phase plots of certain points in the stability regions are shown in Fig. 3.6. To
obtain the phase plots, throughout this example, the membership functions w˜i(x1)
and m˜j(x1) used in the simulations are gained from type reduction where λ1(x1) =
(sin(5x1)+1)/2, λ1(x1) = 1−λ1(x1), λ3(x1) = (cos(5x1)+1)/2, λ3(x1) = 1−λ3(x1),
κj(x1) = κj(x1) = 0.5, j = 1, 2. From the property of membership functions in
(2.13) and (2.29), we have w˜2(x1) = 1− w˜1(x1)− w˜3(x1). hijl and δijl are defined by
the membership functions and the number of sub-domains, and they are calculated
sub-domain by sub-domain in the way explained in deduction of Theorem 3.1, their
values can be viewed in Table 3.1 to 3.6. It can be found that all states started
from different initial conditions approach x = 0, which means the system is asymp-
totically stable. The solutions of the stability conditions in Theorem 3.1 are found
numerically with SOSTOOLS.
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Figure 3.3: Stabilization regions given by Theorem 3.1 with Nj(x) of degree 0 and
degree 2 indicated by “×” and “◦”, respectively. The number of sub-domains is 6.
a









Figure 3.4: Stabilization regions given by Theorem 3.1 with Nj(x) of degree 0 and
degree 2 indicated by “×” and “◦”, respectively. The number of sub-domains is 8.
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Figure 3.5: Stabilization regions given by Theorem 3.1 with Nj(x) of degree 0 and
degree 2 indicated by “×” and “◦”, respectively. The number of sub-domains is 10.
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Figure 3.6: (a) and (b) are the phase plots of x1(t) and x2(t) for a = 80 and b = 36,
a = 80 and b = 44 for Theorem 3.1 with Nj(x) of degree 0 and 2, respectively, and
the number of sub-domains is 6; (c) and (d) are the phase plots of x1(t) and x2(t)
for a = 90 and b = 40, a = 90 and b = 60 for Theorem 3.1 with Nj(x) of degree 0
and 2, respectively and the number of sub-domains is 8; (e) and (f) are the phase
plots of x1(t) and x2(t) for a = 80 and b = 40, a = 80 and b = 60 for Theorem 3.1
with Nj(x) of degree 0 and 2, respectively and the number of sub-domains is 10.
“◦” indicates the initial condition of x.
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Table 3.1: The values of the approximation of the membership functions in 6 oper-
ating sub-domains.
hijl l = 1 l = 2 l = 3
h1,1,l 9.5957× 10−1 1.3135× 10−1 1.4656× 10−3
h1,2,l 0 0 0
h2,1,l 2.8644× 10−4 4.1077× 10−3 1.1717× 10−1
h2,2,l 0 0 0
h3,1,l 7.1523× 10−7 1.0411× 10−5 3.0848× 10−4
h3,2,l 0 0 0
hijl l = 4 l = 5 l = 6
h1,1,l 0 0 0
h1,2,l 3.0848× 10−4 1.0411× 10−5 7.1523× 10−7
h2,1,l 0 0 0
h2,2,l 1.1717× 10−1 4.1077× 10−3 2.8644× 10−4
h3,1,l 0 0 0
h3,2,l 1.4656× 10−3 1.3135× 10−1 9.5957× 10−1
Table 3.2: The values of δi,j,l in 6 operating sub-domains.
δijl l = 1 l = 2 l = 3
δ1,1,l 4.0142× 10−2 8.6451× 10−1 8.8493× 10−1
δ1,2,l 1.3221× 10−23 1.4654× 10−1 1.4654× 10−1
δ2,1,l 4.0106× 10−2 5.5950× 10−1 4.5160× 10−1
δ2,2,l 1.3221× 10−23 9.0114× 10−2 5.6877× 10−1
δ3,1,l 1.0371× 10−4 2.4234× 10−3 6.7352× 10−2
δ3,2,l 1.3221× 10−23 4.8688× 10−4 3.7929× 10−2
δijl l = 4 l = 5 l = 6
δ1,1,l 3.7929× 10−2 4.8688× 10−4 1.3221× 10−23
δ1,2,l 6.7352× 10−2 2.4234× 10−3 1.0371× 10−4
δ2,1,l 5.6877× 10−1 9.0114× 10−2 1.3221× 10−23
δ2,2,l 4.5160× 10−1 5.5950× 10−1 4.0106× 10−2
δ3,1,l 1.4654× 10−1 1.4654× 10−1 1.3221× 10−23
δ3,2,l 8.8493× 10−1 8.6451× 10−1 4.0142× 10−2
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Table 3.3: The values of the approximation of the membership functions in 8 oper-
ating sub-domains.
hijl l = 1 l = 2 l = 3 l = 4
h1,1,l 9.8201× 10−1 8.0940× 10−1 9.4511× 10−2 5.0402× 10−3
h1,2,l 0 0 0 8.9780× 10−3
h2,1,l 3.1270× 10−4 3.1147× 10−3 3.8894× 10−2 3.4608× 10−1
h2,2,l 0 0 0 1.2333× 10−2
h3,1,l 7.8081× 10−7 7.8256× 10−6 9.4364× 10−5 1.0562× 10−3
h3,2,l 0 0 0 6.1816× 10−5
hijl l = 5 l = 6 l = 7 l = 8
h1,1,l 6.1816× 10−5 0 0 0
h1,2,l 1.0562× 10−3 9.4364× 10−5 7.8256× 10−6 7.8081× 10−7
h2,1,l 1.2333× 10−2 0 0 0
h2,2,l 3.4608× 10−1 3.8894× 10−2 3.1147× 10−3 3.1270× 10−4
h3,1,l 8.9780× 10−3 0 0 0
h3,2,l 5.0402× 10−3 9.4511× 10−2 8.0940× 10−1 9.8201× 10−1
Table 3.4: The values of δi,j,l in 8 operating sub-domains.
δijl l = 1 l = 2 l = 3 l = 4
δ1,1,l 1.7536× 10−2 1.8747× 10−1 8.6561× 10−1 3.9142× 10−1
δ1,2,l 1.3221× 10−23 4.3261× 10−2 1.5504× 10−1 1.4607× 10−1
δ2,1,l 1.7657× 10−2 1.7729× 10−1 5.5717× 10−1 2.4999× 10−1
δ2,2,l 1.3221× 10−23 1.8222× 10−3 1.8215× 10−1 5.1627× 10−1
δ3,1,l 4.4617× 10−5 5.3943× 10−4 4.9253× 10−3 3.6873× 10−2
δ3,2,l 1.3221× 10−23 5.5278× 10−6 1.6732× 10−3 3.7867× 10−2
δijl l = 5 l = 6 l = 7 l = 8
δ1,1,l 3.7867× 10−2 1.6732× 10−3 5.5278× 10−6 1.3221× 10−23
δ1,2,l 3.6873× 10−2 4.9253× 10−3 5.3943× 10−4 4.4617× 10−5
δ2,1,l 5.1627× 10−1 1.8215× 10−1 1.8222× 10−3 1.3221× 10−23
δ2,2,l 2.4999× 10−1 5.5717× 10−1 1.7729× 10−1 1.7657× 10−2
δ3,1,l 1.4607× 10−1 1.5504× 10−1 4.3261× 10−2 1.3221× 10−23
δ3,2,l 3.9142× 10−1 8.6561× 10−1 1.8747× 10−1 1.7536× 10−2
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Table 3.5: The values of the approximation of the membership functions in 10
operating sub-domains.
hijl l = 1 l = 2 l = 3 l = 4
h1,1,l 9.8901× 10−1 9.2414× 10−1 5.2402× 10−1 7.8225× 10−2
h1,2,l 0 0 0 0
h2,1,l 3.5761× 10−4 2.4764× 10−3 1.7831× 10−2 1.2931× 10−1
h2,2,l 0 0 0 0
h3,1,l 8.9293× 10−7 6.2054× 10−6 4.5849× 10−5 3.4138× 10−4
h3,2,l 0 0 0 0
hijl l = 5 l = 6 l = 7 l = 8
h1,1,l 7.6461× 10−3 5.0003× 10−4 0 0
h1,2,l 1.0931× 10−2 1.9550× 10−3 3.4138× 10−4 4.5849× 10−5
h2,1,l 4.2414× 10−1 1.4567× 10−1 0 0
h2,2,l 1.4567× 10−1 4.2414× 10−1 1.2931× 10−1 1.7831× 10−2
h3,1,l 1.9550× 10−3 1.0931× 10−2 0 0
h3,2,l 5.0003× 10−4 7.6461× 10−3 7.8225× 10−2 5.2402× 10−1
hijl l = 9 l = 10
h1,1,l 0 0
h1,2,l 6.2054× 10−6 8.9293× 10−7
h2,1,l 0 0
h2,2,l 2.4764× 10−3 3.5761× 10−4
h3,1,l 0 0
h3,2,l 9.2414× 10−1 9.8901× 10−1
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Table 3.6: The values of δi,j,l in 10 operating sub-domains.
δijl l = 1 l = 2 l = 3 l = 4
δ1,1,l 1.0627× 10−2 7.3365× 10−2 4.5803× 10−1 7.9799× 10−1
δ1,2,l 1.3221× 10−23 1.3221× 10−23 1.1013× 10−1 1.4067× 10−1
δ2,1,l 1.0619× 10−2 7.3307× 10−2 3.7416× 10−1 4.7449× 10−1
δ2,2,l 1.3221× 10−23 1.3221× 10−23 3.7699× 10−2 2.4409× 10−1
δ3,1,l 2.6643× 10−5 1.9722× 10−4 1.3052× 10−3 7.3495× 10−3
δ3,2,l 1.3221× 10−23 1.3221× 10−23 1.5012× 10−4 3.2961× 10−3
δijl l = 5 l = 6 l = 7 l = 8
δ1,1,l 2.5663× 10−1 3.7429× 10−2 3.2961× 10−3 1.5012× 10−4
δ1,2,l 1.2973× 10−1 3.5974× 10−2 7.3495× 10−3 1.3052× 10−3
δ2,1,l 1.7965× 10−1 3.4319× 10−1 2.4409× 10−1 3.7699× 10−2
δ2,2,l 3.4319× 10−1 1.7965× 10−1 4.7449× 10−1 3.7416× 10−1
δ3,1,l 3.5974× 10−2 1.2973× 10−1 1.4067× 10−1 1.1013× 10−1
δ3,2,l 3.7429× 10−2 2.5663× 10−1 7.9799× 10−1 4.5803× 10−1
δijl l = 9 l = 10
δ1,1,l 1.3221× 10−23 1.3221× 10−23
δ1,2,l 1.9722× 10−4 2.6643× 10−5
δ2,1,l 1.3221× 10−23 1.3221× 10−23
δ2,2,l 7.3307× 10−2 1.0619× 10−2
δ3,1,l 1.3221× 10−23 1.3221× 10−23
δ3,2,l 7.3365× 10−2 1.0627× 10−2
3.2.2 Simulations on Theorem 3.2
Along the same way in the above simulations, the stability conditions in Theorem 3.2
are employed to determine the stabilization region of the same PFMB control system.
The simulations have been conducted under both 6th and 8th order polynomial
approximation functions while other settings remain the same.
Referring to Theorem 3.2, we choose ε1(x˜) = ε2(x) = ε3(x) = ε4(x) = 0.001;
X(x˜) as a polynomial of degree 0; Nj(x1), j = 1, 2, . . ., c as a polynomial with
monomials in x1 of degree 0 (for case 1) and degree 2 (for case 2); hij(x) and δij
are defined by the membership functions and the order of the chosen polynomial
functions, and they are calculated in the way explained in the deduction of Theorem
3.2. The values of the coefficients of the 6th and 8th order polynomial functions can
be viewed in Table 3.7 and 3.8; the values δ11 = 0.1991, δ12 = 0.0592, δ21 = 0.2008,
δ22 = 0.2008, δ31 = 0.0592, δ32 = 0.1991 for 6th order polynomial function; the values
δ11 = 0.1991, δ12 = 0.0592, δ21 = 0.2008, δ22 = 0.2008, δ31 = 0.0592, δ32 = 0.1991
for 8th order polynomial function.
The stabilization region are shown in Figs. 3.7 and 3.8 for both cases of poly-
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nomial degrees for Nj(x1). It can be seen that a larger stabilization region can be
obtained using higher order polynomial matrices Nj(x1). Furthermore, using higher
order polynomial functions in the approximation is able to obtain a larger stabiliza-
tion region. The phase plots under initial conditions are shown in Fig. 3.9. It can
be seen that all state started with different initial positions approach x = 0, which
shows the asymptotic stability of the system.
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Figure 3.7: Stabilization regions given by Theorem 3.2 with Nj(x) of degree 0 and
degree 2 indicated by “×” and “◦”, respectively. The order of polynomial functions
is 6.
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Figure 3.8: Stabilization regions given by Theorem 3.2 with Nj(x) of degree 0 and



















































Figure 3.9: (a) and (b) are the phase plots of x1(t) and x2(t) for a = 100 and b = 32
for Theorem 3.2 with Nj(x) of degree 0 and 2, respectively, and the order of the
polynomial functions is 6. (c) and (d) are the phase plots of x1(t) and x2(t) for
a = 80 and b = 60 for Theorem 3.2 with Nj(x) of degree 0 and 2, respectively, and
the order of the polynomial functions is 8. “◦” indicates the initial condition of x.










h1,1 2.0754× 10−6 4.4880× 10−6 −4.0477× 10−4 −1.3396× 10−4
h1,2 8.5422× 10−8 −3.6486× 10−6 −2.8445× 10−6 4.9279× 10−4
h2,1 −2.1608× 10−6 −1.1928× 10−5 4.0762× 10−4 1.6617× 10−3
h2,2 −2.1608× 10−6 1.1928× 10−5 4.0762× 10−4 −1.6617× 10−3
h3,1 8.5422× 10−8 3.6486× 10−6 −2.8445× 10−6 −4.9279× 10−4








h1,1 2.4946× 10−2 −7.5773× 10−2 1.3908× 10−2
h1,2 −8.7412× 10−4 −1.5152× 10−2 4.0279× 10−2
h2,1 −2.4072× 10−2 −5.3949× 10−2 4.4581× 10−1
h2,2 −2.4072× 10−2 5.3949× 10−2 4.4581× 10−1
h3,1 −8.7412× 10−4 1.5152× 10−2 4.0279× 10−2
h3,2 2.4946× 10−2 7.5773× 10−2 1.3908× 10−2
60










h1,1 −1.4915× 10−8 −2.9821× 10−7 4.8598× 10−6 5.2665× 10−5
h1,2 −1.3323× 10−8 1.0198× 10−7 2.5727× 10−6 −2.0124× 10−5
h2,1 2.8238× 10−8 2.9710× 10−7 −7.4324× 10−6 −5.9925× 10−5
h2,2 2.8238× 10−8 −2.9710× 10−7 −7.4324× 10−6 5.9925× 10−5
h3,1 −1.3323× 10−8 −1.0198× 10−7 2.5727× 10−6 2.0124× 10−5










h1,1 −5.6543× 10−4 −2.3240× 10−3 2.7867× 10−2 −5.1436× 10−2
h1,2 −1.4635× 10−4 1.2417× 10−3 1.7354× 10−3 −2.3475× 10−2
h2,1 7.1178× 10−4 3.8437× 10−3 −2.9603× 10−2 −7.8195× 10−2
h2,2 7.1178× 10−4 −3.8437× 10−3 −2.9603× 10−2 7.8195× 10−2
h3,1 −1.4635× 10−4 −1.2417× 10−3 1.7354× 10−3 2.3475× 10−2










3.2.3 Simulations on Theorem 3.3
The stability conditions in Theorem 3.3 are employed to determine the stabilization
region of the same PFMB control system. Referring to Theorem 3.3, we choose
ε1(x) = ε2(x˜) = ε3(x) = ε4(x) = ε5(x) = 0.001; X(x˜) as a polynomial of degree
0; Nj(x1), j = 1, 2, . . ., c as a polynomial with monomials in x1 of degree 0 (for
case 1) and degree 2 (for case 2); hijl(x) and δijl are defined by the membership
functions and the order of the chosen polynomial functions as well as the number
of sub-domains and they are calculated in the way explained in the deduction of
Theorem 3.3; xl and xl are the boundaries of l-th sub-domain.
With the same settings as above, the simulations have been done under 4, 8, 12
sub-domains using 2-nd or 4-th order polynomial approximation functions for both
cases of polynomial degrees for Nj(x1). The stabilization regions are shown in Figs.
3.10 to 3.12. It can be seen that a larger stabilization region can be produced with
higher order polynomial matrices Nj(x1). The phase plots of system states with
different initial conditions are shown in Fig. 3.13. It can be seen that all states
start from different initial conditions approach x = 0. Comparing with Theorems
61
3.1 and 3.2, the stability conditions in Theorem 3.3 are the most relaxed one which
is evident by the largest stability region offered.










Figure 3.10: Stabilization regions given by Theorem 3.3 with Nj(x) of degree 0 and
degree 2 indicated by “×” and “◦”, respectively. The number of sub-domains and
order of polynomial functions are 4 and 4, respectively.










Figure 3.11: Stabilization regions given by Theorem 3.3 with Nj(x) of degree 0 and
degree 2 indicated by “×” and “◦”, respectively. The number of sub-domains and
order of polynomial functions are 8 and 2, respectively.
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Figure 3.12: Stabilization regions given by Theorem 3.3 with Nj(x) of degree 0 and
degree 2 indicated by “×” and “◦”, respectively. The number of sub-domains and
order of polynomial functions are 12 and 2, respectively.
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Figure 3.13: (a) and (b) are the phase plots of x1(t) and x2(t) for a = 80 and b = 48
for Theorem 3.3 with Nj(x) of degree 0 and 2, respectively and the number of sub-
domains is 4 and the order of polynomial functions is 4; (c) and (d) are the phase
plots of x1(t) and x2(t) for a = 70 and b = 80 for Theorem 3.3 with Nj(x) of degree
0 and 2 receptively and the number of sub-domains is 8 and the order of polynomial
functions is 2; (e) and (f) are the phase plots of x1(t) and x2(t) for a = 100 and
b = 100 for Theorem 3.3 with Nj(x) of degree 0 and 2, respectively and the number
of sub-domains is 12 and the order of polynomial functions is 2. “◦” indicates the
initial condition of x.
64
Table 3.9: The approximation of the membership functions for the 4 sub-domains
and 4th order polynomial approximation function.
h1,1,l l = 1 l = 2 l = 3 l = 4
x41 −5.5157× 10−4 −2.4135× 10−3 1.4216× 10−4 5.0151× 10−8
x31 −1.8813× 10−2 −1.7446× 10−2 −1.9714× 10−3 −1.5670× 10−6
x21 −2.4186× 10−1 8.4027× 10−4 1.0286× 10−2 1.8135× 10−5
x11 −1.3939 −3.0593× 10−2 −2.4512× 10−2 −9.2061× 10−5
x01 −2.1206 −7.8198× 10−2 1.4656× 10−2 1.7202× 10−4
Table 3.10: The approximation of the membership functions for the 4 sub-domains
and 4th order polynomial approximation function.
h1,2,l l = 1 l = 2 l = 3 l = 4
x41 1.3956× 10−4 6.1315× 10−4 5.2929× 10−5 1.4654× 10−6
x31 4.3615× 10−3 9.7257× 10−3 −8.6045× 10−4 −5.0332× 10−5
x21 5.0487× 10−2 3.3282× 10−2 5.5743× 10−3 6.5106× 10−4
x11 2.5636× 10−1 5.3428× 10−3 −1.7632× 10−2 −3.7704× 10−3
x01 4.7913× 10−1 −1.6988× 10−4 1.4656× 10−2 8.1524× 10−3
Table 3.11: The approximation of the membership functions for the 4 sub-domains
and 4th order polynomial approximation function.
h2,1,l l = 1 l = 2 l = 3 l = 4
x41 3.9261× 10−4 2.2031× 10−3 −5.9782× 10−4 1.7881× 10−5
x31 1.3841× 10−2 1.5208× 10−2 1.0319× 10−2 −5.5870× 10−4
x21 1.8424× 10−1 −1.0226× 10−2 −3.9756× 10−2 6.4659× 10−3
x11 1.1009 −9.0602× 10−2 −7.3708× 10−2 −3.2825× 10−2
x01 2.4577 3.5101× 10−1 4.1689× 10−1 6.1335× 10−2
Table 3.12: The approximation of the membership functions for the 4 sub-domains
and 4th order polynomial approximation function.
h2,2,l l = 1 l = 2 l = 3 l = 4
x41 1.7881× 10−5 −5.9782× 10−4 2.2031× 10−3 3.9261× 10−4
x31 5.5870× 10−4 −1.0319× 10−2 −1.5208× 10−2 −1.3841× 10−2
x21 6.4659× 10−3 −3.9756× 10−2 −1.0226× 10−2 1.8424× 10−1
x11 3.2825× 10−2 7.3708× 10−2 9.0602× 10−2 −1.1009
x01 6.1335× 10−2 4.1689× 10−1 3.5101× 10−1 2.4577
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Table 3.13: The approximation of the membership functions for the 4 sub-domains
and 4th order polynomial approximation function.
h3,1,l l = 1 l = 2 l = 3 l = 4
x41 1.4654× 10−6 5.2929× 10−5 6.1315× 10−4 1.3956× 10−4
x31 5.0332× 10−5 8.6045× 10−4 −9.7257× 10−3 −4.3615× 10−3
x21 6.5106× 10−4 5.5743× 10−3 3.3282× 10−2 5.0487× 10−2
x11 3.7704× 10−3 1.7632× 10−2 −5.3428× 10−3 −2.5636× 10−1
x01 8.1524× 10−3 1.4656× 10−2 −1.6988× 10−4 4.7913× 10−1
Table 3.14: The approximation of the membership functions for the 4 sub-domains
and 4th order polynomial approximation function.
h3,2,l l = 1 l = 2 l = 3 l = 4
x41 5.0151× 10−8 1.4216× 10−4 −2.4135× 10−3 −5.5157× 10−4
x31 1.5670× 10−6 1.9714× 10−3 1.7446× 10−2 1.8813× 10−2
x21 1.8135× 10−5 1.0286× 10−2 8.4027× 10−4 −2.4186× 10−1
x11 9.2061× 10−5 2.4512× 10−2 3.0593× 10−2 1.3939
x01 1.7202× 10−4 1.4656× 10−2 −7.8198× 10−2 −2.1206
Table 3.15: The δijl for the 4 sub-domains and 4th order polynomial approximation
function.
δijl l = 1 l = 2 l = 3 l = 4
δ1,1,l 1.0550× 10−1 1.9912× 10−1 2.3273× 10−2 3.4935× 10−6
δ1,2,l 1.0657× 10−3 5.9190× 10−2 2.3273× 10−2 3.4586× 10−4
δ2,1,l 1.0585× 10−1 2.0077× 10−1 6.0846× 10−2 1.0692× 10−3
δ2,2,l 1.0692× 10−3 6.0846× 10−2 2.0077× 10−1 1.0585× 10−1
δ3,1,l 3.4586× 10−4 2.3273× 10−2 5.9190× 10−2 1.0657× 10−3
δ3,2,l 3.4935× 10−6 2.3273× 10−2 1.9912× 10−1 1.0550× 10−1
Table 3.16: The approximation of the membership functions for the 8 sub-domains
and second order polynomial approximation function.
h1,1,l l = 1 l = 2 l = 3 l = 4
x21 −1.7477× 10−3 −1.9118× 10−2 −9.8406× 10−3 3.9205× 10−2
x11 −3.4261× 10−2 −2.8019× 10−1 −3.1944× 10−1 −2.0508× 10−3
x01 8.2336× 10−1 −1.1362× 10−1 −5.7345× 10−1 −4.8453× 10−2
h1,1,l l = 5 l = 6 l = 7 l = 8
x21 4.4508× 10−3 2.2648× 10−4 5.3265× 10−7 0
x11 −1.9198× 10−2 −2.0457× 10−3 −6.9567× 10−6 0
x01 1.4656× 10−2 4.3169× 10−3 2.1772× 10−5 0
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Table 3.17: Theapproximation of the membership functions for the 8 sub-domains
and second order polynomial approximation function.
h1,2,l l = 1 l = 2 l = 3 l = 4
x21 0 1.4895× 10−3 −2.2976× 10−2 2.4816× 10−3
x11 0 1.9457× 10−2 −1.3439× 10−1 −2.3774× 10−2
x01 0 6.0902× 10−2 −1.2513× 10−1 −7.7108× 10−3
h1,2,l l = 5 l = 6 l = 7 l = 8
x21 2.9255× 10−3 4.2358× 10−4 5.3143× 10−5 4.4081× 10−6
x11 −1.5183× 10−2 −4.1908× 10−3 −7.7608× 10−4 −8.6345× 10−5
x01 1.4656× 10−2 9.6841× 10−3 2.7532× 10−3 4.1634× 10−4
Table 3.18: The approximation of the membership functions for the 8 sub-domains
and second order polynomial approximation function.
h2,1,l l = 1 l = 2 l = 3 l = 4
x21 1.7433× 10−3 1.7384× 10−2 7.7370× 10−3 −4.2131× 10−2
x11 3.4175× 10−2 2.5747× 10−1 2.0360× 10−1 −1.1313× 10−1
x01 1.6490× 10−1 9.2729× 10−1 8.3062× 10−1 3.5046× 10−1
h2,1,l l = 5 l = 6 l = 7 l = 8
x21 −6.9324× 10−3 2.4429× 10−2 1.9000× 10−4 0
x11 −1.0458× 10−1 −2.4400× 10−1 −2.4816× 10−3 0
x01 4.2011× 10−1 5.8063× 10−1 7.7665× 10−3 0
Table 3.19: The approximation of the membership functions for the 8 sub-domains
and second order polynomial approximation function.
h2,2,l l = 1 l = 2 l = 3 l = 4
x21 0 1.9000× 10−4 2.4429× 10−2 −6.9324× 10−3
x11 0 2.4816× 10−3 2.4400× 10−1 1.0458× 10−1
x01 0 7.7665× 10−3 5.8063× 10−1 4.2011× 10−1
h2,2,l l = 5 l = 6 l = 7 l = 8
x21 −4.2131× 10−2 7.7370× 10−3 1.7384× 10−2 1.7433× 10−3
x11 1.1313× 10−1 −2.0360× 10−1 −2.5747× 10−1 −3.4175× 10−2
x01 3.5046× 10−1 8.3062× 10−1 9.2729× 10−1 1.6490× 10−1
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Table 3.20: The approximation of the membership functions for the 8 sub-domains
and second order polynomial approximation function.
h3,1,l l = 1 l = 2 l = 3 l = 4
x21 4.4081× 10−6 5.3143× 10−5 4.2358× 10−4 2.9255× 10−3
x11 8.6345× 10−5 7.7608× 10−4 4.1908× 10−3 1.5183× 10−2
x01 4.1634× 10−4 2.7532× 10−3 9.6841× 10−3 1.4656× 10−2
h3,1,l l = 5 l = 6 l = 7 l = 8
x21 2.4816× 10−3 −2.2976× 10−2 1.4895× 10−3 0
x11 2.3774× 10−2 1.3439× 10−1 −1.9457× 10−2 0
x01 −7.7108× 10−3 −1.2513× 10−1 6.0902× 10−2 0
Table 3.21: The approximation of the membership functions for the 8 sub-domains
and second order polynomial approximation function.
h3,2,l l = 1 l = 2 l = 3 l = 4
x21 0 5.3265× 10−7 2.2648× 10−4 4.4508× 10−3
x11 0 6.9567× 10−6 2.0457× 10−3 1.9198× 10−2
x01 0 2.1772× 10−5 4.3169× 10−3 1.4656× 10−2
h3,2,l l = 5 l = 6 l = 7 l = 8
x21 3.9205× 10−2 −9.8406× 10−3 −1.9118× 10−2 −1.7477× 10−3
x11 2.0508× 10−3 3.1944× 10−1 2.8019× 10−1 3.4261× 10−2
x01 −4.8453× 10−2 −5.7345× 10−1 −1.1362× 10−1 8.2336× 10−1
Table 3.22: The δijl for the 8 sub-domains and second order polynomial approxima-
tion function.
δijl l = 1 l = 2 l = 3 l = 4
δ1,1,l 1.1293× 10−2 1.0550× 10−1 1.9912× 10−1 1.7329× 10−1
δ1,2,l 0 1.0657× 10−3 5.7765× 10−2 5.9190× 10−2
δ2,1,l 1.1322× 10−2 1.0585× 10−1 2.0077× 10−1 1.7646× 10−1
δ2,2,l 0 1.0692× 10−3 5.8820× 10−2 6.0846× 10−2
δ3,1,l 2.8696× 10−5 3.4586× 10−4 3.1652× 10−3 2.3273× 10−2
δ3,2,l 0 3.4935× 10−6 1.0551× 10−3 2.3273× 10−2
δijl l = 5 l = 6 l = 7 l = 8
δ1,1,l 2.3273× 10−2 1.0551× 10−3 3.4935× 10−6 0
δ1,2,l 2.3273× 10−2 3.1652× 10−3 3.4586× 10−4 2.8696× 10−5
δ2,1,l 6.0846× 10−2 5.8820× 10−2 1.0692× 10−3 00
δ2,2,l 1.7646× 10−1 2.0077× 10−1 1.0585× 10−1 1.1322× 10−2
δ3,1,l 5.9190× 10−2 5.7765× 10−2 1.0657× 10−3 0
δ3,2,l 1.7329× 10−1 1.9912× 10−1 1.0550× 10−1 1.1293× 10−2
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Table 3.23: The approximation of the membership functions for the 12 sub-domains
and second order polynomial approximation function.
h1,1,l l = 1 l = 2 l = 3 l = 4
x21 −1.0942× 10−3 −5.5458× 10−3 −2.8236× 10−2 −2.7605× 10−2
x11 −2.2298× 10−2 −9.4774× 10−2 −3.8622× 10−1 −4.6740× 10−1
x01 8.8225× 10−1 5.7427× 10−1 −4.1583× 10−1 −8.7343× 10−1
h1,1,l l = 5 l = 6 l = 7 l = 8
x21 4.2339× 10−2 3.0876× 10−2 6.5389× 10−3 9.7253× 10−4
x11 1.4363× 10−3 −1.5778× 10−2 −2.2627× 10−2 −6.4410× 10−3
x01 −8.3528× 10−2 −2.0256× 10−2 1.4656× 10−2 9.9265× 10−3
h1,1,l l = 9 l = 10 l = 11 l = 12
x21 1.2080× 10−4 1.6295× 10−6 0 0
x11 −1.1689× 10−3 −1.9665× 10−5 0 0
x01 2.7332× 10−3 5.8194× 10−5 0 0
Table 3.24: The approximation of the membership functions for the 12 sub-domains
and second order polynomial approximation function.
h1,2,l l = 1 l = 2 l = 3 l = 4
x21 0 0 4.5391× 10−3 −1.7199× 10−2
x11 0 0 5.4790× 10−2 −8.5779× 10−2
x01 0 0 1.6217× 10−1 −1.8507× 10−2
h1,2,l l = 5 l = 6 l = 7 l = 8
x21 −1.5992× 10−2 5.5379× 10−3 3.7465× 10−3 1.1345× 10−3
x11 −9.8216× 10−2 −1.8534× 10−2 −1.6542× 10−2 −8.4295× 10−3
x01 −7.8803× 10−2 −3.6254× 10−4 1.4656× 10−2 1.4684× 10−2
h1,2,l l = 9 l = 10 l = 11 l = 12
x21 2.8420× 10−4 7.4833× 10−5 1.4465× 10−5 2.7386× 10−6
x11 −3.0323× 10−3 −1.0287× 10−3 −2.4648× 10−4 −5.5785× 10−5
x01 7.8455× 10−3 3.4740× 10−3 1.0388× 10−3 2.8195× 10−4
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Table 3.25: The approximation of the membership functions for the 12 sub-domains
and second order polynomial approximation function.
h2,1,l l = 1 l = 2 l = 3 l = 4
x21 1.0914× 10−3 5.5313× 10−3 2.3039× 10−2 2.2199× 10−2
x11 2.2243× 10−2 9.4527× 10−2 3.2337× 10−1 3.2376× 10−1
x01 1.1246× 10−1 3.9953× 10−1 1.1154 1.0825
h2,1,l l = 5 l = 6 l = 7 l = 8
x21 −4.3474× 10−2 −3.4623× 10−2 −1.2077× 10−2 1.5020× 10−2
x11 −1.0987× 10−1 −1.0076× 10−1 −9.5907× 10−2 −1.9178× 10−1
x01 3.6036× 10−1 3.8260× 10−1 4.2054× 10−1 5.0520× 10−1
h2,1,l l = 9 l = 10 l = 11 l = 12
x21 2.2200× 10−2 5.8104× 10−4 0 0
x11 −2.2522× 10−1 −7.0120× 10−3 0 0
x01 5.5404× 10−1 2.0751× 10−2 0 0
Table 3.26: The approximation of the membership functions for the 12 sub-domains
and second order polynomial approximation function.
h2,2,l l = 1 l = 2 l = 3 l = 4
x21 0 0 5.8104× 10−4 2.2200× 10−2
x11 0 0 7.0120× 10−3 2.2522× 10−1
x01 0 0 2.0751× 10−2 5.5404× 10−1
h2,2,l l = 5 l = 6 l = 7 l = 8
x21 1.5020× 10−2 −1.2077× 10−2 −3.4623× 10−2 −4.3474× 10−2
x11 1.9178× 10−1 9.5907× 10−2 1.0076× 10−1 1.0987× 10−1
x01 5.0520× 10−1 4.2054× 10−1 3.8260× 10−1 3.6036× 10−1
h2,2,l l = 9 l = 10 l = 11 l = 12
x21 2.2199× 10−2 2.3039× 10−2 5.5313× 10−3 1.0914× 10−3
x11 −3.2376× 10−1 −3.2337× 10−1 −9.4527× 10−2 −2.2243× 10−2
x01 1.0825 1.1154 3.9953× 10−1 1.1246× 10−1
70
Table 3.27: The approximation of the membership functions for the 12 sub-domains
and second order polynomial approximation function.
h3,1,l l = 1 l = 2 l = 3 l = 4
x21 2.7386× 10−6 1.4465× 10−5 7.4833× 10−5 2.8420× 10−4
x11 5.5785× 10−5 2.4648× 10−4 1.0287× 10−3 3.0323× 10−3
x01 2.8195× 10−4 1.0388× 10−3 3.4740× 10−3 7.8455× 10−3
h3,1,l l = 5 l = 6 l = 7 l = 8
x21 1.1345× 10−3 3.7465× 10−3 5.5379× 10−3 −1.5992× 10−2
x11 8.4295× 10−3 1.6542× 10−2 1.8534× 10−2 9.8216× 10−2
x01 1.4684× 10−2 1.4656× 10−2 −3.6254× 10−4 −7.8803× 10−2
h3,1,l l = 9 l = 10 l = 11 l = 12
x21 −1.7199× 10−2 4.5391× 10−3 0 0
x11 8.5779× 10−2 −5.4790× 10−2 0 0
x01 −1.8507× 10−2 1.6217× 10−1 0 0
Table 3.28: The approximation of the membership functions for the 12 sub-domains
and second order polynomial approximation function.
h3,2,l l = 1 l = 2 l = 3 l = 4
x21 0 0 1.6295× 10−6 1.2080× 10−4
x11 0 0 1.9665× 10−5 1.1689× 10−3
x01 0 0 5.8194× 10−5 2.7332× 10−3
h3,2,l l = 5 l = 6 l = 7 l = 8
x21 9.7253× 10−4 6.5389× 10−3 3.0876× 10−2 4.2339× 10−2
x11 6.4410× 10−3 2.2627× 10−2 1.5778× 10−2 −1.4363× 10−3
x01 9.9265× 10−3 1.4656× 10−2 −2.0256× 10−2 −8.3528× 10−2
h3,2,l l = 9 l = 10 l = 11 l = 12
x21 −2.7605× 10−2 −2.8236× 10−2 −5.5458× 10−3 −1.0942× 10−3
x11 4.6740× 10−1 3.8622× 10−1 9.4774× 10−2 2.2298× 10−2
x01 −8.7343× 10−1 −4.1583× 10−1 5.7427× 10−1 8.8225× 10−1
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Table 3.29: The δijl for the 12 sub-domains and second order polynomial approxi-
mation function.
δijl l = 1 l = 2 l = 3 l = 4
δ1,1,l 4.9938× 10−3 2.5093× 10−2 1.0550× 10−1 1.9888× 10−1
δ1,2,l 0 0 1.0657× 10−3 3.9872× 10−2
δ2,1,l 5.0063× 10−3 2.5159× 10−2 1.0585× 10−1 2.0042× 10−1
δ2,2,l 0 0 1.0692× 10−3 4.0181× 10−2
δ3,1,l 1.2514× 10−5 6.5805× 10−5 3.4586× 10−4 1.5409× 10−3
δ3,2,l 0 0 3.4935× 10−6 3.0891× 10−4
δijl l = 5 l = 6 l = 7 l = 8
δ1,1,l 1.9912× 10−1 1.1033× 10−1 2.3273× 10−2 3.1850× 10−3
δ1,2,l 5.9190× 10−2 5.5080× 10−2 2.3273× 10−2 6.3796× 10−3
δ2,1,l 2.0077× 10−1 1.1671× 10−1 5.8266× 10−2 6.0846× 10−2
δ2,2,l 6.0846× 10−2 5.8266× 10−2 1.1671× 10−1 2.0077× 10−1
δ3,1,l 6.3796× 10−3 2.3273× 10−2 5.5080× 10−2 5.9190× 10−2
δ3,2,l 3.1850× 10−3 2.3273× 10−2 1.1033× 10−1 1.9912× 10−1
δijl l = 9 l = 10 l = 11 l = 12
δ1,1,l 3.0891× 10−4 3.4935× 10−6 0 0
δ1,2,l 1.5409× 10−3 3.4586× 10−4 6.5805× 10−5 1.2514× 10−5
δ2,1,l 4.0181× 10−2 1.0692× 10−3 0 0
δ2,2,l 2.0042× 10−1 1.0585× 10−1 2.5159× 10−2 5.0063× 10−3
δ3,1,l 3.9872× 10−2 1.0657× 10−3 0 0
δ3,2,l 1.9888× 10−1 1.0550× 10−1 2.5093× 10−2 4.9938× 10−3
The stability analysis of IT2 PFMB control system is limitedly investigated in
the literature. For comparison purposes, we compare the results using the basic
stability conditions in Remark 3.2 that there is no stability region can be found,
which shows the effectiveness of the proposed stability conditions. To probe further,
we employ the stability conditions for type-1 PFMB control system in [1], which
offers less conservative stability conditions among some recently published results.
The embedded type-1 membership functions taking the average of the lower and
upper membership functions are used for the stability conditions in [1]. The stability
regions given by the stability conditions in [1] are shown in Fig. 3.14. It can be
seen that the stability regions given by Theorems 3.1 to 3.3 are larger in size, which
demonstrates the superiority of the proposed stability analysis results.
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Figure 3.14: Stabilization regions given by the method used in [1] with Nj(x) of
degree 0 and degree 2 indicated by “×” and “◦”, respectively.
3.2.4 Inverted Pendulum
Example 2: In this example, the stability of an inverted pendulum is investigated
to verify the applicability of the proposed approaches. The inverted pendulum is an
open-loop unstable nonlinear system so the control task is to apply the developed
stability conditions to find the proper feedback gains which can stabilize the inverted




4S/3− ampScos2(θ(t)) , (3.15)
where θ(t) is the angular displacement of the inverted pendulum, g = 9.8 m/s2, mp ∈
[mpmin mpmax ] = [0.5 1] kg is the mass of the pendulum, Mc ∈ [Mcmin Mcmax ] =
[18 20] kg is the mass of the cart, a = 1
mp+Mc
, 2S = 1m is the length of the
pendulum, and u(t) is the force applied on the cart. mp and Mc are treated as the
parameter uncertainties.
The following 4-rule polynomial fuzzy model is adopted to describe the inverted
pendulum:
Rule i : IF f1(x(t)) is M˜
i
1 AND f2(x(t)) is M˜
i
2
THEN x˙(t) = Ai(x(t))xˆ(x(t)) + Bi(x(t))u(t),
i = 1, 2, 3, 4. (3.16)
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xˆ(t) = x(t) = [x1(t) x2(t)]





], x2(t) ∈ [−4 4],
































In the polynomial fuzzy modeling process, the Taylor series is firstly used to
approximate the lower and upper bounds of original nonlinear terms f1(x(t)) and
f2(x(t)) in Ai and Bi are obtained as follows:
f
1
(x1(t)) = −2.7142x1(t)2 + 14.6466,





f 2(x1(t)) = 0.0398x1(t)
2 − 0.0741.
The approximations for f1(x1(t)) and f2(x1(t)) can be viewed in Fig. 3.15 and
3.16. In Fig. 3.15 and 3.16, the black curves are the Taylor series used as the upper





















Figure 3.15: The approximation of the nonlinear term f1(x1(t)) by Taylor series.
x1(t)














Figure 3.16: The approximation of the nonlinear term f2(x1(t)) by Taylor series.
To extract more information from the FOU of the IT2 membership functions, we
define f1nom(x1(t)) = f 1(x1(t))− f 1(x1(t)) and f2nom(x1(t)) = f 2(x1(t))− f 2(x1(t)),






Then, the constant lower and upper bounds f
1c
and f 1c for f1(x1(t))−f1nom(x1(t)),
respectively; f
2c
and f 2c for f2(x1(t))− f2nom(x1(t)), respectively, are shown in Fig.
3.17 and 3.18
x1(t)








Figure 3.17: The lower and upper bounds for the nonlinear term f1(x1(t)) −
f1nom(x1(t)).
x1(t)











Figure 3.18: The lower and upper bounds for the nonlinear term f2(x1(t)) −
f2nom(x1(t)).
76
After that, the polynomial forms of f1min(x1(t)), f1max(x1(t)), f2min(x1(t)) and
f2max(x1(t)) can be calculated as follows:
f1min(x1(t)) = f1nom(x1(t)) + f 1c = 0.12996x1(t)
2 + 10.5323
f1max(x1(t)) = f1nom(x1(t)) + f 1c = 0.1299x1(t)
2 + 15.3041
f2min(x1(t)) = f2nom(x1(t)) + f 2c = 0.0037x1(t)
2 − 0.0828
f2max(x1(t)) = f2nom(x1(t)) + f 2c = 0.0037x1(t)
2 − 0.0249
The IT2 membership functions are defined as shown in Table 3.30 and the lower
and upper grades of membership are respectively defined as:




wUi (x(t)) = µM˜ i1(x(t))× µM˜ i2(x(t))
The shape of the IT2 membership functions can be viewed in Fig. 3.19. In the
figures, the black curves represent the upper membership functions wUi (x(t)) while

































































Figure 3.19: The shape of the IT2 membership functions for the inverted pendulum.
Based the IT2 PFMB fuzzy model, a two-rule IT2 polynomial fuzzy controller
is adopted to stabilize the inverted pendulum for each control approach we propose
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in the chapter. The following 2-rule IT2 polynomial fuzzy controller is adopted to
describe the inverted pendulum:
Rule j : IF x1(t) is N˜
j
THEN u(t) = Gjx(t), j = 1, 2. (3.18)
After combining of all the fuzzy rules, we have
u(t) = m1G1x(t) +m2G2x(t). (3.19)
The membership functions are defined:
m1(x(t)) =







≤ x(t) ≤ 0
5pi/12−x(t)
5pi/12
for 0 ≤ x(t) ≤ 5pi
12











≤ x(t) ≤ 0
0.9(5pi/12−x(t))
5pi/12
for 0 ≤ x(t) ≤ 5pi
12
0 for x(t) > 5pi
12
(3.21)
m2(x1(t)) = µN˜2(x1(t)) = 1 −m1(x1(t)), m2(x1(t)) = µN˜2(x1(t)) = 1 −m1(x1(t)),
m1(x1(t)) = µN˜1(x1(t)), m2(x1(t)) = µN˜2(x1(t))) = 1−m1(x1(t)). The type reduc-
tions for the controller κj(x1(t)) = κj(x1(t)) = 0.5, j = 1, 2.
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Table 3.30: Lower and Upper Membership Functions for the Interval Type-2 Fuzzy
Model of the Inverted Pendulum.



















with x2(t) = 0,mp = mpmax with mp = mpmax
= 1kg and Mc = Mcmin = 18kg = 1kg and Mc = Mcmax = 20kg


















with x2(t) = x2max ,mp = mpmax with mp = mpmin = 0.5kg
= 1kg and Mc = Mcmin = 18kg and Mc = Mcmin = 18kg
During the simulations, we set mp = 0.75kg and Mc = 19kg. Based on The-
orem 3.1, the number of sub-domains is 15 and the feedback gains have been
achieved as G1 = [3058.7702 903.6783], G2 = [8307.3853 2486.3838], and X =
[0.2146 − 0.6796;−0.6796 2.2660], the values of hijl and δijl can be found in Ta-
bles 3.31 and 3.32. Based on Theorem 3.2, the order of the polynomial functions
is 8 and the feedback gains have been achieved as G1 = [2330.4394 712.2114],
G2 = [57737.7092 18208.0045] and X = [0.5926 −1.867;−1.867 5.925], the val-
ues of hij(x) can be found in Tables 3.33 and δij are 0.1377, 0.0418, 0.3403, 0.1501,
0.0698, 0.0874, 0.1229, 0.0738, respectively. Based on Theorem 3.3, the number of
sub-domains is 10 and the order of the polynomial functions is 2. The feedback gains
have been achieved as G1 = [2605.0379 777.2866], G2 = [6387.7014 1971.6072]
and X = [0.1024 − 0.3104;−0.3104 0.9994], the coefficients of hijl(x) and δijl
can be found in Tables 3.34 to 3.42. The state response for all the three methods
are shown in Figs. 3.20 to 3.22. In those figures, the bold solid curves are under
the initial condition x(0) = [5pi
12
, 0], the regular solid curves are under the condition
x(0) = [pi
6
, 0], the bold dash curves are under the initial condition x(0) = [−5pi
12
, 0]
and the regular dash curves are under the initial condition x(0) = [−pi
6
, 0]. It can be
found that all the methods can obtain the proper feedback gains, which can stabilize
the inverted pendulum system.
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Time(sec)




























Figure 3.20: The top figure is the responses of x1(t); The figure below is the responses
of x2(t). The number of sub-domains is 15.
Time(sec)




























Figure 3.21: The top figure is the responses of x1(t); The figure below is the responses
of x2(t). The order of polynomial functions is 4.
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Time(sec)




























Figure 3.22: The top figure is the responses of x1(t); The figure below is the responses
of x2(t). The number of sub-domains is 10 and the order of polynomial functions is
2.
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Table 3.31: The values of the approximation of the membership functions in 15
operating sub-domains.
hijl l = 1 l = 2 l = 3 l = 4
h1,1,l 0 0 4.7031× 10−2 7.0439× 10−2
h1,2,l 0 6.8176× 10−2 5.5666× 10−2 2.7433× 10−2
h2,1,l 0 0 2.5932× 10−2 8.6085× 10−2
h2,2,l 0 0 4.9174× 10−2 7.2567× 10−2
h3,1,l 0 1.1565× 10−1 1.1846× 10−1 7.1041× 10−2
h3,2,l 4.7802× 10−1 2.1985× 10−1 8.2821× 10−2 2.3339× 10−2
h4,1,l 0 0 9.2163× 10−2 1.5409× 10−1
h4,2,l 3.5628× 10−16 1.2307× 10−1 1.2201× 10−1 7.1933× 10−2
hijl l = 5 l = 6 l = 7 l = 8
h1,1,l 5.7074× 10−2 2.7512× 10−2 0 0
h1,2,l 8.7599× 10−3 4.6988× 10−4 0 0
h2,1,l 1.9074× 10−1 3.2676× 10−1 4.7178× 10−1 6.0729× 10−1
h2,2,l 5.7459× 10−2 2.7508× 10−2 0 0
h3,1,l 3.0492× 10−2 4.2885× 10−3 0 0
h3,2,l 3.4250× 10−3 4.9829× 10−5 0 0
h4,1,l 1.8437× 10−1 1.3440× 10−1 0 0
h4,2,l 3.0697× 10−2 4.2879× 10−3 0 0
hijl l = 9 l = 10 l = 11 l = 12
h1,1,l 0 2.5654× 10−2 5.5882× 10−2 7.1115× 10−2
h1,2,l 0 2.9456× 10−4 8.1020× 10−3 2.6277× 10−2
h2,1,l 4.7828× 10−1 3.3256× 10−1 1.9748× 10−1 8.9069× 10−2
h2,2,l 0 2.5644× 10−2 5.6237× 10−2 7.3217× 10−2
h3,1,l 0 3.5317× 10−3 2.9045× 10−2 6.8673× 10−2
h3,2,l 0 0 3.1299× 10−3 2.1470× 10−2
h4,1,l 0 1.3122× 10−1 1.8139× 10−1 1.5650× 10−1
h4,2,l 0 3.5304× 10−3 2.9229× 10−2 6.9536× 10−2
hijl l = 13 l = 14 l = 15
h1,1,l 4.8397× 10−2 3.1935× 10−3 3.7174× 10−5
h1,2,l 5.4400× 10−2 6.9670× 10−2 5.0240× 10−3
h2,1,l 2.8573× 10−2 0 0
h2,2,l 5.0594× 10−2 3.3955× 10−3 4.3574× 10−5
h3,1,l 1.1656× 10−1 1.1867× 10−1 7.9094× 10−3
h3,2,l 7.8945× 10−2 2.1157× 10−1 4.6328× 10−1
h4,1,l 9.5255× 10−2 5.7835× 10−3 4.2456× 10−5
h4,2,l 1.1997× 10−1 1.2617× 10−1 8.5626× 10−3
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Table 3.32: The values of δi,j,l in 15 operating sub-domains.
δijl l = 1 l = 2 l = 3 l = 4
δ1,1,l 2.6274× 10−2 7.4757× 10−2 7.2553× 10−2 7.4253× 10−2
δ1,2,l 9.8318× 10−2 4.6323× 10−2 5.8834× 10−2 7.1576× 10−2
δ2,1,l 7.4208× 10−3 5.0715× 10−2 1.2034× 10−1 2.2039× 10−1
δ2,2,l 2.5565× 10−2 7.5792× 10−2 7.4564× 10−2 7.9411× 10−2
δ3,1,l 1.8862× 10−1 1.0246× 10−1 9.9653× 10−2 1.2092× 10−1
δ3,2,l 5.2198× 10−1 3.7442× 10−1 2.3369× 10−1 1.3355× 10−1
δ4,1,l 5.0512× 10−2 1.4504× 10−1 1.4747× 10−1 1.5001× 10−1
δ4,2,l 1.8388× 10−1 9.9090× 10−2 1.0015× 10−1 1.2674× 10−1
δijl l = 5 l = 6 l = 7 l = 8
δ1,1,l 8.9359× 10−2 1.1892× 10−1 1.3763× 10−1 1.3786× 10−1
δ1,2,l 6.0869× 10−2 4.3892× 10−2 2.7949× 10−2 2.0723× 10−2
δ2,1,l 3.1484× 10−1 3.9656× 10−1 5.2822× 10−1 3.9271× 10−1
δ2,2,l 9.8747× 10−2 1.2870× 10−1 1.4987× 10−1 1.5083× 10−1
δ3,1,l 1.0830× 10−1 8.3315× 10−2 4.8936× 10−2 2.2859× 10−2
δ3,2,l 6.4476× 10−2 2.6771× 10−2 1.0024× 10−2 3.5662× 10−3
δ4,1,l 1.2788× 10−1 1.7785× 10−1 2.6230× 10−1 1.6377× 10−1
δ4,2,l 1.1564× 10−1 8.9019× 10−2 5.2762× 10−2 2.4884× 10−2
δijl l = 9 l = 10 l = 11 l = 12
δ1,1,l 1.3786× 10−1 1.2054× 10−1 9.0311× 10−2 7.4140× 10−2
δ1,2,l 2.7408× 10−2 4.3089× 10−2 6.0250× 10−2 7.0945× 10−2
δ2,1,l 5.2172× 10−1 4.0046× 10−1 3.2037× 10−1 2.2588× 10−1
δ2,2,l 1.5083× 10−1 1.3021× 10−1 9.9616× 10−2 7.9446× 10−2
δ3,1,l 4.7473× 10−2 8.1945× 10−2 1.0759× 10−1 1.2023× 10−1
δ3,2,l 9.5668× 10−3 2.6314× 10−2 6.2006× 10−2 1.2998× 10−1
δ4,1,l 2.5940× 10−1 1.7927× 10−1 1.2910× 10−1 1.4991× 10−1
δ4,2,l 5.1212× 10−2 8.7565× 10−2 1.1444× 10−1 1.2698× 10−1
δijl l = 13 l = 14 l = 15
δ1,1,l 7.2792× 10−2 7.3930× 10−2 2.8239× 10−2
δ1,2,l 6.0437× 10−2 4.5166× 10−2 9.4472× 10−2
δ2,1,l 1.2368× 10−1 5.3896× 10−2 8.3844× 10−3
δ2,2,l 7.4897× 10−2 7.5141× 10−2 2.7476× 10−2
δ3,1,l 1.0224× 10−1 1.0014× 10−1 1.8271× 10−1
δ3,2,l 2.2813× 10−1 3.6728× 10−1 5.1405× 10−1
δ4,1,l 1.4807× 10−1 1.4278× 10−1 5.4192× 10−2
δ4,2,l 1.0236× 10−1 9.6156× 10−2 1.7929× 10−1
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h1,1 1.0145× 10−1 3.1014× 10−4 −2.8436× 10−1 −4.8375× 10−4
h1,2 −5.3016× 10−2 −2.6151× 10−4 −2.2206× 10−3 4.0788× 10−4
h2,1 −5.5728× 10−1 −3.9947× 10−3 1.9424 6.2306× 10−3
h2,2 1.0461× 10−1 3.2663× 10−4 −2.8677× 10−1 −5.0947× 10−4
h3,1 −2.9856× 10−2 −1.5559× 10−4 −1.6686× 10−1 2.4269× 10−4
h3,2 −2.3363× 10−4 1.2647× 10−4 3.0810× 10−1 −1.9726× 10−4
h4,1 4.1803× 10−1 3.4263× 10−3 −1.1541 −5.3441× 10−3








h1,1 1.1524× 10−1 1.3834× 10−4 1.3144× 10−1
h1,2 1.4673× 10−1 −1.1663× 10−4 1.8073× 10−2
h2,1 −2.2525 −1.7816× 10−3 9.0301× 10−1
h2,2 1.0339× 10−1 1.4570× 10−4 1.4319× 10−1
h3,1 3.8561× 10−1 −6.9408× 10−5 2.0092× 10−2
h3,2 5.5146× 10−2 5.6405× 10−5 3.9041× 10−3
h4,1 6.7062× 10−1 1.5281× 10−3 1.8649× 10−1
h4,2 4.0930× 10−1 −6.1030× 10−5 2.2118× 10−2
Table 3.34: The approximation of the membership functions for the 10 sub-domains
and second order polynomial approximation function.
h1,1,l l = 1 l = 2 l = 3 l = 4
x21 4.6620× 10−1 −1.5161× 10−1 −3.6559× 10−1 −1.4877× 10−1
x11 1.2938 −1.5449× 10−2 −3.7100× 10−1 −1.5630× 10−1
x01 8.9399× 10−1 1.9920× 10−1 5.1453× 10−2 1.0476× 10−1
h1,1,l l = 5 l = 6 l = 7 l = 8
x21 3.0068× 10−1 3.0850× 10−1 −1.3684× 10−1 −3.6492× 10−1
x11 8.2222× 10−2 −8.3993× 10−2 1.4685× 10−1 3.7007× 10−1
x01 1.3729× 10−1 1.3736× 10−1 1.0659× 10−1 5.1774× 10−2
h1,1,l l = 9 l = 10
x21 −1.6484× 10−1 4.4270× 10−1
x11 3.9599× 10−2 −1.2386
x01 1.8822× 10−1 8.6166× 10−1
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Table 3.35: The approximation of the membership functions for the 10 sub-domains
and second order polynomial approximation function.
h1,2,l l = 1 l = 2 l = 3 l = 4
x21 −1.2312 −4.9023× 10−1 −1.4781× 10−2 1.5498× 10−1
x11 −2.5025 −9.3982× 10−1 −1.7729× 10−1 1.3093× 10−2
x01 −1.1653 −3.3994× 10−1 −3.3337× 10−2 2.0223× 10−2
h1,2,l l = 5 l = 6 l = 7 l = 8
x21 1.5431× 10−1 1.5460× 10−1 1.5630× 10−1 −5.2047× 10−3
x11 1.4497× 10−2 −1.4597× 10−2 −1.4119× 10−2 1.6478× 10−1
x01 2.0678× 10−2 2.0685× 10−2 2.0417× 10−2 −2.9289× 10−2
h1,2,l l = 9 l = 10
x21 −4.7111× 10−1 −1.2057
x11 9.0486× 10−1 2.4425
x01 −3.2403× 10−1 −1.1302
Table 3.36: The approximation of the membership functions for the 10 sub-domains
and second order polynomial approximation function.
h2,1,l l = 1 l = 2 l = 3 l = 4
x21 4.6112× 10−1 9.5347× 10−1 8.5752× 10−1 1.5201× 10−1
x11 1.1691 2.2217 2.0959 1.3701
x01 7.4097× 10−1 1.3043 1.2646 1.0767
h2,1,l l = 5 l = 6 l = 7 l = 8
x21 −9.0836× 10−1 −9.0140× 10−1 1.2296× 10−1 8.4426× 10−1
x11 8.1044× 10−1 −8.1455× 10−1 −1.3471 −2.0784
x01 1.0006 1.0010 1.0722 1.2589
h2,1,l l = 9 l = 10
x21 9.6006× 10−1 4.8314× 10−1
x11 −2.2337 −1.2208
x01 1.3098 7.7124× 10−1
85
Table 3.37: The approximation of the membership functions for the 10 sub-domains
and second order polynomial approximation function.
h2,2,l l = 1 l = 2 l = 3 l = 4
x21 5.1289× 10−1 −1.3647× 10−1 −3.7773× 10−1 −1.6290× 10−1
x11 1.4040 2.8767× 10−2 −3.7045× 10−1 −1.5910× 10−1
x01 9.5822× 10−1 2.2886× 10−1 6.3592× 10−2 1.1569× 10−1
h2,2,l l = 5 l = 6 l = 7 l = 8
x21 3.0798× 10−1 3.1630× 10−1 −1.5055× 10−1 −3.7758× 10−1
x11 9.0541× 10−2 −9.2437× 10−2 1.4931× 10−1 3.7020× 10−1
x01 1.4969× 10−1 1.4976× 10−1 1.1758× 10−1 6.3693× 10−2
h2,2,l l = 9 l = 10
x21 −1.5071× 10−1 4.8851× 10−1
x11 −2.7661× 10−3 −1.3467
x01 2.1704× 10−1 9.2468× 10−1
Table 3.38: The approximation of the membership functions for the 10 sub-domains
and second order polynomial approximation function.
h3,1,l l = 1 l = 2 l = 3 l = 4
x21 −1.7554 −8.3022× 10−1 −1.1326× 10−1 2.2662× 10−1
x11 −3.5318 −1.5870 −4.4344× 10−1 −6.7275× 10−2
x01 −1.5715 −5.4761× 10−1 −9.0216× 10−2 1.4338× 10−2
h3,1,l l = 5 l = 6 l = 7 l = 8
x21 1.7454× 10−1 1.7018× 10−1 2.3041× 10−1 −9.6629× 10−2
x11 −8.1975× 10−2 8.3076× 10−2 6.4334× 10−2 4.2169× 10−1
x01 1.4060× 10−2 1.4007× 10−2 1.4895× 10−2 −8.3172× 10−2
h3,1,l l = 9 l = 10
x21 −8.0397× 10−1 −1.7260
x11 1.5390 3.4628
x01 −5.2576× 10−1 −1.5311
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Table 3.39: The approximation of the membership functions for the 10 sub-domains
and second order polynomial approximation function.
h3,2,l l = 1 l = 2 l = 3 l = 4
x21 2.5301 1.6412 8.6529× 10−1 3.3563× 10−1
x11 3.8098 1.9434 7.1162× 10−1 1.3990× 10−1
x01 1.6508 6.6944× 10−1 1.7901× 10−1 2.3737× 10−2
h3,2,l l = 5 l = 6 l = 7 l = 8
x21 7.8867× 10−2 7.6635× 10−2 3.2396× 10−1 8.4483× 10−1
x11 −7.1441× 10−3 7.5977× 10−3 −1.3072× 10−1 −6.8485× 10−1
x01 2.2232× 10−3 2.2106× 10−3 2.1973× 10−2 1.7033× 10−1
h3,2,l l = 9 l = 10
x21 1.6148 2.5027
x11 −1.8952 −3.7452
x01 6.4749× 10−1 1.6130
Table 3.40: The approximation of the membership functions for the 10 sub-domains
and second order polynomial approximation function.
h4,1,l l = 1 l = 2 l = 3 l = 4
x21 8.7218× 10−1 −1.3713× 10−1 −8.1111× 10−1 −9.3551× 10−1
x11 2.4218 2.9662× 10−1 −7.8530× 10−1 −9.4063× 10−1
x01 1.6757 5.5502× 10−1 1.1963× 10−1 7.2030× 10−2
h4,1,l l = 5 l = 6 l = 7 l = 8
x21 −4.7664× 10−1 −4.8665× 10−1 −9.2984× 10−1 −8.2383× 10−1
x11 −7.1822× 10−1 7.2261× 10−1 9.3607× 10−1 8.0189× 10−1
x01 9.9676× 10−2 9.9304× 10−2 7.2923× 10−2 1.1427× 10−1
h4,1,l l = 9 l = 10
x21 −1.6425× 10−1 8.3891× 10−1
x11 −2.4703× 10−1 −2.3437
x01 5.3245× 10−1 1.6299
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Table 3.41: The approximation of the membership functions for the 10 sub-domains
and second order polynomial approximation function.
h4,2,l l = 1 l = 2 l = 3 l = 4
x21 −1.8439 −8.9784× 10−1 −1.4843× 10−1 2.2216× 10−1
x11 −3.6736 −1.6852 −4.9073× 10−1 −8.1536× 10−2
x01 −1.6229 −5.7624× 10−1 −9.8865× 10−2 1.4630× 10−2
h4,2,l l = 5 l = 6 l = 7 l = 8
x21 1.7953× 10−1 1.7495× 10−1 2.2661× 10−1 −1.3070× 10−1
x11 −9.0200× 10−2 9.1369× 10−2 7.8075× 10−2 4.6756× 10−1
x01 1.5312× 10−2 1.5254× 10−2 1.5287× 10−2 −9.1356× 10−2
h4,2,l l = 9 l = 10
x21 −8.7077× 10−1 −1.8140
x11 1.6357 3.6032
x01 −5.5370× 10−1 −1.5816
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Table 3.42: The values of δi,j,l in 10 sub-domains and second order polynomial
approximation function.
δijl l = 1 l = 2 l = 3 l = 4
δ1,1,l 1.9484× 10−2 4.7033× 10−2 7.7075× 10−2 1.0784× 10−1
δ1,2,l 2.7531× 10−2 4.1153× 10−2 4.1923× 10−2 3.8262× 10−2
δ2,1,l 9.6909× 10−3 5.3756× 10−2 1.3973× 10−1 2.4828× 10−1
δ2,2,l 1.7818× 10−2 4.9137× 10−2 8.4720× 10−2 1.1851× 10−1
δ3,1,l 6.3379× 10−2 7.0933× 10−2 7.0916× 10−2 6.1923× 10−2
δ3,2,l 8.8342× 10−2 8.6590× 10−2 6.2603× 10−2 3.0159× 10−2
δ4,1,l 3.7702× 10−2 8.2447× 10−2 1.1525× 10−1 1.2322× 10−1
δ4,2,l 5.5663× 10−2 7.3143× 10−2 7.4138× 10−2 6.7932× 10−2
δijl l = 5 l = 6 l = 7 l = 8
δ1,1,l 1.3769× 10−1 1.3769× 10−1 1.0877× 10−1 7.8031× 10−2
δ1,2,l 2.6223× 10−2 2.5871× 10−2 3.7954× 10−2 4.1906× 10−2
δ2,1,l 3.4382× 10−1 3.4234× 10−1 2.5158× 10−1 1.4290× 10−1
δ2,2,l 1.5012× 10−1 1.5011× 10−1 1.1949× 10−1 8.5813× 10−2
δ3,1,l 4.0716× 10−2 3.9936× 10−2 6.1422× 10−2 7.0861× 10−2
δ3,2,l 9.5257× 10−3 9.1378× 10−3 2.9295× 10−2 6.1582× 10−2
δ4,1,l 1.2453× 10−1 1.2304× 10−1 1.2325× 10−1 1.1588× 10−1
δ4,2,l 4.4543× 10−2 4.3678× 10−2 6.7407× 10−2 7.4294× 10−2
δijl l = 9 l = 10
δ1,1,l 4.7940× 10−2 2.0240× 10−2
δ1,2,l 4.1324× 10−2 2.8190× 10−2
δ2,1,l 5.5793× 10−2 1.0439× 10−2
δ2,2,l 5.0220× 10−2 1.8609× 10−2
δ3,1,l 7.0978× 10−2 6.3788× 10−2
δ3,2,l 8.6268× 10−2 8.8056× 10−2
δ4,1,l 8.3734× 10−2 3.9046× 10−2
δ4,2,l 7.3373× 10−2 5.6481× 10−2
3.3 Conclusion
In this chapter, the stability analysis of PFMB control system equipped with IT2
membership functions has been conducted. The imperfectly matched membership
functions have been considered and the information of IT2 membership functions
has been contained in the analysis, which contributes to further relaxation of the
stability conditions. Three approaches for developing the stability conditions of
the IT2 PFMB control systems have been proposed. The first approach is able
to achieve more relaxed stability conditions through utilizing the information of
membership functions in sub-domains. The second approach can relax the sta-
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bility conditions by introducing polynomial-approximation-functions instead. The
third approach can obtain relaxed stability conditions by employing polynomial-
approximation-functions to approximate the original IT2 membership functions in





Control Design of IT2 PFMB
Control System
In this chapter, the output tracking control issues of polynomial-fuzzy-model-based
(PFMB) systems equipped with mismatched interval type-2 (IT2) membership func-
tions are investigated. The output-feedback tracking control system is shown in
Fig. 4.1 and the control objective is to attenuate the difference between the out-
put of the nonlinear plant represented by an IT2 polynomial fuzzy model (y(t))
and the reference model (yr(t)) as much as possible by proper control input u(t).
The output-feedback IT2 polynomial fuzzy controller connected with the nonlinear
plant in a closed loop drives the system states of the nonlinear plant to track those
of a stable reference model. The system stability is investigated based on the Lya-
punov stability theory under the sum-of-squares (SOS)-based analysis approach and
the SOS-based stability conditions are derived subjecting to an H∞ performance.
In addition, the IT2 polynomial fuzzy controller does not need to share the same
membership functions with the plant. Moreover, the information of membership
functions is included in the analysis to facilitate the analysis and relax the stabil-
ity conditions. Numerical and experimental examples are presented to verify the












Figure 4.1: A block diagram of IT2 PFMB output feedback tracking control systems.
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4.1 Reference Model and IT2 Polynomial Fuzzy
Controller
The IT2 fuzzy model used in the tracking control system is defined in the same way
in Chapter 2, which can be found in section 2.2.1. Here we need only define the
reference model used to be tracked and the IT2 fuzzy controller for tracking design.
4.1.1 Reference Model
A stable reference model is defined as follows:
x˙r(t) = Arxˆr(xr(t)) + Brr(t),
yr(t) = Cxˆr(xr(t)), (4.1)
where xr(t) ∈ <n is the state vector of the reference model, which needs to be
followed by the fuzzy model, xˆr(xr(t)) ∈ <N is a vector of monomials in xr(t) as the
entries, Ar ∈ <n×N and Br ∈ <n×m are the constant system and input matrices,
respectively, r(t) ∈ <m is the reference input vector, yr(t) ∈ <q is the output vector
of the reference model.
4.1.2 IT2 Output-Feedback Polynomial Fuzzy Controller
An output-feedback polynomial fuzzy controller is proposed to drive the system
states of the nonlinear plant in the form of (2.12) to follow those of the stable
reference model (4.1).
Define the state error in polynomial form as
eˆ(t) = xˆ(x(t))− xˆr(xr(t)). (4.2)
From (2.12), (4.1) and (4.2), the output error is defined as follows:
ey(t) = y(t)− yr(t) = Ceˆ(t). (4.3)
An output-feedback IT2 polynomial fuzzy controller with c rules is employed
to stabilise the plant represented by the IT2 polynomial fuzzy model (2.12). The
format of the IT2 polynomial fuzzy controller is as follows:
Rule j : IF g1(y(t)) is N˜
j
1 AND · · · AND gΩ(y(t)) is N˜ jΩ
THEN u(t) = Fj(h(t))ey(t) + Gj(h(t))yr(t), (4.4)
where N˜ jβ is an IT2 fuzzy term of rule j corresponding to function gβ(y(t)), where
β = 1, 2, . . ., Ω and j = 1, 2, . . ., c; Ω is a positive integer. Define h(t) =
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[y(t) yr(t)]. Fj(h(t)) ∈ <m×q and Gj(h(t)) ∈ <m×q, j = 1, 2,. . ., c, are the poly-
nomial gains to be determined. Along the same way in fuzzy model, the membership























in which 0 ≤ µN˜jβ(gβ(y(t))) ≤ 1 and 0 ≤ µN˜ iβ(gβ(y(t))) ≤ 1 denote the upper and
lower grades of membership governed by the upper and lower membership functions,
respectively. By the definition of IT2 membership functions, the property 0 ≤
µ
N˜jβ
(gβ(y(t))) ≤ µN˜jβ(gβ(y(t))) ≤ 1 holds and further leads to the 0 ≤ m
L
j (y(t)) ≤
mUj (y(t)) ≤ 1 valid for all j.
Also we define m˜j(y(t)) as follows:
m˜j(y(t)) =κj(y(t))m
L
j (y(t)) + κj(y(t))m
U
j (y(t)), (4.8)
0 ≤ κj(y(t)) ≤ 1, (4.9)
0 ≤ κj(y(t)) ≤ 1, (4.10)
κj(y(t)) + κj(y(t)) = 1 ∀ j, (4.11)
where κj(y(t)) and κj(y(t)) are nonlinear functions to be determined.








m˜j(y(t)) = 1, m˜j(y(t)) ≥ 0 ∀ j. (4.13)
4.2 Stability Analysis
For brevity, in the following analysis in this chapter, w˜i(y(t)) is denoted as w˜i and
m˜j(y(t)) is denoted as m˜j, also the time t associated with the variables is dropped for
the situation without ambiguity, e.g., h(t), x(t), xˆr(xr(t)) and xˆ(x(t)) are denoted
as h, x, xˆr(xr) and xˆ(x), respectively.
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Considering the polynomial fuzzy model (2.12) and the output-feedback polyno-













in which x = [x1, x2, . . . , xn]
T and xˆ(x) = [xˆ1(x), xˆ2(x), . . . , xˆN(x)].











, α = 1, 2, . . . , N ; β = 1, 2, . . . , n. (4.16)














where A˜i(x) = T(x)Ai(x), B˜i(x) = T(x)Bi(x). Similarly, denote xr = [xr1 , xr2 , . . . , xrn ]
T
and xˆ(xr) = [xˆr1(xr), xˆr2(xr), . . . , xˆrN (xr)]
T . From (4.1), we have the polynomial






= H(xr)x˙r = A˜rxˆ(xr) + B˜rr, (4.18)





, α = 1, 2, . . . , N ; β = 1, 2, . . . , n. (4.19)
From the polynomial dynamic models for the plant and reference, the state error
can be achieved as












w˜im˜j(A˜i(x)− A˜r + B˜i(x)Gj(h)C)xˆr(xr)− B˜rr. (4.20)
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4.2.1 Basic Stability Analysis
To facilitate the stability analysis of error system (4.20), we define an augmented vec-
tor vˆ = Γ−1eˆ, where Γ = [CT (CCT )−1 ortc(CT )] ∈ <N×N and ortc(CT ) denotes
the orthogonal complement of CT [71, 80]. Consequently, we have CΓ = [Il 0],
where Iq ∈ <q×q is the identity matrix.





∈ <N×N [71, 80],
X11 ∈ <q×q and X22(x˜) ∈ <(N−q)×(N−q); x˜ = (xj1 , xj2 , . . . , xjq , xrk1 , xrk2 , . . . , xrks );
the row indices J = {j1, j2, . . . , jq} and K = {k1, k2, . . . , ks} are the rows indicating
that the entire row of Bi(xr) and Br(x) are all zeros, respectively [36]. As X(x˜) is
required to be positive definite, it implies that the inverse of X11 and X22(x˜) exist.
Using the fact that Fj(h)CΓX(x˜) = [Mj(h) 0] and Gj(h)CΓX(x˜) = [Nj(h) 0],
where Mj(h) = Fj(h)X11 ∈ <m×q and Nj(h) = Gj(h)X11 ∈ <m×q, it follows from
(4.20) and the augmented vector vˆ that we obtain the augmented system dynamics
˙ˆv as follows:











































−1(A˜i(x)− A˜r)ΓX(x˜) + Γ−1B˜i(x)















ij (x,xr) = Γ
−1A˜i(x)ΓX(x˜)+


















proceeding further, the lemma 2 is introduced to support the stability analysis.
With Lemma 2, the term dX(x˜)
−1
dt




































Consider the following polynomial Lyapunov function candidate to investigate
the stability of the augmented system (4.21):
V (t) = vˆTX(x˜)−1vˆ. (4.23)
It follows from (4.21) and (4.23) that we have




















































 ,Ξ11ij (x,xr) = Φ(1)ij (x,xr)+Φ(1)ij (x,xr)T+






w˜im˜jΞij(x,xr) < 0, (4.26)
we have
V˙ (t) ≤ −zT1 z1 + σ21zT2 z2 + σ22zT3 z3. (4.27)
Considering the termination time of control tf and taking integration on both
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sides of (4.27) with respect to time t, we obtain the following H∞ performance:∫ tf
0










where the tracking performance can be improved with smaller values of σ1 > 0 and
σ2 > 0.
In order to ensure (4.26) to be valid, the basic stability condition can be derived
by requiring Ξij(x,xr) < 0 for all i and j. The basic results can be summarized as
the following theorem [80]:
Theorem 4.1. The IT2 PFMB system (4.14), which is formed by a nonlinear plant
represented by the IT2 polynomial fuzzy model and the IT2 polynomial fuzzy con-
troller connected in a closed loop, in which the states are driven to follow those of
the stable reference model (4.1) subject to H∞ performance (4.28) if there exist poly-
nomial matrices Mj(h) ∈ <m×q, Nj(h) ∈ <m×q, X(x˜) = X(x˜)T ∈ <N×N such that
the following SOS-based conditions are satisfied:
νT (X(x˜)− ε1(x˜)I)ν is SOS;
− ρT (Ξij(x,xr) + ε2(x,xr)I)ρ is SOS ∀i, j, (4.29)
where ν ∈ <N is an arbitrary vector independent of x and xr, ρ ∈ <2N+m is an
arbitrary vector independent of x and xr, ε1(x˜) > 0, ε2(x,xr) > 0 are predefined
scalar polynomials.
Remark 4.1. From Theorem 4.1, it can be found that the stability conditions are
clear and straightforward. However, the information of the membership functions
has not been included in the conditions, which means the stability conditions in The-
orem 4.1 are unnecessarily valid for all kinds of membership functions. In the real
application, only the specific membership functions adopted in the plants and con-
trollers need to be considered. Therefore, there is conservativeness lying in the basic
stability conditions. In order to reduce the conservativeness and further relax the
stability conditions, the membership-function-dependent analysis will be introduced
in the following section.
4.2.2 Membership-Function-Dependent Stability Analysis
In order to guarantee the stability of the system, the stability condition (4.26) has
to be satisfied. However, as w˜im˜j ≡ h˜ij(y) is a function of y, the stability condition
(4.26) has to be satisfied for all values of membership grades implying an infinite
number of stability conditions. Consequently, when the membership functions h˜ij(y)
are incorporated into the stability conditions, it is not practical to find a feasible
solution to the stability conditions of infinite number. In this section, we propose
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a technique to bring the information of membership functions into the stability
analysis, which avoids turning the number of stability conditions into infinity but
still can achieve more relaxed stability conditions.
To facilitate the stability analysis and bring the information of membership func-
tions into the analysis, a discretization process is applied to the membership func-
tions. The whole operating domain Φ is divided into L connected sub-domains, Φl,
l = 1, 2, . . . , L such that Φ =
⋃L
l=1 Φl. We denote the portion of h˜ij(y) where y ∈ Φl
(the portion of h˜ij(y) in the l-th sub-domain) as h˜ijl such that h˜ij(y) =
⋃L
l=1 h˜ijl(y).
Then we can construct the linear and upper linear function in very sub-domain,
which guarantee that the FOU in sub-domains is between the upper and lower lin-
ear functions.
In the following, we conduct the stability analysis sub-domain by sub-domain by
utilizing the information of h˜ijl(y) for y ∈ Φl. Once the control system operated in
every sub-domain is guaranteed to be stable, the whole control system is guaranteed













(hijl(y) + h˜ijl(y)− hijl(y))zTΞij(x,xr)z < 0,x ∈ Φl, l = 1, 2, . . . ,L,
(4.30)
where hijl(y) ≥ 0 is a function, which is an estimate of hijl(y) to be determined and
it is always hold that hijl(y) ≤ hijl(y). Meanwhile, we define some non-negative
matrices Yijl(x,xr) = Yijl(x,xr)
T ∈ <(2N+m)×(2N+m) ≥ 0, which is required to


























hijl(y)Ξij(x,xr) + (h˜ijl(y)− hijl(y))Yijl(x,xr)
)
z,x ∈ Φl,
l = 1, 2, . . . ,L. (4.31)
In every sub-domain, we define the functions hijl(y) ≥ h˜ijl(y). Then the stability



















zT (hˆijl(y)Ξij(x,xr) + δijl(y)Yijl(x,xr))z < 0, (4.32)
where δijl(y) = hijl(y)− hijl(y).
In order to further relax the stability analysis results, we bring the state infor-
mation from each sub-domain into the stability analysis. Defining the slack matrices
Sl(y) = S
T




















∈ <q and yl ∈ <q are the lower and upper bound of y in the l-th sub-
domain, l = 1, 2, . . . , L; D = diag{d1, d2, . . . , dq} ∈ <q×q is a diagonal matrix whose
element is either 0 or 1. When dr = 0, r = 1, 2,. . ., m, the state information of yr
is not included. Combining the stability condition in (4.26) with the information of
membership functions, the results can be summarized as in the following theorem.
Theorem 4.2. The IT2 PFMB system (4.14), which is formed by a nonlinear plant
represented by the IT2 polynomial fuzzy model and the IT2 polynomial fuzzy con-
troller connected in a closed loop, in which the states are driven to follow those
of the stable reference model (4.1) subject to H∞ performance (4.28) if there exist
polynomial matrices Sl(y) = Sl(y)
T ∈ <N×N ≥ 0, Fj(h) ∈ <m×q, Gj(h) ∈ <m×q,
X(x˜) = X(x˜)T ∈ <N×N , Yijl(x,xr) = Yijl(x,xr)T ∈ <N×N , i = 1, 2, . . ., p, j = 1,
2, . . ., c, l = 1, 2, . . ., L, such that the following SOS-based conditions are satisfied:
νT (Sl(y)− ε1(y)I)ν is SOS ∀l;
νT (X(x˜)− ε2(x˜)I)ν is SOS;
ρT (Yijl(x,xr)− ε3(x,xr)I)ρ is SOS ∀i, j, l;








)TD(yl − y)Sl(y) + ε5(x,xr,y)I
)
ρ is SOS ∀l, (4.34)
where ν ∈ <N is an arbitrary vector independent of x, xy and y, ρ ∈ <2N+m is an
arbitrary vector independent of x, xr and y, hˆijl(y) and δijl(y) are linear functions
defined by hijl(y) and hijl(y); D = diag{d1, d2, . . . , dq} ∈ <q×q is a predefined di-
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agonal matrix; ε1(y) > 0, ε2(x˜) > 0, ε3(x,xr) > 0, ε4(x,xr) > 0, ε5(x,xr,y) > 0
are predefined scalar polynomials for numerical reason; y
l
and yl are the predefined
lower and upper bounds of y in the l-th sub-domain.
4.3 Simulation Examples
4.3.1 Numerical Example
Example 1: To demonstrate the effectiveness of the proposed approach, we design
a polynomial fuzzy control system equipped with different model and control fuzzy
rules to track the states of the reference using only the system output.








































C = [1 0].
Give that C = [1 0], we have the output y = Cxˆ(x) = x1 in this simulation.
The membership functions are chosen as w1(x1) = 1 − 1/(1 + e(−x1+3.5)), w3(x1) =
1− 1/(1 + e(−x1−3.5)), w2(x1) = 1−w1(x1)−w3(x1); w1(x1) = 1− 1/(1 + e(−x1+2.5)),
w3(x1) = 1− 1/(1 + e(−x1−2.5)), w2(x1) = 1− w1(x1)− w3(x1);
m1(x1) =

1 for x1 < −5.2
−x1+4.8
10
for − 5.2 ≤ x1 ≤ 4.8





1 for x1 < −4.8
−x1+5.2
10
for − 4.8 ≤ x1 ≤ 5.2
0 for x1 > 5.2
, (4.36)
m2(x1) = 1−m1(x1) and m2(x1) = 1−m1(x1).













and the output matrix is C = [1 0].
It should be noted in this example that the number of fuzzy rules and the mem-
bership functions employed for the polynomial model and the polynomial fuzzy
controller are different, which can reduce the controller implementation cost when
a less number of membership functions is employed in the controller.
Referring to Theorem 4.2, we choose ε1(y) = ε2(x˜) = ε3(x,xr) = ε4(x,xr) =
ε5(x,xy,y) = 0.001; X(x˜) as a polynomial of degree 0; Mj(x1) and Nj(x1), j =
1, 2, . . ., c are polynomials with monomials in x1 of degree 0, Sl(x1) is of degree
0. Throughout this example, the membership functions w˜i(x1) and m˜j(x1) used in
the simulations are gained from type reduction in (2.8) and (4.8) where λ1(x1) =
(sin(5x1)+1)/2, λ1(x1) = 1−λ1(x1), λ3(x1) = (cos(5x1)+1)/2, λ3(x1) = 1−λ3(x1),
w˜2(x1) = 1 − w˜1(x1) − w˜3(x1), κj(x1) = κj(x1) = 0.5, j = 1, 2. The number of
sub-domains used in the simulation is 20, i.e., L = 20. The values of the coefficients
of hijl(y) and δijl(y) can be viewed in Table 4.1 to 4.12.
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Figure 4.2: Tracking control performance for x1(t) with σ1 = 2.4212 and σ2 = 0.1507.
On the top left hand side, the sub-figure shows the simulation time from 0 to 100
seconds, on the top right hand side, the simulation time is from 0 to 1 second. The
dashed curves are for the controlled trajectory of the response in the fuzzy system
(x1(t)), and the solid curves are the trajectory of response in the reference model
(xr1(t)). The low two sub-figures show the difference between x1(t) and xr1(t).
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Figure 4.3: Tracking control performance for x2(t) with σ1 = 2.4212 and σ2 = 0.1507.
On the top left hand side, the sub-figure shows the simulation time from 0 to 100
seconds, on the top right hand side, the simulation time is from 0 to 1 second. The
dashed curves are for the controlled trajectory of the response in the fuzzy system
(x2(t)), and the solid curves are the trajectory of response in the reference model
(xr2(t)). The below two sub-figures show the difference between x2(t) and xr2(t).
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Figure 4.4: The control input with σ1 = 2.4212 and σ2 = 0.1507. On the top side,
the sub-figure shows the simulation time from 0 to 100 seconds, on the down side,
the simulation time is from 0 to 1 second.
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Figure 4.5: Tracking control performance for x1(t) with σ1 = 10 and σ2 = 10. On the
top left hand side, the sub-figure shows the simulation time from 0 to 100 seconds,
on the top right hand side, the simulation time is from 0 to 1 second. The dashed
curves are for the controlled trajectory of the response in the fuzzy system (x1(t)),
and the solid curves are the trajectory of response in the reference model (xr1(t)).
The below two sub-figures show the difference between x1(t) and xr1(t).
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Figure 4.6: Tracking control performance for x2(t) with σ1 = 10 and σ2 = 10. On the
top left hand side, the sub-figure shows the simulation time from 0 to 100 seconds,
on the top right hand side, the simulation time is from 0 to 1 second. The dashed
curves are for the controlled trajectory of the response in the fuzzy system (x2(t)),
and the solid curves are the trajectory of response in the reference model (xr2(t)).
The below two sub-figures show the difference between x2(t) and xr2(t).
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Figure 4.7: The control input with σ1 = 2.4212 and σ2 = 0.1507. On the top side,
the sub-figure shows the simulation time from 0 to 100 seconds, on the down side,
the simulation time is from 0 to 1 second.
The simulations have been done under two cases according to different sets of H∞
performance parameters of σ1 and σ2. The proposed fuzzy controller is employed
to control the nonlinear plant subject to the initial conditions x(0) = [0 0]T and
xr(0) = [0.5 0]
T .
In the first case, we investigate the tracking performance with the smallest values
of σ1 and σ2. To obtain the smallest values of σ1 and σ2, the summation of σ1 and
σ2 can be set as the objective function in SOSTOOLS and further be minimized
to achieve better performance. In the second case, we consider σ1 = σ2 = 10 as
sufficiently large set of values to investigate the tracking performance for comparison
purposes.
Through the two cases, the influence of H∞ performance parameters σ1 and σ2
can be demonstrated through performing time response simulation. For the first





and the feedback gains as F1 = −3.3649, F2 = −2.9116, G1 = −0.0569, G2 =
−0.0570. The time response simulations are shown in Figs. 4.2 to 4.4 under σ1 =
2.4212 and σ2 = 0.1507.






and the feedback gains as F1 = −4.2141, F2 = −3.0289,
G1 = −0.0700 and G2 = −0.0318. The time response simulations are shown in Fig.
4.5 and 4.6 under σ1 = 10 and σ2 = 10.
It can be seen from Figs. 4.2 to 4.6 that when σ1 and σ2 are small, the per-
formance of the tracking control is decent that the states of fuzzy model can track
closely the those of the reference model. But when the value of σ1 and σ2 are in-
creased to 10 in the second case, the tracking error becomes obvious, especially for
x1(t) in Fig. 4.5 that the tracking error of x1(t) is larger than its counterparts in the
first cases. In Fig. 4.6, there are also some higher spikes in the error of x2(t), which
are larger than their counterparts in the first case. From the simulation results, it
reveals that good tracking performance can be achieved by using smaller values of
σ1 and σ2, which verify the analysis result.
Remark 4.2. When Theorem 4.1 in [80] is applied to facilitate the stability analysis,
there is no feasible solution can be found. It can be seen that through incorporating
the information of membership functions into the stability analysis, the analysis
results can be further relaxed by adopting Theorem 4.2.
Table 4.1: The coefficients of the approximation of the membership functions in 20
operating sub-domains.
h1,1,l l = 1 l = 2 l = 3 l = 4
x11 −2.5690× 10−3 −6.9168× 10−3 −1.8325× 10−2 −4.6546× 10−2
x01 9.7281× 10−1 9.3368× 10−1 8.4241× 10−1 6.4487× 10−1
h1,1,l l = 5 l = 6 l = 7 l = 8
x11 −1.2292× 10−1 −2.5388× 10−1 −2.6673× 10−1 −1.6878× 10−1
x01 1.8663× 10−1 −4.6819× 10−1 −5.1958× 10−1 −2.2572× 10−1
h1,1,l l = 9 l = 10 l = 11 l = 12
x11 −7.3779× 10−2 −2.6331× 10−2 −8.2447× 10−3 −2.5738× 10−3
x01 −3.5725× 10−2 1.1723× 10−2 1.1723× 10−2 6.0525× 10−3
h1,1,l l = 13 l = 14 l = 15 l = 16
x11 −6.9042× 10−4 −2.1458× 10−4 0 0
x01 2.2858× 10−3 8.5831× 10−4 0 0
h1,1,l l = 17 l = 18 l = 19 l = 20
x11 0 0 0 0
x01 0 0 0 0
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Table 4.2: The coefficients of the approximation of the membership functions in 20
operating sub-domains.
h1,2,l l = 1 l = 2 l = 3 l = 4
x11 0 0 0 0
x01 0 0 0 0
h1,2,l l = 5 l = 6 l = 7 l = 8
x11 0 0 6.7957× 10−2 −1.6980× 10−2
x01 0 0 2.7183× 10−1 1.7017× 10−2
h1,2,l l = 9 l = 10 l = 11 l = 12
x11 −2.3373× 10−2 −1.4443× 10−2 −7.2967× 10−3 −3.3417× 10−3
x01 4.2311× 10−3 1.3161× 10−2 1.3161× 10−2 9.2058× 10−3
h1,2,l l = 13 l = 14 l = 15 l = 16
x11 −1.4553× 10−3 −6.2860× 10−4 −2.5882× 10−4 −1.1398× 10−4
x01 5.4329× 10−3 2.9530× 10−3 1.4738× 10−3 7.4962× 10−4
h1,2,l l = 17 l = 18 l = 19 l = 20
x11 −4.1559× 10−5 −1.5290× 10−5 −5.6249× 10−6 −2.0526× 10−6
x01 3.1510× 10−4 1.3122× 10−4 5.3897× 10−5 2.1747× 10−5
Table 4.3: The coefficients of the approximation of the membership functions in 20
operating sub-domains.
h2,1,l l = 1 l = 2 l = 3 l = 4
x11 8.2080× 10−4 2.2413× 10−3 6.0343× 10−3 1.6338× 10−2
x01 8.6970× 10−3 2.1482× 10−2 5.1826× 10−2 1.2395× 10−1
h2,1,l l = 5 l = 6 l = 7 l = 8
x11 4.1989× 10−2 8.3802× 10−2 1.3838× 10−1 1.2571× 10−1
x01 2.7786× 10−1 4.8692× 10−1 7.0522× 10−1 6.6722× 10−1
h2,1,l l = 9 l = 10 l = 11 l = 12
x11 4.1391× 10−2 −5.0016× 10−2 −1.0764× 10−1 −1.3729× 10−1
x01 4.9858× 10−1 4.0718× 10−1 4.0718× 10−1 4.3683× 10−1
h2,1,l l = 13 l = 14 l = 15 l = 16
x11 −9.8545× 10−2 −6.3707× 10−2 0 0
x01 3.5934× 10−1 2.5483× 10−1 0 0
h2,1,l l = 17 l = 18 l = 19 l = 20
x11 0 0 0 0
x01 0 0 0 0
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Table 4.4: The coefficients of the approximation of the membership functions in 20
operating sub-domains.
h2,2,l l = 1 l = 2 l = 3 l = 4
x11 0 0 0 0
x01 0 0 0 0
h2,2,l l = 5 l = 6 l = 7 l = 8
x11 0 0 6.3707× 10−2 9.8545× 10−2
x01 0 0 2.5483× 10−1 3.5934× 10−1
h2,2,l l = 9 l = 10 l = 11 l = 12
x11 1.3729× 10−1 1.0764× 10−1 5.0016× 10−2 −4.1391× 10−2
x01 4.3683× 10−1 4.0718× 10−1 4.0718× 10−1 4.9858× 10−1
h2,2,l l = 13 l = 14 l = 15 l = 16
x11 −1.2571× 10−1 −1.3838× 10−1 −8.3802× 10−2 −4.1989× 10−2
x01 6.6722× 10−1 7.0522× 10−1 4.8692× 10−1 2.7786× 10−1
h2,2,l l = 17 l = 18 l = 19 l = 20
x11 −1.6338× 10−2 −6.0343× 10−3 −2.2413× 10−3 −8.2080× 10−4
x01 1.2395× 10−1 5.1826× 10−2 2.1482× 10−2 8.6970× 10−3
Table 4.5: The coefficients of the approximation of the membership functions in 20
operating sub-domains.
h3,1,l l = 1 l = 2 l = 3 l = 4
x11 2.0526× 10−6 5.6249× 10−6 1.5290× 10−5 4.1559× 10−5
x01 2.1747× 10−5 5.3897× 10−5 1.3122× 10−4 3.1510× 10−4
h3,1,l l = 5 l = 6 l = 7 l = 8
x11 1.1398× 10−4 2.5882× 10−4 6.2860× 10−4 1.4553× 10−3
x01 7.4962× 10−4 1.4738× 10−3 2.9530× 10−3 5.4329× 10−3
h3,1,l l = 9 l = 10 l = 11 l = 12
x11 3.3417× 10−3 7.2967× 10−3 1.4443× 10−2 2.3373× 10−2
x01 9.2058× 10−3 1.3161× 10−2 1.3161× 10−2 4.2311× 10−3
h3,1,l l = 13 l = 14 l = 15 l = 16
x11 1.6980× 10−2 −6.7957× 10−2 0 0
x01 1.7017× 10−2 2.7183× 10−1 0 0
h3,1,l l = 17 l = 18 l = 19 l = 20
x11 0 0 0 0
x01 0 0 0 0
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Table 4.6: The coefficients of the approximation of the membership functions in 20
operating sub-domains.
h3,2,l l = 1 l = 2 l = 3 l = 4
x11 0 0 0 0
x01 0 0 0 0
h3,2,l l = 5 l = 6 l = 7 l = 8
x11 0 0 2.1458× 10−4 6.9042× 10−4
x01 0 0 8.5831× 10−4 2.2858× 10−3
h3,2,l l = 9 l = 10 l = 11 l = 12
x11 2.5738× 10−3 8.2447× 10−3 2.6331× 10−2 7.3779× 10−2
x01 6.0525× 10−3 1.1723× 10−2 1.1723× 10−2 −3.5725× 10−2
h3,2,l l = 13 l = 14 l = 15 l = 16
x11 1.6878× 10−1 2.6673× 10−1 2.5388× 10−1 1.2292× 10−1
x01 −2.2572× 10−1 −5.1958× 10−1 −4.6819× 10−1 1.8663× 10−1
h3,2,l l = 17 l = 18 l = 19 l = 20
x11 4.6546× 10−2 1.8325× 10−2 6.9168× 10−3 2.5690× 10−3
x01 6.4487× 10−1 8.4241× 10−1 9.3368× 10−1 9.7281× 10−1
Table 4.7: The coefficients of δ1,1,l in 20 operating sub-domains.
δ1,1,l l = 1 l = 2 l = 3 l = 4
x11 1.7426× 10−3 4.6602× 10−3 1.2249× 10−2 3.0092× 10−2
x01 1.8435× 10−2 4.4693× 10−2 1.0541× 10−1 2.3031× 10−1
δ1,1,l l = 5 l = 6 l = 7 l = 8
x11 8.5817× 10−2 1.1059× 10−1 −1.6354× 10−2 −6.9809× 10−2
x01 5.6465× 10−1 6.8852× 10−1 1.8074× 10−1 2.0377× 10−2
δ1,1,l l = 9 l = 10 l = 11 l = 12
x11 −8.4946× 10−2 −4.7327× 10−2 −1.8890× 10−2 −6.2216× 10−3
x01 −9.8969× 10−3 2.7723× 10−2 2.7723× 10−2 1.5054× 10−2
δ1,1,l l = 13 l = 14 l = 15 l = 16
x11 −1.9300× 10−3 −5.0071× 10−4 −1.6909× 10−4 −1.1056× 10−5
x01 6.4708× 10−3 2.1830× 10−3 8.5649× 10−4 6.6333× 10−5
δ1,1,l l = 17 l = 18 l = 19 l = 20
x11 −4.9740× 10−41 2.9464× 10−40 4.7682× 10−40 −3.9398× 10−40
x01 1.3221× 10−23 1.3221× 10−23 1.3221× 10−23 1.3221× 10−23
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Table 4.8: The coefficients of δ1,2,l in 20 operating sub-domains.
δ1,2,l l = 1 l = 2 l = 3 l = 4
x11 −2.2299× 10−40 3.8012× 10−39 −5.7050× 10−40 −1.9361× 10−39
x01 1.3221× 10−23 1.3221× 10−23 1.3221× 10−23 1.3221× 10−23
δ1,2,l l = 5 l = 6 l = 7 l = 8
x11 1.9242× 10−2 8.5951× 10−2 −2.9430× 10−2 −3.3336× 10−4
x01 1.1545× 10−1 4.4900× 10−1 −1.2528× 10−2 7.4763× 10−2
δ1,2,l l = 9 l = 10 l = 11 l = 12
x11 −2.6415× 10−2 −2.2729× 10−2 −1.3976× 10−2 −6.9213× 10−3
x01 2.2599× 10−2 2.6285× 10−2 2.6285× 10−2 1.9231× 10−2
δ1,2,l l = 13 l = 14 l = 15 l = 16
x11 −3.1178× 10−3 −1.3278× 10−3 −5.6949× 10−4 −2.3537× 10−4
x01 1.1624× 10−2 6.2538× 10−3 3.2205× 10−3 1.5499× 10−3
δ1,2,l l = 17 l = 18 l = 19 l = 20
x11 −8.7022× 10−5 −3.2021× 10−5 −1.1781× 10−5 −4.3507× 10−6
x01 6.5981× 10−4 2.7480× 10−4 1.1288× 10−4 4.6013× 10−5
Table 4.9: The coefficients of δ2,1,l in 20 operating sub-domains.
δ2,1,l l = 1 l = 2 l = 3 l = 4
x11 1.7458× 10−3 4.6691× 10−3 1.2274× 10−2 3.0160× 10−2
x01 1.8469× 10−2 4.4778× 10−2 1.0561× 10−1 2.3082× 10−1
δ2,1,l l = 5 l = 6 l = 7 l = 8
x11 6.4450× 10−2 8.0899× 10−2 3.9054× 10−2 −5.1538× 10−2
x01 4.3656× 10−1 5.1880× 10−1 3.5143× 10−1 7.9648× 10−2
δ2,1,l l = 9 l = 10 l = 11 l = 12
x11 −6.6635× 10−2 −3.0827× 10−2 1.2965× 10−3 1.2146× 10−2
x01 4.9454× 10−2 8.5262× 10−2 8.5262× 10−2 7.4413× 10−2
δ2,1,l l = 13 l = 14 l = 15 l = 16
x11 −2.5801× 10−2 −2.7666× 10−2 −4.1594× 10−2 −3.6444× 10−3
x01 1.5031× 10−1 1.5590× 10−1 2.1161× 10−1 2.1867× 10−2
δ2,1,l l = 17 l = 18 l = 19 l = 20
x11 −4.9740× 10−41 2.9464× 10−40 4.7682× 10−40 −3.9398× 10−40
x01 1.3221× 10−23 1.3221× 10−23 1.3221× 10−23 1.3221× 10−23
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Table 4.10: The coefficients of δ2,2,l in 20 operating sub-domains.
δ2,2,l l = 1 l = 2 l = 3 l = 4
x11 −2.2299× 10−40 3.8012× 10−39 −5.7050× 10−40 −1.9361× 10−39
x01 1.3221× 10−23 1.3221× 10−23 1.3221× 10−23 1.3221× 10−23
δ2,2,l l = 5 l = 6 l = 7 l = 8
x11 3.6444× 10−3 4.1594× 10−2 2.7666× 10−2 2.5801× 10−2
x01 2.1867× 10−2 2.1161× 10−1 1.5590× 10−1 1.5031× 10−1
δ2,2,l l = 9 l = 10 l = 11 l = 12
x11 −1.2146× 10−2 −1.2965× 10−3 3.0827× 10−2 6.6635× 10−2
x01 7.4413× 10−2 8.5262× 10−2 8.5262× 10−2 4.9454× 10−2
δ2,2,l l = 13 l = 14 l = 15 l = 16
x11 5.1538× 10−2 −3.9054× 10−2 −8.0899× 10−2 −6.4450× 10−2
x01 7.9648× 10−2 3.5143× 10−1 5.1880× 10−1 4.3656× 10−1
δ2,2,l l = 17 l = 18 l = 19 l = 20
x11 −3.0160× 10−2 −1.2274× 10−2 −4.6691× 10−3 −1.7458× 10−3
x01 2.3082× 10−1 1.0561× 10−1 4.4778× 10−2 1.8469× 10−2
Table 4.11: The coefficients of δ3,1,l in 20 operating sub-domains.
δ3,1,l l = 1 l = 2 l = 3 l = 4
x11 4.3507× 10−6 1.1781× 10−5 3.2021× 10−5 8.7022× 10−5
x01 4.6013× 10−5 1.1288× 10−4 2.7480× 10−4 6.5981× 10−4
δ3,1,l l = 5 l = 6 l = 7 l = 8
x11 2.3537× 10−4 5.6949× 10−4 1.3278× 10−3 3.1178× 10−3
x01 1.5499× 10−3 3.2205× 10−3 6.2538× 10−3 1.1624× 10−2
δ3,1,l l = 9 l = 10 l = 11 l = 12
x11 6.9213× 10−3 1.3976× 10−2 2.2729× 10−2 2.6415× 10−2
x01 1.9231× 10−2 2.6285× 10−2 2.6285× 10−2 2.2599× 10−2
δ3,1,l l = 13 l = 14 l = 15 l = 16
x11 3.3336× 10−4 2.9430× 10−2 −8.5951× 10−2 −1.9242× 10−2
x01 7.4763× 10−2 −1.2528× 10−2 4.4900× 10−1 1.1545× 10−1
δ3,1,l l = 17 l = 18 l = 19 l = 20
x11 −4.9740× 10−41 2.9464× 10−40 4.7682× 10−40 −3.9398× 10−40
x01 1.3221× 10−23 1.3221× 10−23 1.3221× 10−23 1.3221× 10−23
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Table 4.12: The coefficients of δ3,2,l in 20 operating sub-domains.
δ3,2,l l = 1 l = 2 l = 3 l = 4
x11 −2.2299× 10−40 3.8012× 10−39 −5.7050× 10−40 −1.9361× 10−39
x01 1.3221× 10−23 1.3221× 10−23 1.3221× 10−23 1.3221× 10−23
δ3,2,l l = 5 l = 6 l = 7 l = 8
x11 1.1056× 10−5 1.6909× 10−4 5.0071× 10−4 1.9300× 10−3
x01 6.6333× 10−5 8.5649× 10−4 2.1830× 10−3 6.4708× 10−3
δ3,2,l l = 9 l = 10 l = 11 l = 12
x11 6.2216× 10−3 1.8890× 10−2 4.7327× 10−2 8.4946× 10−2
x01 1.5054× 10−2 2.7723× 10−2 2.7723× 10−2 −9.8969× 10−3
δ3,2,l l = 13 l = 14 l = 15 l = 16
x11 6.9809× 10−2 1.6354× 10−2 −1.1059× 10−1 −8.5817× 10−2
x01 2.0377× 10−2 1.8074× 10−1 6.8852× 10−1 5.6465× 10−1
δ3,2,l l = 17 l = 18 l = 19 l = 20
x11 −3.0092× 10−2 −1.2249× 10−2 −4.6602× 10−3 −1.7426× 10−3
x01 2.3031× 10−1 1.0541× 10−1 4.4693× 10−2 1.8435× 10−2
4.3.2 Inverted Pendulum
Example 2: In this example, the tracking control design of an inverted pendulum will
be investigated to verify the effectiveness of the proposed approach. The inverted
pendulum is an open-loop unstable nonlinear system, which requires a well-designed
controller to stabilize the system and further drive the states of the fuzzy model to
track those of the reference model. The dynamic equation of the inverted pendulum
[45] is given by
θ¨(t) =
gsin(θ(t))− ampSθ˙(t)2sin(2θ(t))/2− acos(θ(t))u(t)
4S/3− ampScos2(θ(t)) , (4.37)
where θ(t) is the angular displacement of the inverted pendulum, g = 9.8 m/s2, mp ∈
[mpmin mpmax ] = [0.5 1] kg is the mass of the pendulum, Mc ∈ [Mcmin Mcmax ] =
[18 20] kg is the mass of the cart, a = 1
mp+Mc
, 2S = 1m is the length of the
pendulum, and u(t) is the force applied on the cart. In the investigation, mp and
Mc are treated as the parameter uncertainties. To transform the dynamic equation
of the inverted pendulum into state variable models, θ(t) and θ˙(t) are treated as the
state variables. Also by considering the uncertainties in the plant, we can construct
an IT2 PFMB fuzzy model.
The 4-rule polynomial fuzzy model can be adopted to describe the inverted
pendulum as follows:
Rule i : IF f1(x(t)) is M˜
i




THEN x˙(t) = Ai(x(t))xˆ(x(t)) + Bi(x(t))u(t), i = 1, 2, 3, 4. (4.38)










xˆ(t) = x(t) = [x1(t) x2(t)]





], x2(t) ∈ [−5 5],



























The IT2 membership functions for the fuzzy model are defined as shown in Table
4.13.











Adopting the same techniques reported in Chapter 3, the minimum and maxi-









The lower and upper grades of membership are respectively defined as:




wUi (x(t)) = µM˜ i1(x(t))× µM˜ i2(x(t))
for all i.
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Table 4.13: Lower and Upper Membership Functions for the Interval Type-2 Fuzzy
Model of the Inverted Pendulum.



















with x2(t) = 0,mp = mpmax with mp = mpmax
= 1kg and Mc = Mcmin = 18kg = 1kg and Mc = Mcmax = 20kg


















with x2(t) = x2max ,mp = mpmax with mp = mpmin = 0.5kg
= 1kg and Mc = Mcmin = 18kg and Mc = Mcmin = 18kg
Based the IT2 PFMB fuzzy model, a two-rule IT2 polynomial fuzzy controller is
adopted to drive the states of the inverted pendulum to track those of the reference
model.
The following two-rule IT2 polynomial fuzzy controller is adopted to describe
the inverted pendulum:
Rule j : IF x1(t) is N˜
j
THEN u(t) = Fjey(t) + Gjyr(t), j = 1, 2. (4.40)
After combining of all the fuzzy rules, we have
u(t) = m˜1(x1(t))(F1ey(t) + G1yr(t)) + m˜2(x1(t))(F2ey(t) + G2yr(t)), (4.41)
where m˜1(x1(t)) and m˜2(x1(t)) are the IT2 membership functions of the polynomial
fuzzy controller.
The upper and lower bounds of the membership functions of the fuzzy controller
are defined as follows:
m1(x1(t)) =






≤ x1(t) ≤ 0
5pi/12−x1(t)
5pi/12
for 0 ≤ x1(t) ≤ 5pi12












≤ x1(t) ≤ 0
0.9(5pi/12−x1(t))
5pi/12
for 0 ≤ x1(t) ≤ 5pi12




m2(x1(t)) = 1−m1(x1(t)), m2(x1(t)) = 1−m1(x1(t)), and m˜2(x1(t)) = 1−m˜1(x1(t)).
The type reductions for the controller κj(x1(t)) = κj(x1(t)) = 0.5, j = 1, 2.












During the simulation, the mp is set as 1kg and Mc is set as 19kg. Based
on Theorem 4.2, the number of sub-domains is 10 and other parameters are set
as the same with those in example 1, ε1(y) = ε2(x˜) = ε3(x,xr) = ε4(x,xr) =
ε5(x,xy,y) = 0.001; X(x˜) as a polynomial of degree 0; Mj(x1(t)) and Nj(x1(t)),
j = 1, 2, . . ., c are polynomials with monomials in x1 of degree 0, Sl(x1(t)) is of
degree 0. The values of hijl and δijl can be viewed in Table 4.14 and 4.15. The fuzzy
controller is employed to control the nonlinear plant subject to the initial condition
x(0) = [5pi/12 0] and xr(0) = [−5pi/12 0.05]. The feedback gains have been
obtained as F1 = [44636.7534 18384.4640], F2 = [25535.9221 10547.3473], G1 =






The minimum values of σ1 and σ2 have been achieved as 0.002976 and 0.004911,
respectively. Also the tracking performance can be viewed in Fig. 4.8 and 4.9, it
can bee seen that the fuzzy controller is able to drive the system states to follow the
reference model closely.
For comparison purposes, the simulation with σ1 = σ2 = 0.2 has also been con-
ducted under the same other conditions. The feedback gains in this case have
been obtained as F1 = [11521.0017 2902.4726], F2 = [6049.1505 1519.1870],






The simulation results can be viewed in Figs. 4.10 and 4.11. It can be seen that the
system states can also follow those of the reference model. However, from Figs. 4.8
to 4.11, it is clear that the error of x1(t) and x2(t) in Figs. 4.10 and 4.11 is much
larger than the error in Figs. 4.8 and 4.9. Therefore, it is verified again that smaller
values of σ1 and σ2 are able to provide better tracking performance.
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Figure 4.8: Tracking control performance for x1(t) with σ1 = 0.002976 and σ2 =
0.004911. On the top left hand side, the sub-figure shows the simulation time from
0 to 100 seconds, on the top right hand side, the simulation time is from 0 to
1 second. The dashed curves are for the controlled trajectory of the response in
the fuzzy system (x1(t)), and the solid curves are the trajectory of response in the








































































Figure 4.9: Tracking control performance for x1(t) with σ1 = 0.002976 and σ2 =
0.004911. On the top left hand side, the sub-figure shows the simulation time from
0 to 100 seconds, on the top right hand side, the simulation time is from 0 to
1 second. The dashed curves are for the controlled trajectory of the response in
the fuzzy system (x2(t)), and the solid curves are the trajectory of response in the








































































Figure 4.10: Tracking control performance for x1(t) with σ1 = 0.2 and σ2 = 0.2.
On the top left hand side, the sub-figures show the simulation time from 0 to 100
seconds, on the top right hand side, the simulation time is from 0 to 1 second. The
dashed curves are for the controlled trajectory of the response in the fuzzy system
(x1(t)), and the solid curves are the trajectory of response in the reference model
(xr1(t)). The below two sub-figures show the difference between x1(t) and xr1(t).
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Figure 4.11: Tracking control performance for x2(t) with σ1 = 0.2 and σ2 = 0.2.
On the top left hand side, the sub-figure shows the simulation time from 0 to 100
seconds, on the top right hand side, the simulation time is from 0 to 1 second. The
dashed curves are for the controlled trajectory of the response in the fuzzy system
(x2(t)), and the solid curves are the trajectory of response in the reference model
(xr2(t)). The below two sub-figures show the difference between x2(t) and xr2(t).
Remark 4.3. In this example, the PFMB control system equipped with the interval
type-2 membership functions have been constructed from a real inverted pendulum
case, also the mismatched fuzzy rule sets are adopted in the IT2 polynomial fuzzy
model and IT polynomial fuzzy controller, which means the fuzzy model does not
share the same fuzzy rules with the fuzzy controller. For the 4-rule IT2 polynomial
fuzzy model, we managed to use a 2-rule IT2 polynomial fuzzy controller to drive the
states of plant to follow those of the reference model. It can be seen that the tracking
performance is good. Also, by using less number of rules, the implementation cost
can be reduced and the design flexibility can be enhanced.
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Table 4.14: The coefficients of the approximation of the membership functions in
10 operating sub-domains.
hijl l = 1 l = 2 l = 3 l = 4
h1,1,l 0 0 6.8347× 10−2 0
h1,2,l 0 5.5666× 10−2 1.3230× 10−2 0
h2,1,l 0 0 8.3299× 10−2 2.4769× 10−1
h2,2,l 0 0 6.9125× 10−2 0
h3,1,l −1.1699× 10−16 1.1856× 10−1 4.7824× 10−2 0
h3,2,l 3.0362× 10−1 7.2715× 10−2 4.7781× 10−3 0
h4,1,l −4.4684× 10−32 0 1.5409× 10−1 1.3463× 10−1
h4,2,l 3.5628× 10−16 1.2210× 10−1 4.7964× 10−2 0
hijl l = 5 l = 6 l = 7 l = 8
h1,1,l −2.8449× 10−16 −2.8449× 10−16 0 6.7507× 10−2
h1,2,l 0 0 0 1.2603× 10−2
h2,1,l 4.7178× 10−1 4.7838× 10−1 2.5368× 10−1 8.7626× 10−2
h2,2,l 0 0 0 6.8245× 10−2
h3,1,l −2.4241× 10−19 −2.4241× 10−19 0 4.5226× 10−2
h3,2,l 0 0 0 4.4372× 10−3
h4,1,l 2.9290× 10−4 2.9290× 10−4 1.3238× 10−2 1.5650× 10−1
h4,2,l 0 0 0 4.5731× 10−2
hijl l = 9 l = 10
h1,1,l 3.2547× 10−3 4.3739× 10−5
h1,2,l 5.4368× 10−2 5.0240× 10−3
h2,1,l 0 0
h2,2,l 3.4296× 10−3 4.7351× 10−5
h3,1,l 1.1667× 10−1 7.9094× 10−3
h3,2,l 6.9312× 10−2 2.9330× 10−1
h4,1,l 6.1316× 10−3 7.4545× 10−5
h4,2,l 1.2004× 10−1 8.5626× 10−3
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Table 4.15: The coefficients of δi,j,l in 10 operating sub-domains.
δijl l = 1 l = 2 l = 3 l = 4
δ1,1,l 4.9353× 10−2 1.2284× 10−1 8.3813× 10−2 1.5216× 10−1
δ1,2,l 1.2598× 10−1 7.0315× 10−2 8.4341× 10−2 5.6608× 10−2
δ2,1,l 2.2799× 10−2 1.4616× 10−1 3.1520× 10−1 5.2271× 10−1
δ2,2,l 4.9217× 10−2 1.2767× 10−1 9.1405× 10−2 1.6053× 10−1
δ3,1,l 2.3012× 10−1 1.1156× 10−1 1.4451× 10−1 1.1319× 10−1
δ3,2,l 6.9638× 10−1 3.6488× 10−1 1.5211× 10−1 4.4052× 10−2
δ4,1,l 9.4257× 10−2 2.5028× 10−1 1.6764× 10−1 1.8710× 10−1
δ4,2,l 2.3305× 10−1 1.1096× 10−1 1.5108× 10−1 1.1975× 10−1
δijl l = 5 l = 6 l = 7 l = 8
δ1,1,l 1.3773× 10−1 1.3773× 10−1 1.5162× 10−1 8.4114× 10−2
δ1,2,l 2.7949× 10−2 2.7408× 10−2 5.5437× 10−2 8.3604× 10−2
δ2,1,l 5.2801× 10−1 5.2141× 10−1 7.1912× 10−1 3.2016× 10−1
δ2,2,l 1.5018× 10−1 1.5018× 10−1 1.6076× 10−1 9.2516× 10−2
δ3,1,l 4.8936× 10−2 4.7473× 10−2 1.1081× 10−1 1.4484× 10−1
δ3,2,l 1.0024× 10−2 9.5668× 10−3 4.2197× 10−2 1.4702× 10−1
δ4,1,l 2.7401× 10−1 2.6896× 10−1 3.1041× 10−1 1.6715× 10−1
δ4,2,l 5.2762× 10−2 5.1212× 10−2 1.1731× 10−1 1.5238× 10−1
δijl l = 9 l = 10
δ1,1,l 1.2188× 10−1 5.1537× 10−2
δ1,2,l 7.2516× 10−2 1.2186× 10−1
δ2,1,l 1.5202× 10−1 2.4748× 10−2
δ2,2,l 1.2599× 10−1 5.1534× 10−2
δ3,1,l 1.1491× 10−1 2.2367× 10−1
δ3,2,l 3.5607× 10−1 6.8403× 10−1
δ4,1,l 2.4625× 10−1 9.8495× 10−2
δ4,2,l 1.1178× 10−1 2.2326× 10−1
4.4 Conclusion
In this chapter, the tracking control issues based on IT2 PFMB control systems
have been investigated. In the analysis, the system output is used for the controller
instead of full states. The mismatched premise membership functions approach has
been adopted to render the control system more flexibly and the information of
membership functions is included in the stability analysis to relax the stability con-
ditions. The stability conditions subject to an H∞ performance are obtained in the
form of SOS, which can be solved efficiently through a third-party Matlab toolbox
SOSTOOLS. Both numerical simulation example and experimental simulation have




Control Design of Sampled-data
IT2 PFMB Control System
In this chapter, the stability and performance of the polynomial fuzzy-model-based
(PFMB) tracking control systems based on sampled-data structure are investigated
through an interval type-2 (IT2) approach. The diagram of the IT2 PFMB sampled-
data output-feedback (SDOF) tracking control system can be viewed in Fig. 5.1.
The control objective is to design proper feedback gains of the IT2 SDOF polynomial
fuzzy controller which can drive the states of the polynomial model to follow those
of the reference model. In Fig. 5.1, hs is the sampling period, tγ is the time at the
γ-th sampling instant, sampled y(tγ) is the sampled output of the IT2 polynomial
fuzzy model, yr(tγ) is the sampled output of the reference model and u(t) is the
control input. The stability conditions are developed using only the output of the
system instead of the full states, which gives the control design more flexibility.
The stability conditions are summarized in terms of sum-of-square (SOS) based on
Lyapunov stability theory. In the analysis, both the membership-function-dependent
and membership-function-independent cases are investigated and it can be seen that
by utilizing the information of membership functions, the stability conditions can
be further relaxed. Also, the stability conditions are derived according to an H∞
performance. In addition, by considering the sample error as the uncertainties of
membership functions, the characters of sampling process can be captured by the IT2
membership functions, which facilitates the analysis. Numerical and experimental




















Figure 5.1: A block diagram of IT2 PFMB SDOF tracking control systems.
5.1 IT2 Sampled-Data Output-Feedback Polyno-
mial Fuzzy Controller
The IT2 fuzzy model and the reference model used in the tracking control system
is defined in the same way as in Chapters 2 and 4, which can be found in section
2.2.1 and 4.1.1. Here we need only define the IT2 sampled-data output-feedback
polynomial fuzzy controller.
Define the state error (or tracking error of states) as follows:
eˆ(t) = xˆ(x(t))− xˆr(xr(t)). (5.1)
From (2.2.1), (4.1) and (5.1), the output error is defined as follows:
ey(t) = y(t)− yr(t) = Ceˆ(t). (5.2)
An IT2 SDOF polynomial fuzzy controller with c rules is employed to drive
the states of the nonlinear plant represented by the IT2 polynomial fuzzy model
(2.2.1) to follow those of the reference model (4.1) where the tracking error eˆ(t) is
characterized by H∞ performance.
The format of the IT2 SDOF polynomial fuzzy controller is as follows:
Rule j : IF g1(y(tγ)) is N˜
j
1 AND · · · AND gΩ(y(tγ)) is N˜ jΩ
THEN u(t) = Fj(h(tγ))ey(tγ) + Gj(h(tγ))yr(tγ), (5.3)
where N˜ jβ is an IT2 fuzzy term of rule j corresponding to function gβ(y(t)), where
β = 1, 2, . . ., Ω and j = 1, 2, . . ., c; Ω is a positive integer. tγ = t − τ(t), for
tγ < t ≤ tγ+1, 0 ≤ τ(t) ≤ hs, hs is the sampling period and tγ is the time at
the γ-th sampling instant. Define h(tγ) = [y(tγ) yr(tγ)], and Fj(h(tγ)) ∈ <m×q
and Gj(h(tγ)) ∈ <m×q, j = 1, 2, . . ., c, as the polynomial feedback gains to be
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determined. The firing strength of the j-th rule is within the following interval sets:













in which 0 ≤ µN˜jβ(gβ(y(tγ))) ≤ 1 and 0 ≤ µN˜ iβ(gβ(y(tγ))) ≤ 1 denote the upper and
lower grades of membership governed by the upper and lower membership functions,
respectively. By the definition of IT2 membership functions, the property 0 ≤
µ
N˜jβ
(gβ(y(tγ))) ≤ µN˜jβ(gβ(y(tγ))) ≤ 1 holds and further leads to 0 ≤ m
L
j (y(tγ)) ≤
mUj (y(tγ)) ≤ 1, which is valid for all j.
















0 ≤ κj(y(tγ)) ≤ 1, (5.8)
0 ≤ κj(y(tγ)) ≤ 1, (5.9)
κj(y(tγ)) + κj(y(tγ)) = 1, ∀ j, (5.10)
where κj(y(tγ)) and κj(y(tγ)) are nonlinear functions to be determined.








m˜j(y(tγ)) = 1, m˜j(y(tγ)) ≥ 0 ∀ j. (5.12)
The IT2 SDOF polynomial fuzzy controller in (5.11) becomes a full-state feed-
back one when C is a full rank matrix, e.g., C = I, which means that the analysis
in this chapter is also valid for the full-state feedback case.
5.2 Stability Analysis
The tracking control problem for the IT2 SDOF PFMB control system, formed
by the IT2 polynomial fuzzy model (2.2.1), reference model (4.1) and the SDOF
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polynomial fuzzy controller (5.1), is considered through stability analysis in this
section. The tracking performance is characterized by an H∞ performance index.
Both sets of MFI and MFD stability conditions are obtained to determine the system
stability and synthesize the feedback gains.
For brevity, in the following analysis in this chapter, the time t associated with
the variables is dropped for the situation without ambiguity, e.g., eˆ(t), ey(t), x(t),
xˆr(xr(t)) and xˆ(x(t)) are denoted as eˆ, ey, x, xˆr(xr) and xˆ(x), respectively. In
matrices, “*” denotes the transposed element at the corresponding position.
5.2.1 Basic MFI Stability Conditions with H∞ Performance
Connecting the IT2 polynomial fuzzy model (2.2.1) and the IT2 SDOF polynomial















+ Bi(x)(Fj(h(tγ))ey(tγ) + Gj(h(tγ))yr(tγ))
)
, (5.13)
in which x = [x1, x2, . . . , xn]
T and xˆ(x) = [xˆ1(x), xˆ2(x), . . . , xˆN(x)].
Let us consider the relationship between ˙ˆx and x˙, which can be linked together











, α = 1, 2, . . . , N ; β = 1, 2, . . . , n. (5.15)















+ B˜i(x)(Fj(h(tγ))ey(tγ) + Gj(h(tγ))yr(tγ))
)
, (5.16)
where A˜i(x) = T(x)Ai(x), B˜i(x) = T(x)Bi(x).
Denote xr = [xr1 , xr2 , . . . , xrn ]
T and xˆr(xr) = [xˆr1(xr), xˆr2(xr), . . . , xˆrN (xr)]
T .
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= H(xr)x˙r = A˜r(xr)xˆ(xr) + B˜r(xr)r, (5.17)
where A˜r(xr) = H(xr)Ar, B˜r(xr) = H(xr)Br and H(xr) ∈ <N×n with its αβ-th




, α = 1, 2, . . . , N ; β = 1, 2, . . . , n. (5.18)






















The control objective is to design the feedback gains Fj(h(tγ)) and Gj(h(tγ)),
and the membership functions for the IT2 SDOF polynomial fuzzy controller for the
realization of the tracking control such that the tracking error eˆ defined in (5.1) is
characterized by H∞ performance with the consideration of system stability.
In order to adopt the Lyapunov approach to develop the stability conditions, we
define 0 < X(x˜) = X(x˜)T ∈ <N×N , x˜ = (xj1 , xj2 , . . . , xjo , xrk1 , xrk2 , . . . , xrks ). The
row indices J = {j1, j2, . . . , jo} and K = {k1, k2, . . . , ks} are the rows indicating that
the entire rows of Bi(x) and Br(xr) are all zeros, respectively, [36]. Inspired by the







where X11 ∈ <q×q and X22(x˜) ∈ <(N−q)×(N−q). As X(x˜) is required to be positive
definite, it implies that the inverse of X11, X22(x˜) and X(x˜) exist.
In addition, we define
Γ = [CT (CCT )−1 ortc(CT )], (5.21)
where Γ ∈ <N×N and ortc(CT ) denotes the orthogonal complement of CT [71, 80].
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From the definition of Γ we have
CΓ = [Il 0], (5.22)
where Il ∈ <l×l is the identity matrix.
To facilitate the stability analysis, we further define an augment vector as vˆ and
vˆ = Γ−1eˆ. (5.23)
The augment vector can be regarded as the system states observation from the
error signal eˆ which demonstrates a linear mapping relationship. In the following,
it would be easier to investigate the dynamics of eˆ instead. From (5.23), we have
the dynamics of vˆ as follows:






















From the definition of Γ in (5.21), we can simplify Fj(h(tγ))CΓX(x˜) and
Gj(h(tγ))CΓX(x˜) as
Fj(h(tγ))CΓX(x˜) = [Mj(h(tγ)) 0], (5.25)
Gj(h(tγ))CΓX(x˜) = [Nj(h(tγ)) 0]. (5.26)










































ij (x,xr) = Γ
−1A˜i(x)ΓX(x˜), Φ
(2)
ij (x,xr) = Γ
−1(A˜i(x)−A˜r(xr))ΓX(x˜), Φ(3)ij (x,xr)
= Γ−1B˜i(x)[Mj(h(tγ)) 0], Φ
(4)



















To investigate the stability of the IT2 PFMB SDOF control system, the following
Lyapunov-krasovskii functional is adopted:






where 0 ≤ R = RT ∈ <N×N .
By taking the derivative of V (t), we have









Remark 5.1. To facilitate the stability analysis, it is defined that J = {j1, j2, . . . , jo}
is the set of row numbers that the entire row of Bi(x) for all i and K = {k1, k2, . . . , ks}
is the set of row numbers that the entire row of Br(xr) are all zeros. Defin-






















−∑g∈J X(x˜)−1(∂X(x˜)∂xg ∑pi=1 w˜iA(g)i (x)xˆ(x))X(x˜)−1−∑g∈K X(x˜)−1(∂X(x˜)−1∂xrg A(g)r (xr)xˆr(xr))
X(x˜)−1 [36], A(g)i (x) and A
(g)
r (xr) denote the g-th row of Ai(x) and Ar(xr), respec-
tively.
From Lemma 3, when τ ≤ hs, we have
− 1
τ
(vˆ(t)− vˆ(t− τ))TR(vˆ(t)− vˆ(t− τ)) ≤
− 1
hs
(vˆ(t)− vˆ(t− τ))TR(vˆ(t)− vˆ(t− τ)). (5.30)
Applying Lemma 3 to deal with the integral term in (5.29), combining with
(5.30) and using the fact that z1 = X(x˜)
−1vˆ, we have
V˙ (t) ≤ ˙ˆvTX(x˜)−1vˆ + vˆTX(x˜)−1 ˙ˆv + vˆT dX(x˜)
−1
dt




(vˆ − vˆ(t− τ))TR(vˆ − vˆ(t− τ))
130






vˆ + hs ˙ˆv
TR ˙ˆv − 1
hs





































(vˆ(t)− vˆ((tγ))TR(vˆ(t)− vˆ(tγ)). (5.31)
To facilitate the stability analysis, the last term in the right hand side of (5.31)






TΛz = − 1
hs









0 0 0 0 0
1
hs
M 0 − 1
hs
M 0 0
0 0 0 0 0
0 0 0 0 0
 , (5.33)
in which Λ ∈ <(4N+m)×(4N+m) and M = X(x˜)RX(x˜) ∈ <N×N .



























T∆ij(x,xr)z− zT1 z1 − zT3 z3
+ σ1z
T
2 z2 + σ2z
T





























ij (x,xr) = Φ
(1)
ij (x,xr) + Φ
(1)
ij (x,xr)
T −∑g∈J ∂X(x˜)∂xg A(g)i (x)xˆ(x)
−∑g∈K ∂X(x˜)∂xgk A(g)r (x)xˆr(xr) + I; I is the identify matrix of compatible dimensions;
σ1 > 0, σ2 > 0 and σ3 > 0 are scalars to be determined which are related to the
tracking performance characterized by an H∞ performance index to be discussed in
the following.
With (5.32) and (5.35), (5.31) can be written as follows:
























If Θ(x,xr) < 0 can be achieved, we obtain
V˙ (t) ≤ −zT1 z1 − zT3 z3 + σ1zT2 z2 + σ2zT4 z4 + σ3zT5 z5. (5.39)
Considering the termination time of control tf [66,80] and taking integration on
both sides of (5.39) with respect to time t, we obtain the following H∞ performance:∫ tf
0




(σ1zT2 z2 + σ2z
T




Remark 5.2. In (5.40), z1 and z3 relate to the values of vˆ(t) and vˆ(tγ), respectively,
which are further related to the tracking error eˆ(t) and eˆ(tγ). It can be seen that
smaller value of σ1, σ2 and σ3 will reduce
∫ tf
0
(zT1 z1 + z
T
3 z3), which leads to an
improved H∞ performance. In this chapter, finding the value of σ1, σ2 and σ3 can
be formulated as a generalized eigenvalue problem (GEVP), which can be handled
through SOSTOOLS [37].
The above result is based on the satisfaction of Θ(x,xr) < 0. If Schur comple-
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ment lemma is applied directly to deal with the last term in (5.38), R−1 will be
generated and further leads to a non-convex condition. To circumvent this problem,
we use the inequality 2ξX(x˜)−ξ2R ≤ X(x˜)R−1X(x˜) [42], where ξ is a scalar chosen
by the user, to render it to a convex condition. By adopting the above discussion













Consequently, the satisfaction of Ξij(x,xr) < 0 for all i and j can make sure
that Θ(x,xr) < 0.
The results for the stability analysis and H∞ performance are summarized in the
following theorem.
Theorem 5.1. Considering the IT2 SDOF PFMB control system, which is formed
by a nonlinear plant represented by the IT2 polynomial fuzzy model (2.12) and the
IT2 SDOF polynomial fuzzy controller (5.11) connected in a closed loop, its system
states are driven to follow those of the reference model (4.1) subject to the H∞
performance (5.40) if there exist scalars σ1 > 0, σ2 > 0, σ3 > 0, and polynomial
matrices Mj(h(tγ)) ∈ <m×q, Nj(h(tγ)) ∈ <m×q, X(x˜) = X(x˜)T ∈ <N×N with the
structure given in (5.20), R = RT ∈ <N×N , j = 1, 2, . . ., c, such that the following
GEVP is feasible:




νT1 (X(x˜)− ε1(x˜)I)ν1 is SOS;
νT1 (R− ε2I)ν1 is SOS;
− νT2 (Ξij(x,xr) + ε3(x,xr)I)ν2 is SOS,
i = 1, 2, . . . , p; j = 1, 2, . . . , c, (5.43)
where ν1 ∈ <N and ν2 ∈ <5N+m are arbitrary vectors independent of x and xr; ξ is
a predefined scalar; ε1(x˜) > 0 and ε3(x,xr) > 0 are predefined scalar polynomials;
ε2 > 0 is a predefined scalar. The polynomial feedback gains are defined in (5.25)
abd (5.26).
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Remark 5.3. The stability conditions in Theorem 5.1 are MFI, which do not have
any information of membership functions and thus are conservative. In the fol-
lowing, MFD stability analysis will be conducted with the consideration of different
levels of the information of lower and upper membership functions to relax the sta-
bility conditions.
5.2.2 MFD Stability Conditions with H∞ Performance
The idea of bringing the membership functions into the analysis will relax the sta-
bility analysis results, i.e., the condition in (5.41). However, it will lead to the
stability conditions depending on membership functions and will end up stability
conditions of infinite number if the original ones, w˜i(x)m˜j(y(tγ)), are applied di-
rectly, which is impractical to be solved numerically. To circumvent this difficulty,
the sub-domain information, approximation of w˜i(x)m˜j(y(tγ)) and output-state in-
formation are used, which are to be detailed in the following.
To obtain the sub-domain information, the operating domain of x denoted as
Φ is divided into L connected sub-domains according to x denoted as Φl, l = 1,
2, . . ., L such that Φ =
⋃L
l=1 Φl and denote h˜ij(x,y(tγ)) ≡ w˜i(x)m˜j(y(tγ)). An
approximation function hijl(x) of the l-th operating sub-domain for x ∈ Φl is cho-
sen to estimate h˜ij(x,y(tγ)) that the constant approximation error δijl in the l-th
operating sub-domain satisfies
0 ≤ h˜ij(x,y(tγ))− hijl(x) ≤ δijl, ∀ l,x ∈ Φl. (5.44)
It should be pointed out that hijl(x) will be used in the stability conditions
and the stability conditions are going to be solved by numerical software such as
SOSTOOLS, therefore hijl(x) should be in a favorable form such as a constant,
a linear function or a polynomial function of x, which can be processed by the
numerical software. In general, the originial membership functions h˜ij(x,y(tγ))
cannot be processed directly by the numerical software which is the main reason
why the approximation function hijl(x) is introduced to facilitate the analysis.
To take the output-state information into account, it is assumed that the system
output y is elementwisely lower bounded by y
l
∈ <q and upper bounded by yl ∈




)TD(yl − y)Sl(y) ≥ 0, ∀ l,x ∈ Φl, (5.45)
where D = diag{d1, d2, . . . , dq} ∈ <q×q is a diagonal matrix whose elements are
either 0 or 1. When dr = 1, r = 1, 2,. . ., q, the output-state information of yr is
included, otherwise, not included; 0 ≤ Sl(y) = STl (y) ∈ <(5N+m)×(5N+m), l = 1, 2,
. . ., L, is a slack polynomial matrix to be determined.
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Considering (5.44) and (5.45), and defining slack matrix variable 0 ≤ Yijl(x,xr) =
Yijl(x,xr)
T ∈ <(5N+m)×(5N+m) which satisfies Yijl(x,xr) ≥ Ξij(x,xr), these infor-


















































(hijl(x)Ξij(x,xr) + δijlYijl(x,xr)) + (y − yl)TD(yl − y)Sl(y), ∀ l,x ∈ Φl.
(5.46)
When the right hand side of (5.46) is negative definite, the system states of the
IT2 SDOF PFMB control system are driven to follow those of the reference model
(4.1) subject to the H∞ performance (5.40). The above MFD stability analysis
results are summarized as in the following theorem.
Theorem 5.2. Considering the IT2 SDOF PFMB control system, which is formed
by a nonlinear plant represented by the IT2 polynomial fuzzy model (2.12) and the
IT2 SDOF polynomial fuzzy controller (5.11) connected in a closed loop, its system
states are driven to follow those of the reference model (4.1) subject to the H∞ perfor-
mance (5.40) if there exist polynomial matrices Sl(y) = Sl(y)
T ∈ <(5N+m)×(5N+m),
Mj(h(tγ)) ∈ <m×q, Nj(h(tγ)) ∈ <m×q, X(x˜) = X(x˜)T ∈ <N×N , Yijl(x,xr) =
Yijl(x,xr)
T ∈ <(5N+m)×(5N+m), i = 1, 2, . . ., p, j = 1, 2, . . ., c, l = 1, 2, . . ., L,
such that the following SOS-based GEVP conditions are satisfied:




ρT (Sl(y)− ε1(y)I)ρ is SOS, ∀ l;
νT (X(x˜)− ε2(x˜)I)ν is SOS;
ρT (Yijl(x,xr)− ε3(x,xr)I)ρ is SOS, ∀ i, j, l;
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)TD(yl − y)Sl(y) + ε5(x,xr)I
)
ρ is SOS, ∀ l
where ν ∈ <N is an arbitrary vector independent of x, xr and y, ρ ∈ <5N+m is an
arbitrary vector independent of x, xr and y, hijl(x) and δijl are determined by the
upper and lower bounds of the IT2 membership functions; D = diag{d1, d2, . . . , dq} ∈
<q×q is a predefined diagonal matrix; ε1(y) > 0, ε2(x˜) > 0, ε3(x,xr) > 0, ε4(x,xr) >
0, ε5(x,xr) > 0 are predefined scalar polynomials; yl and yl are the predefined lower
and upper bounds of the system output vector y, respectively, in the l-th operating
sub-domain. The polynomial feedback gains are defined in (5.25) and (5.26).
Remark 5.4. Some conditions in Theorem 5.2 contain the output state vector y.
From (2.12), y is a function of x, it is thus all conditions in Theorem 5.2 depending
on x (continuous and sampled versions) only.
In order to obtain the values of hijl(x) and δijl, the following analysis steps are
adopted:
5.2.2.1 Finding ˙ˆxmax
To apply Theorem 5.2, it needs to determine δijl which satisfies the condition (5.44).
In order to determine δijl, ˙ˆxmax needs to be determined first. To obtain ˙ˆxmax used
in (5.50) and (5.51), let us recall the definition of ˙ˆx in (5.14), which is ˙ˆx = T(x)x˙.






















where T1(x),T2(x), . . . ,TN(x) are the row vectors of T(x) and Φ denotes the op-
erating domain of x defined in prior.
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5.2.2.2 Finding δijl
Recalling that h˜ij(x,y(tγ)) ≡ w˜i(x)m˜j(y(tγ)), it depends on both x(t) and y(tγ).
When we treat y(tγ) as an independent variable with x(t), the information of mem-
bership function may not be captured well by δijl as y(tγ) is somewhat related to
x according to the system output defined in (2.12). If we can estimate m˜j(y(tγ))
by m˜j(x), then h˜ij(x,y(tγ)) can be estimated by w˜i(x)m˜j(x) which depends on the
only variable x. As a result, it could make easy the estimation of δijl in (5.44).
To realize the above estimation, we first find the relationship between y(tγ) and









Denoting ˙ˆxmax ∈ <N as a vector of constant values which is the maximum value
of | ˙ˆx(x(t))| in the operating domain, i.e., | ˙ˆx(x(t))| ≤ ˙ˆxmax, from (5.49), we can
obtain
|y(t)− y(tγ)| ≤ (t− tγ)C ˙ˆxmax ≤ hsC ˙ˆxmax. (5.50)
From (5.49) and (5.50), it follows that
y(tγ) ∈ [y(t)− hsC ˙ˆxmax, y(t) + hsC ˙ˆxmax]
= [Cxˆ(t)− hsC ˙ˆxmax, Cxˆ(t) + hsC ˙ˆxmax]. (5.51)
The above result is summarized as follows: given any x, assuming that | ˙ˆx(x(t))| ≤
˙ˆxmax is satisfied, y(tγ) will be in the range of [Cxˆ(t)−hsC ˙ˆxmax, Cxˆ(t)+hsC ˙ˆxmax].
Consequently, from (5.44), δijl can be determined numerically by estimating |h˜ij(x,y(tγ))−
hˆijl(x)| for x ∈ Φl; y(tγ) ∈ [Cxˆ(t)− hsC ˙ˆxmax, Cxˆ(t) + hsC ˙ˆxmax] and all l.
5.3 Simulation Examples
5.3.1 Numerical Example
To demonstrate the effectiveness of the proposed approach, we design a polynomial
fuzzy control system equipped with different model and fuzzy control rules to track
the states of the reference using only the sampled-data system output.









































C = [1 0].
Given that C = [1 0], we have the output y(t) = Cxˆ(x(t)) = x1(t) in this sim-
ulation and we will use x1(t) in this example instead of using y(t). The mem-
bership functions are chosen as w1(x1(t)) = 1 − 1/(1 + e(−x1(t)−3.5)), w3(x1(t)) =
1/(1 + e(−x1(t)+3.5)), w2(x1(t)) = 1 − w1(x1(t)) − w3(x1(t)); w1(x1(t)) = 1 − 1/(1 +
e(−x1(t)−2.5)), w3(x1(t)) = 1/(1 + e(−x1(t)+2.5)), w2(x1(t)) = 1−w1(x1(t))−w3(x1(t)).
A two-rule IT2 SDOF polynomial fuzzy controller is employed to realise the
tracking control where the IT2 membership functions are chosen as follows:
m1(x1(t)) =

1 for x1(t) < −5.2
−x1(t)+4.8
10
for − 5.2 ≤ x1(t) ≤ 4.8




1 for x1(t) < −4.8
−x1(t)+5.2
10
for − 4.8 ≤ x1(t) ≤ 5.2
0 for x1(t) > 5.2
, (5.53)
m2(x1(t)) = 1−m1(x1(t)), m2(x1(t)) = 1−m1(x1(t)), and m˜2(x1(t)) = 1−m˜1(x1(t)).












It is considered that the system is working in x1 ∈ [−10, 10]. As y = x1, it
suggests that the lower and upper bounds of y is y = −10 and y = 10. The
sampling period in this simulation is set as hs = 0.05s. Assuming x˙1(t) ∈ [−20 20],
the largest variation of x1 within the sampling period is
∫ t+hs
t
x˙1(t)dt ≤ 20 × hs,
which is within domain [−1 1]. It should be noted that this assumption should
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be verified by simulations. With this information, from Section 5.2.2.2, it can be
obtained that y(tγ) ∈ [x1(t) − 1, x1(t) + 1]. By dividing the operating domain
x1(t) into 15 uniform sub-domains (i.e., L = 15), we have yl = x1l = −343 + 43 l and
yl = x1l = −10 + 43 l, l = 1, 2, . . ., 15, which are the lower and upper bounds of the
l-th operating sub-domains of the operating domain, respectively. It is chosen that
D = 1 is considered. The values of hijl(x1(t)) are chosen as constants denoted as hijl
which is shown in Table 5.1. With the consideration of y(tγ) ∈ [x1(t)−1, x1(t)+1],
the values of δijl can be found numerically which are shown in Table 5.2.
Table 5.1: The coefficients of the approximation of the membership functions in 15
operating sub-domains.
hijl l = 1 l = 2 l = 3 l = 4
h1,1,l 9.9433× 10−1 9.7881× 10−1 9.2414× 10−1 7.3714× 10−1
h1,2,l 0 0 0 0
h2,1,l 4.4731× 10−4 1.6509× 10−3 6.2306× 10−3 2.3715× 10−2
h2,2,l 0 0 0 0
h3,1,l 1.1169× 10−6 4.1287× 10−6 1.5673× 10−5 5.9436× 10−5
h3,2,l 0 0 0 0
hijl l = 5 l = 6 l = 7 l = 8
h1,1,l 3.5973× 10−1 1.0404× 10−1 2.3485× 10−2 4.7454× 10−3
h1,2,l 0 5.3618× 10−2 2.1706× 10−2 7.4807× 10−3
h2,1,l 8.5269× 10−2 2.3946× 10−1 4.2803× 10−1 3.5604× 10−1
h2,2,l 0 3.4327× 10−2 1.7644× 10−1 3.5604× 10−1
h3,1,l 2.2859× 10−4 7.4742× 10−4 2.4215× 10−3 7.4807× 10−3
h3,2,l 0 1.0220× 10−4 8.3787× 10−4 4.7454× 10−3
hijl l = 9 l = 10 l = 11 l = 12
h1,1,l 8.3787× 10−4 1.0220× 10−4 0 0
h1,2,l 2.4215× 10−3 7.4742× 10−4 2.2859× 10−4 5.9436× 10−5
h2,1,l 1.7644× 10−1 3.4327× 10−2 0 0
h2,2,l 4.2803× 10−1 2.3946× 10−1 8.5269× 10−2 2.3715× 10−2
h3,1,l 2.1706× 10−2 5.3618× 10−2 0 0
h3,2,l 2.3485× 10−2 1.0404× 10−1 3.5973× 10−1 7.3714× 10−1
hijl l = 13 l = 14 l = 15
h1,1,l 0 0 0
h1,2,l 1.5673× 10−5 4.1287× 10−6 1.1169× 10−6
h2,1,l 0 0 0
h2,2,l 6.2306× 10−3 1.6509× 10−3 4.4731× 10−4
h3,1,l 0 0 0
h3,2,l 9.2414× 10−1 9.7881× 10−1 9.9433× 10−1
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Table 5.2: The coefficients of δi,j,l in 15 operating sub-domains.
δijl l = 1 l = 2 l = 3 l = 4
δ1,1,l 5.2201× 10−3 1.9524× 10−2 6.9585× 10−2 2.3898× 10−1
δ1,2,l 1.3221× 10−23 1.3221× 10−23 1.3221× 10−23 3.6051× 10−2
δ2,1,l 5.2179× 10−3 1.9515× 10−2 6.9553× 10−2 2.0554× 10−1
δ2,2,l 1.3221× 10−23 1.3221× 10−23 1.3221× 10−23 7.8980× 10−3
δ3,1,l 1.3019× 10−5 4.9520× 10−5 1.8775× 10−4 6.8606× 10−4
δ3,2,l 1.3221× 10−23 1.3221× 10−23 1.3221× 10−23 2.5682× 10−5
δijl l = 5 l = 6 l = 7 l = 8
δ1,1,l 5.4926× 10−1 4.7685× 10−1 2.4079× 10−1 7.3392× 10−2
δ1,2,l 1.2795× 10−1 7.4327× 10−2 1.0335× 10−1 5.2263× 10−2
δ2,1,l 3.9108× 10−1 3.5027× 10−1 1.6170× 10−1 1.8119× 10−1
δ2,2,l 9.0114× 10−2 2.1323× 10−1 2.2866× 10−1 1.8119× 10−1
δ3,1,l 2.2053× 10−3 6.9434× 10−3 2.0492× 10−2 5.2263× 10−2
δ3,2,l 4.8688× 10−4 3.1939× 10−3 1.6683× 10−2 7.3392× 10−2
δijl l = 9 l = 10 l = 11 l = 12
δ1,1,l 1.6683× 10−2 3.1939× 10−3 4.8688× 10−4 2.5682× 10−5
δ1,2,l 2.0492× 10−2 6.9434× 10−3 2.2053× 10−3 6.8606× 10−4
δ2,1,l 2.2866× 10−1 2.1323× 10−1 9.0114× 10−2 7.8980× 10−3
δ2,2,l 1.6170× 10−1 3.5027× 10−1 3.9108× 10−1 2.0554× 10−1
δ3,1,l 1.0335× 10−1 7.4327× 10−2 1.2795× 10−1 3.6051× 10−2
δ3,2,l 2.4079× 10−1 4.7685× 10−1 5.4926× 10−1 2.3898× 10−1
δijl l = 13 l = 14 l = 15
δ1,1,l 1.3221× 10−23 1.3221× 10−23 1.3221× 10−23
δ1,2,l 1.8775× 10−4 4.9520× 10−5 1.3019× 10−5
δ2,1,l 1.3221× 10−23 1.3221× 10−23 1.3221× 10−23
δ2,2,l 6.9553× 10−2 1.9515× 10−2 5.2179× 10−3
δ3,1,l 1.3221× 10−23 1.3221× 10−23 1.3221× 10−23
δ3,2,l 6.9585× 10−2 1.9524× 10−2 5.2201× 10−3
By applying the stability conditions in Theorem 5.2, it is chosen that ε1(y) =
ε2(x˜) = ε3(x,xr) = ε4(x,xr) = ε5(x,xr) = 0.0001, X(x˜) as a polynomial of degree
0; Mj(x1(tγ)) and Nj(x1(tγ)), j = 1, 2 are polynomials with monomials in x1 of
degree 0; Sl(x1(t)) is of degree 0; X22(x˜) is of degree 0 which lead to X(x˜) a constant
matrix with x˜ as a null vector.
The feedback gains are obtained as F1 = −1.1515, F2 = −7.0323, G1 =
1.0067 × 10−11, G2 = 9.3380 × 10−12, and X =
[
7.7228× 10−4 1.9405× 10−4
1.9405× 10−4 1.5048× 10−3
]
.
The minimum values of σ1, σ2 and σ3 are obtained as 1.8368, 0.9796 and 1.5696,
respectively.
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To perform simulation, it is chosen that λ1(x1(t)) = (sin(5x1(t))+1)/2, λ1(x1(t)) =
1−λ1(x1(t)), λ3(x1(t)) = (cos(5x1(t))+1)/2, λ3(x1(t)) = 1−λ3(x1(t)), which act as
the uncertainty of the nonlinear plant embedded in the IT2 membership functions
to obtain w˜1(x1(t)) and w˜3(x1(t)). Since w˜2(x1(t)) = 1 − w˜1(x1(t)) − w˜3(x1(t)) by
the definition of w˜i(x1(t)), there is no need to obtain the explicit form of λ2(x1(t))
and λ2(x1(t)) once w˜1(x1(t)) and w˜3(x1(t)) are defined.
On the other hand, the type reduction in (5.7) for the controller are chosen as
κj(x1(t)) = κj(x1(t)) = 0.5, j = 1, 2. By applying the IT2 SDOF polynomial
fuzzy controller for tracking control with the initial conditions x(0) = [0 0] and
xr(0) = [0.5 0], the simulation results of state response and control signal are shown
in Figs. 5.2 to 5.4, which demonstrate that the tracking errors are sufficiently small.
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Figure 5.2: Tracking control performance for x1(t) under 15 sub-domains approach.
Top left panel: responses of x1(t) (Solid line) and xr1(t) (Dash line) from 0 to 100
seconds. Top right panel: responses of x1(t) (Solid line) and xr1(t) (Dash line) from
0 to 1 second. Bottom left panel: response of xr1(t)− x1(t) from 0 to 100 seconds.
Bottom right panel: response of xr1(t)− x1(t) from 0 to 1 second.
For comparison purposes, Theorem 5.1 is applied with ε1(x˜) = ε2 = ε3(x,xr) =
0.001 and the same degrees of feedback gains and x˜ used above. However, no
feasible solution can be found. It shows that bringing the information of membership
functions helps relax the stability analysis results.
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Figure 5.3: Tracking control performance for x2(t) under 15 sub-domains approach.
Top left panel: responses of x2(t) (Solid line) and xr2(t) (Dash line) from 0 to 100
seconds. Top right panel: responses of x2(t) (Solid line) and xr2(t) (Dash line) from
0 to 1 second. Bottom left panel: response of xr2(t)− x2(t) from 0 to 100 seconds.
Bottom right panel: response of xr2(t)− x2(t) from 0 to 1 second.
5.3.2 Inverted Pendulum
An inverted pendulum subject to parameter uncertainty is considered. An IT2
polynomial fuzzy model is first built through Taylor series approach [39] and then
an IT2 SDOF polynomial fuzzy controller is designed to perform the tracking control
that the system states is driven to follow those of a stable reference model subject
to the H∞ performance (5.40).
The dynamic equation for the inverted pendulum [45] is given by
θ¨(t) =
g sin(θ(t))− ampSθ˙(t)2 sin(2θ(t))/2− acos(θ(t))u(t)
4S/3− ampScos2(θ(t)) , (5.54)
where θ(t) is the angular displacement of the inverted pendulum, g = 9.8 m/s2, mp ∈
[mpmin mpmax ] = [0.5 1] kg is the mass of the pendulum, Mc ∈ [Mcmin Mcmax ] =
[18 20] kg is the mass of the cart, a = 1
mp+Mc
, 2S = 1m is the length of the
pendulum, and u(t) is the force applied on the cart. mp and Mc are treated as the
parameter uncertainties.




] and θ˙(t) = [−4, 4], the follow-
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Figure 5.4: The control signal u(t) under 15 sub-domains approach. Top panel: u(t)
from 0 to 100 seconds. Bottom panel: u(t) from 0 to 1 second.
ing 4 rules are used to describe the inverted pendulum:
Rule i : IF f1(x(t)) is M˜
i
1 AND f2(x(t)) is M˜
i
2
THEN x˙(t) = Ai(x(t))xˆ(x(t)) + Bi(x(t))u(t),
y(t) = Cx(t),
i = 1, 2, 3, 4. (5.55)









y(t) = Cx(t), (5.57)
where
xˆ(t) = x(t) = [x1(t) x2(t)]





], x2(t) ∈ [−4 4],
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The lower and upper membership functions are defined in Table 5.3 of which
f1(x(t)) and f2(x(t)) are defined as follows.
Table 5.3: Lower and Upper Membership Functions for the Interval Type-2 Fuzzy
Model of the Inverted Pendulum.



















with x2(t) = 0,mp = mpmax with mp = mpmax
= 1kg and Mc = Mcmin = 18kg = 1kg and Mc = Mcmax = 20kg


















with x2(t) = x2max ,mp = mpmax with mp = mpmin = 0.5kg










4S/3− ampScos2(x1(t)) . (5.59)
Applying the same procedure in Chapter 3 and 4, the minimum and maximum










The lower and upper grades of membership are respectively defined as:
wLi (x(t)) = µM˜ i1
(f1(x(t)))× µM˜ i2(f2(x(t)),
wUi (x(t)) = µM˜ i1(f1(x(t)))× µM˜ i2(f2(x(t)))
for all i.












Based on the IT2 polynomial fuzzy model, an IT2 SDOF polynomial fuzzy con-
troller with 2 rules is employed to perform the tracking control:
Rule j : IF y1(tγ) is N˜
j
1
THEN u(t) = Fj(h(tγ))ey(tγ) + Gj(h(tγ))yr(tγ),
j = 1, 2. (5.60)






will be adopted instead of y1(tγ). The overall IT2 SDOF polynomial fuzzy controller
is obtained as follows:
u(t) = m˜1(x1(tγ))(F1(h(tγ))ey(tγ) + G1(h(tγ))yr(tγ))
+ m˜2(x1(tγ))(F2(h(tγ))ey(tγ) + G2(h(tγ))yr(tγ)) (5.61)
where the upper and lower membership functions are chosen as follows:
m1(x1(t)) =






≤ x1(t) ≤ 0
5pi/12−x1(t)
5pi/12
for 0 ≤ x1(t) ≤ 5pi12











≤ x1(t) ≤ 0
0.9(5pi/12−x1(t))
5pi/12
for 0 ≤ x1(t) ≤ 5pi12




m2(x1(t)) = 1−m1(x1(t)), m2(x1(t)) = 1−m1(x1(t)), and m˜2(x1(t)) = 1−m˜1(x1(t));
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and κj(x1(t)) = κj(x1(t)) = 0.5, j = 1, 2.
It can be found that the membership functions depend on x1(t) which is used
to determine their bounds δijl. Recalling that x1 ∈ [−5pi12 , 5pi12 ], it suggests that the






. The sampling period
in this simulation is set as hs = 0.005s. From the polynomial fuzzy model, we
have x˙1(t) = x2(t) ∈ [−4 4] that it gives the largest variation of x1 within the
sampling period as −4 × hs ≤
∫ t+hs
t
x˙1(σ)dσ ≤ 4 × hs, which is within the domain
[−0.125 0.125]. As we did in the first example, this consideration will be verified
by simulations. With this information, from Section 5.2.2.2, it can be obtained that
x1(tγ) ∈ [x1(t)− 0.125, x1(t) + 0.125].
By dividing the operating domain x1(t) into 10 uniform sub-domains (i.e., L =












l, l = 1,
2, . . ., 10, which are the lower and upper bounds of the l-th operating sub-domain,
respectively. It is chosen that D = diag{1, 0}, which means only y1 = x1 of the
output vector has been included as the state information to facilitate the stability
analysis. The values of hˆijl(x1(t)) are chosen as constants denoted as hˆijl which are
shown in Table 5.4. With x1(tγ) ∈ [x1(t)− 0.125, x1(t) + 0.125], the values of δijl
are found numerically and shown in Table 5.5.
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Table 5.4: The coefficients of the approximation of the membership functions in 10
operating sub-domains.
hijl l = 1 l = 2 l = 3 l = 4
h1,1,l 0 0 6.0956× 10−2 0
h1,2,l 0 0 1.2517× 10−2 0
h2,1,l 0 0 6.8411× 10−2 2.2699× 10−1
h2,2,l 0 0 6.2798× 10−2 0
h3,1,l −1.1073× 10−16 1.0804× 10−1 3.9270× 10−2 0
h3,2,l 2.8336× 10−1 6.4079× 10−2 4.1458× 10−3 0
h4,1,l −4.2294× 10−32 0 1.4042× 10−1 0
h4,2,l 3.3723× 10−16 1.1124× 10−1 3.9727× 10−2 0
hijl l = 5 l = 6 l = 7 l = 8
h1,1,l −2.6927× 10−16 −2.6927× 10−16 0 6.1547× 10−2
h1,2,l 0 0 0 1.1483× 10−2
h2,1,l 4.4003× 10−1 4.4643× 10−1 2.3271× 10−1 7.2556× 10−2
h2,2,l 0 0 0 6.2221× 10−2
h3,1,l −2.4241× 10−19 −2.4241× 10−19 0 3.7154× 10−2
h3,2,l 0 0 0 3.0268× 10−3
h4,1,l 0 0 0 1.4247× 10−1
h4,2,l 0 0 0 3.7569× 10−2
hijl l = 9 l = 10
h1,1,l 0 0
h1,2,l 1.1029× 10−2 1.3615× 10−3
h2,1,l 0 0
h2,2,l 0 0
h3,1,l 1.0619× 10−1 7.4838× 10−3
h3,2,l 6.1020× 10−2 2.7358× 10−1
h4,1,l 5.7193× 10−3 7.0534× 10−5
h4,2,l 1.0928× 10−1 8.1019× 10−3
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Table 5.5: The coefficients of δi,j,l in 10 operating sub-domains.
δijl l = 1 l = 2 l = 3 l = 4
δ1,1,l 6.3604× 10−2 1.3911× 10−1 1.0489× 10−1 1.6585× 10−1
δ1,2,l 1.5383× 10−1 1.5383× 10−1 9.7547× 10−2 6.1688× 10−2
δ2,1,l 2.8933× 10−2 1.6579× 10−1 3.6571× 10−1 7.7301× 10−1
δ2,2,l 6.2791× 10−2 1.4455× 10−1 1.1216× 10−1 1.7496× 10−1
δ3,1,l 2.4459× 10−1 1.3655× 10−1 1.6713× 10−1 1.2494× 10−1
δ3,2,l 7.1664× 10−1 3.9916× 10−1 1.6449× 10−1 4.8625× 10−2
δ4,1,l 9.9798× 10−2 2.6751× 10−1 2.1408× 10−1 3.5450× 10−1
δ4,2,l 2.4448× 10−1 1.3324× 10−1 1.7524× 10−1 1.3218× 10−1
δijl l = 5 l = 6 l = 7 l = 8
δ1,1,l 1.4594× 10−1 1.4538× 10−1 1.6512× 10−1 1.0358× 10−1
δ1,2,l 2.9830× 10−2 2.9239× 10−2 6.0362× 10−2 9.7138× 10−2
δ2,1,l 5.5997× 10−1 5.5357× 10−1 7.6729× 10−1 3.7132× 10−1
δ2,2,l 1.5754× 10−1 1.5717× 10−1 1.7507× 10−1 1.1285× 10−1
δ3,1,l 5.7201× 10−2 5.5649× 10−2 1.2245× 10−1 1.6662× 10−1
δ3,2,l 1.1717× 10−2 1.1214× 10−2 4.6629× 10−2 1.5987× 10−1
δ4,1,l 3.1858× 10−1 3.1371× 10−1 3.5693× 10−1 2.1446× 10−1
δ4,2,l 6.1673× 10−2 6.0032× 10−2 1.2963× 10−1 1.7507× 10−1
δijl l = 9 l = 10
δ1,1,l 1.4144× 10−1 6.5881× 10−2
δ1,2,l 1.4116× 10−1 1.5083× 10−1
δ2,1,l 1.7212× 10−1 3.1208× 10−2
δ2,2,l 1.4628× 10−1 6.5625× 10−2
δ3,1,l 1.4002× 10−1 2.3873× 10−1
δ3,2,l 3.8946× 10−1 7.0375× 10−1
δ4,1,l 2.6435× 10−1 1.0433× 10−1
δ4,2,l 1.3718× 10−1 2.3836× 10−1
During the simulation, mp is set as 1kg and Mc is set as 18kg, which are both
within the bounds of the uncertainty and not known by the IT2 SDOF polyno-
mial fuzzy controller. To apply Theorem 5.2, we set ε1(y) = ε2(x˜) = ε3(x,xr) =
ε4(x,xr) = ε5(x,xr) = 0.001; X(x˜) is a polynomial of degree 0; x˜ as a null vector;
Mj(x1(tγ)) and Nj(x1(tγ)), j = 1, 2, are polynomials with monomials in x1 of degree
0, Sl(x1(t)) is of degree 0.
The feedback gains are obtained as F1 = [3852.7564 2020.09610], F2 = [2822.5654
1482.4192], G1 = [−1.8970×10−11 −8.1558×10−12], G2 = [−4.10707×10−12 −





. The minimum values of σ1, σ2 and σ3 are
obtained as 7.7796, 0.4194 and 0.5508, respectively.
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The IT2 SDOF fuzzy controller is employed to control the nonlinear plant subject
to the initial conditions x(0) = [5pi/12 0]T and xr(0) = [0 0]
T . Simulation results
of state response and control signal are shown in Figs. 5.5 to 5.7. It can be seen
that the system states are able to follow those of the the reference model closely.
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Figure 5.5: Tracking control performance for x1(t) under 10 sub-domains approach.
Top left panel: responses of x1(t) (Solid line) and xr1(t) (Dash line) from 0 to 100
seconds. Top right panel: responses of x1(t) (Solid line) and xr1(t) (Dash line) from
0 to 1 second. Bottom left panel: response of xr1(t)− x1(t) from 0 to 100 seconds.
Bottom right panel: response of xr1(t)− x1(t) from 0 to 1 second.
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Figure 5.6: Tracking control performance for x2(t) under 10 sub-domains approach.
Top left panel: responses of x2(t) (Solid line) and xr2(t) (Dash line) from 0 to 100
seconds. Top right panel: responses of x2(t) (Solid line) and xr2(t) (Dash line) from
0 to 1 second. Bottom left panel: response of xr2(t)− x2(t) from 0 to 100 seconds.
Bottom right panel: response of xr2(t)− x2(t) from 0 to 1 second.
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Figure 5.7: The control signal u(t) under 10 sub-domains approach. Top panel: u(t)
from 0 to 100 seconds. Bottom panel: u(t) from 0 to 0.1 second.
For comparison purposes, Theorem 5.1 is applied with ε1(x˜) = ε2 = ε3(x,xr) =
0.001 and the same degrees of feedback gains and x˜ used above, no feasible solution
can be found which suggests that bringing the information of membership functions
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can help relax the stability analysis results.
5.4 Conclusion
In this chapter, the SDOF tracking control problem for the IT2 PFMB control sys-
tem has been investigated using the SOS-based analysis. An IT2 SDOF polynomial
fuzzy controller has been employed to perform the tracking control, which is to drive
the system states to follow those of a stable reference model characterized by H∞
performance. Both MFI and MFD approaches are employed to conduct stability
analysis. Under the MFD approach, the information of membership functions, sys-
tem states and sampling process are utilized for the relaxation of stability analysis
results. From the simulation examples, it can be shown that the MFD analysis
approach helps relax the stability conditions.
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Chapter 6
Conclusion and Future Work
In this thesis, the stability analysis and the performance improvement of the IT2
PFMB control systems have been investigated. In Chapter 3, the stabilization issues
of the IT2 PFMB control systems have been investigated and three methods are
provided to relax the stability conditions by considering the information of the
membership functions into the stability analysis. The simulation results demonstrate
that all the three methods help to reduce the conservativeness lying in the stability
conditions. Also, it verifies that the MFD approach has its own contribution to the
relaxation of the stability conditions. In Chapter 4, the output feedback tracking
control design of the IT2 PFMB control systems is studied. Through the MFD
approach, the stability conditions for the tracking control system are easier to obtain
and the tracking control performance can also be improved subject to minimizing
an H∞ performance index. In Chapter 5, the tracking control design based on
the sampled output is investigated for digital implementation of fuzzy controllers.
In the stability analysis, by including the uncertainty due to the sample-and-hold
process and the uncertainty in the system in the IT2 membership functions, the
MFD approach is also applied to relax the stability conditions. As the results show,
the MFD approach is able to find the solutions of the tracking control design and it
also improves the tracking performance judged by the H∞ performance.
Although considerable tasks have been completed in the thesis, there are still
many issues related with the IT2 PFMB control system remain untouched. The
future research will continue on other topics in the control theory. Time-delay,
which generally considered as the source of poor system performance, appears com-
monly in various practical systems such as chemical processes, networked systems
and communication systems [31–34] and instability. Given that there exist many
complex nonlinear systems with time delay in practical situations and FMB control
approaches are effective to represent the dynamics of nonlinear systems, it is natural
to investigate nonlinear systems with time delay via the corresponding FMB control
approaches [19]. Therefore, the research on the FMB control system with time-
delay is of great importance and researchers have dedicated considerable effects to
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the problems of analysis and synthesis for time-delay FMB control systems. There
are two main approaches to handle the time-delay problems in the literature, namely
the delay-independent [19–21] and the delay-dependent [22–35] approaches. For the
delay-independent approach, the stability conditions include no information of the
delay, which means that the stability conditions are valid for arbitrary time delay.
On the contrary, the delay-dependent approach contains the information of the de-
lay, which is able to achieve less conservative results than the delay-independent
approach, especially when the delay time is small. Within the delay-dependent
approach, there are works on the constant time delay problems [22–24, 26] and
time-varying delay problems [27, 29, 30, 32–35]. The advantage of the time-varying
approach is that the constant time-delay case can be regarded as a special case
of time-varying delay FMB control systems. It is also noticed that in the works
in [146,147], the time delay issues based on IT2 fuzzy sets were investigated. From
the literature, it can be found that the time-varying delay effects on the IT2 PFMB
control has not been investigated, therefore, it can be a possible future research
topic to make the contribution.
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