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The aim of this paper is to give a hint for thinking to graduate or undergrad-
uate students in Mathematical Physics who are interested in both Geometry and
Quantum Computation.
First I make a brief review of some properties on Grassmann manifolds and next
I show a path between Grassmann manifolds and Quantum Computation which is
related to the efficiency of quantum computing.
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1 Introduction
This paper is based on my lecture at graduate school of Yokohama City University and my
talk at Numazu-meeting 1. My aim is to show a (severe, but fruitful) path between Ge-
ometry and Quantum Computing, and my target is graduate and undergraduate students
who are interested in both of them.
The general theory of symmetric spaces is well-known in Geometry and I don’t want to
repeat it in this paper. Because it is in general not interesting and tedious, so I will focus
our attension to the special topics. Though I am very interested in volume-calculations
of symmetric spaces, I have a complaint about usual methods. Let us introduce shortly.
The symmetric spaces are written as
M = G/H ,
where G is a Lie group and H its subgroup. We are particularly interested in the case
where G is a classical group (for example, unitary group U(n) or orthogonal group O(n)).
The complex Grassmann manifold Gk,n(C) which is our target in this paper is written as
Gk,n(C) = U(n)
U(k) U(n− k) .




Vol(U(k)) Vol(U(n− k)) .
This is the usual method to get the volume of symmetric spaces.
On the other hand the volume form of Grassmann manifolds (: dv(Z, Zy)) can be writ-






1a private meeting held by Yoshinori Machida at Numazu College of Technology to discuss recent
results on Geometry, Mathematical Physics, String Theory, Quantum Computation, etc.
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In this case is it possible to get the left hand side by calculating the integral of the right
hand one ? As far as I know such a calculation has not been performed except for k = 1
(complex projective spaces). For k  2 direct calculation seem to be very complicated.
In my opinion students in Mathematical Physics like calculations rather than logics.
I want to present this calculation as a challenging exercise to them.
Quantum Computation is a very attractive and challenging task in New Millennium.
After the breakthrough by P. Shor [1] there has been remarkable progress in Quantum
Computation or Computer (QC briefly). This discovery had a great influence on scientists.
This drived not only theoreticians to nding other quantum algorithms, but also experi-
mentalists to building quantum computers. See [3], [4] or [5] (if you can read Japanese)
in outline
On the other hand, Gauge Theories are widely recognized as the basis in quantum
eld theories. Therefore it is very natural to intend to include gauge theories in QC    a
construction of \gauge theoretical" quantum computation or of \geometric" quantum
computation in our terminology. The merit of geometric method of QC may be strong
for the influence from the environment (this is our selling point).
In [10] and [11] Zanardi and Rasetti proposed an attractive idea    Holonomic
Quantum Computation    using the non-abelian Berry phase (quantum holonomy
in the mathematical language). See also [12] and [13] as another interesting geometric
models.
Quantum Computation comprizes many subjects. To give an overview of all of them
is beyond my powers, so I focus our attension on construction and eciency of unitary
operations.
I would like to build a bridge between Geometry and Quantum Computation, but this
is not so easy task. I will explain one of such trials. Though there is no new result in this
paper, my point of view may be fresh to not only students but also experts.
Now let us explain these explicitly as far as I can.
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2 Introduction to Grassmann Manifolds
Let V be a k-dimensional subspace in Cn (0  k  n). Then it is well-known in Linear
Algebra that there is only one projection P : Cn −! Cn with V = P (Cn). Here the
projection means P 2 = P and P y = P in M(n;C). The Grassmann manifold is in this
case dened by all k-dimensional subspaces in Cn, but it is identied with all projections
in M(n;C) with rank k or trace k (corresponding to V = P (Cn)).
Note : Eigenvalues of a projection are 0 or 1, so rank of P = trace of P .
Therefore we set :
Gk,n(C) = fP 2M(n;C)j P 2 = P, P y = P and trP = kg. (1)
A comment is in order. It is in general not easy to imagin all k-dimensional subspace in
Cn except for a few genius. But it is easy even for us to treat (1) as will be shown in the
following.
We note that G0,n(C) = f0ng and Gn,n(C) = f1ng. In particular G1,n(C) is called a
complex projective space and written as CP n−1. In (1) we know a natural symmetry
(isomorphism)
κ : Gk,n(C) −! Gn−k,n(C), κ(P ) = 1n − P, (2)
so that we have Gk,n(C) = Gn−k,n(C).
Exercise Check this.
Now it is easy to see that P can be written as
P = AEkA
−1 for some A 2 U(n), (3)






Gk,n(C) = fAEkA−1j A 2 U(n)g. (4)
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Then (4) directly leads us to
Gk,n(C) = U(n)









see (22). Here Sk is the unit sphere in Rk+1 and U(1) = S1. We note that Gk,n(C) is a
complex manifold (moreover, a Kahler manifold) and its complex dimension is k(n− k).
Exercise Prove dimCGk,n(C) = k(n− k).
Next let us introduce a local coordinate around P in (3). We set M(n − k, k;C) as
the set of all (n− k) k - matrices over C and dene a map
P : M(n− k, k;C) −! Gk,n(C)
as follows :












Of course P (0n) = P in (3).
Here an natural question emerge. How many local coordinates do we have on Gk,n(C) ?
The number of them is just nCk.
Exercise Think its reason.
A comment is in order. I believe that this is the best choice of local coordinate on
Grassmann manifolds, and this one is called the Oike coordinate in Japan. As far as I
know H. Oike is the rst who wrote down (7).
From this we can show the curvature form PdP (Z)^dP (Z). but in the following we omit
the ^ symbol for simplicity.



























k = 1k + Z
yZ 2M(k;C), Mn−k = 1n−k + ZZy 2M(n − k;C). (10)
Exercise Prove (8) and (9).
In the following we omit the ^ symbol and write, for example, PdPdP instead of PdP (Z)^
dP (Z) for simplicity. A (global) symplectic 2-form on Gk,n(C) is given by
ω = trPdPdP













We want to rewrite (11). Before doing this let us make some mathematical prelimi-
naries. For A 2M(m,C) and B 2M(n,C) a tensor product A⊗B of A and B is dened
as















a11b11 a11b12 a12b11 a12b12
a11b21 a11b22 a12b21 a12b22
a21b11 a21b12 a22b11 a22b12




Therefore each component is (A⊗ B)ij,kl = AikBjl 2. Then it is easy to see
tr(A⊗ B) = tr(A)tr(B), det(A⊗B) = fdet(A)gnfdet(B)gm. (13)
Exercise Prove (13).
Let us construct a vector Ẑ in Ck(n−k) from Z in M(n−k, k;C) in an usual mammer.
Ẑ = (z11,    , z1k,       , zn−k,1,    , zn−k,k)t ,












































fk(n− k)g! . (15)
Here 1
2
p−1 is a normalization factor. From (14) it is easy to see
















2you should not mistake like (A⊗B)ij,kl = AijBkl. See (12) many times.
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 1k + ZyZ −Zy
O 1n−k
 = det (1k + ZyZ) = detk.






O 1n−k + ZZy
 = det (1n−k + ZZy) = detMn−k,
so that






−n, so we reach























fdet(1k + ZyZ)gn . (20)
Problem How can we calculate this integral ?
3 Volume of Unitary Groups
Let us introduce a calculation of the volume of unitary group U(n) within our necessity.
Let S2k−1 be a 2k− 1 - dimensional sphere (k  1) over R and the volume be Vol(S2k−1).
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For example Vol(S1) = 2pi and Vol(S3) = 2pi2. In general we have
Vol(S2k−1) =
2pik
(k − 1)! . (21)
Exercise Prove this.
















= S2n−1  S2n−3      S3  S1, (23)
where
.
= means almost equal ! What is almost equal ?
A comment is in order. (23) is of course invalid except for the cases of n = 1, 2. If you
write this equation in your examination, you will fail in it. But in the cases of volume-
counting or cohomology-counting there is no problem. You will know this questionable
equation may be useful. At any rate never mind over small things !














0!1!    (n− 1)! . (24)
Making use of this let us calculate the volume of Grassmann manifold Gk,n(C). Since
Gk,n(C) = U(n)




Vol(U(k))Vol(U(n− k)) . (25)
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From (24) we reach
Vol(Gk,n(C)) =
0!1!    (k − 1)! 0!1!    (n− k − 1)!
0!1!       (n− 1)! pi
k(n−k)
=
0!1!    (k − 1)!












fdet(1k + ZyZ)gn =
0!1!    (k − 1)!
(n− k)!    (n− 2)!(n− 1)!pi
k(n−k). (27)
But I have something to complain of. We have not calculated the left hand side ! Is it
really easy (not dicult) to calculate the integral to get the right hand side ? As far as I
know, the integral has not been calculated except for the case k = 1.













(n− 1)! . (28)




p−1θj for 1  j  n− 1. (29)




































3We usually set zj = rje
p−1θj , but this choice is not good in my opinion. You should choose like (29)
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Here let us once more make a change of variables from (r1,    , rn−1) to (ξ1,    , ξn−1).
r1 = ξ1(1− ξ2),
r2 = ξ1ξ2(1− ξ3),
  
rn−2 = ξ1ξ2    ξn−2(1− ξn−1),
rn−1 = ξ1ξ2    ξn−2ξn−1.
Reversely we have
ξ1 = r1 + r2 +   + rn−2 + rn−1,
ξ2 =
r2 +   + rn−2 + rn−1










From this we know at once



























































The direct proof of (27) for k = 1 is relatively easy as shown above. But for k  2 I don’t
know such a proof (a direct proof may be very complicated). Therefore








fdet(1k + ZyZ)gn =
0!1!    (k − 1)!
(n− k)!    (n− 2)!(n− 1)!pi
k(n−k).
As for another approach to the problem above refer to [27]. In this paper coherent
states based on Grassmann manifolds have been constructed.
5 Quantum Computing
Let us change my talk to Quantum Computing. The typical examples of quantum algo-
rithms up to now are
 Factoring algorithm of integers by P. Shor [1]
 Data-base searching algorithm by L. Grover [2] (see also [26]).
See [3] and [4] as for general introduction. [8] and [9] are also recommended.
In Quantum Computing we in general expect an exponential speedup compared to
classical ones, so we must construct necessary unitary matrices in U(n) in an ecient
manner when n is a huge number like 2100.
Problem How can we construct unitary matrices in an ecient manner ?
Let us come back to (1). We set
Gn(C) = fP 2M(n;C)j P 2 = P, P y = Pg. (31)







For a k-dimensional subspace V in Cn (0  k  n) let fv1,v2,    ,vkg be an orthonormal
basis (namely, < vi,vj >= δij) and set
V = (v1,v2,    ,vk) 2M(n, k;C). (33)
We have identied a k-dimensional subspace V with a matrix V in (33) for simplicity
(maybe there is no confusion). Then we have an equivalence
fv1,v2,    ,vkg : orthonormal , V yV = 1k.
Then it is easy to see that all orthonormal basis in V are given by
fV aj a 2 U(k)g. (34)
Exercise Prove this.
The projection corresponding to V is written by
P = V V y 2 Gk,n(C). (35)
Exercise Prove this.
We remark that (V a)(V a)y = V aayV y = V V y = P , namely P is of course independent of











This notation may be popular rather than (36).
How can we construct an element of unitary group from an element of Grassman
manifolds ? We have a canonical method, namely
Gn(C) −! U(n) : P 7−! U = 1n − 2P. (38)
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This U is called a uniton in the eld of harmonic maps. Moreover we can consider a









(1n − 2Pj) for Pj 2 Gj,n(C) (40)
is very important in the eld of harmonic maps, see for example [6] and [7].
Many important unitary matrices are made by this construction 4.
In my opinion Gn(C) plays a role of DNA in the world of unitary matrices.
These unitary elements also play an important role even in Quantum Computing as shown
in the following.
We consider a qubit (quantum bit) space of quantum particles. The 1-qubit space is
identied with C2 with basis fj0i, j1ig ;











The qubit space of t-particles is the tensor product (not direct sum !) of C2
C2 ⊗C2 ⊗    ⊗C2 (41)
with basis
fjn1, n2, . . . , nti = jn1i ⊗ jn2i ⊗    ⊗ jnti j nj 2 Z2 = f0, 1g g .
For example,





























4The method in [26] on data-base searching algorithms is near to this with appropriate Pj .
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Now we take a Walsh-Hadamard transformation W dened by
W : j0i −! 1p
2
(j0i+ j1i), W : j1i −! 1p
2







 2 O(2)  U(2). (43)
This transformation (or matrix) is an unitary one and plays very important role in Quan-
tum Computing, and moreover is easy to construct in Quantum Optics. Let us list some
important properties of this :
W 2 = 12, W
y = W, (44)
σ1 = Wσ3W
−1 (45)













Next we consider t-tensor product of W (t 2 N) :
W⊗t = W ⊗W ⊗    ⊗W (t− times). (46)
This matrix of course operates on the space (41). For example
W ⊗W = 1
2

1 1 1 1
1 −1 1 −1
1 1 −1 −1





W ⊗W ⊗W = 1p
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
1 1 1 1 1 1 1 1
1 −1 1 −1 1 −1 1 −1
1 1 −1 −1 1 1 −1 −1
1 −1 −1 1 1 −1 −1 1
1 1 1 1 −1 −1 −1 −1
1 −1 1 −1 −1 1 −1 1
1 1 −1 −1 −1 −1 1 1
1 −1 −1 1 −1 1 1 −1

. (48)
We here set n = 2t in the following. Then (46) means W⊗t 2 U(n). The very
important fact is that (46) can be constructed by only t(= log2(n))-steps in Quantum
Computing. Let us show a matrix-component of (46) :






or if we set
i = i12
t−1 + i22t−2 +   + it, 0  i  n− 1





where i  j means a sum of bit-wise products ∑tk=1 ikjk.
Let us prove this. From (43) we know
W jii = 1p
2
























































Here let us clear the meaning of (50) from the point of view of Group Theory.
We note that Z2 is a abelian group with operation 
0 0 = 0, 0 1 = 1, 1 0 = 1, 1 1 = 0. (54)
Then Z2
t is a natural product group of Z2. We denote its elememt by
i = (i1, i1,    , it) ! i = i12t−1 + i22t−2 +   + it .
For i 2 Z2t we dene
χi : Z2
t −! C = C− f0g, χi(j) =
p
n(ijW⊗tjj) = (−1)ij. (55)
Then we can show that
χi(j k) = χi(j)χi(k). (56)
That is, χi is a character of abelian group Z2
t.
The proof is as follows. From (54) we know
x y = x + y − 2xy for x, y 2 Z2.
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Therefore




















= χi(j)χi(k) ~ (57)
These characters play an important role in Discrete Fourier Transform, see [8] or recent
[9].
Now we consider a controlled NOT operation (gate) which we will write by C-NOT in
the following. It is dened by
C-NOT : j0, 0i ! j0, 0i, j0, 1i ! j0, 1i,
j1, 0i ! j1, 1i, j1, 1i ! j1, 0i (58)
and, therefore, the matrix representation is
C-NOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

. (59)
A comment is in order. For the 1-qubit case we may assume that we can construct all
unitary operations in U(2) (we call the operation universal). For the 2-qubit case how
can we consutruct all unitary operations in U(4) ? If we can consutruct the C-NOT in
our system , then we can show the operation is universal, see [24] or [25].
Exercise Read [24] and study this subject in your manner.
We comment here that (59) can be written as (38)







0 0 0 0
0 0 0 0
0 0 1 −1
0 0 −1 1

, (61)
and this P can be diagonalized by making use of Walsh-Hadamard transformation (43)
like










That is, C-NOT is a uniton. More generally for the t-qubit case we can construct (t− 1)-
repeated controlled-not operator and show it is a uniton. As for the construction of
(t − 1)-repeated controlled-not operator see [24] or [25]. But unfortunately our explicit
construction is not efficient !
Honestly speaking, I don’t know whether an explicit and ecient construction is known
or not. Therefore
Problem Study this subject in your manner and solve it.
Let us consider a set
fFk j 1  k  n− 1g (64)
where






































































−1) = F2, F2 (Y F1Y −1) = F3 and F3 (ZF1Z−1) = −14. (65)
For the general case we must treat so-called Pauli groups which will be omitted here.
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Problem Consider an explicit and ecient method to construct F1 in Quantum
Computing.
Now, let us make a comment on Grover’s data base searching algorithm. In this algorithm
the following two unitary operations
1n − 2ji)(ij, 1n − 2jsihsj. (66)
play an essential role. For i = i12
t−1 + i22t−2 +   + it (0  i  n− 1) we set
Ui = σ
i1




12, if a = 0
σ1, if a = 1 .
Since
Uij0) = σi11 ⊗ σi21 ⊗    ⊗ σit1 (j0i ⊗ j0i ⊗    ⊗ j0i)
= σi11 j0i ⊗ σi21 j0i ⊗    ⊗ σit1 j0i
= ji1i ⊗ ji2i ⊗    ⊗ jiti
 ji), (68)
we have
1n − 2ji)(ij = Ui(1n − 2j0)(0j )Ui = UiF1Ui. (69)





ji) = W⊗tj0), (70)
see (51), we have
1n − 2jsihsj = W⊗t(1n − 2j0)(0j )W⊗t = W⊗tF1W⊗t. (71)
Namely, the two operations are both unitons and can be diagonalized by the ecient
unitary operations Ui and W
⊗t.
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Last, let us mention about a relation between (t−1)-repeated controlled- not operation









































= 1n − 2jn− 1)(n− 1j

























This is just what we required.
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6 Holonomic Quantum Computation
We in this section make a brief story of Holonomic Quantum Computation. This model
was proposed by Zanardi and Rasetti [10] and [11] and is been developing by Fujii [16],
[17], [18], [19] and Pachos [15], [21].
This model uses the non-abelian Berry phase (quantum holonomy in the mathemat-
ical language [20]). In this model a Hamiltonian (including some parameters) must be
degenerated because an adiabatic connection is introduced using this degeneracy [14]. In
other words, a quantum computational bundle is introduced on some parameter space
due to this degeneracy and the canonical connection of this bundle is just the one above.
On this bundle Holonomic Quantum Computation is performed making use of holonomy
operation. See Fujii [16], [17], [18], [19] for further details.
We note our method is completely geometrical.
By the way, by the recent study [19] we turn out that unitary operations induced by
the holonomy are not sucient to prove the universality of quantum computing. One way
to solve this diculty is to introduce not only usual holonomy but also higher dimensional
holonomies (for example, [22]) into Holonomic Quantum Computation, see [23].
Our model is relatively complicated compared to other geometric models and quite
complicated compared to usual spin models. We have a lot of problems to solve in the
near future. I strongly expect young mathematical physicists will enter into this eld.
My propaganda is
Open your mind into Holonomic Quantum Computation !
Acknowledgment. The author wishes to thank Yoshinori Machida for his warm hospitality
at Numazu College of Technology. I also wishes to thank Akira Asada and Tatsuo Suzuki
for reading this manuscript and making some useful comments.
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Appendix A Family of Flag Manifolds
Let us make a comment on a relation between flag manifolds and the kernel of exponential
map dened on matrices. First of all we make a brief review. For
exp : R −! S1  C, exp(t)  e2piit
the kernel of this map is ker(exp)=Z  R.
We dene by H(n,C) the set of all hermitian matices
H(n,C) = fX 2M(n,C) j Xy = Xg.
Of course H(1,C) = R. Note that each element of H(n,C) can be diagonalized by some
unitary matrix.
Exercise Prove this.
The exponential map is now dened as
E : H(n,C) −! U(n), E(X) = e2piiX . (75)
Here our target is ker(E).
Problem What is the structure of ker(E) ?
Our claim is that ker(E) is a family of flag manifolds. For that we write ker(E) as
Kn(C) = fX 2 H(n,C) j e2piiX = 1ng. (76)
First we prove
Gn(C)  Kn(C). (77)
Beacause since P 2 = P from the denition, P k = P for k  1, so that










P = 1n + (e
2pii − 1)P = 1n. (78)
We will prove that Gn(C) becomes a kind of basis for Kn(C).
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For X 2 Kn(C) we write the set of all eigenvalues of X as spec(X). Then spec(X) =
f0, 1g for X 2 Gn(C).
It is clearly spec(X)  Z. For X 2 Kn(C) we set including its eigenvalues (nk) and its
degree of overlapping (dk)



























Here we list some properties of the set of projections fPdkg :
(1) Pdk 2 Gdk,n(C) ,
(2) PdkPdl = δklPdl ,
(3) Pd1 + Pd2 +   + Pdj = 1n . (81)
Exercise Check these.
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Let us here prepare a terminology. For X 2 Kn(C) we say
f(n1, d1), (n2, d2),    , (nj, dj)g
the spectral type of X.
Then it is easy to see that X and Y 2 Kn(C) are same spectral type (X  Y ) if and only
if Y = UXU−1 for some U 2 U(n).
Exercise Prove this.
For X 2 Kn(C) we dene
C(X) = fY 2 Kn(C) j Y  Xg .









and the unitary group U(n) acts on C(X) as follows :
U(n) C(X) −! C(X) : (U, X) 7! UXU−1.
Since this action is free and transitive, the isotropy group at X0 is
U(d1) U(d2)     U(dj) ,
so that we have
C(X) = U(n)
U(d1) U(d2)     U(dj) . (84)
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The right hand side is called a generalized flag manifold. In particular when d1 = d2 =
   = dn = 1 (there is no overlapping in the eigenvalues of X) we have
C(X) = U(n)
U(1) U(1)     U(1) . (85)
This is called a flag manifold.
Namely by (83) we know that Kn(C) is a family of generalized flag manifolds.
A comment is in order. For the Grassmann manifolds we have the very good local
coordinate like (7), while the author does not know a good local coordinate for generalized
flag manifolds.
Problem Find a good local coordinate.
In last as for some applications of generalized flag manifolds the paper [28] is recom-
mended. See [28] and its references.
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