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TWO-COCYCLES AND CLEFT EXTENSIONS IN LEFT
BRAIDED CATEGORIES
ISTVA´N HECKENBERGER, KEVIN WOLF
Abstract. We define two-cocycles and cleft extensions in cat-
egories that are not necessarily braided, but where specific ob-
jects braid from one direction, like for a Hopf algebra H a Yetter-
Drinfeld module braids from the left with H-modules. We will gen-
eralize classical results to this context and give some application for
the categories of Yetter-Drinfeld modules and H-modules. In par-
ticular we will describe liftings of coradically graded Hopf algebras
in the category of Yetter-Drinfeld modules with these techniques.
Introduction
The motivation of this work was to provide an abstract framework
and a new description of the set Cleft′(H) appearing in [AGI18], sec-
tion 3. This set arises in the context of finding all liftings of coradically
graded Hopf algebras: We have a finite dimensional connected graded
Hopf algebra R ∈ HHYD, where H is a finite dimensional cosemisimple
Hopf algebra over some field k, and are interested in Hopf algebras
L, such that grL ∼= R#H =: H. Therefor it is enough to look at
two-cocycles σ : H ⊗ H → k and its corresponding cocycle deforma-
tion Hopf algebra Hσ, such that grHσ ∼= H, or equivalently at H-cleft
objects where some corresponding two-cocycle has that property.
Some results have already been established for describing these cleft
objects: There exists some R-comodule algebra E ∈ H−mod and a
convolution invertible comodule morphism γ : R→ E in H−mod, such
that E = E#H ([AGI17], Lemma 4.1). This means E basically has
the properties that would describe an R-cleft object, except that it is
only an object in H−mod and not in HHYD. We could correspond a
morphism σ : R ⊗ R → k in H−mod to γ, that then again basically
has all the properties of a two-cocycle, except that it is not a morphism
in HHYD.
This is why we establish a new notion of two-cocycles and cleft ex-
tensions in a more general sense, similar to the center construction of a
monoidal category (Definitions 2.1 and 3.2). We will see that the known
results for two-cocycles and cleft extensions ([AAFV00], section 1) can
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be generalized to this context: We can associate a multiplication µσ
to a two-cocycle σ that then is associative (Proposition 2.8) and there
is a bijective correspondence between two-cocylces and cleft extensions
with fixed section up to isomorphy (Theorem 3.11).
We will then give an application in the category HHYD, where we
describe these new cleft objects and two-cocycles by classical cleft ob-
jects and two-cocycles (Proposition 4.6, Corollary 4.7). From this we
can also describe Cleft′(H) (Proposition 4.10, Corollary 4.11).
1. Preliminaries
Let C andD be strict monoidal categories. We assume that equalizers
exist in D and denote the unit object of C with 1.
Definition 1.1. Let · : C → D be a strict monoidal functor. A left
braiding c for · is a family of isomorphisms cX,V : X ⊗ V → V ⊗X
in D, where X ∈ C and V ∈ D, such that
(1) For objects X, Y ∈ C and V,W ∈ D, a morphism f : X → Y
in C and a morphism g : V → W in D the diagram
X ⊗ V Y ⊗W
V ⊗X W ⊗ Y
cX,V
f⊗g
cY,W
g⊗f
commutes.
(2) For X, Y ∈ C, V ∈ D the diagram
X ⊗ Y ⊗ V V ⊗X ⊗ Y
X ⊗ V ⊗ Y
id⊗cY,V
cX⊗Y,V
cX,V⊗id
commutes.
(3) For X ∈ C, V,W ∈ D the diagram
X ⊗ V ⊗W V ⊗W ⊗X
V ⊗X ⊗W
cX,V⊗id
cX,V⊗W
id⊗cX,W
commutes.
These are the usual axioms that define a braiding in a strict monoidal
category. Let · : C → D be a strict monoidal functor and let c be a
left braiding for · .
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Remark 1.2. For objects X ∈ C, V ∈ D we have
c
1,V = idV cX,1 = idX ,
following from axioms (2) and (3) of the definition of a left braiding.
Example 1.3. The center C := Z(D) of a monoidal category D (as
described in [Kas95], XIII.4) along with the forgetful functor C →
D naturally has a left braiding (or right braiding, depending on the
definition).
Example 1.4. Let k be a field andH be a Hopf algebra over k, C = HHYD
be the category of left-left Yetter-Drinfeld modules over H and D be
the category of left H-modules. The forgetful functor C → D, that just
forgets the H-comodule structure, has a left braiding: For a Yetter-
Drinfeld module X ∈ C and an H-module Y ∈ D define
cX,Y : X ⊗ Y → Y ⊗X, x⊗ y → x(−1)y ⊗ x(0).
If Y is also a Yetter-Drinfeld module, then this braiding is just the
usual braiding in the braided category HHYD. Showing that cX,Y is an
isomorphism of H-modules and that axioms (1), (2) and (3) hold is
completely analogous to showing this in the Yetter-Drinfeld case (for
this at no point a comodule structure on Y is needed).
Notation. Let M be a monoidal category. For an object X ∈M and
n ∈ N we denote idn = idnX := idX⊗n = id⊗ · · · ⊗ id : X
⊗n → X⊗n.
Definition 1.5. We define algebras and coalgebras in a strict mon-
oidal category M as usual, as they require no notion of a braiding.
If A ∈ M is an algebra, then we denote its multiplication with µA
and its unit with ηA. If C ∈ M is a coalgebra, then we denote its
comultiplication with ∆C and its counit with εC. Moreover for n ∈ N
we denote
µnA := µA(µA ⊗ id) · · · (µA ⊗ id
n−1) : A⊗n+1 → A
for the n-times multiplication. We have µA = µ
1
A. Similarly, we denote
∆nC := (∆C ⊗ id
n−1) · · · (∆C ⊗ id)∆C : C → C
⊗n+1
for the n-times comultiplication, such that ∆1C = ∆C .
Remark 1.6. Since we are not in a braided category, tensor products of
algebras or coalgebras are not naturally algebras or coalgebras again.
However combining our two categories C,D and the left braiding c,
some specific tensor products inherit these algebraic structures:
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• If A is an algebra in D and if B is an algebra in C, then A⊗B is
an algebra in D where the unit is ηA⊗ηB and the multiplication
is (µA ⊗ µB)(id⊗ cB,A ⊗ id).
• If A is a coalgebra in D and if B is a coalgebra in C, then B⊗A
is a coalgebra in D with counit εB ⊗ εA and comultiplication
(id⊗ cB,A ⊗ id)(∆B ⊗∆A).
In particular if A,B ∈ C are (co)algebras, then A, B and A ⊗ B are
(co)algebras in D.
Definition 1.7. Let M be a monoidal category, A ∈ M be an algebra
and C ∈ M a coalgebra. Given two morphisms f, g : C → A we define
the convolution product
f ∗ g := µA(f ⊗ g)∆C : C → A.
We say a morphism f : C → A is convolution invertible, if there
exists a morphism g : C → A, such that f ∗ g = ηAεC = g ∗ f . In this
case we denote f− := g.
The convolution product is associative and has unit ηAεC : C → A.
Lemma 1.8. Let M be a monoidal category, A,A′ ∈ M be algebras,
C,C ′ ∈ M coalgebras, f, g : C → A morphisms in M, ψ : A→ A′ an
algebra morphism and φ : C ′ → C a coalgebra morphism. Then
ψ(f ∗ g)φ = (ψfφ) ∗ (ψgφ).
In particular if f is convolution invertible, hen ψfφ is convolution in-
vertible with inverse ψf−φ.
Proof. The claim directly follows from ψµA = µA′(ψ ⊗ ψ) and ∆Cφ =
(φ⊗ φ)∆C′ . 
Definition 1.9. Suppose H ∈ C is an object that is an algebra with
multiplication µ and unit η and that is a coalgebra with comultiplication
∆ and counit ε (all morphisms in C). We call H a bialgebra, if
µ : H ⊗ H → H and η : 1 → H are coalgebra morphisms in D (or
equivalently if ∆ : H → H ⊗H and ε : H → 1 are algebra morphisms
in D). Furthermore H is called a Hopf algebra if the identity id :
H → H is convolution invertible. The inverse id− : H → H is called
antipode of H.
Remark 1.10. It is required that we assume a Hopf algebra H to be
an object in C and its structure morphisms µH, ηH , ∆H and εH to be
morphisms in C, because we want to be able to pull these morphisms
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through the left braiding c in both directions. For example for X ∈ D
the relation
cH,X(µH ⊗ idX) = (idX ⊗ µH)cH⊗H,X
would not hold if we assume the multiplication H ⊗ H → H in D is
only a morphism in D without preimage of · .
Definition 1.11. We define (left and right) modules and comodules
over algebras and coalgebras, respectively, in a monoidal categoryM as
usual, as they require no notion of a braiding. If C ∈M is a coalgebra
and M ∈M a C-comodule, we denote its coaction with ρM .
Remark 1.12. We again have to carefully consider when tensor products
of (co)modules inherit (co)module structure: Let H ∈ C be a bialgebra.
• If M,N ∈ D are left H-modules with actions ϕM , ϕN , then
M ⊗N is a left H-module with action
(ϕM ⊗ ϕN)(id⊗ cH,M ⊗ id)(∆H ⊗ id⊗ id).
• If M,N ∈ D are right H-comodules, then M ⊗ N is a right
H-comodule with coaction
(id⊗ id⊗ µH)(id⊗ cH,N ⊗ id)(ρM ⊗ ρN ).
Consider that a tensor product of right H-modules is not naturally a
rightH-module again and a tensor product of leftH-comodules is not a
H-comodule again, since we only have the braiding from one direction.
Definition 1.13. Suppose H ∈ C is a bialgebra. A (left) H-module
algebra is an algebra A ∈ D that is a left H-module, such that its
multiplication µA : A⊗A→ A and unit ηA : 1→ A are left H-module
morphisms.
A (right) H-comodule algebra is an algebra B ∈ D that is a right
H-comodule, such that its multiplication µB and unit ηB are right H-
comodule morphisms (or equivalently if the coaction ρB : B → B ⊗H
is an algebra morphism).
Remark 1.14. A definition of a right H-module algebra or a left H-
comodule algebra, where H ∈ C is a bialgebra, is not possible in our
context, see Remark 1.12.
Definition 1.15. Suppose H ∈ C is a bialgebra. A measuring on H
is an algebra A ∈ D and a morphism νA : H ⊗ A→ A such that
νA(ηH ⊗ idA) =idA,(1.1)
νA(idH ⊗ ηA) =ηAεH ,(1.2)
νA(idH ⊗ µA) =µA(νA ⊗ νA)(idH ⊗ cH,A ⊗ idA)(∆H ⊗ id
2
A).(1.3)
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If A is a measuring on H, then we always denote the measuring mor-
phism with νA. Moreover we denote
cνH,A :=(νA ⊗ id)(id⊗ cH,A)(∆⊗ id) : H ⊗ A→ A⊗H,
such that (1.3) can be written as
νA(idH ⊗ µA) =µA(idA ⊗ νA)(c
ν
H,A ⊗ idA).(1.4)
Finally a morphism f : A → A′ between two measurings A,A′ on
H is called a measuring morphism, if it is an algebra morphism and
fνA = νA′(id⊗ f).
Example 1.16. Let H ∈ C be a bialgebra. Trivially 1 is a measuring on
H, where ν
1
= εH .
Remark 1.17. Let H ∈ C be a bialgebra. By definition an H-module
algebra is a measuring A on H where the measuring morphism νA is
associative, i.e. νA(idH ⊗ νA) = νA(µ⊗ idA).
Definition 1.18. Let H ∈ C be a bialgebra and let M ∈ D be a right
H-comodule. If M0 ∈ D and ι :M0 →M is a morphism, such that
M0 M M ⊗H
ι
ρM
id⊗ηH
is an equalizer diagram, then we call M0 the coinvariants of M and
denote M coH :=M0.
Example 1.19. Let H ∈ C be a bialgebra and let B be an H-comodule
algebra. Then BcoH has an algebra structure: Let ι : BcoH → B be the
equalizer morphism. By definition we have
ρBηB = (id⊗ ηH)ηB,
ρBµB(ι⊗ ι) = (id⊗ ηH)µB(ι⊗ ι)
hence there exist unique morphisms η
BcoH
: 1 → BcoH and µ
BcoH
:
BcoH ⊗ BcoH → BcoH , such that ιη
BcoH
= ηB and ιµBcoH = µB(ι ⊗ ι).
Now
ιµ
BcoH
(id⊗ η
BcoH
) = µB(ι⊗ ι)(id⊗ ηBcoH ) = µB(ι⊗ ηB) = ι id,
Hence µ
BcoH
(id⊗ η
BcoH
) = id by uniqueness of such morphisms. Simi-
lary µ
BcoH
(η
BcoH
⊗ id) = id. Finally
ιµ
BcoH
(id⊗ µ
BcoH
) =µB(id⊗ µB)(ι⊗ ι⊗ ι)
=µB(µB ⊗ id)(ι⊗ ι⊗ ι) = ιµBcoH (µBcoH ⊗ id),
implying the associativity of µBcoH .
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2. Two-cocycles and crossed products
Let H ∈ C be a bialgebra with multiplication µ, unit η, comultiplica-
tion ∆ and counit ε (these will be the only structure morphisms where
the subscript is omitted). Moreover let A ∈ D be a measuring on H
and let σ : H ⊗H → A be a morphism in D.
Definition 2.1. We define the morphisms σˆ : H ⊗ H → A ⊗ H and
µσ : (A⊗H)⊗ (A⊗H)→ (A⊗H) as follows:
σˆ :=(σ ⊗ µ)∆H⊗H ,
µσ :=(µA ⊗ id)(µA ⊗ σˆ)(id⊗ c
ν
H,A ⊗ id).
We call σ : H⊗H → A a (two-)cocycle, if it is convolution invertible
and if the following relations hold:
µA(id⊗ σ)(σˆ ⊗ idH) = µA(id⊗ σ)(c
ν
H,A ⊗ id)(idH ⊗ σˆ),(2.1)
µA(id⊗ νA)(σˆ ⊗ idA) = µA(id⊗ σ)(c
ν
H,A ⊗ id)(idH ⊗ c
ν
H,A),(2.2)
σ(η ⊗ η) = ηA.(2.3)
Remark 2.2. The following relations hold:
(id⊗ ε)σˆ =σ, (id⊗ ε)cνH,A =νA, c
ν
H,A(id⊗ ηA) =ηA ⊗ id.
Remark 2.3. Observe that (2.2) is always true if A = 1, since then
νA = ε and c
ν
H,A = idH . It can be viewed as a generalisation of the
associativity of νA: Indeed if σ = ηA(ε⊗ε), then (2.1) and (2.3) trivially
hold and (2.2) is precisely
νA(µ⊗ id) = νA(id⊗ νA),
i.e. the associativity of νA. This also implies that σ = ηA(ε ⊗ ε) is a
cocycle if and only if A is a H-module algebra. In this case
µσ = (µA ⊗ µ)(id⊗ c
ν
H,A ⊗ id),
is an associative multiplication on A⊗H with unit ηA⊗η. This algebra
structure is known as the smash product A#H .
Remark 2.4. An important thing to observe is that σ and the given
multiplication µσ are morphisms in D and not in C. Former consid-
erations, like [AAFV00] had a setting where there is only one braided
monoidal category, i.e. C = D, · = id and thus cocycles and multipli-
cations always were required to be morphisms in that category.
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Lemma 2.5. If σ : H⊗H → A is a cocycle, then the following relations
hold:
(σ ⊗ ε) ∗ (σ(µ⊗ idH)) = (νA(idH ⊗ σ)) ∗ (σ(idH ⊗ µ))(2.4)
(σ(µ⊗ idH)) ∗
(
σ−(idH ⊗ µ)
)
= (σ− ⊗ ε) ∗ (νA(idH ⊗ σ))(2.5)
(σ(idH ⊗ µ)) ∗ (σ
−(µ⊗ idH)) =
(
νA(idH ⊗ σ
−)
)
∗ (σ ⊗ ε)(2.6)
σ(η ⊗ id) = ηAε = σ(id⊗ η)(2.7)
σ−(η ⊗ id) = ηAε = σ
−(id⊗ η).(2.8)
Proof. (2.4) is precisely (2.1). Now Lemma 1.8 gives
(σ(µ⊗ id))− = (σ−(µ⊗ id)) (σ(id⊗ µ))− = (σ−(id⊗ µ))
(σ(η ⊗ id))− = σ−(η ⊗ id) (σ(id⊗ η))− = σ−(id⊗ η)
and it is elementary to check that
(σ ⊗ ε)− = σ− ⊗ ε (νA(id⊗ σ))
− = νA(id⊗ σ
−).
Hence (2.5) and (2.6) can be deduced from (2.4), by multiplying this
relation with the specific convolution inverse morphisms. The first
relation of (2.8) can be followed by applying η ⊗ η ⊗ id from the right
to (2.6), the second by applying id ⊗ η ⊗ η from the right to (2.5).
Finally (2.7) is implied by (2.8). 
Lemma 2.6. The following relation holds:
(id⊗ ε)µσ(ηA ⊗ id⊗ ηA ⊗ id) = σ.
In particular, if pi : H ⊗H → A is another morphism in D, such that
µσ = µpi, then σ = pi.
Proof. Using Remark 2.2, the calculation is straight forward:
µσ(ηA ⊗ id⊗ ηA ⊗ id)
=(µA ⊗ id)(µA ⊗ σˆ)(id⊗ c
ν
H,A ⊗ id)(ηA ⊗ id⊗ ηA ⊗ id)
=(µA ⊗ id)(µA ⊗ σˆ)(ηA ⊗ ηA ⊗ id⊗ id) = σˆ.
Now applying id⊗ ε from the left gives σ. 
Lemma 2.7. If σ : H⊗H → A is a cocycle, then the following relations
hold:
cνH,A(idH ⊗ µA) =(µA ⊗ idH)(idA ⊗ c
ν
H,A)(c
ν
H,A ⊗ idA),(2.9)
µσ(σˆ ⊗ idA ⊗ idH) =µσ(c
ν
H,A ⊗ σˆ)(idH ⊗ c
ν
H,A ⊗ idH).(2.10)
Proof. It might be easier to follow the steps of this proof by using a
notation similar to the one described in [McC12]. (2.9) follows quickly
from (1.3), the braid axioms and coassociativity of ∆.
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Now (2.1), the bialgebra axiom ∆µ = (µ ⊗ µ)∆H⊗H as well as the
coassociativity of ∆H⊗H imply
(µA ⊗ id)(id⊗ σˆ)(σˆ ⊗ idH)
=
(
(µA(id⊗ σ)(σˆ ⊗ id))⊗ µ
2
)
(id2 ⊗ cH⊗H,H ⊗ id)(∆H⊗H ⊗∆)
=
((
µA(id⊗ σ)(c
ν
H,A ⊗ id)(idH ⊗ σˆ)
)
⊗ µ2
)
(id⊗ cH,H⊗H ⊗ id
2)
(∆⊗∆H⊗H)
=(µA ⊗ id)(id⊗ σˆ)(c
ν
H,A ⊗ id)(idH ⊗ σˆ).
Similarly (2.2) implies
(µA ⊗ id)(id⊗ c
ν
H,A)(σˆ ⊗ idA)
=
((
µA(id⊗ σ)(c
ν
H,A ⊗ id)(idH ⊗ c
ν
H,A)
)
⊗ µ
)
(id2 ⊗ cH⊗H,H ⊗ id)(∆H⊗H ⊗∆)
=(µA ⊗ id)(id⊗ σˆ)(c
ν
H,A ⊗ id)(idH ⊗ c
ν
H,A),
Combining these yields
µσ(c
ν
H,A ⊗ σˆ)(idH ⊗ c
ν
H,A ⊗ idH)
=(µ2A ⊗ id)(id
2 ⊗ σˆ)(id⊗ σˆ ⊗ id)(cνH,A ⊗ id
2)(id⊗ cνH,A ⊗ id)
=µσ(σˆ ⊗ idA ⊗ idH),
using also the associativity of A. 
Proposition 2.8. Assume that σ : H ⊗H → A is convolution invert-
ible. Then σ is a cocycle if and only if µσ is an associative multiplica-
tion with unit ηA ⊗ η.
Proof. Assume that σ is a cocycle. To show the associativity of µσ
we use (2.9) two times in the first equality and (2.10) in the second
equality:
µσ(id⊗ id⊗ µσ)
=(µ2A ⊗ id)
(
id2 ⊗
(
µσ(c
ν
H,A ⊗ σˆ)(idH ⊗ c
ν
H,A ⊗ idH)
))
(
id⊗ cνH,A ⊗ id⊗ id⊗ id
)
=(µ2A ⊗ id)
(
id2 ⊗ (µσ(σˆ ⊗ idA ⊗ idH))
) (
id⊗ cνH,A ⊗ id⊗ id⊗ id
)
=µσ(µσ ⊗ id⊗ id).
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Now (2.7) implies σˆ(id ⊗ η) = ηA ⊗ id. Thus using Remark 2.2 we
obtain
µσ(id⊗ id⊗ ηA ⊗ η)
=(µA ⊗ id)(µA ⊗ σˆ)(id⊗ c
ν
H,A ⊗ id)(id⊗ id⊗ ηA ⊗ η)
=(µA ⊗ id)(µA ⊗ σˆ)(id⊗ ηA ⊗ id⊗ η) = id⊗ id
and similarly µσ(ηA ⊗ η ⊗ id⊗ id) = id⊗ id. Hence ηA ⊗ η is the unit
of µσ.
Conversely assume that µσ is an associative multiplication with unit
ηA ⊗ η. We have
µA(id⊗ σ)(σˆ ⊗ idH)
=(id⊗ ε)µσ(µσ ⊗ id⊗ id)(ηA ⊗ id⊗ ηA ⊗ id⊗ ηA ⊗ id)
=(id⊗ ε)µσ(id⊗ id⊗ µσ)(ηA ⊗ id⊗ ηA ⊗ id⊗ ηA ⊗ id)
=µA(id⊗ σ)(c
ν
H,A ⊗ id)(idH ⊗ σˆ),
and similarly
µA(id⊗ νA)(σˆ ⊗ idA)
=(id⊗ ε)µσ(µσ ⊗ id⊗ id)(ηA ⊗ id⊗ ηA ⊗ id⊗ id⊗ η)
=(id⊗ ε)µσ(id⊗ id⊗ µσ)(ηA ⊗ id⊗ ηA ⊗ id⊗ id⊗ η)
=µA(id⊗ σ)(c
ν
H,A ⊗ id)(idH ⊗ c
ν
H,A).
Using Lemma 2.6 we obtain
σ(η ⊗ η) = (id⊗ ε)µσ(ηA ⊗ η ⊗ ηA ⊗ η) = (id⊗ ε)(ηA ⊗ η) = ηA,
hence σ is a cocycle. 
Definition 2.9. Let σ : H ⊗ H → A be a cocycle. By the previous
proposition A⊗H becomes an algebra in D with multiplication µσ and
unit ηA ⊗ η. This algebra structure is called the crossed product of
σ. We denote it with A#σH.
Proposition 2.10. Let σ : H⊗H → A be a cocycle. Then the algebra
A#σH is an H-comodule algebra with coaction idA ⊗ ∆ : A#σH →
A#σH ⊗H.
Proof. We have
(µσ ⊗ idH)ρA#σH⊗A#σH
=(µA ⊗ id⊗ id)(µA ⊗ σ ⊗ µ⊗ µ)(id⊗ νA ⊗∆
2
H⊗H
)
(id⊗ id⊗ cH,A ⊗ id)(id⊗∆⊗ id⊗ id) = (idA ⊗∆)µσ
and trivially (idA ⊗∆)(ηA ⊗ η) = (ηA ⊗ η ⊗ idH)η. 
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3. Cleft extensions
Let H ∈ C be a Hopf algebra with multiplication µ, unit η, comulti-
plication ∆, counit ε and with antipode S.
Remark 3.1. The calculations throughout this section might be easier
to follow by using a notation similar to the one described in [McC12].
Definition 3.2. An H-comodule algebra B ∈ D is called an H-cleft
extension, if there exists a convolution invertible morphism of comod-
ules γ : H → B. Such γ is called a section. B is called an H-cleft
object, if BcoH ∼= 1, i.e. if
1 B B ⊗H
ηB
ρB
id⊗η
.
is an equalizer diagram.
A morphism of two cleft extensions B,B′ is an H-comodule algebra
morphism α : B → B′.
Remark 3.3. Let B ∈ D be an H-cleft extension with section γ. Then
γ′ := µB(γ
− ⊗ γ)(η ⊗ idH)
is a morphism of comodules with γ′η = ηB that is convolution invertible
with inverse µB(γ
− ⊗ γ)(idH ⊗ η). Hence we can without restriction
assume that γη = ηB. We also obtain γ
−η = (γη)− = ηB.
Proposition 3.4. Let A ∈ D be a measuring on H and σ : H ⊗H →
A be a cocycle. Then the H-comodule algebra A#σH is an H-cleft
extension with section ηA ⊗ id and coinvariants A. In particular if
A = 1, then 1#σH is an H-cleft object.
Proof. Clearly ηA ⊗ id : H → A#σH is a morphism of H-comodules.
We show that it is convolution invertible with inverse morphism
cH,A(id⊗ σ
−)(S ⊗ S ⊗ id)∆2.
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The following calculation uses (2.6) in the third last equality, (2.7) and
(2.8) in the last equality as well as ∆S = cH,H(S ⊗ S)∆:
(ηA ⊗ id) ∗
(
cH,A(id⊗ σ
−)(S ⊗ S ⊗ id)∆2
)
.
=(µA ⊗ id)(id⊗ σ ⊗ µ)(νA ⊗∆H⊗H)(id⊗ cH⊗H,A)
(id3 ⊗ σ−)(id2 ⊗ S ⊗ S ⊗ id)∆
4
=(µA ⊗ id)(id⊗ σ ⊗ µ)(νA ⊗ id⊗ cH,H ⊗ id)(id⊗ cH⊗H⊗H⊗H,A)
(id3 ⊗ cH,H ⊗ σ
−)(id3 ⊗ S ⊗ S ⊗ S ⊗ id)∆
6
=(µA ⊗ η)(νA ⊗ σ)(id⊗ cH⊗H,A)(id
3 ⊗ σ−)(id2 ⊗ S ⊗ S ⊗ id)∆
4
=(µA ⊗ η)(νA ⊗ id)(id⊗ σ
− ⊗ σ)(id⊗ cH⊗H,H⊗H)
(id2 ⊗ S ⊗ S ⊗ id)∆
4
=(id⊗ η)
((
νA(id⊗ σ
−)
)
∗ (σ ⊗ ε)
)
(id⊗ S ⊗ id)∆
2
=(id⊗ η)
(
(σ(id⊗ µ)) ∗ (σ−(µ⊗ id))
)
(id⊗ S ⊗ id)∆
2
=(µA ⊗ η)(σ ⊗ σ
−)(id⊗ cH,H ⊗ id)
(id⊗ µ⊗ µ⊗ id)(id2 ⊗ S ⊗ S ⊗ id2)∆
5
= (ηA ⊗ η)ε.
Moreover(
cH,A(id⊗ σ
−)(S ⊗ S ⊗ id)∆2
)
∗ (ηA ⊗ id)
=(µA ⊗ id)(id⊗ σ ⊗ µ)(id⊗∆H⊗H)
(cH,A ⊗ id)(id⊗ σ
− ⊗ id)(S ⊗ S ⊗ id2)∆
3
=(µA ⊗ id)(σ
− ⊗ σ ⊗ id)(id⊗ cH,H ⊗ id⊗ µ)(cH,H⊗H⊗H⊗H ⊗ id)
(id⊗ cH,H ⊗ id
3)(S ⊗ S ⊗ S ⊗ id3)∆
5
=((σ− ∗ σ)⊗ µ)(cH,H⊗H ⊗ id)(S ⊗ S ⊗ id
2)∆
3
= (ηA ⊗ η)ε.
This implies that A#σH is an H-cleft extension with section ηA ⊗ id.
Finally
A A#σH A#σH ⊗H
id⊗η id⊗∆
id⊗id⊗η
.
is an equalizer diagram: IfM ∈ D is an object with morphism α :M →
A#σH, such that (id ⊗ ∆)α = (id ⊗ id ⊗ η)α, then β := (id ⊗ ε)α :
M → A is the unique morphism with α = (id⊗ η)β. 
Lemma 3.5. Let B ∈ D be an H-cleft extension with section γ. Then
ρBγ
− = (γ− ⊗ S)cH,H∆.
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Proof. Since γ is a comodule morphism we have ρBγ = (γ ⊗ id)∆.
Observe that this morphism goes from the coalgebra H to the algebra
B ⊗ H. Now by Lemma 1.8 ρBγ
− is the convolution inverse of ρBγ
and furthermore (γ−⊗S)cH,H∆ is the convolution inverse of (γ⊗ id)∆.
The claim follows. 
Proposition 3.6. Let B be an H-comodule algebra. If B is an H-cleft
extension, then BcoH becomes a measuring on H.
Proof. In Example 1.19 we saw that BcoH is an algebra. Let ι : BcoH →
B be the equalizer morphism and let γ be a section forB. Using Lemma
3.5 we have
ρBµ
2
B(γ ⊗ id⊗ γ
−)(id⊗ cH,B)(∆⊗ ι)
=µB⊗H(µB ⊗ µ⊗ id⊗ id)(id⊗ cH,B ⊗ id⊗ id⊗ id)
(ρB ⊗ ρB ⊗ ρB)(γ ⊗ id⊗ γ
−)(id⊗ cH,B)(∆⊗ ι)
=(µ2B ⊗ id)(γ ⊗ id⊗ γ
− ⊗ id)(id⊗ id⊗ cH,H)(id⊗ cH,B ⊗ id)
(id⊗ µ⊗ id⊗ id)(id2 ⊗ S ⊗ cH,B)(∆3 ⊗ ι)
=(id⊗ η)µ2B(γ ⊗ id⊗ γ
−)(id⊗ cH,B)(∆⊗ ι),
hence there exists a unique morphism νBcoH : H ⊗B
coH → BcoH , such
that
ι ν
BcoH
= µ2B(γ ⊗ id⊗ γ
−)(id⊗ cH,B)(∆⊗ ι).
Considering Remark 3.3 it is trivial that ιν
BcoH
(η ⊗ id) = ι and hence
by uniqueness of such morphisms νBcoH (η ⊗ id) = idBcoH . Moreover
ι ν
BcoH
(id⊗ η
BcoH
) =µ2B(γ ⊗ id⊗ γ
−)(id⊗ cH,B)(∆⊗ ηB)
=µB(γ ⊗ γ
−)∆ = ηBε = ι ηBcoHε,
hence by uniqueness ν
BcoH
(id⊗ η
BcoH
) = η
BcoH
ε. Finally
ι µ
BcoH
(ν
BcoH
⊗ ν
BcoH
)(id⊗ c
H,BcoH
⊗ id)(∆⊗ id2)
=µB(ι⊗ ι)(νBcoH ⊗ νBcoH )(id⊗ cH,BcoH ⊗ id)(∆⊗ id
2)
=µ5B(γ ⊗ id⊗ γ
− ⊗ γ ⊗ id⊗ γ−)(id⊗ cH,B ⊗ id⊗ id⊗ id)
(id2 ⊗ cH,B ⊗ cH,B)(id
3 ⊗ cH,B ⊗ id)(∆3 ⊗ ι⊗ ι)
=µ3B(γ ⊗ id
2 ⊗ γ−)(id⊗ id2 ⊗ cH,B)(id⊗ cH,B ⊗ id)(∆⊗ ι⊗ ι)
=µ2B(γ ⊗ id⊗ γ
−)(id⊗ cH,B)(∆⊗ µB)(id⊗ ι⊗ ι)
=µ2B(γ ⊗ id⊗ γ
−)(id⊗ cH,B)(∆⊗ ι)(id⊗ µBcoH )
=ι νBcoH (id⊗ µBcoH ).
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Hence BcoH is a measuring on H. 
Proposition 3.7. Let B ∈ D be an H-comodule algebra. If B is an
H-cleft extension with section γ : H → B, then for
σ˜ := (µB(γ ⊗ γ)) ∗ (γ
− µ) : H ⊗H → B
there exists a unique morphism σ : H ⊗H → BcoH , such that σ˜ = ισ,
where ι : BcoH → B is the equalizer morphism. This σ is a cocycle and
µB(ι⊗ γ) : B
coH#σH → B is an isomorphism of H-cleft extensions.
Remark. Observe that µB(ι⊗ γ)(ηBcoH ⊗ id) = γ, i.e. the isomorphism
µB(ι⊗ γ) is compatible with the underlying sections as well.
Proof. Refer to Examples 1.19 and Proposition 3.6 to recall the algebra
and measuring structure of BcoH and the relations between the struc-
ture morphisms and ι. We first verify that ρBσ˜ = (id ⊗ η)σ˜: Using
that γ is a comodule morphism, Lemma 3.5 and ρBµB = (µB⊗µ)(id⊗
cH,B ⊗ id)(ρB ⊗ ρB) we obtain:
ρBσ˜ =(µB ⊗ µ)(id⊗ cH,B ⊗ id)(ρB ⊗ ρB)(µB ⊗ γ
−)(γ ⊗ γ ⊗ µ)∆H⊗H
=(µB ⊗ µ)(id⊗ cH⊗H,B)(µB ⊗ id⊗ S ⊗ γ
−)
(γ ⊗ γ ⊗ µ⊗ µ⊗ µ)∆3
H⊗H
=(µB ⊗ η)(µB ⊗ γ
−)(γ ⊗ γ ⊗ µ)∆H⊗H = (id⊗ η)σ˜.
Hence we obtain a unique morphism σ : H⊗H → BcoH , such that σ˜ =
ισ. Letting p˜i := (γµ)∗(µB(γ
−⊗γ−)cH,H), using also µ(S⊗S)cH,H = Sµ
we similarly to above obtain
ρBp˜i =(µB ⊗ µ)(id⊗ cH⊗H,B)(γ ⊗ id⊗ S ⊗ µB(γ
− ⊗ γ−))
(µ⊗ µ⊗ µ⊗ cH,H)∆
3
H⊗H
=(µB ⊗ η)(γµ⊗ (µB(γ
− ⊗ γ−)cH,H))∆H⊗H = (id⊗ η)p˜i,
hence there must exist a unique morphism pi : H ⊗ H → BcoH , such
that p˜i = ιpi. We show that σ and pi are convolution inverse: First
observe that σ˜ and p˜i are convolution inverse, since (γµ)− = γ−µ and
(µB(γ ⊗ γ))
− = µB(γ
− ⊗ γ−)cH,H . Then
ι(σ ∗ pi) = µB(ισ ⊗ ιpi)∆H⊗H = σ˜ ∗ p˜i = ηB(ε⊗ ε) = ιηBcoH (ε⊗ ε),
hence σ ∗ pi = ηBcoH (ε⊗ ε) and similarly pi ∗ σ = ηBcoH (ε⊗ ε).
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Now f := µB(ι⊗γ) is an isomorphism: Consider that by Lemma 3.5
we have
ρBµB(id⊗ γ
−)ρB
=(µB ⊗ µ)(id⊗ cH⊗H,B)(id⊗ id⊗ S ⊗ γ
−)(id⊗∆
2
)ρB
=(id⊗ η)µB(id⊗ γ
−)ρB
hence there exists a unique morphism α : B → BcoH , such that ια =
µB(id ⊗ γ
−)ρB. Then setting g := (α ⊗ id)ρB : B → B
coH#σH we
obtain fg = idB and
ιαf = µ2B(ι⊗ γ ⊗ γ
−)(id⊗∆) = ι(id⊗ ε),
which implies αf = id⊗ ε and thus
gf = (α⊗ id)ρBµB(ι⊗ γ) = (α⊗ id)(f ⊗ id)(id⊗∆) = idBcoH ⊗ idH .
Since
fµσ =µ
3
B(id⊗ id⊗ ισ ⊗ γµ)(id⊗ (ινBcoH )⊗∆H⊗H)
(id⊗ id⊗ cH,BcoH ⊗ id)(ι⊗∆⊗ id⊗ id)
=µ7B(id
6 ⊗ γ− ⊗ γ)(id4 ⊗ γ ⊗ γ ⊗ µ⊗ µ)(id3 ⊗ γ− ⊗∆2
H⊗H
)
(id⊗ γ ⊗ cH⊗H,B ⊗ id)(ι⊗∆
2
⊗ ι⊗ id)
=µ3B(ι⊗ γ ⊗ ι⊗ γ) = µB(f ⊗ f)
and f(η
BcoH
⊗ η) = ηB (see Remark 3.3) we obtain that µσ is an
associative multiplication with unit η
BcoH
⊗ η and f is an isomorphism
of algebras. Proposition 2.8 then implies that σ is a cocycle. Finally
since
ρBf = (µB ⊗ µ)(id⊗ cH,B ⊗ id)(ρBι⊗ ρBγ) = (f ⊗ id)(id⊗∆)
f is a morphism of H-comodules and thus an isomorphism of H-
comodule algebras. 
Definition 3.8. Given an H-cleft extension B ∈ D with section γ, we
denote the cocycle H ⊗H → BcoH from Proposition 3.7 with σγ.
Remark 3.9. Let B be an H-cleft extension with section γ. If γ is an
algebra morphism, then σγ = ηBcoH (ε⊗ε), hence B
coH is an H-module
algebra by (2.2) and thus B as a comodule algebra is isomorphic to the
smash product BcoH#H (see Remark 2.3).
Lemma 3.10. Let A ∈ D be a measuring on H and σ : H ⊗H → A
be a cocycle. Then σ = σηA⊗id.
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Proof. We must show
σ = (id⊗ ε)
(
(µσ(γ ⊗ γ)) ∗
(
γ−µ
))
,
where γ = ηA⊗ id and γ
− = cH,A(id⊗ σ
−)(S ⊗S ⊗ id)∆2 (see proof of
Proposition 3.4). This is achieved as follows:
(id⊗ ε)
(
(µσ(γ ⊗ γ)) ∗
(
γ−µ
))
=(µA ⊗ ε)(µA ⊗ σ ⊗ µ)(id⊗ νA ⊗∆H⊗H)(id⊗ id⊗ cH⊗H,A)
(id⊗ id3 ⊗ σ−)(id⊗ id2 ⊗ S ⊗ S ⊗ id)(σ ⊗ µ⊗ µ⊗ µ⊗ µ⊗ µ)∆5
H⊗H
=(µA ⊗ ε)(µA ⊗ σ ⊗ µ)(id⊗ νA ⊗∆H⊗H)(id⊗ id⊗ cH⊗H,A)
(id⊗ id3 ⊗ σ−)(id⊗ id2 ⊗ S ⊗ S ⊗ id)(id⊗∆
4
)(σ ⊗ µ)∆H⊗H
=(id⊗
(
γ ∗ γ−
)
)(σ ⊗ µ)∆H⊗H = σ.
The calculation uses ∆µ = (µ ⊗ µ)∆H⊗H to benefit from the coasso-
ciativity of ∆H⊗H . 
We can give an equivalence of categories:
• Let A be the category where the objects are pairs (A, σ), where
A is a measuring on H and σ : H ⊗ H → A is a cocycle
and where a morphism f : (A, σ) → (A′, σ′) is a measuring
morphism f : A→ A′, such that fσ = σ′.
• Let B be the category where the objects are pairs (B, γ) of
an H-cleft extension B and a section γ : H → B, and where
a morphism f : (B, γ) → (B′, γ′) is an H-comodule algebra
morphism f : B → B′, such that fγ = γ′.
Theorem 3.11. A and B are equivalent categories. An equivalence is
given by the following functors:
• Let F : A → B be the functor that maps an object (A, σ) ∈ A to
(A#σH, ηA⊗id) ∈ B and a morphism f : (A, σ)→ (A
′, σ′) in A
to the morphism f ⊗ id : (A#σH, ηA⊗ id)→ (A
′#σ′H, ηA′⊗ id)
in B.
• Let G : B → A the functor that maps an object (B, γ) ∈ B
to (BcoH , σγ) ∈ A and if f : (B, γ) → (B
′, γ′) is a morphism
in B then let G(f) : (BcoH , σγ) → (B
′coH , σγ′) be the unique
morphism BcoH → B′coH such that ιB′G(f) = fιB, where ιB :
BcoH → B, ιB′ : B
′coH → B′ are the equalizer morphisms.
Proof. The calculations to check that that F is well defined are straight
forward. For the calculations to check that G is well defined observe
that if f : (B, γ)→ (B′, γ′) is a morphism in B, then (γ′)− = (fγ)− =
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fγ−, since f is an algebra morphism. If f : (A, σ) → (A′, σ′) is a
morphism in A, then again f is the unique morphism for G(f ⊗ id)
such that
(id⊗ η)G(f ⊗ id) = (f ⊗ id)(id⊗ η).
Hence Lemma 3.10 implies that GF = idA. Moreover if f : (B, γ) →
(B′, γ′) is a morphism in B, then by Proposition 3.7 µB(ιB ⊗ γ) and
µB′(ιB′ ⊗ γ
′) are isomorphisms in B and the diagram
BcoH#σγH B
′coH#σγ′H
B B′
µB(ιB⊗γ)
G(f)⊗id
µB′ (ιB′⊗γ
′)
f
commutes, since fγ = γ′. Hence FG is naturally equivalent to idB. 
Let Bob be the subcategory of B of objects (B, γ) ∈ B, such that B
is an H-cleft object.
Corollary 3.12. The following describe inverse maps between the set
of cocycles σ : H⊗H → 1 and the set of isomorphism classes of objects
(B, γ) ∈ Bob, respectively:
(1) Map a cocycle σ : H ⊗ H → 1 to the isomorphism class of
(1#σH, idH) ∈ Bob.
(2) Map the class of any (B, γ) ∈ Bob to the cocycle σγ : H⊗H → 1.
4. Liftings of a coradically graded Hopf algebra
Let k be a field, H a Hopf algebra over k, C = HHYD be the category
of left-left Yetter-Drinfeld modules, D = H−mod the category of left
H-modules and · : HHYD → H−mod the forgetful functor. Let c
be the left braiding on · as described in Example 1.4. Finally let
R ∈ HHYD be a Hopf algebra (in terms of Definition 1.9). Then R is
an H-module algebra (the structure morphisms of R are morphisms in
H
HYD) and the smash product R#H becomes a (classical) Hopf algebra
with multiplication and comultiplication given by
µR#H (r ⊗ h, r
′ ⊗ h′) = r(h(1) · r
′)⊗ h(2)h
′
∆R#H(r ⊗ h) =
(
r(1) ⊗ r(2)(−1)h(1)
)
⊗
(
r(2)(0) ⊗ h(2)
)
,
where r, r′ ∈ R, h, h′ ∈ H , and with antipode
SR#H = (ηRεR ⊗ SH) ∗ (SR ⊗ ηHεH).
We denote H := R#H . Let Z(R) denote the set of all two-cocycles
pi : R⊗R→ k in D = H−mod, in terms of Definition 2.1 (this means
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pi is an H-module morphism and the defining relations rely on the left
braiding c). Moreover let Z(H) denote the set of all (classical) two-
cocycles σ : H⊗H → k and let Z ′(H) be the set of all σ ∈ Z(H), such
that
σ(r ⊗ h, r′ ⊗ h′) = σ(r ⊗ 1, h · r′ ⊗ 1)εH(h
′),(4.1)
for all r, r′ ∈ R, h, h′ ∈ H .
Let C(R) denote the set of all isomorphism classes [(E , γ)] of pairs
(E , γ), where R is an R-cleft object in D = H−mod, in terms of Def-
inition 3.2, and γ : R → E a section (isomorphy as in the category B
described in Theorem 3.11). Similarly let C(H) denote the set of all
isomorphism classes of pairs (E, γ), where E is an H-cleft object and
γ : H → E a section. Finally let C′(H) be the set of all [(E, γ)] ∈ C(H),
such that
γ((1⊗ h)(r ⊗ h′)(1⊗ h′′)) = γ(1⊗ h)γ(r ⊗ h′)γ(1⊗ h′′),(4.2)
for all r ∈ R, h, h′, h′′ ∈ H (this property is indepentent of the repre-
sentative, since if (4.2) holds for the pair (E, γ), then it also holds for
all (E ′, γ′) ∈ [(E, γ)]).
Finally let αR : Z(R)→ C(R), αH : Z(H)→ C(H) be the bijections
of Corollary 3.12, respectively.
Lemma 4.1. Let σ ∈ Z ′(H). Then for r, r′ ∈ R, h, h′ ∈ H:
σ(r ⊗ h, r′ ⊗ h′) = σ(r ⊗ h, r′ ⊗ 1)εH(h
′),
σ(r ⊗ h, 1⊗ h′) = εR(r)εH(h)εH(h
′),
σ(1⊗ h, r ⊗ h′) = εR(r)εH(h)εH(h
′),
σ−(r ⊗ h, r′ ⊗ h′) = σ−(r ⊗ 1, h · r′ ⊗ 1)εH(h
′).
Proof. The first three relations follow from (4.1). For the last relation
view the right hand side as a map σ˜ : H⊗H → k and show that σ∗σ˜ =
εH⊗H, using that σ ∈ Z
′(H), which implies σ˜ = σ− ∗ σ ∗ σ˜ = σ−. 
Lemma 4.2. Let [(E, γ)] ∈ C′(H). Then for r ∈ R, h, h′, h′′ ∈ H:
γ(r ⊗ hh′) = γ(r ⊗ h)γ(1⊗ h′),
γ(1⊗ SH(h)) = γ
−(1⊗ h),
γ−((1⊗ h)(r ⊗ h′)(1⊗ h′′)) = γ−(1⊗ h′′)γ−(r ⊗ h′)γ−(1⊗ h).
Proof. The first relation follows from (4.2), since r⊗hh′ = (r⊗h)(1⊗h′)
in H. For the second relation we simply have to verify that
γ(ηR ⊗ SH) = (γ(ηR ⊗ id))
−.
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The third relation can be deduced from (4.2) by viewing it as two
morphisms H ⊗ H ⊗ H → E and calculating the convolution inverse
on both sides. 
Proposition 4.3. αH restricts to a bijection Z
′(H)→ C′(H).
Proof. Let σ ∈ Z ′(H), then one must show (4.2) for the trivial section
γ = id : H → k#σH, which is straight forward. Conversely if [(E, γ)] ∈
C′(H), then indeed (4.1) holds for σγ :
σγ(r ⊗ h, r
′ ⊗ h′)
=γ
(
r(1) ⊗ r(2)(−1)h(1)
)
γ
(
r′(1) ⊗ r
′
(2)(−1)h
′
(1)
)
γ−
(
r(2)(0)(h(2) · r
′
(2)(0))⊗ h(3)h
′
(2)
)
=γ
(
r(1) ⊗ r(2)(−1)
)
γ
(
1⊗ h(1)
)
γ
(
r′(1) ⊗ r
′
(2)(−1)
)
γ−
(
1⊗ h(3)
)
γ−
(
r(2)(0)(h(2) · r
′
(2)(0))⊗ 1
)
εH(h
′)
=γ(r(1) ⊗ r(2)(−1))γ
(
h(1) · r
′
(1) ⊗ h(2)r
′
(2)(−1)SH(h(4))
)
γ−
(
r(2)(0)(h(3) · r
′
(2)(0))⊗ 1
)
εH(h
′)
=γ(r(1) ⊗ r(2)(−1))γ
(
h(1) · r
′
(1) ⊗ (h(2) · r
′
(2))(−1)
)
γ−
(
r(2)(0)(h(2) · r
′
(2))(0) ⊗ 1
)
εH(h
′)
=σγ(r ⊗ 1, h · r
′ ⊗ 1)εH(h
′).
The second and third equalities use Lemma 4.2 and the second last
equality uses that R is a Yetter-Drinfeld module. 
Remark 4.4. Observe that an R-cleft object E is an H-module algebra,
since µE , ηE are morphisms in D = H−mod.
Lemma 4.5. Let [(E , γE)] ∈ C(R). Then E#H is an H-cleft object
with section γE ⊗ id and [(E#H, γE ⊗ id)] ∈ C
′(H).
Proof. For e ∈ E we denote ρE(e) = e(0) ⊗ e(1) ∈ E ⊗ R. E := E#H
is a H-comodule algebra, where the coaction ρE : E → E ⊗ H for
e ∈ E , h ∈ H is given by
ρE(e⊗ h) = e(0) ⊗ e(1)(−1)h(1) ⊗ e(1)(0) ⊗ h(2) ∈ E ⊗H ⊗R⊗H.
Moreover γE := γE ⊗ id : H → E defines a section, convolution invert-
ible with inverse (ηEεR ⊗ SH) ∗ (γ
−
E ⊗ ηHεH). We also have for r ∈ R,
h, h′, h′′ ∈ H
γE ((1⊗ h)(r ⊗ h
′)(1⊗ h′′)) = γE
(
h(1) · r ⊗ h(2)h
′h′′
)
=γE(h(1) · r)⊗ h(2)h
′h′′ = h(1) · γE(r)⊗ h(2)h
′h′′
=(1⊗ h)(γE(r)⊗ h
′)(1⊗ h′′) = γE(1⊗ h)γE(r ⊗ h
′)γE(1⊗ h
′′),
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since γE is a H-module morphism. Finally if e⊗ h ∈ E
coH, then
e(0) ⊗ e(1)(−1)h(1) ⊗ e(1)(0) ⊗ h(2) = e⊗ h⊗ 1⊗ 1.
Applying id⊗ εH ⊗ id⊗ εH to that relation yields εH(h)e ∈ E
coR = k.
Applying id ⊗ εH ⊗ εR ⊗ id gives e ⊗ h = εH(h)e ⊗ 1 ∈ k. Hence
EcoH = k. 
Proposition 4.6. The maps
Φ : Z(R)→ Z ′(H), Φ(pi) (r ⊗ h, r′ ⊗ h′) = pi (r, h · r′) εH(h
′),
Ψ : C(R)→ C′(H), Ψ([(E , γ)]) = [(E#H, γ ⊗ id)],
for all pi ∈ Z(R), r, r′ ∈ R, h, h′ ∈ H, [(E , γ)] ∈ C(R), are well defined
bijections. Moreover the following diagram commutes:
Z(R) Z ′(H)
C(R) C′(H)
αR
Φ
αH
Ψ
.
Proof. With Proposition 4.3 it is enough to show that the maps are
well defined, that Φ is bijective and that the diagram commutes. Ψ
is well defined by Lemma 4.5. If pi ∈ Z(R), then Φ(pi) is convolution
invertible with inverse
Φ−(pi) (r ⊗ h, r′ ⊗ h′) = pi− (r, h · r′) εH(h
′),
for all r, r′ ∈ R, h, h′ ∈ H . k#piR ∈ D is by definition a H-module
algebra. The multiplication of (k#piR)#H is precisely µΦ(pi), hence by
Proposition 2.8 Φ(pi) ∈ Z(H). It is elementary to conclude Φ(pi) ∈
Z ′(H) and thus Φ is well defined. We can also conclude that the di-
agram commutes. Finally we show that Φ is bijective: It is clearly
injective and if σ ∈ Z ′(H), then Lemma 4.1 implies that the map
pi : R ⊗ R → k, pi(r, r′) = σ(r ⊗ 1, r′ ⊗ 1) is convolution invertible
(regarding c) with inverse pi−(r, r′) = σ−(r⊗1, r′⊗1). Since σ ∈ Z(H)
we have for x, y, z ∈ H:
σ(x(1), y(1))σ(x(2)y(2), z) = σ(y(1), z(1))σ(x, y(2)z(2)).
Calculating this for x = 1 ⊗ h, y = r ⊗ 1, z = r′ ⊗ 1, h ∈ H , r, r′ ∈ R
we obtain
σ(h(1) · r ⊗ 1, h(2) · r
′ ⊗ 1) = εH(h)σ(r ⊗ 1, r
′ ⊗ 1),
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i.e. that pi is H-module morphism. Using x = r ⊗ 1, y = r′ ⊗ 1,
z = r′′ ⊗ 1, r, r′, r′′ ∈ R we obtain
σ(r(1) ⊗ 1, r(2)(−1) · r
′
(1) ⊗ 1)σ(r(2)(0)r
′
(2) ⊗ 1, r
′′ ⊗ 1)
=σ(r′(1) ⊗ 1, r
′
(2)(−1) · r
′′
(1) ⊗ 1)σ(r ⊗ 1, r
′
(1)(0)r
′′
(2) ⊗ 1),
i.e. pi ∈ Z(R). Now Φ(pi) = σ, hence Φ is surjective. 
Corollary 4.7. We have
C′(H) = {[(E#H, γ ⊗ id)] | [(E , γ)] ∈ C(R)}
= {[(k#Φ(pi)H, idH)] | pi ∈ Z(R)}.
Definition 4.8. For σ ∈ Z(H), Hσ denotes the Hopf algebra that as
a coalgebra is H, with multiplication
µHσ(x, y) = σ(x(1) ⊗ y(1)) x(2)y(2) σ
−(x(3) ⊗ y(3)),
for all x, y ∈ H.
Assume H to be finite-dimensional and cosemisimple and assume R
to be finite dimensional connected graded, with gradingR = ⊕k∈N0R(k).
Observe that then H(k) = R(k) ⊗ H , k ≥ 0 defines a Hopf algebra
grading on H = R#H .
Lemma 4.9. If σ ∈ Z ′(H), then grHσ ∼= H.
Proof. Let k, l ≥ 1. Since R is connected we have for r ∈ R(k):
∆R(r) = r ⊗ 1 + 1⊗ r + d, where d ∈ ⊕
k−1
i=1R(i) ⊗R(k−i).
Hence we get for r ∈ R(k), h ∈ H :
(∆H ⊗ id)∆H(r ⊗ h)
=(r ⊗ h(1))⊗ (1⊗ h(2))⊗ (1⊗ h(3))
+ (1⊗ r(−1)h(1))⊗ (r(0) ⊗ h(2))⊗ (1⊗ h(3))
+ (1⊗ (r(−1)h(1))(1))⊗ (1⊗ (r(−1)h(1))(2))⊗ (r(0) ⊗ h(2)) + d,
where d ∈ ⊕1≤i1,i2,i3≤k−1,i1+i2+i3=k H(i1) ⊗ H(i2) ⊗ H(i3). Hence for r ∈ R(k),
r′ ∈ R(l), h, h
′ ∈ H :
µHσ(r ⊗ h, r
′ ⊗ h′)
=σ(1⊗ r(−1)h(1), 1⊗ r
′
(−1)h
′
(1)) r(0)(h(2) · r
′
(0))⊗ h(3)h
′
(2)
σ−(1⊗ h(4), 1⊗ h
′
(3)) + d,
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where d ∈ ⊕k+l−1i=0 H(i). Now since σ ∈ Z
′(H) we obtain
σ(1⊗ r(−1)h(1), 1⊗ r
′
(−1)h
′
(1)) r(0)(h(2) · r
′
(0))⊗ h(3)h
′
(2)
σ−(1⊗ h(4), 1⊗ h
′
(3))
=εH(r(−1)h(1))εH(r
′
(−1)h
′
(1))(r(0)(h(2) · r
′
(0))⊗ h(3)h
′
(2))
εH(h(4))εH(h
′
(3))
=r(h(1) · r
′)⊗ h(2)h
′.
Thus the multiplication of grHσ coincides with the one in H, giving
grHσ ∼= H. 
When one is interested in finding all liftings of a coradically graded
Hopf algebra, i.e. in our terms all filtered Hopf algebras L, such that
grL ∼= H, the problem reduces to finding all two-cocycles σ : H⊗H →
k, such that grHσ ∼= H ([AGI18], section 3.1). This is given by finding
allH-cleft objects E, such that grHσγ
∼= H for some section γ : H → E.
The set of (H-comodule algebra) isomorphism classes [E] of H-cleft
objects E with this property is often denoted Cleft′(H).
We can describe Cleft′(H) by C′(H):
Proposition 4.10. The map
C′(H)→ Cleft′(H), [(E, γ)] 7→ [E]
is surjective.
Proof. The map is well defined: If [(E, γ)] ∈ C′(H), then σγ ∈ Z
′(H)
by Lemma 4.3 and thus by Lemma 4.9 grHσγ
∼= H and [E] ∈ Cleft′(H).
Now if A ∈ Cleft′(H), then there exists a representative E ∈ A and a
section γ : H → E, such that
γ((1⊗ h)(r ⊗ h′)(1⊗ h′′)) = γ(1⊗ h)γ(r ⊗ h′)γ(1⊗ h′),
for all r ∈ R, h, h′, h′′ ∈ H ([AAGI+14], Proposition 5.8), i.e. [(E, γ)] ∈
C′(H) is a preimage of [E] = A. 
Proposition 4.10 and Corollary 4.7 imply:
Corollary 4.11. We have
Cleft′(H) = {[E#H ] | [(E , γ)] ∈ C(R)} = {[k#Φ(pi)H] | pi ∈ Z(R)}.
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