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Abstract
Although the real exchange rate - real interest rate (RERI) relationship is
central to most open economy macroeconomic models, empirical support
for the relationship is generally found to be rather weak. In this paper we
re-investigate the RERI relationship using bilateral U.S. real exchange rate
data spanning the period 1978 to 2007. Instead of testing one particular
model, we build on Campbell and Shiller (1987) to propose a metric of
the economic significance of the relationship. Our empirical results provide
robust evidence that the RERI link is economically significant and that the
real interest rate differential is a reasonable approximation of the expected
rate of depreciation over longer horizons.
JEL Classification: E43; F31; F41
Keywords: Real Exchange Rates; Real Interest Rates; Present Value Model.
1 Introduction
Many well-known exchange rate models highlight the role of the real interest
rate differential as a key determinant of real exchange rates. For example,
sticky price models (see Dornbusch (1976) and Mussa (1984)) and optimising
models (see, for example, Grilli and Roubini (1992) and Obstfeld and Rogoff
(1996)) emphasize the effect of liquidity impulses on real interest rates and
consequently the real exchange rate. This relationship is often summarised
in the form of the real exchange rate - real interest rate (RERI) relationship.
However, despite its centrality to many open economy macro models,
the empirical evidence on the RERI relationship is rather mixed. In this
paper we revisit the RERI relationship and suggest a new way of testing it,
based on the VAR-method of Campbell and Shiller (1987) for testing present
value models. Our results indicate that the real interest rate differential is a
reasonable proxy for the expected real depreciation of the US dollar and can
be interpreted as the transitory part of the real exchange rate. This empirical
finding provides strong support for the results of Baxter (1994) and also of
Edison and Pauls (1993) who have emphasized that the link between real
exchange rates and real interest differentials is to be found in the business
cycle domain, instead of lower frequencies.
Our way of casting the RERI relationship into an empirical model rests
on the idea that the real interest rate differential is the sum of expected
period-to-period changes in real exchange rates. In this context, the real
interest rate differential can be interpreted as the spread variable in a present
value model in which the discount factor is known and equal to one.1 This
allows us to take the projection for the change in the real exchange rate
1See Engel and West (2004) for a discussion of the implications of a unitary discount
rate in a present value variant of the monetary exchange rate model.
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from a bivariate VAR, consisting of the change in the real exchange rate
and the real interest differential, and correlating this with the real interest
differential. We argue that this kind of test is much closer in spirit to the
RERI relationship than many extant tests and it produces measures of long-
run expected changes in the exchange rate which are highly correlated with
real interest rate differentials.
In our analysis we study bilateral real exchange rates for the United
States vis-à-vis the other G7 countries: Canada, France, Germany, Italy,
Japan and the United Kingdom. The sample period is 1978 quarter 2 to
2007 quarter 3. In common with most other applications of the VAR-based
present value approach, we find that the cross-equation restrictions of the
present-value model are statistically rejected. However, we note that this
can be attributed to the time variability of the discount factor, rather than
to a rejection of the RERI per se. Indeed, we suggest interpreting the RERI
more broadly as a significant and positive relationship between expected
real exchange rate changes and the real interest rate differential. We first
present graphical evidence which indicates that this broader version of the
RERI is strongly supported by the data and economically significant. A
key aspect of our broader interpretation is that it does not amount to a
test of a particular model but that it provides a taxonomy of the economic
significance of the RERI by asking what fraction of the variability in interest
rate differentials is explained by changes in the rate of expected depreciation.
This fraction is high and significant for all pairs of exchange rates we consider.
Our method can be thought of as a formalization of the approach advocated
by Campbell (1986) who argued in the context of the permanent income
hypothesis that `[...]models which are strongly rejected statistically may be
good approximations of the behavior of economic variables' (p.29)
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We further illustrate the empirical relevance of the RERI by investigating
how various structural shocks affect the relationship. While doing so sheds
light on the RERI as a conditional relationship, we also view this as a way to
collect a set of stylized facts on the dynamic interaction between real interest
rates and real exchange rates that may also be of more general interest: un-
der the null of the RERI, shocks to the real interest rate differential should
only have a transitory impact on the real exchange rate, whereas shocks that
do not affect the real interest rate differential should be associated with the
permanent component. We find that these hypothesised relationships are in
fact in the data. Furthermore, we also find that a positive interest rate shock
leads to a temporary decline (appreciation) in the real exchange rate that
is then gradually offset as relative prices and nominal interest rates adjust.
This, again, is very much in line with theoretical predictions. We examine
the robustness of this conclusion using an adaptation of the method sug-
gested by King and Watson (1997), which involves examining the robustness
of the response of the two variables to the choice of identification scheme.
Interestingly, it turns out that our structural conclusions are independent of
the particular approach to identification that we choose: the same pattern
arises based on long-run identification schemes in the spirit of Blanchard and
Quah (1989), more conventional short-run Choleski decompositions and, in
fact, based on most other possible identifications.
The outline of the remainder of this paper is as follows. In the next
section we consider the RERI relationship in some detail and discuss how
the VAR-based method of Campbell and Shiller (1987) can be adapted to
explore the RERI link. We then go on to outline how the relationship can
be identified using the projections from a simple VAR model. In section 3
we present our empirical results, while in section 4 we examine the impact of
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structural shocks on the long-run relationship between real exchange rates
and the real interest differential. Section 5 provides a further discussion of
our results and concludes.
2 The RERI as a present value relationship
The standard derivation of the RERI (see, for example, Meese and Rogoff
(1988)) has as its starting point the familiar risk adjusted uncovered interest
parity condition:
Et(st+1 − st) = (it − i∗t ) + σt, (1)
where st is the log of the spot exchange rate (home currency price of a unit
of foreign exchange), it is the one period domestic interest rate, Et is the
conditional expectations operator, an asterisk denotes a foreign magnitude
and σt is a stationary (time-varying) risk premium. The latter term is often
alternatively referred to as an excess return and we shall consider it in more
detail below. Assuming rational expectations, equation (1) may be rewritten
as:
st+1 − st = (it − i∗t ) + σt + t, (2)
where is t is an iid random error.
The nominal exchange rate is usually thought of as an I(1) process and
it therefore follows that the left hand side variable in (2), st+1− st, must be
I(0). Since σt + t is stationary, by assumption, it follows that the interest
differential, it− i∗t , must also be stationary - the domestic interest rate must
be cointegrated with the foreign interest rate. The balanced nature of this
expression, in terms of the orders of integration, is a standard feature of
arbitrage conditions and is the starting point of the cointegration testing
methods first proposed by Campbell and Shiller (1987) for present value
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models. It turns out that translating (2) into the equivalent real interest
parity condition produces a similar balance in terms of the integratedness
of the right and left hand side variables. For example, by subtracting the
expected inflation differential, Et(pt+1− pt)− Et(p∗t+1− p∗t ), from both sides
of (2), where pt denotes the log of the domestic price level, and assuming
rational expectations the following expression may be obtained:
qt+1 − qt = (rt − r∗t ) + σt + t+1 + ut+1, (3)
where qt = st + p∗t − pt, rt denotes the domestic real interest rate, defined
as rt = it − Et(pt+1 − pt), and ut+1is an iid inflation forecast error. Since
the two disturbance terms  t+1 and ut+1  and the excess-return (or risk
premium) are stationary, it must follow, as in equation (2), that qt+1 − qt
and rt − r∗t are integrated of the same order. Since the real exchange rate
is usually thought to be I(1), or close to I(1), qt+1 − qt must be I(0) and
therefore so too must rt − r∗t . However, it follows from this that qt and
rt − r∗t cannot be cointegrated (see Baxter (1994)), an issue that we discuss
in more detail below.
On using the UIP condition at horizon k  Et(st+k−st) = (it(k)−i∗t (k)) 
where it(k) represents the nominal interest rates at time t on k-period bonds
and on subtracting expected k-horizon relative inflation rates we obtain the
k-period version of the real interest parity relationship, (3), as:
E(qt+k − qt) = rt(k) − r∗t (k), (4)
where rt(k) = it(k)−Et(pt+k−pt) and we have suppressed the risk premium.
Expression (4) is the standard formulation of the RERI. We call this
the strict version of the relationship and it is worth emphasizing because
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it indicates that the current real interest rate differential contains sufficient
information for forecasting the expected long-run change in the real exchange
rate. Hence, while an econometrician may not have access to the information
set used by economic agents to form expectations, equation (4) states that
current real interest differentials embody all of that information. This is a
familiar insight that was first proposed by Campbell and Shiller (1987) in the
context of present value models, but has not, to our knowledge, been used
in the literature on the RERI relation. In particular, equation (4) indicates
that past levels of the real interest rate differential should be included in
the forecasting equation for real exchange rate changes. To obtain such a
forecasting equation, we rewrite the expected long-run change in q as the
sum of period-to-period changes:
Et [qt+k − qt] =
k∑
l=1
Et (∆qt+l) . (5)
A straightforward way to proxy the expectations in equation (5) is to
use a forecast from a VAR that includes past levels of the real interest rate
differential. We illustrate this in the context of a bi-variate VAR(1) of the
form:2
zt = Γzt−1 + ut, (6)
where we have stacked the two endogenous variables into the vector
zt =
 rt − r∗t
∆qt
 . (7)
2We now drop the index for the maturity horizon and use the shorthand notation
rt − r∗t to denote long-term real interest rate differential at horizon k. We will henceforth
adopt this simplified notation whenever the exact maturity horizon does not matter in
our derivations.
6
and where Γ is a 2× 2 matrix and ut an i.i.d. error vector, with covariance
matrix Ω. 3 Now we can use the VAR to back out Et∆qt+k as
E (∆qt+k) = e′2Γ
kzt. (8)
where e′2 =
[
0 1
]
is the second unit vector.
The strict version of the RERI now imposes a particular set of cross-
equation restrictions. To see this note that we can write (4) as
Et (qt+k − qt) = e′2
k∑
l=1
Γlzt = rt − r∗t . (9)
Since this equation must hold for all possible realizations of Et (qt+k − qt)
and rt − r∗t , we obtain the cross-equation restrictions
e′2
k∑
l=1
Γl = e′2Γ
[
I− Γk
]
[I− Γ]−1 = e′1 (10)
Here, in addition, we have used the formula for the k−th partial sum of
the geometric series and the fact that rt − r∗t = e′1zt.
As we will show, this particular set of restrictions is rejected outright by
the data. Nonetheless, we argue that the RERI is a useful starting point
for exchange rate modeling if we allow the relationship to be interpreted
3It is straightforward to generalize the setup to higher order VARs. The model we
estimate will generally be of the form A(L)xt = xt−
pX
l=1
Alxt−l = ut where A(L) is a
matrix polynomial of order p and xt =
ˆ
rt − r∗t , ∆qt
˜′
. In this case,
Γ =
2664
A1 A2 ... Ap
I 0 0 0
: I : :
0 ... I 0
3775
is the companion matrix of the VAR and zt =
ˆ
xt, xt−1, · · ·, xt−p−1
˜′
is the
vector of current and lagged realizations of rt − r∗t and ∆qt.
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more broadly as containing a highly significant and consistently positive link
between real interest rate differentials and the expected long-term rate of
depreciation of the real exchange rate. At a methodical level, our broader
interpretation of the RERI can be thought of as a formalization of the ap-
proach advocated by Campbell and Shiller (1987) who have argued that a
present value model may well be economically significant, even though its
particular cross-equation restrictions may be rejected by the data. Specifi-
cally, instead of testing the strict equality Et (qt+k − qt) = rt−r∗t , the variant
of the RERI we propose here is one in which we have
Et (qt+k − qt) = βq (rt − r∗t ) + ξt (11)
with a highly significant and positive βq and where a substantial fraction
of the variation in Et (qt+k − qt) is captured by movements in the interest
rate differential and where ξt is a stationary process. A key element of our
approach is that in investigating this formulation of the RERI, we construct
Et (qt+k − qt) from the forecasting formula (8), i.e. using past realizations of
the real interest rate differential.
This broader formulation of the relationship preserves what we view as
the spirit of a large literature on the RERI but, as we discuss in detail below,
at the same time it also allows for a plethora of plausible economic mecha-
nisms, such as, for example, time-varying currency risk premiums, that we
would expect to lead us to reject the much stricter version that is embodied
by the set of cross-equation restrictions (10) above. It is not our aim in this
paper to provide a particular theoretical explanation of departures from the
strict version of the RERI. Rather, as we show below,our estimates of βq are
all between zero and unity, which allows us to interpret this coefficient as a
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metric that gauges how tight the relation between real exchange rates and
real interest rates is in a particular sample.
Our approach offers interesting perspectives on some central aspects of
the earlier literature on the RERI. For example, a number of authors (see, in-
ter alia, Meese and Rogoff (1988) and Edison and Pauls (1993)) have sought
to test the RERI by attempting to cointegrate the real exchange rate with
the real interest rate. However, our discussion above shows that such tests
are at best trivial in the sense that since qt is I(1) the only evidence of coin-
tegration (equals stationarity in this context) must come from the interest
differential and this is a point made in a different context by both Baxter
(1994) and Edison and Melick (1994). Baxter, for example, was among the
first to argue that the real interest rate differential should be a stationary
variable and therefore correlating it with a non-stationary variable does not
make any sense. She proposed correlating the real interest differential with
the transitory, or stationary, component extracted from the real exchange
rate using both univariate and multivariate Beveridge-Nelson (1981) decom-
positions. Although Baxter found little support for the RERI when the
univariate decomposition was used, clear evidence in support of the RERI
emerged using a multivariate decomposition (in the sense that nearly all of
the coefficients on the interest differential were significantly positive). Our
approach, whilst in the spirit of Baxter, differs in an important respect since
our multivariate decomposition involves the real interest rate differential it-
self.4 As we document, this feature is central in capturing the long-term
link between the real exchange rate and real interest rate differentials as a
significant and consistently positive relationship.
After a brief description of our data, the next section will present the re-
4Baxter's multivariate decomposition was derived from a bivariate VAR in monthly
changes of the real exchange rate and inflation differential.
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sults of our empirical implementation of (11) along with a detailed discussion
of these issues.
3 Re-evaluating the RERI
3.1 Data
Our empirical results are based on quarterly bilateral U.S. real exchange rates
and real interest rate differentials vis-à-vis the other G7 countries: Japan,
Germany, France, Italy, the United Kingdom and Canada. All data are
sourced from the December 2008 issue of the IMF's International Financial
Statistics (IFS).
The nominal interest rates are long bond yields (line 61) and the price
indices are consumer prices (line 64). We constructed bilateral CPI-based
real exchange rates vis-a-vis the United States using average quarterly dollar
exchange rates (line 132). We consider two sample periods, both starting in
1978Q1: the first, our full sample, stretches through to 2007Q3.5 6 We
also report results for a pre-EMU sample period that stops a year before the
inception of the Euro, in 1997Q4. EMU clearly constituted a major break
not only for the participating economies (in our sample Germany, France
and Italy are EMU members) but potentially also for the parities between
other currencies. As we will see, none of our main findings is affected by the
choice of sample period.
5For the full sample analysis, we simply convert Deutschmark, Franc and Lira exchange
rates into Euro at official conversion rates.
6We exclude the immediate aftermath of the demise of Bretton Woods and of the first
oil shock. Our construction of real interest rates entails proxying for inflation expectations
and the instability of the inflation process and, consequently, of the expectation formation
process after 1973 is likely to make our econometric proxies of inflation expectations much
less reliable. For a similar reason, we also drop the last year of observations available from
our data base even though it stretches till 2008Q3: the most recent inflation and CPI
releases tend to be very preliminary and are frequently revised. This equally could distort
our estimation of inflation expectations.
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In order to obtain long-term real interest rates, we first constructed an
estimate of average inflation expectations over the maturity horizon of the
underlying government bonds (typically 10 years). This was achieved by
running a univariate autoregression of CPI-inflation with 5 lags.7 We then
generated forecasts of quarterly inflation 40 periods ahead. To generate the
average expected annual inflation rate we finally divided the cumulative sum
of inflation rates by the bond's maturity horizon.
[Figure 1 about here]
As first noted by Baxter (1994), and as discussed above, the RERI can
only make sense as an economic relationship if the real interest rate differ-
ential is stationary. In our analysis, we follow this prior, treating q as I(1)
and r − r∗ as I(0). and we specify our VARs as in (7) above, with the real
interest rate differential in levels and the real exchange rate in differences. In
the appendix, we report on the results from a set of unit-root, stationarity
and cointegration tests.
3.2 Results of Present Value tests
In Figure 1 the data are plotted and an ocular inspection reveals a clear link
between real interest rate differentials and exchange rates. Periods of low
interest rate differentials coincide with high levels of q, i.e. with periods of
very depreciated real exchange rates.
[Figures 2-7 about here ]
7To check our results for robustness, we varied the lag length in the construction of
expected inflation between 1 and 9 lags. All the results in the paper were found to be
robust to this change in the construction of real interest rates.
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We specified our VARs with seven lags for most countries, although some-
what shorter lag lengths eventually proved sufficient for Canada (3), France
(4) and Italy (3). Again, the appendix reports on details of our lag selec-
tion procedure. In keeping with the maturity horizons of the government
bonds we consider here, we project the expectations 10 years, or 40 quar-
ters, into the future. In Figures 2-7 the expected annualized real rate of
depreciation, generated from the VARs, of the US dollar vis-a-vis the cur-
rencies of the other G7 countries are plotted. The results are quite striking
and would seem to suggest that there is considerable support for the RERI
in the data. For virtually all countries, the predicted rate of depreciation
is highly correlated with the real interest rate differential, though the in-
terest rate differential is generally more volatile. We also obtain a measure
of the uncertainty surrounding our forecast of exchange rate changes based
on 100 bootstrap replications. In figures 2-7, the dotted lines represent the
90 percent quantile of the small sample distribution of FC, our estimate of
Et(qt+k − qt).8 It is noteworthy that the conditional forecast distribution
covers the interest rate differential for most of the sample period or is at
least very close to it.
The impression obtained from the graphical analysis is confirmed by our
formal tests. The first two columns of Table 1 reports the results of regres-
sions of the two time series on each other: as is apparent, the coefficient,
though generally smaller than unity, is significantly positive for all six coun-
try pairs. This is true in both the pre-EMU and the long sample. For the
pre-EMU sample, the R2 ranges from a minimum of 0.24 for Canada to
8It may not be surprising that this quantile almost always covers zero  exchange rate
changes are hard to predict, and particularly so based on a VAR deliberately set up as
parsimoniously as ours. Thus, while the hypothesis that FC = 0 is hard to reject at
conventional significance levels, the confidence intervals also suggest that the bulk of the
probability mass is actually changing the side of zero quite frequently.
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0.92 for Germany, suggesting that a substantial fraction of the variation in
expected real exchange rate changes can be explained by the real interest
rate differential. Conversely, and as we will discuss in detail below, the re-
gression coefficient βq can be interpreted as the fraction of the variability in
the real interest rate differential that is explained by variation in expected
exchange rate changes. Given this interpretation, our estimates here suggest
that between around 20 percent (for Italy) and more than 50 percent (for
Germany) of the variation in real interest rates are accounted for by changes
in exchange rate expectations.
[Table 1 about here]
For the long sample, the results are qualitatively the same: here, βq
ranges from 0.27 (Italy) to 0.46 (France). The coefficient βq is statistically
significant for all six country pairs and the R2 ranges from just above 30
percent (Japan) to more than 70 percent for Italy.
It is instructive to compare the results of our analysis to some of the
earlier findings in the literature, notably those reported by Baxter (1994).
Baxter constructs Beveridge-Nelson (1981) measures of the transitory com-
ponent of the real exchange rate, qTt , and regresses these onto the real interest
rate differential. Evidence of significant and, in general, correctly signed links
between real exchange rates and real interest rates are reported.
To relate these findings to our own, we provide the results for alternative
decompositions of the real exchange rate into permanent and transitory com-
ponents, including the ones employed by Baxter herself. Specifically, columns
3 and 4 report regressions of the cyclical component of the real exchange rate
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extracted through a univariate HP filter on the real interest rate differential.
Columns 5 and 6 report the results from a multivariate Beveridge-Nelson
decomposition of the real exchange rate, based on a bi-variate VAR in which
the inflation differential figures instead of the real interest rate differential.
This is exactly the setup of the VAR used in Baxter (1994).
The results in Table 1 demonstrate that the univariate decomposition is
unable to identify a meaningful link between real exchange rates and the real
interest rate differential in any instance: the coefficient is virtually always
insignificant and often incorrectly signed. This is true irrespective of the
sub-period used and very much in line with Baxter's (1994) results. The
most important finding here, however, is that the VAR based on the real
interest rate differential identifies the hypothesized RERI-link much more
consistently than does the VAR based on inflation differentials. While the
Baxter VAR sometimes identifies the predicted link with a correct sign, it
does not do so consistently. Most importantly, however, the coefficient is
generally insignificant, in contrast to the VAR that includes the real interest
rate differential, where we found the link to be always significant.
Note also that for both sub-periods, the fit of the regression is generally
much higher when qT is constructed from the VAR including the interest rate
differential. Another feature that is noteworthy is that for most countries
(with the exception of Germany), the coefficient βq from the VAR including
r− r∗ is reasonably stable across samples, in spite of the structural break of
EMU. We believe these results strongly illustrate the value of including the
real interest rate differential in the construction of a transitory component
of real exchange rates.9
9We also performed the comparison of the different decompositions on a shorter period,
1974Q2 to 1992Q2, which is almost congruent with Baxter's original sample. The results
are qualitatively similar and are therefore not reported here.
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While our regression results in Table 1 suggest a much more significant
link between the two variables than many previous studies have been able to
establish, βq is generally not exactly unity nor is the fit of the regression per-
fect. While this suggests that the strict version of the RERI does not hold,
graphs such as those presented in figures 2-7 have, however, played an impor-
tant role in convincing macro-economists that simple present value models
 be it of the New Keynesian Phillips curve (Sbordone (2002)), the term
structure of interest rates (Campbell and Shiller (1987)), or of consumption
(Campbell (1987))  should not be dismissed prematurely, even though the
exact cross-equation restrictions imposed by these models have often been
statistically rejected. In many of these applications, the statistical rejection
can be traced back to the fact that the present value model fails to replicate
the exact variability of the forecasting, or 'spread', variable, while the model
typically does well in terms of the correlation of the predicted value with
the 'spread' variable. As our graphs suggest, and as we illustrate further in
Table 2, the RERI is no exception in this regard.
[Table 2 about here]
The last two columns of table 2 report  again for the pre-EMU period
and the full sample  the results of the tests of the exact cross-equation
restrictions. Note that this test is just another way of establishing that βq
and the R2 associated with the regression (11) are statistically different from
unity. It is therefore not surprising that in both sample periods the cross-
equation restrictions are rejected outright. The first two columns of Table 2
give an initial pass on the source of this rejection. Here, we decompose βq
into the product of the correlation and the ratio of the standard deviations
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of Et (qt+k − qt) and rt − r∗t . Again, the formal results clearly confirm the
graphical impressions: it is mainly the low relative variance of the expected
exchange rate change rather than a low correlation that is responsible for
the fact βq is not generally unity.
For the pre-EMU period, the correlations range from a minimum of 0.49
for Canada to 0.96 for Germany, the average of the correlation coefficients
across countries is 0.71. For the sample running through to 2007Q3, the
correlations range from 0.57 (Japan) to 0.86 (Italy), with an average of 0.73.
Conversely an examination of the relative standard deviations, reported
in the second column, reveals that the predicted exchange rate change is
generally just half as volatile as the real interest rate differential. In both
sample periods, our approach seems to do much better in terms of the cor-
relation between real exchange rates and real interest rates than in terms
of their relative volatility. To assess the robustness of this conclusion, we
obtain 100 bootstrap replications of the model and tabulate the probability
that the correlation coefficient is bigger than 0, 0.5 and 0.8 respectively. The
results are given in rectangular brackets in the first column of table 1. In
both sample periods, the probability mass of the empirical distribution of the
correlation coefficients is clearly concentrated in the positive unit interval.
In the pre-EMU sample, for four out of the six countries (Canada, France,
Germany and Italy) at least 50 percent of the bootstrapped correlation coef-
ficients are bigger than 0.5 and for all of these four countries at least around
a third even exceed 0.8, with this percentage reaching up to 46 percent for
Italy and even 67 percent for Germany. In the long sample, five out of six
countries have more than half of the probability mass to the right of one
half (Canada, France, Germany, Italy and the United Kingdom). With the
exception of Japan and the UK all of these have correlations higher than
16
0.8 for more than a third of all simulation draws and, again, Germany and
Italy have the bulk of the probability mass of the correlation coefficient to
the right of 0.8.
Hence, the empirical distributions tabulated here suggest that the cor-
relation coefficients are also statistically close to unity. Conversely, the 90%
confidence intervals of the relative standard deviations of the forecasted ex-
change rate change and the real interest rate differential  reported in paren-
theses in the second column  do not cover unity in 5 out of six cases,
with Germany being the only exception in both sample periods; if the strict
version RERI is statistically rejected, it is mainly because expected real
exchange rate changes are much less volatile than real interest rate differen-
tials.10
Our graphs 2-7, the results in Table 1 and the correlations in Table 2
clearly suggest that there is an economically significant link between real
exchange rates and real interest rates. This raises the question of what in-
terpretation should be placed on the rejection of the exact cross-equation
restrictions or, equivalently, on the fact that βq is not unity. As we will ar-
gue next, this fact simply indicates that there is predictability in the excess
returns on holding a currency. Since this predictability is a medium-term
phenomenon, however, it does not break the long-term link between real
exchange rates and real interest rates and therefore does not empirically
invalidate the broader concept of the RERI that we advocate to use in con-
fronting the predicted theoretical relationship with the data.
10We obtained similar results from a trivariate VAR that also included relative output
growth as an additional endogenous variable.
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3.3 Economic Interpretation of the cross equation restric-
tions and rejection
In order to understand the meaning of the statistical rejection reported
above, we turn to the economic interpretation of the cross-equation restric-
tions in (9). To this end, we use the definition of the real excess return on
holding a currency over k periods as
σt(k) = qt+k − qt − (rt(k)− r∗t (k)). (12)
Taking expectations, we see that the cross-equation restrictions imply that
Et(σt(k)) = 0  excess returns should not be predictable. Taking conditional
expectations, re-arranging terms and taking variances of both sides, we can
decompose the variance of the real interest rate differential as
cov(Et(qt+k − qt), rt(k) − r∗t (k))
var(rt(k) − r∗t (k))
−cov(Et(σt(k)), rt(k)− r
∗
t (k))
var(rt(k) − r∗t (k))
= βq−βσ = 1.
(13)
This decomposition adapts the 'good beta, bad beta' methodology of
Campbell and Voultenaaho (2004) to the RERI: in the language of Campbell
and Voultenaaho (2004) and Froot and Ramadorai (2005), βq can be thought
of as measuring the contribution of cash flow news, whereas βσ measures the
impact of expected variation in the discount factor on the interest rate differ-
ential. A strict interpretation of the RERI and the cross-equation restrictions
implies that
[
βq βσ
]
=
[
1 0
]
. Clearly this assumption could be vio-
lated if there is a risk premium on the currency that varies in a predictable
way. But if there is such a premium, then, according to (13), the real inter-
est rate differential must be correlated with expected excess returns. Hence,
either the RERI holds or excess returns on the currency are predictable. It is
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not logically possible to reject both return predictability and the broad ver-
sion of the RERI.11 The joint hypothesis
[
βq, βσ
]
=
[
1, 0
]
may well
be rejected in the data, and this (together with rejection of ξt = 0) is what
tests of the cross-equation restrictions do indeed suggest. Nonetheless, there
may be an economically important link between the real interest rate differ-
ential and expected rates of change of the real exchange rate; even though,
as we have seen, βq may not be identically one, it is still significantly differ-
ent from zero and positive in the data and the decomposition here suggests
interpreting it as a measure of the fraction of the variance in the real interest
rate differential that is explained by time variation in expected exchange rate
changes.
Table 3 reports the results of the above decomposition. Clearly, βq is
exactly the coefficient in our broad version of the RERI in (11) that was
already presented in Table 1 above:
Et (qt+k − qt) = βq (rt − r∗t ) + ξt + const,
whereas βσ is obtained directly from the regression:
σt(k) = βσ (rt − r∗t ) + νt + const.
In the light of the interpretation we have just given, it now becomes clear
that the fact that if we consistently reject βq = 0 at very high levels of sig-
nificance this must imply that changes in expected exchange rate changes
explain a significant portion of the variability in r − r∗. Conversely, the
fact that βq is generally also significantly different from unity, implies that
11This result is analogous to Cochrane's (2001) observation that it is not possible to
reject both dividend predictability and the predictability of excess returns in a stock price
model.
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βσ = βq − 1 must be negative. These findings provide us with an economic
interpretation of the rejection of the exact cross-equation restrictions: the
interest rate differential has some predictive power for long-term real ex-
cess returns on holding the US dollar  a finding which is consistent with
the literature on the predictive properties of the forward foreign exchange
premium (see Engel (1995) and MacDonald (2006)). But this effect is not
sufficiently strong to overturn the RERI  here understood more broadly as
an economically significant relation in the data.
[Table 3 about here]
In fact, our interpretation of βq as a metric of the economic significance
of the RERI link can be thought of as a formalization of the approach ad-
vocated by Campbell (1986). For example, in the context of a test of the
permanent income model, Campbell (1986) writes that `the permanent in-
come hypothesis is worth taking seriously. [...] More generally, models which
are strongly rejected statistically may be good approximations of the behavior
of economic variables' (p.29). Campbell and Shiller (1987) reach similarly
positive conclusions about the term structure model of interest rates, but are
more skeptical about the fixed-discount factor model of stock prices. Indeed
subsequent to their work, it has been demonstrated that the present-value
model of stock prices fails because the dividend price ratio does not reveal
variation in dividends; rather, it uncovers variation in both stock prices and
excess returns (see the discussion in Cochrane (1994) and Cochrane (2001)).
As our results here show, the strict version of the RERI is also rejected
statistically. This rejection can be traced back to the fact there is some
predictability in the real excess returns on holding a currency. But as we
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have also shown, in spite of this, there is still an economically significant link
between the expected depreciation and the real interest rate differential: a
broader version of the RERI explains a significant fraction of the variation
in real interest rates and provides a reasonable first-order approximation
of expected exchange rate changes. In this respect, the RERI performs at
least as well as the relatively more successful implementations of the present
value model in other areas, such as the present-value model of consumption.
We illustrate this point further in the next section, where we conduct a
systematic examination of how the RERI relationship is affected by various
types of structural shocks.
4 Structural shocks to the RERI relation
Having established that a more broadly interpreted version of the RERI
can be identified in the data, we further explore the nature of the link be-
tween the two key variables by examining their response to a wide array of
macroeconomic shocks. While doing so sheds further light on the RERI as
a conditional relationship, we also view this as a way of collecting a set of
stylized facts on the dynamic interaction between real interest rates and real
exchange rates that may also be of more general interest.
The RERI predicts that fluctuations in the real interest rate differential
should be associated with temporary fluctuations in real exchange rates.
More specifically, a widening interest rate differential in favour of the home
country should be indicative of a future depreciation of the real exchange
rate. Given a fixed long-run value of the exchange rate, this implies that
the real exchange rate should appreciate after a shock to the real interest
rate differential. In our notation, this implies that q will have to drop when
r−r∗ rises: the impact responses of the two variables after a temporary shock
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should have the opposite sign. In this section, we explore this prediction in
a structural VAR framework and examine the robustness of our conclusions
with respect to different identifying assumptions.
4.1 Choleski and Blanchard-Quah identification schemes
Consider again our baseline VAR-specificaton, discussed in section 2 above,
A(L)xt = ut. (14)
where xt =
[
r − r∗, ∆qt
]′
and A(L) a matrix polynomial in the lag oper-
ator. Following the structural VAR literature, we postulate that the reduced-
form residual, ut, is a linear function of the vector, vt of structural shocks,
so that ut= Svt, where S is a non-singular square matrix of dimension 2.
Let Ω be the variance covariance matrix of εt. Furthermore, we assume that
the structural shocks are mutually uncorrelated, so that E(vtv
′
t) = I and:
Ω = SS′. (15)
In our two-dimensional VAR, equation (15) imposes three non-redundant
restrictions on S. To just-identify the vector of shocks, vt, and the associated
impulse response functions, we therefore need an additional restriction. It is
customary, to impose S12 = 0, which amounts to a Choleski-decomposition
of Ω. However, there is an entire manifold of possible choices for S. Let S0
and S1 be two such alternative choices. Then
v0t= S−10 εt= S
−1
0 S1v1t= Pv2t, (16)
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and since both v0t and v1t have unit variance
I = var(v0tv
′
0t) = Pvar(v1tv
′
1t)P
′ = PP′.
Hence, the mapping between two orthogonalized shock vectors v0t and v1t,
given by v0t= Pv1t, is orthogonal. The set of two-dimensional orthogonal
matrices can be parametrized as
P =
 ρ √1 − ρ2√
1 − ρ2 ρ
 =
 cosλ − sinλ
sinλ cosλ
 , (17)
where −1 < ρ < 1 and 0 < λ < 2pi and therefore we can write P as a
function of λ , so that P(λ) defines a rotation. Two possible time series
of orthogonal shocks - v0t and v1t− can then simply be rotated onto each
other by an appropriate choice of λ. For an initial choice of S0 with ut =
S0v0t, we therefore consider the space of alternative rotations Sλ = P(λ)
′S0,
where we let λ vary between 0 and 2pi. Each choice of λ identifies a vector
of mutually orthogonal shocks, vt(λ)= S−1λ ut, to which we can obtain the
impulse responses. In this way, we can determine the robustness of our
conclusions with respect to the key question addressed here: are shocks to
the real interest rate differential associated with temporary fluctuations in
the real exchange rate?
Our approach is similar in spirit to that used in King and Watson (1997),
who examine the robustness of long-run monetary neutrality under different
identification schemes in a bivariate VAR setting. The main difference be-
tween our approach and theirs is that King and Watson estimate the con-
temporaneous interaction between the variables using simultaneous equation
methods, whereas in our setting the contemporaneous interaction is given by
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S which is just identified from the set of orthogonality restrictions (15) and
the additional identifying restriction as defined by P(λ).
Clearly, not all choices for S0 and P(λ) are equally plausible. We there-
fore start by considering two particularly important, and possibly plausible,
identifying restrictions on S. The first is the Choleski identification, in which
we choose S12 = 0. We will argue that this identification can yield impor-
tant insights into the economic relevance of the RERI relation. To make this
point, we write xt in moving average form as:
xt= A−1(L)ut= C(L)εt= C(L)Sv0t,
where
C(L) = I+
∞∑
k=1
CkLk.
Recall that we defined xt =
[
rt − r∗t ∆qt
]′
, so that the real interest
rate differential is ordered first. Hence, with S12 = 0, we identify one shock
that affects both the real interest rate differential and the real exchange
rate and one shock that only affects the real exchange rate. According to
the RERI, the former should: a) have only a transitory effect on the real
exchange rate; and b) trigger an impact response of the real exchange rate
that has the opposite sign of the response in the real interest rate differential,
i.e. S21/S11 < 0. Conversely, permanent variations in the real exchange rate
should mainly be driven by those shocks that leave the real interest rate
differential unaffected. Therefore, one test of the economic relevance of the
RERI is to impose a Choleski identification and to test whether the impulse
responses comply with the over-identifying restrictions just discussed.
An alternative test is to use a long-run identification in the spirit of
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Blanchard and Quah (1989). Such a restriction can be applied to the RERI
by requiring that shocks to the interest rate differential should not have a
long-run impact on the real exchange rate. We obtain this restriction by
acknowledging that the long-run response of xt is given by D(1) = C(1)S.
Given the ordering of our variables, requiring that the shock to the interest
rate differential does not have an impact on the long-run level of the exchange
rate, this amounts to D21 = 0.12 Here, the set of over-identifying restrictions
implied by the RERI would be that the transitory shock should account for
the bulk of the dynamics in the real interest rate differential and that the
response of the interest rate differential to such a shock should have the
opposite sign of the real exchange rate response.
4.1.1 Impulse response results
From our discussion, it is apparent that the RERI actually implies that
both the Choleski and the Blanchard-Quah decompositions should give us
the same pattern of responses: the response to the transitory shock in the
Blanchard-Quah decomposition should just correspond to the response to an
interest rate shock in the Choleski-decomposition.
[Figure 8 about here ]
For all six country pairs, Figure 8 presents the impulse responses of the
VAR in (14) obtained under the Choleski and the Blanchard decomposi-
tions, respectively.13 The first key point to note from these graphs is that
12Under the Blanchard-Quah scheme it is generally the upper right entry in D(1) that
is restricted to zero. In our setup here, the non-statioanry variable, qtis ordered second,
however, so that the Blanchard-Quah restriction amounts to setting the lower right entry
of D(1) to zero.
13In this and the following subsection, we present impulse responses for the full sample
period, 1978Q1-2007Q3. Results for the pre-EMU sample are very similar.
25
the choice between the two identification schemes does not strongly affect
the results: the responses obtained under the Choleski and the Blanchard-
Quah schemes move very closely together in all six countries. In many cases,
the Blanchard-Quah response even falls into the 90 percent bootstrapped
confidence interval of the Choleski decomposition, so that  at least in a
macroeconomic sample of the size we have here  it is statistically impossi-
ble to tell the two identification schemes apart. Even more encouragingly,
the relative sign of the responses matches the predictions of the RERI  a
transitory appreciation of the real exchange rate is typically associated with
an increase in the real interest rate differential.
Again, we conclude from these findings that predictable variation in the
discount factor may lead to a statistical rejection of the strict form of RERI,
but that this does not invalidate a broader concept of the RERI as an eco-
nomically significant relationship. Our response analysis suggest that the
dynamic implications predicted by the theory are  at least qualitatively 
very much supported by the data.
4.2 Robustness to alternative identification schemes
Theoretical considerations suggest that the Blanchard-Quah and Choleski
decompositions deserve special consideration in the context of the RERI. As
we discussed initially, there is an infinity of potential identification schemes,
and, clearly, not all of these schemes are equally plausible on economic
grounds. But it is nonetheless informative to examine the robustness of our
conclusions with respect to different identification schemes for the structural
shocks.
According to equations (16) and (17), any possible identification of struc-
tural shocks to the RERI can be recovered through an appropriate rotation of
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the shocks recovered from the Choleski-identification. Let Sλ be any matrix
fulfilling the orthogonality restrictions (15), then
Sλ = P(λ)
′SChol,
for some rotation matrix P(λ). Hence, in order to explore how the RERI
relationship is affected by different identifying assumptions, we simply have
to vary λ . Specifically, we choose values of λ in the interval
[
0, 2pi
]
with a step width of one degree, i.e. 2pi/360. For each Sλ thus obtained, we
obtain the impulse responses to the two structural shocks. We normalize the
interest rate response to the first shock and the exchange rate response to the
second shock to be positive. For convenience we therefore continue to call
the first shock the interest rate shock and the second the exchange rate, or
excess-return, shock. We then average the impulse response functions over
the 360 different realizations and we also calculate the median response in
order to obtain an impression of the distribution of the underlying responses.
The results of this exercise are plotted in Figure 9, panels a-f.
[Figure 9 about here]
The characteristic pattern of the response to an interest rate shock that
we established from the Choleski- and Blanchard-Quah decompositions, turns
out to be very robust to changes in the identifying assumptions: for most
countries, the first shock leads to a fall - an appreciation - in the real ex-
change rate upon impact. This appreciation is then generally offset as the
interest rate differential starts to narrow. In the long-run, this shock does
generally not have a pronounced (and significant) impact on the real ex-
change rate. The second (excess return) shock generally has a permanent
27
effect on the exchange rate and it is also generally associated with tempo-
rary fluctuations in the real interest rate differential, but only to the extent
that the real exchange rate initially under-adjusts to the permanent shock.
The message from the various panels in Figure 9 is the same, irrespective
of whether we consider the median or the average response. We note, how-
ever, that the stylized pattern is generally even more pronounced once we
consider the median response, and particularly for the real exchange rate.
This suggests that for the majority of all possible identification restrictions,
the response of the two variables to structural shocks complies qualitatively
very well with the predictions of the RERI.
5 Conclusion
In this paper we have re-examined the real exchange rate - real interest rate
(RERI) relationship using data for six US dollar bilateral exchange rates,
over the period 1978 to 2007. Many previous tests of this relationship have
involved attempting to cointegrate measures of a real exchange rate with a
measure of a country's real interest differential. However, following Baxter
(1994), the derivation of the RERI relationship suggests that such a method
is likely to be flawed since if the real exchange rate is integrated of order one,
the real interest differential must be stationary.
Building on this insight, we proposed interpreting the RERI by building
on the VAR-based approach for present value models of Campbell and Shiller
(1987) . This involves taking the projection of the change in the real exchange
rate from a bivariate VAR, consisting of the change in the real exchange rate
and the real interest differential, and correlating it with the real interest
differential. We argued that this kind of test is much closer in spirit to the
RERI relationship than many extant tests, and it produces measures of long-
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run expected changes in the exchange rate which are highly correlated with
real interest rate differentials.
While the particular set of cross-equation restrictions that arise from a
fixed-discount factor model are statistically rejected, our framework allows
us to trace this back to the presence of predictable excess returns. We show
that this rejection does not invalidate the RERI link as an economically
significant relationship: a significant fraction of the variability in real in-
terest rate differentials is explained by time-variation in expected exchange
rate changes and real interest rate differentials are highly correlated with
measures of the expected rate of depreciation.
The upshot of our results is that the RERI is no more elusive than other
important relationships in macroeconomics and finance that have been tested
in a present value context, such as: the stock price / dividend relationship;
the consumption - income relationship; the term structure of interest rates
and the new Keynesian Phillips-Curve. Such models are often statistically
rejected in a present value setting, but the statistical rejection is usually
associated with a fixed discount-factor assumption. As argued by Camp-
bell (1986), such rejections per se are not informative with respect to the
economic significance of a particular theory. Our approach formalizes this
philosophy in the sense that, instead of focusing on the cross-equation re-
strictions implied by a particular incarnation of the theory, we have proposed
a metric of the economic significance of the hypothesized theoretical link.
Clearly, this approach can be generalized to other theoretical relationships
than the RERI.
We provide further evidence in support of the RERI by identifying struc-
tural shocks to the RERI relationship. We find that shocks to the real interest
rate differential, in general, only produce temporary responses in the real ex-
29
change rate and these responses have the right sign: on impact, a widening
interest rate differential leads to a temporary appreciation that is then offset
through a subsequent depreciation as relative price levels start to converge
and as the interest rate differential starts to narrow again. This result turns
out to be independent of the particular identification scheme imposed on our
VAR model. The evidence we have reported in this paper therefore strongly
supports the conclusion that the RERI as an economic relationship should
be taken seriously: real interest rate differentials constitute a good proxy for
the temporary component in real exchange rates!
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Appendix: Unit root, stationarity and cointegration tests; VAR
specification For both the real exchange rate and the real interest rate
differential, Table A1 reports the results from augmented Dickey-Fuller tests
of the null of a unit root. Since our maintained hypothesis for the real
interest rate differential is that of stationarity, we also report tests of the
null of stationarity based on Kwiatowski et al. (1992), the so-called KPSS
test.
As is apparent, unit root tests never reject the unit root in real exchange
rates. Though the same is true for the real interest rate in most cases, we
can equally often not reject the null when, instead of tests of the null of
non-stationarity, we test the null of stationarity (KPSS). In fact, only for
Germany and Italy both types of test would suggest that real interest rates
are non-stationary whereas for France and Japan, they would unequivocally
suggest that they are stationary. For Canada and the UK we obtain con-
tradictory results. Hence, these tests offer little guidance in specifying the
model. The evidence is somewhat more conclusive  and points in the direc-
tion of our prior  when we treat both real interest rates and real exchange
rates as a potentially cointegrated system. Though we find that there is usu-
ally no evidence for cointegration when asymptotic critical values are used,
it is known that cointegration tests, as in the case of univariate unit root
tests, have low power in typical macroeconomic sample sizes.We therefore
also estimated the system with one cointegrating restriction imposed. In
this case, the implied cointegration vector generally comes close to a unit
vector in the sense that the coefficients on r − r∗ are unity and the one on
q zero. In fact, we cannot reject that the cointegrating vector is
[
1 0
]′
in four out of six cases. We conclude from these results that the real in-
terest rate differential, though clearly very persistent, is a mean reverting
process. We then follow Campbell and Shiller (1987) and Campbell and
Perron (1991), who have argued that, if there are a priori economic reasons
to do so, imposing cointegration restrictions will improve the approximation
of the short-term dynamics (and forecasting properties) of the econometric
model. Hence, we specifiy the system as one in which the real interest rate
differential is stationary and where q is treated as I(1). As Campbell and
Shiller (1987) have shown and as is discussed in some detail in Hoffmann
(2003), it is valid to represent an n-dimensional cointegrated system in the
format (7), i.e. with the h stationary relations (here h = 1, corresponding
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to r − r∗ itself) in levels and the n − h non-stationary (trend) variables in
differences.
In specifying our VAR, we test for the lag order using the method advo-
cated by Campbell and Perron (1991): starting from some kmax and counting
k down to 1, we test if the k-th lag is (jointly) significant. The first k smaller
or equal than kmax for which this is the case is a consistent estimate of the
true lag order. As our starting value we choose kmax = 10. Since our interest
here is in exploring the long-run relation between r − r∗ and q, we augment
the lag order relative to the Campbell-Perron k, typically by one or two lags.
The numbers given in the main text refer to these augmented lag orders. As
discussed in Luetkepohl (2006), lag augmentation can considerably improve
the finite sample properties of tests on the long-run coefficients of the model
(e.g. over-identifying or Granger causality tests as we consider them here) if
the regressors are very persistent. To check that our results are not unduly
affected by this lag augmentation, we also compared our results to those ob-
tained when the lag orders estimated from the first stage Campbell-Perron
procedure were imposed.
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Table 3: Variance decomposition of r(k) − r∗(k)
pre-EMU (1978Q1-1997Q4) Full sample (1978Q1-2007Q3)
coefficient t-stat R2 coefficient t-stat R2
Canada βq 0.32 (2.40) 0.24 0.38 (4.28) 0.43
βσ -0.68 (-5.10) 0.59 -0.62 (-7.10) 0.68
France βq 0.40 (12.49) 0.75 0.46 (8.35) 0.57
βσ -0.60 (-18.46) 0.87 -0.54 (-9.97) 0.66
Germany βq 0.53 (27.56) 0.92 0.28 (13.90) 0.65
βσ -0.47 (-24.26) 0.90 -0.72 ( -35.10) 0.92
Italy βq 0.19 (5.15) 0.53 0.27 (10.05) 0.73
βσ -0.81 (-22.43) 0.95 -0.73 (-26.83) 0.95
Japan βq 0.33 (5.14) 0.35 0.26 (5.51) 0.33
βσ -0.67 (-10.49) 0.69 -0.74 (-15.66) 0.80
United Kingdom βq 0.30 (4.94) 0.38 0.43 (8.30) 0.59
βσ -0.70 (-11.65) 0.77 -0.57 (-10.78) 0.71
Notes: coefficients βq and βσ obtained from OLS-regressions of the form
̂E(qt+k − qt) = βq(rt(k)− r∗t (k)) + vt and σt(k) = βσ(rt(k) − r∗t (k)) + vt
Robust t statistics based on Newey and West (1987) in parentheses. Coefficients significant at the 5%-level appear in bold.
Table A1: Unit root and stationarity tests
lag length
0 1 3 5 7
Canada ADF q -0.93 -1.19 -1.49 -1.78 -1.84
r − r∗ -2.70 -2.67 -1.78 -1.58 -1.67
KPSS r − r∗ 1.49 0.80 0.44 0.32 0.25
France ADF q -1.64 -2.35 -2.73 -2.94 -2.91
r − r∗ -3.98 -3.97 -3.53 -3.30 -2.28
KPSS r − r∗ 1.00 0.57 0.35 0.27 0.24
Germany ADF q -1.76 -2.31 -2.94 -2.92 -2.76
r − r∗ -1.83 -1.78 -1.93 -1.75 -1.55
KPSS r − r∗ 5.18 2.66 1.39 0.97 0.76
Italy ADF q -1.51 -2.13 -2.46 -2.43 -2.33
r − r∗ -2.07 -2.22 -2.08 -2.12 -1.30
KPSS r − r∗ 4.40 2.29 1.23 0.87 0.70
Japan ADF q 1.40 -1.88 -1.97 -1.81 -1.73
r − r∗ -2.64 -2.84 -3.46 -3.93 -2.34
KPSS r − r∗ 0.44 0.23 0.13 0.10 0.08
UK ADF q -1.50 -2.05 -2.02 -1.77 -2.59
r − r∗ -3.12 -3.05 -3.33 -2.90 -2.92
KPSS r − r∗ 2.73 1.43 0.77 0.56 0.46
NOTES: The table reports the augmented Dickey Fuller (ADF) and Kwiatowski et al. (KPSS) test
statistics. Column headings indicate the lag order used for the approximation of the unconditional
variance of the residual process. The ADF tests the null of a unit root against a stationary
alternative, the KPSS-test has stationarity as the null. The 5% critical value for the ADF test is
-2.91, for the KPSS-test it is 0.436 (0.347 at the 10% level). Significant rejections of the null are
highlighted in bold. Sample period is 1978Q1 to 2007Q3.
Figure 1: U.S. bilateral CPI real exchange rates (solid line) and real interest
differential (in %*10−1)
Figure 2: Canada  Expected Rate of Depreciation, FC = ̂Et(qt+k − qt),
(solid/blue) and real interest rate differential (dashed/red). Dotted/black
line gives 90% confidence intervals of FC.
Figure 3: France  for notes see figure 2.
Figure 4: Germany  for notes see figure 2
Figure 5: Italy  for notes see figure 2
Figure 6: Japan  for notes see figure 2
Figure 7: United Kingdom  for notes see figure 2
Figure 8: Impulse responses obtained from Choleski and BQ-decompositions
a) Canada b) France
c) Germany d) Italy
e) Japan f) United Kingdom
NOTES: Impulse responses based on Choleski (blue, solid) and Blanchard-Quah (red, dashed) identification
schemes. Black, dotted lines are 10% confidence intervals of the Choleski-based response obtained by 100 boot-
strap replications. Sample period is 1978Q2 to 2007Q3.
Figure 9: Average and median Impulse responses obtained through rotation
a) Canada b) France
c) Germany d) Italy
e) Japan f) United Kingdom
NOTES: Mean (blue, solid) and median (red, dashed) across all responses obtained from P (λ)′SChol for
0 < λ < 2pi. Black, dotted lines are 10% confidence intervals of the mean response obtained by 100
bootstrap replications. Sample period is 1978Q2 to 2007Q3.
