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Cloud Computing hat sich zum allgegenwärtigen Vorbild für Rechen-
und Speicherdienste entwickelt. Diese Vorteile machen Cloud Com-
puting auch für Wissenschaftler attraktiv, denn sie müssen dadurch
nicht mehr eine eigene IT-Infrastruktur vorhalten und betreiben, son-
dern können diese an sog. Cloud Service Provider auslagern, die die
Wissenschaftler-IT virtualisiert betreiben. Allerdings wird die Situation
komplizierter, wenn es um Hochleistungsrechnen geht, wie es beispiels-
weise bei Simulationen oder bei der Analyse großer Datenmengen der
Fall ist. Die Gründe dafür sind, dass HPC-Anwendungen hoch effizient
und skalierbar bleiben müssen, auch für den Fall, dass sie von vielen vir-
tuellen Cores, Prozessoren oder Servern parallelisiert ausgeführt werden.
Leider ist dies in Standard-Clouds nicht der Fall, wie nachfolgender Ar-
tikel zeigt. Darin werden diverse Gründe für Cloud-Ineffizienzen bei der
Verwendung von OpenStack als Cloud-Betriebssystem und bei OpenFo-
amals Beispiel-HPC-Code angeführt. Darüber hinauswerdenVorschläge
gemacht, wie man diese Probleme lösen bzw. umgehen kann.
1 Einleitung
Cloud Computing hat sich zum neuen, allgegenwärtigen Vorbild für
Rechen- und Speicherdienste entwickelt. Die Gründe dafür sind eine Kos-
tenabrechnung nach tatsächlich verbrauchten Ressourcen und die Anpass-
barkeit an Benutzerwünsche. Beispiele für die Anpassbarkeit an Benutzer-
wünsche sind das Starten und Stoppen von virtuellen Maschinen (VMs),
was in [35] als „Elasticity“ bezeichnet wird. Zu dieser Anpassbarkeit gehört
auch die freie Konfigurierbarkeit der Zahl der virtuellenCores pro realer CPU
und der Größe des virtuellen Hauptspeichers pro Server. Firmen, Institu-
te und Einzelpersonen können davon profitieren, indem sie ihre Rechen-
und Speicherbedarfe von kommerziellen Cloud-Anbietern (CSPs) erfüllen
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lassen, denn CSP-Dienste erstrecken sich mittlerweile von einfachen Daten-
Backups bis hin zu kompletten virtuellen Rechenzentren. Diese Vorteile ma-
chen Cloud Computing auch fürWissenschaftler attraktiv, denn sie müssen
dadurch nicht mehr eine eigene IT-Infrastruktur vorhalten und betreiben,
sondern können diese an CSPs auslagern, die dieWissenschaftler-IT als „vir-
tualisierte IT“ betreiben. Allerdings wird die Situation komplizierter, wenn
es um Hochleistungsrechnen (HPC) geht, wie es beispielsweise bei Simula-
tionen oder bei der Analyse großer Datenmengen der Fall ist. Die Gründe
dafür sind, dass HPC- Programmehoch effizient und skalierbar bleibenmüs-
sen, auch für den Fall, dass sie vonmehreren oder sogar vielen virtuellen Co-
res, Prozessoren oder Servern parallelisiert ausgeführt werden. Leider ist dies
in Standard-Clouds nicht gegeben, wie Messungen gezeigt haben. Beispiels-
weise stellte das US Department of Energy (DoE), das für das Hochleistungs-
rechnen in den U.S.A. zuständig ist, die Nützlichkeit von Clouds für HPC
im Jahre 2011 in Frage [1]. Andere Autoren, die dieselbe Meinung haben,
sind beispielsweise [4], [5] und [6]. Wir glauben, dass weitere Forschungsan-
strengungen notwendig sind, um die Ausführungseffizienz von Clouds bei
HPC zu verbessern, dass dies abermöglich ist.In diesemBeitragwerdendiver-
se Gründe für Cloud-Ineffizienzen bei der Verwendung von OpenStack als
Cloud-BetriebssystemundvonOpenFoamals Beispiel-HPC-Code angeführt.
Es werden zudem Vorschläge gemacht, wie man diese Probleme lösen bzw.
umgehen kann. Die Ergebnisse können auf andere Cloud-Betriebssysteme
und andere HPC-Codes übertragen werden. Der Beitrag ist wie folgt aufge-
baut: In Kapitel 2 wird der Stand der Technik rezensiert. Kapitel 3 beschreibt
unser Projekt und welche Ausrüstung und Werkzeuge wir dafür verwendet
haben. In Kapitel 4 werden die durchgeführten Messungen und Ergebnisse
präsentiert und diskutiert. Der Artikel endet mit einem Ergebniskapitel, ge-
folgt von einem Ausblick und einer Literaturliste.
2 Stand der Technik
Es wurden von uns verschiedene wissenschaftliche HPC-Projekte studiert,
die sich mit Optimierungen und Scheduling in Clouds beschäftigten. Au-
ßerdem wurde eine gründliche Literaturstudie durchgeführt, um herauszu-
finden, welche Cloud-Eigenschaften verbessert werden sollten, um Clouds
HPC-fähig zu machen. Die Fachaufsätze, die in diesem Kapitel rezensiert
werden, sind [4] - [11] (in der Reihenfolge ihrer Bedeutung). AuchdieAutoren
dieses Beitrags haben bereits über die Eignung von Clouds für HPC geforscht
[12]. In [4], [5] und in diesem Artikel wird festgestellt, dass der Verwaltungs-
zusatzaufwand (Overhead) aufgrund der Virtualisierung zu einer schlech-
ten Leistungsfähigkeit bei der Interprozesskommunikation führt. Die neues-
ten Hardware-Beschleuniger für virtualisierte Kommunikation wurden da-
bei nicht berücksichtigt, da uns diese zum Zeitpunkt der Untersuchungen
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Stand der Technik
nicht zugänglich waren. Gemäß den studierten Artikeln ignorieren exis-
tierende Cloud Scheduler die Bedürfnisse von HPC-Anwendungen, eben-
so wie die Heterogenität und die gleichzeitige Vielfach-Vermietung (Multi-
Tenancy) derselben Cloud-Ressourcen. Es wird gesagt, dass das die Engpässe
sind, die effektives HPC in Clouds verhindern. Um die bezeichneten Proble-
me anzugehen, haben beispielsweise die Autoren von [4] und [5] den „Nova“
Scheduler von OpenStack mit der Information ausgestattet, dass es sich um
HPC-Anwendungen handelt,was in einer Leistungssteigerung von 45% re-
sultierte und ein bemerkenswertes Ergebnis darstellt. Im Artikel [6] wird die
Idee einer verbesserten Platzierung virtueller Maschinen (VMs) durch den
Nova-Scheduler vertieft. Die Autoren haben Nova modifiziert, um ihn über
die zu Grunde liegende Cloud Hardware, die Topologie des Verbindungs-
netzwerkes, die Gruppierung von Cloud-Ressourcen und über Störungen
zwischen Jobs in Form von sog. „lauten Nachbarn“ (Noisy Neighbors) in-
formieren zu können. In [7] wird eine Übersicht über Scheduling-Verfahren
gegeben, die auch für Clouds relevant ist. In [8] werden Inter-Cloud Meta-
Scheduler diskutiert, die die Systemdynamik, die Interoperabilität und die
Heterogenität verschiedener Clouds berücksichtigen. Die Absicht dabei ist,
die Eigenschaften eines gegebe- nen HPC-Codes herauszufinden und dar-
aus ein Modell abzuleiten, das die Ressourcenanforderungen dieser Jobklas-
se in sog. kooperativen E-Science- Infrastrukturen widerspiegelt. Artikel [9]
berichtet über ein verteiltes Job- Managementsystem, das Millionen kleiner
HPC-Jobs verwalten können soll. Dieses System zielt auf die großen kommer-
ziellen CSPs ab, wie Amazon und Google. Der Fokus liegt dabei auf hohem
Durchsatz und guter Auslastung, was genau das ist, was CSPs sichwünschen.
In [10] wird die Bezeichnung „HPC-as-a-Service“ als ein neuer CSP-Dienst
eingeführt. Das beschriebene Projekt versucht, die Lücke zu schließen zwi-
schendem,was einCSP in jedemMoment seinenKunden als Rechenressour-
cen zu einem bestimmten Preis anbieten kann, und dem, was die Kunden in
diesemAugenblick habenwollen. Es wird erklärt, dass beide Seiten (CSP und
Kunden) große Streubreiten und Inhomogenität aufweisen. Es wird weiter-
hin aufgezeigt, dass deswegen einemulti-kriterielle Optimierung der Cloud-
Ressourcen erforderlich sei. Die Autoren verwenden dafür eineMethode, die
sie als „gemischte Ganzzahl-Linearprogrammierung“ bezeichnen, sowie ein
stochastisches Optimierungsmodell für die effiziente Verwendung gemein-
samer HPC-Ressourcen zur Bereitstellung von Diensten. Ihr Fokus liegt auf
dem Kosten/Nutzen-Verhältnis von Cloud-Ressourcen.In [11] wird berich-
tet, dass Scheduler inHypervisorenwie z.B. in XENnicht gleichermaßen gut
die Last von solchen Jobs handhaben können, die sich stark im Rechenleis-
tungsbedarf unterscheiden. Der Grund dafür läge darin, dass die Inter-VM-
Kommunikation im selben HPC-Job dadurch herabgesetzt würde, dass kom-
munizierende VMs im Moment der Kommunikation descheduled werden
könnten. Die Autoren schlagen vor, nicht alle VMs einer Cloud gemeinsam
zu schedulen, sondern das Scheduling nur innerhalb von isolierten Teilmen-
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gen von Cloud-Ressourcen zwar parallel aber isoliert voneinander durchzu-
führen, um die gegenseitige Beeinflussung von Jobs zu begrenzen. Sie ver-
wenden dazu ein Vorhersagemodell samt Software-Implementierung dessel-
ben, um eine Prognose darüber abzugeben, welche VMmit welcher anderen
in Zukunft kommunizieren wird, um ein Descheduling zum falschen Zeit-
punkt zu vermeiden. Außer- dem verschieben sie kommunikationsintensive
Gruppen von VMs auf andere Teile der Cloud-Ressourcen, um solche HPC-
Codes effizienter in der Cloud zu machen. Das wird durch einen Scheduler
bewerkstelligt, der Kenntnis von den IO-Aktivitäten, d.h. von den Kommu-
nikationsbeziehungen der VMs untereinander hat.Die zitierten Artikel ha-
ben zu HPC-effizienteren Clouds beigetragen. Allerdings haben nicht we-
nige Artikel keine realen Clouds, sondern Cloud-Simulatoren benutzt, oder
sie haben keine realen HPC-Codes verwendet, sondern synthetische Lastge-
neratoren. Aus unserer Sicht ist es deshalb nicht immer klar, wie realistisch
die erzielten Ergebnisse sind. Deshalb haben wir die Richtung verfolgt, ech-
te Hardware einzusetzen und ein anerkanntes HPC-Programmpaket zu be-
nützen, um damitMessungen auf einer Standard-Cloud durchzuführen, um
dadurch zuverlässigere und realistischere Ergebnisse zu erzielen.
3 Projektbeschreibung
Für unser Projekt haben wir eine eigene Cloud aufgebaut, OpenStack [2] in-
stalliert und verwenden OpenFoam [3] als Benchmark. Außerdem wurden
Skripte geschrieben, um OpenFoam in diversen Parameter-Konfigurationen
automatisiert auszuführen und seine Laufzeit zu messen.
3.1 EinfachereMöglichkeiten
Bevor wirmit dem Bau einer eigenen Cloud begannen, habenwird die nach-
folgenden einfacherenMöglichkeiten untersucht: 1.) Installation des Cloud
OS auf virtuellen Maschinen anstelle von realer Hardware (sog. Nested Vir-
tualisation), 2.) Verwendung eines Cloud-Simulators und 3.) Durchführung
der Messungen auf einer bestehenden Universitäts-Cloud oder einer kom-
merziellen Cloud. Alle drei Möglichkeiten wurden evaluiert und im Folgen-
den wird erläutert, warumwir keine davon verwendet haben.
3.1.1 Doppelte Virtualisierung
Wir haben durchMessungen ermittelt, dass bereits eine einfache Virtualisie-
rung, die nicht geschachtelt ist, die Effizienz von HPC-Programmen erheb-
lich schmälert, sofern man nicht die neuesten Hardware-Beschleuniger z.B.
von Intel für virtualisiertes Rechnen und virtuelle Kommunikation verwen-
det. Diese sind z.B. in [19] beschrieben. Dementsprechend ist beim Einsatz
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doppelter oder mehrfacher Virtualisierung zusätzlicher Overhead zu erwar-
ten. Die Installation einer Cloud in einer oder mehreren VMs war deshalb
keine Option für HPC.
3.1.2 Cloud-Simulatoren
Wirbegannenaus diesemGrunde,Cloud-Simulatoren aufOpen Source Basis
in Erwägung zu ziehen. Dazu zähltenCloudSim [14], GreenCloud [15], iCan-
Cloud [16] und eine verbesserte Version des sog. MaGateSim Simulators, die
in [18] beschrieben wird. GreenCloud und MaGateSim sind für energiespa-
rendes Cloud Computing gemacht, was nicht in unserem Fokus lag. Sie sind
außerdem zu begrenzt für unsere geplanten Leistungsanalysen. iCanCloud
ist hilfreich, um den Zielkonflikt zwischen Leistungsvermögen einer Cloud
und dazu notwendige Kosten zu bewerten, was für uns ebenfalls nicht rele-
vant war. Unsere Hoffnung lag deshalb bei CloudSim. Ein genauerer Blick
zeigte allerdings, dass CloudSim nur über ein sehr eingeschränktes Modell
für die Kommunikation verfügt, das nicht in der Lage ist, die komplexe,MPI-
basierte Kommunikation von OpenFoam nachzubilden, und auch nicht die
virtualisierte Kommunikation vonOpenStack. Beispielsweise wird in Cloud-
Sim keine Differenzierung zwischen Inter-Core-, Inter-Prozessor- und Inter-
Server-Kommunikation vorgenommen. CloudSimwar daher zu limitiert für
das, was wir benötigten. Darüberhinaus wurde in [17] festgestellt, dass die
Ergebnisse von CloudSim nicht realistisch seien. Deswegen haben die Au-
toren von [17] eine substantielle Erweiterung mit dem Namen „Network-
CloudSim“ entwickelt, die die Cloud-Kommunikation durch ein erweiter-
tes Bandbreite/Latenz-Modell unter- stützt. Daraus schlossen wird, dass von
allen zum damaligen Zeitpunkt verfügbaren Simulatoren höchstens Net-
workCloudSim für uns relevant sein könnte. Grundsätzlich ist es auchmög-
lich, von NetworkCloudSim zu profitieren, indemmanModelle von Cloud-
Anwendungen simulativ exploriert. Diese Modelle werden typischerweise
dadurch definiert, dass man Job-Ausführungszeiten und die Kommunikati-
on zwischen den Prozessen eines parallelen Jobs vorab abschätzt. Allerdings
konnten wir die Behauptung der Autoren, dass NetworkCloudSim eine prä-
zise Bewertung von Scheduling-Verfahren in wissenschaftlichen und MPI-
basierten Anwendungen erlaubt, einschließlich der Kommunikationsinfra-
strukturen in Rechenzentren, nicht nachvollziehen. Das Problem war, dass
die Autoren keinerlei Zahlen oder Beispiele von echten Messungen geliefert
haben, umdamit die vielen Parameter vonNetworkCloudSim zu eichen. Au-
ßerdem kam hinzu, dass Hardware-Beschleuniger, wie z.B. die Single Root
IO- Virtualization (SR-IOV) [19], [20], die für eine effiziente virtualisierte
Kommunikation unverzichtbar sind, leider nicht in NetworkCloudSim ent-
halten sind. Sie müssen mit viel Aufwand selbst modelliert werden. Außer-
dem hat NetworkCloudSim kein Modell für die Inter-VM-Kommunikation
über KVM und den vom KVM benutzte OpenVswitch. Ein solches Modell
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wäre auch sehr schwierig in NetworkCloudSim zu realisieren, denn Open-
Vswitch und die von ihm implementierten virtuellen Netze arbeiten nach
dem Prinzip des „Software-Defined Networking"(SDN). Sie sind damit dy-
namisch variabel, was eine Herausforderung für jedes Modell darstellt. Des
Weiteren verfügt NetworkCloudSim über keine fertigeMöglichkeit, den Ein-
fluss von Tunnelprotokollen wie GRE [22], sowie von virtuellen lokalen Net-
zen wie VLAN oder VXLAN [23] zumodellieren. Diese finden in Clouds aber
sehr oft Verwendung, weshalb ein Ignorieren nichtmöglich ist. Unsere dies-
bezügliche Literaturstudie zeigte außerdem, dass bislang auch keine sonstige
Arbeitsgruppe versucht hat, die unterschiedlichen Konfigurationsparame-
ter eines Hypervisors, die Hardwarebeschleuniger von Clouds, die virtuellen
LANs oder die Tunnelprotokolle in NetworkCloudSim zu modellieren. Das
bedeutete für uns, dass es nicht möglich war, realistische Simulationsergeb-
nisse ohne erheblichen eigenen Softwareentwicklungs- und Eichaufwand zu
erhalten. NetworkCloudSim bot uns keine Möglichkeit, die Kommunikati-
onsstruktur einer HPC-Anwendung einigermaßen verlässlich mit den gege-
benen Mitteln nachbilden zu können, so dass eine reale Cloud immer not-
wendiger wurde. Die einzige Frage war nur noch, ob eine eigene oder eine
fremde reale Cloud die einfachere Lösung war.
3.1.3 Existierende kommerzielle oder universitäre Clouds
Wir lernten schnell, dass es bei kommerziellen oder universitären Clouds
nicht möglich ist, im laufenden Betrieb die Verbindungsstrukturen zu än-
dern oder aktuelle Hardware-Beschleunigerkarten hinzuzufügen, weil sol-
che Aktionen die produktiven Abläufe stören. Des weiteren wären Adminis-
tratorrechte für eine fremde Infrastruktur notwendig gewesen, um Anpas-
sungen vorzunehmen und Messungen durchzuführen, die nicht zu erhal-
ten sind.Weitere Schwierigkeiten bei einer fremdenCloudwaren, dass es bei
keinem uns bekannten Cloud Service Provider (CSP)möglich ist, die Platzie-
rung von VMs im Rechenzentrum des CSPs und die sonstige Last der Cloud,
die parallel existiert, gezielt zu beeinflussen. Damit konnte nicht sicherge-
stellt werden, dass durch das sog. Noisy-Neighbour-ProblemMessfehler auf-
treten, was die Vergleichbarkeit vonMessreihen unmöglichmacht. Wir ent-
schieden deshalb, dass alle drei diskutierten Optionen nicht gangbar seien
und beschlossen, eine eigene Cloud aufzubauen.
3.2 Unsere Projekt-Cloud
Unsere Cloud umfasst 17 gebrauchte Server von Dell und Sun, die zum Zeit-
punkt der Messungen alle älter als vier Jahre alt waren (Stand 2014), also
nicht die neueste Server-Generation widerspiegeln. Insgesamt standen 76
Cores, 292GBRAMund19TBPlattenspeicher zurVerfügung.Die Server sind
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über 17 Infiniband Netzwerkkarten von je 40 Gbit/s und einem 40 Gbit/s
Infiniband Switch gekoppelt. Die Netzwerkkarten sind vom Typ Mellanox
MHQH19B-XTR und benützen QSFP-Kupferkabel, genau wie der Switch, der
vom Typ Mellanox Infiniscale IS5023 ist. Der Switch hat 18 Ports mit einer
niedrigen Port-zu-Port-Latenz von nur 100 ns. Parallel zu diesem Hochge-
schwindigkeitsnetzwerk wurde ein Standardkommunikationssystem instal-
liert, das 17 Ethernetkarten zu je 1 Gbit/s und einen Ethernet Switch mit 24
Ports zu je 1 Gbit/s umfasst, um Leistungsvergleiche durchführen zu kön-
nen. Die im weiteren Verlauf des Artikels präsentierten Messungen wurden
mit Ubuntu 14.04.01 als HostOS undmit Icehouse als OpenStack-Version ge-
macht. Als GuestOS wurde Ubuntu 12.04.05 verwendet.
3.3 Integration von Infiniband in unserer Cloud
Für die Integration von Infiniband in unserer Cloud wurden die virtuellen
Ethernet-Netzwerkkarten, die die Standard-Benutzerschnittstelle von KVM
darstellen, mit Hilfe eines sog. TAP-Gerätetreibers [25] realisiert. TAP simu-
liert einen Ethernet-Netzwerkanschluss in Software. Anwendun- gen, die
TAP benützen, kommunizieren über Read-/Write-Dateizugriffemiteinander.
Diese Dateizugriffe werden von TAP in Nutzlasten für virtuelle Ethernet-
Datenrahmen übersetzt, die anschließend von OpenVSwitch [24] weiter-
vermittelt werden. Genau wie KVM ist auch OpenVSwitch eine wichtige
Komponente von OpenStack und wird vom Cloud-Betriebssystem initiali-
siert und konfiguriert. OpenVSwitch stellt nach der Konfigurierung für je-
den TAP-Gerätetreiber einen virtuellen Switch-Port bereit, an dem die virtu-
ellen Ethernet-Rahmen eingespeist werden. Um Datenschutz zwischen ver-
schiedenen Kunden innerhalb derselben Cloud zu erreichen, wird außer-
dem von OpenStack und von KVM für die virtuellen Maschinen jedes Kun-
den ein eigenes virtuelles lokales Netz (VLAN [36]) etabliert, das unabhängig
von den VLANs anderer Kunden ist. Datentransfers zwischen den Kunden-
VLANs sind nicht möglich. OpenVswitch verarbeitet schließlich jeden vir-
tuellen Ethernet-Rahmen so, dass der Rahmen innerhalb eines VLANs ent-
weder an eine VM im selben Server zugestellt wird, oder dergestalt, dass ein
Switch-Ausgang den Rahmen über das GRE-Protokoll [22] tunnelt und so
verpackt an das HostOS weiterschickt. Der zweite Weg wird genau dann ge-
wählt, wenn die Empfänger-VM auf einem anderen Server beheimatet ist
als die Sender-VM. Da die Übertragung eines IP Packetes in einem Infini-
band Frame nicht möglich ist, kommt noch das Zwischenprotokoll IP-over-
Infiniband (IPoIB) [33] als Träger der IP-Pakete hinzu. Die skizzierte Lösung
war die einzige Möglichkeit, Infiniband in OpenStack zu integrieren, da wir
auf den Servern zum Zeitpunkt der Messungen nicht über den Hardware-
kommunikationsbeschleuniger SR-IOV [19] verfügten.
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Abbildung 1: Infiniband in unserer Cloud
3.4 Unsere HPC-Anwendung
Als Beispiel für eine HPC-Anwendung in unserer Cloud wurde das weit ver-
breitete OpenFoam ausgesucht. Dabei handelt es sich um einen parallelen
Code für die numerische Lösung von Laplace- und Navier-Stokes- Gleichun-
gen. OpenFoam dient der Berechnung von laminaren und turbu- lenten
Strömungen in komprimierbaren und inkompressiblen Fluiden, d.h. in Ga-
sen und Flüssigkeiten. OpenFoam hat zusätzliche Gleichungslöser für allge-
meine Teilchenflüsse, Verbrennungsvorgänge, Moleküldynamik,Wärmelei-
tung, für elektromagnetische Probleme, starre elastische Körper und andere
Zwecke, die bei unseren Tests allerdings nicht verwendet wurden. Der Grund
dafür ist der folgende: bevor wir mit den OpenFoam Bechmarks begannen,
haben wir eine Befragung unter einigen OpenFoam-Nutzern durchgeführt,
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um herauszufinden, was sie mit OpenFoam machen und welche Erwartun-
gen sie an dessen Ausführung in einer Cloud hegen. Anhand dieser Befra-
gung haben wir verstanden, dass es bei OpenFoam hauptsächlich um die
Lösung der Navier-Stokes-Gleichungen geht, sowie worin die Probleme der
Anwender liegen und wo unser Ausgangspunkt ist. Anhand der Messungen,
die nachfolgend präsentiert werden, konnten wir auch die Meinung der be-
fragten Benutzer bestätigen, dass OpenFoam und OpenStack in Standard-
Clouds, die nicht die neueste Server-Generation beinhalten, keine effiziente
Kombination sind.
3.5 Leistungstests
Anfangs konfigurierten wir OpenFoam so, dass das „Dammbruch“-Beispiel
ausgeführt wurde, das dem Release 2.2.1 von OpenFoam beigefügt ist, weil
dieses Beispiel gut dokumentiert ist. Darin gibt es 7700Gitterpunkte für geo-
metrische Objekte in zwei Dimensionen. Eine Sekunde in der Realität wird
über 1000 Zeitschritte simuliert. Anschließend haben wir die ursprüngliche
Konfiguration modifiziert, um fortgeschrittenere Tests durchzuführen. Alle
Messungen wurden 50 Mal wiederholt, und der erste Durchlauf wurde ge-
löscht, um Einschwingvorgänge auszuschließen.
3.5.1 Messergebnisse
Die Programmausführungszeiten aller Testdurchläufe sind in Tabelle 1 ge-
zeigt. Diese Ergebnisse wurden nachbearbeitet, indem die Beschleunigung
und die Effizienz berechnet wurden. Beide Maße sind folgendermaßen
definiert:
Def. 1: Die Beschleunigung S ist das Verhältnis der Ausführungszeiten eines
sequentiellen Programms vor bzw. nach Virtualisierung und Parallelisierung.
Def. 2: Die Effizienz E ist der Ausnutzungsgrad von n Cores bzw. n OpenStack
vCPUs und definiert als E=S/n.
3.5.2 Bewertung derMessergebnisse
In Set-Up 1a wurde eine Ausführungszeit von 144 s für eine Problemgrö-
ße von 7700 Gitterpunkten ermittelt, die als Referenz für alle nachfolgen-
den Messungen dient. Dieser geringe Wert für die Ausführungszeit deutet
an, dass die Problemgröße gemessen an üblichen HPC-Standards zu klein
ist. Die Berechnung eines „Dammbruchs“ in nur 7700 Punkten ist aber das
Standard-Beispiel in OpenFoam, weshalb auch wir es verwendet haben. An-
hand von Set-Up 1b kann man sehen, dass eine Parallelisierung von Open-
Foam in unserer Cloud dann gewinnbringend ist, wenn die Programmaus-
führung im selben Server erfolgt. Allerdings zeigt sich, dass die Effizienz bei
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Tabelle 1: Messergebnisse für die Set-Ups 1-7.
Set-Up Wall-Time[s] Speed Up Efficiency[%]
1a: 1 core, bare metal 144 1 100
1b: 4 cores, 2 CPUs, 1 server,
bare metal
46 3.1 78
2a: 1 vCPU per VM, 1 server, 1
KVM, 1 VM
180 0.8 80
2b: 4 vCPUs per VM, 2 CPUs,
1 server, 1 KVM, 1 VM
62 2.3 58
3: nested virtualization, 1 co-
re, 2 KVMs, 2 VMs
- - -
4a: 1 vCPU per VM, 1 KVM,
OpenStack, 1 VM
154 0.94 94
4b: 4 vCPUs per VM, 2 CPUs,
1 server, 1 KVM, OpenStack, 1
VM
60 2.4 60
5: 1 vCPU per VM, 8 CPUs, 4
server, 4 Ethernets, 4 KVMs,
OpenStack, 4 VMs
320 0.45 11
6: 4 vCPUs per VM, 8 CPUs,
4 server, 4 Ethernets, 4 KVMs,
OpenStack, 4 VMs
670 0.21 5
7a: 4 vCPUs per VM, 8 CPUs,
4 SUN server, 4 Infinibands, 1
KVM, OpenStack, 4 VMs
237 0.61 15
7b: 4 vCPUs per VM, 8 CPUs,
4 SUN server, 4 Infinibands, 4
KVMs, OpenStack, 4 VMs
998 0.14 4
nur 4 Cores bereits um 22 Prozentpunkte auf 78% abfällt. Gemäß der Do-
kumentation sollte OpenFoam auf einem Supercomputer oder Parallelrech-
ner hingegen bis ca. 1000 Cores skalierbar bleiben. Ein Abfall um 22 Punk-
te bei 4 Cores ist deshalb ein Hinweis darauf, dass der Kommunikations-
aufwand im Vergleich zum Rechenaufwand zu hoch ist, und bestätigt, dass
die gewählte Problemgröße zu klein für eine gute Cloud-Skalierbarkeit ist. In
Messung 2a zeigt sich, dass in unserem Setup die zusätzliche Virtualisierung
einen Effizienzverlust von 20 Prozentpunkten zur Folge hat. Dies kann da-
durch erklärt werden, dass nur ein rel. alter Hardware-Beschleuniger namens
AMD-V in den Server-CPUs zur Verfügung stand, aber nicht neuere Verfah-
ren, die zu geringeren Effizienzverlusten bei der Virtualisierung führen. Ei-
ne Übersicht über aktuelle Hardware-Beschleuniger von Intel und AMD ist
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in [19] zu finden. Setup 2b zeigt, dass die gleichzeitige Anwendung von Vir-
tualisierung und Parallelisierung die Effizienz um 42 Prozentpunkte schmä-
lert, was durch die Addition der Messergebnisse von 1b und 2a bereits er-
wartet werden konnte. Setup 3 konnte nicht ausgeführt werden, weil die
VM, die von KVM innerhalb einer anderen VM gemäß doppelter Virtualisie-
rung erzeugtwurde, nicht in der Lagewar, ihrGast-Betriebssystemauszufüh-
ren. Die Ursache dafür ist unbekannt. Die Setups 4a und 4b zeigen, dass die
Standard-Konfigurationsparameter, die OpenStack für VMs unter KVM er-
zeugt, keinen Effizienznachteil bei der Programmausführung mit sich brin-
gen. Die Effizienz, die mit Hilfe von Open- Stack erzielt werden kann, ist mit
der Effizienz, die von KVM alleine er- reicht wird, vergleichbar (Siehe dazu
auch die Setups 2a und 2b). Ferner zeigt sich in Setup 4b, dass bei mehre-
ren Cores und parallelem OpenFoam die Effizienz um weitere 18 Prozent-
punkte im Vergleich zu der sog. „Bare-Metal-Programmausführung“ von Se-
tup 1b abfällt. Dieser Effekt war nach der Messung von Setup 2a zu erwar-
ten und zeigt, dass bei dem existierenden AMD-V-Beschleuniger die Virtua-
lisierung einen erheblichen Effizienzverlust nach sich zieht, ohne dass da-
bei noch zusätzliche Netzwerkkommunikation mit im Spiel gewesen wäre.
Kommt wie in Setup 5 die Netzwerkkommunikation noch hinzu, entsteht
weiterer Cloud Overhead (siehe 3.5.3), und in Folge dessen ein Ansteigen
der Ausführungszeit um 500 Prozent im Vergleich zu Setup 4b, bei 1 Gbit/s-
Ethernet. Eine Überraschung war, dass der Einsatz von 40 Gbit/s- Infiniband
anstelle von 1 Gbit/s-Ethernet nur eine Verbesserung um 26 Prozentpunk-
te zeigte. Wir hatten angesichts der 40-fachen Übertragungsrate viel mehr
erwartet. Die Gründe für dieses Verhalten liegen unserer Meinung nach am
Kommunikations-Overhead, der viel CPU-Zeit kostet. Dies wird bei der Be-
trachtung von Setup 6 und 7deutlich: so ist die Ausführungszeit von Setup 6,
bei dem Ethernet eingesetzt wurde, sogar um 26 Prozent schneller als Setup
7b mit Infiniband. Eine Erklärung dafür ist, dass bei Setup 7b kürzere Nutz-
lasten als vorher in den Datenrahmen auftreten, da dieselbe Problemgröße
von 16 statt von 4Cores bearbeitetwird. KürzereNutzlasten erhöhen aber bei
gleichlangem Header den Kommunikations-Overhead. Ein weiterer Grund,
der für den Anstieg der Laufzeit in Setup 7b verantwortlich ist, ist die kleinst-
mögliche Rahmenlänge (MinimumTransportUnit), die bei Ethernet 64 Byte
beträgt, bei Infiniband aber 256 Byte, was 4 mal mehr ist. Diese Untergren-
zen müssen eingehalten werden, auch wenn die Nutzlast klein ist, was in
vielen Füllbytes resultiert. D.h., bei zu kleinen Problemgrößen werden von
Infiniband vier Mal mehr Füllbytes verwendet als von Ethernet, weil nicht
genügend Nutzdaten zur Verfügung stehen. Außerdem kommen durch die
Verwendung von IPoIB [33] vier weitere Header-Bytes hinzu [33], was den
Header im Vergleich zur Nutzlast noch größer werden lässt.
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3.5.3 Diskussion des Kommunikations-Overheads
Die Kommunikation zwischen zwei VMs, die auf verschiedenen Servern un-
tergebracht sind, wird als Nutzlast in virtuelle Ethernet-Rahmen umgepackt,
die wiederum über einen TAP-Gerätetreiber, über OpenVSwitch, einen GRE-
Tunnel, einen TUN-Gerätetreiber, sowiemit Hilfe von IP und von IPoIB über-
tragen werden. Dieser komplexe Vorgang stellt einen erheblichen Overhead
dar. Im Folgenden wird dieser Overhead komponentenweise erläutert.
Kommunikations-Overhead imGuestOS Der Overhead imGuestOS ent-
steht dadurch, dass das VM-Betriebssystem nur über eine virtuelle Ethernet-
Netzwerkschnittstelle (Network Interface Card, NIC) und über ein Kunden-
VLANmit anderenVMs desselbenKunden gekoppelt ist. OpenMPI kann sei-
ne viel schnellere Shared Cache/SharedMemory-Kommunikation nur dann
nutzen, wenn sie in derselben Multicore CPU oder im selben Server stattfin-
det. Im Falle der schnellen Shared Cache/SharedMemory-Kommunikation
ist zudemder Kommunikations-Overhead geringer, weil derGRE-Tunnel, die
TUN/TUP-Gerätetreiber, TCP/IP und IPoIB entfallen. Es konnte in diesem
Zusammenhang leider nicht ermittelt werden, ob der KVM-basierte Spei-
cherschutz zwischen VMs die schnelle Kommunikation von Open MPI nur
dann erlaubt, wenn sie zwischen vCPUs derselben VM stattfindet.
Kommunikations-Overhead im HostOS Das HostOS der Sender-VM ver-
wendet IP auf seinen Netzwerkschnittstellen, aber nicht TCP, so dass an
der Kommunikation zwischen einer Sender und einer Empfänger-VM auf
verschiedenen Servern pro Richtung insgesamt drei Internet-Protokolle be-
teiligt sind: 1xTCP+ 1xIP im Guest OS und 1xIP im Host OS. Dies erhöht
den Kommunikations-Overhead. Immerhin wird das TCP im HostOS für
die Kommunikation innerhalb der Cloud nicht benützt, um den Overhead-
Anstieg zu begrenzen.
Kommunikations-Overhead in OpenVswitch imHostOS OpenVSwitch
ist ein Multiplexer und ein Switch in Software, d.h. er arbeitet im Gegen-
satz zu echten Multiplexern und Switches virtuell und wird genau deshalb
vom „Neutron“-Netzwerkdienst der Cloud verwendet. Das OpenStack Kom-
munikationsmodul „Neutron“ initialisiert den OpenVSwitch und setzt alle
virtuellen Netzwerke in der Cloud auf. Dies ist von der Wirkung her ähn-
lich wie bei einem Software-Defined Networking (SDN). Während der Lauf-
zeit trägt Neutron erfreulicherweise nicht zum Overhead bei. OpenVSwitch
hingegen multiplext zur Laufzeit die Ethernet-Datenrahmen aller vCPUs ei-
ner VM auf eine virtuelle Ethernet-Strecke und schaltet alle solche Strecken,
die an virtuellen Switch Ports anliegen, von Eingangs- auf Ausgangs-Ports
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durch. Dazu liest OpenVSwitch den Guest-OS IP-Header in der Ethernet-
Nutzlast des Datenrahmens und trifft anhand dieser Information eine L2
Switching-Entscheidung. D.h. anstelle eines L3 Routings wird ein L2 Swit-
ching gemacht. Das Switching basiert auf einer sog. OpenFlow Tabelle [27],
die indirekt vonNeutron herrührt. Insgesamt besteht OpenVSwitch aus drei
Hauptkomponenten: 1.) dem Prozess ovs-vswitchd, 2.) dem Prozess ovsdb-
server, die beide im Benutzeradressraum angesiedelt sind, sowie 3.) dem Pro-
zess openvswitch.ko, der im Adressraum des HostOS läuft. Der demon ovs-
vswitchd erstellt die OpenFlow Tabelle anhand der Konfiguration, die von
Neutron vorgegeben wird. Das Multiplexing und das L2 Switching findet in
openvswitch.ko statt. Der ovsdb-server schließlich dient zur Netzwerkadmi-
nistration durch den Cloud Service Provider. Der Anteil von OpenVSwitch
am Kommunikations-Overhead ist als hoch einzuschätzen, dennoch hat
sich OpenVSwitch zum de facto Standard bei OpenStack Clouds entwickelt
( [26]), da sich dies nur bei HPC-Anwendungen bemerkbar macht.
Kommunikations-Overhead inGREund in IPoIB GRE ist ein Tunneling-
Protokoll imHostOS, das für den Transport virtueller Ethernet-Rahmen über
IP des Host OS sorgt. Für den Einsatz von GRE ist OpenVSwitch im Host
OS verantwortlich. OpenVSwitch verwendet GRE, um zwischen VMs auf
verschiedenen Servern Daten auszutauschen. Bei IP over Infiniband (IPoIB)
handelt es sich um ein Protokoll, das Host-OS IP-Pakete über Infiniband
transportiert. Der Zugang zu IPoIB wurde in Form eines TUN-Gerätetreibers
[25] realisiert.
Kommunikations-Overhead im Hypervisor des HostOS Der Hypervi-
sor ist an der inter-VM-Kommunikation u.a. durch die Aktualisierung sei-
ner Shadow Page Tables beteiligt. Diese Aktivität entfällt, sobald modernere
Virtualisierungs-Beschleuniger wie z.B. die Extended Page Tables (EPT) [19]
verwendet werden.
Kommunikations-Overhead im Gerätetreiber und auf der Übertra-
gungsstrecke DerGerätetreiber für Infiniband ist vomTypeOFED [30] und
bietet zwei Betriebsmodi: Send/Receive und Remote DMA (RDMA). RDMA
erlaubt es der Netzwerkkarte, direkt auf Daten der HPC-Anwendung zuzu-
greifen, ohne diese zuvor in Betriebssystempuffer umkopieren zu müssen,
und bietet so eine höhere Bandbreite und geringere Latenz als Send/Receive.
RDMA wurde jedoch nicht verwendet, da es ohne SR-IOV nicht von Open-
Stack unterstützt wird. Die Infiniband-Übertragungsstrecke schließlich stellt
im Vergleich zur Shared Cache/Shared Memory-Kommunikation zwischen
Cores auf demselben Chip bzw. zwischen CPUs auf demselben Server einen
Engpass dar.
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3.5.4 Potentielle Vorteile durch SR-IOV
Beim Einsatz von SR-IOVwird nach unserer Meinung der Kommunikations-
Overhead signifikant geringer ausfallen, da viele Umwege und Zwischen-
stufen entfallen (siehe Abb. 2). Der erste Grund dafür ist, dass das vCPU-
Datenmultiplexing direkt auf der SR-IOV-Infiniband-Netzwerkkarte (HCA)
vorgenommen wird, die dazu in einem SR-IOV-fähigen PCIe Server Mother-
board installiert sein muss. Der zweite Grund für den geringeren Overhead
ist, dass SR-IOV einer VMden direkten Zugriff auf die HCA ermöglicht, unter
Umgehung aller Betriebssystempuffer (=RDMA). Wie in Abb. 2 zu sehen ist,
Abbildung 2: Infinibandmit SR-IOV
fällt der Overhead beim Einsatz von SR-IOV signifikant geringer aus. Da u.a.
das Switching nicht länger in Software vorgenommen werden muss, son-
dern direkt auf der HCA / NIC erfolgt. Des Weiteren ermöglicht SR-IOV der
VM den direkt Zugriff auf die HCA. Damit entfallen die Protokolle Ether-
net, IP, TCP imGuestOS sowie die Zwischenprotokolle wie GRE,IP und IPoIB
im HostOS. Ferner ermöglicht SR-IOV die Nutzung von RDMA durch MPI,
was viel schneller ist als die Kommunikation über TCP/IP, da RDMAden sog.
Kernel-Bypass unterstützt damit ist ein Direkt Zugriff auf einen Speicherbe-
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reich des Zielsystems ohne Belastung des Kernels erlaubt. Die Kommunikati-
on ist dadurchweitaus effizienter, da CPU Zeit gespart wird. Leider stand uns
SR-IOV zumZeitpunkt derMessungen nicht zur Verfügung. Außerdemmuss
der reale Infiniband Switch getrennt von OpenStack mit Hilfe eines sog. In-
finiband Subnet Managers konfiguriert werden, weil OpenStack dies nicht
kann. Aus Systemadministrationssicht stellt dies einen Nachteil dar.
3.5.5 Ergebnis und Schlussfolgerungen
Die Messungen auf unserer Cloud haben gezeigt, dass bei der Hardware-
und Software-Konfiguration, die wir verwendet haben, die beste Beschleu-
nigung für die Fälle erzielt wurde, bei denen Cores innerhalb derselben CPU
oder desselben Servers Daten austauschen. Dies wird dadurch erklärt, dass
Cores in derselben CPU über einen gemeinsamen Cache kommunizieren,
und dass CPUs im selben Server über einen gemeinsamenHauptspeicherDa-
ten austauschen können. Open MPI nützt diese Möglichkeiten und schal-
tet automatisch von TCP/IP zwischen Servern auf die schnelleren Kommu-
nikationsformen um, sofern dies möglich ist. Darüber hinaus haben unse-
re Messungen gezeigt, dass es nicht ausreicht, die Netzwerkinfrastruktur ei-
ner Cloud durch eine Hochgeschwindigkeits-Kommunikationstechnologie
zu ersetzen, um dadurch Hochleistungsrechnen zu erzielen. Andere Fak-
toren müssen ebenfalls verbessert werden, wozu der Kommunikations-
Overhead gehört. Dieser Overhead machte bei unserer Hardware- und
Software-Konfiguration die wesentlich höhere Bandbreite und die geringe
Latenz von Infiniband im Vergleich zu Ethernet zunichte, was ein wich-
tiges Ergebnis ist. Wenn der HPC-Code auf mehrere Server verteilt wurde,
dann war es den beteiligten Cores nicht mehr möglich, den Effizienzver-
lust desKommunikations-Overheads ausgleichen.DerGrunddafürwar, dass
kein moderner Hardware-Beschleuniger zur Unterstützung der virtualisier-
ten Kommunikation zur Verfügung stand. Demzufolge wurde das Multi-
plexen und das Weiterschalten von Datenrahmen von OpenVSwitch vor-
genommen. Außerdem war deswegen auch kein Direktzugriff (RDMA) der
HPC-Anwendung auf den Infiniband-Gerätetreiber möglich, so wie er z.B.
beim Intel VT-d-Beschleuniger [19] oder bei SR-IOV praktiziert wird. Viel-
mehr mussten zahlreiche Umwege in Form von Protokollen und virtuel-
len Gerätetreibern gegangenwerden.Wir halten deshalb aktuelle Hardware-
Beschleuniger zur Unterstützung der virtualisierten Kommunikation beim
High-Performance Computing für unverzichtbar. Die erste Schlussfolge-
rung, die man aus den Messungen ziehen kann ist, dass einfache oder alte
Standard-Clouds nicht für HPC geeignet sind, zumindest nicht in der Kom-
bination OpenStack + KVM + OpenVSwitch. Andere Kombinationen wie
z.B. OpenStack + VMWare ESXi + NSX haben wir nicht getestet. Die zwei-
te Schlussfolgerung, die man aus unseren Literaturstudien ziehen kann, ist,
dass Standard-Clouds deswegen bei HPC problematisch sind, weil
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1.) die bestehenden Cloud-Scheduler, HPC-Bedürfnisse ignorieren, weil 2.)
die Cloud-Hardware und die Anwender-Software heterogene Kommunika-
tionspartner unterschiedlicher Leistungsfähigkeit zwangsweise zusammen-
schaltet, weil 3.) das gleichzeitige Vermieten ein- und derselben Cloud- Res-
sourcen durch denCSP separate VLANs zumDatenschutz notwendigmacht,
die aber den Kommunikations-Overhead in der Cloud erhöhen, und weil
4.) sich HPC-Kunden aufgrund des Noisy Neighbor-Effekts gegenseitig die
Rechen-, Kommunikations- und Speicher-Ressourcen wegnehmen. Unser
Resümee ist deshalb, dass ein Cluster bestehend aus Standard-Servern und
OpenStack ohne die Anwendung einiger der nachfolgend beschriebenen
Verbesserungsvorschläge für HPC nicht geeignet ist. Ebenso ist es nicht ziel-
führend, ein Cloud-Betriebssystem auf einem vorhandenen Parallelrechner
zu installieren, um so die Möglichkeiten nutzen zu können, die eine Cloud
bietet, da dadurch die Cloud-Effizienzprobleme nicht gelöst werden.
4 Ausblick
Es ist unsere Arbeitshypothese, dass es möglich ist, jede Standard-Cloud in
einenParallelrechner fürHPC zu verwandeln, sofern in derCloudbestimmte
Verbesserungen eingeführt werden. Diese Verbesserungen sind:
• Den Ersatz von Standard-Ethernet für die Inter-Server-Kommunikation
durch ein schnelles Infinibandnetzwerk vonmindestens 10Gbit/s, bes-
ser 40 Gbit/s, das von Achtfach-PCIe-Schnittstellen gespeist wird: Dies
ist eine Notwendigkeit, die schon lange bekannt ist.
• Den Einsatz von neuen Hardware-basierten Beschleunigern für vir-
tualisierte Kommunikation. Dies spart sehr viel Overhead. Kommu-
nikationsbeschleuniger übernehmen außerdem Hypervisor-Aufgaben
zur Laufzeit der HPC-Anwendung, was ebenfalls schneller ist. Die von
uns vorgeschlagenen Beschleuniger VT-d und SR-IOV haben allerdings
auch Nachteile in Bezug auf die Systemadministration und den Da-
tenschutz. Beispielsweise erlauben sie im Rahmen der Möglichkeiten
vonOpenStack keine Separierung in einzelne Kunden-VLANs. Alle An-
wendungen der Cloud Nutzer befinden sich bei OpenStack und VT-d
oder SR-IOV im selben Netz und können sich gegenseitig abhören, so
dass ein Abwägen zwischen Kommunikationsleistung einerseits und
IT-Sicherheit andererseits erforderlich ist. EineMöglichkeit, das Abhör-
Problem zu lösen, besteht in der Verwendung von sog. Infiniband-
Partitionen. Diese erlauben die Unterteilung des Infiniband-Netzwerks
in logischeGruppenund sindmit Ethernet- VLANs vergleichbar.Maxi-
mal sind so 32768 logische Infiniband-Netze realsierbar, was allerdings
die Skalierbarkeit einer Cloud auf ebenso viele Kunden beschränkt.
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Außerdem ist Neutron, d.h. OpenStack nicht in der Lage, Infiniband-
Partitionen über den Infiniband-Subnetzmanager einzurichten und zu
verwalten, was die Handhabbarkeit dieser Lösung weiter einschränkt.
• Korrektes Konfigurieren und Aktivieren der zuständigen BIOS-,
Hypervisor- und Cloud OS-Optionen und Flags, um die zuvor erwäh-
nten Beschleuniger voll ausnutzen zu können: Dies ist zwar eine Selbst-
verständlichkeit, aber in der Praxis schwierig zu realisieren, weil dazu
erhebliches Experten wissen notwendig ist.
• Vermeidung der sog. „Überbuchung“ (over-commiting) von Speicher
und Cores durch zu viel Virtualisierung. Die Zahl der gestarteten VMs
pro Server sollte begrenzt und überwacht werden, genauso wie die ma-
ximaleGröße von virtuellemHauptspeicher proCore. AuchdieseMaß-
nahme ist schon lange bekannt, aber deshalb keineswegs unwichtig.
• Vermeidung von exzessivem Paging in Guest OS und Host OS durch
eine passende Allokation von gestarteten Jobs zu verfügbaren Speicher-
ressourcen in den einzelnen Servern.
• Vermeidung vonmehrfacher Virtualisierung (nested virtualization).
• Konsequenter Einsatz vonOpenMPI bei allenHPC-Anwendungen auf-
grund seiner Effizienz, der automatischen Wahl des besten verfügba-
ren Kommunikationspfades und seiner Zurückhaltung bei der Verwen-
dung von TCP/IP.
• Ersatz von TCP/IP durch „Stubs“ wie z.B. den Mellanox Messaging Ac-
celerator MXM [19] oder das Myrinet Open-MX [19]: Dies ist deswegen
möglich,weil OpenStack L3 Routing durch L2 Switching ersetzt. Solan-
ge die Cloud nicht über das Internet verteilt ist, ist dies eine sehr gute
Verbesserung.
• Ersatz der bisherigenGuestOSundHostOS Scheduler durch Scheduler,
die Prioritäten unterstützen, sich der Cloud-Hardware, ihrer Verbin-
dungstopologie unddes Problemsder „lautenNachbarn“ bewusst sind,
und die verschiedene Job-Klassen unterstütze:. Die Job- Klassen sollten
das ganze Spektrum von "Low Performane Computing"bei Web Ser-
vern bis High Performance Computing bei numerischen Anwendun-
gen abdecken.
• Hinzufügen von „Gang Scheduling“ [37] in den Cloud Scheduler, um
miteinander kommunizierende VMs möglichst auf benachbarte Cores
im selben Server oder sogar auf Cores derselben CPU zu schedulen, um
die Latenz der Interprozesskommunikation zuminimieren.
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• Ein analoges Gang Scheduling sollten auch der Guest OS und der Host
OS Scheduler aufweisen, um miteinander kommunizierende VMs gle-
ichzeitig schedulen zu können.Da es sich bei derMPI-Kommunikation
oft um ein blockierendes Send und Receive handelt, d.h. um ein Ren-
dezvous zwischen Sender und Empfänger, bei dem beide gleichzeitig
über denselben Kanal Daten austauschen müssen, ist das gleichzeitige
Scheduling von Sender und Empfänger die Voraussetzung für ein effi-
zientes Rendezvous.
• Vermeidung von Warten auf IO-Ressourcen bei IO-intensiven Jobs:
Der Cloud Scheduler sollte solche Jobs möglichst auf Hardware mit
schneller Peripherie schedulen. Dies kann mit Hilfe einer Jobablauf-
Beschreibungssprache (Job Control Language, JCL) erfolgen, die den
Workflow im Job für den Scheduler beschreibt.
• Reduktion des Wartens auf Inter-VM-Kommunikation und auf Ein-
/Ausgabe, indemGuest und Host OS Scheduler eine Vorabreservierung
von IO-Ressourcen ermöglichen (sog. Advanced Reservation): Dabei
kann in der JCL eine frühzeitige Reservierung von IO-Ressourcen für
den Job erfolgen, z.B. umRechenergebnisse ohneVerzögerung auf Fest-
platte schreiben zu können, sobald sie zur Verfügung stehen.
• Erweiterung des Cloud OS Schedulers durch ein Leistungs-
Beschleuniger lieferungsmodell (Performcance DeliveryModel) für die
Cloud und ein Leistungsverbrauchsmodell seiner Kunden zur voraus-
schauenden Ressourcenplanung: Diese Angebots-/Nachfragemodelle
sollten in der Cloud über die Verbindungstopologie, die Server Hard-
ware und die Anwendungssoftware informiert sein, um so bessere
Scheduling- Entscheidungen zu ermöglichen.
• Vermeidung des Effekts der „lauten Nachbarn“ durch reinen Stapelbe-
trieb (Batch Processing), zumindest in einemTeil der Cloud. Es sollte in
dieser Cloud-Partition eine exklusive Zuordnung von Cores zu Jobs ge-
ben, in der Cores sich nicht im Zeitscheibenverfahren (Time-Sharing)
zwischen Benutzern und Jobs aufteilenmüssen. Das Time-Sharing soll-
te auf eine andere Teilmenge von Cores beschränkt bleiben, da es die
Inter-VM-Kommunikation stört
• Erhöhen der Problemgrößen auf mindestens 100 000 Gitterpunkte,
um das Verhältnis von Rechnen und Datenaustauschen zu verbessern:
Dadurch sinkt anteilig der Overhead durch die Kommunikation, weil
mehr gerechnet wird. Auch dies ist eine alte Erkenntnis, die aber wich-
tig ist.
• Erweiterung von OpenStack, so dass das Cloud-Betriebssystem geeig-
net ist, Infiniband-basierte Cloud-Kommunikation zu konfigurieren
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und effizient zu betreiben: Separate Administrationswerkzeuge außer-
halb von OpenStack sollten entfallen.
• Optimierung des Guest und des HostOS durch spezifische Infiniband-
Gerätetreiber für MPI-basierte Anwendungen: Dies beinhaltet das Be-
reitstellen von optimierten Schnittstellen für kurze L2 Datenrahmen,
aber auch für lange L3 IP-V6-Jumbo-Pakete. Da dies sich widerspre-
chende Forderungen sind, wäre eine Erweiterung des Cloud Schedu-
lers wünschenswert, die jeder VM eine Netzwerkkarte inkl. Gerätetrei-
ber zuweisen kann, die zum Kommunikationsverhalten der VM passt.
Danksagung: Das Projekt wurde vom Simulationswissenschaftlichen
ZentrumClausthal-Göttingen (SWZ) unter der Kennziffer 11.4.1 gefördert.
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