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1. Aims & Scope
1.1. K-theoretic enumerative geometry
1.1.1. These lectures are for graduate students who want to learn how to do the
computations from the title. Here I put emphasis on computations because I think
it is very important to keep a connection between abstract notions of algebraic
geometry, which can be very abstract indeed, and something we can see, feel, or
test with code.
While it is a challenge to adequately illustrate a modern algebraic geometry
narrative, one can become familiar with main characters of these notes by work-
ing out examples, and my hope is that these notes will be placed alongside a pad
of paper, a pencil, an eraser, and a symbolic computation interface.
1.1.2. Modern enumerative geometry is not so much about numbers as it is
about deeper properties of the moduli spaces that parametrize the geometric ob-
jects being enumerated.
Of course, once a relevant moduli space M is constructed one can study it as
one would study any other algebraic scheme (or stack, depending on the context).
Doing this in any generality would appear to be seriously challenging, as even
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the dimension of some of the simplest moduli spaces considered here (namely,
the Hilbert scheme of points of 3-folds) is not known.
1.1.3. A productive middle ground is to compute the Euler characteristics χpFq
of naturally defined coherent sheaves F on M, as representations of a group G of
automorphisms of the problem. This goes beyond intersecting natural cycles in
M, which is the realm of the traditional enumerative geometry, and is a nutshell
description of equivariant K-theoretic enumerative geometry.
The group G will typically be connected and reductive, and the G-character of
χpFqwill be a Laurent polynomial on the maximal torus T Ă G provided χpFq is a
finite-dimensional virtual G-module. Otherwise, it will be a rational function on
T . In either case, it is a very concrete mathematical object, which can be turned
and spun to be seen from many different angles.
1.1.4. Enumerative geometry has received a very significant impetus from mod-
ern high energy physics, and this is even more true of its K-theoretic version.
From its very origins, K-theory has been inseparable from indices of differen-
tial operators and related questions in mathematical quantum mechanics. For
a mathematical physicist, the challenge is to study quantum systems with infin-
itely many degrees of freedom, systems that describe fluctuating objects that have
some spatial extent.
While the dynamics of such systems is, obviously, very complex, their vacua,
especially supersymmetric vacua, i.e. the quantum states in the kernel of a certain
infinite-dimensional Dirac operator
(1.1.5) Heven
{D
,,
Hodd
{D
ll
may often be understood in finite-dimensional terms. In particular, the computa-
tions of supertraces
str e´β {D
2
A “ trpKer {Dqeven A´ trpKer {Dqodd A
“ strindex {DA(1.1.6)
of natural operators A commuting with {D may be equated with the kind of com-
putations that is done in these notes.
Theoretical physicists developed very powerful and insightful ways of thinking
about such problems and theoretical physics serves as a very important source of
both inspiration and applications for the mathematics pursued here. We will see
many examples of this below.
1.1.7. What was said so far encompasses a whole universe of physical and enu-
merative contexts. While resting on certain common principles, this universe is
much too rich and diverse to be reasonably discussed here.
4 K-theoretic computations in enumerative geometry
These lectures are written with a particular goal in mind, which is to introduce
a student to computations in two intertwined subjects, namely:
— K-theoretic Donaldson-Thomas theory, and
— quantum K-theory of Nakajima varieties.
Some key features of these theories, and of the relationship between them, may
be summarized as follows.
1.2. Quantum K-theory of Nakajima varieties
1.2.1. Nakajima varieties [62,63] are associated to a quiver (that is, a finite graph
with possibly parallel edges and loops), a pair of dimension vectors, and a choice
of stability chamber. They form a remarkable family of equivariant symplectic
resolutions [44] and have found many geometric and representation-theoretic ap-
plications. Their construction will be recalled in Section 4.
For quivers of affine ADE type, and a suitable choice of stability, Nakajima
varieties are the moduli spaces of framed coherent sheaves on the corresponding
ADE surfaces, e.g. on C2 for a quiver with one vertex and one loop. These moduli
spaces play a very important role in supersymmetric gauge theories and algebraic
geometry.
For general quivers, Nakajima varieties share many properties of the moduli
spaces of sheaves on a symplectic surface. In fact, from their construction, they
may be interpreted as moduli spaces of stable objects in certain abelian categories
which have the same duality properties as coherent sheaves on a symplectic sur-
face.
1.2.2. From many different perspectives, rational curves in Nakajima varieties
are of particular interest. Geometrically, a map
curve CÑModuli of sheaves on a surface S
produces a coherent sheaf on a threefold C ˆ S. One thus expects a relation
between enumerative geometry of sheaves on threefolds fibered in ADE surfaces
and enumerative geometry of maps from a fixed curve to affine ADE Nakajima
varieties.
Such a relation indeed exists and has been already profitably used in cohomol-
ogy [57,58,71,72]. For it to work well, it is important that the fibers are symplectic.
Also, because the source C of the map is fixed and doesn’t vary in moduli, it can
be taken to be a rational curve, or a union of rational curves.
Rational curves in other Nakajima varieties lead to enumerative problems of
similar 3-dimensional flavor, even when they are lacking a direct geometric inter-
pretations as counting sheaves on some threefold.
1.2.3. In cohomology, counts of rational curves in a Nakajima variety X are
conveniently packaged in terms of equivariant quantum cohomology, which is a
certain deformation of the cup product in H‚GpXq with deformation base H2pXq.
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A related structure is the equivariant quantum connection, or Dubrovin connection,
on the trivial H‚GpXq bundle with base H2pXq.
While such packaging of enumerative information may be performed for an
abstract algebraic variety X, for Nakajima varieties these structures are described
in the language of geometric representation theory, and namely in terms of an
action of a certain Yangian Ypgq on H‚GpXq. In particular, the quantum connection
is identified with the trigonometric Casimir connection for Ypgq, studied in [82]
for finite-dimensional Lie algebras, see also [81].
The construction of the required Yangian Ypgq, and the identification of quan-
tum structures in terms of Ypgq, are the main results of [59]. That work was
inspired by conjectures put forward by Nekrasov and Shatashvili [68, 69], on the
one hand, and by Bezrukavnikov and his collaborators (see e.g. [25]), on the other.
A similar geometric representation theory description of quantum cohomol-
ogy is expected for all equivariant symplectic resolutions, and perhaps a little
bit beyond, see for example [31]. Further, there are conjectural links, due to
Bezrukavnikov and his collaborators, between quantum connections for symplec-
tic resolutions X and representation theory of their quantizations (see, for exam-
ple, [8, 10–12, 43]), their derived autoequivalences etc.
1.2.4. The extension [60] of our work [59] with D. Maulik to K-theory requires
several new ideas, as certain arguments that are used again and again in [59]
are simply not available in K-theory. For instance, in equivariant cohomology, a
proper integral of correct dimension is a nonequivariant constant, which may be
computed using an arbitrary specialization of the equivariant parameters (it is
typically very convenient to set the weight h¯ of the symplectic form to 0 and send
all other equivariant variables to infinity).
By contrast, in equivariant K-theory, the only automatic conclusion about a
proper pushforward to a point is that it is a Laurent polynomial in the equivari-
ant variables, and, most of the time, this cannot be improved. If this Laurent
polynomial does not involve some equivariant variable variable a then this is
called rigidity, and is typically shown by a careful study of the a˘1 Ñ 8 limit.
We will see many variations on this theme below.
Also, very seldom there is rigidity with respect to the weight h¯ of the sym-
plectic form and nothing can be learned from making that weight trivial. Any
argument that involves such step in cohomology needs to be modified, most no-
tably the proof of the commutation of quantum connection with the difference
Knizhnik-Zamolodchikov connection, see Sections 1.4 and 9 of [59]. In the logic
of [59], quantum connection is characterized by this commutation property, so it
is very important to lift the argument to K-theory.
One of the goals of these notes is to serve as an introduction to the addi-
tional techniques required for working in K-theory. In particular, the quantum
Knizhnik-Zamolodchikov connection appears in Section 10.4 as the computation
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of the shift operator corresponding to a minuscule cocharacter. Previously in Sec-
tion 8.2 we construct a difference connection which shifts equivariant variables
by cocharacters of the maximal torus and show it commutes with the K-theoretic
upgrade of the quantum connection. That upgrade is a difference connection that
shifts the Kähler variables
z P H2pX,CqL2πiH2pX,Zq
by cocharacters of this torus, that is, by a lattice isomorphic to PicpXq. This quan-
tum difference connection is constructed in Section 8.1.
1.2.5. Technical differences notwithstanding, the eventual description of quan-
tum K-theory of Nakajima varieties is exactly what one might have guessed rec-
ognizing a general pattern in geometric representation theory. The Yangian Ypgq,
which is a Hopf algebra deformation of UpgbCrtsq, is a first member of a hierar-
chy in which the Lie algebra
gbCrts “MapspC, gq
is replaced, in turn, by a central extension of maps from
— the multiplicative group Cˆ, or
— an elliptic curve.
Geometric realizations of the corresponding quantum groups are constructed in
equivariant cohomology, equivariant K-theory, and equivariant elliptic cohomol-
ogy, respectively, see [60, 75] and also [1] for the construction of an elliptic quan-
tum group from Nakajima varieties.
Here we are on the middle level of the hierarchy, where the quantum group is
denoted Uh¯pgˆq. The variable q is the deformation parameter; its geometric mean-
ing is the equivariant weight of the symplectic form. For quivers of finite type,
these are identical to Drinfeld-Jimbo quantum groups from textbooks. For other
quivers, Uh¯pgˆq is constructed in the style of Faddeev, Reshetikhin, and Takhtajan
from geometrically constructed R-matrices, see [59]. In turn, the construction of
R-matrices, that is, solutions of the Yang-Baxter equations with a spectral param-
eter, rests on the K-theoretic version of stable envelopes of [60]. We discuss those
in Section 9.1.
Stable envelopes in K-theory differ from their cohomological ancestors in one
important feature: they depend on an additional parameter, called slope, which is
a choice of an alcove of a certain periodic hyperplane arrangement in PicpXqbZ R.
This is the same data as appears, for instance, in the study of quantization of X
over a field of large positive characteristic. A technical advantage of such slope
dependence is a factorization of R-matrices into infinite product of certain root
R-matrices, which generalizes the classical results obtained by Khoroshkin and
Tolstoy in the case when the Lie algebra g is of finite dimension.
1.2.6. The identification of the quantum difference connection in term of Uh¯pgˆq
was long expected to be the lattice part of the quantum dynamical Weyl group
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action on KGpXq. For finite-dimensional Lie algebras, this object was studied by
Etingof and Varchenko in [28] and many related papers, and it was shown in [5]
to correctly degenerate to the Casimir connection in the suitable limit.
Intertwining operators between Verma modules, which is the main technical
tool of [28], are only available for real simple roots and so don’t yield a large
enough dynamical Weyl group as soon as the quiver is not of finite type. However,
using root R-matrices, one can define and study the quantum dynamical Weyl
group for arbitrary quivers. This is done in [75]. Once available, a representation-
theoretic identification of the quantum difference connections gives an essentially
full control over the theory.
In these notes we stop where the analysis of [75] starts: we show that quantum
connection commutes with qKZ, which is one of the key features of dynamical
Weyl groups.
1.2.7. The monodromy of the quantum difference connection is characterized
in [1] in terms of an elliptic analog of Uh¯pgˆq. The categorical meaning of the
corresponding operators is an area of active current research.
1.2.8. These notes are meant to be a partial sample of basic techniques and
results, and this is not an attempt to write an A to Z technical manual on the
subject, nor to present a panorama of geometric applications that these techniques
have.
For instance, one of the most exciting topics in quantum K-theory of sym-
plectic resolutions is the duality, known under many different names including
“symplectic duality” or “3-dimensional mirror symmetry”, see [65] for an intro-
duction. Nakajima varieties may be interpreted as the moduli space of Higgs
vacua in certain supersymmetric gauge theories, and the computations in their
quantum K-theory may be interpreted as indices of the corresponding gauge the-
ories on real 3-folds of the form Cˆ S1. A physical duality equates these indices
for certain pairs of theories, exchanging the Kähler parameters on one side with
the equivariant parameters on the other.
In the context of these notes, this means that an exchange of the Kähler and
equivariant difference equations of Section 8, which may be studied as such and
generalizes various dualities known in representation theory. This is just one
example of a very interesting phenomenon that lies outside of the scope of these
lectures.
1.3. K-theoretic Donaldson-Thomas theory
1.3.1. Donaldson-Thomas theory, or DT theory for short, is an enumerative the-
ory of sheaves on a fixed smooth quasiprojective threefold Y, which need not be
Calabi-Yau to point out one frequent misconception. There are many categories
similar to the category of coherent sheaves on a smooth threefold, and one can
profitably study DT-style questions in that larger context. In fact, we already met
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with such generalizations in the form of quantum K-theory of general Nakajima
quiver varieties. Still, I consider sheaves on threefolds to be the core object of
study in DT theories.
An example of a sheaf to have in mind could be the structure sheaf OC of a
curve, or more precisely, a 1-dimensional subscheme, C Ă Y. The corresponding
DT moduli space M is the Hilbert scheme of curves in Y and what we want to
compute from them is the K-theoretic version of counting curves in Y of given
degree and arithmetic genus satisfying some further geometric constraints like
incidence to a given point or tangency to a given divisor.
There exist other enumerative theories of curves, notably the Gromov-Witten
theory, and, in cohomology, there is a rather nontrivial equivalence between the
DT and GW counts, first conjectured in [55, 56] and explored in many papers
since. At present, it is not known whether the GW/DT correspondence may be
lifted to K-theory, as one stumbles early on trying to mimic the DT computations
on the GW side 1, see for example the discussion in Section 6.1.13.
1.3.2. Instead, in K-theory there is a different set of challenging conjectures [67]
which may serve as one of the goalposts for the development of the theory.
This time the conjectures relate DT counts of curves in Y to a very different
kind of curve counts in a Calabi-Yau 5-fold Z which is a total space
(1.3.3) Z “
L4 ‘L5
Ó
Y
, L4 bL5 “ KY ,
of a direct sum of two line bundles on Y. One interesting feature of this correspon-
dence is the following. One the DT side, one forms a generating function over
all arithmetic genera and then its argument z becomes an element z P AutpZ,Ω5q
which acts by diagpz, z´1q in the fibers of L4 ‘ L5. Here Ω5 is the canonical
holomorphic 5-form on Z.
A K-theoretic curve count in Z is naturally a virtual representation of the group
AutpZ,Ω5q and, in particular, z has a trace in it which is a rational function. This
rational function is then equated to something one computes on the DT side
by summing over all arithmetic genera. We see it is a nontrivial operation and,
also, that equivariant K-theory is the natural setting in which such operations
make sense. More general conjectures proposed in [67] similarly identify certain
equivariant variables for Y with variables that keep track of those curve degree
for 5-folds that are lost in Y.
For various DT computations below, we will point out their 5-dimensional
interpretation, but this will be the extent of our discussion of 5-dimensional curve
counting. It is still in its infancy and not ready to be presented in an introductory
1Clearly, the subject of these note has not even begun to settle, and our present view of many key
phenomena throughout the paper may easily change overnight.
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lecture series. It is quite different from either the DT or GW curve counting in
that it lacks a parameter that keeps track of the curve genus. Curves of any genus
are counted equally, but the notion of stability is set up so that that only finitely
many genera contribute to any given count.
1.3.4. When faced with a general threefold Y, a natural instinct is to try to cut Y
into simpler pieces from which the curve counts in Y may be reconstructed. There
are two special scenarios in which this works really well, they can be labeled
degeneration and localization.
In the first scenario, we put Y in a 1-parameter family rY with a smooth total
space
Y
  //

rY

Y1 YD Y2

? _oo
1 

// C 0? _oo
so that a special fiber of this family is a union Y1 YD Y2 of two smooth 3-folds
along a smooth divisor D. In this case the curve counts in Y may be reconstructed
from certain refined curve counts in each of the Yi’s. These refined counts keep
track of the intersection of the curve with the divisor D and are called relative DT
counts. The technical foundations of the subject are laid in [53]. We will get a
sense how this works in Section 6.5.
The work of Levine and Pandharipande [50] supports the idea that using de-
generations one should be able to reduce curve counting in general 3-folds to that
in toric 3-folds. Papers by Maulik and Pandharipande [61] and by Pandharipande
and Pixton [77] offer spectacular examples of this idea being put into action.
1.3.5. Curve counting in toric 3-folds may be broken into further pieces using
equivariant localization. Localization is a general principle by which all compu-
tations in G-equivariant K-theory of M depend only on the formal neighborhood
of the T -fixed locus MT , where T Ă G is a maximal torus in a connected group
G. We will rely on localization again and again in these notes. Localization is
particularly powerful when used in both directions, that is, going from the global
geometry to the localized one and back, because each point of view has its own
advantages and limitations.
A threefold Y is toric if T – pCˆq3 acts with an open orbit on Y. It then
follows that Y has finitely many orbits and, in particular, finitely many orbits of
dimension ď 1. Those are the fixed points and the T -invariant curves, and they
correspond to the 1-skeleton of the toric polyhedron of Y. From the localization
viewpoint, Y may very well be replaced by this 1-skeleton. All nonrelative curve
counts in Y may be done in terms of certain 3- and 2-valent tensors, called vertices
and edges, associated to fixed points and T -invariant curves, respectively. See, for
example, [70] for a pictorial introduction.
The underlying vector space for these tensors is
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— the equivariant K-theory of HilbpC2, pointsq, or equivalently
— the standard Fock space, or the algebra of symmetric functions,
with an extension of scalars to include all equivariant variables as well as the
variable z that keeps track of the arithmetic genus. Natural bases of this vector
space are indexed by partitions and curve counts are obtained by contracting all
indices, in great similarity to many TQFT computations.
In the basis of torus-fixed points of the Hilbert scheme, edges are simple diag-
onal tensors, while vertices are something complicated. More sophisticated bases
spread the complexity more evenly.
1.3.6. These vertices and edges, and related objects, are the nuts and bolts of the
theory and the ability to compute with them is a certain measure of professional
skill in the subject.
A simple, but crucial observation is that the geometry of ADE surface fibra-
tions captures all these vertices and edges 2 . This bridges DT theory with topics
discussed in Section 1.2, and was already put to a very good use in [57].
In [57], there are two kind of vertices: bare, or standard, and capped. It is con-
venient to extend such taxonomy to general Nakajima varieties (or to general
quasimap problems, for that matter). For general Nakajima varieties, in cohomol-
ogy, the notion of a bare 1-leg vertex coincides with Givental’s notion of I-function,
and there is no real analog of two- or three-legged vertex for general Nakajima
varieties 3.
Bare and capped vertices are the same tensors expressed in two different bases,
and which have different geometric meaning and different properties. In particu-
lar, capped 1-leg vertices are trivial, in that the contributions of all subscheme of
nonminimal Euler characteristic cancel out. One can thus determine all vertices
if one knows the transition matrix from bare vertices to the capped ones, com-
monly called the capping operator. The theory is built so that this operator is the
fundamental solution of the quantum differential equation and this is how [57]
works.
1.3.7. All these notions have a direct analog in K-theory and are the subject
of Section 7. In fact, in the lift from cohomology to K-theory there is always at
least a line bundle worth of natural ambiguities, and here we work with a certain
specific twist pOvir of the virtual structure sheaf Ovir. This object, which we call the
symmetrized virtual structure sheaf, is discussed at many points in these lectures
and has many advantages over the ordinary virtual structure sheaf. From the
point of view of mathematical physics, pOvir rather than Ovir is related to the index
2In fact, formally, it suffices to understandAn-surface fibrations with n ď 2.
3The Hilbert scheme HilbpAn´1q of the An´1-surface is dual, in the sense of Section 1.2.8, to the
moduli space Mpnq of framed sheaves of rank n of A0 – C2, which is a Nakajima variety for the
quiver with one vertex and one loop. The splitting of the 1-leg vertex for the An´1-surface into n
simpler vertices is a phenomenon which is dual toMpnq being an n-fold tensor product of HilbpC2q
in the sense of [65]. For a general Nakajima variety, there is no direct analog of this.
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of the relevant Dirac operator, and the roof over it is put to remind us of that. The
importance of working with pOvir was emphasized already by Nekrasov in [66].
With this, one defines the bare and capped vertices as before and sees that the
capping operator is the fundamental solution of the quantum difference equation.
The specific choice of pOvir becomes important in the proof of triviality of 1-leg
capped vertices, as this turns out to be a rigidity result which uses a certain self-
duality of pOvir in a very essential way.
The same argument, in fact, proves more, it proves a similar triviality of capped
vertices with descendents (an object also discussed in Section 7), once the framing
is taken sufficiently large with respect to the descendent insertion. This makes
it possible to determine bare vertices with descendents as well as the explicit
correspondence between the descendents and relative insertions and is an area of
active current research. The latter correspondence plays a very important role, in
particular, in reducing DT counts in general threefolds to those in toric varieties
as in [77] and it would be very desirable to have an explicit description of it.
1.4. Old vs. new
1.4.1. These lectures are written for graduate students in the field and many of
the pages that follow discuss topics that have become classical or at least stan-
dard in the subject. I tried to present them from an angle that is best suited for
the applications I had in mind, but there is no way I could have achieved an
improvement over several existing treatments in the literature.
In particular, my favorite introduction to equivariant K-theory is Chapter 5 of
the book [22] by Chriss and Ginzburg. For a better introduction to Nakajima
quiver varieties, see the lectures [35] by Ginzburg and, of course, the original
papers [62, 63] by Nakajima. For a discussion of moduli spaces of quasimaps,
I recommend the reader opens the paper [20]. For a general introduction to
enumerative geometry, my favorite source are the lectures by Pandharipande in
[40], even though those lectures discuss topics that are essentially disjoint from
our goals here.
1.4.2. There is also a number of results in these notes that are new or, at least,
not available in the existing literature. Among them are the following.
In Theorem 3.3.6, we prove a conjecture of Nekrasov [66] on the K-theoretic
degree 0 DT invariants of smooth projective threefolds. This generalizes the co-
homological result of [50, 56].
In Theorem 5.1.16, we prove the main conjecture of [67] for reduced smooth
curves in threefolds. This is, of course, a very special case of the general con-
jectures made in [67], but perhaps adds to their credibility. In fact, we prove
a statement on the level of derived categories of coherent sheaves and it would
be extremely interesting to see if there is a similar upgrade of the K-theoretic
conjectures made in [67].
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In Theorem 7.5.23, we prove what we call the large framing vanishing, which
is the absence of quantum corrections to the capped vertex with descendents
once the framing (and polarization) is chose sufficiently large with respect to the
given descendent. This has direct applications to an effective description of the
correspondence between relative and absolute insertions in K-theoretic DT theory
and is an area of active current research.
In Theorems 8.1.16 and 8.2.20 we give a simple construction of the difference
operators that shift the Kähler and equivariant variables in certain building blocks
of the theory. Many yeas ago, Givental initiated a very broad program of develop-
ing quantum K-theory and, in particular, the paper [37] gives a very general proof
of the existence of quantum difference equations in quantum K-theory. In this pa-
per, we work with quasimaps instead of the moduli spaces of stable maps, but it
is entirely possible that the methods of [37] can be adapted to work in our situa-
tion. However, our situation is much more special than that in [37] because the
classes pOvir in the K-theory of the moduli spaces that we consider behave much
better than the virtual structure sheaves. This opens the door to many arguments
that would not be available in general. Most importantly, we make a systematic
use of self-dual features of pOvir, which often result in rigidity. In particular, the
large framing vanishing is fundamentally a rigidity result.
Also, the special features of the theory presented here allow for an explicit
determination of the corresponding difference equations in the language of rep-
resentation theory. In particular, among the operators that shift the equivariant
variables we find the quantum Knizhnik-Zamolodchikov equations, while the
shifts of the Kähler variables are shown in [75] to come from the corresponding
quantum dynamical Weyl group. The quantum Knizhnik-Zamolodchikov equa-
tions appear for a shift by a minuscule cocharacter of the torus. This is a direct
K-theoretic analog of the computation in [59], although it requires a significantly
more involved argument to be shown. This is done in Theorem 10.2.11.
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2. Before we begin
The goal of this section is to have a brief abstract discussion of several construc-
tion in equivariant K-theory which will appear and reappear in more concrete
situations below. This section is not meant to be an introduction to equivariant
K-theory; Chapter 5 of [22] is highly recommended for that.
2.1. Symmetric and exterior algebras
2.1.1. Let T be a torus and V a finite dimensional T -module. Clearly, V is a
direct sum of 1-dimensional T -modules, which are called the weights of V . The
weights µ are recorded by the character of V
χV ptq “ trV t “
ÿ
tµ , t P T ,
where repetitions are allowed among the µ’s.
We denote by KT or KT pptq the K-group of the category of T -modules. Of
course, any exact sequence
0Ñ V 1 Ñ V Ñ V 2 Ñ 0
is anyhow split, so there is no need to impose the relation rVs “ rV 1s ` rV 2s in
this case. The map V ÞÑ χV gives an isomorphism
KT – Zrtµs ,
with the group algebra of the character lattice of the torus T . Multiplication in
Zrtµs corresponds to b-product in KT .
2.1.2. For V as above, we can form its symmetric powers S2V , S3V , . . . , including
S0V “ C. These are GLpVq-modules and hence also T modules.
Exercise 2.1.3. Prove thatÿ
kě0
sk χSkV ptq “
ź 1
1´ s tµ
“ exp
ÿ
ną0
1
n
sn χV ptnq .(2.1.4)
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We can view the functions in (2.1.4) as an element of KTrrsss or as a character
of an infinite-dimensional graded T-module S‚V with finite-dimensional graded
subspaces, where s keeps track of the degree.
For the exterior powers we have, similarly,
Exercise 2.1.5. Prove thatÿ
kě0
p´sqk χΛkV ptq “
ź
p1´ s tµq
“ exp
˜
´
ÿ
ną0
1
n
sn χV ptnq
¸
.(2.1.6)
The functions in (2.1.4) and (2.1.6) are reciprocal of each other. The representation-
theoretic object behind this simple observation is known as the Koszul complex.
Exercise 2.1.7. Construct an GLpVq-equivariant exact sequence
(2.1.8) ¨ ¨ ¨ Ñ Λ2V b S‚V Ñ Λ1V b S‚V Ñ S‚V Ñ C Ñ 0 ,
where C is the trivial representation.
Exercise 2.1.9. Consider V as an algebraic variety on which GLpVq acts. Construct
a GLpVq-equivariant resolution of the structure sheaf of 0 P V by vector bundles
on V . Be careful not to get (2.1.8) as your answer.
2.1.10. Suppose µ “ 0 is not a weight of V , which means that (2.1.4) does not
have a pole at s “ 1. Then we can set s “ 1 in (2.1.4) and define
(2.1.11) χS‚V “
ź 1
1´ tµ “ exp
ÿ
n
1
n
χV t
n ,
This is a well-defined element of completed K-theory of T provided
}tµ} ă 1
for all weights of V with respect to some norm KT.
Alternatively, and with only the µ ‰ 0 assumption on weights, (2.1.11) is a
well-defined element of the localized K-theory of T
KT,localized “ Z
„
tν,
1
1´ tµ

where we invert some or all elements 1´ tµ P KT.
Since
KT ãÑ KT,localized
characters of finite-dimensional modules may be computed in localization with-
out loss of information. However, certain different infinite-dimensional modules
become the same in localization, for example
Exercise 2.1.12. For V as above, check that
(2.1.13) S‚V “ p´1qrkV detV_ b S‚V_
in localization of KT.
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We will see, however, that this is a feature rather than a bug.
Exercise 2.1.14. Show that S‚ extends to a map
(2.1.15) K 1T
S
‚
−−−−−Ñ KT,localized
where prime means that there is no zero weight, which satisfies
S
‚pV1 ‘ V2q “ S‚V1 b S‚V2 ,
and, in particular,
(2.1.16) S‚p´Vq “ Λ‚V “
ÿ
i
p´1qiΛiV .
Here and in what follows, the symbol Λ‚V is defined by (2.1.16) as the alternating
sum of exterior powers.
2.1.17. The map (2.1.15) may be extended by continuity to a completion of KT
with respect to a suitable norm. This gives a compact way to write infinite prod-
ucts, for example
S
‚a´ b
1´ q “
ź
ně0
1´ qnb
1´ qna ,
which converges in any norm } ¨ } such that }q} ă 1.
Exercise 2.1.18. Check that
S
‚ a
p1´ qqk`1 “
ź
ně0
p1´ qnaq´pk`nn q .
2.1.19. The map S‚ is also known under many aliases, including plethystic expo-
nential. Its inverse is known, correspondingly, as the plethystic logarithm.
Exercise 2.1.20. Prove that the inverse to S‚ is given by the formula
χV ptq “
ÿ
ną0
µpnq
n
ln χS‚V ptnq
where µ is the Möbius function
µpnq “
#
p´1q# of prime factors , n squarefree
0 , otherwise .
The relevant property of the Möbius function is that it gives the matrix elements
of C´1 where the matrix C “ pCijqi,jPN is defined by
Cij “
#
1 , i|j
0 , otherwise .
In other words, µ is the Möbius function of the set N partially ordered by divisi-
bility, see [80].
2.1.21. If the determinant of V is a square as a character of T, we define
(2.1.22) pS‚V “ pdetVq1{2 S‚
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which by (2.1.13) satisfies pS‚V_ “ p´1qrkV pS‚V .
Somewhat repetitively, it may be called the symmetrized symmetric algebra.
2.2. KGpXq and K˝GpXq
2.2.1. Let a reductive group G act on a scheme X. We denote by KGpXq the K-
group of the category of G-equivariant coherent sheaves on X. Replacing general
coherent sheaves by locally free ones, that is, by G-equivariant vector bundles on
X, gives another group K˝GpXq with a natural homomorphism
(2.2.2) K˝GpXq Ñ KGpXq .
Remarkably and conveniently, (2.2.2) is is an isomorphism if X is nonsingular.
In other words, every coherent sheaf on a nonsingular variety is perfect, which
means it admits a locally free resolution of finite length, see for example Section
B.8 in [33].
Exercise 2.2.3. Consider X “ tx1x2 “ 0u Ă C2 with the action of the maximal
torus
T “
#˜
t1
t2
¸+
Ă GLp2q .
Let F “ O0 be the structure sheaf of the origin 0 P X. Compute the minimal
T -equivariant resolution
¨ ¨ ¨ Ñ R´2 Ñ R´1 Ñ R0 Ñ F Ñ 0
of F by sheaves of the form
R´i “ OX b Ri ,
where Ri is a finite-dimensional T -module. Observe from the resolution that the
groups
(2.2.4) ToripF,Fq def“ H´ipR‚ b Fq “ Ri
are nonzero for all i ě 0 and conclude that F is not in the image of K˝T pXq. Also
observe that
(2.2.5)
ÿ
p´1qiχToripF,Fq “
χpFq2
χpOXq
“ p1´ t
´1
1 qp1´ t´12 q
1´ t´11 t´12
expanded in inverse powers of t1 and t2.
Exercise 2.2.6. Generalize (2.2.5) to the case
X “ SpecCrx1, . . . , xds{I ,
F “ Crx1, . . . , xds{I 1 ,
where I Ă I 1 are monomial ideals, that is, ideals generated by monomials in the
variables xi.
Andrei Okounkov 17
2.2.7. The domain and the source of the map (2.2.2) have different functorial
properties with respect to G-equivariant morphisms
(2.2.8) f : XÑ Y
of schemes.
The pushforward of a K-theory class rGs represented by a coherent sheaf G is
defined as
(2.2.9) f˚ rGs “
ÿ
i
p´1qi
”
Rif˚G
ı
.
We abbreviate f˚G “ f˚ rGs in what follows.
The length of the sum in (2.2.9) is bounded, e.g. by the dimension of X, but
the terms, in general, are only quasicoherent sheaves on Y. If f is proper on the
support of G then this ensures f˚G is coherent and thus lies in KGpYq. Additional
hypotheses are required to conclude f˚G is perfect. For an example, take ι˚O0
where
ι : t0u ãÑ tx1x2 “ 0u
is the inclusion in Exercise 2.2.3.
Exercise 2.2.10. The group GLp2q acts naturally on P1 “ PpC2q and on line bun-
dles Opkq over it. Push forward these line bundles under P1 Ñ pt using an
explicit T -invariant Cˇech covering of P1. Generalize to Pn.
2.2.11. The pull-back of rEs P KGpYq is defined by
f˚ rEs “
ÿ
p´1qi
”
Tor
OY
i pOX,Eq
ı
.
Here the terms are coherent, but there may be infinitely many of them, as is the
case for ι˚O0 in our running example. To ensure the sum terminates we need
some flatness assumptions, such as E being locally free. In particular,
f˚ : K˝GpYq Ñ K˝GpXq
is defined for arbitrary f by simply pulling back vector bundles.
Exercise 2.2.12. Globalize the computation in Exercise 2.1.9 to compute ι˚OX P
KGpOXq for a G-equivariant inclusion
ι : X ãÑ Y
of a nonsingular subvariety X in a nonsingular variety Y.
2.2.13. Tensor product makes K˝GpXq a ring and KGpXq is a module over it. The
projection formula
(2.2.14) f˚pFb f˚Eq “ f˚pFq b E
expresses the covariance of this module structure with respect to morphisms f.
Exercise 2.2.15. Write a proof of the projection formula.
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Projection formula can be used to prove that a proper pushforward f˚G is
perfect if G is flat over Y, see Theorem 8.3.8 in [30].
2.2.16. Let X be a scheme and X 1 Ă X a closed G-invariant subscheme. Then the
sequence
(2.2.17) KGpX 1q Ñ KGpXq Ñ KGpXzX 1q Ñ 0
where all maps are the natural pushforwards, is exact, see e.g. Proposition 7 in
[13] for a classical discussion. This is the beginning of a long exact sequence of
higher K-groups.
Exercise 2.2.18. For X “ Cn, X 1 “ t0u, and T Ă GLpnq the maximal torus, fill in
the question marks in the following diagram
KT pX 1q //
„

KT pXq //
„

KT pXzX 1q
„

// 0
Zrtµs ? // Zrtµs // ? // 0
in which the vertical arrows send the structure sheaves to 1 P Zrtµs.
In particular, since XzXred “ ∅, the sequence (2.2.17) implies
KGpXredq – KGpXq
where Xred Ă X is the reduced subscheme, whose sheaf of ideals I Ă OX is formed
by nilpotent elements. Concretely, any coherent sheaf F has a finite filtration
F Ą I ¨F Ą I2 ¨F Ą . . .
with quotients pushed forward from Xred.
2.2.19. One can think about the sequence (2.2.17) like this. Let F1 and F2 be two
coherent sheaves on X, together with an isomorphism
s : F2
ˇˇ
U
„
−Ñ F1
ˇˇ
U
of their restriction to the open set U “ XzX 1. Let ι : U Ñ X denote the inclusion
and let pF Ă ι˚ι˚F1
be the subsheaf generated by the natural maps
F1 Ñ ι˚ι˚F1 , F2 s−Ñ ι˚ι˚F1 .
Of course, ι˚ι˚F1 is only a quasicoherent sheaf on X, which is evident in the sim-
plest example X “ A1, X 1 “ point, F1 “ OX. However, the sheaf pF is generated
by the generators of F1 and F2, and hence coherent.
By construction, the kernels and cokernels of the natural maps
fi : Fi Ñ pF
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are supported on X 1. Thus
F1 ´F2 “ Coker f1 ´Ker f1 `Ker f2 ´Coker f2
is in the image of KpX 1q Ñ KpXq.
2.2.20.
Exercise 2.2.21. Let G be trivial and let F be a coherent sheaf on X with support
Y Ă X. Let E be a vector bundle on X of rank r. Prove that there exists Y 1 Ă Y of
codimension 1 such that
EbF´ rF
is in the image of KpY 1q Ñ KpXq.
This exercise illustrates a very useful finite filtration on KpXq formed by the
images of KpYq Ñ KpXq over all subvarieties of given codimension.
Exercise 2.2.22. Let G be trivial and E be a vector bundle on X of rank r. Prove
that pE´ rqb is nilpotent as an operator on KpXq.
Exercise 2.2.23. Take X “ P1 and G “ GLp2q. Compute the minimal polynomial
of the operator Op1qb and see, in particular, that it is not unipotent.
Exercise 2.2.24. In general, if G is connected and L is a line bundle on X, then all
eigenvalues of Lb on KGpXq are the weights of L at the fixed points of a maximal
torus of G.
2.3. Localization
2.3.1. Let a torus T act on a scheme X and let XT be subscheme of T-fixed points,
that is, let
OX Ñ OXT Ñ 0
be the largest quotient on which T acts trivially. For what follows, both X and XT
may be replaced by their reduced subschemes.
Consider the kernel and cokernel of the map
ι˚ : KT pXT q Ñ KT pXq .
This kernel and cokernel are KT pptq-modules and have some support in the torus
T . A very general localization theorem of Thomason [83] states
(2.3.2) suppCoker ι˚ Ă
ď
µ
ttµ “ 1u
where the union over finitely many nontrivial characters µ. The same is true of
Ker ι˚, but since
(2.3.3) KT pXT q “ KpXq bZ KT pptq
has no such torsion, this forces Ker ι˚ “ 0. To summarize, ι˚ becomes an isomor-
phism after inverting finitely many coefficients of the form tµ ´ 1.
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This localization theorem is an algebraic analog of the classical localization
theorems in topological K-theory that go back to [3, 79].
Exercise 2.3.4. Compute Coker ι˚ for X “ P1 and T Ă GLp2q the maximal torus.
Compare your answer with what you computed in Exercise 2.2.18.
2.3.5. For general X, it is not so easy to make the localization theorem explicit,
but a very nice formula exists if X is nonsingular. This forces XT to be also
nonsingular.
Let N “ NX{XT denote the normal bundle to XT in X. The total space of N has
a natural action of s P Cˆ by scaling the normal directions. Using this scaling
action, we may define
(2.3.6) ON,graded “
ÿ
k“0
s´k SkN_ “
â
µ
1
Λ‚
`
s´1t´µN_µ
˘ P KT pXT qrrs´1ss ,
where
N “à tµNµ
is the decomposition of N into eigenspaces of T -action according to (2.3.3).
Exercise 2.3.7. Using Exercise 2.2.22 prove that
ON “ ON,graded
ˇˇˇ
s“1
“ S‚N_ P K˝TpXTq
„
1
1´ tµ

where µ are the weights of T in N.
Exercise 2.3.8. Prove that
ι˚ι˚G “ GbΛ‚N_
for any G P KT pXT q and that the operator Λ‚N_b becomes an isomorphism after
inverting 1´ tµ for all weights of N. Conclude the localization theorem (2.3.2)
implies
(2.3.9) ι´1˚ F “ S‚N_ b ι˚F
for any F in localized equivariant K-theory.
2.3.10. A T -equivariant map f : XÑ Y induces a diagram
(2.3.11) XT
ιX //
fT

X
f

YT
ιY // Y
with
(2.3.12) f˚ ˝ ιX,˚ “ ιY,˚ ˝ fT˚ .
Normally, we don’t care much about torsion, or we may know ahead of time that
there is no torsion in f˚, like when f is a proper map to a point, or some other
trivial T -variety. Then, we can write
(2.3.13) f˚ “ ιY,˚ ˝ fT˚ ˝ ι´1X,˚ .
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This is what it means to compute the pushforward by localization.
Exercise 2.3.14. Redo Exercise 2.2.10, that is, compute χpPn,Opkqq by localization.
Exercise 2.3.15. Let G be a reductive group and X “ G{B the corresponding flag
variety. Every character λ of the maximal torus T gives a character of B and hence
a line bundle
Lλ : pGˆCλq {BÑ X
over X. Compute χpX,Lλq by localization. A theorem of Bott, see e.g. [23] states
that at most one cohomology group HipX,Lλq is nonvanishing, in which case it
is an irreducible representation of G. So be prepared to rederive Weyl character
formula from your computation.
Exercise 2.3.16. Explain how Exercise 2.3.14 is a special case of Exercise 2.3.15.
2.3.17. Using (2.3.13), one may define pushforward f˚F in localized equivariant
cohomology as long as fT is proper on psuppFqT . This satisfies all usual proper-
ties and leads to meaningful results, like
χpCn,Oq “
ź
i
1
1´ t´1i
as a module over the maximal torus T Ă GLpnq.
2.3.18. The statement of the localization theorem goes over with little or no
change to certain more general X, for example, to orbifolds. Those are modelled
locally on rX{Γ , where rX is nonsingular and Γ is finite. By definition, coherent
sheaves on rX{Γ are Γ -equivariant coherent sheaves on rX.
A torus action on rX{Γ is a T ˆ Γ action on rX and, in particular, the normal
bundle N rX{rXT is Γ -equivariant, which means it descends to to an orbifold normal
bundle to
”rX{ΓıT .
Exercise 2.3.19. For a,b ą 0, consider the weighted projective line
Xa,b “ C2zt0u
O˜
za
zb
¸
, z P Cˆ .
Show it can be covered by two orbifold charts. Like any Cˆ-quotient, it inherits
an orbifold line bundle Op1q whose sections are functions φ on the prequotient
such that
φpz ¨ xq “ zφpxq .
Show that
(2.3.20)
ÿ
kě0
χpXa,b,Opkqq sk “ 1p1´ t´11 saqp1´ t´12 sbq
as a module over diagonal matrices. Compute χpXa,b,Opkqq by localization. Com-
pare your answer to the computation of the sk-coefficient in (2.3.20) by residues.
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2.3.21. What we will really need in these lectures is the virtual localization formula
from [19,38]. It will be discussed after we get some familiarity with virtual classes.
In particular, in this greater generality the normal bundle N to the fixed locus
is a virtual vector bundle, that is, an element of K˝T pXT q of the form
N “ NDef ´NObs ,
where the NDef is responsible for first-order deformations, while NObs contains
obstructions to extending those. Naturally,
S
‚
N_ “ S‚N_Def bΛ‚N_Obs ,
so a virtual localization formula has both denominators and numerators.
2.4. Rigidity
2.4.1. If the support of a T -equivariant sheaf F is proper then χpFq is an element
of KT pptq and so a Laurent polynomial in t P T . In general, this polynomial is
nontrivial which, of course, is precisely what makes equivariant K-theory inter-
esting.
However, for the development of the theory, one would like its certain building
blocks to depend on few or no equivariant variables. This phenomenon is known
as rigidity. A classical [4,47,48] and surprisingly effective way to show rigidity is
to use the following elementary observation:
ppzq is bounded as z˘1 Ñ8 ô p “ const
for any p P Crz˘1s. The behavior of χpFq at the infinity of the torus T can be often
read off directly from the localization formula.
Exercise 2.4.2. Let X be proper and smooth with an action of a connected reduc-
tive group G. Write a localization formula for the action of T Ă G onÿ
p
p´mqpχpX,Ωpq
and conclude that every term in this sum is a trivial G-module.
Of course, Hodge theory gives the triviality of G-action on each
HqpX,Ωpq Ă Hp`qpX,Cq
for a compact Kähler X and a connected group G.
2.4.3. When the above approach works it also means that the localization for-
mula may be simplified by sending the equivariant variable to a suitable infinity
of the torus.
Exercise 2.4.4. In Exercise 2.4.2, pick a generic 1-parameter subgroup
z P Cˆ Ñ T
and compute the asymptotics of your localization formula as zÑ 0.
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It is instructive to compare the result of Exercise 2.4.4 with the Białynicki-Birula
decomposition, which goes as follows. Assume X Ă PpCNq is smooth and invari-
ant under the action of a 1-parameter subgroup Cˆ Ñ GLpNq. Let
XC
ˆ “
ğ
i
Fi
be the decomposition of the fixed locus into connected components. It induces a
decomposition of X
(2.4.5) X “
ğ
Xi , Xi “
"
x
ˇˇˇˇ
lim
zÑ0
z ¨ x P Fi
*
into locally closed sets. The key property of this decomposition is that the natural
map
Xi
lim
−−−Ñ Fi
is a fibration by affine spaces of dimension
di “ rk
`
NX{Fi
˘
`
where plus denotes the subbundle spanned by vectors of positive z-weight, see for
example [14] for a recent discussion. As also explained there, the decomposition
(2.4.5) is, in fact, motivic, and in particular the Hodge structure of X is that sum
of those for Fi shifted by pdi,diq.
The same decomposition of X can be obtained from Morse theory applied to
the Hamiltonian H that generated the action ofUp1q Ă Cˆ on the (real) symplectic
manifold X. Concretely, if z acts by
rx1 : x2 : ¨ ¨ ¨ : xns z−Ñ rzm1 x1 : zm2 x2 : ¨ ¨ ¨ : zmn xns
then
Hpxq “
ÿ
mi|xi|2
Mÿ
|xi|2 .
2.4.6. In certain instances, the same argument gives more.
Exercise 2.4.7. Let X be proper nonsingular variety with a nontrivial action of
T – Cˆ. Assume that a fractional power Kp for 0 ă p ă 1 of the canonical
bundle KX exists in PicpXq. Replacing T by a finite cover, we can make it act on
Kp. Show that
χpX,Kpq “ 0 .
What does this say about projective spaces ? Concretely, which are the bundles
Kp, 0 ă p ă 1, for X “ Pn and what do we know about their cohomology ?
3. The Hilbert scheme of points of 3-folds
3.1. Our very first DT moduli space
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3.1.1. For a moment, let X be a nonsingular quasiprojective 3-fold; very soon we
will specialize the discussion to the case X “ C3. Our interest is in the enumer-
ative geometry of subschemes in X, and usually we will want these subscheme
projective and 1-dimensional.
A subscheme Z Ă X is defined by a sheaf of ideals IZ Ă OX in the sheaf OX of
functions on X and, by construction, there is an exact sequence
(3.1.2) 0Ñ IZ Ñ OX Ñ OZ Ñ 0
of coherent sheaves on X. Either the injection IZ ãÑ OX, or the surjection OX ։
OZ determines Z and can be used to parametrize subschemes of X. The result,
known as the Hilbert scheme, is a countable union of quasiprojective algebraic
varieties, one for each possible topological K-theory class of OZ. The construction
of the Hilbert scheme goes back to A. Grothendieck and is explained, for example,
in [30, 45].
In particular, for 1-dimensional Z, the class rOZs is specified by
degZ “ ´c2pOZq P H2pX,Zqeffective
and by the Euler characteristic χpOZq P Z. In this section, we consider the case
degZ “ 0, that is, the case of the Hilbert scheme of points.
3.1.3. If X is affine then the Hilbert scheme of points parametrizes modules M
over the ring OX such that
dimC M “ n , n “ χpOZq ,
together with a surjection from a free module. Such Hilbert schemes HilbpR,nq
may, in fact, be defined for an arbitrary finitely-generated algebra
R “ C xx1, . . . , xky
L
relations
and consists of k-tuples of nˆn matrices
(3.1.4) X1 . . . ,Xk P EndpCnq
satisfying the relations of R, together with a cyclic vector v P Cn, all modulo
the action of GLpnq by conjugation. Here, a vector is called cyclic if it generates
Cn under the action of Xi’s. Clearly, a surjection R1 ։ R2 leads to inclusion
HilbpR2,nq ãÑ HilbpR1,nq and, in particular,
HilbpR,nq Ă HilbpFreek,nq
if R is generated by k elements.
Exercise 3.1.5. Prove that HilbpFreek,nq is a smooth algebraic variety of dimen-
sion pk´ 1qn2 ` n. Show that HilbpFree1,nq is isomorphic to SnC – Cn by the
map that takes x1 to its eigenvalues.
By contrast, HilbpC3,nq is a very singular variety of unknown dimension.
Exercise 3.1.6. Let m Ă OCd be the ideal of the origin. Following Iarrobino,
observe, that any linear linear subspace I such that mr Ą I Ą mr`1 for some r is
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an ideal in OCd . Conclude that the dimension of HilbpCd,nq grows at least like a
constant times n2´2{d as nÑ8. This is, of course, consistent with
dimHilbpC1,nq “ n , dimHilbpC2,nq “ 2n
but shows that HilbpCd,nq is not the closure of the locus of n distinct points for
d ě 3 and large enough n.
3.1.7. Consider the embedding
HilbpC3,nq Ă HilbpFree3,nq
as the locus of matrices that commute, that is XiXj “ XjXi. For 3 matrices, and
only for 3 matrices, these relations can be written as equations for a critical point:
dφ “ 0 , φpXq “ tr pX1X2X3 ´X1X3X2q .
Note that φ is a well-defined function on HilbpFree3,nq which transforms in the
1-dimensional representation κ´1, where
κ “ Λ3C3 “ detGLp3q ,
under the natural action of GLp3q on HilbpFree3,nq. Here we have to remind our-
selves that the action of a group G on functions is dual to its action on coordinates.
This means that our moduli space M “ HilbpC3,nq is cut out inside an ambient
smooth space ĂM “ HilbpFree3,nq by a section
OĂM dφbκ−−−−−Ñ κb T˚ĂM ,
of a vector bundle on ĂM. The twist by κ is necessary to make this section GLp3q-
equivariant.
This illustrates two important points about moduli problems in general, and
moduli of coherent sheaves on nonsingular threefolds in particular. First, locally
near any point, deformation theory describes many moduli spaces in a similar
way:
(3.1.8) M “ s´1p0q Ă ĂM, s P ΓpĂM,Eq ,
for a certain obstruction bundle E. Second, for coherent sheaves on 3-folds, there
is a certain kinship between the obstruction bundle E and the cotangent bundle
of ĂM, stemming from Serre duality beween the groups Ext1, which control de-
formations, and the groups Ext2, which control obstructions. The kinship is only
approximate, unless the canonical class KX is equivariantly trivial, which is not
the case even for X “ C3 and leads to the twist by κ above.
3.2. Ovir and pOvir
3.2.1. The description (3.1.8) means that OM is the 0th cohomology of the Koszul
complex
(3.2.2) 0Ñ ΛrkEE_ d−Ñ ¨ ¨ ¨ Ñ Λ2E_ d−Ñ E_ d−Ñ OĂM Ñ 0
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in which OĂM is placed in cohomological degree 0 and the differential is the con-
traction with the section s of E.
The Koszul complex is an example of a sheaf of differential graded algebras,
which by definition is a sheaf A‚ of graded algebras with the differential
(3.2.3) . . . d−Ñ A´2 d−Ñ A´1 d−Ñ A0 Ñ 0
satisfying the Leibniz rule
dpa ¨ bq “ da ¨ b` p´1qdegaa ¨ db .
The notion of a DGA has become one of the cornerstone notions in deformation
theory, see for example how it used in the papers [6,17–19] for a very incomplete
set of references.
In particular, the structure sheaves OM of great many moduli spaces are de-
scribed as H0pA‚q of a certain natural DGAs.
3.2.4. Central to K-theoretic enumerative geometry is the concept of the virtual
structure sheaf denoted OvirM . While OM is the 0th cohomology of a complex (3.2.3),
the virtual structure sheaf is its Euler characteristic
OvirM “
ÿ
i
p´1qiAi
“
ÿ
i
p´1qiHipA‚q ,(3.2.5)
see [19, 46]. By Leibniz rule, each HipA‚q is acted upon by A0 and annihilated by
dA´1, hence defines a quasicoherent sheaf on
M “ SpecA0LdA´1 .
If cohomology groups are coherent A0-modules and vanish for i ! 0 then the
second line in (3.2.5) gives a well-defined element of KpMq, or of KGpMq if all
constructions are equivariant with respect to a group G.
The definition of OvirM is, in several respects, simpler than the definition [7] of
the virtual fundamental cycle in cohomology. The agreement between the two is
explained in Section 3 of [19].
3.2.6. There are many reasons to prefer OvirM over OM, and one of them is the
invariance of virtual counts under deformations.
For instance, in a family Xt of threefolds, special fibers may have many more
curves than a generic fiber, and even the dimensions of the Hilbert scheme of
curves in Xt may be jumping wildly. This is reflected by the fact that in a family
of complexes A‚t each individual cohomology group is only semicontinuous and
can jump up for special values of t. However, in a flat family of complexes the
(equivariant) Euler characteristic is constant, and equivariant virtual counts are
invariants of equivariant deformations.
Andrei Okounkov 27
3.2.7. Also, not the actual but rather the virtual counts are usually of interest in
mathematical physics.
A supersymmetric physical theory starts out as a Hilbert space and an opera-
tor of the form (1.1.5), where at the beginning the Hilbert space H is something
enormous, as it describes the fluctuations of many fields extended over many
spatial dimensions. However, all those infinitely many degrees of freedom that
correspond to nonzero eigenvalues of the operator {D2 pair off and make no con-
tribution to supertraces (1.1.6). What remains, in cases of interest to us, may be
identified with a direct sum (over various topological data) of complexes of finite-
dimensional C8 vector bundles over finite-dimensional Kähler manifolds. These
complexes combine the features of
(a) a Koszul complex for a section s of a certain vector bundle,
(b) a Lie algebra, or BSRT cohomology complex when a certain symmetry
needs to be quotiented out, and
(c) a Dolbeault cohomology, or more precisely a related Dirac cohomology
complex, which turns the supertraces into holomorphic Euler characteris-
tics of K-theory classes defined by (a) and (b).
IfM is a Kähler manifold, then spinor bundles of M are the bundles
S˘ “ K1{2M b
à
n even/odd
Ω0,nM
with the Dirac operator {D “ B¯ ` B¯˚. Here KM is the canonical line bundle of M,
which needs to be a square in order for M to be spin.
In item (c) above, the difference between Dolbeault and Dirac cohomology
is precisely the extra factor of K1{2M . While this detail may look insignificant
compared to many other layers of complexity in the problem, it will prove to be
of fundamental importance in what follows and will make many computations
work. The basic reason for this was already discussed in Section 2.4, and will be
revisited shortly: the twist by K1{2M makes formulas more self-dual and, thereby,
more rigid than otherwise.
3.2.8. Back in the Hilbert scheme context, the distinction between Dolbeault and
Dirac is the distinction between OvirM andpOvirM “ p´1qnK1{2vir bOvirM
where the sign will be explained below and the virtual canonical bundle K1{2vir is
constructed as the dual of the determinant of the virtual tangent bundle
TvirM “ Def´Obs(3.2.9)
“
´
TĂM ´ κb T˚ĂM
¯ ˇˇˇ
M
.(3.2.10)
From (3.2.10) we conclude
K
1{2
vir “ κ
dim
2 bKĂM
ˇˇˇ
M
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where dim “ dimĂM. This illustrates a general result of [67] that for DT moduli
spaces the virtual canonical line bundle Kvir is a square in the equivariant Picard
group up to a character of AutpXq and certain additional twists which will be
discussed presently.
From the canonical isomorphism
ΛkTĂM bKĂM – Ωdim´kĂM
and the congruence
dimĂM ” n mod 2
we conclude that
(3.2.11) pOvirM “ κ´ dim2 ÿ
i
p´κqiΩiĂM .
We call pOvirM the modified or the symmetrized virtual structure sheaf. The hat which
this K-class is wearing should remind the reader of the pA-genus and hence of the
Dirac operator.
3.2.12. Formula (3.2.11) merits a few remarks. As discussed before, Serre dual-
ity between Ext1 and Ext2 groups on threefolds yields a certain kinship between
the deformations and the dual of the obstructions. This makes the terms of the
complex (3.2.2) and hence of the virtual structure sheaf OvirM look like polyvector
fields ΛiTĂM on the ambient space ĂM.
The twist by KĂM « K1{2vir turns polyvector fields into differential forms, and
differential forms are everybody’s favorite sheaves for cohomological computa-
tions. For example, if ĂM is a compact Kähler manifold then HqpΩqĂMq is a piece of
the Hodge decomposition of H‚pĂM,Cq, and in particular, rigid for any connected
group of automorphisms. But even when these cohomology groups are not rigid,
or when the terms of pOvir are not exactly differential forms, they still prove to be
much more manageable than Ovir.
3.2.13. The general definition of pOvir from [67] involves, in addition to Ovir and
Kvir, a certain tautological class on the DT moduli spaces.
The vector space Cn in which the matrices (3.1.4) operate, descends to a rank
n vector bundle over the quotient HilbpFree,nq. Its fiber over Z P HilbpC3,nq is
naturally identified with global sections of OZ, that is, the pushforward of the
universal sheaf OZ along X, where
Z Ă HilbpX,nq ˆX
is the universal subscheme.
Analogous universal sheaves exists for Hilbert schemes of subschemes of any
dimension. In particular, for the Hilbert scheme of curves, and other DT moduli
spaces M, there exists a universal 1-dimensional sheaf F on MˆX such that
F
ˇˇ
mˆX “ F
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where m “ pF, . . . q P M is the moduli point representing a 1-dimensional sheaf
F on X with possibly some extra data.
By construction, the sheaf F is flat over M, therefore perfect, that is, has a finite
resolution by vector bundles on M ˆX. This is a nontrivial property, since M is
highly singular and for singular schemes K˝ Ĺ K, where K˝ is the subgroup gen-
erated by vector bundles. From elements of K˝ one can form tensor polynomials,
for example
(3.2.14) P “ S2Fb γ1 `Λ3Fb γ2 P K˝pMˆXq ,
for any γi P KpXq “ K˝pXq. The support of any tensor polynomial like (3.2.14) is
proper over M and therefore
πM,˚P P K˝pMq ,
where πM is the projection along X. This is because a proper pushforward of a
flat sheaf is perfect, see for example Theorem 8.3.8 in [30]. It makes sense to apply
further tensor operations to πM,˚P, or to take it determinant.
In this way one can manufacture a large supply of classes in K˝pMq which
are, in their totality, called tautological. One should think of them as K-theoretic
version of imposing various geometric conditions on curves, like meeting a cycle
in X specified by γ P KpXq.
3.2.15. An example of the tautological class is the determinant term in the fol-
lowing definition
(3.2.16) pOvir “ prefactor Ovir b pKvir b detπM,˚pFb pL4 ´L5qqq1{2 ,
where L4 P PicpXq is an arbitrary line bundle and L5 is a line bundle determined
from the equation
L4 bL5 “ KX .
These are the same L4 and L5 as in Section 1.3.2. The prefactor in (3.2.16) contains
the z-dependence
(3.2.17) prefactor “ p´1qpL4,βq`nzn´pKX,βq{2 ,
where
β “ degF P H2pX,Zq , n “ χpFq P Z
are locally constant functions of a 1-dimensional sheaf F on X.
The existence of square root in (3.2.16) is shown in [67]. With this definition,
the general problem of computing the K-theoretic DT invariants may be phrased
as
(3.2.18) χ
´
M, pOvir b tautological¯ “ ? ,
where M is one of the many possible DT moduli spaces. In a relative situation,
one can put further insertions in (3.2.18).
3.3. Nekrasov’s formula
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3.3.1. Let X be a nonsingular quasiprojective threefold and consider its Hilbert
scheme of points
M “
ğ
ně0
HilbpX,nq .
In the prefactor (3.2.17) we have β “ 0 and therefore
(3.3.2) prefactor “ p´zqn .
In [66], Nekrasov conjectured a formula for
(3.3.3) ZX,points “ χ
´
M, pOvir¯ .
Because of the prefactor, this is well-defined as a formal power series in z, as long
as χ
´
Hilbpnq, pOvir¯ is well-defined for each n. For that we need to assume that
either X is proper or, more generally, that there exists g P AutpXq0 such that it
fixed point set Xg is proper (if X is already proper we can always take g “ 1).
Then
ZX,points P
#
KAutpXqpptqrrzss , g “ 1
KAutpXqpptqlocrrzss , otherwise .
To be precise, [66] considers the case X “ C3, but the generalization to arbitrary
X is immediate.
3.3.4. Nekrasov’s formula computes ZX,points in the form
(3.3.5) ZX,points “ S‚χpX, ‹q , ‹ P KTpXqrrzss
where S‚ is the symmetric algebra from Section 2.1.
Here, and this is very important, the boxcounting variable z is viewed as a part
of the torus T, that is, it is also raised to the power n in the formula (2.1.11). This
is very natural from the 5-dimensional perspective, since the z really acts on the
5-fold (1.3.3), with the fixed point set X, as discussed in Section 1.3.2.
Now we are ready to state the following result, conjectured by Nekrasov in
[66]
Theorem 3.3.6. We have
(3.3.7) ZX,points “ S‚χ
˜
X,
zL4 pTX `KX ´ T_X ´K´1X q
p1´ zL4qp1´ zL´15 q
¸
.
3.3.8. In [66], this conjecture appeared together with an important physical in-
terpretation, as the supertrace of AutpZ,Ω5q-action on the fields of M-theory on
(1.3.3). M-theory is a supergravity theory in 10+1 real spacetime dimensions. Its
fields are:
— the metric, also known as the graviton,
— its fermionic superpartner, gravitino, which is a field of spin 3{2, and
— one more bosonic field, a 3-form analogous to a connection, or a gauge
boson, in gauge theories such as electromagnetism.
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These are considered up to a gauge equivalence that includes: diffeomorphisms,
changing the 3-form by an exact form, and changing gravitino by a derivative of
a spinor.
In addition to these fields, M-theory has extended objects, namely:
— membranes, which have a 3-dimensional worldvolume and hence are nat-
urally charged under the 3-form, and also
— magnetically dual M5-branes.
While membranes naturally appear in connection with DT invariants of positive
degree [67], see for example Section 5.1.6 below, possible algebro-geometric inter-
pretations of M5-branes are still very much in the initial exploration stage.
In Hamiltonian description, the field sector of the Hilbert space of M-theory is,
formally, the L2 space of functions on a very infinite-dimensional configuration
supermanifold, namely
(3.3.9) H
f“ L2
ˆ
bosons‘ 1
2
fermions on Z
M
gauge
˙
,
where
— Z is a fixed time slice of the 11-dimensional spacetime,
— 12 of the fermions denotes a choice of polarization, that is, a splitting of
fermionic operators into operators of creation and annihilation,
— the
f“ sign denotes an equality which is formal, ignores key analytic and
dynamical questions, but may be suitable for equivariant K-theory which
is often insensitive to finer details.
As a time slice, one is allowed to take a Calabi-Yau 5-fold, for example the one
in (1.3.3). Automorphisms of Z preserving the 5-form Ω5 are symmetries of the
theory and hence act on its Hilbert space.
Since the configuration space is a linear representation of AutpZ,Ω5q, we have
H
f“ S‚Configuration space
in K-theory of AutpZ,Ω5q. The character of the latter may be computed, see [66],
the exposition of the results of [66] in Section 2.4 of [67], and below, with the
result that
(3.3.10) H
f“ Λ‚χpZ, TZq ,
or its dual
Λ‚χpZ, TZq “ S‚χpZ, T˚Zq ,
depending on the choice of the polarization in (3.3.9).
Note that
χpZ, T˚Z ´ TZq “ χ
˜
X,KX ´OX `
zL4 pTX `KX ´ T˚X ´K´1X q
p1´ zL4qp1´ zL´15 q
¸
.
This implies
(3.3.11) S‚χ pX,KX ´OXq b ZX,points f“ HbH ,
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which is a formula with at least two issues, one minor and the other more inter-
esting. The minor issue is the prefactor in the LHS, which is ill-defined as written.
We will see below how this prefactor appears in DT computations and why in the
natural regularization it is simply removed.
The interesting issue in (3.3.11) is the doubling the contribution of H. As
already pointed out by Nekrasov, it should be reexamined with a more careful
analysis of the physical Hilbert space of M-theory.
3.3.12. The following exercises will guide the reader through the proof of (3.3.10).
Since this computation is about finite-dimensional representations of reductive
groups, we may complexify problem and consider
V “ ZbR C – C10 .
This is a vector space with a nondegenerate quadratic form. We may assume the
form is given by
}px1, . . . , x10q}2 “
kÿ
i“1
xix11´i
in which case
B “ SOpVq X tupper triangular matricesu
is a Borel subgroup with a maximal torus
T “
!
diagpt1, . . . , t5, t´15 , . . . , t´11 q
)
– `Cˆ˘5 .
By definition, the spinor representations S˘ of SOpVq have the highest weightˆ
1
2
,
1
2
,
1
2
,
1
2
,˘1
2
˙
.
Exercise 3.3.13. Show that the character of S˘ is given by
trS` t´ trS´ t “ pt1 ¨ ¨ ¨ t5q1{2
5ź
i“1
p1´ t´1i q .
Exercise 3.3.14. Prove that the dual of one spinor representation is the other.
Exercise 3.3.15. Show there exists a nonzero SOpVq intertwiner
V b S˘ Ñ S¯ .
Exercise 3.3.16. Using e.g. Weyl dimension formula, show
V b S˘ “ S¯ ‘ RS˘ ,
where RS˘ is an irreducible SOpVq module with highest weightˆ
3
2
,
1
2
,
1
2
,
1
2
,˘1
2
˙
.
Fields transforming in this representation of the orthogonal group are called
Rarita-Schwinger fields.
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Viewed as SOpVq module, the configuration superspace in (3.3.10) is the space
of functions on V with values in the following virtual representation of SOpVq
M˘ “S2V ´ 1 traceless metric(3.3.17)
´ V modulo diffeomorphism
Λ3V a 3-form
´Λ2V ` V ´ 1 modulo exact forms
´ RS˘ a Rarita-Schwinger field
` S˘ modulo derivative of a spinor .
Note the change of sign in the last two lines in (3.3.17). This is because fields
of half-integer spin are fermions, and thus count with the minus sign in the
supertrace.
Also note that the dual of M˘ is M¯. This is the place where the choice of
polarization in (3.3.9) makes a difference.
3.3.18. The span W Ă V of the first 5 coordinate lines is isotropic, and we can
write
V “W ‘W˚ – T1,0Z‘ T0,1Z
where
TZbR C “ T1,0Z‘ T0,1Z
is the decomposition of tangent vectors by their Hodge type. As a result, we have
an embedding
GLpWq Ă SOpVq .
The subgroup SLpWq Ă GLpWq corresponds to those operators that act complex-
linearly on Z – C5 and preserve a nondegenerate 5-form.
Exercise 3.3.19. Prove that
M` “ ´W bΛ‚W ,(3.3.20)
M´ “W˚ bΛ‚W ,
as SLpWq modules. By duality, it is enough to prove either of those.
Since W – T1,0Z – Ω0,1Z as SLpWq-modules, we have
Configuration (super)space “ χpZ,C8pM`qq
“ ´χpDolbeaultpTZqq
“ ´χpZ, TZq
where C8pM`q is the sheaf of smooth functions with values in M`, and in the
second line we have the Dolbeault complex of the holomorphic tangent bundle
of Z. This completes the proof of (3.3.10).
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3.3.21. Below we will see how (3.3.7) reproduces an earlier result in cohomology
proven in [56] for X toric varieties and in [50] for general 3-folds. The cohomolog-
ical version of (3.3.3) is
(3.3.22) ZX,points,coh “
ÿ
ně0
p´zqn
ż
rHilbpX,nqsvir
1 ,
where rHilbpX,nqsvir is the virtual fundamental cycle [7]. It may be defined as
the cycle corresponding to the K-theory class Ovir which, as [19] prove, has the
expected dimension of support.
In general, for DT moduli spaces, the expected dimension is
vir dim “ ´pdegF,KXq ,
where F is the 1-dimensional sheaf on X. For Hilbert schemes of points this
vanishes and rHilbpX,nqsvir is an equivariant 0-cycle. For HilbpC3q this cycle is
the Euler class of the obstruction bundle.
The following result was conjectured in [56] and proven there for toric 3-folds.
The general algebraic cobordism approach of Levine and Pandharipande reduces
the case of a general 3-fold to the special case of toric varieties.
Theorem 3.3.23 ([50, 56]). We have
ZX,points,coh “Mpzq
ş
X
c3pTXbKXq ,
where
Mpzq “ S‚ zp1´ zq2 “
ź
ną0
p1´ znq´n ,
is McMahon’s generating function for 3-dimensional partitions.
The appearance of 3-dimensional partitions here is very natural — they index the
torus fixed points in HilbpC3,nq. These appear naturally in equivariant virtual
localization, which is the subject to which we turn next.
3.4. Tangent bundle and localization
3.4.1. Consider the action of the maximal torus
T “
$’’’’&’’’’%
¨˚
˚˚˚˚
˝
t1
t2
. . .
td
‹˛‹‹‹‹‚
,////.////-
Ă GLpdq
on HilbpCd, pointsq, that is, on ideals of finite codimension in the ring Crx1, . . . , xds.
Exercise 3.4.2. Prove that the fixed points set HilbpCd, pointsqT is 0-dimensional
and formed by monomial ideals, that is, ideals generated by monomials in the
variables xi. In particular, the points of HilbpCd,nqT are in natural bijection with
d-dimensional partitions π of the number n.
Andrei Okounkov 35
3.4.3. For d “ 1, 2, Hilbert schemes are smooth and our next goal is to compute
the character of the torus action on TπHilb. This will be later generalized to the
computation of the torus character of the virtual tangent space for d “ 3.
By construction or by the functorial definition of the Hilbert scheme, its Zariski
tangent space at any subscheme Z Ă X is given by
TZHilb “ HompIZ,OZq
where IZ is the sheaf of ideals of Z and OZ “ OX{IZ is its structure sheaf. Indeed,
the functorial description of Hilbert scheme says that
MapspB, HilbpXqq “
#
subschemes of BˆX
flat and proper over B
+
for any scheme B. In particular, a map from
B “ SpecCrεs{ε2
is a point of HilbpXq together with a tangent vector, and this leads to the formula
above.
Exercise 3.4.4. Check this.
Exercise 3.4.5. Let X be a smooth curve and Z Ă X a 0-dimensional subscheme.
Prove that
TZHilb “ H0pT˚XbOZq˚ .
In particular, for X “ C1 and the torus-fixed ideal I “ pxn1 q we have
Tpxn1 q
“ t1 ` ¨ ¨ ¨ ` tn1 ,
in agreement with global coordinates on HilbpC1,nq – Cn given by
I “ pfq, f “ xn ` a1 xn´1 ` ¨ ¨ ¨ ` an .
3.4.6. Now let X be a nonsingular surface and Z Ă X a 0-dimensional sub-
scheme. By construction, we have a short exact sequence
0Ñ IZ Ñ OX Ñ OZ Ñ 0
which we can apply in the first argument to get the following long exact sequence
of Ext-groups
(3.4.7) 0 // HompOZ,OZq „ // HompOX,OZq 0 // HompIZ,OZq //
// Ext1pOZ,OZq //
❳
❳
❳
❳
❳
❳
Ext1pOX,OZq // Ext1pIZ,OZq //
// Ext2pOZ,OZq //
❳
❳
❳
❳
❳
❳
Ext2pOX,OZq //
❳
❳
❳
❳
❳
❳
Ext2pIZ,OZq // 0 ,
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all vanishing and isomorphisms in which follow from
ExtipOX,OZq “ HipOZq “
#
H0pOZq “ HompOZ,OZq , i “ 0 ,
0 , i ą 0 ,
because Z is affine.
Since the support of Z is proper, we can use Serre duality, which gives
(3.4.8) Ext2pOZ,OZq “ HompOZ,OZ bKXq˚ “
“ H0pOZ bKXq˚ “ χpOZ bKXq˚ “ χpOZ,OXq ,
where
(3.4.9) χpA,Bq “
ÿ
p´1qi ExtipA,Bq .
This is an sesquilinear pairing on the equivariant K-theory of X satisfying
χpA,Bq˚ “ p´1qdimXχpB,AbKXq .
Putting (3.4.7) and (3.4.8) together, we obtain the following
Proposition 3.4.10. If X is a nonsingular surface then
TZHilbpX, pointsq “ χpOZq ` χpOZ,OXq ´ χpOZ,OZq
“ χpOXq ´ χpIZ, IZq .(3.4.11)
3.4.12. Proposition 3.4.10 lets us easily compute the characters of the tangent
spaces to the Hilbert scheme at monomial ideals. To any F P KT pC2q we can
naturally associate two T -modules: χpFq and the K-theoretic stalk of F at 0 P C2,
which we can write as χpFbO0q. They are related by
(3.4.13) χpFq “ χpFbO0qχpOC2q
where, keeping in mind that linear functions on C2 form a GLp2q-module dual to
C2 itself,
χpOC2q “ S‚
´
C2
¯˚
“ 1p1´ t´11 qp1´ t´12 q
.
The formula
(3.4.14) χpF,Gq “ χpFbO0q˚χpGbO0qχpOC2q “
χpFq˚ χpGq
χpOq˚
generalizes (3.4.13).
Let Iλ be a monomial ideal and let λ be the corresponding partition with dia-
gram
diagrampλq “
!
pi, jq
ˇˇˇ
xi1x
j
2 R Iλ
)
Ă Z2ě0 ,
see Figure 3.4.15. More traditionally, the boxes or the dots in the diagram of λ are
indexed by pairs pi, jq P Z2ą0, but this, certainly, a minor detail. In what follows,
we don’t make a distinction between a partition and its diagram.
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Figure 3.4.15. Diagram of the partition λ “ p8, 5, 4, 2, 1q.
Let V “ χpOZq denote the tautological rank n vector bundle over HilbpC2,nq
as in Section 3.2.13, and let
Vλ “ χpOZλq
“
ÿ
pi,jqPλ
t´i1 t
´j
2(3.4.16)
be the character of its stalk at Iλ. Clearly, this is nothing but the generating
function for the diagram λ. From (3.4.11) and (3.4.14) we deduce the following
Proposition 3.4.17. Let Iλ Ă Crx1, x2s be a monomial ideal and let V denote the gener-
ating function (3.4.16) for the diagram of λ. We have
(3.4.18) TIλ Hilb “ V ` V t1t2 ´ VV p1´ t1qp1´ t2q .
as a T -module, where V “ V˚ denotes the dual.
For example, take
λ “ ˝ , Iλ “ m “ px1, x2q , V “ 1
then
T˝Hilb “ 1` t1t2 ´ p1´ t1qp1´ t2q “ t1 ` t2 “ C2
in agreement with HilbpX, 1q – X.
3.4.19. Formula (3.4.18) may be given the following combinatorial polish. For a
square ˝ “ pi, jq in the diagram of λ define its arm-length and leg-length by
ap˝q “#tj 1 ą j ˇˇ pi, j 1q P λu ,
lp˝q “#ti 1 ą i ˇˇ pi 1, jq P λu ,(3.4.20)
see Figure 3.4.21.
Exercise 3.4.22. Prove that
(3.4.23) TIλ Hilb “
ÿ
˝Pλ
t
´lp˝q
1 t
ap˝q`1
2 ` t
lp˝q`1
1 t
´ap˝q
2 .
Exercise 3.4.24. Prove a generalization of (3.4.18) and (3.4.23) for the character of
χpOXq ´ χpIλ, Iµq. If in need of a hint, open [16].
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Figure 3.4.21. For the box ˝ “ p1, 1q in this diagram, we have
ap˝q “ 3 and lp˝q “ 2.
Exercise 3.4.25. Using the formulas for TIλ Hilb and equivariant localization, write
a code for the computation of the series
ZHilbpC2q “
ÿ
n,iě0
znp´mqi χpHilbpC2,nq,Ωiq
and check experimentally that is S‚ of a nice rational function of the variables
z,m, t1, t2. We will compute this function theoretically in Section 5.3.10.
3.4.26. We now advance to the discussion of the case when X is a nonsingular
threefold and Z Ă X is a 1-dimensional subscheme and IZ is its sheaf of ideals.
The sheaf IZ is clearly torsion-free, as a subsheaf of OX, and
det IZ “ OX
because the two sheaves differ in codimension ě 2.
Donaldson-Thomas theory views HilbpX, curvesq as the moduli space of torsion-
free sheaves rank 1 sheaves Iwith trivial determinant. For any such sheaf we have
I ãÑ I__ “ det I “ OX
and so I is the ideal sheaf of a subscheme Z Ă X. We have
0 “ c1pdet Iq “ c1pIq “ rZs P H4pX,Zq
and therefore dimZ “ 1. The deformation theory of sheaves gives
TvirI Hilb “ DefpIq ´ObspIq “ χpOXq ´ χpI, Iq ,
“ χpOZq ` χpOZ,OXq ´ χpOZ,OZq(3.4.27)
just like in Proposition 3.4.10.
The group Ext1pI, Iq which enters (3.4.27) parametrizes sheaves on Bˆ X flat
over B for B “ Crεs{ε2, just like in Exercise 3.4.4. It describes the deformations of
the sheaf I. The obstructions to these deformations lie in Ext2pI, Iq.
We now examine how this works for the Hilbert scheme of points in C3.
3.4.28. Let π be a 3-dimensional partition and let Iπ Ă Crx1, x2, x3s be the cor-
responding monomial ideal. The passage from (3.4.11) to (3.4.18) is exactly the
same as before, with the correction for
χpOC3q “
1
p1´ t´11 qp1´ t´12 qp1´ t´13 q
.
Andrei Okounkov 39
We obtain the following
Proposition 3.4.29. Let Iπ Ă Crx1, x2, x3s be a monomial ideal and let V denote the
generating function for π, that is, the character of OZπ . We have
(3.4.30) TvirIπ Hilb “ V ´ V t1t2t3 ´ VV
3ź
1
p1´ tiq .
as a T -module.
As an example, take
π “ ❒ , Iπ “ m “ px1, x2, x2q , V “ 1
then
Tvir❒ Hilb “ t1 ` t2 ` t3 ´ t1t2 ´ t1t3 ´ t2t3 “ C3 ´ detC3 b
´
C3
¯˚
in agreement with the identification
Mp1q “ HilbpX, 1q – X – HilbpFree3, 1q “ ĂMp1q
for the Hilbert schemes of 1 point in X “ C3 and the description of the obstruction
bundle as
Obs “ κb T˚ĂM “ κb
´
C3
¯˚
where κ “ detC3.
In general, for ĂM “ HilbpFree3,nq we have
TĂM “ pC3 ´ 1q b V bV ` V
by the construction of ĂM as the space of 3 operators and a vector in V modulo
the action of GLpVq. Therefore
Tvir “ TĂM ´ κ´1 b T˚ĂM
“ V ´ detC3 bV ´ V b V b
ÿ
p´1qiΛiC3 ,(3.4.31)
which gives a different and more direct proof of (3.4.30).
Exercise 3.4.32. . . . or, rather, a combinatorial challenge. Is there a combinatorial
formula for the character of TĂM at torus-fixed points and can one find some
systematic cancellations in the first line of (3.4.31) ?
3.4.33. Let
ι˜ : M ãÑ ĂM
be the inclusion of M “ HilbpC3, pointsq into the Hilbert scheme of a free algebra.
By our earlier discussion,
ι˜˚O
vir “ Λ‚Obs˚
and therefore we can use equivariant localization on the smooth ambient spaceĂM to compute χpM,Ovirq.
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Let π be 3-dimensional partition and Iπ P Hilb Ă ĂM the corresponding fixed
point. Since
Tvirπ “ TπĂM´ κb ´TπĂM¯˚ ,
we have
Tvirπ “
ÿ
w
´
w´ κ
w
¯
where the sum is over the weights w of TπĂM. Therefore
(3.4.34) OvirHilbpC3 ,nq “
ÿ
|π|“n
OIπ
ź 1´w{κ
1´w´1
in localized equivariant K-theory. This formula illustrates a very important notion
of virtual localization, see in particular [19, 29, 38], which we now discuss.
3.4.35. Let a torus T act on a scheme M with a T -equivariant perfect obstruction
theory. For example, M be DT moduli space for a nonsingular threefold X on
which a torus T act. Let MT Ă M be the subscheme of fixed points. We can
decompose
pDef´Obsq |MT “ Deffixed´Obsfixed
` Defmoving´Obsmoving(3.4.36)
in which the fixed part is formed by trivial T -modules and the moving part by
nontrivial ones.
Exercise 3.4.37. Check that for HilbpC3, pointsq and the maximal torus T Ă GLp3q
the fixed part of the obstruction theory vanishes.
By a result of [38], the fixed part of the obstruction theory is perfect obstruction
theory for MT and defines Ovir
MT
. The virtual localization theorem of [19], see also
[38] for a cohomological version, states that
(3.4.38) OvirM “ ι˚
´
Ovir
MT
b S‚
´
Defmoving´Obsmoving
¯˚¯
where
ι : MT ãÑ M
is the inclusion. Since, by construction, the moving part of the obstruction theory
contains only nonzero T -weights, its symmetric algebra S‚ is well defined.
Exercise 3.4.39. Let fpVq be a Schur functor of the tautological bundle V over
HilbpC3,nq, for example
fpVq “ S2V,Λ3V, . . . .
Write a localization formula for χpHilbpC3,nq,Ovirb fpVqq.
3.4.40. It remains to twist (3.4.34) by
K
1{2
vir “ det´1{2 Tvir
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to deduce a virtual localization formula for pOvir. It is convenient to define the
transformation pap. . . q, a version of the pA-genus, bypapx` yq “ papxqpapyq , papwq “ 1
w1{2 ´w´1{2
where w is a monomial, that is, a weight of T . For example
(3.4.41) pa´Tvirπ ¯ “ź
w
pκ{wq1{2 ´ pw{κq1{2
w1{2 ´w´1{2 ,
where the product is over the same weights w as in (3.4.34).
With this notation, we can state the following
Proposition 3.4.42. We have
(3.4.43) pOvirHilbpC3 ,nq “ p´1qn ÿ
|π|“n
pa´Tvirπ ¯ OIπ
in localized equivariant K-theory.
Exercise 3.4.44. Write a code to check a few first terms in z of Nekrasov’s formula
(3.3.7).
Exercise 3.4.45. Take the limit t1, t2, t3 Ñ 1 in Nekrasov’s formula for C3 and
show that it correctly reproduces the formula for ZC3,points,coh from Theorem
3.3.23.
3.5. Proof of Nekrasov’s formula
3.5.1. Our next goal is to prove Nekrasov’s formula for X “ C3. By localization,
this immediately generalizes to nonsingular toric threefolds. Later, when we
discuss relative invariants, we will see the generalization to the relative setting.
The path from there to general threefolds is the same as in [50].
Our proof of Theorem (3.3.6) will have two parts. In the first step, we prove
(3.5.2) ZC3,points “ S‚
‹
p1´ t´11 qp1´ t´12 qp1´ t´13 q
where
‹ P Z
”
t˘11 , t
˘1
2 , t
˘1
3 , pt1t2t3q1{2
ı
rrzss
is a formal power series in z, without a constant term, with coefficients in Laurent
polynomials. In the second step, we identify the series ‹ by a combinatorial
argument involving equivariant localization.
The first step is geometric and, in fact, we prove that
(3.5.3) ZC3,points “ S‚χpC3,Gq , G “
8ÿ
i“1
zi Gi , Gi P KGLp3qpC3q ,
where each Gi is constructed iteratively starting from
G1 “ ´pOvirHilbpC,1q .
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The same argument applies to many similar sheaves and moduli spaces, includ-
ing, for example, the generating function
(3.5.4)
ÿ
n
znχpHilbpC3,nq,Ovirq
in which we have zn instead of p´zqn and plain Ovir instead of the symmetrized
virtual structure sheaf. The second part of the proof, however, doesn’t work for
Ovir and I don’t know a reasonable formula for the series (3.5.4).
It is natural to prove (3.5.3) in that greater generality and this will be done in
Proposition 5.3.19 in Section 5.3.18 below. For now, we assume (3.5.3) and proceed
to the second part of the proof, that is, to the identification of the polynomial ‹ in
(3.5.2).
3.5.5. For HilbpC3,nq, the line bundles L4 and L5 in (3.2.16) are necessarily
trivial with, perhaps, a nontrivial equivariant weight. Hence the determinant
term in (3.2.16) is a trivial bundle with weight
(3.5.6) det1{2πM,˚pFb pL4 ´L5qq “
ˆ
weightpL4q
weightpL5q
˙n{2
,
which can be absorbed in the variable z. Therefore, without loss of generality, we
can assume that
L4 “ L5 “ κ´1{2 “ 1pt1t2t3q1{2
,
where ti’s are the weights of the GLp3q action on C3, in which case the term (3.5.6)
is absent.
We define
t4 “ z
κ1{2
, t5 “ 1
zκ1{2
,
so that t1, . . . , t5 may be interpreted as the weights of the action of SLp5q Ą Cˆz on
Z – C5. With this notation, what needs to be proven is
ZC3,points “ S‚ pa
¨˝
5ÿ
i“1
ti ´
ÿ
iăjď3
titj‚˛
“ S‚
ś
iăjď3pptitjq1{2 ´ ptitjq´1{2qś
iď5pt1{2i ´ t
´1{2
i q
.(3.5.7)
3.5.8.
Exercise 3.5.9. Prove that the localization weight (3.4.41) of any nonempty 3-
dimensional partition is divisible by t1t2 ´ 1. In fact, the order of vanishing of
this weight at t1t2 “ 1 is computed in Section 4.5 of [72].
By symmetry, the same is clearly true for all titj ´ 1 with i ă j ď 3. Note that
plethystic substitutions ttiu ÞÑ ttki u preserve vanishing at titj “ 1. Therefore,
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using (3.5.2), we may define
✩ P Zrt˘1{21 , t
˘1{2
2 , t
˘1{2
3 srrzss
so that
(3.5.10) ZC3,points “ S‚
˜
✩
3ź
i“1
pκ{tiq1{2 ´ pti{κq1{2
t
1{2
i ´ t
´1{2
i
¸
.
Proposition 3.5.11. We have
✩ P Zrκ˘1srrzss ,
that is, this polynomial depends only on the product t1t2t3, and not on the individual
ti’s.
Proof. A fraction of the form
pκ{wq1{2 ´ pw{κq1{2
w1{2 ´w´1{2
remains bounded and nonzero as w˘1 Ñ 8 with κ fixed. Therefore, both the
localization contributions (3.4.41) and the fraction in (3.5.10) remain bounded as
t˘1i Ñ 8 in such a way that κ remains fixed. We conclude that the Laurent
polynomial ✩ is bounded at all such infinities and this means it depends on κ
only. 
This is our first real example of rigidity.
3.5.12. The proof of Nekrasov’s formula for C3 will be complete if we show the
following
Proposition 3.5.13.
✩ “ 1
pt1{24 ´ t
´1{2
4 qpt
1{2
5 ´ t
´1{2
5 q
“ ´ zp1´ κ1{2 zqp1´ κ´1{2 zq
To compute ✩, we may let the variables ti go to infinity with κ fixed. Since
pκ{wq1{2 ´ pw{κq1{2
w1{2 ´w´1{2 Ñ
#
´κ´1{2 , wÑ8 ,
´κ1{2 , wÑ 0 ,
we conclude that pa´ÿwi ´ κÿw´1i ¯Ñ p´κ1{2qindex
where
index “ #  i ˇˇwi Ñ 0(´ #  i ˇˇwi Ñ8( .
For the computation of ✩ we are free to send ti to infinity in any way we like,
as long as their product stays fixed. As we will see, a particularly nice choice is
(3.5.14) t1, t3 Ñ 0 , |t1| ! |t3| , κ “ fixed .
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For the fraction in (3.5.10) we have
3ź
i“1
pκ{tiq1{2 ´ pti{κq1{2
t
1{2
i ´ t
´1{2
i
Ñ p´κ1{2qindexpC3q “ ´κ1{2 .
Thus Proposition 3.5.13 becomes a corollary of the following
Proposition 3.5.15. Let the variables ti go to infinity of the torus as in (3.5.14). Then
(3.5.16) ZX,points Ñ S‚ κ
1{2 z
p1´ κ1{2 zqp1´ κ´1{2 zq .
This is a special case of the computations of index vertices from Section 7 of [67]
and the special case of the limit (3.5.14) corresponds to the refined vertex of Iqbal,
Kozcaz, and Vafa in [41]. We will now show how this works in the example at
hand.
3.5.17. Recall the formula
TIπ
ĂM “ pC3 ´ 1q b V b V `V
for tangent space to ĂM at a point corresponding to a 3-dimensional partition π
with the generating function V . For a partition of size n, this is a sum of 2n2 `n
terms and, in principle, we need to compute the index of this very large torus
module to know the asymptotics of papTvirπ q as tÑ8.
A special feature of the limit (3.5.14) is that one can see a cancellation of 2n2
terms in the index, with the following result
Lemma 3.5.18. In the limit (3.5.14),
index
´
TIπ
ĂM¯ “ index´tk3 V¯ ,
for any k is such that k ą |π| but |t1| ! |t3|k.
This Lemma is proven in the Appendix to [67]. Clearly
index
´
tk3 V
¯
“
ÿ
❒“pi1,i2,i3qPπ
sgn pi2 ´ i1 ` 0q
and therefore Proposition 3.5.15 becomes the
zκ1{2 “ q0 “ q1 “ q2 “ . . .
zκ´1{2 “ q´1 “ q´2 “ . . .(3.5.19)
case of the following generalization of McMahon’s enumeration
Theorem 3.5.20 ([73, 74]).
(3.5.21)
ÿ
π
ź
❒“pi1,i2,i3qPπ
qi2´i1 “ S
‚
ÿ
aď0ďb
qaqa`1 ¨ ¨ ¨qb´1qb
With the specialization (3.5.19) the sum under S‚ in (3.5.21) become the series
expansion of the fraction in (3.5.16).
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3.5.22. We conclude with a sequence of exercises that will lead the reader through
the proof of Theorem 3.5.20. It is based on introducing a transfer matrix, a very
much tried-and-true tool in statistical mechanics and combinatorics.
A textbook example of transfer matrix arises in 2-dimensional Ising model on
a torus. The configuration space in that model are assignments of ˘1 spins to
sites x of a rectangular grid, that is, functions
σ : t1, . . . ,Muˆ t1, . . . ,Nu Ñ t˘1u
Each is weighted with
Probpσq9Wpσq “ expp´βEpσqq ,
where β is the inverse temperature and the energy E is defined by
Epσq “ ´
ÿ
nearest neighbors x and x1
σpxqσpx 1q ,
with periodic boundary conditions.
Now introduce a vector space
V – pC2qN
with a basis formed by all possible spin configurations ~σ in one column of our
grid. Define a diagonal matrix Wv and a dense matrix Wh by
Wv
~σ,~σ “ exp
¨˚
˚˝´β ÿ
vertical neighbors
in column ~σ
σpxqσpx 1q‹˛‹‚(3.5.23)
W
h
~σ1,~σ2 “ exp
¨˚
˚˝´β ÿ
horizontal neighbors
in columns ~σ1 and ~σ2
σ1pxqσ2px 1q
‹˛‹‚ ,(3.5.24)
see Figure 3.5.26.
Exercise 3.5.25. Prove that ÿ
tσu
Wpσq “ tr pWvWhqM
where the summation is over all 2MN spin configurations tσu.
The matrixWvWh is an example of a transfer matrix. Onsager’s great discovery
was the diagonalization of this matrix. Essentially, he has shown that the transfer
matrix is in the image of a certain matrix g P Op2Nq in the spinor representation
of this group.
3.5.27. Now in place of the spinor representation of Op2Nq we will have the
action of the Heisenberg algebra pglp1q on
V “ Fock space “ symmetric functions “
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Figure 3.5.26. The transfer matrix WvWh of the Ising model cap-
tures the interactions of the spins in two adjacent columns along
the highlighted edges. Iterations of the transfer matrix cover all
spins and all edges.
“ polynomial representations of GLp8q .
This space has an orthonormal basis tsλu of Schur functions, that is, the characters
of the Schur functors SλC8 of the defining representation of GLp8q. It is indexed
by 2-dimensional partitions λwhich will arise as slices of 3-dimensional partitions
π by planes i2 ´ i1 “ const.
The diagonal operator Wv will be replaced by the operator
q| ¨ | sλ “ q|λ|sλ .
In place of the nondiagonal operator Wh, we will use the operators
Γ´pzq “
˜ÿ
kě0
zk SkC8
¸
b
and its transpose Γ`. The character of SkC8 is the Schur function sk. It is well
known that
Γ´pzq sλ “
ÿ
µ
z|µ|´|λ| sµ
where the summation is over all partitions µ such that µ and λ interlace, which
means that
µ1 ě λ1 ě µ2 ě λ2 ě . . . .
Exercise 3.5.28. Prove thatÿ
π
ź
❒“pi1,i2,i3qPπ
qi2´i1 “
“
´
¨ ¨ ¨ Γ`p1qq| ¨ |´1 Γ`p1qq
| ¨ |
0 Γ´p1qq
| ¨ |
1 Γ´p1qq
| ¨ |
2 ¨ ¨ ¨ s∅, s∅
¯
.
Exercise 3.5.29. Prove that q| ¨ | Γ´pzq “ Γ´pqzqq| ¨ | and that
Γ`pzq Γ´pwq “ 11´ zwΓ´pwq Γ`pzq
if |zw| ă 1. Deduce Theorem 3.5.20.
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3.5.30. Ultimately, the idea of transfer matrix rests on certain fundamental prin-
ciples of mathematical physics which may be applied both in the discrete and
continuous situations.
The first such principle is gluing local field theories, which in the discrete situ-
ation means the following. Suppose we want to compute a partition function of
the form
Z “
ÿ
φPΦΩ
e´Epφq
where Ω is a graph, ΦΩ is the space of functions
φ : ΩÑ Φ
and
Epφq “
ÿ
x,yPΩ
V2px,y,φpxq,φpyqq `
ÿ
xPΩ
V1px,φpxqq .
For example, for the Ising model we have Φ “ t˘1u,
V2px,y,φpxq,φpyqq “
#
´βφpxqφpyq , x and y are neighbors ,
0 otherwise ,
and V1 “ 0 if there is no external magnetic field.
Suppose the pair potential V2 has finite range, that is, suppose there exists a
constant R such that
distancepx,yq ą Rñ V2px,y, . . . q “ 0 .
For example, for the Ising model R “ 1. Suppose
Ω “ Ω1 \ B\Ω2
where the boundary region B disconnects Ω1 from Ω2 in the sense that
distancepΩ1,Ω2q ą R
as in Figure 3.5.33. Then
(3.5.31) Z “
ÿ
φBPΦB
e´EpφBq ZpΩ1
ˇˇ
φBqZpΩ2
ˇˇ
φBq ,
where the partition functions ZpΩ1
ˇˇ
φBq with boundary conditions imposed on B
are defined by
ZpΩi
ˇˇ
φBq “
ÿ
φΩi
PΦΩi
e´EpφΩi q´EpφΩi
ˇˇ
φBq
with
EpφΩi
ˇˇ
φBq “
ÿ
xPΩi ,yPB
V2px,y,φpxq,φpyqq .
Effectively, fixing the boundary conditions on B modifies the 1-particle potential
V1 in an tube of radius R around B.
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If V1 and V2 are real, then clearly (3.5.31) may be written as
Z “
´
ZpΩ1
ˇˇ ¨ q,ZpΩ2 ˇˇ ¨ q¯
L2pΦB ,e´EpφBqq
.
In any event, it may be more prudent to interpret (3.5.31) as a pairing between a
pair of dual vector spaces, as in the continuous limit the two partition functions
paired in (3.5.31) may turn out to be objects of rather different nature. In this
very abstract form, gluing says that if B disconnects Ω, then partition functions
ZpΩ1
ˇˇ ¨ q give a pair of vectors in dual vector spaces so that
(3.5.32) Z “ @ZpΩ1 ˇˇ ¨ q,ZpΩ2 ˇˇ ¨ qD .
This is probably very familiar to most readers from TQFT context, but is not
restricted to topological theories.
Figure 3.5.33. If the domain Ω is glued from two pieces then the
partition function is a pairing of a vector and a covector.
The second principle on which transfer matrices rest is that if B itself is discon-
nected
B “ B1 \ B2 , distancepB1,B2q ą R ,
then
L2pΦBq “ L2pΦB1q b L2pΦB2q ,
as inner product spaces. Again, in continuous limit, it may be better to talk
about operators from one functional space to another — the transfer matrix, or
the evolution operator. Multiplying such operators, we can build larger domains
from small pieces (e.g. a long cylinder from a short one) like we did in the two
examples above.
Figure 3.5.34. If the boundary has two components then the par-
tition function is an operator.
A larger supply of operators may be obtained by modifying the partition func-
tion ZpΩ
ˇˇ
B1 Y B2q by, for example, inserting a local observable.
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3.5.35. The purpose of this abstract discussion of transfer matrices is that our
goals in these notes may be directly compared to understanding the transfer ma-
trix of the Ising model or 3-dimensional partitions in terms of representation
theory of a certain algebra.
For a mathematical physicist, the study of quasimaps to Nakajima varieties
appears as a low energy limit in the study of supersymmetric gauge theories. A
gauge theory is specified by a choice of a gauge group G and a representation in
which the matter fields of theory transform. If the choices are made like in the
next section, then a Nakajima variety X appears as the one of the components (the
Higgs branch) of the moduli spaces of vacua. In the low energy limit (also known
as the thermodynamic, or infrared limit), the state of the system is described as
a modulated vacuum state, or as a map from the spacetime to the moduli spaces
of vacua.
K-theory of quasimaps f : C 99K X, where C is a Riemann surface, is relevant
for the study of 3-dimensional supersymmetric gauge theories on manifold of the
form Cˆ S1. General ideas about cutting and gluing apply to the surface C. In
particular, KpXq will be the vector space associated to a puncture in C and various
vectors and operators in this space that will occupy us below may be interpreted
as partition functions with given boundary conditions. The eventual goal will
be to understand these operators in terms of representation theory of a certain
quantum loop algebra Uh¯pgˆq acting on KpXq, see Sections 9, 10, and [75].
This quantum loop algebra action extends the actions constructed by Naka-
jima [64]. Nekrasov and Shatashvili [68, 69] were the first to realize this connec-
tion between supersymmetric gauge theories, quantum integrable systems, and
Nakajima theory.
4. Nakajima varieties
4.1. Algebraic symplectic reduction
4.1.1. Symplectic reduction was invented in classical mechanics [2] to deal with
the following situation. LetM be the configuration space of a mechanical system
and T˚M — the corresponding phase space. A function H, called Hamiltonian,
generates dynamics by
d
dt
f “ tH, fu
where f is an arbitrary function on T˚M and t ¨ , ¨ u is the Poisson bracket. If
this dynamics commutes with a Hamiltonian action of a Lie group G, it descends
to a certain reduced phase space T˚M{{G. The reduced space could be a more
complicated variety but of smaller dimension, namely
dim T˚M{{G “ 2 dimM´ 2 dimG .
4.1.2. In the algebraic context, let a reductive group G act on a smooth algebraic
variety M. The induced action on T˚M, which is a algebraic symplectic variety,
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is Hamiltonian: the function
(4.1.3) µξpp,qq “ xp, ξ ¨ qy , q PM ,p P T˚qM ,
generates the vector field ξ P LiepGq. This gives a map
µ : T˚MÑ LiepGq˚ ,
known as the momentmap, because in its mechanical origins G typically included
translational or rotational symmetry.
4.1.4. We can form the algebraic symplectic reduction
(4.1.5) X “ T˚M{{G “ µ´1p0q{G “ µ´1p0qsemistable{G ,
where a certain choice of stability is understood.
4.1.6. The zero section M Ă T˚M is automatically inside µ´1p0q and
T˚pMfree{Gq Ă X
is an open, but possibly empty, subset. Here Mfree Ă M is the set of semistable
points with trivial stabilizer. Thus algebraic symplectic reduction is an improved
version of the cotangent bundle to a G-quotient.
4.1.7. The Poisson bracket on T˚M induces a Poisson bracket on X, which is
symplectic on the open set of points with trivial stabilizer. In general, however,
there will be other, singular, points in X.
Finite stabilizers are particularly hard to avoid. Algebraic symplectic reduction
is a source of great many Poisson orbifolds, but it very rarely outputs an algebraic
symplectic variety.
4.2. Nakajima quiver varieties [35, 62, 63]
4.2.1. Nakajima varieties are a remarkable class of symplectic reductions for
which finite stabilizers can be avoided. For them,
G “
ź
GLpViq
andM is a linear representation of the form
(4.2.2) M “
à
i,j
HompVi,Vjq bQij ‘
à
i
HompWi,Viq .
Here Qij and Wi are multiplicity spaces, so that
(4.2.3)
ź
GLpQijq ˆ
ź
GLpWiq ˆCˆh¯ Ñ AutpXq ,
where the Cˆh¯ -factor scales the cotangent directions with weight h¯
´1, and hence
scales the symplectic form on X with weight h¯.
4.2.4. In English, the only representations allowed inM are
— the defining representations Vi of the GLpViq-factors,
— the adjoint representations of the same factors,
— representations of the form HompVi,Vjq with i ‰ j.
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Latter are customary called bifundamental representations in gauge theory con-
text. Note that T˚Mwill also include the duals V˚i of the defining representations.
What is special about these representation is that the stabilizer Gy of any point
y P T˚M is the set of invertible elements in a certain associative algebra
Ey Ă
à
EndpViq
over the base field C, and hence cannot be a nontrivial finite group.
4.2.5. The data of the representation (4.2.2) is conveniently encoded by a graph,
also called a quiver, in which we join the ith vertex with the jth vertex by dimQij
arrows. After passing to T˚M, the orientation of these arrows doesn’t matter
because
HompVi,Vjq˚ “ HompVj,Viq .
Therefore, it is convenient to assume that only one of the spaces Qij and Qji is
nonzero for i ‰ j.
To the vertices of the quiver, one associates two dimension vectors
v “ pdimViq , w “ pdimWiq P ZIě0 ,
where I “ tiu is the set of vertices.
4.2.6. The quotient in (4.1.3) is a GIT quotient and choice of stability condition
is a choice of a character of G, that is, a choice of vector θ “ ZI, up to positive pro-
portionality. For θ away from certain hyperplanes, there are no strictly semistable
points and Nakajima varieties are holomorphic symplectic varieties.
Exercise 4.2.7. Let Q be a quiver with one vertex and no arrows. Show that, for
either choice of the stability condition, the corresponding Nakajima varieties are
the cotangent bundles of Grassmannians.
Exercise 4.2.8. LetQ be a quiver with one vertex and one loop. For w “ 1, identify
the Nakajima varieties with HilbpC2,nq where n “ v.
4.3. Quasimaps to Nakajima varieties
4.3.1. The general notion of a quasimap to a GIT quotient is discussed in de-
tail in [20], here we specialize it to the case of Nakajima varieties X. Twisted
quasimaps, which will play an important technical role below, are a slight varia-
tion on the theme.
Let T be the maximal torus of the group (4.2.3) and A “ Ker h¯ the subtorus
preserving the symplectic form. Let
(4.3.2) σ : Cˆ Ñ A
be a cocharacter of A, it will determine how the quasimap to X is twisted. In
principle, nothing prevents one from similarly twisting by a cocharacter of T, but
this will not be done in what follows.
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4.3.3. Let C – P1 denote the domain of the quasimap. Since A acts on multi-
plicity spacesWi and Qij, a choice of σ determines bundles Wi and Qij over C as
bundles associated to Op1q. To fix equivariant structure we need to linearize Op1q
and the natural choice is Opp1q, where p1 P C is a fixed point of the torus action.
4.3.4. By definition, a twisted quasimap
f : C 99K X
is a collection of vector bundles Vi on C of ranks v and a section
f P H0pC,M‘M˚ b h¯´1q
satisfying µ “ 0, where
(4.3.5) M “
à
i,j
HompVi,Vjq bQij ‘
à
i
HompWi,Viq .
Here h¯´1 is a trivial line bundle with weight h¯´1, inserted to record the T-
action on quasimaps (in general, the centralizer of σ in AutpXq acts on twisted
quasimaps). One can replace h¯´1 by an arbitrary line bundle and that will corre-
spond to T-twisted quasimaps.
4.3.6. Let p P C be a point in the domain of f and fix a local trivialization of Qij
and Wi at p.
The value fppq of a quasimap at a point p P C gives a well-defined G-orbit in
µ´1p0q P T˚M or, in a more precise language, it defines a map
(4.3.7) evppfq “ fppq P
“
µ´1p0q{G‰ Ą X
to the quotient stack, which contains X “ µ´1p0qstable{G as an open set. By
definition, a quasimap is stable if
fppq P X
for all but finitely many points of C. These exceptional points are called the
singularities of the quasimap.
4.3.8. We consider twisted quasimaps up to isomorphism that is required to be
an identity on C and on the multiplicity bundles Qij and Wi. In other words, we
consider quasimaps from parametrized domains, and twisted in a fixed way. We
define
(4.3.9) QMpXq “ tstable twisted quasimaps to XuL –
with the understanding that it is the data of the bundles Vi and of the section f
that varies in these moduli spaces, while the curve C and the twisting bundles
Qij and Wi are fixed
4.
4 More precisely, for relative quasimaps, to be discussed below, the curve C is allowed to change to
C 1, where
π : C 1 Ñ C
collapses some chains of P1s. The bundles Qij and Wi are then pulled back by π.
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As defined, QMpXq is a union of countably many moduli spaces of quasimaps
of given degree, see below.
4.3.10. The degree of a quasimap is the vector
(4.3.11) deg f “ pdegViq P ZI .
For nonsingular quasimaps, this agrees with the usual notion of degree modulo
the expected generation of H2pX,Zq by first Chern classes of the tautological
bundles.
The graph of a nonsingular twisted quasimap is a curve in a nontrivial X bun-
dle over C, the cycles of effective curves in which lie in an extension of H2pC,Zq
by H2pX,Zq. Formula (4.3.11) is a particular way to split this extension5.
4.3.12. Every fixed point x P Xσ defines a “constant” twisted quasimap with
fpcq “ x for all c P C. The degree of this constant map, which is nontrivial, is
computed as follows.
A fixed point of a P A in a quiver variety means a acts in the vector spaces Vi
so that all arrow maps are a-equivariant. This gives the i-tautological line bundle
(4.3.13) Li “ detVi
an action of a, producing a locally constant map
(4.3.14) µ : XA Ñ PicpXq_ bA_ ,
compatible with restriction to subgroups of A. We have
(4.3.15) deg
`
f ” x˘ “ xµpxq,—b σy
where we used the pairing of characters with cocharacters.
The map (4.3.14) can be seen as the universal real moment map: the moment
maps for different Kähler forms
ωR P H1,1pXq “ PicpXq bZ R
map fixed points to different points of
LiepAcompactq_ – A_ bZ R .
4.3.16. Moduli spaces of stable quasimaps have a perfect obstruction theory
with
(4.3.17) Tvir “ H‚pM‘ h¯´1M˚q ´ p1` h¯´1q
ÿ
Ext‚pVi,Viq .
The second term accounts for the moment map equations as well as for
´HompVi,Viq “ ´LieAutpViq
Ext1pVi,Viq “ deformations of Vi .
5 There is no truly canonical notion of a degree zero twisted quasimap and the prescription (4.3.11)
depends on previously made choices. Concretely, if σ and σ 1 differ by something in the kernel
of (4.2.3) then the corresponding twisted quasimap moduli spaces are naturally isomorphic. This
isomorphism, however, may not preserve degree.
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With our assumptions on the twist, the degree terms vanish in the Riemann-Roch
formula, and we get
rk Tvir “ dimX ,
as the virtual dimension.
4.3.18. In general, [20] consider quasimaps to quotients X “ Y{G where Y is an
affine algebraic variety with an action of a reductive group G such that
∅ ‰ YG-stable “ YG-semistable Ă Ynonsingular .
Deformation theory of a quasimap f : C 99K X may be studied by
— first, deforming the quasimap in affine charts of C, and then
— patching these deformations together.
Global deformations and obstructions arise in the second step as cohomology of a
certain complex constructed in first step. For the obstruction theory of quasimaps
to be perfect, it is thus crucial that the local deformation theory is perfect, and
this is achieved by requiring that Y is a local complete intersection. Further, to insure
that H1pC, local obstructionsq “ 0, we need
dim supp local obstructions “ 0
and this follows from stability of f, by which the generic point of C is mapped to
the smooth orbifold YG-stable{G.
4.3.19. Let C be a smooth curve of arbitrary genus and
(4.3.20) Y “
L1 ‘L2
Ó
C
,
the total space of two line bundles over C. We can use L1 and L2 to define
T-twisted quasimaps from C to HilbpC2,nq as follows. By definition
f : C 99K HilbpC2,nq
is a vector bundle V on C of rank n together with a section
f “ pv, v_,X1,X2q
of the bundles
v P H0pVq ,
v_ P H0pL´11 bL´12 bV_q ,
Xi P H0pEndpVq bL´1i q ,
satisfying the equation
rX1,X2s ` v v_ “ 0
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of the Hilbert scheme and the stability condition. The stability condition forces
rX1,X2s “ 0 ,
as in Exercise 4.2.8.
Exercise 4.3.21. Show this data defines a coherent sheaf F on the threefold Y,
together with a section
s : OY Ñ F .
Exercise 4.3.22. Show the quasimap data is in bijection with complexes
OY
s
−−−−Ñ F ,
of sheaves on Y such that:
— the sheaf F is 1-dimensional and pure, that is, has no 0-dimensional sub-
sheaves, and
— the cokernel of the section s is 0-dimensional.
By definition, such complexes are parametrized by the Pandharipande-Thomas
(PT) moduli spaces for Y.
Exercise 4.3.23. Compute the virtual dimension of the quasimap/PT moduli
spaces.
5. Symmetric powers
5.1. PT theory for smooth curves
5.1.1. Let X be a nonsingular threefold. By definition, a point in the Pandharipande-
Thomas moduli space is a pure 1-dimensional sheaf with a section
(5.1.2) OX
s
−Ñ F
such that dimCoker s “ 0. Here pure means that F has no 0-dimensional sub-
sheaves.
Exercise 5.1.3. Consider the the structure sheaf
OC “ OX{AnnpFq
of the scheme-theoretic support of F. Show it is also pure 1-dimensional.
Another way of saying the conclusion of Exercise 5.1.3 is that C is a 1-dimensional
Cohen-Macaulay subscheme of X, a scheme that for any point c P C has a function
that vanishes at c but is not a zero divisor.
5.1.4. In this section, we consider the simplest case when C is a reduced smooth
curve in X. This forces (5.1.2) to have the form
OX Ñ OC Ñ OCpDq “ F
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where D Ă C is a divisor, or equivalently, a zero-dimensional subscheme, and the
maps are the canonical ones. The moduli space, for fixed C, is thus
(5.1.5) M “
ğ
ně0
SnC “
ğ
ně0
HilbpC,nq .
The full PT moduli space also has directions that correspond to deforming the
curve C inside X, with deformation theory given by
DefpCq ´ObspCq “ H‚pC,NX{Cq ,
where NX{C is the normal bundle to C in X.
Here we fix C and focus on (5.1.5). Our goal is to relate
ZC “ χpM, pOvirq
to deformations of the curve C in the 4th and 5th directions in (1.3.3), that is, to
H
‚pC, zL4 ‘ z´1L5q.
5.1.6. Remarkably, we will see that all 4 directions of
(5.1.7) NZ{C “ NX{C ‘ zL4 ‘ z´1L5
enter the full PT computation completely symmetrically.
This finds a natural explanation in the conjectural correspondence [67] between
K-theoretic DT counts and K-theoretic counting of membranes in M-theory. From
the perspective of M-theory, the curve C Ă Z is a supersymmetric membrane and
its bosonic degrees of freedom are simply motions in the transverse directions.
All directions of NZ{C contribute equally to those.
While Theorem 5.1.16 below is a very basic check of the conjectures made in
[67], it does count as a nontrivial evidence in their favor.
5.1.8. As already discussed in Exercise 3.4.5, the moduli space M is smooth
with the cotangent bundle
Ω1M “ H0pOD bKCq .
Pandharipande-Thomas moduli spaces have a perfect obstruction theory which
is essentially the same as the deformation theory from Section 3.4.26, that is, the
deformation theory of complexes
OX ։ F
with a surjective map to F – OZ. In particular,
(5.1.9) Def´Obs “ χpFq ` χpF,OXq ´ χpF,Fq .
Exercise 5.1.10. Prove that the part of the obstruction in (5.1.9) that corresponds
to keeping the curve C fixed is given by
ObsM “ H0pC,OD b detNX{Cq(5.1.11)
“ H0pC,OD bKC L´14 L´15 q
and, in particular, is the cotangent bundle of M if KX – OX.
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Since M is smooth and the obstruction bundle has constant rank, we conclude
O
vir
M “ Λ‚Obs_ .
Define the integers
hi “ dimH‚pC,Liq “ degLi ` 1´ gpCq ,
as the numbers from the Riemann-Roch theorem for Li.
Lemma 5.1.12. We have
(5.1.13) pOvir ˇˇˇ
SnC
“ p´1qh4z
h4`h5
2 `n
`
detH‚pC,L4 ´L5q
˘1{2bΛ‚Obs bLbn4 .
where Lbn4 is an Spnq-invariant line bundle on Cn which descends to a line bundle on
SnC.
Proof. We start the discussion ofpOvir “ prefactor Ovir b `Kvir b detH‚pOCpDq b pL4 ´L5qq˘1{2
with the prefactor. Since
dimχpFq “ 1´ gpCq ` degD
formula (3.2.17) specializes to
(5.1.14) prefactor “ p´1qh4`nz
h4`h5
2 `n .
Since rkObs “ n, we have
O
vir “ p´1qnΛ‚ObsbpdetObsq´1 .
This proves (5.1.13) modulo
L
bn
4
?“ detH‚ pC,OD b Gq1{2
where
G “ KC ´KC L´14 L´15 `L4 ´L5 .
We observe 6 that for any two line bundles B1,B2 on C
detH‚ pC,OD b pB1 ´B2qq “ pB1{B2qbn ,
whence the conclusion. 
5.1.15. In these notes, we focus on equivariant K-theory, that is, we compute
equivariant Euler characteristics of coherent sheaves. This can be already quite
challenging, but still much, much easier than computing individual cohomology
groups of the same sheaves.
Our next result is a rare exception to this rule. Here we get the individual
cohomology groups of pOvir on SnC as symmetric powers of H‚pC, . . . q. When
computing S‚H‚, one should keep in mind the sign rule — a product of two
6It suffices to check this for B1 “ B2ppq where p P C. In this case pB1{B2qbn is the line bundles
corresponding to the divisor tD Q pu Ă SnC.
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odd cohomology classes picks up a sign when transposed. More generally, in a
symmetric power of a complex
C‚ “ . . . d−−Ñ Ci d−−Ñ Ci`1 d−−Ñ . . .
the odd terms are antisymmetric with respect to permutations.
The virtual structure sheaf Ovir is defined on the level of derived category of
coherent sheaves as the complex (3.2.3) itself. Lemma 5.1.12 shows that up to a
shift and tensoring with a certain 1-dimensional vector space, the symmetrized
virtual structure sheaf pOvir is represented by the complex
O‚n “ Λ‚Obs bLbn4
“ Lbn4
0
−Ñ Lbn4 bObs
0
−Ñ Lbn4 bΛ2Obs
0
−Ñ . . .
with zero differential. The differential is zero because our moduli space is cut out
by the zero section of the obstruction bundle over SnC.
In particular,
O‚1 “ L4 0−Ñ KC bL´15 ,
and hence by Serre duality
HipO‚1q “
$’’’’’&’’’’’%
H0pL4q , i “ 0 ,
H1pL4q ‘H1pL5q_ , i “ 1 ,
H0pL5q_ , i “ 2 ,
0 , otherwise .
In other words
H
‚pO‚1q “ H‚pL4q ‘H‚pL5q_r´2s
where
Crksi “ Ck`i
denotes the shift of a complex C‚ by k steps to the left.
Theorem 5.1.16.
(5.1.17)
ÿ
n
znH
‚pO‚nq “ S‚zH‚pO‚1q .
It would be naturally very interesting to know to what extent our other formulas
can be upgraded to the level of the derived category of coherent sheaves.
5.1.18. Recall the definition of the symmetrized symmetric algebra from Section
2.1.21 . Working again in K-theory, we have
p´1qh4z
h4
2
`
detH‚pL4q
˘1{2
S
‚
zH
‚pC,L4q “ pS‚H‚pC, zL4q_ .
With this notation, Theorem 5.1.16 gives the following
Corollary 5.1.19.
(5.1.20) χpM, pOvirq “ pS‚H‚pC, zL4 ‘ z´1L5q_ .
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Since deformations of the curve C inside X contribute pS‚H‚pC,NX{Cq_, we see
that, indeed, all directions (5.1.7) normal to C in Z contribute equally to the K-
theoretic PT count.
5.1.21. As an example, let us take C “ C1 and work equivariantly. We have
SnC – Cn, so there is no higher cohomology anywhere.
Exercise 5.1.22. Show Theorem 5.1.16 for C “ C1 is equivalent to the following
identity, known as the q-binomial theorem
(5.1.23)
ÿ
ně0
zn
nź
i“1
1´mti
1´ ti “ S
‚
z
1´mt
1´ t “
8ź
k“0
1´ zm tk`1
1´ z tk .
Exercise 5.1.24. Prove (5.1.23) by proving a 1st order difference equation with
respect to z ÞÑ tz for both sides. This is a baby version of some quite a bit more
involved difference equations to come.
5.2. Proof of Theorem 5.1.16
5.2.1. As a warm-up, let us start with the case
L4 “ L5 “ O,
in which case the theorem reduces to a classical formula, going back to Macdon-
ald, for H‚pΩ‚SnCq and, in particular, for Hodge numbers of SnC. It says that
(5.2.2)
ÿ
n
znH
‚ `
SnC,Ω‚SnC
˘ “ S‚zH‚pC,Ω‚Cq ,
and this equality is canonical, in particular gives an isomorphism of orbifold
vector bundles over moduli of C.
Here Ω‚ is not the de Rham complex, but rather the complex
Ω
‚“ O 0−Ñ Ω1 0−Ñ Ω2 0−Ñ . . .
with zero differential, as above.
5.2.3. Let M be a manifold of some dimension and consider the orbifold
eM “
ğ
ně0
SnM .
It has a natural sheaf of orbifold differential formsΩ‚orb, which are the differential
forms on Mn invariant under the action of Spnq.
By definition, this means that
(5.2.4) Ω‚orb “ π˚,orb
`
Ω
‚˘ bn
where
π :Mn Ñ SnM
is the natural projection and π˚,orb is the usual direct image of an Spnq-equivariant
coherent sheaf followed by taking the Spnq-invariants. Since the map π is finite,
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there are no higher direct images and from the triangle
Mn
π //
p ##❋
❋❋
❋❋
❋❋
❋❋
SnM
{{✈✈
✈✈
✈✈
✈✈
✈
point
we conclude that
H
‚pSnM,Ω‚orbq “ p˚,orb
`
Ω
‚˘ bn “ SnH‚pM,Ω‚q .
If dimM “ 1 then Ω‚orb “ Ω‚SnM and we obtain (5.2.2).
5.2.5. Now let E be an arbitrary line bundle on a curve C and define rank n
vector bundles En on SnC by
En “ H‚pOD b Eq .
This is precisely our obstruction bundle, with the substitution
E “ KC L´14 L´15 .
As before, we form a complex Λ‚En with zero differential and claim that
(5.2.6) Λ‚En “ π˚,orb
`
Λ
‚
E1
˘bn ,
in similarity to (5.2.4). In fact, locally on C there is no difference between E and
KC, so these are really the same statements. See for example [24,85] for places in
the literature where a much more powerful calculus of this kind is explained and
used.
By the projection formula
H
‚`
SnC,Λ‚En bLbn4
˘ “ H‚´Cn, `Λ‚E1˘bn bLbn4 ¯Spnq
“ SnH‚pC,O‚1q ,
as was to be shown.
5.3. Hilbert schemes of surfaces and threefolds
5.3.1. Now let Y be a nonsingular surface. In this case SnY is singular and
πHilb : HilbpY,nq Ñ SnY
is a resolution of singularities. The sheaves πHilb,˚Ω
‚andΩ‚orb on Y are not equal,
but they share one important property known as factorization. It is a very impor-
tant property, much discussed in the literature, with slightly different definitions
in different contexts, see for example [9, 34]. Here we will need only a very weak
version of factorization, which may be described as follows.
A point in SnY is an unordered n-tuple ty1, . . . ,ynu of points from Y. Imagine
we partition the points tyiu into groups and let mk be the number of groups of
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size k. In other words, consider the natural mapź
k
SmkSkY
f
−−−−Ñ SnY , n “
ÿ
mkk .
Let U be the open set of in the domain of f formed by
yi ‰ yj
for all yi and yj which belong to different groups.
Fix a sheaf, of a K-theory class Fn on each SnY. A factorization of this family
of sheaves is a collection of isomorphisms
(5.3.2) Fn
ˇˇ
U
–ò SmkFk
for all U as above. Here SmkFk is the orbifold pushforward of pFkqbmk and the
isomorphisms (5.3.2) must be compatible with subdivision into smaller groups.
For example, Ω‚orb has a factorization by construction and it is easy to see
πHilb,˚Ω
‚ similarly factors.
5.3.3. The following lemma is a geometric version of the well-known combina-
torial principle of inclusion-exclusion.
Lemma 5.3.4. For any scheme Y and any factorizable sequence Fn P KGpSnYq there
exists
(5.3.5) G “ zG1 ` z2 G2 ` ¨ ¨ ¨ P KGpYqrrzss
such that
(5.3.6) 1`
ÿ
ną0
zn χpFnq “ S‚χpGq .
Concretely, formula (5.3.6) means that
(5.3.7) χpFnq “
ÿ
ř
kmk“n
â
SmkχpGkq ,
where the summations here over all solutions pm1,m2, . . . q of the equation
ř
kmk “
n or, equivalently, over all partitions
µ “ p. . . 3m3 2m2 1m1q
of the number n. For example
χpF2q “ S2χpG1q ` χpG2q ,
χpF3q “ S3χpG1q ` χpG2qχpG1q ` χpG3q .
5.3.8.
Proof of Lemma 5.3.4. The sheaves Gi in (5.3.5) are constructed inductively, starting
with
G1 “ F1 .
62 K-theoretic computations in enumerative geometry
and using the exact sequence (2.2.17). Consider X “ S2Y and let
Y – X 1 Ă X
be the diagonal. Factorization gives
F2
ˇˇ
U
– S2G1 , U “ XzX 1 ,
and so from (2.2.17) we obtain
G2 “ F2 ´ S2G1 P KpX 1q “ KpYq
which solves (5.3.5) modulo Opz3q.
Now take X “ S3Y and let X 1 “ ppY2q where
ppy1,y2q “ 2y1 ` y2 P X .
Consider
F
1
3 “ F3 ´ S3G1 P KpX 1q ,
and denote
X2 “ ty1 “ y2 “ y3u “ ppdiagonalY2q – Y .
By compatibility of factorization with respect to further refinements
F 13
ˇˇ
X 1zX2 “ p˚pG2 b G1q .
Using the exact sequence (2.2.17) again, we construct
G3 “ F23 “ F 13 ´ p˚pG2 b G1q P KpYq
which solves (5.3.5) modulo Opz4q.
For general n, we consider closed subvarieties
SnY “ Xn Ą Xn´1 Ą ¨ ¨ ¨ Ą X1 “ Y
where Xk is the locus of n-tuples ty1, . . . ,ynu among which at most k are distinct.
In formula (5.3.7), Xk will correspond to partitions µ with
ℓpµq “ lengthpµq “
ÿ
mi “ k .
We construct
F
1
n P KpXn´1q , F2n P KpXn´2q , . . .
inductively, starting with Fn on Xn. For each k ă n´ 1, the set
Un´k “ Xn´kzXn´k´1
is a union of sets to which factorization applies, and this gives
(5.3.9) Fpkq
ˇˇˇ
Xn´kzXn´k´1
“
ÿ
ℓpµq“n´k
pµ,˚
`ò
SmkGk
˘ ˇˇˇ
Xn´kzXn´k´1
where
pµpy1,y2, . . . ,yℓq “
ÿ
µi yi P SnY .
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We let Fpk`1q be the difference between two sheaves in (5.3.9), which is thus a
sheaf supported on Xn´k´1. Once we get to X1 – Y, this gives
Gn “ Fpn´1qn .

5.3.10. Now we go back to Y being a nonsingular suface. Recall that the Hilbert
scheme of points in Y is nonsingular and that Proposition 3.4.10 expresses its
tangent bundle in terms of the universal ideal sheaf.
For symmetric powers of the curves in Section 5.1, the obstruction bundle was
a certain twisted version of the cotangent bundle. One can similarly twist the
tangent bundle of the Hilbert scheme of a surface, namely we define
THilb,L “ χpLq ´ χpIZ, IZ bLq .(5.3.11)
for a line bundle L on Y. Let Ω‚Hilb,L be the exterior algebra of the dual vector
bundle. It is clear that its pushforward to SnY factors just like the pushforward
of Ω‚Hilb and therefore
(5.3.12)
ÿ
n
znχpHilbpY,nq,Ω‚Lq “ S‚χpY,Gq
for a certain G as in (5.3.5). The analog of Nekrasov’s formula in this case is the
following
Theorem 5.3.13.
(5.3.14)
ÿ
n
znχpHilbpY,nq,Ω‚Lq “ S‚χ
ˆ
Y,Ω‚L
z
1´ zL´1
˙
.
See [15] for how to place this formula in a much more general mathematical and
physical context. As with Nekrasov’s formula, it is in fact enough to prove (5.3.14)
for a toric surface, and hence for Y “ C2, in which case it becomes a corollary of
the main result of [15].
Here we discuss an alternative approach, based on (5.3.12), which we format
as a sequence of exercises.
Exercise 5.3.15. Check that for Y “ C2, the LHS in (5.3.14) becomes the function
ZHilbpC2q “
ÿ
n,iě0
znp´mqi χpHilbpC2,nq,Ωiq
investigated in Exercise 3.4.25, where L´1 is a trivial bundle with weight m.
Exercise 5.3.16. Arguing as in Section 3.5.8, prove that
ZHilbpC2q “ S‚
˜
✩
p1´mt´11 qp1´mt´12 q
p1´ t´11 qp1´ t´12 q
¸
for a certain series
✩ P Zrmsrrzss .
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Exercise 5.3.17. Arguing as in Section 3.5.12, prove that
✩ “ z
1´mz .
What is the best limit to consider for the parameters t1 and t2 ?
5.3.18. Now let X be a nonsingular threefold and let
π : HilbpX,nq Ñ Sn
be the Hilbert-Chow map. To complete the proof of Nekrasov’s formula given in
Section 3.5, we need to show (3.5.3), which follows from the following
Proposition 5.3.19. The sequence
Fn “ π˚ pOvir P KpSnXq
factors.
There is, clearly, something to check here, because, for example, this sequence
would not factor without the minus sign in (3.3.2).
Proof. Recall from Section 3 thatpOvir “ . . . d−−Ñ κ´ dim2 `iΩiĂM d−−Ñ κ´ dim2 `i`1Ωi`1ĂM d−−Ñ
where i is also the cohomological dimension and
dω “ κdφ^ω .
Here
φpXq “ tr pX1X2X3 ´X1X3X2q
is the function whose critical locus in ĂM is the Hilbert scheme.
Let U be the locus where the spectrum of X1 can be decomposed into two
mutually disjoint blocks of sizes n 1 and n2, respectively. This means X1 can be
put it in the form
X1 “
˜
X 11 0
0 X21
¸
up-to conjugation by GLpn 1q ˆGLpn2q or Sp2q ˙GLpn 1q2 if n 1 “ n2. Thus block
off-diagonal elements of X1 and of the gauge group are eliminated simultane-
ously.
If λ 1i and λ
2
j are the eigenvalues of X
1
1 and X
2
1 respectively, then as a function
of the off-diagonal elements of X2 and X3 the function φ can be brought to the
form
φ “
ÿ
ij
pλ 1i ´ λ2j qX2,ijX3,ji ` . . . ,
and thus has many Morse terms of the form
φ2pu, vq “ uv
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where the weights of u and v multiply to κ´1. For the Morse critical point on C2,
the complex
κ´1O
κdφ2^
−−−−−−Ñ Ω1 κdφ2^−−−−−−Ñ κΩ2
is exact, except at the last term, where its cohomology is Ou“v“0. This is also
true if we replace C2 by a vector bundle over some base because the existence of
a Morse function forces the determinant of this bundle to be trivial, up to a twist
by κ.
Therefore, all off-diagonal matrix elements of X2 and X3 are eliminated andpOvir, restricted to U, is, up to an even shift, the tensor product of the correspond-
ing complexes for HilbpX,n 1q and HilbpX,n2q.

6. More on quasimaps
6.1. Balanced classes and square roots
6.1.1. Let KC be the canonical bundle of the domain C. For our specific domain
C – P1, we have, equivariantly,
KC ´OC “ ´Op1 ´Op2
where p1,p2 P C are the fixed points of a torus in AutpCq. It is customary to
choose tp1,p2u “ t0,8u.
6.1.2. The choice of a Lagrangian subspace M, namely (4.2.2), inside the sym-
plectic representation T˚M of G determines a polarization
(6.1.3) T1{2X “M´
ÿ
i
EndpViq
which, by definition, is an equivariant K-theory class such that
TX “ T1{2X` h¯´1
´
T1{2X
¯_
in KpXq. The chosen polarization induces a virtual bundle
T
1{2 “M´
ÿ
i
HompVi,Viq
over CˆQMpXq.
Lemma 6.1.4. We have
(6.1.5) Tvir “
2ÿ
i“1
T1{2
ˇˇ
pi
`H´ h¯´1H_ ,
where H “ H‚pT1{2 bKCq, equivariantly with respect all automorphisms of C and X
that preserve p1, p2, and the symplectic form.
Proof. Serre duality gives
H
‚pMbKCq˚ “ ´H‚pM˚q ,
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whence the conclusion. 
Naturally, a formula similar to (6.1.5) exists for an arbitrary curve C with the
canonical divisor replacing ´p1 ´ p2.
6.1.6.
Definition 6.1.7. We say that a K-theory class F is balanced if
F “ G´ h¯´1G_
for some K-theory class G.
Lemma 6.1.4 may be rephrased to say that Tvir equals the polarization at the
marked points modulo balanced classes.
6.1.8. Lemma 6.1.4 implies
det Tvir
detT1{2
ˇˇ
p1
detT1{2
ˇˇ
p2
“ h¯rkHpdetH‚pT1{2 bKCqq2 ,
which is a square if we replace Cˆh¯ by its double cover. We define
(6.1.9) pOvir “ Ovir b
˜
Kvir
detT1{2
ˇˇ
p2
detT1{2
ˇˇ
p1
¸1{2
.
where Kvir “ det´1 Tvir.
6.1.10. From 3.4.40, recall the function
papxq “ 1
x1{2´ x´1{2 ,
which we extended to G P KpXq by the rulepapGq “ ź
Chern roots xi of G
papxiq ,
assuming a square root of detG exists and has been fixed. As we already saw e.g.
in (3.4.43), the contribution of pOvir to localization formulas is, up to small details,papTvirq.
The key technical point about Lemma 6.1.4 is that for any balanced K-theory
class we have pa´H´ h¯´1H_¯ “ p´h¯´1{2qrkHź
xi
1´ h¯xi
1´ xi
,
where xi are the Chern roots of H. This rational function remains bounded as
x˘i Ñ8, which will be the essential step of several rigidity arguments below.
6.1.11. This technical point is the reason we work with pOvir and not Ovir. It is
also the reason we work with quasimaps and not with other moduli spaces of
rational curves in X.
For Ovir, without the square root of the virtual canonical, the rigidity argu-
ments used e.g. in the proof of Nekrasov’s formula breaks down, and it is a
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challenge to derive a reasonable formula for the series (3.5.4). In fact, even the
analog of Exercise 5.1.22 for Ovir in place of pOvir appears problematic.
6.1.12. In particular, it is important in Lemma 6.1.4 that the duality holds not
just with respect to the automorphisms of the target X of the quasimaps, but also
with respect to the automorphisms of the domain C that preserve the two marked
points. This is because later, when we talk about relative quasimaps, we will need
to take quotients with respect to AutpC,p1,p2q. For duality to descend to the
quotient, it needs to hold AutpC,p1,p2q-equivariantly for ordinary quasimaps.
6.1.13. Now suppose that instead of quasimaps to a Nakajima variety Xwe take
the moduli spaceM0,2pXq of stable maps
f : CÑ X ,
where C is a 2-pointed rational curve. The essential component of its deformation
theory is again H‚pC, f˚TXq and following the argument of Lemma 6.1.4 we can
write
H
‚pC, f˚TXq “ like in (6.1.5)`∆
where
∆ “ H‚pC, f˚T1{2 b pOp´p1 ´ p2q ´KCqq .
This discrepancy class ∆ is nontrivial K-theory class onM0,2pXq supported on the
divisor D where KC fl Op´p1´p2q. This divisor is formed by curves of the form
C “ C 1 YC2
where C 1 is the minimal chain of rational curves containing p1 and p2 and C2 ‰ ∅.
For example, we have the following
Lemma 6.1.14. The multiplicity of det∆ along a component of D equals minus the
degree of the polarization T1{2 on the component C2.
Proof. We may compute this multiplicity on the stack of 2-pointed rational curves
with a vector bundle V . The vector bundle V will generalize the pull-back of
polarization T1{2 to C.
To write a curve in this stack that intersects D transversally, we take a trivial
family Cˆ B with base B and blow up a point in the fiber Cˆ tbu away from p1
and p2, see Figure 6.1.15. We denote by
π : CÑ B
the corresponding family of 2-pointed rational curves. The dualizing sheaves of
the fibers are obtained by restricting
KC b π˚K´1B – OCp´p1 ´ p2 `C2q
to the fibers, where pi denote the sections of π given by marked points and
C2 Ă C is the exceptional divisor. We have
OCp´p1 ´ p2q ´OCp´p1 ´ p2 `C2q “ ´OC2p´1q
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Figure 6.1.15. A curve C sprouts off a tail C2.
and
π˚ pV bOC2p´1qq “
`
degV
ˇˇ
C2
˘ ¨Ob
by Riemann-Roch. This equals the degree of the bundle detπ˚ pV bOC2p´1qq on
B, and hence minus the multiplicity of the corresponding component. 
Exercise 6.1.16. What will happen in the above computation if we blow up one
the points p1 or p2 ?
While detT1{2 may be a square in PicpXq which will make det∆ also a square
by Lemma 6.1.14, there is nothing selfdual about the class ∆ which would allow
the rigidity arguments to go through. A further modification of the enumerative
problem is required for that.
6.2. Relative quasimaps in an example
6.2.1. The evaluation at p P C in (4.3.7) is a rational map
evp : QM 99K X
defined on the open set QMnonsing p of quasimaps nonsingular at p. Moduli
spaces of relative quasimaps is a resolution of this map, that is, they fit into a
diagram
(6.2.2) QMrelative p
ev
$$❍
❍❍
❍❍
❍❍
❍❍
❍
QMnonsing p //
*
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X
with a proper evaluation map to X. Their construction follows an established path
in Gromov-Witten theory [51, 52] and, later, DT theory [53].
6.2.3. The basic idea behind relative quasimaps may be explained in the most
basic example of quasimaps to
X “ C{Cˆ .
From definitions
QMpCÑ C{Cˆq “ tpL, squ ,
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where L is a line bundle on C and
s : OC Ñ L
is a section which is not identically zero. This gives
L “ OpDq
where D “ psq P SdC is the divisor of s and d “ degL. Thus
QMpCÑ C{Cˆq “
ğ
dě0
SdC .
6.2.4. The set QMnonsing p is formed by divisors D disjoint from p P C. Relative
quasimaps compactify this set by allowing the curve C to break when the sup-
port of D approaches p. In the language of algebraic geometry this means the
following.
Let Dt be a flat 1-parameter family of divisors parametrized by t P B – C,
such that
p P D0 , p R Dt, for t generic .
We may assume that p “ 0 P C – C, in which case
Dt “ tfpx, tq “ 0u
with
(6.2.5) fp0, 0q “ 0 , fp0, tq ‰ 0 , fpx, 0q ‰ 0 .
We will now replace the surface C “ BˆC by a blow-up
C˛ Ñ C
such that the proper transform of Dt is disjoint from the proper transform of
tx “ 0u and from the nodes of the exceptional divisor.
6.2.6. Let
f “
ÿ
n,m
fn,mx
ntm
be the (finite) Taylor expansion of f at px, tq “ 0. Consider the Newton diagram
Newtonpfq “ Conv ptpn,mq, fn,m ‰ 0u Y tp8, 0q, p0,8quq
of the polynomial f, see Figure 6.2.7. Let I be the monomial ideal
I “ pxatbqpa,bqPNewtonpfq ,
which by (6.2.5) is nontrivial zero-dimensional ideal. As C˛, we take the blowup
C˛ “ BlIC
of C in the ideal I, that is, the closure of the graph of the map
C 99K P# of generators´1
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Figure 6.2.7. The Newton diagram of a polynomial of the form
x5 ` ‹ tx2 ` ‹ t2x` ‹ t4 ` . . . , where dots stand for monomials in
the shaded area and stars for nonzero numbers. The bounded
edges have (minus) slopes t 12 , 1, 3u.
given by the generators of I. This is a toric surface whose toric diagram is the
Newton diagram. The bounded edges in this diagram correspond to components
of the exceptional divisor.
6.2.8. It is easy to see that, by construction, that the proper transform of Dt in
C˛ satisfies the following properties:
— it is disjoint from the proper transform of tx “ 0u,
— it intersects every component of the exceptional divisor,
— it is disjoint from the nodes of the exceptional divisor.
Exercise 6.2.9. Check this.
The only shortcoming of C˛ is that fiber C˛ over 0 of the induced map
C˛ //

C˛

  ❆
❆❆
❆❆
❆❆
❆
C
t~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
0 // B
may have multiple components and hence cannot serve as a degeneration of C.
Indeed, we have the following
Exercise 6.2.10. If I “ pxa, tbq then the multiplicity of the exceptional divisor in
C˛ is a{ gcdpa,bq. More generally, if an compact edge in Figure 6.2.7 has slope
a{b with gcdpa,bq “ 1 then the corresponding component of the exceptional
divisor has multiplicity a in C˛.
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This is remedied by a passing to a degree m branched cover, also known as
base change,
C 1 //

C˛

B 1 // B
where t “ pt 1qm and
m “ lcm
"
ai
gcdpai,biq
*
slopes ai
bi
.
The central fiber C 1 in the resulting family
C 1 //

C 1

0 // B 1
is the curve C with a chain of rational curves (the exceptional divisor) attached,
all with multiplicity one.
6.2.11. We denote by p 1 P C 1 the intersection of C 1 with the proper transform
of tx “ 0u and by D 10 the intersection of C 1 with the proper transform of Dt.
Exercise 6.2.12. Show D 10 is disjoint from p
1 and the nodes of C 1. What is the
degree of this divisor on each component of C 1 ?
6.2.13. In simple English, the blowup C˛ and its branched cover C 1 serve the
following purpose.
One can write the solutions xiptq of the equation fpx, tq “ 0 as Puiseux series
(6.2.14) xiptq “ citri ` optriq , ri “ bi
ai
, ci ‰ 0 ,
where i “ 1, . . . , degx f. We can assume them ordered in the decreasing order of
the rates ri at which they approach 0 as tÑ 0.
These rates are the reciprocals of the slopes in Figure 6.2.7 and the solutions
xiptq that go to zero at the same rate will end up on the same component of the
exceptional divisor, see Figure 6.2.15 . Suppose, for example, that
r1 “ r2 “ r3 ą r4 ě ¨ ¨ ¨ ě 0
Then the component C 1
p 1
of C 1 that contains p 1 will contain 3 points of D 10, with
coordinates c1, c2, c3, up to proportionality. The up-to-proportionality business
appears here because there is no canonical identification C 1
p 1
– P as the only
distinguished points of this component are p 1 and the node of C 1.
Put it in a different way, the rescaling
t ÞÑ λt
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Figure 6.2.15. Logarithmic plot of |xiptq| for a polynomial from
Figure 6.2.7 as px, tq Ñ p0, 0q. The slopes in this figure are dual,
or perpendicular, to the slopes in Figure 6.2.7
acts on the leading coefficients in (6.2.14) by
pc1, c2, c3q ÞÑ λ´r1pc1, c2, c3q,
and so acts nontrivially even on the central fiber.
6.2.16. This is an important point, and so worth repeating one more time. In
the central fiber, we have
— a chain of rational curves C 1, one end of which is identified with C while
the other contains the point p 1,
— a divisor disjoint from p 1 and the nodes of C 1, and such that its degree on
any components other than C is positive,
— this data is considered up to isomorphism which must be identity on C.
A pointed nodal curve C 1 is called stable if it automorphism group is finite. If
the automorphism group is reductive, the curve is called semistable. Semistability
means some components of C 1 contain only 2 special (that is, marked or nodal)
points and the sequence
1Ñ `Cˆ˘# such components Ñ AutpC 1q Ñ finite groupÑ 1
is exact.
We extend this terminology to cover cases when one or more components
of C 1 are considered as rigid, equivalently, parametrized. In our example, the
component C Ă C 1 is rigid. This may be reduced to the usual case by adding
enough marked points to rigid components.
There is a stabilization map which collapses nonrigid components with only 2
special points. In the case at hand, pC,pq is the stabilization of pC 1,p 1q.
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6.2.17. Instead of constructing C˛ and then C 1 all at once, we could have con-
structed them in stages as follows. Let r1 be the maximal rate at which xiptq Ñ 0,
which means that 1{r1 is the minimal slope in Figure 6.2.7. Write r1 “ b1{a1,
gcdpa1,b1q “ 1, blow up the ideal pxa1 , tb1q, and pass to a branched cover of
degree a1. This takes care of the points that were approaching p the fastest. Now
they all land on the component of C 1 that contains p 1, while all other points of
Dt approach some point of C as tÑ 0, including the node of the central fiber.
Obviously, we can deal with points approaching the node inductively, by look-
ing at those that approach the fastest, doing the corresponding blowup, etc.
6.2.18. Looking at the list in Section 6.2.16, one can make the following impor-
tant observation. The data of the divisor in central fiber is taken modulo the
action of
AutpC 1, tC,puq “ `Cˆ˘# of bubbles
where bubbles refer to components of C 1 other than C. The action of this group on
divisor can and will have finite stabilizers, so moduli space of objects in Section
6.2.16 is an orbifold.
In fact, the need to go to branched covers precisely correlates with these orb-
ifold singularities.
Exercise 6.2.19. Let a{b with gcdpa,bq “ 1 be the slope of one of the edges in
Figure 6.2.7. Show that the restriction of D 10 to the corresponding component of
C 1 is invariant under the group
µa “ tζ
ˇˇ
ζa “ 1u Ă Cˆ .
Conversely, if a divisor D 10 has a nontrivial group of automorphisms, then there
exists a family a 1-parameter family Dt producing it for which base change is
necessary.
6.3. Stable reduction for relative quasimaps
6.3.1. We now generalize the discussion of Section 6.2 to quasimaps to a Naka-
jima variety X. A stable quasimap
f : C 99K X
relative p P C is defined as a diagram
(6.3.2) p 1 ✤ //

C 1
π

f 1 //❴❴❴❴❴❴ X
p
✤ // C
in which
— π is the stabilization of a semistable curve pC 1,p 1q,
— f 1 is nonsingular at p and the nodes of C 1,
— the automorphism group of f 1 is finite.
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Figure 6.3.3 is a pictorial representation of this data. Note that nonsingularity at
Figure 6.3.3. A quasimap relative a point p P C is a quasimap
from a semistable curve C 1 whose stabilization collapses a chain
of rational curves to p.
p and the nodes implies f 1 takes the generic point of each component of C 1 to X.
Two quasimaps are isomorphic, if they fit into a diagram of the form
C 11
φ

f1
❄
❄
❄
❄
π1
⑧⑧
⑧⑧
⑧⑧
⑧
C X
C 12
f2
??⑧
⑧
⑧
⑧π2
__❄❄❄❄❄❄❄❄
where φ is an isomorphism which preserves the marked point. Since
AutpC 1,π,pq “ `Cˆ˘# of new components
a quasimap has a finite group of automorphism if and only if each component of
C 1 is either mapped nonconstantly to X or has at least one singular point.
6.3.4. A quasimap to X may be composed pointwise with the projection to the
affine quotient
X0 “ µ´1p0q{G “ Spec pG-invariantsq ,
which has to be constant since X0 is affine. This gives a map QMpXq Ñ X0, and
similarly for relative quasimaps.
By a general result of [20], the moduli space of both ordinary and relative
quasimaps is proper over X0. Our goal in this section is to get a feeling for how
this works and, in particular, to explain the logic behind the definition of a relative
quasimap.
6.3.5. The key issue here is that of completeness, which means that we should
be able to fill in central fibers for maps
g : Bˆ Ñ QMpXqrelative p ,
where Bˆ “ Bzt0u and B is a smooth affine curve with a point 0, under the
assumption that the corresponding map to X0 extends to B.
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6.3.6. By definition, a map
g : Bˆ Ñ QMpf : CÑ Xq
is given by the bundles tg˚Viu and the section f ˝ g defined on
Cˆ “ Cˆ Bˆ .
The first step to find some extension of the bundles and the section to C. This
preliminary extension will satisfy stability on the central fiber, but may fail non-
singularity at p.
For simplicity, assume that C is irreducible (otherwise, consider each compo-
nent of C separately and use nonsingularity of quasimaps at the nodes). The map
g yields a rational map in the following diagram
X

C
grational
??⑦
⑦
⑦
⑦
// X0
Since X is projective over X0, the locus of indeterminacy of grational has codimen-
sion ě 2, which means it consists of finitely many points. After shrinking the
curve B, we may assume all points of indeterminacy lie in the central fiber. This
extends the bundles and the section to the generic point of the central fiber.
On a smooth surface C, one can extend a vector bundle from a complement U
of a finite set of points by just pushing forward the sheaf of sections under UÑ C
(e.g. because such push-forward is reflexive and thus has to be locally free). This
procedure automatically extends sections of any associated vector bundle. One
usually talks about Hartogs-type theorems when discussing such extensions.
In summary, we have extended the quasimap to the central fiber, except it may
be singular at p.
6.3.7. One may consider quasimaps to general quotients of the form
X “W{G
and for properness [20] need to assume that W is affine and G is reductive. Both
assumptions are essential for the ability to extend a G-bundle and the section of
the associatedW-bundle to C.
Indeed, suppose W is not affine. Then it may not be possible to extend a map
to W in codimension 2, as examples W “ C2zt0u or W “ P1 clearly show. The
geometric reason the extension will fail for any W that contains a rational curve
is that rational curves in W, parametrized or not, will break in families like the
curves in Figures 6.1.15 or 6.4.3. Indeed, take a parametrized curve, precompose
with an automorphism, and send the automorphism to infinity. Or, take a double
cover of a rational curve and make the branch points collide, etc. Special fibers of
the corresponding map CÑW are thus forced to be reducible.
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On the other hand, suppose G is not reductive. After choosing a faithful linear
representation, a G-bundle may be seen as rank n vector bundle together with its
reduction to G Ă GLpnq. Such reduction is a section of the associated GLpnq{G-
bundle and by Matsushima and Onishchik
G is reductive ô GLpnq{G is affine ,
see e.g. Section 4.7 in [84]. And so if G were not reductive, there would be G
bundles that cannot be extended in codimension 2.
Stable reduction for moduli spacesM0,npXq of stable pointed maps deals with
these issues by doing enough blowups, in the course of which the central fiber
may become an arbitrary tree of rational curves. As explained in Section 6.1.13,
having an arbitrary tree of rational curves is precisely what we are trying to avoid.
We need to keep the central fiber a chain of rational curves.
6.3.8. Also note that for a normal but singular surface S there may be no way
to extend a vector bundle on nonsingular locus to a vector bundle on all of S.
For instance, the singularities of the surface from Figure 6.2.7 are the 2-dimensional
toric singularities, which may be described as follows
S “ SpecCC , C “ cone in Λ – Z2 ,(6.3.9)
“ C2{finite abelian subgroup Γ Ă GLp2q ,
“ C2{diagpζ, ζaq , ζn “ 1, gcdpn,aq “ 1 ,(6.3.10)
where CC in (6.3.9) denotes the semigroup algebra of a cone C and (6.3.10) is the
explicit description of Γ{Γ 1 where Γ 1 Ă Γ is the subgroup generated by complex
reflections, i.e. elements with codimension 1 fixed loci. The invariant ring in
(6.3.10) is of the form CC where
(6.3.11) Λ “ xpn, 0q, p´a, 1qy Ă Z2 , C “ ΛXZ2ě0
and any cone in a rank 2 lattice can be written like that.
Exercise 6.3.12. Check the claim about the singularities and find Weil divisors
on these surfaces which are not Cartier divisors, that is, cannot be defined by
one equation near the singularity. Conclude that there are line bundles on the
nonsingular locus such that their pushforward to all of S is not locally free.
Another way to state the content of the above exercise is the following. Any
bundle on C2zt0u is trivial as the restriction of its extension to C2. For the singu-
larity (6.3.10), we have
Szt0u “
´
C2zt0u
¯L
µn , µn “ tdiagpζ, ζaqu .
Therefore, a vector bundle on Szt0u may be seen as a representation of µn, and it
extends to a vector bundle on the singular surface if and only if this representation
is trivial.
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6.3.13. After these remarks, we return to our task of making the quasimap in
the central fiber nonsingular at the marked point p by pulling it back under a
well-chosen map
C1 Ñ C ,
which will be a combination of a (weighted) blowup, that is, the blowup of an
ideal of the form
I “ pxa, tbq , gcdpa,bq “ 1 ,
and a degree a branched cover t “ pt 1qa, as in Section 6.2. The central fiber
C1 “ E1 Yp1 C
is the union of the exceptional divisor and the component isomorphic to C. We
denote by p1 the node of the central fiber. The marked point p P C1 lies on E1, it
is the intersection of E1 with the proper transform of tx “ 0u, see Figure 6.3.14.
Figure 6.3.14. A weighted blowup at slope 3{2 followed by a
base change: we blow up of the ideal I “ px3, t2q and set t “ pt 1q3.
Since the vertical map in
X

C1 //
g1,rational
77♥♥♥♥♥♥♥♥
C
??⑦
⑦
⑦
⑦
// X0
is projective, the rational map g1,rational is defined at the generic point of E1. In
English, the restriction g1,rational to E1 is obtained by taking the lowest degree
terms with respect to the grading defined by
deg t 1 “ 1 , deg x “ b .
These lowest degree terms are then a function of the coordinate x{pt 1qb on E1.
If the slope a{b is too small, then the map
(6.3.15) E1 99K X
is a constant map which contracts E1 to limtÑ0 gp0, tq. (Why does this limit exist
?) Moreover, this map is nonsingular away from the node p1. We choose s to be
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the minimal slope for which this doesn’t happen, that is, the map (6.3.15) is either
nonconstant or singular at some point of E1ztp1u. It can be seen that
— a minimal slope exists,
— the minimality of the slope implies g1 is nonsingular at p.
Indeed, if g1 were singular at p, we could get something nontrivial with a further
blowup, which would then have a smaller slope, etc.
Picking a minimal slope means focusing on singularities that approach the
marked point the fastest as tÑ 0, like in Section 6.2.13.
6.3.16. With the singularities of g1 at E1ztp1u we deal as in Section 6.3.6 to get
a quasimap defined on all of E1ztp1u.
What remains is the singularity at p1. We deal with it inductively, by blowing
up this point at the smallest nontrivial slope, and so on. As the degree of the map
is consumed at each step, the process will terminate in finitely many steps.
The inductive step in this process is the data of a quasimap on Cnztpnu, where
pn is the nth node of the central fiber. The point pn is a singularity of Cn and, in
light of the discussion in Section 6.3.8, we don’t attempt to extend the bundles Vi
to pn. Eventually, the quasimap will be nonsingular at all nodes and the bundles
Vi will be extended by pull-back from X.
6.3.17. Note that unnecessary blowups, like blowing up at too small a slope, or
blowing up a node which is already nonsingular, precisely produce quasimaps
which are constant and nonsingular along one of the components. Such quasimaps
have continuous automorphims and so violate the definition of a stable relative
quasimap from Section 6.3.1
6.3.18. It is also clear that stable reduction, in the form described above, in-
volves no arbitrary choices and its final result is forced on us by the geometry
of the quasimap in a punctured neighborhood of px, tq “ p0, 0q. This can be
easily formalized to show that the moduli space of stable relative quasimaps is
separated, which means that the limits in 1-parameter families are unique.
The existence and uniqueness of limits in 1-parameter families is equivalent,
by what is known as the valuative criterion of properness, to QMpXqrelative p being
proper over X0. To make this stament precise, we need an actual moduli space
for quasimaps, and this is where we turn our attention now.
6.4. Moduli of relative quasimaps
6.4.1. The construction of the moduli space of stable relative quasimaps may
be done, in some sense, by doing stable reduction in reverse, starting with a
universal deformation of the curve C 1.
The local model for a deformation of a node is
(6.4.2) xy “ ε
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where the precise flavor of the deformation problem depends on how much we
rigidify the two coordinate axes. If we rigidify them both completely by adding
2 marked points to each like in Figure 6.4.3, then
ε 9 crossratiopx1, x2; ε
y1
,
ε
y2
q ´ 1 , εÑ 0 ,
is the local coordinate on the moduli spaceM0,4.
Figure 6.4.3. Degeneration of a 4-pointed curve to a stable nodal curve.
If we remove one marked point on one of the axes, then the nodal curve gets a
Cˆ worth of automorphisms, while all ε ‰ 0 curves are become isomorphic. We
thus get a moduli stack of the form C{Cˆ, where ε is the coordinate on C. We
will indicate this by Cε to keep track of the name of the coordinate.
The domain C 1 of a quasimap relative one point p may be exactly this sort of
curve, with one rigid component, and the other component with a marked point
and Cˆ acting by automorphims. A more uniform way to write its universal
deformation is to take the trivial family Cˆ Cε and blow up the point p in the
central fiber.
6.4.4. The universal deformation of the domainC 1 of a general relative quasimap
may be written analogously. For concreteness, assume C 1 has two nodes. Con-
sider rC “ Bl strict transform
of tε2“0uˆtpu
Bltε1“0uˆtpu C
2
ε1,ε2 ˆC
The toric picture of this 3-fold may be seen in Figure 6.4.5. An informal, but
accurate way to describe this geometry is to compare with an accordion, in which
various sections of the bellows open over the divisors tεi “ 0u.
The fibers of the map ε in the diagram
(6.4.6) C 1

  // rC π //
ε

C
p0, 0q ✤ // C2ε1,ε2
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Figure 6.4.5. Universal deformation of a curve with two bubbles.
The ith node remains intact over εi “ 0.
are deformations of the central fiber C 1 and the group
`
Cˆ
˘2 acts on the base and
on the fibers by isomorphisms. This exhibits the stack of deformations of C 1 as
DefpC 1q “ C2ε1,ε2
L `
Cˆ
˘2
and rC as the universal family over it.
The divisors εi “ 0 are the loci where the ith node remains intact. The strict
transform of π´1ppq defines a marked point p 1 in the fibers of ε.
6.4.7. Assume we already have a construction of ordinary, nonrelative quasimap
moduli spaces7. Like any good moduli space, quasimaps moduli are defined not
just for an individual source curve C, but for families of those, that is, for curves
over some base scheme.
An example of such family is the universal curve rC over the base C2ε1,ε2 in
(6.4.6). The quasimaps from the fibers of ε fit together in one variety over C2ε1,ε2
and we can form the quotient
(6.4.8) QM relative p
ď 2 nodes
“
#
stable quasimaps
from fibers of ε to X
+N`
Cˆ
˘2
.
Here stable means:
— nonsingular at p 1 and at the nodes,
— the
`
Cˆ
˘2-stabilizer is finite.
The quotient (6.4.8) is an open set in the moduli spaces of quasimaps relative
p P C. It contains those quasimaps for which the domain breaks at most twice.
6.4.9. By construction, relative quasimaps come with an evaluation map evp at
the relative point p 1 P C 1.
Lemma 6.4.10. The map evp is proper for quasimaps of fixed degree.
7 In reality, [20] construct quasimap moduli, relative or not, in one stroke over the moduli stack of
pointed curves with a principal G-bundle.
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Proof. Follows from the properness of the map π in the diagram
QMpXqrelative p
evp //
π
%%▲▲
▲▲
▲▲
▲▲
▲▲
▲
X
  
  
  
  
X0
shown in [20] and explained in Section 6.3. 
6.4.11. The deformation theory of the prequotient in (6.4.8) is given by the de-
formation theory (4.3.17) of quasimaps from a fixed domain plus the lateral move-
ments along the base C2ε1,ε2 , see [20]. Here it is important that the total space
rC
is smooth and stable quasimaps are nonsingular at the nodes.
Taking the quotient, we get
(6.4.12) TvirQMrelative “ Tfixed domain C
1
vir ` T DefpC 1q ,
where the first term8 is given by (4.3.17) and
DefpC 1q – C# of nodes
M`
Cˆ
˘# of nodes
with
T DefpC 1q “
ÿ
nodes pi P C 1
Ntεi“0u ´ LieAutpC 1,π,p 1q .
Here tεi “ 0u is the Cartier divisor of domains with ith node pi intacts.
6.4.13. If pi is the intersection of components Ci´1 and Ci of C 1 then (6.4.2)
shows
(6.4.14) Ntεi“0u “ TpiCi´1 b TpiCi .
Since the group LieAutpC 1,π,p 1q acts on these tangent lines, they descend to line
bundles on the quotient, typically nontrivial. We will also need the line bundle
(6.4.15) ψp “ T˚p 1C 1
in what follows.
6.4.16. After this discussion of the deformation theory for relative quasimaps,
we define
(6.4.17) pOvir “ Ovir b
˜
Kfixed domainvir b
detT1{2
ˇˇ
p2
detT1{2
ˇˇ
p1
¸1{2
.
The existence of the square root follows from Lemma 6.1.4.
6.5. Degeneration formula and the glue operator
8The standard name for this term in algebraic geometry is the relative virtual tangent space, where
the adjective relative refers to the map to the stack of domain deformations. Since the world relative
is already infused with a very specific and different meaning for us, we avoid using it here.
82 K-theoretic computations in enumerative geometry
6.5.1. Degeneration formula in Gromov-Witten theory was proven in [51, 52],
see also [53] for corresponding constructions in Donaldson-Thomas theory. In
K-theoretic GW computations, there is a correction to gluing, discovered in [36]
and discussed in detail in [49]. All these ideas are immediately applicable to
quasimaps.
The setting of the degeneration formula is the following. Let a smooth curve
Cε degenerate to a nodal curve
C0 “ C0,1 Yp C0,2 .
like in (6.4.2). Degeneration formula counts quasimaps from Cε in terms of rel-
ative quasimaps from C0,1 and C0,2, where in both cases relative conditions are
imposed at the gluing point p.
6.5.2. The basic idea behind the degeneration formula is that as Cε degener-
ates, the quasimaps QMpCε Ñ Xq degenerate to quasimaps whose domain is a
certain destabilization of C0, in which the gluing point p is replaced by a chain of
rational curves, like in Figure 6.5.3. This is because we require quasimaps to be
nonsingular at the nodes and letting the domain curve develop new components
is a way to keep the singularities from getting into the node.
Figure 6.5.3. A semistable curve whose stabilization is the nodal
curve C0. Components with Cˆ automorphisms are indicated by
springs.
6.5.4. For a concrete example, take the family (6.4.2) and consider quasimaps to
C{Cˆ, as in Section 6.2. A quasimap to C{Cˆ is a divisor and a family of such is
given by a polynomial
fpx,yq “ 0
which is not divisible by either x or y. The problem could be that fp0, 0q “ 0,
meaning that a part of the divisor got into the node of C0, or that the resulting
quasimap C0 99K X is singular at the node.
From Section 6.2.6, we know exactly what to do. We take the toric blowup
of the plane corresponding to the Newton diagram of f, as in Figure 6.2.7. This
sends the points which were approaching the origin from different directions to
different components of the exceptional divisor.
While the procedure is exactly the same, its interpretation is different: the
limiting curve is the exceptional divisor together with both coordinate axes. Those
are the two components of C0 and the exceptional curves are the new components
the domain had to develop so as to keep the singularities away from the nodes.
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6.5.5. This motivates defining QMpC0 Ñ Xq in spirit of Section 6.3.1 as the
moduli spaces of quasimaps of the form
(6.5.6) C 10
π

f 1 //❴❴❴❴❴❴ X
C0
in which
— the map π collapses a chain of rational curves to the node of C0,
— f 1 is nonsingular at the nodes of C 10,
— the automorphism group of f 1 is finite.
Here the source of automorphisms is the group
AutpC 10,πq “
`
Cˆ
˘# of new components
.
6.5.7. Domain curves of the form C 10, and quasimaps from those curves, are
commonly known as accordions, see Figure 6.5.8. Indeed, they have two rigid
components, and a chain of components rescaled by automorphisms. One may
call those nonrigid components bellows, bubbles, etc.
Figure 6.5.8. A poetic representation of a semistable curve which
stabilizes to a nodal curve.
6.5.9. The obstruction theory is defined on the total space of the family
ǫ : QMpCε Ñ Xq Ñ C
and gives a sheaf whose restriction to fibers is the virtual structure sheaf of the
fiber. We thus can do K-theoretic counts on any fiber by pulling back the corre-
sponding point class from C. In particular, the counts for ε “ 1 and ε “ 0 are
equal.
This is very close to what we wanted, in that it gives the counts of quasimaps
from the generic fiber in terms of quasimaps from the special fiber. What remains
is to separate the quasimaps from the special fibers into contributions of the two
components. This is done as follows.
6.5.10. Suppose the curve C 10 has n nodes and let ε1, . . . , εn be smoothing pa-
rameters for each of these nodes. In the corresponding chart on quasimap moduli,
we have the equality of divisors
pεq “ pε1ε2 ¨ ¨ ¨ εnq .
84 K-theoretic computations in enumerative geometry
Exercise 6.5.11. See how this works in the concrete case of Section 6.5.4.
Geometrically, ε1ε2 ¨ ¨ ¨ εn “ 0 is the union of coordinate hyperplanes, and we
have an inclusion-exclusion formula for the K-theory class of this union, namely
(6.5.12) Oε1ε2¨¨¨εn“0 “
ÿ
∅‰SĂt1,...,nu
p´1q|S|´1OŞ
iPStεi“0u
,
where the summation is over all nonempty subsets S of hyperplanes, that is, to a
nonempty subset of nodes of C 10.
Exercise 6.5.13. Prove (6.5.12).
Geometrically, the term in (6.5.12) that corresponds to a given collection of
k “ |S| nodes computes the contribution of quasimaps whose domain has those
k nodes intact. The sum over all S such that |S| “ k may be interpreted as the
count of quasimaps from domains with k marked nodes.
These quasimaps counts can be glued out of k` 1 pieces as follows.
6.5.14. Let C be a curve with a marked node obtained by gluing two curves at
marked points
C “ pC1,p1q \ pC2,p2q
M
p1 „ p2 .
A quasimap from C is a quasimap from each component plus the requirement
that it has takes well-defined and equal values at p1 and p2. In other words, we
have a product over the evaluation maps to X
(6.5.15) QMpCÑ Xqmarked node “
“ QMpC1 Ñ Xqrelative p1 ˆX QMpC2 Ñ Xqrelative p2
and an inspection of the obstruction theory shows
(6.5.16) χpQMpCÑ Xqmarked node,Ovirq “ χ
`
X, evp1,˚pOvirq b evp2,˚pOvirq
˘
.
The corresponding formula for the symmetrized virtual class pOvir from (6.1.9) is
the following.
Note that fibers of the polarization at marked points enter asymmetrically in
the formula (6.1.9). This is very convenient when dealing with chains of ratio-
nal curves. If the choices are made consistently, the polarization terms for two
marked points glued at a node cancel. We assume this is the case, and so we are
left with the contribution of KX to Kvir. We define
(6.5.17) pF,GqX “ χpX,Fb GbK´1{2X q .
Then
(6.5.18) χpQMpCÑ Xqmarked node, pOvirq “ χ´evp1,˚ppOvirq, evp2,˚ppOvirq¯
X
.
6.5.19. There is a parallel gluing formula for curves with k marked nodes, ex-
cept it involves a novel kind of quasimaps whose domains are pure accordion
bellows, without rigid components.
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We define QM„relative p1,p2 as the moduli space of stable quasimaps with whose
domain C is a chain of rational curves joining p1 and p2. By definition, stability
means nonsingularity at p1, p2, and the nodes, together with being stabilized by
a finite subgroup in
AutpC,p1,p2q “ pCˆq# of components .
Since a constant quasimap from a nonrigid two-pointed curve is unstable, we
make a separate definition
QM„relative p1,p2,degree 0 “ QMppointÑ Xq “ X .
In other words, when bellows don’t open, we define C to be a point.
We define
G “ pevp1 ˆ evp2q˚ pOvir zdeg f(6.5.20)
“ diagK1{2X `Opzq ,
where Opzq stands for the contribution of nontrivial quasimaps. Clearly, the
counts of curves with k marked nodes may be expressed as a certain multiple
convolution of relative curve counts like in (6.5.18) with this tensor. It is conve-
nient to have an operator notation to express this convolution.
6.5.21. We have a natural convolution action
KpXˆXq bKpptq KpXq Ñ KpXqlocalized .
given by
pE,Fq ÞÑ p1,˚ pEb p˚2Fq .
For decomposable classes
KpXqb2 Ă KpXˆXq
this action corresponds to the bilinear form pE,Fq ÞÑ χpEb Fq.
In our situation, the form is twisted by K´1{2X (which is a pure equivariant
weight, to be sure) as in (6.5.17), and we similarly twist the convolution action to
(6.5.22) pE,Fq ÞÑ p1,˚
´
Eb p˚2FbK´1{2X
¯
.
With this convention (we will see in a moment that localization is not required)
(6.5.23) G “ 1`Opzq P EndKpXqrrzss
as an operator on KpXq. We call it the gluing operator. From (6.5.23) we see it is
invertible in EndKpXqrrzss.
Exercise 6.5.24. Generalizing (6.5.18) prove
(6.5.25) χpQMpCÑ Xqk marked nodes, pOvir zdeg fq “
“ χ
´
pG´ 1qk´1 evp1,˚ppOvir zdeg fq, evp2,˚ppOvir zdeg fq¯
X
.
6.5.26. From formulas (6.5.12) and (6.5.25) we deduce the following
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Proposition 6.5.27 ([36, 49]). We have
(6.5.28) χpQMpC0 Ñ Xq, pOvir zdegfq “
“
´
G´1 ev1,˚ppOvir zdegfq, ev2,˚ppOvir zdeg fq¯
X
,
where
evi : QMpC0,i Ñ Xqrelative gluing point Ñ X
are the evaluation maps.
Proof. Follows from ÿ
kě1
p´1qk´1pG´ 1qk´1 “ G´1 .

6.5.29. We also have the following
Proposition 6.5.30. The glue operator G acts in nonlocalized K-theory of X.
Proof. Recall that X0 denotes the affinization of the Nakajima variety X. Since
every quasimap is contracted by the map to X0, the evaluation map in (6.5.20) is
a proper map to
(6.5.31) Steinberg variety :“ XˆX0 X Ă XˆX .
Since the map XÑ X0 is proper, any class supported on the Steinberg variety acts
in nonlocalized K-theory. 
7. Nuts and bolts
7.1. The Tube
7.1.1. We define
(7.1.2) Tube “ ev˚
´
QMrelative p1,p2 ,
pOvir zdeg f¯ P KpXqb2 bQrrzss ,
and make it an operator acting from the second copy of KpXq to the first using
the bilinear form (6.5.17) or, more precisely, the formula (6.5.22).
Just like in the case of the gluing matrix G considered in Proposition 6.5.30,
the operator Tube acts in nonlocalized K-theory of X.
7.1.3.
Theorem 7.1.4. We have
(7.1.5) Tube “ G
It will be instructive to go through two very different proofs of this statement.
The first one is very short.
First proof. The degeneration formula (6.5.28) gives
Tube “ TubeG´1Tube .
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Therefore, the operator P “ TubeG´1 satisfies
P2 “ P .
Since P “ 1`Opzq, this projector is invertible, whence P “ 1 . 
7.1.6. Let Cˆ act on C – P1 with fixed points p1 and p2. Denote
q “ weight of Tp1C .
We will denote this group Cˆq to distinguish it from other tori present.
For our second proof of Theorem 7.1.4, we will use Cˆq -equivariant localization.
For this, we need a description of the Cˆq -fixed quasimaps.
7.1.7. Let f be a Cˆq -fixed quasimap. By stability, its singularities in Cztp1,p2u
form a set which is
finite and Cˆq -invariantñ empty .
For maps relative tp1,p2u, this means that all singularities appear in the accor-
dions and f
ˇˇ
C
is constant map to a point in X. In particular, all bundles Vi
ˇˇ
C
are
trivial.
In general, for the Cˆq -fixed quasimaps there is a unique C
ˆ
q -equivariant struc-
ture on the bundles Vi compatible with the quiver maps and the trivial
9 equivari-
ant structure on the bundles Wi and Qij. In our case, Cˆq acts trivially on the
trivial bundles Vi
ˇˇ
C
.
7.1.8. We conclude the only part of the deformation theory on which Cˆq acts
are the normal direction to the fixed locus. These correspond to the smoothing of
the nodes at pi P C, when the nodes are present. For example, the contribution
of the accordions at p1 is
(7.1.9) ev˚
ˆ
QM
„
relative p 11,p1
, zdeg pOvir 11´ q´1ψp1
˙
P KpXqb2 bQrrq´1ssrrzss
because by (6.4.14)
ND node at p1 P C 1 “ ψ_p1 b q .
7.1.10. Each z-coefficient in (7.1.9) is a rational function of q by the following
Lemma 7.1.11. Let Y be a projective scheme and L an orbifold line bundle on Y. Then
for any coherent sheaf F the series
χpqq “ χ
ˆ
Y,
F
1´ q´1L
˙
“
ÿ
kě0
q´kχpY,FbLkq
is a rational function of q such that
χp0q “ 0 , χp8q “ χpY,Fq .
9or chosen, in the twisted situation
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Proof. By orbifold Riemann-Roch (or by the theory of Hilbert polynomial), we
have
χpY,FbLkq “ polynomial in tk, ζki u
for some roots of unity ζi (and, in equivariant situation, also in wki , where wi’s
are certain weights of AutpXq). For any function of the form fpkq “ kmtk we haveÿ
kě0
fpkqq´k “
ˆ
q
d
dq
˙m 1
1´ t{q Ñ
#
0 , qÑ 0
fp0q , qÑ8 ,
the lemma follows. 
7.1.12.
Second proof of Theorem 7.1.4. Since the pushforward in (7.1.2) is proper, the result
is a Laurent polynomial in q. From Lemma 7.1.11 we conclude that
operator defined by (7.1.9)Ñ
#
1 , qÑ 0
G , qÑ8 ,
where 1 is the contributions of the degree 0, that is, empty accordions.
For the accordions at p2, the analysis is the same with q replaced by q´1,
therefore
TubeÑ G , qÑ t0,8u
and the theorem follows. 
7.1.13. It is convenient to use the following shorthand script for the kind of
computations that we will be doing in this section. We compute with quasimaps
from chains of rational curves, with two or one marked points at the ends, and
the corresponding K-theoretic counts are naturally interpreted as operators or
vectors in KpXqrrzss, compare with the discussion in Section 3.5.35. To denote
these operators, and the order in which they compose, we can simply draw the
quasimap domains, with the marked points, nodes, etc.
In our chain of rational curves, we can have two kinds of components: the rigid
(or parametrized) ones, and those with only two special points and Cˆ worth of
automorphisms. We call the latter elastic and denote
a ridig component
an elastic component .
We can have several kinds of marked points, depending on the constraints we put
on quasimaps at that marked point. The basic marked points, with no constraints,
is denoted by
a marked point .
If we require the quasimap to be nonsingular at a marked point, we draw an open
circle:
a nonsingular point .
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Quasimaps relative to a point will be denoted
a relative point .
Also, nodes count among the special points
a node .
7.1.14. For example, in this shorthand, the degeneration and gluing formulas
say
(7.1.15) “
“
G´1
where
G “
is the gluing matrix.
Similarly, we have
Tube “
and the argument in Section 7.1.3 can be drawn as follows
(7.1.16) “
“
G´1 .
7.2. The Vertex
7.2.1. As in (6.2.2), consider the open set
QMnonsing p2 Ă QM
of quasimaps nonsingular at p2 and define
(7.2.2) Vertex “ evp2,˚
´
QMnonsing p2 , pOvir zdeg f¯ P KpXqlocalized bQrrzss .
This object may also be called K-theoretic Givental’s I-function.
While the pushforward in (7.2.2) is not proper, we will see the fixed loci of the
Cˆq -action are proper, so the pushforward is defined in localized K-theory.
7.2.3. More generally, let
λ P KGpptq
be a virtual representation of the group G in (4.1.5). It is a tensor polynomial in
the defining representations Vi, something like λ “ V1 bV2 ´Λ3V2.
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The polynomial λ may be evaluated on the fibers Vi
ˇˇ
p1
over the point p1. We
can define the vertex with descendents by
(7.2.4) xλ| “ evp2,˚
´
QMnonsing p2 , pOvir zdegf λ´Vˇˇp1¯¯ .
In particular
x1| “ Vertex .
Also note that by (4.3.11)
(7.2.5) xdetVi b λ| “ detVi b xλ|
ˇˇˇ
zi ÞÑqzi
,
which is essential point behind the difference equations for the vertex that will be
discussed at length below.
7.2.6. Let f be a Cˆq -fixed quasimap in QMnonsing p2 . As in Section 7.1.7, this
implies that f
ˇˇ
Cztp1u
is a map to a point x P X. We can identify the trivial bundles
Vi
ˇˇ
Cztp1u
and quiver maps between them with the quiver data for the point x P X.
Define
Vi “
à
kPZ
Virks “ H0pVi
ˇˇ
Cztp2u
q ,
where Virks is the subspace of weight k with respect to Cˆq . By invariance, all
quiver maps preserve this weight decomposition. We define the framing spaces
Wrks in the same way and obtain
(7.2.7) Wirks “
#
Wi , k ď 0 ,
0 , k ą 0 ,
because the bundles Wi are trivial.
Multiplication by the coordinate induces an embedding
Virks ãÑ Virk´ 1s ãÑ . . . ãÑ Vir´8s “ Vi ,
compatible with quiver maps, where Vi is the quiver data for x. Thus
(7.2.8)
`
QMnonsing p2
˘Cˆq “ #flags of quiver subrepresentations
satisfying (7.2.7)
+
.
In particular, the space of flags (7.2.8) inherits a perfect obstruction theory from
the ambient space of quasimaps 10.
7.2.9. Recall that θ denotes the stability parameter for the quiver.
Lemma 7.2.10. We have
Vrks “ 0 or θ ¨ dimVrks ą 0 , k ą 0 ,
Vrks “ V or θ ¨ dimVrks ą θ ¨ dimV , k ď 0 .(7.2.11)
10 By analogy with the Hilbert scheme, it should be the case that this obstruction theory may be
further reduced by
0Ñ Obsreduced Ñ ObsÑ h¯
´1bC# steps Ñ 0 ,
where the exponent is the number of nontrivial steps in the flag.
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Proof. It is convenient to use the reformulation of quiver stability given by Crawley-
Boevey, see in particular Section 3.2 in [35]. In this reformulation, one trades the
framing spaces for an extra vertex t8u, with
dimV8 “ 1
and dimWi arrows to every other vertex i.
The stability parameter is extended by
θ8 “ ´θ ¨ dimV
and the stability condition reads
pθ, θ8q ¨ pdimV 1, dimV 18q ą 0
for every nontrivial subrepresentation V 1 Ă V . Since
(7.2.12) dimV8rks “
#
1 , k ď 0 ,
0 , k ą 0 ,
the lemma follows. 
7.2.13. We have
(7.2.14) deg f “ pdegViq “
ÿ
kPZ
´
dimVirks ´ δtkď0u dimVi
¯
.
Let
Cample Ă H2pX,Rq
be the closed ample cone of X. It is the closure of a neighborhood of Rą0 θ formed
by those θ 1 which give an isomorphic GIT quotient. By Lemma 7.2.10,´
dimVirks ´ δtkď0u dimVi
¯
P C_ample , @k .
This bounds the dimensions of Virks for fixed degree and gives the following
Corollary 7.2.15. The map
evp2 :
`
QMnonsing p2
˘Cˆq Ñ X
is proper for quasimaps of fixed degree. The moduli space is empty for degrees outside
C_ample.
7.2.16. In many instances, one can use equivariant localization with respect to
an additional torus may be used to compute the vertex. If a torus T acts on X then
Cˆq ˆ T fixed quasimaps are given in terms of flags Virks that are additionally
graded by the weights of T.
The quiver maps are required to be T-equivariant, in particular, to shift the
weight if the T-action on the corresponding arrow is nontrivial. Similarly, the
framing spaces Wi acquire an additional grading.
The characters of all these spaces are uniquely reconstructed by
(7.2.17) Vrks –
´
V
ˇˇ
p1
¯
q-weight ě k
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from the character of Cˆq ˆ T on the fiber of V at p1. Similarly, the character of
the deformation theory (4.3.17) is directly computable from the character of V
ˇˇ
p1
by localization.
Exercise 7.2.18. Spell out the localization formula for the vertex for X “ T˚Grpk,nq.
Exercise 7.2.19. Write a code that computes the vertex function for the Hilbert
scheme of points in C2.
7.2.20. While localization, especially in the case of isolated fixed points, gives a
certain computational handle on the vertex, a much more powerful way to com-
pute to compute the vertex is to identify a q-difference equation that it satisfies.
This identification will require a certain development of the theory.
7.3. The index limit
7.3.1. Let a torus A act on X preserving the symplectic form. A dramatic simpli-
fication occurs in the localization formulas if we let the equivariant variable a P A
go to one of the infinities of the torus.
Very abstractly, suppose
X “ T˚M{{G
and let a torus A act on M commuting with G. For every component F Ă XA we
can assume that A acts so that
F “ T ˚´ MA
¯
{{G .
Because we consider quasimaps from a fixed domain, on which A is not allowed
to act, we conclude that
ιQM : QMpFq Ñ QMpXqA
is an inclusion of a component. Its virtual normal bundle is
(7.3.2) Nvir “ H‚
´
T
1{2
moving ‘ h¯´1
´
T
1{2
moving
¯_¯
,
where the subscript refers to the A-moving part of the restriction of the polariza-
tion to XA.
As in Lemma 6.1.4, we conclude
(7.3.3) Nvir “
2ÿ
i“1
T
1{2
moving
ˇˇ
pi
`H´ h¯´1H_ , H “ H‚
´
T
1{2
moving bKC
¯
.
7.3.4. Consider a balanced virtual A-module H ´ h¯´1H_. Its contribution to
Ovir bK1{2vir is pa´H´ h¯´1H_¯Ñ p´h¯´1{2qrkH`´rkH´ , aÑ 0 ,
where
H “ H` ‘H´
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is the decomposition of H into attracting and repelling subspaces as a Ñ 0. By
Riemann-Roch,
rkH` “ degT1{2ą0 ´ rkT
1{2
ą0 ,
and similarly for H´.
Taking into account the asymmetry between marked points in (6.1.9), the con-
tribution of the first term in (7.3.3) to pOvir equals¨˝
detT1{2moving,p2
detT1{2moving,p1
‚˛1{2 2â
i“1
pS‚ ´T1{2moving ˇˇpi¯_ ,
where the symmetric algebra with a hat was defined in (2.1.22). Note that this
has a nontrivial q-weight. Its analysis leads to q-dependence in the following
Lemma 7.3.5. As aÑ 0,
(7.3.6) VertexX Ñ h¯
codim
4 p´h¯´1{2qdegNą0q´degT1{2ă0 VertexXA ,
where
Ną0 “ T1{2ą0 ` h¯´1
´
T
1{2
ă0
¯_
is the attracting part of the normal bundle to XA.
For the full vertex, that is, the sum over all degrees with weight zdeg, the rela-
tionship (7.3.6) means a shift of the argument z by a monomial in p´h¯´1{2q and
q.
7.4. Cap and capping
7.4.1. In parallel to (7.2.4), we define the capped descendents
(7.4.2) xλ} “ evp2,˚
´
QMrelative p2 ,
pOvir zdegf λ´Vˇˇp1¯¯ P KpXq bQrrzss .
Note that in contrast to the vertex, this is a proper pushforward, hence an element
of nonlocalized K-theory. Precisely because it is a element of nonlocalized K-
theory, it is in many ways a simpler object than the vertex.
By construction,
(7.4.3) xλ} “ λpVqK1{2X `Opzq
where Opzq stands for contribution of nonconstant maps. We will see that for
many insertions λ the cap (7.4.2) is purely classical, that is, the Opzq term in
(7.4.3) vanishes.
7.4.4. In the shorthand of Section 7.1.13, we have
the vertex ,
the cap .
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As in Section 7.1.8, localization gives
(7.4.5) “ ,
where the subscript ψ in the
(7.4.6) |capping operator| “
indicates the insertion of the cotangent line in the accordion count as in (7.1.9).
7.4.7. One can view (7.4.5) as a linear equation for the vertex. The matrix (7.4.6)
of this linear equation is invertible and, in fact, will be identified with the funda-
mental solution of a certain q-difference equation in what follows.
The constant term, or the left-hand side, of this linear equation will be com-
puted using the vanishing of quantum terms in (7.4.3) once the dimensions of the
framing spaces are sufficiently large and the polarization is chosen accordingly.
7.5. Large framing vanishing
7.5.1. Our proof of vanishing of the quantum terms in (7.4.3) will follow the
logic of the second proof of Theorem 7.1.4, namely, it will be based on the analysis
of the integrand in the q Ñ t0,8u limits. In contrast to the situation considered
in Section 7.1.12 , the group Cˆq may now act nontrivially in the fiber V
ˇˇ
p1
over
its fixed point p1 and the weights of this action have to be analyzed.
Concretely, suppose
Vi –
à
k
Opdikq
then we get the weights tqdiku in the fiber of Vi over p1 and hence a crude bound
of the form
(7.5.2) tr
Vi
ˇˇ
p1
qm “
$&%O
`
qmdegVi,n
˘
qÑ 0
O
´
qmdegVi,p
¯
qÑ8 ,
where
(7.5.3) Vi,n –
à
dikă0
Opdikq , Vi,p –
à
diką0
Opdikq .
The extension of (7.5.2) to a general λ P KGpptq, with m replaced by the degree of
the symmetric function λ, will be used in what follows.
7.5.4. It is clear from (7.5.2) that the key to bounding the degree in q is to bound
the degrees of Vi,n and Vi,p. This is done in the following
Lemma 7.5.5. Both terms in the decomposition
degV “ degVn ` degVp
belong to C_ample.
Andrei Okounkov 95
Proof. From (7.2.17), we have
degVp “
ÿ
ką0
dimVrks ,
degVn “
ÿ
kď0
pdimVrks ´ dimVq ,
and so we conclude by Lemma 7.2.10. 
Corollary 7.5.6. For a given ample cone Cample, there exists θ‹ P Cample such that
(7.5.7)
ˇˇˇ
logq trλpV|p1 q q
ˇˇˇ
“ O ppθ‹, degVqdeg λq , qÑ t0,8u ,
for all λ P KGpptq.
7.5.8. Recall from Section 6.1.2 that a polarization of X is an equivariant K-
theory class T1{2X satisfying
(7.5.9) TX “ T1{2X` h¯´1
´
T1{2X
¯_
.
A polarization of X is unique up to adding a balanced class
(7.5.10) T1{2X ÞÑ T1{2X` G´ h¯´1G_ , G P KpXq ,
which affects the modified virtual canonical class (6.1.9) by
(7.5.11) pOvir ÞÑ pOvir detG2detG1 ,
where G1 is corresponding polynomial in Vi
ˇˇ
p1
. Note that by (7.2.5) this also
means
(7.5.12) xλ| ÞÑ xλ|
ˇˇˇ
zÑqdetGz
,
and so all polarizations are equally good for computing the vertex or for deter-
mining the vertex from the computation of the cap.
7.5.13. The contribution of the polarization at p1 to pOvir in localization formulas
is
(7.5.14) p´1qrkT1{2S‚T1{2p1 “
$&%O
´
q´degT
1{2
n
¯
qÑ 0 ,
O
´
q´degT
1{2
p
¯
qÑ8 ,
where T1{2p and T
1{2
n are defined as in (7.5.3).
Definition 7.5.15. We say that the polarization T1{2 is large with respect to θ P
Cample if
degT1{2p ą θ ¨ deg f ,(7.5.16)
´degT1{2n ě θ ¨ deg f .(7.5.17)
for any nonconstant stable quasimap f with stability parameter θ.
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It is important to note that T1{2 is a virtual vector bundle and so the degree
of T1{2n need not be negative. For an example of this phenomenon, one can take
quasimaps to T˚Grpn,nq, for n ą 1.
7.5.18. Let
v “ dimV , w “ dimW ,
be the dimension vectors corresponding to X “ Xv,w and recall that any Nakajima
variety may be embedded
(7.5.19) Xv,w ãÑ Xv,w 1 , w 1 ą w ,
into a larger Nakajima variety as a fixed point of the action of the framing torus.
The ample cones stabilize with respect to these embeddings.
Proposition 7.5.20. For any θ, there exists w 1 and a polarization of Xv,w 1 which is large
with respect to θ.
Proof. We take
(7.5.21) T1{2Xv,w 1 “ F`L´ h¯´1L´1 ` . . . ,
where
F “
à
θią0
HompW 1i,Viq `
à
θiă0
h¯´1HompVi,W 1iq ,
L is a line bundle of the form
L “â pdetViq´Cθi , C " 0
and dots in (7.5.21) stand for terms with Qij from (4.2.2). The degrees of all line
bundles appearing in those omitted terms are bounded in terms of θ ¨ deg f by
Lemma 7.5.5.
Since L can be made arbitrarily negative by choosing C large enough, it can be
used to make the polarization (7.5.21) satisfy (7.5.17). Now take
w 1i « C 1|θi| C 1 " C " 0 .
Since F for an actual, that is, not a virtual vector bundle F we have
degFp ě degF «
â pdetViqC 1θi
and this can be made arbitrarily large so that to satisfy (7.5.16). 
7.5.22. Let θ‹ be as in Corollary 7.5.6.
Theorem 7.5.23. If the polarization T1{2X is large with respect to pdeg λqθ‹ then
(7.5.24) xλ} “ λpVqK1{2X
Proof. We argue as in Section 7.1.12. Localization may be phrased as
(7.5.25) xλ} “ xλ| |capping operator| ,
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where the capping operator is the same as already discussed in Section 7.1.8. The
matrix elements of this operator are given by
(7.5.26) ev˚
ˆ
QM
„
relative p2,p 12
, zdeg pOvir 11´ qψp2
˙
P KpXqb2 bQrrqssrrzss .
Therefore
(7.5.27) |capping operator| Ñ
#
1 , qÑ8
Op1q , qÑ 0 .
On the other hand, by Corollary 7.5.6, (7.5.14), and the definition of a large polar-
ization
(7.5.28) xλ| Ñ
#
λpVqK1{2X , qÑ8
Op1q , qÑ 0 .
The Theorem follows. 
Observe that very crude estimates were used in the proof and sharper results on
vanishing of quantum corrections in (7.4.3) can be obtained along the same lines.
7.5.29. Recall we view (7.5.25) as a system of linear equations that lets one de-
termine the vertex if the cap and the capping operator are known. The capping
operator will be computed as the fundamental solutions of a certain q-difference
equation below.
For any given λ, one can thus compute xλ| for all Nakajima varieties with
sufficiently large framing vector w 1, as in Proposition 7.5.20.
From this, one can go to all Nakajima varieties using Lemma 7.3.5.
8. Difference equations
8.1. Shifts of Kähler variables
8.1.1. Let F be a Cˆq -equivariant coherent sheaf on C. We have
(8.1.2) detH‚pFb pOp1 ´Op2qq “ qdegF ,
and this equality is AutpFq-equivariant. It suffices to check (8.1.2) for F P tO,Op1u,
which is immediate
8.1.3. Recall that for relative quasimaps, the tautological bundles Vi are defined
on a certain destabilization
π : C 1 Ñ C
of the original curve C. Since
degVi “ degπ˚Vi ,
we have
(8.1.4) qdegVi “ detH‚pVi b π˚pOp1 ´Op2qq .
98 K-theoretic computations in enumerative geometry
This means that for any K-theoretic count of quasimaps, we have
(8.1.5)
B
. . . zdeg
Fˇˇˇˇ
zi ÞÑqzi
“
B
. . . zdeg detH‚pVi b π˚pOp1 ´Op2qq
F
,
where dots stand for arbitrary additional insertions. The basic relation (8.1.5)
turns into q-difference equations as follows.
8.1.6. To illustrate different possibilities, consider the following setup that mixes
relative and absolute conditions.
We can define
(8.1.7) J “ ev˚
˜
QM relative p1
nonsing at p2
, pOvir zdeg f
¸
P KpXqb2localized bQrrzss
by equivariant localization. Using the bilinear pairing (6.5.17) on KpXq, one can
turn J into an operator acting from the second copy of KpXq to the first. We have
seen this operator previously, namely
(8.1.8) J “ |capping at p1| .
By our conventions,
(8.1.9) J “ 1`Opzq .
8.1.10. Since π is an isomorphism over p2, we have
detH‚pVi b π˚pOp2qq “ ev˚2 Li
where Li is the ith tautological line bundle (4.3.13) on X.
Over p1, π is usually not an isomorphism, which allows room for nontrivial
enumerative geometry of rational curves in X. This geometry can be conveniently
packaged using degeneration formula.
8.1.11. Introduce the operator
(8.1.12) MLi “ ev˚
´pOvir zdegf detH‚ `Vi b π˚pOp1q˘¯ G´1
in which the first factor is defined using the moduli spaces of quasimaps relative
to both points p1 and p2 and the second is the gluing operator. As in Proposition
6.5.30, we see that the operator (8.1.12) is defined in nonlocalized K-theory.
By construction,
(8.1.13) MLi “ Li `Opzq ,
where Li is viewed as an operator of tensor multiplication.
8.1.14. The curve C may be equivariantly degenerated to a union
Cù C1 YC2 , pi P Ci
of two P1’s. The degeneration formula for (8.1.5) gives the following formula
(8.1.15) JpqLizq “MLi JpzqL´1i
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where
pqLzqd “ qxL,dy zd , d P H2pX,Zq ,L P PicpXq .
This immediately extends to the whole Picard group to give the following
Theorem 8.1.16.
(8.1.17) JpqLzqL “ML Jpzq
From (8.1.9) and (8.1.13), we see that the difference equations
ΨpqLzq “ML Ψpzq
have a regular singularity at z “ 0 and that J is the fundamental solution.
8.1.18. Recall from Section 7.1.12 that
JÑ
#
1 , qÑ 0
G , qÑ8 .
Substituting this into (8.1.17), we obtain the following
Corollary 8.1.19. If L is ample then
MLpz,qq Ñ L , qÑ 0 ,(8.1.20)
MLpq´Lz,qq Ñ GL , qÑ8 .(8.1.21)
8.2. Shifts of equivariant variables
8.2.1. Let σ be a cocharacter as in (4.3.2). We will consider σ-twisted quasimaps
to X and we fix the equivariant structure so that Cˆq acts trivially in the fiber over
p2.
8.2.2. We define the operator
(8.2.3) Jσ : KTpXq Ñ KTˆCˆq pXqlocalized bQrrzss
as in (8.1.7) but for twisted quasimaps. Here Cˆq acts on X via σ.
8.2.4. The operator Jσ may be computed by localization with respect to Cˆq . The
localization formula has accordions opening at p1 and an edge term associated to
a “constant” map to σ-fixed point x
fσ : CÑ x P Xσ ,
as in Section 4.3.12.
The accordion terms are identical to the accordion terms for J, with equivariant
variables a P A replaced by qσa, where qσ “ σpqq, and therefore
(8.2.5) Jσ “ JpaqσqEpx,σq ,
where
Epx,σq “ edge term for fσpedge term for f0q
ˇˇ
aÞÑqσa
.
This ration of edge terms may be analyzed as follows.
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8.2.6. Let Tx be the vector bundle over C associated to the action of Cˆq on TxX.
We have
Tvirpfσq “ H‚pTxq “ T
σ
x
1´ q´1 `
T0x
1´ q ,
where T0x means we take this vector space with a trivial C
ˆ
q action. Therefore
(8.2.7) Tvirpfσq ´ Tvirpf0q
ˇˇ
aÞÑqσa “
T0x ´ Tσx
1´ q .
The polarization terms in (6.1.9) give
polarization contribution “ q´ 12 degdetT1{2x .
for the twisted map and 1 for the untwisted.
8.2.8. The entire function
(8.2.9) paq8 “
8ź
i“0
p1´ qiaq
is a q-analog of the reciprocal of the Γ -function. We extend it to a map
Φ : KpXq Ñ KpXq bZrrqss
by
ΦpGq “
ź
pgiq8 “ Λ‚
˜
Gb
ÿ
iě0
qi
¸
where the product is over Chern roots gi of G. Similar Γ -function terms are
ubiquitous in quantum cohomology, see for example Chapter 16 in [59] and have
been conceptually investigated by Iritani, see e.g. [42]. We have
Tvir “ G1´ q´1 ñ Ovir “
1
ΦpG_q ,
which, in particular, applies to (8.2.7).
Exercise 8.2.10. If Tvir “ H´ cH_ where c is a character, then
Ovir bK1{2vir “ p´c1{2qrkHS
‚pp1´ c´1qHq .
In particular, if T “ T1{2 ` h¯´1
´
T1{2
¯_
and Tvir is given by (8.2.7) then
Tvir “ H´ cH_ , H “
T
1{2
x,0 ´ T
1{2
x,σ
1´ q , c “
1
h¯q
,
and the rank of H is the degree of the bundle T1{2x formed by polarizations.
Here we denote by T1{2x,σ the polarization at x with the action of Cˆq induced by
σ. The same virtual vector space with the trivial Cˆq -action is denoted by T
1{2
x,0 .
8.2.11. Including the contributions from K1{2vir , the polarization, and z
deg, we
obtain the following
Lemma 8.2.12. We have
(8.2.13) Epx,σq “ pzshiftedqxµpxq,—bσy Φ
`p1´ qh¯q`T1{2x,σ ´ T1{2x,0 ˘˘ ,
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where
(8.2.14) zdshifted “ zdp´h¯1{2qq´xdetT
1{2,dy , d P H2pX,Zq .
Proof. From Exercise (8.2.10), we compute
Ovir bK1{2vir “
ˆ
´ 1?
h¯q
˙degT1{2x
Φ
`p1´ qh¯q`T1{2x,σ ´ T1{2x,0 ˘˘ .
Together with the q´degT
1{2
x {2 contribution of the polarization in (6.1.9), the pref-
actor becomes
p´h¯1{2qq´degT1{2x .
This is equivalent to shifting the degree variable as in (8.2.14). 
8.2.15. The shift of the Kähler variables, as in (8.2.14), by an amount propor-
tional to the determinant of the polarization also appears in quantum cohomol-
ogy, see for example the discussion in Section 1.2.4 of [59].
8.2.16. We define an operator
Epσq : KTpXq Ñ
`
KTpXq bQrqs
˘
localized bQrz˘1s
by formula (8.2.13) in σ-fixed points. Note that multiplication by Φ is defined
without localization, but the degree term is not. Also note that once we go to
σ-fixed points, there is no difference between the domain and the source of the
map (8.2.3). So, localization gives
Jσ “ JpqσaqEpσq .
8.2.17. On the other hand, we can argue as in Section 8.1.11 and introduce the
following shift operator
(8.2.18) Sσ “ ev˚
´
twisted quasimaps, pOvir zdeg f ¯ G´1
in which the first factor is defined using the moduli spaces of quasimaps relative
to both points p1 and p2 .
Note that in contrast to the operator (8.1.12), Cˆq -localization is required to de-
fine the operator (8.2.18). This is because a twisted rational curve in X may run
off to infinity even with two fixed marked points11.
8.2.19. Degeneration formula for Jσ gives the following
Theorem 8.2.20.
(8.2.21) JpqσaqEpσq “ Sσ Jpaq .
11This happens already for X “ C, twisted rational curves in which are nothing but sections of line
bundles on P1.
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8.2.22. It is convenient to introduce the following operator
(8.2.23) JΦ “ JΦpp1´ qh¯q T1{2Xq .
It conjugates both the Kahler and equivariant shifts into constant q-difference
equations
Corollary 8.2.24.
ML JΦpzq “ JΦpqLzqL ,(8.2.25)
Sσ JΦpaq “ JΦpqσaq pzshiftedqxµp ¨ q,—bσy .
Recall that (8.1.13) implies the difference equation in Kähler variables has a
regular singularity at z “ 0. It follows from the results of [75] that, in fact, it has
regular singularities on the whole Kähler moduli space, which is the toric variety
associated to the fan of ample cones in H2pX,Zq.
Similarly, the difference equations in the equivariant variables a P A have reg-
ular singularities on a toric compactification of A defined by the fan of the cham-
bers from Section 9.1.2 below. Below in Corollary 10.3.16 we will see an explicit
basis in which the operators Sσ are bounded and invertible on the infinities of
the torus A.
Note that a similar shift operator may be defined for any cocharacter of the
full torus T, but it will lead to a difference equation with irregular singularities.
8.2.26. Conjugation to an equation with constant coefficients as in (8.2.25) is
as good as a solution of difference equation, and, in some sense, even better
as it involves no multivalued functions in z and a. A solution of the constant
coefficient equation, which does involve multivalued functions and, specifically,
logarithms of Kähler and equivariant variables, can be written as follows.
8.2.27. A solution of a constant coefficient matrix difference equation of the
form
Fpqzq “ BFpzq
is given by Fpzq “ exp
ˆ
ln z
lnq
lnB
˙
, where the function
logq z “
ln z
lnq
solves the equation logqpqzq “ 1` logq z. Therefore, we need the logarithm of
the operator Lb acting on KTpXq. Here the equivariance will be important, which
is why we indicate it explicitly.
8.2.28. Let R be an integral domain and B : Rn Ñ Rn an operator in a free
R-module. Even if all eigenvalues tλiu of B lie in R, most functions fpBq of the
operator B, such as projectors on generalized eigenspaces, are only defined after
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localization at λi ´ λj, and so
fpBq P EndpRnq
„
1
λi ´ λj
, fpλiq

,
as illustrated by
ln
˜
a 1
0 b
¸
“
˜
lnpaq lnpaq´lnpbqa´b
0 lnpbq
¸
.
8.2.29. This applies, in particular, to the operator B “ Lb of tensor multiplica-
tion by a line bundle in KTpXq. Recall from Exercise 2.2.24 that the eigenvalues
of this operators are the T-weights of L at the different components of XT. In
particular, for fpxq “ ln x, we need the logarithm of a weight, which is an element
of pLieTq˚.
We thus can define a map
ξ : H2pX,Cq b LieTÑ EndKpXTq bC
which extends the map
L ÞÑ lnpLb—q
by linearity to H2pX,Cq “ PicpXq bZ C. This is refinement of the transpose of the
map µ from (4.3.14) and it coincides with it in the case of isolated T-fixed points.
8.2.30. The operator
(8.2.31) Ξ “ exp ξpln zshifted, ln tq
lnq
solves the equations
(8.2.32) ΞpqLzq “ Lb Ξ , Ξpqσaq “ pzshiftedqxµp ¨ q,—bσy Ξ .
Therefore, we have the following
Corollary 8.2.33. The operator JΦpzqΞ is a solution of the difference equations defined
by ML and Sσ.
8.3. Difference equations for vertices
8.3.1. Exchanging the roles of 0,8 P P1, we get
(8.3.2) }λy “ J |λy ,
where
(8.3.3) |λy “ evp1,˚
´
QMnonsing p1 , pOvir zdegf λ´Vˇˇp2¯¯ ,
and similarly for the capped vertices.
8.3.4. Clearly, equation (8.3.2) can be restated as
(8.3.5) pJΦ Ξq´1 }λy “ Ξ´1Φppqh¯´ 1q T1{2Xq |λy ,
We have the following
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Proposition 8.3.6. The vector (8.3.5) satisfies a scalar q-difference equation of order
rkKpXq in variables z with regular singularity at z “ 0 and a scalar q-difference equation
with regular singularities in variables a P A.
We warm up for the proof with the following sequence of exercises.
Exercise 8.3.7. Let Bpaq P GLpn,Cpaqq be a matrix of rational functions of a and
let 0 ‰ vpaq P Cpaqn be a nonzero vector of rational functions. If a covector ηpaq
solves the equation
(8.3.8) ηpqaq “ BpaqT ηpaq
then the function
fηpaq “ xηpaq, vpaqy
solves a difference equation
(8.3.9)
dÿ
i“0
cipaq fpqiaq “ 0 , cipaq P Cpaq ,
of order d ď n which depends on Bpaq and vpaq, but not on a choice of ηpaq
solving (8.3.8).
Exercise 8.3.10. In the setting of the previous exercise, consider the C-linear map
(8.3.11)
#
solutions
of (8.3.8)
+
Q η ÞÑ fη P
#
solutions
of (8.3.9)
+
.
Show that if this map has kernel then the difference operator
(8.3.12) vpaq ÞÑ Bpaq vpqaq
is reducible, that is, preserves a nontrivial Cpaq-linear subspace
vpaq P V ‰ Cpaqn .
In this case, we can choose d ď dimCpaq V in (8.3.9) and we can always choose d
so that the map (8.3.11) is surjective.
Exercise 8.3.13. If d is minimal and (8.3.8) has regular singularities in a then so
does (8.3.9).
Proof. We first assume that the framing is sufficiently large and the polarization
is chosen so that Theorem 7.5.23 applies. In this case,
}λy P KpXq
is independent of the Kähler parameters and depends rationally on a P A via the
identification KpXq bCrAs CpAq – KpXAq bCpAq. Therefore the claim follows from
the above Exercises.
For arbitrary framing, we argue as in Section 7.5.29 by embedding X as
X “ a component of pX 1qA 1 ,
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where X 1 is a larger Nakajima variety and the torus A 1 acts on framing spaces.
Using Lemma 7.3.5 we can get the vertices for X from vertices for X 1. The opera-
tor Ξ in (8.3.5) makes the solutions associated to different components of pX 1qA 1
grow at different exponential rates at the infinity of A 1. Correspondingly, the dif-
ferential module breaks up into a direct sum over the components of pX 1qA 1 in
the limit. 
8.3.14. The differences between the vertices |λy and xλ| are the following:
— polarization at 0,8 contributes differently to the symmetrized virtual
structure sheaf in (6.1.9), and
— exchanging 0 and 8 sends q to q´1.
Therefore
(8.3.15) xλ| pz,qq “ |λy pzq´detT 1{2 ,q´1q .
8.3.16. There is no way to replace q by q´1 in (8.2.9), but the functions
pa;q´1q8 “
8ź
i“0
p1´ q´iaq
1
pqa;qq8 “
8ź
i“1
p1´ qiaq´1
solve the same difference equation
fpqaq “ p1´ qaqfpaq ,
reflecting the rational function identity
a
1´ q´1 “ ´
qa
1´ q .
Similarly
qh¯´ 1
1´ q
ˇˇˇ
q ÞÑq´1
“ q´ h¯
1´ q ,
and therefore, from the point of view of difference equations,
Φppqh¯´ 1q T1{2Xq
ˇˇˇ
q ÞÑq´1
” Φppq´ h¯q T1{2Xq .
8.3.17. Substitution 8.3.15 takes
zshifted ÞÑ z# “ z p´h¯1{2q´detT
1{2
.
Putting it all together, we obtain the following
Theorem 8.3.18. The vector
(8.3.19) ČVertexpλ, T1{2q “ xλ| Φppq´ h¯q T1{2Xq exp ξpln z#, ln tq
lnq
satisfies a scalar q-difference equation of order rkKpXq in variables z with regular singu-
larity at z “ 0 and a scalar q-difference equation with regular singularities in variables
a P A.
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Formally speaking, the function Φppq ´ h¯q T1{2Xq may have a pole in the de-
nominator if the T-fixed points are not isolated. To fix this, it may be replaced
by any solution of the same difference equation, we can replace the polarization
T1{2X by its normal directions to XT. It is however, better, to interpret the whole
thing as a section of a certain line bundle on the spectrum of KTpXq bC, see [1].
8.3.20. As written, the function (8.3.19) and the difference equations that it
solves depends on the choice of polarization T1{2. However, as we will check
presently, a difference choice of polarization affects the difference equations via a
shift of the variable z only.
Indeed, any other polarization may we written as T1{2 ` G´ h¯´1G_ for some
G P KpXq and we have the following
Exercise 8.3.21. Show that
(8.3.22) ČVertexpλ, T1{2 ` G´ h¯´1G_q “
ČVertexpλ, T1{2qˇˇˇ
zÞÑzq´detG
Φppq´ h¯qpG´ h¯´1G_qq exp
ξ
ˆ
ln
´q
h
¯detG
, ln t
˙
lnq
.
Exercise 8.3.23. Show that
(8.3.24) Φppq´ h¯qpG´ h¯´1G_qq exp
ξ
ˆ
ln
´q
h
¯detG
, ln t
˙
lnq
is invariant under q-shifts of variables in A. The Φ-term here is a ratio of theta
functions because
Φppq´ hqpa´ 1{a{hqq “ q
1{2
h¯1{2
ϑpqaq
ϑph¯aq ,
where
ϑpxq “ px1{2 ´ x´1{2qpqxq8pq{xq8
is the odd theta function.
9. Stable envelopes and quantum groups
9.1. K-theoretic stable envelopes
9.1.1. At the heart of many computations done in these notes lies the basic
principle outlined in Section 2.4. To use it effectively, it is very convenient to have
a supply of equivariant K-classes which have both
— small support (to help with properness), and
— small weights of their restriction to fixed points.
Obviously, there is a tension between these two desirable features as exemplified,
on the one hand, by the structure sheaf OX which has zero weights but is sup-
ported everywhere and, on the other hand, by the structure sheaves Ox of torus
fixed points. Those have minimal possible support, but their weights will exactly
match the denominators in the localization formula.
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9.1.2. A productive middle ground is formed by classes supported on the at-
tracting set of a subtorus
A Ă AutpX,ωq
where ω is the holomorphic symplectic form. Let ξ P LieA be generic and con-
sider
Attrξ “
"
x P X
ˇˇˇˇ
lim
tÑ8
e´tξx exists
*
.
This is a closed set which is a union of locally closed sets
AttrξpFiq “
"
x P X
ˇˇˇˇ
lim
tÑ8
e´tξx P Fi
*
,
where XA “ Ů Fi is the decomposition of the fixed-point set into connected com-
ponents. The natural embedding
AttrξpFiq Ă Xˆ Fi
is Lagrangian with respect to the form ωX ´ωFi .
A small variation of ξ doesn’t change the attracting manifolds, they change
only if one of the weights of the normal bundle to XA in X changes sign on ξ.
These weights partition LieA into finitely many chambers. We denote by C Q ξ the
chamber that contains ξ and write AttrCpFiq is what follows, or simply AttrpFiq
if the choice of a chamber is understood.
9.1.3. Let
Attrf Ă XˆXA
be full attracting set for given Cwhich, by definition, is the smallest closed set that
contains the diagonal in XA ˆ XA Ă Xˆ XA and is closed under taking Attrp ¨ q.
The stable envelope in K-theory
Stab P KpXˆXAq
will be a certain improved version of OAttrf , such that
(1) supp Stab Ă Attrf ,
(2) we will have
(9.1.4) Stab “ OAttrf b line bundle
near the diagonal in XˆXA, which is a normalization condition,
(3) the weights of the restriction of Stab to off-diagonal components of XA ˆ
XA will be smaller than what can be expected of a general Lagrangian
subvariety and smaller than half of the denominators in the localization
formula.
Since A preserves the symplectic form ω, the A-weights in the normal bundle
to XA appear in opposite pairs, and half of denominators above refers to a choice
of one from each pair.
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9.1.5. We first discuss the normalization, that is, the line bundle in (9.1.4). This
will require a choice of polarization T1{2X. The eventual formula will make sense
for a polarization of any kind, but to start let us assume that we are really given
a half T1{2X of the tangent bundle TX, and thus a half N1{2 of the normal bundle
NF, near a component F of XA.
Since A preserves ω, all normal weights to XA come in pairs
w` h¯´1w´1
which we can now break according to positivity on C or which of those belongs to
N1{2. We view C as something that will be changing depending on circumstances,
whereas the polarization is a choice that we are free to make and keep. The idea
is thus to make Stab to be more like Λ‚´
´
N1{2
¯_
and less like OAttr.
The prescription for doing this is illustrated in the following table, where we
assumed that weight w appears in N1{2 but may be attracting or repelling
N1{2 Attr Nă0 OAttr Λ
‚
´
´
N1{2
¯_
Stab
w w 1h¯w p1´ h¯wq p1´ 1w q p1´ 1h¯wqh¯1{2
w 1h¯w w p1´ 1w q p1´ 1w q p1´ 1w q
The general formula
(9.1.6) Stab
ˇˇ
FˆF “ p´1qrkN
1{2
ą0
ˆ
detNă0
detN1{2
˙1{2
OAttr
makes sense for an arbitrary polarization.
One can explain this formula also from a different perspective, namely, one
would have liked to make a self-dual choice
(9.1.7) Stab
ˇˇ
FˆF « ˘pdetNă0q1{2 OAttr ,
except there is no reason for this square root to exist. The correction by polariza-
tion in (9.1.6) makes the square root well defined.
9.1.8. The third property of stable envelopes in Section 9.1.3 means the follow-
ing. We would like a condition of the kind
degA Stab
ˇˇˇ
F2ˆF1
ă degA Stab
ˇˇˇ
F2ˆF2
.
The degree of Laurent polynomial is its Newton polygon
degA
ÿ
fµz
µ “ Convex hull ptµ, fµ ‰ 0uq Ă A^ bZ Q ,
considered up to translation. The up-to-translation ambiguity corresponds to mul-
tiplication by invertible functions zν, ν P A^. The natural partial ordering on
Newton polygons is inclusion, again up to translation. This is compatible with
multiplication in CrAs.
9.1.9. The translation ambiguity for inclusion of Newton polygons leads to an
additional degree of freedom L, called slope, in the following definition.
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Let L be an equivariant line bundle on X. Its restriction L
ˇˇ
F
has a well-defined
equivariant weight, already discussed in Section 4.3.12. A fractional line bundle
L P PicApXq bZ Q
has a well-defined fractional weight at all fixed points.
We fix a sufficiently general fractional line bundle L and require that
(9.1.10) degA StabL
ˇˇˇ
F2ˆF1
bL
ˇˇˇ
F1
Ă degA Stab
ˇˇˇ
F2ˆF2
bL
ˇˇˇ
F2
.
Observe that (9.1.10) is independent on the A-linearization of L.
Also observe the inclusion in (9.1.10) is necessarily strict, because it is an inclu-
sion of a fractional shift of an integral polygon inside an integral polygon.
9.1.11. It is easy to see the K-theory class Stab satisfying the three conditions of
Section 9.1.3, made precise in equations (9.1.6) and (9.1.10), is unique if it exists,
see below. Existence of stable envelopes for Nakajima varieties is a nontrivial
geometric fact, see [60] and also [1].
Exercise 9.1.12. Show that stable envelopes corresponding to different polariza-
tions are related by a shift of slope.
9.1.13. Let X be a hypertoric variety, that is, an algebraic symplectic reduction
of the form
X “ T˚Cn{{ Torus .
We may assume that
Torus – diagps1, . . . , skq P GLpkq
acts on Cn “ Ck ‘Cn´k via the defining representation on Ck and with some
weights on the remaining coordinates. The action of
A “ diagpak`1, . . . ,anq P GLpn´ kq
descends to X. The point
x “ T˚Ck{{Torus P X
is fixed by A.
To compute Stabpxq we may assume that
— the weights ai are attracting,
— the polarization is given by the cotangent directions, that is,
T1{2 “ T˚Cn ´ h¯´1 LieTorus .
Indeed, if one of the weights ai is repelling, we can replace it in the module Cn´k
by the corresponding cotangent direction. Using Exercise 9.1.12, we can do the
same with polarization.
Let wk`1, . . . ,wn denote the coordinates in cotangent directions of T˚Cn´k.
They descend to section of line bundles on X and define divisors wi “ 0 on X.
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Exercise 9.1.14. Show that the structure sheaf Owk`1“¨¨¨“wn“0 is the stable enve-
lope of x for L “ 0.
Exercise 9.1.15. Show that StabLpxq for any other slope is given by a twist of
Owk`1“¨¨¨“wn“0 by an integral line bundle.
9.1.16. A typical computation with stable envelopes proceeds as follows. One
uses the support condition to argue the result in a Laurent polynomial in a P A.
One then computes this polynomial by taking the aÑ 8 asymptotics in localiza-
tion formula. The strict inclusion in (9.1.10) often implies that the contribution of
many fixed points may be discarded.
Exercise 9.1.17. Show that
(9.1.18) Stabtransp
´C,T 1{2opp,´L
˝ StabC,T 1{2,L “ OdiagXA ,
where
Stabtransp P KpXA ˆXq
is the transposed correspondence. It follows that the composition of the other
order is also the identity
(9.1.19) StabC,T 1{2,L ˝ Stabtransp´C,T 1{2opp,´L “ OdiagX .
This gives a decomposition of the diagonal for X if one for XA is known.
9.2. Triangle lemma and braid relations
9.2.1. Let A 1 Ă A be a subtorus such that XA 1 “ XA, which is satisfied generically.
Evidently,
Stable envelopes for A “ Stable envelopes for A 1 ,
where
chambers in LieA 1 “ `LieA 1˘X chambers in LieA .
In particular, A 1 can be a generic 1-parameter subgroup, and therefore for unique-
ness of stable envelopes it is enough, in principle, to consider the case dimA “ 1.
Proposition 9.2.2 ([59]). Stable envelopes are unique.
Proof. Let Fi be a component of the fixed locus and suppose there are two classes
S and S 1 that satisfy the definition of the stable envelope
Stab
ˇˇ
Fi
Ă Xˆ Fi .
We write Fj ă Fi if the full attracting set of Fi contains Fj; this is a partial order
on components of the fixed locus. By the normalization condition,
S|AttrpFiq “ S 1|AttrpFiq
and hence S´ S 1 is supported on ŤjăiAttrpFjq. Therefore, there exist a maximal
Fj ă Fi such that
pS´ S 1q|AttrpFjq ‰ 0 .
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The restriction of S´ S 1 to Fj factors through the map
KpAttrfpFjqq
pushforward
//

KpXq

KpFjq
bΛ‚N_ă0 // KpFjq ,
in which the vertical maps are restrictions. Therefore the Newton polygon of
S´ S 1 ˇˇ
Fj
is at least as big as the Newton polygon of StabFjˆFj , in contradiction
with the degree bound. 
9.2.3. If dimA “ 1 then one can construct stable envelopes inductively with re-
spect to the above partial order on the set of fixed components. This is essentially
a version of the Gram-Schmidt process. In fact, instead of (9.1.10) one can require
(9.2.4) degA Stab
ˇˇˇ
F2ˆF1
Ă degA Stab
ˇˇˇ
F2ˆF2
` shift i,j .
for generic shifts
shift i,j P Q .
Remarkably, a similar Gram-Schmidt process may be carried out not in KpXq, but
in the derived category of coherent sheaves on X. This is a special case of the
theory developed in [39], where many applications of these techniques can also
be found.
In that setting, Stab is a bounded complex of coherent sheaves on XˆXA and
the degree bound applies to all terms of its derived restriction to XA ˆXA, that is,
to all groups TorkpStab,OFiq.
For dimA ą 1, in general, it will be impossible to satisfy the condition (9.2.4)
with generic shifts. Put it differently, we can still define Stabξ for a 1-parameter
subgroup generated by ξ using (9.2.4). However, as a function of ξ, these will
jump across some new walls in LieA and these new walls will subdivide our old
chambers C.
These is where the importance of shifts by a weight of a line bundle as in
(9.1.10) comes in. Lifting (9.1.10) to derived category of coherent sheaves is an
active area of current research. It overlaps, among other things, with the study of
quantizations, that is, noncommutative deformations of the algebraic symplectic
manifold X. A fractional line bundle in that context becomes a parameter of
quantization.
9.2.5. Now consider a subtorus A 1 Ă A such that XA 1 ‰ XA, which means that
LieA 1 lies inside one of the walls in LieA. A chamber CA Ă LieA determines a
pair of chambers
CA 1 “ CA X LieA 1 PLieA 1 ,
CA{A 1 “ Image pCAq PLieA{A 1 ,
see Figure 9.2.6. Correspondingly, we have a diagram of maps
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Figure 9.2.6. A cone C Ă LieA induces a cone for each subtorus
A 1 and quotient torus A{A 1.
(9.2.7) KpXAq
StabCA //
StabC
A{A 1 ''P
PPP
PPP
PPP
PPP
KpXq .
KpXA 1q
StabC
A 1
77♥♥♥♥♥♥♥♥♥♥♥♥♥
The shape of this diagram explains why the following statement is known as the
triangle lemma.
Proposition 9.2.8. The diagram (9.2.7) commutes.
Proof. Consider the composition
(9.2.9) StabC
A 1
˝ StabC
A{A 1
Ă XˆXA .
It clearly satisfies the support and the normalization conditions, and so it is the
degree condition (9.1.10) that needs to be checked. Further, by uniqueness of sta-
ble envelopes, it is enough to check the degree condition for a generic 1-parameter
subgroup with generator
ξ “ ξ 1 ` δξ , ξ 1 P CA 1 , δξ P CA{A 1 ,
where ξ 1 is generic and the perturbation
(9.2.10) }δξ} ! }ξ 1}
is small.
In order to check (9.1.10), we need to consider two cases. The first case is when
F2 and F1 belong to different components of XA
1
. In this case, the inequalities
(9.1.10) are strict for the stable envelope StabC
A 1
. In particular, they are strict for
the 1-parameter subgroup generated by ξ 1, and therefore still satisfied for a small
perturbation ξ.
The second case is when F2 and F1 belong to the same component of XA
1
.
In this case, StabC
A 1
is multiplication by Λ‚
´
N
XA
1 ,ă0
¯_
, twisted by polarization
terms. The corresponding terms cancel from both sides of (9.1.10), as does the
A 1-weight of the line bundle L. The degree bounds thus follows from the degree
bounds for StabC
A{A 1
. 
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9.2.11. Let two chambers C˘ share a face, that is, let them be separated by a
codimension 1 wall
w “ LieA 1 Ă LieA .
For fixed slope L, we define the following R-matrix
Rw “ Stab´1C´ ˝ StabC` P EndKpXAqlocalized
“ Stab´1w,´ ˝ Stabw,` ,(9.2.12)
where
Stabw,˘ : KpXAq Ñ KpXA 1q
are the stable envelopes for the quotient A{A 1 – Cˆ. The equality of two lines in
(9.2.12) follows from the triangle lemma. Note from (9.1.18) that the inverse of a
stable envelope is the transpose of another stable envelope.
From (9.2.12) we observe:
— the operator Rw depends only on XA ãÑ XA 1 and, in particular,
— as a function of equivariant parameters in A, it factors through A{A 1.
9.2.13. Let w1,w2, . . . be the walls intersecting in a given codimension 2 sub-
space of LieA. We may put them in the natural cyclic ordering as in Figure 9.2.14
and then we have the following obvious
Figure 9.2.14. Product of wall R-matrices around a codimension
2 subspace is the identity
Proposition 9.2.15.
(9.2.16)
Ð−ź
Rwi “ 1 .
In other words, R-matrices satisfy relations of the fundamental groupoid of the
complement of the walls in LieA.
9.2.17. Fix a quiver, a framing vector w and define
Xpwq “
ğ
v
Nakajima varietypv,wq
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where v “ pdimViq is the vector of ranks of tautological vector bundles and some
choice of the stability parameter is understood. Let
A “ tpa1,a2,a3qu –
`
Cˆ
˘3
act on the framing spaces and hence on X so that
w “
ÿ
ai bwpiq
is the equivariant dimension vector.
Exercise 9.2.18. Describe XA, the walls in LieA, and the corresponding fixed loci.
Exercise 9.2.19. Show that the braid relation (9.2.16) becomes the following equa-
tion
(9.2.20) R12pa1{a2qR13pa1{a3qR23pa2{a3q “ R23pa2{a3qR13pa1{a3qR12pa1{a2q
known as the Yang-Baxter equation with spectral parameter. This is an equation
for operators
Rijpai{ajq P EndKpXpwpiqqq bKpXpwpjqqqlocalized
acting in the respective factors of
KpXpwp1qqq bKpXpwp2qqq bKpXpwp3qqqlocalized .
Exercise 9.2.21. Show the following property
(9.2.22) R12pa1{a2qR21pa2{a1q “ 1 ,
known as the unitarity of R-matrices.
9.2.23. In particular, take
(9.2.24) X “ Xp2q “ pt\ T˚P1 \ pt
for the quiver with one vertex and no loops. Stable envelopes for T˚P1 are a
special case of the computation from Exercise 9.1.14, with the following result.
Let
A “ diagpa1,a2q Ă GLp2q
act on P1 “ PpC2q in the natural way. In particular, it acts with weights ai on the
fibers of Op´1q over the fixed point pi P X.
Exercise 9.2.25. Choose the parameters of stable envelopes as follows:
— the polarization T1{2 is given by cotangent directions,
— the slope is L “ Op´εq, where 0 ă ε ă 1,
— the chamber C is such that a1{a2 Ñ 0.
Then
StabCpp1q “ p1´ a2Op1qq h¯1{2 , StabCpp2q “ 1´ h¯a1Op1q ,
while
Stab´Cpp1q “ 1´ h¯a2Op1q , Stab´Cpp2q “ p1´ a1Op1qq h¯1{2 ,
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is obtained by permuting the roles of p1 and p2.
Exercise 9.2.26. Check that the computation of the R-matrix in the previous ex-
ample gives
RT˚P1puq “ Stab´1´C ˝ Stab´C “
¨˚
˚˝h¯1{2 1´uh¯´ u u 1´ h¯u´ h¯
1´ h¯
u´ h¯ h¯
1{2 1´u
h¯´ u
‹˛‹‚
where u “ a1{a2. Together with the trivial blocks
RXp2q “
¨˚
˚˝1 RT˚P1
1
‹˛‹‚
for the points in (9.2.24), this equates the R-matrix for Xp2q with the standard
R-matrix for Uh¯ppglp2qq, see [21, 27].
9.3. Actions of quantum group
9.3.1. Let tFiu be a collection of vector spaces (or free modules over some more
general rings) and
(9.3.2) RFi ,Fjpuq P EndpFi b Fjq bCpuq
a collection of invertible operators satisfying the Yang-Baxter equation (9.2.20).
From this data, one can make a certain Hopf algebra U act on modules of the form
(9.3.3) Fi1pa1q b ¨ ¨ ¨ b Finpanq
where Fipaq is a shorthand for Fi b Cra˘1s and the order of factors in (9.3.3) is
important.
The variables ai here are simply new indeterminates, unrelated to the structure
of the algebra U. The action of U in (9.3.3) is linear over functions of ai. One
should think of ai as points of Cˆ at which the modules Fi are inserted, and
think of U as a deformation of a gauge Lie algebra
U « Univ. enveloping `MapspCˆ Ñ gq˘ ,
where each Fi is a module over the Lie algebra g.
9.3.4. The definition of a Hopf algebra includes a coproduct, that is a coassocia-
tive homomorphism of algebras
∆ : U ÞÑ UbU .
A coproduct makes modules over U a tensor category. Familiar examples are
a group algebra CG of a group G or the universal enveloping algebra of a Lie
algebra g. A group acts in tensor products via the diagonal homomorphism,
meaning
∆ : CG Q g ÞÑ gb g P CGbCG ,
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which by Leibniz rule gives
∆pξq “ ξb 1` 1b ξ ξ P LieG .
In categories related to motives, in which
b “ Cartesian product of varieties ,
tensor product is similarly commutative.
By contrast, the coproduct for U will not be cocommutative, meaning that
∆opp “ p12q ˝ ∆ ‰ ∆ ,
and so the order of factors in the tensor product will be important.
9.3.5. The coproduct will be not entirely noncommutative: after localization in
a, tensor products in either order become isomorphic, that is
F1pa1q b F2pa2q bCpa1{a2q – F2pa2q b F1pa1q bCpa1{a2q
as U modules. In fact, the isomorphism is given by
(9.3.6) R_F1pa1q,F2pa2q “ p12q ˝ RF1,F2pa1{a2q .
The same formula will work for general modules of the form (9.3.3), if we extend
the definition of R-matrices as follows
RF1pa1q,F2pa2qbF3pa3q “ RF1pa1q,F3pa3q RF1pa1q,F2pa2q
and so on, see Figure 9.3.7 which illustrates the order in which the R-matrices
should be multiplied.
Figure 9.3.7. To write an R-matrix for two modules of the form
(9.3.3), one multiplies R-matrices for factors in the order of cross-
ings in the above diagram. Here, we get R18 ¨ ¨ ¨R24R35R34, where
R24 and R35 can be places in arbitrary order.
Exercise 9.3.8. Prove that so defined R-matrices satisfy the same braid relations
of the form
R12R13R23 “ R23R13R12 ,
and the Yang-Baxter equation
R12pu1{u2qR13pu1{u3qR23pu2{u3q “ R23pu2{u3qR13pu1{u3qR12pu1{u2q
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if we make u P AutpCˆq act on modules (9.3.3) by shifting all variables ai ÞÑ uai.
9.3.9. Let F be a module of the form (9.3.3). The algebra U may be defined in a
very down-to-earth way as the subalgebra
(9.3.10) U Ă
ź
F
EndpFq
generated by matrix elements of
RF,Fipuq P EndpFq b EndpFiq bCpuq
in the auxiliary space Fi for all i. Such matrix element is a rational function
of u with values in EndpFq and we add to U the coefficients of the expansion
of this rational function as both u Ñ 0 and u Ñ 8. As the degrees of these
rational functions are unbounded, there is no universal relations between these
coefficients.
The natural projectionź
F
EndpFq ÞÑ
ź
F1 ,F2
EndpF1 b F2q
restricts to a map
∆ : U ÞÑ U pbU
where the completion is required if the auxiliary spaces are infinite-dimensional,
see the discussion in Section 5 of [59]. It is clear that ∆ is a coassociative coprod-
uct.
Exercise 9.3.11. Show that (9.3.6) intertwines U action.
Geometrically defined R-matrices have an additional parameter, namely the
slope. It can be shown [75] that the resulting algebra U does not depend on the
slope. However, the ability to vary the slope is of significant help in analysis of
the structure of U.
9.3.12. Among F in (9.3.10) we include the trivial representation C such that
RC,F “ 1 for any F.
Exercise 9.3.13. Show that the induced map UÑ C is a counit for ∆.
9.3.14. In addition to a coproduct, a Hopf algebra has an anti-automorphism
S : UÑ U
called the antipode, see [21, 27]. It satisfies
(9.3.15) m ˝ p1b Sq ˝∆ “m ˝ pSb 1q ˝∆ “ unit ˝ counit
where m : UbUÑ U is the multiplication.
In applications, S is invertible, even though invertibility of the antipode is not
a part of the standard axioms. For the category of modules, the existence of the
antipode means existence of dual modules.
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For noncommutative b, one has to distinguish between the left duals, with
canonical maps
(9.3.16) F˚ b FÑ C , C Ñ Fb F˚ ,
and and the right duals, in which the order of tensor factors in (9.3.16) is reversed.
Exercise 9.3.17. Show that the assignment
U Q x ÞÑ Spxq˚ P EndpF˚q ,
where start denotes the transpose operator, makes vector space dual F˚ into a
left-dual module for a Hopf algebra U. Show that the inverse of S is needed to
make it a right-dual module.
9.3.18. Following [78], one can extend the collection (9.3.2) to dual spaces F˚i by
the following rules
RF˚1 ,F2
“
´
R´1F1,F2
¯˚1
RF1,F˚2
“
´
R
˚2
F1,F2
¯´1
(9.3.19)
RF˚1 ,F
˚
2
“ `RF1,F2˘˚12 ,
where ˚1 means taking the transpose with respect to the first tensor factor, etc.
Exercise 9.3.20. Show that the matrices (9.3.19) satisfy Yang-Baxter equations.
We can thus assume that the set F in (9.3.10) is closed under duals and define
S : UÑ pU
as the restriction of
EndpFq ˚−−−−Ñ EndpF˚q .
Exercise 9.3.21. Show this map satisfies the antipode axiom and that F˚ is the
left-dual module for U.
10. Quantum Knizhnik-Zamolodchikov equations
10.1. Commuting difference operators from R-matrices
10.1.1. Consider the group
W “ Spnq ˙Zn Ă AutpZnq
generated by shifts and permutation of the coordinates. It contains the affine
Weyl group
Waff ĂW
of type An´1 generated by Spnq and the reflection
s0 ¨ px1, . . . , xnq “ pxn ` 1, x2, . . . , x1 ´ 1q
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in the affine root
x1 ´ xn “ 1 .
Together with the simple positive roots of An´1, it delimits the fundamental
alcove
(10.1.2) ¨ ¨ ¨ ě xn ` 1 ě x1 ě x2 ě ¨ ¨ ¨ ě xn ě x1 ´ 1 ě . . . .
This stabilizer of (10.1.2) in W is generated by the transformation
π ¨ px1, . . . , xnq “ pxn ` 1, x1, . . . , xn´1q
that shifts all entries in (10.1.2) by one. Projected along the p1, 1, . . . , 1q-direction,
this becomes the order n outer symmetry of the Dynkin diagram of pAn´1. The
group W is generated by Waff and π with the relations
(10.1.3) πsi “ si`1π , i P Z{n .
In particular, we have the following expression for the shifts of the coordinates
p1, 0, . . . , 0q “ π sn´1 . . . s2s1 ,(10.1.4)
p0, 1, . . . , 0q “ s1π sn´1 . . . s2 , etc.(10.1.5)
10.1.6. Let Fi be as in Section 9.3 and define
P “ à
wPSpnq
Fwp1qpawp1qq b ¨ ¨ ¨ b Fwpnqpawpnqq .
Consider the U-intertwiners in P as in (9.3.6)
sk “ R_k
“ pk, k` 1qRFwpkq,Fwpk`1qpawpkq{awpk`1qq(10.1.7)
where pk, k` 1q permutes the kth and pk` 1qst factors.
Exercise 10.1.8. Deduce from (9.2.22) that the operators (10.1.7) form a represen-
tation of the symmetric group.
Let
G : Fipaq Ñ Fipaq
be an invertible operator such that
(10.1.9) rGbG,Rs “ 0 .
Define
π “ G1 p1, 2, 3, 4 . . .nq ,
where G1 means it acts in the first tensor factor.
Exercise 10.1.10. Check this operator satisfies relations (10.1.3).
By analogy with (10.1.2), one can think of infinite quasi-periodic tensors of the
form
¨ ¨ ¨ bGfnpanq b f1pa1q b f2pa2q b ¨ ¨ ¨ b fnpanq bG´1f1pa1q bG´1f2pa2q b ¨ ¨ ¨ .
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The operator π shifts this infinite tensor by one step. This operation occurs natu-
rally in the study of spin chains with quasi-periodic boundary condition.
It follows that we get a representation of the group Spnq˙Zn and, in particular,
n commuting operators of the form
(10.1.4) “ G1R1,n . . .R12 ,(10.1.11)
(10.1.5) “ R2,1G2R2,n . . .R23 , etc.
10.1.12. There are two ways to obtain an operator G satisfying (10.1.9). The first
is to take an element of U which is primitive, that is, satisfies
∆pGq “ GbG .
Quantum affine algebras have very few primitive elements. For Nakajima vari-
eties the only nontrivial choice is an exponentials of linear functions of v, which
can be written as zv in multiindex notation.
The other option is to introduce a shift operator,
τa,qfpaq “ fpqaq
which satisfies (10.1.9) because the R-matrix depends only on the ratio a1{a2 of
evaluation parameters. Combining zv with a shift operator in the form
Gfpaq “ zv fpq´1aq ,
we get an action of Zn by commuting difference operators.
The corresponding difference equations were introduced in [32] and are known
as the quantum Knizhnik-Zamolodchikov equations. In the q Ñ 1 limit, they
become the Knizhnik-Zamolodchikov differential equations for conformal blocks
of WZW conformal field theories. See the book [26] for an introduction.
10.2. Minuscule shifts and qKZ
10.2.1. We will identify the shifts of equivariant variable from Section 8.2 with
qKZ operators in the case when the cocharacter σ is minuscule. The parameters in
the primitive element zv will be identified, up to a shift, with Kähler variables.
Being minuscule is an important technical notion, and one of the equivalent
ways to define a minuscule cocharacter is the following. Let X0 be the affinization
of X, that is, the spectrum of global functions on X. The ring CrX0s “ H0pOXq
is Z-graded by the characters of A and one can look for generators of minimal
degree with respect to σ. By definition, σ is minuscule if CrX0s is generated by
elements of degree t˘1, 0u with respect to σ.
For Nakajima varieties, CrX0s is generated by invariant functions on the pre-
quotient, and the first fundamental theorem of invariant theory provides a set of
generators for it. It is shown in Section 2.6 of [59] that actions
σ : Cˆ Ñ
ź
GLpWiq
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with the character
w “ aw 1 `w2 , a P Cˆ ,
are minuscule.
Exercise 10.2.2. Check this.
Exercise 10.2.3. Prove that the weights of a minuscule cocharacter σ in the normal
bundle to Xσ are ˘1.
10.2.4. It is clear that the cocharacter σ has to be very special for the shift op-
erator to have the qKZ form. Indeed, the constructions of Section 8 produce
difference operators as a formal series in z. For the shifts of Kähler variables it is
shown in [75], as a consequence of commutation with qKZ, that the correspond-
ing series converges to a rational function of z, up to an overall scalar.
By contrast, the qKZ operator are polynomial in z and, in fact, they involve
the variables z only through the diagonal operator zv acting in one of the tensor
factors. The possibility to factor out the entire degree dependence in such a
strong way is very special and is destroyed, for example, if we replace a difference
operator by its square. Of course, σ2 is never minuscule for σ ‰ 1.
10.2.5. Let σ be a minuscule cocharacter and let Xσ be the fixed locus on the
corresponding 1-parameter subgroup. The identification of geometric structures
with structures from quantum groups happens in the basis of stable envelopes
and, in particular, the shift operator Sσ will be identified with qKZ after conjuga-
tion by
(10.2.6) Stab`,T 1{2,L : KTpXσq Ñ KTpXq
where plus means σ-attracting directions and
(10.2.7) L P {neighborhood of 0}X p´Campleq Ă PicpXq bR .
We will see the importance of this particular choice of the slope L later.
10.2.8. The conjugation of the shift operator to qKZ is summarized in the fol-
lowing diagram:
(10.2.9) KTpXσq
Res˝ Stab`

τ´1σ p´1qcodim {2zdeg R // KTpXσqlocalized
Res ˝ Stab`

KTpXσq
τ´1σ Sσ // KTpXσqlocalized
where Stab` is the operator (10.2.6), followed by the restriction Res to fixed points,
R “ Stab´1´ Stab` is the R-matrix, and
τσfpaq “ fpqσaq .
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Recall that the operators that shift equivariant variables are only defined after
localization. In particular, to define the shift τσ we need to trivialize KTpXq as a
K
C
ˆ
q
pptq-module. This is achieved by restriction to KTpXσq.
In what follows, we will often drop the restriction to fixed points for brevity.
To simplify notation, we will also denote by a the coordinate in the image of σ so
that
τσfpaq “ fpqaq .
10.2.10. The inverse of the stable envelope may be replaced, as in Exercise 9.1.17,
by the transposed correspondence with the opposite polarization, cone, and slope.
Therefore, the diagram (10.2.9) is equivalent to the following
Theorem 10.2.11. If σ is a minuscule cocharacter then
(10.2.12) Stabtransp
´,T 1{2opp,´L
ˇˇˇ
aÞÑqσa
Sσ Stab´,T 1{2,L “ p´1q
1
2 codimX
σ
zdeg
for all
L P {neighborhood of 0}X p´Campleq Ă PicpXq bR .
The proof of this theorem will be given in Section 10.4
10.2.13. For the following exercises we do not need to assume σ minuscule.
Exercise 10.2.14. Let the slope L be as (10.2.7). Show that the following limit
exists and is a block-diagonal operator
lim
aÑ0
a
A
detT 1{2ą0 ,σ
E
Stab` “ block-diagonal .
As explained before, here Stab` really means Res ˝ Stab`. Meanwhile,
lim
aÑ0
a
A
detT 1{2ą0 ,σ
E
Stab´ “ block-triangular ,
where the triangularity is the same as for Stab´.
Exercise 10.2.15. Prove that
Stab´1` τ
´1
σ Stab` Ñ q
A
detT 1{2ą0 ,σ
E
τ´1σ , aÑ 0 .
Exercise 10.2.16. Prove that
(10.2.17) RÑ h¯´ codim {4 block-unitriangular , aÑ 0 ,
where the triangularity is the same as for Stab´.
10.2.18. We will see in Section 10.3 that the following limit
(10.2.19) J0,` “ lim
aÑ0
Stab´1` Jpaq Stab`
exists, as does the limit of the operator Sσ in the stable basis. Again, this does
not require the minuscule assumption. Granted this, we deduce from (8.2.25) the
following analog of (8.1.13).
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Proposition 10.2.20. We have
(10.2.21) J´10,` Stab
´1
` Sσ Stab` J0,` Ñ p´h¯1{2qxdetNă0,σy q
´
A
detT 1{2ą0 ,σ
E
zdeg ,
as a Ñ 0, where Nă0 is the subspace of the normal bundle to Xσ spanned by weights
that go to 8 as aÑ 0.
Proof. Since
Φ
`p1´ qh¯q`T1{2x,σ ´ T1{2x,0 ˘˘Ñ pqh¯qAdetT 1{2ă0 ,σE , aÑ 0 ,
we see that the operator Epσq in (8.2.21) becomes
Epσq Ñ RHS of (10.2.21)
in the aÑ 0 limit. From Exercise 10.2.14,
Stab´1` Epσq Stab` “ Stab´1` a
´
A
detT 1{2ą0 ,σ
E
Epσqa
A
detT 1{2ą0 ,σ
E
Stab` Ñ Epσq ,
as aÑ 0, and so the conclusion follows from (8.2.21). 
Exercise 10.2.22. Check that with the minuscule condition on σ Corollary 10.2.20
specializes to
(10.2.23) J´10,` Stab
´1
` Sσ Stab` J0,` Ñ p´h¯1{2q´ codim {2 q´ rkT
1{2
ą0 zdeg aÑ 0 .
10.2.24. From the above exercises we conclude that
Stab´1` τ
´1
σ Sσ Stab` Ñ τ´1σ J0,` p´h¯qcodim {2zdeg J´10,` ,
and thus the diagram (10.2.9) implies the following
Corollary 10.2.25. The operator J0,` diagonalizes p´1qcodim {2zdegRp0q and, in partic-
ular, is triangular with the same triangularity as Stab´.
10.3. Glue operator in the stable basis
10.3.1. Let T1{2X be a polarization of X and assume that the sheaf pOvir, and all
K-theoretic curve counts, are defined using this polarization as in (6.1.9). Our
next goal is to prove the following
Theorem 10.3.2. The operator
GStab “ Stab´1 G Stab
“ Stabtransp
´C,T 1{2opp,´L
G StabC,T 1{2,L(10.3.3)
is independent of the equivariant parameters in A for any C and for
(10.3.4) L P {neighborhood of 0} Ă PicpXq bR .
The proof takes several steps.
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10.3.5. As in Section 6.5.29, we see that the convolution in (10.3.3) is proper,
thus a Laurent polynomial in a P A. To prove it is a constant, it suffices to check
it has a finite limit as we send a to infinity in any direction.
This can be done by equivariant localization.
10.3.6. Suppose
f P
´
QM
„
relative p1,p2
¯A
,
and let C 1 be the domain of f. The curve C 1 a chain of C 1i – P1. Since f is fixed,
there exists
(10.3.7) γ : AÑ AutpC 1,p 11,p 12q –
ź
Ci
Cˆ
such that
af “ fγpaq , @a P A .
Let p “ C 1i XC 1i`1 be a node of C 1. We say that f is broken at p if
(10.3.8) weightγ
`
TpC
1
i b TpC 1i`1
˘ ‰ 1 .
This terminology comes from [71]. Since the space in (10.3.8) corresponds to the
smoothing of node p in DefpC 1q, this means that broken nodes contribute to the
virtual normal bundle in (6.4.12), and namely
(10.3.9) Nvir “ Nfixed domainvir `
à
broken
nodes p
TpC
1
i b TpC 1i`1 .
In localization formulas, this will give
contribution of
broken nodes
“ 1śp1´weightb line bundleq
and this remains bounded as a goes to any infinity of the torus avoiding the
poles.
10.3.10. By Lemma 6.1.4, we have
(10.3.11) Nfixed domainvir “ T1{2fpp1q,moving ` T
1{2
fpp2q,moving
` . . .
where
T
1{2
fpp1q,moving
“ T1{2
fpp1q,‰0
is the part of the polarization with nontrivial A-weights and dots stand for bal-
anced K-theory class as in Definition 6.1.7. These omitted term will contributepap. . . q “ Op1q , aÑ8 ,
to the localization formulas, so it remains to deal with the polarization.
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10.3.12. By definition (6.4.17), we have
(10.3.13)
contribution of
polarization
“ 1
Λ
‚
´T
1{2
fpp1q,moving
´
Λ
‚
´T
1{2
fpp2q,moving
¯_ .
While a polarization is only a virtual vector space, we have
T
1{2
fpp2q,moving
“
´
Tfpp2qX
¯
repelling
` . . .
where dots stand for a balanced class which will shift the asymptotics of (10.3.13)
by an overall weight.
10.3.14. To find this overall shift by a weight, we may normalize the exterior
algebras so that they are self-dual. This gives
1´
Λ
‚
´T
1{2
fpp2q,mov
¯_9
¨˝
det T1{2
fpp2q,mov
det Tfpp2q,rep
‚˛1{2 1´
Λ
‚
´
´
Tfpp2q,rep
¯¯_
as a Ñ 8, which precisely compensates the weights (9.1.10) of the restriction
of a stable envelope to the fixed component containing fpp2q for all slopes L
sufficiently close to 0.
For the contribution of polarization at fpp1q, the conclusion is the same, with
the replacement
det T1{2
fpp2q,mov
ÞÑ det T´1{2
fpp1q,mov
“ det T1{2,opp
fpp1q,mov
.
This concludes the proof of Theorem 10.3.2.
10.3.15. Recall the shift operator Sσ defined in (8.2.18). One of its factors is
the glue operator that was just discussed. As before, we assume that σ is a
cocharacter of A, that is, the shift of equivariant weights is in a direction that
preserves the symplectic form.
Corollary 10.3.16. The operator
Stab´1
C,T 1{2,L
ˇˇˇ
aÞÑqσa
Sσ StabC,T 1{2,L P EndKpXAqlocalized(10.3.17)
is bounded and invertible at any infinity of the torus A for any C and for L as in (10.3.4).
The first factor in (8.2.18) is only defined using localization, and so (10.3.17) is
really a rational function of the equivariant parameters. This Corollary implies
the q-difference equation in the variables a P A has regular singularities.
Also, since Sσ is really an operator in KpXAq, the stable envelopes are really
the compositions
KpXAq Stab−−−Ñ KpXq restriction−−−−−−−Ñ KpXAq ,
and, in particular, it makes sense to shift the equivariant variables in stable en-
velopes. We have already seen this in in (10.2.12) above.
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Proof. Bounding the A-weights is done as in the above argument. The key point
is that as in Lemma 6.1.4 we have
Tvir “ H‚
´
T1{2 ` h¯´1
´
T1{2
¯_¯
even for twisted quasimaps as long as σ preserves the symplectic form.
The inverse of Sσ may be computed from Sσ , therefore the shift operators are
both bounded and invertible at infinities of A. 
10.3.18.
Exercise 10.3.19. Prove the existence of the limit (10.2.19).
Exercise 10.3.20. Show the triangularity of the operator J0,` from Corollary 10.2.25
directly, by examining the contribution of the broken nodes in the aÑ 0 limit.
10.4. Proof of Theorem 10.2.11
10.4.1. We may assume that A is a 1-dimensional torus with coordinate a and
that
σ : Cˆq
„
−−Ñ A
is an isomorphism. We write qa in place of qσa.
The two-dimensional torus Cˆq ˆA acts on the moduli spaces of twisted quasimaps.
By construction, the group Cˆq acts in the fiber of V at p
1
1 and does not act in the
fiber of V at p 12, see Section 4.3.3.
10.4.2. As discussed before, the pushforward in (10.2.12) is proper, therefore the
left-hand side is a Laurent polynomial in q and a. We analyze the behavior of
this polynomial as pq,aq go to different infinities of the torus Cˆq ˆA.
In order to prove (10.2.12), it suffices to show that the left-hand side remains
bounded at all infinities and limits to the right-hand side as
(10.4.3) aÑ8 , qaÑ 0 .
10.4.4. Localization with respect to the Cˆq -action gives the following schematic
formula
Sσ “ J
ˇˇ
aÞÑqa ˝ |edge| ˝ Jtransp ˝G´1 ,
where the edge operator is the operator associated with constant twisted quasimaps
and
Jtransp “ |capping operator|
is the operator with matrix coefficients (7.5.26).
We can thus factor the LHS of (10.2.12) as follows
LHS of (10.2.12) “
ˆ
Stabtransp
´,T 1{2opp,´L
J Stab`,T 1{2,L
˙ ˇˇˇ
aÞÑqa
ˆ(10.4.5) ˆ
Stabtransp
´,T 1{2opp,´L
˙ ˇˇˇ
aÞÑqa
|edge| Stab´,T 1{2,L ˆ(10.4.6)
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Stabtransp
`,T 1{2opp,´L
JtranspG´1 Stab´,T 1{2,L .(10.4.7)
We deal with each factor separately.
10.4.8.
Lemma 10.4.9. The operator in the RHS of (10.4.5) is bounded at all infinities of Cˆq ˆA
and goes to 1 at the point (10.4.3).
Proof. We argue as in the proof of Theorem 10.3.2, now with the additional inser-
tion of
`
1´ q´1ψp1
˘´1
. Since A acts on tangents spaces to all fixed points with
weights 0,˘1, we conclude
weightpψp1q P t1, pqaq˘1u .
In every case,
1
1´ q´1weightpψp1q
Ñ 0
at the point (10.4.3) and remains bounded at all other infinities. Thus in the limit
(10.4.3) the accordions at p1 are suppressed and the result follows. 
10.4.10.
Lemma 10.4.11. The operator in (10.4.7) is bounded at all infinities of Cˆq ˆA and goes
to 1 at the point (10.4.3).
Proof. We argue as in the previous lemma, nowwith the insertion of
`
1´ qψp2
˘´1.
We have
qweightpψp2q P tq,qa˘1u ,
which goes to zero in the limit (10.4.3). Thus ψp2 plays no role in this limit and
JtranspG´1 Ñ GG´1 “ 1 ,
as was to be shown. 
10.4.12. It remains to deal with the operator in (10.4.6). Let f ” x be a constant
map to x P F. Since the weights of A in TxX are t0,˘1u, the virtual normal bundle
at f to the space of A-fixed quasimaps is
(10.4.13) Nvir “ H0pTx,ą0q “ pTx,ą0Xq
ˇˇ
aÞÑqa ` Tx,ą0X ,
where Tx,ą0X denotes the A-attracting part of TxX and Tx,ą0 is the bundle of these
spaces over the domain of the quasimap.
Therefore, the normal bundle contribution to OvirbK1{2vir , which appears in the
denominator of the localization formula, precisely cancels with the contributions
(9.1.7) from the diagonal part of stable envelopes, which appears in the numer-
ators. The remaining factors in (9.1.6) combine with the polarization factors in
(6.1.9) to give
(10.4.14) p´1qrkN1{2,oppą0 `rkN1{2ą0 1pdetN1{2,oppqˇˇ
aÞÑqa detN
1{2
ˆ
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detN1{2
detN1{2
ˇˇ
aÞÑqa
¸1{2
“ p´1q 12 codimFh 12 codimF
as the normal bundle contribution of the diagonal parts of stable envelopes. The
factor with h¯ disappears when we convert two-point invariants to operators as in
(6.5.22). Together with the degree weight, this gives
diagonal
contributions
“ p´1q 12 codimFzdeg ,
where the degree of the constant map was computed in (4.3.15) .
To suppress the off-diagonal contributions, we need that
(10.4.15) weightqa
L´1
ˇˇ
F2
L´1
ˇˇ
F1
weighta
L
ˇˇ
F2
L
ˇˇ
F 11
Ñ 0 ,
in the limit (10.4.3) for any triple of components F1, F 11, F2 of the fixed locus such
that
(10.4.16) F2 Ă Attrf´CpF1q, Attrf´CpF 11q
and
pF1, F 11q ‰ pF2, F2q .
The condition (10.4.16) means there is a chain of torus orbits from F1 and F 11 to F2
and computing the degree of that chain of curves with respect to L´1 we see that
(10.4.15) is satisfied if L´1 is ample.
This concludes the proof of Theorem 10.2.11.
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