Abstract-Refactoring tools, common to many integrated development environments, can help programmers to restructure their code. These tools sometimes refuse to restructure the programmer's code, instead giving the programmer a textual error message that she must decode if she wishes to understand the reason for the tool's refusal and what corrective action to take. This paper describes a graphical alternative to textual error messages called Refactoring Annotations. It reports on two experiments, one using an integrated development environment and the other using paper mockups, that show that programmers can use Refactoring Annotations to quickly and accurately understand the cause of refactoring errors.
extracted method to pos. The result of the refactoring is shown in Fig. 2 . This example illustrates the advantage of using a refactoring tool over refactoring by hand: The tool can automatically perform a static analysis that will enable it to "do the right thing," whereas if I refactor by hand, I have to analyze the flow of data through the program myself. In short, refactoring tools save the programmer from doing error-prone work. Thus, because programmers already refactor regularly, we can see that if they used tools for that refactoring, their productivity could be improved.
Suppose that I instead select the first for loop (lines 18-26) and try to use Eclipse's refactoring tool. In that case, the tool would refuse to refactor my code, instead displaying the error message of Fig. 3 . This error message is an indication that a precondition of the refactoring was violated in the original code. In this case, the tool's data flow analyzer determined that several variables were being assigned in the loop, and that at least two of them are used later-on in the code. This is a problem because, in Java, a method can return only a single value, so the calling method could not update multiple variables based on values returned from the new method. Thus, the tool is unable to perform the EXTRACT METHOD refactoring. (In a language that supports multiple results or out parameters, this would not be a problem.)
The topic of this paper is making refactoring error messages easier to understand. While significant research has been done to ensure the correctness of refactorings (for example, [2] , [7] , [11] , [18] ), to our knowledge no other researchers have investigated how to present errors when behavior preservation cannot be assured. Using a small formative study, we show that programmers encounter errors fairly frequently when using Eclipse's EXTRACT METHOD refactoring tool. Moreover, when errors occur, programmers typically misunderstand the error messages or simply ignore them (Section 2). We then describe a graphical alternative to EXTRACT METHOD error messages, called Refactoring Annotations, which we implemented as an Eclipse plugin (Section 3). We show how programmers can then use Refactoring Annotations to understand the causes of refactoring errors significantly faster and more accurately than standard Eclipse error messages (Section 4) . Based on what we learned while building and evaluating Refactoring Annotations for EXTRACT METHOD, we distill a set of usability guidelines that, we believe, capture what makes Refactoring Annotations effective. We then map the guidelines onto a taxonomy of refactoring tool error messages, sketching how our guidelines can be applied to all refactoring errors (Section 6). Finally, in a paper-based evaluation, we show that programmers can understand the causes of a variety of refactoring errors faster and with significantly more accuracy when using our graphical Refactoring Annotations compared to using traditional textual error messages (Section 7).
This paper partially overlaps a previous study, presented at ICSE 2008 [15] , in which we described Refactoring Annotations for EXTRACT METHOD, discussed here in Sections 2 to 5, as well as two tools for selecting code which are not discussed in this paper. The contributions of the previous study were . the introduction of Refactoring Annotations, a novel visualization for expressing precondition violations during EXTRACT METHOD; . an evaluation that suggests that Refactoring Annotations for EXTRACT METHOD are faster, more accurate, and more satisfying to use than their textual counterparts; and . a set of guidelines for building error visualizations for future refactoring tools. This paper elaborates on these contributions, and in addition presents . a taxonomy of refactoring preconditions, which we derive from refactoring tools for four different languages; . an application of our guidelines to the taxonomy, showing that the guidelines can be applied to a variety of refactoring tools; and . an evaluation that suggests that Refactoring Annotations are more usable than error messages in a variety of refactoring tools.
A FORMATIVE STUDY OF REFACTORING
We hypothesized that the error messages emitted by existing refactoring tools are nonspecific and unhelpful. This hypothesis about error messages has been explored in similar domains, such as compilation errors. Such studies have shown that programmers have difficulty in understanding compilation error messages [12] , [19] , so it is natural to expect that programmers may also have difficulty with refactoring error messages.
To explore this hypothesis, and to better understand the usability problems that exist in modern refactoring tools, we observed several programmers use the Eclipse EXTRACT METHOD refactoring tool. We focused on EXTRACT METHOD in Eclipse because it is a mature, nontrivial refactoring tool and because many refactoring tools like Eclipse use error messages to communicate precondition violations.
In this formative study, we observed 11 programmers performing a number of EXTRACT METHOD refactorings. Six of the programmers were PhD students and two were professors from Portland State University; three were commercial software developers. We asked the participants to use the Eclipse EXTRACT METHOD tool to refactor parts of several large, open-source projects:
. Vuze, a peer-to-peer file-sharing client (http:// azureus.sourceforge.net); . GanttProject, a project scheduling application (http://ganttproject.biz); . JasperReports, a report generation library (http:// jasperforge.org); . Jython, a Java implementation of the Python programming language (http://www.jython.org); and . the Java 1.4.2 libraries (http://java.sun.com/j2se/ 1.4.2/download.html). We chose these projects because of their size and maturity. The pogrammers were free to refactor whatever code they thought necessary; they were allowed to use a tool to help find long methods which can be good candidates for refactoring. Each refactoring session was limited to 30 minutes; programmers successfully extracted between 2 and 16 methods during that time.
We made the following conjectures based on our observations of programmers struggling with refactoring error messages during this study:
. Many programmers encounter refactoring errors. In all, 9 out of 11 programmers experienced at least one error message while trying to extract code. The two exceptions performed some of the fewest extractions in the group, so were among the least likely to encounter errors. Surprisingly, these two exceptions were among the most experienced programmers in the group; we hypothesize that they performed so few extractions because they avoided refactoring code that might possibly generate error messages. (Fig. 3) , the next time a particular programmer came across any assignments to local variables, the programmer did not try to refactor, even if no precondition was violated. This study shows that there is room for two kinds of improvement to EXTRACT METHOD tools. First, to prevent a large number of misselection errors, programmers need support in making a valid selection; an implementation of this is described and evaluated in our ICSE paper [15] . Second, to help programmers recover successfully from violated preconditions, programmers need expressive, distinguishable, and understandable feedback that conveys the meaning of precondition violations; this is the focus of the remainder of this paper.
AN ALTERNATIVE TO TEXTUAL ERROR MESSAGES
We have built a plugin for the Eclipse environment that addresses the problems with error messages that were revealed by the formative study. The plugin is called Refactoring Annotations, and can be downloaded from http://multiview.cs.pdx.edu/refactoring/refactoring_ annotations. In general, Refactoring Annotations can be thought of as graphical error messages; specifically, the current plugin displays violated preconditions for the EXTRACT METHOD refactoring. In our prototype, the programmer uses Refactoring Annotations by invoking a specific hotkey or toolbar button. After doing so, the development environment visually annotates the currently selected text in the program editor. Thus, the programmer can use either Refactoring Annotations or refactoring error messages via the standard EXTRACT METHOD tool. In a practical implementation, however, Refactoring Annotations would augment or replace the standard error messages, and thus would be shown just before the appearance of the EXTRACT METHOD configuration dialog. The prototype is currently not integrated in this way for two reasons. First, it allowed us to more easily perform a comparative evaluation, discussed in Section 4. Second, the prototype uses a data-and control-flow analysis engine that we have built ourselves, rather than the existing Eclipse precondition checking engine.
Refactoring Annotations overlay the program text to express control-and data-flow information, also known as program dependence graphs [4] , in the programmer's selection. Each variable is assigned a distinct color, and each occurrence of the variable is highlighted, as shown in Fig. 4 . Across the top of the selection, an arrow points to the first use of a variable whose value will have to be passed as an argument into the extracted method. Across the bottom, an arrow points from the last assignment of a variable whose value will have to be returned. Variables that are declared or assigned to have black boxes around them. An arrow to the left of the code indicates that program control flows from the beginning of the selected code to end of it.
These annotations are intended to be most useful when preconditions are violated, as shown in Fig. 5 . When the selection contains assignments to more than one variable, multiple arrows are drawn leaving the bottom, showing multiple return values (Fig. 5, top) . When a selection contains a conditional return, an arrow is drawn from the return statement to the left, crossing the beginning-to-end arrow (Fig. 5, middle) . When the selection contains a branch (break or continue) statement, a line is drawn from the branch statement to its corresponding target (Fig. 5, bottom) . In each case, Xs are displayed over the arrows, indicating the location of the violated precondition.
When code violates a precondition, Refactoring Annotations are intended to give the programmer an idea of how to correct the violation. Often the programmer can enlarge or reduce the selection to allow the extraction of a method. Other solutions include changing program logic to eliminate break and continue statements; this is another kind of refactoring.
Refactoring Annotations are intended to scale well as the amount of code to be extracted increases. For code blocks of tens or hundreds of lines, only a few values are typically passed in or returned, and only the variables holding those values are colored. In the case when a piece of code uses or assigns to too many variables, the annotations become visually complex. However, we reason that this is desirable: The more values that are passed in or returned, the more coupled the extracted method is to its calling context [9] . Thus, we feel that code with visually complex Refactoring Annotations should probably not have EXTRACT METHOD performed on it. As one programmer has commented, Refactoring Annotations visualize a useful complexity metric.
Refactoring Annotations are intended to assist the programmer in resolving precondition violations in two ways. First, because Refactoring Annotations can indicate multiple precondition violations simultaneously, the annotations give the programmer an idea of the severity of the problem. Correcting a conditional return alone will be easier than correcting a conditional return, and a branch, and multiple assignments. Likewise, correcting two assignments is likely to be easier than correcting six assignments. Second, Refactoring Annotations give specific, spatial cues that can help programmers to diagnose the violated preconditions.
Refactoring Annotations are similar to a variety of prior visualizations. Our control flow annotations are visually similar to Control Structure Diagrams [8] . However, unlike Control Structure Diagrams, Refactoring Annotations depend on the programmer's selection and visualize only the information that is relevant to the refactoring task. Variable highlighting is like the highlighting tool in Eclipse, where the programmer can select an occurrence of a variable and every other occurrence is highlighted. Unlike Eclipse's variable highlighter, Refactoring Annotations distinguish between variables by color; moreover, the variables relevant to the refactoring are highlighted automatically. In Refactoring Annotations, the arrows drawn on parameters and return values are similar to the arrows in the DrScheme front and rear will be parameters, as indicated by the arrows into the code to be extracted, and trued will be returned, as indicated by the arrow out of the code to be extracted. environment [5] , which draws arrows between a variable declaration and each variable reference. Resolving the problem automatically in this way has the disadvantage that the tool, rather than the programmer, chooses which resolution to apply. Such tools could conceivably give the programmer a choice of resolutions, but if there were a large number of possible resolutions, the programmer would be burdened with reading all of them. Instead, Refactoring Annotations take a different approach; give the programmer a detailed account of the problem, and then let her make an intelligent decision about how to resolve the problem.
EVALUATION
To evaluate whether Refactoring Annotations are more usable than their textual counterparts, we asked programmers to use both the standard error message dialogs and Refactoring Annotations (both in Eclipse) to identify problems in a code selection that violated preconditions of the EXTRACT METHOD refactoring. We evaluated subjects' responses for speed and correctness.
Subjects
We recruited subjects from the second author's objectoriented programming class. Students were given the option of either participating in the experiment or completing an alternative assignment on refactoring. Sixteen out of 18 students elected to participate; most had around 5 years of programming experience, although three had about 20 years. About half the students typically used integrated development environments such as Eclipse, while the other half typically used editors such as vi [10] . All students were at least somewhat familiar with the practice of refactoring.
Methodology
All participants used both precondition violation error messages and Refactoring Annotations. When each subject began this experiment, we showed the subject how the EXTRACT METHOD refactoring works using the standard Eclipse refactoring tool. We then demonstrated and explained each error message shown in a dialog box by this tool; this took about 5 minutes. We then told the subject that her task was to identify each and every violated precondition in a given code selection, assisted by the tool's diagnostic message. We then allowed the subject to practice using the tool until she was satisfied that she could complete the task; this usually took less than 5 minutes. We told the subject to perform the task on four preselected EXTRACT METHOD candidates, each in a different class. Half of the subjects used error messages with candidate set A, while half of the subjects used error messages with set B. This procedure was then repeated using Refactoring Annotations, where subjects who had used candidate set A with error messages then used set B with Refactoring Annotations, and subjects who used B with error messages then used A with Refactoring Annotations. This counterbalancing helped ensure that any performance differences that we observed were not due to differences in code. Table 1 counts two kinds of mistakes made by subjects. "Missed Violation" counts subjects who failed to recognize one or more preconditions that were being violated. "Irrelevant Code" counts subjects who identified some piece of code that was irrelevant to the violated precondition, such as identifying a break statement when the problem was a conditional return. Table 1 indicates that programmers made fewer mistakes with Refactoring Annotations than with the error messages. Using Refactoring Annotations, subjects were much less likely to miss a violation and much less likely to misidentify the precondition violations. The overall difference in the number of programmer mistakes per refactoring was statistically significant (p ¼ 0:003; df ¼ 15; z ¼ 2:95, using a Wilcoxon matched-pairs signed-ranks test). Table 1 also shows the mean time to find all precondition violations correctly, across all subjects. On average, subjects recognized precondition violations more than three times faster using Refactoring Annotations than using the error messages. The recognition time difference was statistically significant (p < 0:001 using a t-test with a logarithmic transform to correct long recognition time outliers).
Results
Fig . 6 shows the mean time to identify all precondition violations correctly for each tool and each user. Note that we omitted two subjects from the plot because they did not correctly identify precondition violations for any code using the error messages. The dashed line represents equal mean speed using either tool. Since all subjects are below the dashed line, all subjects are faster with Refactoring Annotations. Most users were also more accurate using Refactoring Annotations. Overall, Refactoring Annotations helped the subjects to identify every precondition violation in 45 out of 64 cases. In only 26 out of 64 cases did the error messages allow the subjects to identify every precondition violation. Subjects were faster and more accurate using Refactoring Annotations than using error messages.
We administered a post-test questionnaire that allowed the subjects to express their preferences for the two tools they tried. Significance levels are reported using a Wilcoxon matched-pairs signed-ranks test. Eleven out of 16 subjects ranked Refactoring Annotations higher than error messages with respect to helpfulness, while 12 of 16 ranked Refactoring Annotations higher with respect to likeliness to use again. Differences between the tools in helpfulness (p ¼ 0:003; df ¼ 15; z ¼ 3:02) and likeliness to use (p ¼ 0:002; df ¼ 15; z ¼ 3:11) were both statistically significant. Concerning error messages, subjects reported that they "still have to find out what the problem is" and are "confused about the error message [s] ." In reference to the error messages produced by the Eclipse tool, one subject quipped, "who reads alert boxes?"
Overall, the subjects' responses showed that they found the Refactoring Annotations superior to error messages for the tasks given to them. More importantly, the responses also showed that the subjects felt that Refactoring Annotations would be helpful during their normal programming activities. The experimenter's notebook from this experiment can be found in Appendix 1, which can be found in the Computer Society Digital Library at http://doi.ieeecomputersociety. org/10.1109/TSE.2011.110, while raw data and EXTRACT METHOD candidates can be found at http://multiview. cs.pdx.edu/refactoring/experiments.
Threats to Validity
Several limitations must be considered when interpreting our results. One major limitation is that every subject first used the Eclipse error messages and then used Refactoring Annotations; the fixed order may have biased the results to favor Refactoring Annotations due to a learning effect. A second limitation is that the students were volunteers and may not be representative of programmers in general. A third limitation is that the code samples selected for the experiment may not be representative of code that is the subject of a refactoring tool. Finally, because this experiment only evaluates EXTRACT METHOD, the results may not generalize to other refactorings. We address this last threat in Section 7.
Discussion
The results of the experiment suggest that Refactoring Annotations are preferable to an error-message-based approach for showing precondition violations during the EXTRACT METHOD refactoring. Furthermore, the results indicate that Refactoring Annotations communicate the precondition violations effectively. When a programmer has a better understanding of refactoring problems, we believe that the programmer is likely to be able to correct the problems and successfully perform the refactoring.
GUIDELINES FOR PRESENTING ERRORS
Although programmers using Refactoring Annotations performed significantly better than those using error messages in our study, our tool is limited to one refactoring in one IDE for one language. How can we generalize this work to help solve the refactoring error problem for EXTRACT METHOD in other contexts, to cover other refactorings, and perhaps to apply to other kinds of error reporting in an interactive development environment?
By comparing how programmers use both error messages and Refactoring Annotations to understand the causes of violated refactoring preconditions, we have induced a number of usability guidelines for refactoring tools. We feel that these guidelines capture the essential attributes of Refactoring Annotations, and will help future toolsmiths build more usable representations for refactoring errors, and perhaps for other kinds of errors.
In this section, we make observations about the experiment or about the design of Refactoring Annotations, and then present the guideline that is intended to capture those observations. Four guidelines apply to individual error representations.
Expressiveness. During the experiment with error messages, programmers invested significant time deciphering 6 . For each subject, mean time to identify precondition violations correctly using error messages versus Refactoring Annotations. Each subject is represented as an X, where the distance between the bottom legs represents the number of imperfect identifications using the error messages and the distance between the top arms represents the number of imperfect identifications using Refactoring Annotations.
the message. Refactoring Annotations reduced that time. Thus, . a representation of a refactoring error should help the programmer to comprehend the problem quickly by clearly expressing the details: The programmer should not have to spend significant time understanding the cause of an error. Locatability. Because Refactoring Annotations colored the location of precondition violations in the editor, programmers in our experiment could locate problems quickly and accurately. In contrast, with error messages programmers were forced to find the locations of violated preconditions manually. A tool should tell the programmer what it just discovered, rather than requiring the programmer "to basically compile the whole snippet in my head," as one Eclipse bug reporter complained regarding an EXTRACT METHOD error message [1] . Thus,
. a representation of a refactoring error should indicate the location(s) of the problem. Estimability. The number of Xs in a Refactoring Annotation gives the programmer a visual estimate of the severity of the problem; error messages do not. For instance, Eclipse's error message did not indicate how many values would need to be returned from an extracted method, just that the number was greater than one. The programmer should be able to tell quickly whether a violation means that the code can be refactored after a few minor changes or whether the refactoring is nearly hopeless. Thus,
. a representation of a refactoring error should help the programmer to estimate the amount of work required to fix violated preconditions. Relationality. Violations often arise from the relationship between several pieces of code, not from a feature at a single place. Refactoring Annotations relate the declaration of and references to a variable using a specific color; this allows the programmer to analyze the problem one variable at a time. More generally, relations can be represented using, for example, arrows and colors. Thus,
. a representation of a refactoring error should display information relationally, when this is appropriate. Three guidelines apply across error representations.
Completeness. Refactoring Annotations show all errors at once: During the experiment, this allowed programmers to find all violated preconditions quickly. In contrast, programmers who used error messages had to fix one violation before they could find the next. Thus, to help programmers assess the severity of the problem:
. a representation of a refactoring error should show all problems at once. Perceptibility. Xs in the Refactoring Annotations allowed programmers to quickly distinguish errors from other types of information. Programmers were not left to wonder whether there was a problem with the refactoring. Thus,
. representations of refactoring errors should allow programmers to easily distinguish precondition violations (showstoppers) from warnings and advisories.
Distinguishability. In the experiment, programmers using error messages conflated one kind of violation with another. This wasted their time because they tried to track down violations that did not exist. Programmers using Refactoring Annotations, which use distinct representations for distinct errors, rarely conflated different kinds of violation. Thus,
. 
A TAXONOMY OF REFACTORING PRECONDITION VIOLATIONS
One of the motivations for introducing the above guidelines was to generalize our work to precondition violations for other refactorings. To assess how well we have succeeded, we now characterize precondition violations for a wide variety of refactorings and explain how our guidelines can be applied to them.
Methodology for Deriving a Precondition Taxonomy
In order to draw general conclusions about how to represent precondition violations, we classified all the precondition violations that are detected by four different refactoring tools, each for a different language.
. Eclipse JDT. This is the standard Eclipse Java refactoring tool (http://www.eclipse.org/jdt). We gathered precondition violations from a key-value text file used to store each precondition error message. This is the most mature refactoring tool of the four we studied, containing 537 error messages in total.
We inspected a version from the Eclipse CVS repository checked in on 4 August 2008. . Eclipse CDT. This tool is built for C++ as a plugin to the C/C++ environment for Eclipse (http:// r2.ifs.hsr.ch/cdtrefactoring). We gathered precondition error messages in the same way as with Eclipse JDT. This refactoring tool contained a total of 77 error messages. We inspected version "0.1.0.qualifier." . Eclipse RDT. This tool is built for the Ruby environment for Eclipse (http://rubyeclipse.sourceforge. net). We gathered precondition error messages in the same way as with Eclipse JDT, although the error messages were spread across several files. This refactoring tool contained a total of 73 error messages. We inspected Subversion revision 1297. . HaRe. This tool is built for refactoring Haskell programs (http://www.cs.kent.ac.uk/projects/ refactor-fp/hare.html). We gathered precondition error messages by searching for invocations of the error function, which was typically followed by an error message that indicated a violated refactoring precondition. This refactoring tool contained a total of 204 error messages. We inspected the 27 March 2008 update of HaRe 0.4. To create the taxonomy, the first author of this paper served as the coder, manually classifying messages from these four projects. We did not attempt to automate this process because we noticed that many error messages could practically refer to the same problem, yet included significantly different text. The four error messages in Section 6.2.1 exhibit this problem.
The coder categorized the messages in the following manner. First, the coder classified messages based on what he believed was the root cause of error, assigning each error message to an emergent category. The coder then identified supercategories that encapsulated several subcategories; a few messages were ambiguous in their root cause, but could be placed into a supercategory. The coder finally reread each error message to make sure that it appeared in its appropriate category in the taxonomy. Table 2 displays our taxonomy. Categories are indented when they are a subcategory; for instance, inaccurate analysis is a kind of analysis problem. Note that the number of error messages in each taxonomy category is not indicative of the importance of a particular category. This is because some general error messages that apply to several refactorings appear just once, and also because some tool categories are unpopulated because of the relative immaturity of the tool. Due to space constraints, we cannot describe each category and how we applied our guidelines to it. Instead, in Sections 6.2.1 to 6.2.3, we explain three of the categories, give example error messages, and describe how the guidelines apply in each category. We also provide mockups of how Refactoring Annotations can be extended to precondition violations in the taxonomy. An explanation of every category listed in Table 2 can be found elsewhere [14, pp. 155-184] . Additionally, the reader can find the original error messages along with their categories at http://multiview. cs.pdx.edu/refactoring/error_taxonomy.
Taxonomy Description
We found that the guidelines applied to all categories except inaccurate analysis, internal errors, identity configuration, property, vague, and unknown. These errors in these categories were either too diverse to say generally how the guidelines apply, or deeply tried to explain the inner workings of the refactoring tool itself. Guidelines that address the latter type of errors remain future work.
Precondition Category: Illegal Name
Illegal name occurs when a programmer is choosing a name for a program element to be created, but that name violates the rules of the programming language.
The expressiveness of representations of an illegal name violation can be improved by indicating what character or character combinations are invalid and, if possible, what characters are valid. Locatability can be improved by pointing at which entered character or characters are invalid; estimability can be improved by pointing at each and every invalid character. Fig. 7 shows an example of what such a user interface might look like.
Precondition Category: Inheritance Unbinding
Inheritance unbinding occurs when the refactoring tool tries to modify some code that contains inheritance relationships, but doing so would break those relationships.
Estimability can be improved by showing the number of problematic inheritance relationships. Relationality can be improved by extending the top/bottom metaphor used in the data flow indicators in Refactoring Annotations for EXTRACT METHOD (as in Fig. 4 ). In the case of inheritance, "up" would mean superclass or supertype, while "down" would mean subclass or subtype. Thus, precondition violations relating to supertypes or superclasses could use an "up" relationship, and vice versa. Xs could then be placed where such relationships are broken, and the programmer could click on the unattached end of the relationship arrow to go the source. This could improve locatability as well since the programmer would be able to use the relation to navigate to the relevant program elements. Fig. 8 shows an example mockup for an unsuccessful MOVE METHOD refactoring.
Our three guidelines that cross categories are also apparent in Fig. 8 . Completeness can be improved by making the representations composable; in the figure, both name unbinding and inheritance unbinding are composed into the same editor. Perceptibility can be improved by making consistent use of Xs. Distinguishability can be improved by using different colors for different error types, and by emphasizing different error keywords. x lookupTransferQueue(...) overrides this method x transferQueue is not visible in destination Fig. 8 . A mockup of how the guidelines inform the display of name unbinding (in purple) and inheritance unbinding (in green) for an attempted MOVE METHOD refactoring, where the destination class is the class of this_mon. The purple annotations indicate that this method relies on a field transferQueue, which will not be accessible in the destination. The green annotations indicate that the current lookupTransferQueue method overrides a superclass method (top) and a subclass method (bottom), so the method cannot be moved.
Precondition Category: Structure
Structure violations occur when a refactoring cannot proceed because of the structure of the program element being refactored.
Locatability can be improved by making the structure of the program element to be refactored more explicit. Relationality can be improved by relating relevant pieces of the structure to one another; Fig. 9 shows an example. The expressiveness of Fig. 9 might also be improved by an explanation of the term "blank final."
Limitations to the Taxonomy
We should be aware of several caveats before drawing conclusions about how our guidelines apply to the taxonomy of refactoring preconditions.
First, the taxonomy may have to be extended in the future with the introduction of refactoring tools for novel languages and for novel types of refactorings. These novelties may introduce new types of preconditions that we did not see in the refactoring tools that we studied. If the taxonomy does expand, we cannot say whether and how our guidelines will apply to new categories. However, we have attempted to address this limitation by basing our taxonomy on existing tools from a variety of languages, spanning the objectoriented, functional, and imperative paradigms.
Second, the taxonomy is imperfect. Although it is a besteffort attempt to classify real-world error messages, similar error messages may appear in different categories. The size of the error message corpus (891 messages in total) combined with the textual inconsistencies between messages meant that doing a completely accurate classification was nearly impossible. For example, several completely different EXTRACT METHOD error messages appear to refer to the same violation: "No statement selected," "There is nothing to extract," and "Cannot extract a single method name." While we assumed that these messages have identical causes, they may refer to subtly different errors. In general, messages are difficult to classify because they can be stated in ways that are positive or negative, constructive or declarative, programmer-oriented or tool-oriented.
Third, some messages could conceptually be placed in more than one category. For example, the error message "Removed parameter _____ is used in method _____ declared in type _____" could appear in either inheritance unbinding or in data unbinding because it refers to both types and data flow issues. However, we placed each message into exactly one category. Moreover, because we created the taxonomy as we inspected the error messages, the category into which each message was placed depended on what categories were known when we inspected each message; a slightly different categorization might have resulted had we inspected the messages in a different order.
EVALUATION
Thus far, we have discussed how our guidelines for improving the representation of precondition violations can be applied to a variety of violations. Now we address the question of whether they should be applied: Is there reason to believe that applying the guidelines will lead to an improvement over the standard error message? In this section, we describe a paper-based experimental evaluation that suggests that following the guidelines does indeed improve usability.
This experiment is similar to the previous experiment (Section 4) in that we asked programmers to use both a new method of communicating error information, which we call Refactoring Annotations, and conventional error messages to diagnose violations of refactoring preconditions. We compared their ability to identify the source of those violations correctly, and asked for their opinions of both tools. Unlike the previous experiment, it explores the use of Refactoring Annotations for several refactorings, instead of for just EXTRACT METHOD. Another difference from the previous experiment is that in this evaluation we did not train subjects with either kind of error indication. The experimenter's notebook from this experiment can be found in Appendix 2, available in the online supplemental material, while raw data can be found at http://multiview. cs.pdx.edu/refactoring/experiments. We now describe the experiment in more detail.
Subjects
We drew subjects from three upper-level graduate and undergraduate courses: scholarship skills, advanced programming and languages, and compiler design. We encouraged students to participate in the experiment by offering 10 dollar gift cards from the Portland State bookstore to participants, requiring only that the participants had previously programmed in Java. Thirteen students volunteered to participate, but two had scheduling conflicts and one was Fig. 9 . A mockup of how the guidelines inform the display of structure for an attempted INLINE CONSTANT refactoring, pointing out that the selected constant theEnvironment is blank, meaning that it is not assigned to at its declaration. The original Eclipse modal error message states "Inline Constant cannot inline blank finals."
somewhat familiar with our research: These three were excused. As a result, a total of 10 students participated. Subjects reported a mean of about 6 years of programming experience and 19 hours per week of programming over the last year. Eight of the subjects used Integrated Development Environments at least part of the time when programming: These environments included Visual Studio, Eclipse, Netbeans, and Xcode. Six subjects were at least somewhat familiar with the concept of refactoring, and two of them had used refactoring tools. All subjects were at least somewhat familiar with Java.
Methodology
We randomly placed subjects into one of four groups to ensure that average task difficulty was balanced, as shown in Table 3 . Half of the subjects used Refactoring Annotations to help them diagnose violated preconditions on eight individual refactorings during the first phase of the experiment; they then used error messages to help diagnose violated preconditions on eight other individual refactorings in the second phase. The other half used error messages in the first phase, then Refactoring Annotations in the second phase. Additionally, half of the subjects analyzed violations in one order (call it "A") in the first phase, then in another order (call it "B") in the second phase, and vice versa for the other half of subjects. Of the 10 subjects who participated, we assigned two to Group 1, three to Group 2, two to Group 3, and three to Group 4.
We chose three kinds of refactoring for subjects to analyze; the number 3 was an attempt to balance having a sufficient variety of refactorings with having few enough that subjects would not find it difficult to remember how the refactorings worked. We chose the refactoring kinds RENAME, EXTRACT LOCAL VARIABLE, and INLINE METHOD because they are currently among the most popular refactorings performed with tools [16] . Within these kinds of refactoring, we selected precondition violations using the following criteria:
. The chosen violations should span several precondition categories (Table 2 ) so that we evaluate a substantial cross section of the precondition taxonomy. . Preference should be given to violation categories to which the guidelines apply because when the guidelines do not apply, error messages and Refactoring Annotations do not differ. Thus, by including only categories for which the guidelines apply, the results of the experiment will evaluate the difference between the two violation representations. . Some violation categories should appear more than once, for different refactorings. By doing this, we hoped to simulate the situation where a subject understood a precondition violation for one refactoring and could transfer that understanding to a violation during another refactoring. . Some refactorings should violate two different preconditions at the same time to provoke the situation where the refactoring tool informs the programmer of only the first violation that it finds (Section 2). Table 4 displays the precondition violations that we chose. The Refactoring Kind column refers to one of the three chosen kinds of refactorings, Category refers to the category in which the violation is found, and Message lists the specific error message that the Eclipse refactoring tool displays when that violation occurs. Refactoring number 3 (in the third row of Table 4 ) violates two different preconditions; Eclipse version 3.2 reports only the upper one to the programmer.
We first randomized the order of appearance of the three kinds of refactorings (RENAME, INLINE METHOD, and EXTRACT LOCAL) and then randomized the order of each kind. In other words, we did not mix the different kinds of refactorings to reduce the likelihood that subjects would be confused about which refactoring was being performed. The two orders in which subjects were asked to diagnose 
and thus to encounter the violations) from PyUnicode, a unicode Java class from the Jython project (described in Section 2), revision number 5791. This class contains five private inner classes that can be used to iterate over collections. This code was selected because 5 of the 9 precondition violations shown in Table 4 could naturally arise when refactoring that code. We manually changed the code in two ways:
. We inserted code that would cause the programmer to violate the remaining four preconditions when refactoring, and . We changed code to avoid making the cause of a violation trivially apparent. For example, if the error message says "A field with this name is already defined," then the field with the same name should not appear directly adjacent to the renamed field. This code spanned 202 lines, small enough to fit on three 8:5 Â 11 inch sheets of paper, but large enough to generate two violations of each refactoring precondition in Table 4 (one for error messages, one for Refactoring Annotations).
Example Experiment Run
When a subject arrived to participate in the experiment, the first author, acting as experiment administrator, offered the subject a refreshment and gave her a letter of informed consent. The administrator then asked her to complete a preexperiment questionnaire in which she noted her programming and refactoring experience.
The administrator gave the subject a brief overview of the experiment, and a short review of the three refactorings. The administrator then told her that she was going to see 16 attempted refactorings on the same code base, but that none of these refactorings would be successful. Instead, the tool would indicate why the refactoring could not be performed, using either an error message in a dialog box or a graphical annotation on top of the code. The administrator told the subject that her task was to diagnose the violated precondition, indicate the pieces of relevant source code, and give an explanation of the problem.
Assume, for example, that a subject is assigned to Group 3 (see Table 3 ) and thus uses error messages first with violation ordering A, then uses Refactoring Annotations with violation ordering B. For the first task, the administrator gives the subject the code in the form of three pieces of 8:5 Â 11 inch paper, glued vertically on a flip chart. Fig. 10 depicts a simulated experiment situation. The administrator points out what piece of code the programmer selected, which refactoring was attempted, and the error message that the programmer encountered. This error message is also paper based, printed on top of code without obscuring relevant parts of the program. The administrator then asks the subject to place small sticky notes next to the places in the code, or in the refactoring tool configuration window, that they feel are responsible for the violation, and to explain their actions aloud.
In this case, the first error message encountered is number 1 (Table 4) , and a correct answer is to place a sticky note next to the declaration of the field with which the new name clashes. If the sticky note placement is ambiguous, the subject is asked to both clarify her intent verbally and more precisely place the sticky note. For refactoring numbers 2 and 6, the correct answer is to place the sticky note next to each illegal character; for 3, next to the recursive call and method declaration in the interface; for 4, next to the abstract method declaration; for 5, next to the qualified this expression; for 7, next to the existing variable declaration; and for 8, next to the equal sign in the assignment.
The subject then indicates that she is satisfied with her response, and moves on to the next individual refactoring. This process is repeated with seven additional individual refactorings. To switch to the next refactoring, the administrator switches to another paper copy of the code, where each copy is printed with a different refactoring dialog box. The administrator records the total time taken for the subject to complete the eight tasks.
The process is repeated eight more times, but with Refactoring Annotations printed on top of the code instead of error messages. The same code base is used, again printed on three sheets of paper. The same refactorings are applied to different pieces of the code to mitigate learning effects. Precondition violations are presented to the subject according to ordering B.
After the tasks were complete, the administrator used a post-experiment questionnaire to solicit the subject's opinions of the tools; this was followed by a brief interview. The subject was then thanked and released.
Results
Eight out of 10 subjects reported that Refactoring Annotations helped them understand violations better than error messages. The difference between subject ratings is statistically significant (p ¼ 0:046; df ¼ 9; z ¼ 2:00). 1 The measured results confirm this opinion; Table 5 shows the total number of locations that subjects did not mark with a sticky note (Missed Location), as well as the number of irrelevant code fragments that subjects did mark with a sticky note (Irrelevant Location). The difference in missed locations was statistically significant (p ¼ 0:007; df ¼ 9; z ¼ 2:70) as was the difference in choosing irrelevant locations (p ¼ 0:017; df ¼ 9; z ¼ 2:39).
Six out of 10 subjects reported that they would be more likely to use Refactoring Annotations than error messages and 4 out of 10 said that they would be equally likely to use either. The difference between subject ratings for the two tools is statistically significant (p ¼ 0:026; df ¼ 9; z ¼ 2:23).
Nine out of 10 subjects reported that they felt that Refactoring Annotations helped them figure out what went wrong faster than with error messages. The difference between subject ratings is statistically significant (p ¼ 0:026; df ¼ 9; z ¼ 2:26). The measured results confirm this opinion; on average subjects took ð109 À 83Þ=109 ¼ 24% less time with Refactoring Annotations than with error messages (Table 5 ). The asterisk * indicates that a timing was not obtained for one subject, so we could not include it in the mean. However, this difference was not statistically significant (p ¼ 0:051; df ¼ 8; z ¼ 1:96), probably because the size of the effect depended on which tool the subject used first. When a subject used Refactoring Annotations first and then used error messages, on average she took about 3 percent less time using Refactoring Annotations. When a subject used error messages first, on average she took about 41 percent less time using Refactoring Annotations.
Five out of 10 subjects reported that they felt that Refactoring Annotations made them more confident of their judgments than error messages, and 4 out of 10 said that they were equally confident with either tool. The difference between subject ratings is not statistically significant (p ¼ 0:084; df ¼ 9; z ¼ 1:73). The one subject who said that she was less confident using Refactoring Annotations said that the reason was that "they give such great information, I feel like, 'Am I missing something?'"
The subjects' ability to identify the causes of violations varied from refactoring to refactoring, as shown in Table 6 . Refactorings 1 and 7 in Table 4 , in which the programmer attempts to make a new program element that conflicts with an existing element, were usually understood with both error messages and Refactoring Annotations. However, subjects were sometimes unable to find the existing program element. It appeared that this task was difficult because subjects generally performed linear searches through the given code, which not only took a significant amount of time, but often required repeated passes over the same code until they found the conflicting element. Several subjects mentioned that they would usually enlist the help of a find tool, such as Unix grep, to find candidates and then sort through those candidates manually to find the conflicting element. While useful, this technique would likely include false positives. Two subjects mentioned that they would use Eclipse's "Open Declaration" tool to help in the task, but this would be possible only after they had found a reference to the conflicting element in the code.
Refactoring 2, in which an illegal identifier was typed that contained two dots, and refactoring 6, where an illegal identifier was typed that contained a # or @ sign and began with a number, were sometimes problematic for subjects, especially those using error messages. With Refactoring Annotations, only once did a programmer select some irrelevant code when she thought there was a problem with the original code selection (she apparently saw a == sign, interpreted that as assignment, and thought that there was a violation similar to that shown in refactoring 8). With error messages, three subjects noticed that the # or @ was a problem, but failed to also notice that the identifier started with a digit. Moreover, two subjects erroneously thought that Java identifiers could not contain any digits, and thus incorrectly said that digits inside an identifier were a problem. One programmer said that she would use Google to find out whether # and @ were legal characters in Java identifiers.
In refactoring 3, INLINE METHOD is attempted on a method that contained two recursive calls. The refactoring also attempted to remove the inlined method, which was a problem because it implemented a method from the Iterator interface; if it were deleted, the containing class would no longer satisfy the Iterator interface and a compilation error would be produced. Subjects rarely identified the problems in this refactoring perfectly. With both Refactoring Annotations and error messages, most subjects appeared to understand why recursion was a problem. However, finding both recursive calls was much more difficult with error messages. With error messages, seven subjects missed at least one recursive call; with Refactoring Annotations, only one subject missed the recursion, although that person missed both calls. As for the method implementing a method from an interface, no programmer using error messages noticed this problem. This appeared to be because the refactoring tool didn't tell them about it; it told them only about a recursive call. When using Refactoring Annotations, five subjects noticed the problem with the interface, although only one of them could provide a coherent explanation of why it was a problem. Refactoring 4, inlining an abstract method, appeared to be generally understood by all subjects, regardless of whether they used Refactoring Annotations or error messages. However, subjects occasionally could not locate the abstract method, four times with error messages and once with Refactoring Annotations.
Refactoring 5 was about inlining a method that contains a qualified this expression (such as ClassName.this. member). On this task, subjects performed roughly equivalently with Refactoring Annotations and with error messages. With both tools, 7 out of 10 subjects were able to locate the problem, but apparently neither representation of the error was expressive enough to help subjects understand why refactoring that code was a problem. This may be because the qualified this notation is relatively obscure. Only one programmer was able to explain the problem correctly; the others who successfully located the problem appeared to have guessed.
On refactoring 8, extracting a local variable from an expression containing an assignment, subjects performed about equivalently with both Refactoring Annotations and error messages. It appeared that neither representation helped programmers to understand the problem.
When we interviewed subjects after the experiment, all of them seemed to prefer Refactoring Annotations, although to differing degrees. Subjects described them as "unobtrusive," "a little more helpful," "more informative," as giving "more specific information," as being "across the board helpful," as "sav[ing me] some seconds," as showing "more errors, more like a compiler," as indicating "where the problem is," and "as mak[ing] refactoring part of my usual error fixing strategy: read all, fix all at once." Subjects disliked error messages because they "cover too much area," "tend to get in the way," required the programmer to scan the code manually, and because "they are modal [and they say]: 'Tackle Me before You Do Anything Else!'"
Discussion
The results of the evaluation suggest that these generalized Refactoring Annotations are preferred by programmers and help them find the causes of precondition violations more accurately and more quickly when compared to error messages. Because our paper prototypes of Refactoring Annotations were designed according to the guidelines discussed in Section 5, these results also suggest that the guidelines can help improve the usability of refactoring tool precondition violations.
For refactorings 5 and 8, Refactoring Annotations were not sufficiently detailed to help subjects understand why the tool could not perform the refactoring. It appears that a more detailed explanation of the problem might be helpful, including descriptions of language semantics. For instance, a help document might be useful for explaining what a qualified this statement is and what the consequences would be if the method containing it were to be inlined. However, the fact that programmers sometimes do not spend much time trying to understand a single sentence about a refactoring error (Section 2) suggests that they may not spend any time reading a detailed help document.
Reflecting upon the experiment, it appears that refactoring 5, which we classified as a structure violation, might better be classified as a name unbinding violation. Why? A qualified this statement cannot be inlined largely because it literally references a member of a containing class and that member might not be accessible at all of the places where the method would need to be inlined.
Thus, future replications of this experiment might show that subjects understand this violation better if it is represented as a name unbinding. This is because our guidelines suggest that name unbinding (unlike structure) should display what program element the refactored code is being unbound from; this information may help programmers better understand the violation.
Threats to Validity
While the results of this experiment are encouraging, there are several threats to the validity. First, we chose code by hand and modified it so that it would cause a violation of at least one refactoring precondition. So while the original code was selected from open-source code bases, the code may not be representative of code found in the wild. Second, subjects were volunteers from several classes at Portland State University and may not be representative of the average programmer. Third, we sampled categories of errors from the taxonomy for the experiment by hand; programmers' performance may be different when presented with other categories of errors in the taxonomy. Fourth, the task was given to the subjects on paper; their behavior in a real development environment might well be different. Fifth, when placing sticky notes on code to indicate the location of violations, subjects may have simply been parroting what Refactoring Annotations (and to a lesser extent, error messages) were telling them, without any real understanding of the violation. To mitigate this threat, we had subjects briefly explain why they put a sticky note where they did and tried to discern to what extent they understood the problem. However, we observe that even if a programmer does not understand a violation fully, locating the pieces of code that are part of the problem is valuable because it focuses the programmer's attention on the relevant code. Finally, we observed a strong learning effect, as evidenced by the differences in performance depending on which error representation the subject used first. This effect was a confounding factor in the results; a future study that conducted this experiment with a between-subjects design would eliminate this confounding factor.
FUTURE WORK
A study of refactoring errors in the wild could determine which categories are encountered with the highest frequency by programmers. The results would help to determine which categories are deserving of further research. A deeper empirical evaluation of which precondition violations are most commonly conflated by programmers would also help to drive future research.
In addition to helping define how our guidelines apply to other kinds of error messages, the precondition taxonomy may also help designers of refactoring tools. For example, while the clash category spans many refactorings, the guidelines tell us that a representation of any clash violation should show the relationship between the clashing program elements. Rather than a string describing the violation, a violation display method in the development environment could take as arguments both of the program elements and display their relationship, regardless of which refactoring generated the violation. This might help amortize the development cost of implementing a graphical error system such as Refactoring Annotations.
Refactoring Annotations may also prove to be an opportunity to help the programmer not just to understand precondition violations, but also to resolve them. This is because the graphics provide convenient "hooks" for implementing further functionality for highly focused, detailed programmer interaction. For example, consider again Fig. 8 . It may be useful to allow the programmer to interact with the two bottom arrows and messages to open those elements in the existing editor, a new editor, or an embedded editor, or to provide a "quick fix" that changes the visibility of transferQueue so that it can be accessed in the destination class. In this way, graphical representations of precondition violations could provide not only a way to enhance understanding of the precondition violations, but also a method of resolving them.
CONCLUSIONS
In this paper, we have discussed how toolsmiths can improve the user interface of refactoring tools to make it easier for programmers to understand why a tool refuses to perform a refactoring. We have presented a tool called Refactoring Annotations and distilled usability guidelines from it. The results of our two evaluations suggest that Refactoring Annotations do indeed improve usability, in terms of speed, correct understanding, and programmer preference. Some violations of refactoring preconditions may continue to be difficult for programmers to understand, but we believe that this work is a beginning that will help to aid that understanding.
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