ABSTRACT. Let X n denote the unitary Cayley graph of Z/nZ. We continue the study of cases in which the inequality γ t (X n ) ≤ g(n) is strict, where γ t denotes the total domination number, and g is the arithmetic function known as Jacobsthal's function. The best that is currently known in this direction is a construction of Burcroff which gives a family of n with arbitrarily many prime factors that satisfy γ t (X n ) ≤ g(n) − 2. We present a new interpretation of the problem which allows us to use recent results on the computation of Jacobsthal's function to construct n with arbitrarily many prime factors that satisfy γ t (X n ) ≤ g(n) − 16. We also present new lower bounds on the domination numbers of direct products of complete graphs, which in turn allow us to derive new asymptotic lower bounds on γ(X n ), where γ denotes the domination number. Finally, resolving a question of Defant and Iyer, we completely classify all graphs G = t i=1 K ni satisfying γ(G) = t + 2.
INTRODUCTION
Let R be a finite, commutative ring with 1. The unitary Cayley graph of R, denoted X R , is defined as follows: the vertices of X R are the elements of R, and x is adjacent to y if and only if x − y is a unit in R. In this paper, we will consider the graph X Z/nZ , which we shall denote by X n for convenience. The motivation for studying X n comes from the theory of graph representation -in particular every finite simple graph G is isomorphic to an induced subgraph of X n for some n. For more information on graph representation, see Gallian's dynamic survey of graph coloring [8] . Properties of X n are well-studied. For instance, in 2007, Klotz and Sander [17] determined the chromatic number, independence number, clique number, and diameter of X n . Various other properties were considered in [1, 7] .
It is very natural to view unitary Cayley graphs as direct products of complete graphs. If G and H are graphs, then the direct product of G and H, denoted G × H, is defined as follows: V (G × H) is the Cartesian product V (G) × V (H), and (u 1 , v 1 ) is adjacent to (u 2 , v 2 ) if and only if u 1 is adjacent to u 2 and v 1 is adjacent to v 2 . For instance, if n = q In particular, when α 1 = α 2 = · · · = α k = 1, note that X n ∼ = K q 1 × · · · × K q k .
In this paper, we focus on two well-studied graph parameters regarding dominating sets. For a vertex u of G, we let N(u) denote the open neighborhood of u, namely the set of vertices v of G that are adjacent to u. Similarly, we let N[u] denote the closed neighborhood of u, namely the set of vertices v of G that are adjacent to u, along with u itself. Finally, for any set S ⊆ V (G), we define N(S) := u∈S N(u) and N[S] = u∈S N [u] . A dominating set of G is a set D ⊆ V (G) such that N[D] = V (G), and a total dominating set of G is a set D ⊆ V (G) such that N(D) = V (G). The domination number of G, denoted by γ(G), is the minimum cardinality of a dominating set of G. Similarly, the total domination number of G, denoted by γ t (G), is the minimum cardinality of a total dominating set of G. It is immediately clear that γ(G) ≤ γ t (G) for all graphs G, as every total dominating set is also a dominating set. The domination numbers and total domination numbers of graphs, and particularly of graph products, are of wide interest; for more information see [3, 13, 20] .
In 2010, Mekis [20] proved the following lower bound on the domination number of a direct product of complete graphs: Theorem 1.1 ([20] , Theorem 2.1). Let G = t i=1 K n i where 2 ≤ n 1 ≤ n 2 ≤ · · · ≤ n t . If t = 2, then
, and if t ≥ 4, then γ(G) ≥ t + 1 with equality if n 1 ≥ t + 1.
In 2018, Defant and Iyer [5] improve this bound, proving the following result:
It is worthwhile to mention that the additional assumption that n 2 ≥ 3 loses no generality due to the following straightforward proposition from [5] . 
As such, we shall be implicitly invoking this proposition by assuming that n 2 ≥ 3 in many of our results.
A very natural application of these results is to lower bound γ(X n ) when n = q 1 q 2 · · · q k with q 1 , q 2 , . . . , q k being distinct primes, wherein X n is a direct product of complete graphs. Yet, the bound in Theorem 1.2 is far from being tight when many of the n i are small and t is large. To resolve this, we extend Defant and Iyer's methods to prove the following theorem: Theorem 1.4. Take t to be sufficiently large, and let G = t i=1 K n i , where 2 ≤ n 1 ≤ n 2 ≤ · · · ≤ n t and n 2 ≥ 3. Then for any positive integer k < (1 − 2 log 2e (t) )t, we have
This theorem allows us to derive new asymptotic lower bounds on γ(X n ), where n = q 1 q 2 · · · q t is a product of distinct primes. In particular, for any ǫ > 0, for sufficiently large t, we have
Considering direct product graphs that do not (necessarily) arise as unitary Cayley graphs, Defant and Iyer [5] completely classify when G = t i=1 K n i satisfies γ(G) = t + 1. In particular, it is clear that for t ≥ 4, γ(G) = t + 1 if and only if n 1 ≥ t + 1 by combining Theorem 1.1 and Theorem 1.2. In their paper, they pose the question of completely classifying when γ(G) = t + 2. They provide partial progress, classifying when γ(G) = t + 2 under the assumption that n 3 ≥ t + 1. Furthermore their methods reduce the remaining case of n 3 ≤ t to the problem of classifying when γ(G) = t + 2 given that n 1 = n 2 = n 3 = t. We resolve this problem, thus completely classifying when γ(G) = t + 2 with the following theorem:
and only if one of the following holds:
(1) n 1 = t, and n 3 ≥ t + 1 (2) t+1 2 < n 1 ≤ t − 1, and t + 1 < n 2 (3) n 1 = n 2 = n 3 = t, and n 4 ≥ t + 2.
Let g(n) be the smallest positive integer m such that any set of m consecutive positive integers contains an element that is coprime to n. This arithmetic function is called Jacobsthal's function and has been very well-studied due to its intimate connection with prime gaps. See [19, 21] for more information. It is easy to see that γ t (X n ) ≤ g(n) as {0, 1, . . . , g(n) − 1} forms a total dominating set of X n , as first stated in 2013 by Maheswari and Manjuri [18] . However, examples where this inequality is strict were unknown until the recent work of Defant and Iyer [5] , who prove the following result:
, and let q 1 , q 2 , . . . , q k ≥ q + 3 be primes. Next, let n = 3q
Consequently, there exist n with arbitrarily many prime factors that satisfy the inequality γ t (X n ) ≤ g(n) − 1.
Defant and Iyer state that "it would be interesting to know whether g(n) − γ(X n ) can be arbitrarily large; we have no evidence to either support or refute the claim that this is the case". In [4] , Burcroff extends their argument to prove the following result:
, and let q 1 , q 2 , . . . , q k ≥ 2q + 10 be primes. Next, let n = 6q
Consequently, there exist n with arbitrarily many prime factors that satisfy the inequality γ t (X n ) ≤ g(n) − 2.
Burcroff then poses the natural follow-up question:
In this paper we provide a reinterpretation of the problem that allows us to abstract away the total domination number entirely, thus allowing us to use new computational results on the Jacobsthal function to answer Burcroff's question and extend it much further. In particular, we prove the following theorem regarding the number of integers n that satisfy γ t (X n ) ≤ g(n) − j for arbitrary j ≥ 0: Theorem 1.9. Let j ≥ 0 be an integer. If there exists a positive integer s such that γ t (X s ) ≤ g(s) − j, then there exist n with arbitrarily many prime factors that satisfy
We then use this theorem along with recent computational results of Ziller [22] on Jacobsthal's function to prove the following theorem, which answers Question 1.8 affirmatively. Theorem 1.10. There exist n with arbitrarily many prime factors such that
This large improvement on the status quo leads us naturally to the following conjecture which is stronger than Defant and Iyer's original question (note that we shall phrase this conjecture differently in Section 4, in accordance with our reinterpretation of the problem): Conjecture 1.11. For all positive integers j, there exist n with arbitrarily many prime factors such that
The organization of this paper is as follows: in Section 2, we prove Theorem 1.4 and discuss how it can be used to establish asymptotic lower bounds on γ(X n ). In Section 3, we prove Theorem 1.5. In Section 4, we state some recent computational results on Jacobsthal's function, describe our reinterpretation of Question 1.8, and prove Theorems 1.9 and 1.10.
We shall identify the vertices of K n i with the elements of Z/n i Z for convenience. Note that we shall still be viewing V (K n i ) and V (K n j ) as disjoint despite the fact that we may identify some of their vertices with the same number. Now every vertex of G can be identified as a t-tuple in which the ith coordinate is a vertex of K n i . Let x be a vertex of G. We let [x] i denote the ith coordinate of x when it is viewed as a t-tuple. Hence [x] i is a vertex of K n i .
BOUNDS ON DOMINATION IN DIRECT PRODUCTS OF COMPLETE GRAPHS
In order to improve upon the existing lower bounds on the domination numbers of direct products of complete graphs, we require the following technical lemma from [5] :
, and n 2 ≥ 3. Let D be a dominating set of G of minimum size and assume there exist disjoint, nonempty E 1 , E 2 , . . . , E k and a corresponding set of (distinct) indices {i 1 , . . . , i k } ⊆ {1, 2, . . . , t} such that for each j ∈ {1, 2, . . . , k}, all elements of E j agree on the i j th coordinate. Then letting E = k j=1 E j , we have
and if |E| = γ(G) − t + k + 2, we have n 1 = 2, E = D, and
for some h ∈ {2, 3, . . . , t} with n h = 3.
As stated in [5] , an intuitive way to think about the statement of this lemma is as follows: if D is a dominating set of minimum size, and we can find disjoint sets E 1 , E 2 , . . . , E k ⊆ D with a corresponding set of indices {i 1 , i 2 , . . . , i k } ⊆ {1, 2, . . . , t} such that all the elements in E j agree on the i j th coordinate, then the size of D cannot be too small relative to
we can deduce extra restrictions on the n i as well as the i j .
A very rough outline of our proof of Theorem 1.4 is as follows: we greedily pick E i by invoking the pigeonhole principle on each coordinate individually, and then Lemma 2.1 allows us to lower bound the domination number of G after performing some more involved analysis on the elements in the dominating set.
Proof of Theorem 1.4. Suppose for the sake of contradiction that for some t sufficiently large, we have
Rearranging this gives us
Now let D be a dominating set of G with cardinality γ(G), and for each vertex v of K n i let F v (i) denote the set of vertices in D whose ith coordinate is v. By the pigeonhole principle, we know that there exists a vertex v 1 ∈ V (K n 1 ) such that
and similarly, for each 2
It follows from a simple induction argument that
Now by hypothesis, we know that k < (1 − 2 log 2e (t) )t < t − 2 for all sufficiently large t. Then applying Lemma 2.1 with E j = F v j (j) and i j = j for all 1 ≤ j ≤ k, we know that we cannot have
Let S t−1 (k) denote the set of elements of the symmetric group S t−1 that fix the elements 1, 2, . . . , k. Consider the map f :
where the last inequality follows upon clearing denominators, taking logs of both sides, and taking t to be sufficiently large.
This in turn implies that there exist distinct
It is easy to see that one of the following must hold:
• There is some q ∈ {k + 1, . .
Suppose the first case holds. We can apply Lemma 2.1 with
} and with i j = j for 1 ≤ j ≤ k, and i k+1 = q.
we get an immediate contradiction. Now suppose that the second case holds. Again we can apply Lemma 2.1 with
we know that {1, 2, . . . , t} \ {i 1 , . . . , i k+2 } = {1, h} for some h ∈ {2, 3, . . . , t}, a contradiction as i 1 = 1. Hence our original assumption that
Proof. Take 0 < δ < ǫ and let k = ⌊δt⌋. Then applying Theorem 1.
Note that the third inequality is due to the fact that for k + 1 ≤ i ≤ t, we know q i ≥ q k ≥ δt log(δt) for sufficiently large t, by the Prime Number Theorem (see e.g., [15] ). The final inequality holds for sufficiently large t due to the fact that
which is straightforward to confirm.
Note that one can obtain a naive lower bound on γ(X n ), where n = q 1 q 2 · · · q t is a product of distinct primes, by arguing as follows. Every vertex in X n has degree t i=1 (q i − 1), so for any dominating set D of size γ(G), we know that
Hence we get that asymptotically, γ(G)
. We remark that the lower bound obtained in Corollary 2.2 is significantly sharper than both the naive lower bound and the lower bound in Theorem 1.2.
Probabilistic arguments allow one to obtain upper bounds on γ(G) (see, e.g., [2] ). We state the result as a proposition here for convenience. 
In particular, when G = t i=1 K n i , this proposition yields the following upper bound on γ(G):
Combining this upper bound with the lower bound from Corollary 2.2 allows us to obtain asymptotic estimates on γ(X n ) where n = p 1 p 2 · · · p t is the product of the first t primes. This is of particular interest due to the fact that γ(X n ) and g(n) are closely related (a relationship that we shall consider in Section 4), as well as the fact that g(n) has been very well studied when n = p 1 p 2 · · · p t is the product of the first t primes (see e.g., [14] and references therein).
. . , p t are the first t primes. There exist absolute constants C 1 , C 2 > 0 such that for all sufficiently large t,
Proof. The upper bound follows from Proposition 2.3, the known upper bound (see e.g., [15] ) log(p 1 p 2 · · · p t ) < 2p t < 4t log(t), and Mertens' Third Theorem (again, see e.g., [15] ). The lower bound follows from Corollary 2.2 and Mertens' Third Theorem.
CLASSIFYING WHEN γ(G) = t + 2

In [5], Defant and Iyer partially classify the graphs
K n i such that γ(G) = t + 2 with the following theorem:
if and only if one of the following holds:
(1) n 1 = t (2) t+1 2 < n 1 ≤ t − 1 and t + 1 < n 2 .
Furthermore, an immediate consequence of their methods is the following proposition, which we shall also require:
K n i where 2 ≤ n 1 ≤ n 2 ≤ · · · ≤ n t , t ≥ 4 and n 2 ≥ 3. Furthermore, suppose that n 3 ≤ t and γ(G) = t + 2. Then it must be the case that n 1 = n 2 = n 3 = t.
Finally, we state an important lemma from [5] that we shall use frequently. 
Lemma 3.3 ([5], Lemma 2.7). Let
The notation introduced in Lemma 3.3 shall be used throughout this section. We are now ready to classify all G = t i=1 K n i with n 1 = n 2 = n 3 = t and γ(G) = t + 2. Theorem 3.4. Let G = t i=1 K n i , where 2 ≤ n 1 ≤ n 2 ≤ · · · ≤ n t , t ≥ 4, and n 1 = n 2 = n 3 = t. Then γ(G) = t + 2 if and only if n 4 ≥ t + 2.
Proof. We begin by assuming that n 4 ≥ t + 2, and we shall prove that γ(G) = t + 2. To see this, first note that by Theorem 1.2, we know that γ(G) ≥ t + 2, so it suffices to construct a dominating set D of G with |D| = t + 2. The construction is as followslet D = {d 0 , d 1 , . . . , d t+1 } where we define the d i as such: 
. . , t + 1).
In order to confirm that this is indeed a dominating set of G, we first introduce some notation. For any vertex v ∈ V (G) and set S ⊆ {1, 2, . . . , t}, let r S (v) denote the restriction of v onto S, namely the ordered tuple
where i 1 < i 2 < · · · < i |S| ∈ S. This ordered tuple corresponds to a vertex in the graph G S := i∈S K n i . As such, we shall use notions of adjacency and domination between restrictions of vertices onto S. For instance, r S (v 1 ) is adjacent to r S (v 2 ) if and
Similarly, a set of vertices X ⊆ V (G S ) dominates r S (v) if and only if r S (v) ∈ X or some vertex u ∈ X is adjacent to r S (v). Finally, note that if we let T = {1, 2, . . . , t} \ S, then v 1 , v 2 ∈ V (G) are adjacent if and only if r S (v 1 ), r S (v 2 ) are adjacent and r T (v 1 ), r T (v 2 ) are adjacent. Now suppose that some vertex x ∈ V (G) is not dominated by D. Let S 1 = {4, . . . , t} and S 2 = {1, 2, 3}. Since |S 1 | = t − 3, we see that there are at least five vertices
is adjacent to r S 1 (x) for each 1 ≤ i ≤ 5. Now note that it suffices to show that among any five vertices d k 1 , . . . , d k 5 ∈ D, there exists some 1 ≤ j ≤ 5 such that r S 2 (d k j ) is adjacent to r S 2 (x). To see this, we perform casework on the number of the k i (1 ≤ i ≤ 5) that are less than 4. For convenience, we shall let R denote the set {r S 2 (d k 1 ) , . . . , r S 2 (d k 5 )}.
• Case 1: Exactly four of the k i are less than 4. In this case, note that we have for some 2 ≤ m ≤ t − 1. Now in the proof of Theorem 1.1, Mekis shows that the vertices corresponding to (0, 0, 0), (0, 1, 1), (1, 0, 1), and (1, 1, 0) form a dominating set for the direct product of any three complete graphs, so since
, we know that r S 2 (x) is dominated by one of these four vertices and hence is adjacent to some element of R, as desired.
• Case 2: Exactly three of the k i are less than 4.
In this case, note that we have
for some 2 ≤ p < q ≤ t − 1. Now suppose for the sake of contradiction that r S 2 (x) is not adjacent to an element of R. Notice that any element of R is adjacent to either (p, p, p) or (q, q, q), so r S 2 (x) ∈ R. In this case, we know that one of the coordinates of r S 2 (x) must be equal to p and one must be equal to q. We shall only consider the case where [r S 2 (x)] 1 = p and [r S 2 (x)] 2 = q, as the other cases follow similarly. Observe that r S 2 (x) is adjacent to any element of {(0, 0, 0), (0, 1, 1), (1, 0, 1), (1, 1, 0)} that differs from it on its third coordinate. But since three of the k i are less than 4, we know that there is indeed some
on its third coordinate, yielding the desired contradiction. Hence r S 2 (x) is indeed totally dominated by an element of R.
• Case 3: At most two of the k i are less than 4.
In this case, note that we have R ⊇ {(p, p, p), (q, q, q), (r, r, r)} for some 2 ≤ p < q < r ≤ t − 1. Now again, suppose for the sake of contradiction that r S 2 (x) is not adjacent an element of R. Since any element of R is adjacent to either (p, p, p) or (q, q, q), r S 2 (x) ∈ R. Thus we know that one of the coordinates of r S 2 (x) must be equal to p, one must be equal to q, and one must be equal to r. Hence r S 2 (x) is adjacent to any element of {(0, 0, 0), (0, 1, 1), (1, 0, 1), (1, 1, 0)}. Furthermore, r S 2 (x) is adjacent to any element of the form (u, u, u) where 2 ≤ u ≤ t − 1 and u = p, q, r. Since R must contain some element of one of these types, we see that indeed, r S 2 (x) is adjacent to an element of R, as desired.
This shows that D is a total dominating set of G, implying that γ(G) ≤ t + 2 so combining this with our lower bound of γ(G) ≥ t+2, we see that γ(G) = t+2, as required. Now we assume that n 4 ≤ t + 1 and prove that γ(G) > t + 2. Suppose for the sake of contradiction that γ(G) = t + 2, and let D ⊆ V (G) be a dominating set of size t + 2. We shall adopt the same notation used in Lemma 3.3. Note that by the pigeonhole principle along with Lemma 3.3, there must be two distinct vertices
Let F x 1 (1) = {u, v} and F x 2 (1) = {w, z}, where u, v, w, z ∈ D are all distinct. Now by an identical argument, there must be two distinct vertices x 3 , x 4 ∈ K t such that |F x 3 (2)| = |F x 4 (2)| = 2. By Lemma 3.3, we know that
Hence {F x 3 (2), F x 4 (2)} is either {{u, w}, {v, z}} or {{u, z}, {v, w}}.
We shall only consider the first possibility, namely {F x 3 (2), F x 4 (2)} = {{u, w}, {v, z}}, as the second follows identically. By the same pigeonhole argument as above, we see that there must be two distinct vertices
Then by Lemma 3.3 we know that F x 5 (3) has nonempty intersections with each of {u, v}, {w, z}, {u, w}, and {v, z}, so we see that F x 5 (3) ∈ {{u, z}, {v, w}}, and identically for F x 6 (3). Thus since F x 5 (3) = F x 6 (3), we know that {F x 5 (3), F x 6 (3)} = {{u, z}, {v, w}}. Now by the pigeonhole principle, we know that there must be some vertex x 7 ∈ K n 4 such that |F x 7 (4)| = 2. Then by Lemma 3.3, we know that F x 7 (4) has nonempty intersections with both {u, v} and {w, z}. Hence F x 7 (4) is a size-2 subset of the set {u, v, w, z}. But note that
is precisely the set of all size-2 subsets of {u, v, w, z}, so there is some element in this set that has empty intersection with F x 7 (4). This contradicts Lemma 3.3. Hence when n 4 ≤ t + 1 we must have γ(G) > t + 2, as desired. 
DOMINATION IN UNITARY CAYLEY GRAPHS
Begin by recalling from the introduction that Jacobsthal's function, denoted by g(n), is the arithmetic function defined to be the smallest positive integer m such that any set of m consecutive positive integers contains an element that is coprime to n. For k ≥ 1, let p k denote the kth smallest prime. Let
where ω(k) denotes the number of distinct prime factors of k. Furthermore, let M j denote the set of all positive integers n for which γ t (X n ) ≤ g(n) − j.
A famous conjecture of Jacobsthal, which was first raised in 1962 in a letter to Erdős [6] , stated that h(n) = H(n) for all positive integers n. Yet in 2012, Hajdu and Saradha computationally found a counterexample, thereby disproving the conjecture. In [22] , Ziller extends the results of Hajdu and Saradha, computing H(n) and h(n) for all n ≤ 43. Among these additional data points, Jacobsthal's conjecture fails many times. In particular, the following result is proven: We are now ready to prove the lemma that will allow us to use these computational results to study the relationship between the total domination number of X n and g(n).
Proof. Let D be a total dominating set of G. We claim that D is also a total dominating set of H. Suppose for the sake of contradiction that there is some element x ∈ H that is not adjacent to any element in D. Let
Then for each ℓ ∈ S, take v ℓ to be an arbitrary vertex of K n ℓ . Now take y ∈ V (G) such that
Now take some d ∈ D that is adjacent to y, and note that for j ∈ S, we have
Hence d is adjacent to x, a contradiction. Thus D is indeed a total dominating set of H, as desired.
It is noteworthy that this lemma allows us to abstract away the total domination number of X n from the inequality entirely and allows us to reduce the problem to just working with arithmetic properties of the Jacobsthal function. We now use Lemma 4.3 to show that M 16 is nonempty, thereby answering Burcroff's question 1.8 in the affirmative. Proof. By Theorem 4.2, we know that there exist 41 distinct primes q 1 , q 2 , . . . , q 41 with g(q 1 q 2 · · · q 41 ) = 566. Moreover, if we let p 1 , p 2 , . . . , p 41 be the first 41 primes, we also know that g(p 1 p 2 · · · p 41 ) = 550. Now if we let P = p 1 p 2 · · · p 41 and Q = q 1 q 2 · · · q 41 , then by Lemma 4.3, we have that
Before proceeding, we first state the following proposition from [5] , which is straightforward to prove. 
This proposition yields the following useful corollary, which allows us to restrict our attention to squarefree integers. Proof. First note that by definition, g(n) = g(m). Thus if γ t (X n ) ≤ g(n) − j, then by Proposition 4.5, we know that
We now expand upon techniques used in [4] and [5] to prove Theorem 1.9, namely that if M j is nonempty, then ω(M j ) is unbounded.
Proof of Theorem 1.9. Take s ∈ M j and invoking Corollary 4.6, suppose that s = q 1 q 2 · · · q m where q 1 , q 2 , . . . , q m are distinct primes. Now let k ≥ 1 be any integer. Let ℓ = kφ(s) where φ denotes Euler's totient function. Finally, take r 1 , . . . , r ℓ > ks + g(s) to be primes. We claim that n = s · ℓ i=1 r i is in M 16 .
Take 1 ≤ x ≤ s such that no integer in the set {x, x + 1, . . . , x + g(s) − 2} is coprime to s. Note that this is possible as by the definition of g(s), there must exist a sequence of g(s) − 1 consecutive positive integers, none of which is coprime to s. Now let S = {x, x + 1, . . . , x + ks + g(s) − 2} and let R = {z ∈ S : gcd(z, s) = 1}. Note that |R| = kφ(s) = ℓ, so let R = {z 1 , z 2 , . . . , z ℓ }. Now by the Chinese Remainder Theorem, we know there is a unique residue h (mod n) such that h ≡ x (mod s) and h ≡ −z i (mod r i ) for all 1 ≤ i ≤ ℓ. Finally, note that {h, h + 1, . . . , h + ks + g(s) − 2} is a set of ks + g(s) − 1 consecutive integers, none of which is coprime to n. Consequently, we have g(n) ≥ ks + g(s).
Now we shall construct a total dominating set of X n of size ks + γ t (X s ). First let D = {d 1 , . . . , d γt(Xs) } be a total dominating set of X s . For 1 ≤ i ≤ γ t (X s ), define x i to be the unique vertex in X n such that x i ≡ d i (mod s) and x i ≡ −1 (mod r j ) for all 1 ≤ j ≤ ℓ. We claim that D ′ = {0, 1, . . . , ks − 1} ∪ {x 1 , . . . , x γt(Xs) } is a total dominating set of X n . To confirm this, suppose for the sake of contradiction that y ∈ V (X n ) is not adjacent to any element of D ′ . Then we know that y is not adjacent to any element in {0, 1, . . . , ks − 1}, so in particular, the set S = {y, y − 1, . . . , y − (ks − 1)} consists of ks consecutive integers, none of which are coprime to n. Now for r ∈ N, let B(r) = {h ∈ S : gcd(h, r) = 1}. Thus in fact, every inequality above must be an equality, implying that B(r j ) = 1 for all 1 ≤ j ≤ ℓ. Hence for each 1 ≤ j ≤ ℓ, there must be some corresponding 0 ≤ h ≤ ks−1 such that y ≡ h (mod r j ). Then since r j > ks+g(s) for all 1 ≤ j ≤ ℓ, we know that we cannot have y ≡ −1 (mod r j ) for any 1 ≤ j ≤ ℓ. Then since D is a total dominating set of X s , we know that there must be some 1 ≤ h ≤ γ t (X s ) such that gcd(y − d h , s) = 1. Then since y − x h ≡ 0 (mod r j ) for all 1 ≤ j ≤ ℓ, we know that gcd(y − x h , n) = 1, so y is adjacent to x h . This contradicts our original assumption. Consequently, D ′ must be a total dominating set of X n , as claimed.
Hence we know that γ t (X n ) ≤ ks + γ t (X s ) and ks + g(s) ≤ g(n). Then since s ∈ M j , we know that γ t (X s ) ≤ g(s) − j, which in turn implies that γ t (X n ) ≤ ks + g(s) − j ≤ g(n) − j, as desired. Theorem 1.10 now immediately follows from Lemma 4.4 and Theorem 1.9. Interestingly, if we apply Lemma 4.3 on Theorem 4.1 and then invoke Theorem 1.9, we obtain a new family of n with arbitrarily many prime factors that satisfy γ t (X n ) ≤ g(n) − 2, distinct from the family found by Burcroff in Theorem 1.7. Now the computational results of Ziller [22] seem to suggest the following result, which we conjecture to be true:
Conjecture 4.7. For all positive integers j, there exists some positive integer k along with primes q 1 < q 2 < · · · < q k and primes r 1 < r 2 < · · · < r k where q i ≤ r i for all i ∈ {1, 2, . . . , k}, that satisfy the inequality g(q 1 q 2 · · · q k ) ≤ g(r 1 r 2 · · · r k ) − j.
If this statement were true, then an application of Lemma 4.3 along with Theorem 1.9 would imply that the set ω(M j ) is unbounded for all j, thus proving Conjecture 1.11 and completely resolving the original question posed by Defant and Iyer [5] .
