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I. HWRODUCTION 
A. Historical and General 
The two earliest pioneers in sampling were A. N. Kiaer (1838-I9--) 
in Norway and Carroll D. Wright .(18—1909) in the U.S. (Seng, 1951) -
Kiaer was a theoretical statistician, while Wright was more interested 
in the practical, intuitive approach. 
According to Seng(l951) Kiaer stated that 
"It is fundamental to observe that the accuracy of the results 
of a survey depends, not on the larger or smaller number of ob­
servations made, but on the method of obtaining correct repre­
sentation. " 
He (Kiaer) realized two important conditions of a successful sampling in­
vestigation: 
1) proper representation, and 
2) rational selection of units. 
In 1899 he observed that; 
1) The representative method of investigation is applicable not only 
in the field of social and economic inquiries,but also in that of 
agriculture and forestry. 
2) To obtain an exact representative selection it is necessary to 
group the different communities under investigation. Thus in 
social inquiries, the towns and country communes are differenti­
ated, and are further grouped by size (large, medium, or small) 
and location (coastal or inland). This principle of grouping (or 
stratifying) homogeneous parts of a country must, he pointed out, 
be applied with care to obtain a really representative sample. 
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3) The questions propounded should as far as possible follow the 
lines of the general census, so that the statistics can be 
thoroughly analyzed. 
4) If possible, two or more different systems of obtaining a re­
presentative sample should be used so that greater faith can be 
had in the results of the inquiry, and so that proof of the use­
fulness of the method can be obtained. 
5) It is important to study and develop the practical and theoreti­
cal aspects of the method, so that proper limits can be set to 
representative statistics. 
In an address to the British Association for the Advancement of 
Science, Bowley (1906) eloquently argued the value of sampling and the need 
to include an error estimate when sampling is used. In his own words, 
"The method of sampling is, of course, only one of many instances 
of the application of the theory of probability to statistics. I 
have taken it at length because the method is so persistently 
neglected, and even when it is used the- test of precision is ig­
nored. We are thus throwing aside a very powerful weapon of re­
search. " 
He then demonstrated with some examples that if normality of distribution 
was a reasonable assumption, then useful probability statements could be 
made about the estimates. 
Student (1908) developed the t-distribution both empirically and 
theoretically. Subsequent work by Pearson (1929) and Nair (l^ l^) demon­
strated the almost incredible robustness of tests based on the t-distri-
bution (and closely related to interval estimation). 
The weak and strong laws of large numbers and the central limit 
theorem gave evidence that the assumption of normality applied to a large 
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number of practical situations. Madow ("19^ 8) proved a very general 
theorem about this for sampling randomly without replacement from a finite 
universe: 
"The limiting distribution of the mean is normal provided only 
that as the universe increases in size, the higher moments do 
not increase too rapidly as compared with the variance, and that 
for sufficiently large sizes of samples and population the ratio 
of size of sample to size of universe is bounded away from 1." 
All this made a strong case for probability sampling. 
The first attempt at random sampling (Hubback, 192Y) ^ as made in 
1921 in a rice crop survey. Other, improved surveys were made in 1923 
and 1925 and are described in some detail in Hubback's 192? paper. (R. A. 
Fisher mentioned that he was influenced by Hubback's crop-cutting experi­
ments). • 
Hubback also realized the potential inefficiency and imprecision in 
cluster sampling because of the high correlation of individuals within a 
group. He may also have been the.first to discuss multi-stage sampling. 
He stated that the only way in which a satisfactory estimate can be formed 
is by as close an approximation to probability sampling as the circum­
stances permit. This, he pointed out, not only eliminates the personal 
element of choice by the sampler, but also makes it possible to state the 
probability that the result of a given number of samples will be within a 
given range from the true mean. 
Tchouproff (1918, 1923) was the first to set stratified sampling on 
a sound theoretical basis. Neyman (193^ ), apparently unfamiliar with 
Tchouproff's work, obtained essentially the same results in a vastly 
simpler fashion. 
4 
Fisher's (1925) technique of the analysis of variance made it possible 
to approach sampling problems from a new angle— that of estimating samp­
ling errors from the results of the observations. This made it possible 
to determine the adequacy of the sampling, as well as to increase the 
efficiency of future sampling of similar material. 
Clapham (1929), Wishart and Clapham (1929), and Yates and Zacopanay 
(1935) were the first to adapt the analysis of variance approach to samp­
ling problems and to make a practice of estimating sampling errors from 
the results of their observations. 
Cochran (1939) summarized what can be done with the analysis of vari­
ance in sampling. It is rarely possible to test the accuracy of two dif­
ferent sampling methods on the same population because it is so costly. 
If suitably planned, however, sampling can usually provide information 
about the relative precision of alternative methods of sampling. This 
information can be extracted without difficulty from the analysis of vari­
ance of the sampling results and is of considerable service in improving 
the accuracy of future samplings on the same type of material. He also 
listed four of the most common devices for increasing the accuracy of 
a sample estimate: subdivision, subsançling, choice of sampling unit, and 
double sampling 
1) Subdivision (now commonly known as stratification, the term strati­
fication is borrowed from geology). The analysis of variance of 
the data provides estimates of the mean square between groups and 
within groups. From these it is possible to estimate the sampling 
error to be expected from a sample of the same size if the popu­
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lation had not been subdivided. Thus the increase in precision 
due to subdivision may be estimated. 
2) Subsanrpling (now known as cluster sampling with subsampling). 
This method might be regarded as a case of incomplete sub-divi­
sion. The material is grouped by primary units, but not all 
primary units are sampled, so that the sampling error arises from 
variability between primary units and variation between secondary 
units within the selected primary units. The analysis of vari­
ance provides estimates of the sampling variance to be expected, 
in similar material, from any change in the amount of sub-sampling 
per primary unit, or in the number of primary units. 
3) .Choice of sampling unit. A thorough study of the relative effec­
tiveness of different sizes of units generally requires a special 
investigation for that purpose. Some useful information can, 
however, be gained from the analysis of results of a particular 
sampling plan. If, for instance, a four-section block is select­
ed as a unit, and data are recorded by single sections, it is 
possible with the analysis of variance to obtain an estimate of 
the sampling error to be expected if a single section had been 
used as a sampling unit. 
k) Double sampling. The analysis of variance approach can be used to 
obtain estimates of first-phase and second-phase variation. Com­
bined with cost estimates for observing units at the two phases, 
makes it possible to choose between such alternative methods as 
double sampling with stratification or with a regression-type of 
estimator. 
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According to Yates (19^ 6), sampling is largely a matter of common 
sense and the intuitive approach has often resulted in more rapid progress 
in technique than has the more purely mathematical approach. Common-sense 
alone, however, does not provide a method of estimating the efficiency of 
different sampling procedures. He indicated what were in his opinion the 
underlying principles of sampling: 
1) To avoid bias, sangile selection must be uninfluenced by the quali­
ties of the objects sampled and free from any element of choice on 
the part of the observer. 
2) Two or more sampling units must be obtained from each batch of 
material to provide a valid estimate of sampling error. These 
sampling units must be randomly selected from the whole aggregate 
of units in the batch of material and all sampling units in the 
aggregate must be of approximately the same size and pattern and 
must together comprise the whole batch of material. 
In some early applications the sampled material was of such a nature 
that it could be divided into sampling units of approximately the same size 
and shape, so that simple sampling schemes could be adopted (Yates, 19^ 6). 
New difficulties arose, however, when these methods were applied to prob­
lems such as crop and timber resource estimation, and surveys of economic 
conditions and practices on farms. Here the natural units of the popula­
tion under survey were of widely differing size. In particular, better 
methods were required for dealing with differences in variability of dif­
ferent parts of the material, and of handling sampling errors of material 
in which the sampling units were of widely differing sizes. Although some 
of these methods (such as ratio and regression estimation) were already 
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available, they were not always satisfactory. These methods generally pro­
vide biased estimates and require a knowledge of the total for the covari-
ate (which often is expensive to obtain). This led to two new develop­
ments in sampling, double sampling and unequal probability sampling. 
At a conference on sampling human populations, Neyman was asked about 
an efficient method that could be used for determining the average value 
of some variable which is costly to observe but is correlated with a 
second, more readily available variable. He (Ueyman, 1938) responded by 
developing the theory of double sampling with stratification. At about 
the same time Watson (1937) applied double sampling to regression,esti­
mation. He estimated the mean area per leaf and mean leaf area per plant 
using leaf weight as covariate. The mathematical basis of the method was 
worked out by W. G. Cochran and his formulation was used in Watson's paper, 
(it is claimed that Yates and Zacopanay (1935) were the first to use double 
sampling with regression but I could not detect any mention of this method 
in their paper.) Double sampling will be discussed more fully in Chapter 
III. 
The concept of unequal probability sampling was introduced in 19^ 3 
(Hansen and Hurwitz, 19^ 3)* It was recognized that unequal probabilities 
of selection for the units could, under certain circumstances, materially 
improve the precision of results. Also it was useful in explaining some 
of the older concepts and theory. Unequal probability sampling research 
started'during the second world war was pursued with increased vigor after 
the war. Dozens of papers have been written about unequal probability 
sampling. Despite this much remains to be done in this area especially in 
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adapting it to practical situations. 
Much of the development in unequal probability sampling was based on 
one or two stage- cluster sampling with stratification. Often this research 
has been carried on with social science applications in mind. In such sit­
uations, lists of covariates were often available prior to sampling. Al­
ternatively, such investigations were made by mathematically-oriented stat­
isticians, who were more concerned with mathematical niceties than the 
practical applicability of their results. 
B. Scope and Purpose of this Study 
The purpose of this study is to extend our knowledge of several theore­
tical and practical aspects of sampling with unequal probabilities and 
double sampling. These aspects will be related specifically to applica­
tions in forestry. 
In forestry considerable work has been done on a sampling method • 
called "point sampling" (until recently the only direct application of un­
equal probability sampling in forestry). The few papers (see discussion 
starting on page 53) dealing with the theory of the point sampling method 
leave much to be desired. Recent work on a new development, sampling with 
probability proportional to prediction (3-P), is still quite incomplete. 
Some of the existing theory for point sampling will be simplified 
and expanded through use of standard sampling theory. Some extensions of 
theory will be introduced and suggestions will be made for additional work 
needed in this area. Specifically point sampling theory will be approach­
ed from the finite population viewpoint. It will then be shown that the 
infinite population (of points) results easily follow from those of the 
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finite one. Simple random subsampling at each point is developed as a prac­
tical alternative to the usual double sampling approach used with point 
sampling and the necessary theory for this two stage cluster sampling is 
derived. Finally four logical double sampling estimators are obtained by 
considering the sampling theory best suited to make use of the advantages 
inherent in point sampling. 
A detailed investigation of 3-P sampling will be made. The character­
istics of and problems with this sampling system will be studied and al­
ternative systems discussed. In particular, the properties of the two 
available, estimators referred to in the literature as "unadjusted" and 
"adjusted" will be investigated. The error variance and an estimate of 
this variance will be obtained for the "unadjusted" estimator and a simple 
derivation of the variance of the random sample size will be included. An 
expression will be obtained for the bias of the "adjusted" estimator. Al­
ternative equal and unequal probability methods of sample selection will 
be suggested. The relative merits of 3-P and its two estimators will be 
compared with the usual stratified sampling and ratio and regression esti­
mators using these new methods of sample selection. 
Unequal probability sangling can be very efficient in certain sampling 
situations so it appears to be profitable to develop the necessary theory 
for double sampling with unequal probability of selection of units at the 
second phase. Unequal probability sampling refers both to the case where 
individual units are selected with probability proportional to size and the 
case where the sample is selected proportional to the sum of the sizes 
in the sample. The mean-of-ratios (Horvitz and Thompson) estimator 
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of the population total is used in the first case, the ratio-
of-means estimator 
•A 
Y = 
in the second case. Here X,- , Y., and it. are respectively the size, the 
value, and the probability of selecting unit i, X is the population total 
for the covariate, and n is the sample size. Henceforth sampling with 
probability proportional to size will be referred to as sampling p.p.s. 
Only simple random sampling will be considered at the first phase, because 
information available prior to sampling would logically be best used to 
stratify the population rather than for unequal probability sampling. In 
fact, sampling information will often be desired for these individual . 
strata. The results obtained here will extend easily to three-phase samp­
ling with stratification as the first phase. Theory will be obtained for 
sampling p.p.s. with replacement and for two methods of p.p.s. sampling 
without replacement. 
Some attention will be paid to problems that arise in simultaneous 
double sampling—that is when both phases of sampling are carried out more 
or less simultaneously in the field. This will introduce some additional 
complications in some of the standard double sampling procedures because 
information from the first phase is not available to increase the efficiency 
of the second phase. Simultaneous double sampling with stratification will 
be discussed. 
Despite the proliferation of sangle selection methods and estimators, 
little work has been done on the comparison of sampling systems. To suc­
cessfully choose an efficient double sampling system requires prior quanti-
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tative Information about the universe of investigation. Because of the un­
resolved difficulties in theoretically comparing sampling systems, only 
very general guidelines are available. These are of limited help in decid­
ing "What sampling system to use in a specific situation. It appears that 
a thorough and general understanding of the relative merits of sampling 
systems can ideally only be obtained through actual comparisons of the sys­
tems under practical conditions. The prohibitive expense involved in such 
comparisons necessitate the substitution of simulation for actual field 
tests. Here the results of simulation studies will be reported. These re­
sults should provide more specific guidelines. 
The results in this study will be tentative because of the scarcity 
of relevant data. They (the results) will serve a dual purpose though in 
testing out the computer program written specifically for the purpose of 
sampling simulation and in giving some indication of the size of future 
simulation studies needed to make general recommendations. 
This study naturally divides into parts. Each topic will be elabora­
ted on and the pertinent literature discussed in each section separately 
as the need arises. 
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II. SAMPLING WITH UNEQUAL PROBABILITY 
A. Introduction 
A sampling system includes both a procedure for selecting the sampling 
units that are to constitute the sample and an estimator of some form that 
is to be used to make the estimate from the observations on the selected . 
units. The earliest systems assign equal probabilities of selection to 
each unit in the population^  and use the arithmetic mean or a ratio or re­
gression estimate. Stratified random sampling may be considered to be an 
exception because it is closely related to unequal probability sampling 
•when all strata are considered. Stratified sampling was generally not 
thought of in terms of unequal probability sampling in general usage, how­
ever, for units are selected with equal probability from within a stratum. 
The general concept of unequal probability sampling was introduced by 
Hansen and Hurwitz (19^ 3)* They considered cluster sampling with unequal 
cluster sizes and with subsangling from the clusters. Primary units were 
selected with probability proportional to size (p.p.s.) and an equal number 
of elements was taken from each selected cluster. This type of sampling 
closely resembles stratified sampling with optimum allocation because the 
efficiency of both methods (relative to sinrple random satirpling) can be at­
tributed to a higher sampling rate in the more variable parts of the popu­
lation. Unequal probability sangling may then be considered primarily a 
method of solving the allocation problem. 
In unequal probability sampling, as in all methods of sampling selec­
tion from finite universes, a distinction must be made between sanipling 
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with and without replacement. Most of the statistical literature has been 
devoted to sampling without replacement, because the estimates are more 
efficient. It is easier however to work with the theory of sampling with 
unequal probabilities (with replacement) because it is equivalent to multi­
nomial sampling. 
The first difficulty in sampling p.p.s. without replacement is to find 
a method of selecting the first-stage units for which the calculation of 
the probabilities of selection is reasonably practical. This is a problem 
because the probability of selection of a unit changes as each additional 
unit is drawn into the sample. The second difficulty, a more serious one, 
is the necessity of calculating the. joint probability of selection of any 
pair of units in the population. Even with a large computer this would be 
a tremendous undertaking since there are (g) such combinations— a total 
of = ^ 950 probability calculations for a sample of size 100. 
In sampling with unequal probabilities without replacement, the most 
common estimator, Y = was developed by Horvitz and Thompson (1952). 
A 1 
Here Y is an estimate of the population total, and is the probabil­
ity that unit i is selected in a sample of size n . They gave three 
A 
general classes of estimators and proved that the estimate Y is the only 
unbiased estimate in its class. Unbiasedness and simplicity may account 
for the popularity of this estimator in unequal probability sampling. 
Horvitz and Thompson derived the variance and an unbiased estimate of the 
A 
variance for Y . This error estimate has certain undesirable properties. 
Besides requiring the calculation of and (jt^  ^is the joint prob­
ability of selection for units i and j in a sample of size n ), it was 
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noted that this estimated variance can take negative values. Yates and 
Grundy (1953) gave an unbiased estimate of the variance V(Y) which ap­
parently is less often negative. Thompson (1952) extended the results to 
two-stage sampling, with unequal probabilities of selection at both stages 
To avoid the difficulty of having to compute the :rt^ 's, Madow (19^ 9), 
and Hartley and Rao (19^ 2) discussed a sampling procedure where the proba­
bility of selection is exactly proportional to size. Sample selection as 
given in the second paper is as follows: 
1) Arrange all units in a random order and denote this random order 
j 
by j = 1,2,..., N and by =^ E^ nt^ , = 0 the progressive 
totals of the nt^  ^ in that order. Here t^  = the probability 
that unit i is selected in a sample of size 1. 
2) Select a random unit, i.e., a "uniform variate" d with 0 < d < 
then the n selected units are those, whose index, j, satisfy 
< (d + k) < , for some integer k between 0 and (n-l) 
Here = nt^  . 
Since the difficulty of computing Jt. , remains, the authors derived, (by 
an asymptotic approach using an Edgeworth's series expansion) . in terms 
Ij 
of It. and Tt. to 0(N) ^  . Fellegi (19^ 3) stated that the asymptotic 
i J 
solution used above makes sampling without and sampling with replacement 
logically and mathematically the same. Other attempts have been made 
(Narain, 1951; Murthy, 19575 Fellegi, 1963) to overcome the difficulty of 
not sampling exactly proportional to,size in sampling without replacement. 
Also, others (Yates and Grundy, 1953; Raj, 1964) give biased estimates of 
variance. 
A promising procedure is a simple one (Rao, Hartley, and Cochran, 
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1962) which completely eliminates joint probabilities. Although the 
selection probabilities are not exactly proportional to size, they are 
easy to compute. In this procedure the population is split at random into 
n groups such that the groups contain approximately the same number of 
units. A random sample of size n = 1 is then drawn with probability 
proportional to jr^  from each of the n groups independently, where jr^  
is the probability of drawing the tth unit from the whole population. The 
estimate is 
where 
p. = Z jr and Z. = Z Xu. 
X « *C Î • V group 1 group i 
The properties of this estimator are as follows: 
1) It permits computation, of an estimate of the population total 
which has always a smaller variance than standard estimation in 
sampling with unequal probabilities and with replacement.. 
2) Computations for drawing the sample and obtaining the estimate 
and its variance estimate are easy, even for n > 2. 
3) Exact variance formulae exist for any population size, F . 
An unbiased sample estimator of variance that is always positive 
is available for any n and ÏÏ . 
A variant of this plan (Cochran, I963) is to subdivide the population 
into n groups of about the same si^ e. If the tth unit happens to fall 
in the first group, its probability of selection is (where Z. is de-
fined in the previous paragraph). An unbiased estimate of the population 
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total is available, but no unbiased estimate of the variance is known. 
An overestimate of the variance can be obtained by the method of collapsed 
strata. 
An interesting method of sample selection was provided by Lahiri 
(1951)' This method, like Madow's, results in selection exactly propor­
tional to size for the first unit drawn. Suppose the population size is 
N and X is the largest size of unit. Choose a pair of random numbers 
max 
v(l < V < N) and w(o < w < X ) . If w exceeds the "size" of the vth 
 ^  ^ — — max' 
unit, reject the sampling unit, otherwise accept it. If the unit is re­
jected, replace it and repeat until a selection is made. It is possible 
to replace X^  ^by a larger number, but then the number of rejections 
will be higher. 
Grundy (195^ )^  extended this procedure to a sample of size n . He 
considered only sampling for a fixed sample size n . . He warned of the 
danger of effects of association of neighboring values in the population, 
unless the population units were selected in a random fashion. 
B.. Unequal Probability Sampling in Forestry 
Unequal probability sampling in the form of stratified sampling has 
been known and used a long time in forest inventory. Application of samp­
ling with probability proportional to size is, however, of more recent 
vintage in both statistical and forestry literature. Even before its intro­
duction in 19^ 3 (Hansen and Hurwitz), methods of unequal probability selec­
tion of units were known in forestry. The B-10 stick of Fred Merrill for 
estimating tree volume from its breast-high basal area and Walter 
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Bitterlich's plotless cruising were developed prior to 19^ 0, but nothing 
was published until 19^ 7 (Bitterlich, 19^ 7)» 
Point sampling, the major forestry adaptation of unequal probability 
sampling (discussed in detail on page 53) has been an almost inexhaustable 
source for publications. In the wide variety of publications, however, 
foresters have worried little about the correct statistical formulations 
to be used with point sampling estimation. In many cases it was treated 
as simple random sampling, in others as ratio estimation (Johnson, 19^ 1). 
Point sampling is sufficiently distinct from the usual p.p.s. samp­
ling method (with or without unequal probability) to require separate 
statistical treatment. Only a few papers (Palley and Horwitz, 1961, and 
Beers and Miller, 19^ 4) dealt with point sampling theory. In the first 
paper the error variance and an unbiased variance estimate for single-
phase sampling were derived. The paper also deals with double sampling 
using point sampling (in which a subsample of points are measured for the 
variable of interest). The variance is obtained, however, by treating 
the estimate used as a ratio-type estimate under the assumption of simple 
random sampling. This is a method of undetermined approximation. Also, 
no reason is given why the particular estimator was chosen. 
Here an alternate single-phase approach is presented, which is 
based on a more standard statistical approach and gives results for both 
the finite and infinite (in terms of number of points) population case." 
Also it indicates more clearly what an unbiased estimate of the error 
variance is. The necessary theory is obtained for point sampling with 
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subsampling, where, at each point selected, a sample of the trees are 
measured for the variable of interest. This is one application where 
either double sampling or sub sampling can be employed. It is not clear 
which one would be better. It appears to be exclusively a matter of 
statistical efficiency and cost to get a lot of information on a few units 
(double sampling) or less information on many units (sub-sampling). Al­
ternative estimators for the double sampling approach are mentioned and 
their relative merits are discussed. 
In 1964 another application of unequal probability sampling was sug­
gested by Lew Grosenbaugh. Instead of using a prism or some other instru­
ment to select a sample tree, he advocated the selection of trees propor­
tional to an ocular estimate of the variable of interest. To accomplish 
this he adopted an ingenious device (discussed earlier in the section) 
first suggested by Lahiri (1951)* Grosenbaugh's sample selection method 
is labeled 3-P ("probability proportional to prediction") and is proposed 
for use in timber sales. The advantage of 3-P over point sampling is the 
removal of edge effect and topographic bias as well as the elimination of 
the problem of deciding by "measurement" whether a tree is a sample tree 
or not. The theory of 3-P sampling is investigated here since a thorough 
examination of the four publications dealing with 3-P sampling (Grosenbaugh, 
J 
1963, 196^ , 19^ 5J Sharpnack, I965), revealed definite incompleteness, 
ambiguities, and errors. Various alternatives (to 3-P) using ocular esti­
mation are suggested and discussed. 
1. 3-P sampling 
a. Introduction- Certain forestry agencies find it necessary, when 
administering a timber sale, to visit, estimate the volume of, and mark 
19 
each tree, that is to be cut. An estimate, within certain specified pre­
cision, of the volume or value of the trees to be cut (and usually the 
standard error of this estimate) is required so that the fair value can be 
appraised for the .sale. 
The main feature of the type of sampling objective and population 
that we want to consider specifically here is that each tree in the popu­
lation is observed once and the cost of relocating and re-observing in­
dividual trees makes it imperative to visit each tree not more than once. 
The sampling procedure called three-pee (or 3-P, for "probability, propor­
tional to prediction") sampling was suggested for such sampling objectives 
and such a population by Grosenbaugh (19^ 3). It is, except for small modi­
fications, equivalent to a procedure developed by Lahiri (1951)• 
b. Lahiri's method of sampling with unequal probabilities Lahiri's 
(1951) procedure makes it possible to get unbiased estimates and to take 
advantage of potential gains in efficiency by sampling with probabilities 
exactly proportional to size (p.p.s.) for a sample of size one (n = l) or 
of any size, n, for sampling p.p.s. with replacement. 
Let us briefly review Lahiri's method. Consider a population consist­
ing of N(i = 1,2,...,M) individual sampling units (e.g., trees). Suppose 
that with the ith unit is associated a value Yj_ , the value of the vari­
able of interest, and also some corresponding measure of size, . 
Lahiri's procedure requires the selection of two random numbers,-Ô and r\ , 
such that 1 < 6 < . and 1 < -n < F (where X is the largest X. , 
— — max — ' —  ^ max x 
i = 1,... ,N). If the randomly selected ô is equal to or smaller than the 
observed X^  , the unit is selected for the sample, otherwise it is re­
jected. Lahiri suggested that this procedure could be extended to select­
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ing 6 from the range 1 < 6 < L where L can be set to be smaller than 
X so that some units would be selected with certainty (those with 
max  ^  ^
> L) and others with probability proportional to size, X^  . If 
L > then sampling will still be proportional to X^  but the sampling 
intensity will be lower. 
Grundy (l95^ ) then generalized this procedure so as to permit sampling 
without replacement but with probability exactly proportional to a measuie 
of size for a sample of any-fixed size, n. He, however, cautioned that this 
method was not directly and "'mediately suitable for practical use, because 
units in the field would be observed in a systematic order and there is the 
danger of association between neighboring units in the population. (This 
could be overcome if the N units in the population could be observed in a 
random order.) 
% 
Previously,unequal probability sampling theory had been based on the 
assumption that the X^  were known for the whole population of N before 
sampling. Lahiri (19^ 1, p. 139), however, suggested a sampling procedure 
if the X^  were not known in advance of sample selection. Grosenbaugh's 
three-pee sampling is, except for a slight modification, equivalent to the 
Lahiri procedure. 
c. Three-pee in a capsule The three-pee procedure suggested by 
Grosenbaugh (19^ 3) involves the application of a procedure like lahiris' 
to each of the N trees in the population. Every tree,in the population 
is visited and observed only once. An ocular estimate, X^  , is made of 
the variable, , and then the X^  is compared to a number, 5^  , randomly 
selected from the range 1 < Ô. < L . The units for which the random num-
— 1 — 
ber is smaller than or equal to the ocular estimate (6^  < X^ )^ are select­
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ed for the sample and the variable of interest, is observed on these 
trees. Therefore, the sampling is with probability exactly proportional 
to , the ocular estimate or measure of size of . The total number, 
n, of sampling units that will be selected is not a fixed number but rather 
a random variable dependent on L- and the distribution of X. in the popu- . 
lation. As the arbitrarily set integer, L, is made larger, the expected 
sample size decreases. (Grosenbaugh gives rules for setting L with re-
spect to X^ ). 
Grosenbaugh (1963) discussed two estimators that might be used when 
the sample is selected according to his three-pee procedure." One of these 
he called the "unadjusted estimate", the other the "adjusted estimate". 
He stated that "two or more independent sets of samples will be needed to 
estimate the variance" of an estimate obtained by three-pee sampling 
(Grosenbaugh, 19^ 3, p. 38; I965, pp. 11 and 12). However, we have derived 
an expression for the true variance and one for an unbiased single-sample 
estimate of it for the "unadjusted estimate". In addition, Grosenbaugh's 
(1963) expressions for the expected sample size and its variance are veri­
fied here using simpler derivations than the ones based,on Rietz (1927) 
Originally Grosenbaugh (1963, p. 39) gave an approximate estimate of . 
the relative variance for his "adjusted estimate" which was said to be 
valid if sampling with replacement were assumed (see p. 38). Later he 
clarified by adding the necessary qualifications that he also assumed a 
sample size fixed in advance of sampling and a probability of selection of 
X^ /X (for a sample of size one anyway) for the ith unit (Grosenbaugh, 
1965). The estimated error variance he gives is appropriate for these con-
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dit ions. However, it shotGLd be emphasized that the sample size is not 
fixed, and that sampling is without replacement. This makes it an approx­
imation of unknown adequacy. 
The properties of Grosenbaugh's "unadjusted estimate", the unbiased 
three-pee estimator, may be summarized as follows; 
1) One gets unbiased estimates for the population total and the 
variance of the estimated total. 
2) Sampling is random with probability exactly proportional to 
estimated size (X.). 
3) The sample size, n, is a random variable dependent on chance in 
the sampling, consequently (among other disadvantages) total cost 
of sampling, either for a specified precision or without regard 
to precision, cannot be fixed in advance of sampling. 
h) If the ratio of the actual value of the variable over the ocular 
estimate ôf it were a constant for all the trees in the population, 
i.e., if = k for all i = 1,2,...,N , than the usual ratio 
and linear regression estimators.would yield variances of zero, 
but the three-pee estimator would usually yield a non-zero vari­
ance because of variable sample size. We could get a poor esti­
mate from the three-pee sampling even if our ocular estimates, X^ , 
are perfectly correlated with (or even equal to) the actual . 
When the ratio is near constant and the necessary assumptions for 
ratio or regression estimation are tenable, then either of these 
will provide an estimate with higher precision. 
5) ECVn' • 
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Let us now consider the "unadjusted estimate" in more detail; particu­
larly the theory appropriate to it. The "unadjusted estimate" is 
where 
a) 3t. = X./L 
' 1 i' 
= probability that the ith unit will be selected in the sample 
b) L is aii arbitrarily selected integer which influences the samp­
ling intensity, selected so that L > X . However, L < X 
is admissible too. This means that some trees are selected with 
certainty. This will often be desirable because it may eliminate 
. a large part of. the variability in the population since the large 
units (selected with certainty) are usually the most variable. 
In the estimation the units selected with certainty will form a 
separate stratum so that the estimate is based on two strata, 
only one of which contributes to the error variance. 
c) X^  is a measure of size of the ith unit (i = 1,...,N), the • 
ocular estimate of 
d) IT is the population size 
e) n is the number of units selected in the sample, the sample size, 
a random variable with integer values (n = 0,1, ...,N). 
f) a: = 1 - X /L 
 ^ i 
= probability that ith unit will not be selected in the sample 
Every unit in the population is to be visited and observed for X^  ^. Each 
unit then has the probability X^ /L of being included in the sample. 
This estimator yields an unbiased estimate Y^ . of the true popula­
2k 
tion total, Y First let us consider an intuitive proof and then 
a more formal one based on mathematical induction. 
To show that the estimator yields an unbiased estimate we first 
simply substitute for its equivalent in terms of the sample values 
and take the expected value under random sampling. 
A N 
EY, = E( where a. = 1 if unit i 
U ^1=1 X 1' l' 1 
in sample 
= 0 otherwise. 
Now we need to evaluate , the probability that unit i will appear in 
a sample of undetermined size n . Let us take as an example the proba­
bility that unit 1 will be selected (call it P^ ). That probability, over 
mil the possible sample sizes, is: 
= P (unit 1 is included in a sample of size l) + P (unit 1 is in­
cluded in a sample of size 2)+ ... + P (unit 1 is included in 
a sample of size N) 
= ( ... [(* ' * '^ N^  +•.. 
= 3t^  t(^ 2 ' * ' [(^ 2^ 3 * * ' ^^ 2 ^3 ^4 * ' ' + • •. 
+ (jtgît^ îtj^  ... ••• + (^ 2^ 3^ 4 "N^  ^
Now the probabilities within the outer brackets are the probabilit les 
for all the possible ways that units except unit 1 (i = 2,3,.. •,N) might 
or might not be selected. This probability must be 1 because units either 
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must be included or excluded. Consequently and . 
Therefore, 
< = =Ja = ^ 
An alternative, less intuitive and more mathematical approach is one 
based on induction. We begin by proving the case for populations of size 
1, then size 2, and then, by induction, to N, that if it holds for size 
K that it should also hold for populations of size K + 1. 
A 
Case 1: is unbiased for a population of size 1. 
Y 
Proof: EY = -r [P(Y^  selected)] + [ 0 ][P(Y_ not selected)] 
U X 1 
= + 0 = = Y 
A 
Case 2: Y^  is unbiased for a population of size 2. 
Proof; = [ 0 ][P(Y^  and Yg not selected)] 
Y, 
+ — [p(Y^  selected, Yg not selected)] 
Y Y 
+ [p(Yp selected, Y. not selected)] + — [ P(Y. 
Y 
Yg selected)] + ~ [p(Y^  and Yg selected)] 
= 0 + 5^   ^(%) + ^  (%) 
= ^ l( V "V + Ï2 (V "i' 
But by definition, = 1 - , therefore, ic^  + = 1, and 
and 
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It now remains to show by induction that if it is unbiased for a popu­
lation of size K , that it also holds for a population of size K + 1 . 
To simplify the notation let us show first that we get an unbiased esti­
mate of one specific , say Y^  . 
For a population of size K, and various sample sizes, n, we have for 
the contributions: 
Y, 
n = 1; CY^ 2_] - ^ "^2 
^ ...  
n - 2; [Y^ p] = ^  
1^ (^ 2^ 3 * * * 
=< 
\ 
n = 3; [Y^ g] =/ : 
X 
l^(*2*3 -^2'^ -l\) 
n — Kj [Y^ g] — Y^ C^ g^ g • •. 
where (l = 1,...,K) Is a short-hand notation for the various con­
tributions to the expected value containing Y^  . When we sum these con-
E.r _ 
tributions we get 11"^  ~ ^ 1 according to our hypothesis. 
1 
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For a population of size K + 1 we have similar contributions to the 
A 
expected, value EY^  . Those containing are; 
for n = 1 
for n = 2 
\ 
" '  *K*K+l) 
l^*K&l(*2*3 *%) 
l^*È+l(*2*3 ••• ^ -1^ ) 
)~ ^ +1^ 1^2^  
(K-1) terms 
Y. 
— . . .  =  Y i * K t i ( " 2  • • •  ^  ' ^ l ^ ^ l l ^  
1 term 
for n = 3 
Y 
Y, ; 
... - %l*Kfl(*2*3 •'• *K-2*K-1*K) 
\ 
(^I^ «2^ 3 ••• ^ \+l^  ^  ^ l*K+l(*2*3 
JL • 
\ 
*" '*K-I'*K\+1^  = %l*%&l("2*3 ••• ^ -iV 
2 (^ "^ ) terms 
 ^ +^l'-^ l2^  
(K-l) terms 
for n = K 
Y 
— . . .  • • •  V  '^ K+l'-^ lK^  
1 term 
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\ 
— . . .  • • •  
)- K-l^  
(K-1) terms 
for n = K + 1 
"^K+l^  ~ 'VA '^^ 2 ••• " '^ +l'-^ lK^  
1 term 
K+1 K K 
n=l ~ 'ï+l i=l'-^ li^  Vl i&.'-^ li^  \'^ +l Wl \ 
Since Y^  is an arbitrary unit of the population, we have proved the un-
A 
biasedness of as an estimate of Y . 
We have arbitrarily picked the first unit of ..the population but we 
could equally well have picked a general term Yg. , say . Because our 
estimator is unbiased for any arbitrarily picked unit, it must be unbiased 
for the sum of such independent units, and this proves the unbiasedness of 
A 
Y^  as an estimate of the population total, Y . 
We have now seen that this "unadjusted estimate" is unbiased. What, 
however, is the true variance of the estimates that will be obtained from 
this estimator? And can an unbiased sample estimate of this variance be 
obtained from the sample observations? 
Let us denote the true variance of the "unadjusted estimate" by 
V(Y^ ) . Then, by the definition of the variance. 
V(*u) = ECYy):. (Y): 
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And, again using the pseudo-variable, , defined as before, we have 
A N Y. N Yf M Y, Y. 
v(Y^ ) = 3:0= - -f- ;r 4' • 
X «7 -^ rJ " 1 j 
Now CL , is either 0 or 1, so that by random sampling and independence, 
Ea.a. = Ea.Ea. 
1 J 1 J 
and 
Ecâ = Eœ 
Consequently, using this and expanding Y , we have 
-ill"! I 14 - (ibî =Ji I -ik 
= - :) = ik(Ç) = ibî r 
Recall that Jt. = X./L , so in terms of X. and L this is 1 i' ' 1 
V(^ u) =lIlïf(VXi) -JiYf 
A 
An unbiased sample based estimate of the true variance, V(Y^ ) , is 
'k I r 
This is an unbiased estimator because 
e[v(^ J] = eCJ^ y? = ECJiO:iYf(i-jt.)/jt^] =J^ [E(a.)Yf(l-Jt.)/7tf] 
i 
N 2 : 
= i§i%; = i5i*i?î(i-*i)/*; ' 
1 
30 
d. The expected sample size The variance of n , the sample size, 
was given by Grosenhaugh as based upon Rietz (192?) ^ but we have a dif­
ferent, simpler . derivation. As before,we use the pseudo-variable, 0:^  ^, 
where 0!^ = 1 if unit i is selected, but = 0 otherwise. Consequently, 
"iïl^ i 
But 
Ea. = IT. ' 
1 1 
therefore 
IT N N N 
E(n) = E(.Z3_a.) =.Z^ [E(a.)] =.E3_:t. =iiAA 
N 
We see that the expected sample size depends only on and L. 
Now by virtue of independence among the , 
Ea.O!. = Ecc.Ea. , i / J 
1 J 1 J 
the variance of n , V(n), is simply the variance of the sum of independent 
variables, , and, therefore equals the sum of the variances. Remember­
ing that Eof = Ecc. = Jt., we get 
• 1 1 1 
v(n) = v (JiO!.) =JiV(0!.) =J3_CeqJ - (Ea.)^ ] n f )  
N IT 
=iîiV^  
This indicates that the variability in sample size will depend only on L 
and the distribution of the . 
If we designate the expected sample size as E(n), then this ex-
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pression for the variance of the sample size can be written-in terms of 
expected sample size— which is the form given by Grosenbaugh (1965). 
That is . 
V(n) =4x^/1 - - r - r "e " * J ' 
i^èl i' 
e. The "adjusted estimate" Grosenbaugh (19^ )^ proposed a second 
estimator which he called the "adjusted estimate". He (Grosenbaugh, 19^ 5) 
described the "adjusted estimate" as being obtained from the "unadjusted 
estimate", 
N 
t -JiV"! =iiiVAi =xiAAi ^  
e 
by multiplying it by the ratio of the expected sample size over the real-
N , 
ized sample size, n^ /n . Recalling that n^  =^ £^ X^ /L , and multiplying. 
we get 
I =&(5r) ^ S /^ ix 1=1^ 1 
The only apparent difference between the two estimators is the divisor, n, 
rather than n , but notice that the adjusted estimate requires that we 6 
know and use the true population total of the . 
The justification for the "adjusted estimate" is obvious. Rot all of 
the sample information about X^  is.used in the "unadjusted estimate". 
After sampling we do know the true population total and we should 
be able to make use of this information to somehow improve on the "unad­
justed estimate". The statement (Grosenbaugh, 19^ 5; p- 10) that if n 
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and 
Sx Y 
1 e 
are uncorrelated or if n = n^  then the expected value of 
N N 
,X. „ Y. .ZLX. n Y, 
i^ix x-i 
e 1 1 
seems to us to be incorrect, since the right-hand side still contains a 
sample estimate rather than the corresponding population parameter. The 
right-hand side is not an expected value of anything. It is true, ap-
A 
parently, that Y^  will have smaller variance than will corresponding 
estimates, but Grosenbaugh's derivation of the "adjusted estimate" 
from the "unadjusted" seems to us ambiguous. And the bias of the 
"adjusted.estimate" can be numerically evaluated only with a great amount 
of tedious work. 
Let us now examine the bias of the "adjusted estimate". 
Y I x  
=iil(x7) ^
We can, without loss of generality, work with the expected value for only 
one unit, Y^  , say Y^  , in evaluating the expected value of The unit 
A 
with value Y^  contributes to the expected value of Y^  an element for 
each sample size. These elements are: 
Y Y 
Cl ~ is in a sample of size l) = X . ^  " * "iJf 
Cg = X.^  ^. P(Y^  is in a sample of size 2) = X.^  ^Vi • • •  
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Il ï-
= X.'^  ^. P(Y^  is in a sample of size 3) = X.^  
3X^  
^^ 2 "' ^ -aVi'^ N 
Y Y 
0^  = X. . P(Y^  is in a sample of size N) = X.^  ^
When these contributions are summed over all the sample sizes we get the 
A 
expected value of the estimate of Y^  , viz., EY^  . That is 
. |ï,[l - .... M 
If we denote as the sum of the series of probabilities associated with 
unit 1, we can then write this as 
I x  
z(L) = ^ • 
For the population total over all N we then have, by summing the 
contributions to each Y^  ^ over all units, the expected value 
=iîA(i - rp 4 
W „ /, „ X iil^ i 
It is difficult to numerically evaluate the bias in this estimator 
because though the P^  are known after sampling, they can be evaluated 
only by extremely lengthy and tedious numerical work. 
To get a clearer-intuitive appreciation of the difference between 
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these estimators, suppose we write them in as similar a form as possible 
\ "iil X7 ill^ i/% \ "ill JT • iil^ i/^  
The "unadjusted" and "adjusted estimates" are them alike except that the 
divisor is n for the "adjusted" and n^  for the "unadjusted" estimator. 
We have already seen that the "unadjusted estimate" is unbiased. Conse­
quently, it is clear that the "adjusted estimate" is biased. 
We can write the "adjusted estimate" as 
A s iSA r » 1 °e 
\=iïi r -T- ' r -IT- ] r • 
1 1 e 
It is clear that n^ /n and the quantity in brackets are negatively 
correlated, since .E,X. and n are constants and .S_Y./X. would in-
' 1^ 1 1 e 1=1 1' 1 
crease and l/n decrease as n increases. For the expectation we have 
M Y. .Z_X. n Y. .^ .X. n 
X e 1 e 
n 
If we use the approximation E(^ ) = 1, then we have 
N 
• A IT n Y. .Z X. n 
9(9%) =iiA • 1  ^• • 
And because the covariance is negative, it would indicate a negative bias 
in the "adjusted estimate". It appears that this covariance, and hence the 
bias, could be quite sizable. 
f. Properties of three-pee sampling One of the most outstanding 
characteristics of three-pee sampling as set out by Grosenbaugh is that it 
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provides a method for selecting a probability sample. In forest sampling, 
trees have usually been selected in some essentially systematic fashion. 
The price that must be paid for obtaining a probability sample (by this 
method) is, however, substantial. Alternative methods of making estimates 
and of selecting units randomly with equal or unequal probability will be 
discussed later. 
One of the most undesirable properties of three-pee sampling is that 
sample size, and hence sampling costs, are random variables. Similarly 
one cannot know what it will cost to sample an area, even if he does not 
attempt to control the precision, because, for example, he may be "unlucky" 
and obtain a sample much larger and costlier than expected. This means 
that one cannot expect to achieve a specified sampling precision by taking 
one fixed sample of size n from the area (if the area is only sampled 
once, or very few times—the usual situation). 
In choosing a sampling method from among several alternatives, we 
face the question of long-run vs. short-run and conditional vs. uncondi­
tional properties. These questions about what sampling method to use are 
analogous to the question of what experimental design (e.g., completely 
random or randomized block) to use for testing hypotheses about the effect 
of two treatments. Say, for example, we wanted to compare effects of 
nitrogen and phosphate fertilizers on height growth of seedlings of two 
different species. We may know that the two species are considerably dif­
ferent in rates of height growth. If the completely random design were 
used, treatments would be assigned entirely at random to the two species. 
This would give an unbiased estimate of the effect of the two fertilizers 
36 
on the height growth of trees of the two species. However, we would cer­
tainly not recommend this design for a particular experiment because, in 
a completely random assignment, all phosphate fertilizer might be assigned 
to trees of one species and all nitrogen fertilizer to the other. The 
effects of species would then be confounded with effects of fertilizer. 
If that happened it would make this particular experiment very misleading 
about the effect of fertilizer, even though the design would give meaning­
ful results in the long-run over many experiments. 
Nice long-term properties do not necessarily go with nice short-run 
properties, and this is perhaps the major weakness of three-pee sampling. 
Other sampling procedures are dependent oh long-run considerations too, 
but not nearly as much as three-pee. 
Although it is true that the probability of zero sample size is often 
negligible, it is true too that the probability of obtaining an undesir­
able sample size often will not be negligible. The fact that we will 
often come up with a satisfactory sample size does not eliminate this ob­
jection. It is doubtful that any manager will send his crew on a survey 
knowing that they may come back with a sample of only one or two trees, or 
of almost every tree in the population. 
Cox (1958) discussed this problem with regard to hypothesis testing. 
We quote from his remarks (with parenthetical notes of our own to show how 
it relates to our sampling problem); 
"The unconditional test (estimation procedure, say random sample 
size procedure) has desirable long-run properties although it may 
be doubted whether the specification of desired properties is in 
this case very sensible. If however, our object is to say 'what 
we can learn from the data that we have', the unconditional test 
(estimation procedure) is surely no good. 
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The unconditional test says that we can assign a higher level 
of significance (reliability) to say a specific distribution 
(small sample size), because if we were to repeat the experiment 
(sample), we might sample a different distribution (obtain a 
larger sample size),but this seems irrelevant to the interpreta­
tion of an observation which we know came from a specific distri­
bution (estimate based on small sample size). That is, our cal-• 
culations of poweretc., should be made conditionally within the 
distribution (sample size) known to have been sampled.. To sum 
up, if we are to use statistical inferences of the conventional 
type, the sample space Z must not be determined by considera­
tions of power, or by what would happen if the experiment (sample) 
were repeated indefinitely. If difficulties of the sort just ex­
plained are to be avoided, S should be taken to consist, so far 
as is possible, of observations similar to the observed set S, 
in all respects which do not give a basis for discrimination be­
tween the possible values of the unknown parameter 9 of interest. 
Thus, in the example, information as to whether it was 2^  or 
Zg that we sampled tells us nothing about 9 , and hence we make 
our inference conditionally on 2^  or Zg (Cox, 195^ , p. 3^ 1)." 
Though three-pee sampling may have good long-run properties, (with re­
gard. to efficiency and. bias ), there is some doubt whether it should be re­
commended without qualification where, as in the usual forest inventory, 
we sample an area only infrequently and depend heavily on a single esti­
mate. We want to get the best estimate and make the best decision on the 
basis of the specific sample that we get, without particular regard, to 
what we might get in the long-run with repeated sampling. Our estimate 
is to be conditional on the specific sample size achieved, rather than an 
unconditional estimate over all possible samples of all possible sizes. 
Previously published numerical results (Grosenbaugh, I965; Sharpnack, 
1965) do not indicate this shortcoming because: 
1) Many of the results ençhasize the summary averages of a large 
number of samples, and variation among individual samples is 
not apparent. 
2) The results which emphasize individual samples are based on 
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sample data with ocular estimates very highly correlated 
with the actual . With such high correlation and consistency 
in ocular estimation we would expect any of several estimation 
methods, such as, for instance, ratio or simple linear regression, 
to give good results. In this case all such estimators would 
rely heavily on the ocular estimates and it would not be. neces­
sary to measure the volume of many trees. 
g. Alternative random selection procedures It is usually impossi­
ble to select a probability sample from a population unless we have either 
a physical or conceptual (e.g., locations in space) list or frame of all N 
units before us at the time of sampling. Grosenbaugh's procedure does not 
require a list of the N units in advance but does require that all of the 
DT units be observed and then listed after sampling. The procedure does 
not actually require a recorded list, but requires complete enumeration. 
It would be useful to have an alternative method of selecting samp­
ling units at random without the necessity of an advance list. In many 
situations where equal probability sampling would be useful we might want 
to reduce the variability in the sample size that is encountered in three-
pee sampling. A method by which units are selected by simple random samp­
ling is the following: 
Suppose we arbitrarily guess at a number M so that M is as large 
or larger than the true total number of trees in the population, 
(unknown before sampling) but as close as possible to ISf. Then we 
select a simple random sample of n (without replacement) out of 
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the M numbers from 1 through M . The trees in the population are then 
visited in a more or less systematic sequence just as with the three-pee 
procedure. After the observer has decided which tree to visit next and 
entirely independent of this decision, another person (the recorder) refers 
to the pre-selected list of n random numbers arranged in ascending order. 
The recorder then tells the observer whether that next tree is to be a 
sample tree or not according to whether its number in.the sequence of trees 
visited so far corresponds to one of the random numbers. The recorder does 
not divulge the number of the next sample tree.' This continues until the 
population of N is exhausted; i.e., all trees have been visited. 
The sample size actually obtained then depends on how close the guess­
ed M is to the actual N and on the random numbers actually selected, 
(if N were known, then M = N and the actual sample size would be a 
fixed n .) There are three possible outcomes: 
1) M = N ; actual sample size would be n 
2) M > N ; (a) actual sample size could be n if all selected ran-
. . . , . dom numbers < N 
(b) actual sample size less than n because some random 
numbers selected between M and N 
3) M < N ; actual saii^ le size from first M units would be n , but 
additional sampling necessary, so sample size > n 
If we do get M > N, then we will obtain a truly random sanple from 
N , but it may be smaller than the anticipated n . The probability that 
it will be smaller is related to n and N/M. If we choose n random num­
bers, 6^  , with replacement from the range 1 through M, then only those 
combinations of n units all of which come from the range 1 through M will 
4o 
give the fixed sample size, n . The probability of this is (N/M)^ . Con­
sequently, for sampling with replacement the probability of having our 
sample smaller than the anticipated n is 1 - . (For sampling with­
out replacement we would use the hypergeometric distribution and have a 
similar but slightly more complicated expression.) Note that if M = N 
the latter probability is zero; but for large n the probability of fail­
ing by one or more units becomes large depending on the closeness of the 
ratio N/M to 1 The relative size of the departure from n , however, 
would not be.expected to be large because it depends directly on the rela­
tive difference between N and M . 
If M should be less than N, then we would obtain a true probability 
sample of the first M units but not of the last N - M. (they would have 
no way of entering the sample). Consequently we must correct the situation 
by continued sampling. We could visit and observe all trees left out 
(i.e., with M < i < N) and in estimation treat these as a separate sub-
population or stratum. This would be a desirable procedure if N - M were 
small. However, if (N - M) is large, then a better procedure would be to 
use a stratified sampling plan with units 1 to M making up one stratum, 
and the remaining units from M to N making up a second stratum to be 
sampled. 
It would not be discovered that M was less than N until field ob­
servation was nearly completed, and even when discovered, the number that 
remained (IT - M) would not be known often. Therefore the problem of draw­
ing a random sample from the second stratum would be the same as before. 
However, if an appropriate source of random digits is available in the field 
4l 
or if a reserve set of random numbers is taken along, then we can easily-
repeat the described procedure. We make a guess,  ^of the number re­
maining so that > (N - M) but as close to (N - M) as possible, and 
choose at least two random numbers between 1 and . A more satisfactory 
method may be to make selection in each stratum approximately proportional 
to stratum size. If < (lî - M), then a third stratum could be formed 
and the procedure repeated with and N - (M + 1^ ) and so forth until 
the population is exhausted. It should cpnverge rapidly and make only a 
small number of strata necessary (when it became practical to do so, as we 
approached the last of the population we would simply count the remainder). 
The problem of guessing what .IT is, is actually simpler than the corre­
sponding problem in 3-P where we have to obtain advance estimates of the 
N 
population total .2 X. and of X , since tree counting is even simpler i—J. 1 m&x 
than obtaining ocular estimates. An adequate estimate of N could be ob­
tained by a preliminary survey of the type which apparently is conducted 
by the Bureau of Land Management before the actual 3-P survey is conducted. 
Although this method does not give a fixed sample size, the sample size 
should fluctuate much less than in 3-P sampling because it depends only on 
the closeness of our arbitrary guess M to N and does not depend on the 
distribution of the random variable, X^  . Therefore the usual statistical 
estimation procedures for fixed sample size can reasonably be applied since 
in repeated sampling from this same population we could always come up with 
the same sample size. 
Another valid method if M turns out to be less than N, so that 
(it - M) trees did not' have any chance of being included in the original 
sample is to visit each of these (IT - M) trees and include them in the 
sample with probability  ^with the aid of the Grosenbaugh method of 
sample selection. This would insure that all units in the population were 
selected with equal probabilities and the resulting sample size could still 
be treated as fixed, since in subsequent sampling of the same population 
we could come up with this same sample size, on the average. It might be 
desirable to select a series of random numbers between 1 and M prior to 
going out in the field to make it possible to use the Grosenbaugh method 
if M turns out to be smaller than F . This method would have the ad­
vantage over the previous one of not necessitating the use of stratified 
sampling. Any one of the regular sampling designs could be used. The 
disadvantage would be that like in 3-P there would be less control over the 
sample size. 
A method by which units are selected with probability exactly propor­
tional to size, with replacement, consists of the following steps; 
1) Make an estimate  ^ of T such that  ^> T and  ^ is as close 
to T as possible. 
A 
2) Select n numbers at random between 1 and T. 
3) Cumulate the X^ 's as they are obtained during sampling .and call the 
cumulated value, containing X. as the last added value, T. . 
h) Include the trees that correspond to the selected numbers by 
comparing the n random numbers arranged in ascending order with 
the cumulated X. - values. 
1 
Tree i (i = l,...,Ef) corresponds to one of the selected numbers 
if T^  n < T^  , where T| can be any of the n randomly select­
ed numbers. The usual p.p.s. with replacement estimation formulas 
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can then bé used. The same random sample size argument discussed 
in method 1 applies here with minor modifications. 
Both random selection systems can easily be extended to double 
s angling. 
h. Ratio and regression estimators in single-phase sampling Theo­
ry is available for using the usual ratio and regression estimators on equal 
probability samples in either single-phase or double sampling. These esti­
mators can be used with confidence when the usual assumptions of linearity, 
constant variance, etc., hold between the true (tree volume., say) and 
the ocular estimates of it, . Estimators using weighted regression with 
observations weighted according to a function of the ocular estimates would 
sometimes be more efficient and more in concordance with the assumptions of 
constant variance. Weighted regression has often been used in forestry for 
what is treated as single-phase sampling, but the theory is, we believe, un­
available for double sampling from a finite population. The mean-of-ratios 
should'be effective here, because it seems reasonable to assume a straight 
line through the origin for experienced observers. If that assumption is 
tenable and the variance is proportional to the square of the independent 
variable, i.e., V(ej^ ) = then the mean-of-ratios is the best linear un­
biased estimator. In some empirical studies it has been found, for example, 
that V(e^ ) = (x^  = diameter breast high) for estimation of cubic-foot 
volume of individual trees (Furnival, I961). The simple random selection 
system discussed in the previous section will have to be used if the number 
of trees is unknown. This means that for any sampling system the sançle 
size will be random although not as rauch^ as for the 3-P system. 
k k '  
i. Stratified sampling with post-stratification A form of strat­
ified sampling with post-stratification based on systematic sampling with 
single or multiple random starts is often used in forestry inventory. This 
method is very simple to apply. But, because of the systematic sampling, 
the number of random starts required to get a reasonably precise estimate 
of the standard error is large enough to impair its utility rather drasti­
cally. 
An alternative that would overcome this shortcoming of the systematic 
sampling would be to use post-stratification on the basis of the ocular 
estimate, , following simple random sampling. One of the main problems 
in such sampling, whether systematic or random, is that the sample size in 
each stratum is a random variable, even though the total sample size is 
fixed. If we use a large sample size, the precision from the post-strati-
cation will, however, be close to what would be obtained in ordinary strat­
ified random sampling with proportional allocation. The post-stratifica-
tion must be based exclusively on the , the ocular estimates. If it 
is based on the X^  in conjunction with the observed (as it often 
has incorrectly been done) it will lead to serious complications because 
of unknown or sample estimated stratum weights, and correlation among the 
stratum sizes, sample sizes, and the variable being estimated. 
The estimator, and an estimator for its error variance is given 
(with variable sample size assumed) by SuMiatme (195^ ) for single-phase 
sampling. It is possible to determine the minimum stratum size needed to 
assure that, with a given probability, the sample size within each stratum 
will be above a fixed minimum. Then assuming the same minimum sample size 
requirements for each stratum, one can determine the maximum number of post 
strata. For this number of strata we can then make the within-stratum vari 
ances as small as possible by assigning to the same stratum the units with 
most similar . One way to approach it would be to: 
1) Use the binomial formula to get an idea of the maximum number of 
strata possible if we want a minimum sample size to fall within 
each stratum with the specified probability. 
2) According to Cochran (1963) we should not, for most populations, 
expect much further reduction in error variance due to stratifi­
cation when we attempt to use more than six (6) strata. If this 
maximum number of strata turned out larger that 6 a reconnaisance 
study could be done to see what the best number of strata would 
be. Then we would set up the indicated number of strata. These 
. strata could have boundaries set so that the expected number of 
sampling units falling into stratum h would be at least a speci­
fied minimum sample size with a specified probability. 
3) If this maximum number of strata is less than six, then that num­
ber should be set up with equal numbers of units within each 
stratum (because the expected nvimber of sampling units within 
each stratum depends exclusively on the number of units in each 
stratum, that is En^  = n . ^  . If only one stratum is possible 
ratio or regression estimation could be used instead of stratifi­
cation. An alternative method may be to set up strata of unequal 
sizes so that the variability between strata is as large as pos­
sible and then use the binomial formula to check if an e:^ ected 
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minimum number of sampling units falls within each stratum. Ad­
justment would continue until each stratum can expect a certain 
minimum sample size at a given confidence level. This procedure 
may result in more efficient estimation but it is doubtful whether 
the added difficulties compensate for the increase in efficiency. 
Our expressions for the error variance are only approximate, but they 
can be extended to achieve closer convergence to the true ones by simply 
taking more terms in the usual approximation based on the Taylor's series 
expansion. For estimating the stratum weights by double sampling we used 
the binomial distribution in evaluating the estimates and their error 
variances. As is usually done, we have taken the estimated stratum weights, 
w^  = n^ /n , as binomial proportions. Because the sampling is without re­
placement, the less convenient hypergeometric distribution would give exact 
results, but the binomial approximation seems sufficient for the large popu­
lations that are usual for forest inventory. 
j. Differences between the methods It is impossible to make a 
general comparison among these methods without knowing the form of the re­
lation of the true variate , to the ocular estimate of it, . This 
relationship is undoubtedly different for different ocular estimators, but 
can probably be determined for a given investigator. It is helpful to dis­
cuss what the relative merits of the methods are, assuming certain relation­
ships. If, throughout the range, the ocular estimates are very consistently 
correlated with the true values ,.then ratio or regression estimators 
would probably be better (most efficient). If, in addition, the conditional 
variance is not homogeneous but is related with the (for example, if 
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V(e^ ) = as has "been found prevalent in estimating average volume of 
standing trees) then we would expect that the mean-of-ratios or weighted 
regression would effectively take into account this heterogeneity. 
Three-pee s angling may be' about equally good, but should not be ex­
pected necessarily to do well for a specific forest inventory. The great­
est shortcoming of three-pee sampling is probably its relative undependa-
bility in meeting precision and cost requirements. If this is of no impor­
tance in a particular situation then three-pee might be a good choice. 
Stratified sampling with post-stratification on the ocular estimate, 
, would be expected to compare unfavorably with ratio and regression 
estimation, because the allocation of samples to strata is uncontrolled 
(at random), and, in addition, not all the information available in the 
(i.e., its specific relation to ), is utilized. With this post-
stratification, total sample size is fixed (within the limits of the sample 
selection method previously described), so that sampling cost is fixed, but 
sample size within each stratum is a random variable. In this version of 
post-stratification, units are assigned to strata after sampling is done, 
and valid estimates of means, totals, etc., and their error variances can 
be obtained because stratification is based exclusively on the auxiliary 
variate, X^  , the ocular estimate. 
If little is known about the relationship of to X^ , or it is 
known to be non-linear or to have unstable variance, then it is probably 
advisable to use stratified sampling because it does not require the assump­
tions of linearity, etc., as do the other methods. It is known that three-
pee and other p.p.s. schemes to be efficient also depend on the assumption 
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of linearity. It is not known, however, if they are more robust than ratio 
and regression estimation if the condition of linearity is relaxed. For a 
specific area and survey it would be useful to compute estimates from strat­
ified sampling and regression estimators and to compare standard errors to 
get an indication of which design and estimating procedure to use in the 
future. This comparison would be particularly helpful if other similar 
areas are to be inventoried in the same manner by the same ocular observer. 
The relationship of to may be expected to be one of the 
simple non-linear ones such as a parabola or exponential function. Some of 
these can be transformed to linear form. It is often difficult to evaluate 
standard errors or confidence intervals, however, in the original (untrajis-
formed) units. Alternatively, a multiple regression estimator (or one of 
the special non-linear estimators) might be used. In case of such non-
linearity, stratified sampling would often be preferable to the usual 
simple linear (ratio or regression) estimators. Even better, one could 
use stratified sampling with a ratio or regression estimate in each stratum. 
The relationship should be approximated reasonably by a linear model within 
each of the strata, and this should give a considerably more precise and 
accurate estimate. (The would first be used in broad classes to set 
up the two or three strata and the individual X^  would then also be used 
in the ratio or regression model within strata). 
The choice of one of these methods will become even more important 
when dendrometers become practical to.use in the usual forest survey (where 
both photo and ground plots are used, and individual trees are measured on 
the ground). We would then expect wider applicability of these estimation 
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procedures, and they would eliminate the necessity to use volume tables as 
we now know them. Any one of these procedures would overcome the main ob­
jections against volume tables, viz. ; 
1) They are usually not selected from the population being sampled; 
and hence are of unknown applicability. 
2) They are usually assumed to be without error, and the standard 
error of estimates from them is ignored— it usually cannot even 
be calculated either because the information is not given with 
the table, or because of the method of choosing the sample for 
the volume table. 
3) If a volume table is. used in repeated sampling on the population, 
then the true confidence coefficient of our estimates is altered 
from the usual one because of correlated errors of the predictions 
from sample to sample (Mood and Graybill, I963). 
k. Numerical comparisons Grosenbaugh (I965, p. l4, et seg.) did 
some numerical analyses for three-pee estimators applied to an artificial 
population of nine trees. 
We have done further numerical analyses with these same data, calcu­
lating expected values, variances, and mean-square errors for several esti­
mators (Table 1). The results for this specific population of , 
are, in summary, that: 
1) The very slight bias for the "adjusted estimate" from three-pee 
sampling increases as expected sample size increases. (This is 
apparently due to the increase in the ratio of expected sample 
size over population size.) 
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2) The mean-of-ratios estimator yields much smaller mean-square error 
than any of the other methods. 
3) The mean-of-ratios estimator is, however, relatively seriously 
biased. 
4) The ratio-of-means estimator has very slight bias (not much greater 
than for the adjusted estimate). 
5) The mean-square error of both the mean-of-ratios and ratio-of-means 
estimates is smaller than for the simple regression estimate. 
6) For the estimate based on sampling with probability proportional 
to size (p.p.s.) and with replacement the variance decreased at a 
much slower rate with increasing sample size than for the other 
estimates. 
7) The variances of both the simple regression and ratio-of-means 
give better approximations for the variance of the "adjusted esti­
mate" then does the variance of the estimate from sampling p.p.s. 
with replacement, which was recommended by Grosenbaugh (190) -
8) The "adjusted estimate is definitely preferable to the "unad­
justed estimate":for this population. (Note the difference in 
variance.) 
These results are the true ones for this particular small population. 
Nevertheless, because of the peculiar characteristics of this population it 
is difficult to draw any definite general conclusions about the relative 
merits of these estimators. 
With the very high correlation between and , (P^  = -998) the 
"adjusted estimate" has negligible bias. However, unless it is assumed 
51 
that this correlation between actual and estimated values is to be expected 
in practical work then we would not expect that the bias would be negligi­
ble in general any more than for the other biased estimators. When we have 
this high correlation, there are other methods that may be better than 
three-pee sampling. Even in this (very favorable) case, the assumption of 
sampling p.p.s. with replacement to calculate variances when using the 
three-pee method does not appear reasonable. Even if the true-error vari­
ances had turned out close together, it would still be doubtful whether the 
sample estimates of error variance would generally be close. This popula­
tion is, of course, an over-simplification of the real expected situation, 
but, even for this population, which is apparently favorable to three-pee 
sampling, there seem to be good alternatives. 
More general tests could be obtained from numerical analysis of a 
range of actual forest populations to: 
1) Compare efficiency of several alternative estimation procedures, 
both in terms of the true error variances of the estimates of 
means and totals, and of the properties of the estimated error 
variances. 
2) Compare the variance of the "adjusted estimate" to the one appro­
priate to p.p.s. with replacement sampling. 
3) Compare the bias of the "adjusted" and alternative estimates. 
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Table 1. True expectations, variances, and mean-square errors for 
several estimators in a specific population 
Parameter 
Estimator 
Expected^ '^  
sample 
size 
Expected^  
value 
True 
variance 
Mean-square 
error 
.Simple random 
sampling 
1.0,1.5 
1.6,1.9 
2.9,2.9 
1,658 
(unbiased) 
909,335.2 
679,576.5 
382,527.0 
909,335.2 
679,576.5 
382,527.0 
Tree-pee 
unadjusted 
L=32 
L=20 
L=ll" 
1.0,1.5 
1.6,1.9 
2.9,2.9 
1,658 
(unbiased) 
611,503= 
654,005= 
452,001 
611,503= 
654,005= 
452,001 
Tree-pee 
adjusted 
L=32 
L=20 
1=11 
1.0,1.5° 
1.6,1.9° 
2.9,2.9 . 
1,658.2° 
1,658.7 
1,687.8° 
1,316.9° 
598.3 
1.687.8 
1.316.9 
598.8 
Ratio-of-means 1.0,1.5 
1.6,1.9 
2.9,2.9 1,659.4 (n= 
, 1,914.0 
1,417.4 
=3) 807.0 • 
1,841.3 
1,376.5 
775.7 
Mean-of-ratios 1.0,1.5 
1.6,1.9 
2.9,2.9 
1,670.4 
1,670.4 
1,670.4 
255.0 
229.4 
196.3 
®The first expected sample size is without redraw; the second is the expec­
tation where a redraw is made if n=0 at first. The latter is used for 
calculating all variances and mean-square errors. 
b 
For the estimators that are known theoretically to be unbiased we did no 
numerical computations on expected values, and we took the mean-square 
error as equal to the variance. 
°These figures are obtained from Grosenbaugh (19^ 5, pp. 19,22). 
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Table 1. (Continued) 
Parameter 
Estimator 
•Expected^  ^
,sample 
size 
Expected^  
, value 
True 
variance 
Mean-square 
error 
Simple linear 
regression 
1.0,1.5 
1.6,1.9 
2.9,2.9 
can not be 
calculated 
1,818.7 
1,359.1 
765.0 
can not be 
calculated 
Unknown approxi­
mation to three-
pee adjusted 
1.0,1.5 
1.6 
2.9,2.9 
1,273.2° 
^^ 966^ 5° 
P.P.8. with 
replacement 
1.0,1.5 
1.6,1.9 
2.9,2.9 
1,658 
(unbiased) 
1,540.0° 
1,226.0 
786.4° 
1,5^ 0.0 
1,226.0 
786.4 
2. Point sampling 
a. General considerations The practical aspects of the technique 
known to foresters as point sampling are well documented in forestry liter­
ature (see for instance Thomson and Deitschman, 1959). Consequently we 
shall not discuss those details in this thesis. Though the application of 
the sampling rule is easily understood, the sampling theory and aspects 
related to it are not so obvious and very little has been written on these 
topics. It is indeed a unique application combining geometric theory, 
instrumentation, and sampling theory,, to draw a sample with probability 
proportional to a measure of size. Here, however, we shall treat only the 
sampling aspects and shall simply view point sampling as a case of unequal 
probability sampling. 
In point sampling the variable of interest usually is either tree--:-
basal-area (a measure employed in forestry for a wide variety of uses; it 
is equal to a known constant times the square of tree diameter 4.$ feet 
high on the tree) or volume. Other variables sometimes are of interest and 
it is possible to use point sampling to estimate them, but these two most 
important variables will serve to illustrate the unique aspects of this 
sampling method. The method in its siii^ lest form works as follows; on a 
map of the forest to be inventoried a grid of equally-spaced points is 
placed, (in practice, the interval on this grid can be made as small as 
practicably feasible. In theory it can be made infinitely small.) A cer­
tain number of these points are selected by simple random sampling and are 
located on the ground. At each point the surrounding trees are viewed (at 
eye level) with respect to an angle gauge such as a prism. The section of 
the tree seen through the prism, appears horizontally displaced to the 
eye. If the displaced section is still seen as partially overlapping with 
the un-displaced image of the tree, the tree is included in the sample. 
If the displaced section is completely outside the image of the undisplaced 
remainder of the tree, the tree is rejected as a sample unit. Since the 
angle and amount of. displacement is independent (depends only on viewing 
angle and distance to tree) of tree size and since a large tree has a 
larger cross section it is obvious that a large tree can be farther away 
from the sample point than a small one and still be a sample tree at that 
point even if the small one is not. 
It can easily be proved from elementary trigonometric principles that 
a tree is selected with probability exactly proportional to its basal area. 
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Since a tree can belong to more than one point and can therefore be select­
ed more than once, selection is with replacement with probability propor­
tional to basal-area. If the variable of interest is basal-area, it fol­
lows easily from standard unequal probability theory that a simple count 
of sample trees multiplied by a constant (here called the basal area 
factor) gives an estimate of the total basal-area in the area. If interest 
is in volume, then this sampling procedure is an efficient one— p.p.s. 
with replacement— because the relation between volume (either cubic feet 
or board feet) and basal-area is essentially linear. To sample for volume 
estimation, however, usually requires a double sanç)ling approach because 
it is extremely expensive to observe volume on every tree selected. If 
volume is observed on only a subsample then the procedure becomes con­
ceptually much more complex because it is necessary to think of two kinds 
of sampling units; points ( with their associated unequal-sized clusters 
of trees), and individual trees. 
Here we shall give extensions and alternative derivations for the 
theory developed by Palley and Horwitz (I961). The alternative derivations, 
are for estimating basal-area and for estimating volume when volume is ob­
served for every tree selected at every point. This approach is based on 
the assumption that each point is associated with constant area A^ , so that 
point sampling can be approached from the usual cluster point of view, ex­
cept that here an elementary sampling unit (tree) can belong to more than 
one cluster. The usual formulas for ,an infinite population are seen to . 
follow as a special case of these results for the finite population. 
The results are also extended to subsampling where, rather than to 
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observe the volume of all the trees on a sub s ample of the points, we sub-
sample the trees at each point, that is we observe the volume of some trees 
at each point. An unbiased estimate is obtained for the desired parameters. 
An exact expression for the variance for the infinite case can not be ob­
tained, although one was obtained for the estimated error variance. This, 
sub sampling at each point would be expected to be more efficient than the 
usual procedure of measuring a subsample of points completely, and has the 
added advantage of yielding unbiased estimates. Various alternative esti- • 
mates are discussed. 
We have attempted to treat the theory in a general enough form that 
it applies to all the forms of point sampling, i.e., vertical and horizon­
tal, and all the variates of interest, e.g., basal-area, volume, height, 
and frequency. Throughout our discussion of point sampling and its various 
estimators we shall use the following notation: 
L = total area 
E = total number of units (trees) in population 
n = number of points (clusters) in sample, at which is observed 
m = number of points in subsample at which and are both 
observed for all units 
b^  = basal area of tree i 
B = = total basal area of all trees 
N. = number of units (trees) in cluster j , i.e. number of trees 
J 
counted at point j (i=l,2,...,N.) 
J 
M = total number of points or clusters in population 
K = a constant relating tree radius to radius of the effective circle 
in which a tree will be counted 
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L/K? = basal-area factor 
= area associated with a point 
y = variable of interest; usually basal-area, volume, height, 
diameter, or frequency 
X. = covariate, basal-area for usual horizontal point sampling, height 
for vertical point sampling 
i=l^ i 
" = average number of units per cluster for population,i.e. 
trees per point 
-N =  ^ = average number of units per cluster in the sample, i.e. 
trees per point in the sample 
b. Estimators and their properties By the definition of M, L, 
and A , M = L/A^  . 
K^ b. 
Proportion of clusters that unit i occurs in =  ^
o 
Proportion of clusters units i and i' occur in = (see diagram) °ti' 
V  
•
H
 
tree i -03 — tree i' 
Here any point that falls within one of the large circles drawn around the 
tree would select the tree within that circle for the sample. Any point 
that falls in the area of overlap of the circles would select both trees 
for the sample. The area of. each circle is proportional to tree basal 
area. It is obvious that the number of clusters (points) that fall in the 
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area of overlap is equal to this area divided, by the area associated with 
the point. 
1) Single-phase sampling; all trees observed at each sample 
point; variable of interest same as the covariate If 3% = b^  , that 
is, when we are interested in estimating basal area, then for the true 
population total Y we may use the sample estimator, 
B 
A L n N • 
Y, = .2_ .2.0!. . where a. . = 1 when unit i is in 
K^ n ^  
jth cluster selected 
= 0 otherwise 
Therefore, we have 
' à 
We can see that this will yield an unbiased estimate if we simply take its 
expectation over all clusters, 
A T, M 
EY = E .2. Y .1^ 4 where v. = 1 if cluster j is 1 J=1 J j J • 
selected 
= 0 otherwise 
\ H ''^ 1 H 
= ilîl^=lïl^ 
•K. O 
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K'n® ' 
I® . M-n 
2^  n(M-l) M 
J—1 J 
- jil iii^ j ^ jil A'Vi'j ' M 
I -2 . g _ (d=l iSl"i,i^^ 
(2.1) 
N K=b 2 
N  ^(iozL 
~ i=l A i?i' A " M 
o ' o 
o 
_ f Y + g ôll . «1 
,A ,  ^An 'B Ifa' A„ 'B ^  
I 1/ gr n(M-l) M 
K^ n(M-l) K^ n(M-l)  ^
If we assume that A^  is so small that it can be ignored, which is 
equivalent to assuming that we have an infinity of clusters, we obtain for 
the true variance, 
K^ n K^ n  ^
6o 
 ^^  ^  ^n(n-l)"  ^T ' v(Y^ ) is unbiased 
This follows easily from equation (2.1). 
For an infinite population, the sample estimate of the variance is 
v($^ ) . g { ) 
This result agrees with that obtained by Palley and Horwitz (1961) for this 
case. 
2) Single-phase sampling; all trees observed at each sample 
point; variable of interest not the covariate If both the variate Y.. 
and covariate X., are observed for each tree selected at each sample 
point when the point sampling rule is applied then we can use the estimator 
=± A il % 
Y 
= .§.6. where 6. = number of times tree i 
K^ n i^ 
is selected in the 
sample. 
Here we must remember that; according to the point sampling rule, the 
trees selected at each point are drawn with probability exactly proportional 
to Xj; (where X^  is basal-area in horizontal point sampling). However, 
when the variate of interest is not the covariate, then we must observe 
both the variate and covariate— the covariate must be observed in order to 
assess the unequal probability. The covariate simply is used as a sampling 
aid to gain the advantages of sampling p.p.s. '' 
61 
If we rewrite the expression for the estimator into the form 
2^ = A iS 
and recall that in horizontal point sampling the probability that tree i 
will appear in a random sample of n points is 
b. .K^ n X..K^ n 
i L L 
Then we recognize this as the general HorVitz and Thompson estimator for 
sampling with unequal probability. 
. y n N. Y. . 
= Vf — 
where 
= il Î \ = }bs/« 
XJ 
Consequently, 
7(^ 2) = ^  V(t) 
K 
M g 
_ .jil'^ .l " ^ u/M-n 
 ^n(M-l)  ^M  ^
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in which 
I ? lii 
1,2 /3=1 iS. Xi.i 
u.  ^ M  ^
M ^:i-i 
_ ( & Xi.1 
. (Ây)Ç^,= 
 ^ M  ^
Also, 
M o M , H Y,- 4 2 
" fiikh^ a X ) 
IJ 
M N , "^ f-î N Y , 
= jil^ i5l°îj 2 ipi'°^ id°i'j X X.,.) 
A. . Ij 1 J 
XJ 
B 2 . r li °ii' 
= iil Ipl' X^  X., A„ 
SO that when we substitute these into the equation for , we obtain 
..,A + . 
= n(M - l) M~ 
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Again as 0, M -) « , and for the total of the y-variable over the in­
finite population we have the true variance 
m'Î* i f A ^ ^ till' I - ? , 
And on examining our earlier form for this true variance (equation 2.2) we 
can easily see that an unbiased 8ang)le "based estimate of this true variance 
would "be 
N Y.. n N-Î 2 
v ( ^ a ) = g  ^  
For an infinite population this becomes 
,  %  -  A 1 %  
'  7  ^ ^  
3) Sub sampling; simple random subsample from N^ . trees in each 
cluster; variable of interest not the covariate,. mean-of-ratios type esti­
mator , If we draw a sample using the point sampling rule and then on a 
random subsample observe both and we can use the estimator 
T  ^ N. n. Y. . 
= 
n ^  . N_. Y,, n_. 
T M N Y. . 
= lîAd 
6h 
= Y 
V(Y-) = V E(Y) + E V(i) N. Y, . 2 
. ,a V  '  . . .  
° -j^ Â %(.,-1)' 
I ill I ^ ^ Jr II; °ii. 
n(M - 1) 
M-n 
M 
• (1 %-
—  ( , , /  y  
u J 
By applying theorem 10.2 in Cochran (1963), we can get a sample estimator 
for this variance by combining the variance estimator appropriate when 
there is no subsan^ ling with an estimator of the sub sampling error. 
, Y.. n N. Y 2 
r2 n i=l X.-Î " Â À. X.,) 
I • 
K 
and 
'AI • 5 A,''^ I ¥ 
3 
Hence 
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H j n 4^ -s 2 
§i(iË ^  - Jx lë 
^ ( ^ 3 )  =  7  — ^  ¥  
n,  ^
^ . Ëjg)^ 
L- n n 5  n^  )  
S-(5pT) Nj 
n n. Y. . n n. Y.. 2 
2 A^ iSl X . ' A !&. X ) 
= ;? àrTj)  ^
4) Double sampling in point sampling The estimator commonly 
used for estimating total volume from horizontal point sampling is; 
. .. A., % 
" A") 
The ultimate source of this estimator is not known. Johnson (1961) and 
Beers and Miller (196^ ) mention Palley and Horwitz (1961) as their source. 
Palley and Horwitz treated this estimator but they referred to earlier 
works by Grosenbaugh^  and Bell and Alexander. They (Palley and Horwitz, 
1961) proceeded to deduce that the estimate was biased and derived an ap­
proximate expression for the mean square error of it, and gave an approxi­
mate sample estimator for the mean square error. The properties of this 
variance estimator were not examined. 
If we assume a point has size , so that a finite number, M, of 
clusters make up the area, then we can at once write down several possible 
estimators; 
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n  ^
i „ ,1=1 iSi\j A 
" • Xiïî 
n N-i N 
5, M 2 [ 4^} 
 ^ »i£Pid 
A „ ji i&i, A il gf 
-Ji^ d 
$.„ÂiËiâî5îï:' 
n m 
These axe respectively the typical double sampling ratio-of-means, a hybrid 
between the mean-of-ratios and ratio-of-means, and two versions of the mean-
of-ratios estimators, but in this case the sampling rule is an unequal 
probability one rather than the usual equal probability one. They differ 
simply in the sample base over which averages are taken to get the "ratio"— 
the first is based on overall average over all trees and all clusters, for 
example, while the last one is based on averaging ratios first over trees 
within a cluster and then averaging these averages over all the m clus­
ters. We can see that in all of these the first factor 
n 
"iîi 
estimates X, the population total of the covariate, as is normal in double 
sampling. These expressions, however, indicate that it is necessary to 
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observe the of all trees on all n clusters. But we know that for 
point sampling we can estimate X from the large sample by simply counting 
the number of units selected in each of the n clusters, obtaining the 
average count over the n clusters, and multiplying this by the basal-area 
factor . When we substitute the simpler 
n n Nj 
for 
in the three equations above, we get four ratio-type estimators for point 
sampling with double sampling. These are 
 ^ j:i iiî ^ ij 
5 rrZ n j=l^  N.  ^
'^ dhi 
n lii 
4 ^  L_ j=A 
^ .Sn. 0=1 3 
N. Y 
7 " 1^ 2 n jèl^  m Nj 
No work has been done yet on deciding what estimator would be best and 
the variance estimators for the commonly used estimator are approximations 
of unknown adequacy. It is not clear what approximation is used. Until 
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now it has not been possible to derive the biases or correct error vari­
ances for these estimators. 
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III. DOUBLE SAMPLING 
A. Introduction 
In double sampling we make use of a concomitant variable which is 
closely related to the variable of interest, but is much easier or cheaper 
to measure. The usual procedure is to select a large (first phase) sample 
on which this covariate is observed and also to observe the variable of 
interest on a subsample (second phase) from this large sample. Double 
sampling is useful when it is too expensive to observe the variable of 
interest or the covariate on all units in the population, but the covariate 
can still be used (indirectly) to get a better estimate of the variable of 
interest. 
An example of this is the measurement of diameter breast high (d.b.h. ) 
on a large sample of trees and the measurement of tree volume on a subsample 
of these trees. Another example is the elimination of response errors by 
asking specific questions of a large number of respondents, and then 
(Hendricks, 1956) making objective measurements on a subsample of them for 
verification and adjustment. 
Double sampling, in its practical essence, was used in forestry before 
statistical formulations were attempted.. Despite this, double sampling is 
usually treated as single-phase sampling when standard error calculations 
are made. A striking example of this is the use of volume tables in forest 
inventory. Some of the better tables, are constructed by regression tech­
niques, where a sample of trees is felled and, on these, volume and in­
dependent variables such as d.b.h., total height, form class, etc., are ob­
TO 
served. The best fitting regression equation is then obtained and tables 
are constructed by applying the equation to combinations of the indepen­
dent variables. In subsequent inventories, the independent variables are 
then measured on a large sample of trees and the volumes of these sample 
trees are then estimated from the volume table which is thought to be ap­
plicable to the population sampled. When the results of the survey are 
analyzed, these estimated volumes are then almost universally assumed to 
be without error. This.is equivalent to assuming that the second phase of 
the double sample does not contribute to the sampling error— an obviously 
incorrect assumption. Other examples of this sort of questionable practice 
are seen in the application of yield tables, site-index curves, etc. It is 
therefore in^ erative that we obtain a clear picture of the available theory 
of double sampling, and consider new theory where practical applications 
require it, so that it may be applied correctly and the potential efficien­
cies realized in forestry. In the discussion it will be assumed that the 
covariate is measured without error. This is not strictly correct but if 
considered this error would lead to unnecessary complications in the theory 
and it should be negligible anyway. 
Only simple random sampling was considered at the first phase in double 
sampling. Even if it were possible to select p.p.s. at both phases it 
appears not to be of high practical value to do so for the common forest 
inventory. To be able to sample p.p.s. at both phases we need some advance 
information about individual units prior to the first phase sampling unless 
a procedure like 3-P is used. This kind of information (upland and bottom­
land, county number, etc.) is usually not available and if available is 
71 
more profitably used for stratification, (information is often desired 
for classifications set up with this knowledge anyway) If we were to use 
3-P sampling in choosing the first phase sample we would get a random 
sample size, with its undesirable complications. 
The double sampling theory discussed here can be found in Chapter 12 
of Cochran (1963)» There are several ways of using the observations made 
on the covariate in.the large first-phase sample. They can be used in an 
estimation procedure involving ratio or regression estimators, where both 
variables are measured on a simple random subsample of the large, first 
phase sample. The assumption of linearity between the two variables is 
required for maximum efficiency. When the assumption of linearity through 
the origin is tenable, a simple estimator (ratio estimation) can be used 
and leads to high precision, while the more general regression estimator 
gives more protection against the possibility of bias. Tree volume tables 
again supply an example of these applications. It is known that for tree 
species having regular form, tree volume expressed in cubic feet is 
linearly related to (a composite variable, where D is the tree 
diameter breast high and H is total height). Since this relationship 
passes through the origin, ratio estimation can be used in the construction 
of the tables. 
Similarly tree volume expressed in board feet is linearly related to 
D®H. But to use ratio estimation in this case could lead to serious bias 
because this relationship does not pass through the origin. The reason 
for this is that a tree has to reach a certain minimum size (D%) before 
it has board foot volume. The minimum size differs from one part of the 
country to another and from one species grcup to another. The size of 
the "bias would then depend on the minimum tree size or diameter thres­
hold at which a tree is considered to have board foot volume. 
Double sampling with stratification has been used in forest surveys 
to take advantage of information available from aerial photos (Sickford, 
Mayer, and Ware, 1963) in estimating the volume of a forested area. Here 
the information from the large sample may be used essentially as an allo­
cation aid or for estimating stratum sizes. Estimates of volumes on the 
plots (one-fifth acre plots for example) are obtained from a large sample 
of plots on the photos. These estimates are often not very accurate, so 
that regression estimation may not be efficient. The usual procedure 
•under these conditions is to define the boundaries for several strata 
prior to sairç)ling, and then in the first-phase photo sample to classify 
each plot according to the strat'um in which it belongs. These estimates 
are cheap to obtain from the photos so that a large number of them are 
made. The large sample provides a good estimate of the strata weights. A 
simple random sample of plots is then taken from each strat'um. These plots 
are carefully located on the ground and the vol'ume on them is observed. 
The estimate of the total volume in the area is then based on the large 
sample of photo plots and on the subsatiç)le of ground plots. 
Somewhere between regression estimation and stratified sampling we 
can then fit the usual p.p.s. method,where no distinct classifications are 
set up within the large sample, but larger (usually the more variable) 
units are given a higher probability .of selection. An example of this for 
selecting individual trees was treated in the earlier section about point 
sampling. However, p.p.s. sampling could be applied to use information 
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from the aerial photos so as to get a better estimate for a fixed cost in 
some instances. 
What procedure should be used in a specific forest inventory situa­
tion? It is obvious that stratified sampling has to be used if the co-
variate is of a qualitative nature, and it would probably be more effi­
cient when the covariate can take only a small number of discrete values. 
Ratio and regression estimation would likely be more efficient if the co­
variate is continuous (with a relatively narrow grouping interval) and 
the relation between the variables is known to be approximately linear. 
In the usual problem the relationship between y and x is unknown. For 
such cases it is not yet clear how one should choose between p.p.s. samp­
ling, stratified random sampling, and random sampling with ratio or regres­
sion estimators. 
It is not obvious whether p.p.s. sampling with the usual estimates is 
as dependent on the linearity assumption as are regression and ratio esti­
mation. It is known that p.p.s. sampling with both of the common types of 
estimators (mean-of-ratios, ratio-of-means) is always unbiased, with the 
right method of sample selection. Unbiasedness is a very desirable charac­
teristic especially in the many practical situations where little is known 
about the relationship between the variable of interest and the coVariate. 
The stratified sampling estimator is unbiased but if the relationship is 
actually linear, it may be a relatively inefficient procedure. On the 
other hand, if the relationship is curvilinear, ratio and regression esti­
mation mi^ t be badly biased. P.p.s. sampling may provide a more satis­
factory alternative. The usual estimates are never biased and yet p.p.s. 
sançling may be an efficient procedure if the condition of linearity 
Til-
happens to be satisfied. It is not known whether the elimination of bias 
with p.p.s. sampling may generally be at the expense of an increase in 
variance relative to the biased regression-type estimators. In any case, 
any one of the meth::s may have merit for a specific population and survey 
objective. It is therefore desirable to have the theory available for all 
these methods. 
The theory of p.p.s. sampling in a single phase is here extended to 
double sampling. The large (first phase) sample is selected by simple ran­
dom sampling and the small (second phase) sample with probability propor­
tional to the size of units, from the large sample. Both sampling p.p.s. 
with and without replacement are treated. In sampling p.p.s. with replace­
ment the mean-of-ratios and the ratio-of-menas type estimates are both con­
sidered. For the mean-of-ratios type estimator the exact error variance 
and an unbiased estimate of this error variance are derived. Expressions 
for determining sample size and allocating the sample to phases are also 
derived. For the ratio-of-means type estimate a large sample approximation 
to the variance is given. No reasonably manageable estimate of this error 
variance was obtained. In sampling p.p.s. and without replacement only the 
mean-of-ratios type estimator is considered. Two methods of sample selec­
tion, which yield two different estimates, are considered. The first one 
uses Madow's cumulant method to select units at the second phase exactly 
proportional to their sizes. The error variance and an unbiased error esti­
mate are derived for the estimator used with this method. In applications 
the joint probabilities of selection of the units at the second phase have 
to be calculated. But this is a difficult and lengthy computational job 
so a second method for sampD.ing p.p.s. without replacement is also con­
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sidered. 
In this method (Rao, Hartley, and Cochran, I962) the large sample of 
X-value s is randomly subdivided into n groups with about the same number 
of units in each group. One tmitr is then selected with probability propor­
tional to size from each group. The true error variance and an unbiased 
estimate of it are derived for the estimator employed with this method. 
The advantage of this method is that the joint probabilities are easy to 
compute. In practical applications it may be best to use Madow's cumulant 
method at the second phase in p.p.s. without replacement sampling and use 
an error estimate such as the one derived here for Rao's method as an 
approximation to the actual error estimate. 
Until now we have spoken of double sampling in the sense that sampling 
is carried out in two steps, i.e. the first phase sample is obtained and 
then after some necessary office work to put this information to use, we 
choose the second, smaller sample. In many cases it is not practicable to 
carry out the sampling in two separate phases. For example, this is so in 
forest surveys where the cost of locating and traveling to sample units is 
very high, so it is desirable to obtain both samples at the same time and 
avoid traveling over the same area again. 
We have chosen to give the name simultaneous double sampling to the 
particular case where both phases are observed simultaneously, and infor­
mation from the first phase is not available when the second phase is 
carried out. This simultaneous sampling poses no problem in the usual 
double sampling with ratio or regression estimation. This is due to the 
fact that simple random sang)ling is used at both phases. Loetsch and Haller 
(1964, p. 227) stated that when the two phases are dependent "regression" 
76 
should always be used. Apparently they have not recognized the utility of 
stratified double sampling with dependent phases as used in the Forest 
Survey of the Northeastern United States (Bickford, Mayer, and Ware, 1963). 
Volume tables are applied in what is essentially double sampling where 
the two phases are completely independent. However, in most applications 
the second phase is a sub sample from the first phase. Simultaneous double 
sampling with dependent phases may be applied in those ground surveys in 
which a large sample of units is measured for (or classified by) one con­
comitant variable and measured for another variable on a subsample from 
this large sample. An example is the selection of trees by diameter clas­
ses and species for increment observation and stand table projection. 
Diameter is measured on a large sample of trees and diameter growth is 
measured on a subsample within each diameter class. It would be expensive 
and impractical to take the samples separately and it would be undesirable 
to use regression estimation if the large sample variable is qualitative. 
In simultaneous double sampling with stratification the large sample will 
be used to set up strata boundaries or estimate strata weights. 
Two cases should be distinguished. In the first case strata bounda­
ries will be set before any sampling is done. The large sample values pro­
vide an estimate of the strata weights to be used in estimation. This 
case is similar to the situation discussed in Cochran (1963). In the second 
case the numGer of strata and the number of units from the large sample that 
are to go into each stratum are determined before sangling starts. The 
problem arises here of different strata boundaries after each first-phase 
sample. The theoretical problems involved will be left to future rer-
searchers. 
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B. Notation Used 
M = nimber of units in the population 
N = number of units in first-phase sample 
n = number of units in second-phase sample 
n'= number of units in simple random saag)ling 
Y = population total for variable of interest 
Y = population mean per unit for variable of interest 
X = population total per unit for covariate 
X = population mean for covariate (per unit) 
(^N) = total for variable of interest from first phase (large) sample 
(^N) ~ sample mean for variable of interest from first phase 
(large) sample 
X(1T) ~ total for covariate from first phase (large) sample 
X^ jjj = mean for covariate from first phase (large) sample 
= probability that unit i is selected in a single trial from 
the population 
(t^  
= X^ /X^ jjj = relative "size" of ith unit in tth large sample 
- probability that units i and i '. are both selected from the tth 
large sample 
contains unit i 
P(rt^  ')= probability that the tth sample of N units was selected and 
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EjjE^  = first take the expectation over all samples of size n holding 
the N sample units fixed and then take the expectation of this 
quantity over all samples of size N 
E„V = first take the variance over all samples of size n holding the 
JN n „ 
N sample units fixed and then take the expectation of this quan­
tity over all samples of size N 
= first take the expectation over all samples of size n holding 
the IT sample units fixed and then obtain the variance of this 
quantity over all samples of size N 
N 
= summation of i and i' from 1 to N, where i and i' are 
unequal 
N 
i(pi')~ summation of i . (not equal to i') from 1 to N 
C = total sampling cost 
C^ = cost of sampling per first-phase unit 
0^ = cost of sampling per second-phase unit 
Notation not mentioned is standard (Cochran, 1963) and as such is not in­
cluded here. 
C. Double Sampling with P.P.8. with Replacement 
Sampling and Midzuno Sampling 
1. Discussion 
In the p.p.8. with replacement sampling, the first-phase units are 
selected by single random sampling and the second-phase units are selected 
p.p.s. with replacement, where the sizes are determined for the units in 
the first-phase sangle. The mean-of-ratios type estimator will be consid­
ered here. In Midzuno sampling the first-phase sample is selected as above. 
The second-phase sançle is selected with probability proportional to the 
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sum of the sizes in the sample. The unbiased ratio-of-means type estimator 
will "be considered here. 
2. The mean-of-ratios type estimate in p.p.s. with replacement sampling 
Units are selected by simple random sampling at the first phase and 
p.p.s. with replacement sampling at the second phase. Any of the common 
p.p.s. sangjle selection methods previously described can be used here 
(Madow, 19^ 9. j Lahiri,1951j etc,) for the second phase. The variance and 
estimated variance are derived here for the mean-of-ratios type estimator. 
This estimator is unbiased. 
M B 
= Vn I iil°^ i (ty °i " 
njt^  ' 
= I \ Ji "Tw 
nJt^  ' 
M  ^
= — E_ .Z-B.Y. B. = 1 if unit i selected in sample 
N IT 1 =1 I X  i  
of size N 
M M N 
= N i=l M ^ i = 0 otherwise 
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V(%) , = - i ill 
nJt^  
Y. 
2^ N N , 
= 3 (\ 1Î1Ï1 + % ih"i —Tty) «1 = O'l'• • • '" 
N n:r^  ^ ' 
• s •• 4kï- < V) • ; IV i».'«B-.'«) • 4^ 
1 l' 
= ^  ill (M - i)N(-Mp+ & ^ (iEi ;;jty - iii — - ipi- ir^ 
1 
= li KjN#)+ X ®n<l -W - 4)'' 
N n 3t^  
Y? 
The only difficulty here is to evaluate E^ 5]_ —• This is done 
by expansion and combination of similar terms.  ^
y2 (M) yS 
Jl —rej = Jl°l —TtT a^  = llfmlt i in sample 
«1 *1 
= 0 otherwise 
Yg /M-lv • 
--+ --TE:!: Pt'w'K-i') 
Vr-I^  
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 ^ jË'g 
/M-1% /M-l\ 
y2 • yd) y^N-l/ y2 yd) y^N-1^ 
I %_ fffiii)) +...+ % (^ (M)(M) +...+ ("KM) 
(îî) (^) ^ 'S, 
y2 /M-l\ y2 /M-lx 
- 1 fyd) + + Y N-1^  X , . M , (1) %-l^  \ 
'(«)\'W(1) ••• «(1)^ ••• (JJ)=St' W(M)"' W(M)' 
f+\ 
X)„( denotes the total for the variable x of the tth sample of N 
(N)(i) 
plots selected, which contains unit i . 
4N)(1) = 
x(2) 
(N)(l) + Xg +...+ Xg. ^  ^  
(M-1 
\TT_1 } 
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The same results can be obtained for Tg;...where is replaced 
in the last term by . 
 ^ T <::) + +...+ 
"l 
M ( /M-2. /M-2. M-N ^  x (X- (%_2) + (%_2) ^ V 
I 2 N(N-l) M s N(N-l) M-N 
" i=l Xj_ M(M-l) i=l*i M(M-l) N-1 
= g  &  i k + ^  
+  -  A  i k + 5  
M 
_ /M-N.,n-1.  ^M N-1 M -g/X ^  ^M-N\ 
(¥T5n ( M )( n ) " n N-n M-1 i&L^ i^ X. N-l^  
1 
M 
= (HwSzi) + W.&1 MY^ (ï- + M) 
(M-l)N I M n ' nM M-1 i-=l a'^ X^  N-l^  
. MY^  . /M-Nwn-ls Y^  
• "(M-l)N ( M n ) " n 
MCN-I") l?„2/n(M-N^  . ]( \ Y^  /M-n-M-N-n+MCT^  
= ËtW i&^ i( Nil + X:4 - Z- ( (M-l)N ) 
83 
= ^  Â(v ^  
It is obvious that for M = M, this becomes the usual single-phase esti­
mate for sampling p.p.s. with replacement. To obtain an unbiased estimate 
of V(^ g) , we split the error variance into two parts and obtain unbiased 
estimates of the parts. 
M 
= V, + Vg 
An unbiased estimate of taking N out of M plots by SRS would be 
Taking n out of ÏÏ units by p.p.s. with replacement, we need to find un-
N 
biased estimates for and . 
is estimated unbiasedly by j^ E^ Y?/n 
= y|JJ  ^is estimated unbiasedly by (where 
(^^ (N))  ^unbiased estimate of since 
V- is therefore estimated unbiasedly by; 
M^ (M-N)f P i^ 1 r/ a i^ 2^ 
N(NT)m4=I " Ê 7^^ )^  
i i 
g ( g i^ \ 
n(n - 1) 
] }• [See Cochran, 19^ 3] 
i^ 
/M-N\ r S i^ 1 rAg 1 -1 ] 
~ N(N-l)^ lP li=l " N (N) nU - IJ 
An unbiased estimate of is easily obtained using Theorem 9*5 in Cochran 
(1963). 
» /_3i I i^ 
^ -1=1 ^ ) 
. n(n - 1) 
An unbiased estimate of V(^ .) is then the following; 
g / i^ A 
=ar(^)q& -1 %) - ^ : ' 
M® a , %i 4 \2 
3 ÎF i&^ ZTt] " ^ (N)^  
n(n - 1) 
n Y-. 
if /M-N./ » i^ 1 42 \ (N)^  MfM-l) 
 ^ïï(IT-l) ( M )^ iil rTTt)" N %) ^ n(n - 1) n(n-1) 
njt^  
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3. The ratio-of-means type estimate 
Units are selected by simple random sampling at the first phase and 
with probability proportional to the sxim of the sizes in the sample 
at the second phase. To insure sample selection proportional to at 
the second phase the simplest method (MLdzuno, 1952) is to draw the first 
unit of the sample with probability proportional to and 
the .remaining (n-l) units with equal probability without replacement. 
This procedure has not been used extensively in single phase sampling. 
The estimate is not as natural as one that divides the value of each unit 
by its probability of selection (as does the estimate in number 2). Also, 
there is no unbiased estimate of the error variance available (or one of 
known approximation). A practical limitation of this method is that the 
sample has to be drawn proportional to (Cochran, 19^ 3)• These ob­
jections carry over into the double sampling case. Approximate formulas 
are obtained here for the error variance and an estimate of this error. 
The estimate is: 
Î - X All M 
9 (N) n  ^
ikh • 
n • 
A M 
n n 
K Z%1 M ZXi 
= Z -— • - • ^ ^ (where K is the number of sanipples 
ZXj^  (^ ) 
each unit occurs in ) 
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e  my  
N N (N) 
= Y 
Only an approximate error variance could be obtained here. 
: V A'V'!«'''o. VM- " 
N - 1 
2 
5 fv - ^  X ^  
v(l) i  ^ • (B 
 ^ M - 1 
where the first part is a large sample approximation of the true variance 
(Cochran, I963) and the second part is an exact result. 
+ ?2 
A large sample approximate estimate of is 
n - X 
No reasonable estimate of Vg could be obtained. If an estimate of the 
sampling error is desired the error estimate for double sampling with a 
ratio of means estimate (with simple random sampling at both phases) may-
give satisfactory large sample results. 
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D. Double Sampling With P.P.8. Without Replacement Sampling 
1. Discussion 
The first-phase units are selected by simple random sampling and the 
second-phase units are selected p.p.s. without replacement, where the sizes 
are taken from the first-phase sample. 
The usual method here is to arrange the units in a random order and 
cumulate their sizes. A systematic sample of size n is then taken from 
the cumulant (Madow, 19^ 9)* This method is described in Chapter II.A . 
The problem is that the become very difficult to calculate as n in­
creases. (They are needed to compute an estimate of the error variance.) 
This situation was somewhat resolved (for single-phase sampling) by Hartley 
and Rao (1962). They expressed the in terms of and ir^ , using 
an asymptotic approach. It was not possible to extend their results to 
double sanipling. Although they are of little practical use at present 
(because of the necessity to calculate the #^ ,^) the error variance and an 
unbiased estimate of it are derived for the double sampling method where 
sample units are selected exactly proportional to their size in the large 
sangle by the cumulant method. A modified sampling p.p.s. without re­
placement method may be more useful. Although sampling is not exactly pro­
portional to size, this method has the advantage that the formulas for the 
exact error variance and an unbiased error estimate are easy to calculate 
in practice. Here again actual sampling could be done with the cumulant 
method, using the estimate of variance appropriate to the modified method 
as an approximation for the correct estimate. 
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2. Double sampling with exactly p.p.s. without replacement sampling 
The N units are selected by simple random sampling. These N units 
are then cumulated by their size in a random fashion. A systematic sample 
of size n is then taken with one random start. The random start is made 
by selecting a random number r between 1 and k, where k = X^ ^^ /n . 
The units that contain the numbers t, r+k, r4-2k, etc, in the cumulated 
sizes are selected for the sample. 
6 . M ? 
ho ' H1-1 
1^0 = Vn i iIl"i 3t 
M S 
Y. 
= E. 
N N iÎL^ i 
= 1 if unit i is one of 
the n units selected 
= 0 otherwise 
= Y 
V(Y^ o) ~ \ N ^ (N) Vn^ O^^  
2^ & 1& TTTt) " & " 
nit^  
( t )  
[2 N 
iil'-i 
+ E L Y Y . il' M® 
N ipi'Vi' ^ (t)^  (t) 
89 ' 
rn " njt. ^ N" " 1 
+ ïL .1. ,ï,ï., -—^ •^-
= & ^ )- - g ¥ 
If 
1 1 . 
= V(Y^ --^ (^ )E^ H^) 
_ I „„ "ll'^  ^ tf 
11 
Here V(^ g) is the error variance derived in section C. 
v%2 
v(îio) = vttg) -
 ^ (t) 
It does not appear that anything more can he done to simplify the last term 
in this expression. 
To obtain an unbiased estimate of V(Y^ Q) , we proceed as in section C. 
n\o) = 
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is estimated unbiasedly = ô{§:î)(^ &r)(i^ l^ i " ^ (N)^  h^ich in 
•turn is estimated uhbiasedly by (Cochran, 1963; Theorem 10.2) 
yF M-Hr n , . 
i^ fl) ir'-i=l ^ )^" ^ n" N )-! (v(Y(M)) IS an unbiased estimate 
T . Of ?(?(%)) 
M(M-N)r n 
= ^ T 
Y. Y. 
i ' %W 
11' 
Similarly Vg is estimated unbiasedly by 
11 1 1 ' 
if r 1 n *^i'^  *ii'^   ^, ^i i^' 
L— ni-î» rn (—7+^  m) J 
This is the Yates and Grundy (1953) unbiased error estimate for single-
phase p.p.s. without replacement sampling. We could also have used the 
Horvitz and Thompson (1952) estimate. Hence 
2.2 19, '7^  '7^ ' 
11 ' 1 1 ' 
91  ^
3. Additional notation used 
= the expectation over all possible splits of the large sample of 
n 
size IT into n groups of sizes N,, Up,...N (.Z N.= U) . 
JL  ^ H 1—JL ZL 
Eg = the expectation over all observations for a given split of the 
large sample 
p. = 2 . '= the sum of the probabilities in group i . 
•^ 1 group 11  ^ o x-
% • . 
X. = .E X. . = sum of the values of the coveriate in the ith group. 
1 J—JL IJ 
7_ = the variance over all splits of large samples of size N 
1^ 
Yp = the variance over all observations for a given split of the large 
sample of size N . 
h. Double sampling with a modified p.p.s. without replacement method 
In this method the N first-phase units are randomly allocated to n 
groups of approximately equal size (r groups with k , (n-r) group with 
k + 1 units). One unit is then selected p.p.s. from each of the n groups. 
This method is the double sampling extension of a method proposed by Rao, 
Hartley, and Cochran (19^ 2). 
& M a 
f iîi 
1^1= Wa i il 
i '^ i 
= i Vi ik , 
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= Y 
n Y, 
1  '  1  1  ' ^ 1  1  '  X  
n Y 
+ E,V„ .Z,—rrr^  i 
+ VjjjE^ Eg .2^  — Using Rao, Hartley and Cochran (1962) 
i^ ^^ i 
n 
(iSiBÎ- *) 9 TÎ »(:%! - *) 
" •'" "" W(N-l) il. N(N-l) n  ^ V(N) 
After some more algebra, we obtain 
hi k; 
X  3  
(.2^ 11? - N) .,2 
- TîSIÎT • <"(N) "(N) 
1y? - t 
- 4 & r '  ( 4 6 ^ ^ » "  +  ^ ^ )  
' ( g Y: - Z!) 
93 
M ,2,Nf - N 
] ya M 4N? - F 
M(M-l) " ^  ^ M-1 } 
it2 
V ( l l )  =  —  , E  ï ?  [ ( M - K ) N  +  ^ ] ïî— • - if 
M 
"ià. iIl'^  iii'l [(M-N)W.N/,.] 
— —————— - + • 
N^ (M-l) N^ (M-l) N^ (M-l) 
+ 
W^ (M-l) 
"lil"! rM./l ,..a, «Ji(VÎ)^ 
+ 
N-(M-l) - ï) J - •• M-1 
MJ^Ï? (M-
N(M-l) 
We can obtain formula (5) in Rao, Hartley, and Cochran (1962) by set­
ting N = M and changing notation as follows; 
Xi 
Their jr. is my p. where the p. = ;|p- is my jr. , and my p. 
X X  X  A  X  X  
is the sum of the probabilities in group i . 
A  
To obtain an unbiased error estimate of V(Y^ )^ , we again find un­
biased estimates of the two parts of the error variance. 
v(? ) . Wl [(M.N)H + . (MIN? - N^ ) 
. 9 ^ -
n Yf ( 
n Y^ ^ M.|^Nf(M-N) - M^(M-IT) 
is an unbiased estimate of 
ÏÏ • (il"! -
Proof: = V& ^ 
TX - ^ . M,LN?(M-IT) - M^(M-N) 
_ # y2 M . r 1=1 iV / 1^ 
lf(M_l)(N_l)  ^
=  r  M i l  %(%-ll M (M-N) N(N-l) 
•-iêljf^ M(M-l) i=l^i W-1 M(M-l) 
_l j (i&^ î -
N^(N-l) 
M M.Z,ïïf(M-N) - M^(M-IT) 
iv^ [.2^—: —il 
K®(M-1)(H-1) 
= y ^ (M-H)M M 
''•=^ -1 N^(M-l) 
SiMlarly v, 
N^ (M-l) N2(M-1) 
where v(Y^ )^ is an unbiased estimate of V(Y^ )^ . 
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Therefore 
n 
:-w 
1 
_ Yf M MJ-N?(M-N) - MN®(M-N) y 1 M r 1=1 1 '  ^ ' 1 
K®(M-1)(N-1) • 
N^ (M-l) • ]f (M-1) 
After some more algebra we then obtain 
,6 1 = g M(M-1} g /Î MjM-
 ^- 1=1^  ^ K=-.g,H? 1=1 TWf^ . 
1 ' 1 1=1 1 1 ' -^ 1 
Ag - N^ ) 
 ^ N^ -.2 N? 1=1 1 
This result again checks with equation (15) in Rao, Hartley, and 
Cochran (1962) if we set N = M and change notation. 
E. Simultaneous Double Sampling 
1. Discussion 
It is useful to distinguish between what we have called simultaneous 
double sampling and the usual double sampling. In simultaneous sampling 
both sampling phases are carried out at the same time to save the expense 
of having to revisit and relocate imits in the, field. For instance, in 
forestry, it is very expensive and time-consuming to relocate sampling 
units such as individual trees or ground plots. 
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Therefore, sampling for both phases is carried out at one time. In both 
the usual and simultaneous double sampling it is possible to distinguish 
between two cases: • 
a. The second-phase sample is a subs ample of the first-phase sample. 
b. The second-phase sample is independent from the first-phase 
sample. 
Èii example of the first case would be. double, sampling with point sampling, 
where basal area is measured on all first-phase points and volume is 
"measured" on a sub s ample of the points. An example of the second one 
would be the use of a volume table. It is interesting to note that in 
this particular case the roles of the first (large) sample and the second 
(small) sample phase are often reversed. Both the y (say cubic foot volume) 
and the x (say D%) variables are measured on the large sample (to con­
struct the volume table) and only the x-variate is measured on the small 
sample (to predict, using the volume table). It is sometimes possible 
however, that the prediction sample size exceeds the sample size on which 
the volume table is based, which would be standard double sampling again. 
Simultaneous double sampling is different from the usual method in 
that in simultaneous double sampling the sample units to be selected for 
the second phase have to be essentially determined without looking at the 
first-phase sample units even thouf&i the second phase may often be a sub-
sample of the first phase. In the usual procedure the sampling is done at 
different times for the two phases. .The distinction between double samp­
ling on two and one occasion is minor (non-existent if the number of units 
in the population is known) for simple random sampling at both phases 
-4 
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(with a ratio or regression estimator). 
However, simultaneous double sampling does cause considerable dif­
ficulties in stratified sampling. This situation is treated here in some 
detail. Stratified double sampling might be preferred if, for instance, 
we are interested in obtaining the value of a forest (where "value" may­
be defined in various ways) and we subjectively estimate value on a large 
sample of trees and actually "measure" value on a subsample of these trees. 
Because tree "value" is difficult to estimate, the covariate is often very 
subjective and the actual relation between value and the ocularly esti­
mated "value" would not necessarily be a smooth one. Thus it might be de­
sirable to stratify on the basis of the subjectively estimated "values". 
Since it would be a practical impossibility (except in experimental forests 
where trees may be numbered) to relocate a tree for sampling on two oc­
casions, it is clear that simultaneous double sampling should be used. 
2. Simultaneous double sampling with stratification 
Suppose a large sample, N, of units is selected by simple random samp­
ling and the covariate, x, is observed on all units and the variable of in­
terest is, at the same time, observed on a subsample of these units. The 
sample is then stratified (in the office) exclusively by the large sample 
of X-values. The X-values are ordered and placed into strata according to 
a pre-specified plan. Since subsampling can not be done specifically from 
each individual stratum, the sizes of the second-phase subsamples are ran­
dom in this simultaneous double sampling. The problem now is to decide on 
the number of strata and how the boundary points should be set up. There 
are two possible cases. 
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In the first case it is decided before sampling how many strata there 
will be (say k) and a fixed number of the total F sampling \anits (say 
i=l,... ,k) is put in each stratim. This means that the xmits 
having the smallest X^ -^values go in stratum 1, the Ng units with the 
next smallest X^ -values go in stratum 2, etc. (Note that in repeated 
(first-phase) sampling from the same population, the stratum boundaries 
would vary from stratum to stratum. ) However, this plan guarantees fixed 
stratum weights so that only the sample sizes within strata are random 
variables. The problem of obtaining an estimator of the population total, 
the error variance of this estimator, and an estimator of the error vari­
ance will be left for future researchers. The fact that strata boundaries 
can change from one sample (first-phase) to another may present some in­
teresting theoretical problems. To assure that with a specified probabil­
ity a sample at least as large as a specified minimum is attained from 
each stratum, we must adopt some rational stratification procedure. The 
problem can be formulated as follows; We want to find that value for 
and hence for w^  = such that we will get P(n^ >v)=l-a, where 
V is the specified minimal sample size desired in stratum. h, and (l-a) 
is the probability desired to have at least a sample of size v in stratum 
h . We obtain w, from the relation Z (")w, *(l-w, )^ "^ = a . The numeri-h x=o^ x' h h' 
cal value of w^  can be read directly from tables of the binomial distri­
bution. If we desire the same specified minimum number of sample units 
(at the desired confidence level) in each stratum, the number of strata is 
simply equal to the inverse of w^  ^. An "exact" solution for finite popu­
lations would be obtained by assuming the hypergeometrlc rather than the 
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"binomial distribution, but this would involve considerable additional com­
putational work and the slight increase in precision is probably not worth 
the trouble. 
In the second case the boundary points (and therefore the number of 
strata) of the strata are assumed known and fixed before sampling, but not 
the true stratum weights. Both the stratum weights and sanç)le sizes with­
in strata are random variables. Here the number, N.(j=l,.••,k), of first-
0 
phase units in each of the k strata, is determined by the X^ -values ob­
served on the units selected. After observation, a unit is simply assign­
ed to a stratum if its X^ - value is larger than the lower, and smaller than 
A  
the upper boundary of that stratum. Expressions for an estimator, Y, of 
the population total, an approximate error variance of this estimate, and 
an approximate sample estimator of the error variance are available in 
most standard textbooks (see for instance Cochran, I963). Note that the 
ultimate sample sizes are random variables so that we must condition on 
the sample sizes obtained to make Cochran's results apply. 
In the discussion following a paper by Yates (1946), it was pointed out 
that national surveys employing stratified sangling had avoided an impor­
tant issue by using strata that coincided with administrative or geographi­
cal areas which bore little relation to the distribution of the items be­
ing investigated. It was stated that some rapid method of establishing 
the location and size of efficient strata was required before any real 
increase in accuracy over the single random s angling method could be ex­
pected. Yates was asked what he considered to be the most efficient method 
of approaching the problem when no accurate independent information about 
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the strata was available? Yates answered that to ask for efficient strati­
fication in this situation was asking for the impossible. He said that if 
the population can not be divided into uniform strata by some already known 
(before sampling) classification, then it is necessary to accept the higher 
variability which lack of such strata implies. It appears that simultan­
eous double sampling (method l) might be a useful technique for overcoming 
this difficulty. 
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IV. COMPARISON OF SAMPLING METHODS 
A. Introduction 
Sampling efficiency depends on many characteristics of the population, 
the sampling rule and estimator, and the environment (e.g. costs) of the 
sanç)le survey. Consequently it is very difficult to obtain general ex­
pressions for relative efficiency of sampling procedures. We often have 
recourse only to numerical comparisons from specific populations. In the 
following sections we describe comparisons for some populations of interest 
in forest inventory. 
A comparison of some sampling methods, such as simple random and strat.-
ified random sampling, is found in most sangling textbooks. Useful compari­
sons have been made between simple random sampling with ratio estimation 
(ratio-of-means), sampling p.p.s. with replacement, and stratified sampling 
(Cochran, 19^ 3). Occasionally mention is made (Raj, 19^ 5) of some results 
with actual data, but this is infrequent. 
The primary purpose of this part of the study is to compare double 
sampling estimation procedures (discussed in detail in section C) on a few 
forest populations in terms of error variance, bias, and validity of con-
A  
Y-Y 
structing confidence limits assuming the appropriate sample estimate (—, 
Sy 
A  A  
where sa is the standard error estimate of Y , and Y and Y have been 
defined previously) to be distributed as t . This was done by simulating 
double sampling on the IBM 3^ 0 computer at Iowa State University. It is 
realized that the results obtained will not be general enough to make 
general recommendations about the sampling procedure to be used in a given 
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inventory. It is hoped, however, that this study will encourage similar 
sampling simulation studies, by other foresters, on the large body of data 
(especially in forest inventory) known to be available in forestry archives. 
These studies may provide answers to the following questions: 
1. Using the criterion of minimum, error variance for fixed total 
sampling cost what double sampling procédure should be used given 
certain relations between the y and x-variables? For instance 
it may be known that the relationship is either linear or quadratic 
but not exactly which. There may be a sampling design that would 
be efficient over the whole range of possible conditions. 
&_Y 
2. Are the sample estimates (—-) distributed as t for the types 
of populations and double sampling designs encountered in practice, 
and if so, how many degrees of freedom should be used in construct­
ing confidence limits, given the sample sizes at both phases 
(nothing is yet known about the degrees of freedom to be used for 
any double sampling procedure)? 
3. Can a widely-applicable sampling distribution be found if.the t-
distribution turns out to be an unsatisfactory approximation? 
h. How robust (in terms of error variance) are double sampling with 
ratio or regression estimators if the condition of linearity is 
not met? 
5- When are the sample sizes large enough for the large-sample error 
variance approximations for double sampling with a ratio-of-means 
or regression estimator to hold? 
6. Is double sampling with p.p.s. estimation dependent on the assump­
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tion of linearity to the same extent as double sampling with a 
ratio or regression estimator (in terms of robustness in error 
variance)? 
B. Description of Data 
The data used in this study consisted of observations made on 64o 
sançle plots originally obtained for construction of aerial stand-volume 
tables (Hanks and Thomson, 1964). Both ground and photo measurements were 
available. These data were collected in 1953 during the Forest Survey in 
Iowa (Thornton and Morgan, 1959)• The photographs were taken at a nominal 
scale of 1:20000. The. variable of interest is cubic-foot volume on the 
plot. This volume is obtained by measuring individual tree volume and sum­
ming over all trees on the plot. The individual tree volumes were obtained 
from a volume table that gave tree volume inside bark from a one-foot stump 
to a variable top with diameter of not less than four inches. All trees 
with d.b.h. (diameter breast high) greater than four inches are included 
except those with d.b.h. greater than eleven inches and with a bole less 
than eight feet long. 
Various combinations of photo plot height and density (these variables 
are obtained respectively by taking the average height of three trees on 
each photo plot and the average crown coverage in percent of the overstory 
measured on each photo plot) were used as a covariate for different popu­
lations. This was done to obtain a wide variety of conditions in the re­
lationship between the y and x variables. None of these variables 
were highly correlated with the variable of interest however. It was de-
lOh 
cided to resort to a little trick to obtain high correlations to simulate 
the wide variety of conditions occurring in practice. The variable of in­
terest and the x-variable used for the low correlations were ranked and 
paired by their sizes. This resulted in high correlations. This makes the 
x-variables rather artificial, but this was not deemed of great importance 
in view of the limited scope of this study. 
Other eovariates took only a limited number of values and were only 
used to break down the main population into subpopulations so that results 
were obtained for a wider variety of conditions. These variables are: 
1. County 
2. Topographic site (level upland, rough upland, and bottomland) 
3. Stand size (2 clases; see Thornton and Morgan, 1959) 
4. Estimated site quality (potential number of l6-foot long merchant­
able logs found in the mature, trees measured on or near the plot; 
three classes) 
C. The Estimating Procedures Chosen 
For a more lucid discussion, the reader can refer to Table 2 where the 
sampling designs and the corresponding estimators are listed. In this 
table references are also given as to where the actual and estimated error 
variances of the estimators were obtained. These estimators are numbered 
and this will make it easier to refer back to the table from the text. 
The actual methods of selecting sample units will be discussed in section D. 
The simple random sampling estimator was used as a control (as is 
usual for apparent reasons). In double sampling we have considered only 
Table 2. Estimating procedures and estimators used in double sampling comparisons^  
Sample selection Name of estimation 
method procedure^  
Estimator 
Reference used for 
variance 
Simple random 
sampling 
Simple random 
sampling 
n 
Cochran (19^ 3) n/ V 
Simple random 
sampling 
Mean of ratios 
estimator 
Y 
1^3= #%(%) lEl 55: Sukhatme (1962) • V 
Simple random 
sampling 
Ratio of means 
estimator i^ (N) 
y 
Cochran (1963) y // 
Simple random 
sampling 
Regression 
estimator 
A  
Cochran (1963) y V 
h^e sample selection method refers only to the second phase. The first phase sample selection for 
all procedures is simple random sampling. 
T^he name of the estimating procedure only refers to the second phase. Except for simple random samp­
ling the prefix "double sampling with" will make, the estimation procedure correspond to the descrip­
tion used in the text. 
°The check marks indicate whether the procedure was used in the particular program or not. 
ese estimators are "biased and their error variance formulas are approximate. 
T^he estimated error variance is approximate for this estimator. 
Table 2. (Continued) 
Sample selection Name of estimation Estimator*^  
method procedure'-
Reference used for 
error variance and 
estimated error 
variance 
Program 1 Program 2^  
Stratified 
random 
sampling 
p.p.8. with 
replacement 
P.P.8. without 
replacement 
Stratified 
sampling 
P.P.8. with 
replacement 
p.p.8. without 
replacement 
Modified P.P.8. Modified P.P.8. 
without' without 
replacement replacement 
6^" " h&Vh 
Y. 
s A —ft) "I- 2-
Y. 
n:t^  
Ù M  ^ X 
^^ 11= s &
X ' -^X 
Cochran (19^ 3) 
% = i âi rrW 2 
III. D. h. 
y 
y 
y 
y 
V 
H  O 
CTN 
1 1 
107 
the case where the first phase is selected "by simple random sampling and on 
which the covariate is observed. The method of selection for the second 
phase varies as follows (the description always pertains to the second phase 
only): 
1. Double sampling with stratification - This procedure should be less 
sensitive to differences in the actual relationship between x 
and y than the other ones. 
2. Double sampling with a mean-of-ratios estimator - This estimator 
is best linear unbiased (a desirable statistical property) in 
single-phase sampling if = bX^  + e^ , V(e^  ^= kX? . This fre­
quently occurs in forest sampling in estimating cubic-foot volume, 
where the basic sampling unit is an individual tree. We have less 
evidence that this is valid where plots are the sampling units. 
The reason the examples mention individual trees rather than plots 
is that considerable information is available on individual trees 
and very little on plots. Spurr (1^ 52) and others have shown that 
similar variables are satisfactory in plot volume as in tree 
volume estimation. To be satisfactory these variables have to be 
measured on the ground however. Because photo estimation has not 
been developed sufficiently as a technique, it is not possible to 
make any definite statements about the relation between plot 
volume and photo variables. The accuracy of observations of the 
photos still depends, and probably always will, to a large part, 
on the interpreter, the quality and scale of the photographs, etc. 
Since there is no definite knowledge on the general relation 
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between photo variables and plot volumes it is desirable to dis­
cuss examples of somewhat similar situations which are known. 
Since there is little apparent difference between the individual 
tree and plot volume situations as long as the covariates are 
measured on the ground, the better-known situation of individual 
trees will be discussed. 
3. Double sampling with a ratio-^ of-means estimator— This procedure 
has the advantage of being best for a certain model (Y. = bX.+ e., 
V(e^ ) = kX^ ), which could be applicable in forest inventory. It 
is simple and is used often. It may be more robust than the mean-
of-ratios estimator when the assumption of linearity is not sat­
isfied. 
4. Double sampling with a regression estimator— When the assump­
tions of homogeneity of conditional (on X) error variance and a 
linear model are valid, this is a good estimating procedure. An 
extra advantage is that it eliminates bias caused by the failure 
of the regression line to go through the origin. This may not be 
an important advantage in cubic-foot volume estimation, but would 
be in estimating other parameters such as board-foot volume of 
the forest. This is true because a tree is considered to have 
zero board-foot volume as long as the tree is below a certain min­
imum diameter and height and consequently the straight line is 
not expected to pass through the origin. 
5. Double sampling with the usual p.p.s. without replacement esti­
mator— The philosophy behind this procedure is to give the 
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larger, supposedly more variable, units in the population a higher 
probability of selection than the smaller units. This procedure 
has the disadvantage that the actual error variance and an un­
biased error estimate can not easily be calculated. 
6. Double sampling with p.p.s. with replacement sampling with a mean-
of-ratios type estimator— This procedure is almost certainly 
inferior to the p.p.s. without replacement scheme (i.e. it prob­
ably has a larger mean square error). The actual error variance 
and an unbiased error estimate can easily be computed for the esti­
mator. The purpose of including this procedure is to see how far 
its estimated and actual error variance deviate from the corres­
ponding variances in p.p.s. sampling without replacement (obtained 
from the simulation study). The idea is that sampling may actual­
ly be done p.p.s. without replacement but that the error estimate 
of p.p.s. with replacement sampling be used as a reasonable ap­
proximation to the actual error estimate. 
D. Description of the Computer Program 
1. Discussion 
The computer program was divided into sub-programs called "Population 
Parameters" and "Sampling". The first subprogram provides the actual (or 
large sample size approximations of) single and double phase error vari­
ances and the expected value (where it was possible to calculate it) of 
the estimators associated with simple random sampling and the double samp­
ling procedures previously described that have tractable expressions for 
the variance (see Table 2 under heading "Program l"). The single phase 
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error variances are obtained by setting the large sample size equal to the 
population size in the double sampling error variances. The second pro­
gram is a sampling simulation study. For each sampling procedure, the 
program provides for each sample taken, the estimate of the population 
total, the sample-based estimate of the variance of this estimate, and a 
confidence interval (assuming the t-distribution with n-1 degrees of free­
dom). After sampling is terminated by one of the stopping rules (to be 
described later), the average value of all estimates and of their error 
variance estimates are taken for each sampling procedure. Also the vari­
ance of the estimates (obtained from the actual sample estimates obtained 
in the program) and of the variance estimates (again obtained from the • 
actual variance estimates in the program) are calculated. The percentage 
of confidence intervals containing the true population total, the estimated 
variance of this sample percentage, and confidence intervals (assuming the 
t-distribution with k-1 degrees of freedom, where k is the number of 
samples taken) around this percentage are also listed for each sampling 
procedure. 
Both programs were set up for double sampling, with a preliminary 
stratification stage. This was done to make these programs general enough 
for future studies. Together these two subprograms can provide answers to 
the questions listed in section A. The same double sampling procedures 
were used In both programs, but this proved impractical for double sampling 
p.p.s. without replacement at the second phase and for stratified double 
sampling. The nature of these exceptions will be explained while describ­
ing the two programs. 
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2. Program "Population Parameters" 
The input for this program consists of the information on the X and 
Y-units in the population of interest. Two subroutines are used in this 
program, "Param", and "Order". The first of these is the actual main pro­
gram which provides the population parameters. These parameters are used 
to compare the efficiency of the double sampling estimators in terms of 
minimum error variance. "Param" was incorporated as a subroutine to make 
it possible to obtain the parameters for various subpopulations of inter­
est. The expected values and error variances for the estimators considered 
(Table 2) for the main and subpopulations are printed out in this sub­
routine. Subroutine "Order" ranks units by their X^-values. The ranking 
of units is necessary for the type of stratified double sampling considered 
here. The stratification used is as follows: The ordered X.-values (for 1 
the whole population) are cumulated and their total (X) is divided into L 
(where L is the number of strata to be set up) equal parts. Stratum 1 is 
then made up of the smallest X.-values whose cumulated value does not ex-
1 
ceed X/L ; stratum 2 is made up of the next series of X^-values whose 
cumulated values added to the cumulated X^- values of stratum 1 do not 
exceed 2X/l , etc. Sample sizes (n^, h=l,...,k) within strata are then 
allocated using Neyman's optimum allocation, subject to the restriction 
that at least two sample units should fall in each stratum. In the Ney-man 
allocation the true stratum weights and within-stratum error variances (for 
the X-variable) are used. This is actually optimum stratified double samp­
ling which is not applicable in actual practice. The closest practical 
equivalent is classical stratified double sampling on two occasions where 
second-phase sample units are allocated to strata by an approximate optimum 
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allocation based on large sample information. The reasons for using opti­
mum stratified double sampling are; 
a. simplicity 
b. its practical equivalent is difficult to program 
c. its practical equivalent apparently gives good results under a 
wide variety of conditions. 
It was difficult to come up with a method of stratified double sampling 
comparable with the other double sampling procedures. If sampling can be 
done on two separate occasions the method used here should be satisfactory. 
If simultaneous double sampling is done in the field, one of the two types 
of simultaneous stratified double sampling (see section E in Chapter III) 
should be used in the simulation study. 
The error variance for the modified double sampling p.p.s. without 
replacement estimator derived in Chapter III(III. D. 4) was used as an ap­
proximation to the error variance for the estimator double samp­
ling p.p.s. without replacement exactly proportional to size. This was 
done since it is extremely difficult to calculate the exact error variance. 
3* Program "Sampling" 
The input for this program consists of the information on all X and 
Y-units in the population and the values of the t-distribution (at the .1, 
1; 2, 5, and 10 percent level). 
As previously mentioned, the program simulates actual double sampling 
with simple random sampling at the first phase and both equal and unequal 
(with and without replacement) probability of sample unit selection at the 
second phase. This is accomplished by using subroutines "Random" and 
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"Order". The first one of these subroutines generates the numbers required 
for simple random sampling. The principle of the random number generator 
is to exhaust the IBM computer's capacity of absorbing a number. The num-
OT 
ber 463^1 is multiplied by any ten-digit odd number less than 2 -1. The 
part of the answer that fills the machine's capacity (2 -1 is the largest 
integer value the machine will take) is then multiplied by —— and the 
2^ -^ -1 
absolute value of this answer is distributed uniformly over the interval 
(0,l). This number is then multiplied by the maximum number in the range 
in which the random number is to be selected and this gives the desired 
random number. This subroutine was obtained from J. D. Atkinson who has 
used it extensively in his work. Subroutine "Order" again was used to rank 
units as was done in the first program. 
With subroutine "Random" a simple r^dom sample of n^ out of M 
units is drawn and an estimate of the population total (Y^g), an estimate 
of the error of this estimate, and confidence limits for the simple random 
sampling estimate are obtained from the Y-values observed in this sample. 
An additional (N-n^) units are then drawn by simple random sampling and 
this gives a total of N first-phase units for the double sampling pro­
cedures. From the N units, a simple random sample of size n is then 
A 
selected by the same procedure. The ratio and regression estimates (Y^^ , 
A A 
Y^l^ , and Y^^), their estimated errors, and confidence limits, are obtained 
using the X-value8 from the N units and the Y and X-values from the n 
units. 
To select p.p.s. with replacement at the second phase the unordered 
Xj^-value s (from the large sample) are cumulated (call the cumulant X^^^ ) 
and n random numbers between 1 and X/_\ are selected with replacement. 
11^ 
I 
The units corresponding to the n random numbers are the ones selected for 
the sample. Using the information from both phases (X-values from the N 
and. Y and X-values from the n units) a mean-of-ratios type estimator 
(Yq) , an unbiased estimate of its error variance, and confidence limits 
are obtained. 
To select p.p.s. without replacement at-the second phase a random num­
ber r is selected between 1 and k, where k is equal to X^^.^ divid­
ed by n (this is Madow's cumulant method for selecting units exactly p.p.s. 
and without replacement). The units corresponding to r, r+k, r+2k, etc. on 
the cumulant are then selected for the sample. These units combined with 
those from the first phase sample units provide information to form a mean-
of-ratios type estimate (Y^^) for without replacement sampling. Since no 
exact variance estimate is available for this estimate, the variance esti­
mate for p.p.s. with replacement sampling at the second phase is used in ' 
constructing confidence limits. Sampling exactly p.p.s. without replace­
ment was used rather than the modified procedure (for which an exact ex­
pression of the error variance -used in program 1- is available) because it 
is a much simpler sample selection procedure, and should be more efficient. 
To obtain the stratified double sampling estimates, subroutine "Order" 
is used to order the large sample X^-values. The ordered X^-values are 
cumulated and the cumulant X^^.^ (same as above) is divided into L (where 
L is the same number of strata as in the first program) equal parts. 
Stratum 1 is then made up of the smallest X^-values (in the large sample) 
whose cumulated values do not exceed X^^^/L, stratum 2 is made up of the 
next series of X.-values whose cumulated values added to the cumulated X.-
values in the first stratum do not exceed 2X^^^/L, etc. The number of 
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second-phase sample units in each stratum is then obtained by optimum allo­
cation (subject to the- restriction that at least two sample units should 
fall in each stratum) where estimated stratum weights and variances are ob­
tained from the large sample information (on X) for each stratum. The al­
located number of sample units are then drawn by simple random sampling 
from each stratum. Combining first-phase and second-phase information in 
the usual way an estimate (Y^g) of the population total, an approximate 
error estimate of this estimate, and confidence limits are obtained. The 
type of stratified double sampling used here is a hybrid between simul­
taneous double sampling (method 1 in Chapter III, section E) and double 
sampling on two occasions. It is similar to simultaneous stratified samp­
ling (method l) in that the strata boundaries and weights shift from one 
(first-phase) sample to another and it is similar to sampling on two occa­
sions in that optimum allocation is used (which is not possible in simul­
taneous double sanç)ling). The sampling procedure should give similar re­
sults to the stratified double sampling scheme used in the first program. 
The variance estimates of all individual estimates and the variance 
estimates of the individual variance estimates for each sampling procedure 
are calculated from the formula of the estimated error variance of simple 
random sampling. These estimates are therefore only approximate for strati­
fied double sampling and for double sampling p.p.s. with and without re­
placement, because the possible estimates for each method are not equally 
likely. The approximations should be sufficiently close for our purpose. 
The number of simulation samples to be taken is the key to this pro­
gram, since it determines the programming cost and the value of the results. 
Therefore it was decided to make it depend on a combination of factors, so 
Il6 
that the cost woijld not be excessive and the results still worthwhile. In 
the first place upper and lower bounds were set on the sample size. The 
upper bound depends exclusively on cost considerations. A second stopping 
rule goes into effect if. (assuming one-phase simple random sampling) the 
average value of the estimates for the population total comes within a 
specified difference of the population total. This stopping rule is im­
portant when we are primarily interested in estimating the bias for pro­
cedures having no convenient expressions for this parameter, investiga­
ting the large sample approximations of the error variances for double 
sampling with ratio-of-means or regression, estimators, etc. Sampling is 
stopped as soon as the program has provided results with a specified pre­
cision. The third stopping rule is based on a simple sequential testing 
procedure. Point estimates (p^ and p^) are specified of the percentage of 
confidence intervals containing the true population total under a simple 
null (Hg) and alternate (H^) hypothesis for simple random sampling. The 
test criteria is then X (m=l,...) where À = .K, • where f . and 
m^ ' ' m 1=1 f (Z. ) o 
o 1 
f^ refer to the distribution under the null and alternate hypothesis 
respectively, and is the percentage of confidence intervals contain­
ing the true population total. Since the are distributed binomially, 
we stop sampling if À > or X < r%- , where a and p (the type I 
m a m 1-a ' ^ 
and type II error respectively) are determined before sampling starts and 
where c and d are the nximber of intervals that do and do not contain 
the population total respectively. This stopping rule is important when 
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we are primarily interested in testing the validity of the nominal confi­
dence level. It will stop the sampling simijlation as soon as a reason­
able estimate of the percentage of confidence intervals containing the true 
population total is available for simple random sampling. 
Simple random sampling was used in the last two stopping rules because 
a. The average of the estimates of the population total is unbiased. 
b. It is conservative; if the number of samples is large enough for 
simple random sampling, it should be large enough for the "better" 
double sampling procedures. 
c. It is the only procedure for which the degrees of freedom are 
known exactly if the t-distribution can be assumed. The degrees 
of freedom need to be known in constructing confidence limits. 
E. Results and Comments 
1. Discussion 
The previously mentioned double sampling schemes and simple random 
sampling were applied to a specific population and compared to obtain in­
formation on the various problems previously discussed in this chapter. 
This was done for a population of Sko units and subpopulations made up of 
some of these 6ko units. The simulation program, proved to be very costly 
and for that reason we were unable to obtain many results from the second 
program. 
The single-phase error variances were obtained by setting the large 
sample size equal to the population size. The formulas for double samp­
ling with p.p.s. at the second phase were obtained from Chapter III in 
this thesis, those for mean-of-ratios (with simple random sampling at both 
ll8 
phases) from Sukhatme (1962) and the others from Cochran (1963). The 
sample sizes used in both double and single-phase sampling were picked 
rather arbitrarily. 
2. Explanation of Tables 3-17 
M = the size of both the X and Y populations 
N = the first-phase sample size in double sampling 
n = the second-phase sample size in double sampling 
n^ = the sample size for simple random sampling 
Y = the population total for the Y-variable 
= the coefficient of determination 
YMR = expected value for double sampling (simple random sampling at 
both phases) with a mean-of-ratios estimator 
P.P.8. with = probability proportional to size with replacement 
p.p.8. without = probability proportional to size without replacement 
The procedures listed in the left-hand column under estimation pro­
cedures in the first fourteen tables and in the column headings of the last 
table are simple random sampling and the previously discussed double samp­
ling procedures. The error variance for simple random sampling was includ­
ed in the "Double sampling variance" column for coir^arison purposes. Both 
the single-phase and double-phase error variances were expressed in percent­
ages, where the smallest error variance in each column was taken as the 
base (100 °/o). The actual and estimated error^variances for double samp­
ling with ratio and regression estimators are approximate, as is the esti­
mated error variance for stratified double sampling (as indicated in 
Table 2). 
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Table 3» Error variances M = h-26 N = Jl n = 2? n^ = 28 Y = 3509^2 
pf = .050 YMR = 355063 
Estimation procedure Single sampling 
•variance in /o 
Double sampling 
variance in °/o 
Simple random sampling 100 
Stratified sampling l4o 148 
Ratio of means 102 101 
Mean of ratios 102 103 
Linear regression 101 110 
P.P.S. with 107 138 
P.P.S. -without 100 100 
Table h. Error variances 
= .10^ YMR = 
M = 366 N = 61 n = 23 
323840 
n^ = 24 Y = 261669 
Estimation procedure Single sampling 
variance in /o 
Double sampling 
variance in /o 
Simple random sampling 101 
Stratified sampling®* lh6 152 
Ratio of means 103 100 
Mean of ratios 3062 2898 
Linear regression 100 107 
P.P.S. with 155 179 
P.P.S. without 1^5 126 
^n = 25 for stratified sampling 
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Table 5* Error variances M = ,213 N = 35 n = 13 n^ = l4 Y = 95132 
pf = .139 YMR = 157531 
Estimation procedure Single sampling 
variance in °/o 
Double sampling 
variance in °/o 
Simple random sampling ll4 
Stratified sampling®" 100 100 
Ratio of means 139 117 
Mean of ratios 7083 5823 
Linear regression 130 126 
P.P.8. with 240 232 
P.P.8. without 226 165 
\ = 17 for stratified sampling 
Table 6. Error Variances 
= .2^0 YMR = 
M = 64o N = 200 n = 19 
594624 
n^ = 20 Y = 472351 
Estimation procedure Single sampling 
variance in 0/0 
Double sampling 
variance in °/o 
Simple random sampling 122 
Stratified sampling 121 122 
Ratio of means 100 100 
Mean of ratios 2832 2766 
Linear regression 100 108 
P.P.8. with 117 123 
P.P.8. without ll4 112 
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Table 7- Error variances M = 3^9 N = 6l n = 23 = 24 Y = 19^166 
= .kl6 YMR = 242^52 
Estimation procedure Single sampling 
variance in °/o 
Double sampling 
variance in °/o 
Simple random sampling 132 
Stratified sampling^ 14-5 1^5 
Ratio of means 100 100 
Mean of ratios 655!^ 5300 
Linear regression 100 108 
p.p.8. with 115 138 
P.P.8. "Without 108 lo4 
^n = 2k for stratified sampling 
Table 6. Error variances 
= .524 YMR = 
K = k26 n = 71 n = 27 
326531 
n^ = 28 Y = 3^4127 
Estimation procedure Single sampling 
variance in °/o 
Double sampling 
variance in °/o 
Simple random sampling 160 
Stratified sampling^ l4l 1^9 
Ratio of means 126 122 
Mean of ratios 117 100 
Linear regression 100 116 
P.P.S. with 127 155 
p.p.8. without 119 118 
= 28 for stratified sampling 
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Table 9. Error variances 
= .665 YMR = 
M = 6ko F = 200 n 
515807 
= 19 n- = 20 Y = ^72351 
Estimation procedure Single sampling 
variance in °/o 
Double sangiling 
variance in °/o 
Simple random sampling 2^5 
Stratified sampling 115 113 
Ratio of means 116 111 
Mean of ratios 3275 2843 
Linear regression 100 106 
P.P.8. with 105 108 
P.P.8. without 102 100 
Table 10. Error variances 
= .751 YMR = 
M = 192 N = 32 n 
= 273135 
= 11 n^ = 12 Y = 279^65 
Estimation procedure Single sampling 
variance in 0/0 
Double sampling 
variance in °/o 
Simple random sampling 233 
Stratified sampling 100 113 
Ratio of means 2k6 162 
Mean of ratios 175 100 
Linear regression 129 131 
P.P.S. with 218 182 
p.p.8. without 206 148 
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Table 11. Error variances 
p2 = .852 YMR = 
M = 426 N = 71 n : 
160709 
= 27 n^ = 28 Y = 174055 
Estimation procedure Single sampling 
variance in 0/0 
Double sampling 
variance in °/o 
Simple random sampling 259 
Stratified sampling®" 100 100 
Ratio of means 1125 175 
Mean of ratios 1255 151 
Linear regression 356 122 
P.P.S. with 123 227 
p.p.8. without 115 177 
^n = 28 for stratified sampling 
Table 12. Error variances 
= .877 YMR = 
M = 426 N = 142 . n 
173443 
= 48 . n^ = 47 Y = 17405; 
Estimation procedure Single sangling 
variance in °/o 
Double sampling 
variance in °/o 
Simple random sampling • 284 
Stratified sampling 106 100 
Ratio of means . l44 107 
Mean of ratios 2970 1043 
Linear regression 100 101 
P.P.S. with 149 121 
P.P.S. without 132 io4 
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Table 13. Error variances M = 3^ .9 N = 6l n = 23 n^ = 24 Y = 1852^5 
= .915 YMR = 179022 
Estimation procedure Single sampling Double sampling 
variance in °/o variance in °/o 
Simple random sampling 263 
Stratified sampling®" 100 100 
Ratio of means 1496 196 
Mean of ratios 1490 162 
Linear regression 224 110 
P.P.S. with 1578 255 
P.P.S. without 1484 195 
\ = 22 for stratified sampling 
Table l4. Error variances 
= .931 YMR = 
M = 6^0 N = 100 n = Ik 
450^08 
n^ = 15 Y = 472351 
Estimation procedure Single sampling 
variance in °/o 
Double sampling 
variance in °/o 
Simple random sampling 909 
Stratified sampling®" 193 169 
Ratio of means 310 200 
Mean of ratios 100 100 
Linear regression 223 l84 
P.P.S. with l48 162 
P.P.S. without I45 156 
% = 17 for stratified sampling 
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Table I5. Error variances M = 192 N = 64 n = 20 n^ = 21 Y = 279^65 
= .961 YMR = 272175 
Estimation procedure Single sampling 
variance in °/o 
Double sampling 
variance in 0/0 
Simple random sampling 453 
Stratified sampling 100 103 
Ratio of means 606 197 
Mean of ratios 351 100 
Linear regression 101 129 
P.P.S. with 498 202 
P.P.S. without 448 175 
Table 16. Error variances 
= .993 YMR = 
M = 426 N = 142 n = 46 
178743 
= 47 Y = 174055 
Estimation procedure Single sampling 
vairiance in °/o 
Double sampling 
va'riance in °/o 
Simple random sampling 392 
Stratified sampling 776 113 
Ratio of means 128 100 
Mean of ratios 553 128 
Linear regression 100 100 
P.P.S. with 235- 104 
P.P.S. without 210 102 
Table I7. Sampling estimates, variances, and corresponding confidence intervals 
number of samples = 5^ = .6l M = 100 N = ^0 n = 12 n^ = 13 
. Simple 
random 
sampling 
Strati­
fied 
sampling 
Ratio of 
mean 
Mean of 
ratio 
Linear 
regres­
sion 
P.P.8. 
with re­
placement 
P.P.8. 
without : 
mean-of-
ratios 
Ave. estimate 83237 80739 84974 80424 83975 85281 84022 
Expected value 83689• 83689 unknown 79051 unknown 83689 83689 
Ave. variance 213 170 138 112 142 151 
Variance of est. 
computed from 
estimates 206 176 142 138 138 178 215 
Variance 222 133 134 109 145 156 126 
Variance of 
variance est. 6^9 71+8 309 132 337 375 
Percent of conf. 
intervals 
containing pop. 
total .852 .852 .89 .85 .93 .87 .87 
C. I. bounds 
around this 
percentage .75,.95 .75,-95 .80,-97 .75,-95 .85. ,  100 .78,.96 .78,196 
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3. Results 
Few general conclusions can be drawnunless a lot more numerical work 
is done in this area. This work could be carried to a more useful conclu­
sion by continuing the sançjling. The present work serves to provide a com­
puter program and to demonstrate its use. The development and testing of 
this computer program involved a considerable expenditure of time and labor. 
The most striking result is the remarkable efficiency throughout of 
double sampling with a regression estimator (Y^^) . Out of fourteen cases 
considered with values ranging from .050 to .993, regression was first 
in efficiency only once, but second five times, third five times, fourth 
twice, and fifth once (see Tables 3-l6). After regression, stratified 
A 
double sampling (Y^g) seems to be the most consistently efficient. Strati­
fied double sampling does surprisingly well where the correlation was high 
(p^ > .80) compared to what is expected for double sampling with a ratio 
or regression estimator (see Tables II-I6). This could be caused by a 
curvilinear trend in the relationship between y and x . It is surpris­
ing that stratified double sampling does relatively poorly when the corre­
lation is intermediate (.4o < p^ < .80) and no explanation is apparent. 
The double sampling with a ratio-of-means estimator (Y^ij.) gives results 
close to those for stratified double sampling. For some reason it is re­
latively poor when correlation is high but does well when correlation is 
intermediate or low. Since high correlation values would usually be asso­
ciated with linearity and low ones with non-linearity, this is opposite to 
what we would expect, other things being equal. Estimation from double 
sampling with p.p.s. sampling (ïg and Y^^) gives results similar to those 
for the double sampling with a ratio-of-means estimator is 
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only one exception (see Table 4). Double sampling with p.p.s. estimation 
without replacement vas consistently more efficient than double samp-
,A . 
ling with p.p.s. with replacement sampling (Yg). The double sampling with 
a mean-of-ratios estimator (Y^^) gives very inconsistent results. In five 
of the fourteen cases it is very near the top in efficiency (see Tables 3, 
8, 10, l4, and 15)J in seven others at or near the bottom (see Tables 4, 
5, 6, 7, 9; 12, and 16). Simple random sampling is a satisfactory 
procedure at low correlation coefficients (p^ < .2^). Above = .2$, 
the covariate becomes sufficiently valuable to make simple random sampling 
unacceptable. 
,A 
The bias of the mean-of-ratios estimate (Y^g) is usually rather large. 
This may provide a partial explanation of the many instances of inflated 
error variance for double sampling (simple random sampling at both phases) 
with a mean-of-ratios estimator. This is true in five out of seven in­
stances (Tables k, 5, 6, "J, and $). One is a definite counter-example 
(Table 12). 
As expected, the portion of the variance attributable to the first 
phase in double sampling increases with increasing correlation (clearly if 
p^ = 0, then an error in x, no matter how large, should not lead to an 
error in y). Most single-phase sampling procedures using a covariate are 
highly efficient at high correlations, but first-phase variability is not 
affected by the correlation coefficient. The proportion of the error vari­
ance attributable to the first phase increases from less than one percent 
to more than eighty percent as the correlation increases, other things 
constant. 
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The assumption of the t-distribution does not seem Justified for con­
structing confidence intervals from any of the sampling procedures and 
estimators used for the population considered (see Table 1?). This despite 
the fact that, except for simple random sampling, the degrees of freedom 
used for constructing confidence limits (n-1) for the various estimates 
would appear to be smaller than intuitively reasonable. The percent of 
confidence intervals that contained the population total varied from a 
high of .93 to a low of .85 as compared to the .95 that could have been 
expected if the sample estimates had been distributed as t . However, 
all confidence intervals constructed around the percentages (assuming the 
percentages to be distributed as t with k-1 degrees of freedom) con­
tained .95, so that additional work is indicated. 
The average values of the estimates and the corresponding estimates 
of error variance agree very well in general with the true corresponding 
population parameters (Table I7). The large discrepancy between the true 
error variance and the average estimate of the error variance for strati­
fied double sampling can be attributed to the fact that the error vari­
ance was calculated for n = 13 and the estimates of the error variance are 
based on samples varying in size from n = 11 to n = 13. This also may 
account for the large variance among the variance estimates for stratified 
double sampling. (The computer program has since been altered to prevent 
a variable sample size for stratified sampling.) The large difference 
between the "true" variance and the variance of the estimates computed from 
the estimates for double s angling without replacement with p.p.s. with a 
mean-of-ratios estimator appears to be due to chance. Subsequent work not 
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shown here indicated a much smaller difference between these two terms. 
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Y. SUMMAEY 
This is a report about a study of double sampling and unequal proba­
bility sampling and application of these principles to problems in forest 
inventory. 
The sampling aspects of point sampling are treated in the context of 
sampling with unequal probability, and the forestry application is con­
sidered. Some existing theory for single-phase point sampling is simpli­
fied and some new theory is added for point sampling with subsampling for 
volume .estimation. Some suggestions are made for additional theoretical 
and practical work to be done in the area of point sampling with double 
sampling. 
The sampling aspects and properties of Grosenbaugh's three-pee samp­
ling are discussed. The true variance and sample estimate of the vari­
ance of Grosenbaugh's "unadjusted estimate" are derived here. New methods 
are described for obtaining random samples from a population for which no 
list is available before sampling. Three-pee sampling is then compared 
to some alternate s angling plans (selection rules and estimators) that 
also permit the use of ocular estimates (of, for exangle, tree volume) in 
a statistically valid manner. Several questions are raised about the 
theory of three-pee sampling. We also point out the need to compare three-
pee sampling in actual practice with some of the alternatives discussed. 
Certain estimators are obtained for use in double sampling and their 
variances and estimated error variances derived where possible. The samp­
ling schemes considered are double sampling with simple random sampling 
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at the first phase and sampling with p.p.s. with and without replacement 
at the second phase. Also there is a discussion of double sampling with 
stratification, where information for both phases is collected simultan­
eously in the field. 
Some of these methods of sampling are then applied to some populations 
of interest in forest Inventory, and a numerical analysis is made of the 
results of repeated sampling. The results for these data indicate that 
stratified double sampling and double sampling with a regression or ratio-
of-means estimator yielded fairly consistent error variances for these 
populations. Double sampling with a mean-of-ratios estimator and double 
sampling with p.p.s. sampling were erratic, especially the first. For 
the one population studied (size lOO) the construction of confidence inter­
vals (assuming the usual t-distribution) appeared unwarranted for the 
simple random sampling estimator or any of the double sampling procedures 
(and estimators) used. The sample size for simple random sampling was 13 
and a first-phase sançle size of ^0 and a second-phase sample of 12 units 
were used in double sampling. This numerical work was not extensive and 
was very much an exploratory study so that considerably more work should 
be done before general conclusions can be drawn. However, the procedure 
used and the program developed here should be useful for extending the 
study to other populations and estimators. 
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