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Abstract 
This paper demonstrates a reinforcement learning approach to the optimization of power consumption 
in a UAV system in a simplified data collection task. Here, the architecture consists of two common 
reinforcement learning algorithms, Q-learning and Sarsa, which are implemented through a combination 
of robot operating system (ROS) and Gazebo. The effect of wind as an influential factor was simulated. 
The implemented algorithm resulted in reasonable adjustment of UAV actions to the wind field in order 
to minimize its power consumption during task completion over the domain. 
1. Introduction 
The growth of global population by the yearly rate of more than 1% have raised the expectancy for food 
demand to be doubled by 2050.[1, 2] Recent statistics show that by applying digital agriculture, the yield 
of current worth 1.2 Trillion USD in world will increase by 70% and digital agriculture will touch market of 
9.7 Billion by 2050. Particularly, the productivity of the farms can increase by 67% by that time, via the 
assistance of data-driven techniques.[3] Collecting this data and incorporating it into practical input for 
robots is a tedious portion of this required technological revolution in agriculture, and thusly a topic of 
extensive research. 
One of the most common ways to collect data from the farms is using agriculture sensors, e.g., soil 
moisture, water sensor, and weather sensors. However, data collection through sensors suffer from some 
major limitations such as high installation cost and limited spatial coverage, and therefore is inflexible 
with on-demand collection needs. An alternative way for data collection and farm monitoring is to use 
unmanned aerial vehicles (UAV).[4] The attraction of UAV in practical data collection tasks can be 
attributed to the drop in cost of onboard sensors, flight control units and most significantly, small-scale 
embedded computing platforms. The development of UAV systems is however difficult, especially during 
test trails, due to the problems with site availability, weather conditions, potentially dangerous 
operations, and considerable resource requirements.[5] 
Today, although quadrotors are popularly in use for farm data collection, they suffer from limited battery 
life. Sufficient aerial imagery is only achieved by multiple drone flights, which beside long wait time for 
recharging are challenging the applicability of these UAVs. Generally, wind plays the most significant role 
in power consumption of drones. It is shown that only change of yaw with respect to wind speed can 
improve the area covered by a single drone flight by 30%.[6] Therefore, power consumption optimization 
and path planning control of the UAVs with respect to wind is an attractive research topic during any 
intelligent task completion mission.  
There are two folds to UAV control while addressing an autonomous task completion problem. Firstly, 
flight control inherently implies stabilization and control of aircraft typically done through an onboard 
Flight Control Unit (FCU) in an “inner loop” level. Secondly, a control unit in “outer loop” level, is typically 
responsible for mission level objectives such as path planning, collision avoidance and navigation.[7] 
Model-based UAV controllers are offer a path for accomplishing substantial autonomy in this secondary 
level. However, modeling the dynamics of UAVs in practice is extremely difficult and sometimes 
impossible, due to abundant uncertainties in novel conditions such as unforeseen environments. Another 
approach is to implement a learning algorithm that gives the agent an ability to adapt its behavior in case 
of changes in conditions. [8] Classic reinforcement Learning (RL) is one of the most common learning 
frameworks in robotic applications that allows the agent to utilize direct interaction with its environment 
for training, with little to no prior knowledge.[9, 10] In this work, we aim to simulate an implementation 
of two common RL algorithms, Q-learning and SARSA for coverage path planning of a single quadrotor 
under various linear wind fields.[11] The framework we present here employs conventional tools in 
robotics field, such as robot operating system (ROS) and Gazebo simulation environment.  
The rest of this article is organized as follows: In Section 2, we provide a baseline for RL and how it is 
derived, alongside a brief description of Q-learning and SARSA, both well-known RL algorithms. In Section 
3, we demonstrate the flight dynamic of a quadrotor and extract the parameters that are further used to 
define the problem statement in the simulation presented in Section 4. Section 5 gives the simulation 
results and adaptability of the proposed solution as well as its validation in a tabular case. Finally, Section 
6 provides the closing remarks. 
2. Reinforcement Learning Algorithms: Q-Learning and SARSA 
Robot reinforcement learning is an increasingly popular method that can offer the ability to learn 
previously missing abilities. These can include behaviors that are priorly unknown are not facile to code 
or optimizing problems without an accepted closed solution.[11] The behavior optimization occurs 
through repetitive trial and error interaction with its environment. This machine learning method can be 
defined as a Markov decision process (MDP) through which the agent is trained by an action-sense-learn 
cycle.[8] In a standard model-based RL algorithm (Figure 1), the agent observes the state 𝑠𝑡 ∈ 𝑆 from its 
environment, and takes action 𝑎𝑡 ∈ 𝐴 based on the prior knowledge resulting in its current policy 𝜋𝑡. The 
taken action results in a new state 𝑠𝑡+1, which here can be determined from the state transition 
distribution 𝑃(𝑠𝑡+1|𝑠, 𝑎) and leads to the reward 𝑅(𝑠, 𝑎).  
 
Figure 1. Standard network structure for reinforcement learning algorithm. 
The expected return (sum of discounted rewards) can consequently be used to give the optimal state-
action value function for a given state-action pair (𝑠, 𝑎): 
Q∗(𝑠𝑡, 𝑎𝑡) = 𝑅(𝑠𝑡, 𝑎𝑡) + 𝛾 ∑ 𝑃(𝑠𝑡+1|𝑠𝑡 , 𝑎𝑡) max
𝑎𝑡+1∈𝐴
𝑄∗(𝑠𝑡+1, 𝑎𝑡+1)
𝑠𝑡+1 ∈ 𝑆
 (1) 
Where 𝑡 can be an iteration numerator (or time-step), 𝛾 ∈ (0,1) is a pre-defined discount factor. 
Therefore, the agent learns to modify his action policy based on the cumulative rewards over iteration. 
Using this state-action value function, we can calculate the optimal policy, 𝜋∗by: 
π∗(𝑠, 𝑎) = argmax
𝑎𝑡∈𝐴
𝑄∗(𝑠𝑡, 𝑎𝑡) (2) 
Various RL algorithms mostly vary in terms of trade-off between exploration and exploitation in creating 
and updating the value function.[10] Here we will describe two of them and further implement them in 
the experimental scenarios.  
2.2 Q-learning  
Q-learning is an Off-Policy algorithm for temporal difference (TD) learning. While not requiring a model 
of the environment, based on an exploratory or random policy, Q-learning learns to optimize the policy 
when the actions are selected. In Q-learning, the learned action value function, 𝑄, directly approximates 
𝑄∗ independent of the followed policy.[10] 
Q(𝑠𝑡, 𝑎𝑡) ← Q(𝑠𝑡, 𝑎𝑡) + 𝛼[𝑅𝑡+1 + 𝛾 max
𝑎
𝑄(𝑠𝑡+1, 𝑎𝑡) − Q(𝑠𝑡, 𝑎𝑡)] (3) 
Where 𝛼 ∈ (0,1) is the learning rate which is a hyperparameter like 𝛾.  
2.3 Sarsa 
Sarsa is an On-Policy temporal difference (TD) learning which uses the following algorithm to update its 
action value function, 𝑄: 
Q(𝑠𝑡, 𝑎𝑡) ← Q(𝑠𝑡, 𝑎𝑡) + 𝛼[𝑅𝑡+1 + 𝛾𝑄(𝑠𝑡+1, 𝑎𝑡+1) − Q(𝑠𝑡, 𝑎𝑡)] (4) 
The major difference between Sarsa and Q-learning is that Q-values are not necessarily being updated 
based on the maximum rewards. Instead, Sarsa uses every element of these five events: 
(𝑠𝑡,  𝑎𝑡,  𝑅𝑡+1, 𝑠𝑡+1,  𝑎𝑡+1) that creates the transition from one state-action pair to the next.[10]  
3. Quadrotor Flight Dynamics 
In this section, we define a planar problem with 3 DoF which includes position in 𝑥 and 𝑦 axis and the 
heading angle 𝜓 while the altitude of the quadrotor (position in 𝑧 axis) remains constant. It is reasonable 
to consider the quadrotor as a rigid body, which accelerates by the torques and forces applied form its 
four rotors. 
 Figure 2. Direction of velocity and applied wind for a UAV relative to air. 
The velocity and applied wind is simplified in order to reduce the complexities derived by the physics of 
the UAV, and shown schematically in Figure 1. For the given velocities, we can have: 
?̇?𝐺 = 𝑉𝑤 𝑠𝑖𝑛 𝑠𝑖𝑛 (𝜓)  + 𝑊𝑥 
 
(5) 
?̇?𝐺 = 𝑉𝑤 𝑐𝑜𝑠 𝑐𝑜𝑠 (𝜓)  + 𝑊𝑦 
 
(6) 
?̇? =
𝑉𝑤
𝑅𝑚𝑖𝑛
𝑈(−1 < 𝑈 < 1) 
 
(7) 
Equation 4 is integrated with respect to time to give:  
𝜓 = 𝜓0 +
𝑉𝑤
𝑅𝑚𝑖𝑛
𝑈𝑡 
 
(8) 
?̇?𝐺 = 𝑉𝑤 𝑠𝑖𝑛 𝑠𝑖𝑛 (𝜓0 +
𝑉𝑤
𝑅𝑚𝑖𝑛
𝑈𝑡) + 𝑊𝑥 
 
(9) 
?̇?𝐺 = 𝑉𝑤 [(𝑐𝑜𝑠 𝑐𝑜𝑠 (
𝑉𝑤
𝑅𝑚𝑖𝑛
𝑈𝑡) 𝑠𝑖𝑛 𝑠𝑖𝑛 (𝛹0)  ) + (𝑐𝑜𝑠 𝑐𝑜𝑠 (
𝑉𝑤
𝑅𝑚𝑖𝑛
𝑌𝑡) 𝑐𝑜𝑠 𝑐𝑜𝑠 (𝜓0)  ) 𝑈𝑡] + 𝑊𝑥 
 
(10) 
Equation 6 is integrated giving:  
𝑋𝐺 = −
𝑅𝑚𝑖𝑛
𝑈
𝑐𝑜𝑠 𝑐𝑜𝑠 (𝜓0 +
𝑉𝜔
𝑅𝑚𝑖𝑛
𝑈𝑡) + 𝑊𝑥𝑡 + 𝑋𝐺0  
(11) 
Equation 2 is substituted into Equation 5 and then integrated to give: 
𝑌𝐺 =
𝑅𝑚𝑖𝑛
𝑈
𝑠𝑖𝑛 𝑠𝑖𝑛 (𝜓0 +
𝑉𝜔
𝑅𝑚𝑖𝑛
𝑈𝑡) + 𝑊𝑦𝑡 + 𝑌𝐺0 
(12) 
The variables ?̇?𝐺 and ?̇?𝐺 , represent the UAV’s total velocity in the 𝑥 and 𝑦 direction respectively, relative 
to the ground. 𝑊𝑥 and 𝑊𝑦 are the wind speeds in the 𝑥 and 𝑦 directions respectively. ?̇? gives the angular 
velocity, 𝑅𝑚𝑖𝑛 and 𝑉𝑤 represents the UAV’s minimum turning radius and speed. Finally,  𝑋𝐺, 𝑌𝐺  gives 𝑥 
and 𝑦 coordinate of the UAV while 𝜓 describes its heading angle.[12] 
4. Problem Definition 
The most prominent limiting factor for the autonomous flight of a quadrotor is its battery level, which 
should be constantly monitored by the RL agent and makes rerouting decisions such as returning to 
ground control station or (maybe more efficiently) going for less demanding objectives. Let us assume a 
very general task of gathering aerial images in a pre-defined domain while the validity of each image at 
each location deteriorate with a constant defined rate. The agent is supposed to keep his image map as 
updated as possible but the visits should not be ‘too frequent’. An actual application of this scenario can 
be labeling each image with the amount of crop, or being able to estimate the moisture of soil by certain 
confidence over time and different weather conditions.  
Suppose the task is successfully completed at each episode if Φ(𝑥, 𝑦, 𝑡) > Φ𝑐, while Φ is the objective 
function and Φ𝑐 is a critical constant threshold value (0 < Φ < 1). Meanwhile, the value of objective 
function can degrade with an arbitrary function as a characteristic of environment, 𝜕Φ(𝑥, 𝑦, 𝑡)/𝜕𝑡 =
𝜆(𝑥, 𝑦, 𝑡). The value of degradation rate can be constant in a very basic case and can vary to a fully 
stochastic model, and in real-world problem will be influence by several factors such as type of crop, 
temperature, wind direction, location of each point in domain. Figure 3 demonstrates the 20 × 20,  𝑥 − 𝑦 
domain. The ground control station is located in the first cell where the UAV can fully recharge its battery 
level in ΤB time.  
 
Figure 3. Problem domain with ground control station in very first cell and wind field. 
The effect of wind on the power consumption of any UAV, is dependent on various parameters, notably 
the geometry, weight and material and the components of the wind field. In a 2D case, wind field can 
have two components in 𝑥 and 𝑦 direction which can vary during the time: 𝑾(𝑡) = (𝑊𝑥(𝑡),𝑊𝑦(𝑡)). We 
defined a simplified power consumption model, 𝑃𝑡, in the simulation environment for the basic scenario: 
𝑃𝑡 = 𝑐1√((𝑥𝑡 − 𝑥𝑡−1)
2 + (𝑦𝑡 − 𝑦𝑡−1)
2 + 𝑐2 ((𝑥𝑡 − 𝑥𝑡−1) − 𝑤𝑥𝑡) + 𝑐3 ((𝑦𝑡 − 𝑦𝑡−1) − 𝑤𝑦𝑡) + 𝑇(𝑥, 𝑦, 𝑡) 
Through which 𝑐1, 𝑐2, 𝑐3 are custom set coefficients which respectively control the influence of change in 
location, and effect of wind field in x and y direction, and passage of time (which works in the agents 
disadvantage if it wants to stick to a certain location). The last term 𝑇(𝑥, 𝑦, 𝑡) is a turbulence factor that 
can be any function, and typically exists in a farm due to agricultural machinery, and presence of other 
drones for multi-agent tasks. Having the power consumption, we can calculate the battery level 𝑠𝑏 ∈
[0,100]. Similar to [8] the state of the agent at each time-step is S= {𝑠𝑥, 𝑠𝑦, 𝑠𝑏}, where 𝑠𝑥 ∈ [1,20] and 
𝑠𝑦 ∈ [1,20], are integers representing the location of the agent based on the cells in the domain. The 
agent can chose to move to any adjacent cell, providing 8 possible actions at each cell, including the cells 
on the edge of the domain which will result in the reward of -100. An additional negative reward for 
charging was set to -30 for each time that the agent visits the ground control station. In the real-world 
problem, the whole scenario is nothing but providing an accurate map of Φ(𝑥, 𝑦) with the least consumed 
power. Therefore, the reward function is calculated based on a combination of battery level and accuracy 
of objective function given in equation 13 (𝑥, 𝑦, 𝑡 for all parameters is removed for simplicity). 
𝑅 (𝑠) = 𝑐Φ(Φ/Φ𝑐)
𝑢 + 𝑐𝑝𝑠𝑏 ; 𝑠𝑏(𝑡) = 𝑠𝑏(𝑡 − 1) − 𝑃𝑡  (13) 
Here, 𝑐Φ and 𝑐𝑝 are the coefficients responsible for tuning the significance of the objective function in 
comparison with battery level and  𝑢 is the parameter that represents a urgency of the maintenance for 
objective function. The algorithm to address this problem is given in Figure 4. For all the cases the discount 
factor, learning rate, were set to 𝛾 = 0.9 and 𝛼 = 0.2.  For the cases with Q-learning algorithm, we have 
used an epsilon value that decays over time, starting greedily from 𝜖 = 0.9 and decaying by a factor of 
𝜖 × 0.998 until it reaches to the minimum value of 𝜖 = 0.01. This means that the agent starts operating 
by making stochastic decisions 90% of the time and eventually relies on the converge policy. 
 
Figure 4. Network structure for reinforcement learning algorithm 
5. Results 
The experiments were implemented through a combination of ROS and Gazebo.  Gazebo is equipped with 
a robust physics engine, which paves the way for taking in actual wind history and resulting in realistic 
power responses in various conditions. The (𝑥, 𝑦) location of UAV is extracted from the global position of 
the quadrotor in Gazebo. For the cells as big as 1 × 1 𝑚 , the height of the quadrotor was assumed to be 
at 𝑧 = 3 𝑚 to ensure that it will match the reality of the case as much as possible (Figure 5). 
 
Figure 5. Quadrotor in simulation  domain. 
In order to validate the implementation of the RL algorithms, the Q-learning scenario was compared to a 
MDP direct path planning problem in a 7 × 7 domain, described here.[12] Figure 6 shows the MDP 
simulation results for the given wind field in an agreement with RL simulation results which is achieved in 
57 iterations. While a simple Q-learning algorithm converges to the diagonal path for a constant wind 
condition, due to non-linearity of the wind field in this validation case, the number of iterations for 
reaching a perfect agreement between the methods was extremely higher.  
 
Figure 6. A comparison of MDP (given in black) and RL (given in red) simulation results. The objective is to depart from the cell 
pointed by red dot reach to the black one. 
After validating the implementation of the algorithm, the define problem in section 4 was initialized with 
drone starting at (𝑥, 𝑦) = (1,1). The threshold of objective function was set to a constant of Φ𝑐 = 0.7, 
and wind field was remained constant. The resulting state value contour is given in Figure 7.  
 
Figure 7. state-value contour for Q-learning in the given wind field. 
In order to compare Q-learning and Sarsa the average reward for the first 200 episodes is given 
numerically in Table 1. It was resulted that Q-learning algorithm learns faster due to the greedy search 
with high epsilon. In addition Q-learning can learn a policy even if taken actions are chosen randomly and 
evidently it showed a slightly larger standard deviation especially in early episodes. It seems that Sarsa 
demands the information to be stored for more iterations before the action values can be updated which 
on the other hand can be interpreted that the agent would make risky moves more frequently.  [11] Due 
to the linearities in this study (constant wind field and constant fading time for the objective function) and 
limited size of the domain the heat map and value contour barely changed after 200 episodes.  
Episode Interval Q-learning  Sarsa 
0-20 -139 -153 
20-80 -84 -122 
80-120 -66 -107 
120-160 -59 -86 
160-200 -51 -63 
 
6. Conclusion and Future works 
The future of this project involves replacement of the simulation environment with the in-field trials. 
Therefore, the process of policy optimization is happening in a learning training step, which in robot 
reinforcement learning is known as “mental rehearsal”. The agents have shown promising behavior in 
new wind conditions and our group is improving the simulation environment and tuning the developed 
model to be able to react efficiently to rapid wind changes or power consuming tasks. 
Battery cost of an intelligent UAV is not only cause by the power consumption of the rotor, but also by 
the possible on-board processors which are much desired to eliminate the need to constant 
communication to ground control station. The present framework can be further expanded to include the 
power consumption of processors to make this simulation environment closer to the real-world 
application.  
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