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It has long been known that every positive semidefinite function of R(x, v) 
is the sum of four squares. This paper gives the first example of such a function 
which is not expressible as the sum of three squares. The proof depends on the 
determination of the points on a certain elliptic curve defined over C(X). The 
2-component of the Tate-SafareviE group of this curve is nontrivial and in- 
finitely divisible. 
3T0 HE TOJIbKO OTPI?tLI,ATEJIbHAS BEJIEIYIIHA, HO OTPHIIA- 
TEJIbHAII BEJIWIIIHA BOBBEHEHHAS B KBA,QPAT! 
(ATTRIBUTED TO J.V. STALIN) 
0. INTRODUCTION 
Let x, y be independent indeterminates over the real field R. Hilbert [6] 
showed that every positive semidefinite function of R(x, y) is the sum of 
squares of elements of R(x, y). Landau [16] showed that four squares 
suffice and it has been a long-standing problem whether or not three 
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squares would suffice. The main object of this paper is to show that the 
positive semidefinite function 
f(x, y) = 1 + x2(x2 - 3) y2 + xy, (0.1) 
exhibited by Motzkin [8] in another context, cannot be represented as 
a sum of three squares in R(x, v). 
The proof is in two steps: First, we show thatfis a sum of three squares 
if and only if a certain elliptic curve V-l (the notation will become clear 
later) defined over k = R(x) has k-rational points with a certain additional 
property (Theorem 2.1). Secondly, we prove that there are no such points 
on V-l by determining completely the group ‘+?c(r) of C(x)-rational points 
on V (Theorem 7.1). 
We also discuss briefly some consequences of this result for the general 
theory of quadratic forms and of elliptic curves over function fields. 
1. QUADRATIC FORMS IN REAL FUNCTION FIELDS 
The problem of representing rational functions as sums of squares was 
first discussed by Hilbert [5]. Landau [16] using ideas of Hilbert [6] 
showed that every positive semidefinite rational function in two variables 
over the reals is a sum of four squares. On the other hand, it is easy to see 
that 
p(x, y) = 1 + x2 + y2 
is not a sum of two squares in R(x, JJ). For p is irreducible in C[x, y] so 
that any representation 
Ph? = fi” +A? = (.A + ifiui - ifi>, 
with 0 # f0 ,fi , f2 E R[x, y] would imply p I fi , p j f2 ; which immediately 
leads to a contradiction. 
Both results have been generalized to the n-variable case where they 
read as follows: Every positive semidefinite function in R(x, ,..., x,) is a 
sum of 2” squares [1, IO]; 1 + XI2 + *** + xn2 is not a sum of IZ squares 
in R(x, ,.-*, x,) [4, 21. 
Let t = r(n> be the smallest natural number such that every sum of 
squares in R(x, ,..., x,) is already a sum of t squares. Then t(n) satisfies 
the inequality 
II + 1 < t(n> < 2”. 
We will prove that t(2) = 4, but it should be pointed out that our method 
of proof-to translate the problem into a question about an elliptic 
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curve-is restricted to the case 12 = 2. We have no idea how to attack the 
conjecture t(n) = 2” for arbitrary n. 
From now on we work in the field R(x, y). Let f be a positive semi- 
definite function in R(x, JJ). If we ask for a representation off as a sum 
of squares we may clearly suppose that f is a polynomial. Since the cor- 
responding problem for R(x) is trivial one may also suppose thatfactually 
depends on x and y, i.e., cannot be written as a function of only one 
variable. Hence, the “easiest” cases forfto be considered are: 
(a) f is a polynomial of total degree 4; 
(b) fis a polynomial of degree 2 with respect to y. 
In both casesfis a sum of three squares in R(x, 4’). 
In case (a) this result is due to Hilbert [S], in case (b) it may be proved as 
follows: We can suppose that 
where g = g12 + g22, h = h12 + h22 in R[x]. Put 
f = klY + g2r1j2 + k2Y - m)2 + 5" 
with .$, q E R(x). The condition on 5,~ is 
5” + gq = h. 
This equation is soluble since a quadratic form of shape (1, g) represents 
all totally positive elements of the field R(x) [lo]. 
Thus, a positive semidefinite polynomialf(x, J) which is not a sum of 
three squares must be of total degree at least 6 and of degree at least 4 in 
the single variables x and y. Fortunately, a promising polynomial f of 
this type has been discovered by Motzkin [8],l namely (0.1). It is the 
simplest known positive semidefinite polynomial which is not a sum of 
(any finite number of) squares of polynomials in R[x, y]. Other poly- 
nomials with this property have been given by R.M. Robinson [12]. 
There are various ways to show that f(x, JJ) in (0.1) is positive semi- 
definite. Perhaps the simplest proof is to note that x2v2 is the geometric 
mean of 1, x3y2, and x2y4. Alternatively, 
f(& u) = (1 - X”Y”>” + x2(1 - Y2j2 + x2(1 - x2j2 Y2 ; 
1 + x2 (l-1) 
which leads to an explicit representation off as a sum of four squares in 
R(x)b] on multiplying numerator and denominator with 1 + x2. 
1 We owe the reference to this paper to R. M. Robinson and 0. Taussky-Todd. 
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2. A CONNEXION BETWEEN QUADRATIC FORMS 
AND ELLIPTIC CURVES 
Let k be a formally real field, let 
f(Y) = 1 + UY2 + by4 Q-1) 
E k[y] with b # 0, a2 # 4b. Then we have: 
THEOREM 2.1. f(y) is a sum of three squares in k(y) $7 the elliptic curve 
v-1 : -72 = &f2 - 2a[ + a2 - 4b) (2.2) 
has a k-rational point (5,~) with 5, v E k, such that 
5 and -5” + 2af - a2 + 4b are sums of two squares in k. (2.3) 
Proof. Suppose first that f(y) is a sum of three squares in k(y). Then 
by Ref. [2], the same is true in k[y], i.e., we have 
f = f12 +fi2 +f,” WithA E 01. 
Since k is formally real, theA must be of degree < 2, say 
h(y) = ai + b,y + Ciy2 (i = 1, 2, 3). 
Comparing coefficients we get the following system of quadratic equations 
in k: 
$ ai = 1, 5 aibi = 0, i bi + 2 i aici = a, i bici = 0, i Ci2 = b. 
1 1 1 1 1 
(2.4) 
After an orthogonal transformation over k which takes the vector 
(aI , a, , a3) into (1 , 0,O) we may assume that a, = 1, a, = a, = 0. Then 
(2.4) reduces to 
b, = 0, b22 + bS2 = a - 2c, , b,c, + b,c, = 0, c22 + cS2 = b - c12. 
cw 
This implies 
(a - 2c,)(b - c12) = (b22 + b,2)(c22 + cS2) 
= @,c, + W2 + (&a - b,c,Y 
= (b,c, - b,c2)2. (2.6) 
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Putting 5 = a - 2c, , 77 = 2(b,c, - b,c,), we get 4(b - c12) = 4b - (5 -a)” 
and 
5‘((e - a)” - 4b) = -q2. (2.7) 
From (2.5) we see that .$ and 4b - (4 - a)” are sums of two squares in 
k. This proves the first part of the theorem. 
Conversely, if 5,~ E k with (2.2) and (2.3) are given, we get a solution 
of the system (2.5) as follows: If 5 = 0,4b - a2 = d2 + e2, we take 
b, = b, = b, = 0, 2c, = a, 2c, = d, 2c, = e. 
If .$ = b,” + bS2 # 0, we have 4b - (5 - a)” = (v/t)” (b22 + b,2). 
Hence we may take 
b, = 0, 2c, = a - t, 2c, = $ b, , 2c, = - 2 b2 . 
6 
Clearly every solution of (2.5) leads to a representation off(y) as a sum of 
three squares. 
COROLLARY 2.1. f(x, y) = 1 + x2(x2 - 3) y2 + x2y4 is a sum of three 
squares in R(x, y) ifs the elliptic curve 
v-1 : - 7f = ((5 - x2(x2 - 3) -2x)(5 - x2(x2 - 3) + 2x) (2.8) 
has a ratio&point ([, 7) over R(x) with 7 # 0 and [ positive semidefinite. 
Proof. The trivial points (0, 0) and (x2(x2 - 3) & 2x, 0) on (2.8) do 
not lead to a representation off as a sum of three squares, since, in the 
first case, 
4x2 - (x2(x” - 3))2 = -x2(x2 - 1)2 (x” - 4) 
and in the two other cases 
x2(x2 - 3) * 2x = x(x f: 1)2 (X f 2) 
would have to be a sum of two squares in R(x). Furthermore, if (5,~) is on 
%‘-l and e # 0, then (2.3) is satisfied iff 5 is a sum of two squares in 
R(x) and this is equivalent to the condition that 5 should be positive 
semidefinite. 
COROLLARY 2.2. The elliptic curve V-l defined by (2.8) has no point 
(f, rl) with 5, r) E Q(x), 5 E QW2, and 77 f 0. 
Proof. The existence of such a point would imply that 
f(x, y) = 1 + x2(x2 - 3) y2 + x”y” 
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is a sum of three squares in Q(x)[y], say 
f(4 Y).hW2 = fi(x, Y)” + fi(X> Y)” + Jxx, Y)” 
with 0 # fO(x) E Q[x]& ,f2 , f3 E Q[x, JJ]. Here we may suppose that 
fO(x) has no zeros in Q since otherwisef, ,fi , f2 , f3 have a common factor. 
Thus, one may substitute arbitrary values U, Y E Q for x, y and f(u, v) is 
then a sum of three squares in Q. But 
f(3, 13) = 64.4159, 
which is not a sum of three squares since 4159 = -1 mod 8. This con- 
cludes the proof of Corollary 2.2. 
Theorem 7.1, Corollary 2.1 reduces the representability off(x, v) by the 
sum of three squares to a problem about elliptic curves. We shall actually 
do more than is required to demonstrate that no such representation 
exists and will determine a basis for the group of points on (2.8) defined 
over C(x). The details are given as Theorem 2 at the beginning of Section 7. 
Note that it is convenient to replace 17 by iv in (2.8), and so to work with 
the curve (7.0). 
3. LEMMAS FROM THE GENERAL THEORY OF ELLIPTIC CURVES 
In this section we give some familiar results from the general theory of 
elliptic curves in a form suited for later application. The cognoscenti are 
advised to skip this section and to refer back only when necessary. 
let 
3.1. Let k and K = k(v’&(dE k) be fields of characteristic 0 and 
V:?j2=[3+.[2+Bf+C (3.1) 
be an elliptic curve defined over k. Let V, , %‘K be the group of points on 
(3.1) defined over k, K, respectively, so ‘1p, C VK. Let Vlcd be the group of 
points of 
Vd : dq= = g3 + At2 + Bg + C 
defined over k. Then we can regard Vkd as a subgroup of SF?~ since Vd can 
be written 
(d&Y = 6” + At2 + Bg + C. 
LEMMA 3.1. 2VK is contained in the subgroup of C, generated by V, and 
$F?kd. 
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Proof. Let (T be the automorphism & -+ - fl of K/k. Then u acts 
on gK and a E VK is in hp, resp. V,Cd if 
oa = a resp. aa = -a. 
But now any 2a E 2gK can be written 
2a = (a + ua) + (a - aa). 
3.2. Now consider the two curves 
%? : q2 = f(p + 2At + B) (3.2.1) 
and 
9 : Q2 = tX5” + 2A,& + &I, (3.2.2) 
where A, B E k and A, = -2A, BI = 4A2 - 4B. Denote the point at 
infinity on V by o and the point ([, r]) = (0,O) on V by p; and similarly 
for o1 and p1 on 9. Then we have the following isogenies of degree 2: 
4 : 9 -+ 9 given by 4(o) = I+(P) = o1 and 
(3.2.3) 
# : 9 --+ %? given by $(ol) = I,@,) = o and 
$(& , Q) = ((-$,‘, 51iF2B1 a) for & f 0. (3.24 
1 
The composite maps ~+4 0 $ resp. $0 $J are just multiplication by 2 on 
9? resp. 9. 
A necessary and sufficient condition that a point a = (a, b) E V, be in 
#(&) is that 
a E k2, a2 + 2Aa + B E k2, 
where k2 denotes the set of squares in k. One can say rather more. Let k* 
be the multiplicative group of nonzero elements of k. We have a map 
defined as follows: 
y : V, + k*lk*’ (3.2.5) 
y(o) = 1 * k*‘, 
r(a) = a * k*‘, if a # 0, 
= (a2 + 2Aa + B) k*’ if a2 + 2Aa + B # 0. 
132 CASSELS, ELLISON, AND PFISTER 
The two definitions on the right-hand side are both applicable if b # 0 
and then they coincide, and one of the two definitions is always applicable 
for a # 0. 
LEMMA 3.2. y is a group homomorphism. Its kernel is precisely $(5&J. 
Proof. See Ref. [14]. 
Replacing V? by 9 we have a map 6 : Bk -+ k*/k*” for which the analog 
of Lemma 3.2 holds. 
3.3. Now suppose that V has the shape 
g : q2 = (f - ed(E - e2>0 - 4, (3.3.1) 
where 
el , e2 , e3 E k. 
To (a, b) E V, with b # 0 there correspond three aj E k*/(k*)a given by 
CY~ = (a - ej) 0 k*a. (3.3.2) 
Further 
c~~o1~01~ = 1 ok*’ (3.3.3) 
by (3.3.1). When b = 0, only two of the olj in (3.3.2) are well defined and 
the third is defined by (3.3.3). We thus have an everywhere-defined map 
yz of 9Yk into three copies of k*/(k*)“. 
LEMMA 3.3. y2 is a group homomorphism. Its kernel is precisely 2V, . 
3.4. We are particularly concerned with a groundfield k = k,(x), 
where x is transcendental. The curve 
Wq2=52+At2+Bf+C, A, B, C E k, (3.4.1) 
is birationally equivalent to one defined over k, iff there is a linear trans- 
formation 
rl = 1% 9 t=mL-kn U,m,nEk) 
such that v12 E k&J. [See, e.g., 3, p. 212.1 The analog of the Mordell- 
Weil finite basis theorem [7] implies the following: 
LEMMA 3.4. Suppose that k = k,,(x) and that %7 is not birationally 
equivalent to a curve defined over k,, . Then V, is finitely generated. 
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3.5. In k,(x) the ring k,[x] of polynomials is an analog of the 
integers in the classical theory over the rationals. The analog of theorems 
by Nagell and Lutz [3] is 
LEMMA 3.5. In (3.4.1), suppose that 
and that a = (a, b) E V, is ofjnite order. Then 
a, b E k,[x]. 
Further, either b = 0 or b2 divides the discriminant A(V) of 
5” + At2 + Bt + C. 
4. POINTS OF FINITE ORDER 
4.1. Let now A = -x2(x2 - 3), B = x2(x2 - 1)” (x2 - 4), 
A, = 2x2(x2 - 3), and B, = 16x2 in Section 3.2, i.e., 
%: 7)2 = ((5" - 2X2(X2 - 3) 5 + .2(x2 - 1)2 (x” - 4)) 
= 5(( - x2(x2 - 3) - 2x)(5 - x2(x" - 3) + 2x), 
(4.1) 
9: q12 = t&$1" + 4x2(x2 - 3)51 + 16x2). (4.2) 
We intend to determine all points of finite order on %7 and 9 defined 
over k = C(x). There are clearly the following points of order 2: 
p = (O,O), q = (x2(x2 - 3) + 2x,0), r = (x2(x2 - 3) - 2x,0) on %Y, 
p1 = (0,O) on 3. 
[The two other points of order 2 on 9 which are given by 
&" +4x2(x2 - 3).$, + 16x2 = 0 
are not rational over C(x).] The image under y of p, q, and r is not a 
square in k, hence p, q, r 6 #(gk) by Lemma 3.2. A fortiori there are no 
points of order 4 on Vk and grc . (Use p1 = $(q) = #J(X).) 
It remains to determine the points of odd order. Suppose that 
a, = (a, , bl) E g3, is of odd order n > 1. Then a = $(a3 = (a, b) E %?k 
is also of order IZ. By Lemma 3.5 we have 
a, b, a,, bl E C[x], b, b, # 0 and b2 1 A(%), b12 1 A(&@). 
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In addition, a, E C[x12 since a, = 2((n + 1)/2 aI) E #U,). By (3.2.4), 
h2 
a=4a,2= 
al2 + 4x2(x2 - 3) a, + 16x2 
46 
7 
hence a, 1 x2. Further, the point a, + p1 = a,’ = (aI’, b,‘) E .9k has 
order 2n and an easy calculation shows that a,’ = 16x2/uI . Replacing 
a, by a,‘, if necessary, we may, therefore, assume that a, E C*. Then 
and 
b12 = 4a12x4 + 4u,(4 - 3aJ x2 + aI3 
b,2 1 d(9) = 4B12(BI - A,3 = -16B12B = -l63x6(x2 - 
This implies 
Put 
b12 = 4a12(x2 - l)“, 
a, = 4, b, = &8(x2 - 1). 
ssl = (4, 8(x2 - 1)) E Vk . 
1)2 (x” - 4). 
(4.3) 
By Lemma 3.2, s1 E $(U,) and an easy calculation shows that the pre- 
images of s1 under 4 are 
5 = (x2(x2 - l), 2X2(X2 - 1)) E VI, (4.4) 
and z, + p. We also note that 
25 = #(51) = ((x2 - 1)2, - (x” - l)“), (4.5) 
25, = $(24) = (1) - (2x2 + 1)). (4.6) 
By assumption 8, has order n or 2n, hence 25, has order n. But this 
is impossible since 
2x2 + 1 T d(9). 
Therefore 5 E V, and 51 E glc are points of infinite order. We have proved: 
LEMMA 4.1. Let k = C(x) and denote the torsion subgroup of C, resp. 
-% by vkeo rev. .SO . Then gk,, E Z/22 x Z/22, with generators 
p, q, gfi,,, s Z/22, with generator p1 . 
4.2. For later reference we will also prove that the points 
e1 , 51 + p1 E gr are not divisible in 9, by any number n > 1. This is 
clear for n = 2, since 5,~ + p, B + q, and 5 + t are not in #(.9,J by 
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Lemma 3.2. So let IZ be an odd integer >l. It is enough to show that 
25, = (1, - (2x2 + 1)) is not divisible by n in glc . Suppose 
25, = nal , a, E SSlc . (4.7) 
The group of automorphisms c of C over Q acts in a natural way on %jk 
and leaves sl invariant since s1 is defined over Q(x). Hence 
n(oal - al) = 0. 
But Bk contains no points of odd order, so ual = a,, i.e., a, is defined 
over Q(x). 
From the general theory of elliptic curves ([3], Lemma 7.2) we have the 
following results: Let x1 = (tI ,TJ be a generic point on 9: 
r112 = 5&l” + 245, + 4). 
Then 2x, = x2 = (t2, 92) with 
51” - Bl 2 +2(tj1) 
45 = ( 2v1 ) = 47),2’ 
Q2G) 
7?2 = -Y&p (4.8) 
(4.9) 
where & , & , and 52, are polynomials with coefficients in Q[A, , B,], & 
of degree n2 with top coefficient 1, z,& of degree $(n2 - 1) with top coeffi- 
cient n. 
From the addition formula we have 
4 
n+2 
= E&,(62 + t, + 4A1) + Bdt2 + &a) - 2712s 
c5l - 6212 
This shows that 
5L2m1 4&(&2 + 2A5, + Bl) 449 - G2 - &I2 ~n2(Lh 
(4.11) 
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We can now prove by a specialization argument that +n(0) = 0 and 
that &(O) is a power (depending on n) of B1 . For, if x1 = p1 = (0,O) we 
must have E, = np, = p1 , hence [, = 0 whenever & = 0, i.e., 
From (4.11) 
and since &(O) = 1 and B1 = 16x2 this shows by induction that &(O) 
is a power of x (up to a constant factor) for any odd number n. 
In our assumption (4.7), let 
with a, , b1 , c, E Q[x], and g.c.d. (a1 , ci) = 1. Then 
This implies c, = 1 and a, j $n(0)2, i.e., a, divides a power of Bl = 16x2. 
From (4.7) and Lemma (3.2) a, E Q[x]“. Suppose now that 
a, = a2x2k, a E Q*, k > 0. (4.13) 
Ifk > 1, 
al2 + 4x2(x2 - 3) a, + 16x2 = x~(~x~“-~ + 4a2(x2 - 3) x2k + 16) 
has to be a square, say 
= x2(4 - $a2x2k + terms of degree >2k in x)“. 
This is clearly impossible for k > 1. For k = 1, we find 
dx2 + 4a2x4 
If k = 0, we find 
a4 + 4a2x4 
12a2x2 + 16 = (2ax2 f 4)2, 
a4 - 12a2 = -ll6a, 
a(a2 - 12) = f16, 
a = 12, *4, 
a, = 4x2 or a, = 16x2. 
12a2x2 + 1 6x2 = (a2 -l 2~zx3~, 
-12~~ + 16 = %4a3, 
a2(3 & a) = 4, 
a = 311, *2, 
a, = 1 or a, = 4. 
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The solutions a, = 1,4, 4x2, 16x2 correspond to the points 
al = 1%, fel, 355 + ply i 25, + ply 
respectively; which do not satisfy the Eq. (4.7). We have 
LEMMA 4.2. Let k = C(x). The points sl and sl + p1 are not divisible 
in 53,., . The points 5, 5 + p, 5 + q, and 5 + r are not divisible in +f,; . 
5. FIRST DESCENTS OVER R(x) 
5.0. In this section we look at the first descents for V and %F. It 
is convenient to decompose multiplication by 2 into the product of two 
isogenies along the lines of Section 3.2 by considering the curve 
as well as V. 
~3 : q2 = [(p + 4x2(x2 - 3) c$ + 16x2) (5.0.1) 
It is convenient to work in R[x] rather than in R(x). By abuse of lan- 
guage we denote by (c,q) a point of the curve we are considering defined 
over R(x). On writing [ as a quotient of polynomials, one readily sees 
that the denominator must be a perfect square, say 
where 
t = w/P, (5.0.2) 
w, a,h E R[x], g.c.d. (w, 4) = 1. 
Considerations of divisibility show that 
(50.3) 
where 
6J =fP, (5.0.4) 
0 E R[x], g.c.d.(f, #) = g.c.d.(& #) = 1 (5.0.5) 
and 
f E WI (5.0.6) 
is one of a finite set. We endeavour to make this finite set as small as 
possible. By Lemma 3.2, a bound on the number off gives a bound on the 
cokernel of the corresponding isogeny. 
5.1. On applying the above substitution to 4 in the equation for 
V we obtain 
U.&G - 2x2(x2 - 3) wC2 + x2(x2 - 1)2 (x2 - 4) #r”} = square. (5.1.1) 
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The greatest common divisor of the two factors on the left side divides 
x2(x2 - 1)” (x2 - 4) and so 
and 
w =fe2, fi x(x + I)(~ - I)(~ + ;I)(~ - 2) (51.2) 
fv - 2x79 - 3)fe2p + xyx2 - iy(9 - 4) p 
= +fP (A E Iqx]). (51.3) 
Suppose first that the coefficient of the highest power of x infis negative. 
Then the coefficient of the highest power of x on the left side of (5.1.3) is 
positive, while that on the right side is negative; a contradiction. Hence the 
highest coefficient is positive. 
Now suppose that f has odd degree, so the left side of (5.1.3) has odd 
degree (because the right has). Then the degrees of the three summands on 
the left side of (5.1.3) are unequal and either the first or the third has the 
highest degree; a contradiction. 
Thus,fis of even degree with positive highest coefficient. By (5.1.2), the 
group generated by the f in (R(x))*/((R(x))*)’ has thus at most four 
generators, of which we can account for three: 
LEMMA 5.1. Independent generators of 
coker(%,,, + gRczJ 
are given by the point 
(5.1.4) 
5 = (x2(x2 - l), 2X2(X2 - 1)) 
and the two points 
q = (x(x - 1j2 (x + 21, O), 
r = (x(x + I)” (x - 2), 0) 
(5.1.5) 
(5.1.6) 
of order 2. There is at most one further generator, corresponding to 
f= x(x - 1). 
Lemma 3.2 ensures, of course, that the three specified points give 
independent generators of the cokernel. 
5.2. We now consider (5.0.1) similarly and make the substitution 
(5.0.2). Then 
w(w2 + 4x2(x2 - 3) wti2 + 16x2+4) = square. (5.2.1) 
The greatest common divisor of the factors on the r.h.s. divides x2 and so 
w =fe2,fjx (5.2.2) 
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and 
f 204 + 4x2(x2 - 3) f 82#2 + l6x2#4 = +fX2 (5.2.3) 
with 
X E R[x]. (5.2.4) 
The possibilities f = -1 and f = ix lead to a contradiction, on 
considering the sign of the lowest power of x on both sides of (5.2.3). 
Hence, 
LEMMA 5.2. coker (V,,,, --f L&J is trivial. 
Since our curve %T is not birationally equivalent to one defined over C, 
the following lemma follows on combining Lemmas 3.4, 4.1, 5.1, and 5.2. 
LEMMA 5.3. The group qRCz, is the direct sum of two cycles of order 2 
and either two or one cycle of i@inite order according as there is or is not a 
Point CC, 17) E qRtrJ with { E x(x - 1) R(x)*“. 
5.3. We now consider the same problem for V-l in which --y2 is 
substituted for q2. As in Section 5.1, we have to consider 
fyj4 + 2x2($ - 3)f02$F + x2(x2 - 1)” (x” - 4) #” = +jx2, (5.3-l) 
where 
t=g w = -f lP, 
and 
f I x(x + 1)(x - 1)(x + 2)(x - 2). (5.3.2) 
As in Section 5.1, the degree off is even. 
We now show that (x - 1)1 f is impossible. Suppose 
f = (x - 1) g, g I x(x + 1)(x + 2)(x - 4. 
Dividing by x - 1 and then putting x = 1, we get from (5.3.1) 
-4g(l) 6(1)2 #(l)” = g(1) X(1)2. (5.3.3) 
Since g.c.d. (f, 4) = 1 we have #(l) # 0, hence 0( 1) = X(l) = 0. But 
then the r.h.s of (5.3.1) is divisible by (x - 1)” and the 1.h.s is not. 
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Similarly, (x + I)[ f is impossible. Thus, the degree off is even and 
f I x(x + 2)(x - 2). As in Section 5.1 the points with 77 = 0 give the 
possibilities 
f = x(x + 2), x(x - 2). 
If any other value off occurs, then so must f = -1, since the possible 
values off are a group module R(x) *‘. We have thus proved the following 
lemma : 
1 
LEMMA 5.4. coker(9&., -+ %?&.,) has three or two generators according 
as there is or is not a point of %‘&., with 5 E R(x)*‘. Two generators are 
given by the points (5.1.6) of order 2. 
The same arguments as in Section 5.2 give 
1 
LEMMA 5.5. coker(%;,,, + 9&.,) is trivial. 
Combining Lemmas 5.4 and 5.5 with Lemma 3.4 and 4.1, we have the 
following: 
LEMMA 5.6. %?&, is the direct sum of two groups of order 2 and either 
one or no cyclic group of infinite order according as there is or is not a point 
(5, v) E %‘&.) with 5 E R(x)*‘. 
In the latter case where there is no such point (E, 7,~) we have clearly 
G2) c s R(z) . By Lemma 3.1 this implies 2a E gRczJ for any a E 9?cts) or, 
if p denotes the automorphism “complex conjugation”, 2(a - pa) = Q. 
Thus a - pa is one of the four 2-division points. On the other hand, a and 
pa have the same image under yin C(x)*/C(x)*“, since Y(%,-(~)) is generated 
by square-classes which are defined over Q(x) as we see from (5.1.2). So 
we must have a = pa, i.e., a E VRts, . 
Finally, we have proved the following: 
LEMMA 5.7. %‘c~z~ is the direct sum of two groups of order 2 and either 
1, 2 or 3 in$nite cyclic groups. Further, V,-.(z, = GfRCz, unless there is a point 
(t, 7) of %&) with 6 E R(x)*‘. 
It is perhaps worth remarking that we could have obtained the first 
sentence of Lemma 5.7 more easily by doing the descents in C(x); which 
provides a check on the preceding argument. 
6. THE ACTION OF GALOIS 
The curve V itself is defined over Q(x). The elements of Vcc(s) are each 
defined over a finite extension of Q(x) since otherwise one could get 
uncountabIy many elements of %?cfz) by specialization, contrary to 
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Lemma 3.4. Let K be the smallest extension of Q such that a set of 
generators of VctZ) is defined over K(x). Then K is a finite extension and 
every element of %Yc(=) is defined over K(X). Further, K/Q is normal since 
the conjugate of a point of %ccZ) is also in %c,ZJ . The Galois group r (say) 
of K/Q clearly acts faithfully on ‘Z,-(=) . 
By Lemmas 4.1, 4.2, and 5.7 a set of generators of %?ctZJ can be chosen 
such as to contain the points p, q (generators for %‘c(r),O), and 5. Let 
Js c C(x) (6.1) 
denote the subgroup of %?c(=) which is generated by p, q, and 5. Then the 
factor group 
8 = ~c,z,/sj. (6.2) 
is a direct product of 0, 1 or 2 infinite cyclic groups and r acts on 8, 
since the action of I’ on sj is trivial. 
Further information is given by the following two lemmas. 
LEMMA 6.1. r acts trivially on V,,,,/2 Fctz). 
For it is easy to verify that r acts trivially on the image of yZ in Lemma 
3.3, when the %? of (3.3.1) is identified with the present V and k = C(x). 
Indeed by a consideration of factorization like that of Section 5, one can 
verify that representatives of the relevant classes of C(x)*/C(x)*” can be 
chosen in Q(x). 
LEMMA 6.2. The action of r on 3 is faithful. The induced action on 
5125 is trivial. 
For suppose that 0 E r acts trivially on 3. Let c be any element of 
v c(z) . Then 
UC = c + lj, (6.3) 
with b E !$ and h E 2%‘c(,, b Lemma 6.1. Hence, by Lemma 4.2, y 
Ij = 2f 
for some f E 5. Let n be the order of (T. Then 
c = a”c = c + 2nf. 
(6.4) 
(6.5) 
Thus 2nf = o and so 2f = o by the properties of $. Hence q acts trivially 
on %zj and u = 1. 
The second sentence of the enunciation follows at once from Lemma 6.1. 
We now consider the abstract situation revealed by Lemma 6.2. 
6411312-2 
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LEMMA 6.3. Let r be any finite group and 5 a torsionfree module of 
rank at most 2 on which r acts faithfully. Suppose that the induced action 
on 5125 is trivial. Then r is either trivial, of order 2, or noncyclic of order 4. 
The proof, when 5 has rank 0 or 1, is simpler than when rank 3 = 2, 
which we shall suppose from now on. Let fi and fi be a basis and suppose 
that u E I’. Then 
where 
ofI = (1 + 2a>fi + 2bf2 , 
of2 = 2cfl + (1 + 24fi , 
The matrix 
a,b,c,dEZ. 
M = (’ ;c2a 1 :“2d, 
has finite order, and so either 
or the sum of the eigenvalues is less than 2 in absolute value, i.e., 
Hence 
I(1 + 2a) + (1 + 2d)j < 2. 
and so 
(1 + 2a) + (1 + 2d) = 0 
that is 
det(M) = (1 + 2a)(l + 2d) - 4cd 
= -1 (mod 4), 
det(M) = -1. 
Hence, the eigenvalues of u and A4 are +l and - 1. Let g, , g- E 5 be 
bases of the one-dimensional submodules belonging to the eigenvalues 
+ 1, - 1, respectively. We want to show that g, , g- is a basis for 3. For 
any f E 3 we have 
2f=(f+d)+(f--f) 
and so 
2f=ag++k, a, b E Z. 
Since 3 is torsion-free, it is enough to show that a and b are both even. 
Suppose, first that 2 # a and 2Ib. Then there is an f3 E 5 with 
% = g+ - 
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Then 
SO 
in contradiction to the definition of g, . Similarly, we cannot have 2 ( a 
2 r b. Finally, if2 { a and 2 r b, then there is anf4 E 3 with 
and so 
xl = g+ + g- 
2G-- = g, - g- = 2f4 - 2g- ) 
of4 =f4 -g-9 
in contradiction to the assumption that (T is trivial on 5125. By suitable 
choice of base we can thus ensure that 
Now let T be another element of I’, say corresponding to 
and # & M. 
Then, as before, 
(1 + 2a’) + (1 + 28) = 0. 
On the other hand, UT corresponds to the matrix 
Hence 
Thus 
(1 + W) - (1 + 2d’) = 0. 
a contradiction. 
1 + 2~’ = 1 + 2d’ = 0; 
This concludes the proof of the Lemma. 
Lemmas 6.2 and 6.3 together give 
LEMMA 6.4. gctzJ = %Y?~(~) for some normal extension K of Q whose 
Galois group is either trivial, of order 2, or noncyclic of order 4. 
Finally, we have the following refined version of Lemma 5.7: 
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LEMMA 6.5. %?,-(=) is generated by the points p, q, and 5 defined over 
Q(x) and at most two further points c1 and c2 defined over K(x). The elements 
of the Galois group I’ of K/Q act like f 1 on c1 and cz . 
For the proof we may suppose that 5 has rank 2, the other cases being 
simpler. By the proof of Lemma 6.3, $j has a basis fi ,fz such that the 
elements of r operate like &(‘, “,) or i(i -i). Let ci E %ctzj be represen- 
tatives for f;l (i = 1,2). Suppose also that r is nontrivial and that p E P 
satisfies 
Pfi = +I* 
Let I’,, C r be the subgroup consisting of the u E r such that 
(4 =h . 
Then r,, is of index 2 in r. By Lemma 6.2, 
PC, = -cl + 39 
for some h E sj. On replacing c1 by c1 - h and recalling that I’ acts tri- 
vially on !& we have 
pc, = -cl . 
The argument used to prove Lemma 6.2 shows that 
for all (T E r, . Thus 7c1 = fc, for all T E I? Similarly, 7c2 = fc, for all 
T if c2 is a suitable representative forfi . 
7. PROOF OF THEOREM 7.1 
We are now able to determine the group %‘c(aj of C(x)-rational points 
on our curve 
v : ?j2 = &$ - x2(x2 - 3) - 2x)(5 - x2(x2 - 3) + 2x). (7.0) 
THEOREM 7.1. %c(zj = 5 g Z/22 x Z/22 x Z with generators 
P = (0, 01, 
q = (x2(x2 - 3) + 2x, O), 
s = (x2(x2 - l), 2X2(X2 - 1)). 
In particular, VCtz, = WQCs, . 
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Proof. Suppose first that Vc(sj has rank 3. By Lemmas 5.3, 5.7, and 
6.5, the field K is not real and there is a point c E %?c(=) defined over an 
imaginary quadratic field Q(1/(---d>) C K with c -+ -c under the auto- 
morphism v’- -+ -m. Here d > 0 is a square-free integer. The 
point c corresponds to a point (5,~) on 
V-d : -dq2 = ((5 - x2(x2 - 3) - 2x)(f - x2(x2 - 3) + 2x), (7.1) 
with 5,~ E Q(x). 
By Lemma 5.4 we may suppose, on replacing 3 by 3 - I$, where Ij is a 
point of order 2, if need be, that t E R(x)*“. (Note that h is defined over 
Q(x) and so goes over into lj = -lj under the automorphism.) This 
implies 
(7.2) 
where 0, $ E Q[x], g.c.d. (0, 4) = 1, and c > 0 is a square-free integer. 
Hence 
c((c02 - x2(x2 - 3) t,P)” - 4x2$*) = -dA2 
for some X E Q[x]. 
(7.3) 
Comparing constant terms in (7.3) shows that 6’ = x0, , X = xh, , and 
x r #. Then 
c(x2(cO12 - (x2 - 3) $3” - 4#*) = -dh12. (7.4) 
On specializing x to 0, this implies c = d, and on looking at terms of 
highest degree we have 
so 
deg(Ce12 - (x2 - 3) +“) < deg $2, 
c=d=l. 
(7.5) 
Thus (f, 7) is a Q(x)-rational point on V-l with .$ E Q(x)*’ in contra- 
diction to Corollary 2.2 of Theorem 2.1. 
Secondly, suppose that %?,-(oj has rank 2 and that K is not real. Then 
K = Q(d/(-d>> with d > 0 and the proof proceeds as in the first case. 
Suppose finally that +?c(zj has rank 2 and that K is real. Then either 
K = Q(2/3 is real quadratic or K = Q (when we put d = 1). There is a 
point (5,rl) on 
VJ : dv2 = t(p - 2x2(x2 - 3) < + x2(x2 - 1)2 (x2 - 4)) (7.6) 
with 4,~ E Q(x)*. 
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In addition, by Lemma 5.1 we may suppose, on adding an appropriate 
point of order 2 if necessary, that 
5 E x(x - 1) R(x)*’ or t E x(x + 1) R(x)*‘. 
We suppose [ E x(x - 1) Ran, on replacing x by -x if need be. Then 
g = cx(x - 1) $, (7.7) 
where 13, # E Q[x], g.c.d. (x(x - 1) 8, $) = 1, and c > 0 is a square-free 
integer. From (7.6) we find 
c(c2x(x - 1) e4 - 2x2(x2 - 3) ce2ti2 + x(x - 1)(x + 1)” (x2 - 4) $3 = dA2 
(7.8) 
for some h E Q[x]. 
Comparison of lowest terms in x shows that 
c28(0)4 - 4#(0)4 = 0, 
so 
c = 2. 
This implies that the highest terms in x on the left cannot cancel, so d = 2. 
On the other hand 
4~~6(1)~ I&I)~ = dA(1)2. 
This is possible only if 8(l) = h(1) = 0; and then the r.h.s of (7.8) is 
divisible by (x - l)“, whereas the 1.h.s is not: a contradiction. 
Thus the rank of Vcc,, must be 1 and then the result follows from 
Lemma 4.2. 
8. CONSEQUENCES FOR THE HASSE PRINCIPLE 
OF QUADRATIC FORMS AND OF ELLIPTIC CURVES 
Our result that f(x, u) = 1 + x2(x” - 3) y2 + x2y4 is not a sum of 
3 squares in R(x, u) is of interest for the general theory of quadratic forms 
in function fields. Similarly, our curve V serves as an example for the 
general behavior of elliptic curves over function fields. In both cases, one 
has the following notion of Hasse principle. Let K be an algebraic function 
field of transcendence degree 1 over a field k. Denote by p the inequivalent 
valuations of K/k, by KP the completion of K with respect to p. We say 
that the Hasse principle for quadratic forms resp. elliptic curves holds in 
K if every quadric hypersurface resp. elliptic curve over K which has 
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points in all completions KP (“everywhere locally”) has a point in K 
(“globally”). 
8.1. First, consider the case of quadratic forms and let k = R(x), 
K = k(y). It can be shown (for details see [ll]) that all completions KP 
of K have the property that any sum of squares in Kp is a sum of three 
squares. In particular, our polynomialf(x, y) is a sum of three squares in 
every KP . But it is not a sum of three squares in K. Hence, the Hasse prin- 
ciple in K does not hold for the quadric 
t,2 + t,2 + t32 - ft42 = 0. 
In contrast to this the Hasse principle in K is true for 
t,2 + ... + tn2 - at:,, = 0, aEK* 
whenever IZ # 3. This is proved in Ref. [l l] for n = 1,2,4 and follows 
trivially for n > 4, from the case n = 4. Another proof can be deduced 
from a recent result of G. Harder (unpublished) who shows that in every 
rational functional field K = k(y), char k f 2, the following weaker 
form of Hasse’s principle for quadratic forms holds: Two quadratic forms 
4 and # over K are equivalent over K if and only if they are equivalent 
over all KP . 
It has been known at least since Witt’s paper [15] that the Hasse prin- 
ciple for quadratic forms is not generally true in function fields. This is 
rather trivial if the function field has genus 3 1. Witt’s example is a field 
of genus 0 over k = Q. But it seems to be new that the Hasse principle 
fails already in such a “simple” rational function field as R(x, v). 
8.2. We turn now to the Hasse principle for elliptic curves. 
Again let K/k be a function field in one variable and let V be an elliptic 
curve with rational point o defined over K. We are interested in the Tate- 
SafareviE group III = III@?, K) (for definition see, e.g., [3]) because III 
measures the validity of the Hasse principle for elliptic curves. More 
precisely, III = 0 if and only if the Hasse principle holds for all elliptic 
curves defined over K which become isomorphic to V over the separable 
algebraic closure of K. 
In our case K = R(x) or K = C(x) and 9? is the curve (4.1). From our 
treatment in Section 7 we can easily deduce that the curve 
& : ?f = x(x - 1) 5” - 2 x2 x2 ( - 3) ‘$2 + x(x - 1)(x + 1)2 (x” - 4) 
corresponds to a nonzero element (of order 2) of III. d has no K-rational 
point, since such a point would correspond to a K-rational point (5,~) on 
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‘S’, where 5 has square-class x(x - 1). On the other hand, we can show 
that B has points in every completion of K. 
On clearing denominators the equation in question is 
x(x - 1) 84 - 2X2(X2 - 3) &$a + X(X - 1)(x + 1)” (X” - 4) $4 = P. 
First, consider formal power series solutions in x - x,, with 0 < x0 < 1. 
We get a solution by putting 8 = 0. If x,, = 0 we can take 8 = 42, # = 1, 
if x,, = 1, 8 = # = 1 will do. For the remaining places, that is the real 
places with x,, < 0 or x,, > 1, the infinite place and the complex places, 
one can put # = 0. 
In conclusion it should be pointed out that there is an essential difference 
in the properties of III over number fields and over function fields. Over 
number fields III is conjectured to be finite whereas over function fields 
it may contain infinitely divisible elements (see [91, [13]). In fact, it follows 
from Theorems 3,4, and 5 of Ref. [13] that IlI is infinitely divisible for our 
curve V and K = C(x). The result that qK has rank 1 implies then that 
the 2-component of Ill is isomorphic to the direct sum of two copies of 
Q&2 * 
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